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Notation
The following table shows the significant symbols used in this work. Local notations are
explained in the text.
Symbol Definition Dimension
Greek Letters:
α Solute expansion coefficient -
αl Longitudinal dispersivity m
αt Transversal dispersivity m
β Product of parameters that require upwinding m2 s−1
Γ Dimensionless gravitational number -
ΓG Variable of integration for domain boundary m2
ΓVi Variable of integration for boundary of finite volume
or box
m2
 Mass balance error kg or mol s-1
η Dimensionless space -
θ Weighting coefficient (0 ≤ θ ≤ 1) for temporal dis-
cretization scheme
-
λ Mobility ratio λ = λnλw -
λα Moliltity of phase α, λα = krαµα Pa
−1 s−1
λBC Brooks and Corey shape parameter -
λt Total moliltity λt = λn + λw Pa−1 s−1
% Mass density kgm−3
%α Mass density of phase α kgm−3
%mα Molar density of phase α molm−3
µ Dynamic viscosity Pa s
µα Dynamic viscosity of phase α Pa s
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τ Dimensionless time -
φ Effective Porosity -
φdp Drainable porosity -
χ Ratio of dimensionless time and space, χ = ητ -
Latin Letters:
a Distance between fault zone and injection well m
Aα Cross-sectional area of phase α m2
AIP Area of sub-control volume face at integration point
IP
m2
Cs Compressibility of the solid matrix Pa−1
Ct Total compressibility of the fluid and the solid matrix Pa−1
C Dimensionless factor C = krnfw -
Ca Dimensionless capillary number -
d Characteristic grain diameter m
d10 Characteristic grain diameter whose size exceeds 10%
of the other diameters by weight
m
dij Distance between nodes i and j m
Ddisp Mechanical dispersion tensor m2 s−1
Dκm Molecular diffusion of component κ m2 s−1
Dκpm Effective porous medium diffusion of component κ m2 s−1
Dj Diffusivity of aquifer j, Dj = kµwφCt m
2 s−1
E Volumetric CO2 stroage efficiency -
f Flux vector kg or mol s-1m-2
fa Advective flux vector Nm−1
fd Diffusive flux vector kg or mol s-1m-2
ff Fracture flux vector kg or mol s-1m-2
fα Fractional-flow function of phase α, fα = λαλt -
g Gravity acceleration vector m s−2
g Scalar gravity acceleration g = 9.81 ms−2
G Model domain m3
Gr Dimensionless gravitational number -
h Height of the CO2 front m
h′ Dimensionless height of the CO2 front -
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hij Distance from element center to midpoint of edge con-
necting nodes i and j
m
H Aquifer thickness m
K Intrinsic permeability tensor m2
k Scalar permeability m2
kf Scalar permeability of fracture m2
kfh,j Horizontal fault permeability in aquifer j m2
kfv,j Vertical fault permeability in aquifer j m2
krα Relative permeability of phase α -
lcr Characteristic length m
Lj Distance between midpoints of aquifers j and j + 1 m
Mα Average molar weight of a phase α kgmol−1
Mκ Molar weight of a component κ kgmol−1
n Unit normal vector of sub-control volume face -
nij Unit normal vector of sub-control volume face between
node i and j
-
nIP Unit normal vector of sub-control volume face at inte-
gration point IP
-
N Number nodes in a grid -
Ni Linear basis function, Ni = Ni(x) -
p Pressure Pa
pα Pressure of phase α Pa
pc Capillary pressure Pa
pe Entry pressure Pa
pˆc Dimensionless capillary pressure -
pcr Characteristic pressure Pa
∆pj1 Pressure change in aquifer j region 1 Pa
∆pj2 Pressure change in aquifer j region 2 Pa
q Source or sink term kg or mol s-1m-3
qα Source or sink term of phase α kg or mol s-1m-3
qκ Source or sink term of component κ kg or mol s-1m-3
qt Total source or sink term of kg or mol s-1m-3
Qleakage Volumetric leakage rate m3
Qwell Volumetric injection rate m3
r Residual vector of whole domain kg or mol s-1
r Radial coordinate m
ri Residual at node i kg or mol s-1
XV
Ro Outer radius of domain m
s Storage term kg or mol m-3
sf Storage term of fracture kg or mol m-3
Sα Saturation of phase α -
Srn Residual non-wetting phase saturation -
Srw Residual wetting phase saturation -
t Time s
tˆ Dimensionless time -
∆tn Time step size of time step n s
T Temperature K
u Primary variable vector as a function of space u = u(x) -
u˜ Interpolated primary variable vector as a function of
space
-
u˜ Interpolated primary variable (scalar) as a function of
space
-
u˜IP Interpolated primary variable vector at integration
point
-
uˆ Discrete primary variable vector of whole domain -
uˆi Discrete primary variable vector at node i -
uˆi Discrete primary variable (Scalar) at node i -
uˆD Fixed Dirichlet value -
v Specific volumetric flux vector, Darcy or filter velocity m s−1
vα Specific volumetric flux vector of phase α ms−1
va average fluid velocity, per unit area of the fluid phase m s−1
vf Specific volumetric flux vector, Darcy or filter velocity m s−1
vt Specific volumetric total flux vector m s−1
vˆt Dimensionless total velocity -
vcr Scalar characteristic velocity m s−1
Vf,i Volume of fracture at node i m3
Vi Box volume of node i m3
∂Vi Boundary of a box i m3
wf Fault zone width m
wij Fracture width between notes i and j m
Wi Weighting function of node i, Wi = Wi(x) -
Wf Weighting coefficient (0 ≤Wf ≤ 1) of fracture storage
term
-
Wm Weighting coefficient (0 ≤Wm ≤ 1) of matrix storage
term
-
XVI
x x-coordinate m
x Coordinate vector m
xκ Mole fraction of component κ -
xκα Mole fraction of component κ in phase α -
Xκα Mass fraction of component κ in phase α -
y y-coordinate m
∆y Increment on y-axis m
zˆ Dimensionless z-coordinate -
Subscripts:
α Phase index
f Fracture or fault zone
m Matrix
h Horizontal
v Vertical
i Node or box index
j Node or box or aquifer index
IP Index of integration point
upw Upwinding index, either i or j
w Wetting phase (brine phase)
n Non-wetting phase (CO2 phase)
pm Porous medium
Superscripts:
κ Component index
n Time step index
CO2 CO2 component
H2O Water component
S Salt (NaCl) component
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Abstract
Carbon Dioxide, Capture and Storage (CCS) is considered to be a cost-effective technology
for mitigating climate change in the near future. A necessary requirement for a successful
implementation of CCS is the public acceptance of the technology. The affected public needs
to be aware of, and accept the risks that are associated with the subsurface storage of CO2.
This demands the use of transparent and comprehensible criteria in a site-selection and
characterization process.
Such a process comprises several levels. The first level should be a basin-scale screening using
different criteria with the aim of identifying favorable areas and sites for CO2 storage. Once
potential sites have been identified, an exploration should be carried out to obtain site-specific
data. The next step should comprise a site-specific investigation of the risks associated with
CO2 storage, covering such risks as the leakage of CO2 from the reservoir and the risk of
saltwater intrusion in freshwater aquifers. This work deals with two aspects of such a multi-level
site-selection and characterization process. The first aspect is related to a basin-scale screening
method, allowing for a qualitative ranking of different areas with respect to storage efficiency.
The second aspect investigates the displacement of resident brine during the injection of
CO2, on the basis of a realistic, but not real large-scale site in the North German Basin. For
both aspects, the relevant processes and parameters are analyzed, and models with varying
complexity are compared for the target variables of interest.
Basin-Scale Screening for CO2 Storage Efficiency An important requirement for a screening
method is a low computational demand, as the screening has to be carried out over a large
area. For this purpose, the dimensionless gravitational number (Gr), which has a negligible
computational demand, is considered here as a screening criterion. Gr relates gravitational
forces to viscous forces during CO2 injection, and is therefore a qualitative indicator of how
efficient a reservoir can be used (i.e. storage efficiency). The basin-scale database available in
this work comprises regionalized data for depth, temperature conditions, and salt concentrations
in the Middle Buntsandstein rock unit of the North German Basin. These data are sufficient
to determine the initial fluid properties (viscosities and densities) of brine and CO2. However,
other relevant parameters like the permeability, the porosity, and the reservoir thickness are
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not regionalized on the basin scale. Gr is therefore calculated based on the fluid properties at
every data point of the database. The Gr-criterion allows only for a qualitative ranking of
different sites, therefore numerical simulations are performed to test if there is a significant
influence of the varying fluid properties on storage efficiency. Additionally, the influence of
the parameters porosity and reservoir thickness, for which data are only available in selected
areas, is compared to the influence of the varying fluid properties in these areas. The results
suggest, that the influence of the fluid properties on the storage efficiency is notable but less
important, than that of the parameters porosity and reservoir thickness. Still, the influence of
the fluid properties can be in the same range as the other two parameters.
Additionally, the Gr-criterion is compared to the Okwen-Method, which is an analytical solution
for estimating the storage efficiency. The main finding is, that both methods show an acceptable
qualitative agreement with the simulation results for large parts of the considered range of
depth, temperature conditions, and salt concentrations found in the Middle Buntsandstein
rock unit.
To summarize, a screening method, such as the Gr-criterion or the Okwen-Method based on
the available database of depth, temperature conditions, and salt concentrations can provide
valuable information for identifying suitable areas for CO2 storage. However, it becomes clear
that these criteria can only be part of a larger set of criteria that have to evaluated.
Large-Scale Investigation of Brine Displacement Brine displacement is considered to be a
potential risk of CO2 storage. A site selection process should therefore include a phase where
the fate of the brine displaced by the injected CO2 is investigated. For this purpose, different
numerical and analytical models exist. This work investigates brine displacement in a realistic
(but not real) CO2 storage site in the North German Basin.
The geological model comprises, besides the injection horizon and its surrounding layers, the
complete overburden up to the shallow freshwater aquifers. It therefore fully couples flow
between deep and shallow layers. Several characteristics of the North German Basin are
included in the geological model, such as a salt wall, which penetrates all layers up to the
shallow freshwater aquifers, and the Rupelian clay barrier, which separates saltwater from
freshwater aquifers. The Rupelian clay barrier is discontinuous at several locations, so-called
hydrogeological windows, which allow for an exchange between saltwater and freshwater. The
second important barrier in the geological model is the Upper Buntsandstein barrier, which is
the main barrier preventing the CO2 from migrating upwards. It is situated approximately
1300m below the Rupelian clay barrier. A conservative assumption is made by assuming
a permeable fault zone, at the flank of the salt wall. This fault zone directly connects the
injection horizon to the freshwater aquifers, which are, in this work, referred to as target
aquifers.
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In a scenario study, different components of the geological model are varied, not in a statistical
sense, but on the entire range of plausible values, thereby creating a span of possible results.
This allows, to some extent, a generalization of the conclusions drawn here to other sites,
at least within the North German Basin. The results presented in this work show first and
foremost that notable, in the sense of non-negligible, increases in the salt concentration in the
target aquifers are locally constrained to regions, where initially elevated concentrations are
present prior to the injection, and where permeabilities are high enough to support sufficient
flow (i.e. at the fault zone and the hydrogeological windows). Hence, the quality of the
prediction of concentration changes strongly depends on how well the initial salt distribution is
known. Another important parameter is the permeability of the Upper Buntsandstein barrier.
It has a strong influence on the type of brine displacement, which can either be diffuse across
the barrier or focused over the fault zone.
In a further study, models with varying complexity are compared. More complex models
will increase the computational demand and require more data. In general, hydrogeological
data are highly uncertain, therefore a risk analysis may require many realizations of a model
(for example Monte-Carlo simulations). To limit the computational demand, while still being
able to handle the uncertainties in the data, requires the use of simplified models. The main
aim of this model comparison is to reduce the model uncertainty, by investigating the effects
of the different model simplifications. The analysis on model simplification shows that the
level, to which the complexity of a model can be reduced, depends on the target variable of
interest. For example, when considering the volumetric leakage rate into the target aquifers as
a target variable most of the model simplifications compared in this work show an acceptable
agreement. However, when considering the pressure-buildup as a target variable the agreement
between some of the considered model simplifications significantly worsens. The agreement
between the different models has to be evaluated bearing in mind the uncertainty of the
hydrogeological parameters, whose impact is expected to be much greater than the impact of
most of the model simplifications treated here.
Overall, the analysis on brine displacement presented in this work, will help in the design of
effective and efficient large scale models. A possible application could be a basin-scale model
of the North German Basin considering multiple CO2 injections.
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Zusammenfassung
Die CO2-Abscheidung und -Speicherung (CCS, engl. Carbon Dioxide Capture and Stora-
ge) wird als kosteneffiziente Technologie zur Minderung der anthropogenen Emissionen des
Treibhausgases CO2 in die Atmosphäre angesehen. Die CCS-Technologie könnte somit einen
wichtigen Beitrag zur Abschwächung der Folgen des Klimawandels in naher Zukunft leisten.
Eine erfolgreiche Umsetzung der CCS-Technologie, in einem klimarelevanten Maßstab, hängt
stark von deren öffentlicher Akzeptanz ab. Die Risiken für Mensch und Umwelt, welche mit
der unterirdischen Speicherung von CO2 einhergehen, sollten daher offen kommuniziert und
von einer betroffenen Öffentlichkeit akzeptiert werden. Deshalb ist es notwendig bei der Suche
nach geeigneten Standorten transparente und nachvollziehbare Auswahlkriterien einzusetzen.
Die Standortauswahl sollte in mehreren Stufen verlaufen. Zuerst können, durch ein großflä-
chiges Screening, anhand verschiedener Kriterien, geeignete Gebiete für die CO2-Speicherung
identifiziert werden. Nach der Identifizierung von potentiellen Standorten, kann eine Erkun-
dung folgen, mit deren Hilfe standortspezifische Daten erhoben werden können. In einem
weiteren Schritt sollte eine standortspezifische Risikoanalyse durchgeführt werden, z.B. zum
Risiko der Migration von CO2 aus dem Speicherhorizont oder der Beeinträchtigung von Süß-
wasseraquiferen durch verdrängtes Salzwasser. Diese Arbeit befasst sich mit zwei Aspekten
dieser mehrstufigen Standortauswahl. Der erste Aspekt beschreibt eine Screening-Methode zur
großflächigen Untersuchung von geeigneten Gebieten in Bezug auf die CO2-Speichereffizienz,
wodurch eine qualitative Einteilung dieser Gebiete ermöglicht wird. Im zweiten Aspekt wird
die Verdrängung der im Injektionshorizont vorhandenen Sole anhand eines realistischen, jedoch
nicht realen Standorts innerhalb des Norddeutschen Beckens untersucht. Für beide in dieser
Arbeit behandelten Aspekte werden Modelle mit unterschiedlicher Komplexität sowie die
relevanten physikalischen Prozesse und Parameter untersucht.
Großflächiges Screening in Bezug auf die CO2-Speichereffizienz Eine wichtige Vorausset-
zung für eine Screening-Methode ist ein möglichst geringer Rechenaufwand, da große Gebiete
schnell und effektiv evaluiert werden müssen. Aus diesem Grund wird hier die Eignung der
dimensionslosen Gravitationszahl (Gr-Zahl), die mit vernachlässigbar kleinem Rechenaufwand
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bestimmt werden kann, als Screening-Kriterium untersucht. Die Gr-Zahl beschreibt das Ver-
hältnis von Gravitationskräften zu viskosen Kräften, während der CO2-Injektion und ist somit
als qualitativer Indikator, für eine effiziente Ausnutzung des betrachteten Reservoirs (Spei-
chereffizienz), einsetzbar. Die Datenbasis, welche für diese Analyse zur Verfügung steht, umfasst
regionalisierte Tiefen-, Temperatur- und Salzkonzentrationsdaten des Mittleren Buntsandsteins
im Norddeutschen Becken. Die Datenbasis ist somit ausreichend zur Bestimmung der im Injek-
tionshorizont vorliegenden Fluideigenschaften (Viskosität und Dichte) von Sole und CO2. Die
Datenbasis für den Mittleren Buntsandstein enthält jedoch keine regionalisierten Daten zu den
Permeabilitäten, den Porositäten und den Formationsmächtigkeiten. Die Gr-Zahl wird deshalb
nur unter Berücksichtigung der Fluideigenschaften bestimmt. Die Bestimmung wird für jeden
Datenpunkt der Datenbasis durchgeführt, so dass die Gr-Zahl regionalisiert vorliegt. Da das
Gr-Kriterium nur eine qualitative Differenzierung von verschiedenen Gebieten zulässt, werden
zusätzlich numerische Simulationen durchgeführt, um zu prüfen, ob die Variabilität in den
regionalisierten Fluideigenschaften einen großen Einfluss auf die Speichereffizienz hat. Hierbei
wird auch der Einfluss von Parametern wie der Porosität und der Formationsmächtigkeit
untersucht, für die Daten nur in ausgewählten Gebieten verfügbar sind. Die Simulationsergeb-
nisse zeigen, dass variable Fluideigenschaften, basierend auf den regionalisierten Daten von
Tiefe, Temperatur und Salzkonzentrationen, eine wichtige Rolle spielen. Ihr Einfluss ist jedoch
den Parametern Porosität und Formationsmächtigkeit untergeordnet, kann aber auch von der
gleichen Größenordnung sein.
Weiterhin wurde das Gr-Kriterium mit der Okwen-Methode verglichen. Die Okwen-Methode
ist eine analytische Lösung zur Bestimmung der Speichereffizienz. Die zentrale Schlussfolge-
rung dieses Vergleichs ist, dass beide Methoden eine passable qualitative Übereinstimmung
mit den durchgeführten Simulationen zeigen für weite Teile der im Mittleren Buntsandstein
vorliegenden Tiefen-, Temperatur- und Salzkonzentrationsdaten.
Zusammenfassend lässt sich zu dieser Untersuchung feststellen, dass sowohl das Gr-Kriterium
als auch die Okwen-Methode wertvolle Informationen zur Identifizierung von geeigneten
Gebieten für die CO2-Speicherung liefern können, ausgehend von der verwendeten Datenba-
sis. Jedoch müssen beide Methoden Teil eines größeren Kriterienkatalogs sein, welcher zur
Identifizierung von geeigneten Gebieten eingesetzt wird.
Großskalige Untersuchung der Sole-Migration an einem realistischen Standortmodell Die
Verdrängung von Sole durch die Injektion von CO2 ist eines der Risiken, welches mit der
CO2-Speicherung assoziiert wird. Aus diesem Grund sollten bei der Wahl eines geeigneten
Standortes die Auswirkungen der Sole-Verdrängung untersucht werden. Hierfür stehen verschie-
dene analytische und numerische Modelle zur Verfügung. In dieser Arbeit wird die Verdrängung
von Sole anhand eines realistischen, jedoch nicht realen Standorts zur CO2-Speicherung im
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Norddeutschen Becken untersucht.
Das hierfür verwendete geologische Modell umfasst, neben dem Injektionshorizont, das kom-
plette Deckgebirge bis zu den oberflächennahen Süßwasseraquiferen. Somit ist die Grundwas-
serströmung zwischen tiefen und oberflächennahen Schichten voll gekoppelt. Das geologische
Modell enthält weiterhin für das Norddeutsche Becken typische Merkmale, wie z.B. einen
Salzwall, welcher alle Schichten bis zu den oberflächennahen Süßwasseraquiferen durchbricht
oder die Barriereschicht Rupelton, welche Süß- und Salzwasseraquifere voneinander trennt. Der
Rupelton ist an einigen Stellen unterbrochen, sog. Rupelfehlstellen, welche eine wichtige Rolle
für den Austausch von Süß- und Salzwasser spielen. Die zweite wichtige Barriere ist der Obere
Buntsandstein, welcher ca. 1300m unterhalb des Rupeltons liegt und die eigentliche Barriere
für das aufsteigende CO2 darstellt. Weiterhin wird eine konservative Annahme getroffen, indem
eine durchlässige Störungszone an dem Salzwall angenommen wird. Diese stellt eine direkte
Verbindung zwischen dem Injektionshorizont und den oberflächennahen Aquiferen dar.
In einer Szenarienstudie werden verschiedene Komponenten und Parameter dieses geologischen
Modells, zwischen plausiblen Ober- und Untergrenzen, variiert. Somit stellt sich eine Band-
breite von möglichen Ergebnissen ein. Dies erlaubt in gewissen Grenzen eine Generalisierung
der Schlussfolgerungen, welche in dieser Szenarienstudie getroffen werden hin zu anderen
Standorten, zumindest innerhalb des Norddeutschen Beckens. Die Ergebnisse dieser Studie
zeigen, dass sich relevante Erhöhungen der Salzkonzentration nur dort ergeben, wo bereits
vor der CO2 Injektion erhöhte Konzentrationen aufgetreten sind und wo ausreichend hohe
Permeabilitäten vorhanden sind, d.h. an den Rupelfehlstellen und an der Störungszone. Ein
weiterer wichtiger Parameter ist die Permeabilität der Oberen Buntsanstein Barriere, welche
die Art der Sole-Verdrängung – großflächig über die Barriere oder aber fokussiert über die
Störungszone – kontrolliert.
In einer weiteren Studie werden verschiedene Modelle von unterschiedlicher Komplexität mitein-
ander verglichen. Komplexere Modelle erhöhen im Allgemeinen den Rechenaufwand und haben
einen größeren Datenbedarf. Da hydrogeologische Daten mit großen Unsicherheiten behaftet
sind, bedarf es bei einer Risikoanalyse vieler Realisationen (z.B. Monte-Carlo Simulationen).
Um den Rechenaufwand möglichst gering zu halten und trotzdem der hohen Unsicherheit in
den Daten gerecht zu werden, benötigt man vereinfachte Modelle und Annahmen. Das Ziel
dieser Vergleichsstudie ist die Gegenüberstellung von verschiedenen Modellvereinfachungen,
zur Reduzierung der Modellunsicherheit. Ob man die Komplexität eines Modells reduzieren
kann, hängt von der betrachteten Zielvariable ab. Ist z.B. der verdrängte Volumenfluss die
Zielvariable, so zeigen die meisten der hier untersuchten Modellvereinfachungen eine passa-
ble Übereinstimmung untereinander. Wird hingegen der durch die Injektion hervorgerufene
Druckanstieg als Zielvariable gewählt, so sind deutliche Unterschiede zwischen einigen der
betrachteten Modellvereinfachungen erkennbar.
Zusammenfassend lässt sich feststellen, dass die Ergebnisse und Schlussfolgerungen der hier
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präsentierten Szenario- und Modell-Vergleichsstudien zur Sole-Migration einen wichtigen Bei-
trag bei der Erstellung von effektiven und effizienten großskaligen Modellen leisten können. Ein
Anwendungsbeispiel hierfür könnte die Erstellung eines Modells für das gesamte Norddeutsche
Becken sein, unter Berücksichtigung mehrerer sich beeinflussender CO2 Speicherstandorte.
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1. Introduction
1.1. Motivation and Aims
According to the Intergovernmental Panel on Climate Change (IPCC) (IPCC, 2014), the glob-
ally averaged combined land and ocean surface temperatures have increased by 0.85 ◦C± 0.20 ◦C
between 1850 and 2012. They further conclude that this change in temperature is due to
an increase of greenhouse gas (GHG) concentrations in the atmosphere that is a result of
human activity. The projected future risks of this global climate change on humans and the
environment are manifold: risk of undermining food security, risk of increasing competition for
water resources especially in dry sub-tropical regions, increased risk of extreme events such as
floods, storms, drought, sea-level rise, and increase of extinction risk for species especially in
highly vulnerable ecosystems such as polar regions or coral reefs.
The annual GHG emissions have almost doubled from 1970 (27GtCO2eq/year) to 2010
(49GtCO2eq/year). 78% of this increase in GHG emissions are attributed to CO2 emitted
from fossil-fuel combustion and industrial processes (IPCC, 2014). In 2010, the direct annual
CO2 emissions from the energy-supply sector (electricity and non-electricity, for example use of
fossil fuels for transport) were about 30GtCO2/year making it the major contributer to GHG
emissions. So-called baseline scenarios, predicting CO2 emissions if no action is undertaken
to reduce GHG emissions (i.e. business as usual), show that the annual CO2 emissions will
increase to about 55–70GtCO2/year by the year 2050 and 65–90GtCO2/year in the year
2100 (Bruckner et al., 2014). This would result in an estimated rise in temperature of about
3.5–4.8 ◦C in the year 2100 (IPCC, 2014), relative to the period from 1861-1880.
Many strategies for the reduction of CO2 emissions in the energy sector exist, including both
improvements of energy Efficiency, and low-GHG energy production technologies such as
renewable energies, nuclear power and Carbon Dioxide Capture and Storage (CCS). CCS is a
technology with the potential for strongly reducing CO2 emissions from electricity production
and industrial processes. CCS comprises three main steps:
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• CO2 capture, either from fossil fuel-fired power plants (coal, oil, and gas), or from
industrial processes, where the generation of CO2 is an inherent part of the production
process,
• the liquefaction of the captured CO2 and transport via pipeline or barge, and
• the storage of supercritical CO2 in geological formations such as deep saline aquifers or
in oil and gas reservoirs (either in depleted reservoirs, or in systems where injected CO2
will enhance an ongoing oil or gas production operation).
The greatest potential for CCS lies in the reduction of CO2 emissions from coal-fired power
plants. Based on their literature review, Bruckner et al. (2014) estimate that CO2 emis-
sion from a modern-to-advanced grade coal-fired power plant could be reduced from 710–
950 gCO2eq/kWh to 70–290 gCO2eq/kWh by CCS. This reduction becomes especially impor-
tant when considering that coal has been the largest and fastest growing source of primary
energy in the past decade (IEA, 2012b). The main cost increase incurred when adding a
CCS system to a conventional coal-fired power plant is attributed to the capturing of CO2.
Studies evaluated in IEA (2013) estimate that the cost increase related to CO2 capture would
range between 40–63%. This results in an increase in unit cost for energy created in these
plants to around 100USD/MWh. Bruckner et al. (2014) assume an additional 10USD/MWh
for transport and storage of CO2 based on their literature review, leading to total costs
of 110–130USD/MWh for electricity generation with CCS from coal-fired power plants, for
various capturing technologies. Although it is expected that costs will decrease due to learning
curve effects once the deployment of CCS increases (IEA, 2013), CCS will always lead to
additional costs in electricity generation. In order to make the technology economically feasible,
these additional costs have to be compensated by a price on carbon emissions or direct financial
support from governments (Bruckner et al., 2014).
To prevent an increase in concentrations of GHG in the atmosphere past the level of 430–
530 ppmCO2eq by the year 2100, a level which corresponds to an estimated rise in temperature
of 0–2 ◦C (Clarke et al., 2014), Bruckner et al. (2014) state: “Improving the energy efficiencies
of fossil power plants and/or the shift from coal to gas will not by itself be sufficient to
achieve this. Low-GHG energy supply technologies are found to be necessary if this goal is
to be achieved.“ (p. 516). All cost-effective planning scenarios that reach low concentrations
(430–530 ppmCO2eq) predict a sharp rise in the deployment of the CCS technology in the
near future. They predict an increase in storage from about 5Mt/year being stored today
to 1–7Gt/year by 2030 and 15–60Gt/year being stored annually in the year 2100 (Eom
et al., 2015; Bruckner et al., 2014). Also considered in many scenarios is the combination of
bioenergy with CCS (BECCS) which creates a net negative emission and may therefore help
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in lowering CO2 concentrations in the atmosphere. Eom et al. (2015) stress: “Our physical
deployment measures indicate that the availability of CCS technology could play a critical
role in facilitating the attainment of ambitious mitigation goals. Without CCS, deployment
of other mitigation technologies would become extremely high in the 2030-2050 period. Yet
the presence of CCS greatly alleviates the challenges to the transition particularly after the
delayed climate policies, lowering the risk that the long-term goal becomes unattainable.“ (p.
73). Also, the International Energy Agency stresses the importance of CCS as a bridging
technology in the near future: in their 2DS Scenario aiming to keep the temperature rise
below 2 ◦C, CCS accounts for 20% of the cumulative CO2 reductions by the year 2050 (IEA,
2012a). In the reports discussed above (Bruckner et al., 2014; IEA, 2012a) the importance
of CCS as a cost-effective climate-change mitigation technology has been stressed, but the
critical question remains: Is there enough storage capacity to meet the demand projected in
the various scenarios?
Dooley (2013) determines the average demand for CO2 storage capacity in the year 2100 from
more than 122 peer-reviewed articles with low concentration targets (400–500 ppmCO2eq) to be
1340GtCO2. To compare, Bruckner et al. (2014) give a lower estimate of 448–1000GtCO2. Doo-
ley (2013) compares this value with the so-called practical global storage capacity, 3900GtCO2.
With this value, obtained by summarizing the estimates of various literature sources, Dooley
(2013) concludes that it is unlikely that insufficient storage capacity will pose restrictions on
the deployment of CCS. The majority of this storage capacity is situated in the U.S. (about
2250GtCO2). As a comparison, and pertaining to the investigation outlined in this report,
the estimated storage capacity for Germany is 10GtCO2 with 2.75GtCO2 in depleted oil
and gas reservoirs and 6.3–12.8GtCO2 in saline aquifers (Knopf et al., 2010). However, it
must be noted that the so-called matched storage capacity, which is the storage capacity ob-
tained when matching large stationary CO2 sources with suitable storage sites at an economic
distance (Bachu et al., 2007), will probably be much smaller than the above estimates.
A climate-relevant implementation of CCS will require a major focus on CO2 storage in deep
saline aquifers of sedimentary basins, which provide the largest storage potential (e.g. Metz
et al. (2005); Müller and Reinhold (2011); Dooley (2013); Knopf et al. (2010)). Finding suitable
sites for CO2 storage is a challenging task which has to be assessed on multiple levels. For
example, in the Carbon Sequestration Atlas of the United States and Canada (NETL, 2010),
the site characterization process is divided into three steps: site screening, site selection, and
initial characterization. The site-screening step involves the evaluation of regional geologic
and social criteria on a basin scale in order to rank a list of so-called “selected areas”. These
areas are analyzed in more detail in the site-selection step, where qualified sites are defined.
In the third step, the previously selected sites undergo an initial characterization.
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Once areas or suitable sites are selected, the next level of site characterization should also
include a more thorough area or site-specific analysis of the potential risks of CO2 storage.
Among the major risks associated with the storage of CO2 are the potential for CO2 leakage,
the dissolution of heavy metals due to the acidification of groundwater in contact with CO2,
and saltwater leakage into freshwater aquifers due to pressure build-up within the storage
formation (Bannick et al., 2008). The injection of supercritical CO2 into deep saline aquifers
inevitably leads to the displacement of resident brine. Hazardous situations may arise if brine
migrates vertically through discontinuities, like permeable fault zones or abandoned wells,
into shallow aquifer systems, where the brine may contaminate drinking-water resources. Salt
concentrations at a drinking-water production well should not rise above the regulatory limits,
which would eventually lead to a shutdown of production. CO2 storage should therefore not
interfere with water supply. This is especially true for Germany, as around 74% of the drinking
water is obtained from essential public groundwater resources (Bannick et al., 2008).
Deployment of CCS is highly dependent on public acceptance of the technology. In Germany,
CCS faced fierce opposition from environmental groups, public water suppliers, and an affected
public. Therefore, the different levels of a site-selection process and the assessment of potential
risks have to be communicated to stakeholders in order to avoid misconceptions on either side.
Making predictions during the different stages of a site-selection process, for example deter-
mining storage efficiency on the basin scale, or evaluating the displacement of saline water
into freshwater aquifers for a specific site, will require the usage of analytical or numerical
models. A wide range of models, with different complexities based on varying assumptions,
exist for application in the context of CO2 storage. Deciding on the appropriate level of model
complexity is not an easy task. The choice of a model depends on multiple criteria, including:
• the physical processes which the model should be capable of handling,
• the computational demand,
• the data availability, and
• the uncertainty in these data.
Using the most complex model available may not necessarily be the best choice as both the
computational demand and the data demand increase. If the computational demand is too
high, it may become unfeasible to consider the large uncertainties in the data, inherent to
hydrogeological systems, which require numerous realizations of the model. If there is not
enough reliable data to justify the use of more complex models, the obtained results can be
highly speculative. On the other hand, an oversimplified model may over- or underestimate
target variables, when essential physical processes are neglected. Especially under site-specific
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conditions, models verified only in an idealized environment may fail to produce reliable results.
In order to reduce the uncertainty with regard to the model assumptions, different model
types relying on different assumptions should be compared under realistic conditions.
This work puts the focus on two important aspects of a multi-level site characterization. For
both aspects, the relevant processes and parameters are analyzed, and models with varying
complexity are compared for the target variables of interest:
1. A possible site-screening approach, used to qualitatively evaluate different regions with
regard to storage efficiency on the basin scale, is presented in this work (Chapter 4). It
is applied to the Middle Buntsandstein rock unit in the North German Basin.
2. An analysis of different scenarios in order to identify relevant parameters controlling brine
displacement due to CO2 injection in a realistic conceptual site with characteristic features
of the North German Basin is also presented in this work (Chapter 5). Additionally,
different models are tested with the aim to find the right level of model complexity for
evaluating brine migration.
1.2. Literature Review
In the following sections, literature regarding basin-scale site screening, the topic of Chapter 4,
and literature related to brine displacement due to CO2 storage, the topic of Chapter 5, will
be reviewed.
1.2.1. Site-Screening Methods for CO2 Storage on the Basin Scale
Finding suitable sites for CO2 storage depends on many different criteria (technical, economical,
legislative or social). Bachu (2003) describes a regional-scale suitability assessment for sedi-
mentary basins. 15 different technical and economic criteria are used for ranking sedimentary
basins according to their suitability for CO2 storage. Among the criteria are depth, climate
(mean surface temperature), and a geothermal characterization of the basin (warm, moderate,
and cold basin), all of which are used to estimate the thermodynamic conditions (pressure
and temperature) of the basin. Based on the thermodynamic conditions, fluid properties like
the density and viscosity of brine and CO2 can be determined. The fluid properties have an
influence on the shape of the CO2 plume in the reservoir and thus on the amount of CO2 that
can be stored in a given reservoir volume. Methods developed for screening in the context of
CO2 storage can consider one or several of the criteria defined for example in Bachu (2003).
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Such methods are used either for a qualitative (ranking of areas or sites) or a quantitative
(estimating the storage capacity of different sites) assessment.
Many methods for estimating storage efficiency have been published in the last 10 years.
Most of them rely on simple and fast analytical or numerical models to estimate storage
efficiencies. A comparison of different methods was carried out in Goodman et al. (2013) for
saline aquifers. One of the major conclusions drawn in their report is that despite substantial
differences in the underlying assumptions of the models considered, the variability of the
hydrogeological parameters has a much greater effect on CO2 storage estimates than the
actual method used. One of the methods compared in Goodman et al. (2013) was the simple
analytical method for laterally closed injection aquifers, proposed by Zhou et al. (2008). It
relies on the assumption of a uniform pressure buildup within the injection aquifer, which is
valid for high permeabilities (>1× 10−14 m2) and small domain radii. The storage efficiency is
then calculated using the amount of CO2 stored in the system until a maximum allowable
pressure is exceeded, above which geomechanical degradation of the formation or barrier could
occur. The storage efficiency is therefore constrained by pressure buildup. Szulczewski et al.
(2012) point out that storage capacity is a dynamic quantity which is limited by pressure
constraints as well as by the amount of CO2 that can be trapped in an aquifer. The trapping
mechanisms, which Szulczewski et al. (2012) consider are residual trapping of CO2 due to
capillary forces and solubility trapping due to the dissolution of CO2 in the groundwater. They
conclude that, at first, pressure constraints limits the CO2 storage capacity due to a predicted
high storage demand. When the storage demand curve declines, the maximum amount of CO2
that can be trapped will limit the CO2 storage capacity. Mathias et al. (2008, 2009) developed
an analytical model to determine the maximum pressure buildup at different sites during
injection with a specified rate in a laterally open injection aquifer. In their screening approach,
Mathias et al. (2009) exclude sites where the maximum injection-induced pressure exceeds the
pressure required to fracture the rock formation.
Okwen et al. (2010) present another simple analytical model that takes into account the
mobility ratio of brine and CO2 as well as a dimensionless gravitational number for estimating
volumetric storage efficiency. Their method is based on the model derived by Nordbotten and
Celia (2006). The method by Okwen et al. (2010) is considered in this work and will be discussed
in more detail in Sec. 3.2.1. Another computationally inexpensive and efficient qualitative
indicator for reservoir characterization with respect to the CO2 storage potential is given by
the dimensionless gravitational and capillary numbers as proposed by Kopp et al. (2009a,b).
Using the U.S. National Petroleum Council public database (NPC, 1984), the authors test the
effects of depth, temperature, capillary pressure absolute and relative permeability, and show
that physically sound dimensionless numbers can be used to qualitatively rank reservoirs with
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respect to their viscous, capillary and gravitational forces. The gravitational number defined
in Kopp et al. (2009a) will be used as a qualitative criterion for storage efficiency in this work
and is discussed in more detail in Sec. 3.1.2 and 4.1.
1.2.2. Assessment of Large-Scale Brine Displacement due to CO2 Storage
As stated previously, the injection of supercrititcal CO2 in deep saline aquifers will lead to the
displacement of resident brine. In the case that this displaced brine migrates vertically, this
can pose a threat to drinking-water resources. In the last decade, a large focus has been put on
research in the field of brine migration, and new insights were gained by means of large-scale
numerical and analytical models (Birkholzer et al., 2015). The extent of injection-induced
pressure propagation was already the subject of several simulation studies. Model predictions
have shown that the area for potential brine migration to occur is much larger than the actual
extent of a CO2-plume (2–8 km), as elevated pressures are predicted at radii up to 100 km
from the injection well (Birkholzer et al., 2009; Birkholzer and Zhou, 2009; Schäfer et al.,
2011). Schäfer et al. (2011) performed simulations in a realistic geological system consisting
of aquifer and barrier formations bounded by a sealing fault zone. Birkholzer et al. (2009)
considered a generic geometry in a multi-layered system consisting of a sequence of aquifers and
barriers, thereby investigating both lateral and vertical pressure propagation. They conclude
that leakage across barriers (diffuse leakage) needs to be considered for a realistic pressure
propagation if the barriers have a permeability higher than 1× 10−18 m2. However, they do
not expect significant damage due to diffuse leakage across barrier layers, for cases where the
barrier permeability is higher than 1× 10−18 m2, unless vertical pathways such as permeable
fault zones or abandoned wells exist where focused leakage may occur.
More recent studies focus on the simplification of the models used for quantifying brine
migration and developing pressure-management tools for a large spatial scale. Brine leakage
through abandoned wells was investigated in Celia et al. (2011) using a semi-analytical model
described in Celia and Nordbotten (2009) and Nordbotten et al. (2009). A comparison of
models of varying complexity on the basin scale with multiple injection wells was conducted
by Huang et al. (2014). They concluded that single-phase numerical models (i.e. injection of
brine into brine instead of CO2 into brine) are sufficient for predicting the basin-scale pressure
response. Analytical and semi-analytical solutions depending on superposition of solutions
in time and space may not be accurate enough, as the variability of formation properties
(heterogeneity and anisotropy) cannot be captured. Cihan et al. (2011) developed an analytical
model capable of handling multi-layered systems considering diffuse leakage (through barrier
layers) and focused leakage (abandoned wells and fault zones). The same analytical model is
also applied in Birkholzer et al. (2012), where pressure management strategies are compared.
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Zeidouni (2012) presented an analytical model for the determination of brine flow through
a permeable fault zone into aquifers separated by impermeable aquitards. This model has a
realistic description of the fault zone, as lateral and vertical transmissivity within the fault
zone can be assigned independently of each other, thereby allowing a wide range of fault zone
configurations. The analytical model developed by Zeidouni (2012) will also be considered in
this work for (i) verifying a numerical model with regard to large-scale pressure propagation
(Sec. 5.4), and (ii) as a simplified and therefore fast method to evaluate leakage in a complex
geological setting (Sec. 5.5.3). A more detailed explanation of the underlying assumptions and
equations of the model proposed by Zeidouni (2012) is given in Sec. 3.2.2.
The injection of CO2 into saline aquifers and the possible leakage of the displaced brine across
vertical pathways means that the analysis will include saline water at different depths. At
these different depths, the fluid will flow under different conditions (temperature, salinity,
and pressure). Temperature and salinity influence the flow field because of their effect on
the density and the dynamic viscosity. Most of the models applied in Chapter 5 consider
variable-density flow. Oldenburg and Rinaldi (2010) set up an idealized numerical model of
two aquifers separated by an aquitard with a connecting permeable fault zone. They show
that a new hydrostatic equilibrium may establish if salt water is pushed upwards through a
fault zone due to an increase in pressure in the lower aquifer. The new equilibrium strongly
depends on the salt concentration in the lower aquifer, where low concentrations may lead to
continuous upward flow, as opposed to the case with high salt concentrations. Tillner et al.
(2013) consider brine-migration scenarios for a potential storage site in northern Germany using
a multi-phase (H2O and CO2) and multi-component (H2O, NaCl and CO2) model accounting
for density differences due to variable salt concentrations. They included several fault zones
which can be permeable or impermeable, thereby controlling leakage into overlying aquifers.
Tillner et al. (2013) conclude that the choice of boundary conditions, Dirichlet conditions
(open boudnary) or Neumann conditions (closed boundary) for the lateral boundary has the
highest impact on the observed brine migration, while the results are less sensitive to the
fault permeability. The model for the deep subsurface used by Tillner et al. (2013) was further
coupled (one-way coupling) to a model comprising more shallow freshwater aquifers (Kempka
et al., 2013) using flow through the fault zones as boundary conditions for the shallow aquifer
model. The results indicate that an increase in the salt concentration due to CO2 injection is
only recognizable in those areas, which already have a naturally elevated salt concentration.
Walter et al. (2012, 2013) use a generic multi-layer system with a radially symmetric fault zone
surrounding the injection at a certain distance. They also use a multi-phase (H2O and CO2)
and multi-component (H2O, NaCl, and CO2) model to calculate the brine flow into a shallow
aquifer. Walter et al. (2012) make a conservative assumption by specifying a high initial
salinity of 0.1 kg salt/kg brine across the deep layers, while in Walter et al. (2013), a linear
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increase of salt concentration with depth is assumed. The results show that the amount of salt
entering the shallow aquifer varies significantly between these two assumptions, with more
salt entering in the constant-concentration case. As a result, the prediction of salt transport
into shallow aquifers is not only uncertain with respect to the boundary conditions and the
hydrogeological parametrization, but in particular with respect to the initial salt distribution
assumed in the system. This finding is confirmed by Tillner et al. (2016) where the initial salt
distribution, the lateral boundary conditions, and the available pore space in the fault zone
are identified as the key parameters influencing saltwater intrusion in shallow aquifers.
A realistic geological model with typical characteristics of the North German Basin will be
considered in the evaluation of brine displacement in Chapter 5. A number of numerical studies
have been conducted for modeling large-scale heat and salt transport in the North German
Basin to determine regional flow fields. Magri et al. (2009a,b) model two-dimensional heat and
salt transport near shallow salt structures piercing through a layered aquifer/aquitard system.
They argue that topographically-driven flow, gravitational and thermohaline convection are the
major mechanisms that lead to solute exchange between deep and shallow layers. Noack et al.
(2013) model three-dimensional regional heat transport and find that temperature anomalies
occur at hydrogeological windows in the Rupelian clay barrier (a barrier between deeper saline
and shallower freshwater aquifers) where cooler water from shallow aquifers displaces the
warmer formation water. Kaiser et al. (2013) extend this work by including salt transport in
their model of the Northeast German Basin. Their simulations also confirm the important
role of the hydrogeological windows in the Rupelian clay barrier, that connect saline aquifers
with freshwater aquifers.
1.3. Structure of this Thesis
This thesis will follow up the topics discussed above and is structured as follows: Chapter 2
presents the fundamentals of flow through porous media required for understanding the
analytical and numerical models used in this work. These models are then discussed in
Chapter 3 along with additional implementations carried out in this work. In Chapter 4, a
basin-scale screening method for storage efficiency is applied on the Middle Buntsandstein rock
unit in the North German Basin. In Chapter 5, critical parameters and model assumptions
controlling brine migration are identified in a realistic (but not real) CO2 storage site in the
North German Basin. Finally, a summary and overall conclusion is given in Chapter 6.

2. Fundamentals of Porous-Media Flow
2.1. Spatial Scales and the Continuum Approach
When analyzing the mechanics of flow through porous media, there are different scales on
which momentum, mass, and energy transfer can be described. The molecular scale resolves
the motion of individual molecules. The continuum approach uses a volume that contains
a sufficient number of molecules, where an averaging of molecular parameters results in
new parameters like pressure, temperature, concentrations, density and viscosity. These new
parameters can then be described by continuous functions. If, during the averaging process,
the number of molecules within the considered volume is too small, the parameters will
fluctuate, and no continuum can be established. The scale resulting from the application
of the continuum approach on the molecular scale is referred to as the micro-scale (Bear,
1988; Helmig, 1997). For describing momentum transfer on the micro-scale, the Navier-Stokes
equations can then be used (Bear, 1988). On the micro-scale different phase geometries (solid,
liquid, gas) are fully resolved (see Fig. 2.1). Describing flow in a porous medium on the
Figure 2.1.: A porous medium in the micro (left), and macro-scale perspective
(right) (Nuske, 2014).
micro-scale is often not feasible, as the process of resolving the pore structure in simulations
has an enormous computational demand. For small problems, simplifications of the pore and
pore throat geometry may help in reducing the complexity of the problem enough such that
calculations of small domains are possible. However, almost all practical applications in the
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Figure 2.2.: The fluctuation of a physical property over the considered volume. The
consideration as an REV is possible if fluctuations are sufficiently small.
Figure from Helmig (1997), modified by (Nuske, 2014).
context of hydrogeology are solved on the so-called macro-scale. To obtain the macro-scale, the
continuum approach is applied once more, averaging over a so called representative elementary
volume (REV) (Bear, 1988), containing both solid and fluid phases, see Fig. 2.1. On the
macro- or REV-scale, the pore geometry and the interfaces between solid and fluid phases
are not longer resolved. Instead, averaged parameters such as porosity, permeability or phase
saturation are introduced, and Darcy’s law is often assumed to be a valid simplification of the
momentum balance equation (see Sec. 3.1.1). Just as before, making the REV too small, for
example in the range of a pore diameter, will lead to strong fluctuations of the REV-properties.
On the other hand, if a large REV is chosen, the properties will start to change, due to
heterogeneities in the porous-media system (for example layered system, fractures etc.). This
is illustrated in Fig. 2.2. If heterogeneities are present, the domain can be split into different
control volumes which are assumed to be valid REVs (Helmig, 1997).
2.2. Local Thermodynamic Equilibrium 13
2.2. Local Thermodynamic Equilibrium
As a result of averaging over the micro-scale, parameters like pressure, temperature, and
concentration also have to be transferred to the macro-scale in order to describe flow and
transport processes in porous media. The simplest and most common assumption here is to
assume local thermodynamic equilibrium. Local thermodynamic equilibrium states that within
an REV the following equilibria exist (Helmig, 1997):
• Mechanical Equilibrium: An equilibrium of forces is required, i.e. no resulting net
force. For an REV this means that on the interface between two phases the considered
forces should add up to zero. For a system with two fluid phases, the force balance
contains the fluid phase pressures of the wetting (pw), and non-wetting (pn) phase, as
well as the capillary pressure (pc): pn = pw + pc.
• Thermal Equilibrium: All temperatures of the different fluid (Tα), and solid phases
(Ts) are the same, i.e. Ts = Tα = T .
• Chemical Equilibrium: All components’ rates of production are equal to their rates of
destruction. For the distribution of a component between two phases n and w this implies
that the fugacity of the component κ in each phase must be the same, i.e. fκn = fκw.
Using these assumptions greatly simplifies the solution of the resulting equations. If one were
to include local non-equilibrium processes, this would require knowledge of the interfacial
areas between the phases (i.e. information available only on the micro-scale). This is discussed
in detail in Nuske (2014) and will not be treated further here.
2.3. Properties of the Porous Medium
2.3.1. Porosity and Compressibility of the Porous Medium
The most important characteristic of a porous medium on the macro-scale is the ratio of the
volume of void space to the total volume. The resulting parameter is called porosity:
φ = Vpore
Vtotal
. (2.1)
Considering only the void space that is accessible for flow leads to the definition of the
so-called effective porosity. The effective porosity only considers the interconnected pores
within Vpore (Bear, 1988). In this work, the porosity φ used is considered to be the effective
porosity. In hydrogeology there are more definitions of porosity, such as the drainable porosity
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or specific yield. In these definitions Vpore is the volume of water which can be drained due to
gravitational forces, where a residual saturation Srw of water is left behind. This value has to
be equal to or smaller than the effective porosity. Defining φtotal with Vpore being the total
void volume (interconnected and disconnected pores) the drainable porosity can be defined as
(Bear, 1988):
φdp = φtotal(1− Srw). (2.2)
A change in pressure may cause the bulk volume of a porous medium to change. The change can
be attributed to the compressibility of the solid grains and the so-called pore compressibility
(consolidation of the void space). Usually the compressibility of the solid grains is considered
much smaller than the changes in porosity due to consolidation for hydrogeological problems
(Bear, 1988). Hence, only the latter is considered here. The compressibility of the porous
medium can be defined similar to the compressibility of a fluid:
Cs =
1
φ
dφ
dp
. (2.3)
Under the assumption that the compressibility Cs itself is not a function of pressure, the
following dependence of porosity on pressure can be obtained after integration:
φ(p) = φinieCs(p−pini), (2.4)
where φini and pini are the initial porosity and pressure. Using the Taylor series approximation
to express the exponential function leads to the function used in this work:
φ(p) = φini
(
1 +X + X
2
2
)
with X = Cs(p− pini). (2.5)
This is the same function used in Schäfer et al. (2011) for the determination of far-field pressure
during long-term CO2 storage.
2.3.2. Permeability
Flow in a porous medium at small Reynolds numbers encounters a resistive force both from
the fluid and the porous medium itself. This resistive force is proportional to the specific
volumetric flux. The reciprocal or inverse of the resistance caused by the porous medium is
called permeability K. The permeability K is generally a tensor, as in most hydrogeological
systems, which are often layered systems, the permeability in the lateral direction of a
formation is usually much higher than the permeability in the vertical direction. This is known
as anisotropy. If the permeability tensor is aligned with the coordinate axis of the system it has
2.4. Brine and CO2 15
a diagonal form. If isotropic conditions can be assumed, the permeability tensor reduces to a
scalar value denoted here as k. If the permeability tensor varies with space, the porous medium
is heterogeneous. The permeability can be obtained directly from small scale (lab experiments)
or large scale (pumping test) measurements. The permeability can also be estimated from
semi-empirical relations that relate porosity, and an effective grain size to the permeability
(Bear, 1988).
2.4. Brine and CO2
Mass/mole fraction, density, and viscosity are parameters obtained through averaging over the
molecular scale. These parameters are used on the micro- as well as on the macro-scale. In this
work, the relevant fluids are brine and CO2. Generally, the term brine is used for saltwater
with a salinity above 5%. However, in this work the term brine or brine phase is also used for
water with low salinities. For CO2 injection, supercritical conditions are preferred, as CO2
exhibits liquid- and gas-like properties. Under supercritical conditions, the density of CO2 is
greater than the density in the gaseous state, which decreases the buoyant drive, and increases
storage safety. On the other hand, the viscosity is smaller than in the liquid state, which
reduces the resistance during injection.
2.4.1. Components and Phases
A component is a chemically-independent species of a system, which means that its concentra-
tion cannot be determined from the presence of other independent components in the system.
In this work, water (H2O), carbon dioxide (CO2), and salt (NaCl) are considered independent
components.
On the micro-scale every point in space is occupied by a certain phase, either fluid or solid
(see Fig. 2.1 left). Phases can be composed of a single component or several components. Fluid
phases can be liquid or gaseous. Liquid phases always form a sharp interface with other phases,
if they are not completely miscible. A gaseous phase on the other hand, does not form a sharp
interface with other gaseous phases. The phases considered in this work are the liquid brine
phase consisting of the components water and salt and the gaseous CO2 phase, consisting only
of the component CO2.
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2.4.2. Mole and Mass Fractions
The mole fraction xκα is defined as the ratio of the number of molecules of a component κ
to the total number of molecules within a phase α. A mole fraction can be converted to a
mass fraction (ratio of the mass of a component κ to the total mass of a phase) through the
following relation:
Xκα = xκα
Mκ
Mα
, (2.6)
where Mα is the average molar mass of a phase. It is the weighted arithmetic mean of the
molar masses Mκ of the components weighted by the mole fractions xκα:
Mα =
∑
κ
Mκxκα. (2.7)
Given n− 1 mole or mass fractions of a phase comprising n components the composition of
the phase is defined, as the sum of the mole and mass fractions has to be one:
∑
κ
xκα =1 and (2.8)∑
κ
Xκα =1. (2.9)
In this work, the term salinity is synonymous to the salt mass fractionXSw, where the component
index S stands for salt, and the phase index w for the wetting phase brine.
2.4.3. Density
The density of a phase %α can be defined as its mass per volume. It can also be expressed in
terms of moles per volume in which case it is denoted here as %mα . If the density in terms of
mass is known it can be converted to a molar density with the average molar mass:
%mα =
%α
Mα
. (2.10)
For the simulation of CO2 sequestration, the density of brine is often considered a function
of temperature, pressure, and the mass fractions of dissolved salt and CO2 (Darcis, 2012;
Bielinski, 2006). Assuming chemical equilibrium for the mass transfer of CO2 and water
between the brine and CO2 phases, the mass fractions of CO2 in brine are in the order of 1
to 6%, under relevant temperature and pressure conditions (see for example Darcis (2012)).
Thus, the CO2 mass fraction increases the brine density. This is important to consider for
large time scales, where the dissolution of CO2 is an important trapping mechanism, which
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can be enhanced by convective mixing, due to density differences in the brine phase (see
Sec. 2.7). However, for the applications presented in this work, where either short time scales
are considered or the fate of the injected CO2 is not the primary concern, the dissolution of
CO2 into the brine phase is not relevant, and therefore neglected.
The equation of state defined by Batzle and Wang (1992) is used for calculating the brine
density. The brine density is shown in Fix. 2.3 (left). Here the brine density is shown with
respect to temperature and salinity. The brine density decreases with increasing temperature.
An increasing salinity has the opposite effect and increases the brine density. Although not
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Figure 2.3.: The density of brine over temperature for different salinities (left) at a pressure
of 100 bar. The density of CO2 over pressure for different temperatures (right).
shown here the relation is, to a lesser extent, also dependent on pressure, which is important
to consider, during the injection of CO2. For this case, the increasing pressure leads to an
increase of the brine density.
The CO2 density is calculated according to the relation defined by Span and Wagner (1996).
Figure 2.3 (right) shows the CO2 density plotted over pressure for different temperatures. The
density of CO2 strongly increases close to the critical point (Tcrit = 31 ◦C, pcrit = 7.39 MPa).
2.4.4. Dynamic Viscosity
The dynamic viscosity µ is the proportionality factor relating shear stress to the velocity
gradient. It can be expressed as follows:
τyx = µ
∂vx
∂y
, (2.11)
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where τyx is the shear stress in x-direction on a plane, whose outer normal is in y-direction,
and ∂vx∂y is the velocity gradient. The dynamic viscosity will simply be referred to as viscosity
from now on. For a Newtonian fluid the viscosity is not a function of the velocity gradient.
Considering laminar flow in a tube, a linear relationship between the average velocity and
the viscous force can be established. Similarly, for a porous medium on the macro-scale the
viscous force is expressed as the resistance times the specific volumetric flux v:
Viscous Force = µK−1v, (2.12)
where the previously introduced permeability K depends on the porous medium and the
viscosity depends on the fluid. For brine the viscosity is again calculated according to a
relationship defined by Batzle and Wang (1992). Within this relationship the viscosity is
considered to be a function of temperature and the salinity. The influence of pressure is
neglected. The brine viscosity is shown in Fig. 2.4 (left). It is plotted over temperature
for various salinities. The brine viscosity increases with increasing salinity and decreasing
temperature. The viscosity of gases is lower than that of liquids. The viscosity of supercritical
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Figure 2.4.: The viscosity of brine over temperature for different salinities (left) at a pres-
sure of 100 bar. The viscosity of CO2 over pressure for different temperatures
(right).
CO2 is lower than the brine viscosity by roughly one order of magnitude. For CO2 viscosity
calculations, the relationship by Fenghour et al. (1998) is used. The CO2 viscosity is plotted
in Fig. 2.4 (right). A sharp increase of the CO2 viscosity is observed close to the critical point.
Temperature and pressure both have opposing effects on the CO2 viscosity, similar to the
CO2 density. Therefore, both viscosity and density, above supercritical conditions, are almost
constant over depth in hydrogeological systems, where temperature and pressure increase.
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2.5. Multi-Phase Flow
2.5.1. Saturation
The pore space is filled with fluid of one or more phases. The phases can be liquid or gaseous,
in this case liquid brine and supercritical CO2. On the macro-scale, the amount of pore space
occupied by a phase within an REV is called saturation Sα where α denotes the phase index:
Sα =
Vα
Vpore
with 0 ≤ Sα ≤ 1. (2.13)
The sum of the saturations over all fluid phases present within an REV must be 1:
∑
α
Sα = 1. (2.14)
If one phase is replaced by another phase, usually some amount of the displaced phase stays
in the REV. This amount is referred to as the residual saturation Srα.
2.5.2. Capillary Pressure
The capillary pressure is defined as the pressure difference between two phases on the fluid-fluid
interface:
pc = pn − pw. (2.15)
On the micro-scale, where the position of fluid-fluid and fluid-solid interfaces is known, a
driving force evolves due to one phase’s higher affinity to connect with the solid phase. The
phase with the higher affinity is called the wetting phase. Considering a circular tube with
water as the wetting phase (w) and air as the non-wetting phase (n), the wetting phase may
rise against the gravitational force. On the micro-scale this driving force, i.e. the capillary
pressure can be expressed by the Young-Laplace equation:
pc =
2σcosα
r
, (2.16)
where σ is the surface tension between the two fluid phases, α is the contact angle between
the wetting phase and the solid phase and r is the radius of the tube. With this equation it
becomes clear that a decrease of the radius of the tube will lead to an increase in capillary
pressure. To transfer the concept of capillary pressure to the macro-scale it is necessary to
establish a relationship between capillary pressure and the previously introduced saturation.
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One of the commonly used relations was introduced by Brooks and Corey (1964):
pc = pe
(
Sw − Srw
1− Srw − Srn
)λBC
, (2.17)
where pe is the entry pressure, Srw is the residual saturation of the wetting fluid and λBC
is a parameter related to the pore-size distribution within the REV. The entry pressure is
a threshold pressure at which the non-wetting phase can enter an REV initially saturated
with the wetting phase. If the porous medium is regarded as a bundle of tubes with varying
tube radii, the entry pressure can be interpreted as the capillary pressure corresponding to
the largest tube radius. Figure 2.5 shows the capillary pressure-saturation relationship for the
parameters also used in Sec. 4.4. Generally, the Brooks and Corey relationship is used to fit
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Figure 2.5.: Capillary pressure-saturation relationship for pe = 0.1 bar, λBC = 2.0,
Srw = 0.3, and Srn = 0.0. Note that the curve is regularized with a linear
function at Sw = 0.31 to avoid unrealistically high capillary pressures.
experimental data. An experiment for the displacement of a wetting phase by a non-wetting
phase in a column is a good example for explaining how a pc−Sw relationship evolves. At first,
the column is fully saturated with the wetting fluid. A reservoir of wetting fluid is installed at
one end and a reservoir of non-wetting fluid on the other end of the column. The pressure in
the non-wetting reservoir is then increased by an increment ∆pn while the wetting pressure
stays constant. If the difference between pressures is above the entry pressure, some of the
non-wetting phase will enter the column, and some of the wetting phase will leave, given that
the system has adequate time to equilibrate. From the amount of wetting phase leaving the
column, the saturation can be obtained at a certain ∆pn. This procedure is then repeated
several times until the saturation does not change anymore. With these conditions a pc − Sw
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relationship can be obtained, as shown in Fig. 2.5. The left over wetting phase within the
column corresponds to the residual water saturation Srw. If the obtained pc−Sw relationship is
used as a constitutive relationship for a simulation an assumption of local capillary equilibrium
or local mechanical equilibrium at all times is implicitly made. The process of the wetting
phase being displaced by the non-wetting phase is called drainage. Wetting phase displacing
the non-wetting phase is called imbibition. It has to be mentioned that the pc−Sw relationship
is not a unique relationship. Depending on the direction of the process (imbibition or drainage)
different curves will be obtained (hysteresis). Hysteresis can be important if imbibition or
drainage both occur sequentially during a process for example:
• During CO2 injection, drainage occurs. After the injection, brine will flow back towards
the well (imbibition).
• Sub-surface methane storage requires injection and extraction of methane depending on
supply and demand. Here drainage and imbibition follow sequentially.
For the applications considered in this work only, drainage is of importance, hence hysteresis
is not considered. More information on the implementation of models accounting for hysteresis
can be found for example in Papafotiou (2008).
2.5.3. Relative Permeability
When two or more phases are present in the pore space, the resistance to flow will increase
compared to similar systems with only one phase. On the macro-scale, this additional resistance
is integrated into the viscous force using the term relative permeability krα. The relative
permeability is a function of the phase saturation:
0 ≤
∑
α
krα(Sα) ≤ 1. (2.18)
On the micro-scale there are several effects that contribute to this resistance (Helmig, 1997):
• Simplifying the porous medium to a bundle of tubes, the relative permeability is
proportional to the cross-sectional area available for each phase.
• Extending this analogy to a system of tubes of variable radius, either filled with wetting
or non-wetting phase, the tubes with small radii are occupied by the wetting phase.
Resistance against wetting phase flow is therefore increased by higher viscous forces, which
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can be expressed as a function of the square of the tube radius after Hagen-Poiseuille
(neglecting the gravitational force):
8µw
r2
vw = −∂pw
∂x
. (2.19)
• Additionally, as the larger pores are occupied by the non-wetting phase the wetting
phase has to flow around these large pores through smaller pores. This increases the
flow path and therefore the tortuosity.
All the above micro-scale effects are represented on the macro-scale by the single parameter:
relative permeability. In the general case, the relative permeability is an anisotropic tensorial
quantity. Similar to the intrinsic permeability tensor, the relative permeability may change
with direction, due to a heterogeneous distribution of the fluid phases. This leads to preferential
flow paths. However, in most practical applications, the relative permeability of a phase is
assumed to be a scalar related to the phase’s saturation, as data for justifying a more complex
description is usually not available. However, upscaling relative permeabilities from a highly
resolved geological description to a coarse geological description, may also require the use of
tensorial relative permeabilities, see for example Wolff (2013). There exist different krα − Sα
relationships, one of the most commonly used is the relationship by Brooks and Corey (1964):
krw = (Se)
2+3λBC
λBC ,
krn =(1− Se)2 (1− Se)
2+λBC
λBC ,
with Se =
Sw − Srw
1− Srw − Srn .
(2.20)
The relationship is shown in Fig. 2.6 for the parameters used in Sec. 4.4. It can be seen that
the relative permeability of each phase becomes zero, as the phase’s residual saturation is
approached. Further, krw shows a small slope for low values of Sw which can be attributed to
the wetting phase occupying small pores at low saturation which contribute little to flow. By
assuming that the non-wetting phase occupies the larger pores, and that the wetting phase
occupies the smaller pores capillary equilibrium is implicitly assumed within an REV. The
krα − Sw relationship is hysteretic in nature, just as the pc − Sw relationship is.
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Figure 2.6.: Relative permeability-saturation relationship for λBC = 2.0, Srw = 0.3, and
Srn = 0.0.
2.6. Transport Processes
In this section, the basic transport processes and their relevance for the further applications
are presented.
2.6.1. Advection
If a fluid moves the components present in the fluid will also move with the fluid. This transport
mechanism is known as advective transport or advective flow and can be expressed per unit
area of a porous medium as:
Jaκ = φXκ%va, (2.21)
where Xκ is the mass fraction of a component, % the density and va is an average velocity of
the fluid (per unit area of the fluid phase). This definition is also valid for multi-phase flow,
where the components of a phase are being transported with a specific phase flux vα. In the
context of CO2 sequestration, the term advection is often used to describe the flow resulting
from the injection of CO2, whereas the term buoyancy is used to describe gravity-induced
flow, although this flow is strictly speaking also a form of advective flow.
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2.6.2. Diffusion
Diffusion is a mass transport process which is caused by the Brownian motion of molecules.
Considering a fluid with a dissolved component κ on the micro-scale the binary diffusive flux
may be expressed in terms of a mole fraction gradient (Taylor and Krishna, 1995):
jκdiff = −%mDκm gradxκ, (2.22)
where %m is the molar density and Dm is the molecular Diffusion coefficient. Note that the
index of the solvent or fluid phase is omitted in this section. Equation 2.22 is known as Fick’s
law. Another common way to express Fick’s law is to use the mass fraction gradient instead of
a mole fraction gradient (Taylor and Krishna, 1995; Diersch and Kolditz, 2002; Bear, 2005).
On the macro-scale, a diffusive flux per unit volume of the porous medium can be obtained by
averaging Eq. 2.22 (Bear, 2005):
Jκdiff = jκdiff = −φ%mT(φ)Dκm gradxκ, (2.23)
where T(φ) is the tortuosity tensor, defined by a function of the porosity φ. In this work, an
isotropic medium is assumed and the tortuosity is simplified to φ. Finally, the macro-scale
diffusion coefficient of the porous medium is defined as:
Dκpm = φ2Dκm. (2.24)
2.6.3. Mechanical Dispersion
Mechanical dispersion leads to the spreading of a dissolved component within a moving fluid in
a porous medium. The term mechanical indicates that dispersion (spreading) only takes place
if the fluid is moving with an average velocity va (per unit area of the fluid phase). On the
micro-scale the evolving velocity distribution of a fluid in a pore (parabolic in case of laminar
flow) will lead to varying velocities in magnitude over the cross-section of the pore. Molecular
diffusion will act mainly in the direction normal to the streamlines in order to equilibrate
the arising concentration gradients. Additionally, the structure of the interconnected pore
space will lead to deviations from the mean direction of flow. Both these effects lead to an
increased spreading. When averaging over an REV, these effects lead to an additional so-called
dispersive flux. Bear (2005) introduces another scale, larger than the macro-scale, to arrive at
a new continuum, referred to as megascopic-scale. On this scale, the effects of macro-scale
heterogeneities are described through macro dispersion. The formulation of dispersion on
the megascopic-scale can be defined in the same way as for the macro-scale. The following
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formulation of dispersive flux per unit area of porous medium is often used independent of the
scale:
Jκdisp = −φ%mDdisp gradxκ, (2.25)
where Ddisp is the hydrodynamic dispersion tensor. It can be formulated depending on the
direction of the average fluid velocity va:
Ddisp =
va ⊗ va
|va| (αl − αt) + I (φD
κ
m + αt|va|) , (2.26)
where αl and αt are the longitudinal and transversal dispersivities, respectively. αl is a measure
for the scale of the heterogeneities of the problem. According to Bear (2005) the choice of
this parameter thus depends on the scale of the problem, as the dimension ot the “sub-scale“
heterogeneities, i.e. the heterogeneities not resolved, will increase if the scale of the problem
increases. He states further that αl = L/10, where L is the size of the domain of interest, can
be a first guess. Similarly, he roughly approximates αt to be αl/10. Notice that in Eq. 2.26
the diffusive flux is already included.
2.7. Variable-Density Flow
In many applications, the density of a fluid phase cannot be considered uniform, within the
domain of interest. This variability in density needs to be considered in the gravity or buoyancy
term of the momentum balance. A system of equations describing single-phase, variable-density
flow is generally fully coupled and non-linear, as the density and the viscosity are functions of
temperature, salinity, and pressure. For example, the density of brine is mainly a function of
temperature and salinity (see Fig. 2.3). This has the consequence that the bulk brine flow,
depending on the brine density, cannot be treated independently from the transport of salt or
heat.
Variable-density flow can be stable or unstable. Unstable situations arise if heavy fluid is
situated above lighter fluid. In the context of CO2 sequestration such situations may occur
if brine, fully saturated with CO2 at the CO2 plume, is situated above lighter brine without
dissolved CO2, see for example Gläser (2011). If no other external forces act, which is the case
after the injection is over, free convection may occur, where the fluid flow is driven entirely by
density differences. However, if dispersive flow is large compared to the density-driven flow, the
front can stabilize. The dimensionless Rayleigh Number describes the ratio of density-driven
flow and dispersive flow. The Rayleigh number is used as a measure of stability (Diersch and
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Kolditz, 2002):
Ra = dk∆%g
µD
, (2.27)
where d is a characteristic system height. In a homogeneous horizontally aligned aquifer, a
natural choice for d would be the aquifer thickness. D stands for the magnitude of dispersive
fluxes arising either from thermal diffusivity or hydrodynamic dispersion of a dissolved
component
(||Ddisp||). The remaining term (k∆%gµ ) can be interpreted as gravitationally
induced flux, due to density differences.
In this work, stable conditions are assumed, where the brine density increases with depth, due
to an increase of salinity. In the model presented in Chapter 5, a stable layering is combined
with advective flow, caused by groundwater recharge and the injection of super-critical CO2.
A similar situation is considered in the experiments conducted by Oswald and Kinzelbach
(2004). They set up experiments, better known as the saltpool benchmark, whose results are
widely used to validate numerical models (Bastian et al., 2001; Diersch and Kolditz, 2002;
Johannsen et al., 2002). These experiments deal with upconing as a result of water extraction
in an initially stably layered system, with freshwater on top and salt water below. The salinity
of the bottom layer is varied. The higher the salinity in the bottom layer, the higher the
non-linearities, and the more challenging the problem becomes for the numerical simulator.
Results of this benchmark will be shown in Sec. 5.4.2. Besides the brine density, the viscosity
of brine is also a function of salinity and the temperature, and therefore affects the flow field.
Magri et al. (2009a) who consider a comparable hydrogeological system as in Chapter 5, state
that the effect of a variable viscosity has a significant impact on the overall flow field.
3. Model Concepts
In this chapter, the balance equations and solution methods that are applied in Chapters 4
and 5 will be presented. To start, all relevant balance equations will be briefly introduced
without thorough derivation (Sec. 3.1). Following this, analytical and numerical solution
methods are explained in Sec. 3.2 and 3.3.
3.1. Balance Equations
The mass balance equations for a single-phase two-component model (1p2c), a two-phase model
(2p) without component transport, and two-phase three-component model (2p3c) are shown
in this section, along with the generalization of Darcy’s law. Additionally, the fractional-flow
formulation, and the sharp-interface formulation are derived from the 2p balance equations.
3.1.1. Momentum Balance Equation
The hydrogeological systems under consideration in this work are described as a porous-media
system, assuming laminar flow throughout. The inertial force (convective and local) is assumed
to be much smaller than the viscous force. Additionally, the viscous force (i.e. the resistive
force opposite to the flow direction) is proportional to the specific volumetric flux. This type
of flow is also known as creeping flow (Bear, 1988). The resulting momentum balance, also
called Darcy’s law, allows the explicit solution of the specific volumetric flux vf (per unit area
of the porous medium):
vf = −K
µ
(grad p− %g) . (3.1)
vf is also referred to as the filter or the Darcy velocity. If % and µ are assumed constant the
relationship between the specific volumetric flux and the pressure gradient is linear, just as
in a potential flow. This is advantageous, as the solution of a complex flow problem can be
achieved by superimposing the solutions of simpler subproblems. Darcy’s law was originally
derived from 1D column experiments, thus Eq. 3.1 is a generalization of Darcy’s law, which is
applicable to 3D flow in anisotropic media in terms of pressure instead of hydraulic head (Bear,
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1988). Whether Darcy’s law is a valid assumption or not can be tested with the dimensionless
Reynolds number, a ratio of inertial and viscous forces:
Re = %d|vf |
µ
. (3.2)
Here, d is defined as a characteristic grain diameter such as for example d10, (i.e. the grain size
exceeding 10% of the other diameters by weight). Bear (1988) concludes that an effective upper
limit of validity of Darcy’s law, for the cases reported in literature, would be a Reynolds number
between 1 and 10. It is assumed that this condition is fulfilled in this work. For convenience,
the specific volumetric flux vf will be referred to as v from now on. Equation 3.1 can be
further extended to account for the flow of multiple mobile phases in the pore space (Helmig,
1997):
vα = −krαK
µα
(grad pα − %αg) . (3.3)
Here, every phase has its own specific volumetric flux vα and the additional resistance caused
by multiple phases present in the pore space is accounted for by the term relative permeability
krα, previously introduced in Sec. 2.5.3.
3.1.2. Mass Balance Equations
The following section will present the different mass balance equations that will be used in
this work. The generalization of Darcy’s law, described in the last section, is directly inserted
into all mass balance equations.
One-Phase Two-Component Formulation (1p2c)
First the mole balance or continuity equation for a single phase without additional components
is formulated:
∂(φ%mw )
∂t
= div
{
−%mw
K
µw
(grad pw − %wg)
}
+ qw. (3.4)
The mole balance equation is written in terms of the brine phase (index w). %m is a molar
density whereas % denotes the mass density. In the storage term, the porosity φ as a function
of pressure, is considered using Eq. 2.5. Further, the density of brine in the storage term is a
function of pressure, temperature, and salinity, see Sec. 2.4.3. qw represents a molar source or
sink term for the brine phase.
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Using Eq. 3.4 as a total mole balance, another equation is needed to describe the transport of
the component salt:
∂(φ%mw xSw)
∂t
= div
{
−%mw xSw
K
µw
(grad pw − %wg)− φ%mwDdisp gradxSw
}
+ qS . (3.5)
Here, xSw is the mole fraction of salt in the brine phase. The equation considers the advective
transport of salt and includes a term accounting for dispersive fluxes, as discussed in Sec. 2.6.3.
Equations 3.4 and 3.5 together form the 1p2c balance equations. Another equation is required
to close the system (previously discussed in Sec. 2.4.2):
∑
κ
xκα = 1. (3.6)
This equation relates the mole fractions within a phase and is valid for all compositional
models.
Two-Phase Formulation (2p)
The mass balance equations for two-phase immiscible flow are formulated as follows:
φ
∂(%αSα)
∂t
= div
{
−%αkrα
µα
K(grad pα − %αg)
}
+ qα (3.7)
α ∈ {w, n}.
They consist of two mass balance equations: one for the wetting phase brine (w) and one for
the non-wetting phase CO2 (n). The multi-phase flow extension of Darcy’s law (Eq. 3.3) is
used. Near the injection well, the total compressibility is dominated by the compressibility
of CO2. The 2p model will be used to describe the propagation of the CO2 front near the
injection well. Far-field pressure buildup is therefore less relevant (Chapter 4). Thus, the 2p
model does not consider the compressibility of the porous medium, meaning that φ is not
included in the time derivative of the storage term. qα is a source or sink term for phase α.
Here, two additional closing relations are required for relating wetting and non-wetting phase
pressures through the capillary pressure:
pn = pw + pc, (3.8)
and for relating the wetting and non-wetting phase saturation:
∑
α
Sα = 1. (3.9)
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Two-Phase Fractional-Flow Formulation
The two-phase balance equations can be reformulated into a pressure and a saturation transport
equation. For a more thorough derivation, see Helmig (1997).
Assuming incompressibility, which requires the division of Eq. 3.7 by the phase density %α
and the summation of the wetting and non-wetting mass balances, the following equation is
obtained:
divvw + divvn + qw + qn = 0. (3.10)
Now a total phase flux vt can be introduced. This is the sum of the fractional fluxes, i.e. the
individual phase velocities:
vt = vw + vn. (3.11)
Hence, Eq. 3.10 becomes:
divvt + qt = 0, (3.12)
where qt is the sum of the wetting and non-wetting source terms. This equation is known
as the pressure equation. The next step is to insert both phase velocities from Eq. 3.3 into
Eq. 3.11. Using the closing relation pn = pw + pc, one of the pressures can be replaced. In this
case, pn is replaced:
vt = −K (λw + λn) grad pw + λn grad pc − (λw%w + λn%n) g. (3.13)
To simplify the notation, phase mobilities, λw = krwµw and λn =
krn
µn
, are introduced. Further,
the total mobility λt = λw + λn and the fractional flow function fα = λαλt are defined. After
several reformulation steps, the following relation for vt can be obtained:
vt = −λtK
(
grad pw + fn grad pc − (fw%w + fn%n) g
)
. (3.14)
In order to obtain the saturation equations, the phase velocities vα have to be expressed in
terms of the total velocity. To solve the system of equations with two unknowns (one phase
pressure and one phase saturation) only one saturation equation is required together with
the pressure equation. Here, the saturation equation for the wetting phase is derived. Solving
Eq. 3.3 for Kgrad pw and inserting this into Eq. 3.14 yields:
vw = fwvt − λnfwKgrad pc − λnfw (%w − %n) Kg. (3.15)
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Inserting Eq. 3.15 into Eq. 3.7 and again assuming incompressibility results in the saturation
equation:
φ
∂Sw
∂t
= div
{
fwvt − λnfwKgrad pc − λnfw (%w − %n) Kg
}
+ qw. (3.16)
Equations 3.12 and 3.16 make up the fractional-flow formulation. In order to better distinguish
the dominant driving forces, the dimensions are removed following the approach by Kopp et al.
(2009a). At first, three independent characteristic values have to be defined:
• lcr = system length or width of a saturation front,
• vcr = characteristic Darcy velocity, and
• pcr = capillary-pressure drop over the system length or width of a saturation front.
Using these characteristic values, the following terms are non-dimensionalized:
d̂iv = div lcr, ĝrad = grad lcr, tˆ =
tvcr
φlcr
, pˆc =
pc
pcr
, vˆt =
1
vcr
vt. (3.17)
Now the dimensions of the saturation equation (Eq. 3.16) are removed. Additionally, isotropic
conditions are assumed and g is replaced by g ĝrad zˆ:
∂Sw
∂tˆ
= d̂iv
{
fwvˆt − λnfwkpcr
vcrlcr
ĝrad pˆc − λnfw (%w − %n) kg ĝrad zˆ
}
. (3.18)
Finally, the capillary (Ca) and gravitational numbers (Gr) along with another dimensionless
parameter C are introduced:
Ca = kpcr
µnvcrlcr
, Gr = (%w − %n)gk
µnvcr
, C = krnfw. (3.19)
Ca and Gr will be discussed further in Chapter 4. Inserting these dimensionless numbers into
the saturation equation yields:
∂Sw
∂tˆ
= d̂iv
{
fwvˆt − CCa ĝrad pˆc − CGr ĝrad zˆ
}
. (3.20)
Note that Ca and Gr could also be defined with the brine viscosity term in the denominator,
if C were defined as C = krwfn. Similar to the saturation equation, the pressure equation
(Eq. 3.12) can also be non-dimensionalized using the above dimensionless numbers. Further
analysis on this topic can be found in Kopp et al. (2009a).
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Two-Phase Sharp-Interface Formulation
Another formulation of the two-phase flow balance equations (Eq. 3.7) exists when assuming
vertical equilibrium. Vertical equilibrium is based on the Dupuit assumption, where vertical
fluxes are neglected. The assumption is valid if the lateral extent of a formation is much larger
than its vertical extent. This is usually the case for saline aquifers, where CO2 can be stored.
An exception is the area close to the injection well, where the values of the gravitational number
(Gr) are very low and the viscous forces dominate. If solved numerically, the main advantage of
the vertical-equilibrium assumption is that the system is reduced to two dimensions. However,
for specific cases as presented below, the formulation can be further reduced from a system
of non-linear partial differential equations to a system of non-linear ordinary differential
equations. The approach presented in Nordbotten and Celia (2006) is used for the derivation
of a sharp-interface model. As the aim is to show the main assumptions and explain the
resulting equations, the derivation will not be in full detail. For a more thorough derivation
see Nordbotten and Celia (2006).
Due to the vertical-equilibrium assumption, the CO2 is assumed to immediately gather below
the top of the injection layer with two domains forming: the brine domain, and the CO2
domain. Both domains are separated by a sharp interface. Such a system is shown in Fig. 3.1.
The brine domain is fully saturated with brine, while the CO2 domain contains both the
H
h(r, t)z
r
Figure 3.1.: Injection of CO2 in a confined aquifer. The vertical pressure distribution is
assumed hydrostatic for the sharp interface model.
CO2 and the residual brine, i.e. Sn = (1− Srw). As saturations within the two domains are
fixed, the relative permeabilities (krα) are constant, considerably simplifying the problem. For
simplifying Eq. 3.7 further, the following assumptions are made:
• a radially symmetric domain with an injection well at the center,
• the top and bottom of the injection formation are orthogonal to the gravity vector,
• the system is incompressible,
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• and the material parameters are constant in the vertical direction, meaning no averaging
procedure is required to determine effective parameters.
Vertically integrating Eq. 3.7, where each phase is integrated over its cross-sectional area Aα,
leads to:
φ(1− Srw)∂Aα
∂t
= div
(
Aαvα
)
+ qα. (3.21)
The term φ(1− Srw) is found in both balance equations. Nordbotten and Celia (2006) define
it similar to the drainable porosity φdp (see Sec. 2.3.1), namely as a measure of the pore
space being invaded by a CO2 front. Due to radial symmetry, the divergence operator can be
replaced by ∂∂r and Aα can be replaced by r(H − h(r, t)) for the wetting phase and rh(r, t) for
the non-wetting phase respectively. Additionally, vα is replaced by −λαk ∂pα∂r which yields:
−∂h
∂t
= λwk
φdpr
∂
∂r
{
−r(H − h)∂pw
∂r
}
and (3.22)
∂h
∂t
= λnk
φdpr
∂
∂r
{
−rh∂pn
∂r
}
. (3.23)
Equations 3.22 and 3.23 form a system of partial differential equations with three unknowns
h, pw and pn. To reduce the number of unknowns, a relation between the pressures pw and
pn is needed. Here, Nordbotten and Celia (2006) again make use of the vertical-equilibrium
assumption, which states that vertical fluxes are neglected. This means that a hydrostatic
pressure distribution is established at all times (see Fig. 3.1). With this, only one pressure
is required for any position r to reconstruct the wetting phase and the non-wetting phase
pressures in vertical direction. The pressure used for reconstruction is chosen to be the wetting
phase pressure (pw) at the bottom of the domain (h = H). Choosing the non-wetting phase
pressure pn to be the pressure at the top (h = 0), results in the following equations:
pw = p(r, t,H), (3.24)
pn = p(r, t, 0) = pw − (H − h)%wg − h%ng and (3.25)
∂pn
∂r
= ∂
∂r
(
pw + (%w − %n)hg
)
. (3.26)
Inserting Eq. 3.26 into Eq. 3.23 leads to one less unknown:
∂h
∂t
= λnk
φdpr
∂
∂r
{
−rh ∂
∂r
(
pw + (%w − %n)hg
)}
. (3.27)
Equation 3.27 includes the effect of buoyant forces on the propagation of the CO2 tongue.
This effect is referred to as the buoyant drive. If density differences are high, this will result in
an increased front propagation velocity, and a thinner CO2 tongue. Summing up Eq. 3.22 and
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3.27 and integrating the resulting equation from 0 to r yields:
const = kr
{
(H − h)λw ∂pw
∂r
+ hλn
∂
∂r
(
pw + (%w − %n)hg
)}
. (3.28)
Here, the integration constant can be physically interpreted as a total flow in the radial
direction. The assumption of a constant injection rate Qwell leads to the integration constant
−Qwell
2pi . Inserting the integration constant, solving the equation for
∂pw
∂r , and inserting it into
Eq. 3.22 leads to the following equation:
∂h
∂t
= λwk∆%g
φdpr
∂
∂r
{
r(H − h)hλn
(H − h)λw + hλn
∂h
∂r
+ (H − h)Qwell2pik((H − h)λw + hλn)
1
∆%g
}
, (3.29)
which is a non-linear partial differential equation with the unknown h. In their derivation of a
self-similar solution for h(r, t), Nordbotten and Celia (2006) bring Eq. 3.29 into a dimensionless
form. Further, they introduce a scaling variable χ which they use in order to find a stationary
solution that satisfies a non-linear ordinary differential equation. The steps used to obtain this
equation are not shown here. The presentation is restricted to showing the resulting equation:
0 = χ−
[
1 + Γλχ∂(h
′)2
∂χ
]
2λ
(1 + (λ− 1)h′2)
+4Γλ 1− h
′
1 + (λ− 1)h′
[
h′ + χ∂h
′
χ
+ h′χ∂
2h′
∂χ2
(
∂h′
∂χ
)−1]
.
(3.30)
Within this equation the following dimensionless variables are defined:
Γ = 2pi∆%gkλwH
2
Qwell
, λ = λn
λw
, h′ = h
H
,
τ = Qwellt2piHkφdp
, η = r√
k
, χ = η
τ
,
(3.31)
where Γ is a different formulation of the gravitational number and χ is the remaining indepen-
dent variable which is the ratio of dimensionless space and time. Equation 3.30 is valid for(
∂h′
∂χ
)
6= 0, which physically means that the CO2 tongue has to become thinner (monolithically)
for increasing χ. If Γ becomes small, for example due to a high injection rate, Eq. 3.30 can be
solved explicitly for h′ with:
h′ =

1 for χ ≤ 2λ ,
1
λ−1
(√
2λ
χ − 1
)
for 2λ < χ < 2λ,
0 for χ ≥ 2λ.
(3.32)
Here, the dimensionless height of the CO2 front depends solely on the viscosity ratio. For large
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Γ, the ordinary differential equation (Eq. 3.30) has to be solved numerically. This requires
that the following boundary conditions are fulfilled:
• an outer radius rmax where h = 0 exists,
• and the volume balance:∫ rmax
0
φdph(r, t)2pirdr = Qwellt or
∫ χmax
0
h′(χ)dχ = 2 (3.33)
is satisfied.
Equations 3.30 and 3.33 are a system of non-linear ordinary differential equations that have
to be solved for h′(χ) numerically.
Two-Phase Three-Component Formulation (2p3c)
The most complex model used in this work accounts for two-phase miscible flow and three-
component transport. One mole balance equation for each of the three components is formu-
lated:
∂(φ∑α %mα xκαSα)
∂t
=∑
α
div
{
−%mα xκα
krα
µα
K(grad pα − %αg)− %mαDκpm,α grad xκα
}
+ qκ
α ∈ {w, n} and κ ∈ {H2O,CO2, S}.
(3.34)
In this system, the fluid phases are brine (w) and CO2 (n), and the components are water,
CO2, and salt. However, for the application in mind, the dissolution of CO2 in brine and
vice versa is neglected as the fate of the CO2 is not the primary interest. Similarly, the salt
component is only considered in the brine phase. As a result, the brine phase consists only of
water and salt, and the CO2 phase only of CO2. The compressibility of the porous medium
as well as the two fluid phases are considered. The flux term considers advection as well as
molecular diffusion. Equations 3.6, 3.8 and 3.9 are required as closing relations.
3.2. Analytical Methods
In this section, analytical solutions for some of the formulations above are presented. These
solutions are applicable when the physics and the geometry of a problem are significantly
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simplified. On the one hand, they can be used for making fast predictions if the available data
is not sufficient for more complex approaches, or if the computational demand is too high for
numerical models. On the other hand, analytical solutions can be used to verify numerical
models, i.e. to see if the implementation of a numerical model is correct.
3.2.1. Analytical Solution for Estimating the Volumetric CO2 Storage Efficiency
Okwen et al. (2010) presented an analytical solution for calculating the volumetric storage
efficiency of a radially symmetric reservoir with a vertical injection well, a constant injection
rate, homogeneous permeability and porosity, and constant fluid parameters. This method
will be referred to here as the Okwen-Method. The Okwen-Method is based on the previously
introduced non-linear ODE (Eq. 3.30) derived by Nordbotten and Celia (2006). Therefore,
the underlying assumption of a vertical equilibrium and a sharp interface between the CO2
and brine phase (i.e. no capillary fringe and no mass transfer between the two phases) is also
made here. The aim of this method is to determine the volumetric storage efficiency, which is
defined as:
E = Vinjected
Vformation
= Qwellt
φdp2piH(rmax)2
. (3.35)
Here Vinjected is the injected volume of CO2 and Vformation is the available pore space in the
reservoir. Okwen et al. (2010), like Nordbotten and Celia (2006), show that for small gravi-
tational numbers the volumetric storage efficiency becomes independent of the gravitational
number and depends only on the mobility ratio (λ) and the residual saturation of brine (Srw).
They use the definition of the gravitational number Γ shown in Eq. 3.31, defined by Nordbotten
and Celia (2006), which includes the mobility of brine instead of CO2. Inserting the definitions
of dimensionless space (η) and time (τ) given in Eq. 3.31 into Eq. 3.35 yields:
E = (1− Srw)τmax
η2max
= (1− Srw)
χmax
. (3.36)
As mentioned previously, χmax can be calculated explicitly with Eq. 3.32 if Γ is sufficiently
small. If gravitational forces cannot be neglected, Eq. 3.30 has to be solved numerically
together with Eq. 3.33. To avoid this, the Okwen-Method uses a polynomial function with Γ
and λ as independent variables to explicitly calculate the volumetric storage efficiency when
gravitational forces are not negligible. For this, they solved the non-linear ordinary differential
equation (Eq. 3.30) to obtain χmax for different values of Γ (0.5 ≤ Γ ≤ 50) and λ (5 ≤ λ ≤ 20)
and fitted the results with a polynomial.
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The resulting equation for estimating storage efficiency E according to the Okwen-Method is:
E = (1− Srw) 1
λ
0 ≤ Γ < 0.5,
E = 2(1− Srw)
(0.0324λ− 0.0952)Γ + (0.1778λ+ 5.9682)Γ1/2 + 1.6962λ− 3.0472 , (3.37)
0.5 ≤ Γ ≤ 50.
Storage efficiency in terms of mass per volume can easily be obtained by multiplying E with
the density of CO2 under reservoir conditions.
3.2.2. Single-Phase Injection in a Multi-Layer System with a Fault Zone
In this section, an analytical solution for determining leakage, due to brine injection in a
multi-layer aquifer system, whose layers are connected by a fault zone, is presented. The
analytical solution is based on the solution presented by Shan et al. (1995) for a two layer
system, and was extended by Zeidouni (2012) to account for the following conditions:
• a pressure jump across the fault plane,
• the inclusion of multiple aquifers above the injection layer.
The analytical solution will be referred to here as the Zeidouni-Method.
The set of governing equations is a simplification of Eq. 3.4. It is derived by assuming a constant
brine density and viscosity, a constant aquifer thickness, and a homogeneous permeability
and porosity in each aquifer. Vertical fluxes in the aquifers are neglected based on the Dupuit
assumption, except for the fault zone where vertical leakage may occur. The fault zone itself
is assumed to have no storage, and is aligned with the y-axis. The injection layer and each
overlying aquifer is split into two regions for each side of the fault plane, see Fig. 3.2. The
governing equations for the injection layer and the overlying aquifers are denoted by the
first index j for the aquifer number, with j = 1 for the injection layer, and the second index
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Figure 3.2.: Multi-layer system with n aquifers coupled through a fault zone, modified
after Scholz (2014). The bottommost layer is the injection horizon. Each
layer is split into two regions coupled through the fault zone.
denoting either region 1 or 2. For example, pj2 is the pressure in aquifer j, region 2:
injection layer =

region 1 : 1
D1
∂∆p11
∂t
= ∂
2∆p11
∂x2
+ ∂
2∆p11
∂y2
+ Qwellµ1
k1H1
δ(x− a)δ(y),
region 2 : 1
D1
∂∆p12
∂t
= ∂
2∆p12
∂x2
+ ∂
2∆p12
∂y2
,
(3.38)
upper aquifer j =

region 1 : 1
Dj
∂∆pj1
∂t
= ∂
2∆pj1
∂x2
+ ∂
2∆pj1
∂y2
,
region 2 : 1
Dj
∂∆pj2
∂t
= ∂
2∆pj2
∂x2
+ ∂
2∆pj2
∂y2
,
(3.39)
where Dj is the diffusivity of the aquifer j defined as Dj = kjµjφjCt,j with Ct,j being the total
compressibility (porous medium and brine). ∆p is the pressure change to an arbitrary initial
pressure, Qwell is the volumetric injection rate, a is the distance between the injection point
and the fault plane. The Dirac delta function δ has a value of 1 at the coordinates of the
injection and 0 everywhere else. To complete the system of equations initial and boundary
conditions have to be defined. Pressure changes at infinite distance and initial conditions are 0
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for all aquifers and regions:
∆pj1(x, y, 0) = ∆pj2(x, y, 0) = 0, (3.40)
∆pj1(x,±∞, t) = ∆pj2(x,±∞, t) = 0, (3.41)
∆pj1(∞, y, t) = ∆pj2(−∞, y, t) = 0. (3.42)
Next, Neumann boundary conditions at the fault plane (x = 0) for each region of each aquifer
are defined. Since it is assumed that the fault zone has no storage, the pressure gradients
within the fault zone are linear. For the injection layer j = 1, the following flow balance arises
for region 1 and 2:
region 1 :

k1H1
µ1
∂∆p11(0, y, t)
∂x︸ ︷︷ ︸
flow from injection
= kfh,1H1
wfµ1
(∆p11(0, y, t)−∆p12(0, y, t))︸ ︷︷ ︸
flow to region 2
+ kfv,1wf2L1µ1
(∆p11(0, y, t)−∆p21(0, y, t))︸ ︷︷ ︸
flow to aquifer 2 region 1
,
(3.43)
region 2 :

kfh,1H1
wfµ1
(∆p11(0, y, t)−∆p12(0, y, t))︸ ︷︷ ︸
flow from region 1
= k1H1
µ1
∂∆p12(0, y, t)
∂x︸ ︷︷ ︸
flow to region 2
+ kfv,1wf2L1µ1
(∆p12(0, y, t)−∆p22(0, y, t))︸ ︷︷ ︸
flow to aquifer 2 region 2
,
(3.44)
where kfh,1 and kfv,1 are the horizontal and vertical permeability of the fault zone in the
injection aquifer respectively, wf is the fault zone width, and L1 is the distance of the midpoints
of aquifer 1 and 2. The flow balance for an intermediate aquifer j has an additional term
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accounting for flow from aquifer j − 1:
region 1 :

kjHj
µj
∂∆pj1(0, y, t)
∂x
= kfh,jHj
wfµj
(∆pj1(0, y, t)−∆pj2(0, y, t))
+kfv,jwf2Ljµj
(∆pj1(0, y, t)−∆p(j+1)1(0, y, t))
+ kfv,j−1wf2Lj−1µj−1
(∆p(j−1)1(0, y, t)−∆pj1(0, y, t))︸ ︷︷ ︸
flow from aquifer j−1 region 1
,
region 2 :

kfh,jHj
wfµj
(∆pj1(0, y, t)−∆pj2(0, y, t)) = kjHj
µj
∂∆pj2(0, y, t)
∂x
+kfv,jwf2Ljµj
(∆pj2(0, y, t)−∆p(j+1)2(0, y, t))
+ kfv,j−1wf2Lj−1µj−1
(∆p(j−1)2(0, y, t)−∆pj2(0, y, t))︸ ︷︷ ︸
flow from aquifer j−1 region 2
.
(3.45)
Finally, the uppermost aquifer n does not account for flow to an overlying aquifer:
region 1 :

knHn
µn
∂∆pn1(0, y, t)
∂x
= kfh,nHn
wfµn
(∆pn1(0, y, t)−∆pn2(0, y, t))
+kfv,n−1wf2Ln−1µn
(∆p(n−1)1(0, y, t)−∆pn1(0, y, t)),
region 2 :

kfh,nHn
wfµn
(∆pn1(0, y, t)−∆pn2(0, y, t)) = knHn
µn
∂∆pn2(0, y, t)
∂x
+ kfv,n−1wf2Ln−1µn−1
(∆p(n−1)2(0, y, t)−∆pn2(0, y, t)).
(3.46)
In order to solve the system of equations in Eq. 3.38, and 3.39 analytically, it is necessary to
reduce the partial differential equations with three independent variables (x, y, t) to a system
of ordinary differential equations which are coupled through the Neumann boundary conditions
in Eq. 3.43 to 3.46. Zeidouni (2012) first brings Equations 3.38 - 3.46 into their dimensionless
form before the Laplace transform is used to replace the temporal derivative. Further, the
exponential Fourier transform is applied on the Laplace transformed equations to remove the
second derivative in the y-coordinate. Thus, only the second derivative in the dimensionless
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Figure 3.3.: Schematic overview of the solution procedure for the Zeidouni-Method, mod-
ified after Scholz (2014). For numerically inverting the Laplace transform the
Stehfest algorithm is used (Stehfest, 1970).
x-coordinate remains, and the equations are reduced to a system of linear ordinary differential
equations. Once the transformed solution is found, it must be inverted in time and space. This
is achieved numerically. An overview of the procedure is given in Fig. 3.3.
The main target variable of this model is usually not the resulting pressure distribution but
rather the leakage rate into overlying aquifers. To calculate the leakage, for example into the
uppermost aquifer, the following integral relation can be used:
Qleakage(t) =
kfv,n−1wf
2Ln−1µn−1
[ ∫ +∞
−∞
(∆p(n−1)1(0, y, t)−∆pn1(0, y, t))dy
+
∫ +∞
−∞
(∆p(n−1)2(0, y, t)−∆pn2(0, y, t))dy
]
.
(3.47)
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In the implementation, finite integral boundaries have to be chosen for y, and the integral is
replaced by a sum, with N sampling steps and a sampling distance ∆y:
Qleakage(t) =
kfv,n−1wf
2Ln−1µn−1
2
[
N∑
i=1
(∆p(n−1)1(i ·∆y −
1
2∆y)−∆pn1(i ·∆y −
1
2∆y))∆y
+
N∑
i=1
(∆p(n−1)2(i ·∆y −
1
2∆y)−∆pn2(i ·∆y −
1
2∆y))∆y
]
.
(3.48)
Here, the constant values of x and t have been omitted, i.e. ∆p(y). Naturally, the integration
length (N ·∆y) has to be chosen large enough such that the leakage rate is not significantly
influenced by a further extension of the integration domain. Evaluating the solution for too
many points can be computationally demanding. The factor of 2 in front of the sum arises
due to the symmetry of the solution for y = 0.
3.3. Numerical Implementation
In this section, the numerical implementation of the different formulations given in Sec. 3.1.2
is presented. All simulations are carried out with the numerical simulator DuMux. The
Box-Method is used for spatial discretization and the implicit Euler scheme is used for
temporal discretization. The Newton-Raphson method is used to solve the non-linear system of
equations. Additional implementations are required for the applications presented in this work.
These include a 3D discrete-fracture approach for representing fault zones and infinite-aquifer
boundary conditions achieved through a domain extension.
3.3.1. Numerical Simulator DuMux
All numerical models used in this work are implemented into the open-source numerical
simulator DuMux (Flemisch et al., 2011; Schwenck et al., 2015). DuMux stands for DUNE
for Multi-{Phase, Component, Scale, Physics,...} flow and transport in porous media. The
simulator is based on the Distributed and Unified Numerics Environment (DUNE). It is
an open-source system and has mainly been developed at the University of Stuttgart since
January 2007. DuMux is developed in C++ and provides a modular design which makes it
ideal for the implementation of porous-media model concepts. DuMux was used for a number
of problems in the field of CO2 storage in geological formations (Darcis et al., 2011; Walter
et al., 2012, 2013; Kissinger et al., 2014) and was part of several code comparison studies
(Nordbotten et al., 2012; Class et al., 2009).
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3.3.2. Spatial Discretization: The Box-Method
The Box-Method is a node-centered finite-volume method where the fluxes over a control
volume face are approximated by including information from multiple finite volumes (multi-
point flux approximation). The degrees of freedom are situated on the nodes of a finite-element
grid. A secondary finite-volume grid is constructed over the finite-element grid as shown in
Fig. 3.4. The Box-Method is able to handle unstructured grids and anisotropic permeability
weighting function Wi
basis function Ni
1
0 i
box
finite element
subcontrolvolume face
integration point (IP)
subcontrolvolume
i j
Figure 3.4.: Box constructed on a finite-element grid (left). Basis and weighting function
for a node i (right). For 2D quadrilaterals the basis function is bilinear, and
for 3D cubes it is trilinear. Figure modified after Darcis (2012).
tensors. The first steps in the derivation are similar to the derivation of the finite-element
method. The above balance equations can be generalized to the following:
∂s(u)
∂t
= div (f(u)) + q(u), (3.49)
where u = u(x) is a primary-variable vector, s is the storage term, f is a flux vector (advective
+ dispersive fluxes), and q is a source and sink term dependent on the primary variables.
Similar to finite-element methods, an interpolation, u˜(x), of discrete primary-variable values,
uˆ, is used to describe u in space:
u˜(x) =
N∑
i=1
Ni(x)uˆi. (3.50)
Here, uˆ is the interpolated primary-variable vector, N is the number of nodes, and Ni(x) is
known as the basis function which is chosen here to be linear (see Fig. 3.4). The gradient of a
primary variable uˆ can be expressed in a similar way:
grad u˜(x) =
N∑
i=1
grad (Ni(x)) · uˆi. (3.51)
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Inserting the interpolated values u˜ into Eq. 3.49 and integrating the equation over the model
domain G leads to a residual  since the original partial differential equation is no longer
fulfilled exactly: ∫
G
∂s(u˜)
∂t
dG−
∫
G
div (f(u˜))dG−
∫
G
q(u˜)dG =
∫
G
dG. (3.52)
Using the method of weighted residuals, weighting functions Wj = Wj(x) for each node are
introduced and multiplied with Eq. 3.52 with the aim to minimize  in G. The product of
weighting function and  has to vanish:
∫
G
WjdG
!= 0 with
N∑
j=1
Wj = 1, for any point within G. (3.53)
Therefore, Eq. 3.52 is defined for each node j:∫
G
Wj
∂s(u˜)
∂t
dG−
∫
G
Wj div (f(u˜))dG−
∫
G
Wjq(u˜)dG = 0. (3.54)
The next step is to apply Green’s integral theorem to transform the volume integral of the
second term into a boundary integral which results in an equation with four terms:∫
G
Wj
∂s(u˜)
∂t
dG︸ ︷︷ ︸
(1)
−
∫
ΓG
Wj · f(u˜) · n dΓG︸ ︷︷ ︸
(2)
+
∫
G
gradWj · f(u˜)dG︸ ︷︷ ︸
(3)
−
∫
G
Wjq(u˜)dG︸ ︷︷ ︸
(4)
= 0. (3.55)
Up to this point, the derivation is similar to a finite-element approach. Equation 3.55 is
formulated for the whole domain. Three steps are necessary to derive the Box-Method
formulation from this point:
• As the Box-Method is a finite-volume method, local mass conservation for each box is
required. Therefore the integration over the model domain G for the volume terms (1,
3, and 4) in Eq. 3.55 is replaced by the integration over the volume of a box Vi. The
surface area of a box, i, across which the fluxes are calculated, is denoted by ∂Vi.
• The weighting function Wi is defined as a piecewise constant function, being 1 within Vi
and 0 everywhere else (see Fig. 3.4), i.e.:
Wj(x) =
1 x ∈ Vi0 x /∈ Vi. (3.56)
With this definition, term (3) vanishes, as grad (Wj) is zero.
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• Mass lumping of the volume terms (1) and (4) is applied. This means that the mass
is stored only at the node, and therefore s(u˜) becomes s(uˆi), which is only dependent
on the discrete primary-variable vector at the node, and can be written in front of the
integral, as it is no longer a function of space. The integral then simplifies to the volume
of the box Vi.
The balance equations for a finite volume or box at node i therefore become:
Vi
∂s(uˆi)
∂t
=
∫
∂Vi
f(u˜) · n dΓVi + Vi · q(uˆi). (3.57)
Note that the number of equations at a node i depends on the number of primary variables.
The time derivative will be discretized in the next section. As for the flux term, it can be
split into an advective part and a dispersive part. The integral is replaced by a sum over the
number of integration points at a node (ηIP,i):∫
∂Vi
f(u˜) · n dΓVi =
∑
IP∈ηIP,i
(∑
α
β(uˆupw)fa(u˜IP ) +
∑
α
fd(u˜IP )
)
· nIPAIP
with fa(u˜IP ) = − K¯
(
grad (pα)IP − %¯αg
)
and fd(u˜IP ) = − (%mα )IPDdisp grad (xκα)IP .
(3.58)
Here IP is the index of an integration point. Since discrete primary-variable values of uˆ
are not available at an integration point, the interpolated primary-variable values at the
coordinates of the integration point, i.e u˜IP or grad u˜IP , are interpolated using Eq. 3.50
and 3.51. These interpolated values allow for the evaluation of the advective (fa) and the
dispersive flux (fd) functions for each phase α. nIP and AIP are the outer normal vector and
the area of the sub-control volume face, respectively. In front of the advective-flux function,
the term β(uˆupw) is the product of those parameters whose values require an upwinding in
order to avoid oscillations in advection dominated problems. In this work, a first order fully
upwind weighting function is used for all models. This means that the parameters within β
are evaluated with the primary variables of the upstream node, i.e.
upw =
i fa · nij ≥ 0j fa · nij < 0. (3.59)
Additionally, fa and fd both contain the permeability (K) and the hydromechanic dispersion
tensor (Ddisp). For these parameters, a harmonic average is calculated at the integration
point, if the permeability and porosity are assigned at the node (box). If these properties are
assigned on the element, no averaging is required. The density at the integration point within
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the Darcy velocity (%¯α) is the arithmetic mean of the adjacent nodes i and j.
Neumann boundary conditions are evaluated within the flux term (Eq. 3.58). This means that
Neumann boundary fluxes are also allowed to be solution dependent, i.e. being a function of
u˜IP . Dirichlet boundary conditions at a node i are treated by replacing the balance equation
for a primary-variable vector uˆi with:
uˆi − uˆD = 0. (3.60)
Here, uˆD are the fixed Dirichlet values. Mixed boundary conditions for different primary
variables at a node i are also possible.
3.3.3. Temporal Discretization: The Implicit Euler Scheme
To account for a general time discretization. the time differential ∂t is replaced by a finite
difference operator ∆t. Eq. 3.57 can be extended as:
Vi
s(uˆn+1i )
∆tn − θ
∫
∂Vi
f(u˜n+1) · n dΓVi − Vi · q(uˆn+1i )
−
[
Vi
s(uˆni )
∆tn − (1− θ)
∫
∂Vi
f(u˜n) · n dΓVi − Vi · q(uˆni )
]
= 0,
(3.61)
where n denotes the time step index, and θ is a weighting coefficient (0 ≤ θ ≤ 1). θ = 0
corresponds to an explicit scheme where all functions are evaluated with the primary variables
of the previous time step (n). θ = 1 yields the fully implicit scheme which is first order accurate
in time (Helmig, 1997; Diersch and Kolditz, 2002) and unconditionally stable. In this work the
fully implicit scheme is used for all numerical simulations. Equation 3.61 is rewritten here:
Vi
s(uˆn+1i )− s(uˆni )
∆tn =
∫
∂Vi
f(u˜n+1) · n dΓVi + Vi · q(uˆn+1i ). (3.62)
3.3.4. The Newton-Raphson Method
Equation 3.62 is generally non-linear, as the constitutive parameters, such as densities,
viscosities, relative permeabilities etc. are all functions of the primary variables. In order to
solve a system of non-linear equations, an iterative scheme, such as the Newton-Raphson
method, applied in this work, can be used. First, Eq. 3.62 is reformulated into a residual form:
ri = Vi
s(uˆn+1i )− s(uˆni )
∆tn −
∫
∂Vi
f(u˜n+1) · n dΓVi − Vi · q(uˆn+1i ). (3.63)
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For a system with N nodes and P primary variables per node, the resulting number of
equations is N × P . The Jacobian matrix J is obtained by forming partial derivatives of each
equation ri with respect to each connected primary variable uˆj . The partial derivatives for J
are calculated numerically. The linearized equation system for the Newton-Raphson method is:
J(uˆk)∆uˆk = r(uˆk) (3.64)
with ∆uˆk = uˆk+1 − uˆk,
where the time step index is omitted and the iteration index k is introduced. The iteration
is repeated until a convergence criterion is fulfilled. A convergence criterion can be an error
norm such as the L2 norm applied on the residual vector, or the prescribed demand for several
digits accuracy in the calculated primary variables. The latter approach is used in this work,
and is formulated in the following manner:
 > max
(
∆uˆk1
0.5(uˆk+11 + uˆk1)
, ...,
∆uˆkN
0.5(uˆk+1N + uˆkN )
)
. (3.65)
The Newton-Raphson method is described in more detail for multi-phase flow problems in
Helmig (1997).
3.3.5. Fault-Zone Representation Using a Discrete-Fracture Approach
The implementation of a discrete-fracture model on top of the existing models discretized with
the Box-Method is shown here. In the context of this work it is used for the representation of
fault zones.
In the application presented in Chapter 5, complex multi-layer geological systems have to be
discretized. The grids used for these kinds of systems are usually horizontally aligned with the
geological layers. However, there are vertical discontinuities such as fault zones or salt domes
which can play a crucial role for the flow field, as they can be impermeable or permeable to
horizontal or vertical flow. Fault zones can be considered as planar discontinuities, where their
width is much smaller than their height or length. In large-scale models, the width of a fault
zone can therefore be much smaller than the horizontal discretization length. Describing a
fault zone in detail would require severe grid refinement, not only leading to an increased
computational effort but also requiring additional work during the grid generation. In order
to avoid this grid refinement but still be able to describe the relevant characteristics of a
fault zone, a discrete-fracture approach is implemented. Within this approach a fracture
or fault zone can be described with three parameters: fracture width, fracture permeability
and fracture porosity. Fig. 3.5 shows the discretization of a fault zone in a horizontal layer.
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Using a lower-dimensional implementation the fractures are defined on the element faces.
dij
wij
hij z
x
yi
j
Figure 3.5.: Grid with variable vertical discretization length and a fault zone shown in red.
Note that the width of the fault zone (wij) may be greater than the vertical
discretization length. The bottom shows a zoom on a fracture element face,
containing the nodes i and j from the above grid, in x and y direction. The
fault-zone width wij is an input parameter of the fracture model. dij is the
distance between nodes i and j, and hij is the distance between the midpoint
of the line connecting nodes i and j and the center of the element face. Both
dij and hij are calculated from the geometry of the element face.
Nodes connected by a fracture consider both matrix and fracture flow as well as matrix and
fracture storage. No additional primary variables are used with the underlying assumption
that pressures and mole or mass fractions in the fracture and matrix are the same. Saturations
within the fracture and matrix can be different using an interface condition as discussed
in Tatomir (2013). However, this will not be treated further, since it is not relevant for the
applications presented below. Within the fracture, Darcy’s law is assumed to be valid. The
general equation for fracture flow at a node i for this implementation is:
WfVf,i
∂sf (uˆi)
∂t
=
∫
∂Vf,i
ff (u˜) · n dΓVf ,i , (3.66)
where the subscript f denotes fracture-specific parameters and Wf is a weighting factor
(0 ≤Wf ≤ 1) used for the storage within the fracture. Similar to Eq. 3.58 the discretized flux
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term can be expressed as follows:∫
∂Vf,i
ff (u˜) · n dΓVf ,i =
∑
j∈ηi
(∑
α
β(uˆupw)fa(uˆi, uˆj)
)
nij
wij
2 hij (3.67)
with fa(uˆi, uˆj) = − k¯f
(
pi − pj
dij
nij − %¯αg
)
.
Here ηi is a set of nodes that are connected to i via a fracture. dij , wij , and hij are the
geometrical parameters describing the fracture geometry, as shown in Fig. 3.5. Fracture flow
only comprises advective flow using a two-point flux approximation. The scalar fracture
permeability k¯f is again a harmonic average of the permeability of nodes i and j. Adding
Eq. 3.66 to Eq. 3.57 yields:
WmVi
∂s(uˆi)
∂t
+WfVf,i
∂sf (uˆi)
∂t
=
∫
∂Vi
f(u˜) ·n dΓVi +
∫
∂Vf,i
ff (u˜) ·n dΓVf ,i +Vi · q(uˆi), (3.68)
where Wm (0 ≤ Wm ≤ 1) is another weighting factor for the storage term of the matrix.
The weighting factors for the storage terms of the fracture and the matrix can be used to
manipulate the transport velocity within the fracture. For example, setting Wf to one and
Wm to zero would decrease the retention time of a component or phase within the fracture as
the available storage volume of the matrix in a box containing a fracture is neglected. This
can be considered a conservative assumption with respect to the arrival time of a transported
contaminant. Table 3.1 gives an overview of the fully discretized equations used in this work.
Table 3.1.: List of fully discretized equations. Note that in this work the 2p model is not
used in combination with the fracture module, hence the equations for the 2p
model only account for matrix flow. The matrix and fracture weighting factors
(Wm and Wf ) are only implemented for the component balance equations of
salt in the 1p2c and 2p3c model.
Model Discretized equation
1p2c
total mole balance
Vi
(φ%mw )n+1i − (φ%mw )ni
(∆t)n + (Vfφf )i
(%mw )n+1i − (%mw )ni
(∆t)n =
+
∑
IP∈ηIP,i
[
−
(
%mw
µw
)
upw
K¯ (grad (pw)IP − %¯wg)
]n+1
nIPAIP
+
∑
j∈ηi
[
−
(
%mw
µw
)
upw
k¯f
(
pw,i − pw,j
dij
nij − %¯wg
)]n+1
nij
wij
2 hij
+ Vi · (q(uˆ))n+1i
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Table 3.1.: List of fully discretized equations. Note that in this work the 2p model is not
used in combination with the fracture module, hence the equations for the 2p
model only account for matrix flow. The matrix and fracture weighting factors
(Wm and Wf ) are only implemented for the component balance equations of
salt in the 1p2c and 2p3c model.
Model Discretized equation
1p2c
component balance
salt
WmVi
(φ%mw xSw)n+1i − (φ%mw xSw)ni
(∆t)n +Wf (Vfφf )i
(%mw xSw)n+1i − (%mw xSw)ni
(∆t)n =
+
∑
IP∈ηIP,i
[
−
(
%mw x
S
w
µw
)
upw
K¯ (grad (pw)IP − %¯wg)
− (%mw )IP D¯Sw,pm grad (xSw)IP
]n+1
nIPAIP
+
∑
j∈ηi
−(%mw xSw
µw
)
upw
k¯f
(
pw,i − pw,j
dij
nij − %¯wαg
)n+1 nijwij2 hij
+ Vi · (q(uˆ))n+1i
primary variables uˆ : pw, xSw
2p
phase balance
α = brine or CO2
Vi
(φ%αSα)n+1i − (φ%αSα)ni
(∆t)n =
+
∑
IP∈ηIP,i
[
−
(
%αkrα
µα
)
upw
K¯ (grad (pα)IP − %¯αg)
]n+1
nIPAIP
+ Vi · (qα(uˆ))n+1i
primary variables uˆ : pw, Sn
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Table 3.1.: List of fully discretized equations. Note that in this work the 2p model is not
used in combination with the fracture module, hence the equations for the 2p
model only account for matrix flow. The matrix and fracture weighting factors
(Wm and Wf ) are only implemented for the component balance equations of
salt in the 1p2c and 2p3c model.
Model Discretized equation
2p3c
component balance
κ = H2O or CO2
Vi
∑
α
(
φ%mα Sαx
κ
α)n+1i − (φ%mα Sαxκα)ni
)
(∆t)n
+ (Vfφf )i
∑
α
(
(%mα Sαxκα)n+1i − (%mα Sαxκα)ni
)
(∆t)n =
+
∑
IP∈ηIP,i
[∑
α
(
−
(
%mα krαx
κ
α
µα
)
upw
K¯ (grad (pα)IP − %¯αg)
)
−
∑
α
(
− (%mα )IP D¯κα,pm grad (xκα)IP
)]n+1
nIPAIP
+
∑
j∈ηi
[
−
(
%mα x
κ
α
µα
)
upw
k¯f
(
pα,i − pα,j
dij
nij − %¯αg
)]n+1
nij
wij
2 hij
+ Vi · (qκ(uˆ))n+1i
2p3c
component balance
κ = salt
WmVi
∑
α
(
φ%mα Sαx
κ
α)n+1i − (φ%mα Sαxκα)ni
)
(∆t)n
+Wf (Vfφf )i
∑
α
(
(%mα Sαxκα)n+1i − (%mα Sαxκα)ni
)
(∆t)n =
+
∑
IP∈ηIP,i
[∑
α
(
−
(
%mα krαx
κ
α
µα
)
upw
K¯ (grad (pα)IP − %¯αg)
)
−
∑
α
(
− (%mα )IP D¯κα,pm grad (xκα)IP
)]n+1
nIPAIP
+
∑
j∈ηi
[
−
(
%mα x
κ
α
µα
)
upw
k¯f
(
pα,i − pα,j
dij
nij − %¯αg
)]n+1
nij
wij
2 hij
+ Vi · (qκ(uˆ))n+1i
primary variables uˆ : pw, Sn/xCO2w /xH2On , xSw
The 3D implementation of the discrete-fracture approach is done in a general way to ensure
that it can easily be coupled to the different model types (1p2c, 2p, 2p3c) used in this work.
It is therefore an extension and generalization of the implementation by Tatomir (2013) which
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is 2D and specific to the 2p model in DuMux. Additionally, the implementation is valid for
different element types, such as simplex or hexahedral grids.
An alternative approach to the representation of fault zones that avoids refinement could be
an upscaling procedure coming from a fine grid fully describing the geometry of the fault zone,
for example, a multiple interacting continua (MINC) approach, as described in Tatomir (2013).
However, some effort is required as well to implement a generalized method for converting the
complex geometrical information of the fault zone into effective parameters.
3.3.6. Infinite-Aquifer Boundary Conditions
Another necessary implementation for this work is the extension of an arbitrary domain,
henceforth called the inner domain, by an outer domain. This outer domain extends to a
certain radius, ensuring that the pressure buildup within the inner domain is not underestimated
due to its boundaries being too close to the injection point.
A saline aquifer confined by barrier layers on top and bottom is generally characterized by
lateral dimensions much larger than the vertical ones. During the injection of CO2 into such
an aquifer, the lateral extent, that is subject to pressure increases is much larger than the
lateral extent of the CO2 plume. Models primarily concerned with the shape and fate of the
CO2 plume often use Dirichlet boundary conditions for pressure on the lateral boundaries at
distances too small, such that the actual pressure buildup would reach further than the model
boundaries. This means that the resistance to lateral flow is reduced and the pressures that
evolve are underestimated. When predicting the CO2-plume shape, this usually does not pose
a significant problem. However, if the primary aim of the model is characterizing brine flow
at large distances from the injection point, as will be the case in Chapter 5, lateral Dirichlet
boundary conditions will lead to an underestimation of the vertical migration of brine through
vertical discontinuities in the barrier layers.
As far-field information of saline aquifers is usually sparse, assumptions have to be made. One
possible assumption is an infinite extent of the aquifer. This means that the pressure at infinite
distance from the injection remains unchanged. In this work, this condition is approximated
by extending the model domain (inner domain) by a circular outer domain with a coarser grid.
The discretization length of the outer domain may increase as a function of the radius. An
example of an inner and an outer domain is given in Fig. 3.6. As the discretization length of
the outer domain can be chosen much coarser, the additional computational demand can be
kept within reasonable limits. The effect on the results however is significant, as will be shown
in Chapter 5.
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outer domain
inner domain
Ro
Figure 3.6.: An inner domain within the red frame is surrounded by an outer domain
with radius Ro.
The required outer radius Ro is a function of the system parameters:
• diffusivity of the injection aquifer,
• leakage into upper and lower aquifers,
• injection rate, and
• injection duration.
In this work, the outer radius Ro is determined by increasing Ro until convergence in the
results is reached. The domain extension module, can be applied to any domain, with a convex
outer boundary, and is implemented into DuMux.
Alternatively, there exist analytical solutions which can be coupled to a numerical model at
its boundary. In the context of groundwater modeling, Kipp (1986) uses the term aquifer
influence functions (AIF) and implemented them into the simulator HST3D (Kipp, 1987).
However, the concept originates from the field of petroleum engineering (Van Everdingen
and Hurst, 1949), where such methods are still used to estimate the inflow from an outer
aquifer into an oil reservoir during extraction. The AIF approach requires only one additional
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primary variable per boundary node. However, the assumptions made are more severe, as
the underlying analytical model was developed for a circular domain, putting restrictions on
arbitrary inner model shapes as well as stratified aquifer systems.
4. Basin-Scale Screening for CO2 Storage
Efficiency1
This chapter deals with a screening method for determining suitable areas for CO2 storage
based on their storage efficiency. The storage efficiency is a measure of how efficient a reservoir
can be utilized. In literature (e.g. Okwen et al. (2010)), the term storage efficiency is often
defined as the volume of injected CO2 divided by the pore space (see Eq. 3.35), which is
referred to here as volumetric storage efficiency. However, in this work the storage efficiency
is defined in terms of the mass of CO2 in place, which is the target variable used here for
comparing different reservoirs. The database used for the screening covers regionalized data for
depth, temperature conditions and salt concentrations of the Middle Buntsandstein rock unit
in the North German Basin. As proposed by Kopp et al. (2009a), the gravitational number,
Gr (see Eq. 3.19), is used as a qualitative indicator for storage efficiency to determine more or
less favorable areas for CO2 injection. Unfortunately, a reservoir database similar to the U.S.
National Petroleum Council public database (NPC, 1984) used by Kopp et al. (2009a,b) is not
available for the North German Basin. No regionalized data for the permeability, the porosity
and the reservoir thickness are available. However, the initial fluid properties (viscosities and
densities of brine and CO2) can be estimated from measured depth contours, temperature
profiles, and salt concentrations.
In Sec 4.1, the relevant driving forces influencing storage efficiency are explained. The available
database is described in Sec. 4.2, followed by a description of the numerical model’s setup in
Sec. 4.3. Results of the regional calculation of the Gravitational Number (Gr) for the Middle
Buntsandstein rock unit are presented in Sec. 4.4.1. Based on these results, several data points
of the database are selected for more detailed numerical investigations with the aim of:
• quantifying the impact of varying depths, temperature conditions, and salt concentrations
in the Middle Buntsandstein on storage efficiency (Sec. 4.4.2),
• testing the Gr-criterion as a qualitative screening criterion for storage efficiency and com-
paring the results to the screening method proposed by Okwen et al. (2010) (Sec. 4.4.2),
1The main parts of this chapter have been published in Kissinger et al. (2014).
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• investigating the effect of Gr-criterion on the amount of residually trapped CO2 (Sec. 4.4.3).
Moreover, in Sec. 4.4.4, three different regions are selected which are characterized by different
values of Gr (high, medium, and low). For these regions, published data for reservoir thickness
and porosity are gathered as input for the numerical simulations. The aim of these simulations
is to check:
• if Gr, based on the initial fluid properties, has a recognizable effect on storage efficiency
when area-specific distributions of reservoir thickness and porosity are considered as
well.
4.1. The Gravitational Number as a Qualitative Indicator for
Storage Efficiency
In an injection scenario, where CO2 is injected via a vertical injection well into resident
brine held in a confined homogeneous reservoir, the CO2 plume shape is characterized by the
following driving forces:
• Viscous forces (or advective forces). The injection causes a displacement of resident brine
away from the injection well.
• Gravitational (or buoyant forces). Due to the density difference between the two fluid
phases, an upward flow of the lighter CO2 phase is induced (gravity segregation) as well
as horizontal flow of the CO2 phase along the cap-rock due to a horizontal pressure
gradient at the tip of the CO2 tongue (buoyant drive).
• Capillary forces. Capillary pressure gradients lead to the development of a capillary fringe
at the interface between the two phases depending on the capillary pressure-saturation
relationship.
The influence of these driving forces and especially the ratio of gravitational to advective forces
has been investigated in many subsurface applications. Examples include: steam injection into
oil reservoirs (Rapoport, 1955; Lookeren, 1983; Li and Lake, 1995), steam injection into fully
water-saturated porous media in the context of soil remediation (Ochs et al., 2010), or CO2
storage (Nordbotten and Celia, 2006, 2012; Nazarian et al., 2013; Taku Ide et al., 2007; Kopp
et al., 2010). Also, other related subsurface applications, like geothermal systems (cold water
injection) or the storage of methane in subsurface formations, have similarities, where the
ratios between their driving forces help to describe the spreading behavior of the injected fluid.
There are many established dimensionless groups that are useful in the characterization of a
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reservoir (Rapoport, 1955; Li and Lake, 1995; Zhou et al., 1997).
In the context of CO2 injection, Kopp et al. (2009a) define the dimensionless capillary number
(Ca) and the gravitational number (Gr) using a fractional flow formulation, as presented in
Sec. 3.1.2, and shown here again. The Capillary Number is defined as:
Ca = kpcr
µnvcrlcr
= capillary forcesviscous forces . (4.1)
Further, the Gravitational Number is defined as:
Gr = (%w − %n)gk
µnvcr
= gravitational forcesviscous forces , (4.2)
where k is the scalar intrinsic permeability, pcr is a characteristic capillary pressure, µn is the
dynamic viscosity of CO2, lcr is a characteristic length of the system, vcr is a characteristic
Darcy velocity, %w is the brine density, %n is the CO2 density and g is the acceleration due
to gravity. Kopp et al. (2009a) suggest using Ca and Gr for qualitatively ranking different
reservoirs according to their storage efficiency. Through numerical simulations, they show
that advective forces, dominating over gravitational forces (small values of Gr), and capillary
forces, dominating over advective forces (large values of Ca), lead to a higher storage efficiency.
They further conclude that Gr has a stronger influence on storage efficiency than Ca for large
system dimensions. This conclusion is also confirmed by Nordbotten and Celia (2012) who
scale capillary pressure with the hydrostatic pressure difference within a formation. They
show that capillary pressure generally reduces the saturation of the CO2 front with increasing
distance from the well. This reduction, is caused by a smearing of the front, following a
diffusion-like behavior, leading to a reduced plume velocity at the tip, and therefore a higher
storage efficiency. Nordbotten and Celia (2012) conclude that if the capillary fringe is small
compared to the thickness of the reservoir, capillary forces can be neglected and the assumption
of a sharp interface model becomes reasonable. In this work, Ca will not be considered in the
estimation of storage efficiency since the database used does not allow for any reliable regional
differentiation of capillary pressure-saturation relationships.
In this work Gr is used as a qualitative indicator for storage efficiency, as concluded by Kopp
et al. (2009a,b). The ratio between gravitational and advective forces is not constant. Near the
injection well advective forces dominate, but with increasing distance from the injection well
the advective forces decrease. Thus, sooner or later the two phases will separate and the CO2
plume will then spread mainly underneath the top of the reservoir. Close to the injection well,
where the advective forces are high (i.e. high vcr, see Eq. 4.2), the plume spreads cylindrically.
Kopp et al. (2009a) calculate the characteristic velocity vcr in Eq. 4.2 from an average time
dependent velocity obtained from simulation results. As this is not an option for the large
data set of this study, a priori estimate of vcr is defined, characteristic for the advective forces
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in the system. For this purpose the specific volumetric injection rate m˙n%n is used, where m˙n is
the specific mass injection rate of CO2 (i.e. the injection rate divided by the area of the well)
in [kg/s/m2]. This results in the following definition of Gr:
Gr = (%w − %n)gk
µn
m˙n
%n
. (4.3)
The smaller the priorly calculated Gravitational Number (Eq. 4.3), the more the advective
forces will dominate over the gravitational forces, which leads to a more piston-like displacement.
As a result, the storage efficiency is increased, as the CO2 spreads over a larger fraction of the
reservoir. Besides increasing the storage efficiency also the amount of residually trapped CO2
increases, which is beneficial for storage safety. The effect of Gr on residual trapping was also
shown by Taku Ide et al. (2007).
Since there are no data for permeability (k) and the actual specific injection rate (m˙CO2) used
is not known beforehand, these two parameters are set to 1 in order to make it clear that they
are not varied in the calculation of the a priori Gr.
As shown in the derivation of the sharp interface model (Eq. 3.30) and the Okwen-Method
(Eq. 3.37) the mobility ratio λ is an important factor in the estimation of storage efficiency.
When using Gr, as defined in Eq. 4.3, to qualitatively compare different locations, the influence
of the brine mobility and therefore the spatial variability of the brine viscosity is neglected.
To see if this is a valid assumption, the results are compared to the Okwen-Method, which
is explained in detail in Sec. 3.2.1. The main equation for estimating the volumetric storage
efficiency E = VinjectedVformation , based on the mobility ratio λ and the gravitational number Γ, is
presented here again:
E = (1− Srw) 1
λ
0 ≤ Γ < 0.5,
E = 2(1− Srw)
(0.0324λ− 0.0952)Γ + (0.1778λ+ 5.9682)Γ1/2 + 1.6962λ− 3.0472 , (4.4)
0.5 ≤ Γ ≤ 50.
Γ is another definition of the gravitational number defined as:
Γ = 2pi∆%gkλwH
2
Qwell
, (4.5)
where H is the reservoir thickness and Qwell is the volumetric injection rate. λ and λw can be
simplified to µwµn and
1
µw
respectively, when assuming that the relative permeability of brine
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(krw) is equal to 1 in the fully brine saturated part of the domain, similar to the relative
permeability of CO2 (krn) in the CO2 saturated part of the domain.
4.2. Available Data
The database used in this work is compiled by project partners of the Federal Institute for
Geosciences and Natural Resources of Germany (BGR). Therefore, the database will only
briefly be outlined here, for more details see Kissinger et al. (2014). The screening is carried
out for those parts of the Middle Buntsandstein rock unit, which were designated to be worthy
of further investigation in the Storage Catalogue of Germany (Müller and Reinhold, 2011). The
database includes regionalized data for depth, temperature conditions and salt concentrations
for the Middle Buntsandstein on a 1 km× 1 km raster. The depth information is shown in
Fig. 4.1 for the top of the Middle Buntsandstein. The temperature conditions are interpolated
Figure 4.1.: Unpublished depth grid for the base of the Upper Buntsandstein (equivalent
to the top of the Middle Buntsandstein) with depths recorded in meters
below mean sea level (bmsl). Figure from Kissinger et al. (2014).
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from a coarse-scale map of the Leibniz Institute for Applied Geophysics (LIAG, 2012) showing
the lateral variation of the mean geothermal gradient in selected regions in Germany. The
temperature distribution can be estimated by combining the depth information with the map
of the geothermal gradients in the Middle Buntsandstein rock unit. The temperature gradient
distribution is shown in Fig. 4.2. No data for the lateral variability of the salt concentrations is
Figure 4.2.: The interpolated distribution of the geothermal gradient for the area of
interest (based on (LIAG, 2012)). Figure from Kissinger et al. (2014).
available. Hence, the salt concentrations only vary with depth. For this, an average increase of
the salt concentration of 15 gL−1 per 100m is assumed for the formation fluid in the Middle
Buntsandstein (Wolfgramm and Seibt, 2008). The salt concentration may not exceed the
maximum salt concentration of 360 gL−1.
The density and the viscosity of CO2 and brine are dependent on the pressure, the temperature,
and in the case of brine also on the salinity in the reservoir. The temperature can be directly
obtained from the above data. To obtain the pressures and the salinities, hydrostatic conditions
are assumed. The pressure is then dependent on the weight of the overlying fluid column.
To calculate the hydrostatic pressure, an effective density for the overlying fluid column is
iteratively determined by taking the average of the water density under surface conditions and
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the brine density in the reservoir, which is a function of salinity, temperature and pressure. As
the actual pressures are unknown, this is assumed to be a reasonable estimate. The salinity
can thus also be determined from the calculated brine density in the reservoir and the salt
concentration at each data point. Figure 4.3 shows the fluid properties of CO2 and brine,
as well as the data points of the database plotted over the independent variables pressure,
temperature and salinity. With the calculated values of viscosity and density the gravitational
number can be obtained using Eq. 4.3 for each data point. As explained in Sec. 4.1 the
permeability and the specific injection rate are not varied in this calculation, and are therefore
set to 1.
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Figure 4.3.: The CO2 density as a function of pressure and temperature (top left), the
CO2 viscosity as a function of pressure and temperature (top right), the brine
density as a function of salinity and temperature (bottom left) and the brine
viscosity as a function of salinity and temperature (bottom right). The red
points are the data points from the database. They are not plotted with the
brine density (bottom left) as they are a function of pressure, salinity and
temperature and would therefore not fit on the brine density surface shown
here. Figure modified after Kissinger et al. (2014).
4.3. Numerical Model Setup
A numerical simulation study is carried out to determine the simulated storage efficiency for
several data points and thereby evaluate the quality of the Gr-criterion as an indicator thereof.
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In all simulations, the 2p model is used, considering the brine and the CO2 phases, as given by
Eq. 3.7. All simulations are carried out with the numerical simulator DuMux. The numerical
implementation is given in Sec. 3.3 with the Box-Method used for spatial discretization and
the implicit Euler scheme for temporal discretization. The discretized equations are shown in
Table 3.1. The reservoir setup is kept as simple as possible. It consists of a radially symmetric
domain as illustrated in Fig. 4.4 with a CO2 injection well in the middle. The injection rate is
0.1 Mt per year. The reservoir has a thickness of 25m and is bounded by a low permeable cap
Figure 4.4.: Schematic setup of the model domain for the numerical simulations. Due to
symmetry reasons only a small part of the radially symmetric problem is
simulated. Figure from Kissinger et al. (2014).
rock at the top and bottom (permeability 1× 10−19 m2, porosity 0.01 and 5m thickness). Top
and bottom of the domain have no flow boundary conditions. Dirichlet boundary conditions
(constant pressure) are used as a lateral boundary condition (5 km from the injection well).
The reservoir is homogenous and has a porosity of 0.2 and a permeability of 1× 10−13 m2. For
calculating the capillary pressure and the relative permeabilities a Brooks-Corey relationship
(Brooks and Corey, 1964) with an entry pressure pe of 10 000Pa and a shape parameter λBC
of 2.0, as shown in Fig. 2.5, is used. The residual water saturation Srw is 0.3 and the residual
CO2 saturation Srn is 0.0.
4.4. Results
First, the areal distribution of Gr in the Middle Buntsandstein rock unit is presented in
Sec. 4.4.1. In Sec. 4.4.2 numerical simulation studies are carried out to show the effect of
varying fluid properties on the storage efficiency. Further, the Gr-criterion and the Okwen-
Method are compared to the simulation results. The significance of the Gr-criterion with
regard to residual trapping is investigated in 4.4.3. Finally, in Sec. 4.4.4 the significance of the
Gr-criterion, based on the initial fluid properties, is compared against the relevance of the
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parameters porosity and reservoir thickness for three areas, with a high, medium, and low
value of Gr.
4.4.1. Basin-Scale Application of the Gravitational Number
The calculated values of Gr vary from around 4× 1010 to 1× 1011. To display the results in
a map, these values have been divided into six classes, as shown in Fig. 4.5. Areas with low
values of Gr are assumed to be indicative of a high storage efficiency and are depicted in light
green. On the other hand, areas with high values of Gr are assumed to be indicative of a low
storage efficiency and are depicted in red.
A comparison between the resulting Gr distribution (Fig. 4.5) with the regional geothermal
gradient variations (Fig. 4.2), and the rock unit depths (Fig. 4.1) shows that for areas with
shallow to medium depths (800–2000m), the values of Gr are mainly affected by variations in
the geothermal gradient. Thus, low geothermal gradients result in small Gr values whereas
high geothermal gradients result in high Gr values. A similar observation can be made for areas
with greater depths (2000–4000m). However, this relation is slightly less pronounced than for
the shallow to medium depths. For depths >4000m, low values of Gr are predominant.
At depths between 800–4000m, assuming that conditions are not close to or below the critical
point of CO2, only a moderate increase in CO2 density and viscosity is observed over depth.
Both the CO2 density and the viscosity increase with increasing pressure and decrease with
increasing temperature. For an increasing depth the influence of the pressure increase slightly
outweighs the influence of the temperature increase. This causes only a moderate reduction of
Gr over depth, and strongly relates the values of Gr to the lateral variations in the geothermal
gradient.
4.4.2. Comparison of the Gr-Criterion and the Okwen-Method with Respect to
Storage Efficiency
For the simulations, different representative data points are chosen which cover various depths
and the full range of Gr values. These data points provide the conditions (pressure, temperature
and salinity) upon which the initial fluid properties are calculated in the simulations. The
varied properties of 7 data points used for the different simulations are presented in Table 4.1.
A table containing the input data for all simulations is given in the Appendix in Table A.2.
The measure of storage efficiency used in this work is determined by dividing the total mass
of injected CO2 when the plume reaches a spill point (see Fig.4.4), by the maximum lateral
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Figure 4.5.: Distribution of Gr for the Middle Buntsandstein rock unit in the North
German Basin. The numbers refer to the areas selected in Sec. 4.4.4 (Area 1
= low Gr, Area 2 = medium Gr, Area 3 = high Gr). Figure from Kissinger
et al. (2014).
area of the plume (lateral footprint):
Storage Efficiency [kg/m2] = Mass of CO2 in place
pi · (Radius of Spill Point)2 . (4.6)
In this approach, the spill point represents a maximum acceptable extent for the CO2 plume.
The definition of storage efficiency used here is somewhat similar to the value of Meff , which
corresponds to the mass of CO2 in place, that Kopp et al. (2009b) use for comparing the
storage efficiency of different sites. The mass in place in this work is additionally divided by
the lateral extent of the CO2 plume (which is the same for all simulations) to emphasize that
this value is an efficiency meant for comparing different sites, rather than an actual storage
capacity. The injection rate is the same for all simulations. The longer it takes for the CO2 to
reach the spill point, the more CO2 is injected into the system, and hence the storage efficiency
is higher, as a larger part of the reservoir volume is utilized. The spill point is located at a
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Table 4.1.: The initial fluid properties of seven different data points as well as Gr and
the storage efficiency obtained from the simulations.
Cases Depth %w %n µw/µn Gr Storage Efficiencym kgm−3 kgm−3 [−] [−] · 1010 kgm−2
1 1492 1140 757 10.4 4.44 381
2 1735 1154 668 15.2 6.01 315
3 2304 1187 611 11.8 7.19 299
4 1865 1150 521 14.5 8.05 230
5 906 1083 371 32.3 9.60 165
6 1776 1161 734 15.2 5.05 362
7 3305 1200 758 9.1 4.98 450
radial distance of 1 km, from the injection well, as in Kopp et al. (2009b).
The simulation results, with corresponding values of Gr, are compared to the results obtained
using the Okwen-Method (see Sec. 3.2.1). In order to make the analytical results comparable
with the simulation results the volumetric storage efficiency E, defined in Eq. 4.4, is expressed
in terms of mass of CO2 per lateral area:
Storage Efficiency [kg/m2] = φ%nHE. (4.7)
φ is the porosity of 0.2 and H is the thickness of the reservoir of 25m, which is also used in the
simulations. For calculating the gravitational number Γ (see Eq. 4.5) defined by Nordbotten
et al. (2005) the reservoir permeability k is the same as in the simulations (1× 10−13 m2) and
the volumetric injection rate Qwell is obtained by dividing the injection rate (0.1 Mt per year)
by the CO2 density. The range of values of Γ for the points selected for the simulations is 0.24
to 1.34. Looking at Eq. 4.4, this means that the gravitational number Γ has to be considered
for some of the data points (i.e. gravitational forces have to be considered for values of Γ
greater than 0.5). Figure 4.6 shows the results of the simulations with the storage efficiency
over Gr (left hand side) and the storage efficiency obtained by using Eq 4.7 (right hand side).
On the left an inversely proportional linear trend relates high Gr to small storage efficiencies in
the system for the simulations with depths ranging between 1000–2000m. For the simulations,
where the thermodynamic conditions of the reservoir are close to the critical point of CO2
(Tcrit = 304.25 K and Pcrit = 7.39 MPa, points marked in red in the left plot of Fig. 4.6), the
storage efficiency is strongly underestimated by the a priori calculated Gr-criterion. This is
due to the injection-induced pressure increase, which leads to strong deviations of the CO2
density and viscosity from the initial thermodynamic conditions in the reservoir. For the
points with depths greater than 2000m, an increase of storage efficiency is observed when
compared to the points between 1000m and 2000m. This can be explained by looking at cases
4.4. Results 67
4 5 6 7 8 9 10
x 1010
150
200
250
300
350
400
450
Storage Efficiency over Gr
S
E
S
im
u
la
ti
o
n
[k
g
C
O
2
/
m
2
]
Gr [-]
1000 m - 2000 m
deeper than 2000 m
shallower than 1000 m
0 50 100 150 200 250 300
150
200
250
300
350
400
450
Storage Efficiency over Okwen-Method
S
E
S
im
u
la
ti
o
n
[k
g
C
O
2
/
m
2
]
SE Okwen-Method [kgCO2/m
2]
Figure 4.6.: Left: Simulation results in terms of storage efficiency (SE) for 49 data points
over Gr. Right: The same simulation results plotted over storage efficiency
obtained from the Okwen-Method using Eq. 3.37 and 4.7. Figure modified
after Kissinger et al. (2014).
6 and 7 given in Table 4.1 (Note: The cases 6 and 7 are also included in Fig. 4.6). These cases
have the same Gr value but different viscosity ratios. The brine viscosity is not considered
in the Gr formula and decreases with increasing depth, due to the increasing temperature.
This in turn leads to smaller viscosity ratios. The closer the viscosity values of brine and CO2
are, the higher is the sweep efficiency due to the steeper CO2 front profile. The increase in
sweep efficiency results in a higher simulated storage efficiency for the deep cases (>2000m)
compared to the shallow to medium depth cases (1000–2000m). The right hand side of Fig. 4.6
shows that the storage efficiency calculated with the Okwen-Method is generally smaller than
the storage efficiency from the simulation results. This can be explained by the sharp interface
assumption on which the analytical solution is based. In the simulations, capillary pressure
reduces the saturation, and the relative permeability at the tip of the CO2 plume leading to
an increase in storage efficiency as explained in Sec. 4.1. However, numerical dispersion can
also lead to smaller saturations at the plume tip, and could therefore be another reason for
a reduced velocity at the tip of the CO2 tongue, as reported in Møll Nilsen et al. (2011). In
contrast, the CO2 tongue in the sharp interface model moves faster as it has the maximum
CO2 saturation, and the maximum relative permeability of CO2. Similar to the Gr-criterion,
the sharp interface model underestimates the storage efficiency of shallow points (< 1000m).
For depths between 1000–2000m the results of the Okwen-Method still seem to be influenced
by the injection-induced pressure, which results in an underestimation of storage efficiency,
compared to the simulation results. For depths greater than 2000m the Okwen-Method is in
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Figure 4.7.: Left: Simulation results for two injection rates (0.1 and 1.0Mt per year)
plotted over Gr. Note the logarithmic scaling of Gr. Right: The same
simulation results plotted over storage efficiency (SE) obtained from the
Okwen-Method using Eq. 3.37 and 4.7. Figure modified after Kissinger et al.
(2014).
better qualitative agreement with the simulation results than for smaller depths. To conclude,
the highest storage efficiencies in the simulations are obtained for the cases where the CO2
density and the viscosity are high and the brine viscosity is low. This finding is in agreement
with the results from the Okwen-Method. This implies that deep formations (below 2000m)
show the best storage efficiency.
20 of the above simulations with equi-distant values of Gr and depths up to 2500m are
repeated with an increased injection rate of 1.0Mt per year. Obviously, this corresponds to a
decrease in the values of Gr by a factor of 10. For the Okwen-Method this corresponds to a
mean Γ of 0.045 for the 20 simulations with an injection rate of 1.0Mt per year (i.e. volumetric
storage efficiency is only dependent on the mobility ratio λ) and a mean Γ of 0.45 for the 20
simulations with an injection rate of 0.1Mt per year (Γ has to be considered in some of the
cases). It must be noted that a Γ of 0.045 is extremely small as the injection rate compared to
the formation thickness is very high. However, these simulations should illustrate the effect
of the injection-induced pressure increase on storage efficiency. The results are presented in
Fig. 4.7. The the left hand side plot shows the simulated storage efficiency obtained with the
high and the low injection rate. A discontinuity in the Gr values between data points having a
similar storage efficiency (between 350 and 400 kgCO2/m2) is recognizable. For a qualitative
ranking, as proposed by Kopp et al. (2009a), which would also include regionalized data for
the permeability, this suggests that reservoirs where high viscous forces are expected would be
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falsely favored by the Gr-criterion. However, the general trend of a low Gr value corresponding
to high storage efficiency within each injection regime (Gr of 109 and 1010) is confirmed. For
the Okwen-Method, the increased injection rate leads to a strong underestimation of stroage
efficiency, which is again related to the increased impact of the injection-induced pressure on
the initial fluid properties.
4.4.3. Testing the Significance of the Gr-Criterion with Respect to Residual
Trapping
Next, the effect of the initial fluid properties on the amount of residually trapped CO2 is
investigated. Generally, more CO2 will be trapped if the sweep efficiency is increased. The
amount of trapped CO2 is calculated using the Land model (Land, 1968):
S∗t =
S∗max
1 + CS∗max
, (4.8)
where S∗t is the saturation of the residually trapped CO2, S∗max is the maximum saturation
reached during the drainage process, and C is the land trapping coefficient which is given by:
C = 1
St
− 1
Smax
, (4.9)
where St is highest possible residually trapped CO2 saturation, here assumed to be 0.3, and
Smax is the maximum possible CO2 saturation in the porous medium, here assumed to be 0.7.
The highest CO2 saturation S∗max at every node in the domain is reached at the end of the
simulation, since CO2 is injected at a constant rate and the saturation values only increase
over time. This simple approach for determining the residually trapped CO2 saturation is
chosen, as the aim is only to qualitatively compare the different simulations. The residual CO2
saturation is then calculated for the 20 simulations shown in Fig. 4.7 for the case of the low
injection rate (i.e. 0.1Mt per year). The results are presented in Fig. 4.8. Here, Gr is again
used as an indicator for the residually trapped CO2. The amount of residually trapped CO2
(green circles) shows a similar but weaker inversely proportional trend compared to the total
CO2 storage efficiency (residually trapped and mobile CO2, blue crosses). The value of Gr
clearly influences the amount of residually trapped CO2 in the reservoir.
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Figure 4.8.: Comparison of storage efficiency (SE) and the residually trapped CO2 mass
(also given in terms of storage efficiency, i.e. kg/m2). Figure modified af-
ter Kissinger et al. (2014).
4.4.4. Testing the Significance of the Gr-Criterion with Respect to Porosity and
Reservoir Thickness
Permeability, reservoir thickness and porosity are crucial parameters to assess the significance
of reservoir units (Reinhold et al., 2011). However, in this study permeability cannot be
considered since there is not sufficient data available to reliably account for its basin-wide
variability. An analysis of the significance of the Gr-criterion can only be carried out with
respect to the variation of the parameters reservoir thickness and porosity. Three areas of
high, medium, and low values of Gr were selected by the project partners of the BGR, where
data for the reservoir thickness and the porosity are available. More information regarding the
sources of these data is given in Kissinger et al. (2014). The locations of these areas are shown
in Fig. 4.5. The characteristic parameters of the three areas are listed in Table 4.2.
Area 1 (Mean Gr value: 4.85× 1010) represents regions with a small value of Gr. According
to the database, the thickness varies between 6 and 20m. The porosity values range from 0.11
to 0.30.
Area 2 (Mean Gr value: 5.73× 1010) is related to regions with medium values of Gr. For this
area the thickness varies between 5 and 20m, whereas porosity data ranges from 0.06 to 0.25.
Area 3 (Mean Gr value: 7.27× 1010 ) represents regions with the highest Gr values. For this
region an average thickness of 10m and porosities between 0.04 to 0.08 are reported.
In order to deal with the variability of the porosity and thickness data in the three areas,
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Table 4.2.: The characteristics of the three different areas. Note that for Area 1 and 3 there
are only ranges of a minimum and maximum value for porosity and thickness.
For Area 2 the data points are listed in the the appendix in Table A.1. The
values for pressure, temperature, salinity and Gr are the mean values for each
area and are used as initial conditions for the simulations.
Area 1 Area 2 Area 3
Data Type Range 9 data points Range
Porosity [-] 0.11 - 0.30 0.06 - 0.25 0.04 - 0.08
Thickness [m] 6 - 20 5 - 20 10
Gr [-] ·1010 4.85 5.73 7.27
Pressure [MPa] 21.4 18.9 19.0
Temperature [K] 331 335 351
Salinity [ kg Saltkg Brine ] 0.25 0.23 0.23
Monte-Carlo simulations are carried out. For Areas 1 and 3, where only a range of porosity
and thickness values (maximum and minimum) is available, a uniform distribution of these
parameters within their ranges is assumed. By means of an arbitrary polynomial chaos
expansion in combination with the probabilistic collocation method, presented in for example
Oladyshkin et al. (2011b), Oladyshkin et al. (2011a) and Oladyshkin and Nowak (2012), these
data are integrated into the modeling process. The result is a polynomial from which the
mean storage efficiency as well as the standard deviation of the storage efficiency in the two
areas can be calculated. For Area 2, nine data pairs of porosity and thickness (see appendix in
Table A.1) are available, for which nine simulations were performed to calculate the mean
storage efficiency and the standard deviation. For all areas, the storage efficiency is now a
function of the area-specific porosity, the reservoir thickness distribution, and the mean initial
fluid properties. The mean initial fluid properties used here are obtained from the area-specific
mean temperature, pressure and salinity values given in Table 4.2. The numerical simulation
setup is the same as described in Sec. 4.3, except that the porosity and thickness of the aquifers
are varied according to the area-specific probability distribution.
Figure 4.9 shows the results of the simulations. The plot on the left shows the mean storage
efficiency along with its standard deviation for each area over the mean Gr value of this
area. The results show a clear trend of decreasing storage efficiency with increasing Gr. The
standard deviations of Area 1 (low) and Area 2 (medium) are much higher than for Area 3,
due to the small range of porosities (4-8 %) and the constant thickness (10 m) in Area 3. In
Fig. 4.9 left, the storage efficiency is a function of both Gr (i.e. initial fluid properties) and the
joint probability functions of porosity and thickness for each area. Therefore, it is not obvious
which of the two has the highest influence on storage efficiency. Thus, additional simulations
are carried out where the Gr value is kept constant, i.e. the same initial fluid properties for
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Figure 4.9.: Left: Storage efficiency over Gr. The cross marker represents the mean
storage efficiency and the bars indicate the standard deviation. Right: Mean
storage efficiency for the three areas with constant Gr for all areas (black
curve) and area-specific Gr (red curve). Note: the three means for the area-
specific case (red cross marker) on the right plot are identical to the three
means on the left plot (red cross marker). Figure modified after Kissinger
et al. (2014).
the three areas. Here the Gr value of Area 2 is chosen for the three areas. Figure 4.9 (right)
compares the simulated mean storage efficiencies for the constant Gr case (i.e. Gr value of
Area 2) with the previously performed simulations with the area-specific Gr values (red line).
It can be seen that the trend is mainly caused by the different distributions of porosity and
thickness of the three areas. The trend improves due to the area-specific value of Gr, i.e. a
small value of Gr leads to an increase of storage efficiency compared to the constant Gr case
and a high value of Gr leads to a decrease of storage efficiency compared to the constant Gr
case. This is the expected behavior which is in agreement with the findings of Sec. 4.3. For
Area 1, the contribution of Gr to the storage efficiency is much higher than for Area 3.
To conclude, the expected qualitative influence of the Gr criterion on storage efficiency in the
three areas is supported by the simulation results. However, the clear trend seen on the left
hand plot of Fig. 4.9 is mainly caused by the different distributions of porosity and thickness.
Only between Area 1 and Area 2 can a significant increase of storage efficiency be contributed
to the different Gr values.
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4.5. Discussion
There are different criteria that can be used for a basin-scale site screening for CO2 sequestra-
tion. Among others, the Gr-criterion (Kopp et al., 2009a) or the analytical solution by Okwen
et al. (2010) can be useful criteria to consider for estimating storage efficiency. Due to an
insufficient regional database of hydrogeological parameters, such as permeability porosity,
and reservoir thickness, the input data here are restricted to reservoir depth, temperature
conditions, and salt concentrations. For this study, only the Middle Buntsandstein rock unit
is considered. However, the Gr-criterion or the Okwen-Method may also be applied to other
storage units within the Storage Catalogue of Germany.
As the simulations in Sec. 4.4.2 show, the Gr-criterion may be used to distinguish areas with
more or less favorable initial fluid properties. Care should be taken when comparing areas of
small to medium depths (1000–2000m) to areas of large depths (>2000m). As the simulations
have shown, the decrease in brine viscosity with depth due to increasing temperature leads
to a smaller viscosity ratio which increases the storage efficiency. This behavior cannot be
described with the Gr-criterion. The Okwen-Method, also considers the variation in brine
viscosity, and therefore shows a more consistent trend for larger depths. An additional advan-
tage of the Okwen-Method is that it can be used to quantify storage efficiency, in contrast
to the Gr-criterion which only allows for a qualitative ranking. If, for example, data for the
porosity were regionally available, this data could easily be incorporated in the Okwen-Method.
The simulations further show, that changes in pressure, caused by the injection, lead to an
underestimation of storage efficiency in areas having conditions close to the critical point of
CO2. But also for the depth range of 1000–2000m, the Okwen-Method seems to underestimate
storgae efficiency, due to these changes in the CO2 fluid properties.
For the simulations with a higher injection rate (factor 10 increase), the viscous forces increase
and therefore, the values of Gr decrease by the same factor. However, the storage efficiency
does not increase as much as would be expected from the Gr-criterion. For a qualitative
ranking, which would include regionalized data for the permeability, that may vary over orders
of magnitude, the Gr-criterion may falsely favor regions with a very low permeability (i.e.
very high viscous forces) over regions with a higher permeability. This ambiguity has to be
considered when choosing appropriate methods for a basin-scale screening, also bearing in
mind that such methods or criteria should be transparent and comprehensible to stakeholders.
Therefore, the use of Gr as a screening criterion should be restricted to ranking regions with
more or less favorable initial fluid properties for CO2 storage. The Okwen-Method clearly
underestimates the storage efficiency for the cases with an increased injection rate, as it cannot
account for the effect of the injection-induced pressure increase on the fluid properties of CO2.
Considering a case where regionalized data for permeability would be available, low per-
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meabilities could reduce the injectivity, and therefore also the storage efficiency. Thus, an
additional constraint on pressure, which should not exceed the fracturing pressure would be
required. Areas could be excluded by using the method proposed by Mathias et al. (2008,
2009), which allows for the determination of the maximum pressure buildup during a CO2
injection. Considering the plume extent which is also used as a constraint in this work (i.e.
spill point), the reservoir geometry plays an important role (e.g. dipping or anticlinal) that
may significantly influence storage efficiency as well (Goater et al., 2013). This discussion
makes it clear that criteria like the Gr-criterion or the Okwen-Method can only be part of a
larger set of criteria that have to evaluated.
The effect of the Gr-criterion on the amount of residually trapped CO2 described in Sec. 4.4.2
is recognizable and confirms the expected increase in residually trapped CO2 for systems with
lower Gr values compared to systems with higher Gr values. Hence, a low Gr value is likely to
be beneficial for long term storage safety.
The simulations in Sec. 4.4.4 illustrate that changes in storage efficiency, due to variable
porosities and reservoir thicknesses, are larger than the changes between a low, a medium, and
a high value of Gr. Nevertheless, the influence on storage efficiency caused by different values
of Gr (i.e. different initial fluid properties) may still be in the same range as the influence of
the area-specific distributions of porosity and reservoir thickness. It must be noted that the
database of porosity and reservoir thickness used here is not very large and that more data
would be necessary to get the complete picture. However, the simulations may still help to
gain an insight on the effect of the variability of these parameters.
4.6. Conclusion
The main results and findings of this chapter are summarized briefly below:
• The simulations show that the variations of depth, temperature conditions and salt
concentrations, as found in the Middle Buntsandstein rock unit of the North German
Basin have a noticeable influence on the CO2 and brine densities and viscosities, and
thus on storage efficiency.
• Storage efficiency is highest for depths greater than 2000m where the CO2 density and
the viscosity are high and the brine viscosity is low. This result is in agreement with the
Okwen-Method and simulations by Kopp et al. (2009b) for deep reservoirs with a small
viscosity ratio (µw/µn).
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• The regional Gr distribution for the Middle Buntsandstein rock unit is mainly affected
by the regional variations of the geothermal gradient.
• With some restrictions both Gr and the Okwen-Method can be used as indicators for
storage efficiency.
• The simulations confirm the trend of decreasing Gr values leading to an increasing storage
efficiency. Low values of Gr leading to a more compact CO2 plume are in agreement
with findings in Nazarian et al. (2013), where a similar formulation of Gr was used.
• At depths greater than 2000m, the Gr-criterion starts to underestimates storage efficiency,
as the effect of a decreasing brine viscosity is not considered. Here, the Okwen-Method
shows a more continuous trend.
• The Gr approach and the Okwen-Method both underestimate the storage efficiency
for thermodynamic conditions close to or below the critical point of CO2, as the fluid
properties of CO2 are very sensitive to pressure changes caused by the injection.
• Smaller Gr values lead to more residually trapped CO2 in the reservoir, and to more
storage security. This result is in qualitative agreement with the findings of Taku Ide
et al. (2007).
• Comparing the contribution of the initial fluid properties on storage efficiency to the
contribution of the parameters porosity and reservoir thickness, shows that the porosity
and the reservoir thickness are more important. However, the contribution ot the initial
fluid properties can still be in the same range as that of the other two parameters.

5. Large-Scale Investigation of Brine
Displacement1
In this chapter, the focus lies on the effects of large-scale brine migration due to CO2 injection
in a realistic (but not real) geological structure in the North German Basin. The latter is
the most relevant region regarding CO2 storage capacity in Germany (Knopf et al., 2010).
The geological model comprises layers from the Lower Buntsandstein up to potential drinking
water horizons in shallow, freshwater aquifers along with characteristic geological features of
the North German Basin. In contrast to earlier work for example by Kempka et al. (2013), the
model presented here fully couples flow in shallow aquifers with deep saline aquifers considering
variable-density flow. As uncertainty is inherent to hydrogeological problems, a classification
of different types of uncertainty is made in Sec. 5.1, which helps in categorizing the results
presented later. The data available for the geological model and the numerical model setup are
presented in Sec. 5.2 and 5.3, respectively. The reliability of the numerical model is then tested
for (i) large scale pressure propagation due to injection with the Zeidouni-Method (Sec. 5.4.1)
and (ii) variable-density flow using experimental data from the popular saltpool benchmark
(Sec. 5.4.2). The results section has the following aims:
• Definition of target variables, suitable for the analysis of brine displacement (Sec. 5.5.1).
• Analysis of different scenarios in order to identity relevant components of the geological
model controlling brine displacement (Sec. 5.5.2).
• Comparative analysis of model simplifications, in order to develop an understanding
what assumptions in the model may be relevant and when, i.e. to design the optimal
model with respect to required accuracy, computational costs, data availability and the
uncertainty in these data (Sec. 5.5.3).
1Large parts of this chapter will be published in Kissinger et al. (2017).
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5.1. Uncertainty Categorization and Brine Displacement
Every model result is inherently subject to uncertainty, mainly from input data and from
model assumptions. The type of uncertainty can be categorized along with a qualitative or
quantitative estimation of the model uncertainty. Communicating uncertainty in simulation
results is a crucial aspect for decision making. The approach by Walker et al. (2003), for the
classification of uncertainties, is followed here, similarly to Walter et al. (2012), who have
adopted this approach in the context of risk estimation for CO2 storage. Walker et al. (2003)
categorize the uncertainties into different levels on a scale (see Fig. 5.1) where determinism
(a hypothetical state where everything is known) is on the far left end of the scale. The first
level of uncertainty is statistical uncertainty which accounts for all model parameters that
can be described by statistical terms, for example, a probability density function (PDF).
In the hydrogeological context this can be, for example, a probability density function of
Figure 5.1.: Levels of uncertainty after Walker et al. (2003), modified by Walter et al.
(2012).
permeability or porosity. The second level is defined as scenario uncertainty and includes
parameters which cannot readily be described by statistical terms. This could be the existence
of a certain geological feature, like the presence of a permeable fault zone at a certain location,
or the type of boundary condition chosen on the lateral boundaries, etc. The next level is
recognized ignorance which is defined by Walker et al. (2003) as fundamental uncertainties
about mechanisms and functionalities. Recognized ignorance is any uncertainty caused by
neglecting certain physical processes within the model concept. It will also be referred to as
model uncertainty in this work. A model is always an abstraction of reality, as complex as
necessary and as simple as possible. In contrast to the last category, total ignorance, which
stands for all uncertainties that have simply not been recognized yet, model uncertainty can
be reduced by comparing models of different conceptual complexity. The analysis presented
below will focus on scenario uncertainty, and model uncertainty (i.e. recognized ignorance).
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5.2. Available Data
The geological model was set up by the project partners of the Federal Institute for Geosciences
and Natural Resources of Germany (BGR) within the CO2BRIM project. More details of the
setup can be found in Class et al. (2015) or in Kissinger et al. (2017).
In this section only an overview of the geological model and its parametrization will be given.
The model consists of 12 layers, from the Zechstein at the base, to the Quaternary near the
surface, and has a geological setup typical for the North German Basin (NGB). The injection
horizon is known as the Solling layer and is part of the Middle Buntsandstein. Figure 5.2 shows
the top of the Solling layer along with the Zechstein in blue which pierces the Solling where the
salt wall is located. The depth of the Solling layer varies enormously. The injection point shown
in Fig. 5.2 is located at a depth of 1651m. The parametrization of the sediments flanking the
salt wall is highly uncertain. According to LBEG (2014) ”the contact zone between salt domes
and the CO2-sequestration horizon is assumed to be a zone of weakness, similar to geological
faults“. This is of course a matter of debate. Making a conservative assumption, the sediments
near the salt wall are considered permeable in this work, and are treated like a permeable
fault zone. The injection horizon Solling is located beneath the Upper Buntsandstein barrier,
Figure 5.2.: Top of the Solling injection horizon discontinuous where the salt wall pen-
etrates the layer. The top of the Zechstein salt is displayed with a blue
mesh. The injection point at the flank of the anticlinal structure in about
1651m depth is projected on top of the Solling injection horizon. Vertical
exaggeration is 2:1. Figure from Kissinger et al. (2017).
which is one of the two main barriers in the geological model. The other primary barrier is the
Rupelian clay barrier, which is considered a hydraulic barrier between shallow freshwater and
deep saline aquifers. The top of the Rupelian clay barrier is shown in Fig. 5.3. Depicted in blue
is the top of the underlying Cretaceous layer which pierces the Rupelian clay barrier at several
locations. The two more round-shaped discontinuities are termed here as hydrogeological
windows in the Rupelian clay barrier. The long discontinuity in the middle of the domain
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is caused by the salt wall lifting the Cretaceous layer. These three discontinuities play an
important role in the exchange between saline water and freshwater. In the context of CO2
storage, they can be considered potential pathways for saltwater. The Upper Buntsandstein
barrier is discontinuous at the locations where is is penetrated by the salt wall, similar to
the injection horizon Solling shown in Fig. 5.2. The top of the geological model consists of
Figure 5.3.: Top of the Rupelian clay barrier with discontinuities where Cretaceous
sediments penetrate the Rupelian clay barrier. The top of the Cretaceous is
displayed as blue mesh. Vertical exaggeration is 2:1. Figure from Kissinger
et al. (2017).
groundwater isolines from an upper freshwater aquifer. In order to simulate the groundwater
flow in the shallow aquifers data of the main rivers derived from the associated catchment area
are used, see Fig. 5.4. Both datasets (groundwater isolines and data on rivers) were prepared
to be used as upper boundary conditions on top of the model (data provided by LUGV (2012);
LUGV (2014)).
The different layers and the grid are shown in Fig. 5.5. The grid consists of hexahedral
elements with a constant horizontal discretization length of 300m× 300m. The vertical
resolution depends on the thickness of each layer resolved in the model, and varies between 10
and 300m. The smallest vertical resolution, 10m, is found within the injection horizon Solling.
Each layer is assumed to be homogeneous, i.e. having a single permeability and porosity value
assigned to it. The parametrization of the layers is given in Table 5.1. Data for lithological
composition and the corresponding hydrogeological parameters are derived from regional
literature data and numerical simulation studies (Larue, 2010; Reutter, 2011; Schäfer et al.,
2011; Noack et al., 2013). Since the Zechstein layer is impermeable, it is not included in the
numerical model, except for the parts where the salt wall penetrates the above layers. As can
be seen in Table 5.1, the Quaternary unit is split into two parts. Compared to the bottom
section of this Quaternary unit (Quaternary 2), the top section (Quaternary 1) has a higher
5.2. Available Data 81
4
8
12
16
∆ Z [m]
0
Figure 5.4.: Top view on the groundwater table. The rivers are highlighted in blue. The
elevation values are normalized to the minimum elevation of the groundwater
table. Figure from Kissinger et al. (2017).
Figure 5.5.: Perspective view on the 3D geological model with zoom in on the anticlinal
structure showing the mesh of the 3D volume model. Vertical exaggeration
2:1. Here Quaternary 1 and 2 are combined in the Quaternary layer. Figure
from Kissinger et al. (2017).
permeability. This is the result of a stationary calibration performed in order to obtain a
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Table 5.1.: Properties of the model layers according to Larue (2010); Reutter (2011);
Schäfer et al. (2011); Noack et al. (2013).
Layer Lithology Thickness Porosity Permeability
[m] [%] [m2]
Quaternary 1 sand, gravel 100 20 6× 10−11
Quaternary 2 sand, gravel 200 20 1× 10−12
(Tertiary) Post-Rupelian sand, silt 400 15 1× 10−13
(Tertiary) Rupelian clay barrier clay 80 10 1× 10−18
(Tertiary) Pre-Rupelian sand, sandstone 350 10 1× 10−13
Cretaceous chalk, claystone 900 7 1× 10−14
Upper Buntsandstein barrier salt, anhydrite,
claystone
50 4 1× 10−18
Upper Middle Buntsandstein siltstone 20 4 1× 10−16
Solling sandstone 20 20 1.1× 10−13
Lower Middle Buntsandstein siltstone 110 4 1× 10−16
Lower Buntsandstein clay- and siltstone 350 4 1× 10−16
Permian Zechstein rock salt - 0.1 1× 10−20
Fault zone - 50 30 1× 10−12
reasonable pressure distribution in agreement with the groundwater isolines and the recharge
boundary conditions applied at the top of the Quaternary 1 (boundary conditions will be
discussed in more detail in the next section). Further, the fault zone permeability and porosity
of the reference setting are shown in the table. The location and implementation of the fault
zone will be discussed in Sec. 5.3.
5.3. Numerical Model Setup
For the analysis of model simplifications (model uncertainty) below, four different models
will be used to investigate brine migration in the geological setting, that was previously
introduced in Sec. 5.2. These models are described in detail in Chapter 3. The reference model
is the single-phase (brine), two-component (water and salt) model, referred to here as 1p2c
model. The 1p2c model accounts for variable-density flow, due to salt transport. The model
simplifies the injection process, as brine is injected instead of CO2. The single-phase (brine)
single-component (water) model, referred to here as 1p1c model, is a simplification of the
1p2c model, where salt transport is neglected and salt is instead considered to be a pseudo
component. This means that locally varying salinities within the domain can be defined. This
will affect the fluid properties (density and viscosity), but these salinities are held constant
during the simulation (similar to the geothermal gradient). The third model accounts for
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two-phase flow (brine and CO2) as well as three-component (water, CO2 and salt) transport
and is referred to as the 2p3c model. This model is the most complex model considered, as
it takes into account the injection and transport of CO2, as well as the salt transport. The
1p1c, 1p2c, and the 2p3c models are solved numerically, using the Box-Method for spatial
discretization, and using the Implicit-Euler scheme for temporal discretization. They are
implemented in the numerical simulator DuMux (see Sec. 3.3). The fourth model used is the
Zeidouni-Method discussed in Sec. 3.2.2. It is used for two reasons: (i) to verify the numerical
models in terms of discretization and system length, and, (ii) as a model simplification, where
salt transport is neglected, brine is injected instead of CO2, and the geometry is significantly
simplified.
5.3.1. Boundary and Initial Conditions for the Numerical Models
Realistic boundary and initial conditions are required for a sound prediction of brine flow due
to CO2 injection. In this section, the boundary conditions for the numerical models (1p1c,
1p2c, and 2p3c) are explained. The boundary conditions are illustrated in Fig. 5.6. On the
ΓB
ΓR
ΓS
ΓL
ΓR Recharge: fresh water flux 100 mm/a
ΓS Stream: Atm. pressure, zero salinity
ΓL Lateral:
ΓB Bottom: no flow for water, sal. = 0.29
initialization run - no flow (inner domain)
injection run - infinite aquifer (extended)
salinity
0.290
ΓL
extended domain
inner domain
side view (regular domain): top view (extended domain):
(initialization)
(injection)
fault zone
radius: 100 km
Figure 5.6.: Boundary and initial conditions of the domain. Also shown is the position of
the fault zone situated on the flank of the salt wall in red.
top boundary (ΓR), a constant water recharge of 100mm/year is set (Neumann boundary
condition) except for the nodes located at a river (ΓS), where a constant atmospheric pressure
is set (Dirichlet boundary condition). The rivers act as a sink in the system. Figure 5.4 shows
the top view of the domain with the location of the rivers and the elevation of the groundwater
table. Note that the differences in the elevation of the groundwater table are rather small
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(17 m). It is assumed that full hydraulic contact exists between the rivers and the groundwater.
Four episodes are distinguished in the numerical simulations:
1. Pre-initialization episode (1 s)
2. Initialization episode (300 000 years)
3. Injection episode (50 years)
4. Post-injection episode (50 years)
The first two episodes are required to establish a quasi-stationary base flow. The pre-
initialization episode is needed to determine the pressure field, which is dependent on the
geothermal gradient, the recharge boundary conditions, and the initial salt distribution, pre-
scribed for this episode as a pseudo component. This means that only the pressure is variable
in the pre-initialization run. A stationary pressure field can be established with a single time
step. This is achieved by reducing the value of the storage term at every node by several orders
of magnitude via a reduction of the porosities. The initial salt distribution below the Rupelian
Clay Barrier is assumed to follow a linear increase of salinity with depth, with a maximum
salinity of 0.29 kg−Salt/kg−Brine, see Fig. 5.6 (left).
The initialization episode (second episode) is required to obtain a quasi-stationary salt dis-
tribution. The porosities are set again to their normal values and salt transport is included.
The pressure field determined from the pre-initialization episode is used as an initial condition
for the pressure. Salt may enter the system for the 2p3c and the 1p2c models at the bottom
boundary, where a fixed maximum salinity of 0.29 is set. The salt wall acts as another source
of salt for the 1p2c and the 2p3c models with a fixed maximum salinity of 0.29 assigned to
it. However, the maximum salinity is not assigned to the nodes in the fault zone, which is
located at the interface between the salt wall and the surrounding layers. At the fault zone,
the salinity is allowed to change. Given the initial salt distribution (linear salt gradient) a
non-linear system (variable-density flow) is then solved forward in time. A theoretical steady
state, which would be possible given the boundary and initial conditions is not reached as the
simulations are terminated after a certain time (300 000 years for the cases considered here).
The 1p1c model only requires the pre-initialization run, as this model neglects salt transport
and treats the salt component as a pseudo component. Both initialization episodes consider
the lateral boundaries to be closed.
After the initialization episode, the pressure and the salt distribution are quasi-stationary on
the time scale of the injection and post-injection episodes (100 years). This means that during
this period, without injection, no recognizable changes in the concentration field occur. The
results from the initialization episode (i.e. pressure and salinity distribution) serve as an initial
condition for the injection episode. To allow pressure propagation beyond the inner domain
5.4. Numerical Model Reliability 85
during the injection episode, the domain is extended laterally. For this, the grid extension
described in Sec. 3.3.6 is applied for the layers with a permeability greater than 1× 10−15 m2
beneath the Rupelian clay barrier (i.e. Pre-Rupelian, Cretaceous and Solling layers). The grid
extension is also illustrated on the right hand side of Fig. 5.6. The layers are extended to a
distance of 100 km from the center of gravity of the inner domain. All other lateral boundaries
remain closed. As will be shown in Sec. 5.4 this distance is sufficient to make the boundaries
of the inner domain act as infinite aquifers.
5.3.2. Fault Zone Representation Using a Discrete-Fracture Model
In the geological model, a fault zone with a width of 50m is considered near the salt wall.
Since the horizontal discretization length of the numerical models is about 300m, representing
the geometry of the fault zone accurately would require a grid refinement over large areas. This
would substantially increase the computational costs. In order to avoid the grid refinement,
the fault zone is implemented with a discrete fracture approach, by defining the fault zone as a
single large fracture, as described in Sec. 3.3.5. A fracture can be described by three parameters:
fracture width, fracture permeability, and fracture porosity. Additionally, in Sec. 3.3.5 the
matrix and fracture weighting factors Wm and Wf are introduced. Setting Wm to zero, and
Wf to one, leads to faster transport velocities, as the storage volume on the fracture nodes is
reduced. The effect of this assumption is investigated in Sec. 5.5. In the reference case, Wm is
set to zero, i.e. decreasing the retention time of the salt component within the fault zone. The
position of the fault zone is illustrated in the schematic shown in Fig. 5.6 and in Fig. 5.12,
marked in red.
5.4. Numerical Model Reliability
To make sure that the 1p2c reference model, is adequate for the problem setting, different
functionalities of the 1p2c model are tested in this section using the Zeidouni-Method for
large-scale pressure evolution, and the experimental results of the saltpool benchmark for
variable-density flow.
5.4.1. Large-Scale Pressure Propagation During Injection
The driving force for brine migration during the injection period is the displacement of brine
caused by the injected fluid. To adequately capture the far-field pressure buildup and brine
leakage through the fault zone, the Zeidouni-Method is used. With this method, a reference
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Figure 5.7.: a) Cross-section of the domain showing the lateral and top boundary condi-
tions as well as the injection well and the fault zone (modified after Scholz
(2014)).
b) Top view on the upper aquifer showing the inner domain (30 km× 25 km)
in blue and the domain extension with an outer radius of 100 km in red. Due
to the symmetry of the line connecting the injection and the fault zone only
half of the domain is simulated.
solution is obtained for a simple test case comprising two aquifers separated by a completely
impermeable layer, and connected by a vertically permeable fault zone. The model setup is
illustrated in Fig. 5.7 and the relevant parameters are given in Table 5.2.
For this setting two scenarios are evaluated. The first scenario considers a closed top boundary
in the upper aquifer (Neumann scenario), and the second scenario considers the upper aquifer to
act as a Dirichlet boundary (Dirichlet scenario). This is achieved by increasing the permeability
of the upper aquifer by several orders of magnitude, thereby increasing its diffusivity Du
(Du = kuµuφuCt ). Here Ct is the sum of the compressibility of the porous medium and the water
compressibility. The numerical model is verified against the analytical solution for different
radii of the domain extension, as well as different horizontal discretization lengths. Hexahedral
elements are used with a constant vertical discretization length of 50m. The simulations are
named according to their horizontal discretization length and the radius of the outer domain,
for example: D300-R100 translates into a horizontal discretization length of 300m× 300m
and an outer radius of 100 km.
The results for the comparison of different domain lengths are shown in Fig. 5.8. Here, the
leakage rates over the fault zone are plotted over time. The leakage rate is normalized by the
injection rate. The results show that for both the Neumann and Dirichlet scenario, a good
agreement with the analytical solution is reached for all radii. The cases for an outer radius
of 100 and 150 km are not distinguishable. The solution for the 50 km case shows a slightly
smaller leakage rate. Thus, for the simulations presented below, where the complex geological
model is used, an outer radius of 100 km is deemed to be sufficient.
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Table 5.2.: Input parameters for the analytical and the numerical model.
∗ denotes parameters only relevant for the numerical simulation.
Parameter Unit Value
Injection rate kg s−1 10.87
Injection period year 50
Injection well fault distance m 5000
Water viscosity Pa s 1× 10−3
Water compressibility Pa−1 4.5× 10−10
Aquifer permeabilities m2 1× 10−13
Aquifer porosities - 0.2
Porous medium compressibility Pa−1 4.5× 10−10
Aquifer thicknesses m 50
Barrier permeability∗ m2 1× 10−25
Barrier porosity∗ - 0.001
Barrier thickness m 50
Fault permeability m2 1× 10−12
Fault porosity∗ - 0.01
Fault thickness m 50
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Figure 5.8.: Comparison of domain radii for 50, 100 and 150 km. Left: Neumann case
with the upper aquifer closed on top. Right: Dirichlet case where the top
aquifer has a constant pressure (very large diffusivity).
The comparison of the different horizontal discretization lengths, for both the Neumann
and the Dirichlet scenario are shown in Fig. 5.9. The results show that all three horizontal
discretization lengths sufficiently approximate the analytical solution. While the solution
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Figure 5.9.: Comparison of different horizontal discretization lengths for 150, 300 and
450 m. Left: Neumann case with the upper aquifer closed on top. Right:
Dirichlet case where the top aquifer has a constant pressure (very large
diffusivity).
curves of the 300m and 450m discretizations are not distinguishable from each other, the
solution for the 150m case follows the analytical solution more closely. This is likely due to the
strongly decreased horizontal discretization length, leading to smaller time steps, whose size is
constrained by the convergence of the linear solver. A reason for the numerical simulations not
exactly fitting the analytical solution may lie in the near injection region, where the relatively
coarse discretization can lead to an increased numerical dispersion. However, with an outer
domain radius of 100 km and a horizontal discretization length of 300m× 300m, the results
are still in good agreement, with only a 3.3% deviation from the Zeidouni-Method at the end
of the injection, for both the Dirichlet and the Neumann scenario. The horizontal discretization
length for the complex geological model is 300m× 300m as previously discussed in Sec. 5.2.
Given the results shown here, this horizontal discretization length is a good compromise
between model accuracy, the need to sufficiently resolve the geology, and the computational
feasibility.
5.4.2. Upconing with Variable Brine Density: The Saltpool Experiment
The saltpool experiment is a popular benchmark for testing numerical simulators for their
ability to deal with variable-density flow. As discussed previously in Sec. 2.7 the saltpool
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experiment was first conducted by Oswald and Kinzelbach (2004). It considers a stable layering
of freshwater above saltwater. The experimental setup is shown in Fig. 5.10. It includes an
0.2 m
0.2 m
0.2 m
0.06 m
Qout
Patm
saltwater
freshwater
Figure 5.10.: Setup of the saltpool benchmark.
inlet where freshwater enters the domain, and an outlet where water and salt leave the domain.
The inlet and outlet are each described by one node in the numerical model. For the inlet
node, the pressure is set to atmospheric pressure, and the salinity is set to zero (Dirichlet
boundary condition). At the outlet, a constant outflow rate is assigned (Neumann boundary
condition), which allows the components water and salt to leave the system. The density is
considered to be a linear function of the salinity XS :
% = %ref (1 + αXS), (5.1)
where %ref (1000 kgm−3) is the reference density and α is the so-called solute expansion
coefficient (Diersch and Kolditz, 2002). Also, the viscosity of the saltwater is a function of the
salinity:
µ = µref (1 + 1.85XS − 4.1(XS)2 + 44.5(XS)3), (5.2)
where µref (1× 10−3 Pa s) is the reference viscosity. The grid consists of equi-distant hexahedral
elements. All remaining input parameters of the model setup are given in Table 5.3. Two cases
are simulated: a low (0.01) and a high salinity case (0.1). These salinities correspond to the
salinity of the saltwater layer (see Fig. 5.10). The simulations for the low and the high salinity
cases are carried out for different levels of grid refinement: 503, 1003, and 1253 elements. On
the equidistant grid this corresponds to a discretization length of 4mm, 2mm, and 1.6mm
respectively.
The results for the two salinity cases are presented in Fig. 5.11. The diagonal cross-sections,
between inlet and outlet, shown in a) and b) clearly illustrate the different flow behavior for
the low and high salinity case. For the low salinity case, the freshwater flow enters the saltwater
layer, whereas for the high salinity case, the layering stays almost intact, with the 50% isoline
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Table 5.3.: Input parameters for the saltpool benchmark as given in Oswald and Kinzel-
bach (2004).
Parameter Unit Value
Extraction rate (low case) m3 s−1 1.89× 10−6
Extraction rate (high case) m3 s−1 1.83× 10−6
Extraction period s 9000
Water viscosity Pa s see Eq. 5.2
Solute expansion coefficient α (low case) - 0.76
Solute expansion coefficient α (high case) - 0.735
Permeability m2 9.77× 10−10
Porosity - 0.372
Longitudinal dispersion m 1.2× 10−3
Transversal dispersion m 1.2× 10−4
Initial salt layer height m 0.06
Initial salt layer salinity (low case) - 0.01
Initial salt layer salinity (high case) - 0.1
being horizontal. The main target variable considered in this case is the salinity at the outlet.
Figure 5.11 c) and d) show the salinity over time for the low and high salinity case compared
to the experimental results. For both cases, the qualitative behavior of the evolution of the
salinity over time is in good agreement with the experimental results. Different gird resolutions
are compared, and it can be seen that for 1003 and 1253 elements the results are almost grid
convergent for both salinity cases. However, the quantitative agreement, especially for the
high salinity case, is not satisfactory. Simulated results for the saltpool benchmark can be
found in several publications (Bastian et al., 2001; Diersch and Kolditz, 2002; Johannsen et al.,
2002; Oswald and Kinzelbach, 2004). Simulations carried out by Bastian et al. (2001) with the
original values from Oswald and Kinzelbach (2004), also used here (see Table 5.3), indicate an
overestimation for both the high and the low salinity case. This is especially true for the high
salinity case, as the salinity at the outlet observed by Bastian et al. (2001) with these values is
higher by a factor of almost two. Simulated results for the high salinity case shown in Oswald
and Kinzelbach (2004) cannot even reproduce the experimental results qualitatively, with the
salinity at the outlet continuously increasing over time. To obtain a good agreement, Johannsen
et al. (2002) had to fit the values for transversal dispersion (αt), permeability, and porosity,
through inverse modeling. This explains the strong deviations observed here too. Additionally,
Johannsen et al. (2002), Bastian et al. (2001), and Diersch and Kolditz (2002) stress the
importance of using a consistent velocity approximation as proposed by Knabner et al. (1998),
which is not implemented in DuMux. A consistent velocity approximation will mainly decrease
the velocity dependent dispersion (see Sec. 2.6.3), due to erroneous fluxes arising from linearly
approximating the pressure between two nodes, which in the case of variable-density flow is
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Figure 5.11.: a) and b): diagonal vertical cross-sections between inlet and outlet showing
the salinity after 9000 s. Also shown are the 10% and 50% isolines for the
low (0.01) and high (0.1) salinity case. c) and d): salinity at outlet over
time for the low (0.01) and high (0.1) salinity case, with 503, 1003 and 1253
elements.
generally a non-linear function. Additionally, the full upwind-weighting and the first order
temporal discretization scheme used here (see Sec. 3.3), may contribute to the overestimation.
To conclude: the main reason for the observed overestimation of salinities at the outlet can
be related to the false parametrization of the benchmark, as seen in Johannsen et al. (2002)
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and Bastian et al. (2001). A second reason for this observed overestimation of salinity may
be related to the implementation of variable-density flow in DuMux. Both issues should be
investigated in future work. For the simulations of large scale brine displacement presented
below, the results of the saltpool benchmark imply that when considering concentrations as
a target variable, these concentrations will be strongly influenced by the highly uncertain
parametrization, especially with regard to the dispersivities. However, the overall flow field
will react much less sensitively to the variation of salinities, especially to those with a small
value. This argument is supported by the qualitative agreement between the experimental
results and the simulation results of the saltpool benchmark.
The simulation of the high density case with 1253 elements is only feasible, with a massive
parallelization. The wall clock time for this case was 10 hours on 120 processes. Unfortunately,
a massive parallelization could not be applied to the simulations of the complex geological
model presented below. The heterogeneities and high aspect ratios of the elements made a
convergence of the parallel linear solver impossible.
5.5. Results
The results section is divided into three parts. (i) definition of appropriate target variables, (ii)
the results of the scenario analysis (scenario uncertainty), and, (iii) the comparison of models
of different physical complexity (model uncertainty).
5.5.1. Definition of Target Variables
First, the target variables which will be used to compare the results within this section are
defined. The choice of an effective and efficient conceptual model is closely connected to the
target variable considered.
• Flow into target aquifers: The target aquifers are defined as all layers located above
the Rupelian clay barrier, i.e. the Post-Rupelian, Quaternary 2 and Quaternary 1 layers.
Different areas are distinguished, over which the flow into the target aquifers is summed
up: (i) flow near the salt wall, which comprises flow through the fault zone and flow
through the Cretaceous dragged up by the salt wall (for ease of notation, both are
referred to as flow through the fault zone), and (ii) flow through the hydrogeological
windows in the Rupelian clay barrier. Figure 5.12 shows a view on the interface between
the Rupelian clay barrier and the Post-Rupelian layer. Further, the total salt flow into
the more shallow Quarternary 1 and 2 layers is also considered.
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Figure 5.12.: a) Top view on the Rupelian clay barrier. Also shown are the two hydro-
geological windows in the Rupelian clay barrier and the salt wall piercing
through the barrier layer. The fault zone on the salt wall is is highlighted in
red. b) shows a cross-section (vertical exaggeration 4:1) along line A-B with
approximate locations of the injection point (IP) and the two measurement
points for pressure (M1 and M2).
• Pressure increase at selected locations: Injection-induced pressure increase is mon-
itored at two locations (M1 and M2) in the injection horizon Solling. They are located
on a straight line between the injection point and the nearest point on the salt wall: (i)
M1 approximately 6 km from the injection and (ii) M2 approximately 13.5 km from the
injection directly at the fault zone on the salt wall, see Fig. 5.12.
• Concentration changes in target aquifers: The injection-induced changes in the
salt concentration will be shown on the top of the Rupelian clay barrier as shown in
Fig. 5.12 a), and on the top of the Post-Rupelian layer.
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Table 5.4.: List of parameters for the 1p2c model for the reference scenario. The two-phase
flow specific parameters are additionally required for the 2p3c model.
Parameter Unit Value
Compressibility solid phase Pa−1 4.5× 10−10
Depth injection m 1651
Temperature gradient Km−1 0.03
Temperature top K 281.15 (9 ◦C)
Density CO2 at injection point kgm−3 687
Density brine at injection point kgm−3 1078
Injection rate CO2 kg s−1 15.9 (0.5 Mt/year)
Volume equivalent injection rate brine kg s−1 24.9
Recharge at top boundary kg s−1m−2 3.17× 10−6 (100mm/year)
Initial salt gradient kgm−4 0.15 (15 g/L/100m)
Maximum salinity - 0.292
Longitudinal dispersivity m 0.0
Transversal dispersivity m 0.0
Matrix weighting factor Wm - 0
Fracture weighting factor Wm - 1.0
Two phase flow specific parameters:
Brooks and Corey shape parameter λ - 2.0
Residual water saturation - 0.2
Residual CO2 saturation - 0.05
5.5.2. Scenario Uncertainty
In this section different scenarios are evaluated. In each scenario, a key parameter is varied.
All of these parameters are highly uncertain and are varied over a range of values to obtain
a span of possible results. The model used in this section is the 1p2c model. All scenarios
are evaluated against a reference scenario, which is not chosen because it is the most likely
geological setup but is rather chosen because all processes under investigation occur on a
recognizable scale. The setup of the reference scenario is given in Table 5.1, where the porosities
and permeabilities of the geological model are shown, and Table 5.4, where the remaining
parameters are listed. Except for the first scenario study, where parameters of the initialization
episode are varied, all following scenario studies use the same initial pressure and salinity
distribution. These values are obtained from the reference scenario, and are used as initial
conditions for the injection episode.
Scenario Study 1: Initial Salt Distribution
In this scenario, parameters for the initialization run are varied which results in different
salt distributions prior to the injection of CO2. As described in Sec. 5.3.1, an initial salt
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gradient serves as the initial condition for the initialization run which covers 300.000 years.
This gradient starts at a depth of 645m, which is the average depth of the Rupelian clay
barrier layer. Once the solubility limit of salt is reached at a certain depth, the salinity is not
increased further (see Fig. 5.6).
First, three different scenarios with different gradients are considered: low, medium, and high.
The gradient is either decreased to 10 (low) or increased to 20 (high) from the reference
value of 15 g/L/100m (medium). Figure 5.13 shows the salt distribution for the medium
scenario (reference) before and after the initialization run when a quasi-stationary system
has established. The salinity distribution has considerably changed after the initialization
run from the initial salt gradient. The less dense brine has migrated above the Rupelian clay
barrier while the more dense brine collects at the bottom of the domain. The salt distribution
changes the most during the first 50 000 years. The initialization run shows that upconing in
the target aquifers occurs near rivers. The rivers act as a sink since the lowest potential in
the system (atmospheric pressure, zero salinity) is assigned there. The 10 g/L isoline follows
the Rupelian clay barrier layer, except for where the depth of the Rupelian clay barrier layer
strongly increases near the salt wall.
The increases in concentration after 50 years of injection (i.e. the end of the injection) are
shown in Fig. 5.14 for the low, medium and high scenario. While concentration changes of
up to about 4 g/L occur on the top of the Rupelian clay barrier, maximum concentration
changes on the top of the Post-Rupelian directly below the Quaternary 2 are an order of
magnitude smaller, about 0.25 g/L. The largest changes occur close to the fault zone and at
the hydrogeological window above the injection horizon. Generally, the concentration changes
due to the injection increase from the low to the high scenario as the salt concentrations
are higher and, therefore, more salt can be displaced by the injection. This is illustrated in
Fig. 5.15. Here, the total salt flow into the target aquifers is compared to the flow over the
fault zone, the hydrogeological windows and the intact Rupelian clay barrier. It becomes clear
that the main contribution to the total salt flow comes from the region near the salt wall
(fault zone). This is to be expected, as the permeable fault zone is situated here, and the
highest salt concentrations in the target aquifers prior to the injection, are found here, due to
the strong increase in depth of the Rupelian clay barrier (see Fig. 5.13). The hydrogeological
windows have only a minor contribution to the total salt flow into the target aquifers. Also
shown in Fig. 5.15 is the medium scenario without injection. This scenario shows a constant
salt flow throughout the injection and post-injection episode, confirming that quasi-stationary
conditions can be assumed during this period.
In addition to the initial salt gradient, the initial salt distribution is dependent on other
parameters such as dispersion, diffusion and the permeability of the aquifers below the
Rupelian clay barrier (i.e. Cretaceous and Pre-Rupelian layer). These parameters are varied in
further scenarios, whose results, along with a short explanation of the varied parameters in each
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Figure 5.13.: (a): Initial salt distribution for the reference scenario before the initialization
run along the cross-section shown in Fig. 5.12 (vertical exaggeration 4:1).
(b): Salt distribution for the reference scenario after an initialization run
of 300 000 years. Six concentration isolines are shown which correspond to
the entries in the legend (0.01, 0.1, 1, 10, 100 and 300). The permeability
of the different layers is also shown. Please note the logarithmic scale of
concentration and permeability.
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Figure 5.14.: Top row: View on top of the Rupelian clay barrier for three different
scenarios low, medium and high with increasing initial salt gradients. The
results show the salt concentration increase after 50 years of injection.
Concentration increases below 0.01 g/L are not shown. Bottom row: View
on top of the Post-Rupelian for the three scenarios. Also see Fig. 5.12 for
orientation. Note the different scales for the top and bottom row.
scenario, are shown in Fig. 5.16. Figure 5.16 a) shows that there are significant variations in
the results for the different scenarios. The previously discussed initial salt gradient (Scenarios
98 5. Large-Scale Investigation of Brine Displacement
0 20 40 60 80 100
0
0.2
0.4
0.6
0.8
1
1.2
Total salt flow
S
a
lt
fl
o
w
[k
g
-N
a
C
l/
s]
Time [years]
0 20 40 60 80 100
0
0.2
0.4
0.6
0.8
1
1.2
Salt flow over fault zone
S
a
lt
fl
o
w
[k
g
-N
a
C
l/
s]
Time [years]
0 20 40 60 80 100
0
0.2
0.4
0.6
0.8
1
1.2
Salt flow over h. windows
S
a
lt
fl
o
w
[k
g
-N
a
C
l/
s]
Time [years]
0 20 40 60 80 100
0
0.2
0.4
0.6
0.8
1
1.2
Salt flow over Rupelian clay
S
a
lt
fl
o
w
[k
g
-N
a
C
l/
s]
Time [years]
 
 
Low
Medium (reference)
High
Medium no injection
Figure 5.15.: Total salt flow into target aquifers (top left) over the injection and post-
injection period split into salt flow over fault zone (top right), salt flow
over hydrogeological windows (bottom left) and salt flow over the intact
Rupelian clay barrier (bottom right).
2 and 3), the dispersion (large dispersion: Scenario 4), and the reduction of permeability of the
Cretaceous and Pre-Rupelian (Scenario 6), all have a significant effect on the salt distribution
after the initialization. Therefore, the varied parameters also influence the amount of salt that
is additionally displaced due to the injection on top of the base flow. Scenario 6 illustrates
that the permeabilities of the Cretaceous and Pre-Rupelian layers control the magnitude of
exchange between freshwater and saltwater in locations where the Rupelian Clay barrier is
discontinuous. Considering for example the reference scenario (Scenario 1) in Fig. 5.16 (a),
(b), and (c) shows the decline in the impact of the injection on the amount of displaced
salt in comparison to the amount displaced by the base flow over the injection period. The
contribution of the injection becomes gradually smaller for the shallower aquifers, while the
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Figure 5.16.: The cumulative salt flow for a period of 100 years (injection + post injection)
into the Tertiary Post-Rupelian layer (a), Quaternary 2 layer (b) and
Quaternary 1 layer (c) with and without injection. The scenario numbers
along with short explanations of the varied parameters are given in (d).
base flow stays more or less constant across the target aquifers. This can be explained by the
low salt concentrations found in the bottom of the Quaternary 1 and 2 aquifers, prior to the
injection, compared to higher salt concentrations at the bottom of the Tertiary Post-Rupelian
layer (Fig. 5.16 (a)). The base flow (i.e no injection) of salt is almost the same across all layers
of the target aquifers for a specific scenario. This again shows that, for each variation of a
parameter, a quasi-stationary solution has evolved with a constant salt flow across the target
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aquifers.
Scenario Study 2: Boundary Conditions
In this section, three different boundary conditions for the lateral boundaries of the inner
domain are compared. The reference scenario uses a domain extension which results in an
infinite aquifer behavior, as already described above. The other two scenarios use a no-flow
and a Dirichlet boundary condition (hydrostatic) respectively, on the lateral boundary of the
inner domain. The results of these scenarios are shown in Fig. 5.17. It can be seen that the
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Figure 5.17.: Left: Total mass flow into the target aquifers normalized by the injection
rate. Right: Mass flow over fault zone into the target aquifers.
choice of the lateral boundary conditions strongly influences the overall flow regime. For the
no flow scenario considerably more fluid is displaced vertically than for the Dirichlet scenario.
The reference scenario with an infinite aquifer boundary condition is somewhere in the middle
of the other two scenarios. This is expected as more storage capacity for the displaced brine is
available in the extended aquifers than for the no flow scenario and a stronger resistance to
flow at the lateral boundaries is established than in the case of the Dirichlet scenario. For the
infinite aquifer scenario, the total flow into the target aquifers reaches a level of about 60% of
the injection rate. The rest is stored within the compressible fluid and rock phases.
Scenario Study 3: Barrier Rock Permeability
Within this scenario, the permeability of the layer confining the injection layer, i.e. Upper
Buntsandstein barrier, is varied over several orders of magnitude. The results are presented in
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Fig. 5.18. The higher the Upper Buntsandstein barrier permeability is, the more diffuse leakage
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Figure 5.18.: Mass flow normalized by the brine injection rate into the target aquifers, for
different permeabilites of the Upper Buntsandstein barrier. The upper right
scenario with a permeability of 1× 10−18 m2 corresponds to the reference
scenario.
through the hydrogeological window in the Rupelian clay barrier directly above the injection
point will occur, as this is the path of least resistance for the displaced fluid. The flow field
completely changes when decreasing the barrier permeability and focused leakage through the
fault zone becomes the predominant leakage path. The overall amount of displaced fluid into
the target aquifers decreases with decreasing barrier permeability. Diffuse leakage becomes
smaller with lower barrier rock permeabilities in the range of 1× 10−20 m2 and 1× 10−19 m2.
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The simulations show the importance of the Upper Buntsandstein barrier permeability in
controlling the leakage pathways.
Scenario Study 4: Fault Zone Transmissibility and the Effect of the Matrix Weighting
Factor on Salt Transport
In this section, the fault-zone transmissibility and the matrix weighting factor are varied.
The transmissibility is varied by changing the permeability of the fault zone for two cases:
(i) A case with high diffuse migration, where the permeability of the barrier rock is similar
to the reference case (1× 10−18 m2) and (ii) A case with high focused migration through the
fault zone, where the permeability of the barrier rock is low (1× 10−20 m2). The results are
presented in Fig. 5.19. While varying the fault zone permeability only has a small effect where
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Figure 5.19.: Maximum mass flow reached after 50 years of injection normalized by the
brine injection rate into the target aquifers over the fault zone permeability,
for two different permeabilites of the Upper Buntsandstein barrier. Left:
High barrier permeability, high diffuse migration over barrier; right: Low
barrier permeability, high focused migration over fault zone.
diffuse migration is dominant (left figure). The effect is considerably higher for the case with
focused migration (right figure), especially for fault zone permeabilities between 1× 10−17 and
1× 10−14 m2. For higher fault zone permeabilities, the flow is less sensitive to changes in the
permeability as the resistance of the fault zone becomes small compared to the resistance
within the injection layer. The right figure also shows that if neither a diffuse nor focused
vertical pathway exists reaching the target aquifers, migration does not occur.
As discussed previously, the fault zone is treated as a discrete fracture (see Sec. 3.3.5 and 5.3.2).
The matrix weight factor controls the amount of matrix storage at a fracture node, as this
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node is shared by the fracture and the matrix. If set to zero, the storage of the salt component
only comprises the fracture storage term and the storage term of the matrix is neglected at
the node. The effect of the matrix weighting factor for the fault zone is compared for two
scenarios: Wm = 0, i.e. fracture storage only, which is the reference scenario, and Wm = 1, i.e.
the fracture and the matrix storage term are considered at the node. The results are presented
in Fig. 5.20. For the reference scenario (Wm = 0), the left plot shows that the volume flow is
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Figure 5.20.: Left: Volumetric flow normalized by injection rate into target aquifers
through the fault zone. Right: Salt flow into target aquifers through fault
zone.
lower and the salt flow on the right plot is slightly higher. This is conservative, as required,
with respect to an increased transport velocity for the salt component (see Sec. 3.3.5). If Wm
is set to zero, the transport velocity (per area of fluid) of the salt increases. This then means
that the weight and therefore gravitational force of the brine column within the fault zone
will increase faster. This leads to an increase in the resistive forces, meaning higher pressures
are required in order to push the heavy brine upwards. This increased resistance explains
why the overall volume flow is lower for the reference scenario. This effect is a consequence
of the variable-density transport of salt. However, the overall effect of the matrix weighting
factor is rather small but can be higher for scenarios where focused leakage through the fault
zone is predominant, i.e. for permeabilities of the Upper Buntsandstein barrier smaller than
1× 10−19 m2.
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5.5.3. Model Uncertainty (Recognized ignorance)
The results of four different model comparisons are shown in this section. All comparisons are
carried out against the 1p2c model with the parametrization of the reference scenario given
in Table 5.1 and Table 5.4. As a target variable, the volume flow into the target aquifers is
chosen, as this indicates how well the flow fields match. In some comparisons, the pressure
buildup at the measurement points M1 and M2, shown in Fig. 5.12, is also used.
Model Comparison 1: Neglecting Salt Transport
In this comparison, the effects of neglecting salt transport and therefore neglecting the effects
of variable-density flow are investigated, by applying the 1p1c model which neglects salt
transport, as opposed to the 1p2c reference model. In the 1p1c model, the salinity is set as a
pseudo component (similar to temperature) influencing the brine density and viscosity, but
held as a fixed value throughout the simulation. A constant salinity gradient of 15 g/L/100m
is assigned in the 1p1c model, similar to the condition shown in Fig. 5.13 a). Since the 1p1c
model does not require the initialization episode, the results are much faster to obtain than in
case of the 1p2c reference model. Brine is injected at a rate of 25.2 kg/s in the 1p1c model
which is the volume equivalent rate corresponding to the 24.9 kg/s injected in the 1p2c model
due to different densities at the injection point (1p1c: 1091 kg/m3; 1p2c: 1078 kg/m3). The aim
is to investigate whether both models lead to a similar flow fields. The results for the flow into
the target aquifer are shown in Fig. 5.21. The total volume flow is higher by approximately
5% for the 1p1c model than that of the 1p2c model. For the 1p1c model, the volume flow
over the fault zone and the hydrogeological windows starts at a value below, and above zero,
respectively (see Fig. 5.21). This is caused by the base flow induced by the recharge boundary
conditions on the top boundary. For the reference 1p2c model, the overall exchange of water
between the target aquifers and the layers below the Rupelian clay barrier is much smaller
than for the 1p1c, as the saltwater needs to be moved against the gravitational forces. For the
1p1c model, the base flow and the injection-induced flow have the same order of magnitude,
whereas base flow in the 1p2c model is negligible compared to the injection-induced flow. On
the bottom row of Fig. 5.21, the pressure increase at M1 and M2 are shown (see Fig. 5.12 for
the approximate locations). The pressure increase at 6 km from the injection (M1) is almost
the same for both models, as the brine viscosity in the injection layer is similar. However, at
the fault zone, the pressure increase for the 1p2c is higher by a factor of approximately three,
compared with the 1p1c model. This is due to the increasing weight of the ascending brine
within the fault zone, leading to an increasing resistance. This is a result of salt transport and
the associated density changes.
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Figure 5.21.: Top: Volume flow over time into the target aquifers for the 1p1c and the
1p2c model. Bottom: Pressure increase due to injection at M1 and M2.
Model Comparison 2: CO2 Versus Water Injection
In this section, the 1p2c and the 2p3c model are compared. In the 2p3c model, CO2 instead
of brine is injected at a rate of 15.9 kg/s, see Table 5.4. As the injection point is located
on the flank of the anticline, buoyancy forces drive the CO2 upwards (see Fig. 5.12 for the
approximate position of the injection point). The resulting volume flows are shown in Fig. 5.22
for both models. After 50 years (end of injection), the total volume flow into the target aquifer
for the 1p2c model is higher by approximately 7.5% in comparison to the results from the
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Figure 5.22.: Volume flow over time into the target aquifers for the 2p3c and the 1p2c
model.
2p3c model. The right figure shows that the volume flow across the hydrogeological windows
and the fault zone are in good agreement for both models. The the slightly reduced volume
flow for the 2p3c model compared to the 1p2c model is due to the rise in pressure near the
injection, which causes the density of CO2 to increase, leading to a smaller brine flow into the
target aquifers.
Model Comparison 3: Simplifying the Geometry
This comparison deals with a major simplification of the geometry. The reference 1p2c model
is called “complex case“, while the simplified geometry is referred to as “generic case“. In
the generic case, the complex geometry is converted into a simple stratified system with the
layering orthogonal to the direction of gravity as shown in Fig. 5.23. The target aquifers
are removed and replaced by a Dirichlet boundary condition with a constant hydrostatic
pressure and zero salinity above the Rupelian clay barrier. Therefore, no base flow establishes
as hydrostatic conditions are assumed within the domain, along with a linear salinity gradient
similar to the one prescribed initially for the complex case before the initialization run (15 g/L).
Due to the simple geometry and boundary conditions no initialization run is required prior
to the injection. The salt wall is implemented at the boundary of the model domain along
with the fault zone marked in red in Fig. 5.23. The lateral boundary conditions are infinite
aquifers, like those in the complex model. The geometrical information required for the generic
model’s setup consists only of the layer thicknesses, the distances of geological features, and
the areas of the hydrogeological windows. They are estimated based on the complex geometry.
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Figure 5.23.: Cross-section of the complex and generic geometry (vertical exaggeration
4:1) along the same cross-section, as shown in Fig. 5.12.
The injection point, and the measurement points M1 and M2, are at a depth of 2100m in
the generic case. Again brine is injected at a rate of 25.8 kg/s in the generic model which is
the volume equivalent rate corresponding to the 24.9 kg/s injected in the complex model due
to different densities at the injection point (generic: 1117 kg/m3; complex 1078 kg/m3). The
resulting volume flows into the target aquifers are given in the top row of Fig. 5.24. The total
brine flow across the top boundary (equivalent to the flow into the target aquifers) is 10%
higher for the generic model, than for the complex model at the end of the injection. The flow
across the fault zone and the hydrogeological windows (see Fig. 5.24 top right) is different for
the generic and complex case, with the generic model having higher flow through windows and
less flow through the fault zone, than the complex model. The bottom row of Fig. 5.24 shows
the pressure buildup at the measurement points M1 and M2. In general, the pressure in the
injection horizon is higher for the generic case. A possible reason for the elevated pressure may
lie in a higher average brine viscosity in the injection horizon in the generic case. The brine
viscosity generally decreases with increasing depth due to an increasing temperature. Looking
at Fig. 5.2, it becomes clear that a large part of the Solling horizon, between the injection
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Figure 5.24.: Volume flow normalized by the injection rate over time into the target
aquifers for the generic and the complex model.
point and the fault zone at the salt wall, is below a depth 2800m, which is considerably
deeper, than the depth of M1 and M2 (2100m) in the generic case. However, other effects
may contribute to the observed difference of flow across the individual pathways, such as the
simplified representation of the geometry of the Cretaceous and the Pre-Rupelian, which can
shift the path of least resistance, or the neglected target aquifers in the generic case, which
can decrease the overall resistance of the system.
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Table 5.5.: Averaged values for the permeability, porosity, viscosity and diffusivity of the
injection horizon and the intermediate aquifer for the Zeidouni-Method.
Parameter Unit Injection horizon Intermediate aquifer
Thickness Hj m 500 1250
Permeability kj m2 4.50× 10−15 3.52× 10−14
Porosity φj - 0.046 0.078
Viscosity µj Pa s 6.70× 10−4 7.51× 10−4
Diffusivity Dj - 0.161 0.664
Total compressibility Ct,j Pa−1 9× 10−10 9× 10−10
Model Comparison 4: Analytical Solution
In this model comparison the Zeidouni-Method for single-phase injection in a multi-layer
system with a fault zone (see Sec. 3.2.2) is compared to all other models presented previously
in this section. The Zeidouni-Method considers the barrier layers as completely impermeable.
Therefore, the layers are only coupled through the fault zone. Similar to the generic model
introduced in the previous section, the target aquifers are removed and replaced by a Dirichlet
boundary condition, which is achieved by setting the diffusivity of the topmost aquifer to a
very high value in the Zeidouni-Method. Only aquifers, not barriers, can be considered with the
Zeidouni-Method. However, the injection horizon Solling (thickness 20m), is embedded between
the semi-permeable Upper Middle Buntsandstein (thickness 20m) and the Lower Middle and
Lower Buntsandstein (thickness 110m and 350m, respectively) which have a permeability
of 1× 10−16 m2 and a porosity of 4%, see Table 5.1. These layers contribute to the storage
potential and therefore decrease the diffusivity (Dj = kjµjφjCt,j ) of the injection horizon. Hence,
permeability and porosity of the injection horizon are recalculated for the Zeidouni-Method
by taking an arithmetic average of the four layers of the Middle Buntsandstein, weighted by
the specific layer thicknesses. Similarly, the permeability and porosity of the intermediate
Cretaceous and Pre-Rupelian layers are averaged to obtain one layer. The resulting parameters
are given in Table 5.5. The viscosity of the injection horizon is similar to the viscosity at the
injection point in the generic model. The viscosity of the intermediate layer is again a weighted
average of the average viscosities in the Cretaceous and Pre-Rupelian layers obtained from the
generic model. The setup is shown in Fig. 5.25. A volumetric rate of 0.0231m3/s is injected
for 50 years which is equivalent to the volumetric rate of the 1p2c model.
The results for all models are shown in Fig. 5.26. The Zeidouni-Method can only consider flow
through the fault zone, therefore the total flow into the target aquifers and the flow through
the fault zone is the same for the Zeidouni-Method. Additionally, the Upper Buntsandstein
barrier is considered completely impermeable in the Zeidouni-Method. Therefore, the results
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Figure 5.25.: Model setup for the Zeidouni-Method with two permeable layers (injection
horizon and intermediate aquifers) and the target aquifers with infinite
diffusivity.
of the Zeidouni-Method are the same if this parameter is varied, as shown in Fig. 5.26.
For a permeability of 1× 10−18 m2 of the Upper Buntsandstein barrier, diffuse migration
is significant, as seen in the top row. The total volumetric flow is underestimated by the
Zeidouni-Method whereas the volumetric flow over the fault zone is overestimated. The case
when focused migration over the fault zone is predominant (bottom row Fig 5.26) is in better
agreement with the assumptions of the Zeidouni-Method. Here, the volumetric flow into the
target aquifers is higher for the Zeidouni-Method than for the numerical models. The main
reason for this is the different realization of the injection horizon. In the numerical model, the
semi-permeable layers surrounding the Solling injection horizon provide additional storage
potential which reduces the diffusivity of the injection complex. In the Zeidouni-Method, a
reduction of the diffusivity is achieved by reducing the permeability of the injection horizon
through the averaging process described above. However, this procedure is not physically
equivalent with the numerical model and may therefore not generally be expected to deliver
similar results. Neglecting the layers surrounding the Solling for the Zeidouni-Method would
lead to a very large diffusivity of 0.913 causing a strong overestimation of the volume flow
into the target aquifers. This overestimation is shown in the right plot of the bottom row in
Fig. 5.26.
Table 5.6 summarizes the comparison between the different models. It shows the cumulative
displaced volumes into the target aquifers during the injection period. The overall agreement
is best for the low Upper Buntsandstein barrier permeability (1× 10−20 m2), where focused
leakage over the fault zone is the main vertical migration pathway. If both diffuse migration
over the barrier rock, and focused migration over the fault zone occur, a larger variation in
the results can be observed, as the distribution of flow among the different pathways varies.
Considering both cases of high and low diffuse migration, the best agreement is observed
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Figure 5.26.: Top row: Total volume flow into target aquifers (left) and volume flow
over fault zone (right) for an Upper Buntsandstein barrier permeability of
1× 10−18 m2. Bottom row: Total volume flow into target aquifers (left)
and volume flow over fault zone (right) for an Upper Buntsandstein barrier
permeability of 1× 10−20 m2. Also shown in the right figure is the Zeidouni-
Method for the case of a high injection horizon diffusivity.
between the 2p3c and the 1p2c model with regard to a similar distribution of flow among the
different pathways. However, if the base flow is deducted from the 1p1c model, as shown by
the values in brackets in Table 5.6, the displaced volumes of the 1p1c model are only slightly
higher than those of 2p3c and 1p2c models, and therefore the agreement of the results improves
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considerably. The generic model underestimates the flow through the fault zone especially for
the case of high diffuse migration (Upper Buntsandstein barrier permeability 1× 10−18 m2).
Table 5.6.: Fluid volumes displaced into the target aquifers during 50 years of injection
over different vertical pathways. The volumes are normalized by the injected
volume. Two scenarios are considered: (i) High diffuse leakage through the
Upper Buntsandstein barrier (UBS) (k = 10−18 m2) and (ii) low diffuse
leakage through the UBS (k = 10−20 m2). The values in brackets for the 1p1c
model are the displaced volumes obtained when deducting the base flow.
Model type UBS k = 10−18 m2 UBS k = 10−20 m2
Total vol-
ume
Fault zone Windows Total vol-
ume
Fault zone Windows
2p3c 0.44 0.27 0.15 0.28 0.27 0.00
1p2c 0.45 0.28 0.16 0.29 0.27 0.01
1p1c 0.47 0.22
(0.29)
0.25
(0.17)
0.31 0.22
(0.29)
0.10
(0.01)
Generic 0.51 0.23 0.26 0.29 0.25 0.03
Zeidouni-
Method
0.33 0.33 0.00 0.33 0.33 0.00
5.6. Discussion
The analysis on scenario uncertainty first and foremost shows that, if concentration changes
in the target aquifers are considered as the target variable for estimating damage due to CO2
injection, there is a need to have good knowledge of the salt distribution prior to the injection,
which is in qualitative agreement with findings by Tillner et al. (2013), Tillner et al. (2016),
Kempka et al. (2013), and Walter et al. (2013). As the results (see Fig. 5.14 and 5.15) show,
two conditions need to be fulfilled in order for notable changes in concentration to occur: (i)
the permeability is high enough such that flow occurs (this is true where the Rupelian clay
barrier is discontinuous) and (ii) initially elevated concentrations have to be present prior to
the injection. For the geological model considered in this work, this is especially true for the
region near the salt wall. This implies that it is unlikely to observe sudden and strong increases
in the salt concentration due to CO2 injection at locations where elevated concentrations have
not been an issue before. Further, notable changes in concentration occur only locally.
The results obtained in the simulations, where salt concentration changes are the target
variable, are not only dependent on the hydrogeological parametrization but also on the salt
distribution present prior to the injection. As illustrated in Fig. 5.16, there is large uncertainty
5.6. Discussion 113
regarding different parameters for the initialization run which directly pass on to the results
obtained after the injection. There is still room for further investigating the uncertainties,
with regard to the model complexity and the parametrization, of models aiming to determine
natural pressure, temperature and salinity distributions on a regional scale. For example,
the transport of heat is not considered within this work, although a constant geothermal
gradient influencing the fluid properties is assumed. A variable temperature distribution can
have a strong influence on the base flow and the salt distribution that establishes during
the initialization run (Kaiser et al., 2013; Noack et al., 2013). Thereby, the salt wall, which
has a higher thermal conductivity than the surrounding layers (Magri et al., 2009a) plays an
important role. Future work should evaluate the influence of heat transport on the initial salt
distribution. Magri et al. (2009a) model the evolution of the salt and the temperature field near
a salt dome with a 2D numerical model. They introduce a so called “transition zone“ between
the salt wall and the surrounding layers. Permeability and porosity values of the transition
zone are higher than those of the the salt wall but lower than those of the surrounding layers.
They show that the transition zone slows down the flow of salt into the surrounding layers.
The transition zone can be considered equivalent to the fault zone in this work. LBEG (2014)
suspect the existence of permeable pathways similar to a fault zone near a salt wall. Making
this assumption, and considering the results of Magri et al. (2009a), implies that the salt
would dissolve and propagate faster from the salt wall, when considering a permeable fault
zone surrounding the salt wall. To this end, there remain many open questions with regard to
a realistic parametrization of the near salt wall region.
A massive parallelization could help to overcome the high computational demand of the
initialization run, especially if heat transport is to be considered as well. Using the parallel
capabilities of DuMux is not feasible in the current state of the implementation, for the type of
system considered in this chapter. The reason lies in the implementation of the parallelization of
the linear solver, which proves to be very sensitive to the high aspect ratios of the elements and
the layered heterogeneities. These seem to cause badly conditioned matrices on the individual
processes. A domain decomposition algorithm, which takes into account the connectivity
between the degrees of freedom, or in other words which “knows“ about the heterogeneities
may improve the convergence of the parallel linear solver. For realistic large scale models,
considering salt and heat transport, a robust parallelization is necessary for future work.
A key aspect when considering the injection of CO2 is the definition of realistic boundary
conditions. Assuming Dirichlet conditions at the lateral boundaries during the injection will
lead to an underestimation of the vertical migration of brine. Incorporating no-flow boundaries
within the inner domain, or extending the model to obtain infinite aquifer conditions will allow
significantly higher vertical brine flow, as shown in Fig. 5.17. If the top boundary above the
target aquifers was considered a no-flow boundary, brine flow into the target aquifers would
be significantly smaller, similar to the results found by Walter et al. (2012, 2013) or Cihan
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et al. (2013) where the displaced brine distributes more into the intermediate aquifers below
the target aquifers.
Of similar relevance is the diffuse migration across the barrier layers, especially the barrier
layer sealing the injection layer, (here: Upper Buntsandstein barrier). The results presented
here show that if the permeability of the Upper Buntsandstein barrier is increased, the vertical
leakage of brine increases as well, because the overall vertical resistance decreases. Significant
diffuse migration across the barrier will change the flow regime in the intermediate layers
(Cretaceous, Pre-Rupelian) resulting in focused migration, in locations where the Rupelian clay
barrier is discontinuous (hydrogeological windows), even if the Upper Buntsandstein barrier
below is intact (see Fig. 5.18). Diffuse vertical migration is significant for permeabilities higher
than 1× 10−19 m2, which is in good agreement with findings in Birkholzer et al. (2009).
Varying the fault zone transmissiblity shows that the injection-induced upward flow is most
sensitive to this parameter when diffuse migration is small, and the resistance from the injection
point to the fault zone is in the same range as the resistance over the length of the fault
zone. The sensitivity of the leakage rate with respect to the fault zone transmissiblity is small
for fault zone permeabilities higher than 1× 10−14 m2, even when increasing the fault zone
permeability over several orders of magnitude. Therefore, when assuming a highly permeable
fault zone, a simplified geometrical representation of the fault zone, as used in this work,
should be sufficient. Focused vertical leakage of highly saline water, which mixes with less
saline water in the fault zone, leads to an additional resistance against flow. This resistance
is caused by the increasing weight of the saltwater column in the fault zone. The faster the
transport velocity of salt, the faster the resistance will increase. As a result of this resistance,
the volume flow through the fault zone decreases. This effect is shown in Fig. 5.20, where the
storage term of the fault zone nodes is manipulated with the matrix weighting factor (Wm). A
high storage in the fault zone (Wm = 1) will decrease the transport velocity of the salt, and
the resistance, which results in an increased volume flow and a decreased salt flow over the
fault zone, when compared to the reference scenario with a low fault zone storage (Wm = 0).
A new hydrostatic equilibrium, which means that the injection-induced flow over the fault
ceases entirely due to the increasing gravitational force, such as discussed in Oldenburg and
Rinaldi (2010), is not observed in any of the simulations in this work.
Next, the effect of different model assumptions (model uncertainty) is discussed. In the first
model comparison, the transport of salt and, thus, variable-density flow, is neglected. The
corresponding 1p1c model does not require a complex and costly initialization run. Obviously,
concentration changes cannot be considered as a target variable, but still relevant information
on volume flow into the target aquifers can be obtained, which may be a useful target variable
for optimizing a pressure management concept. In the 1p1c model, the total volume flow is
only slightly higher than in the 1p2c model (see Fig. 5.21, top left). However, when looking
at the individual flow paths (see Fig. 5.21, top right), it is observed that the base flow in
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the 1p1c model is much higher than in the 1p2c model. The base flow in the 1p1c model is
still smaller than the injection-induced flow, but it has the same order of magnitude. In the
1p2c model, the exchange of fluid between the saltwater and freshwater aquifers is reduced, as
an effect of the additional resistance caused by an increase in the gravitational force, when
saltwater is transported upwards. If the base flow is deducted from the leakage rates, the
agreement between the 1p1c and the 1p2c reference model, regarding the displaced volumes
into the target aquifers, significantly improves (see Table. 5.6). When looking at the pressures
(bottom row of Fig. 5.21) at the measurement point M1 (6.2 km from the injection), which are
in very good agreement for the two models, it becomes clear that the overall resistance in the
injection layer is met, by making the salinity a pseudo component. In contrast, the pressure
increase at M2 (13.5 km from the injection at the fault zone) is about three times as high for
the 1p2c model as for the 1p1c model, which can be attributed to the increased resistance due
to the focused vertical transport of salt through the fault zone. Hence, the transport of salt is
important to consider if pressure increase is a target variable.
The second assumption that was investigated concerns the effect of injecting brine instead
of supercritical CO2 at a volume-equivalent rate. The total volume displaced into the target
aquifers during 50 years of injection is 4.7% higher for the 1p2c model than for the 2p3c
model (see Table 5.6, high diffuse leakage scenario). With regard to the distribution of flow
among the vertical pathways (hydrogeological windows and fault zone), the models are in
good agreement. The injection of brine instead of CO2 is therefore a reasonable conservative
assumption that simplifies the physics considerably. This assumption has also been previously
discussed in the literature for example by Cihan et al. (2013).
The next assumption deals with simplifying the complex geometry of the geological model. A
simpler generic geological model may be advantageous in many cases, as the effort of setting
up the geological model is reduced and the implementation of geological features is faster.
For example, if the uncertainty in the location of fault zones were included within a risk
assessment approach, a simpler generic geological model would allow for a faster analysis
of this uncertainty. However, if the location of the geological features is known, then it is
important to have good estimates of the horizontal and vertical distances and transmissibilities
between features since these determine the main flow paths. Additionally, for the geological
model considered here, the viscosity differences due to the varying depth of the injection layer
in the complex model can lead to a different resistance compared with the generic model.
The same arguments hold for analytical solutions which also rely on a simplified geometrical
description of the geological model. The results show that the total flow into the target aquifers
for the generic geometry is overestimated by about 13% for the high diffuse leakage scenario
in comparison to the 1p2c reference model with the complex geological model, see Table 5.6.
The results of the generic and the complex geological models are in better agreement for low
diffuse migration over the Upper Buntsandstein barrier, also see Table 5.6. As discussed above,
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the uncertainty related to the simulated salt distribution prior to the injection is quite high
for the complex geological model, and in reality, there will probably not be sufficient data to
calibrate the simulation results to. Therefore, using conservative assumptions, as presented in
Walter et al. (2012) or Cihan et al. (2013), with a generic geometry can be justified in the
light of sparse data availability. The salt concentration at the saltwater - freshwater interface
will then strongly influence the results of a risk assessment.
Finally, comparing the results of the numerical models to the Zeidouni-Method (Zeidouni, 2012)
reveals first and foremost the importance of considering the semi-permeable layers, here defined
as the layers with a permeability of 1× 10−16 m2, that surround the injection horizon Solling.
Their contribution to the overall storage of displaced brine is high which causes a reduction
of vertical flow during the injection period. When including the layers of the Middle and
Lower Buntsandstein into the Zeidouni-Method an averaging of the properties of these layers
is performed in order to obtain one injection layer with a more realistic diffusivity than the
one obtained when solely considering the Solling layer. The results given in Fig. 5.26 show that
the Zeidouni-Method underestimates flow for the case when diffuse migration across the Upper
Buntsandstein barrier is significant and overestimates flow if focused migration over the fault
zone is the dominant migration pathway. The latter scenario is in better agreement with the
assumptions of the Zeidouni-Method. Therefore, it can be concluded that the Zeidouni-Method
is conservative with respect to flow over the fault zone for the geological setup considered
in this work and the scenario of low diffuse migration. As such, the Zeidouni-Method can
be used to quickly assess the consequences of changing certain parameters in the geological
model. This is especially useful for investigating statistical uncertainty (see Fig. 5.1) with
Monte-Carlo methods, where many different realizations are required. The analytical model
presented in Cihan et al. (2011) is also capable of handling diffuse migration over barrier
layers. Hence, a comparison with this model would be very interesting, and would improve the
overall understanding of this complex problem.
5.7. Conclusion
The main findings of this chapter are summarized below:
• Notable, in the sense of non-negligible, increases in salt concentration in the target
aquifers are locally constrained to regions, where initially elevated concentrations are
present prior to the injection, and where permeabilities are high enough to support
sufficient flow. Hence, the quality of the prediction of concentration changes strongly
depends on how well the initial salt distribution is known.
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• An inherent problem to modeling is the assignment of boundary conditions. Lateral
and top boundary conditions strongly determine the amount of displaced brine into the
target aquifers. Lateral Dirichlet boundary conditions at insufficient distance from the
injection will lead to a strong underestimation of vertical flow. Setting the top boundary
condition as open - as opposed to a closed boundary at the top - strongly increases the
amount of fluid that is displaced into the target aquifers.
• The Upper Buntsandstein barrier permeability plays a crucial role in determining the
amount of diffuse leakage. Diffuse migration over the Upper Buntsandstein barrier can
result in focused leakage in locations where the Rupelian clay barrier is discontinuous.
• Due to the low sensitivity of the fault zone permeability on the leakage rates, the
representation of the fault zone, using a discrete fracture approach, based on a crude
approximation of the geometry of the fault zone, and without requiring additional degrees
of freedom, is a good compromise between accuracy and the computational demand.
• During injection (constant injection rate), salt transport decreases the overall vertical
flow due to the additional resistance caused by the increase in the gravitational force.
However, the effect of salt transport on vertical flow is not as significant as the pressure
increase near the fault zone observed when considering salt transport. Hence, if pressure
increase is a target variable, for example in studies considering fault reactivation, salt
transport should be considered.
• Injecting an equivalent volume of brine, instead of CO2 is a conservative assumption
which leads to slightly increased brine flow into the target aquifers.
• Simplifying the geometry can lead to comparable results with regard to total vertical
brine migration with much less effort required for the setup of the geological model. For
real systems, where the uncertainty of the geological model both in parametrization and
geometry is high, this implies that a simplified representation of the geometry for the
simulations can be considered a feasible and justified approach.
• A comparison with the Zeidouni-Method shows the importance of semi-permeable layers
(1× 10−16 m2) surrounding the injection horizon Solling. For a realistic estimate of
vertical migration, the storage potential for displaced brine of these layers needs to be
considered.

6. Summary and Outlook
6.1. Summary
Carbon Dioxide, Capture and Storage (CCS) is considered to be a cost-effective technology for
mitigating climate change. A necessary requirement for a successful implementation of CCS is
the public acceptance of the technology. The affected public needs to be aware of, and accept
the risks that are associated with the subsurface storage of CO2. This demands the use of
transparent and comprehensible criteria in a site-selection and characterization process.
This work deals with two aspects of a multi-level site-selection and characterization process.
The first aspect is related to a basin-scale screening method, allowing for a qualitative ranking
of different areas with respect to storage efficiency. This aspect is part of the first level
of a site-selection and characterization process with the aim of identifying suitable storage
sites, which are then characterized in more detail on the following levels. The second aspect
investigates the displacement of resident brine during the injection of CO2, on the basis of a
realistic, but not real, large-scale storage site in the North German Basin. Saltwater intrusion
in freshwater aquifers is one of the major risks associated with CO2 storage. The investigation
of brine displacement should be part of a higher level of a site-selection and characterization
process, where suitable sites have been selected and more site-specific data are available. For
both aspects (basin-scale screening and investigation of brine displacement), models with
varying complexity are analyzed, as well as the relevant processes and parameters. This section
summarizes the key findings of this work by formulating a set of questions to which answers
are provided, that have been found based on the results and conclusions of this dissertation.
Basin-Scale Screening with Regard to Storage Efficiency
Is the storage efficiency significantly influenced by the initial fluid properties in the reser-
voir? The basin-scale database available in this work comprises regionalized data for depth,
temperature conditions, and salt concentrations in the Middle Buntsandstein rock unit. These
data are sufficient to estimate the initial fluid properties (viscosities and densities) of brine
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and CO2. However, other relevant parameters like the permeability, the porosity, and the
reservoir thickness are not available on the basin scale. Therefore, numerical simulations are
conducted to test whether the effect of the initial fluid properties on the storage efficiency is
significant enough, such that a screening approach based on these data will provide useful
information. The results obtained from these simulations, at different locations in the Middle
Buntsandstein, suggest that there is a notable influence of the initial fluid properties on the
calculated storage efficiency. Therefore, a screening approach based on the available database
can provide valuable information for identifying suitable areas for CO2 storage. In order to
assess the significance of the initial fluid properties, in comparison to the parameters porosity
and the reservoir thickness, different areas in the Middle Buntsandstein rock unit are selected,
where data for porosity and reservoir thickness are available. Monte-Carlo simulations taking
into account the area-specific data for porosity and reservoir thickness are performed. The
results indicate that the influence of the initial fluid properties on the storage efficiency is less
important than the influence of the parameters porosity and reservoir thickness, but can be in
the same range.
What are favorable conditions for a high storage efficiency? Based on the initial fluid
properties, the regional variations of the geothermal gradient have a strong influence on
the storage efficiency. This becomes clear, when comparing the regional variations of the
geothermal gradient with the distribution of the gravitational number (Gr), as an indicator for
storage efficiency (Fig. 4.2 and 4.5) in the Middle Buntsandstein. High geothermal gradients
lead to high values of Gr and therefore to a low storage efficiency and vice versa. Additionally,
the storage efficiency is also influenced by the viscosity ratio (µwµn ), which decreases with depth
leading to a more piston-like displacement, of the CO2 front. The simulations show the increase
in storage efficiency, related to lower viscosity ratios, for depths greater than 2000m.
Which screening methods can be used for determining suitable areas for CO2 storage?
Two screening methods, the Gr-criterion and the Okwen-Method, are analyzed in this work.
Both methods can be used to rank different areas according to their storage efficiency. The
Gr-criterion and the Okwen-Method are compared to the simulation results of a full-fledged
numerical model accounting for two-phase flow, in order to test their suitability as indicators
for storage efficiency. The main finding is, that both methods show an acceptable qualitative
agreement with the simulation results for large parts of the considered range of pressure,
temperature, and salinity conditions found in the Middle Buntsandstein rock unit. At depths
between 900–2000m the Gr-criterion shows a clearer trend than the Okwen-Method, relating
low values of Gr to high storage efficiencies and vice versa. However, for depths greater
than 2000m, the agreement between the Okwen-Method and the simulations is better, than
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for the Gr-criterion, because the Okwen-Method considers both the brine, and the CO2
viscosity. For thermodynamical conditions close to the critical point (i.e. depths <900m), both
methods (Gr-criterion and Okwen-Method) strongly underestimate the trend observed in the
simulations, because of the effect of the injection-induced pressure on the fluid properties
of CO2. The deviation of the Gr-criterion and the Okwen-Method to the simulation results
has to be evaluated bearing in mind the uncertainties in the hydrogeological parameters
(permeability, porosity, reservoir thickness, capillary pressure-saturation relationships, and
relative permeabilities), which are assumed higher than the model uncertainty related to
the screening method used. The Okwen-Method produces quantitative estimates for the
storage efficiency, as opposed to the Gr-criterion, which can only be used for a qualitative
ranking. This has the advantage that parameters like the porosity (if regionalized data were
available on the basin scale) can be directly included in the approach, for example for storage
capacity estimates. Both, the Gr-criterion and the Okwen-Method, do not consider pressure
constraints on storage efficiency. However, pressure constraints are important to consider, as a
high demand for CO2 storage space will lead to high injection rates. The injection-induced
pressure increase should not compromise the integrity of the barrier rock or the reservoir.
Therefore, combining, for example the Okwen-Method with a method taking into account
injection-induced pressure constraints will lead to more realistic estimates. This is further
discussed in the outlook (Sec. 6.2).
Large-Scale Brine Displacement Along Vertical Pathways
Which parts of the target aquifers are prone to salinity increases due to CO2 injection?
Notable, in the sense of non-negligible, increases in salt concentration in the target aquifers are
locally constrained to regions, where initially elevated concentrations are present prior to the
injection, and where permeabilities are high enough to support sufficient flow (i.e. at the fault
zone and the hydrogeological windows). Hence, the quality of the prediction of concentration
changes strongly depends on how well the initial salt distribution is known.
Which are the relevant components of the geological model controlling saltwater migra-
tion into the target aquifers? Vertical leakage of saltwater into the target aquifers due to
CO2 injection requires vertical pathways, where diffuse or focused leakage can occur. In the
geological model considered in Chapter 5, diffuse leakage can occur over the Upper Buntsand-
stein barrier, which is situated above the injection horizon Solling. Focused leakage can occur
over the hydrogeological windows in the Rupelian clay barrier and the permeable fault zone
on the salt wall, which connects the target aquifers to the injection horizon. The permeability
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of these leakage pathways along with other key components of the geological model are varied,
not in a statistical sense, but on the entire range of plausible values, thereby creating a span
of possible results. This allows, to some extent, a generalization of the conclusions drawn here
to other sites, at least within the North German Basin. In Chapter 5, the following scenario
studies have been conducted:
• The effect of the initial quasi-stationary salt distribution on the salt concentration
increase after the injection.
• Different lateral boundary condition types (Dirichlet, no-flow, and infinite aquifer).
• Diffuse leakage during the injection, controlled by the permeability of the Upper Buntsand-
stein barrier.
• Focused leakage during the injection, controlled by the fault zone permeability.
If the salt concentration increases in the target aquifers, caused by the injection of CO2, are
the target variable, the results are highly dependent on the salt distribution prior to the
injection. If, on the other hand, the injection-induced volumetric leakage rate into the target
aquifers is the target variable, the salt distribution prior to the injection hardly influences the
results.
Lateral and top boundary conditions strongly determine the amount of displaced fluid into
the target aquifers. Lateral Dirichlet boundary conditions at insufficient distance from the
injection will lead to an underestimation of the vertically displaced saltwater. The combination
of:
• permeable pathways (i.e. fault zone, and hydrogeological windows),
• Dirichlet boundary conditions on the top of the domain (i.e. rivers),
• and lateral no-flow or infinite aquifer boundary conditions
leads to a significant amount of the injected volume being displaced into the target aquifers.
The permeability of the Upper Buntsandstein barrier has a strong influence on the overall flow
field. For values between 1× 10−20 to 1× 10−19 m2 focused leakage over the fault zone is the
dominant leakage pathway. However, if the permeability is between 1× 10−18 to 1× 10−17 m2
diffuse leakage over the barrier is the major vertical leakage pathway. This diffuse leakage
then leads to focused leakage into the target aquifers over the hydorgeological windows in the
Rupelian Clay barrier. This implies that discontinuities in the Rupelian clay barrrier play an
important role as leakage pathways, if diffuse leakage over the Upper Buntsandstein barrier is
significant.
The leakage rates are less sensitive to the fault zone permeability compared to the Upper
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Buntsandstein barrier permeability, especially if diffuse migration over the barrier is significant.
For low diffuse migration over the barrier, the strongest sensitivity of the fault zone permeability
is observed, when the resistance within the injection horizon from the injection point up to
the fault zone is in a similar range, as the resistance over the length of the fault zone.
Also important, although not specifically investigated in the scenario studies, are the semi-
permeable layers (1× 10−16 m2) surrounding the injection horizon. For a realistic estimate of
vertical saltwater migration, the storage potential of these layers, with regard to the displaced
brine, needs to be considered. The layers decrease the diffusivity of the whole injection complex,
thereby attenuating the upward leakage (see Fig. 5.26 bottom right, Zeidouni-Method for high
diffusivity).
What are suitable model simplifications for analyzing brine migration and when can they
be applied? Models with varying physical complexity can be used for analyzing brine
migration due to CO2 injection. More complex models will generally increase the computational
demand and require more data. The choice of the model should therefore depend on the
target variable of interest. In Chapter 5 different target variables describing the effects of CO2
storage are considered: salt concentration increases in the target aquifers, pressure increase
at selected locations in the injection horizon, and the leakage rates into the target aquifers.
Further, different assumptions with regard to the physical complexity of different models are
tested, for the above target variables. The simplification of model complexity follows two
aims: (i) improving the understanding of the relevant processes by switching assumptions on
and off, and (ii) reducing the model uncertainty, by quantifying the effects of different model
simplifications on different target variables. The following model simplifications are considered:
• Injecting brine instead of CO2.
• Neglecting the effect of salt transport, and therefore also variable-density flow effects.
• Simplifying the complex geometry of the geological model into a simple layered system,
with straight, horizontal layers.
• Using the analytical Zeidouni-Method to evaluate leakage across the fault zone.
The analysis in Chapter 5 shows that the first model simplification, where an equivalent volume
of brine is injected instead of CO2, is a conservative assumption which leads to slightly in-
creased brine flow into the target aquifers. This assumption considerably simplifies the physics
and is a good choice if an accurate description of the CO2 plume or the pressure increase
near the injection well is not necessary. This is the case for the analysis in Chapter 5, where
only far-field effects are considered. The main advantage of the other model simplifications,
124 6. Summary and Outlook
is that no initialization run is required, to establish a quasi-stationary system. This greatly
speeds up the analysis, as the initialization run has by far the highest computational demand.
However, this also means that a realistic salt distribution cannot establish, and therefore salt
concentration increases in the target aquifers cannot be considered as a target variable. Instead
the leakage rate into the target aquifers, and the pressure within the injection horizon remain
as target variables. Information regarding the leakage rates can be important, for example
for optimizing pressure management concepts. The pressure increase in the injection horizon
can be an important criterion to control injection rates, for example to avoid geomechanical
failure in fault zones.
Considering the leakage rates into the target aquifers as the target variable, the results of most
model simplifications show an acceptable agreement (see Table 5.6 and Fig. 5.26). Although
there are deviations in the leakage rates for the individual models, the impact of variable
hydrogeological parameters on the results is assumed to be much greater, justifying the use of
simplified models. Only the Zeidouni-Method clearly underestimates the total leakage, when
diffuse leakage over the Upper Buntsandstein barrier is dominant, as diffuse leakage cannot
be accounted for with this method.
Neglecting salt transport significantly reduces the pressure increase observed at the fault zone,
compared to the models which consider salt transport. This pressure increase is related to the
increasing weight of the fluid column, when dissolved salt migrates upwards along the fault
zone. Hence, if pressure increase is a target variable, for example in studies considering fault
reactivation, salt transport should be considered.
6.2. Outlook
Basin-Scale Screening with Regard to Storage Efficiency
Combining analytical solutions for calculating storage efficiency and capacity. The liter-
ature dealing with estimating CO2 storage efficiency (Sec. 1.2.1) shows that storage efficiency
is not only constrained by the technically accessible pore volume, but also by the pressure
buildup around the injection well. Analytical solutions exist for both of these constraints.
One example, the Okwen-Method, discussed in this work in Chapter 4, can be used to assess
the technically accessible storage volume. Another analytical solution, proposed by Mathias
et al. (2009), is applicable for determining a sustainable injection rate, constrained by a
maximum pressure buildup at the injection well. A sustainable injection rate can thus be
determined, serving as an input parameter for the Okwen-Method, used for determining the
6.2. Outlook 125
storage efficiency. The great advantage of combining these two analytical approaches is that
the computational costs are negligible, while the most relevant physical effects are included.
Additionally, both methods rely on similar assumptions, such as open aquifers, and a vertical
injection well. Given the database available in this work for the Middle Buntsandstein rock
unit, which includes only depth, temperature conditions, and salt concentrations, it is obvious
that critical input parameters such as permeability, porosity, compressibility, and reservoir
thickness are missing. These parameters could, as a first assumption, be replaced by constant
values based on reasonable assumptions.
Using the arbitrary polynomial chaos expansion to calculate storage efficiency and capacity.
The method proposed here combines the advantages of a full-fledged numerical model with
the speed of evaluating a polynomial for obtaining results. Using a numerical model, storage
efficiency can be constrained by a maximum pressure at the injection well, as well as a spill
point criterion similar to the simulations carried out in Chapter 4. Based on input data with
an arbitrary distribution, the arbitrary Polynomial Chaos Expansion (aPCE) (Oladyshkin
et al., 2011a,b; Oladyshkin and Nowak, 2012) uses the results of several simulation runs, to
create a polynomial function, approximating the numerical model with regard to a target
variable (here: storage efficiency). The number of simulation runs is constrained by the number
of variable input parameters (N), and by the degree of the polynomial (d):
No. Simulations = (N + d)!
N !d! .
For example considering a database of six parameters (depth temperature, salinity, porosity,
permeability, and reservoir thickness), and a third order polynomial, this would result in 84
simulation runs, which should not pose a considerable problem, assuming a similar setup of
the numerical model as in Sec. 4.3. Once the polynomial is obtained, storage efficiency can be
calculated for the rest of the database at a negligible cost.
Combining the evaluation of storage efficiency for the North German Basin with structural
traps. Knopf et al. (2010) identified 408 discrete structures suitable for storing CO2 in
Germany. These discrete structures could be combined with the basin-scale calculation of Gr
for the Middle Buntsandstein rock unit in the North German Basin which is carried out in this
work. The Gr-criterion could then help in selecting the most suitable structures. Alternatively,
one of above methods (combination of analytical solutions or arbitrary Polynomial Chaos
Expansion) could be used for quantifying the storage efficiencies within these structures.
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Combination of suitable structural traps with large CO2 point sources in the North German
Basin. In a last step, the information regarding storage efficiency or capacity for the structural
traps can be combined with information about the positions of large CO2 point sources, such
as coal-fired power plants, within an economic distance of the structural traps. This would be
an important step towards determining the matched capacity within the North German Basin.
Of course, this step is far beyond the actual scope of this work, and for defining an economic
distance many additional technical, social, economic and legislative criteria would have to be
reviewed, besides storage efficiency.
Large-Scale Brine Displacement Along Vertical Pathways
Improving the convergence of parallel simulations in DuMux for layered heterogeneous
systems. As discussed in Sec. 5.6, solving large layered heterogeneous systems with the
help of massive parallelization in DuMux is constrained by the convergence of the iterative
linear solver (for parallel runs the Bi-conjugate Gradient Stabilized method, with an algebraic
multigrid method for preconditioning is used (Blatt and Bastian, 2007)). As a matter of fact, all
the simulations carried out in Chapter 5, had to be performed on a single process, except for the
homogeneous saltpool benchmark (Sec. 5.4.2). For parallel simulations the linear solver shows
poor convergence for: (i) high aspect ratios of the elements (in this work: horizontal:vertical
- 30:1), and (ii) heterogeneity due to the horizontal layering, i.e. homogeneous permeability
within a layer, but different permeabilities for each layer. This leads to badly conditioned
matrices on the individual processes. As a result, the convergence of parallel simulations,
reacts very sensitive to the number of processes used, and the method used for the domain
decomposition. A possible solution could be a domain decomposition algorithm, which takes
into account the geological model, and therefore the connectivity between the degrees of
freedom, such that the degrees of freedom with a strong connectivity preferably stay within
one process. In other words, using an algorithm for domain decomposition that is aware of the
heterogeneities may improve the convergence of the parallel linear solver.
Improving the efficiency and accuracy of the 1p2c model with regard to variable-density
flow. Although the 1p2c model is capable of dealing with variable-density flow, as shown
for the saltpool benchmark in Sec. 5.4.2, there is still room for increasing the efficiency and
accuracy of the model. For many applications involving variable-density flow, the so-called
Boussinesq assumption is considered a valid simplification (e.g. Diersch and Kolditz (2002)).
The Boussinesq assumption calls for the division of the mass balance equations of the 1p2c
model (Eq. 3.1.2) by the brine density, removing the brine density from all of the terms
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except the gravity term of the Darcy velocity. The Boussinesq assumption can improve the
convergence, as the non-linearities decrease.
For improving the accuracy of the model, many authors (Bastian et al., 2001; Diersch and
Kolditz, 2002; Johannsen et al., 2002) stress the importance of using a consistent velocity
approximation as proposed by Knabner et al. (1998), which is not implemented in DuMux.
A consistent velocity approximation will mainly decrease the velocity dependent dispersion.
Without this approximation, the transport of salt can be overestimated. This was also reported
for the saltpool benchmark (Diersch and Kolditz, 2002). The overestimation of dispersive
fluxes is the result of the erroneous velocities that arise during the linear approximation of the
pressure between two degrees of freedom, which, considering the case of variable-density flow,
is generally a non-linear function.
Including heat transport for determining the initial conditions. The salt distribution prior
to the injection of CO2 is a key parameter, when salt concentration changes are the target
variable. As discussed in Sec. 5.6, there is large uncertainty regarding this parameter, especially
close to structures like salt domes, which are a potential source of salt in the system. Both
the temperature, and the salt distribution may strongly influence the flow field near these
structures (Magri et al., 2009a,b). In the simulations carried out in this work a constant
geothermal gradient is assumed. In future work, energy transport should be considered in
order to obtain more realistic distributions of pressure, temperature and salinity.
Using the geological model presented in this work as a benchmark setting. The geological
model presented in Chapter 5 includes characteristics of the North German Basin, such as
the salt wall structure and the hydrogeological windows in the Rupelian clay barrier. The
geometry of the layers is very complex. For example, the depth of the injection horizon Solling
varies between 850 to 3000m. Diffuse leakage across the Upper Buntsandstein barrier, focused
leakage over the fault zone on the salt wall, and the importance of the semi-permeable layers
(1× 10−16 m2), surrounding the injection horizon Solling have to be taken into account for
calculating vertical leakage. In other words, the geological model is very challenging, and
therefore it is a suitable testing ground for different models. Future work in this field should
focus on setting up a benchmark or model comparison study to test different numerical, and
analytical models, for example the analytical model presented in Cihan et al. (2011), with
regard to the volumetric leakage rates reaching the target aquifers. With this, important
insights into the applicability of different models for estimating leakage could be gained. This
is particularly relevant for operators who have to carry out a risk assessment or develop a
pressure management strategy.
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Basin-scale model for the evaluation of pressure buildup caused by multiple CO2 injections.
To this day, no basin-scale geological model of the North German Basin exists. Assuming
such a model will exist in the future, the overall pressure buildup due to basin-wide CO2
storage at multiple injection sites could be estimated. The information that can be gained by
a basin-scale model is very relevant. On the one hand, a more realistic estimation of storage
efficiency constrained by a maximum pressure buildup can be attained, and on the other
hand a better assessment of brine migration on the basin scale can be made. The results
and conclusions of Chapter 5 may prove to be valuable input for the design of an efficient
basin-scale numerical model. The basin-scale model should include the over- and underburden,
as these are required for a realistic estimation of pressure buildup. Injecting brine instead
of CO2, is a conservative assumption that significantly simplifies the physical complexity. A
coarse discretization (300× 300m), as used in this work, should be sufficient, if near well
conditions are not the primary interest. If the pressures at the injection well are required a
well model can be applied. An accurate description of the geometry of vertical discontinuities,
such as fault zones or salt domes is not required, which reduces the overall computational
demand. A realistic description of the base flow (i.e. naturally occurring flow without injection)
will make the model significantly more complex. The reasons being, that such a model would
require recharge and river boundary conditions, as well as an initialization run, to obtain a
quasi-stationary state. Just for estimating leakage rates and pressure buildup this effort is not
necessary. Similar to the generic geometry case discussed in Chapter 5, the target aquifers
may be replaced by a horizontal Dirichlet boundary condition, where no recharge enters the
system. Salt transport, and the effects of variable-density flow, may then be included without
an initialization run, for example by assigning a linear increase of salt with depth. Generally,
a strategy where models of varying complexity are used side by side may prove advantageous
when reducing model uncertainty. Simple models may be used for inverse modeling to estimate
parameters or to optimize pressure management concepts. Complex models can be used to
validate these simple models or estimate model errors.
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A. Further Information for Simulations in
Chapter 4
This document contains supplementary data for Chapter 4. The first table shows nine data
pairs of porosity and reservoir thickness for Area 2, used for the simulations in Sec. 4.4.4, see
also Table 4.2. The second table shows the initial conditions and the results of the simulations
in Sec. 4.4.2.
Table A.1.: 9 data pairs of porosity and reservoir thickness for Area 2. Note: for the
simulations an average is taken, where value ranges are given.
Index Porosity Reservoir thickness
[-] [m]
1 0.20 10
2 0.14-0.2 10
3 0.10 5
4 0.14-0.15 20
5 0.25 15-20
6 0.20 10
7 0.15-0.19 10
8 0.06-0.16 20
9 0.18 20
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Table A.2.: Initial conditions and results of the simulations in Sec. 4.4.2.
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