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Capitolo 1 
Il problema delle mancate risposte in un’indagine 
campionaria 
 
1.1 Introduzione 
 
In un’indagine campionaria le quantità d’interesse possono essere soggette a due tipi di errori: 
campionari e non campionari. L’errore campionario è inversamente proporzionale alla 
dimensione del campione (e quindi nullo se l’indagine coinvolge l’intera popolazione obiettivo) 
ed è misurabile e controllabile a priori attraverso la teoria della probabilità. L’errore non 
campionario, invece, è direttamente proporzionale alla dimensione campionaria ed è inoltre 
positivamente influenzato dalla complessità dell’indagine, ma, anche per la sua origine diversa, 
non è misurabile. Gli errori di mancata risposta sono, con gli errori di misura e osservazione, gli 
errori campionari più frequenti. 
 Essi sono legati all’idoneità cognitiva degli intervistati e alla loro volontà di fornire risposte vere, 
ma possono anche essere specifici della tecnica di rilevazione adottata ed infine possono 
essere riconducibili al comportamento degli intervistatori, laddove è previsto il loro intervento. 
L’errore di mancata risposta riduce in modo non prevedibile la numerosità campionaria e, 
qualora i non rispondenti siano diversi dai rispondenti, può portare a distorsioni nelle stime delle 
quantità di interesse. 
Gli errori di mancata risposta sono configurabili come: 
•  Errori di mancata copertura 
•  Errori di non risposta totale 
•  Errori di non risposta parziale 
 
1.1.1 Errori di mancata risposta 
 
Gli errori di mancata copertura consistono nell’esclusione dalla lista di campionamento di alcune 
unità appartenenti alla popolazione obiettivo, che quindi hanno probabilità nulla di entrare a far 
parte del campione. Questa tipologia di errore è dovuta all’inadeguatezza qualitativa delle liste 
di campionamento, che possono risultare incomplete, non aggiornate o ridondanti (se sono 
presenti unità che non rientrano nella lista). Per esempio, in un’indagine telefonica che si avvale 
dell’elenco degli abbonati come lista di campionamento e che coinvolge le sole famiglie, 
risultano assenti tutte le famiglie non utenti (lista incompleta), possono essere erroneamente 
intervistate utenze d’affari (lista ridondante) o alcune famiglie possono mantenere il nominativo 
di un intestatario dell’abbonamento deceduto (lista non aggiornata).  
Gli errori di non risposta totale consistono nel non rispondere all’intero questionario e sono 
causati dal rifiuto a collaborare da parte dell’intervistato, dall’impossibilità di rintracciarlo anche 
dopo ripetute visite, dall’impossibilità di comunicare per problemi di lingua o malattia e dalla 
perdita del questionario da parte dell’intervistatore. In questo caso le sole informazioni a   6
disposizione sul soggetto di interesse sono quelle usate per il campionamento e i motivi della 
mancata risposta. Pertanto gli effetti della mancata risposta totale sono piuttosto gravi 
soprattutto nel caso in cui il non rispondente differisca molto dai soggetti intervistati perché 
questo può causare distorsioni nelle stime dei parametri delle quantità di interesse. Gli effetti 
sono meno gravi nel caso di indagini longitudinali in cui il soggetto ha risposto ad almeno 
un’intervista, perché si dispone di informazioni sull’intervistato che possono essere utilizzate per 
compensare la mancata risposta. 
Gli errori di mancata risposta parziale, infine, consistono nel non rispondere ad uno o più quesiti 
del questionario. Le cause sono il rifiuto o l’incapacità di rispondere da parte dell’intervistato, la 
dimenticanza di porre una domanda o registrare una risposta da parte dell’intervistatore, la 
presenza di risposte inconsistenti eliminate durante la fase di editing ed errori in fase di 
registrazione delle risposte su supporto informatico. Gli effetti della mancata risposta parziale 
non sono gravi come quelli della totale perché in questo caso si hanno a disposizione delle 
informazioni sull’intervistato; tuttavia non si dispone di un dataset rettangolare e pertanto non è 
possibile applicare ai dati le analisi statistiche tradizionali. Inoltre la mancata risposta parziale 
riduce la numerosità campionaria, rendendo le stime delle quantità d’interesse meno efficienti, 
e, poiché si dispone di informazioni solo su un segmento della popolazione obiettivo, sono 
possibili distorsioni nei parametri d’interesse. 
È chiaro che il contenuto informativo sulle unità non rispondenti nei due casi di mancata risposta 
è molto differente dal momento che in quella totale si conoscono solo le informazioni di 
campionamento mentre in quella parziale si dispone anche di una parte dell’intervista. A questa 
differenza sulle informazioni disponibili corrispondono due metodi di imputazione diversi: nel 
caso di mancata risposta totale si utilizzano metodi di ponderazione basati su informazioni 
ricavate dal disegno campionario, ad esempio quelle ricavate dalla lista di campionamento o 
dall’appartenenza ad un certo strato della popolazione; nel caso di non risposta parziale si 
usano invece metodi di imputazione, che consistono nella sostituzione del valore mancante con 
uno scelto opportunamente, usando le informazioni disponibili sull’unità statistica in oggetto. 
 
 1.2 Il trattamento delle mancate risposte 
 
1.2.1 Il meccanismo generatore dei dati mancanti e loro classificazione 
 
Un’analisi dei dati mancanti richiede alcune assunzioni sulla distribuzione dei dati mancanti e in 
particolar modo su come le distribuzioni dei dati mancanti e di quelli osservati sono correlate. 
Si consideri allora una popolazione di numerosità N da cui si estrae un campione di numerosità 
n. Sul campione si osserva una variabile risposta Y che presenta m dati mancanti ed un insieme 
di variabili esplicative X osservate per tutte le unità. A questo proposito Rubin distingue tre casi: 
1.  il processo cha causa dati mancanti (e in particolare la probabilità che un particolare valore 
di Y sia mancante) non dipende dai valori mancanti di Y (ma solo dai valori osservati di X e 
Y); allora i dati si dicono mancanti a caso (MAR, Missing At Random)    7
2.  il processo non dipende dai valori di X e Y, quindi i dati sono mancanti (MAR) e osservati a 
caso (OAR, Observed At Random); allora i dati sono detti mancanti completamente a caso 
(MCAR, Missing Completely At Random) 
In questo caso il campione incompleto può essere considerato un sottocampione casuale 
del campione originario. 
3.  il processo dipende dai valori osservati di Y; allora i dati non sono mancanti a caso. 
Bisogna, inoltre, distinguere se il meccanismo generatore dei dati mancanti è ignorabile o non 
ignorabile. Nel primo caso  i dati sono di tipo MAR e i parametri del processo dei dati mancanti 
sono incorrelati con i parametri che devono essere stimati; nel secondo caso, invece, i dati non 
sono MAR. Se il meccanismo di non risposta è ignorabile non è necessario modellare il 
meccanismo dei dati mancanti come parte del processo di stima e i valori osservati possono 
essere considerati un sottocampione casuale del campione originario; altrimenti è necessario 
modellare il meccanismo dei dati mancanti per ottenere buone stime dei parametri di interesse. 
 
1.2.2 Metodi di trattamento 
 
Per trattare le mancate risposte in un’indagine campionaria esistono vari metodi, che possono 
dipendere dal meccanismo generatore dei dati mancanti, dal tipo di analisi che sarà svolta sul 
campione completo, dal pattern di dati mancanti e dal loro ammontare. 
Tutti questi possono essere classificati in: 
•  metodi basati sulle sole unità osservate 
•  metodi di imputazione 
•   procedure di ponderazione 
•  metodi basati sui modelli 
 
1.2.2.1 Metodi basati sulle sole unità osservate 
Esistono due diversi tipi di approccio, ovvero l’analisi dei casi completi e l’analisi dei casi 
disponibili, entrambi di semplice applicazione ma che non portano a risultati del tutto 
soddisfacenti. Questi metodi sono applicabili solo sotto ipotesi di dati MCAR. Analisi dei casi 
completi. 
Si tratta di un’analisi semplice poiché riguarda solo le unità completamente osservate e che 
permette di ottenere statistiche univariate comparabili. Dal momento che si considerano solo le 
unità complete la numerosità campionaria è ridotta, così come l’informazione; tuttavia le stime 
sono corrette sotto ipotesi di dati MAR. 
Analisi dei casi disponibili. 
Consiste nel calcolare gli indici sintetici su tutte le unità osservate per una certa variabile e quelli 
di correlazione sulle unità disponibili per ogni coppia di variabili; quindi per ogni variabile e per 
ogni coppia di variabili si ha una numerosità campionaria diversa. Tuttavia sotto ipotesi di MAR 
le stime sono consistenti, ma i coefficienti di correlazione possono non appartenere all’intervallo 
[-1, +1] e la matrice di correlazione può non essere semidefinita positiva; pertanto questo 
metodo non è molto soddisfacente( Little e Rubin, 1987). 
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In conclusione i metodi cosiddetti “veloci” sono poco consigliabili, perché nonostante la loro 
semplicità, si basano su un’ipotesi molto stringente: ovvero che i dati mancanti lo sono a caso (il 
che permette di analizzare solo i casi completi e di estendere i risultati all’intero campione), ma 
che non sempre si verifica nella realtà (di solito la mancanza dei dati dipende dalle variabili sotto 
studio). 
 
1.2.2.2 Metodi di imputazione 
L’imputazione consiste nel sostituire il dato mancante con un valore arbitrario opportunamente 
scelto e viene applicata in caso di mancata risposta parziale. L’obiettivo è di costruire un dataset 
rettangolare sul quale usare le tecniche statistiche standard convenientemente modificate in 
modo da distinguere valore reale e valore imputato. Questo permette di valutare la non risposta 
e il suo impatto sui risultati dell’imputazione e quindi di non sovrastimare la precisione delle 
stime (Kalton e Kasprzyk, 1982). 
Un buon metodo di imputazione utilizza l’informazione proveniente dalle variabili ausiliarie. In 
generale ŷmi=f (x1i, x2i, …, xpi) +emi è il singolo dato imputato per la variabile Y dell’i-esimo non 
rispondente con f (X) funzione delle variabili ausiliarie X e emi residuo stimato. Poiché f (X) può 
essere espressa in forma lineare si ha che ŷmi può essere riscritto come ŷmi=b0+∑
=
p
j
mij jx b
1
+emi 
con b0 e bj coefficienti di regressione di Y su X, calcolati sui rispondenti (Kalton e Kasprzyk, 
1982). 
Esistono due classificazione dei metodi di imputazione, secondo: 
   uso di variabili ausiliarie 
che possono essere: 
1.  continue e discrete (imputazione per regressione), 
2. discrete  (imputazione  hot deck)  
3.  non esserci (imputazione di medie) 
   valore assegnato ai residui,  
distinguendo in 
1. imputazione  deterministica 
con residuo posto uguale a zero (emi=0) 
2. imputazione  stocastica 
con residuo estratto casualmente 
 
Si distinguono diversi tipi di imputazione deterministica, ovvero imputazione deduttiva, cold 
deck, di medie, hot deck. 
L’imputazione deduttiva si usa quando la risposta mancante può essere dedotta con certezza 
dalle risposte agli altri quesiti grazie a dei controlli di coerenza che restringono il campo delle 
risposte possibili a un solo valore. Si può usare anche quando il valore dedotto è con buona 
probabilità quello esatto (editing). 
L’imputazione cold deck prevede che il valore mancante sia imputato con un valore proveniente 
da una fonte esterna, di solito con il valore di una stessa variabile in un’indagine precedente.   9
L’imputazione di medie (totali o in classi) consiste nell’imputare al valore mancante per una data 
variabile la media dei valori osservati per quella variabile. Questo metodo non ricostruisce, però, 
la variabilità originaria dei dati; infatti la varianza calcolata sul dataset completato risulta essere 
quella dei casi completi e quindi la vera varianza è sottostimata (anche sotto assunzione di dati 
MCAR). D’altra parte la numerosità campionaria risulta sovrastimata e le distribuzioni marginali 
e le associazioni tra variabili sono distorte. Per tutti questi motivi l’imputazione in medie non 
sarebbe un metodo consigliabile( Little e Rubin, 1987), benché largamente usato. 
Formalizzando si ha che il valore imputato è ŷmi=b0= y r con il residuo emi=0 e con  y r media dei 
valori osservati e  senza l’utilizzo di variabili esplicative ausiliarie. 
Nell’imputazione di medie in classi i valori osservati sono suddivisi in classi secondo il valore 
assunto dalle variabili ausiliarie X. Per segnalare l’appartenenza o meno alle classi di ogni dato 
si ricorre all’uso di variabili dummy (nello stesso numero delle classi). Supponendo perciò di 
dividere i valori osservati in j classi, si avranno j variabili dummy  


 −
=
altrimenti    0
j    classe    alla    appartiene   e rispondent    non    esimo i l'   se     1
zij  
Il valore imputato, perciò, risulta essere ŷmi=bo+∑
=
p
j
ij j z b
1
  . 
L’imputazione  hot deck consiste nell’assegnare al valore mancante quello di un “donatore” 
(ovvero un rispondente) scelto casualmente. Il valore imputato con il metodo hot deck, quindi, 
appartiene all’indagine, al contrario di quanto succede nel cold deck, in cui si ricorre ad una 
fonte esterna per recuperare il valore da imputare (in questo senso si legge la contrapposizione 
degli aggettivi hot e cold ( Ford, 1983) ). Su questo metodo non esiste un rigoroso sviluppo 
teorico, pertanto spesso ci si affida al “buon senso” nell’usarlo. 
Formalizzando, il valore imputato è dato da ŷmi= y r+emi con emi= yrk-  y r  ⇒ ŷmi=yrk,  
con  y r  media dei dati osservati e yrk k-esimo valore osservato. 
È chiaro che le caratteristiche del donatore devono essere molto simili a quelle del non 
rispondente se si vuole ridurre la distorsione causata dalla non risposta. La sua selezione quindi 
deve essere molto accurata. In generale si procede innanzitutto suddividendo in classi 
omogenee al loro interno tutte le unità del campione in base al valore delle variabili ausiliarie; 
poi per ogni valore mancante si estrae casualmente un donatore appartenente alla stessa 
classe. Quindi l’imputazione di medie in classi è un’imputazione stocastica condizionata a delle 
variabili ausiliarie.  
È molto importante che le variabili ausiliarie siano correlate sia con i valori  riportati sia con i 
valori mancanti perché questo riduce la distorsione da mancata risposta. Inoltre così facendo la 
variabili ausiliarie conservano le distribuzioni marginali e congiunte, sotto ipotesi che, 
condizionatamente alle variabili ausiliarie, tutte le unità della classe (rispondenti e non 
rispondenti) abbiano la stessa distribuzione. 
È molto importante anche che le classi siano costruite garantendo un numero minimo di 
rispondenti per ogni classe, per evitare che uno stesso donatore possa essere selezionato per 
sostituire più rispondenti. Si incorre in questo problema quando le variabili ausiliarie sono troppo   10
correlate ai valori mancanti; quindi è necessario prestare la massima attenzione nella scelta 
delle variabili ausiliarie. Altre soluzioni per ovviare a questo inconveniente sono un’eventuale 
campionamento senza reinserimento dei donatori o l’uso di una funzione di distanza( Ford, 
1983). 
Le variabili per definire la classi sono, di solito, categoriali, ma possono essere variabili continue 
opportunamente discretizzate. A questo proposito è possibile utilizzare delle funzioni di 
distanza. Esse misurano la vicinanza tra le unità campionarie sulla base dei valori assunti dalle 
variabili ausiliarie osservate. È chiaro, quindi, che le funzioni di distanza dovrebbero essere 
minimizzate per scegliere dei donatori “vicini” ai non rispondenti (alcune funzioni di distanza 
(Little, 1994) sono la distanza di Mahlanobis e quella proposta da Little). 
L’imputazione per regressione ( proposto per la prima volta da Buck (1960) ) consiste nello 
stimare i valori mancanti nel campione attraverso tecniche di regressione. Si procede 
innanzitutto stimando la media e la matrice della covarianza campionaria sui casi completi e si 
utilizzano poi queste stime per calcolare le regressioni lineari delle variabili mancanti sulle 
variabili presenti caso per caso. Quindi i valori mancanti sono imputati con i valori predittivi di 
queste regressioni. In sostanza il dato imputato risulta essere  ŷmi=b0+∑
=
p
j
mij jx b
1
+emi con emi 
nullo o meno, a seconda che l’imputazione sia deterministica o stocastica. 
 Un vantaggio dell’imputazione per regressione rispetto all’imputazione hot deck è che in questo 
caso le variabili ausiliarie si possono utilizzare a proprio piacimento, quindi non è necessario 
discretizzare le variabili continue. Inoltre questo metodo fornisce predittori migliori per le variabili 
mancanti continue, se il modello è ben specificato e le variabili esplicite sono quelle 
significative. 
È utile spendere qualche parola per spiegare come si scelgono i residui da aggiungere alla 
media predittiva; esistono tre diverse possibilità. In genere se sono accettate le assunzioni 
standard del modello di regressione lineare, i residui sono estratti da una distribuzione normale 
a media nulla e varianza pari alla varianza residua della regressione fatta sui rispondenti. 
Altrimenti i residui possono essere scelti casualmente dalla distribuzione empirica dei residui dei 
rispondenti oppure si può scegliere il residuo di un rispondente “vicino” al non rispondente per i 
valori delle variabili esplicative. In questi due casi viene meno l’assunzione di omoschedasticità 
e nel caso di unità vicine non si incorre in errate specificazioni della distribuzione dei residui. 
Esiste il caso limite in cui il rispondente più vicino abbia gli stessi valori del non rispondente per 
tutti le variabili ausiliarie e questo assicura che il valore imputato sia accettabile (questo 
succede abitualmente con l’imputazione hot deck). 
L’imputazione singola (ovvero l’imputazione di un solo valore per ogni dato mancante) ha alcuni 
vantaggi. In primo luogo essa consente di completare i dataset a livello di formazione di dato, 
anche utilizzando conoscenze del produttore dei dati. In secondo luogo sui dati completati si 
possono condurre le analisi standard, anche senza utilizzare dei meccanismi che permettono di 
tener conto della non risposta. Infine se l’imputazione è fatta correttamente permette di 
correggere le distorsioni create dalla non risposta non ignorabile.   11
D’altro canto, però, l’imputazione singola ha anche degli svantaggi. Innanzi tutto considera il 
valore imputato come noto, perciò si sottostimano le varianze delle stime se non si distinguono 
dati imputati ed osservati e questo succede anche se si assume di conoscere perfettamente le 
ragioni della non risposta. Inoltre  non rappresenta l’incertezza addizionale che può sorgere se 
le ragioni della non risposta sono ignote. 
È possibile ovviare a questi svantaggi scegliendo l’imputazione multipla. 
L’imputazione multipla (Rubin, 1978, 1987, 1988, Herzog e Rubin, 1983) consiste nel sostituire 
al dato mancante non un solo valore, ma un vettore con M valori possibili (con M≥2, di solito 
2≤M≤10). Gli M valori sono ordinati in modo da formare M insieme di dati completi su cui si 
svolgono le analisi standard per dati completi. I valori imputati sono memorizzati in una matrice 
con M colonne e tante righe quanti sono i dati mancanti. L’imputazione multipla mantiene tutti i 
vantaggi dell’imputazione singola (crea dataset completi da trattare con i metodo standard e 
utilizza le conoscenze del produttore, con la possibilità aggiuntiva di associare un grado di 
incertezza per ogni valore da imputare). Inoltre, rispetto all’imputazione singola, quella multipla 
aumenta l’efficienza delle stime, se le imputazioni sono estratte casualmente dalla distribuzione 
dei dati. Quando le imputazioni sono estrazioni casuali ripetute da un modello di non risposta, 
esse sono dette ripetizioni. In questo caso le M analisi dei dati completi possono essere 
combinate, ottenendo un’unica inferenza che riflette propriamente la variabilità campionaria 
dovuta ai valori mancanti. Infine se si generano imputazioni come estrazioni casuali da diversi 
modelli di non risposta è possibili fare delle analisi di sensibilità dell’inferenza ai modelli di non 
risposta, usando ripetutamente modelli per dati completi. 
L’imputazione multipla d’altra parte é molto più laboriosa e più dispendiosa in termini di memoria 
rispetto a quella singola; sono questi però svantaggi superabili senza grandi difficoltà e 
sicuramente minimi rispetto ai vantaggi. 
 
1.2.2.3 La ponderazione 
La ponderazione consiste nell’aumentare i pesi di alcuni soggetti rispondenti all’interno del 
campione in modo che rappresentino anche quelli che non hanno risposto. Si tratta di un 
metodo semplice ma che necessita, per costruire i pesi, di informazioni ausiliarie sui non 
rispondenti o sull’intera popolazione obiettivo, che però non sono sempre facilmente reperibili, 
così come non sono sempre facilmente interpretabili le quantità pesate. 
Le inferenze randomizzate su un dataset contenente dati mancanti sono basate su dei pesi 
inversamente proporzionali alla probabilità di selezione. Per esempio, dato yi il valore della 
variabile y per l’unità i nella popolazione, allora la media della popolazione è così stimata 
∑ πi
-1yi ∑  πi
-1  , dove le somme riguardano le unità campionate, πi è la probabilità di 
essere selezionata dell’unità i e πi
-1  è il peso assegnato all’unità i. Le procedure di 
ponderazione modificano i pesi per tenere conto della non risposta. Quindi la media della 
popolazione diventa∑ ( πi  p i)
-1 yi /∑ ( πi  p i)
-1, dove le somme riguardano i soli rispondenti, 
p i è la stima della probabilità di risposta per l’unità i (di solito è la proporzione di rispondenti in 
una sottoclasse del campione).   12
È interessante notare come ponderazione e imputazione in medie siano legate. Per esempio, se 
i pesi sono costanti in una sottoclasse del campione, imputare la media della sottoclasse ai 
valori mancanti della sottoclasse e ponderare i rispondenti secondo la proporzione di risposta 
nella sottoclasse porta alla stessa stima della media della popolazione, ma le stime della 
varianza campionaria sono diverse, se non si operano degli aggiustamenti sui dati imputati con 
la media. 
Ponderazione versus imputazione 
Come gia detto l’imputazione si usa in caso di non risposta parziale, mentre la ponderazione in 
caso di non risposta totale. Infatti in generale la ponderazione tenta di compensare la mancata 
risposta a tutti gli item contemporaneamente, mentre l’imputazione è specifica per i singoli item. 
Questa differenza tra i due metodi si riflette nel modo di usare le variabili ausiliarie; infatti, 
mentre per la ponderazione servono a formare classi che si differenziano per il tasso di risposta, 
nell’imputazione sono scelte in base alla loro capacità predittiva sulle risposte mancanti (Kalton 
e Kasprzyk,1986). 
 
1.2.2.4 Metodi basati sui modelli 
Questi metodi consistono nell’ipotizzare un modello parametrico sottostante ai dati e stimare i 
parametri attraverso metodo della massima verosimiglianza, sotto ipotesi di dati MAR e che i 
parametri della funzione di densità dei dati siano distinti dai parametri del meccanismo 
generatore dei dati mancanti. Le stime risultanti sono corrette e, sotto ipotesi di normalità, 
ottime. Usualmente si usa l’algoritmo EM per la massimizzazione della verosimiglianza 
(Deimpster, Laird e Rubin, 1977) . Potenzialmente questi metodi sono più adatti a trattare il 
problema della mancata risposta, ma spesso richiedono assunzioni di tipo distributivo che i dati 
non sono in grado di sopportare. Così è necessario ricorrere a metodi ad hoc che, però, talvolta 
introducono distorsione. 
Sono, tuttavia, metodi piuttosto flessibili, che non necessitano di procedure ad hoc per 
aggiustare le stime e che dispongono di stime della varianza asintotiche (attraverso la derivata 
seconda della log-verosimiglianza) che tengono conto dell’incompletezza dei dati. D’altra parte, 
però, i calcoli sono piuttosto dispendiosi e, ad oggi, le conoscenze sulle proprietà in piccoli 
campioni sono poche; infine se il modello specificato non è corretto, le stime di massime 
verosimiglianza non sono consistenti. 
Per una trattazione più approfondita si vedano Little e Rubin (1987), Little(1983). 
 
1.2.3 Come procedere 
 
Nella pratica, quando si devono imputare dei dati mancanti in un dataset, è consigliabile 
procedere fissando una percentuale massima di dati mancanti (che può essere il 5%) in una 
variabile entro la quale utilizzare techiche naife per imputare i dati ed oltre la quale utilizzare, 
invece, metodi più sofisticati. Per tecniche naife si intendono imputazione di medie, mediane, 
mode o altri metodi piuttosto semplici, mentre per tecniche più sofisticate si intendono media 
condizionata, modelli di regressione, procedure hot deck, ponderazione, etc. Questa diversa   13
applicazione di tecniche è attuata allo  scopo di minimizzare la distorsione provocata 
dall’imputazione. 
 
1.3  Conclusioni 
 
In questo capitolo si è visto che cosa sono i dati mancanti, si è presentato un breve excursus sui 
metodi utilizzabili per ovviare a questo problema ed infine si è dato un piccolo consiglio su come 
procedere nella pratica. Si è visto che esistono tecniche piuttosto semplici, che però non 
portano ad ottimi risultati, e tecniche più sofisticate, utilizzando le quali si ottengono risultati 
statisticamente più soddisfacenti 
Nel prossimo capitolo invece saranno presentati alcuni comandi in R, che possono essere utili 
quando si devono imputare dati mancanti. 
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Capitolo 2   
 Alcuni comandi in R utili nell’imputazione di dati mancanti 
 
In questo capitolo saranno presentati alcuni comandi in R che possono essere utili in caso di 
imputazione di dati mancanti. Per qualsiasi ulteriore informazione su di essi si può consultare il 
sito http://www.R-project.org. 
In seguito si useranno x e y, vettori generici, e i dati mancanti saranno identificati con md 
(missing data). 
I comandi saranno divisi in sezioni in base al loro uso. 
 
1.1 Analisi esplorativa 
 
La prima cosa da fare quando si ha a che fare con un dataset con dei dati mancanti è contarli. A 
questo proposito può essere utile un contatore, ovvero un ciclo che restituisce il numero di dati 
mancanti (in questo caso contrassegnati con 9) nella generica variabile x. 
>carletto<-function(x){ 
 z<-0   
 for(i in 1:(length(x))){ 
 if(x[i]==9){ 
 z<-z+1 
 } 
 } 
 z} 
>carletto(x) 
 
Se i dati mancanti sono contrassegnati con la scritta “dato mancante” è possibile modificare 
carletto affinché conti il numero di “dato mancante” presente nella variabile. 
>carletto<-function(x){ 
 z<-0   
 for(i in 1:(length(x))){ 
 if(x[i]=="dato mancante"){ 
 z<-z+1 
 } 
 } 
 z} 
 
Se si vuole visualizzare le unità che presentano dati mancanti, si può utilizzare il comando 
>which(x==md) 
 
 
1.2 Statistica descrittiva in R   15
 
Per poter imputare i dati, è necessario condurre prima un’analisi di tipo descrittivo sulle variabili 
da imputare. 
> summary(sc) 
   Min. 1st Qu.  Median    Mean 3rd Qu.    Max.  
  1.000   2.000   2.000   1.913   2.000   9.000 
restituisce alcune misure di sintesi di un vettore x, cioè i valori massimo e minimo, primo, 
secondo (mediana) e terzo quartile e la media 
>summary(x[x!=md]) 
calcola le stesse misure, ma per i casi completi. 
La media si calcola con il comando  
>mean(x) 
mentre con l’opzione  
>mean(x[x!=md]) 
si calcola la media dei casi completi. Tra le opzioni del comando mean, esiste anche na.rm=T 
che esclude i dati mancanti, se sono identificati con  NA. 
La mediana si calcola con  
>median(x) 
quella dei casi completi con  
>median(x[x!=md]) 
Come mean(x) anche median(x) ha l’opzione na.rm=T 
Non esiste un comando in R per calcolare la moda, che però si può ricavare da una tabella di 
frequenza o da un grafico delle frequenze di una variabile (la moda di una variabile è il suo 
valore che presenta frequenza più elevata). 
Il comando per calcolare una tabella di frequenza è  
>table(x) 
che restituisce la distribuzione delle frequenze assolute di x. 
Si possono calcolare anche le distribuzioni di frequenza relative e percentuali, rispettivamente 
con i comandi 
>table(x)/length(x) 
>table(x)/length(x)*100 
Per esempio, queste sono le tabelle di frequenza delle variabile sc (stato civile), calcolate con 
R. 
 
> table(sc) 
sc 
   1    2    3    4    9  
 395 1552   43    8   23  
 
> table(sc)/length(sc) 
sc 
          1           2           3           4           9  
0.195447798 0.767936665 0.021276596 0.003958436 0.011380505  
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> table(sc)/length(sc)*100 
sc 
         1          2          3          4          9  
19.5447798 76.7936665  2.1276596  0.3958436  1.1380505 
In questo caso è chiaro che il livello 2 è la moda, perché presenta la frequenza più elevata. 
 
Possono essere molto utili delle tabelle di contingenza che presentano la distribuzione di 
frequenza congiunta di due variabili 
Il comando per calcolarle è  
>table(x,y) 
Anche in questo caso si possono calcolare le distribuzioni di frequenza relative e percentuali 
con i comandi  
>table(x,y)/length(x) 
>table(x,y)/length(x)*100 
perché x e y hanno la stessa numerosità. 
Per esempio, sono riportate le tabelle di contingenza di sc e cp (condizione professionale). 
 
> table(sc,cp) 
   cp 
sc    1   2   3   4   5   6   9 
  1 228  49   4  88  26   0   0 
  2 833  58   6 620   9   2  24 
  3  32   0   0  11   0   0   0 
  4   4   0   0   4   0   0   0 
  9   6   1   0   9   0   0   7 
 
> table(sc,cp)/length(sc) 
   cp 
sc             1            2            3            4            5 
  1 0.1128154379 0.0242454231 0.0019792182 0.0435428006 0.0128649184 
  2 0.4121721920 0.0286986640 0.0029688273 0.3067788224 0.0044532410 
  3 0.0158337457 0.0000000000 0.0000000000 0.0054428501 0.0000000000 
  4 0.0019792182 0.0000000000 0.0000000000 0.0019792182 0.0000000000 
  9 0.0029688273 0.0004948046 0.0000000000 0.0044532410 0.0000000000 
   cp 
sc             6            9 
  1 0.0000000000 0.0000000000 
  2 0.0009896091 0.0118753093 
  3 0.0000000000 0.0000000000 
  4 0.0000000000 0.0000000000 
  9 0.0000000000 0.0034636319 
 
> table(sc,cp)/length(sc)*100 
   cp 
sc            1           2           3           4           5           
6 
    1 11.28154379  2.42454231  0.19792182  4.35428006  1.28649184   
0.00000000 
    2 41.21721920  2.86986640  0.29688273 30.67788224  0.44532410   
0.09896091 
    3  1.58337457  0.00000000  0.00000000  0.54428501  0.00000000   
0.00000000 
    4  0.19792182  0.00000000  0.00000000  0.19792182  0.00000000   
0.00000000 
    9  0.29688273  0.04948046  0.00000000  0.44532410  0.00000000   
0.00000000 
   cp 
sc            9 
  1  0.00000000 
  2  1.18753093   17
  3  0.00000000 
  4  0.00000000 
9 0.34636319 
 
Quando si prendono in considerazione due variabili può essere molto utile calcolare la media 
(o la mediana) condizionata della variabile x, dato un determinato valore di y, che chiameremo 
a. I comandi per farlo sono 
>mean(x[y==a]) 
>median(x[y==a]) 
oppure calcolare la media (mediana) dei casi completi di x, dato un certo livello di y 
>maen(x[x !=md & y==a]) 
>median(x[x !=md & y==a]) 
Può essere utile anche calcolare la correlazione delle variabili, con il comando 
>cor(x,y) 
Se si lavora con variabili qualitative si può calcolare la correlazione di Spearman, con il 
comando 
>cor(x,y,method=”spearman”) 
Infine per variabili numeriche, come ad esempio l’età, può essere utile suddividerle in classi, 
con il comando 
>cut(x,breaks=c(a,b,c)) 
dove a, b e c sono dei generici valori numerici della variabile x che si sono scelti come limite 
delle classi. Il comando per default calcola classi chiuse a sinistra ed aperte a destra. Se si 
vogliono ottenere classi aperte a sinistra e chiuse a destra basta aggiungere l’opzione 
right=F. 
 
1.3 Grafici 
 
Alcuni grafici utili, di cui si riporta un esempio, calcolato su alcune variabili dei dataset proposti 
nei prossimi capitoli, sono 
>boxplot(x) 
che restituisce il boxplot di x, da cui si possono ricavare i quartili e farsi un’idea generale dei 
dati.  
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Figura 2.1 Esempio di boxplot 
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>hist(x) 
da usare solo con variabili numeriche continue. Con l’opzione c(a, b,c) si possono modificare le 
classi in cui dividere la variabile. 
istogramma dell'età
>hist(Età,c(10,20,30,40,50,60)) è il comando usato
Età
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Figura 2.2 Esempio di istogramma. 
  
Per le variabili qualitative si può utilizzare il comando 
>plot(table(x)) 
che restituisce il diagramma a barre delle frequenze della variabile. 
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Figura 2.3 Esempio di grafico a barre 
 
Un altro grafico utile, sempre per variabili qualitative, è il grafico a torta delle frequenze, che si 
ottiene con 
>pie(table(x))   19
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Figura 2.4 Esempio di grafico a torta 
 
Per ottenere un grafico della distribuzione congiunta delle frequenze di due variabili, infine, si 
usa il grafico a mosaico, visualizzato con il commando 
>plot(table(x,y)) 
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Figura 2.5 Esempio di grafico a mosaico 
 
1.4 Imputare i dati 
 
Una volta scelto il valore da imputare ai dati mancanti lo si imputa con i comandi 
>x[x==md]<-valore da imputare                       per imputare direttamente il valore  
 
>x[x==md]<-mean(x[x!=md])                                per imputare la media dei dati 
                                                                                        completi( per la mediana è sufficiente  
                                                                                        sostituire median a mean)         20
          
>x[x==md & y==a]<-mean([x!=md & y==a])     per imputare la media dei casi  
                                                                                           completi di x, dato y=a 
 
1.5 Uno pseudo codice per la procedura hot deck 
 Nell’ambiente R non esiste nessun comando specifico per l’imputazione. Attualmente esiste 
una sola libreria, il cui uso è limitato alla Francia, il cui manuale di riferimento è consultabile 
presso http://cran.r-project.org/doc/packages/ade4.pdf. Tuttavia se si devono imputare dei dati 
con la tecnica hot deck si può utilizzare questo codice. 
 
hotdeck<-function(dati){ 
n<-trova1(dati) #  funzione  trova1() che ricava le righe di 
dati mancanti 
l<-length(n) 
dati2<-dati[-n,]  # sottomatrice di dati completi 
# creo le classi di imputazioni differenziate per 
tipologia di biblioteca 
ateneoei<-dati2[dati2$tipologi=="ateneo" | 
dati2$tipologi=="interfacolta",,] 
dipartimento<-dati2[dati2$tipologi=="dipartimento",,] 
facoltaei<-dati2[dati2$tipologi=="facolta" | 
dati2$tipologi=="interdipartimentale",,] 
istituto<-dati2[dati2$tipologi=="istituto",,] 
for(i in 1:l){       
if(dati$tipologi[n[i]]=="ateneo" | 
dati$tipologi[n[i]]=="interfacolta"){ 
q<-dim(ateneoei)[1] 
a<-sample(q,1)  # scelgo un campione casuale dalla classe 
di imputazione 
dati[n[i],8:51]<-dati2[a,8:51] 
}       
if(dati$tipologi[n[i]]=="dipartimento"){ 
q<-dim(dipartimento)[1] 
a<-sample(q,1) 
dati[n[i],8:51]<-dati2[a,8:51] 
}       
if(dati$tipologi[n[i]]=="facolta" | 
dati$tipologi[n[i]]=="interdipartimentale"){ 
q<-dim(facoltaei)[1] 
a<-sample(q,1) 
dati[n[i],8:51]<-dati2[a,8:51] 
}           
if(dati$tipologi[n[i]]=="istituto"){ 
q<-dim(istituto)[1] 
a<-sample(q,1) 
dati[n[i],8:51]<-dati2[a,8:51] 
}} 
dati 
} 
 
 
 
Nel prossimo capitolo sarà analizzato un dataset reale, di cui saranno imputati i dati mancanti, 
facendo uso dei comandi qui presentati. 
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Capitolo terzo 
 
Un primo esempio applicativo: il dataset igv 
 
1.1 Introduzione 
 
In questo capitolo si presenta un insieme di dati reali in cui è necessario imputare i dati 
mancanti prima di condurre delle analisi statistiche. 
Il materiale discusso vuole essere sia un esempio sia un modus agendi che può essere 
applicato a dataset di tipo sanitario. 
 
1.1.2 Presentazione del dataset 
 
Il dataset, chiamato Igv, è il risultato di un’indagine riguardante le interruzioni di gravidanza 
volontarie condotta in una regione italiana nel 2004. L’indagine è basata su un questionario 
dell’Istat (D.12). Tutti i questionari di ogni istituto di cura sono stati, quindi, raccolti dall’ufficio 
della Regione competente. 
L’analisi svolta per imputare i dati mancanti, ed in particolare la ricerca di associazioni tra le 
variabili, sono utili anche per formulare delle prime ipotesi sui dati, utilizzabili in fasi successive. 
 
1.2 Variabili, loro selezione e dati mancanti 
 
Il dataset Igv  è composto di 2464 unità statistiche su cui sono state rilevate 34 variabili di 
diversa natura e contenuto. Alcune variabili riguardano la procedura e l’istituto di cura in cui 
questa è avvenuta; esse sono "Scheda.n." (numero della procedura) e "Istituto.di.cura" (codice 
distintivo dell’istituto in cui è avventa l’interruzione). Alcune variabili rilevano notizia sulla 
gestante e sulla gravidanza; esse sono "Data.di.nascita", "Età", "Comune.di..nascita", 
"CodComNasc" (codice del comune di nascita), "CodProvNasc" (codice della provincia di 
nascita), "A.S.L.", "Comune.di..residenza", "CodComRes" (codice del comune di residenza), 
"CodProvRes" (codice della provincia di residenza), "A.S.L..1", "Cittadinanza", "CodCitt" (codice 
della cittadinanza); altre informazioni sulla paziente sono rilevate in "StatCiv" (stato civile), 
"TitStudio" (titolo di studio), "Condizione.Professionale", "PosProf" (posizione professionale se 
la paziente è occupata), "RamoAtt" (ramo di attività se la paziente è occupata). Si rilevano poi 
informazioni su gravidanze ed aborti precedenti "NatiVivi" (quanti figli vivi ha partorito la 
paziente), "NatiMorti"
  (quanti figli morti ha partorito la paziente), "AbortSpont" (quanti aborti 
spontanei ha avuto), "NumIvg" (numero di interruzioni di gravidanza cui si è sottoposta la 
paziente in precedenza), "EtaGest" (età gestazionale), "SettAmenor" (settimane compiute di 
amenorrea). Infine alcune variabili riportano alcune notizie sull’interruzione della gravidanza; 
esse sono"Certificazione" (la struttura che ha rilasciato la certificazione di autorizzazione), 
"Urgenza" (urgenza o meno dell’intervento), "Assenso" (chi ha autorizzato la procedura in caso 
di minori), "TerAnta" (terapia antalgica cui è stata sottoposta la paziente), "RegimeRicovero" (in   22
che regime è avvenuto il ricovero), "DurataDeg" (durata della degenza in caso di ricovero 
ordinario), "Complicazioni". Questa classificazione è quella proposta dal questionario stesso. 
Non tutte le variabili sono utili al fine di un’indagine, soprattutto quelle variabili che in realtà sono 
una replicazione di altre (si veda, per esempio, Cittadinanza e CodCitt) e che rendono il dataset 
ridondante. Pertanto in seguito saranno considerate solamente quelle variabili che si ritengono 
utili ai fini di un’indagine oppure al fine di imputare i dati mancanti, ovvero "Data.di.nascita", 
"Età", "Cittadinanza", "CodCitt", "StatCiv", "TitStudio", "NatiVivi", "NatiMorti", "AbortSpont", 
"NumIvg", "EtaGest", "SettAmenor", "Certificazione", "Urgenza", "Assenso", "Luogo", "TipoInt", 
"TerAnta", "RegimeRicovero", "DurataDeg", "Complicazioni". 
 
1.2.1 Variabili e dati mancanti 
 
Nella tabella seguente si riportano per ogni variabile considerata la modalità usata per 
distinguere i dati mancanti all’interno del dataset e il numero e la percentuale dei valori 
mancanti. 
Come si può facilmente notare dalla tabella 3.1 l’ammontare dei dati mancanti in genere è 
piuttosto basso rispetto alla numerosità campionaria e, addirittura, per alcune variabili non ce ne 
sono proprio; unica eccezione è la variabile “SettAmenor”, che presenta un numero abbastanza 
elevato di dati mancanti (il 20% dei dati). 
Variabile  Identificazione dei 
dati mancanti 
Numero di 
dati mancanti
Percentuale di dati 
mancanti 
Data.di.nascita  Date senza senso  33  1.3 
Età 0  33  1.3 
Cittadinanza “Dato  Mancante”  12  0.5 
CodCitt 888  12  0.5 
StatCiv 9  26  1 
TitStudio  9  198 8 
Condizione.Professionale 9  40  1.6 
NatiVivi 99  26  1 
NatiMorti 99  26  1 
AbortSpont 99  26  1 
NumIgv 99  26  1 
EtaGest 9  27  1 
SettAmenor  99  526 21.3 
Certificazione 9  76  3 
Urgenza 9  90  3.7 
Assenso
1  9  20 14.3 
Luogo  Non contiene dati mancanti 
TipoInt 9  57  2.3 
TerAnta 9  55  2.2 
RegimeRicovero  9  143 5.8 
DurataDeg  Non contiene dati mancanti 
Complicazioni  9  141 5.7 
 
Tabella 3.1  Variabili e dati mancanti 
 
                                                 
1 Assenso riguarda solo le pazienti minorenni, perciò la percentuale di dati mancanti è calcolata sul totale delle 
minorenni, ovvero 140.   23
Come indicato alla fine del primo capitolo, si indica come soglia massima di dati mancanti la 
percentuale del 5%, che corrisponde a 123 dati mancanti; entro la dimensione massima di dati 
mancanti si utilizzeranno tecniche di imputazione semplici, oltre tecniche più sofisticate, al fine 
di non creare distorsione con l’imputazione. 
 
1.3 Imputazione con dimensione dei dati mancanti inferiore al 5% 
 
La maggior parte delle variabili prese in considerazione appartiene a questo gruppo; ve ne 
fanno parte, infatti, Data.di.nascità, Età, Cittadinanza, CodCitt, StatCiv, 
Condizione.Professionale, NatiVivi, NatiMorti, AbortSpont, NumIgv, EtaGest, Urgenza, TipoInt e 
TerAnta. Di seguito si presenta il metodo di imputazione appropriato per ognuna di queste 
variabili. 
Data.di.nascita presenta pochi valori mancanti e in un primo momento si può pensare di 
imputare in modo deduttivo questi valori con quelli ricavabili da Età. Se l’imputazione deduttiva 
fosse possibile si avrebbe la certezza che i valori imputati siano quelli reali. Purtroppo 
approfondendo l’analisi si nota che tutti i valori mancanti di Data.di.nascita corrispondono ai 
valori mancanti di Età. Questo rende impossibile l’imputazione deduttiva. Poiché l’utilità di 
Data.di.nascita è strettamente legata, a nostro giudizio, con la necessità di imputare i dati 
mancanti di Età, che ci sembra molto più utile a scopo di analisi, scartiamo la variabile 
Data.di.nascita perché irrilevante. 
Si pone, quindi, il problema di imputare i dati mancanti di Età. Curiosamente per l’unità numero 
2019 il valore di Età è 80 (anni) e il valore di Data.di.nascita corrispondente è 03/11/1923, data 
compatibile con un’età di 80 anni. Trattandosi, però, di un dataset riguardante le interruzioni di 
gravidanza, un’età così elevata è decisamente improbabile. Pertanto si considera il valore della 
2019
ma unità come mancante. Data la numerosità piuttosto bassa dei valori mancanti (33 dati 
mancanti che corrispondono circa all’1.3%), sembra ragionevole imputarli con la media dei casi 
completi, oppure con la mediana, senza intaccare in modo preoccupante la variabilità originaria 
dei dati. Se si vuole imputare la media si procede calcolando una semplice media dei casi 
completi  y c=
C
1 ∑
=
C
i 1
yi, i=1, …, C, dove yi è l’i-esimo dato non mancante e C la numerosità dei 
dati non mancanti. Se si vuole imputare la mediana, invece si calcola la mediana, escludendo 
dal calcolo i valori mancanti. Con dei semplici calcoli in R si trova che la media dei casi completi 
è  y c =29.67626. Poiché la mediana è un indice più robusto, è preferibile imputare la mediana. 
Pertanto in conclusione si imputa ŷmi=29. Richiamando poi la variabile Età si nota che non ci 
sono più valori mancanti.   24
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Figura 3.1 Boxplot di Età prima e dopo l’imputazione 
 
Il boxplot precedente l’imputazione segnala la presenza dei valori 0 ed 80 come outlier, mentre 
nel secondo che riguarda i dati imputati nessuna anomalia è presente. La tabella 3.2 riporta 
alcune misure di sintesi di Età prima e dopo l’imputazione. Innanzitutto si nota che il primo 
quartile è aumentato di un’unità, perché i 32 dati mancanti pari a 0 sono stati imputati e quelle 
frequenze si sono spostate sul valore 29, modificando il quartile. Gli altri quartili (mediana e 
terzo quartile) sono rimasti invariati. La media, come era logico aspettarsi, è aumentata, perché 
tutti gli 0, già imputati, adesso pesano di più, anche se non c’è più l’80 ad alzare la media 
(sebbene il suo peso su 2464 dati fosse minimo). Ovviamente i valori minimi e massimi sono 
cambiati, perché prima dell’imputazione erano rappresentati dal valore dei dati mancanti, ora 
imputati. 
 
 
Tabella 3.2 Misure di posizione di Età prima (ante) e dopo (post) l’imputazione 
 
Nel caso della variabile Cittadinanza il numero di dati mancanti è molto piccolo. Per prima cosa 
è utile controllare la variabile CodCitt per verificare se è possibile dedurre da essa i valori da 
imputare. In realtà tutti i dati mancanti di Cittadinanza lo sono anche in CodCitt perciò questo 
controllo di coerenza non è utile ai fini dell’imputazione. Controllando la variabile 
Comune.di.nascita, però, si nota che alcune unità segnalano di essere nate all’estero. Se 
 Età  ante Età  post
1 quartile  23  24 
mediana 29  29 
3 quartile  39  39 
media 29.31  29.67 
minimo 0  12 
massimo 80  51   25
queste pazienti non sono sposate è abbastanza ragionevole ritenere che abbiano ancora la 
cittadinanza originaria. Nel dettaglio, l’unità 23 è nata in Romania ed è nubile, pertanto ad essa 
è imputata la cittadinanza rumena. L’unità 27 è nata in Tunisia ma è sposata, pertanto verrà 
trattata come i dati mancanti non imputabili deduttivamente. L’unità 963 è nata in Kenya e ha 
StatCiv mancante, pertanto verrà trattata come gli altri dati mancanti. Infine l’unità 2382 è nata 
in Cina ed è nubile, pertanto ad essa è imputata la cittadinanza cinese. Dopo l’imputazione 
deduttiva il numero di dati mancanti si è ridotto a 10. Dato il numero così basso si può imputare 
la moda (Cittadinanza è una variabile di tipo qualitativo, pertanto non è possibile calcolare la 
media). È chiaro, osservando il grafico 3.2, che in questo caso la moda è Cittadinanza Italiana. 
La variabile CodCitt può essere scartata perché, di fatto, non porta nessuna informazione in più 
rispetto a Cittadinanza. È, però, interessante notare che in tutti i casi in cui Cittadinanza è 
Dominicana, il corrispondente valore di CodCitt manca. Pertanto per imputare questi dati 
sarebbe sufficiente recuperare il codice corrispondente a cittadinanza Dominicana, che si trova 
nella seconda pagina del questionario. 
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Figura 3.2 Diagramma a barre di Cittadinanza 
 
La variabile StatCiv ha quattro possibili livelli:  







=
vedova   4
divorziata   o   separata   3
coniugata   2
nubile   1
StatCic    26
Legenda:
 
     1       nubile 
 
     2       coniugata 
 
     3       separata o divorziata 
 
     4       vedova 
1
2
3
4
 
Figura 3.3 Grafico a torta di StatCiv 
 
Nella tabella 3.3 sono riportate le frequenze relative di StatCiv. È evidente che la maggior parte 
delle pazienti sono nubili o sposate. Infatti la moda in questo caso è 1. Questo è confermato dal 
diagramma a torta (figura 3.3). Dalla tabella di contingenza 3.4 si nota che per le prime due 
classi la moda è 1, mentre per le seconde due è 2. Pertanto sembra più opportuno adottare la 
moda
2 per imputare i dati mancanti, essendo StatCiv una variabile qualitativa non ordinabile, ma 
condizionata alla classe d’Età. 
 
Livelli Frequenze  relative 
1 0.52 
2 0.4 
3 0.06 
4 0.006 
9 0.01 
 
Tabella 3.3 Frequenze relative di StatCiv 
 
 StatCiv
Classi  1 2 3 4 9 
10,20  329  15 0  0  2 
20,30  654  283 32  2  9 
30,40 263  553  97 9 12 
40,50 28  149  16 5  3 
50,60  0 1 0 0 0 
 
Tabella 3.4 Tabella di contingenza di StatCiv ed Età divisa in classi 
La variabile Condizione.Professionale assume sei livelli, ovvero 
                                                 
2   Si potrebbe procedere anche verificando che, se è presente l’assenso all’intervento, le pazienti sono minorenni (cioè 
se la variabile Assenso assume valori pari a 1, 2, 3, 4). Se le pazienti sono minorenni è molto ragionevole pensare che 
siano nubili. Pertanto dove Assenso assume i valori suddetti si può imputare il valore 1 a StatCiv. In questo caso non si è 
proceduto così perché imputando la mediana si imputa comunque il valore 1.   27





 




=
condizione   altra   6
a studentess   5
casalinga   4
e occupazion   prima   di   cerca   in   3
a disoccupat   2
occupata   1
nale .Professio Condizione  
Il grafico 3.4 evidenzia cha la moda è il livello 1, ma che anche il livello 4 ha una frequenza molto 
alta, pertanto imputare direttamente la moda sembra essere una forzatura . 
La tabella di contingenza 3.5 evidenzia che i valori più frequenti sono 5 nella prima classe, 1 
nella seconda e nella terza e 4 nella quarta. Sembra, quindi, più opportuno imputare la moda 
condizionata ad Età diviso in classi, piuttosto che quella generale, per diminuire la distorsione. 
 
 
 Condizione.Professionale
Classi  1 2 3 4 5 6 9 
10,20 28  55  1  41  219  0 12 
20,30 334  198  1 267  128 2  18 
30,40 445  75  6 383  11  2  12 
40,50 89  8  0  96  1 1 6 
50,60  1 0 0 0 0 0 0 
 
Tabella 3.5 Tabella di contingenza di Condizione.Professionale ed Età divisa in classi 
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Grafico 3.4 Diagramma a barre di Condizione.Professionale 
 
La variabile NatiVivi ha 26 valori mancanti. Si tratta di una variabile numerica i cui valori 
mancanti sono contrassegnati con 9. Sembra abbastanza ragionevole imputare i dati mancanti   28
con la mediana dei dati completi (che comunque corrisponde alla mediana dei dati). La mediana 
è pari a 1, cosa che potrebbe sembrare un po’ strana, ma  la moda è 0. Osservando la tabella 
3.7 si nota che per le classi (10,20) e (20,30) la mediana, che coincide con la moda, è 0, per la 
classe (20,30) la mediana è 1, mentre la moda 2, infine per la lasse (30,40) la mediana è 2. 
Pertanto ai dati mancanti si imputa la mediana condizionata alla classe d’età. 
 
Numero NatiVivi  Frequenze Assolute Frequenze Relative 
0 1186 0.48 
1 504 0.2 
2 506 0.2 
3 176 0.07 
4 42 0.02 
5 15  0.007 
6 3  0.001 
7 4  0.002 
8 1  0.0004 
11 1  0.0004 
99 26 0.01 
 
Tabella 3.6 Frequenze di NatiVivi 
 
 Numero  Nati  Vivi
Classi  0 1 2 3 4 5 6 7 8  11  99 
10,20  321  17  3 1 0 0 0 0 0 0 5 
20,30  575  239  116  23  5 3 1 1 0 1  16 
30,40 262  218  299  11  29  9 1 1 0 0 4 
40,50 27  30  87  41  8 3 1 2 1 0 1 
50,60  0 0 1 0 0 0 0 0 0 0 0 
 
Tabella 3.7 Tabella di contingenza di NatiVivi ed Età in classi 
 
Per le variabili NatiMorti e NumIvg si può procedere allo stesso modo di NatiVivi, perché di fatto 
queste variabili si somigliano molto. 
 
Numero Nati Morti  Frequenze assolute Frequenze relative 
0 2422  0.98 
1 11  0.004 
2 4  0.002 
3 1  0.0004 
99 26 0.01 
 
Tabella 3.8 Tabella delle frequenze di Nati Morti 
 
 
   29
Numero igvF r e quenze assolute Frequenze relative 
0 2080  0.84 
1 315  0.13 
2 62  0.02 
3 22  0.01 
4 7  0.003 
6 2  0.001 
99 26 0.01 
 
Tabella 3.9 Tabella di frequenza di NumIgv e classi 
 
Le tabelle 3.8, 3.9 e 3.10 evidenziano che in tutte le variabili considerate la frequenza del valore 
0 è molto alta, poiché supera l’80% in AbortSpont e NumIgv ed è addirittura quasi il 100% in 
NatiMorti. Sembra, pertanto, molto ragionevole imputare la mediana, che coincide con la moda, 
in tutti e tre i casi. 
 
Numero aborti spontanei Frequenze assolute Frequenze relative 
0 2146  0.87 
1 232  0.09 
2 46  0.02 
3 11  0.004 
4 3  0.001 
99 26  0.01 
 
Tabella 3.10 Tabella delle frequenze di Abort Spont 
 
La variabile EtaGest presenta due livelli : 



=
giorni   90   oltre   2
giorni   90   primi    1
Etagest   
Si osserva che la variabile Assenso (che indica chi ha autorizzato l’interruzione nel caso di 
paziente minorenne) al livello 5 segnala che l’assenso è “mancante per interruzione oltre i 90 
giorni”. In questo caso, quindi, con assoluta certezza EtaGest deve assumere valore 2. Pertanto 
si imputa il valore 2 a EtaGest in quelle unità in cui Assenso è pari a 5. In realtà non esistono 
unità statistiche in cui Assenso è pari a 5 ed EtaGest a 9, pertanto di fatto l’imputazione 
deduttiva non può essere applicata. 
Lo stesso controllo di coerenza si può fare con SettAmenor (che indica le settimane di 
amenorrea), sebbene presenti un numero di dati mancanti superiore al 5%. Infatti se Etagest 
assume valore 1 allora le settimane di amenorrea saranno comprese tra 1 e 12; se, invece, 
Etagest assume valore 2, allora le settimane di amenorrea saranno comprese tra 12 e 36. 
Controllando, però, se esistono unità statistiche in cui Etagest è mancante e SettAmenorrea 
sono inferiori a 12 o comprese fra 12 e 36, si scopre che non ci sono casi del genere. Perciò 
anche in questo caso non si può applicare l’imputazione deduttiva. Allora non resta che 
procedere, ancora una volta, imputando la mediana, che è pari a 1.   30
La variabile Certificazione indica quale struttura ha autorizzato l’interruzione di gravidanza. La 
variabile presenta cinque livelli, che sono: 




 



−
− =
donna   della   vita   di   pericolo   immediato per    mancante   5
sanitaria socio   struttura   altra   4
cura   di   istituto dell'   co ginecologi ostetrico   servizio   3
 fiducia di   medico   2
pubblico   o    familiare o consultori   1
ione Certificaz  
Sembra ragionevole pensare che il livello 5 corrisponda a una situazione di emergenza e quindi 
di urgenza. In questo dataset l’urgenza è segnalata dall’omonima variabile ed, in particolare, dal 
valore 1 assegnato a questa. Prima di procedere è bene verificare se esistono unità in cui 
Certificazione è mancante ed Urgenza è pari a 1. R dice che non esistono unità di questo tipo, 
pertanto si procede semplicemente imputando la moda dei dati, che è pari a 2, come si può 
dedurre dal grafico 3.5. 
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Figura 3.5 Diagramma a bastoncini di Certificazione 
 
La variabile Urgenza presenta 90 dati mancanti. Essa assume due livelli: 



=
urgente    non    2
urgente    1
Urgenza  
Analizzando la variabile Certificazione si era già evidenziato che esiste un legame tra le due 
variabili.  Anche in questo caso si può verificare se esistono unità in cui Urgenza è mancante e 
Certificazione è pari a 5. R dice che non esistono casi di questo tipo, pertanto l’imputazione 
deduttiva va abbandonata. Esiste una relazione anche tra Urgenza ed Assenso, perché Assenso 
assume valore 4 se l’autorizzazione è “mancante per urgenza”. È bene, perciò verificare se 
esistono unità statistiche in cui Urgenza è mancante e Assenso pari a 3. Non esistono neanche 
in questo caso unità con le caratteristiche richieste, pertanto si procede imputando la moda, che 
è 2, come si può dedurre dal grafico 3.6.   31
0
5
0
0
1
0
0
0
1
5
0
0
2
0
0
0
Urgenza
t
a
b
l
e
(
U
r
g
e
n
z
a
)
12 9
 
Grafico 3.6 diagramma a bastoncini di Urgenza 
 
La variabile TipoInt indica che tipo di intervento è stato praticato. Essa assume 4 livelli, ovvero 







=
altro   4
one isterosuzi   di    forme altre   3
karman   di   metodo   2
to raschiamen   1
TipoInt
1
2
3
4
9
 
Figura 3.7 Grafico a torta di TipoInt 
 
La figura 3.7 rappresenta la frequenze assolute di TipoInt. Si nota che il peso dei dati mancanti 
sull’intera variabile è molto piccolo, ma soprattutto che alla maggior parte delle pazienti è stato 
praticato un raschiamento. Non si evidenziano, nemmeno intuitivamente, legami di TipoInt con 
altre variabili, pertanto si imputa direttamente la moda, che è 1. 
Infine, la variabile TerAnta presenta cinque livelli:  
Legenda:
 
1   raschiamento 
 
2   metodo di Karman 
 
3  altre forme di isterosuzione 
 
4    altro   32




 



=
nessuna   5
altra   4
anestesia   senza   analgesia   3
locale   anestesia   2
generale   anestesia   1
TerAnta  
Neanche per questo caso è possibile fare dei controlli di coerenza con le altre variabili, perciò si 
imputa la moda, che è, senza ombra di dubbio, 1 (vedi grafico 3.8). 
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Figura 3.8 Diagramma a bastoncini di TerAnta 
 
La variabile DurataDeg indica quanti giorni la paziente è rimasta nell’istituto di cura. La tabella 
3.11 mostra che non ci sono valori mancanti in questa variabile, poiché è sicuramente 
ragionevole pensare che un’interruzione di gravidanza non abbia richiesto ricovero 
(DurataDeg=0), o che, per effetto di complicazioni, il ricovero si sia reso necessario e si sia 
protratto nel tempo. Pertanto nessuno di questi valori sarà considerato mancante. 
DurataDeg Frequenze  relative 
0 0.6 
1 0.16 
2 0.2 
3 0.02 
4 0.007 
5 0.002 
6 0.002 
7 0.0004 
8 0.003 
9 0.0004 
10 0.0004 
18 0.0004 
49 0.0004 
 
Tabella 3.11 Frequenze relative di DurataDeg   33
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Figura 3.9 Boxplot di DurataDeg 
 
Il boxplot di DurataDeg, tuttavia, segnala i valori alti come outlier. In particolare, com’è logico 
aspettarsi, evidenzia la distanza di 18 e 49 dalle altre osservazioni. Sebbene non mancanti, è 
bene considerare questi valori come anomali, soprattutto 49. È necessario, perciò, che nelle 
analisi statistiche successive 49 sia trattato con metodi robusti o, addirittura, eliminato, per 
evitare che provochi distorsioni. 
 
Tutte le variabili che presentavano una dimensione dei dati mancanti inferiore a 123 sono state 
imputate. Si sono sempre utilizzate la mediana o la moda, in base al tipo di variabile trattata. Per 
ogni variabile si sono, però, sempre fatti dei controlli di coerenza con altre variabili per verificare 
se si poteva dedurre il valore da imputare. 
 
1.4 Imputazione con dimensione dei dati mancanti superiore al 5%  
 
Le variabili con dati mancanti superiori a 123 sono TitStudio, SettAmenor,  Assenso, 
RegimeRicovero e Complicazioni. In questo è necessario verificare dei legami fra queste 
variabili ed altre, complete o già imputate, al fine di costruire modelli lineari, log-lineari o medie 
condizionate per imputare i dati. I metodi usati, anche in questo caso, saranno comunque fra i 
più semplici, perché la numerosità dei dati mancanti è piuttosto bassa. 
La variabile TitStudio è codificata con quattro livelli, ovvero 







=
rio universita   titolo   altro   o   laurea   4
superiore   media   scuola   di   maturità   e   diploma   3
inferiore   media   scuola   di   licenza   2
elementare   scuola   di   licenza   o   1nessuno
TitStudio  
Per imputarla si cerca di verificare se TitStudio presenta qualche legame con altre variabili. Il 
titolo di studio posseduto potrebbe essere influenzato dall’età della paziente (per esempio è del 
tutto ragionevole pensare che una quindicenne possieda la licenza media). Proviamo a verificare 
se TitStudio ed Età sono associate con una semplice tabella di contingenza.   34
 
 TitStudio 
Classi 1  2  3  4  9 
10,20 14  243  67 0 23 
20,30 65  427  355 35  99 
30,40 53  443  318 61  59 
40,50 13  97  59 15 17 
50,60 0  0  0 1 0 
 
Tabella 3.12 Tabella di contingenza fra TitStudio ed Età divisa in classi.  
 
 In effetti, la tabella di contingenza 3.12 evidenzia che per ogni classe di età la frequenza 
maggiore si ha in corrispondenza di Titolo di Studio=2. Proviamo, quindi, a vedere se un grafico 
della distribuzione di frequenza congiunta fra TitStudio ed Età divisa in classi conferma questa 
regolarità. In effetti, il grafico 3.10 evidenzia, ancora una volta, che le scatole di dimensioni 
maggiori per ogni classe sono in corrispondenza del livello 2 di TitStudio. Un altro possibile 
controllo è verificare se la mediana per ogni classe è la stessa; è sufficiente calcolare la mediana 
di TitStudio, condizionata alla classe di Età. Per ogni classe la mediana è 2, pertanto sembra del 
tutto ragionevole imputare il livello 2 ai dati mancanti. 
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Figura 3.10 Grafico a mosaico della tabella di contingenza di TitStudio ed Età divisa in classi 
 
SettAmenor è la variabile con più dati mancanti di tutto il dataset, che corrispondono al 21.3%. 
SettAmenor, lo si può capire anche usando il solo buon senso, è legata alla variabile EtaGest 
(che indica se l’interruzione è avvenuta entro od oltre i 90 giorni ed è stata precedentemente 
imputata).    35
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Figura 3.11 Boxplot di SettAmenor ed EtaGest. 
 
Il boxplot 3.11 evidenzia una discriminazione dei valori di EtaGest in base alle settimane di 
amenorrea. In particolare si nota che entro le prime 12 settimane il valore di EtaGest è pari a 1, 
mentre tra le 13 e le 24 settimane il valore di EtaGest è pari a 2. Il boxplot poi segnala come 
valori anomali i dati mancanti.  
EtaGest
SettAmenor  1 2 
0 1 0 
5 19 0 
6 141 0 
7 381 0 
8 488 0 
9 362 0 
10 216 0 
11 142 0 
 12  118  0 
13 0 17 
14 0 8 
15 0 12 
16 0 2 
17 0 1 
18 0 9 
19 0 7 
20 0 7 
21 0 3 
22 0 3 
24 0 1 
99 488 38 
 
Tabella 3.13 Tabella di contingenza di SettAmenor ed EtàGest 
   36
Infatti la tabella di contingenza 3.13 conferma quanto appena osservato: fino a 12 settimane di 
amenorrea EtaGest assume valore 1, mentre tra le 12 e le 24 settimane assume valore 2. La 
tabella di frequenza chiarisce, inoltre, la situazione dei dati mancanti (per cui SettAmenor 
assume valore 99). La maggior parte dei missing data appartiene al gruppo in cui EtaGest=1, i 
restanti valori appartengono al gruppo in cui EtaGest=2. È chiaro, però, che quei valori mancanti 
appartenenti al gruppo EtaGest=1 il valore di SettAmenor non potrà superare il 12, mentre per il 
gruppo EtaGest=2 dovrà essere compreso tra 13 e 24. Il metodo più adatto ad imputare i dati in 
questo caso sembra essere la mediana condizionata di SettAmenor, data EtaGest. 
La variabile Assenso assume quattro livelli, ovvero 







=
giorni   90   i   oltre   ne interruzio per    mancante   4
urgenza per    mancante   3
tutelare   giudice   dal   dato   2
genitori   dai   dato   1
Assenso  
I dati mancanti sono contrassegnati con il 9, mentre nelle pazienti maggiorenni il valore di 
Assenso dovrebbe essere 0. 
 
  Assenso
Classi
3 0  1  2  9 
[10,18) 0  70  17  20 
[18,60) 2324  0  0  0 
 
Tabella 3.14 Tabella di contingenza di Assenso ed Età divisa in classi 
 
Per verificare se effettivamente tutti i dati mancanti riguardano pazienti minorenni, la variabile 
Età è stata divisa in due classi, che contengono le unità minorenni e le maggiorenni. Si nota che 
i dati mancanti effettivamente appartengono tutti alla prima classe e che sono contemplati solo i 
primi due valori di Assenso. Con qualsiasi variabile si calcoli una tabella di contingenza, se si 
considerano solo le minorenni, la moda è 1. Pertanto ad Assenso verrà imputato questo valore. 
Infatti il grafico 3.12 evidenzia molto bene che la frequenza relativa del livello 1 è esattamente 
0.5. 
 
                                                 
3 Solo in questo caso le classi sono aperte a destra e chiuse a sinistra, per evitare che le diciottenni siano incluse fra la 
minorenni.   37
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Grafico 3.12 Grafico a torta di Assenso per unità minorenni 
 
La variabile RegimeRicovero assume due livelli: 



=
hospital   day   2
ordinario   1
vero RegimeRico  
Sembra ragionevole pensare che il regime di ricovero sia legato alla durata della degenza, 
poiché se una paziente è stata ricoverata in day hospital la sua permanenza in ospedale è zero 
giorni. Una tabella di contingenza può essere utile per verificare se il ragionamento è corretto. 
Infatti la tabella 3.15 conferma che, se il ricovero è avvenuto in day hospital, la degenza è di zero 
giorni, mentre, se il ricovero è ordinario, la degenza è durata almeno un giorno. 
 
RegimeRicovero  DurataDeg 
1 2 9 
0 0  1338  143 
1 409  0  0 
2 499  0  0 
3 38  0  0 
4 18  0  0 
5 6  0  0 
6 4  0  0 
7 1  0  0 
8 4  0  0 
9 1  0  0 
10 1  0  0 
18 1  0  0 
49 1  0  0 
 
Tabella 3.15 Tabella di contingenza di   DurataDeg e RegimeRicovero 
 
Poiché i dati mancanti sono presenti solo in corrispondenza di DurataDegenza=0 e che se la 
degenza è stata giornaliera l’unico regime di ricovero possibile è il day hospital, che corrisponde 
al livello 2, è ragionevole imputare a tutti i dati mancanti RegimeRicovero=2.
La variabile Complicazioni presenta 5 livelli, ovvero 
Legenda:
 
    1   assenso dei genitori           
    2  assenso del giudice 
    9  dati mancanti   38




 



=
altra   5
decesso   4
infezione   3
emorragia   2
nessuna   1
oni Complicazi  
 
La tabella 4.16 mostra che una percentuale molto alta di pazienti non ha avuto compilazioni.  
Pertanto sembra molto ragionevole imputare ai dati mancanti il valore1. 
 
 
Complicazioni Frequenze assolute Frequenze relative 
1 2312 0.94 
2 11  0.004 
9 141 0.06 
 
Tabella 4.16 Frequenze di Complicazioni 
 
 
Tutte le variabili con dimensione di dati mancanti superiore a 123 sono state imputate. Nel caso 
di Titolo di studio si è imputata la mediana, perché in ogni classe di età il titolo di studio più 
frequente era la licenza media. Nel caso di SettAmenor, invece, si è imputata la media 
condizionata delle settimane di amenorrea all’età gestazionale. In RegimeRicovero si è 
imputato il valore 1, perché tutte le unità mancanti presentavano una degenza giornaliera che 
era compabile solo con il ricovero in day hospital. Infine in Complicazioni si è imputata la moda, 
perché la sua frequenza era molto alta. 
Di fatto non si sono utilizzati metodi particolarmente sofisticati, perché i dati non lo 
richiedevano. Tuttavia, conducendo l’analisi, si sono evidenziate delle associazioni tra variabili 
che possono tornare utili nelle analisi statistiche successive. 
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Capitolo quarto 
Un secondo esempio applicativo: il dataset as 
 
In questa sezione si ripercorrono i passi svolti nel terzo capitolo, analizzando un secondo 
dataset, molto simile al primo, allo scopo di esemplificare come le indicazioni date in 
precedenza possono essere applicate a dataset sanitari. 
 
1.1 Presentazione del dataset 
 
Il dataset riguarda sempre le interruzioni di gravidanza, ma questa volta i dati sono relativi agli 
aborti spontanei. L’indagine è stata svolta in una regione italiana nel 2004 e consisteva nel 
somministrare alle pazienti un questionario dell’Istat (D.11). Il personale medico dell’istituto di 
cura di ogni paziente si è occupato della rilevazione. 
Il dataset sarà chiamato d’ora in poi ”as”. 
 
1.1.2 Variabili e loro selezione 
 
Il dataset as è composto di trentacinque variabili, riguardanti l’istituto di cura, la gestante, la 
gravidanza e l’aborto (classificazione proposta dal questionario). Esse sono “Scheda.n.” che 
indica il numero del questionario, “Istituto.di.cura”, “Data.di.nascita” della paziente, “Età” della 
paziente, “Comune.di.nascita” della paziente, “CodComNasc” che codifica il comune di nascita, 
“CodProvNasc” che codifica la provincia di nascita, “A.S.L.”, “Comune.di.residenza”, 
“CodComResid” che codifica il comune di residenza, “CodProvRes” che codifica la provincia di 
residenza, “A.S.L.1”, “Cittadinanza” della paziente, “CodCitt” che codifica la cittadinanza della 
paziente, “StatCiv” che indica lo stato civile, “TitStudio” che indica il titolo di studio della 
paziente, “Condizione.Professionale”, “PosProf” che indica la posizione professionale della 
paziente se occupata, “RamoAtt” che indica il ramo di attività del lavoro della paziente se 
occupata, “NatiVivi” che indica i figli nati vivi in precedenza, “NatiMorti”
 che indica i figli nati 
morti in precedenza, “AbortSpont” che indica quanti aborti spontanei ha avuto in precedenza la 
paziente, “NumIvg” che indica il numero di interruzioni volontarie di gravidanza effettuate in 
precedenza, “SettAmenor” che indica le settimane compiute di amenorrea al giorno dell’aborto, 
“Data.interruzione” che indica il giorno in cui si è verificato l’aborto, “Luogo” che indica il luogo 
in cui si è verificata l’espulsione del feto, “Cause” dell’aborto, “Causecod” che codifica la 
variabile precedente, “Concepimento” che indica se il concepimento è avvenuto naturalmente o 
grazie a tecniche di riproduzione medico-assistite, “TipoConc” che codifica il metodo seguito in 
caso di concepimento medico-assistito, “TipoInt” che indica il tipo di intervento subito dalla 
paziente, “TerAnta” che indica la terapia antalgica adottata, “DurataDeg” che indica per quanti 
giorni è stata ricoverata la paziente, “Complicazioni” che indica se ci sono state complicazioni o 
che tipo di complicazioni sono intervenute, “RegimeRicovero” che indica se il ricovero è stato 
ordinario o in day hospital.   40
Come nel caso del dataset igv, non tutte le variabili sono utili ai fini di un’indagine statistica, 
pertanto si selezionano solo quelle che possono servire per scopi d’indagine o per imputare le 
variabili d’interesse. L’imputazione sarà praticata su Data.di.nascita, Età, Cittadinanza, CodCitt, 
StatCiv, TitStudio, Condizione.Professionale, NatiVivi, NatiMorti, AbortSpont, NumIvg, 
SettAmenor, Luogo, Cause, Causecod, Concepimento, TipoConc, TipoInt, TerAnta, DurataDeg, 
Complicazioni, RegimeRicovero. 
 
1.1.3 Variabili selezionate e dati mancanti 
 
Per prima cosa, come per igv, si contano i dati mancanti per ogni variabile d’interesse.  
Anche in questo caso la numerosità dei dati mancanti (si veda la tabella 3.1) è generalmente 
molto bassa ed addirittura due variabili sono complete. 
Come fatto in precedenza si indica come soglia massima di missing data che discrimina che 
tipo di tecniche di imputazione usare il 5%, che corrisponde a 101 dati. Pertanto entro i 101 dati 
mancanti si utilizzeranno metodi d’imputazione più semplici, oltre metodi più sofisticati 
 
Variabile  Codifica dei dati 
mancanti 
numero di dati 
mancanti 
Percentuali di dati 
mancanti 
Data.di.nascita  date senza senso  11  0.54 
Età 0  11  0.54 
Cittadinanza “Dato  Mancante”  14  0.69 
CodCitt 888  14  0.69 
StatCiv 9  23  0.14 
TitStudio  9  201 9.94 
Condizione.Professionale 9  35  1.73 
NatiVivi 99  11  0.54 
NatiMorti 99  11  0.54 
AbortSpont 99  11  0.54 
NumIvg 99  11  0.54 
SettAmenor 99  44  2.18 
Luogo 9  51  2.52 
Cause  Non ci sono dati mancanti 
Codcause  Non ci sono dati mancanti 
Concepimento  9  337 16.67 
TipoConc  9 12
4 34.28 
TipoInt 9  29  1.43 
TerAnta 9  42  2.08 
DurataDeg 99  1 0.05 
Complicazioni  9  162 8.01 
RegimeRicovero  9  220 10.88 
 
Tabella 4.1 Variabili d’interesse, codifica dei dati mancanti e loro numero 
 
                                                 
4  TipoConc si riferisce solo a quelle unità che presentano il livello 1 nella variabile Concepimento. Pertanto è 
necessario verificare qual è la dimensione di dati mancanti discriminante, calcolandola sulle unità che hanno utilizzato 
metodi di concepimento medico-assistiti. Considerando Concepimento non ancora imputata, le unità appartenenti al 
livello 1 sono 35. Il 5% di 35 è circa 2, pertanto TipoConc, che ha  12 missing data, deve essere inserito nel gruppo con 
dim (NA) maggiore al 5%.   41
1.2 Imputazione con dimensione dei dati mancanti inferiore al 5% 
 
Anche in questo caso la maggior parte delle variabili appartiene a questo gruppo. Esse sono: 
Data.di.nascita, Età, Cittadinanza, CodCitt, StatCiv, NatiVivi, NatiMorti, AbortSpont, NumIgv, 
SettAmenor, Luogo, TipoInt, TerAnta e DurataDeg. 
Data.di.nascita può essere utile per imputare Età, nel caso in cui i dati mancanti non lo siano 
nelle stesse unità statistiche. In realtà, con un veloce controllo, si nota che in tutti i casi in cui 
Età è mancante in Data.di.nascita sono inserite date prive di senso (si tratta di date realistiche 
per quanto riguarda giorno e mese, ma il cui anno è 2004, oppure di date assurde, come ad 
esempio 09/09/999). Poiché l’utilità di questa variabile è strettamente legata all’imputazione di 
Età, ma non può essere d’aiuto in questo senso, Data.di.nascita non sarà più presa in 
considerazione. 
Età è una variabile ovviamente numerica, che presenta pochissimi dati mancanti. 
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Figura 4.1 Boxplot di Età prima e dopo l’imputazione 
 
Il boxplot a sinistra nella figura 4.1 evidenzia come la mediana dei dati sia piuttosto alta, 
soprattutto se confrontata con quella di Età in igv, che era 29. In questo caso sono segnalati 
come valori anomali i dati mancanti, contrassegnati con lo 0, e i valori piccoli come i 15 e 16 
anni, mentre in igv erano outlier solo i missing data, ovvero gli zeri e un 80. Inoltre questo 
boxplot è più spostato verso l’alto rispetto a quello di Età in igv. Questo significa che l’età media 
delle donne che subiscono un aborto è generalmente più alta per le interruzioni spontanee 
(34.4 anni di as versus i 29.7 di igv) e che le frequenze assolute sono concentrate su valori 
d’Età maggiori. Come fatto per Età in igv, anche in questo caso sembra più ragionevole 
imputare la mediana dei casi completi, ovvero 35 (in igv la mediana era 29). Il boxplot a destra 
nella figura 4.1 riguarda Età già imputata. La mediana non cambia, ma non sono più segnalati 
come valori anomali i dati mancanti. Il baffo inferiore si è accorciato (le frequenze centrali sono 
più concentrate intorno alla mediana) e sono segnalati come outlier un maggior numero di   42
valori piccoli di Età. Anche il baffo superiore si è accorciato e segnala come valore anomalo il 
52. 
La tabella 4.2 riporta alcune misure di sintesi di Età prima e dopo l’imputazione. Si nota che il 
valore minimo cambia, perché tutti gli 0 sono stati imputati. Inoltre aumentano il primo quartile e 
la media. 
 
Misure di posizione  Prima  Dopo 
minimo 0  15 
primo quartile  30  31 
mediana 35  35 
media 34.22 34.41 
terzo quartile  39  39 
massimo 52  52 
 
Tabella 4.2 Misure di posizione di Età prima e dopo l’imputazione 
 
Cittadinanza è una variabile qualitativa ed anch’essa presenta pochi dati mancanti (69% dei 
dati). La variabile è composta da ben 36 livelli (compreso “Dati Mancanti”), ma, come in igv, la 
frequenza maggiore è riscontrata nel livello “Italiana”. Un diagramma a barre può essere utile 
per verificarlo. 
Al bani a Bel gi o Ci na Fr anci a I t al i ana Ni ger i a Romani a Tuni si a
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Figura 4.2 Diagramma a barre di Cittadinanza. 
 
Il rettangolo relativo a Cittadinanza Italiana spicca su quelli degli altri livelli, che sono appena 
visibili. Per l’imputazione si procede, innanzitutto, verificando se le unità per cui CodCitt è 
mancante sono le stesse per cui lo è Cittadinanza. Se questo non si verifica, si deducono quali 
valori imputare a Cittadinanza, contando sull’assoluta certezza che i valori imputati siano quelli 
veri. Dopo un breve controllo risulta che in Cittadinanza e CodCitt mancano esattamente i valori 
delle stesse unità statistiche. Però in Comune.di.nascita per alcune unità si indica il paese 
straniero di nascita, oppure la città italiana di nascita.  È abbastanza ragionevole ritenere che,   43
se le pazienti sono nate in Italia, la loro cittadinanza sia italiana, mentre, se sono nate in un 
paese straniero e non sono sposate, la cittadinanza sia ancora quella originaria. Poiché lo stato 
civile è indicato nella variabile StatCiv (in particolare il livello 1 corrisponde a nubili), si procede 
verificando se le pazienti nate all’estero si sono sposate. L’unità 572 segnala di essere nata in 
Laos, non indica la cittadinanza ed è nubile; pertanto ad essa viene imputata la cittadinanza 
corrispondente. L’unità 1406 presenta la stessa situazione della 572, ma è nata in Norvegia; 
pertanto ad essa sarà assegnata la cittadinanza norvegese. L’unità 1810, invece, è nata in 
Ungheria, ma il suo stato civile è vedova (StatCiv=4); pertanto, non sapendo se era sposata o 
meno con un italiano, il suo dato sarà trattato come gli altri valori mancanti della variabile non 
imputabili deduttivamente. Infine le unità 757, 1974 e 2008 sono nate in città italiane 
(rispettivamente a Roma, Sassari e Ferrara) e sono nubili, pertanto a loro sarà imputata la 
cittadinanza italiana. Dopo questa imputazione deduttiva, i dati mancanti si sono ridotti a nove. 
A questi, come in igv, sarà imputata la moda (che si può dedurre dalla distribuzione empirica), 
che è “Italiana”. 
La variabile StatCiv indica, come detto precedentemente, lo stato civile. I dati mancanti 
corrispondono all’1.1%.La codifica di StatCiv corrisponde a quella di igv.  
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Figura 4.3 Grafico a torta di StatCiv 
 
Il grafico evidenzia che circa il 75% delle pazienti è sposata, circa il 20% è nubile, una piccola 
percentuale è separata o divorziata, mentre una percentuale piccolissima è vedova. Le 
frequenze assolute e relative confermano quanto dedotto dall’osservazione del grafico. Come 
fatto con igv, ai dati mancanti si imputa la moda, che è 2, come ci si poteva aspettare da quanto 
osservato finora. 
Livelli Frequenze  assolute Frequenze  relative 
1 395  0.19 
2 1552  0.77 
3 43  0.02 
4 8  0.004 
9 23  0.011 
 
Tabella 4.3 Frequenze di StatCiv 
Legenda: 
 
1   nubile 
 
2  coniugata 
 
3  separata o divorziata 
 
4  vedova 
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La variabile Condizione.Professionale assume sei livelli, come in igv.  
 
Livelli Frequenze  Assolute  Frequenze  Relative 
1 1099  0.54 
2 108  0.05 
3 10  0.005 
4 732  0.36 
5 35  0.02 
6 2  0.001 
9 35  0.002 
 
Tabella 4.4 Frequenze di Condizione.Professionale 
 
La tabella precedente evidenzia che i livelli 1 e 4 sono i più frequenti. La moda in questo caso è 
chiaramente 1, ma, poiché anche il livello 4 è molto frequente, imputare semplicemente la 
moda potrebbe essere un po’ forzato. 
 
 Condizione.Professionale
Classi  1 2 3 4 5 6 9 
10,20 6  13  0  15  10 0  1 
20,30 189  38  4  199  18 1  8 
30,40  718  49  4 396  6 1 24 
40,50  180  7 2 115  1 0 2 
50,60  2 0 0 1 0 0 0 
 
Tabella 4.5 Tabella di Contingenza di Condizione.Professionale ed Età divisa in classi 
 
La tabella di contingenza evidenzia che, considerando congiuntamente Età divisa in classi, e 
Condizione.Professionale, nelle classi (10,20) e (20,30) è più frequente il livello 4, mentre nelle 
classi (30,40) e (40,50) è più frequente il livello 1. Pertanto per ogni classe in cui sono presenti 
dati mancanti di Condizione.Professionale si imputa la moda della classe. 
La variabile NatiVivi indica il numero di figli nati vivi prima dell’aborto a cui fa riferimento 
l’indagine. Anche in questo caso il numero di dati mancanti è molto piccolo e corrispondo allo 
0.5% del totale. Il grafico mostra il range di variazione della variabile e le frequenze associate 
ad ogni livello. Si nota che i livelli sono 0, 1, 2, 3, 4, 5, 6, 8, 9, e 99, che corrisponde ai dati 
mancanti, e che le frequenze maggiori si riscontrano nei primi quattro livelli.  
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Figura 4.4 Diagramma a bastoncini di NatiVivi 
 
 
Numero di figli nati vivi  Frequenze assolute  Frequenze relative 
0 919  0.45 
1 717  0.35 
2 264  0.13 
3 85  0.04 
4 16  0.08 
5 8  0.004 
6 1  0.0005 
8 1  0.0005 
9 2  0.001 
99 11  0.005 
 
Tabella 4.6 Frequenze di NatiVivi 
 
La tabella conferma che le frequenze maggiori si rilevano in 0, 1, 2, 3 ed in particolare in 0 e 1, 
che riguardano da soli l’81% delle unità statistiche. Infatti la moda è sicuramente 0, mentre la 
mediana è 1. Come per igv, si imputa ai dati mancanti la mediana. 
Le variabili NatiMorti, AbortSpont e NumIgv sono molto simili a NatiVivi, perché numeriche e 
perché presentano lo stesso numero di dati mancanti. 
 
Numero di figli nati morti  Frequenze assolute  Frequenze relative 
0 1988  0.98 
1 16  0.008 
2 5  0.002 
3 1  0.0005 
99 11  0.005 
 
Tabella 4.7 Frequenze di NatiMorti 
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Il range di NatiMorti è minore di quello di NatiVivi, infatti comprende solo i livelli 0, 1, 2, 3 e 99. 
Inoltre la maggior parte delle unità statistiche, il 98 %, appartiene al livello 1, che sicuramente è 
moda e mediana. 
 
Numero aborti spontanei  Frequenze assolute   Frequenze relative 
0 1489  0.74 
1 360  0.18 
2 118  0.06 
3 34  0.02 
4 4  0.002 
5 3  0.001 
6 1  0.0005 
10 1  0.0005 
99 11  0.005 
 
Tabella 4.8 Frequenze assolute e percentuali di AbortSpont 
 
Il range di AbortSpont è più vario rispetto al precedente e più simile a quello di NatiVivi. Anche 
le frequenze sono più spalmate rispetto alle precedenti, sebbene le frequenze maggiori si 
concentrino ancora sui valori più piccoli della variabile (più del 90% delle unità ha risposto 0 o 1 
anche in questo caso). Anche per AbortSpont la mediana e la moda coincidono e sono 0. 
Il range di NumIvg (tabella 4.9) è abbastanza vario, ma in questo caso addirittura più del 90% 
delle unità non ha praticato nessuna interruzione volontaria di gravidanza, quindi le frequenze 
sono concentrate in grande maggioranza al primo livello. Anche in questo caso, moda e 
mediana coincidono e sono 0. Per tutte queste variabili, ovvero NatiMorti, AbortSpont e NumIvg, 
è imputata la mediana. 
 
Numero ivg  Frequenze assolute  Frequenze relative 
0 1876  0.93 
1 109  0.05 
2 20  0.01 
3 3  0.001 
4 1  0.0004 
5 1  0.0004 
11 11  0.005 
 
Tabella 4.9 Frequenze di NumIvg 
 
La variabile SettAmenorr è numerica ed indica il numero di settimane di Amenorrea. Il suo 
range dovrebbe essere [0,24], perché oltre le 24 settimane si partoriscono figli morti.   47
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Grafico 4.5 Grafico a barre di SettAmenor 
 
Il grafico presenta dei valori molto alti nelle settimane corrispondenti al secondo e al terzo mese, 
ovvero dalla sesta alla dodicesima settimana, come conferma l’istogramma (figura 4.6). Il picco 
più alto, quindi la moda, è alla nona settimana. 
La tabella 4.10 conferma le osservazioni. In particolare si osserva che 9, oltre ad essere moda, 
è mediana. La media di settimane di amenorrea dei casi completi, inoltre, è 9.34. Verificando se 
con altre variabili si riscontra indipendenza in media o mediana, si hanno risultati negativi. In 
ogni caso, infatti, la moda e mediana è 9. Pertanto ai dati mancanti sarà imputato proprio questo 
valore. 
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Figura 4.6 Istogramma di SettAmenor in classi mensili   48
 
Numero Settimane Amenorrea  Frequenze assolute  Frequenze relative 
0 1  0.0005 
1 1  0.0005 
4 4  0.002 
5 36  0.02 
6 167  0.08 
7 293  0.14 
8 351  0.17 
9 391  0.19 
10 285  0.14 
11 179  0.09 
12 122  0.06 
13 37  0.02 
14 13  0.006 
15 15  0.007 
16 23  0.01 
17 7  0.003 
18 11  0.005 
19 6  0.003 
20 12  0.005 
21 4  0.002 
22 8  0.004 
23 7  0.003 
24 1  0.0005 
25 3  0.001 
99 44  0.02 
 
Tabella 4.10 Frequenze di SettAmenor 
La variabile Luogo, a differenza della variabile omonima del dataset precedente, indica dove è 
avvenuta l’espulsione del feto. Essa assume quattro livelli, che sono: 







=
altro   4
privata   abitazione   3
cura   di   casa   2
pubblico   cura   di   istituto   1
Luogo  
 
I dati mancanti corrispondono al 2.5% dei totali. Il grafico 4.7 indica che più di 1500 unità hanno 
espulso il feto in un istituto di cura, mentre le unità appartenenti ai livelli 2, 3 e 4 sono molto 
meno. Infatti la tabella 4.11 evidenzia che il 78% delle pazienti appartiene al livello 1, pertanto la 
moda, che sarà imputata ai dati mancanti, è 1. 
 
Livelli Frequenze assolute Frequenze relative 
1 1575  0.78 
2 314  0.15 
3 80  0.04 
4 1  0.0005 
9 51  0.03 
 
Tabella 4.11 Frequenze di Luogo.   49
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Figura 4.7 Diagramma a bastoncini delle frequenze assolute di Luogo 
 
La variabile TipoInt indica se e quale tipo di intervento ha subito la paziente. Essa è così 
codificata: 
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Figura 4.8 Diagramma a bastoncini delle frequenze di TipoInt 
 
Dal grafico risulta che la maggior parte delle pazienti ha subito un raschiamento, qualcuna 
un’isterosuzione, qualche altro tipo di intervento o nessun intervento. La moda è chiaramente 1 
e vista l’alta frequenza con cui compare (si veda anche la tabella 4.12) sarà imputata.   50
 
Livelli Frequenze assolute Frequenze relative
1 1764  0.87 
2 216  0.11 
3 2  0.001 
4 10  0.005 
9 29  0.01 
 
Tabella 4.12 Frequenze di TipoInt 
 
La variabile TerAnta, che indica quale tipo di terapia antalgica è stata somministrata alla 
paziente, è codificata come in igv. Un diagramma a bastoncini delle frequenze di TerAnta può 
essere utile a chiarire la situazione. Infatti il grafico 4.9 evidenzia che il livello 1 ha una 
frequenza molto alta, mentre per gli altri livelli la frequenza è bassissima. 
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Figura 4.9 Diagramma a bastoncini di TerAnta 
 
La tabella delle frequenze, infatti, segnala che più del 97% delle unità appartiene al livello 1, 
mentre solo una appartiene ai livelli 3 e 4 e due appartengono al livello 2. È chiaro che anche in 
questo caso la moda è 1. 
 
Livelli Frequenze assolute Frequenze relative 
1 1967  0.97 
2 2  0.001 
3 1  0.0005 
4 1  0.0005 
5 8  0.004 
9 42  0.02 
 
Tabella 4.13 Frequenze di TerAnta 
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La variabile DurataDeg presenta un solo dato mancante, contrassegnato con 99
5. Per imputarlo 
si ricorre alla mediana, che è 1. dal grafico 4.10 si può notare che 1 è anche il livello più 
frequente. 
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Grafico 4.10 Diagramma a bastoncini di DurataDeg 
 
1.3 Imputazione con dimensione dei dati mancanti superiore al 5% 
 
Le variabili che appartengono a questo gruppo sono Concepimento,TipoConc, Complicazioni e 
RegimeRicovero. Anche per questo sottogruppo saranno utilizzate tecniche leggermente più 
sofisticate, ma che appartengono comunque alla classe dei metodi più semplici, perché la 
numerosità dei dati mancanti è bassa. 
RegimeRicovero indica se il ricovero era di tipo ordinario o in day hospital. Come per ivg, si 
procede verificando se esistono relazioni con qualche altra variabile. Intuitivamente, sembra che 
con DurataDeg possa esserci qualche tipo di associazione. Effettivamente il valore della 
correlazione di Spearman, che è –0.86, indica che c’è un’associazione di tipo negativo fra le due 
variabili abbastanza forte. Infatti la tabella 4.14 evidenza che, come in igv, tutte le unità che 
hanno risposto 2 a RegimeRicovero segnalano una durata della degenza pari a 0, mentre le 
unità che hanno risposto 1 segnalano una durata della degenza di uno o più giorni. Inoltre, 
come per igv, tutte le unità con RegimeRicovero mancante hanno DurataDeg pari a 0, cioè tutte 
sono state ricoverate in day hospital. Tutto ciò conferma che, poiché i missing data sono tutti in 
corrispondenza di DurataDeg pari a 0, ad essi si deve imputare RegimeRicovero pari a 1. 
                                                 
5 99 giorni di degenza sembra un valore piuttosto inverosimile, pertanto è considerato come dato mancante.   52
 
RegimeRicovero
DurataDeg 1  2  9 
0 0  555  220 
1 316 0 0 
2 615 0 0 
3 166 0 0 
4 55 0  0 
5 37 0  0 
6 15 0  0 
7 10 0  0 
8 9 0  0 
9 7 0  0 
10 5 0  0 
11 2 0  0 
12 2 0  0 
14 1 0  0 
15 1 0  0 
16 1 0  0 
20 1 0  0 
23 1 0  0 
37 1 0  0 
38 1 0  0 
 
Tabella 4.14 Tabella di contingenza di DurataDegenza e RegimeRicovero 
 
La variabile Complicazioni assume cinque livelli ed è codificata come in igv. La percentuale di 
dati mancanti è 8%. Per prima cosa, è bene indagare attraverso la correlazione di Spearman 
con quale altra variabile è più correlata. È possibile che le complicazioni dipendano dall’età 
della paziente, oppure dalle cause dell’aborto, dalla terapia antalgica somministrata, dall’età 
gestazionale, etc. Calcolando la correlazione si nota che, in realtà, le uniche variabili che 
sembrano essere abbastanza correlate sono Complicazioni e Cause, anche se il suo valore, 
che è  –0.4,  non è certo molto alto. 
Innanzitutto la tabella 4.15 evidenzia che solo 10 unità su tutte le rispondenti hanno avuto 
complicazioni (ovvero lo 0.5%) e fra le complicazioni contemplate non c’è il decesso (livello 4). 
Vista la bassa frequenza delle complicazioni, sembra già abbastanza ragionevole imputare a 
Complicazioni il livello 1, ovvero nessuna. Tuttavia è bene verificare se, per ogni causa in cui 
Complicazioni è mancante, le rispondenti segnalano un livello di Complicazioni che sia 
abbastanza frequente da giustificare un’imputazione diversa da 1. Per le cause 1 e 6, 
verificatasi solo in un’altra paziente oltre a quella che non risponde, non si registrano 
complicazioni; pertanto l’imputazione ipotizzata è corretta. La causa 7 presenta anch’essa un 
solo dato mancante, ma è più frequente; tuttavia anche in questo caso nessuna paziente ha 
avuto complicazioni. La causa 17, molto frequente e con molti dati mancanti, non registra 
complicazioni, così come la 19 e la 35. La causa 20 registra una sola complicazione su 
ottantuno rispondenti, pertanto non sembra scorretta l’imputazione ipotizzata. Anche la causa 
31 registra una complicazione, ma su un totale di cinque rispondenti; in questo caso   53
l’imputazione ipotizzata potrebbe sembrare un po’ forzata, dati i pochi dati a disposizione, ma 
comunque corretta, visto che la mediana è 1
6. Infine la causa 36, la più frequente, presenta 8 
casi di complicazioni (lo 0.6% delle rispondenti), ma di varia natura; in ogni caso la moda di 
Complicazioni è 1, pertanto l’imputazione ipotizzata sarebbe corretta e per niente forzata (la 
maggior presenza di complicazioni può anche essere dovuta alla frequenza decisamente alta 
della causa in questione). Dal momento che in nessun caso sembra essere scorretto imputare 
Complicazioni=1 e che per ogni causa la moda è 1, ai dati mancanti sarà imputata 
Complicazioni=1. 
 
 Complicazioni
Causecod  1 2 3 5 9 
1 1 0 0 0 1 
5 1 0 0 0 0 
6 1 0 0 0 1 
7  14  0 0 0 1 
8 1 0 0 0 0 
9 1 0 0 0 0 
10  1 0 0 0 0 
11  2 0 0 0 0 
15  3 0 0 0 0 
17  370  0 0 0  22 
18  1 0 0 0 0 
19  3 0 0 0 2 
20    80  1 0 0 2 
21  1 0 0 0 0 
22  6 0 0 0 0 
23  1 0 0 0 0 
25  1 0 0 0 0 
27  1 0 0 0 0 
30  1 0 0 0 0 
31  4 0 0 1 1 
32  2 0 0 0 0 
33  6 0 0 0 0 
34  16  0 0 0 0 
35  68  0 0 0 9 
36  1271  5 1 2  123 
 
Tabella 4.15 Tabella di contingenza di Complicazioni e Cause (in codice) 
 
TitStudio è codificata come in igv e presenta il 10% di dati mancanti. In igv il metodo di 
imputazione utilizzato era la mediana condizionata a Età divisa in classi. Il grafico 4.11 indica, 
per ogni classi d’età, la frequenza di ogni livello di TitStudio. La grandezza dei rettangoli è 
proporzionale alle frequenze. Si nota che per le classi (10,20), (20,30) e (50,60) il titolo più 
frequente è il diploma di scuola media inferiore (livello 2), mentre per le classi (30,40) e (40,50) 
                                                 
6 In questo caso sarebbe interessante verificare in indagini precedenti se effettivamente la causa 31 (gravidanza 
molare) ha un’alta probabilità di complicazioni, con un procedimento di cold deck.   54
non è ben chiaro quale sia il livello più frequente. La tabella 4.16 chiarisce le frequenze. 
Effettivamente la differenza fra il livello 2 e il 3 nelle classi (30,40) e (40,50) è minima, perché lo 
scarto è di 20 unità nella prima classe e 12 nella seconda. In questi casi imputare il livello più 
frequente è un po’ forzato, pertanto è bene cercare se con un’altra variabile si riscontano meno 
problemi. 
 
TitStudio
Classi  1 2 3 4 9 
10,20 3  25  10  0  7 
20,30  17 214  170 16  40 
30,40 25  437 457 164 126 
40,50 9  121 109  40 28 
50,60  0 2 0 1 0 
 
Tabella 4.16 Tabella di contingenza di TitStudio e classi 
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Figura 4.11 Grafico a mosaico di TitStudio ed Età divisa in classi 
 
Nel caso di TitStudio e Condizione.Professionale (grafico 4.12) sembra che il livello più 
frequente di TitStudio per ogni livello di Condizione.Professionale sia meglio definito. Per 
Condizione.Professionale pari a 1 e 5 il titolo di studio più frequente è il diploma di scuola 
media superiore (livello 3), per Condizione.Professionale pari a 2 e 4 è diploma di scuola media 
inferiore (livello 2), mentre per Condizione.Professionale pari a 3 non è ben definito, ma in 
questo caso non ci sono dati mancanti, perciò non è un problema. La tabella 4.17 conferma le 
osservazioni precedenti e mostra che in ogni caso il livello più frequente è ben definito. 
Pertanto per imputare i dati sarà utilizzato Condizione.Professionale. La mediana di TitStudio   55
per ogni livello di Condizione.Professionale cade in celle differenti, perciò si imputerà proprio la 
mediana condizionata di TitStudio a Condizione.Professionale. 
 
 TitStudio
Condizione.Professionale 1  2 3 4 9 
1 14  268  536  204 112 
2 8  49  36 6  9 
3  1  3 3 3 0 
4 30  465  151 8  78 
5 1  12  20  0 2 
6  0  2 0 0 0 
 
Tabella 4.17 Tabella di contingenza di TitStudio e Condizione.Professionale 
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Figura 4.12 Grafico a mosaico di TitStudio e Condizione.Professonale 
 
La variabile Concepimento indica se il concepimento è avvenuto o meno con l’ausilio di 
tecniche di fecondazione medico-assistita. Essa assume due livelli, cioè 



=
2no
1sì
to Concepimen    56
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Figura 4.13 Grafico a mosaico di Concepimento e TipoConc 
Dal grafico 4.13 si nota che tutti i valori mancanti di Concepimento appartengono al livello 0 di 
TipoConc.  
 
 
 
 
 
 
 
 
 
 
Tabella  4.18 
Tabella di contingenza di Concepimento e TipoConc 
 
Anche la tabella 4.18 evidenzia che tutti i dati mancanti di Concepimento si trovano in 
corrispondenza del livello 0 di TipoConc, variabile che indica, in caso di fecondazione assistita 
(livello 1 di Concepimento), quale metodo si è utilizzato. TipoConc assume quattro possibili 
livelli e codifica i dati mancanti col 9 e chi non ha fatto ricorso a tecniche medico-assistite con lo 
0. Se tutti i dati mancanti di Concepimento assumono valore 0 in TipoConc significa che il 
concepimento è avvenuto con metodi naturali e, quindi, che la risposta a Concepimento deve 
essere stata “no”. Pertanto sembra ragionevole imputare Concepimento pari a 2 (che peraltro 
corrisponde alla moda) a tutti i missing data. 
La variabile TipoConc assume sei livelli, ovvero: 
 Concepimento
TipoConc 1  2  9 
0 0  1649  337 
1 4  0  0 
2 3  0  0 
4 12  0 0 
5 4  0  0 
9  12  0 0   57
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TipoConc riguarda solo quelle unità che hanno risposto sì (livello 1) alla variabile 
Concepimento. Tutte le unità che non hanno fatto ricorso a tecniche di riproduzione medico-
assistita presentano il valore 0.  
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Figura 4.14 Grafico a barre di TipoConc 
 
Dal grafico 4.14 si nota che la maggior parte delle pazienti non ha fatto ricorso a tecniche di 
fecondazione assistita e che, vista la frequenza del livello 0, sicuramente la moda è 0. Tuttavia, 
se si controlla quale livello di Concepimento presentano tutte le unità che hanno TipoConc 
mancante, si scopre che tutte appartengono al livello 1, cioè che tutte hanno fatto uso di 
tecniche di fecondazione assistita. Infatti nella tabella di contingenza 4.18 tutti i dodici valori 
mancanti di TipoConc sono nella colonna in cui Concepimento è 1. Pertanto, nell’imputazione 
dovremmo escludere tutte le unità in cui TipoConc è 0, perché altrimenti il loro peso è troppo 
forte e il valore da imputare non sarebbe corretto. Infatti tutte le unità con TipoConc=0 hanno 
Concepimento=2, al contrario di tutte le unità con TipoConc=9.    58
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Figura 4.15 Grafico a barre delle frequenze di TipoConc, escluso il livello 0 
 
Il grafico evidenzia che la tecnica usata più frequentemente è la 4 (fecondazione in vitro). 
Livelli Frequenze relative Frequenze percentuali 
1 0.11  11 
2 0.08  8 
3 0  0 
4 0.34  34 
5 0.11  11 
9 0.34  34 
 
Tabella 4.19 Frequenze di TipoConc 
 
La tabella conferma che la tecnica più utilizzata è la 4. In particolare, se si considerano solo le 
23 rispondenti, il loro 52% ha utilizzato la fecondazione in vitro, il 23% le tecniche 1 e 5 e il 17% 
la 2. Sembra, perciò, abbastanza ragionevole imputare il livello 4. Peraltro se si considera la 
distribuzione congiunta con Età divisa in classi (tabella 4.19) i risultati non cambiano, perciò ai 
dati mancanti di TipoConc va imputato il livello 4. 
 
 Tipoconc
Classi 1  2  4  5  6 
10,20 0  0  0  0  0 
20,30 1  0  0  0  0 
30,40 3  3  10  3  9 
40,50 0  0  2  1  3 
50,60 0  0  0  0  0 
 
Tabella 4.20 Tabella di contingenza fra Età, divisa in classi, e TipoConc 
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Anche tutte le variabili  con dimensione di dati mancanti superiore al 5% sono state imputate. Si 
sono sempre seguiti gli input dati nel capitolo precedente, verificando di volta in volta se 
esistessero variabili con cui l’imputazione risultava meno distorta. I risultati qui proposti sono 
quelli giudicati migliori nella ricerca. 
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Conclusioni 
1.1 Confronto tra i dataset e profili 
 
I due dataset analizzati riguardavano entrambi delle interruzioni di gravidanza, spontanee o 
volontarie. La ricerca in entrambi i casi è stata svolta su tutta la popolazione obiettivo, che non 
è particolarmente numerosa. Le donne che si sono sottoposte ad un’interruzione volontarie 
erano ben 443 più di quelle che hanno subito un aborto spontaneo. Neanche la dimensione dei 
dati mancanti era particolarmente grande, anche se in igv si riscontra una maggiore reticenza a 
rispondere. 
Le prime ventitré variabili riguardanti l’istituto di cura e informazioni sulla paziente sono rilevate 
in entrambe i questionari. Le successive variabili, invece, riguardano l’interruzione e, pertanto, 
rilevano aspetti specifici del tipo di procedura, ad esclusione di quelle che rilevano l’intervento, 
la degenza e la terapia antalgica. Infatti sul questionario relativo alle interruzioni volontarie si 
insiste sull’aspetto legale, rilevando variabile come la certificazione di autorizzazione 
all’intervento, l’assenso per i minorenni, etc.. Sul questionario relativo agli aborti spontanei, 
invece, si insiste più sull’aspetto medico-scientifico, rilevando, ad esempio, il tipo di 
concepimento e le cause dell’aborto. Si passeranno ora in rassegna alcune variabili, sulle quali 
ci si soffermerà per presentare alcuni aspetti particolari rilevati in corso d’opera. 
La variabile Data.di.nascita è sempre stata scartata perché non portava nessuna informazione 
nuova rispetto ad Età, poiché quest’ultima è calcolata sulla base delle date e non direttamente 
rilevata. I dati mancanti si presentano come date prive di senso, delle quali ricorrono due forme. 
La prima forma è del tipo 09/09/9999 e sembra voler sottolineare la volontà di non rispondere. 
La seconda, invece, è del tipo 24/05/2004. Il giorno e il mese delle date di questo tipo sono 
sempre coerenti, ma l’anno è quello corrente. Questo fa pensare che in realtà sia un errore di 
distrazione o di trascrizione. In tal caso si potrebbe migliorare la qualità dei dati prestando 
maggior attenzione. Le donne che hanno scelto di fare un’interruzione volontaria sono 
mediamente più giovani di quelle che hanno subito un aborto spontaneo (per igv l’età media 
dopo l’imputazione è 29.67, mentre per as è 34.41) ed infatti il valore minimo per igv è 12 anni, 
mentre per as è 15. Questa diversità sulle due popolazioni è sottolineata anche da altre 
variabili, come lo stato civile e la condizione professionale. 
Anche la qualità dei dati di Cittadinanza e CodCitt potrebbe essere migliorata con maggiore 
attenzione o seguendo più alla lettera le indicazioni del questionario. Si è infatti notato che 
alcuni codici mancanti erano presenti nella seconda pagina del questionario, mentre in alcune 
unità si indicava nella variabile Comune.di.nascita il paese d’origine, senza però, riportarlo in 
Cittadinanza. In entrambi i dataset, comunque, la cittadinanza italiana era la più frequente, 
tanto da essere imputata. 
La variabile StatCiv è stata imputata con due metodi diversi. In as si è imputata direttamente la 
moda, perché le frequenze della moda erano molto alte da far ritenere questa la tecnica 
migliore. In igv si è imputata la moda condizionata all’età divisa in classi, perché le frequenze 
erano più spalmate fra i vari livelli, perciò imputare la semplice moda poteva essere una   61
forzatura. Di fatto la popolazione dei due dataset è diversa, e questo variabile lo indica, perché 
in igv la mediana era nubile (il 52% delle pazienti lo era), mentre in as era sposata (il 77%). 
Anche la variabile TitStudio è stata imputata in modo differente. In igv si è imputata la mediana 
dei dati, perché con età divisa in classi non si riscontrava dipendenza. Allo stesso risultato, o a 
risultati comunque poco soddisfacenti (per esempio con Condizione.Professionale la differenze 
di frequenza tra una cella e l’altra erano molto simili) si era giunti valutando l’associazione con 
altre variabili. In as, invece, si è riscontrata una certa dipendenza con la condizione 
professionale. Probabilmente il fatto che le due popolazioni siano così diverse ha portato a 
risultati differenti. 
A Condizione.Professionale è stata imputata in entrambi i casi la moda condizionata ad età 
divisa in classi, anche se in realtà in as si riscontrava meno dipendenza (forse perché l’età era 
più concentrata nelle classi centrali, mentre in igv era più spalmata). Bisogna notare, però, che 
in as più del 50% delle unità è occupata (54%) e il 36% è casalinga; quindi il 90% ha 
un’occupazione esterna o si occupa della casa. La percentuale di disoccupate è abbastanza 
bassa (5%) e quello delle studentesse bassissima (1.7%). In igv, invece, il numero di occupate 
è minore (37%), mentre è molto più alto il numero delle disoccupate (14%) e, soprattutto, delle 
studentesse (18%). Il numero delle casalinghe, invece, è simile. 
Curiosamente, in entrambi i dataset, la maggioranza delle donne non ha mai partorito figli vivi 
(48% in igv versus il 45% in as) nè morti (98% in entrambi i dataset). La stessa curiosa 
situazione si ripete con il numero di aborti spontanei e di igv precedenti, ma in questo caso le 
percentuali si differenziano. Infatti in igv l’87% delle pazienti non ha mai avuto un aborto contro 
il 74% di as, ma soprattutto il 9% in igv ha avuto solo un aborto spontaneo in precedenza, 
contro il 18% di as. Purtroppo, quindi, in as il 26% circa delle donna ha già subito almeno un 
aborto spontaneo, contro il 13% di igv. Il numero più frequente di igv precedenti è sempre zero, 
ma, anche in questo caso, al percentuale di igv è più bassa rispetto a quella di as (84% versus 
93%). 
La variabile SettAmenor è stata rilevata in entrambi i dataset, ma in as presentava pochi dati 
mancanti, mentre in igv la dimensione dei missing data superava il 5%. Di fatto essa rilevava a 
che settimana di gravidanza avveniva l’interruzione. Nei due dataset, però, assumeva un 
significato diverso. Infatti per le interruzioni volontarie di gravidanza la legge prevede che, a 
meno che non sia necessario un aborto terapeutico, l’interruzione debba essere praticata entro 
i primi tre mesi. Pertanto in igv era chiaro che per le settimane di amenorrea superiori alla 
dodicesima si trattava di aborto terapeutico. Se si consideravano, poi, le frequenze congiunte 
delle settimane di amenorrea e dell’età gestazionale (che discriminava gli interventi in quelli 
avvenuti entro e quelli oltre i novanta giorni stabiliti dalla legge) questa distinzione era ben 
chiara. Per evitare distorsioni in igv si è scelto di imputare la mediana delle settimane di 
amenorrea, condizionata all’età gestazionale. Sui dati non ancora imputati, il 95.6% delle donne 
ha praticato un aborto entro i termini legali, ciò significa che solo il 3.3% delle donne ha fatto un 
aborto terapeutico. Inoltre se si considerano le frequenze congiunte di EtaGest e StatCiv si 
scopre che il 50,2% delle donne che abortiscono entro i novanta giorni sono nubili, mentre il 
66,7% delle donne che praticano un aborto terapeutico sono sposate. È chiaro che in as, dove 
non esistono limiti di legge, ma tutto è lasciato al corso naturale degli eventi, questa distinzione   62
fra i primi tre mesi della gravidanza ed i seguenti non aveva senso. Si è comunque rilevato che i 
mesi in cui si abortisce più frequentemente sono il secondo e il terzo e che c’è un picco di aborti 
alla nona settimana. 
Luogo assume una codifica diversa nei due dataset, semplicemente perché l’interruzione 
volontaria avviene in un istituto di cura, se legale, mentre l’aborto spontaneo può accadere 
anche in luoghi privati. È curioso notare che in igv Luogo è l’unica variabile che non presenta 
dati mancanti, mentre in as ne presenta. 
La variabile TipoInt è codificata in modo diverso, anche perché per l’aborto spontaneo può non 
essere necessario un intervento. In ogni caso la moda è la stessa, ovvero il raschiamento. 
La variabile RegimeRicovero ha una dimensione di dati mancanti in entrambi i dataset 
superiore al 5%, mentre in entrambi i casi la variabile DurataDeg, ad essa associata, è 
completa. Probabilmente chi compila il questionario ritiene che sia uno spreco dare due 
informazioni simili, invece una maggiore accuratezza migliorerebbe la qualità dei dati. 
Infine, la moda della variabile Complicazioni è in entrambi i casi “nessuna”. 
In conclusione a questo confronto tra i due dataset analizzati, si vuole tracciare un profilo delle 
donne che si sottopongono ad un’interruzione di gravidanza e di quelle che subiscono un 
aborto spontaneo. Entrambe le donne sono italiane, però la donna che abortisce 
spontaneamente è più giovane ed è nubile. Non lavora, perché è disoccupata, studia o fa la 
casalinga. In genere è alla sua prima gravidanza, ma potrebbe avere già subito un aborto, 
soprattutto spontaneo. La donna che ha subito un aborto spontaneo, invece, è più matura, 
sposata, forse con figli, e occupata. Generalmente non ha mai provato quest’esperienza e 
potrebbe aver fatto ricorso a tecniche di fecondazione assistita. I profili che emergono sono 
molto differenti. 
  
1.2 Uno schema generale 
 
Con questo elaborato si vuole offrire un modus agendi a chi deve trattare dataset sanitari con 
dati mancanti, pertanto in conclusione si vuole proporre uno schema riassuntivo della 
procedura da adottare per imputare i dati mancanti. 
 
1.  Innanzi tutto bisogna verificare la numerosità dei dati mancanti (nel secondo capitolo si 
è fornito un semplice ciclo utile allo scopo, se si utilizza R). 
2.  È bene, quindi, fissare la dimensione massima di dati mancanti, oltre la quale usare 
metodi sofisticati ed entro la quale usare metodi più semplici. 
3.  Per prima cosa procedere all’imputazione con dimensione di dati mancanti inferiore alla 
percentuale massima fissata. 
Una procedura da seguire può essere: 
   fare dei controlli di coerenza e dipendenza con altre variabili (o con alcuni 
loro livelli), per verificare se è possibile dedurre i valori mancanti. Utilizzare a 
questo scopo tabelle di contingenza, grafici a mosaico o boxplot per verificare 
la dipendenza in media, etc. oppure dei controlli sui dati con variabili simili 
(e.g. data di nascita ed età, cittadinanza e codice della cittadinanza, etc);   63
   se i controlli sono positivi, ovvero se si riscontra una certa dipendenza in 
media, mediana o moda, imputare il valore coerente; 
   se i controlli sono negativi, procedere con l’imputazione di medie (in caso di 
variabili numeriche), mediane (in caso di variabili qualitative ordinabili) o 
mode (in caso di variabili qualitative nominali).  
       4.   Procedere all’imputazione con dimensione di dati mancanti superiore a quella  
             massima fissata. 
             Una procedura da seguire può essere: 
   verificare se c’è dipendenza con alcune variabili, possibilmente con 
quelle già imputate in precedenza; 
   se c’è dipendenza in media, mediana o moda, imputare questi indici 
condizionati alla variabile opportuna; 
   se non c'è dipendenza, valutare la correlazione
 con delle variabili, al fine 
di costruire dei modelli per predire i valori mancanti
  oppure imputare 
media, mediana o moda, se non è possibile fare altrimenti. 
 
Come già sottolineato, e come si può dedurre dallo schema, la ricerca delle associazioni tra 
variabili in fase di imputazione può essere molto utile per evidenziare risultati utilizzabili in fasi 
successive dell’analisi statistica, nonché per segnalare eventuali anomalie, su cui intervenire 
per evitare analisi distorte. 
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