Consider the problem when we want to construct some structure on a bounded degree graph, e.g. an almost maximum matching, and we want to decide about each edge depending only on its constant radius neighbourhood. We show that the information about the local statistics of the graph does not help here. Namely, if there exists a random local algorithm which can use any local statistics about the graph, and produces an almost optimal structure, then the same can be achieved by a random local algorithm using no statistics.
Introduction
Distributed algorithm on bounded degree graphs means the following. We put a processor to each vertex of the input graph, and two processors can directly communicate if these are at neighbouring nodes. At the end, each processor makes some decision, and this is the output of the algorithm. For example, if we want to find a large independent set, then at the end, each processor decides whether to choose the node to the set or not. Distributed algorithms can be defined in several nonequivalent ways.
Local algorithm is a distributed algorithm that runs in a constant number of synchronous communication rounds, independently of the number of nodes in the network. Put otherwise, the output of a node in a local algorithm is a function of the input available within a constantradius neighbourhood of the node.
Research on local algorithms was pioneered by Angluin [4] , Linial [19] , and Naor and Stockmeyer [24] . Angluin [4] studied the limitations of anonymous networks without any unique identifiers. Linial [19] proved some negative results for the case where each node has a unique identifier. Naor and Stockmeyer [24] presented the first nontrivial positive results.
Randomness is a powerful and classical technique in the design of distributed algorithms. An equivalent description of random local algorithms is the following. We assign independent random numbers to the nodes, and the output at each node depends only on the constant radius neighbourhood of it, including the random numbers assigned to the vertices in the neighbourhood. Randomness is particularly useful in breaking the symmetry [1, 17, 22] . For example, on transitive graphs, any local algorithm should choose the same output at each node, thus it is impossible to choose a positive fraction of independent vertices, however this is possible with randomisation.
For typical problems, we expect from random local algorithms not strictly optimal solutions but approximating solutions. For example, we say that we can find an almost maximum independent set if for each ε > 0, there exists a random local algorithm that outputs an independent set, and with probability at least 1 − ε, the size of this set is at most εn less than the size of the maximum independent set.
For more about local algorithms, see the recent survey paper by Suomela. [28] In the previous years, it turned out that the tools of local algorithms are useful for parameter testing, as well. We give a brief overwiev about parameter testing and the theory of very large graphs. For more about this topic, see the survey paper by Lovász. [20] In the last decade it became apparent that a large number of the most interesting structures and phenomena of the world can be described by networks which are so large that the data about them can be collected only by indirect means like random local sampling. There are two approaches developed so far. One is the dense graphs [21] , where a positive fraction of all pairs of nodes are connected. The other is the sparse graphs [5] , which means bounded-degree graphs, or graphs with O V (G) edges. In this paper, we deal only with bounded-degree graphs.
Parameter testing and the nearly related topic of property testing are important concepts both in the theories of the dense [2, 3, 8, 14, 15, 27] and the sparse [6, 7, 10, 11, 12, 18, 23, 25] graphs. On bounded-degree graphs, this concept is the following. For a graph parameter, a tester means an algorithm which gets the constant radius neighbourhoods of a constant number of random nodes, and outputs a number as an estimation for the parameter. We call a parameter testable if for each ε > 0, there exists a tester which estimates the true parameter with at most ε error with probability at least 1 − ε.
Many of the examined parameters come from maximization problems. For example, the size of the maximum matching, the size of the maximum independent set, or the size of the maximum cut, normalized by the number of nodes. Nguyen and Onak [25] proved the testability of several problems using the following observation. If we have a random local algorithm which finds an almost optimal structure, e.g. an almost maximum independent set, then the relative size of the maximum independent set is a testable parameter. The tester is the following. We take the constant radius neighbourhoods of the constant number of random nodes, with the same radius that the random local algorithm uses. For each neighbourhood, we assign random numbers to the vertices, then we calculate whether the algorithm would choose the root into the independent set. Then the ratio of these nodes gives a good approximation for the relative size of the maximum independent set.
It is easy to see that if, with a local algorithm, we can compute a matching which is approximately maximal, then the relative size of the maximum matching is a testable parameter: we run the local algorithm on the neighbourhoods of a constant number of random nodes, we assign random numbers to the vertices, then for each of the randomly chosen vertices, we calculate whether the algorithm would select an edge incident with this into the matching. Then the fraction of all nodes with this property gives a good approximation for the relative size of the maximum matching.
Elek [12] defined local algorithm as a stronger concept, which we call weakly statistical local algorithm (WSLA), as follows. We make a global statistics of constant radius neighbourhoods as a preprocessing, and the output at each vertex can depend on this statistics, as well. The point of this concept is that the existence of an approximating WSLA still implies the testability. The tester is the following. We use the half of the neighbourhoods to make the statistics, and we give this statistics to the root of each of the other half of the neighbourhoods. Then we calculate the decision at each vertex, from which we can get an estimation for the parameter. This observation was used for a tool to convert some statements in Borel graph theory to theorems in the field of constant-time algorithms. [13] In this paper, we show that this preprocessing is not really useful. Namely, the statistics of neighbourhood can be replaced with one public random variable.
Model and results
Graph means finite graph with degrees bounded by an absolute constant. The r-neighbourhood of a vertex x of a graph G, denoted by B r (x) or B r (G, x), means the rooted subgraph of G spanned by all nodes at most r far from x, rooted at x. For a family F of graphs, denote the family of rooted r-neighbourhoods by
• F is a union-closed family of graphs, namely, G, H ∈ F ⇒ G ∪ H ∈ F
• C is an arbitrary set (the image set of choices)
• δ is a positive integer (the radius)
• A is a set of pairs (H, c) where H ∈ F δ and c is a function
We denote the set of all allowed c-s by A(G). The value of a choice isv
and the value of a graph is v
Given a local choice problem, our aim is for an input G, to find an allowed c withv(G, c) close to v * (G). For example, one way to describe the maximum matching problem in this language is the following. We could have defined v :
In fact, this tool would not be more general than the original version. Roughly because we can define the colouring so as to include the value of the colouring at the point. More formally, let (F, C, δ, A, v) be an extended local choice problem, namely we have this more general v.
Then the local choice problem (F, C , δ, A , v ) is equivalent in an appropriate sense to the extended local choice problem (F, C, δ, A, v). The details are left to the Reader. Now we define several versions of local algorithm for finding such an allowed choice c. We assign independent identically distributed random variables to the vertices with a fixed distribution D. We denote this random assignment by ω : V (G) → Ω. The most important case is when this is a continuous distribution, say uniform on [0, 1], but it can be a constant number of random bits, or an arbitrary distribution. We take one more independent public random variable g with an arbitrary distribution. Denote the exact distribution of B r (G, x)-s by s r (G), namely ∀H ∈ F r : s r (G)(H) = x B r (G, x) ∼ = H / V (G) . Denote a k-element random statistics of B r (G, x)-s by s r,k (G).
Random local algorithm (RLA). For a fix radius r, we set c(x) depending on B r (x) and ω| V (Br(x)) .
Public random local algorithm (PRLA). For a fix radius r, we set c(x) depending on B r (x) and ω| V (Br(x)) and g.
Weakly statistical local algorithm (WSLA). For a fix radius r and integer k, we set c(x) depending on B r (x) and ω| V (Br(x)) and g and s r,k (G).
Strongly statistical local algorithm (SSLA): For a fix radius r, we set c(x) depending on B r (x) and ω| V (Br(x)) and g and s r (G).
Clearly, every RLA is an PRLA, every PRLA is a WSLA and every WSLA can be written as an SSLA. We know from [9] that the PRLA is a stronger tool than the RLA. In this paper, we will show that the PRLA, the WSLA and the SSLA are equally strong, in the following sense.
We say that a local choice problem is approximable by a type of algorithm TA ∈ {RLA, PRLA, WSLA, SSLA}, or TA-approximable if for all ε > 0 there exists a correct TA f that
Theorem 1. If a local choice problem is SSLA-approximable, then this is PRLA-approximable, as well.
The most general form of our results is the following.
Theorem 2. Let b : R → R be a monotone increasing concave function and ε > 0. If there exists a correct SSLA c that, for each graph G,
there exists a correct PRLA l using the same radius r and the same distribution of ω so that
Proofs
We call an algorithm correct if it always 1 produces allowed choices. Let l[G, ω, g] denote the choice on G ∈ F indicated by the PRLA l and the random vector ω and the random variable g. Without restriction, we assume that r ≥ δ.
Lemma 3. Given a PRLA l using radius r, E ω,g v G, l[G, ω, g] is a linear function of s r (G).
Proof. We average on a random variable upper bounded by M , so its expected value exists.
Notice that v l[G, ω, g](x) depends only on B r (G, x) and ω and g, so
Continuing the calculations,
1 We could use "with probability 1" instead of "always" with essentially the same proofs.
Based on that
we show the following lemma.
Lemma 4. For each local choice problem and radius r, there exists a graph T r ∈ F so that if a PRLA l with radius r always produces an allowed choice on T r , then l is correct.
Proof. For each H ∈ F r , let us choose a graph a(H) so that ∃x ∈ V a(H) : B δ+r a(H), x ∼ = H. We show that T r = H∈Fr a(H) satisfies the requirement.
Suppose that a PRLA l is not correct. This means that there exists G ∈ F and x ∈ V (G) and
l[G, ω, g](y) depends only on B δ+r (y) and ω| V (B δ+r (y)) and g. V B r (y) ⊆ V B δ+r (x) , so
) depends only on B δ+r (x) and ω| V (B δ+r (x)) and g. Thus, if we take the component a B δ+r (x) of T r and the same ω on B δ+r (x ) (x is the vertex in T r corresponding to x in B δ+r (x)) and the same g, then it produces the same pair
Lemma 5. S r = cl s r (G) G ∈ F is convex, and the function m r : S r → R,
is concave and continuous.
Proof. For an integer k and a graph G,
Let q 0 , q 1 ∈ S r , and for all λ ∈ [0, 1],
n ) a n , b n ∈ N; a n b n → λ; ∀i ∈ {0, 1} :
(1) n a n , b n ∈ N; a n b n → λ; ∀i ∈ {0, 1} :
n ) = q an/bn → q λ . This implies the convexity of S r , and continuing the calculations,
which means the concavity of m. A concave function is lower semicontinuous. (It is not necessarily continuous on the boundary.) We show that it is upper semicontinuous, as well.
Suppose that q n → q. By (5), for each n ∈ N, there exists a G n ∈ F r so that s r (G n )−q n < 1 n , and m r (q n ) − v * (G n ) < Lemma 6. We have a compact convex set X ⊂ R n , and we have two convex functions f 0 , f 1 : X → R that for each x ∈ X : f 0 (x) > 0 or f 1 (x) > 0. Then there exists a convex combination of the functions which is positive on each point in X. Formally, ∃λ ∈ [0, 1] :
λ is convex and compact, and f 
Lemma 7.
We have a compact convex set X ⊂ R n . For each x ∈ X, we have a convex function f x so that f x (x) > 0. Then there exists a convex combination of the functions that is positive on each point in X. Formally ∃x 1 , x 2 , ... ∈ X; λ 1 , λ 2 , ... ≥ 0;
Proof. Consider the set T of convex combinations of f x -s. Each function in this set is convex. For each function h ∈ T , let us call h + = x ∈ X h(x) > 0 and h − = x ∈ X h(x) ≤ 0 the positive and the nonpositive set of h, respectively. The positive set of each function is open, and these cover together the compact set X. This implies that there exists finitely many of these functions such that their positive sets cover X. Consider the least many: h 1 , h 2 , ... h n .
Assume that n > 1. The nonpositive set of a function is convex and compact. Let X = X ∩h . This is the intersection of finitely many convex compact sets, so X is convex and compact, as well. At each point x ∈ X , h 1 (x) > 0 or h 2 (x) > 0, otherwise x would not be covered by any h + i . Therefore Lemma 6 shows that there exists a convex combination h 0 of h 1 and h 2 which is positive on X . Clearly, h 0 ∈ T and h Lemma 8. We have a compact convex set X ⊂ R n , and we have a concave function f : X → R. For each x ∈ X, we have a linear function f x so that f x (x) > f (x). Then there exists a convex combination of f x -s upper bounding f . Formally ∃x 1 , x 2 , ... ∈ X; λ 1 , λ 2 , ... ≥ 0; i λ i = 1 so that ∀y ∈ X :
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