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Kurzfassung 
 
Cloud Computing ist ein häufig eingesetztes Paradigma zur Realisierung moder-
ner IT-Systeme. Es ermöglicht die flexible Nutzung von professioneller IT-
Infrastruktur ohne die Verwaltung dieser zwingend selbst übernehmen zu müs-
sen. Jedoch besteht das Problem des Vendor-Lock-Ins, also die Abhängigkeit von 
einem bestimmten Provider. Die Topology and Orchestration Specification for 
Cloud Applications (TOSCA) bietet jedoch eine Möglichkeit zur Modellierung von 
portablen und interoperablen Cloud-Anwendungen. Weiterhin wurde an der Uni-
versität Stuttgart eine Open Source Implementierung einer TOSCA-
Laufzeitumgebung namens OpenTOSCA für diesen Standard entwickelt. Aller-
dings bietet diese bisher keine Möglichkeit zur direkten Kommunikation verschie-
dener, durch OpenTOSCA verwalteter Anwendungen an.  
Im Rahmen dieser Arbeit wurde aus diesem Grund eine Komponente für Open-
TOSCA konzipiert und anschließend implementiert, um eine Kommunikation 
zwischen verschiedenen durch OpenTOSCA deployten Anwendungen auf eine 
einheitliche Art und Weise zu ermöglichen. Dafür werden in dieser Arbeit, neben 
benötigten Erweiterungen des TOSCA-Standards, Anforderungen an die zu ent-
wickelnde Komponente aufgestellt und daraus folgend Entwurfsentscheidungen 
getroffen. Weiterhin wird ein Konzept zur Problemlösung entworfen und darauf 
aufbauend eine Architektur erarbeitet, welche die Kommunikationskomponente 
in OpenTOSCA integriert. Eine prototypische Implementierung der konzipierten 
Komponente sowie deren Integration in OpenTOSCA ist ebenfalls Teil dieser Ar-
beit. 
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1 Einleitung 
Cloud Computing ist ein wichtiges Paradigma zur Realisierung moderner IT-
Systeme und wird in den nächsten Jahren noch weiter an Bedeutung gewinnen 
[Col]. Cloud Computing bietet viele Vorteile wie die bedarfsgerechte Bereitstel-
lung von benötigten Ressourcen und Leistungen sowie die dadurch ermöglichte 
Kostenreduzierung bei gleichzeitig hoher Flexibilität. Jedoch ist der sogenannte 
Vendor-Lock-In-Effekt, welcher die Abhängigkeit eines Kunden von einem be-
stimmten Cloud-Dienstleister beschreibt, ein allgemeines Hindernis im Cloud 
Computing. 
Mit dem Topology and Orchestration Specification for Cloud Applications 
(TOSCA) Standard existiert jedoch eine Möglichkeit, Cloud-Anwendungen porta-
bel als auch interoperabel beschreiben sowie modellieren zu können. Weiterhin 
steht mit OpenTOSCA, einer an der Universität Stuttgart entwickelten Open 
Source Laufzeitumgebung, eine Implementierung des TOSCA Standards zur Ver-
fügung. In der aktuellen Version bietet der Container jedoch für die durch den 
Container deployten Anwendungen keine Möglichkeit mit anderen deployten 
Anwendungen zu kommunizieren. Eine solche Kommunikation wird bisher nur 
indirekt unterstützt, beispielsweise über vordefinierte Konfigurationsdateien oder 
dem Austausch von benötigten Informationen wie zum Beispiel der IP-Adresse 
der anderen Anwendung. 
Das Ziel dieser Masterarbeit ist es daher, eine solche Komponente zur einheitli-
chen Kommunikation TOSCA-basierter Anwendungen für OpenTOSCA zu kon-
zipieren und zu implementieren. Weiterhin muss der TOSCA-Standard zur An-
gabe benötigter Informationen hierfür erweitert werden.  
Die vorliegende Arbeit ist wie folgt gegliedert: In Kapitel 2 werden zum Verständ-
nis dieser Arbeit benötigte Grundlagen über Cloud Computing, Web Services, 
TOSCA, OSGi, OpenTOSCA und Integrationstechnologien erläutert. In Kapitel 3 
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werden anschließend die an die zu entwickelnde Kommunikationskomponente 
gestellten Anforderungen benannt und beschrieben. In Kapitel 4 werden darauf-
hin, unter Berücksichtigung der zuvor aufgestellten Anforderungen, wichtige 
Entwurfsentscheidungen dokumentiert. In Kapitel 5 wird eine neue Methode zur 
Entwicklung von Cloud-Anwendungen beschrieben, die durch das in dieser Ar-
beit erarbeitete Konzept ermöglicht wird. Dieses erarbeitete Konzept wird an-
schließend in Kapitel 6 im Detail vorgestellt. In Kapitel 7 folgt die Vorstellung der 
konzipierten Architektur der zu entwickelnden Kommunikationskomponente ehe 
im Anschluss daran in Kapitel 8 anhand eines Beispielszenarios die Verwendung 
der Kommunikationskomponente demonstriert und beschrieben wird. In  
Kapitel 9 werden anschließend interessante Aspekte der Implementierung der 
Kommunikationskomponente aufgezeigt. Es folgt in Kapitel 10 eine Auflistung 
getroffener Annahmen, welche sowohl für die Realisierung der Kommunikations-
komponente als auch für mögliche Erweiterungen wichtig sind. In Kapitel 11 wird 
das erarbeitete Konzept sowie die darauf aufbauende Implementierung anhand 
der zuvor gestellten Anforderungen überprüft. In Kapitel 12 werden schließlich 
die Ergebnisse dieser Arbeit zusammengefasst und ein Ausblick über weitere 
mögliche, auf dieser Arbeit aufbauende, Erweiterungen gegeben. 
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2 Grundlagen und verwandte Arbeiten 
Dieses Kapitel erläutert für das Verständnis dieser Arbeit wichtige Grundlagen. 
Zuerst wird kurz erklärt was Cloud Computing bedeutet und welche Möglichkei-
ten es bietet. Daraufhin werden im Cloud Computing häufig verwendete und für 
diese Arbeit relevante Technologien und Standards vorgestellt. Anschließend 
wird die TOSCA Spezifikation in ihren Grundlagen eingeführt. Danach wird das 
OSGi-Framework kurz erklärt um anschließend den OpenTOSCA Container vor-
zustellen. Abschließend wird in diesem Kapitel mit dem Enterprise Service Bus 
(ESB) sowie dem Integrationsframework Camel zwei Möglichkeiten zur Vereinfa-
chung der Integration verteilter Services und Anwendungen betrachtet.  
2.1 Cloud Computing 
Dieser Abschnitt gibt einen Überblick darüber was Cloud Computing ist, welche 
verschiedenen Möglichkeiten es einem Nutzer bietet und inwieweit Einschrän-
kungen zu beachten sind.  
Für den Begriff Cloud Computing gibt es zahlreiche Definitionen. In [Vaq09] wer-
den beispielsweise über 20 verschiedene Definitionen aus unterschiedlichen Quel-
len miteinander verglichen. Im Rahmen dieser Arbeit wird die häufig verwendete 
und in Fachkreisen anerkannte Definition der US-Standardisierungsbehörde Na-
tional Institute of Standards and Technologie (NIST) [Mel11] verwendet [BSI]. 
Demnach ist "Cloud Computing ein Modell, das es erlaubt, auf Abruf, allgegen-
wärtig und bequem über ein Netzwerk auf einen geteilten Pool von konfigurier-
baren Rechnerressourcen (z. B. Netzwerke, Server, Speicher, Anwendungen und 
Dienste) zuzugreifen, die schnell und mit minimalem Managementaufwand oder 
Serviceprovider-Interaktion zur Verfügung gestellt und freigegeben werden kön-
nen." 
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Weiterhin unterschiedet das NIST drei verschiedene Service Arten: SaaS, PaaS so-
wie IaaS. Diese werden nachfolgend vorgestellt. 
Software-as-a-Service (SaaS). Bei SaaS wird dem Kunden durch den Dienstan-
bieter eine Software per Internet oder Intranet zur Verfügung gestellt. Der Kunde 
kann mittels eines Clients, zum Beispiel ein Web-Browser, auf die Software zu-
greifen und sie nutzen. Weiterhin wird die Administration der Software von dem 
Dienstanbieter übernommen. Google Mail [Goo] ist ein Beispiel einer solchen 
SaaS Anwendung. 
Platform-as-a-Service (PaaS). Bei PaaS wird dem Kunden durch den Dienstan-
bieter eine komplette IT-Infrastruktur bestehend aus Hard-, Middle- und gegebe-
nenfalls Software zur Verfügung gestellt. Der Kunde kann auf dieser Plattform 
aufbauend eigene Software betreiben und verwalten. Die Administration der be-
reitgestellten Plattform wird wiederum von dem Dienstanbieter übernommen. 
Amazons AWS Elastic Beanstalk [Ama] ist ein Beispiel eines solchen PaaS Diens-
tes. 
Infrastructure-as-a-Service (IaaS). Bei IaaS werden dem Kunden durch den 
Dienstanbieter IT-Ressourcen wie beispielsweise Speicherplatz oder Rechenleis-
tung zur Verfügung gestellt. Der Kunde kann darauf selbst beliebige Betriebssys-
teme und Anwendungen installieren und administrieren. Amazons EC2 [Ama1] 
für Rechenleistung und S3 [Ama2] für Datenspeicher sind Beispiele für IaaS 
Dienste. 
Der Vorteil für den Kunden dieser vorgestellten Service Arten ist die Möglichkeit, 
benötigte IT-Ressourcen (Software wie auch Hardware) flexibel und bedarfsab-
hängig nutzen zu können. Da weiterhin nur die tatsächlich genutzten Ressourcen 
bezahlt werden müssen (Pay-Per-Use), kann Cloud Computing dem Kunden den 
Kauf von Hard- beziehungsweise Software gänzlich ersparen. Ebenfalls bleibt dem 
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Kunden durch die Nutzung von Cloud Computing ein großer Administrationsauf-
wand weitestgehend erspart und ermöglicht die Konzentration auf das Kernge-
schäft. 
Das NIST definiert außerdem vier Bereitstellungsmodelle (Deployment Models), 
die Private-, Community-, Public-, sowie Hybrid Cloud heißen und folgend be-
schrieben werden. 
Private Cloud. Bei der Private Cloud wird die Cloud-Infrastruktur speziell für 
eine Organisation eingerichtet und betrieben. Die Nutzung ist auf die Organisa-
tion selbst und gegebenenfalls einen autorisierten Personenkreis wie beispiels-
weise Kunden beschränkt. Die Cloud-Hardware kann sich sowohl innerhalb der 
Organisation befinden als auch von einem externen Unternehmen bereitgestellt 
werden. Ebenfalls kann die Administration intern wie auch extern erfolgen. 
Community Cloud. Die Community Cloud unterscheidet sich von der Private 
Cloud hauptsächlich dadurch, dass sich hier mehrere Organisationen eine Cloud 
teilen. Gründe für die Nutzung einer gemeinsamen Cloud können Sicherheitsan-
forderungen oder die Reduzierung von Kosten sein. 
Public Cloud. Die Public Cloud ist eine für beliebige Personen und Organisatio-
nen zugängliche Cloud. Anbieter einer solchen Cloud sind beispielsweise IT-
Dienstleister, Regierungs- oder Bildungseinrichtungen. Dem Kunden ist es mittels 
der Public Cloud möglich, je nach Bedürfnis flexibel Ressourcen zu nutzen.  
Hybrid Cloud. Die Hybrid Cloud ist eine Kombination aus mindestens zwei der 
vorherig vorgestellten Bereitstellungsmodellen sowie herkömmlichen IT-
Umgebungen.  
Ein Problem von Cloud Computing ist allerdings der Vendor-Lock-In [Bin14]. 
Aufgrund von verschiedenen angebotenen Infrastrukturen und vor allem abwei-
chenden Schnittstellenspezifikationen der unterschiedlichen Cloud Anbieter, ist 
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ein Umzug von einem Anbieter zu einem anderen Anbieter mit viel Anpassungs-
arbeit und damit hohen Kosten für den Kunden verbunden. Ein Ansatz um An-
wendungen portabel beschreiben zu können und damit das Vendor-Lock-In Prob-
lem zu lösen ist der Topology and Orchestration Specification for Cloud Applica-
tions (TOSCA) Standard  [OAS13], welcher in Kapitel 2.3 vorgestellt wird. 
2.2 Standards und Technologien von Web Services 
Das World Wide Web Consortium (W3C) definiert in [W3C] Web Services als 
eine sich in einem Netzwerk befindliche Anwendung zur interoperablen Ma-
schine-zu-Maschine-Interaktion. Dafür besitzen Web Services maschinenlesbare 
Schnittstellen, welche die Interaktionsmöglichkeiten mit dem Web Service be-
schreiben. Typischerweise werden XML-basierte Nachrichten über HTTP ausge-
tauscht. Nachfolgend werden häufig verwendete und auch in dieser Arbeit ge-
nutzte Standards und Technologien zur Realisierung von Web Services vorge-
stellt. 
SOAP [W3C2] ist ein Framework zum Austausch von Nachrichten. Es stellt eine 
standardisierte XML-basierte Nachrichtenstruktur, ein Verarbeitungsmodell so-
wie Binding-Informationen zur Verwendung verschiedener Netzwerk-Protokolle 
zur Verfügung [Wee05]. SOAP-Nachrichten bestehen aus einem Envelope, der 
Hülle der Nachricht, die selbst wiederum einen optionalen Header sowie einen 
Body enthält. Der Header kann Meta-Informationen wie beispielsweise über das 
Routing oder über die Verschlüsselung der Nachricht beinhalten. Der Body bein-
haltet die eigentliche Nachricht an den Empfänger.  
SOAP wird in der Regel zusammen mit der Web Service Description Language 
(WSDL) [W3C1], einer auf XML-basierten Metasprache zur Schnittstellenbe-
schreibung von Web Services, verwendet. Ein WSDL-Dokument beschreibt bei-
spielsweise mit welchen Protokollen mit dem Web Service interagiert werden 
2 Grundlagen und verwandte Arbeiten 
7 
kann, wo der Web Service erreicht werden kann, welche Operationen der Service 
anbietet und was die jeweiligen In- und Output-Parameter sind. Theoretisch kann 
ein beliebiges Transportprotokoll verwendet werden. Häufig wird jedoch aus Ein-
fachheit und Kompatibilitätsgründen HTTP verwendet. Ein auf unter anderem 
SOAP und WSDL basierender Web Service wird auch Big Web Service genannt 
[Ric07]. 
REpresentational State Transfer (REST) [Fie00] ist eine weitere Möglichkeit 
zur Realisierung eines Web Services. Im Gegensatz zu SOAP Web Services ist 
REST kein Standard, sondern ein Architekturstil. Bei RESTful-Web Services steht 
das Verarbeiten von Ressourcen, welche über einen eigenen Uniform Resource 
Identifier (URI) erreicht werden können, im Vordergrund. Ressourcen können mit 
beliebigen Standards, wie beispielsweise HTML oder XML, repräsentiert werden 
und Verlinkungen zu weiteren Ressourcen beinhalten. Bei RESTful-Web Services 
wird zwischen Hi-RESTful-Web Services sowie Lo-RESTful-Web Services unter-
schieden [Ric07]. Hi-RESTful-Web Services nutzen die vier HTTP-Methoden PUT, 
zum Anlegen, POST, zum Aktualisieren, GET, zum Lesen und DELETE zum Lö-
schen von Ressourcen. Bei Lo-RESTful-Web Services dagegen werden, beispiels-
weise aufgrund von Firewall-Einschränkungen, nur die beiden HTTP-Methoden 
GET und POST verwendet. 
2.3 TOSCA 
Dieses Kapitel erklärt die für das Verständnis dieser Arbeit benötigten Grundla-
gen der Topology and Orchestration Specification for Cloud Applications 
(TOSCA) [OAS1] [Bin14]. 
TOSCA ist ein offizieller Standard der Organization for the Advancement of Struc-
tured Information Standards (OASIS) [OAS] zur interoperablen und portablen Be-
schreibung von Cloud-Anwendungen. TOSCA befindet sich aktuell in Version 1.0 
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[OAS13]. Wie bereits in Kapitel 2.1 dargestellt, versucht TOSCA unter anderem 
das Problem des Vendor-Lock-Ins zu beheben. So soll es Nutzern möglich sein, 
durch TOSCA beschriebene Anwendungen ohne größeren Aufwand von einer 
Cloud-Umgebung in eine andere Cloud-Umgebung migrieren zu können. Hierfür 
lassen sich mittels TOSCA die einzelnen Anwendungskomponenten sowie benö-
tigte Infrastrukturdienste einer Anwendung unabhängig einer bestimmten Cloud-
Plattform beschreiben. Weiterhin werden die Beziehungen dieser Komponenten 
und Dienste zueinander sowie deren Managementoperationen beschrieben. Ne-
ben der automatischen Provisionierung einer solchen modellierten Anwendung 
ermöglicht dies zudem das automatische Management dieser. 
 
Abbildung 1: Inhalt und Aufbau eines Service Templates (nach [OAS13]) 
 
Alle benötigten Informationen eines Cloud-Services werden in einem sogenann-
ten Service Template (siehe Abbildung 1) definiert. Dieses Service Template selbst 
enthält Node Types, Relationship Types, Pläne sowie das Topology Template. Node 
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Types sind abstrakte und damit wiederverwendbare Knoten. Ein Knoten kann da-
bei beispielsweise ein Server aber auch eine Softwarekomponente sein. Innerhalb 
des Node Types werden weiterhin dessen Eigenschaften sowie die von ihm ange-
botenen Operationen, welche in Interfaces organisiert werden, beschrieben. Rela-
tionship Types sind ebenfalls wiederverwendbare Elemente um die Verbindung 
beziehungsweise Abhängigkeiten von Knoten zueinander beschreiben zu können. 
Das Topology Template enthält Node Templates und Relationship Templates, wel-
che konkrete Instanzen der Node Types sowie Relationship Types darstellen. Das 
Topology Template beschreibt somit die Topologie des Services als Graph. Die 
Pläne innerhalb eines Service Templates dienen dem Management des Services. 
Sie definieren beispielsweise Prozesse zum Erstellen oder Terminieren einer In-
stanz des Service Templates. Generell können Pläne in einer beliebigen Sprache 
modelliert werden. Empfohlen werden jedoch die beiden Prozessbeschreibungs-
sprachen BPMN (Business Process Model and Notation) [OMG] und BPEL (Web 
Services Business Process Execution Language) [OAS2]. Letztere wird auch von 
OpenTOSCA unterstützt. Alle genannten Elemente werden in einer .zip Datei na-
mens Cloud Service Archive (CSAR) gebündelt. Die CSARs können dann von 
TOSCA Containern wie OpenTOSCA (siehe Kapitel 2.5) verarbeitet werden. 
2.4 OSGi 
In diesem Abschnitt wird das OSGi Framework vorgestellt. Es dient als Software-
plattform für den TOSCA-Container OpenTOSCA, welcher im nächsten Kapitel 
vorgestellt wird. 
1999 wurde die OSGi Alliance [OSG] gegründet, welche die OSGi Spezifikation 
[OSG1] festlegte und seitdem fortlaufend weiterentwickelt. Das Ziel der Spezifi-
kation ist es, eine dynamische Softwareplattform für Java zu schaffen, in der An-
wendungen und Dienste einfach modularisiert und verwaltet werden können 
[OSG2]. Neben der Referenzimplementierung Equinox [Ecl] existieren weitere 
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kommerzielle sowie Open Source Implementierungen der OSGi Spezifikation. 
OpenTOSCA sowie die in dieser Arbeit zu entwickelnden Kommunikationskom-
ponente nutzen Equinox der Eclipse Foundation [Ecl1] als OSGi Framework.  
Das OSGi-Framework ist die Laufzeitumgebung in der Bundles sowie Services be-
trieben werden. Ein Bundle in OSGi ist ein .jar-Archiv, das eine Manifest-Datei 
enthält. Ein Bundle sollte weiterhin eine möglichst abgeschlossene funktionale 
Softwarekomponente, bestehend aus Java-Klassen sowie optionalen weiteren Res-
sourcen beinhalten. Die Manifest-Datei definiert Namen, Versionsnummer und 
Abhängigkeiten des Bundles. Bundles können während der Laufzeit des OSGi-
Frameworks installiert, gestartet, gestoppt oder deinstalliert werden (Hot Deploy-
ment genannt). Außerdem können auch verschiedene Versionen eines Bundles 
gleichzeitig betrieben werden, was das einfache Updaten von Softwarekomponen-
ten ermöglicht. Ein Bundle kann weiterhin Services beinhalten. Ein Service, im 
Kontext von OSGi, ist ein Java-Objekt welches per Interface definiert ist. Ein Ser-
vice kann sich mittels seines Namens bei der OSGi Service Registry anmelden und 
sich damit anderen Komponenten zur Verfügung stellen. Dies kann wie bei den 
Bundles ebenfalls dynamisch während des Betriebs erfolgen. Ein wichtiger Vorteil 
von Services in OSGi ist die Entkopplung der konkreten Implementierung von 
dem Interface, welches den Service definiert. Dies ermöglicht es auch mehrere 
Implementierungen (also Services) eines Interfaces parallel zu betreiben. Weiter-
hin können Services auch als optional gekennzeichnet werden und müssen damit 
beim Start nicht bereits zur Verfügung stehen. Das Anbieten und Benötigen von 
Services kann innerhalb eines Bundles auch per XML-Konfigurationsdatei defi-
niert werden. Solche konfigurierten Services werden Declarative Services genannt 
und werden in OpenTOSCA (siehe nächster Abschnitt) sowie der in dieser Arbeit 
zu entwickelnden Kommunikationskomponente häufig eingesetzt. Vorteile von 
Declarative Services sind unter anderem das automatische Auflösen von Abhän-
gigkeiten verschiedener Komponenten und das dadurch ersparte Festlegen der 
Startreihenfolge der einzelnen Bundles. Durch bind- und unbind-Methoden kann 
der Konsument eines Services weiterhin dynamisch auf das Starten oder Stoppen 
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eines Services reagieren. Dies ermöglicht die Realisierung eines effektiven Plug-
In Systems, wie es auch in OpenTOSCA und der in dieser Arbeit zu entwickelnden 
Kommunikationskomponente verwendet wird.  
2.5 OpenTOSCA 
Dieses Kapitel gibt einen Überblick über den aktuellen Entwicklungsstand von 
OpenTOSCA [Bin13]. OpenTOSCA ist ein an der Universität Stuttgart entwickel-
ter Open Source Container für TOSCA (siehe Abschnitt 2.3), der unter anderem 
durch Forschungsprojekte und verschiedene Studienarbeiten kontinuierlich wei-
terentwickelt wird. Er kann unter anderem CSAR Dateien verarbeiten und die da-
rin modellierten Cloud-Anwendungen installieren.  
Wichtige Komponenten von OpenTOSCA sind die Control-Komponente, Core-
Komponente, Plan-Engine sowie Implementation-Artifact-Engine (IA-Engine). 
Abbildung 2 stellt die Grobarchitektur mit den genannten Komponenten von 
OpenTOSCA dar.  
Die Control-Komponente dirigiert den Ablauf innerhalb OpenTOSCA zur Bear-
beitung einer CSAR Datei. Weiterhin werden über die Container API mittels einer 
REST-Schnittstelle Funktionalitäten nach außen hin zur Verfügung gestellt. Diese 
Schnittstelle wird beispielsweise von der Admin UI, einer grafischen Benutzer-
schnittstelle zur Steuerung des Containers verwendet. Sie erlaubt unter anderem 
das Installieren und Deinstallieren von CSARs. Weiterhin erlaubt die Container 
API das Speichern von Instanz Daten, wie beispielsweise die IP-Adresse von 
deployten Knoten. 
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Abbildung 2: OpenTOSCA Architektur (nach [IAAS]) 
 
Die Core-Komponente vereint verschiedene Komponenten welche zur Bearbei-
tung einer CSAR Datei benötigt werden. Beispielsweise die Verwaltung der 
TOSCA-Models sowie File- und Endpoint-Handling. Weiterhin betreibt die Core-
Komponente Schnittstellen zu den Datenbanken und ermöglicht anderen Kompo-
nenten von OpenTOSCA den Zugriff auf die gespeicherten Daten wie beispiels-
weise Endpunkte, TOSCA-Modelle oder Instanz Daten. 
Die Aufgabe der IA-Engine ist das Deployment der in einer CSAR Datei enthalte-
nen Implementation Artifacts (IAs). Implementation Artifacts ermöglichen das 
Management von Komponenten einer Cloud-Anwendung. Sie bieten dafür ver-
schiedene Operationen an, wie zum Beispiel das Aufsetzen einer Datenbank oder 
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das Installieren benötigter Treiber auf einem Server. TOSCA erlaubt die Realisie-
rung von IAs auf verschiedenster Weise. Möglich sind beispielsweise als SOAP 
Web Service implementierte IAs ebenso wie komplexe Skripte. Aus diesem Grund 
ist die IA-Engine mit einem Plugin-System ausgestattet. So können zur Laufzeit 
jederzeit (siehe Kapitel 2.4) weitere, für die jeweiligen IAs benötigte, Plugins hin-
zugefügt werden. Im aktuellen Entwicklungsstand wird das Deployment von Web 
Application Archives (WARs) auf Apache Tomcat [Apa] sowie Axis Archives 
(AARs) auf Apache Axis [Apa1] von OpenTOSCA unterstützt. Weiterhin kann 
OpenTOSCA auch mit durch Skripte realisierten IAs umgehen [Wet14] [Wet141]. 
Äquivalent zur IA-Engine ist die Aufgabe der Plan-Engine das Deployment von 
Plänen. Entsprechend ist die Plan-Engine ebenfalls mittels eines Plugin-Systems 
realisiert. Aktuell unterstützt OpenTOSCA das Deployment von BPEL Plänen auf 
den WSO2 Business Process Server [WSO] sowie die Generierung von BPEL-
basierten Provisionierungsplänen [Bre14]. 
Weiterhin beinhaltet OpenTOSCA einen Management Bus [Wet14] [Wet141], der 
eine einheitliche Schnittstelle zum Aufruf der durch Implementation Artifacts an-
gebotenen Managementoperationen bietet. Dadurch müssen die Pläne in der Plan-
Engine vor dem Deployment nicht speziell an die Managementoperationen des 
jeweiligen Implementation Artifacts gebunden werden und bleiben somit porta-
bel. 
2.6 Enterprise Service Bus 
Da die in dieser Arbeit zu entwickelnde Kommunikationskomponente zum Teil 
ähnliche Funktionen wie ein Enterprise Service Bus anbieten soll, werden in die-
sem Kapitel grundlegende Konzepte eines Enterprise Service Bus (ESB) vorge-
stellt. 
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Gemäß Chappell [Cha04] ist ein Enterprise Service Bus eine auf Standards beru-
hende Integrationsplattform, die sowohl Nachrichtenaustausch, Web Services, 
Datentransformation als auch intelligentes Routing miteinander verbindet. Wei-
terhin verbindet sowie koordiniert ein ESB Interaktionen verschiedenster Anwen-
dungen eines Unternehmens zuverlässig miteinander. 
 
Abbildung 3: Beispiel-Architektur bestehend aus fünf Komponenten 
ohne Enterprise Service Bus 
 
Abbildung 3 stellt eine beispielhafte Architektur bestehend aus fünf Komponen-
ten A-E ohne den Einsatz eines ESB dar. Die einzelnen Komponenten kommuni-
zieren jeweils direkt miteinander. Bei abweichenden Datenformaten und Kommu-
nikationsprotokollen der fünf Komponenten müssen jeweils spezielle Schnittstel-
len für die verschiedenen Formate und Protokolle bereitgestellt werden.  
Abbildung 4 dagegen zeigt die Architektur der fünf Komponenten mit der Nut-
zung eines ESB. Der ESB bietet eine zentrale Komponente zur Kommunikation 
und übernimmt gegebenenfalls die Transformation der verschiedenen Datenfor-
mate oder Protokolle.  
A
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E
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Abbildung 4: Beispiel-Architektur bestehend aus fünf Komponenten mit 
Enterprise Service Bus 
 
2.7 Camel 
Um die Kapitel 7 und 9, in denen es um die Architektur und Implementierung der 
in dieser Arbeit zu entwickelnden Kommunikationskomponente geht, besser ver-
stehen zu können, wird in diesem Abschnitt das zur Umsetzung genutzte Open 
Source Integrationsframework Apache Camel [Apa2] vorgestellt. 
Mittels Camel können Routing- sowie Konvertierungsregeln definiert werden um 
die Verwendung verschiedener Transportprotokolle und Datenformate zu ermög-
lichen. Dadurch können verschiedenartig implementierte Services und Kompo-
nenten einfach und einheitlich integriert werden. Weiterhin unterstützt Camel die 
meisten der in [Hoh03] beschriebenen Enterprise Integration Patterns (EIPs) 
[Apa3]. Es werden weiterhin verschiedene domänenspezifische Sprachen (do-
main-specific languages, DSLs) für beispielsweise Java, Spring [Piv] oder Blue-
print [Apa4] angeboten. Des Weiteren kann Camel sowohl innerhalb eines OSGi 
A B
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Containers, als auch als standalone Anwendung verwendet werden. Weiterhin 
kann Camel aufgrund der vielen angebotenen ESB-Funktionalitäten wie intelli-
gentes Routing, Transformation, Monitoring und Orchestrierung als leichtge-
wichtiger ESB angesehen werden [Apa5]. 
Nachfolgend werden zum Verständnis grundlegende Konzepte und Begrifflich-
keiten von Camel vorgestellt.  
Message und Exchange. Eine Message stellt in Camel die Daten dar, welche von 
den verschiedenen Endpunkten verschickt und bearbeitet werden. Eine Message 
kann dabei Header, einen Body sowie Attachements beinhalten. Ein Exchange 
dient wiederum als Container für die Message innerhalb eines Durchlaufs einer 
Route. Ein Exchange beinhaltet weiterhin beispielsweise für das Routing benötigte 
Informationen sowie gegebenenfalls aufgetretene Exceptions. 
Endpoint. Endpunkte eines Kommunikationskanals heißen in Camel Endpoints 
und werden durch Uniform Resource Identifiers (URIs) eindeutig identifiziert. 
Mittels der URI können die Endpoints auch konfiguriert werden. Endpunkte kön-
nen sowohl als Produzent als auch Konsument auftreten. Listing 1 beschreibt bei-
spielsweise einen mittels der Camel Restlet Komponente [Apa6] realisierten End-
punkt.  
restlet:http://localhost:8080/users?restletMethods=post,get 
 
Listing 1: Beispiel Camel Endpoint 
 
Der Präfix der URI (hier restlet) beschreibt die zu verwendende Camel Kompo-
nente und optionale Parameter der URI (hier restletMethods=post,get) dienen der 
Konfiguration des Endpoints. Hier werden beispielsweise die unterstützten HTTP 
Methoden GET und POST festgelegt.  
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Camel Route. Eine Route kann als Graph aus hintereinander hängenden Proces-
sors zwischen zwei Endpoints gesehen werden. Die Route definiert den Ablauf der 
Bearbeitung einer Message. Ein solches Architekturmuster wird Pipes and Filter 
[Hoh] genannt und in Abbildung 5 dargestellt. 
 
Abbildung 5: Pipes und Filter Architekturmuster in Camel 
 
Processor. Ein Processor ist ein Bearbeitungsschritt einer Message innerhalb ei-
ner Camel Route. Beispielsweise können Processors zum Konvertieren von Nach-
richtenformaten verwendet werden. Neben den vielen bereits in Camel beinhal-
teten Processors können auch eigene Processors implementiert werden. 
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3 Anforderungen 
Dieses Kapitel gibt einen Überblick über die gestellten Anforderungen an die in 
dieser Arbeit zu entwickelnde Kommunikationskomponente. In Abschnitt 3.1 
werden zunächst die funktionalen Anforderungen vorgestellt. Darauffolgend 
werden in Abschnitt 3.2 die nichtfunktionalen Anforderungen dargelegt. 
3.1 Funktionale Anforderungen 
In diesem Abschnitt werden die gestellten funktionalen Anforderungen vorge-
stellt. Die hier benannten Anforderungen sind wichtig für die Konzeption und 
Umsetzung der in dieser Arbeit zu entwickelnden Kommunikationskomponente. 
Möglichkeit zur Kommunikation von Anwendungen 
Die zu entwickelnde Kommunikationskomponente soll die Kommunikation von 
TOSCA-basierten Anwendungen ermöglichen. Dafür sollen Operationen TOSCA-
basierter Anwendungen von anderen TOSCA-basierten Anwendungen auf eine 
einheitliche Art und Weise aufgerufen werden können. Diese Kommunikation 
soll dabei sowohl zwischen (i) Anwendungen verschiedener Topologien sowie   
(ii) verschiedener Komponenten innerhalb einer Topologie unterstützt werden. 
Dynamische Bestimmung von benötigten Informationen 
Benötigte Informationen wie beispielsweise IP-Adressen sollen nicht im Vor-
hinein durch vordefinierte Konfigurationsdateien festgelegt werden müssen, son-
dern dynamisch bestimmt werden. Nur so kann ein dynamischer und flexibler 
Kommunikationsmechanismus realisiert werden. 
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Asynchrone Aufrufe 
Es ist nicht vorhersehbar wieviel Zeit die durch die zu entwickelnde Kommunika-
tionskomponente aufgerufene Operation einer Anwendung zur Ausführung be-
nötigt. Um zum einen das Blockieren und zum anderen mögliche Timeouts zu 
verhindern, sollen daher jegliche Aufrufe asynchron erfolgen. 
Angebot mehrerer APIs 
Die zu entwickelnde Kommunikationskomponente soll, um ihre Flexibilität zu er-
höhen, verschiedene APIs zur Verfügung stellen. Im Rahmen dieser Arbeit sollen 
daher mehrere APIs für die Kommunikationskomponente realisiert werden. Dabei 
sollen mindestens eine SOAP API sowie eine RESTful API konzipiert und imple-
mentiert werden. 
Integration in OpenTOSCA 
Die zu entwickelnde Kommunikationskomponente muss in den OpenTOSCA 
Container (siehe Abschnitt 2.5) integriert werden. Dies ist zum einen nötig, da sie 
auf bestehende Komponenten des Containers zugreifen können muss und weiter-
hin dadurch automatisch zusammen mit dem Container gestartet werden kann. 
Da der OpenTOSCA Container und die bereits vorhandenen Komponenten mit 
Hilfe von OSGi (siehe Abschnitt 2.4) realisiert sind, ist es deshalb notwendig, die 
in dieser Arbeit zu entwickelnde Kommunikationskomponente ebenfalls mittels 
OSGi oder einer dazu kompatiblen Technologie zu implementieren. 
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3.2 Nichtfunktionale Anforderungen 
Dieser Abschnitt stellt die nichtfunktionalen Anforderungen vor. Die hier ge-
nannten Anforderungen sind wichtige Eigenschaften der zu entwickelnden Kom-
munikationskomponente und müssen daher bei der Konzeption und Umsetzung 
berücksichtig werden. 
Flexibilität 
Die von der zu entwickelnden Kommunikationskomponente aufzurufenden An-
wendungen, sowie die Anwendungen welche die Schnittstelle selbst nutzen wol-
len, können in unterschiedlichster Weise implementiert sein und weiterhin auf 
beliebigen Plattformen betrieben werden. Beispielsweise kann eine Anwendung 
mittels Java implementiert sein und auf einem Tomcat [Apa], welcher wiederum 
auf einer Windows-Maschine von EC2 [Ama1] läuft, betrieben werden. Eine an-
dere Anwendung dagegen kann PHP-basiert sein und auf einer Linux-Distribu-
tion in Microsoft Azure [Mic] laufen. Die zu entwickelnde Kommunikationskom-
ponente muss daher flexibel bezüglich verschiedenen Implementierungen, Umge-
bungen und Cloud-Plattformen sein. 
Erweiterbarkeit 
Die zu entwickelnde Kommunikationskomponente soll auch nach dem Abschluss 
dieser Arbeit einfach verbessert und erweitert werden können. Sie soll deshalb 
dahingehend konzipiert sein, sich möglichst ohne erhebliche Änderungen des 
Konzepts oder der Architektur der Kommunikationskomponente erweitern zu 
lassen. Dies gilt in besonderem Maße für die Möglichkeiten zum Aufruf der Kom-
munikationskomponente selbst als auch für die eigentliche „Invocation-Funktion“ 
der Kommunikationskomponente.  
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Performance 
Da die zu entwickelnde Kommunikationskomponente von mehreren Anwendun-
gen gleichzeitig aufgerufen werden kann, muss sie mandantenfähig sein. Weiter-
hin soll die parallele Bearbeitung dieser verschiedenen Aufrufe nicht zu einem 
geringeren Durchsatz der Kommunikationskomponente führen.  
Einschränkungen vermeiden 
Die Anwendungen sollen portabel gehalten werden. Bei der Konzeption und Um-
setzung der zu entwickelnden Kommunikationskomponente soll daher darauf ge-
achtet werden, die Anwendungen möglichst gering beziehungsweise bestenfalls 
gar nicht einzuschränken. Dies bezieht sich zum einen auf die Implementierung 
der Anwendung selbst als auch auf die zur Modellierung benötigten Erweiterun-
gen von TOSCA. 
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4 Entwurfsentscheidungen 
In diesem Kapitel werden für die Konzeption und Umsetzung wichtige getroffene 
Entscheidungen vorgestellt und erläutert. Zum einen wird die Verwendung bezie-
hungsweise Nichtverwendung bestimmter Technologien sowie zum anderen kon-
krete Implementierungsdetails begründet. 
In Kapitel 3 wurde bereits vorgestellt, dass verschieden implementierte Anwen-
dungen die zu entwickelnde Kommunikationskomponente nutzen können sollen. 
Es ist daher eine der wichtigsten Entscheidungen, ob und gegebenenfalls welche 
Integrationstechnologie zur Realisierung der Kommunikationskomponente ver-
wendet werden sollte. Die drei Möglichkeiten sind (i) eine komplette Eigenent-
wicklung ohne die Nutzung bestehender Integrationstechnologien, (ii) eine Eigen-
entwicklung mit Zuhilfenahme eines Integrationsframeworks oder (iii) die Ver-
wendung eines ESBs (siehe Abschnitt 2.6). 
Eine Eigenentwicklung ohne die Verwendung vorhandener Integrationstechnolo-
gien ermöglicht eine flexible und individuelle Umsetzung des Konzepts. Aller-
dings resultiert eine Umsetzung mit reinem Standard Java in einem unnötigen 
Implementierungsaufwand, da für die meisten Protokolle und Standards bereits 
Bibliotheken vorhanden sind und genutzt werden können. Weiterhin ist anzuneh-
men, dass diese Bibliotheken ausgereifter und weniger fehleranfällig als eine Neu-
entwicklung sind. Nutzt man jedoch eine größere Anzahl dieser verschiedenen 
Fremdbibliotheken, besteht die Gefahr den Überblick über die verschiedenen Li-
zenzen, Abhängigkeiten und Funktionalitäten der einzelnen Bibliotheken zu ver-
lieren. 
Da Integrationsframeworks viele Protokolle und Standards unterstützen, bietet 
die Verwendung eines Integrationsframeworks ebenfalls die Möglichkeit eine fle-
xible und für das jeweilige Problem individuelle Lösung zu implementieren. Je-
doch besteht hier nicht das Problem der verschiedenen Bibliotheken von verschie-
denen Hersteller, da alles von einem Hersteller stammt. Dies hat den weiteren 
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Vorteil, dass mit einer einheitlichen API gearbeitet werden kann und sich nicht in 
jede Bibliothek neu eingearbeitet werden muss. Außerdem sind die einzelnen 
Komponenten bereits aufeinander abgestimmt und sicher kompatibel untereinan-
der. Weiterhin werden auch nur die wirklich genutzten Komponenten eines In-
tegrationsframeworks benötigt, was eine leichtgewichtige und gut anpassbare Lö-
sung ermöglicht. 
Der Vorteil des Einsatzes eines EBSs ist, dass es sich dabei um eine eigenständige 
und auch je nach Wahl ausgereifte Komponente handelt, die den Implementie-
rungsaufwand minimiert und nur konfiguriert werden muss. Jedoch sind ESBs, 
aufgrund der von ihnen zur Verfügung gestellten Funktionalitäten, die schwerge-
wichtigste Alternative zur Umsetzung der in dieser Arbeit zu entwickelnden Kom-
munikationskomponente. Weiterhin lassen sie sich nicht einfach in den bestehen-
den OpenTOSCA-Container (siehe Abschnitt 2.5) integrieren, da dieser mittels 
OSGi (siehe Abschnitt 2.4) realisiert ist, sondern müssten als Standalone Kompo-
nente betrieben und somit integriert werden. 
Zusammenfassend bietet ein Integrationsframework zur Umsetzung der in dieser 
Arbeit zu entwickelnden Kommunikationskomponente die meisten Vorteile ohne 
gleichzeitige erhebliche Nachteile aufzuweisen. Als Integrationsframework wird 
Apache Camel (siehe Abschnitt 2.7) genutzt. Camel ist eine Open-Source Entwick-
lung, bietet eine einheitliche API an, kann einfach in einem OSGi-Container be-
trieben werden und bietet out of the box etwa 200 Komponenten [Apa7] zur In-
tegration verschiedener Protokolle und Standards an. Weiterhin wird Apache Ca-
mel bereits in einer anderen vorhandenen Komponente von OpenTOSCA, dem 
Management Bus [Wet14] [Wet141] [Zim13] verwendet.  
Analog zum Management Bus wird die in dieser Arbeit zu entwickelnde Kommu-
nikationskomponente nun folgend auch Application Bus genannt. Da die Ausfüh-
rungsdauer einer durch den Application Bus aufgerufenen Anwendungsoperation 
nicht vorhersehbar ist, müssen die Aufrufe asynchron erfolgen (siehe Anforde-
rungen in Abschnitt 3.1). Abbildung 6 zeigt das zur Kommunikation vorgesehene 
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Protokoll. Zuerst wird ein invoke-Request mit allen benötigten Daten (siehe Ab-
schnitt 8.4) an den Application Bus geschickt. Als Antwort wird eine RequestID 
zurückgegeben, die zur Identifikation des Aufrufes verwendet wird. Mit der Re-
questID kann dann gepollt – also abgefragt – werden ob die Bearbeitung des vor-
herig getätigten Aufrufs abgeschlossen ist. Das Polling erfolgt solange, bis die Be-
arbeitung abgeschlossen ist. Dann kann, wiederum mit der RequestID, das Ergeb-
nis des ursprünglichen invoke-Requests abgefragt werden. Diese Design-Ent-
scheidung ist vorwiegend darauf begründet, dass der REST Architekturstil zum 
Aufruf von TOSCA-basierten Komponenten und Anwendungen eingesetzt wer-
den soll, welcher mittels HTTP realisiert wird. Die Umsetzung asynchroner Kom-
munikation mittels Callbacks, wie es beispielsweise SOAP ermöglicht, ist nicht 
Gegenstand der vorliegenden Arbeit. 
 
Abbildung 6: Zur Kommunikation verwendetes Protokoll 
Client
Application Bus 
JSON/HTTP API
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Damit sich die zu entwickelnde Kommunikationskomponente bezüglich ihres 
Funktionsumfangs und Angebots an unterstützten Protokollen und Standards 
weiterentwickeln lassen kann, soll sie dahingehend konzipiert sein, sich möglichst 
einfach erweitern zu lassen (siehe auch Abschnitt 3.2). Die Kommunikationskom-
ponente wird daher mit einem Plugin-System ausgestattet. Da vorhandene Kom-
ponenten von OpenTOSCA wie beispielsweise die IA-Engine oder der Manage-
ment Bus (siehe OpenTOSCA Grundlagen in Abschnitt 2.5) bereits Plugin-fähig 
implementiert sind, wird für die in dieser Arbeit zu entwickelnde Kommunikati-
onskomponente die gleiche bewährte Technik genutzt. Eine einheitliche Technik 
zur Umsetzung eines Plugin-Systems innerhalb der unterschiedlichen Komponen-
ten von OpenTOSCA führt zudem zu einer einheitlicheren Architektur sowie dar-
über hinaus zu einer besseren Wartbarkeit des Containers. Das Plugin-System 
wird daher durch Declarative Services (siehe OSGi Grundlagen in Abschnitt 2.4) 
realisiert. 
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5 Methode zur Entwicklung kommunizierender TOSCA-
Anwendungen 
Unter anderem kann beim Entwickeln von Software zwischen codegetriebener und 
modellgetriebener Softwareentwicklung unterschieden werden. Dabei steht auf 
der einen Seite das Schreiben von Code sowie auf der anderen Seite das Modellie-
ren der Software beziehungsweise einzelner Komponenten oder Aspekte dieser 
im Vordergrund. Die Modelle, beispielsweise UML Klassendiagramme oder ER-
Modelle, werden dabei unter anderem zum Entwerfen der zu entwickelnden Soft-
ware oder zur Verbesserung des Verständnisses entworfen und anschießend in 
ausführbaren Code transformiert (siehe Model-driven software development 
(MDSD) [Völ13]).  
 
Abbildung 7: Verbindung von Modellen und Code bei der 
Softwarentwicklung (nach [Kel08]) 
 
In [Kel08] werden verschiedene Möglichkeiten zur Nutzung von Modellen in der 
Softwareentwicklung vorgestellt. Diese werden in Abbildung 7 dargestellt. In Va-
riante a) wird das Modell vor dem Code entworfen und dann als Vorlage genutzt. 
Der Code wird jedoch händisch davon abgeleitet. Da hier Modell und Code sepa-
rat voneinander erstellt werden, besteht bei dieser Variante allerdings die Gefahr, 
dass das Modell während der Implementierung nicht mehr aktualisiert wird und 
somit veraltet. In Variante b) wird das Modell zum Zwecke der Veranschaulichung 
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der Umsetzung der Software nach dem Schreiben des Codes erstellt. Dies ist bei-
spielsweise beim Reverse Engineering eine gute Möglichkeit das Verständnis ei-
nes Systems zu verbessern. In c) wird zuerst das Modell entworfen und dann da-
von ableitend Code generiert. In der Regel wird ein auf dem Modell basierendes 
Skelett generiert, das dann manuell mit der gewünschten Logik gefüllt werden 
muss. In Variante d) ist neben dem Generieren von Code aus einem Modell zudem 
auch die andere Richtung, also das Generieren von Modellen aus Code möglich. 
Dadurch können Code und Modell immer einfach auf dem gleichen Stand gehal-
ten werden. Der Vorteil von Modellen ist allgemein, dass durch den höheren Abs-
traktionslevel, zum Verständnis möglicherweise unnötige, Komplexität verborgen 
werden kann. 
Zur Modellierung komplexer und verteilter Cloud-Anwendungen werden jedoch 
verschiedene Modelle benötigt. Beispielsweise Modelle zur Beschreibung einzel-
ner Anwendungskomponenten, ein Modell zur Modellierung von Abhängigkeiten 
zu anderen benötigten Komponenten sowie Modelle zur Modellierung der Platt-
formen auf welcher die Software beziehungsweise Komponenten betrieben wer-
den sollen. Der Ablauf bis zur Inbetriebnahme der Software würde dann etwa wie 
folgt aussehen: Aus beispielsweise Klassendiagrammen der einzelnen Komponen-
ten werden automatisiert Code-Skelette generiert, die händisch vervollständigt 
werden müssen. Anschließend müssen die zur Ausführung des Codes eingesetz-
ten Plattformen spezifiziert werden, beispielsweise durch CloudFormation-Mo-
delle [Ama3], wenn die entwickelte Anwendung auf Amazon betrieben werden 
soll. Danach können die Softwarekomponenten darauf installiert, eingerichtet 
und schließlich miteinander verbunden werden. Auch dieses Deployment kann 
durch eine weitere Modellart beschrieben werden, beispielsweise als TOSCA-
Modell. Eine Automatisierung des gesamten Ablaufs ist hier aufgrund der unter-
schiedlichen Modelltypen nur schwer realisierbar. Auch die Orchestrierung einer 
Anwendung aus bereits bestehenden Cloud-Anwendungen ist nicht einfach mög-
lich, falls verschiedene Modelltypen zu deren Beschreibung eingesetzt werden o-
der keine Modelle vorliegen. 
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In dieser Arbeit soll daher eine neue Methode zur Entwicklung von Cloud-An-
wendungen aufgezeigt werden, welche die jeweiligen Modelle der verschiedenen 
Entwicklungs- und Deploymentschritte miteinander kombiniert. Wie in Ab-
schnitt 2.3 beschrieben, erlaubt TOSCA standardmäßig bereits die Modellierung 
und Beschreibung des Aufbaus einer Cloud-Anwendung sowie derer Managemen-
toperationen. Bei Managementoperationen handelt es sich um relativ feingranu-
lare und automatisierbare Operationen welche sowohl für das Deployment sowie 
das Management von Anwendungskomponenten benötigt werden. Ein Beispiel 
für eine Managementoperation wäre zum Beispiel das Installieren eines Apache 
HTTP Servers auf einer Virtuellen Maschine. Mit Hilfe der in dieser Arbeit entwi-
ckelten Kommunikationskomponente sowie der Erweiterung des TOSCA-
Standards wird zudem das Modellieren von Anwendungsoperationen einer Cloud-
Anwendung und damit auch die einfache Orchestrierung verschiedener Cloud-
Anwendungen ermöglicht. Im Gegensatz zu Managementoperationen handelt es 
sich bei Anwendungsoperationen um von der Anwendung wirklich implemen-
tierte und angebotene Operationen. Die Anwendungsoperationen können daher 
erst dann ausgeführt werden, wenn das Deployment und die Konfiguration der 
Anwendung – mittels Managementoperationen – erfolgreich abgeschlossen 
wurde.  
Es wird sowohl das Generieren von Code ausgehend von einem entsprechenden 
TOSCA Modell als auch das Generieren von TOSCA Modellen ausgehend aus be-
reits bestehendem Code unterstützt. Somit lassen sich nun Cloud-Anwendungen 
selbst, deren Aufbau, Installationsablauf, Management- sowie Anwendungsope-
rationen einheitlich mittels TOSCA modellieren. Weiterhin wird die Automatisie-
rung von beispielsweise der Installation sowie die Generierung von Code unter-
stützt. Insgesamt können Cloud-Anwendungen somit deutlich komponentenba-
sierter entwickelt werden. Wie die oben beschriebene Funktionalität umgesetzt 
wird, wird in den folgenden Kapiteln erläutert. 
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Durch die zuvor beschriebene Funktionalität des Application Busses sowie der 
Erweiterung des TOSCA-Standards kann eine neue Methode zur Entwicklung 
TOSCA-basierter Cloud-Anwendungen definiert werden. Diese Methode wird 
TOSCA-basierte Cloud-Anwendungsentwicklung genannt und in Abbildung 8 ver-
anschaulicht. 
 
Abbildung 8: TOSCA-basierte Cloud-Anwendungsentwicklung 
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Die Methode zur Entwicklung TOSCA-basierter Cloud-Anwendungen besteht aus 
fünf Schritten, die im Folgenden vorgestellt werden:  
Modellierung von Anwendungskomponenten und deren Anwen-
dungsoperationen 
Im ersten Schritt werden die einzelnen Anwendungskomponenten und deren An-
wendungsoperationen mit TOSCA modelliert. Die Anwendungskomponenten 
selbst können dabei wie bisher modelliert werden. Bereits vorhandene modellierte 
Anwendungskomponenten können weiterverwendet werden. Zusätzlich müssen 
die Anwendungsoperationen der einzelnen Anwendungskomponenten modelliert 
werden. Ein Beispiel hierfür ist in Abschnitt 8.1 in Listing 2 zu finden. 
Generierung von Code-Skeletten zur Implementierung fehlender An-
wendungsoperationen 
Im zweiten Schritt können Code-Skelette der zuvor modellierten Anwen-
dungsoperationen generiert werden. Dadurch wird der Entwickler bei seiner Ar-
beit unterstützt und die Implementierung beschleunigt. Ein Beispiel für ein gene-
riertes Code-Skelett einer Anwendungsoperation ist in Abschnitt 8.1 in Listing 3 
zu finden. 
Vervollständigung des generierten Codes 
Im dritten Schritt müssen die zuvor generierten Code-Skelette manuell mit der 
entsprechenden Anwendungslogik gefüllt werden. 
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Modellierung der nötigen Infrastruktur und Plattformkomponenten 
zum Betrieb der Anwendung 
Im vierten Schritt müssen die zum Betrieb der Anwendung nötigen Infrastruktur- 
und Plattformkomponenten mit TOSCA modelliert werden. Beispielsweise muss 
hier modelliert werden, dass ein Web Server für den Betrieb einer Anwendung 
benötigt wird und daher zuvor installiert werden muss. 
Provisionierung der Anwendung 
Der letzte Schritt ist die Provisionierung der Anwendung mittels einer TOSCA-
Laufzeitumgebung wie beispielsweise OpenTOSCA. Dabei werden die im vorhe-
rigen Schritt modellierten Infrastruktur- und Plattformkomponenten automati-
siert aufgesetzt und konfiguriert sowie anschließend die ebenfalls modellierten 
Anwendungskomponenten installiert. 
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6 Konzept des TOSCA-basierten Application Busses 
In diesem Kapitel wird das zugrundeliegende Konzept für die Umsetzung der in 
dieser Arbeit zu entwickelnden Kommunikationskomponente beschrieben, wel-
che auch die im vorherigen Kapitel vorgestellte Methode zur Entwicklung 
TOSCA-basierter Cloud-Anwendungen unterstützt. Dafür wird zuerst auf die 
Problemstellung eingegangen um anschließend einen Überblick zu geben, wie das 
gezeigte Problem mittels der in dieser Arbeit entwickelten Kommunikationskom-
ponente behoben wird.  
 
Abbildung 9: Problemstellung 
 
Abbildung 9 zeigt die allgemeine Problemstellung. TempSensors.csar sowie Haus-
Steuerung.csar sind zwei von OpenTOSCA (siehe Abschnitt 2.5) unabhängig von-
einander deployte CSAR-Dateien (siehe Abschnitt 2.3). HausSteuerung ist eine 
PHP-basierte Anwendung, welche die Operation getTemp von TempSensors, ei-
nem Web Application Archive (WAR), aufrufen möchte. Da die Anwendungen, 
wie bereits genannt, unabhängig voneinander deployt wurden, möglicherweise in 
unterschiedlichen Clouds betrieben werden und weiterhin durch verschiedene 
Technologien implementiert sind, kann die gewünschte Operation nicht einfach 
lokal aufgerufen werden. Zudem erschweren die verschiedenen Lokationen der 
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beiden Komponenten deren Kommunikation. Beispielsweise kann die HausSteu-
erungs-Anwendung weder wissen unter welcher IP-Adresse die TempSensors-
Anwendung erreichbar ist, noch ob eine Schnittstelle zum Aufruf der angebote-
nen Operationen überhaupt vorhanden ist beziehungsweise wie diese angeboten 
wird. 
 
Abbildung 10: Zentrale Komponente als Problemlösung 
 
Um die geschilderten Probleme zu beheben, wird eine zentrale 
Kommunikationskomponente benötigt, die in bestimmten Aspekten eine mit 
einem Enterprise Service Bus (ESB) (siehe Abschnitt 2.6) vergleichbare 
Funktionalität bietet. Abbildung 10 zeigt erneut die Problemstellung, diesmal 
jedoch mit der beschriebenen zentralen Kommunikationskomponente – 
Application Bus genannt – zur Kommunikation zwischen verschiedenen TOSCA-
basierten Anwendungen. Der Application Bus bestimmt dazu mit Hilfe von 
OpenTOSCA (siehe Abschnitt 2.5) die zum Aufruf einer Operation, einer durch 
OpenTOSCA deployten Anwendung, benötigten Informationen. Weiterhin bietet 
der Application Bus fest definierte Schnittstellen an. Dadurch kann sie von den 
Anwendungen auf eine einheitliche Art und Weise verwendet werden.  Die 
Abbildung skizziert beispielhafte, zur Kommunikation benötigte Nachrichten. 
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Abbildung 11: Übersicht des Lösungskonzepts  
 
Abbildung 11 zeigt eine konzeptionelle Übersicht, wie der in dieser Arbeit entwi-
ckelte Application Bus funktioniert und welche Möglichkeiten er bietet, ohne da-
bei auf Implementierungsdetails (siehe dazu Kapitel 9) einzugehen. Der in der Ab-
bildung betrachtete Anwendungsfall ist der gleiche wie bisher: Die Anwendung 
HausSteuerung möchte die angebotene Operation getTemp der Anwendung Temp-
Sensors nutzen.  
Hierzu lässt sich aus der zur TempSensors-Anwendung gehörigen TOSCA-Datei 
(in der Abbildung TempSensorsTosca.xml genannt) – in der die angebotenen Ope-
rationen der Anwendung modelliert sind – ein entsprechender Stub der Anwen-
dung generieren. Der Stub kann für die jeweils verwendete Implementierungs-
technologie angepasst generiert werden. Im in Abbildung 11 dargestellten Beispiel 
handelt es sich bei der Anwendung HausSteuerung um ein in Java implementier-
tes Web Application Archive (WAR). Dementsprechend wird der Stub in diesem 
Beispiel als eine .java-Klasse generiert.  
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Der generierte Stub kann weiterhin mit zusätzlichen zur Kommunikation mit dem 
Application Bus vorgesehenen Klassen in einer Programmbibliothek (Applica-
tionBusStub.jar in der Abbildung) gebündelt werden. Diese zusätzlichen Klassen 
sind gegen eine von dem Application Bus angebotene API programmiert und 
übernehmen die Rolle des Clients in der Kommunikation mit dem Application 
Bus. Dadurch kann die Verwendung der angebotenen Operationen (wie beispiels-
weise getTemp) aus programmiertechnischer Sicht ermöglicht werden, als wären 
sie lokal verfügbar, während die Kommunikation mit dem Application Bus hinter 
einer separaten Kommunikationsschicht verborgen wird. Im Detail wird dies in 
Kapitel 8 erläutert. 
Die Abbildung zeigt weiterhin, dass der Application Bus erweiterbar bezüglich 
der zur Verfügung gestellten APIs ist. Dies wird unter anderem durch die Reali-
sierung mittels OSGi (siehe Abschnitt 2.4) sowie Camel (siehe Abschnitt 2.7)  er-
möglicht. Dadurch kann falls gewünscht auch direkt und ohne das Generieren 
eines Stubs gegen eine beliebige angebotene Application Bus API programmiert 
werden. Wie die unterschiedlichen APIs des Application Bus genau aussehen und 
wie der Application Bus benötigte Informationen wie zum Beispiel die IP-Adresse 
der aufzurufenden Anwendung bestimmt, wird in den folgenden Kapiteln detail-
liert erläutert und daher an dieser Stelle ausgelassen.  
Der eigentliche Aufruf der Anwendung (hier TempSensors.war) erfolgt durch ein 
Plugin des Application Busses. Um wieder möglichst viele Technologien und Pro-
tokolle unterstützen zu können, lassen sich entsprechend wie bei den APIs, neue 
Plugins dem Application Bus hinzufügen (siehe Abschnitt 2.4).  
Um mit einer aufzurufenden Anwendung kommunizieren zu können, muss (i) die 
aufzurufende Anwendung eine Web Service Schnittstelle anbieten sowie (ii) ein 
zur Schnittstelle passendes Application Bus Plugin vorhanden sein. Falls von der 
Anwendung keine Web Service Schnittstelle angeboten wird, kann ihr vor ihrem 
Deployment ein Proxy (AB-Proxy.jar in der Abbildung) hinzugefügt werden. Bei 
diesem Proxy handelt es sich um eine Programmbibliothek, die eine Web Service 
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Schnittstelle aufspannt, welche anschließend von dem dazugehörigen Plugin des 
Application Bus zur Kommunikation genutzt werden kann. Für als WAR imple-
mentierte Anwendungen (wie die im Beispiel genutzte TempSensors.war) wurde 
ein solcher generischer Proxy sowie ein dazugehöriges Application Bus Plugin im 
Rahmen dieser Arbeit entwickelt (siehe Abschnitte 9.7 und 9.6).  
Abbildung 11 zeigt ebenfalls die in Kapitel 5 beschriebene Möglichkeit des Gene-
rierens von Code aus einem Modell sowie des Generierens des Modells aus Code. 
Zur Modellierung der Anwendungen dient hierbei TOSCA (siehe Abschnitt 2.3). 
Dadurch lassen sich Anwendungen flexibler entwickeln und wiederverwenden. 
So ist es einerseits möglich, zuerst die zu entwickelnde Anwendung in TOSCA zu 
modellieren und anschließend ein Code-Skelett daraus zu generieren, das dann 
mit der entsprechenden Logik gefüllt werden muss. Dies ist auch ein Schritte der 
in Abbildung 8 dargestellten und in Kapitel 5 definierten Methode zur Entwick-
lung von TOSCA-basierten Cloud-Anwendungen.  
Noch nicht implementiert, aber konzeptionell bereits vorgesehen, ist weiterhin 
auch das Generieren des entsprechenden Topology-Fragments aus einer bereits 
bestehenden Anwendung. Dadurch kann die Anwendung zusammen mit dem Ap-
plication Bus für andere Anwendungen einfach wiederverwendbar gemacht wer-
den, ohne die Anwendungsoperationen manuell modellieren zu müssen. 
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7 Architektur 
In diesem Kapitel wird die Architektur des im Rahmen dieser Arbeit entwickelten 
Application Bus vorgestellt. Dabei wird zum einen auf die Architektur des Appli-
cation Bus selbst als auch auf die resultierende Architektur von OpenTOSCA ein-
gegangen. 
In Abbildung 12 wird die Architektur des Application Bus dargestellt. Links in der 
Abbildung sind beispielhafte APIs zur Nutzung des Application Bus aufgeführt 
(siehe Abschnitt 9.2, 9.3 und 9.4). Durch diese APIs wird die Funktionalität des 
Application Bus anderen Komponenten und Anwendungen zur Verfügung ge-
stellt. Die Abbildung zeigt beispielsweise eine SOAP sowie eine REST API. Wei-
terhin können beliebige weitere APIs, auch während der Laufzeit, hinzugefügt 
werden und damit die Anzahl an unterstützten Protokollen und Standards erhöht 
werden.  
Die zentrale Komponente innerhalb des Application Bus ist die Application Bus 
Engine (siehe Abschnitt 9.5). Hier werden zum Aufruf einer gewünschten Opera-
tion benötigte Informationen gesammelt beziehungsweise ermittelt. Beispiels-
weise wird in der Application Bus Engine der Endpoint der aufzurufenden An-
wendung bestimmt. Weiterhin wird ermittelt welches Application Bus Plugin zur 
Verfügung steht, also im Container installiert und gestartet ist. Außerdem wird 
anhand der im TOSCA-Modell vorhandenen Informationen (siehe dazu Kapitel 8) 
ein Plugin bestimmt, dass den Aufruf bewerkstelligen kann. Hierzu ist die Appli-
cation Bus Engine mit anderen benötigten Komponente des OpenTOSCA Contai-
ners wie der TOSCA Engine sowie dem Instance Data Service verbunden. Per In-
stance Data Service können Instanzdaten gespeichert und abgefragt werden. So 
können zum Beispiel IP-Adressen deployter Anwendungskomponenten dort von 
Plänen abgelegt werden und diese dadurch anderen OpenTOSCA-Komponenten 
wie beispielweise dem Application Bus zugänglich gemacht werden. 
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Abbildung 12: Application Bus Architektur 
 
Im rechten Bereich der Abbildung sind die Application Bus Plugins dargestellt 
(siehe Abschnitt 9.6). Die Plugins sind für den Aufruf der spezifizierten Operation 
einer Anwendung zuständig und stellen ebenfalls Unterstützung für verschiedene 
Standards und Protokolle – Invocation-Type genannt – zur Verfügung. Wiederum 
sind hier beispielhaft ein SOAP sowie ein REST Plugin aufgeführt. Jedoch können 
auch hier, analog zu den APIs, beliebige neue Plugins noch zur Laufzeit hinzuge-
fügt werden. Die Verwaltung der Plugins übernimmt die Application Bus Engine 
durch ein dafür ausgelegtes und auf OSGi (siehe Abschnitt 2.4) basierendes 
Plugin-System. 
Abbildung 12 zeigt weiterhin die Verbindung der einzelnen Komponenten inner-
halb der Application Bus Engine durch Camel (siehe Abschnitt 2.7). Die schwar-
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zen punkte stellen dabei die von der jeweiligen Komponente definierten End-
punkte dar. Die gestrichelten Linien stellen weiterhin die Camel Routen zur Ver-
bindung dieser Endpunkte dar.  
In dem hier aufgezeigten Beispiel sind jeweils die gleichen Typen (SOAP und 
REST) an APIs und Plugins vorhanden. Dies ist jedoch nicht obligatorisch. Die zur 
Verwendung des Application Bus genutzte API muss nicht identisch mit dem für 
den Aufruf einer Operation einer Anwendung genutztem Plugin sein. Eine An-
wendung kann somit beispielsweise den Application Bus per REST API anspre-
chen, wohingegen der effektive Aufruf der Operation einer anderen Anwendung 
per SOAP Plugin erfolgt. 
 
Abbildung 13: Kommunikationsdiagramm des Application Bus 
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Abbildung 13 stellt den Aufbau des Application Bus als Kommunikationsdia-
gramm dar. Das Diagramm zeigt den zentralen Charakter der Application Bus 
Engine, die einerseits sowohl mit benötigten Komponenten des OpenTOSCA 
Containers kommuniziert sowie andererseits als Bindeglied zwischen den ver-
schiedenen APIs und Plugins fungiert. Abbildung 13 zeigt weiterhin die beispiel-
hafte Nutzung des Application Bus durch eine Anwendung (A) sowie den Aufruf 
einer Anwendung (B) durch ein Application Bus Plugin. 
 
Abbildung 14: OpenTOSCA Architektur mit Application Bus 
 
Abbildung 14 stellt die erweiterte Gesamtarchitektur von OpenTOSCA, im Ver-
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die Komponenten auf der rechten Seite der Abbildung (IA-Engine, Management 
Bus, Application Bus sowie Plan-Engine) jeweils mit einem eigenen Plugin-Sys-
tem ausgestattet sind. Dadurch kann die Funktionalität jeder einzelner Kompo-
nente sowie von OpenTOSCA insgesamt einfach erweitert werden. Darüber hin-
aus bringt die Verwendung eines einheitlichen Plugin-Systems eine besser Wart-
barkeit des Containers mit sich.  
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8 Erweiterung von TOSCA, Code-Generierung und 
Umsetzung durch den Application Bus 
In Kapitel 6 wurde bereits ein grober Überblick über die Funktionsweise des Ap-
plication Bus gegeben. In diesem Kapitel wird daher anhand eines Beispielszena-
rios die Nutzung und Funktionsweise des Application Bus detailliert vorgestellt. 
Dabei werden von der Entwicklung einer Anwendung, über das Deployment die-
ser durch OpenTOSCA bis hin zum Aufruf der Anwendung mittels des Applica-
tion Bus wichtige Teilschritte näher betrachtet. Hierzu wird im folgenden Bei-
spielszenario die Application Bus SOAP/HTTP API (siehe Abschnitt 9.2) sowie das 
Application Bus JSON/HTTP Plugin (siehe Abschnitt 9.6) als Beispiele für eine 
API sowie für ein Plugin genutzt. Der konzeptionelle Ablauf bei der Nutzung einer 
anderen API beziehungsweise eines anderen Plugins ist mit dem hier gezeigten 
vergleichbar. 
 
Abbildung 15: Beispielszenario 
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Abbildung 15 veranschaulicht das zur Erläuterung der Nutzung und Funktions-
weise des Application Bus verwendete Szenario. Die Abbildung zeigt, dass eine 
Anwendung HausSteuerung die Operation getTemp der Anwendung TempSensors 
aufrufen soll. Da die Anwendung HausSteuerung jedoch weder den Endpunkt der 
Anwendung TempSensors kennt, noch weiß, wie sie aufgerufen werden kann, 
wird der Application Bus hierfür benötigt. In diesem Beispiel sind die beiden An-
wendungen als Web Application Archives (WAR) implementiert. Es sind jedoch 
konzeptionell auch beliebige andere Implementierungen möglich. 
Dem Ablauf des Beispielszenarios folgend ist dieses Kapitel wie folgt gegliedert: 
In Abschnitt 8.1 wird erläutert, was bei der Entwicklung einer durch den Appli-
cation Bus aufzurufenden Anwendung (hier: TempSensors) beachtet werden 
muss. Anschließend wird analog dazu in Abschnitt 8.2 gezeigt, was bei der Ent-
wicklung einer den Application Bus nutzenden Anwendung (hier: HausSteue-
rung) beachtet werden muss. In beiden Fällen wird dabei auch auf die mögliche 
Unterstützung durch Code-Generierung eingegangen. In Abschnitt 8.3 wird an-
schließend das nach dem Deployment erforderliche Einrichten der Application 
Bus nutzenden Anwendung (hier: HausSteuerung) erklärt. Im darauf folgenden 
Abschnitt 8.4 wird die Kommunikation einer Anwendung (hier: HausSteuerung) 
mit dem Application Bus erläutert. In Abschnitt 8.5 wird schließlich die Kommu-
nikation des Application Bus mit der aufzurufenden Anwendung (hier: Temp-
Sensors) vorgestellt. 
8.1 Entwicklung einer durch den Application Bus aufzurufenden 
Anwendung 
In diesem Abschnitt wird erklärt, wie eine Anwendung für den Application Bus 
aufrufbar gemacht wird. Dabei wird erläutert welche Voraussetzungen die An-
wendung dafür erfüllen muss, wie Code-Generierung zur Unterstützung genutzt 
werden kann und welche Erweiterungen in TOSCA dafür notwendig sind. Als 
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Beispielanwendung wird hierzu die im zuvor geschilderten Beispielszenario vor-
gestellte TempSensors Anwendung verwendet. 
Bevor eine Anwendung mittels des OpenTOSCA Containers deployt werden 
kann, muss sie zuerst implementiert werden. Wie bereits in der in Kapitel 6 defi-
nierten Methode zur Entwicklung TOSCA-basierter Cloud-Anwendungen ge-
zeigt, wird der Entwickler dabei schon unterstützt. Mit dem Application Bus Stub 
Generator (siehe Abschnitt 9.8) können aus einer mittels TOSCA modellierten An-
wendung die Code-Skelette der dazugehörigen Methoden generiert werden (siehe 
Abbildung 16). Noch nicht implementiert, aber konzeptionell vorgesehen, ist auch 
das generieren der TOSCA Elemente aus einer bereits bestehenden Anwendung.  
 
Abbildung 16: Generierung eines Code-Skelettes aus TOSCA 
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Listing 2 zeigt eine beispielhafte Modellierung der TempSensors Anwendung mit-
tels TOSCA. In dem dargestellten Beispiel bietet die Anwendung eine Operation 
getTemp (Zeile 6) an. Weiterhin definiert die Operation einen Eingabeparameter 
sensorID (Zeile 10) sowie einen Rückgabeparameter temperature (Zeile 13). Um 
Anwendungsoperationen von Managementoperationen – welche von Implemen-
tation Artifacts implementiert werden – unterscheiden zu können, wurde der 
TOSCA Standard mit einem speziell für OpenTOSCA vorgesehenen Element er-
weitert. Zusätzlich zu dem bereits standardmäßig vorhandenen Interfaces Ele-
ment, welches für die Managementoperationen genutzt wird, wurde das Applica-
tionInterfaces Element (Zeile 3) eingeführt um darin Anwendungsoperationen zu-
sammenzufassen. 
1  <NodeType name="TempSensorsApplication"> 
2     ... 
3     <opentosca:ApplicationInterfaces 
4        xmlns:opentosca="http://www.uni-stuttgart.de/opentosca"> 
5        <Interface name="TempSensors"> 
6           <Operation name="getTemp"> 
7             <documentation>Returns the temperature of the  
8                specified sensor</documentation> 
9             <InputParameters> 
10               <InputParameter name="sensorID" type="xs:string"/> 
11            </InputParameters> 
12            <OutputParameters> 
13               <OutputParameter name="temperature" type="xs:int"/> 
14            </OutputParameters> 
15          </Operation> 
16       </Interface> 
17    </opentosca:ApplicationInterfaces> 
18 </NodeType> 
 
Listing 2: Beispielhafte Modellierung von Anwendungsoperationen in 
erweitertem TOSCA  
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Listing 3 zeigt das mittels Application Bus Stub Generator generierte Code-Skelett 
der modellierten Anwendungsoperation. Der Entwickler der Anwendung kann 
dieses Code-Skelett nutzen und die generierte Methode mit der gewünschten An-
wendungslogik füllen. Man sieht anhand des Beispiels wie die TOSCA-Elemente 
in Java Code überführt werden. Der Name des Interfaces innerhalb TOSCA  
(Zeile 5) wird zu dem Klassenname in Java (Zeile 1). Die in TOSCA modellierte 
Operation (Zeile 6) wird zur Methode (Zeile 6) und Input- und OutputParameter 
(Zeilen 10 und 13) werden zu Eingabe- und Rückgabewerten (Zeilen 6 und 8). Op-
tionale Dokumentationen werden ebenfalls von TOSCA (Zeilen 7 und 8) in Java 
(Zeilen 3-5) überführt. 
1   public class TempSensors { 
2 
3      /** 
4       * Returns the temperature of the specified sensor 
5       */ 
6      public static Integer getTemp(String sensorID) { 
7         // TODO generated method stub 
8         return temperature; 
9      } 
10  } 
 
Listing 3: Aus TOSCA generiertes Code-Skelett einer 
Anwendungsoperation 
 
Damit die angebotenen Operationen einer Anwendung durch den Application 
Bus aufgerufen werden können, muss die Anwendung eine Web Service Schnitt-
stelle anbieten. Diese Schnittstelle wird dann von einem passenden Application 
Bus Plugin zur Kommunikation verwendet. Im Rahmen dieser Arbeit wurde eine 
generische Web Service Schnittstelle, Application Bus Proxy genannt (siehe Ab-
schnitt 9.7), für als WAR implementierte Anwendungen entwickelt. Der Proxy ist 
in Abbildung 16 als AB-Proxy.jar zu erkennen. Der ansonsten fertig implemen-
tierten Anwendung muss abschließend dieser Proxy hinzugefügt werden und ist 
dann bereit deployt zu werden (siehe Kapitel 6).  
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Um später das zur Web Service Schnittstelle passende Application Bus Plugin so-
wie den Endpunkt der Schnittstelle bestimmen zu können, müssen in der dazuge-
hörigen TOSCA Definition noch bestimmte Informationen angegeben werden. 
Diese Informationen werden in den Properties (siehe Listing 4) eines Artifa-
ctTemplates, welches von einem DeploymentArtifact referenziert wird, definiert. 
Das DeploymentArtifact wiederum gehört zur NodeTypeImplementation des ei-
gentlichen NodeTypes.  
1 <opentosca:ApplicationInterfacesProperties> 
2   <opentosca:Endpoint>/TempSensorsApp</opentosca:Endpoint> 
3   <opentosca:InvocationType>JSON/HTTP</opentosca:InvocationType> 
4   <opentosca:ApplicationInterfaceInformations> 
5     <opentosca:ApplicationInterfaceInformation 
6   name="TempSensors" class="org.sensor.TempSensors"/> 
7 </opentosca:ApplicationInterfaceInformations> 
8 </opentosca:ApplicationInterfacesProperties> 
 
Listing 4: ArtifactTemplate Properties 
 
Listing 4 zeigt die benötigten Daten. Aktuell müssen diese Informationen noch 
per Hand in die jeweilige TOSCA-Definition eingetragen werden. Zukünftig sol-
len diese Informationen – zumindest teilweise – jedoch auch generiert werden 
können. Per Endpoint (Zeile 2) wird der standardmäßige relative Endpunkt der 
Anwendung angegeben. Dieser wird zur Bestimmung des absoluten Endpunkts 
der Web Service Schnittstelle benötigt. In Zeile 3 wird der InvocationType festge-
legt. Dieser legt fest, auf welche Art die Schnittstelle genutzt werden kann und 
wird zur Bestimmung des richtigen Application Bus Plugins benötigt. In diesem 
Fall müsste beispielsweise das Application Bus JSON/HTTP Plugin (siehe Ab-
schnitt 9.6) genutzt werden.  
In diesem Beispielszenario muss weiterhin in Zeile 6 der voll qualifizierte Name 
der Klasse (hier org.sensor.TempSensors), welche die Operationen des jeweiligen 
Interfaces (hier TempSensors) implementiert, angegeben werden. Dies ist nötig, da 
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der Application Bus Proxy – im Falle von als WAR implementierten Anwendun-
gen – die gewünschte Methode per Reflection aufruft und dafür der qualifizierte 
Klassenname benötigt wird. Der in diesem Beispielszenario verwendete Proxy so-
wie dessen Implementierung werden detaillierter in Abschnitt 9.7 vorgestellt. 
8.2 Entwicklung einer den Application Bus nutzenden Anwendung 
In diesem Abschnitt wird erläutert, wie eine Anwendung (HausSteuerung im Bei-
spielszenario) den Application Bus nutzen kann, welche Bedingungen hierzu er-
füllt sein müssen und wie Code-Generierung zur Unterstützung verwendet wer-
den kann. 
Damit eine Anwendung mit dem Application Bus kommunizieren kann, muss sie 
gegen eine verfügbare Application Bus API (siehe Abschnitt 9.2, 9.3 und 9.4) pro-
grammiert werden. Neben der Möglichkeit dies per Hand zu tun, kann auch wie-
der der Application Bus Stub Generator zur Hilfe genommen werden. Im in die-
sem Kapitel genutzten Beispielszenario (siehe Abbildung 15) soll die Anwendung 
HausSteuerung die Operation getTemp der Anwendung TempSensors aufrufen. 
Wie Abbildung 17 zeigt, lässt sich zur einfacheren Verwendung der Operation 
getTemp, aus der TOSCA Definition der Anwendung TempSensors (siehe  
Listing 2) ein betriebsbereiter Stub der Operation generieren. Dieser Stub ist be-
reits gegen eine Application Bus API programmiert. Dadurch kann die Operation 
getTemp innerhalb der Anwendung HausSteuerung verwendet werden als wäre 
sie lokal verfügbar und die Kommunikation mit dem Application Bus wird hinter 
einer separaten Kommunikationsschicht verborgen.  
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Abbildung 17: Verwendung eines generierten Stubs zur Kommunikation 
mit dem Application Bus 
 
Listing 5 zeigt einen solchen generierten Stub. Die im Stub enthaltene Methode 
getTemp kann innerhalb der Anwendung HausSteuerung als normale lokale Java 
Methode verwendet werden. Innerhalb der generierten getTemp Methode wird 
die invoke Methode der abstrakten Klasse ApplicationBusClient (ABClient in Ab-
bildung 17) aufgerufen (Zeile 9). Dabei werden die zum Aufruf benötigten Infor-
mationen wie Name des NodeTemplates, Namen des ApplicationInterfaces und der 
Operation sowie Eingabeparameter übergeben (Zeilen 9 und 10). Die Kommuni-
kation mit dem Application Bus (siehe Abschnitt 8.4) erfolgt schließlich durch die 
generische ApplicationBusClient Klasse. 
 
ApplicationBusStub.jar
<<generated>>
TempSensors.java
getTemp(String): Integer
getSensorIDs(): List<String>
<<generic>
ABClient.java
invoke (String nTemplateID, 
String interface, String 
method, Map<String, Object> 
params) : Object
HausSteuerung.java
isHeating(): boolean
startHeating(): boolean
stopHeating(): boolean
. . .
HausSteuerung.war
Generieren 
eines Stubs
TempSensors
Tosca.xml
HTTP
Application
Bus
…
 P
lu
gin…
 A
P
I
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1   public class TempSensors extends ApplicationBusClient { 
2 
3      /** 
4       * Returns temperature of the specified sensor 
5       */ 
6      public static Integer getTemp(String sensorID) { 
7        HashMap<String, Object> params = new HashMap<>(); 
8        params.put("sensorID", sensorID); 
9        Integer temperature = invoke("TempSensorsAppTemplate",     
10          "TempSensors", "getTemp", params); 
11       return temperature;  
12     } 
13  } 
 
Listing 5: Aus TOSCA generierter Stub  
 
8.3 Setup einer den Application Bus nutzenden Anwendung 
In diesem Abschnitt wird erläutert, wie eine Anwendung (HausSteuerung im 
Beispielszenario) nach ihrem Deplyoment eingerichtet werden muss, um mit dem 
Application Bus kommunizieren zu können. 
Damit eine Anwendung mit dem Application Bus kommunizieren kann, benötigt 
sie den Endpunkt des OpenTOSCA Containers. Da dieser nicht zwingend bereits 
zur Entwicklungszeit verfügbar ist, muss er der Anwendung nach ihrem Deploy-
ment mitgeteilt werden. Hierzu wird von dem in der Anwendung verwendeten 
Application Bus Stub (siehe vorherigen Abschnitt) eine Web Service Schnittstelle 
angeboten, worüber nach dem Deployment durch OpenTOSCA der Endpunkt des 
Containers durch einen Plan (siehe Abschnitt 2.3) mitgeteilt werden kann. Dieses 
sogenannte Setup der Anwendung wird in Abbildung 18 gezeigt.  
Da es mehrere Instanzen einer aufzurufenden Anwendung geben kann, muss 
beim Setup der Anwendung – neben dem OpenTOSCA Endpunkt –  ebenfalls eine 
Instanz-ID der aufzurufenden Anwendung mitgeteilt werden. Dies kann entweder 
8 Erweiterung von TOSCA, Code-Generierung und Umsetzung durch den Application Bus 
51 
in Form der NodeInstanceID oder der ServiceInstanceID erfolgen. Dadurch kann 
eine Instanz der Anwendung später vom Application Bus eindeutig identifiziert 
werden. Wie genau der Application Bus diese Instanz-IDs verwendet, wird in Ab-
schnitt 9.5 näher erläutert. 
 
Abbildung 18: Setup einer den Application Bus nutzenden Anwendung 
 
8.4 Kommunikation einer aufrufenden Anwendung mit dem       
Application Bus 
In diesem Abschnitt wird die Kommunikation einer Anwendung (HausSteuerung 
im Beispielszenario) mit dem Application Bus vorgestellt (siehe Abbildung 19). 
Beispielhaft wird hierfür die Application Bus SOAP/HTTP API (siehe  
Abschnitt 9.2) verwendet. Da ein einheitliches Protokoll zur Kommunikation 
(siehe Abbildung 6) verwendet wird, ist der grundsätzliche Ablauf mit der Ver-
wendung einer anderen Application Bus API vergleichbar.  
HausSteuerung.war
HausSteuerung.java
AB-Stub.jar
isHeating(): boolean
startHeating(): boolean
stopHeating(): boolean
. . .
Application
Bus
…
 P
lu
gin…
 A
P
I
POST  /OTABSetupService/v1/setup
Content-Type: application/x-www-form-urlencoded
container-url=http://localhost:1337&service-instance-id=5
oder
container-url=http://localhost:1337&node-instance-id=12
Setup
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Abbildung 19: Kommunikation einer Anwendung mit  
dem Application Bus 
 
Nachdem eine Anwendung von OpenTOSCA deployt und anschließend per Setup 
eingerichtet wurde, kann sie mit dem Application Bus kommunizieren. Listing 6 
zeigt die beispielhafte Nutzung des Application Bus per Application Bus SOAP 
API. Zeile 7 zeigt die ServiceInstanceID, welche zuvor, wie bereits erläutert, der 
Anwendung nach dem Deployment per Plan mitgeteilt wurde. In Zeile 8 sieht man 
die Angabe des NodeTemplates. Durch die Angabe von ServiceInstanceID und No-
deTemplateID kann eine Instanz der aufzurufenden Anwendung eindeutig identi-
fiziert werden. Es ist auch möglich, anstelle von ServiceInstanceID und NodeTemp-
lateID, nur die NodeInstanceID der aufzurufenden Anwendung zu übergeben. Lis-
ting 6 zeigt weiterhin wie die aufzurufende Operation (Zeile 10), das zur Opera-
tion gehörende Interface (Zeile 9) sowie die Übergabeparameter (Zeilen 12 – 18) 
angegeben werden. 
HausSteuerung.war
AB-Stub.jar
HTTP Application
Bus
JSON Plugin
SOAP Plugin
… Plugin
JSON API
SOAP API
… API
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1    <soapenv:Envelope   
2       xmlns:soapenv="http://schemas.xmlsoap.org/soap/envelope/" 
3       xmlns:app="http://opentosca.org/appinvoker/"> 
4       <soapenv:Header /> 
5       <soapenv:Body> 
6       <app:invokeMethod> 
7          <serviceInstanceID>5</serviceInstanceID> 
8          <nodeTemplateID>TempSensorsAppTemplate</nodeTemplateID> 
9          <interface>TempSensors</interface> 
10         <operation>getTemp</operation> 
11         <!--Optional: --> 
12         <Params> 
13       <!--1 or more repetitions: --> 
14       <Param> 
15          <key>sensorID</key> 
16          <value>HouseFront</value> 
17       </Param> 
18         </Params> 
19         </app:invokeMethod> 
20      </soapenv:Body> 
21   </soapenv:Envelope> 
 
Listing 6: Request an die Application Bus SOAP API zum  
Aufruf einer Operation 
 
Anschließend wird der Request von der Application Bus Engine überprüft, ob alle 
benötigten Informationen übergeben wurden. Falls dies nicht der Fall ist wird eine 
Fehlermeldung an den Aufrufer zurückgegeben. Andernfalls wird dem Aufrufer, 
da die asynchrone Kommunikation per Polling realisiert wird, eine RequestID zu-
rückgegeben. Listing 7 zeigt eine positive Antwort zurück an den Aufrufer. In 
Zeile 5 ist die RequestID festgelegt, welche für das Polling sowie der Abfrage des 
Ergebnisses benötigt wird.  
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1   <soap:Envelope xmlns:soap="..."> 
2      <soap:Body> 
3         <ns2:invokeMethodResponse>    
4            xmlns:ns2="http://opentosca.org/appinvoker/"> 
5            <requestID>5</requestID> 
6         </ns2:invokeMethodResponse> 
7      </soap:Body> 
8   </soap:Envelope> 
 
Listing 7: Reply von der Application Bus SOAP API 
 
Parallel zur Rückgabe der RequestID wird im Application Bus mit der Bearbeitung 
der Anfrage begonnen. Beispielsweise bestimmt der Application Bus anhand der 
übergebenen Daten und mit Hilfe der TOSCA Engine sowie dem Instance Data 
Service, den Endpunkt der aufzurufenden Anwendung beziehungsweise des Ap-
plication Bus Proxys. Details zur konkreten Implementierung werden in Kapitel 9 
näher betrachtet. Die Kommunikation mit der aufzurufenden Anwendung durch 
ein zuvor bestimmtes Application Bus Plugin wird in Abschnitt 8.5 vorgestellt.  
Während der Application Bus noch mit der Bearbeitung des in Listing 6 definier-
ten Aufrufs beschäftigt ist, kann der Aufrufer per Polling bereits den Status der 
Bearbeitung abfragen. Listing 8 stellt einen solchen Polling-Request dar. In  
Zeile 7 sieht man die von dem Application Bus in Listing 7 zurückgegebene Re-
questID zur Identifikation des Aufrufes.  
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1   <soapenv:Envelope  
2  xmlns:soapenv="..." 
3  xmlns:app="http://opentosca.org/appinvoker/"> 
4      <soapenv:Header/> 
5      <soapenv:Body> 
6         <app:isFinished> 
7            <requestID>5</requestID> 
8         </app:isFinished> 
9      </soapenv:Body> 
10   </soapenv:Envelope> 
 
Listing 8: Polling-Request an den Application Bus zur Abfrage des 
Bearbeitungsstatus 
 
Listing 9 zeigt die Antwort der Application Bus SOAP/HTTP API eines solchen 
Polling-Requests. In diesem Fall wird in Zeile 5 true zurückgegeben, was bedeutet, 
dass die Bearbeitung abgeschlossen ist und das Ergebnis abgefragt werden kann. 
Falls die Bearbeitung noch nicht abgeschlossen ist, wird dementsprechend false 
zurückgegeben und der Client muss weiter pollen. Falls die RequestID innerhalb 
des Application Bus unbekannt ist wird eine entsprechende Fehlermeldung an den 
Aufrufer zurückgegeben. 
1  <soap:Envelope xmlns:soap="..."> 
2     <soap:Body> 
3        <ns2:isFinishedResponse  
4       xmlns:ns2="http://opentosca.org/appinvoker/"> 
5           <isFinished>true</isFinished> 
6        </ns2:isFinishedResponse> 
7     </soap:Body> 
8  </soap:Envelope> 
 
Listing 9: Polling-Response des Application Bus zurück an den Aufrufer 
 
Nachdem der Bearbeitungsstatus abgefragt und mit true beantwortet wurde, kann 
vom Client das Ergebnis des ursprünglichen Operationsaufrufs abgefragt werden. 
8 Erweiterung von TOSCA, Code-Generierung und Umsetzung durch den Application Bus 
56 
Listing 10 zeigt einen solchen Request zur Ergebnis-Abfrage. In Zeile 7 ist wiede-
rum die zur Identifikation benötigte RequestID zu sehen. 
1   <soapenv:Envelope  
2      xmlns:soapenv="http://schemas.xmlsoap.org/soap/envelope/"  
3      xmlns:app="http://opentosca.org/appinvoker/"> 
4      <soapenv:Header/> 
5      <soapenv:Body> 
6         <app:getResult> 
7            <requestID>5</requestID> 
8         </app:getResult> 
9      </soapenv:Body> 
10  </soapenv:Envelope> 
 
Listing 10: Request an den Application Bus zur Abfrage des Ergebnisses 
eines Operationsaufrufs 
  
Listing 11 zeigt die Antwort der Application Bus SOAP/HTTP API. In Zeile 5 ist 
das Ergebnis des Operationsaufrufs zu sehen. Falls die bei der Anfrage übergebene 
RequestID unbekannt ist, wird dem Aufrufer eine entsprechende Fehlermeldung 
zurückgegeben. Weiterhin wird im Falle eines Fehlers innerhalb des Application 
Bus, beim Aufruf der Methode durch ein Application Bus Plugin oder innerhalb 
der aufgerufenen Operation selbst, dem Aufrufer ebenfalls eine Fehlermeldung 
zurückgegeben.  
1  <soap:Envelope xmlns:soap="..."> 
2     <soap:Body> 
3        <ns2:getResultResponse  
4           xmlns:ns2="http://opentosca.org/appinvoker/"> 
5           <result>-11</result> 
6        </ns2:getResultResponse> 
7     </soap:Body> 
8  </soap:Envelope> 
 
Listing 11: Response des Application Bus mit dem Ergebnis des 
Methodenaufrufs 
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8.5 Kommunikation des Application Bus mit einer aufzurufenden 
Anwendung 
In diesem Abschnitt wird die Kommunikation des Application Bus mit einer auf-
zurufenden Anwendung (TempSensors im Beispielszenario) vorgestellt. Beispiel-
haft wird hierfür das zum Application Bus Proxy passende Application Bus 
JSON/HTTP Plugin verwendet (siehe Abbildung 20). 
 
Abbildung 20: Kommunikation des Application Bus mit einer 
aufzurufenden Anwendung 
 
Nachdem in der Application Bus Engine (siehe Abschnitt 9.5) alle benötigten In-
formationen gesammelt wurden, übernimmt das passende Application Bus Plugin 
die Kommunikation mit der aufzurufenden Anwendung. Listing 12 zeigt die Nach-
richt des Application Bus JSON/HTTP Plugins an den Application Bus Proxy der 
aufzurufenden Anwendung. In Zeile 3 ist die aufzurufende Methode getTemp, so-
wie in Zeile 4 die implementierende Klasse org.sensor.SensorApp (aus Listing 4) 
angegeben. Weiterhin ist in Zeile 7 der Eingabeparameter sensorID mit dem Wert 
HouseFront angegeben. 
 
HTTP
Application
Bus
JSON Plugin
SOAP Plugin
… Plugin
JSON API
SOAP API
… API
TempSensors.war
AB-Proxy.jar
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1   { 
2       "invocation-information": { 
3           "operation": "getTemp",  
4           "class": "org.sensor.TempSensors" 
5       },  
6       "params": { 
7           "sensorID": "HouseFront" 
8       } 
9   } 
 
Listing 12: Request des Application Bus JSON/HTTP Plugins an eine 
aufzurufende Anwendung 
 
Die Kommunikation zwischen Application Bus JSON/HTTP Plugin und dem da-
zugehörigen Application Bus Proxy erfolgt ebenfalls per Polling. Das Application 
Bus Plugin bekommt dafür nach dem Aufruf von dem Proxy ebenfalls eine Re-
questID zurückgegeben. Mittels der RequestID kann das Plugin in regelmäßigen 
Abständen abfragen, ob die Bearbeitung beendet wurde und gegebenenfalls das 
Ergebnis abrufen. Nachdem das Ergebnis abgefragt wurde, wird dieses im Appli-
cation Bus zusammen mit der RequestID des ursprünglichen Aufrufers (5, siehe 
Listing 7) abgelegt. Anschließend kann das Ergebnis von der aufrufenden Anwen-
dung (HausSteuerung im Beispielszenario) wie im vorherigen Abschnitt  gezeigt, 
abgefragt werden. 
Das im Rahmen dieser Arbeit implementierte Application Bus JSON/HTTP Plugin 
sowie der dazugehörige generische Application Bus Proxy verwenden ebenfalls 
das in Kapitel 4 vorgestellte Kommunikationsprotokoll. Die detaillierte Implemen-
tierung wird jeweils in Abschnitt 9.6 sowie Abschnitt 9.7 vorgestellt. Die Kommu-
nikation mit der aufzurufenden Anwendung kann jedoch auch beliebig anders als 
hier gezeigt erfolgen und ist ausschließlich von der konkreten Implementierung 
des jeweiligen Application Bus Plugins sowie des dazugehörigen Proxys abhän-
gig. Beispielsweise kann auch ein Plugin implementiert werden, dass Callbacks 
wie es zum Beispiel SOAP ermöglicht unterstützt. 
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9 Implementierung 
In diesem Kapitel werden die Implementierungen des Application Bus und dessen 
Komponenten, sowie des Application Bus Stub Generators und Application Bus 
Proxys näher betrachtet.  
9.1 Application Bus Konstanten und Exceptions 
In diesem Abschnitt werden die im Application Bus definierten und verwendeten 
Konstanten sowie Exceptions vorgestellt. Zur besseren Verwaltung der Abhän-
gigkeiten der einzelnen Application Bus Komponenten sind die Konstanten und 
Exceptions in einem separaten Bundle organisiert. 
Da die einzelnen Komponenten des Application Bus per Camel Endpoints und 
Routen (siehe Kapitel 7) miteinander verbunden sind und über Camel Exchange 
Messages kommunizieren, werden Konstanten zur Definition der Message Header 
benötigt. Dadurch können alle Komponenten des Application Bus benötigte Para-
meter auf eine einheitliche Weise ablegen beziehungsweise auslesen. Tabelle 1 
zeigt und erklärt die durch ein Enum definierten Konstanten des Application Bus. 
In der ersten Spalte der Tabelle sind die einzelnen Konstanten gelistet. Die zweite 
Spalte gibt an, ob die Konstante als Key oder als Value des Message Headers ver-
wendet wird. In der dritten Spalte der Tabelle wird die jeweilige Konstante näher 
beschrieben. 
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Konstante Verwendung Beschreibung 
NODE_INSTANCE_ID_INT Key 
Zur Angabe der  
NodeInstanceID 
SERVICE_INSTANCE_ID_INT Key 
Zur Angabe der  
ServiceInstanceID 
NODE_TEMPLATE_ID Key 
Zur Angabe der  
NodeTemplateID 
INTERFACE_NAME Key Zur Angabe des Interfaces 
OPERATION_NAME Key Zur Angabe der Operation 
APPLICATION_BUS_METHOD Key 
Zur Angabe der Application 
Bus Methode (in Kombination 
mit einem der drei folgenden 
Werte als Value) 
APPLICATION_BUS_METHOD 
_INVOKE 
Value Aufruf einer Operation 
APPLICATION_BUS_METHOD 
_IS_FINISHED 
Value Status der Bearbeitung abfragen 
APPLICATION_BUS_METHOD 
_GET_RESULT 
Value 
Ergebnis eines 
Operationsaufrufes abfragen 
INVOCATION_ENDPOINT_URL Key Zur Angabe des Endpoints 
CLASS_NAME Key 
Zur Angabe der 
implementierenden Klasse 
 
Tabelle 1: Definierte Konstanten, deren Beschreibung und Verwendung 
innerhalb des Application Bus 
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Neben den gezeigten Konstanten sind noch zwei verschiedene Exceptions defi-
niert. Zum einen die ApplicationBusInternalException für auftretende Fehler inner-
halb des Application Bus sowie zum anderen die ApplicationBusExternalException 
für Fehler die extern auftreten. Beispielsweise in einer aufgerufenen Anwendung 
oder während der Kommunikation. Die Unterscheidung von internen und exter-
nen Fehlern wird für die Rückgabe einer passenden Fehlermeldung durch die je-
weilige Application Bus API benötigt. 
9.2 Application Bus SOAP/HTTP API 
In diesem Abschnitt wird die Implementierung der Application Bus SOAP/HTTP 
API vorgestellt. Da in Kapitel 8 bereits ein Überblick über die Schnittstelle an sich 
gegeben wurde, wird hier vor allem auf die Verwendung von Camel bei der Um-
setzung der API eingegangen. 
Listing 13 zeigt konzeptionell die mit Camel definierte Route und Endpoints der 
Application Bus SOAP/HTTP API. In Zeile 1 wird der Endpunkt zur Nutzung der 
API definiert. Man sieht, dass die Camel CXF Komponente hierzu genutzt wird 
und der SOAP Web Service auf http://0.0.0.0:8084/appBus gestartet wird. Weitere, 
hier zur Vereinfachung verborgene, benötigte Informationen sind zum Beispiel 
die verwendete WSDL-Datei sowie der Service und Port Name des Web Services. 
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1  String SOAP_ENDPOINT = "cxf:http://0.0.0.0:8084/appBus?wsdlURL=..."; 
 
2  from(SOAP_ENDPOINT).unmarshal(jaxb).process(requestProcessor) 
3    .choice().when(APP_BUS_ENDPOINT_EXISTS) 
4    .recipientList(APP_BUS_ENDPOINT) 
5    .to("direct:handleResponse") 
6    .endChoice().otherwise().to("direct:handleException"); 
 
7  from("direct:handleException").throwException( 
8    new ApplicationBusInternalException("The Application Bus is not     
9    running.")).to("direct:handleResponse"); 
 
10 from("direct:handleResponse").process(responseProcessor).marshal(jaxb);  
 
Listing 13: Routes der Application Bus SOAP/HTTP API 
 
Von Zeile 2 bis 10 ist die Route der API definiert, die sich zur Vereinfach nochmals 
in drei Unterrouten unterteilt. In Zeile 2 sieht man den vorherig definierten 
SOAP_ENDPOINT als Einstiegspunkt der Route. Anschließend wird die erhaltene 
SOAP Message unmarshallt und danach in dem RequestProcessor bearbeitet. Dabei 
werden die übergebenen Parameter gemäß der in Abschnitt 9.1 gezeigten Kon-
stanten als Header der Exchange Message abgelegt, beziehungsweise die für die 
aufzurufende Operation vorgesehenen Eingabeparameter in den Body der 
Exchange Message gelegt. Falls der Status der Bearbeitung oder das Ergebnis eines 
Operationsaufrufes abgefragt werden soll, wird die übermittelte RequestID in den 
Body der Exchange Message gelegt. 
In Zeile 3 wird überprüft, ob die Application Bus Engine läuft, beziehungsweise 
von der API als Service gebunden wurde (siehe Abschnitt 2.4) und ihr Endpunkt 
verfügbar ist. Der Endpunkt der Application Bus Engine kann von der API in der 
Bind-Methode über eine durch das Engine-Interface festgelegt Methode abgefragt 
werden. Dadurch sind API und Engine lose voneinander gekoppelt und es können 
verschiedene Endpoints und dadurch verschiedene Camel Komponenten einfach 
genutzt werden. Ist die Application Bus Engine verfügbar wird die Exchange Mes-
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sage zur weiteren Bearbeitung an ihren Endpunkt (APP_BUS_ENDPOINT) weiter-
geleitet (Zeile 4). Falls nicht, wird eine ApplicationBusInternalException geworfen 
(Zeilen 7-9).  
Unabhängig davon ob irgendwo innerhalb der Route ein Fehler aufgetreten ist, 
muss die Antwort zurück an den Aufrufer generiert werden. Dies erfolgt in  
Zeile 10. Dabei wird zuerst im ResponseProcessor die Exchange Message in ein mar-
schall-fähiges Objekt umgewandelt, anschließend gemarshallt und als SOAP Mes-
sage zurück an den Aufrufer gesendet.  
Wie in Kapitel 8 bereits gezeigt wurde, bietet die Application Bus SOAP/HTTP 
API drei Operationen an. (i) Eine Operation zum Aufruf einer Methode einer an-
deren durch OpenTOSCA deployten Anwendung. (ii) Da Polling eingesetzt wird, 
eine Operation zum Abfragen des Status der Bearbeitung eines zuvor getätigten 
Methodenaufrufes. (iii) Eine Operation zum Abfragen des Ergebnisses eines zuvor 
getätigten und abgeschlossenen Methodenaufrufes. Im Falle von (i) wird als Ant-
wort eine RequestID zur Identifikation des Aufrufes zurückgegeben. Im Falle von 
(ii) wird abhängig des Status der Bearbeitung true oder false zurückgegeben. Und 
im Falle von (iii) wird das entsprechende Ergebnis des Methodenaufrufes zurück-
gegeben.  
9.3 Application Bus JSON/HTTP API 
In diesem Abschnitt wird die Implementierung der Application Bus JSON/HTTP 
API näher betrachtet. Dabei wird sowohl auf die Nutzung von Camel zur Umset-
zung der API als auch auf das von der API erwartete Nachrichtenformat einge-
gangen.   
Die Application Bus JSON/HTTP API bietet eine Lo-RESTful-Web Service Schnitt-
stelle (siehe Abschnitt 2.2) zur Nutzung des Application Bus an. Als Datenformat 
wird JSON unterstützt. Listing 14 zeigt konzeptionell die per Camel definierten 
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Routes und Endpoints der Application Bus JSON/HTTP API. In Zeile 1 ist der ini-
tiale Endpunkt definiert. Wie man sieht, wird zur Realisierung der API die Camel 
Restlet Komponente genutzt und die API wird auf Port 8083 betrieben. Zum Aufruf 
einer Operation einer anderen Anwendung müssen die benötigten Parameter als 
Content-Type application/json formatiert und per HTTP-POST Methode (defi-
niert in Zeile 2) an /OTABService/v1/appInvoker geschickt werden. 
1   String ENDPOINT = "restlet:http://0.0.0.0:8083/OTABService/v1/appInvoker"; 
 
2   from(ENDPOINT + "?restletMethods=post") 
3     .process(invocationRequestProcessor) 
4     .to(TO_APP_BUS_ENDPOINT) 
5     .process(exceptionProcessor); 
 
6   from(ENDPOINT + "/activeRequests/{id}?restletMethods=get") 
7     .process(isFinishedRequestProcessor) 
8     .to(TO_APP_BUS_ENDPOINT) 
9     .process(isFinishedResponseProcessor); 
 
10  from(ENDPOINT + "/activeRequests/{id}/response?restletMethods=get") 
11    .process(getResultRequestProcessor) 
12    .to(TO_APP_BUS_ENDPOINT) 
13    .process(getResultResponseProcessor); 
 
14  from(TO_APP_BUS_ENDPOINT) 
15    .choice().when(APP_BUS_ENDPOINT_EXISTS) 
16    .recipientList(APP_BUS_ENDPOINT) 
17    .endChoice().otherwise().to("direct:handleException"); 
 
18  from("direct:handleException").throwException( 
19   new ApplicationBusInternalException("The Application Bus is not running.")); 
 
Listing 14: Routes der Application Bus JSON/HTTP API 
 
Listing 15 zeigt den zum in Kapitel 8 vorgestellten Beispielszenario passenden Re-
quest. Falls kein Fehler auftritt, antwortet die Application Bus JSON/HTTP API 
mit HTTP-Statuscode 202 (Accepted) und der Polling-Adresse im Location-Hea-
der. 
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Listing 14 zeigt weiterhin in Zeile 6, dass zum Abfragen des Bearbeitungsstatus 
ein HTTP-GET an /OTABService/v1/appInvoker/activeRequests/{id} geschickt wer-
den muss. Wobei {id} hier als Platzhalter für die RequestID steht. Die Adresse wird 
auch über den Location-Header von der API als Antwort auf ein Invoke-Request 
zurückgegeben. Falls die Bearbeitung abgeschlossen ist, wird eine Antwort mit 
HTTP-Statuscode 303 (See Other) und der Adresse zum Abrufen des Ergebnisses 
im Location-Header zurückgegeben. Falls nicht, wird eine Antwort mit HTTP-
Statuscode 200 (OK) und Inhalt {"status": "PENDING"} zurückgegeben. 
1   { 
2       "invocation-information": { 
3          "serviceInstanceID": 12,  
4           "nodeTemplateID": "TempSensorsAppTemplate",  
5           "interface": "TempSensors",  
6           "operation": "getTemp" 
7       },  
8       "params": { 
9           "sensorID": "HouseFront" 
10      } 
11  } 
 
Listing 15: Request an die Application Bus JSON/HTTP API zum Aufruf 
einer Operation 
 
In Listing 14 ist in Zeile 10 weiterhin zu sehen, dass zum Abfragen des Ergebnisses 
eines zuvor getätigten Operationsaufrufes ein HTTP-GET an /OTABService/v1/ap-
pInvoker/activeRequests/{id}/response geschickt werden muss ({id} wieder Platzhal-
ter für die RequestID). Wie bereits erwähnt, wird diese Adresse auch beim Abfra-
gen des Bearbeitungsstatus per Location-Header an den Aufrufer zurückgegeben. 
Als Antwort wird eine Nachricht mit HTTP-Statuscode 200 (OK) und des Ergeb-
nisses wiederum als Content-Type application/json an den Aufrufer zurückgege-
ben.  
Bei auftretenden Fehlern, wie beispielsweise einem Invoke-Request mit nicht kor-
rekt formatiertem JOSN Inhalt oder einer unbekannten RequestID beim Abfragen 
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des Bearbeitungsstatus wird dem Aufrufer eine Antwort mit entsprechendem 
HTTP-Statuscode und einer passenden Fehlermeldung zurückgegeben. Weiterhin 
ist in Zeile 15 von Listing 14 auch der bereits von der Application Bus SOAP/HTTP 
API (siehe Abschnitt 9.2) bekannte Check zur Überprüfung, ob die Application 
Bus Engine läuft und gebunden wurde, zu sehen. Falls nicht wird ebenfalls eine 
entsprechende Fehlermeldung (Zeile 19) an den Aufrufer zurückgegeben. 
9.4 Application Bus REST/HTTP API 
In diesem Abschnitt wird die Implementierung der Application Bus REST/HTTP 
API vorgestellt. Dabei wird vor allem auf das Design der Schnittstelle und die Un-
terschiede zur Application Bus JSON/HTTP API eingegangen. 
Die Application Bus REST/HTTP API bietet wie die Application Bus JSON/HTTP 
API (siehe Abschnitt 9.3) eine Lo-RESTful-Web Service Schnittstelle zur Nutzung 
des Application Bus an. Als Datenformat wird ebenfalls JSON sowie zusätzlich 
XML unterstützt. Anders als bei der JSON/HTTP API werden hier jedoch nur die 
Eingabeparameter der aufzurufenden Operation im Body der Nachricht überge-
ben. Die anderen, zur Bestimmung der aufzurufenden Anwendung beziehungs-
weise Operation benötigten Daten, können aus der URI ausgelesen werden.  
Listing 16 zeigt einen Beispielaufruf mit den aus Kapitel 8 bekannten Werten. Der 
Aufruf wird per HTTP-POST an die API gesendet. In der URI sind die aus dem 
Beispielszenario bereits bekannten Informationen wie ServiceInstanceID (12), No-
deTemplate (TempSensorsAppTemplate), Interface (TempSensors) sowie die aufzu-
rufende Operation (getTemp) zu sehen. Weiterhin ist der für die Operation 
getTemp vorgesehene Eingabeparameter sensorID im Body der Nachricht zu se-
hen. 
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POST  
/ServiceInstances/12/Nodes/TempSensorsAppTemplate/ApplicationInterfaces 
/TempSensors/Operations/getTemp 
{   
     "sensorID" : "HouseFront" 
 } 
 
Listing 16: Request an die Application Bus REST/HTTP API zum Aufruf 
einer Operation mit Angabe der ServiceInstanceID 
 
Anstelle die aufzurufende Anwendung per ServiceInstanceID sowie NodeTemp-
late zu spezifizieren, kann dies auch per NodeInstanceID erfolgen. Listing 17 zeigt 
ein Beispiel hierfür. 
POST  
/NodeInstances/42/ApplicationInterfaces/TempSensors/Operations/getTemp 
{   
     "sensorID" : "HouseFront" 
 } 
 
Listing 17: Request an die Application Bus REST/HTTP API zum Aufruf 
einer Operation mit Angabe der NodeInstanceID 
 
Das Überprüfen des Bearbeitungsstatus sowie das Abfragen des Ergebnisses des 
Operationsaufrufs verläuft identisch wie es bereits für die Application Bus 
JSON/HTTP API vorgestellt wurde. So muss zum Abfragen des Bearbeitungssta-
tus eine HTTP-GET Anfrage an die per Location-Header zurückgegebene Adresse 
gesendet werden. Falls die Bearbeitung noch nicht beendet wurde, muss dies bis 
zur Beendigung der Bearbeitung wiederholt werden. Wenn die Bearbeitung 
schließlich beendet ist, wird hier ebenfalls der HTTP-Statuscode 303 (See Other) 
und die Adresse zum Abrufen des Ergebnisses im Location-Header zurückgege-
ben. Zum Abrufen des Ergebnisses muss weiterhin per Accept-Header der ge-
wünschte MIME-Type (XML oder JSON) angegeben werden. 
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9.5 Application Bus Engine 
In diesem Abschnitt wird die Implementierung der Application Bus Engine vor-
gestellt. Dabei wird unter anderem die Nutzung von Camel sowie die Verwaltung 
der Application Bus Plugins näher betrachtet. Weiterhin wird der Bearbeitungs-
ablauf innerhalb der Engine vorgestellt. 
Eine der Aufgaben der Application Bus Engine ist es, die für den Aufruf einer 
Methode einer durch OpenTOSCA deployten Anwendung benötigte Informatio-
nen zu besorgen. Weiterhin verwaltet die Engine sowohl die Polling-Queue als 
auch die von den Plugins zurückgegebenen Ergebnisse der aufgerufenen Anwen-
dungen. 
Abbildung 21 gibt einen grafischen Überblick über die mit Camel implementierte 
Route der Application Bus Engine. Zuerst wird überprüft, ob eine Methode aufge-
rufen werden soll, der Bearbeitungsstatus eines Aufrufes abgefragt werden soll 
oder das Ergebnis eines vorherigen Aufrufs abgefragt werden soll. Die Exchange 
Message wird dann dementsprechend geroutet und bearbeitet. So wird beispiels-
weise, falls der Bearbeitungsstatus abgefragt werden soll, die Exchange Message 
an den isFinishedProcessor weitergeleitet. Dort wird anschließend überprüft, ob die 
Bearbeitung für die übermittelte RequestID abgeschlossen ist und davon abhängig 
true oder false zurückgegeben. Falls das Ergebnis eines Aufrufes abgefragt werden 
soll, wird die Exchange Message an den getResultProcessor weitergeleitet. Dort 
wird das, für die angegebene RequestID abgelegte Ergebnis, beziehungsweise – 
im Falle eines aufgetretenen Fehlers – eine Exception zurückgegeben.  
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Abbildung 21: Grafisch veranschaulichtes Routing innerhalb der 
Application Bus Engine 
 
Soll dagegen eine Methode einer anderen Anwendung aufgerufen werden, ist die 
Bearbeitung innerhalb der Application Bus Engine deutlich komplexer. Die En-
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Abschnitt 9.1) spezifiziert wurden. Dies wird gemacht, um dem Aufrufer in diesem 
Fall sofort eine entsprechende Fehlermeldung zurückgeben zu können. Falls alle 
benötigten Parameter angegeben sind, wird die zur Identifikation des Aufrufes 
genutzte RequestID generiert. Anschließend spaltet sich die Route in zwei Unter-
routen auf und die Bearbeitung wird parallel fortgesetzt. 
In der einen Unterroute wird die RequestID in der Polling-Queue (isFinishedQueue 
in der Abbildung) abgelegt und als false – also noch nicht fertig bearbeitet – mar-
kiert. Daraufhin wird die zuvor generierte und nun auch in der Engine bekannte 
RequestID an den Aufrufer zurückgegeben.  
In der anderen Unterroute wird die Exchange Message zuerst an den InvokePro-
cessor weitergeleitet. Dort wird mit Hilfe der Tosca Engine und dem Instance Data 
Service unter anderem der Endpunkt der aufzurufenden Anwendung sowie das 
dafür benötigte Application Bus Plugin bestimmt. Die Implementierung des Invo-
keProcessor wird in Abbildung 22 dargestellt und später in diesem Kapitel näher 
betrachtet.  
Nachdem die weiteren für den Aufruf benötigten Informationen gesammelt wur-
den, wird anschließend der Endpunkt des für den Aufruf benötigten Plugins aus 
der Plugin-Registry abgefragt und die Exchange Message dorthin weitergeleitet. 
Die Bearbeitung innerhalb eines Application Bus Plugins wird in Abschnitt 9.6 
vorgestellt. Nachdem das Plugin den Methodenaufruf abgeschlossen und ein Er-
gebnis zurückgegeben hat, wird dieses wiederum zusammen mit der entsprechen-
den RequestID abgespeichert und anschließend in der Polling-Queue der Bearbei-
tungsstatus auf true gesetzt. 
 
9 Implementierung 
71 
 
Abbildung 22: Bearbeitungsablauf innerhalb des Invoke-Processors 
 
In Abbildung 22 wird dargestellt, wie die zum Aufruf einer Anwendung benötig-
ten Informationen, durch den InvokeProcessor bestimmt werden. Nachdem die 
vorhanden Informationen aus den Headern der Exchange Message ausgelesen 
wurden, wird zuerst mit Hilfe des Instance Data Services die dadurch spezifizierte 
NodeInstance und damit der dazugehörige NodeType bestimmt. Anschließend wer-
den die benötigten Application Bus Properties gesucht. Diese Properties definie-
ren den relativen Endpunkt der Anwendung, den InvocationType – also welches 
Application Bus Plugin zum Aufruf benötigt wird – sowie weitere Informationen 
wie beispielsweise die Klasse, welche die aufzurufende Operation implementiert. 
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Ein Beispiel für solche Application Bus Properties wurde bereits in Listing 4 ge-
zeigt. Da diese Properties in einem beliebigen ArtifactTemplate eines Deploymen-
tArtifacts einer zum NodeType gehörigen NodeTypeImplementation definiert sein 
kann, müssen diese zunächst, bis die Properties gefunden wurden, durchsucht 
werden. Werden die Properties gefunden, werden die benötigten Informationen 
bestimmt. Anschließend muss noch die Adresse der aufzurufenden Anwendung 
herausgefunden werden. Dafür werden in der Topologie von dem ursprünglichen 
NodeTemplate ausgehend solange HostedOn-Abhängigkeiten verfolgt bis ein No-
deTemplate die fest definierten Properties zur Angabe der Adresse definiert hat. 
Per Instance Data Service werden dann die aktuellen Properties mit der aktuellen 
Adresse der aufzurufenden Anwendung abgefragt und anschließend der End-
punkt der Anwendung bestimmt. Außerdem wird mit Hilfe des InvocationTypes 
das für den Aufruf benötigte Plugin bestimmt (siehe 8.1). 
Wie in Kapitel 3 beschrieben, ist das Hinzufügen von Plugins zum Erweitern der 
durch den Application Bus unterstützten Standards und Protokolle eine wichtige 
Anforderung. Diese wird durch das dafür genutzte Plugin-System realisiert, wel-
ches nun folgend erläutert wird. 
1    public interface IApplicationBusPluginService { 
2 
3     /** 
4      * @return supported InvocationTypes of this plugin. 
5      */ 
6     public List<String> getSupportedInvocationTypes(); 
7 
8     /** 
9      * @return the routing endpoint of this plugin. 
10      */ 
11     public String getRoutingEndpoint(); 
12 
13   } 
 
Listing 18: Application Bus Plugin Interface 
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Das verwendete Plugin-System wird durch die Nutzung von Declarative Services 
(siehe Abschnitt 2.4) ermöglicht. Hierfür müssen die Application Bus Plugins das 
in Listing 18 dargestellte Interface implementieren und es als Service anbieten. 
Das Interface definiert zwei Methoden. Die erste Methode getSupportedInvocation-
Types (Zeile 6) wird verwendet um die vom Plugin unterstützten InvocationTypes 
zu übergeben. Die zweite Methode getRoutingEndpoint (Zeile 11) wird zur Über-
gabe des Camel Endpoints des jeweiligen Plugins genutzt. Dieser Endpunkt gibt 
den Einstiegspunkt zur Route des Plugins an. Beim binden des Services durch die 
Application Bus Engine werden die beiden Methoden aufgerufen und die Invoca-
tionTypes zusammen mit dem dazugehörigen Endpunkt abgespeichert. Die En-
gine kann dann bei Bedarf den zu einem InvocationType gehörigen Endpunkt ab-
fragen und die Exchange Message dorthin weiterleiten. Dieses Verfahren ermög-
licht zum einen das dynamische Verwalten von startenden und stoppenden 
Plugins sowie zum anderen die Verwendung unterschiedlicher Camel Komponen-
ten zur Kommunikation zwischen der Application Bus Engine und den verschie-
denen Application Bus Plugins. 
9.6 Application Bus JSON/HTTP Plugin 
In diesem Abschnitt wird das Application Bus JSON/HTTP Plugin genauer vorge-
stellt. Aufgabe des Plugins ist es, eine Operation einer durch OpenTOSCA deploy-
ten Anwendung aufzurufen. 
Damit das Plugin mit der aufzurufenden Anwendung kommunizieren kann, wird 
wie in Kapitel 8 bereits erläutert, das zum Plugin passende Gegenstück in Form 
des Application Bus Proxys (siehe nächsten Abschnitt) benötigt. Der Proxy bietet 
eine Schnittstelle an, gegen die das Plugin programmiert ist. Das hier verwendete 
Kommunikationsprotokoll entspricht dem in Abbildung 6 vorgestellten Protokoll. 
Tabelle 2 stellt die angebotene Schnittstelle schematisch dar.  
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Methode URL 
(/OTABProxy/v1/…) 
Inhalt Rückgabe 
POST /appInvoker Klassenname,  
Operationsname,  
Eingabeparameter 
Statuscode 202 
(Accepted) & 
Verweis im 
Location-Header auf 
/activeRequests/{id} 
GET /appInvoker 
/activeRequests/{id} 
 Falls fertig: 
Statuscode 303 (See 
Other) & Verweis im 
Location-Header auf 
/response 
Falls nicht fertig: 
Statuscode 200 (OK) 
& Pending im Body 
GET /appInvoker 
/activeRequests/{id} 
/response 
 Ergebnis des 
Methodenaufrufs 
 
Tabelle 2: Schnittstelle des Application Bus Proxys 
 
Listing 19 zeigt den konzeptionellen Aufbau der im Plugin implementierten Route. 
Der Einstiegspunkt der Route (ENDPOINT) ist in Zeile 1 zu sehen. Über diesen 
Endpunkt sendet die Application Bus Engine die Exchange Messages an das 
Plugin. Woher die Engine die Endpunkte der Plugins kennt wurde in  
Abschnitt 9.5 erläutert. Im RequestProcessor (Zeile 2) wird aus den übergebenen 
Informationen die entsprechende JSON Nachricht (siehe Listing 12 für eine solche 
Beispielnachricht) erstellt. Anschließend werden benötigte Header wie die ver-
wendete HTTP-Methode (Zeile 3), der Content-Type (Zeile 4) sowie die aufzuru-
fende URL (Zeile 5) gesetzt und die Nachricht verschickt. to(“http://dummyhost“) 
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wird hier nur verwendet, um Camel mitzuteilen, die HTTP-Komponente zum Ver-
schicken der Nachricht zu nutzen. Der richtige Endpunkt wird aus dem zuvor ge-
setzten Header ausgelesen. Falls die dann erhaltende Antwort den vorgesehen 
Statuscode (202) aufweist (Zeile 7), wird die per Location-Header übergebene Pol-
ling-Adresse als neuer Endpunkt gesetzt (Zeile 8) und an die Polling-Unterroute 
weitergeleitet (Zeile 9). Andernfalls tritt das, hier zur Vereinfachung weggelas-
sene, Exception-Handling in Kraft (Zeile 11).  
1   from(ENDPOINT) 
2     .process(requestProcessor) 
3     .setHeader(Exchange.HTTP_METHOD, constant("POST")) 
4     .setHeader(Exchange.CONTENT_TYPE, constant("application/json")) 
5     .setHeader(Exchange.HTTP_URI, INVOKE_ENDPOINT).to("http://dummyhost") 
6     .choice() 
7     .when(header(Exchange.HTTP_RESPONSE_CODE).isEqualTo(202)) 
8     .setHeader(Exchange.HTTP_URI, simple("${header.Location}")) 
9     .to("direct:polling") 
10    .endChoice() 
11    .otherwise().to("direct:handleException"); 
 
12  from("direct:polling") 
13    .setHeader(Exchange.HTTP_METHOD, constant("GET")).to("http://dummyhost") 
14    .choice() 
15    .when(PENDING).delay(5000).to("direct:polling") 
16    .endChoice() 
17    .when(RESULT_RECEIVED).process(responseProcessor) 
18    .endChoice() 
19    .otherwise().to("direct:handleException"); 
 
Listing 19: Route des Application Bus JSON/HTTP Plugins 
 
Für das Polling wird ein HTTP-GET an die zuvor gesetzte Adresse geschickt  
(Zeile 13). Anschließend wird anhand der erhaltenen Antwort überprüft, ob die 
Bearbeitung abgeschlossen ist (Zeile 17) oder nicht (Zeile 15). Falls die Bearbei-
tung nicht abgeschlossen ist – die Antwort hat den Statuscode 200 und enthält 
{“status“ : “PENDING“} im Body – wird fünf Sekunden gewartet (Zeile 15) und 
dann erneut gepollt. Falls dagegen die Bearbeitung abgeschlossen ist wird im 
ResponseProcessor (Zeile 17) aus der erhaltenen JSON Nachricht das Ergebnis des 
Methodenaufrufs ausgelesen und an die Engine zurückgegeben.  
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Zu beachten ist, dass wenn die Bearbeitung fertig ist, der per Statuscode 303 ini-
tiierte Redirect automatisch an die im Location-Header angegebene Adresse 
durchgeführt wird und daher in der Route nicht gesondert zu sehen ist. Weiterhin 
wird im Falle einer nicht vorhergesehenen Antwort oder eines Fehlers wiederum 
das Exception-Handling aktiviert (Zeile 19).  
9.7 Application Bus Proxy 
In diesem Abschnitt wird der Application Bus Proxy vorgestellt. Der Proxy kann 
einer Anwendung vor dem Deployment durch den OpenTOSCA Container hin-
zugefügt werden, um damit ihre Methoden für andere Anwendungen nutzbar zu 
machen. Der hier vorgestellte Proxy ist für die Verwendung in einer als WAR 
implementierten Anwendung vorgesehen und kann als eine Referenzimplemen-
tierung angesehen werden.  
Im vorherigen Abschnitt wurde bereits in Tabelle 2 die vom Proxy angebotene 
Schnittstelle dargestellt und die Nutzung dieser beschrieben. Der Proxy erhält von 
dem – zum Proxy kompatiblen – Application Bus JSON/HTTP Plugin den Name 
der aufzurufenden Methode, den qualifizierten Name der implementierenden 
Klasse sowie die Eingabeparameter übermittelt. Als Antwort wird eine zur Iden-
tifikation des Aufrufs genutzte RequestID zurückgegeben. Parallel dazu wird per 
Reflection die geforderte Methode mit den übergebenen Parametern aufgerufen 
und anschließend das Ergebnis zwischengespeichert. Mit der entsprechenden Re-
questID kann das Ergebnis dann abgefragt werden. Abbildung 23 zeigt die Funk-
tionsweise des Application Bus Proxys als Kommunikationspartner des Applica-
tion Bus sowie die Verwendung der übergebenen Informationen zur Bestimmung 
der per Reflection aufzurufenden Methode. Das durch die Schnittstelle vorgese-
hene Polling und Abfragen des Ergebnisses erfolgt wie bereits im vorherigen Ab-
schnitt beschrieben. 
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Abbildung 23: Funktionsweise des Application Bus Proxys 
 
9.8 Application Bus Stub Generator 
In diesem Abschnitt wird der Application Bus Stub Generator vorgestellt. In Ka-
pitel 8 wurde bereits ein Überblick über den Funktionsumfang des Generators ge-
geben. Daher wird in diesem Abschnitt vor allem die Implementierung des Gene-
rators näher betrachtet. 
In der aktuellen Implementierung kann der Application Bus Stub Generator nur 
Stubs und Code-Skelette für Java generieren. Das Generieren für andere Program-
miersprachen ist jedoch konzeptionell ebenso möglich. Abbildung 24 zeigt den 
Workflow innerhalb des Application Bus Stub Generators. Als Eingabe bekommt 
der Generator eine oder mehrere TOSCA-Dateien sowie einen Speicherort zum 
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Ablegen der generierten .jar(s) übergeben. Im ersten Schritt werden die übergebe-
nen Tosca-Dateien geparst. Anschließend wird nach NodeTypes mit definierten 
Anwendungsoperationen (siehe Listing 2) gesucht. Weiterhin werden alle Node-
Templates von jedem dieser NodeTypes bestimmt und zusammen mit den jeweils 
definierten Interfaces an die Generator-Komponente weitergegeben. Dort wird 
für jedes definierte Interface eine .java-Klasse mit den im Interface enthaltenen 
Operationen generiert. Der Name des jeweiligen Interfaces wird dabei auch als 
Name der dazugehörigen Klasse verwendet. Abhängig davon ob ein reines Code-
Skelett oder ein bereits gegen die Application Bus JSON/HTTP API programmier-
ter Stub generiert werden soll, dienen Listing 3 beziehungsweise Listing 5 hierfür 
als Beispiel. In der Compiler-Komponente werden die zuvor generierten .java-
Klassen kompiliert. Im letzten Schritt werden die zum jeweiligen NodeTemplate 
dazugehörigen Klassen zusammengefasst und als .jar an dem anfangs festgelegten 
Ort abgespeichert. Als Name der .jar wird dabei der Name des jeweiligen Node-
Templates verwendet. 
 
Abbildung 24: Workflow des Application Bus Stub Generators 
Parser Generator Compiler Builder
Stub.jar
TOSCA.xml
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10 Annahmen 
Das in den vorherigen Kapiteln vorgestellte Konzept sowie die darauf aufbauende 
Implementierung des Application Bus beruht auf einigen getroffenen Annahmen. 
Diese Annahmen beziehen sich zum einen auf die Nutzung des Application Bus 
sowie zum anderen auf die Entwicklung von weiteren Komponenten für den Ap-
plication Bus. Die wichtigsten Annahmen sowie Anforderungen werden daher in 
diesem Kapitel aufgezeigt. 
Verwendung von Camel 
Die Umsetzung des Application Bus ist auf die Verwendung von Camel ausgelegt. 
Neue APIs und Plugins müssen daher entsprechend den bestehenden Komponen-
ten Routingfähig implementiert sein um die Flexibilität des Application Bus wei-
terhin zu gewährleisten. Neue zu entwickelnde Komponenten sollten daher – im 
Falle von Plugins – ebenfalls per Endpunkt nutzbar sein, beziehungsweise – im 
Falle von APIs – den vorhandenen Endpunkt der Application Bus Engine nutzen.  
Verwendung der definierten Konstanten 
In Abschnitt 9.1 wurden die Konstanten zur Definition der innerhalb des Applica-
tion Bus benötigten Header der Exchange Messages vorgestellt. Über die Header 
werden die von den jeweiligen Komponenten benötigten Informationen überge-
ben. Da die Komponenten per Camel Routes und Endpunkten miteinander ver-
bunden sind, wird dadurch eine einheitliche Art der Parameterübergabe gewähr-
leistet. Neue Application Bus APIs sowie Plugins müssen daher diese festgelegten 
Konstanten nutzen. 
 
 
10 Annahmen 
80 
Verwendung der Interfaces 
Zur Übergabe der Endpunkte der einzelnen Komponenten wird beim Binden des 
jeweiligen Services eine per Interface (siehe Listing 18) definierte Methode aufge-
rufen. Weiterhin wird auf die gleiche Art und Weise der Application Bus Engine 
die unterstützten InvocationTypes des jeweiligen Plugins mitgeteilt und somit 
auch das Plugin-System realisiert. Daher müssen neue Application Bus Plugins 
ebenfalls dieses Interface implementieren.  
Korrektheit und Vollständigkeit der übergebenen Parameter 
Damit der Application Bus funktionieren kann, müssen die an die jeweilige API 
übergebenen Parameter korrekt sein. Zum einen bezieht sich dies auf die zur Iden-
tifikation der aufzurufenden Anwendung beziehungsweise Operation benötigten 
Parameter wie zum Beispiel Name des Interfaces und der Operation. Zum anderen 
müssen jedoch auch die Eingabeparameter der letztendlich aufzurufenden Me-
thode stimmen. 
Korrektheit und Vollständigkeit der TOSCA Definition 
Einige benötigte Informationen wie beispielsweise der qualifizierte Name der im-
plementierenden Klasse sowie der InvocationType, zur Bestimmung des für den 
Aufruf benötigten Plugins, werden erst während der Bearbeitung innerhalb des 
Application Bus bestimmt. Diese Daten müssen daher in der jeweiligen TOSCA 
Definition vollständig und korrekt angegeben sein. Ein Beispiel hierfür wurde mit 
Listing 2 und Listing 4 vorgestellt. 
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Anwendungen wurden per Setup eingerichtet 
Damit die durch OpenTOSCA deployten Anwendungen den Application Bus 
überhaupt nutzen können, müssen diese zuerst eingerichtet werden (siehe  
Abschnitt 8.3). Dabei wird zum einen der Endpunkt von OpenTOSCA sowie zum 
anderen zur Identifikation benötigte InstanceIDs übergeben. In aller Regel erfolgt 
dieses Setup per Plan.  
Anwendungen für die Nutzung des Application Bus ausgelegt 
Damit die aufzurufenden Anwendungen per Application Bus Plugin überhaupt 
aufgerufen werden können, müsse diese vor ihrem Deployment entsprechend ent-
wickelt worden sein. In Abschnitt 8.1 wurde erläutert, was bei der Entwicklung 
einer durch den Application Bus aufzurufenden Anwendung beachtet werden 
muss. Weiterhin wurde in Abschnitt 8.2 gezeigt, was bei der Entwicklung einer 
den Application Bus nutzenden Anwendung beachtet werden muss.  
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11 Überprüfung des Konzepts und der Implementierung  
In diesem Kapitel werden die in Kapitel 3 an die Konzeption und Implementierung 
des Application Bus gestellten Anforderungen überprüft. 
Die wichtigste Anforderung an die zu entwickelnde Kommunikationskompo-
nente war, dass sie die Kommunikation zwischen TOSCA-basierten Anwendun-
gen beziehungsweise Komponenten ermöglicht. Dass der Application Bus diese 
Anforderung erfüllt, wird unter anderem in Kapitel 8 gezeigt. Dort wird anhand 
eines Beispielszenarios die Verwendung des Application Bus erläutert. 
Eine weitere Anforderung war, dass für einen Aufruf benötigte Informationen, 
wie beispielsweise die IP-Adresse der aufzurufenden Anwendung, dynamisch be-
stimmt werden können und nicht im Vorhinein definiert sein müssen. Wie andere 
Komponenten des OpenTOSCA Containers zur Bestimmung dieser benötigten In-
formationen genutzt werden, wird bei der Vorstellung der Application Bus Engine 
(siehe Abschnitt 9.5) gezeigt. 
Das Vermeiden von synchronen Aufrufen, beziehungsweise eine asynchrone 
Kommunikation war eine weitere an die zu entwickelnde Kommunikationskom-
ponente gestellte Anforderung. Dass dies umgesetzt wurde, zeigt das in Kapitel 8 
dargestellte Beispielszenario. Weiterhin ist in Kapitel 4 das im Application Bus 
verwendete Kommunikationsprotokoll abgebildet. 
Eine weitere Anforderung war, dass die zu entwickelnde Kommunikationskom-
ponente mehrere APIs zur Verfügung stellen soll. Dass diese Anforderung erfüllt 
wurde, zeigen  die in dieser Arbeit implementierten APIs des Application Bus, 
welche in den Abschnitten 9.2, 9.3 sowie 9.4 vorgestellt werden. 
Weiterhin sollte die zu entwickelnde Kommunikationskomponente in den Open-
TOSCA Container integriert werden. Dass diese Anforderung umgesetzt wurde, 
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wird unter anderem in Kapitel 7, in dem die Architektur des Application Bus so-
wie von OpenTOSCA vorgestellt wird gezeigt. 
Eine weitere wichtige Anforderung war, dass die zu entwickelnde Kommunikati-
onskomponente möglichst flexibel im Umgang mit verschiedenen Datenformaten, 
Implementierungen und Cloud-Umgebungen sein soll. Dies wird im Allgemeinen 
durch die Architektur des Application Bus (siehe Kapitel 7) sowie im Speziellen 
durch die Verwendung von Camel (siehe Abschnitt 2.7) zur Implementierung er-
reicht. 
Die Möglichkeit die zu entwickelnde Kommunikationskomponente einfach erwei-
tern zu können, war eine weitere gestellte Anforderung. Dies wird erneut durch 
die Architektur des Application Bus (siehe Kapitel 7)  sowie die Verwendung von 
Camel erreicht. Abschnitt 9.5 zeigt beispielsweise wie einfach neue Plugins dem 
Application Bus hinzugefügt werden können. 
Eine weitere Anforderung war, dass die zu entwickelnde Kommunikationskom-
ponente verschiedene Aufrufe ohne erhebliche Leistungseinbußen und parallel 
zueinander bearbeiten kann. Zum einen wird dies durch die asynchrone und da-
mit nicht blockierende Kommunikation (siehe Kapitel 4), der Implementierung der 
einzelnen Komponenten als OSGi-Services (siehe Abschnitt 2.4) sowie der Ver-
wendung von Camel erreicht. 
Weiterhin sollten die Anwendungen selbst als auch die Modellierung dieser durch 
TOSCA, durch die zu entwickelnde Kommunikationskomponente möglichst we-
nig eingeschränkt sowie portabel gehalten werden. In Kapitel 8 werden anhand 
eines Beispiels, die für die Nutzung des Application Bus benötigten Einträge, in 
der TOSCA-Definition gezeigt. Da diese Einträge speziell für den Application Bus 
sind, müssen sie auch nur dann hinzugefügt werden, wenn die Verwendung des 
Application Bus ermöglicht werden soll. Andernfalls haben die Einträge keine 
Verwendung, schränken die Anwendung jedoch auch nicht ein. 
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12 Zusammenfassung und Ausblick 
In diesem Kapitel wird die Arbeit nochmals zusammengefasst und einen Ausblick 
über weitere Möglichkeiten und Aspekte zur Weiterentwicklung des Application 
Bus gegeben. 
Das Ziel dieser Masterarbeit war es, eine neue OpenTOSCA-Komponente zu kon-
zipieren, welche die Kommunikation von durch OpenTOSCA verwalteten An-
wendungen und Komponenten (i) innerhalb einer Topologie sowie (ii) verschie-
dener Topologien ermöglicht. Weiterhin war die Implementierung des zuvor er-
arbeiteten Konzepts Ziel dieser Arbeit. Daher wurden in Kapitel 2 die zum Ver-
ständnis dieser Arbeit benötigten Grundlagen erläutert. Anschließend wurden in 
Kapitel 3 sowohl die funktionalen als auch nichtfunktionalen Anforderungen an 
die zu entwickelnde Kommunikationskomponente vorgestellt. Die Anforderun-
gen berücksichtigend wurden darauf aufbauend in Kapitel 4 einige wichtige Ent-
wurfsentscheidungen getroffen und diese begründet. Dabei wurde beispielsweise 
entschieden, Apache Camel als Integrationsframework zur Realisierung der zu 
entwickelnden Kommunikationskomponente zu verwenden. Anschließend  
wurde in Kapitel 5 eine neue Methode zur Entwicklung und Modellierung von 
Anwendungen vorgestellt, die durch die in dieser Arbeit konzipierte und imple-
mentierte Kommunikationskomponente ermöglicht wird. Im darauf folgenden 
Kapitel 6 wurde das erarbeitete Konzept der zu entwickelnden Kommunikations-
komponente dargelegt um im Anschluss daran in Kapitel 7 die Architektur dieser 
zu erläutern. Anschließend wurde in Kapitel 8, zur Veranschaulichung der Funk-
tionsweise der zu entwickelnden Kommunikationskomponente, anhand eines 
Beispielszenarios ein beispielhafter Ablauf dargestellt. Dabei wurde zum einen die 
Verwendung der Kommunikationskomponente bereits bei der Entwicklung einer 
Anwendung sowie zum anderen bei der Nutzung der Kommunikationskompo-
nente zum Aufruf einer anderen Anwendung demonstriert. Im anschließenden 
Kapitel 9 wurden die einzelnen in dieser Arbeit implementierten Komponenten 
detaillierter betrachtet und auszugsweise anhand von beispielsweise XML- oder 
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Java-Fragmenten näher erläutert. Um die Funktionsweise der zu entwickelnden 
Kommunikationskomponente zu sichern, mussten einige Annahmen, unter ande-
rem der TOSCA-Definition oder der Weiterentwicklung betreffend, festgelegt 
werden. Diese wurden in Kapitel 10 aufgezeigt. In Kapitel 11 dieser Arbeit konnte 
weiterhin aufgezeigt werden, dass das erarbeitete Konzept und die darauf aufbau-
ende Implementierung den gestellten Anforderungen gerecht wird.  
Zusammenfassend kann festgehalten werden, dass mit dieser Arbeit sowohl ein 
Konzept als auch eine erste Implementierung geschaffen wurde, um die Kommu-
nikation zwischen TOSCA-basierter Anwendungen zu ermöglichen. Weiterhin 
wurde eine Methode zur Entwicklung TOSCA-basierter Cloud-Anwendungen de-
finiert (siehe Kapitel 5). Hierzu bietet die entwickelte Kommunikationskompo-
nente dem Entwickler bereits bei der Implementierung neuer Anwendungen Un-
terstützung in Form von Code-Generierung an (siehe Kapitel 5). Aktuell werden 
mit der SOAP/HTTP API (siehe Abschnitt 9.2), der JSON/HTTP API (siehe Ab-
schnitt 9.3) sowie der REST/HTTP API (siehe Abschnitt 9.4) drei unterschiedliche 
Schnittstellen zur Verwendung der entwickelten Kommunikationskomponente 
angeboten. Weiterhin können mit dem umgesetzten JSON/HTTP Plugin (siehe 
Abschnitt 9.6) entsprechend darauf ausgelegte Anwendungen aufgerufen werden. 
Mittels des implementierten Proxys (siehe Abschnitt 9.7) wird bereits der Aufruf 
von als WAR implementierten Anwendungen vollständig unterstützt. Aufgrund 
der darauf ausgerichteten Konzeption können neue APIs und Plugins zum erwei-
tern des Funktionsumfangs der entwickelten Kommunikationskomponente ein-
fach implementiert werden. Ebenfalls können auch neue Proxys zur Erweiterung 
der unterstützten Anwendungen einfach realisiert werden. 
Weiterhin bietet das Konzept der in dieser Arbeit entwickelten Kommunikations-
komponente weitere Möglichkeiten zur Erweiterung des bereits realisierten Funk-
tionsumfangs. Neben dem Generieren von Code aus einer TOSCA-Definition ist 
auch das Generieren von TOSCA-Elementen aus Code möglich. Dies wurde im 
Rahmen dieser Arbeit nicht umgesetzt, ist aber konzeptionell, beispielsweise 
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durch die Verwendung von Annotations realisierbar. Der Application Bus lässt 
sich zukünftig ebenfalls dahingehend erweitern, dass er neben Polling auch Call-
backs zur Umsetzung asynchroner Kommunikation unterstützt. Weiterhin ist es 
denkbar, falls eine Anwendung aufgerufen werden soll die jedoch noch nicht in-
stanziiert wurde, diese automatisch zu instanziieren und anschließend aufzurufen.  
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