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Abstract—Anecdotal evidence suggests that Twitter trends
are characterised by highly polarised tweets. However, specific
experiments intended to measure the correlation between the
emergence of a trend and the overall sentiment expressed on it
have been few and limited. Thus, we have launched an investiga-
tion to ascertain the nature of the relationship between trends and
strength of sentiment. As a testbed for our experimentation, we
have retrieved a large collection of tweets related to the COVID-
19 pandemic, in the particular context of the UK Government
briefings broadcasted in the media. Our results highlight the
presence of a significant percentage of trends with a nearly
neutral sentiment. Indeed, there does not seem to be an apparent
correlation between trends and polarity.
Index Terms—Social media, Twitter, sentiment analysis, trend-
ing topics, SentiStrength, TextBlob
I. INTRODUCTION
Although popular wisdom suggests that “any publicity is
good publicity”, evidence from previous research shows vary-
ing results. While some studies maintain that positive publicity
help retail marketers to ensure consumers remain loyal towards
certain brands [1], others argue that negative publicity can
increase sales, especially when a product is relatively unknown
[2]. For example, looking at 240 fiction book titles reviewed by
The New York Times, Berger et al. found that negative reviews
for books by established authors led to a 15% decrease in
sales; yet, for books by relatively unknown authors, negative
publicity increased sales by a significant 45%. Follow-up
studies have confirmed that bad reviews draw attention to
works that otherwise would have been unnoticed [2].
We are particularly interested in online opinions and the
case for sentiment analysis, which has emerged as an alter-
native to categorise opinions automatically [3], [4]. Social
networking platforms, such as Twitter, are now full of reviews,
praise and criticism [5]. Businesses stay in touch with their
customers through Twitter and give them information about
deals and brands [6]. Governments make use of Twitter to
disseminate campaigns—for example, health campaigns [7]—
and individuals have employed the platform to promote their
careers, services and partnerships [8]. Undoubtedly, Twitter is
a very appealing source of data to experiment with opinion
mining and sentiment analysis [9].
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In order to index the vast amount of data available
on Twitter—500 million tweets are published daily [10]—
computer scientists have developed algorithms to capture
trending topics, or simply trends—i.e., themes that experience
a surge in popularity [11]. Such trends typically refer to
terms and phrases that reflect current events—for instance,
#quarantine, which refers to one of the health mea-
sures set in response to the 2019 coronavirus outbreak—
and often include keywords and phrases extracted from pop-
ular conversations—for instance, #StayHomeSaveLives,
which refers to a recommendation included in the UK Gov-
ernment’s information campaign introduced in March 2020.
Detecting trends in Twitter is challenging, because it in-
volves a huge amount of data. Several natural language
processing (NLP) methods have been developed for this
purpose—our previous research has approached some of them,
see Palomino and Murali 2019 [12]. However, our goal is to
investigate how sentiment analysis can aid in the discovery of
trends: we want to ascertain if trends are characterised by a
strong sentiment. To the best of our knowledge, no study has
yet addressed this issue in detail. Casual observations may
support different arguments to explain the correlation between
trends and sentiment. However, we want to prove if it is correct
to assume that trends are characterised by a highly polarised
sentiment. There is a need for a study that looks into this
subject in depth, and this is the motivation behind this paper.
The remainder of this paper is organised as follows: We
begin by reviewing the related work, and then we describe the
corpus we used for our experiments. Afterwards, we explain
how we identify trends and we discuss the results of evaluating
the sentiment of the trends we found in our experimental
corpus. Finally, we offer our conclusions.
II. RELATED WORK
Social media has influenced the lives of most adults in the
UK since its inception. The UK Office for National Statistics
found that 66% of the UK population regularly used social
media in 2017, rising from 45% in 2011 [13]. While social
media users are not consolidated on a single platform, Twitter
has some distinct advantages when compared with others. For
instance, the amount of publicly available data on Facebook
is small, whereas nearly all the data on Twitter is public.
Twitter is a microblogging platform that enables people to
post short messages—tweets—expressing what they are will-
ing to share [14]. Commonly, Twitter users employ hashtags—
words or phrases preceded by a hash sign ‘#’—to categorise
tweets topically, so that people can follow conversations cen-
tring on a specific topic. A detailed description of Twitter has
been published by Murthy [8].
As the research literature involving Twitter keeps growing,
it has become clear that tweets contain valuable information
for public health research [15]. However, the mining of
tweets related to public health has concentrated on syndromic
surveillance [16], which tracks trends in medical conditions
over time. Indeed, Lampos and Cristianini [17] and Culotta
[18] correlated tweets mentioning the flu and related symptoms
with historical data; De Quincey and Kostkova collected tweets
to monitor the H1N1 pandemic [19]; and Scanfeld et al.
evaluated the public understanding of antibiotics by manually
reviewing tweets about incorrect antibiotic use [20].
Public health research would benefit greatly from the re-
search on Twitter trends. The discovery of a new trend can be
an (early) “symptom” of changes in population health [21]. If
we had robust metrics which reflected the emergence of trends
and their links to available information in real-time, all kinds
of useful public health applications could be developed.
Twitter has already got an algorithm to identify trends [22];
yet, the algorithm is tailored for individual users [23]. Thus,
the trends determined are based on the location of each specific
user and the accounts she follows, and do not contemplate the
wider context, which is critical in public health.
Former research on trends started as an attempt to index
Twitter content. For example, TweetMotif [24], a service that
summarised tweets and provided an overview of what people
were discussing, was used to discover trends. Although Tweet-
Motif is no longer operational, detecting trends has remained
an active subject of investigation [25]–[29]. Benhardus and
Kalita [23], for instance, used TF-IDF [30], combined with a
number of heuristics, to assign weights to the different terms
comprised in a tweet—the terms with the greatest weights
were used to identify trends. TF-IDF, which is short for
term frequency – inverse document frequency, is a numerical
statistic that is intended to reflect how important a word is to a
document in a corpus [31]—in our case, a document is a tweet.
We have also incorporated TF-IDF into our work, as we will
discuss later in Section IV. However, we do not experiment
with different heuristics, because measuring the strength of the
sentiment expressed in a trend is more important to our work
than the performance of a particular algorithm.
Shamma et al. [32] looked into ongoing temporal conversa-
tions to find peaky topics—topics that show highly localised,
temporary interest. Although Shamma et al. mined the text
across tweets, they did not consider the correlation between
strength of sentiment and trends, which is central to our work.
Our interest in sentiment derives from the recent develop-
ments in the computational study of opinions and subjectivity
in text [33]. Plenty of applications require the analysis of
emotions expressed in opinions as part of their operation.
Sentiment analysis aims to systematically identify, extract,
quantify, and study opinions about specific topics, and attitudes
towards particular entities [34], [35]. Sentiment analysis has
a great potential as a technology to enhance the capabilities
of customer relationship management and recommendation
systems—for example, showing which features customers are
particularly happy about, or excluding from recommendations
items that have received negative feedback [36].
The basic tasks of sentiment analysis are emotion recog-
nition [37] and polarity detection [38]. While the first task
focuses on identifying a variety of emotional states, such as
“anger”, “sadness” and “happiness”, the second one is either a
binary classification task—whose outputs are ‘positive’ versus
‘negative’, ‘thumbs up’ versus ‘thumbs down’, or ‘like’ versus
‘dislike’—or a ternary classification task—whose outputs are
‘positive’, ‘neutral’ or ‘negative’. Several sentiment analysis
tools have been developed lately—both Feldman [34] and
Ribeiro et al. [39] claim that 7,000 articles on sentiment
analysis had been written up by 2016, while dozens of start-
ups are developing sentiment analysis solutions.
For the purpose of our work, we have selected two specific
tools: SentiStrength [40] and TextBlob [41]. The reason why
we have chosen two separate tools is the lack of consensus
among them [42]. Hence, rather than relying on a single tool,
we prefer to consider a couple of them and compare and
contrast their differences.
SentiStrength was specifically implemented to determine the
strength of sentiment in informal English text, using methods
to exploit the de-facto grammars and spelling styles of the
informal communication that regularly takes place in social
media, blogs and discussion forums [43].
TextBlob is a Python library which offers an API to
perform NLP tasks, such as noun phrase extraction, lan-
guage translation and spelling correction [41]. With respect
to sentiment analysis, TextBlob provides two options for
polarity detection: PatternAnalyzer, which is based on
the data mining Pattern library developed by the Centre
for Computational Linguistics and Psycholinguistics (CLiPS)
[44], and a NaiveBayesAnalyzer classifier, which is a
Natural Language ToolKit (NLTK) classifier trained on movie
reviews [45], [46]. The default option for sentiment analysis
is PatternAnalyzer, and that is precisely the option we
favoured, because we are not working with movie reviews.
We will now explain how the corpus we used for our
experiments was retrieved, and we will describe its features.
III. EXPERIMENTAL CORPUS
As a testbed for our experiments, we gathered a corpus
of 409,761 tweets about COVID-19 on 22 April 2020. We
chose this particular date, because it was when the UK Foreign
Secretary, Dominic Raab, delivered a press briefing to address
the UK Government’s response to the situation. Daily press
briefings were held by the UK Government between 16 March
2020 and 23 June 2020. All the slides, datasets and transcripts
employed in the press briefings are available for free on the
UK public sector information website: GOV.UK [47].
The British press started to cover the news about a COVID-
19 vaccine at the start of April 2020, when the first human
trials began in Europe [48]. A significant investment was
made on these trials, and we assumed the Foreign Secretary’s
briefing on 22 April 2020 would address this topic and spark
off the discussion on Twitter. Thus, we thought this would be
an ideal opportunity to capture tweets with a strong sentiment
attached to them, either in the form of Government’s criticism
or concern for the prevailing situation.
We expected the briefing on 22 April 2020 to begin at
around 16:30, and we decided to start the retrieval of tweets
a couple of hours prior to the beginning of the briefing, and
kept the retrieval process going for a couple of hours after
the end of the briefing. To be precise, we captured our first
tweet at 14:24:39, and the last one at 18:56:27, spanning a
total duration of 4 hours, 31 minutes and 48 seconds.
We retrieved our tweets using Tweepy [49], an open-source,
Python library for retrieving tweets in real time. Tweepy makes
it easier for us to interact with all the Twitter RESTful API
methods—including the Twitter Streaming API—by handling
authentication and connection [50], [51]. The program in
charge of gathering tweets was executed in Plymouth (UK).
To ensure we were actually capturing information about
COVID-19, we looked specifically for tweets comprising the
hashtags listed in Table I. Note that Table I also displays
the number of tweets retrieved for each hashtag. The figures
reported on Table I do not sum to give the total number of
tweets available in the corpus: 409,761. This is because there
are many tweets which include two or more of the hashtags
listed in Table I. Also, the text of some of the tweets in the
corpus may not include explicit occurrences of the hashtags
listed in Table I; yet, the Streaming API would provide us
with such tweets if the hashtags appeared as part of URLs or
metadata associated with those tweets [51].
TABLE I
HASHTAGS AND NUMBER OF TWEETS PER HASHTAG.
Hashtag Number of tweets
#covid19 238,432
#coronavirus 116,557
#stayhome 31,820
#covid_19 11,068
#socialdistancing 6,510
#covid-19 4,636
#covid2019 2,341
#flattenthecurve 2,124
#coronavirusoutbreak 2,058
#sarscov2 1,861
#virus 1,211
Figure 1 shows the number of tweets we retrieved every
30 minutes. On average, we retrieved 81,952 tweets per hour
between 14:24 and 19:24; yet, we retrieved more than 90,000
tweets per hour for the first three hours. During the 10-minute
period between 16:20 and 16:30, which was just before the
beginning of the briefing, we retrieved 16,043 tweets.
14
:2
4
14
:5
4
15
:2
4
15
:5
4
16
:2
4
16
:5
4
17
:2
4
17
:5
4
18
:2
4
18
:5
4
19
:2
4
Time (GMT -1)
0
10,000
20,000
30,000
40,000
50,000
Nu
m
be
r o
f t
we
et
s
Fig. 1. Distribution of tweets over the retrieval.
Each tweet was retrieved as a status object—in the
context of Twitter development tools, tweets are known as sta-
tus updates [52]. The Streaming API provided the tweets and
their corresponding metadata in Java Script Object Notation
(JSON) format, and we produced a Python parser to extract
the text of the tweets and other relevant information, such as
the time when the tweets were published and the identifiers of
the users who published those tweets. To archive the tweets we
collected, we uploaded them into a MySQL database, which
we later used to study the corpus.
Although we retrieved a corpus about COVID-19, we do not
intend to monitor the spread of the disease or advise public
health interventions. We chose COVID-19, because it is a key
topic, which is likely to encourage the support or opposition
of a large number of people. Thus, our corpus will allow us
to find trends and assess the sentiment expressed on them.
IV. TREND DISCOVERY
Our definition of trend is a modified version of the one
proposed by Benhardus and Kalita [23]: A trend is a word, or
combination of words, that experiences an increase in usage,
both in relation to its long-term usage and in relation to the
usage of other words. Our system to identify trends is written
in Python and runs under Google Colaboratory, or Colab,
Google’s environment for interactive development [53].
Ideally, we would like to process tweets in real-time,
and cluster them as they are being retrieved. However, for
experimentation purposes, we opted for retrieving the tweets
first and processing them later, which gave us the additional
advantage of testing different processing approaches.
Pre-processing, the practice of “cleaning” and preparing text
for its analysis, is critical to trend discovery. Lack of pre-
processing often results in lengthy computation and inaccurate
results. Therefore, for each tweet in the corpus, we pre-process
its text as follows: we change it entirely to lowercase—for
ease of comparison—and remove unnecessary whitespaces,
carriage return and newline characters, emoticons and URLs.
Next, we tokenise the remaining “clean” text and remove stop
words. Figure 2 shows a diagram representing the sequence of
steps we follow when pre-processing each tweet. Figure 3 dis-
plays the sequence of steps we follow when clustering tweets.
Fig. 2. Tweet Pre-Processing.
In preparation for trend discovery, we divided the corpus
into time-slices. Then, we clustered the tweets within each
time slice separately. The idea behind clustering is that tweets
belonging to the same trend will cluster together. Hence, we
can consider each cluster as a potential trend.
As indicated in Figure 3, the first step after separating
the tweets into time-slices, and pre-processing them, is feed-
ing them into a TfidfVectorizer from scikit-learn, a
freely-available machine learning library for Python [54]. The
TfidfVectorizer converts each tweet into a matrix of
TF-IDF features. In principle, the only two features we took
into account were the bigrams and trigrams available in the
tweets for each time-slice. We avoided unigrams, because they
are too limited to characterise a trend [55].
Although we extracted all the bigrams and trigrams avail-
able in the corpus, we discarded those which occur in only
one tweet. This allowed us to reduce the “vocabulary” to a
manageable size. Indeed, removing the bigrams and trigrams
which occur in only one tweet within the first 10,000 tweets
in the corpus, reduced the total from 186,850 to 43,885. This
reduction removed almost 75% of the total vocabulary.
We limited the time slices to 10 minutes: the first slice
covers from 14:24, which is the start of the retrieval, to 14:34;
the second one covers from 14:34 to 14:44; and so on. We
could have chosen larger slices—for example, Palomino et al.
used 30-minute slices in the past [56]. However, the vocabulary
can grow so much, and so fast, that larger slices inevitably
increase the complexity and slow down the execution.
Fig. 3. Clustering.
Once the TfidfVectorizer for each tweet in the time-
slice is ready, we use the cosine similarity metric to compute
the distance between each pair of tweets. This yields a square
matrix whose order is the number of tweets in the time-slice.
Such a matrix records the pairwise-similarity and distance
between any pair of tweets. The agglomerative hierarchical
clustering algorithm, which we use to cluster the tweets, begins
with this matrix. Initially, all the tweets are considered to be
in their own cluster. Then, the algorithm merges, iteratively,
the two closest clusters into a new one.
Although we tested the three variants of linkage—namely,
single, complete and average—, we chose the complete-link
variant in the end, because it performed better than the others,
which agrees with former studies dedicated to clustering [57].
We explain below how we validated our clusters.
A. Trend Validation
We validated the performance of our trend discovery al-
gorithm by means of retrieving a second corpus, which we
refer to as the supporting corpus. Such a corpus helped us to
corroborate if the clusters we obtained were indeed trends.
To form the supporting corpus, we launched a second
retrieval of tweets at the same time we carried out the first one.
However, the second retrieval captured, exclusively, tweets
published by verified Twitter accounts owned by popular news
and media sources in English language. We chose a total of 96
of such accounts, and they are all listed in Table II. On average,
each of these accounts has more than 5 million followers, and
the first and last tweet published by them were retrieved at
14:24:34 and 18:48:27 on 22 April 2020, respectively. The
total number of tweets retrieved was 1,771. Figure 4 depicts
the number of tweets we retrieved every 30 minutes.
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Fig. 4. Supporting corpus: Distribution of tweets over the retrieval.
Given the nature of the accounts in Table II, we can expect
the tweets composing the supporting corpus to be mostly
breaking news and headlines published at the same time of the
press briefing we monitored. If one of our clusters matched the
breaking news and headlines, we concluded such a cluster was
an actual trend. In other words, if the information mentioned
in one of our clusters was identified and tweeted about by a
well-regarded news source, such as BBC News, we assumed
we accurately detected a trend.
The tweets in the supporting corpus were also divided into
the same time-slices, and were also pre-processed by changing
them to lowercase and removing the stop words. Then, we
extracted, for each cluster in the experimental corpus, the three
most frequent bigrams and trigrams, and we compared them
with the bigrams and trigrams derived from the tweets in the
supporting corpus. If a match was found, the corresponding
cluster was confirmed to be a trend.
Figure 5 compares the total number of clusters formed in
the corpus with the number of actual trends detected every
10 minutes. In total, 54 of the 126 clusters discovered were
confirmed to be trends. An example of one of the trends we
identified is displayed in Table III. Note that Table III also
indicates the number of tweets in the trend, and the most
characteristic bigrams and trigrams found in the trend.
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Fig. 5. Clusters vs trends.
B. Net Sentiment Rate
To assess the impact of sentiment on trend discovery, we
calculated the net sentiment rate (NSR) for all our clusters.
The NSR is a metric to estimate the overall sentiment ex-
pressed towards particular topics on social networks [58]. It
is defined as the difference between the number of positive
conversations—positive tweets in our case—and the number of
negative conversations—negative tweets—divided by the total
number of conversations—total number of tweets:
NSR =
Positive tweets−Negative tweets
Total number of tweets
As indicated above, we selected SentiStrength and TextBlob
to determine the sentiment expressed on the tweets constituting
the clusters across all the time-slices. We selected two tools,
because we are aware of the lack of consensus in sentiment
analysis tools [42], and we wanted to prevent any biases
derived from choosing a single one.
Figure 6 displays the number of positive, negative and
neutral tweets in the experimental corpus, according to Sen-
tiStrength and TextBlob. Evidently, the two tools disagree
overall: SentiStrength encounters more negative tweets than
positive ones, whereas TextBlob encounters exactly the op-
posite. However, when calculating the NSR for the trends
discovered, both tools recognise a similar pattern among
trends. We elaborate on this in the following section.
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Fig. 6. Polarity over the entire experimental corpus.
V. RESULTS
Figure 7 shows the NSR for all the clusters available in the
experimental corpus according to SentiStrength. Note that the
actual trends are shown in blue colour, whereas the clusters
which were not identified as trends are shown in grey. Also,
note that the NSR is a number between −1 (totally negative)
and 1 (totally positive). Zero represents a neutral NSR.
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Fig. 7. NSR for trending clusters (according to SentiStrength).
As shown in Figure 7, the NSR for all the trends, according
to SentiStrength, is consistently between −0.33 and −0.07,
which means the actual trends are barely negative. This seems
to contradict our initial assumption that extreme polarities,
as opposed to neutral ones, are required to generate a trend.
Moreover, Figure 7 also proves that the clusters which have
extreme polarities—those whose NSR is either −1 or 1—were
not recognised as trends.
A similar behaviour is found after determining the NSR with
a different tool. Figure 8 shows the NSR for all the clusters in
the experimental corpus according to TextBlob. Once again
the actual trends are shown in blue colour, whereas the
clusters which were not identified as trends are shown in grey.
Recall that TextBlob considers the corpus more positive than
SentiStrength—see Figure 6. Thus, the trends in Figure 8 are
positive; yet, they are not significantly positive. Indeed, all the
trends but one have an NSR lower than 0.5. A clear correlation
between confirmed trends and strength of sentiment cannot
derived from our experiments.
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Fig. 8. NSR for trending clusters (according to TextBlob).
The NSR plots displayed in Figure 7 and Figure 8 suggest
that clusters which are predominantly neutral are the most
trending. This is in direct contradiction with our initial as-
sumption that extreme polarities are required to generate a
trend. Surprisingly, we have also found that all the trends fall
within a narrow NSR range, regardless of the tool used to
determine the NSR.
VI. CONCLUSIONS
Further research is necessary to study the relationship
between trends and strength of sentiment in Twitter. Our work
has demonstrated that highly polarised tweets are not the only
ones capable of forming a trend: neutral tweets can become
trends too, under certain circumstances.
It seems feasible that certain domains, such as the domain of
our experimental corpus, are more likely to favour the pres-
ence of neutral trends. While controversial comments about
COVID-19 have been published on Twitter—for example,
regarding the Swedish strategy to avoid lockdown or the
Lancet’s much-publicised paper on the use of a chloroquine-
based treatment [59]—, our experimental corpus is largely fac-
tual and descriptive. Hence, we cannot expect a considerable
presence of disruptive and polarising tweets in our corpus,
which could, in turn, drive the emergence of trends.
While a classifier could be trained on our data to predict
whether a future cluster can become a trend, our research
has evidenced the need for further research on the nature of
trends in Twitter. The existing literature does not document
in sufficient depth the features of the sentiment expressed in
trends, their emergence and evolution over time.
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