This paper is concerned with a class of partition functions a(n) introduced by Radu and defined in terms of eta-quotients. By utilizing the transformation laws of Newman, Schoeneberg and Robins, and Radu's algorithms, we present an algorithm to find Ramanujan-type identities for a(mn + t). While this algorithm is not guaranteed to succeed, it applies to many cases. For example, we deduce a witness identity for p(11n + 6) with integer coefficients. Our algorithm also leads to Ramanujan-type identities for the overpartition functions p(5n + 2) and p(5n + 3) and Andrews-Paule's broken 2-diamond partition functions △ 2 (25n + 14) and △ 2 (25n + 24). It can also be extended to derive Ramanujan-type identities on a more general class of partition functions. For example, it yields the Ramanujan-type identities on Andrews' singular overpartition functions Q 3,1 (9n + 3) and Q 3,1 (9n + 6) due to Shen, the 2-dissection formulas of Ramanujan and the 8-dissection formulas due to Hirschhorn.
Introduction
Throughout this paper, we follow the standard q-series notation in [16] :
(1 − aq n ) and (a 1 , a 2 , . . . , a m ; q) ∞ = m j=1 (a j ; q) ∞ , where |q| < 1. In the study of congruence properties and identities on partition functions, Radu [35] [36] [37] defined a class of partition functions a(n) by ∞ n=0 a(n)q n = δ|M (q δ ; q δ ) r δ ∞ ,
where M is a positive integer and r δ are integers. Many partition functions fall into the framework of the above definition of a(n), such as the partition function p(n), the overpartition function p(n) [11] , the Ramanujan τ -function [18, 19, 39] , the k-colored partition functions, the t-core partition functions, the 2-colored Frobenius partition functions and the broken k-diamond partition functions ∆ k (n) [4] .
In this paper, we aim to present an algorithm to compute the generating function ∞ n=0 a(mn + t)q n , (1.2) for fixed m > 0 and 0 ≤ t ≤ m − 1 by finding suitable modular functions for Γ 1 (N ). When M = 1 and r 1 = −1, a(n) specializes to the partition function p(n). Kolberg [26] proved that for a positive integer m prime to 6, and 0 ≤ t ≤ m − 1, ∞ n=0 p(mn + t)q mn+t = (−1) (m−1)t (q m 2 ; q m 2 ) ∞ (q m ; q m ) m+1
where M t = (g −t−i+j ) (m−1)×(m−1) , g t = 1 2 n(3n+1)≡t(mod m) (−1) n q 1 2 n(3n+1) , and g t = g s when t ≡ s (mod m). In view of (1.3), he derived some identities on p(n), for example, Based on the ideas of Rademacher [33] , Newman [28, 29] and Kolberg [26] , Radu [37] developed an algorithm to verify the congruences a(mn + t) ≡ 0 (mod u), (1.5) for any given m, t and u, and for all n ≥ 0, where a(n) is defined in (1.1) . Moreover, Radu [35] developed an algorithm, called the Ramanujan-Kolberg algorithm, to derive identities on the generating functions of a(mn + t) using modular functions for Γ 0 (N ). A description of the Ramanujan-Kolberg algorithm can be found in Paule and Radu [32] . Smoot [46] developed a Mathematica package RaduRK to implement Radu's algorithm. It should be mentioned that Eichhorn [13] extended the technique in [14, 15] to partition functions a(n) defined by ∞ n=0 a(n)q n = L j=1 (q j ; q j ) ej ∞ , (1.6) where L is a positive integer and e j are integers, and reduced the verification of the congruences (1.5) to a finite number of cases. It is easy to see that the defining relations (1.1) and (1.6 ) are equivalent to each other. In this paper, we shall adopt the form of (1.1) in accordance with the notation of eta-quotients.
Recall that the Dedekind eta-function η(τ ) is defined by The Ramanujan-Kolberg algorithm leads to verifications of some identities on p(n) due to Ramanujan [38] , Zuckerman [50] and Kolberg [26] , for example, ∞ n=0 p(5n + 4)q n = 5 (q 5 ; q 5 ) 5 ∞ (q; q) 6 ∞ , see [38, eq. (18) ]. It should be noted that there are some Ramanujan-type identities that are not covered by the Ramanujan-Kolberg algorithm, such as the identity (1.4) .
In this paper, we develop an algorithm to derive Ramanujan-type identities for a(mn + t) for m > 0 and 0 ≤ t ≤ m − 1, which is essentially a modified version of Radu's algorithm. We first find a necessary and sufficient condition for a product of a generalized eta-quotient and the generating function (1.2) to be a modular function for Γ 1 (N ) up to a power of q. Then we try to express this modular function as a linear combination of generalized eta-quotients over Q.
For example, our algorithm leads to a verification of (1.4) for p(5n). Moreover, we obtain Ramanujan-type identities for the overpartition functions p(5n + 2) and p(5n + 3) and the broken 2-diamond partition functions ∆ 2 (25n + 14) and ∆ 2 (25n + 24). We also obtain the following witness identity with integer coefficients for p(11n + 6). where z 0 = (q; q) 24 ∞ q 20 (q 11 ; q 11 ) 23 ∞ (q, q 10 ; q 11 ) 28 ∞ (q 2 , q 9 ; q 11 ) 16 ∞ (q 3 , q 8 ; q 11 ) 12 ∞ (q 4 , q 7 ; q 11 ) 4 ∞ , z = (q; q) ∞ q 2 (q 11 ; q 11 ) ∞ (q, q 10 ; q 11 ) 3 ∞ (q 2 , q 9 ; q 11 ) 2 ∞ , (1.8) e = (q; q) 3 ∞ q 3 (q 11 ; q 11 ) 3 ∞ (q, q 10 ; q 11 ) 5 ∞ (q 2 , q 9 ; q 11 ) 5 ∞ (q 3 , q 8 ; q 11 ) 4 ∞ (q 4 , q 7 ; q 11 ) ∞ .
(1.9)
Bilgici and Ekin [8] deduced a witness identity for p(11n + 6) with integer coefficients using the method of Kolberg. Radu [35] obtained a witness identity for p(11n + 6) by using the Ramanujan-Kolberg algorithm. Hemmecke [20] generalized Radu's algorithm and derived a witness identity for p(11n + 6). Paule and Radu [31] found a polynomial relation on the generating function of p(11n + 6), which can also be viewed as a witness identity. Moreover, Paule and Radu [30] found a witness identity for p(11n + 6) in terms of eta-quotients and the U 2 -operator acting on eta-quotients.
Our algorithm can be extended to a more general class of partition functions b(n) defined by where M is a positive integer and r δ , r δ,g are integers. Notice that (1.10) is a generalized eta-quotient up to a power of q.
Recall that for a positive integer δ and a residue class g (mod δ), the generalized Dedekind etafunction η δ,g (τ ) is defined by
(1 − q n ), (1.11) where P 2 (t) = {t} 2 − {t} + 1 6 is the second Bernoulli function and {t} is the fractional part of t, see, for example, [41, 43] . Note that η δ,0 (τ ) = η 2 (δτ ) and η δ, δ
.
(1.12)
A generalized eta-quotient is a function of the form δ|M 0≤g<δ η r δ,g δ,g (τ ), (1.13) where M ≥ 1 and
otherwise, see, for example, Robins [41] . In view of (1.12), when g = 0 or g = δ 2 , if r δ,g ∈ 1 2 Z, then the powers of the eta-functions in (1.13) are integers.
For partition functions b(n) as defined in (1.10), our algorithm can be extended to derive Ramanujantype identities on b(mn + t) for m > 0 and 0 ≤ t ≤ m − 1, such as the Ramanujan-type identities on Andrews' singular overpartition functions Q 3,1 (9n + 3) and Q 3,1 (9n + 6) due to Shen [45] . The extended algorithm can also be employed to derive dissection formulas, such as the 2-dissection formulas of Ramanujan, first proved by Andrews [2] , and the 8-dissection formulas due to Hirschhorn [22] .
Finding Modular Functions for Γ 1 (N )
For the partition functions a(n) as defined by (1.1), namely,
where M is a positive integer and r δ are integers, Radu [37] defined
Let φ(τ ) be a generalized eta-quotient, and let F (τ ) = φ(τ )g m,t (τ ). The objective of this section is to give a criterion for F (τ ) to be a modular function for Γ 1 (N ). We find that the transformation formula for g m,t (τ ) under Γ 1 (N ) * is analogous to the transformation formula of Radu [37, Lemma 2.14] with respect to Γ 0 (N ) * . Then we utilize the transformation laws of Newman [29] and Robins [41] to obtain the transformation formula of F (τ ). With the aid of the Laurent expansions of φ(τ ) and g m,t (τ ), we obtain a necessary and sufficient condition for F (τ ) to be a modular function for Γ 1 (N ).
We first state the conditions on N . In fact, we make the following changes on the conditions on N given by Definition 34 and Definition 35 in [35] : Change the condition δ|mN for every δ|M with r δ = 0 to M |N , and add the following condition 7. For completeness, we list all the conditions on N . Let κ = gcd(m 2 − 1, 24). Assume that N satisfies the following conditions: 2. p|N for any prime p|m.
κN
δ|M r δ ≡ 0 (mod 8).
κmN 2
δ|M r δ δ ≡ 0 (mod 24).
5.
24m gcd(κα(t),24m) |N , where α(t) = − δ|M δr δ − 24t.
6. Let δ|M δ |r δ | = 2 z j, where z ∈ N and j is odd. If 2|m, then κN ≡ 0 (mod 4) and N z ≡ 0 (mod 8), or z ≡ 0 (mod 2) and N (j − 1) ≡ 0 (mod 8).
Let
Note that there always exists N satisfying the above conditions, because N = 24mM would make a feasible choice. From now on, we denote by γ the matrix a b c d .
Theorem 2.1. For a given partition function a(n) as defined by (1.1), and for given integers m and t, suppose that N is a positive integer satisfying the conditions 1-7. Let
2)
and a δ and a δ,g are integers. Then F (τ ) is a modular function with respect to Γ 1 (N ) if and only if a δ and a δ,g satisfy the following conditions: For example, consider the overpartition function p(n). Recall that an overpartition of a positive integer n is a partition of n where the first occurrence of each distinct part may be overlined, and the number of overpartitions of n is denoted by p(n) for n ≥ 1 and p(0) = 1. As noted by Corteel and Lovejoy [11] , the generating function of p(n) is given by
For the overpartition function p(5n + 2), we see that N = 10 satisfies the conditions 1-7. Next we proceed to find a generalized eta-quotient φ(τ ) such that φ(τ )g 5,2 (τ ) is a modular function for Γ 1 (10). By the above theorem, the function
is a modular function for Γ 1 (10) if and only if a δ and a δ,g fulfill the following conditions:
10a 1 + 5a 2 + 10a 2,1 + 2a 5 + 4a 5,1 + 4a 5,2 + a 10 + 2a 10,1 +2a 10,2 + 2a 10,3 + 2a 10,4 + 2a 10,5 − 3 ≡ 0 (mod 24), for any 0 < a < 120 with gcd(a, 6) = 1 and a ≡ 1 (mod 10). We find that (a 1 , a 2 , a 2,1 , a 5 , a 5,1 , a 5,2 , a 10 , a 10,1 ,a 10,2 , a 10,3 , a 10,4 , a 10,5 ) = (0, 0, 0, 0, 0, 0, 1, 0, 0, 0, − 8, 9) is an integer solution of (2.3). Let φ(τ ) = η(10τ )η 9 10,5 (τ ) η 8 10,4 (τ )
Since
we find that
is a modular function with respect to Γ 1 (10) .
The following lemma asserts that the invariance of the function f (τ ) under Γ 1 (N ) is equivalent to the invariance under Γ 1 (N ) * .
Lemma 2.2. Let k be an integer, N be a positive integer and f : H → C be a function such that
Proof. Let
By Lemma 3 of Newman [29] , we know that Γ 1 (N ) is generated by A. Hence it suffices to show that
for any γ ∈ A. By the condition of Lemma 2.2, we may restrict our attention only to two cases. (1) γ ∈ A, a > 0 and c ≤ 0. (2) γ ∈ A, a < 0 and c ≥ 0. Here we only consider the first case, and the second case can be justified in the same manner. For the first case, since a > 0 and c ≤ 0, there exists a positive integer x such that ax + c N > 0. Let
Then γ 2 = γ 1 γ and γ 1 ∈ Γ 1 (N ) * . Therefore,
Since γ ∈ A, we have gcd(a, 6) = 1, and so γ 2 ∈ Γ 1 (N ) * . Applying (2.5) with γ 2 ∈ Γ 1 (N ) * , we get
Combining (2.6) and (2.7), we deduce that
as claimed.
The following transformation formula for g m,t (τ ) under Γ 1 (N ) * is analogous to the transformation formula of Radu [37, Lemma 2.14] with respect to Γ 0 (N ) * . The proof parallels that of Radu, and hence it is omitted. Lemma 2.3. For a given partition function a(n) as defined by (1.1), and for given integers m and t, let N be a positive integer satisfying the above conditions 1-7. For any γ ∈ Γ 1 (N ) * , we have g m,t (γτ ) = (cτ + d) is the Jacobi symbol,
and α(t) is defined as in the condition 5.
Next we derive a transformation formula for F (τ ) under Γ 1 (N ) * . Recall the notation of Schoeneberg [43] :
where ζ δ is a primitive δ-th root of unity,
the first Bernoulli function P 1 (x) is given by
and ⌊x⌋ is the greatest integer less than or equal to x. Since
(2.9) Lemma 2.4. For a given partition function a(n) as defined by (1.1), and for given integers m and t, let N be a positive integer satisfying the conditions 1-7, and
where a δ and a δ,g are integers. Then for any γ ∈ Γ 1 (N ) * , × (cτ + d) 
For any δ|N , let γ ′ δ = a δb c δ d . Since γ ∈ Γ 1 (N ) * , we have N |c and so δ|c for any δ|N . It follows that γ ′ δ ∈ Γ. Thus (2.14) can be written as
The transformation formula of Newman [29, Lemma 2] states that for any γ ∈ Γ with a > 0, c > 0 and gcd(a, 6) = 1,
Therefore, for any γ ∈ Γ with ac > 0 and gcd(a, 6) = 1, we have and for γ ∈ Γ,
The parabolic subgroup of Γ is defined by
For any γ ∈ Γ, the (Γ 1 (N ), Γ ∞ )-double coset of γ is given by
Assume that Γ has the following disjoint decomposition
where R = {γ 1 , γ 2 , . . . , γ ǫ } ⊆ Γ. Denote the set of (Γ 1 (N ), Γ ∞ )-double cosets in Γ by Γ 1 (N )\Γ/Γ ∞ . Then (2.21) can be written as
We say that R is a complete set of representatives of the double cosets Γ 1 (N )\Γ/Γ ∞ .
The following lemma gives a Laurent expansion of g m,t (γτ ), and the proof is similar to that of Lemma 3.4 in Radu [37] , and hence it is omitted. Lemma 2.5. For a given partition function a(n) as defined by (1.1), and for given integers m and t, let N be a positive integer satisfying the conditions 1-7, and R = {γ 1 , γ 2 , . . . , γ ǫ } be a complete set of representatives of the double cosets Γ 1 (N )\Γ/Γ ∞ . For any γ ∈ Γ, assume that γ ∈ Γ 1 (N )γ i Γ ∞ for some 1 ≤ i ≤ ǫ. Then there exists an integer w and a Taylor series h(q) in powers of q The following lemma gives a Laurent expansion of φ(γτ ) for any γ ∈ Γ.
where a δ and a δ,g are integers. For any γ ∈ Γ, there exists a positive integer w and a Taylor series
It follows from (2.9) that
Since gcd(a, c) = 1, for any δ|N , there exist integers x δ and y δ such that δax δ + cy δ = gcd(δa, c) = gcd(δ, c), and hence
(2.23)
Set
Note that γ δ ∈ Γ. Combining (2.22) and (2.23), we deduce that
(2.24)
By the transformation law for η(τ ) under Γ [34, p. 145], namely, there exists a map ε ′ : Γ → C such that for any γ ∈ Γ,
and the transformation formula for η (s) g,h (τ ) under Γ in [43, p. 199 (30) ], namely, when 0 < g < δ, there exists a map ǫ 1 : Γ → C such that for any γ ∈ Γ,
Substituting the q-expansions of the eta-function and the generalized eta-function into (2.25), we see that there exists a positive integer w and a Taylor series h * (q) in powers of q 1 w such that
Next we aim to show that p * (γ 1 ) = p * (γ 2 ) for any γ 1 ∈ Γ and
Owing to (2.26), we find that
and
For any δ|N , since γ 3 ∈ Γ 1 (N ), we see that a 3 ≡ 1 (mod δ), δ|c 3 and gcd(δ, d 3 ) = 1. Using (2.27), it can be verified that
In view of (2.28), we obtain that
Combining (2.29) and (2.30), we arrive at
here we have used the fact that P 2 (−α) = P 2 (α) for any α ∈ R. Combining (2.30) and (2.31), we conclude that p * (γ 1 ) = p * (γ 2 ), as claimed.
We are now ready to complete the proof of Theorem 2.1.
Proof of Theorem 2.1. Assume that
is a modular function with respect to Γ 1 (N ), where a δ and a δ,g are integers. We proceed to show that the conditions (1)-(4) are fulfilled by the integers a δ and a δ,g .
Since Γ 1 (N ) * ⊆ Γ 1 (N ) and F (τ ) is a modular function for Γ 1 (N ), for any γ ∈ Γ 1 (N ) * , we have
To compute F (γτ ), we need the transformation formula for F (τ ) under Γ 1 (N ) * as given in Lemma 2.4, that is, for any γ ∈ Γ 1 (N ) * ,
where ν(γ) and ξ(γ) are defined in (2.12) and (2.13). Combining (2.33) and (2.34), we see that
To prove (2), consider the matrix γ = 1 0 
which, together with (2.33), implies (3). Using the conditions (1)-(3), it can be checked that ξ(γ) ≡ 0 (mod 2) for any γ ∈ Γ 1 (N ) * . It follows that e πiξ(γ) = 1, and so (2.34) reduces to
By the definition of L, we find that for any δ|N ,
and for any δ|M ,
Hence (2.36) is equivalent to
In view of the condition (1), it is easily verified that (cτ + d) for all integers a with gcd (a, 6) = 1 and a ≡ 1 (mod N ). Invoking the interpretation of the Jacobi symbol, we conclude that (2.41) holds for all integers 0 < a < 12N with gcd (a, 6) = 1 and a ≡ 1 (mod N ). This confirms (4) .
Conversely, assume that the integers a δ , a δ,g (δ|N, 0 < g ≤ ⌊δ/2⌋) satisfy the conditions (1)-(4). We proceed to show that
is a modular function for Γ 1 (N ). It is clear that F (τ ) is holomorphic on H.
Based on the conditions (1)-(3), it follows from Lemma 2.4 that the transformation formula (2.40) for F (τ ) holds for any γ ∈ Γ 1 (N ) * . Given the condition (4), we see that (2.41) holds for all integers a with gcd (a, 6) = 1 and a ≡ 1 (mod N ). Combining (2.40) and (2.41), we find that for any γ ∈ Γ 1 (N ) * ,
In view of Lemma 2.2, we conclude that F (γτ ) = F (τ ) for any γ ∈ Γ 1 (N ).
It remains to show that for any γ ∈ Γ, F (γτ ) has a Laurent expansion with a finite principal part in powers of q 1 N . Let γ ∈ Γ and R = {γ 1 , γ 2 , . . . , γ ǫ } be a complete set of representatives of the double cosets Γ 1 (N )\Γ/Γ ∞ . By the decomposition of Γ in (2.21), there exist an integer 1 ≤ i ≤ ǫ and matrices γ N ∈ Γ 1 (N ), γ ∞ ∈ Γ ∞ such that γ = γ N γ i γ ∞ . By Lemma 2.5 and Lemma 2.6, there exist a positive integer w and Taylor series h(q) and h * (q) in powers of q 1 w such that
In view of the condition (1), (2.42) reduces to 43) which implies that there exists a positive integer k such that F (γτ ) has the Laurent expansion with a finite principal part in powers of q 1 k . Since we have shown that F (τ ) is invariant under Γ 1 (N ), by Lemma 1.14 in [48] , we obtain that for any
Thus F (γτ ) has a Laurent expansion in powers of q 1 N . By (2.43), we see that this Laurent expansion has at most finitely many negative terms. So we reach the assertion that F (τ ) is a modular function for Γ 1 (N ).
Given a generating function of a(n) as defined in (1.1) and integers m and t, we can find an integer N satisfying the conditions 1-7. If we are lucky, we may use Theorem 2.1 to find integers a δ , a δ,g (δ|N, 0 < g ≤ ⌊δ/2⌋) satisfying the conditions (1)- (4) , which lead to a generalized eta-quotient
is a modular function. It should be noted that such a modular function F (τ ) may be not unique.
To derive a Ramanujan-type identity for a(mn + t), we aim to express F (τ ) as a linear combination of generalized eta-quotients over Q. To this end, we first investigate the behavior of F (τ ) at each cusp of Γ 1 (N ). Let us recall some terminology of modular functions, see, for example [12, 48] . For γ = a b c d ∈ Γ, the width w γ of a c relative to Γ 1 (N ) is the minimal positive integer h such that Lemma 1.14] . So f (γτ ) has period w γ , which implies that f (γτ ) has a Laurent expansion in powers of q 1/wγ . Since f (τ ) is a modular function, this Laurent expansion has at most finitely many negative terms. Write
where b n = 0 for almost all negative integers n. Let n γ be the smallest integer such that b nγ = 0. We call n γ the γ-order of f at a c , denoted by ord γ (f ). Denote the smallest exponent of q on the right hand side of (2.45) by v γ , so that
for some γ ∈ Γ such that γ∞ = a c . It is known that ord a/c (f ) is well-defined, see [12, p. 72 ]. The following theorem gives estimates of the orders of F (τ ) at cusps of Γ 1 (N ).
Theorem 2.7. For a given partition function a(n) as defined by (1.1), and for given integers m and t, let
where p(γ) is given by (2.20) and p * (γ) is defined in Lemma 2.6.
To compute the right hand side of (2.48), we need the following formula due to Cho, Koo and Park [10] : η(10τ )η 9 10,5 (τ ) η 8 10,4 (τ ) ∞ n=0 p(5n + 2)q n for Γ 1 (10) as given in (2.4) . A complete set S(N ) of inequivalent cusps of Γ 1 (N ) has been found in [10, Corollary 4] . In particular, for N = 10, we have
Employing Theorem 2.7, we obtain the following lower bounds of the orders of F (τ ) at cusps of Γ 1 (10):
Notice that F (τ ) may have poles at some cusps not equivalent to infinity.
We are now ready to prove Theorem 2.7.
Proof of Theorem 2.7. It is known that there exists a bijection from the set of all inequivalent cusps of Γ 1 (N ) to the double coset space Γ 1 (N )\Γ/Γ ∞ , as given by
Applying Lemma 2.5 with γ i = α i , we find that there exists an integer w 1 and a Taylor series h(q) in powers of q
By Lemma 2.6, there exists a positive integer w 2 and a Taylor series h * (q) in powers of q
Combining (2.51) and (2.52), we get
Since F (τ ) is a modular function for Γ 1 (N ), using the condition (1) Let v αi denote the smallest exponent of q on the right hand side of (2.54). The relation ord γ (f ) = v γ w γ as given in (2.46) 
Sketch of the Algorithm
In this section, we give a sketch of our algorithm. Given a generating function of a(n) as defined in (1.1) and integers m and t, we can find an integer N satisfying the conditions 1-7. Assume that we have found a generalized eta-quotient φ(τ ) such that
is a modular function for Γ 1 (N ). To derive an expression of F (τ ), we consider a class of modular functions: the set of generalized eta-quotients which are modular functions for Γ 1 (N ) with poles only at infinity, denoted by GE ∞ (N ). Note that the notation E ∞ (N ) is used by Radu [35] to denote the set of modular eta-quotients with poles only at infinity for Γ 0 (N ). Our goal is to derive an expression of F (τ ) in terms of the generators of GE ∞ (N ). Then we are led to a Ramanujan-type identity for a(mn + t).
Our algorithm consists of the following steps:
Step 1. Use Theorem 2.1 to find a generalized eta-quotient φ(τ ) for which F (τ ) in (3.1) is a modular function for Γ 1 (N ).
Step 2. Find a finite set {z 1 , z 2 , . . . , z k } of generators of GE ∞ (N ) by utilizing a formula of Robins and the theory of Diophantine inequalities.
Step 3. Let GE ∞ (N ) Q be the vector space over Q generated by generalized eta-quotients in GE ∞ (N ). Employ the Algorithm AB of Radu for Γ 1 (N ) on {z 1 , z 2 , . . . , z k } to generate a modular function z and a Q[z]-module basis 1, e 1 , . . . , e w of GE ∞ (N ) Q .
Step 4. Find a generalized eta-quotient h in terms of generators of GE ∞ (N ) for which the modular function hF has a pole only at infinity. Theorem 2.7 can be used to compute the lower bounds of the orders of hF at all cusps of Γ 1 (N ).
Step 5. Determine whether hF is in GE ∞ (N ) Q by applying the Algorithm MW of Radu to hF , z and 1, e 1 , . . . , e w . If this goal can be achieved, then F can be expressed as a linear combination of generalized eta-quotients over Q.
For example, let us consider the overpartition function p(5n + 2). In Sect. 2., we found N = 10 satisfies the conditions 1-7.
Step 1. As shown in (2.4),
η(10τ )η 9 10,5 (τ ) η 8 10,4 (τ ) ∞ n=0 p(5n + 2)q n is a modular function with respect to Γ 1 (10).
Step 2. We obtain the following generators of GE ∞ (10):
Step 3. Applying the Algorithm AB of Radu to {z, z 1 , z 2 , z 3 , z 4 }, we find that 1 is a z-module basis of GE ∞ (10) Q . Thus
Step 4. We obtain that
for which hF has a pole only at infinity.
Step 5. Applying Radu's Algorithm MW to hF , z and 1, we see that hF ∈ GE ∞ (10) Q and
The relation (3.5) can be restated as the following theorem. The implementations of the above steps will be described in the subsequent sections. where y = (q; q) 11 ∞ (q 10 ; q 10 ) 16
Generators of GE ∞ (N )
In this section, we show how to implement Step 1 as in the sketch of the previous section, that is, finding a finite set of generators of GE ∞ (N ).
In light of the symmetry η δ,g (τ ) = η δ,δ−g (τ ), for any δ > 0 and ⌊δ/2⌋ < g ≤ δ, we may rewrite the generalized eta-quotient h(τ ) in GE ∞ (N ) in the following form
Throughout this section, we assume that the generalized eta-quotients are of the form (4.1).
To find a set of generators of GE ∞ (N ), we first give a characterization of generalized eta-quotients h(τ ) in GE ∞ (N ), which involves the orders of h(τ ) at all cusps of Γ 1 (N ). For any cusp s of Γ 1 (N ), in order to apply a formula of Robins [41, Theorem 4] to compute the order of h(τ ) at a cusp s, we need to find a cusp of the form λ µε that is equivalent to s, where ε|N and gcd(λ, N ) = gcd(λ, µ) = gcd(µ, N ) = 1.
(4.
3)
The existence of such a cusp in the above form is ensured by Corollary 4 of Cho, Koo and Park [10] .
The following theorem gives a characterization of generalized eta-quotients in GE ∞ (N ). 
. . .
(4.5)
Proof. Assume that the generalized eta-quotient h(τ ) as given by (4.1) is in GE ∞ (N ). By the transformation formula of Schoeneberg [43, p. 199 (30) ] for η and so the first condition in (4.5) is satisfied. To show that the remaining conditions in (4.5) are satisfied, we proceed to compute the order of h(τ ) at each cusp in S(N ). Since h(τ ) ∈ GE ∞ (N ), for
and ord sǫ (h(τ )) ∈ Z. For any 1 ≤ i ≤ ǫ, since s i is equivalent to λi µiεi , we get ord si (h(τ )) = ord λi/µiεi (h(τ )).
Using the formula of Robins [41, Theorem 4] for the order of h(τ ) at the cusp λ i /µ i ε i , namely,
For 1 ≤ i ≤ ǫ − 1, combining (4.7) and (4.9), we obtain that
(4.10)
Setting i = ǫ in (4.9), it follows from (4.8) that
(4.11)
Combining (4.6), (4.10) and (4.11), we are led to (4.5).
Conversely, assume that the conditions in (4.5) are satisfied. From (4.5) and (4.9), we see that ord 0 (h(τ )) ∈ Z and ord ∞ (h(τ )) ∈ Z.
(4.12)
The first condition of (4.5) says that δ|N a δ,0 = 0. (4.13)
Robins [41] showed that if a generalized eta-quotient h(τ ) satisfies (4.12) and (4.13), then for any γ ∈ Γ 1 (N ),
By (4.9) and the conditions in (4.5), we see that for any s ∈ S(N ) \ {∞}, ord s (h(τ )) ∈ N. Combining (4.14) and (4.15), we conclude that h(τ ) ∈ GE ∞ (N ).
Based on the above theorem, the generalized eta-quotients in GE ∞ (N ) are determined by the solutions of (4.5). Next we show that (4.5) can be solved by transforming the conditions in (4.5) to a system of Diophantine inequalities, so that we can obtain a finite set of generators of GE ∞ (N ).
Set
It follows from (4.5) that y i ∈ N for 1 ≤ i ≤ ǫ − 1 and y ǫ ∈ Z. Let
and a ′ δ,g = χ δ (g) a δ,g for any δ|N and 0 ≤ g ≤ ⌊δ/2⌋. By (4.2), it can be easily checked that each a ′ δ,g is an integer. Then by Theorem 4.1, h(τ ) ∈ GE ∞ (N ) if and only if a ′ δ,g (δ|N, 0 ≤ g ≤ ⌊δ/2⌋) and y i (1 ≤ i ≤ ǫ) is an integer solution of the following Diophantine inequalities: Notice that different cusps may have the same order for h(τ ), there may exist redundant relations in above system of relations. More precisely, if for two cusps s i , s j ∈ S(N ) \ {∞}, ord si (h(τ )) = ord sj (h(τ )), then we may ignore the relations contributed by s j . We now assume that after the elimination of redundant relations, the remaining relations are still in the same form as in (4.16) . It is known that there exist integral vectors α 1 , . . . , α k such that the set of integer solutions of (4.16) is given by
see [44, p. 234] , which implies that GE ∞ (N ) has a finite set of generators z 1 , . . . , z k . One can use the package 4ti2 [1] in SAGE to find such a set of integral vectors α 1 , . . . , α k .
Let us consider the case N = 10 as an example. Notice that for any generalized eta-quotient h(τ ), ord 1/4 (h(τ )) = ord 1/2 (h(τ )) and ord 0 (h(τ )) = ord 1/3 (h(τ )).
By (4.16), we obtain the following Diophantine inequalities after eliminating the relations contributed by the cusps 1/2 and 1/3: Each solution (a ′ 1,0 , . . . , a ′ 10,5 , y 1 , . . . , y 6 ) of (4.17) can be expressed as
where c 1 , . . . , c 5 are nonnegative integers, d 1 , . . . , d 6 are integers and α 1 = (−1, 2, 0, 1, 2, 0, −2, −4, 0, 0, 0, 0, 0, 1, 0, 0, 0, −2), α 2 = (−1, −1, 0, 3, 4, 0, −1, −3, 0, 0, 0, 0, 0, 0, 1, 0, 0, −1), α 3 = (1, −2, 0, −1, 2, 0, 2, −4, 0, 0, 0, 0, 0, 0, 0, 0, 1, −1), α 4 = (1, 0, 0, 1, −2, 0, −2, −1, 0, 0, 0, 0, 0, 0, 0, 1, 0, −1), α 5 = (4, −3, 0, 0, 2, 0, −1, −4, 0, 0, 0, 0, 1, 0, 0, 0, 0, −2), β 1 = (0, 0, 0, −1, 0, 0, 1, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0), β 2 = (−1, 1, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0), β 3 = (−1, 0, 0, 1, 1, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0), β 4 = (0, −1, 0, 0, 1, 0, 1, −1, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0), 1, 1, 0, 1, 0, 0, −1, 1, 0, 1, 0 , 0, 0, 0, 0, 0, 0, 0), β 6 = (0, 0, 0, 0, −1, 0, 0, 1, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0).
Since a δ,g = a ′ δ,g /χ δ (g), we obtain eleven generalized eta-quotients. It can be checked that the generalized eta-quotients corresponding to β 1 , . . . , β 6 are equal to 1. For example, the generalized eta-quotient corresponding to β 1 is given by
(4.19)
Invoking (1.12), namely,
we obtain that h(τ ) = 1. The generalized eta-quotients corresponding to α 1 , . . . , α 5 are the generators z 1 , z 2 , z 3 , z, z 4 as given in (3.2).
Radu's Algorithm AB
In the previous section, it was shown that GE ∞ (N ) admits a finite set of generators z 1 , . . . , z k . Radu [37] developed the Algorithm AB to produce a module basis of E ∞ (N Let E ∞ (N ) Q denote the vector space over Q generated by E ∞ (N ). As pointed out by Radu [35] , E ∞ (N ) Q does not have a finite basis as a vector space over Q, but it has a finite basis when considered as a Q[z]-module for some z in E ∞ (N ) Q . To obtain such a modular function z and a Q[z]-module basis, Radu applied the Algorithm AB to the generators z 1 , . . . , z k of E ∞ (N ), then obtained a zmodule basis 1, e 1 , . . . , e w of the
As will be seen, Radu's Algorithm AB can be adapted to Γ 1 (N ). The output of Algorithm AB consists of a modular function z ∈ Q[z 1 , . . . , z k ] and a z-reduced sequence e 1 , . . . , e w . The output of the Algorithm AB will be carried over to the Algorithm MC and the Algorithm MW, which require the input of a z-reduced sequence. Thus, for the purpose of this paper, we do not need to elaborate on the definition of a z-reduced sequence, which can be found in [35] .
It is known that if f is a modular function for Γ 0 (N ) such that ord a/c (f ) ≥ 0 for every cusp a/c of Γ 0 (N ), then f is a constant, see Newman [28, Section, Proof of Lemma 3], Knopp [25, Chapter 2, Theorem 7], and Radu [35, Lemma 5] . Notice that this assertion also holds for Γ 1 (N ) . Thus the Algorithm AB applies to modular functions with poles only at infinity for Γ 1 (N ) . It is worth mentioning that the Algorithm AB is based on the algorithms MC, VB and MB, which are also valid for modular functions with poles only at infinity for Γ 1 (N ). Since the Algorithm MW of Radu is a refinement of the Algorithm MC, it also works for Γ 1 (N ).
We proceed to find a modular function z and a module basis of Q[z]-module GE ∞ (N ) Q . Let {z 1 , . . . , z k } be a finite set of generators of GE ∞ (N ). Note that
Applying the Algorithm AB to z 1 , z 2 , . . . , z k , we obtain a modular function z ∈ GE ∞ (N ) Q and a z-reduced sequence e 1 , . . . , e w ∈ GE ∞ (N ) Q such that 
Using the property that e 1 , e 2 , . . . , e w form a z-reduced sequence, we deduce that 1, e 1 , . . . , e w constitute a Q[z]-module basis of GE ∞ (N ) Q .
For example, applying the Algorithm AB for Γ 1 (N ) to the generators z, z 1 , z 2 , z 3 , z 4 of GE ∞ (10) given by (3.2) , we obtain that
(5.4)
Finding a Generalized Eta-Quotient
In this section, we present an implementation of Step 4 in the algorithm outlined in Sect. 3.. Assume that {z 1 , z 2 , . . . , z k } is a set of generators of GE ∞ (N ) and F (τ ) is a modular function for Γ 1 (N ) as given in ( By Theorem 2.7, we see that for any 1 ≤ i ≤ ǫ,
and α i is defined in Theorem 2.7. Combining (6.3) and (6.4), we get
Consider the Diophantine inequalities
Now, if we can find integers t 1 , . . . , t k such that (6.6) holds, then (6.5) implies that the generalized eta-quotient h(τ ) determined by z 1 , z 2 , . . . , z k and t 1 , t 2 , . . . , t k satisfies (6.2). Hence we deduce that any integer solution of (6.6) leads to a generalized eta-quotient h(τ ) such that hF has a pole only at infinity.
We note that different generalized eta-quotients h may lead to different expressions for F . In order to get a relatively simple expression for F , we impose a further condition that the order of hF at infinity is as large as possible. While we cannot rigorously describe what a simple expression means, intuitively speaking, the above condition appears to play a role in getting a relatively simple expression for F . Next we state how to find such a generalized eta-quotient h(τ ).
It is known that there exist integral vectors α 1 , . . . , α w , β 1 , . . . , β l such that the set of integer solutions of (6.6) is given by
see [44, p. 234 ].
The following theorem shows how to find a generalized eta-quotient h such that ord ∞ (hF ) attains the maximum value among all the h satisfying (6.6).
as given in (6.7). Let h i be the generalized eta-quotient determined by z 1 , z 2 , . . . , z k and α i , that is
Assume that
For any integer solution µ = (µ 1 , µ 2 , . . . , µ k ) of (6.6), let g be the generalized eta-quotient
Then we have
Proof. By (6.7), there exist an integer 1 ≤ i ≤ w, and nonnegative integers v 1 , . . . , v l such that
For 1 ≤ j ≤ l, let β j = (β j1 , β j2 , . . . , β jk ).
and let f j be the generalized eta-quotient defined by
Combining (6.8), (6.11) and (6.12), we obtain that
Thus,
Under the condition (6.9), it follows from (6.13) that
We claim that for each 1 ≤ j ≤ l,
There are two cases.
Case 1. If f j (τ ) is a constant, then ord ∞ (f j ) = 0.
Case 2. If f j (τ ) is not a constant, we shall show that ord ∞ (f j ) < 0. Assume to the contrary that ord ∞ (f j ) ≥ 0. Since f j (τ ) is not a constant, there exists a cusp s = ∞ such that ord s (f j ) < 0. By the assumption (6.2), we have ord s (h 1 F ) ≥ 0. Let d = ord s (h 1 F ). By (6.7), we see that α 1 + (d + 1)β j is a solution of (6.6). It follows that the generalized eta-quotient f d+1 j h 1 satisfies (6.2), and so
However, since ord s (f j ) < 0, we have
which contradicts (6.16). Thus we deduce that ord ∞ (f j ) < 0, as claimed. Combining the above two cases, we find that (6.15) holds for each 1 ≤ j ≤ l. In view of (6.14), we conclude that ord ∞ (gF ) ≤ ord ∞ (h 1 F ), (6.17) and this completes the proof.
For the overpartition function p(5n + 2), we have found a modular function F (τ ) for Γ 1 (10) as given in (2.4) . For the generators z, z 1 , z 2 , z 3 , z 4 of GE ∞ (10) as given in (3.2), we obtain the following system of linear inequalities (6.6):
Each integer solution (t 1 , t 2 , t 3 , t 4 , t 5 ) of (6.18) can be expressed as
where v 1 , . . . , v 5 are nonnegative integers, and α 1 = (−6, 2, −4, 3, 3), β 1 = (1, 0, 0, 0, 0), β 2 = (0, 1, 0, 0, 0), β 3 = (0, 0, 1, 0, 0), β 4 = (0, 0, 0, 1, 0), β 5 = (0, 0, 0, 0, 1).
The generalized eta-quotient corresponding to α 1 is 14 10,1 (τ ) (6.20) and hF has a pole only at infinity. Consider a different solution µ = α 1 + 2β 2 = (6, 4, −4, 3, 3) of (6.18), we get a generalized eta-quotient 22 10,1 (τ ) (6.21) and h ′ F has a pole only at infinity. The orders of hF and h ′ F at infinity are −3 and −7, respectively.
As will be seen in the next section, the Ramanujan-type identity derived from hF takes a simpler form than that derived from h ′ F .
Ramanujan-Type Identities
Given a partition function a(n) as defined by (1.1), and integers m and t, let
be a modular function as given in (3.1), where φ(τ ) is a generalized eta-quotient of the form (2.2), and
as given in (2.1).
Assume that we have found a generalized eta-quotient h(τ ) such that hF has a pole only at infinity. In Sect. 5., we derived a modular function z ∈ GE ∞ (N ) Q and a z-reduced sequence e 1 , . . . , e w such that
In this section, we aim to derive an expression for hF in terms of z and the module basis 1, e 1 , . . . , e w . This leads to a Ramanujan-type identity for a(mn + t).
We first adapt Radu's Algorithm MC, original designed for Γ 0 (N ), to Γ 1 (N ), and apply it to hF , z and e 1 , . . . , e w to determine whether hF belongs to GE ∞ (N ) Q . By Radu [35, Lemma 5] , the Algorithm MC requires the non-positive parts of the q-expansion of hF , and finite parts of the q-expansions of z, and e 1 , . . . , e w . More precisely, by (7.1), the non-positive parts of the q-expansion of hF can be computed via the generating function (1.1) of a(n) and the q-expansions of h(τ ) and φ(τ ). If the algorithm confirms that hF ∈ GE ∞ (N ) Q , then we may utilize the Γ 1 (N ) version of Algorithm MW to express hF as hF = p 0 (z) + p 1 (z)e 1 + · · · + p w (z)e w ,
To this end, we first utilize the Radu's Algorithm MC for Γ 1 (N ) to determine whether hF belongs to GE ∞ (N ) Q . Once we have confirmed that hF ∈ GE ∞ (N ) Q , we may utilize the Algorithm MW of Radu for Γ 1 (N ) to derive a Ramanujan-type identity for a(mn + t).
We now give an algorithmic derivation of the Ramanujan-type identity for p(5n + 2), as stated in Theorem 3.1.
For F , z and h given in (2.4) Substituting F , z and h into (7.3), we obtain the Ramanujan-type identity in Theorem 3.1. However, if we take h ′ as given in (6.21), then we get
In the same vain, we obtain a Ramanujan-type identity for p(5n + 3).
Theorem 7.1. We have
where z is given in Theorem 3.1 and
Notice that Theorem 3.1 and Theorem 7.1 can be considered as witness identities for the following congruences of Hirschhorn and Sellers [24] :
A Witness Identity for p(11n + 6)
In this section, we demonstrate how our algorithm gives rise to a witness identity for p(11n + 6). We begin with an overview of the witness identities due to Bilgici and Ekin [8] , Radu [35] and Hemmecke [20] . Bilgici and Ekin [8] used the method of Kolberg to deduce the generating functions of p(11n + t) for all 0 ≤ t ≤ 10. In particular, they obtained the following witness identity:
Using the Ramanujan-Kolberg algorithm, Radu [35] derived a witness identity for p(11n + 6). A set {M 1 , M 2 , . . . , M 7 } of generators of E ∞ (22) can be found in [35] . For example,
Radu showed that
Noting that (1 − q n ) 11 ≡ 1 − q 11n (mod 11) and (1 − q n ) 8 ≡ (1 − q 2n ) 4 (mod 8), we see that (8.2) implies the Ramanujan congruence for p(11n + 6). Hemmecke [20] generalized Radu's algorithm and derived the following witness identity: We are now ready to give an algorithmic derivation of the identity for p(11n + 6) as stated in Theorem 1.1.
Proof of Theorem 1.1. Notice that N = 11 satisfies all the conditions 1-7. We proceed with the following steps.
Step 1. By Theorem 2.1, we find that
is a modular function for Γ 1 (11).
Step 2. Solving the system of Diophantine inequalities (4.16) for N = 11, we obtain a set of 27 generators of GE ∞ (11) including z and e as given in (1.8) and (1.9).
Step 3. Applying Radu's Algorithm AB, we deduce that
Step 4. By virtue of Theorem 2.7 and Theorem 6.1, we get h = η 24 (τ ) η 24 (11τ )η 28 11,1 (τ )η 16 11,2 (τ )η 12 11,3 (τ )η 4 11,4 (τ ) for which hF has a pole only at infinity.
Step This completes the proof.
Further Examples
In this section, we derive Ramanujan-type identities on the broken 2-diamond partition function. The notion of the broken k-diamond partitions was introduced by Andrews and Paule [4] in their study of MacMahon's partition analysis. The number of broken k-diamond partitions of n is denoted by ∆ k (n). They showed that the generating function of ∆ k (n) is given by
Andrews and Paule conjectured that ∆ 2 (25n + 14) ≡ 0 (mod 5). (9.1)
Chan [9] proved this conjecture and also showed that ∆ 2 (25n + 24) ≡ 0 (mod 5).
Since (1 − q n ) 5 ≡ 1 − q 5n (mod 5), we see that ∆ 2 (n) ≡ a(n) (mod 5). By the Ramanujan-Kolberg algorithm, Radu [35] obtained the following identity:
a(25n + 24)q n = 25 2t 4 + 28t 3 + 155t 2 + 400t + 400 ,
The congruences (9.1) and (9.2) are easy consequences of (9.3). Let
Using the package RaduRK, Smoot [46] deduced that
is a polynomial in z of degree 58 with integer coefficients divisible by 25. It is not hard to see that the above relation implies the congruences (9.1) and (9.2).
Our algorithm provides the following witness identities for ∆ 2 (25n + 14) and ∆ 2 (25n + 24). 
The explicit expression for (9.5) is omitted.
We end this section by noting that our algorithmic approach can be used to derive dissection formulas on quotients in the form of (1.1), that is,
where M is a positive integer and r δ , r δ,g are integers. Let a(n) be the partition function defined by (1.1), and let m be a positive integer. If our algorithm can be utilized to find a formula for the generating function of a(mn + t) for each 0 ≤ t ≤ m − 1, then we are led to an m-dissection formula on the quotient (9.6). For example, the algorithm is valid to produce the 5-dissection formulas for (q; q) ∞ and 1 (q;q)∞ , see Berndt [6, p. 165 ].
More General Partition Functions
While many partition functions a(n) are of the form (1.1), there are partition functions that do not seem to fall into this framework, such as Andrews' (k, i)-singular overpartition function Q k,i (n). Andrews [3] derived the generating function
In general, it is not always the case that a quotient on the right hand side of (10.1) can be expressed in the form of (1.1).
The objective of this section is to extend our algorithm to partition functions b(n) defined by
where M is a positive integer and r δ , r δ,g are integers. In fact, for any k and 1 ≤ i < k 2 , (10.1) can be written in the form of (10.2):
where M = 2k,
otherwise.
Analogous to the generating function g m,t (τ ) in Sect. 2. as given by Radu [37] , we adopt the same notation for the generating function of b(mn + t):
where
As before,
and {t} is the fractional part of t.
To derive a Ramanujan-type identity for b(mn + t), we follow the same procedure as in Sect. 3.. There are only a few modifications that should be taken into account in order to extend Theorem 2.1 and Theorem 2.7 to the generating function g m,t (τ ) in (10.4) . The proofs are similar to those of Theorem 2.1 and Theorem 2.7 and hence are omitted.
Let φ(τ ) be a generalized eta-quotient and F = φ(τ )g m,t (τ ). Similar to Theorems 2.1, we give a criterion for F (τ ) to be a modular function for Γ 1 (N ). Let κ = gcd(m 2 − 1, 24). First, we assume that N satisfies the following conditions:
2. p|N for any prime p|m. 9. Let δ|M δ |r δ | = 2 z j, where z ∈ N and j is odd. If 2|m, then κN ≡ 0 (mod 4) and N z ≡ 0 (mod 8), or z ≡ 0 (mod 2) and N (j − 1) ≡ 0 (mod 8).
κN
10. Let S n = {j 2 (mod n) : j ∈ Z n , gcd(j, n) = 1, j ≡ 1 (mod N )}. For any s ∈ S 24mM ,
For a given partition function b(n), and given integers m and t, such a positive integer N always exists, because N = 24mM satisfies the conditions 1-10. For example, for Andrews' (3,1)-singular overpartition function Q 3,1 (n), and for m = 9 and t = 3 we have N = 6. Compared with the conditions in Sect. 2., the conditions 3-5 are required to deal with the generalized eta-quotients. πi g δ − 1 2 (a−1)r δ,g = 1.
In the notation p(γ, λ) and p(γ) in ( , a δ and a δ,g are integers. Assume that F (τ ) is a modular function for Γ 1 (N ). Let {s 1 , s 2 , . . . , s ǫ } be a complete set of inequivalent cusps of Γ 1 (N ), and for each 1 ≤ i ≤ ǫ, let α i ∈ Γ be such that α i ∞ = s i . Then ord si (F (τ )) ≥ w αi (p(α i ) + p * (α i )), (10.6) where p(γ) is given by (10.5) and p * (γ) is defined in Lemma 2.6.
For a given partition function b(n), and given integers m and t, assume that we have found a generalized eta-quotient φ(τ ) such that F (τ ) = φ(τ ) g m,t (τ ) (10.7)
is a modular function for Γ 1 (N ). Utilizing the algorithm in Sect. 3., we try to express F (τ ) as a linear combination of generalized eta-quotients with level N . If we succeed, then we obtain a Ramanujantype identity for b(mn + t). Note that Theorem 10.2 is needed to find a generalized eta-quotient h(τ ) such that hF has a pole only at infinity.
For example, we can derive Ramanujan-type identities on the singular overpartition function introduced by Andrews [3] . The number of (k, i)-singular overpartitions of n is denoted by Q k,i (n) (1 ≤ i < k 2 ). For k = 3 and i = 1, (10.3) specializes to ∞ n=0 Q 3,1 (n)q n = (q 3 ; q 3 ) ∞ (q 2 , q 4 ; q 6 ) ∞ (q; q) ∞ (q, q 2 ; q 3 ) ∞ .
When applied to the above generating function, our algorithm produces the Ramanujan-type identities on Q 3,1 (9n + 3) and Q 3,1 (9n + 6) due to Shen [45] . Our extended algorithm can also be used to derive dissection formulas on the quotients in the form of (10.2), that is,
where M is a positive integer and r δ , r δ,g are integers. Let b(n) be the partition function defined by (10.2), and let m be a positive integer. If our algorithm can be utilized to find a formula for the generating function of b(mn + t) for each 0 ≤ t ≤ m − 1, then we are led to an m-dissection formula on the quotient in (10.8) . For example, we get the 2-, 4-dissections of the Rogers-Ramanujan continued fraction [2, 21, 27, 40] , the 8-dissections of the Gordon's continued fraction [22, 49] and the 2-, 3-, 4-, 6-dissections of Ramanujan's cubic continued fraction [23, 47] .
We now demonstrate how to deduce the 2-dissection formula for the Rogers-Ramanujan continued fraction: [42, p. 329 ] showed that R(q) = (q 2 , q 3 ; q 5 ) ∞ (q, q 4 ; q 5 ) ∞ .
(10.9)
The following 2-dissection formulas of Ramanujan [40, p. 50] were first proved by Andrews [2] . With respect to the quotient in (10.9), we have to count on the extended algorithm because (10.9) cannot be expressed in the form of (1.1). Proof. As far as (10.9) is concerned, we have M = 5, r 5,1 = −1 and r 5,2 = 1. We find that N = 10 satisfies the conditions 1-10. Let r(n) be defined by
r(n)q n .
Employing our algorithm, we obtain that see [40, p. 44] . Applying our algorithm to (10.13) and its reciprocal, we are led to the 2-, 3-, 4-and 6-dissection formulas in Theorem 1.1-Theorem 1.4 in [23] .
