Abstract-A new technique is presented for the joint recognition and segmentation task formulated for a speaker independent continuous phoneme recognition and segmentation system. We investigate a strictly probabilistic approach for simultaneous phoneme sequence segmentation and recognition. The implemented automatic phoneme recognition system integrates phoneme length statistics as well as phoneme transition statistics into the Segmental Hidden Markov Model (SHMM). A variation of the Viterbi Search algorithm is employed for estimating the most likely sequence of phonetic symbols as well as their corresponding segment boundaries. The Segmental HMM topology essentially models a phonetic symbol string with a double layer Hidden Markov Model (HMM), with each phonetic symbol in the Segmental HMM modeled with a left-to-right HMM. Our approach lays the groundwork for further expansion of Segmental HMM design to context dependent continuous phoneme recognition systems.
I. INTRODUCTION
Most large vocabulary Automatic Speech Recognition (ASR) systems use several interconnected layers of recognition for optimum performance. Phonemes are perhaps the most common sub-word modules used in ASR systems. A number of approaches has been introduced for generating a string of phonetic symbols from the extracted acoustic feature vectors ranging from Artificial Neural Networks [1] to stochastic segment models [2] . Some of the most successful phoneme recognition systems have been based on HMM models. Although HMMs play a crucial role in many phoneme recognition systems, several alternative methods have been proposed to address shortcomings of HMM based Automatic Speech Recognition (ASR). Problem areas of modeling speech by HMM include the duration modeling and the assumption of conditional independence between observations. Several new segment based approaches have been proposed to alleviate constraints of simple HMM models and incorporate statistical dependence between the segments with additional computational overhead. One particular type of stochastic segment based speech model is the Segmental HMM.
Stochastic segment models have been reported in the literature for the tasks of phoneme classification [3] and joint phoneme recognition and segmentation [4, 5] . Segmental HMMs are a generalized version of HMMs, generally able to incorporate more aspects of speech into the model and thus achieve higher performance. Several types of Segmental HMMs have been used for both automatic speech recognition and phoneme recognition systems [2, 6] . Different forms and types of Segmental HMMs have been applied to continuous syllable recognition [7] , and to glottal pulse segmentation from time domain speech signals [8] . A Segmental HMM based on polynomial trajectories has been applied to continuous speech recognition [9] . Segment based probabilistic models have been shown to achieve higher recognition performance than simple HMM based models. For example, speech modeling by Segment Feature HMM [9] or the multilayered linear trajectory based Segmental HMM [10] . This paper focuses on the development of a two layer Segmental HMM design. The first layer models each of the phoneme symbols with a left-to-right HMM. The second layer models the phoneme symbol sequence with a Segmental HMM which incorporates the first layer left-to-right HMM, the phoneme transition probabilities, and the phoneme duration statistics all into one unified stochastic framework. The two layer SHMM topology allows modeling of phoneme overlap and putting a hard constraint on the phoneme length. To search for the optimum phonetic symbol sequence given the Segmental HMM model, an extension of the Viterbi Search algorithm was developed.
In Section II we present an overview of the Segmental HMM phoneme recognition system. The Viterbi Search algorithm generalized for the optimum state selection is developed in Section III. The computations of the emission probabilities and the hidden state segment boundaries are presented in Section IV. Section V shows the simulation results of the Segmental HMM experiments. Finally, conclusions are presented in Section VI.
II. SEGMENTAL HMM DESIGN The Segmental HMM design in this paper is based on a variant of an ergodic HMM. The variation in the structure of the HMM is a generalization of the probabilistic relationship between the observation sequence and the hidden state sequence. The Segmental HMM allows a hidden state to generate multiple observations. Thus the emission probabilities of each hidden state of the Segmental HMM generate several observations, as opposed to generating a single observation (after each hidden state transition) as is the case with a regular leftto-right HMM. The Viterbi Search algorithm for the Segmental HMM finds the optimum hidden state sequence by dividing the observation sequence into segments. Each of these segments of observations is related to a single hidden state (hence the name Segmental HMM). Figure 1 illustrates the structure of the Segmental HMM design used here. Figure 1 corresponds to a left-to-right HMM model. Thus, every hidden superstate in Figure 1 (H1, H2, and H3) has multiple observations generated by its emission probability. The emission probabilities in this case are defined over a multivariate probability density space where the dimensions of each emission probability space depend on the number of observations generated by the hidden state. The observation sequence is segmented and each segment is considered during the Viterbi Search of the Segmental HMM for finding the most likely hidden state sequence (sequence of H1, H2, and H3 in Figure 1 ).
III. VITERBI SEARCH FOR SEGMENTAL HMM
In this section we present a generalization of the Viterbi Search algorithm for use with the ergodic Segmental HMM. The Viterbi Search algorithm, in this case, simultaneously finds the most likely sequence of the hidden states and the most likely segmentation of the observation sequence to the hidden states, conditioned on several constraints. To illustrate the operation of the Viterbi Search algorithm we first define the variables to be optimized and used in the algorithm. Let 
where L n is the index of the first (low) observation that corresponds to the state q n and H n is the index of the last (high) observation that corresponds to the state q n . The start-stop pair (L n , H n ) thus corresponds to the first and last observation indices of the hidden state q n in the hidden state sequence. Similarly,
represents the start-stop pairs for the hidden states that make up the most likely hidden state sequence. Each of the hidden states in the Segmental HMM represents a phoneme state, and -as such -is bounded by a length constraint having a minimum and a maximum duration indicated by L min (q n ) and L max (q n ) respectively for hidden state q n . The phoneme state duration is modeled with a Gaussian distribution and the quantities L min (q n ) and L max (q n ) are determined by taking d 1 and d 2 standard deviations respectively below and above the mean of the phoneme state duration.
The possible set of observations that can be spanned by each of the hidden states is subject to two constraints. For each hidden state q n these constraints provide a range for the possible starting observation segment indices and a range of possible observation segment lengths. The first constraint determines the lower index L n of the possible starting observation indices of the hidden state by allowing L n to be up to ρ observations prior to or ρ observations after the last observation index H n−1 of q n−1 , the previous hidden state. The second constraint bounds the length of the observation segment generated by hidden state q n between L min (q n ) and L max (q n ). The range of valid observation indices of the observations generated by hidden state q n (based on the two constraints) is illustrated in Figure 2 . Figure 2 the total number of observations that can possibly be generated by hidden state q n is 2ρ + L max (q n ). The lower observation index limit of the observation sequence generated by hidden state q n is given by H n−1 − ρ. Likewise, the upper observation index limit of the observation sequence generated by hidden state q n is given by
As illustrated in
Two functions -defined by the wrappers g qn (l, h) and h qn (l, h) -are used in the Viterbi Search algorithm for determining the emission probability and the hidden state endpoint indices of the hidden state q n , respectively. Both of these functions take the lower and upper observation index limits of the array of valid observations for state q n as their input (l and h respectively). The function g qn (l, h) returns the emission probability of the state q n . Furthermore, the function h qn (l, h) returns the startstop pair (L n , H n ) of the state q n . Similar to the Viterbi Search algorithm for the left-to-right HMM the generalized Viterbi Search algorithm relies on the computational advantages of top-down Dynamic Programming (DP). As such, we need to define the following quantity, that is used in the recursive DP process: 
where a j,i is the state transition probability from state i to state j.
Equation (2) is used in the recursive process of the generalized Viterbi Search algorithm for determining the sequence of most likely hidden states and their corresponding set of start-stop observation indices. The function g j (l, h) is used here as the emission likelihood of the hidden state, given the range of valid observations (j) +ρ that can be generated by the hidden state j at state index n.
There are two additional variables, used for indexing and record keeping. The first one, Ψ i n , stores the label associated with the hidden state i that maximizes the right hand side of (2) for all S possible hidden states. The second one,
represents the start and stop observation indices that correspond to the hidden state Ψ 
Finally, π i is the initial hidden state probability of the hidden state q 1 . Now that all the variables used in the recursive formulation of the generalized Viterbi Search algorithm have been defined, the generalized Viterbi Search algorithm is summarized. 1) Initialization:
2) Recursion:
3) Termination:
4) Backtracking:
The number of hidden states in the hidden state sequence varies and depends on the range of observation indexes determined by h qn (l, h). Because of the variability in the lengths of the observation array associated with each of the hidden states, the most optimum hidden state sequence can consist of any number of M * hidden states, where M * ranges from 1 to N . The likelihoods of the hidden state sequences having different lengths can not be compared directly to each other because the joint probability of the states in the hidden state sequence with larger size has larger dimensionality than the joint probability of the states in the hidden state sequence that has smaller length. For this reason, in (9)-(11) a normalized hidden state likelihood is used, which normalizes δ i n by the length of the observation array 
in (9) . The backtracking step in the Segmental Viterbi Search algorithm is done in the same manner as in the regular Viterbi Search algorithm, but starting with the last hidden state index M * in the hidden state sequence. In the remainder of the paper maximizing the perstate likelihoods
is referred to as the Scaled Viterbi Likelihood (SVL) method of finding the optimal hidden state sequence. The SVL method is not practical because short Viterbi paths are generally more likely than long Viterbi paths. Thus, only a small percentage of observations is actually associated with hidden states.
A more robust way of finding the last hidden state of the most optimum hidden state sequence is to choose the hidden state in Ψ i n that, after backtracking from state q n = i, contains the largest number of hidden states maximizing δ i n1 over all the hidden states i, where 1 ≤ n 1 ≤ n. Thus in the implementation of the segmental Viterbi Search algorithm, during each recursion step the algorithm also performs the backtracking step from state q n = i and stores the number of states q n1 = i that maximized δ i n1 over all the hidden states i. Furthermore, during the termination step, the segmental Viterbi Search algorithm chooses the state q n = i that contains the largest number of hidden states maximizing δ i n1 over all the hidden states i. The latter method of finding the optimum hidden state sequence is referred to as the Max Viterbi Likelihood (MVL) method.
IV. STATE LIKELIHOODS AND BOUNDARIES
We now discuss the implementation of the functions g i (l, h) and h i (l, h). The function g i (l, h) determines the emission likelihood of the hidden state given the observation arrays ranging from size L min (i) to size L max (i), starting at the valid starting indices and being assigned to hidden state i. As mentioned before, these observation arrays are part of the observation segment taken from the observation sequence having lower and upper bounds l and h respectively. The function g i (l, h) basically computes the likelihood of the most likely configuration of the observation array by sequentially running the Viterbi Search algorithm for all possible configurations of the observation set (within the l and h bounds), given the observation array and the lift-toright HMM model. The likelihood of a particular configuration of the observation set is computed by finding the likelihood of the most likely hidden state sequence, by means of the regular Viterbi Search algorithm (for left-to-right HMM). Thus for each valid starting point m where l ≤ m ≤ l + 2ρ for the state q n = i, g i (l, h) computes the set of likelihoods of the most likely hidden state sequence for the left-to-right HMM model. Each Viterbi Search operation is performed on the observation 
Let I 1 and I 2 respectively be the starting and ending observation indexes of the observation array configuration yielding the largest likelihood. The function h i (l, h)
The stop observation index of the hidden state is found by choosing the first observation after I 1 in the observation sequence for which the normalized change in the Viterbi likelihood L m k exceeds a threshold τ . Thus the stop observation index is found to be:
and finally, the function
V. EXPERIMENTS A. Experimental Data
Our experiments were built based on two sets of simulation data: randomly generated data for simulation and verification of the properties of the generalized Viterbi Search algorithm and the TIMIT speech database used for applying the Segmental HMM topology and the generalized Viterbi Search algorithm to the task of joint phoneme recognition and segmentation.
We have randomly generated test data sets, each of which corresponds to one of 10 HMM templates (with randomly generated parameter set). The test data of 10 HMM templates are concatenated according to a predetermined sequence of HMM templates (where each of these HMM templates corresponds to the hidden states in the Segmental HMM topology, see Figure  1 ). The test data for each of the 10 HMM templates is produced by first picking the hidden state that the simulation observations are generated from (according to the left-to-right HMM state transition matrix). Then, each simulation data sample is produced according to one of the Gaussian mixtures (picked according to its weight in the Gaussian Mixture Model (GMM)) used for computing the emission probability of the left-toright HMM hidden state.
The corpus of speech utterances for testing the phoneme recognition system was taken from the TIMIT speech database [11] . The TIMIT database contains 6300 sentences, with 10 sentences spoken by each of the 630 speakers from 8 major dialect regions of the United States. The test set amounts to 27% of the TIMIT speech database. The remainder is allocated for training of the phoneme recognition system.
B. Properties of Segmental HMM
We first vary the range of the possible starting observation indices of each hidden state q n , given the endpoint of the previous hidden state q n−1 . This simulation is conducted for a 3-state left-to-right HMM and a 10-state Segmental HMM. The range of the possible starting points of each hidden state is determined by the constant ρ, as illustrated in Figure 2 . We examine the recognition rates of the generalized Viterbi Search algorithm (of the MVL method), given a set of left-to-right HMM models, when varying the range of the possible hidden state starting points denoted by constant integer 2ρ. The recognition rates for this experimental setup are shown in Figure 3 (for τ = 6%), as are the number deletions (D) insertions (I), and substitutions (S). The Correctness and Accuracy rates in Figure 3 are determined according to:
where N is the number of HMM templates in the correct sequence of HMM templates. As shown in Figure  3 , the correctness and accuracy peak when the range of the permissable observation indices representing the start observation of the hidden state q n is four to five observations before and after the end of the previous hidden state q n−1 . Furthermore, for ρ > 5 the number of deletions increases with increasing ρ. Finally, Figure 3 shows that allowing a variation in the start index of each of the hidden states q n (ρ = 0) yields higher recognition rates than constraining the start index of each of the hidden states to be the end index (ρ = 0) of the previous hidden state q n−1 . We next demonstrate the effect of choosing different values of the threshold τ (used for finding F i H (n) as discussed in Section IV) on the recognition rate resulting from the generalized Viterbi Search algorithm. This is illustrated in Figure 4 for ρ = 5. As observed in Figure 4 , the accuracy of the Segmental Viterbi Search algorithm is highest for values of τ ranging from 6% to 11%. The correctness and number of substitutions increases while the number of deletions decreases with increasing threshold τ (for τ > 30). This makes sense because with large threshold τ , only the HMM templates with large normalized change in likelihood due to the boundaries on the observation sequence (between consecutive left-to-right HMM templates) will get segmented during the Viterbi Search.
C. Phoneme Recognition and Segmentation
Here we examine the joint segmentation and recognition of the phoneme recognition system with the Segmental HMM topology. The phoneme recognition system outputs one of the 61 states (60 phonetic states and a single state representing a before and after speech noise). The phoneme sequence recognition is performed by the generalized Viterbi Search algorithm (using the MVL method). The segmentation boundary parameters (ρ and τ ) were determined empirically (ρ = 5 and τ = 6%) by maximizing the correctness and accuracy of the phoneme sequence recognition. The produced phoneme alignment and recognition is compared to the reference set of phonemes available in the test set of the TIMIT corpus. The set of parameters for the HMM were estimated by using the HTK toolkit (using the embedded Baum-Welch algorithm). The average phoneme recognition rate of 40 monophone classes was 33% correct and 24% accurate. Phoneme sequence recognition systems performing joint recognition and segmentation have been implemented and published in the literature [12] [13] [14] . These papers have reported phoneme recognition accuracy ranging from 53% to 74% and phoneme recognition correctness ranging from 64% to 78%. In [13] 48 context independent phoneme classes where used and a 61% phoneme recognition correctness and 52% phoneme recognition accuracy (performed with TIMIT corpus) reported. The relatively limited performance of the proposed generalized Viterbi Search algorithm on speech may be due to the hard constraints enforced on the search space of the Viterbi algorithm (on the lengths and boundaries of phonemes). Incorporating context dependent phonemes, and a state tying scheme into the phoneme recognition and segmentation system can be considered for improving the performance of the generalized Viterbi Search algorithm as future work.
VI. CONCLUSIONS A new technique is described for the joint phoneme recognition and segmentation task. To that end a generalization of the Viterbi Search algorithm was developed for the application to phoneme recognition and segmentation with the Segmental HMM framework. The Segmental HMM topology integrates the phoneme duration statistics and the phoneme transition probabilities into a unified stochastic framework. We conclude that the joint phoneme segmentation and recognition with generalized Viterbi Search algorithm using the proposed Segmental HMM topology does not improve the phoneme recognition correctness and accuracy (relative to the baseline HMM model in [13] ). Simulation results also show that for each phoneme, considering several observations before and after the last observation of the previous phoneme improves the performance of the generalized Viterbi Search algorithm for Segmental HMM.
