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Abstract
This work proposes a method that uses 2-D laser-scanner data to enable an
Autonomous Mobile Robot to recognise a dolly and estimate the pose of the
dolly so that the robot can drive underneath it. The method developed can be
described by data capturing, data processing, object recognition and localization.
The data captured is provided as an array of distance measurements from the
scanner to the objects. These measurements are then filtered and grouped into
segments which are then processed. After that these segments are used in object
recognition which tries to construct the searched object from them. If an object
is recognised then its position and orientation is estimated which can then be
used in navigation of the robot.
Key words: recognition, localization, laser-scanner, robotics
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2 Abstract
Povzetek
Danasˇnji svet si tezˇko predstavljamo brez robotov. Roboti se pojavljajo sko-
rajda povsod in nam lajˇsajo marsikatero opravilo pa najsi bodi to v skladiˇscˇu ali
v vesolju. Mnogo teh opravil zahteva da se robot odlocˇa avtonomno v najkrajˇsem
mozˇnem cˇasu. Zato da se robot zna pravilno odlocˇiti pa je po navadi potreben
kompleksen sistem senzorjev, aktuatorjev ter seveda programske opreme, ki tudi
sprejme koncˇno odlocˇitev. Programska oprema mora biti sposobna sprejeti in-
formacije iz senzorjev, to informacijo ustrezno obdelati in na podlagi rezultatov
obdelave tudi sprejeti odlocˇitev o ustreznem odzivu. Ker meritve senzorjev vedno
vsebujejo tudi dolocˇene napake, ki so najvecˇkrat posledica sˇuma, jih mora pro-
gramska oprema tudi ustrezno obdelati in tako minimizirati napake ali pa se na-
pak vsaj zavedati in tako preprecˇiti sprejem napacˇne odlocˇitve na podlagi napacˇne
meritve. Seveda mora programska oprema meritve tudi ustrezno ovrednotiti.
Eno izmed podrocˇij, kjer je potrebna cˇim vecˇja avtonomija robotov, je navi-
gacija mobilnih robotov. Avtonomna navigacija v staticˇnih okoljih je zˇe dodobra
raziskana, isto pa ne velja za navigacijo v dinamicˇnih okoljih, kjer se razmere ves
cˇas spreminjajo. Veliko znanstvenikov in podjetij v zadnjih letih posvecˇa velike
kolicˇine denarja in cˇasa razvoju navigacije v dinamicˇnih okoljih. To se dogaja
predvsem na podrocˇju razvoja pametnih avtomobilov. Vendar razvoj ni ome-
jen le na pametne avtomobile, v zadnjih letih se razvoj dogaja tudi na podrocˇju
mobilne robotike v industriji. Cˇeprav so industrijska obmocˇja manj dinamicˇna
kot avtoceste, so sˇe vedno dinamicˇna in v primeru neuposˇtevanja le-tega dejstva
lahko hitro pride do gospodarske sˇkode ali tudi cˇlovesˇkih zˇrtev.
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Navigacija v dinamicˇnem okolju pa ni le izogibanje trkom, temvecˇ vkljucˇuje
tudi dinamicˇno dolocˇanje ciljev. Primer taksˇnega dinamicˇnega cilja je navigacija
mobilnih robotov v avtomobilski industriji. V avtomobilski industriji se za logis-
tiko v samih tovarnah uporablja posebne vozicˇke na sˇtirih rotirajocˇih se kolesih.
Tak vozicˇek je potem potrebno prepeljati na ustrezno mesto v tovarni. Ena izmed
mozˇnih resˇitev tega problema je uporaba mobilnih robotov, ki se zapeljejo pod
vozicˇek, ga nalozˇijo in odpeljejo na predvideno mesto, kjer ga nato odlozˇijo in
nalogo ponovijo z drugim vozicˇkom.
Da lahko mobilni robot opravi to nalogo pa mora najprej locirati vozicˇek
in dolocˇiti optimalno tocˇko za nalaganje vozicˇka. Ta tocˇka mora biti dolocˇena
cˇimbolj natancˇno, da ne pride do trka z robotom. To magistrsko delo predstavi
enega izmed mozˇnih pristopov k razpoznavi vozicˇka in dolocˇitvi srediˇscˇa in ori-
entacije vozicˇka, tako imenovani lokalizaciji. Cˇeprav se za naloge razpoznave po
navadi uporablja kamere in strojni vid, je cilj te naloge dokazati, da se da to
nalogo resˇiti tudi le z uporabo dvodimenzionalnega laserskega skenerja. Razvita
resˇitev je sestavljena iz sˇtirih delov; zajema podatkov iz senzorja, obdelave po-
datkov, razpoznave objekta (vozicˇka) in lokalizacije le-tega objekta.
Pri zajemu podatkov program pridobi podatke iz laserskega skenerja v ob-
liki niza razdalj do objektov v okolici. Ker zajeti podatki vedno vsebujejo na-
pake, program najprej obdela prejete podatke in odstrani cˇim vecˇ nepravilnosti.
Obdelane podatke nato na podlagi dolocˇenih parametrov razgradimo oz. seg-
mentiramo na posamezne segmente. Ti parametri so, na primer, lahko razdalja
med posameznimi meritvami, kot med posameznimi meritvami ali intenziteta
posameznih meritev. Algoritem nato za vsak segment preveri ali ustreza dolocˇeni
mejni vrednosti. Ta dolocˇena vrednost je lahko, na primer, velikost segmenta.
Cˇe laserski-skener vidi le kolesa vozicˇka, potem posamezni segmenti ne smejo biti
vecˇji od koles. V nasprotnem primeru tak segment ni kolo vozicˇka in je lahko
zavrzˇen.
Ko imamo na voljo segmente, ki bi lahko predstavljali kolesa iskanega vozicˇka,
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lahko poizkusimo z razpoznavo objektov. Razpoznava objektov je povsem
odvisna od oblike iskanega predmeta. Pri treh danih segmentih lahko sklepamo,
da predstavljajo iskani vozicˇek, cˇe ti segmenti tvorijo pravokotni trikotnik z us-
treznimi medsebojnimi razdaljami. Cˇe trije segmenti tvorijo pravilno obliko,
potem lahko predstavljajo iskani vozicˇek. Nasˇo prepricˇanost v to, da res ses-
tavljajo vozicˇek lahko sˇe izboljˇsamo, cˇe najdemo sˇe cˇetrti segment, ki predstavlja
sˇe cˇetrto kolo. Da se sˇe dodatno prepricˇamo lahko uporabimo sˇe en nacˇin razpoz-
nave in sicer, da poiˇscˇemo pravokotnik, ki vsebuje vse segmente in ima hkrati naj-
manjˇso mozˇno povrsˇino. Cˇe so stranice takega pravokotnika nato dovolj podobne
stranicam vozicˇka, potem lahko z veliko gotovostjo sklepamo, da dani segmenti
tvorijo vozicˇek. Na podlagi segmentov lahko nato z uporabo geometrije dolocˇimo
pozicijo in orientacijo vozicˇka. S tem je dolocˇen tudi cilj za navigacijo robota.
To magistrsko delo poleg tega, da dokazˇe, da je prepoznava objektov z uporabo
laserskega skenerja mogocˇa, tudi predstavi enega izmed mozˇnih nacˇinov, kako
to narediti in hkrati predstavi rezultate uporabe take metode za razpoznavo in
lokalizacijo vozicˇka.
Kljucˇne besede: razpoznava, lokalizacija, laser, skener, robotika
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1 Introduction
Nowadays robots are applied in almost every imaginable area of industry, science
etc. They help humans with heavy works (e.g. industry robots), exploration of
for human’s impossible areas (e.g. outer space) and even help in the medicine
(e.g. rehabilitation robots). Many of those tasks expect that the robot can au-
tonomously decide its actions. This requires a complex systems made of different
sensory systems and powerful computers combined with mechanical actuators
that enable the robot to influence its environment. To enable the autonomy of a
robot perhaps the most important part is the software. The software needs to be
able to capture data from the sensors, process it and based on it decide on the
action the robot needs to take and then send those commands to the actuators.
But since the captured data from the sensors is always aﬄicted with errors the
data processing should also try to filter out those errors or at least take them into
account to prevent choosing a false action. But just the filtered data alone is not
enough for the robot to choose the correct action. An important part is to make
reasonable assumptions based on that data. Just knowing that an obstacle is
in front of a moving robot, without reasoning that the collision is inevitable if it
continues moving, will not prevent the collision. Therefore the robot needs to put
the acquired data to use let it be simple collision avoidance or even complicated
dynamic navigation. The problem of navigating mobile robots in static environ-
ment can be proclaimed solved. But this is not true for a dynamic environment.
Numerous scientists, engineers and even whole companies are trying to solve this
problem and use the solution in for example autonomous driving of cars. But
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cars are not the only area such dynamic navigation could be handy. Another big
market, if not even bigger, is in the industry and logistics. There mobile robots
that could make autonomous decisions would speed up and improve organization
of production.
1.1 Problem Description
As already mentioned the navigation in static environment can be proclaimed
solved. But as soon as the task becomes dependent on a dynamic, ever changing
environment it can very quickly get out of hands. The problems are not just
limited on movable obstacles (e.g. humans) but also include movable goals. It is
already a hard job for a robot to find a specific package in a warehouse that has
thousands of such packages. If the box can also move around the warehouse then
this job can quickly became almost impossible for a robot to handle. Since the
position of the package is not known the robot needs to scan all the packages in
the warehouse until the correct one is found. But just finding the package is not
enough for the robot. The robot also needs to reason the best grabbing strategy
not to damage the package or even itself.
A similar problem appears in the automotive industry. In the factories a
special type of a dolly is used for transporting spare parts or even whole cars
around the factory. To optimize this process mobile robots can be used. The
robot would simply load the dolly and transport it to a specified goal. But for a
mobile robot to transport such a dolly around the factory it first needs to locate
the dolly, drive beneath it, load it and then navigate to the desired location where
it then unloads the dolly. The simplest way to do is to have a human worker load
the dolly. But doing this negates the whole purpose of optimizing and automating
this process. Therefore a solution needs to be found that would automate this
process without needing humans to interfere and help the robot.
Such a task includes recognition of the dolly and computation of the pose of
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the dolly. Since the dolly is not a big object and neither is the mobile robot, not
much margin is left for errors when navigating beneath the dolly. The dolly’s
pose thus needs to be computed with as much precision as possible. The desired
precision is about few centimetres.
This can be and normally is done by using robot vision with cameras. But
cameras have a lot of problems of their own. For example when using cheap
standard cameras just minor differences in lightning can make their algorithms
fail. On the other side usage of high professional industrial cameras can quickly
make the project fiscally unsustainable. But there exists another sensory system
that is a de facto standard equipment on modern mobile robots – the laser
scanner [6]. The idea behind this master thesis is therefore to use such a standard
laser scanner on a mobile robot to recognize objects in the scene that are of
importance for the task of the robot.
The goal of this master thesis is to research and develop an algorithm that
would be able to recognize the objects of interests just from the data from a
laser scanner. This algorithm should not only be able to recognize the object but
also provide an estimation of the objects pose so that the robot could use it in
its navigation. The object described in this thesis is a dolly used in automotive
industry in Germany.
The main problem with developing such an algorithm is the lack of informa-
tion. Laser scanners being used on robots produce only two dimensional data
which basically consists only of the distance and angle to the object. To use this
information and recognize 3-D objects, which all real world objects are, different
approaches need to be combined.
This master thesis will therefore combine various approaches to try to solve
the problem set. In addition to this the new approach should be fast and also
robust. With the term fast the speed of the algorithm is meant. It needs to be
fast so that it can run on the robot in real-time. But it also needs to be robust
and produce results that are as similar to the real world as possible whether the
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wheels of the dolly are in ideal position or not. This master thesis will also try
to answer the following questions
 Does a laser scanner produce enough information to recognize an object
with it?
 Can this be done in real-time?
 Is the estimated pose of the object precise enough for it to be used in
navigation?
 Is this method invariant on the orientation of the dolly?
 Could this method be used in real-world applications?
1.2 Outline and Contributions
This thesis proposes a method for recognition of a dolly from automotive industry
while also providing the estimation of the pose of such a dolly. The method can
be divided into several steps
1. Data acquisition from the laser scanner. This step can also be called
pre-processing as it obtains the raw data from the laser scanner and by
using different filters makes the data usable by removing invalid data.
2. Segmentation. In this step all points from the (filtered) scan are grouped
into segments. The segmentation is done based on some threshold value for
the angle and range.
3. Post-Processing. In this step the segments are filtered. The segments
that are too big to be part of the object are discarded.
4. Object Recognition. The segments are grouped into objects based on
different criteria. Objects constructed in this way are objects of interest.
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This thesis tries to follow these steps as close as possible. In Chapter 2 the
laser scanner and how it works are presented. Chapter 3 shows different filters
that can be applied to the raw data and make it valid for segmentation. The
segmentation is then presented in Chapter 4. After segmentation the Chapter 5
establishes some theory that is necessary for understanding post-processing done
in Chapter 6. This theoretical knowledge is also necessary to understand the two
methods for object recognition presented in Chapter 7. After that Chapter 8
shows how this method could be implemented in an algorithm. Chapter 9 then
shows the results of using this algorithm on different test scenarios which enable
evaluation of the method. This evaluation is then done in Chapter 10 which also
concludes the thesis.
The main contribution of this thesis is to prove that a laser scanner on a mobile
robot could be used for object recognition. Hopefully the method developed in
this thesis would one day also find its use in real-world applications.
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2 Laser Rangefinders and Laser
Scanners
2.1 Introduction
Purpose of this chapter is to introduce rangefinders and laser scanners as sensors
that are being used in robotics. The chapter starts by explaining the principles
of operation of rangefinders. Later the chapter shows how rangefinders and laser
scanners are connected to each other. The chapter continues by showing how
data from laser scanners can be filtered to reduce errors that appear during data
acquisition.
2.2 Laser Rangefinders
Laser rangefinders are used to measure the distance between the laser rangefinder
and an object in the environment. Since they function by using optics (lasers),
the view to the object must not be obstructed by other objects. To measure this
distance four basic technologies are available for usage. According to [7] the three
most used technologies in robotics are:
 Amplitude Modulation Continuous Wave (AMCW)
 Frequency Modulation Continuous Wave (FMCW)
 Time Of Flight (TOF)
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AMCW and FMCW are best used for short ranges. Those short ranges span
from tens of centimetres up to several tens of meters. TOF based rangefinders
on the other hand are best used for longer range detection from few meters up to
several kilometres [1].
Another method that laser rangefinders can take use of is the triangulation.
In triangulation-based rangefinder the ranges that can be detected are limited
by the design of the sensor. Because of this limitation such rangefinders are not
popular in robotics.
2.2.1 AMCW
As already mentioned AMCW and FMCW based laser rangefinders are best used
for short distances and are according to [1] thus regularly used in machine vision
systems and indoor applications where the solar irradiance1 is not interfering with
the measurements.
The principle of operation of AMCW-based laser rangefinder can be seen in
Fig. 2.1 with r being the range from the sensor to the target object. This range
is measured as the phase difference between the transmitted and the received
signal, ϕr.
The distance to the target r is then calculated as
r =
λAM
4 pi
ϕr (2.1)
with λAM being the wavelength of the emitted signal and ϕr the phase difference
between the signals.
1Irradiance - A term from radiometry to describe the radiant flux received by a surface per
unit area [8]
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Figure 2.1: Principle of operation - AMCW laser rangefinder [1].
2.2.2 FMCW
In FMCW-based laser rangefinders the laser power is frequency modulated with
a ramp or a sinusoidal wave. The signal that is received in the sensor has a time
delay when compared to the emitted signal. When subtracting the received signal
from the emitted one, the beat signal is produced. This beat signal is defined as
fbeat = fE(t)− fR(t) [9]. The distance can now be calculated as
r =
fbeat c Tr
4 ∆f
, (2.2)
where fbeat is the beat frequency, c is the speed of light, Tr is the period of the
ramp wave and ∆f is modulation frequency bandwidth.
2.2.3 TOF
A Time Of Flight (TOF) based sensory system measures the time difference
between the emitted and received signal. The emitted signal is a very short
laser pulse emitted from a laser diode [10, p. 105]. The emitted signal gets
reflected from the first object that stands in the way of the laser beam. From the
time difference t and the speed v the distance to the obstacle can be calculated.
According to [6] this distance can be calculated as
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s = vt. (2.3)
If the obstacle at the same time is also the object to which the distance needs
to be measured, then this distance can be computed as
r = v
t
2
, (2.4)
which is equal to half of the distance the beam travelled. This is because the beam
travelled firstly to the object and the reflection travelled back to the sensor.
The speed of light in vacuum is c = 299792458 m/s and since the laser beam
is made of light particles the speed is v = c = 299792458 m/s [6]. From this
high speed it can be seen that for precise measurement of the distance very
precise measurement of time difference need to be done. If the precision of the
measurement is desired to be 1 cm then the minimum time difference that needs
to be measured is
∆t =
∆s
v
=
∆s
c
=
0.010 m
299792458 m/s
= 33.4× 10−12 s. (2.5)
2.2.4 Triangulation
Another principle that rangefinders can use is the triangulation method. In this
method the signal beam is sent from the signal source. The reflected signal gets
received at the receiver which has the offset L compared to the emitter. This
distance is also called the parallax [6]. Because the reflected signal is received
at an angle there appears another offset x. This can be seen in Fig. 2.2. The
distance to the object r can therefore be calculated as
r = f
L
x
, (2.6)
with f being the focal distance of the lens on the receiver part. The equation of
the lens is for such a sensor defined as
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Figure 2.2: Principle of range measurement with triangulation. The gray rect-
angle represents the obstacle to which the distance is being measured.
r
f
=
L
x
. (2.7)
As can be seen from Fig. 2.2 this method is suitable just for specific distances
that depend on the sizes of L and f which are sensor-specific. Sensors based on
triangulation need therefore to be differently built for measuring short or long
ranges.
2.3 2-D Laser Scanner
Until now only the laser rangefinder and different principles of its operation have
been presented. Laser rangefinders can measure distance to one object at a
time and the only information they return is the distance to that object. It
can therefore be said that such laser rangefinders are one dimensional sensors.
Because of this limitation they are not commonly used in robotics in this form.
In robotics a special form of a laser rangefinder is used. Such sensors are
commonly referred to as laser scanners. Different versions of laser scanners exist,
but they are mostly comprised of a 1-D laser rangefinder and a rotating mirror.
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Figure 2.3: Laser scanners from company SICK. Left to right: LMS200, S300,
S3000. [2, 3, 4].
To scan an area with a 2-D laser scanner the beam from the laser rangefinder
is reflected from the mirror in different directions when the mirror rotates. This
enables the laser scanner to scan different areas. Mostly the width of the area
scanned is 90°, 180° or 270° with a resolution of 1°, 0.5° or 0.25° [6, p. 42].
In Fig. 2.3 different models of 2-D laser scanners from the German company
SICK can be seen. Although such sensors have been primarily developed as safety
sensors, their broad scanning angle combined with relatively good precision makes
them ideal for usage in (mobile) robotics. Mounted on robots they can be used for
safety reasons as intended as they enable setting different warning and protective
fields. With these fields they can make the robots safer for the environment since
the laser scanner can signal the robot if an obstacle appears in the warning or
in the protective field and the robot can then act accordingly by reducing speed
or even stopping. These laser scanners can be also (and regularly are) utilised in
localization and navigation of mobile robots. And as this thesis shows, they can
even be used for object recognition.
Fig. 2.4 on the left shows spot spacing for the LMS200 laser scanner from
company SICK. Spot spacing depends on the set resolution. The right part shows
how the measurement data is acquired. As is typical for such sensors the data
acquisition goes from right to left (counter-clockwise), therefore the measurements
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Figure 2.4: Spot spacing and data acquisition for SICK LMS200 Laser Scanner
[2].
Figure 2.5: An example of a laser-scan measurements in polar coordinates (left)
and in Cartesian coordinates (right) [5].
start on the right with the angle 0° and when the mirror rotates counter-clockwise
gradually advances to 180°. Since the measurement data is given as combination
of a range to the object at a given angle, the logical choice is to present the
measurement data in polar coordinates as a combination of range r and angle ϕ.
Left side of Fig. 2.5 shows a polar plot of exemplary measurement data and on
the right side the plot in Cartesian coordinates can be seen.
Sometimes it is preferred to display laser scanner measurements in Cartesian
coordinates. Such a representation is easier for humans to read and is sometimes
necessary for different calculations. The measurements in polar coordinates can
be transformed to Cartesian coordinates as
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x = r cosϕ, (2.8)
y = r sinϕ, (2.9)
with r being the range and ϕ being the angle in polar coordinates [11].
It is worth mentioning that normally the scanner returns just an array with
range values. The angle ϕ can then be calculated from the position of the respec-
tive range in the array as
ϕi = i ∆ϕ, (2.10)
with i being the index of the range in the array and ∆ϕ being the resolution of
the scan.
2.4 3-D Laser Scanner
A 3-D laser scanner can be used to scan a complete 3-D space. To do this a
2-D laser scanner can be equipped with another mirror or even the complete 2-
D laser scanner can be equipped with another motor to enable another axis of
rotation. Such 3-D laser scanners are normally named LIDAR (Light Detection
And Ranging) or LADAR (Laser Detection And Ranging). They are mostly
used in geodesy for ground scanning [6]. In recent times such scanners have also
become common in autonomous cars for scanning the environment [12].
3 Pre-Processing Laser-Scanner
Measurement Data
3.1 Introduction
The data captured by sensors is always aﬄicted with errors from the sensors or
the environment. Those errors could be caused, for example, by noise or reflec-
tions. To enable optimal data processing as, for example, in object recognition,
measurements need to provide data that is as errorless as possible. This can be
achieved by data pre-processing. This pre-processing step consists of filtering the
data to remove invalid data and then optimizing it to minimize the errors.
This chapter introduces some of the different filters that can be used in the
pre-processing step. It starts by presenting filtering of invalid scan points. Then
filtering outliers is shown followed by the reduction filter. Chapter ends by ex-
plaining how big measurement errors can be removed with the median filter.
3.2 Filtering of Invalid Scan Points
As already mentioned in Chapter 2 the laser scanners have a maximum range in
which they can detect objects. This range is usually given as a number of bits that
hold this value in milimetres. If the number of bits is n then the maximum value
is 2n. For example the laser scanner SICK LMS200 has the number of bits n = 13
which accounts for the maximum range of detection to have a value of 8192 mm
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Figure 3.1: Raw scan data with invalid points marked red (left) and measure-
ments filtered for invalid points (right).
for the [mm]-mode [2]. Although this range is given in the datasheet of the laser
scanner the hardware error still needs to be taken into account and a sufficiently
large margin for the maximum range needs to be defined. The maximum range is
therefore set to rmax = 8100mm. For the [m]-mode this value would be around 8
m. As already mentioned the laser scanner sets all ranges for points with ranges
bigger than the maximum value it can store as the maximum value. Since it is
almost impossible to tell if this maximum value is the real range of the point or
the point lies even further from the sensor, all points with ranges equal or bigger
than the maximum laser range need to be discarded. Fig. 3.1 shows an example
of raw measurement data from the laser scanner as well as the scan filtered for
invalid points. The invalid measurements are the ones set to maximum range
since their respective points lie in infinity. In the figure the invalid measurements
are shown and later removed as can be seen in the filtered data. This step of
filtering out the invalid measurements works directly on raw data before doing
any other processing. The computational complexity of this filter is linear to the
number of measured points n and is O(n). With the SICK LMS200 the number
of measured points is n = 361.
3.3 Filtering Outliers
Outliers are measurements that are captured by mistake and don’t belong to any
real world points or segments [13]. Outliers can be a product of bad reflections
characteristics or non-relevant discontinuances of objects (e.g. stickers on wheels).
An outlier can be characterized by the distance to its two adjacent neighbours.
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Figure 3.2: Filtering outliers. The red points are filtered out.
When filtering outliers all measurements are removed, which have the distance to
their previous and next measurements bigger than a predefined threshold value.
Such a filter has a computational complexity that is linear to the number of
given points n, which are already filtered of invalid points. The computational
complexity is therefore O(n). The threshold value needs to be distance dependent,
because of the geometrical fact that the distance between measurements rise
with the distance from the scanner. In Fig. 3.2 the effect of filtering outliers
is presented. The red measurements will be filtered out since their distance to
neighbours is bigger than the specified threshold.
3.4 Reduction Filter
The reduction filter enables reducing the number of measured points. The mea-
sured points are replaced by a smaller number of points, which represent the
original measured points as best as possible. This is normally done by averaging
the measurements locally, by which the stochastic noise also gets reduced.
According to [6], this can be done by an algorithm which accumulates input
points pi, pi+1, . . . , pj, with i being the index of the current points and j the
number of input points, while the difference between the first and actual point is
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lower than a set threshold. In other words, this is done while |(|pi, pj|)| ≤ δ with
δ being the threshold. When this is no longer true, then the accumulated points
get deleted and replaced by their average, which can be calculated as
1
j − i+ 1
j∑
i=1
pk. (3.1)
After that the point pj+1 is taken as start for next accumulation. Such a filter
not only reduces stochastic noise but also makes data more evenly spread. When
scanning the environment with a laser scanner the objects that are closer to the
sensor get represented by more points than objects that are further away. A
reduction filter can remove this unevenness. If the data from the laser scanner is
already sorted, then this filter runs linearly. The running time of such algorithm
is given as O(n) [6].
3.5 Median Filter
The median filter can remove big measurement errors without changing the num-
ber of points [6]. Because separation of real data from measurement errors is not
possible with the given data, this can only be done approximately. The median
filter replaces each point by the median value of k neighbouring points. The
filtered point p′i of the original measured point pi is therefore given as the [
k
2
]
point in the array of points pi−[ k
2
], ..., pi+[ k
2
]. This array can be produced by sort-
ing the points by different criteria. Points could be for example sorted by their
range or angle in polar coordinates. The running time of such a filter is given by
O(nk log k) with n being the number of points to filter.
4 Segmentation
4.1 Introduction
After pre-processing the data to remove as much errors as possible the segmenta-
tion process can be started. Segmentation is a process that divides data, as for
example an image, into different areas or objects [14]. It is normally done accord-
ing to some homogeneity criterion and is a common process in machine vision
[15]. Segmentation is also commonly used in mobile robotics for localization and
dynamic map building for map-based positioning or global path planning [16].
Because this is done with the robot moving the algorithms for data segmentation
must be able to run in real-time.
Different segmentation algorithms exist that also enable line extraction from
2-D laser scanner data. Examples of such algorithms include Split & Merge Al-
gorithm [16], Hough-Transformation [17], RANSAC [18] and Expectation Max-
imization Algorithm [19]. When choosing the algorithm, different criteria need
to be evaluated besides speed and precision as for example if information about
segment relevance is needed, iteration proceeding on complete or reduced data
etc. Different algorithms are in details compared in [20].
4.2 Successive Edge Following
The goal of segmentation in this thesis was to segment measured data into clusters
so that these clusters could later be evaluated if they are a part of the searched
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object. For the segmentation a fast, easy to implement algorithm, that does not
produce artefacts and is also robust was needed. A segmentation algorithm is
robust when the number of segments is as stable as possible even when segmen-
tation parameters change [21].
Based on results from comparison of different segmentation algorithms in [20]
and in [21] the Successive Edge Following (SEF) algorithm has been chosen as the
most appropriate. SEF algorithm is fast, works directly on the measured distances
and is easy to implement. Since it works directly on the measured distances
there is no need to transform measurements from polar coordinates to Cartesian.
The actual implementation of the segmentation was done with an improved SEF
algorithm implementation as proposed by [22]. This implementation combines
the relationship of polar radius–arc length in laser-scanner data. The adaptive
threshold algorithm also classifies the data with different polar ranges by adding
area constraints to the original SEF.
4.3 Improved SEF
As already mentioned in Chapter 2, the measured points are represented in po-
lar coordinates (ϕ, r). The positions of measured points can be written as a
parametric state equation as proposed in [22]
un = (ϕn, rn, xn, yn), n = 1, 2, ..., N, (4.1)
where N is the number of measured points. The arc that such a laser-scanner
forms can be defined as l = |α|r with α being the angle between two points as can
be seen in Fig. 4.1. As can also be seen from the figure, for points with the same
angle difference is the length of the arcs l1, l2, l3 proportional to the corresponding
polar radii r1, r2, r3.
The original SEF segments the measured points into contiguous clusters di-
rectly by comparing the distances to a specified threshold. At start the first point
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Figure 4.1: Radius–arc relationship [1].
(ϕ1, r1) in the first segment S1 is defined. The algorithm then sequentially checks
the distanceD(n, n+1) between two neighbouring points {{ϕn, rn}, {ϕn+1, rn+1}}
until the value of the distance is bigger than a specified threshold value Dthreshold.
The SEF algorithm is accordingly to [22] executed as follows:
var j = 0
for i = 1:1:N
if the point p_i is the first point in segment S_j
continue
else
if D(p_i, p_(i - 1)) < D_threshold then
continue
else if D(p_i, p_(i - 1)) >= D_threshold then
end segment S_j
create segment S_(j + 1) with the starting point p_i
j = j + 1
endif
endif
endfor
As can be seen in Fig. 4.1 the points u1, .., u12 get segmented into segments
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R1, R2, R3, R4. Since Dthreshold is constant, the segmentation heavily depends on
the radius–arc relationship. The further two points are from the laser scanner, the
higher the chance that they will be separated into two different segments although
they should be part of only one segment. To overcome this problem Improved
SEF (ISEF) algorithm as proposed in [22] can be used. In this algorithm the
threshold is not constant but gets adapted to certain regions. In ISEF first the
average polar radius r¯n in area A, which includes the range with the starting
point (ϕn, rn), is calculated as
r¯n =
∑n+a
i=n ri
a
, (4.2)
where a is the number of scanned points that are included in the area A. Then
the current value of the adaptive threshold is deduced as
Dthreshold = |α|r¯n, (4.3)
with α being the angle between two adjacent points in the segment. This is
followed by segmentation by comparison of distances between two adjacent points
with the calculated Dthreshold.
As can be seen in Fig. 4.2 an erroneous measurement un+1 can cause unneces-
sary segmentation since the algorithm recognizes it as a new segment. To prevent
this from happening a regional restriction is introduced. With this restriction the
distances are calculated in turn between the first point (ϕn, rn) to the points in
the region A = {(ϕn, rn), . . . , (ϕn+a, rn+a)} . This distance D between two points
can be calculated in polar coordinates by the equation presented in [11] as
D(pi, pi+1) =
√
r2i + r
2
i+1 − 2riri+1 cos (ϕi+1 − ϕi). (4.4)
The distances calculated with Eq. (4.4) are then used to judge if the next
point belongs to the same segment as the first point and thus reduce unnecessary
segmentation. The decision whether to create a new segment can be written with
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Figure 4.2: Measurement data with an erroneous measurement un+1 and two
segments S1 and S2. Measurement un+1 belongs to the segment S1.
the function f(pi, pi+1) as
f(pi, pi+1) =


0, D(pi, pi+1)<Dthreshold
1, D(pi, pi+1) ≥ Dthreshold
. (4.5)
If f(pi, pi+1) is 1 then a new segments needs to be created.
Speed and correctness of the algorithm are also improved by introducing the
parameter M , which prevents creation of segments with less than M points. The
ISEF from [22] can be presented in the following algorithm:
Step 1: Initialize c = 1, n = 1, m = 1
Step 2: Define empty segment S_c
Step 3: Calculate average polar radius r_avg of area A
and then use it to calculate D_threshold
Step 4: Calculate the distance between the point p_n and
each point in the region A, which starts from the point p_n.
Compare the distance to the distance threshold to determine
if this point is a noisy point or it belongs to this segment:
for i = 1:1:a
if D(p_n, p_(n + i)) < D_threshold then
f(p_n, p_(n + i)) = 0, m = m + 1
else if D(p_n, p_(n + i)) >= D_threshold then
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f(p_n, p_(n + i)) = 1
if i = a
if m >= M then
segment S_c ends with point p_n,
m = 0, c = c + 1, n = n + a
create a new segment S_c and add point p_n as starting point
go to Step 2
else
m = 0
go to Step 2
endif
else
go to Step 4
endif
endif
endfor
Step 5: End classifying and return the computed segments
This algorithm produces a set of segments S = {S1, S2, ..., Sc} with c being the
number of computed segments.
5 Geometric Fitting
5.1 Introduction
Before doing post-processing of the data the concept of geometric fitting needs to
be presented. First it will be explained what geometric fitting generally means.
The chapter then continues by showing how a common fitting problem, conic
fitting, can be done. Then it is shown how this fitting problem can be applied
in two dimensions for fitting circles. After that the chapter presents fitting of
rectangles and how an enclosing rectangle for all the given points in 2-D can be
found. Then the method to find the rectangle that includes all those points while
having the smallest possible area is presented. Both of these approaches are later
used in solution to the problem discussed in Chapter 1.
Geometric fitting is commonly used in many different scientific and technical
fields such as medical imaging, geography, computer graphics and vision and
mechanical engineering [23]. The data points are normally acquired by using a
scanning device which collects a set of data points on or near the surface of an
object. The surface of the object can then be reconstructed by using geometric
fitting.
Geometric fitting is the process of trying to fit a geometric shape onto given
data points by fulfilling the minimization criterion and in this way estimating
parameters from the data. The minimization criterion is defined as minimization
of the squared sum of orthogonal distances from the geometric shape to the given
data points [23]. If a vector of unknown parameters is given as θ = (θ1, . . . , θM)
T ,
31
32 Geometric Fitting
with M being the number of parameters, and a system of N linear or nonlinear
equations is given as fi(θ) = 0, i = 1, . . . , N , then if N > M the equation to
minimize is according to [24] given as
min
θ∈RM
f(θ) = min
θ∈RM
N∑
i=1
fi(θ) = min
θ∈RM
N∑
i=1
r2i (θ), (5.1)
with ri being the orthogonal distance between the geometric shape and the given
data point with the index i. Orthogonal distance is used because it is invariant
under transformations in Euclidean space. Geometric fitting is also commonly
referred to as orthogonal distance regressions, orthogonal regressions, data fitting
and errors-in-variables regression [25].
5.2 Conic Fitting
For geometric fitting choosing an appropriate criterion for minimization is of
utmost importance. This greatly influences the efficiency of computation, ro-
bustness to errors and also the accuracy of the estimated parameters [26]. One
of the simplest problems of geometric fitting is the conic fitting. Although it
is considered one of the simplest it is still relatively difficult since it expresses
non-linear nature. Conics such as circles and ellipses are also a common part of
our daily life and industry.
Conic fitting problem can be described as fitting a set of n points {xi, yi}(i =
1, . . . , n) to a conic section. This conic section can be according to [26] described
by the continuous function
Q(x, y) = Ax2 + 2Bxy +Cy2 + 2Dx+ 2Ey + F = 0, (5.2)
whereA,B andC are not simultaneously zero. Ellipses exist where the constraint
B2−AC < 0 needs to be imposed. But this constraint is normally ignored because
the computation gets very expensive when imposing it as is proven in [26]. The
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parameters that are to be estimated are θ = (A,B,C,D,E,F)T .
In [26] different techniques that are suitable for geometric fitting are proposed:
1. Gradient weighted least-squares fitting. In [26] it is shown that the
ordinary least squares method is not consistent for estimation of parameters
for geometric fitting. Instead it is proposed to do it by gradient weighting
the covariance matrix. In this way the minimization expression is non-linear
and thus iterative optimization algorithms must be used.
2. Bias-corrected renormalization fitting. This is done by using weighted
least-square minimization, where weights are chosen to the inverse propor-
tion of the variances. Since this method is based on statistical analysis of
data points it is not useful for a small number of points. It is also optimal
only in the case of unbiasness.
3. Kalman filtering technique. In this technique the observation function
fi(θ) is nonlinear and given in [26] as
fi(xi, yi,θ) = (x
2
i − y
2
i )A+ 2xiyiB+ 2xiD+ 2yiE+ F+ y
2
i . (5.3)
An Extended Kalman filter (EKF) can be applied if this expression is ex-
panded into a Taylor series and second and higher orders are ignored. The
EKF is here applied to a spatial sequence and not to a temporal one as usual.
For nonlinear problems the bias-corrected renormalization is preferred.
5.3 Smallest Enclosing Disk
After understanding how conic fitting works, an algorithm will be presented that
calculates the smallest disk that encloses n points. According to [27] this problem
was first approached in 1857. First algorithms for solving this problem were
developed in the 1970s with a computational complexity of O(n log n) for the
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planar case. Unfortunately these algorithms do not perform well in practice due
to a large constant hidden within the computational complexity. Since the planar
case is just a subcase of the Smallest Enclosing Ball (SEB) computation in two
dimensions, a general algorithm for searching SEB in any number of dimensions
will be presented here.
In [28] a ball Bi in R
n with centre ci and radius ri ≥ 0 is defined as a closed
set
Bi = {x ∈ R
n : ‖x− ci‖ ≤ ri}. (5.4)
For a given set of points P = {p1, p2, ..., pm} in R
n the smallest enclosing ball
MB(P) is the ball with the smallest radius that encloses all the points in P . In
Fig. 5.1 the SEB in 2-D can be seen as a circle enclosing all points in P . This
problem can be described as a convex optimization problem
min
x∈Rn
max
1≤i≤m
{‖x− ci‖+ ri}. (5.5)
By defining fi(x) = ‖x− ci‖ + ri, i = 1, 2, ...,m and f(x) = max
1≤i≤m
{fi(x)} we
can rewrite Eq. (5.5) as
min
x∈Rn
f(x). (5.6)
The solution to Eq. (5.6) always exists since f(x) is coercive and is also unique
[28]. If the solution would not be unique then two different balls would exist, C1
and C2 of the same radius with ∪
m
j=1Bj ⊂ Ci, i = 1, 2. If that would be the case,
then another ball with a smaller radius could be constructed containing C1 ∩ C2
and therefore also including B.
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Figure 5.1: The Smallest enclosing ball for a set of points in 2-D is a circle (red).
5.3.1 The Algorithm
Different algorithms exist for calculating the parameters of the SEB. An exam-
ple of a simple and fast algorithm for a planar set of points or disks in small
dimensions (less than 30) is presented in [27], while [28] and [29] are algorithms
that are efficient even when number of dimensions is greater than 30. For this
thesis the algorithm presented in [30] has been chosen since an open source C++
implementation is already available online. This algorithm is an improved ver-
sion of the one presented in [29] and is on par with other state of the art SEB
algorithms. Hereinafter a quick sketch of the chosen algorithm will be given. A
detailed overview is available in [30].
If we expand Eq. (5.4) to multiple dimensions we can denote an n-dimensional
ball with centre c ∈ Rn and radius r ∈ R+ as
B(c, r) = {x ∈ Rn : ‖x− c‖ ≤ r}. (5.7)
For a point set P and a point pi in R
n the SEB with centre c that encloses
the points in the set P can be defined as
B(c, P ) = B(c,max
p∈P
‖p− c‖). (5.8)
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If a finite point set S ⊂ Rn is given, then the smallest enclosing ball of this
finite set is the ball that has the minimum radius and contains all the points in S.
This is the ball B(c, S) with the smallest radius for all c ∈ Rn. The uniqueness
of such a ball is proven in [31].
The algorithm for calculating a SEB consists of three steps:
 The Pivot Step. T is defined as a set of points on the boundary of a ball B.
In the first step the circumsphere CS(T ) of nonempty affinely independent
set of points T is defined. CS(T ) is the unique sphere that has the centre
in the affine hull aff (T ) that goes through the points in T . The centre of
CS(T ) is named the circumcentre of T and is denoted as CC(T ). Also the
support set is defined as a nonempty affinely independent subset T of the
set of given points.
The algorithm then steps through a sequence of pairs (T, c) while keeping T
as a support set and c being the centre of a ball B. According to [30] this is
the smallest ball while c = CC(T ) and c ∈ conv(T ). While this is true the
algorithm will be iterating with each iteration (the pivot step) consisting of
a dropping phase if c ∈ aff (T ) followed by the so-called walking phase.
 Dropping. If c /∈ conv(T ) there exists at least one point s ∈ T that has
a negative coefficient in the affine combination of T forming c. This point
gets dropped and the algorithm continues with the walking phase.
 Walking. If the centre c is not a part of aff (T ) then the centre gets moved
along a straight line towards the circumcentre and a new point s′ ∈ T
is chosen. The walking is stopped when a point s′ hits the boundary of
the shrinking circumsphere and the iteration is continued. If the walk is
not stopped, then the centre reaches aff (T ) and the circumcentre has been
found.
The dropping and walking steps can also be seen in Fig. 5.2.
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Figure 5.2: Dropping the point s from T = {s, s1, s2} (left) and walking towards
the circumcentre CC(T ) until s′ stops the walking.
5.4 Fitting of Rectangles
In Section 5.2 the conic shape has been described by a continuous functionQ(x, y).
Rectangles on the other hand cannot be described by a single continuous function.
They are instead described by five such functions and constraints that constrain
those functions [32]. The function describing the rectangle is therefore discon-
tinuous and constrained. Different methods for geometric fitting of rectangles
exist.
One of these methods is presented in [32]. The authors describe a linear, con-
strained least-squares technique for geometric fitting of straight lines and rectan-
gles. A straight line in R2 can be described by
c+ n1x+ n2y = 0, n
2
1 + n
2
2 = 1, (5.9)
with the normal vector n = (n1, n2)
T being orthogonal to the described line and
c being the distance from the line to the origin. The uniqueness of this line is
defined with the constraint n21 + n
2
2 = 1. If the point Pi(xi, yi) satisfies Eq. (5.9)
then it lies on the line. If the point Pi does not lie on the line, then the orthogonal
distance ri to the line can be computed as
c+ n1xi + n2yi = ri. (5.10)
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By using the description of a line in Eq. (5.9) the rectangle can now be defined.
The rectangle is constructed from four straight lines representing the sides of the
rectangle. Two by two sides are parallel to each other (identical normal vector n)
and perpendicular to the other two sides. Thus, the normal vector of the other
two sides is n = (−n2, n1)
T . The five equations of the rectangle are
c1 + n1x+ n2y = 0, (5.11)
c2 − n2x+ n1y = 0, (5.12)
c3 + n1x+ n2y = 0, (5.13)
c4 − n2x+ n1y = 0, (5.14)
n21 + n
2
2 = 1. (5.15)
5.5 Calculation of the Smallest Area Rectangle
Solving the Smallest Area Rectangle (SAR) is a special case of fitting a rectangle.
The goal is to find parameters of a rectangle that encloses a set of given data
points while also having the smallest area possible. This means that this is
again a minimization problem. Fig. 5.3 shows a set of given data, which due to
uncertainties, errors and data representation might not look like a rectangle. If
the given data set represents an object, then this step can provide an estimate
of the minimum area of the object and thus provides a first estimate of the size
and orientation of the object.
As already mentioned in section 5.4, a straight line can be written as Eq.
(5.9). As has already been mentioned, if the coordinates of a point on the line
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Figure 5.3: Example of a real object. The data points on the object are repre-
sented by a star (*).
and the slope of the line are known then this line is completely described. A
rectangle is comprised of 4 straight lines. The equations of those lines are Eq.
(5.11), Eq. (5.12), Eq. (5.13), and Eq. (5.14). Since coordinates of a point
on the line and the slope completely describe a line, the rectangle, which is a
combination of four lines, can therefore be completely described by four points.
Sides 1 and 3 of the rectangle are also parallel to each other and perpendicular to
sides 2 and 4. Thus, the orientation (slope) of the rectangle can be described by
one single parameter [32]. To calculate the SAR we need to define a combination
of those four points and slope so that the rectangle has the smallest area possible.
Calculation of the smallest area enclosing rectangle is according to [24] done in
two steps. In the first step the minimum-perimeter convex polygon that encloses
the given points, the so-called convex hull, is found. In the second step the
minimum area rectangle that encloses this convex hull is calculated. As shown
below the minimum area rectangle of the convex hull is also the minimum area
for the given curve.
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Figure 5.4: Comparison of polar angles by utilising the signed area of the triangle
(O, p1, p2).
5.5.1 Convex Hull
To find the convex hull two steps need to be done. First, the extreme points
need to be identified. After that the points are sorted in a way that they form a
convex polygon. In [25] an algorithm for finding the convex hull, the Graham’s
scan, is presented. This algorithm starts by identifying an internal point and then
transforming the data so that the identified internal point is at the origin. All
other points are then sorted by their polar angle. If two points happen to have
the same angle, then their squared distances to the origin are compared. The
algorithm then scans the points to remove all the internal points. Remaining
points form the convex hull in the required order. In the algorithm the sorting
is done by doing pair-wise comparison of the angles. If two points p1 and p2 are
given in a plane, then p2 has a strictly smaller angle with the real axis than p1.
This is true if and only if the triangle between the two points and the origin O
described as (O, p1, p2) has strictly positive area [33]. This can be seen in Fig. 5.4.
Graham’s scan has the computational complexity O(N log2N) (with N being the
number of data points).
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If the convex hull of a simple polygon is searched, then the convex hull can be
constructed in linear time. This is due to the fact that data of a simple polygon
is considered sorted and there is no need to sort the data. Fig. 5.5 shows the
convex hull for the data from Fig. 5.3.
Theorem 1 (Convex hull of a simple polygon). The convex hull of an N-vertex
simple polygon is constructed in O(N) time and O(N) space. Proof is shown in
[25], Theorem 4.12.
Figure 5.5: The convex hull for the data from Fig. 5.3. The convex hull is
marked with lines and the points belonging to it with a triangle.
5.5.2 Description of the SAR
As can be seen in Fig. 5.5 the calculated convex hull consists of multiple edges.
Each edge is basically a line and the normal vector for this line can be calculated.
For the edge between the points pi = (xi, yi) and pi+1 = (xi+1, yi+1) i = 1, 2, ..., N
we can according to [11, p. 615] calculate the normal vector ni as
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Figure 5.6: The normal vectors for a complex hull made from four points.
ni =
1√
(xi+1 − xi)2 + (yi+1 − yi)2

−(yi+1 − yi)
xi+1 − xi

 =

n1
n2


i
. (5.16)
It is worth noting that the direction of the normal vector calculated with Eq.
(5.16) depends on the order of the data. If the data is listed counter-clockwise
then all normal vectors will be pointed inwards into the convex hull. If the data
is sorted clockwise then the normal vector will be facing outside of the complex
hull. Although the direction itself is not important, it is important that all normal
vectors are defined in the same fashion. Fig. 5.6 shows the normal vectors for an
exemplary convex hull made from four points.
The goals is now to draw a line that goes through a vertex from the convex
hull but does not enter the convex hull. From Fig. 5.7 can be seen that this
can be done for all lines that have the normal vector nline confined between two
normal vectors from the two closest edges. Therefore, according to [24], for each
vertex pi on the convex hull an interval of normal vectors {ni,min, . . . ,ni,max}
exists, to which a normal vector of a line must belong to in order for the line not
to cross the inside of the convex hull, i.e., ni,min ≤ nline ≤ ni,max. Since each
normal ni can be represented as polar angle ϕi and the line normal as ϕline and
this condition can therefore be rewritten as ϕi,min ≤ ϕline ≤ ϕi,max.
The assumption now is that there exist four vertices p1, p2, p3 and p4 and a
normal vector n = (n1, n2)
T that construct a rectangle that includes the convex
hull. With this information the four sides of the rectangle can be described as
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pi+1
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convex hull
pi−1
ni−1
convex hull
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Figure 5.7: The normal nline of the line going through the point pi must be
confined between the normals of the neighbouring borders.
p1n+ c1 = (x1, y1)

n1
n2

+ c1 = 0, (5.17)
p2n˜+ c2 = (x2, y2)

−n2
n1

+ c2 = 0, (5.18)
p3n+ c3 = (x3, y3)

n1
n2

+ c3 = 0, (5.19)
p4n˜+ c4 = (x4, y4)

−n2
n1

+ c4 = 0, (5.20)
with c1, c2, c3 and c4 being perpendicular distances between the lines and the
origin, n˜ = Rn with R being the rotation matrix

0 −1
1 0

 for rotation by pi
2
counter clockwise. As can be seen in Fig. 5.8 the normal vector represents the
rectangle orientation.
The rectangle’s area can now be calculated as:
A = (c1 − c3)(c2 − c3). (5.21)
By inserting Eq. (5.17) - (5.20) into Eq. (5.21) we get
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Figure 5.8: The normal vectors n and n˜ represent the rectangle’s orientation. In
the figure the lengths c1, c2, c3 and c4 can be seen.
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A = nT (p3 − p1)
T (p4 − p2)Rn (5.22)
and it can be considered that the normal vector is a function of ϕ, i.e. n = n(ϕ).
According to [24] the normal vector n and the angle ϕ only belong inside the
convex hull for an angle interval [ϕmin, ϕmax]. The area of a rectangle enclosing
the convex hull can now be written as
A(ϕ) = n(ϕ)T (p3 − p1)
T (p4 − p2)Rn(ϕ), ϕmin ≤ ϕ ≤ ϕmax. (5.23)
Since the vertices p1, p2, p3 and p4 are hard to find (a complete search includes
(N − 1)4 combinations), [24] proposes a method that limits the angle intervals to
find those vertices. For each vertex an angle interval is defined that has an angular
difference of pi
2
to the previous one, i.e., (ϕ1,min, ϕ1,max), (ϕ2,min, ϕ2,max) −
pi
2
,
(ϕ3,min, ϕ3,max)− pi, (ϕ4,min, ϕ4,max)−
3pi
2
. The intersection between them should
be non-empty. That intersection then forms a smaller angle interval where the
four vertices describing the area as in Eq. (5.22) can be found.
The minimization criteria can now be defined. The goal is to find the minimum
area defined in Eq. (5.22). The minimization criteria can therefore be defined as
min
ϕmin≤ϕ≤ϕmax
A(ϕ) = min
ϕmin≤ϕ≤ϕmax
n(ϕ)T (p3 − p1)
T (p4 − p2)Rn(ϕ). (5.24)
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6 Post-Processing
6.1 Introduction
In segmentation the data has been segmented into groups of points that represent
real-world objects (e.g. wheels). After the segmentation is done the resulting seg-
ments get post-processed in order to check whether the segments represent the
objects of interest. This evaluation can be done by comparing different parame-
ters from segments to the expected value of those parameters from the searched
object.
6.2 Segment size
One parameter that can show if the segment could be part of the searched object
is the size of the segment. If the size of the segment is not compliant to some pre-
defined size of the actual object then this segment does not represent the searched
object. To do this comparison the size of the segment needs to be evaluated. This
can be done in different ways as, for example, by generating a line that would be
defined by all the points in the segment and then calculating the size of the line.
This line generation step is also referred to as Line Smoothing in the literature
[34]. This can be done for example by calculating the line by integrating all the
points in the segment simultaneously in an Extended Information Filter (EIF) as
proposed in [35, p. 75]. The possible result of such an approach can be seen in
Fig. 6.1 Where the red line represents the line calculated with EIF.
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Figure 6.1: Line (red) estimated with Extended Information Filter.
Another criteria, which the segments can be checked for, is the number of
points. For example a Minimum Number of Points can be defined that describes
the minimum number of points the segment needs to have in order to be valid.
The check for this criteria can be done simply by counting the number of points
that are in the segment. If the segment fails to comply with this criteria then
the segment gets erased. The threshold value for Maximum Number of Points
a segment can have could also be given. But this approach cannot be done
recklessly because as can be seen from Fig. 4.1 and as explained in [22] the
number of points belonging to an object degrades with the distance from the
sensor. The number of points that represent an object therefore depends on
the distance from sensor r and the angle difference between the smallest angle
ϕmin and the biggest angle ϕmax in the segment. Thus, if the Minimum Number
of Points is set to a too small value the segment that represents an object of
interest could get discarded because it is just too far away to be represented with
the desired minimum number of points. The object could also be close to the
sensor and therefore represented with a too big number of points and in this way
be invalid regarding the Maximum Number of Points.
An approach that I propose is to find the Smallest Enclosing Ball (SEB)
for the segment as explained Chapter 5. All the points from the segment are
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Figure 6.2: Smallest Enclosing Ball (green) for an exemplary point set.
inserted into the SEB searching algorithm and as a result the centre pcentre =
(xcentre, ycentre) of the SEB and the radius of it rseb are returned from which we
can calculate the dimeter of the object as dseb = 2 rseb. This can be seen in Fig.
6.2. If now comparison of it is made to a pre-defined maximum size of the object
the segments whose SEB is too big will be discarded. With this approach the
problem of the number of points depending on the distance from the sensor is also
averted. The algorithm namely works with the size of the segment directly and
does not depend on the number of points. When calculating the SEB the only
important number is the distance between the two points in the segment that are
the farthest from each other. By converting the points to Cartesian coordinates
before calculating SEB we also remove the dependency of the size of the segment
on the distance of the object from the laser scanner. We can therefore define a
fixed maximum and minimum size that the segment must fulfil to represent the
object searched for.
With this step the data processing is done. The input into data processing
is raw laser-scanner data and the resulting output are segments that have been
validated and could represent searched objects. The explained process is invariant
on the shape of the object, it only depends on the size of the object.
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7 Object Recognition
7.1 Introduction
After the data from the laser scanner has been segmented and processed it can
be used to extract features that enable recognition of objects that could have
been scanned by the laser scanner. Object recognition or object classification is
a sub-problem of perception where objects that are visible to the sensory system
need to be identified and localized [36]. Object recognition can be either model
based, appearance based or a combination of them both. Model based object
recognition is done from geometric features. Appearance based recognition on
the other hand does not need any information on the geometric features of the
object but does the recognition based on a large set of images for training.
This chapter will present two model based approaches to recognise a dolly.
As already mentioned in Chapter 1 this thesis tries to recognise and localize a
dolly based on the data from a laser scanner system mounted on a mobile robot.
Therefore, this chapter starts by presenting the object of interest, the dolly. It
then proceeds to show how the dolly can be recognized by using geometrical fea-
tures of it. After that another possibility for recognising the dolly is presented
by searching for the smallest area rectangle that encloses the segments that rep-
resent the dolly’s wheels and that has been presented in Chapter 5. After that
it is shown how both approaches could be joined to improve the probability of
recognising the dolly.
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of the wheel ww. With these parameters the segmentation will return segments
that could be wheels of a dolly. The segments also include the information about
their geometrical centre and the maximum size of the segment which equals the
diameter of the SEB of that segment.
7.3 Geometric Method
The first and the simplest approach to object recognition is by extracting geomet-
ric features from the segments and their relationship. Based on distances between
segments and angles between them it can be deduced if they could form an ob-
ject and in which way. Fig. 7.4 shows an example output from the segmentation.
In this case only three wheels are visible (or have been recognised as wheels),
which makes correct object recognition extremely hard. Since the information is
incomplete the probability for object recognition to be successful is consequently
lower. But information is complete enough to attempt to recognise the dolly.
x
y
dd
d2
d1α
Figure 7.4: The scanned points are shown as dots (black), the segments are
encircled by SEB (red). From segments we can construct a triangle (green).
From Fig. 7.4 some geometric features can be recognized. The first of the
features is the distance d1 between the centres of the wheels on the longer side.
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Another one is the distance between wheels on the shorter side represented by
d2. The angle between those two sides α should be 90°, which is yet another
feature that can be used. The sides together with diagonal dd make a triangle.
Since the angle between the two sides should be 90° is this according to [11] a
right triangle for which the Pythagorean equation should be true; d2d = d
2
1 + d
2
2.
The area of such an triangle can also be calculated as S = 1
2
d1d2. It can be seen
that geometric features give quite some conditions which must be true for the
three segments to form a dolly. But because laser-scanner data is not error-free
and as mentioned the axis of rotation of the wheels is not in geometrical centre
of the wheel the recognition of the dolly is not so simple. The erroneous values
can be written as α′, d′1, d
′
2 and d
′
d. This problem can be solved by introducing
a parameter t that acts like a threshold and in this way enables to use the rules
established for the price of a small error. Now if |90 − α′| ≤ tangle, d
′
2<d
′
1<d
′
d
and dd − d
′
d ≤ tdiagonal, where tangle is the threshold for the angle and tdiagonal is
the threshold for the diagonal, is true then it can be said that this could be a
dolly. Because the laser-scanner data alone does not provide enough information
to be sure whether the segments are truly wheels and not just some other objects
arranged in this shape the certainty that this is really a dolly can not be high.
The belief1 that this is a dolly can therefore be written into a variable pdolly so that
pdolly ≤ 1. This method of object recognition can be described as an algorithm
that not only returns the information on the belief that this is a dolly, but also
the estimation of the centre of the dolly.
If instead 4 segments are available that form a rectangle as Fig. 7.5 shows then
this rectangle can be described with four overlapping triangles each made from
3 segments. The four triangles can then be joined into one object. When doing
each join the belief pdolly also increases since the belief that 4 random objects are
set in a dolly shaped way is much bigger than the belief for 3. But to prevent
joining triangles from two (or more) different dollies a pre-join check needs to be
done. This can be done by iterating through the triangles and joining them only
1Belief - our certainty that we recognised a dolly.
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and only if they share at least two common segments. When doing the join the
centre and angle estimation also need to be improved. The function that does
the join can be described as
function joinObjects(Objects)
foreach Object in Objects
foreach OtherObject in Objects
var equal_segments = 0
foreach Segment in Object.Segments
foreach OtherSegment in OtherObject.Segments
if Segment == OtherSegment
equal_segments = equal_segments + 1
endif
endforeach
endforeach
// if at least 2 segments are common to both objects
if equal_segments >= 2
join Object.range and OtherObject.range
join Object.angle and OtherObject.angle
join Object.Segments and OtherObject.Segments
belief = Object.belief + 0.05
endif
endforeach
endforeach
endfunction
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7.4 Smallest Area Rectangle Method
Another way to recognise a dolly from a scan of its wheels is to search a rectangle
that encloses all the wheels and has the smallest area possible. If we see 4 segments
that could form a dolly the smallest area rectangle can be found as can be seen
in Fig. 7.5. The length lrectangle and width wrectangle of this rectangle can now be
used to compare it to the size of the dolly. Since each wheel can rotate around
an axis that is not in geometrical centre of the wheel, this method returns a
rectangle that just roughly compares to the size of the dolly. To compensate for
the error in size estimation because of wheel rotation a new parameter can be
introduced; a threshold value tthreshold. The 4 given segments now form a dolly
if |lrectangle − ldolly| ≤ tthreshold and |wrectange − wdolly| ≤ tthreshold is true. If this is
not true then this is probably not a dolly. It also needs to be pointed out that
ldolly and wdolly are not the length or the width of the dolly’s platform but the
distance between wheel axles.
If the same method on 3 given segments is now used, a mistake can quickly
be done by proclaiming that the given segments do not form a dolly. This is
because those three segments could not produce a uniquely defined smallest area
rectangle. This can be seen in Fig. 7.6 where the red rectangle is the solution
that resembles the dolly and the blue dotted rectangle is another solution that is
longer and narrower but still has the same area as the red rectangle. Thus the
sides of the estimated rectangle can be off from the real values by more than the
threshold allows and this would not be proclaimed as a dolly. This method can
therefore return a false negative result if only three wheel segments are given.
7.5 Combination
Both presented methods can be combined in order to increase the certainty (be-
lief) that we found a dolly. The beliefs cannot be just normally summed but
instead they need to be weighted and in this way the errors they could have need
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Figure 7.5: Smallest area rectangle (red). The scanned points are the black dots.
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y
Figure 7.6: Two possible solutions for the SAR problem. The black points are
the scanned points on the wheels, the red rectangle is in the solution in the shape
of the dolly, the blue solution is not.
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to be taken into account. The belief that we see a dolly can now be written as
beldolly = wgeometric ∗ belgeometric + wrectangle ∗ belrectangle with w standing for the
weight and bel standing for belief that this is a dolly for each method.
I propose to set the weights to wgeometric = 0.4 and wrectangle = 0.6. Set-
ting them to these values sets more importance to the Smallest Area Rectangle
method which can quite certainly show if the segments could be part of a dolly
since the distance between them complies with the length and width of the dolly
respectively. I therefore propose to set the belief of this being a dolly when the
sizes match to belrectangle = 1.0. But as already mentioned, this method can also
produce a false negative since the solution is not uniquely defined for three visible
segments. Because it cannot be said if this error is caused by this non-uniqueness
or simply by seeing segments that do not belong to the dolly I suggest setting the
belief in this case to belrectangle = 0.1 and in this way lowering the overall belief
of beldolly. If the non-uniqueness caused the error then approach or change of the
angle of scan will improve the belief.
For the first method, the geometric method, I propose to set the belief to
initial belgeometric = 0.7 and with each additional join improving the belief by 0.1.
In this way seeing 4 rectangles and joining them into one object (if they share
common segments) the belief of seeing a dolly would be beldolly = 1.0.
The belief would therefore be in the best scenario, when 4 triangles would be
joined in the geometric method and the sizes from the SAR method would be the
same as the dolly’s, equal to 1.0. In the case that the geometric method sees and
joins four segments but the SAR method produces negative result then the belief
that this is a dolly would be 0.46. In the case when just one triangle is seen by
the first method and SAR method returning a positive result then the combined
belief would be 0.88. And in the worst scenario when both return false the result
would be, as expected, 0.
These are the values I propose for this specific case and have been empirically
set. My goal was to have the belief that we see a dolly set to 1.0 when both
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methods produce positive results. Also since the dolly should be rectangular in
shape with known dimensions the emphasis has been set on the second method.
8 Software Implementation
8.1 Introduction
This chapter briefly presents how the proposed algorithm has been implemented.
It starts by giving a short overview on the Robotic Operating System (ROS)
which was used as a framework. Then it is explained how the data acquisition
has been done followed by briefly explaining the filtering of the data. After
that this chapter presents how the segmentation and object recognition can be
implemented. The chapter ends by explaining how the data processed in the
algorithm can be visualized.
8.2 ROS
Robotic Operating System (ROS) is one the most popular software frameworks
used in robotics [38]. ROS is an open source framework based on C++ and
Python that can be used for programming robots. It provides a hardware ab-
straction layer and in this way enables to write robotic applications without
depending on specific hardware. It also includes a message-passing middleware
that enables easy communication between different robots or computers. For
easier visualization and debugging ROS also includes different visualization and
simulation tools.
The ROS project was designed at the Stanford University in 2007. A year
later it was undertaken by the Willow Garage which was a start-up focused on
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robotics. From 2013 onwards ROS is maintained by theOpen Source Robotics
Foundation. Different versions of ROS exist with ROS Lunar Loggerhead being
the latest official release [39]. The officially recommenden version is ROS Kinetic
Kame with which also the implementation of the algorithm proposed in this thesis
has been done. The underlying system used is Ubuntu Xenial 16.04.
Software in ROS is organized in packages [38]. This enables the software to be
modular and as robot agnostic as possible. Writting robot agnostic algorithm was
also one of the goals of this master thesis and therefore ROS provided a great fit
for it. ROS also provides great support for different sensors, library integration,
scalability, code testing and has a great community.
8.3 Data Acquisition, Filtering and Segmentation
8.3.1 The Program Node
The program is run as a node in ROS. It starts by loading the parameters specified
in a configuration file. The parameters given are size and width of the dolly, size
and width of each wheel, different threshold values for different parts of the
algorithm as well as information whether to visualize the results of the program
or not. The program can also be set in debug mode for easier debugging.
8.3.2 Laser-Scanner Data Acquisition
The first step when writting the program was to get the data from the laser
scanner. Since the program is built on ROS, this was easily achieved. The
communication between ROS and the laser scanner is not part of the program
but is done by different packages provided by ROS. The package used depends on
the laser scanner used. For communication to the SICK LMS100 laser scanner,
for example, the ROS package LMS1xx has been used [40]. The only condition
on the ROS package for the laser scanner is to publish the measurement data as
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a topic of type sensor msgs/LaserScan so that the developed program can use it
[41].
With the data available the program developed then saves this data into an
internal array. The data saved includes the information on the frame the measure-
ments have been made in, the information about the time of the measurement,
some information about the sensor (min/max range, min/max angle, angle in-
crement) and an array of range and intensity values of the measurement. For
each scan point an object Point representing the point is constructed. This ob-
ject holds the value of the range, intensity and angle of a point and thus enables
easier filtering and segmentation. An array of Point objects is constructed that
holds all measured points in a scan.
8.3.3 Laser-Scanner Data Filtering
After the data has been acquired different filters presented in Chapter 3 are run
on the data. This way outliers and invalid scan points are removed. The Point
objects with invalid measurement points are removed from the internal array of
measured points in the scan.
8.3.4 Segmentation
The filtered points are then segmented by using the (ISEF) algorithm presented
in Chapter 4. Each computed segment is saved as a Segment object that holds
the information on the points in the segment. The post-processing presented in
Chapter 6 is done as part of the segmentation and each segment is added the
information on the SEB fitting on it. The information includes the centre and
diameter of the SEB.
64 Software Implementation
8.3.5 Object Recognition
After the segmentation the program tries to recognize the object. As explained
in Chapter 7 this is done by two methods. The probability of each method is
then combined to form the belief for the object to be a dolly. Since each object
is represented as an Object object this program enables recognition of multiple
objects together with estimation of their centre.
9 Experimental Evaluation
9.1 Introduction
In the previous chapters the algorithm for recognizing a dolly and estimating
the centre of the dolly was proposed. To properly evaluate the algorithm and
decide if the goal has been achieved different tests needed to be done. This
chapter presents the results of those tests. In Chapter 8 an implementation of
the algorithm has been shown. I used this implementation on simulated data to
get the estimation of the centre of one and multiple dollies from different ranges
and different angles.
9.2 Tests on simulated, realistic data
9.2.1 Simulation
To test the algorithm in a simulation first the simulation needed to be built. Since
the used framework for the implementation of the algorithm was ROS as explained
in Chapter 8, I decided to take use of the Gazebo 3-D simulation environment
that comes bundled with ROS [42]. The version of Gazebo shipped with ROS
Kinetic is 7.0.0. Gazebo includes a robust physics engine, high-quality graphics,
a simple to use API and a graphical interface that provides visualization of the
simulation. Robots can be specified by usage of the URDF1 format. By using
1URDF - Unified Robot Description Format
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different plugins Gazebo also enables to simulate different real-world sensors as
for example the laser scanner.
The first step in creating the simulation was creation of the robots. The
robots should visually roughly remind of real-world robots but should behave
exactly like a real-world robot. The same goes for the sensors on the robots. The
robot descriptions in URDF were built using Xacro [43]. Xacro is an XML macro
language that enables to write URDF files with as less repetition as possible. It
also enables specifying parameters and mathematical expressions and thus easier
change of robot parameters. The sensors were described as Gazebo plugins.
The simulated robot was the Pioneer 3-DX and the description was specified
in the URDF format. To enable easy rotation of each wheel on the dolly for a
desired angle the dolly was also described in URDF with Xacro. In this way angles
for each wheel are specified as parameters in the launch file of the simulation.
Second step in creation of the simulation was to create a world in which
the simulation would happen. To keep it simple the world was built just as a
ground plane on which the robot and the dolly were then positioned. In Fig. 9.1
the resulting simulation environment can be seen. It includes the dolly and the
Pioneer robot with laser scanner mounted in front to enable seeing the wheels of
the dolly.
Figure 9.1: The setup for the first scenario. The dolly is positioned 1 m away
from the robot (Pioneer).
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9.2.2 Scenarios
After the simulation has been created different scenarios for the tests needed to be
specified. I wanted to test the success rate of object (dolly) recognition and also
compare the calculated centre pc,calculated of the dolly to the real centre pc,real of
the dolly. To do this for as many ranges and orientations of the dolly as possible
different scenarios for the tests have been defined.
In Fig. 9.2 it can be seen how the wheels have been orientated for all scenarios
where the orientation of wheels is not specified separately.
Robot
Dolly
Figure 9.2: The figure shows how the wheels have been orientated.
9.2.2.1 Scenario 1: Static Conditions
The first scenario is a simple one. Its purpose is to prove that the algorithm
recognizes the dolly and gives an estimation on the position of the dolly. For
this test the dolly has been positioned at pc,real = (1, 0) m with orientation of
the dolly2 ϕdolly being ϕdolly = 0 relative to the robot’s frame. The centre of the
robot has been positioned in the origin. This simulation set-up can be seen in
Fig. 9.1. The main frame of the simulation is the odom frame, which is also
positioned in the origin. All other frames are positioned relative to the odom
2Orientation of the dolly is specified by the normal vector of the dolly ndolly, which is
positioned in the centre of the dolly and points parallel to the shorter side of the dolly and
always away from the robot.
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chosen as repeatable symmetric representations of different possibilities. When
the angle of the dolly is ϕdolly = 0 relative to the robot then the normal vector
of the dolly ndolly points in the same direction as the normal vector of the robot
nrobot which is positioned on the x-axis of the lms100 frame. This can be seen
in Fig. 9.5. Since the dolly is symmetric only half the circle around the dolly is
necessary for the tests.
ϕ = 90°
Robot
ϕ = 0°
nrobot
ϕ = −90°
Dolly
ndolly
1
23
4
ϕ
Figure 9.5: The setup and procedure of the tests for the scenario 2.
9.2.2.4 Scenario 2: Results
In Fig. 9.6 the results of tests on this scenario are represented. The angle steps
go from -90°to 90°with a step of 45°. As can be seen in the figure the error does
not change much with the changing distance. At the distance of 6m and angles
-90° and 90° the dolly has not been recognized.
9.2.2.5 Scenario 3: Robot Moving Towards Dolly
In this scenario the dolly and one object exist. The starting distance between the
robot and the dolly was 6m. The dolly’s centre was positioned at pc,real = (6, 0)m
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Figure 9.6: The computed dolly position error in the scenario 2. The angle
steps go from -90° to 90° with a step of 45°. The error is presented as e =√
e(x)2 + e(y)2.
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and its orientation was ϕ = 0° compared to the robot’s frame. The robot then
gradually moves closer to the dolly until it is directly in centre of the dolly with
the distance between being 0m. The path of the robot was on the x-axis of the
odom frame.
9.2.2.6 Scenario 3: Results
The resulting errors in this scenario can be seen in Fig. 9.7. Compared to results
from the first scenario the error is bigger with bigger jumps. The error in x-axis
is in this case almost twice the size of the error in y-size. The average error values
can be seen in the Table 9.2. As can be seen in the figure the error of ϕdolly makes
a big jump when the distance to the dolly is around 4m, but error in position is
quite stable with error in x-coordinate having an offset of around 5 cm.
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Figure 9.7: The computed dolly position error relative to the distance of the
robot from the start as defined in scenario 3. The robot has been moving with a
constant speed of 0.1m/s. The blue represents the error in computing the centre
in x-axis, the red in y-axis and the green the error in computing the ϕdolly.
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x-axis y-axis ϕdolly
Real Value 6.0m 0.0m 0.0183 rad
Mean Value 6.05m 0.01m 0.00 rad
Mean Error 0.05m 0.01m 0.00 rad
Standard Deviation 0.02m 0.01m 0.08 rad
Table 9.2: Results for the scenario 3.
9.2.2.7 Scenario 4: Robot Rotating Around Its z-axis
This scenario includes the same setup as the previous scenario. But in this
scenario the inital distance between the robot and the dolly is 2m. The dolly is
right in front of the robot with ϕ = 90°. The robot then turns around its z-axis
for 360° in counter-clockwise direction with a constant angular velocity of 2.5 °/s.
9.2.2.8 Scenario 4: Results
In Fig. 9.8 the results for the scenario 4 can be seen. From the figure it can be
seen that the errors do not change much with changing orientation of the dolly.
The biggest error is in calculating the ϕdolly, especially right before the dolly
disappeared from the sight of the laser scanner. Table 9.3 shows the mean errors.
x-axis y-axis ϕdolly
Real Value 2.0m 0.0m 0.00 rad
Mean Error -0.01m -0.04m 0.00 rad
Standard Deviation [m] 0.01m 0.01m 0.04 rad
Table 9.3: Results for the scenario 4.
9.2.2.9 Scenario 5: Additional Objects
This scenario has the same setup as the first but has two additional objects in
the scene. The additional objects are not the wheels or in any way part of the
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Figure 9.8: The computed dolly position error in the scenario 4. The blue
represents the error in computing the centre in x-axis, the red in y-axis and green
the error in estimating the ϕdolly.
dolly. They have different sizes and positions in the scene. The scene setup can
be seen in Fig. 9.9. The scan seen by the robot can be seen in Fig. 9.10.
9.2.2.10 Scenario 5: Results
As can be seen from Table 9.4 the error in this scenario is relatively small and not
influenced by other objects in the scene. The dolly has been correctly recognized
and its centre accurately localized.
x-axis y-axis ϕdolly
Real Value 2.0m 0.0m 0.0 rad
Mean Error 0.01m 0.0m 0.03 rad
Standard Deviation 0.00m 0.00m 0.00 rad
Table 9.4: Results for the scenario 5.
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9.2.2.11 Scenario 6: Two Dollies
The sixth scenario is similar to the first one in the setup but an additional dolly is
placed in the simulation. This way the algorithm is tested if it is able to recognize
more than one dolly. The position of the centre of the first dolly relative to the
robot is (2, 0)m and for the second (2,−2)m. The second dolly is also rotated
by 90° around its z-axis. The scenario setup is visible in Fig. 9.11.
Figure 9.11: The scene for scenario 6 includes two dollies.
9.2.2.12 Scenario 6: Results
As can be seen from Table 9.5 the biggest erros are in estimation of x and y
positions of the second dolly. Although those errors are big relative to other
errors, they still enable navigation under the dolly.
Dolly 1 Dolly 2
x-axis y-axis ϕdolly x-axis y-axis ϕdolly
Real Value 2.0m 0.0m 0.0 rad 2.0m -2.0m 1.57 rad
Mean Error 0.00m 0.01m 0.01 rad 0.03m 0.02m 0.01 rad
Standard Deviation 0.00m 0.00m 0.01 rad 0.00m 0.00m 0.01 rad
Table 9.5: Results for the scenario 6.
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9.2.3 Scenario 7: Rotation of One Wheel on the Dolly
This scenario is tested in a simulated world including the robot (Pioneer) and one
dolly. The distance from the robot to the dolly is 1m. Multiple tests are done
with each having different orientation of one of the wheels on the dolly. Fig. 9.12
shows how the wheels on the dolly are enumerated. The wheels are one by one
rotated for 360° with a step of 45°. This way the robustness of the algorithm on
wheel orientation is tested.
Robot
Dolly
1
23
4
Figure 9.12: The figure shows how the wheels have been numbered.
9.2.4 Scenario 7: Results
The results of this scenario are presented in the Table 9.6. From the table can be
seen that certain wheel orientations can increase the error in y-axis up to 5 cm.
This happens when all four wheels point in the same direction. With all wheels
pointing in the same direction, the laser-scanner data alone does not provide
enough information to decide which is this direction. This is due to the axis of
rotation of wheels not being in the centre of the wheel. The real centre of the
dolly could therefore be left or right on the y-axis and the distance from the real
centre depends on the offset of the axis of rotation of the wheels. When the wheel
rotates away from this ambiguous position the error in y-axis decreases.
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Mean Er. 0° 45° 90° 135° 180° 225° 270° 315°
x1 [m] -0.01 -0.04 -0.03 -0.02 -0.01 0.01 0.00 0.01
y1 [m] 0.05 0.05 0.04 0.02 0.02 0.02 0.04 0.05
ϕ1 [rad] 0.00 0.00 0.03 0.08 0.10 0.10 0.03 0.07
x2 [m] -0.01 -0.02 -0.01 -0.01 -0.01 -0.01 -0.01 -0.01
y2 [m] 0.05 0.05 0.04 0.02 0.02 0.03 0.04 0.05
ϕ2 [rad] 0.00 0.03 -0.00 -0.07 -0.06 -0.08 -0.02 0.00
x3 [m] -0.01 -0.03 -0.05 -0.03 -0.02 0.00 -0.02 -0.01
y3 [m] 0.05 0.05 0.03 0.03 0.03 0.03 0.04 0.05
ϕ3 [rad] 0.00 0.04 0.04 0.04 0.04 0.04 0.04 0.04
x4 [m] -0.01 -0.02 -0.03 -0.03 -0.01 -0.01 -0.01 -0.02
y4 [m] 0.05 0.05 0.05 0.03 0.03 0.03 0.05 -0.01
ϕ4 [rad] 0.00 0.04 0.04 0.04 0.04 0.04 0.04 0.04
Table 9.6: Results for the scenario 7. The mean errors for the estimation of
x-axis, y-axis and ϕdolly pose for each wheel rotated are given.
9.2.5 Scenario 8: Rotation of Multiple Wheels on the Dolly
Similarly to the previous scenario, this scenario also tests different wheel orien-
tations and its impact on the result. But in this scenario multiple wheels are
rotated. The Table 9.7 shows different combinations and how wheels have been
rotated. Not all possible combinations are presented since the combinations get
symmetrical very quickly and the errors computed get similar. Rotation of one
wheel only has been presented in Scenario 7.
9.2.6 Scenario 8: Results
The computed errors when estimating the x-axis position of the dolly’s centre
can be seen in Fig. 9.13, the y-axis in Fig. 9.14 and the error when computing
orientation ϕdolly in Fig. 9.15.
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Figure 9.13: The computed mean dolly position error on the x-axis in the scenario
8 for different combinations.
1 2 3 4 5 6
−0.01
0
0.01
0.02
0.03
0.04
0.05
Combination
L
o
ca
li
za
ti
on
E
rr
or
[m
]
Boxplot for different combinations: y-axis
Figure 9.14: The computed mean dolly position error on the y-axis in the scenario
8 for different combinations.
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Combination Wheel 1 [°] Wheel 2 [°] Wheel 3 [°] Wheel 4 [°]
1 0 0 0 0
2 45 45 45 45
3 90 90 90 90
4 135 135 135 135
5 180 180 0 0
6 0 0 180 180
Table 9.7: Different combinations of wheel orientations for scenario 8.
9.2.7 Scenario 9: Random Wheel Angles
Scenario 8 tested the algorithm on different wheel orientation combinations. How-
ever, those combinations had wheels always rotated in a symmetric way. In real
world this seldomly happens. This scenario thus tests two combinations of ran-
domly rotated wheels around their respective axis. Table 9.8 shows rotations of
wheels for each combination. The centre of the dolly has been set to (2, 0)m with
ϕdolly = 0.0°.
Combination Wheel 1 [°] Wheel 2 [°] Wheel 3 [°] Wheel 4 [°]
1 66 23 -15 112
2 -34 -46 53 68
Table 9.8: Random wheel orientations for scenario 9.
9.2.8 Scenario 9: Results
The results for the first combination are presented in Table 9.9 and for the second
in Table 9.10. The centre of the dolly has been set to (2, 0)m with ϕdolly = 0.0°.
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Figure 9.15: The computed mean dolly orientation error for ϕdolly in the scenario
8 for different combinations.
x-axis y-axis ϕdolly
Real Value 2.0m 0.0m 0.0 rad
Mean Value 1.94m -0.02m 0.08 rad
Mean Error -0.06m -0.02m 0.08 rad
Standard Deviation 0.01m 0.00m 0.01 rad
Table 9.9: Results for the first combination in scenario 9.
9.2.9 Scenario 10: Three Visible Wheels Only
Previous tests have tested different scenarios where mostly four wheels have been
visible. This scenario tests the case where only three wheels are visible. The
wheel removed was wheel 3. Three combinations of different wheel orientations
have been tested. The combinations tested can be seen in Table 9.11.
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x-axis y-axis ϕdolly
Real Value 2.0m 0.0m 0.0 rad
Mean Value 1.98m -0.01m 0.04 rad
Mean Error -0.02m -0.01m 0.04 rad
Standard Deviation 0.00m 0.00m 0.01 rad
Table 9.10: Results for the second combination in scenario 9.
Combination Wheel 1 [°] Wheel 2 [°] Wheel 3 [°] Wheel 4 [°]
1 0 0 / 0
2 180 180 / 0
3 -34 -46 / 68
Table 9.11: Orientations of wheels for scenario 10.
9.2.10 Scenario 10: Results
The results of the test for different combinations from Table 9.11 can be seen in
Table 9.12 and in Fig. 9.16. As can be seen from the table and the figure is the
accuracy similar to the accuracy in other tests. The belief that this is a dolly has
also been at 88%, which is the one expected as explained in Chapter 7.
Combination 1 Combination 2 Combination 3
x-axis y-axis ϕdolly x-axis y-axis ϕdolly x-axis y-axis ϕdolly
Mean Err. -0.01m -0.01m 0.03 rad 0.00m 0.02m 0.03 rad -0.04m -0.01m 0.04 rad
Std. Dev. 0.01m 0.00m 0.00 rad 0.005m 0.00m 0.00 rad 0.00m 0.00m 0.01 rad
Table 9.12: Results for the combinations in scenario 10.
9.2.11 Scenario 11: Speed of the Algorithm
An important part of evaluating if the developed algorithm is optimal is the speed
of execution. The scenario for this test has been the same as for scenario 1. The
dolly has been positioned in front of the robot at the distance 1m with the angle
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Figure 9.16: Results for scenario 10.
ϕdolly = 0°. The average time difference between two loops of the algorithm has
then been measured. This average time difference was 0.0019 s, which can be
considered fast enough to be used in real-time on the robot.
9.2.12 Evaluation of the Results
As can be seen from the results of the tests done, the dolly gets recognized and its
centre computed with accuracy of few centimetres. It can also be seen that this
accuracy depends on the orientation of wheels. This can be seen especially from
the tests done for scenarios 7, 8 and 9. Table 9.6 shows that the biggest error in
localization happens when the wheels point in the same direction. But this error
is actually beneficial to solving the navigation task described in Chapter 1. When
the wheels of the dolly point in the same direction, then the ideal point for the
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robot to drive beneath the dolly is also moved from the centre in the direction
of the wheels. This happens because the axis of rotation of the wheels is not
in the centre of those wheels but has a slight offset. If the goal for the robot is
moved for that offset in the direction of the wheels then the robot would have
much more space to drive beneath the dolly. This can be seen in the Fig. 9.20.
The algorithm therefore successfully moves the goal for the robot to the optimal
position.
From the Fig. 9.13 and Fig. 9.14 can also be seen that for combinations 5 and
6 the position error is smaller than for most of other scenarios. And 6 could be
considered the worst scenario since all the wheels point towards the centre of the
dolly and thus limit the space the robot has to navigate beneath the dolly. But
from Fig. 9.14 can be seen that the error in this case in y-axis is even less than
1 cm. In this case the algorithm improves accuracy and enables easier collision
free navigation for the robot.
From Table 9.6 and Fig. 9.15 it can be seen that the maximum error when
computing ϕdolly is 2.5° and in most cases even lower. Such an error is too small
to cause collision with the dolly especially when considering that most robots do
not have the odometry this precise [6].
The dolly has also been in all tests recognised with the belief being 100%, the
only exception was the scenario 11 where only one triangle has been seen and the
belief was therefore only 88%. It can therefore be concluded that such a method is
suitable for recognising objects just with the use of a laser scanner. The algorithm
is also acceptable for localization of the dolly for navigation purposes. Since the
laser-scanner data still includes noise even after filtering the results could be even
better with a laser scanner with less noise.
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Figure 9.17: When the wheels point in the same direction the goal (green) moves
from the centre of the dolly ndolly by a distance x in the direction of the wheels.
9.3 Test on Real Robot
The algorithm has also been tested on a real-world robot. The robot was specif-
ically designed for usage in automotive industry. It uses a SICK S300 laser
scanner. To verify that the algorithm developed in this thesis also works in real-
world applications the algorithm has been run on the robot. With the dolly’s
pose estimated the robot then successfully navigated beneath the dolly. In Fig.
9.18 can be seen the robot in the moment of scanning the environment. Fig.
9.19 shows the robot during the approach and Fig. 9.20 shows the robot in goal
position beneath the dolly. The algorithm has successfully estimated the pose of
the dolly and the goal from Chapter 1 has been achieved.

10 Conclusion
10.1 Summary
This thesis presents the development of an algorithm that by localizing an object
(a dolly) with the sole use of a laser-scanner sensor enables the robot to navigate
to the object without having its position predefined. This can be considered a
small step towards automation of mobile robots.
To recognize and localize the object from laser-scanner data different steps
need to be taken. The raw data needs to be filtered first to make the data valid
for further processing. This can be done by using different filters in the pre-
processing step. This thesis has presented some of the possible filters for doing
that. With the data filtered and ready for processing the scanned points can then
be joined together in the segmentation step. The points are joined into segments
based on different criteria. In Chapter 4 a method was proposed that tries to
automatically define these criteria.
After the data is segmented into segments, the segments can be validated
similarly as the points were. This can be done in the post-processing step. In
Chapter 5 different methods are presented that enable validation of the segments
by fitting different geometric shapes on them. For example, fitting a circle or
a small ball onto a segment that encloses the segment as tightly as possible
can produce some parameters that can then be used for the validation. One of
those parameters is the maximum diameter of the segment and by knowing the
maximum size of the object the decision can then be made if the segment could
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represent the object or not.
In the final step of the proposed algorithm the specified object can be recog-
nised. This step depends heavily on the characteristics of the object searched
for. In Chapter 7 this thesis presented two methods how can this be done when
recognizing a dolly from automotive industry. The proposed method also enables
localization of the dolly by calculating the centre of the dolly and the orientation
of the dolly.
Chapter 8 shows briefly how such an algorithm could be implemented. Tests
made with such an implementation are then presented in Chapter 9. The results
are then evaluated and for solving the task defined in Chapter 1 this method can
be used.
With this the answers from Chapter 1 can also be answered.
 Does a laser-scanner produce enough information to recognize an
object with it?
The answer to this question depends on the object to be recognized. If the
object has some distinguashable characteristic at the scan level then yes. If
the object does not have them then it is almost impossible to distinguish it
from other similar objects.
 Can this be done in real-time? As has been shown in Chapter 9 the
execution time of such an algorithm can be measured in miliseconds. If
compared to the navigation itself, which can take minuts or even hours,
then it can be said that this algorithm works in real-time.
 Is the estimated pose of the object precise enough for it to be used
in navigation? In Chapter 9 the tests show that the position of the dolly
is defined with centimetre precision and the orientation with few degrees of
error. For a robot that is at least 5 cm narrower than the minimum distance
between wheels this algorithm is precise enough to be used in navigation.
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 Is this method invariant on the orientation of the dolly? As shown
in test scenario 3 in Chapter 9 the error in estimation of the pose is not
completely invariant to the orientation of the dolly. This error also depends
on the distance of the dolly from the robot. The estimation of the dolly
pose also depends on the orientation of its wheels.
 Could this method be used in real-world applications? Answer to
this question depends on the robot and task specified. For the task specified
in Chapter 1 this depends on the size of the robot and on the distance and
angle the measurement has been made from.
10.2 Perspective
This method has been developed to be used on mobile robots in industry. Since
the algorithm has been implemented in ROS the program can be run on any
robot running ROS without any changes. The resulting program is also fast and
precise enough to be used in navigation. Still there is room for improvement,
either by optimizing the algorithm itself or even the ideas behind.
One of the steps that could be done is implementing a tracking algorithm
that would enhance the object recognition even further. The tracking could also
improve the pose estimation of the dolly. Since the program is meant for usage
in industry where multiple robots are simultaneously used, the information from
object recognition and tracking could be available to all robots which would see
the dolly from different angles and thus improve the pose estimation of the dolly
drastically. The possibilities for usage and improvement of such a method are
limited only by human imagination.
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