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4Cap tulo 1
An´ alisis te´ orico
1.1. Introducci on
La Econom a es una ciencia social que estudia el comportamiento humano
en facetas relacionadas con la producci on e intercambio de bienes y servicios.
Su objeto de an alisis no s olo est a inuido por el ciclo natural que determina
las condiciones del entorno, sino tambi en por el ciclo de la historia, esto es, de
la  epoca y de los individuos que la caracterizan. El estado y evoluci on de un
sistema econ omico est a sujeto por tanto, a la habilidad de las personas para
organizarse y satisfacer en cada momento sus necesidades tanto de consumo
como de ocio.
Esto  ultimo hace que los fen omenos econ omicos sean m as err aticos e im-
previsibles que cualquier otro fen omeno estudiado por las ciencias f sicas, como
puede ser el estudio de las estaciones uviales en una regi on o el nivel de entrop a
en un punto del espacio.
Ciertamente, factores f sicos como los anteriores son circunstacias ex ogenas y
particulares de un entorno que afectan a la organizaci on de las sociedades y con
ello, a la econom a. De esta forma, conguran una serie de rasgos caracter sticos
que determinan el rumbo de la econom a.
La planicaci on y organizaci on de las relaciones entre los individuos forma
otro conjunto de factores a los que est a sujeta la econom a, en este caso a m as
corto plazo. Cada estaci on del a~ no, cada d a de la semana o cada momento
del d a, tiene unas caracter sticas que peri odicamente repercuten de la misma
forma en las actividades de los individuos. As , los meses de agosto y abril son
propicios para viajar, lo que aumenta el peso relativo del sector servicios en la
econom a; el domingo es tradicionalmente un d a de descanso, etc etera.
Con todo lo anterior, cabe esperar que se puedan detectar en las variables
econ omicas una serie de rasgos caracter sticos que, por su permanencia en el
tiempo, merezcan ser analizados y explicados. En la Teor a Econ omica existen
una serie de hechos estilizados que se pretenden explicar. En series tempora-
les sucientemente largas se observa, por ejemplo, que se alternan recesiones
econ omicas de fuerte intensidad durante periodos relativamente cortos, con pe-
riodos m as largos de ligera expansi on.
No se puede ignorar, sin embargo, que los individuos, tanto por su hetero-
5geneidad, como por su capacidad para alterar o adaptarse a nuevos contextos,
tambi en son responsables de la historia de la propia econom a. As , junto a
todo lo anterior, existen otra serie de acontecimientos de car acter fortuito que
provocan reacciones permanente o espor´ adicamente en la actividad de los agen-
tes econ omicos.  Estos son todas aquellas innovaciones que la creatividad de los
individuos es capaz de concebir y que se transmiten a la econom a por medio
de los cambios que provocan sobre las relaciones entre distintas variables.
Es preciso matizar el signicado de los dos calicativos empleados anterior-
mente. Una reacci on permanente ante cualquier fen omeno se reere a un suceso
inicial seguido de otros basados en  el pero que no son previsibles s olo a partir de
 el. De esta manera el efecto del primero permanece en el tiempo a trav es de los
otros. Un fen omeno provoca reacciones espor adicas cuando altera las relaciones
entre los factores. La diferencia con el caso anterior es que, si bien su efecto
tambi en permanecer a en el tiempo, es decir, el nuevo orden o sistema siempre
estar a ah , este fen omeno no es susceptible de provocar nuevas reacciones.
Es importante distinguir esto ya que, el primer caso podr a explicarse como
una acumulaci on de shocks, es decir, un comportamiento estoc´ astico, mientras
que el segundo puede deberse simplemente a un cambio determinista en el
comportamiento habitual de la serie.
En el siguiente ejemplo se distinguen estos dos casos que recogen el signi-
cado intuitivo de lo que en las siguientes secciones ser a tratado por medio de
instrumentos estad sticos y econom etricos. Si en alg un lugar se construye una
pabell on cubierto para esquiar en cualquier  epoca del a~ no, la consecuencia m as
probable que se puede esperar es que en los sucesivos meses de verano aumente
en cierta cantidad el n umero de esquiadores.
Este mismo hecho se puede dar dentro de otro contexto como el siguiente. La
celebraci on de un mundial de deportes de invierno en una regi on promueve en
los a~ nos previos al mundial una mejora de los accesos a las pistas, la promoci on
de este deporte, etc. Esto puede aumentar el n umero de personas que decidan
practicar este deporte en la zona, o que las habituales permanezcan m as d as.
En general, todas las variables econ omicas que se puedan relacionar con la
producci on de bienes y servicios vinculados a esta actividad recoger an este
cambio en los a~ nos previos al mundial.
Por otro lado, si se teme que las nevadas en el a~ no del mundial no sean
sucientes para conseguir una calidad  optima de las pistas, podr a pensarse
en acondicionar un pabell on cubierto donde puedan realizarse algunas de las
especialidades.
Finalmente, es muy probable que tras la emoci on del mundial aumente el
n umero de acionados que practiquen este deporte, principalmente entre los
individuos que residan en la zona. A su vez, el pabell on se mantendr a abierto
durante todo el a~ no, ya que su uso no depende de la meteorolog a. Toda esta
cadena de acontecimientos habr a cambiado paulatinamente el comportamiento
de la demanda de esqu es, estancias en hoteles, periodos vacacionales,...
La diferencia entre los dos ejemplos expuestos es que en el primero de ellos
el efecto \sorpresa", esto es, la cualidad caracter stica de una innovaci on, no es
capaz de replicarse en los periodos siguientes y su efecto, aunque ilimitado en
el tiempo, supone tan s olo un cambio en el nivel de las variables implicadas.
6La celebraci on del mundial, en cambio, es un shock inicial que genera una
cadena de reacciones favoreciendo que  este permanezca en el tiempo cualitativa
y cuantitativamente.
Circunstancias como la anterior a~ naden al car acter determinista de una serie
se~ nalado al principio de esta secci on, una sucesi on de movimientos aleatorios,
pudiendo llegar a concretarse la estructura de una serie temporal en un patr on
de comportamiento estoc astico que evoluciona a su vez, guiado por un compo-
nente determinista.
Otra serie de situaciones contempladas por la Teor a Econ omica, como por
ejemplo; errores de c alculo por parte de los individuos (paradoja de Allais),
informaci on imperfecta, etc. son tambi en perturbaciones que podr an desviar
la serie de un comportamiento determinista. Cuando estos shocks son los que
gu an el comportamiento de la serie se dice que  esta es integrada, en el sentido de
que es una integraci on o suma acumulada de shocks. El caso m as representativo
y que veremos m as adelante es el de un paseo aleatorio.
A partir de la evidencia emp rica encontrada por Nelson y Plosser (1982)
sobre esta caracter stica de las series, se han sucedido una gran cantidad de tra-
bajos acerca de los efectos que este hecho tiene sobre los m etodos econom etricos
tradicionales. Desde los trabajos de Fuller (1976), Dickey y Fuller (1981), Phi-
llips (1987b), entre otros, hasta las investigaciones m as recientes en el campo de
la integraci on fraccional, ha crecido el inter es y el conocimiento en un  area de
investigaci on que gen ericamente podemos denominar: memoria y persistencia
de los shocks en series temporales macroecon´ omicas.
En el desarrollo de este  area de conocimiento intervienen, como en toda
ciencia, tres elementos: una serie de ideas y de conocimientos, organizados en
modelos por la Teor a Econ omica; un conjunto de instrumentos con los que
representar y contrastar esas ideas, la Teor a Matem atica y Estad stica y una
recopilaci on ordenada de evidencia emp rica.
La aportaci on m as directa del trabajo que aqu  se presenta se da en el
tercero de estos elementos. Para ello se analizar an un conjunto de series tem-
porales macroecon omicas de la Comunidad Aut onoma del Pa s Vasco [CAPV]
y del conjunto del Estado. El objetivo es mostrar para cada una de estas series
el tratamiento estad stico adecuado, dadas las caracter sticas deterministas y
estoc asticas de sus componentes, tendencia y estacionalidad.
Trabajos como los  ultimos mencionados han propiciado el desarrollo de una
gran variedad de t ecnicas para este tipo de an alisis en series temporales. Como
suele ser habitual, los nuevos m etodos han surgido con el prop osito de mejorar
aquello en lo que los anteriores eran decientes. Esto no necesariamente signica
que el m etodo m as reciente sea el  optimo, ya que la mejora de unos aspectos
suele conseguirse a costa de la omisi on de alguno de los aspectos que determinan
la totalidad del objeto de an alisis.
Tampoco tiene porqu e ser cierto que la t ecnica m as compleja o completa,
aqu ella que pretenda recoger todas las posibilidades sea la id onea, ya que dicul-
tar a el control de todas las relaciones que pudieran darse entre los par ametros.
Esto podr a provocar que el resultado obtenido se deba a causas desconocidas o
que no hemos detectado, lo que, evidentemente, es m as peligroso que obviarlas
conscientemente.
7Para evitar lo anterior los l mites del an alisis de este trabajo est an denidos
y organizados dentro de un protocolo. En este trabajo se realizar a un an´ alisis
univariante sobre la existencia de ra ces unitarias en la frecuencia del largo
plazo y en las estacionales. Como se explicar a en secciones posteriores, esto
permite distinguir el car acter determinista o estoc astico de los componentes de
la serie. En las secciones 1.6 y 1.7 se describen los gr acos y contrastes m as
relevantes para el an alisis realizado en este trabajo, justic andose la secuencia
de aplicaci on de cada uno de los contrastes.
Es interesante resaltar aqu  la atenci on que se presta en este trabajo al com-
ponente estacional. Durante muchos a~ nos, la presencia de estacionalidad en los
datos era considerada como un elemento prescindible a la hora de realizar un
an alisis econ omico. A menudo, este hecho se resolv a aplicando directamente va-
riables cticias estacionales en el modelo de regresi on. Con el objeto de facilitar
el trabajo a los investigadores, los propios organismos ociales de estad stica
han desarrollado m etodos para ofrecer los datos desestacionalizados. El m as
com un y extendido de estos m etodos es el ltro X-11, Shiskin et al. (1967) y el
ltro X-12, desarrollados por la Ocina del censo de los EE.UU. El dise~ no de
este m etodo requer a que su aplicaci on fuera inmediata y mec anica para todas
las series, ya que estos organismos trabajan con un gran n umero de series. Si
bien es cierto que este objetivo se cumpli o, diferentes trabajos, (Wallis, 1974;
Sims, 1974), ponen de maniesto los inconvenientes de usar este tipo de datos.
A la vista de la dicultad de denir un m etodo mec anico para la modeliza-
ci on de la estacionalidad que se adapte a las caracter sticas de cada serie, (den
Butter y Fase, 1991), el mayor acierto de los centros ociales proveedores de
datos estad sticos ha sido homogeneizar el m etodo de desestacionalizaci on y la
elaboraci on de trabajos que dan a conocer las propiedades de este ltro, adem as
de proporcionar los datos originales.
En cualquier caso, para un an alisis econ omico riguroso, el tratamiento de la
estacionalidad deber a ser analizado a fondo, por lo que es aconsejable disponer
de los datos originales en lugar de emplear  unicamente series desestacionaliza-
das. Reconociendo la dicultad de realizar esta labor para todas las series que
los centros estad sticos ociales est an comprometidos a ofrecer peri odicamente,
en el primer cap tulo de este trabajo se describe un protocolo para el an alisis
del componente estacional.
En la segunda parte de este trabajo se presentan un conjunto de aplicacio-
nes en las que se propone un modelo estad stico que recoja las caracter sticas
encontradas en cada serie. Los resultados obtenidos para estas y otras series
podr an mostrar evidencia a favor o en contra de ciertos modelos de la Teor a
Econ omica que, en cualquier caso, deber an contrastarse en un estudio particu-
lar y detallado donde el tratamiento estad stico de los datos quede integrado
dentro de un modelo macroecon omico.
Los gr acos y los estad sticos de contraste empleados se han realizado con el
programa estad stico R, (R Development Core Team, 2004).  Este es un lenguaje
similar a S distribuido bajo la licencia de software libre [GPL]. Para ello se han
implentado las aplicaciones necesarias en este an alisis bajo un entorno gr aco
f acil de usar.
81.2. Notaci on
La notaci on empleada en este trabajo ser a la habitual en el an alisis de series
temporales. En general, yt es una serie temporal que abarca un periodo muestral
desde t = 0 hasta t = n. El operador de retardos L, se dene como Lkyt = yt−k.
Del anterior operador se deriva el operador de diferencias , denido como
kyt = yt − Lkyt = (1 − Lk)yt = yt − yt−k.
Cuando se haga referencia a alg un art culo concreto seguiremos la notaci on
original del art culo. Por otro lado, para presentar los resultados que se derivan
en la la secci on 1.5, ser a  util referirse a las observaciones de forma que se reeje
tanto el a~ no como la estaci on a la que pertenecen dentro del periodo muestral
considerado. As , en dicha secci on seguiremos la notaci on empleada por Franses
(1996) tal y como se explica a continuaci on.
La observaci on t− esima, yt, se denota como ys,T, donde los sub ndices s y
T indican la estaci on y el a~ no al que pertenece dicha observaci on. El n umero
de observaciones por a~ no en dicha serie es S, siendo S = 4  o 12 seg un sea
la serie trimestral o mensual. Cada estaci on, esto es, cada trimestre o mes se
denota como s, donde s = 1,2,...,S. Por su parte, los a~ nos se denotan como T,




, donde [F] se reere a la parte
entera de F. Suponiendo que se dispone de los datos de una serie durante N
a~ nos completos, se satisface que n+1
S − 1 = N.
El operador de retardos L se dene como
Lkys,T = ys,T−k, para s = 1,2,...,S y T = 1,...,N,
es decir, retarda la serie k a~ nos manteni endose en la misma estaci on.
El operador de diferencias  se dene como
ys,T = ys,T − ys,T−1, para s = 1,2,...,S y T = 1,...,N.
1.3. Tendencia determinista y tendencia estoc astica
En esta secci on se presenta el concepto de integraci´ on frente a estaciona-
riedad. Para ello en el apartado 1.3.1 se derivan y comparan algunas de las
propiedades caracter sticas de estos procesos. En el apartado 1.3.2 se exponen
brevemente los resultados encontrados por Durlauf y Phillips (1988) en relaci on
a las implicaciones que tienen sobre el car acter determinista o estoc astico de la
tendencia las propiedades de los procesos descritos en el punto 1.3.1.
1.3.1. Procesos estacionarios y procesos integrados de orden 1
Las propiedades asint oticas de muchos de los m etodos econom etricos con-
vencionales suponen que la variable de estudio es estacionaria1. Un proceso
estoc astico es estacionario en sentido estricto si todas las variables aleatorias
que lo componen est an id enticamente distribuidas. Esto implica que todos los
1La derivaci´ on de las propiedades de consistencia y normalidad asint´ otica del estimador
MCO, por ejemplo, parten del supuesto de estacionariedad.
9momentos de dichas variables son id enticos. Generalmente estos requisitos se
suelen reducir, exigi endose que tan s olo los momentos de primer y segundo or-
den sean id enticos. En este caso se habla de estacionariedad en sentido d´ ebil
o de segundo orden y supone que la media, la varianza, las covarianzas y las
correlaciones no dependen del periodo muestral en que se calculen, sino que son
constantes.
En la pr actica casi ninguna serie temporal econ omica es estacionaria, ni
siquiera en sentido d ebil, ya que simplemente el hecho de que  esta evolucione
a lo largo de una pendiente, como suele ser habitual, har a que la media no sea
constante. Tampoco suele ser habitual que la varianza de la serie se mantenga
constante a lo largo de todo el periodo muestral. En presencia de este fen omeno,
heterocedasticidad, la varianza de la serie aumenta o decrece a medida que
avanzamos en el tiempo. En series econ omicas lo habitual es encontrar que la
varianza aumenta.
No obstante, esto no supone un obst aculo insalvable ya que se sabe que,
tomando diferencias en la serie  esta se estabiliza en media, mientras que, tomar
logaritmos en los datos, produce habitualmente el mismo efecto sobre la varian-
za2. Una vez obtenida la estacionariedad de la serie los m etodos convencionales
son directamente aplicables sobre la serie transformada.
Desde el punto de vista del modelo que describe la estructura de la serie
la no estacionariedad puede deberse a que existe un componente determinista,
por ejemplo en forma de tendencia lineal, o bien, a que la serie es integrada.
Este  ultimo caso es el que analizaremos en esta secci on.
El n umero de diferencias necesarias para obtener la estacionariedad de la
serie, en general d diferencias, es el orden de integraci´ on y denotaremos como
I(d) a una serie integrada de orden d. Si la serie original es estacionaria la serie
es integrada de orden cero, I(0). A continuaci on se derivan y comparan algunas
de las propiedades de una serie I(0) e I(1) respectivamente.
Sean xt y zt las siguientes series temporales, estacionaria, I(0), e integrada
de orden uno, I(1), respectivamente, ambas con media cero:
xt = φxt−1 + t, |φ| < 1, (1.1)
zt = zt−1 + t, (1.2)
donde σ2
 es constante y t ∼ iid(0,σ2
).
Para la obtenci on de algunos resultados que muestran las diferencias entre
los procesos (1.1) y (1.2), es  util reescribirlos de la siguiente forma. Realizando
repetidas sustituciones en el proceso autorregresivo estacionario, xt, se tiene
que:
xt = φxt−1 + t,




= φ2xt−2 + φt−1 + t,






λ , cuando λ = 0.
10xt = φ2 (φxt−3 + t−2)
| {z }
xt−2
+φt−1 + t =
= φ3xt−3 + φ2t−2 + φt−1 + t,
···




Considerando que el periodo inicial x0 ocurre en un pasado innitamente lejano,
se tiene que:










De la misma forma, mediante repetidas sustituciones podemos reescribir el
proceso autorregresivo I(1), zt, como:
zt = zt−1 + t
zt = zt−2 + t−1 | {z }
zt−1
+t
zt = zt−3 + t−2 | {z }
zt−2
+t−1 + t
zt = zt−4 + t−3 | {z }
zt−3






A partir de las ecuaciones (1.3) y (1.4) podemos calcular y comparar las
respectivas varianzas y funciones de autocorrelaci on.
Varianza de un proceso I(0)















Dado que |φ| < 1, la varianza de un proceso I(0), estacionario, es nita aun
cuando t → ∞.






En este caso, l mt→∞ tσ2
 → ∞ y por lo tanto la varianza de un proceso inte-
grado de orden uno, I(1), es innita.
Covarianzas de un proceso I(0)
γ1 = Cov(xt,xt−1) = E [xt,xt−1] =











1 − φ2 = φγ0
γ2 = Cov(xt,xt−2) = E [xt,xt−2] =
= E[φxt−1xt−2 + txt−2] =
= φγ1 + E [txt−2] = φ2γ0
γ3 = Cov(xt,xt−3) = E [xt,xt−3] =
= E[φxt−1xt−3 + txt−3] =
= φγ2 + E [txt−3] = φ3γ0
···
γk = Cov(xt,xt−k) = E [xt,xt−k] =
= E[φxt−1xt−k + txt−k] =
= φγ(k−1) + E [txt−k] = φkγ0
Dado que el coeciente de correlaci on de orden k es ρk =
γk
γ0, la funci on
de correlaci on en un proceso estacionario es de la forma ρk = φk ∀k > 0. La
condici on |φ| < 1 hace que esta funci on decrezca exponencialmente hacia cero
de forma que su suma,
P∞
k=0 ρk = 1
1−φ, es nita.
Covarianzas de un proceso I(1)














+ E [(12) + (13) + ···] = (t − k)σ2
.

















En este caso, a diferencia de los procesos estacionarios, la funci on de au-
tocorrelaci on decae muy lentamente, tomando valores cercanos a 1 incluso en
intervalos de tiempo amplios. En concreto, ocurre que l mt→∞ ρk,t → 1. Este
resultado produce una fuerte correlaci on de cada periodo con los anteriores. La
representaci on gr aca de estos procesos es una serie que evoluciona suavemen-
te, sin grandes altibajos. Adem as, puede producir localmente el efecto de una
pendiente lineal, lo que puede llevar a concluir que la fuente de no estaciona-
riedad es un componente determinista en lugar de una pendiente de naturaleza
estoc astica.
Como veremos con m as detalle en la secci on 1.3.2, no s olo la apariencia de
la serie puede conducir a este error, sino tambien la aplicaci on de los m etodos
econom etricos tradicionales.
Efecto de una innovaci´ on δ > 0 en el periodo t = 1 en un proceso I(0)
xt = φxt−1 + t
t = 1 x1 = φx0 + 1 + δ
t = 2 x2 = φx1 + 2 =
= φ(φx0 + 1 + δ) + 2 =
= φ(φx0 + 1) + 2 + φδ
= φ2x0 + φ1 + 2 + φδ
t = 3 x3 = φx2 + 3 =
= φ(φx1 + 2) + 3 =
= φ[φ(φx0 + 1) + 2 + φδ] + 3
= φ3x0 + φ21 + φ2 + 3 + φ2δ
Siendo |φ| < 1, el efecto del shock tender a a anularse. Una innovaci on tiene s olo
un efecto transitorio sobre una serie I(0).
Efecto de una innovaci´ on δ > 0 en el periodo t = 1 en un proceso I(1)
zt = zt−1 + t
t = 1 z1 = z0 + 1 + δ
t = 2 z2 = z1 + 2 =
= (z0 + 1 + δ) + 2 =
= z0 + 1 + 2 + δ
t = 3 z3 = z2 + 3 =
= z0 + (1 + 2 + δ) + 3 =
13= z0 + 1 + 2 + 3 + δ
El shock δ, ocurrido en el periodo t = 1, permanece con la misma fuerza en
todos los periodos posteriores. Una innovaci on tiene un efecto permanente sobre
una serie I(1).
La tabla 1.1 resume las caracter sticas consideradas aqu  acerca de los pro-
cesos I(0) e I(1).
Tabla 1.1: Caracter sticas b asicas de las series I(0) frente a I(1)
ARMA estacionario Proceso integrado I(1)
Varianza Finita Innita
Funci on





medio entre dos cruces Finito Innito
consecutivos con el eje
de abscisas
Memoria Temporal, corta Permanente, larga
1.3.2. Regresi on esp urea sobre una tendencia lineal determinis-
ta
A pesar de que el comportamiento determinista de una serie, recogido bien
por una tendencia lineal, o bien, por variables cticias estacionales, es la primera
estructura que nos puede sugerir la gr aca de la serie, no es conveniente empezar
estimando estos componentes por separado. Los trabajos de Phillips (1987b),
Dickey y Fuller (1979a), muestran que las distribuciones de los estad sticos de
signicatividad tradicionales sobre los par ametros asociados a los componentes
deterministas, se ven alterados en el caso de que en la serie exista alguna ra z
unitaria no recogida en el modelo.
En concreto, advierten que, bajo la existencia de ra z unitaria en la frecuen-
cia de largo plazo, se reduce la probabilidad de rechazar la no signicatividad
de una tendencia determinista. Esto se debe a que, en presencia de ra ces uni-
tarias, el estimador de m nimos cuadrados ordinarios [MCO] no mantiene las
propiedades asint oticas de consistencia y normalidad, provocando un cambio
en la distribuci on de los estad sticos habituales de contraste.
La tabla 1.2 recoge los resultados de un peque~ no ejercicio de simulaci on en
el que se observa este fen omeno. Supongamos que en el siguiente paseo aleatorio
yt y el paseo aleatorio con deriva zt, representados en la gura 1.1,
zt = zt−1 + t, (1.5)
yt = µ + yt−1 + t, (1.6)
14Figura 1.1: Paseo aleatorio y paseo aleatorio con deriva




























































donde t ∼ NID(0,σ2
), optamos por estimar una tendencia lineal determinista
aplicando el estimador MCO sobre los siguientes modelos:
yt = α + βt + t, t = 1,2,...,n. (1.7)
zt = α + βt + t, t = 1,2,...,n.
Los principales resultados de estas estimaciones se recogen en la tabla 1.2.
Se observa que, tomando como referencia para el contraste de signicatividad
del t ermino constante, tα, y de la pendiente, tβ, el valor ±1,96, en el caso
del paseo aleatorio no resultan signicativos ninguno de estos dos t erminos, si
bien, el coeciente de determinaci on concede cierta representatividad al modelo,
42,63%.
La posibilidad de incurrir en error en la especicaci on del modelo es m as
acusada en el caso de un paseo aleatorio con deriva. En este caso, tanto el
t ermino constante como la pendiente son signicativos, adem as, el coeciente
de correlaci on obtenido como media es muy alto, 99,66%. Lo primero se ve
respaldado por el hecho de que el t ermino constante en un paseo aleatorio con
deriva se identica con una pendiente en la serie, tal y como se observa al
reescribir el proceso en funci on de las observaciones pasadas, ecuaci on (1.9).
Tanto el contraste de Ljung-Box como el de Durbin-Watson, empleados para
contrastar la independencia en los residuos, no se ven alterados por el hecho de
15que la serie sea integrada y ambos revelan la deciencia del modelo empleado.
Es aconsejable, por lo tanto, atender a la informaci on que proporciona al menos
uno de estos dos contrastes para evitar problemas de especicaci on incorrecta
en el an alisis de series temporales.
Tabla 1.2: An alisis est andar de regresi on sobre dos paseos aleatorios
PGDa t b
α t b
β R2 b Ljung-Boxc DWb
Paseo aleatorio −0,31 −0,41 42,63 100 3,22e − 04
Paseo aleatorio −2,51 300,85 99,66 100 3,30e − 04
con deriva
La regresi´ on estimada para cada PGD es: yt = α + βt + t.
El n´ umero de iteraciones es 1000.
a El n´ umero de observaciones en cada proceso es 240.
b Es el valor medio obtenido para cada estad´ ıstico.
c Recoge el porcentaje de ocasiones en que ha sido rechazada la hip´ otesis de independencia
en los residuos.
Reescribiendo las ecuaciones (1.5) y (1.6) en funci on de su pasado podemos
ver c omo evoluciona cada proceso.








Lo que ocurre es que, por ser el proceso generador de los datos un proce-
so integrado, su comportamiento responde a una continua acumulaci on de los
shocks t, como se ve en las ecuaciones (1.8) y (1.9). La suma acumulada de estos
shocks aleatorios supone un crecimiento de la serie a lo largo del tiempo, pero
es un crecimiento de naturaleza estoc astica y no se debe a un comportamiento
determinista que por cualquier motivo pudiera seguir la serie.
En la gura 1.2 observamos que es precisamente esta volatilidad que carac-
teriza a la serie lo que no se ha conseguido explicar y que por tanto, ha quedado
como residuo o parte no explicada por el modelo (1.7).
Los resultados del anterior ejercicio de simulaci on se pueden justicar anal ti-
camente derivando las propiedades asint oticas del estimador MCO en el con-
texto expuesto. A continuaci on se desarrollan los resultados que obtienen a este
respecto Durlauf y Phillips (1988).
En primer lugar consideramos el caso en el que el proceso generador de los
datos [PGD] es un paseo aleatorio con deriva. El estimador MCO de la ecuaci on


















































































donde A = T
PT
t=1 t2 − (
PT
t=1 t)2.
Realizando el producto matricial y sustituyendo el modelo (1.6) para la serie
yt, con y0 = 0 y
Pt





















Por  ultimo, operando en las expresiones anteriores de los estimadores, mul-
tiplicando por T −1/2 y reordenando los t erminos de forma que se puedan aplicar
directamente los resultados habituales de convergencia para diferentes momen-
tos muestrales, v ease la tabla 1.3, obtenemos:























17Tabla 1.3: Convergencia de momentos muestrales
Momento muestral Distribuci on Normal Proceso de Wiener
yT/
√
T N(0, 1) W(1)
T−1/2(
PT




t=1 tSt N(0, θ) σu
R 1
0 (r − a)W(r)dr
θ = 1
60(8 − 25a + 20a2)σ2
u
Siguiendo los mismos pasos, pero ahora multiplicando por T 1/2, se obtiene:
















Por otro lado, de los siguientes resultados matem aticos,
T X
t=1
t = (1/2)T(T + 1),
T X
t=1
t2 = (1/6)T(T + 1)(2T + 1),


















Aplicando lo anterior en las expresiones (1.10) y (1.11) y teniendo en cuenta
los resultados de convergencia recogidos en la tabla 1.3 obtenemos nalmente
dos expresiones que Durlauf y Phillips (1988) discuten en su art culo.



















































De la expresi on (1.12) se concluye que la estimaci on del t ermino constan-
te no es consistente y su distribuci on diverge cuando T → ∞. La ecuaci on
18(1.13) muestra que la estimaci on del coeciente de la pendiente es consistente
y converge a µ. La raz on de este resultado se puede entender recordando que
la ecuaci on (1.6) se puede reescribir como en (1.9), donde el t ermino constante
se transforma en una pendiente. La interpretaci on de los resultados de estos
modelos de regresi on revela que la tendencia lineal estimada es un elemento
signicativo en la serie, cuando en realidad, µ no es el elemento representativo
de la tendencia, sino
PT
i=1 i, esto es, una tendencia estoc astica en lugar de una
tendencia lineal.
Para el caso en que el modelo que representa la serie es un paseo aleatorio
sin deriva, ecuaci on (1.5), siguiendo el mismo procedimiento se obtienen los
siguientes resultados a los que tambi en se reeren Durlauf y Phillips (1988):




























En este caso ocurre tambi en que la estimaci on del t ermino constante no
es consistente y su distribuci on diverge cuando T → ∞. El estimador de la
pendiente s  es consistente y converge al verdadero valor cero.
1.4. Estacionalidad determinista y estacionalidad es-
toc astica
Durante muchos a~ nos la estacionalidad ha sido entendida principalmente
como un ruido que oculta la informaci on relevante para el an alisis econ omico.
Este tratamiento que se daba al componente estacional proced a de la dicultad
te orica que se encontraba al explicar las uctuaciones que se separan del ciclo-
tendencia. Los argumentos que se daban para explicar estos movimientos de la
serie en el corto plazo eran siempre en t erminos de fen omenos deterministas,
como las condiciones meteorol ogicas de cada estaci on, los periodos vacacionales
u otros fen omenos conocidos que ocurren regularmente en la econom a. En
consecuencia, el tratamiento de los datos previo a cualquier an alisis econ omico
era su desestacionalizaci´ on por medio de alg un ﬁltro que eliminara el efecto
estacional. A menudo, los propios organismos ociales proporcionan los datos
ya desestacionalizados.
Los procedimientos de desestacionalizaci on en este caso son varios, depen-
diendo del estudio que se quiera realizar. El ltro m as simple que se puede apli-
car son las variables cticias estacionales incluidas en la ecuaci on de regresi on.
El ltro de diferencias estacionales empleado en la metodolog a desarrollada
por Box y Jenkins (1976) elimina las ra ces unitarias en la frecuencia de largo
plazo y en todas las frecuencias estacionales. La Ocina del Censo de EE.UU.
ha elaborado ltros m as complejos como el X-11  o X-12, (Shiskin et al. (1967)),
a partir de los cuales ofrecen los datos desestacionalizados. En la Teor a de los
19Ciclos Econ omicos son comunes los ﬁltros pasabanda, por medio de los cuales
se ltran las frecuencias m as bajas, relacionadas con la tendencia, y aquellas
frecuencias altas que recogen el comportamiento estacional del corto plazo.
Diferentes art culos, (Wallis (1974), Sims (1974)), muestran que el an alisis
de regresi on con series desestacionalizadas por medio del ltro X-11, donde el
usuario ha de elegir unos ltros iniciales, puede ser err oneo si no se aplican los
mismos ltros a las series, ya que se pueden distorsionar las relaciones entre las
distintas variables.
A pesar de este y otros inconvenientes presentes en este tipo de procedimien-
tos, se puede decir que ha sido b asicamente, la constataci on de que el patr on
estacional en las series temporales macroecon omicas es a menudo mayor y me-
nos regular de lo que se pensaba, lo que ha impulsado la redenici on de este
concepto y el desarrollo de una nueva metodolog a.
Hoy en d a es com unmente aceptada la denici on de Hylleberg (1992) sobre
la estacionalidad:
La estacionalidad es el movimiento sistem´ atico, aunque no necesa-
riamente regular, producido en las variables econ´ omicas durante el
curso del a˜ no, debido a que los cambios de la meteorolog´ ıa, las ca-
racter´ ısticas de los distintos periodos del calendario y el momento
de la toma de decisiones, afectan directa o indirectamente a las de-
cisiones de consumo y de producci´ on tomadas por los agentes de
la econom´ ıa. Estas decisiones est´ an inﬂuenciadas por las dotacio-
nes, las expectativas y preferencias de los agentes, y las t´ ecnicas de
producci´ on disponibles en la econom´ ıa.
Al igual que ocurr a en el caso del componente de tendencia, la estacionali-
dad puede ser de naturaleza determinista o estoc astica. La primera de ellas se





γiDi,t + t, t ∼ iid(0,1), (1.16)
donde Di son variables cticias estacionales que toman valor 1 en la estaci on i
y 0 en el resto. En este caso, para obtener estacionariedad en la serie se elimina
el componente estacional estimado por medio de la siguiente transformaci on:
y∗
t = yt −
PS
i=1 ^ γiDi,t, donde ^ γi son las estimaciones por MCO en la regresi on
(1.16).
La segunda responde al efecto que se produce cuando la serie sigue un
proceso autorregresivo de orden S.
yt = φyt−s + t = φt y0 +
t X
i=0
φi t, t ∼ iid(0,1). (1.17)
Cuando |φ| < 1 el proceso es estacionario y los resultados asint oticos tradiciona-
les no se ven alterados. Cuando φ = 1, la estacionalidad responde al efecto que
produce la acumulaci on de los shocks ocurridos en cada estaci on. La transfor-
maci on apropiada en este caso para obtener estacionariedad consiste en tomar
20diferencias estacionales, (1 − LS)yt ≡ Syt. Este ltro estacional contiene m as
de una ra z de m odulo 1. En particular la diferencia estacional se puede descom-
poner en el producto de varios polinomios a los que se asocia una frecuencia.
En la tabla 1.4 se relacionan las ra ces de cada uno de estos polinomios con las
frecuencias, mostrando en cada caso el ltro que elimina el ciclo generado por
cada frecuencia.
Tabla 1.4: Frecuencias en series estacionales
Ciclos/
Frecuencia Periodo a˜ no Ra´ ız Filtro
Series mensuales
0 Largo plazo ∞ 0 1 (1 − L)
π
6, 11π
6 Anual 12;1,09 1;11 1
2(
√





3 Semianual 6;1,2 2;10 1
2(1 ±
√




3 3;9 ±i (1 + L2)
2π
3 , 4π
3 3;1,5 4;8 −1
2(1 ±
√
3i) (1 + L + L2)
5π
6 , 7π
6 2,4;1,7 5;7 −1
2(
√
3 ± i) (1 +
√
3L + L2)
π 2 6 −1 (1 + L)
Series trimestrales
0 Largo plazo ∞ 0 1 (1 − L)
π
2, 3π
2 Anual 4; 4
3 1;3 ±i (1 + L2)
π Semianual 2 2 −1 (1 + L)
En ambos procesos, (1.16) y (1.17), se crea el efecto de un patr on estacional
permanente. Con φ = 1, en (1.17) se genera adem as una varianza que aumenta
con el tiempo. Sin embargo, en el caso de un componente estacional de natu-
raleza puramente estoc astica, ecuaci on (1.17) con φ = 1, un shock ex ogeno que
intervenga en la serie puede provocar un cambio en la estructura del patr on
estacional, ya que su efecto permanecer a indenidamente en la serie.
La distinci on entre un proceso en el que el componente estacional se genera
de acuerdo a la expresi on (1.16) y (1.17) no es inmediata. En el modelo (1.17)
con φ = 1, los contrastes de signicatividad sobre los componentes determi-
nistas,
PS
i=1 γiDi,t, no siguen la distribuci on habitual, igual que ocurr a en el
caso de la tendencia. A su vez, los resultados de los contrastes elaborados para
detectar una ra z unitaria en cierta frecuencia dependen de los componentes de-
terministas que se consideren en las regresiones auxiliares de dichos contrastes.
De ah  la dicultad de obtener un m etodo que permita desestacionalizar las se-
ries de forma mec anica, como se pretende en los organimos ociales encargados
de elaborar grandes bases de datos.
En la secci on 1.8 se dene el m etodo de an alisis seguido en las aplicacio-
nes de este trabajo. Teniendo en cuenta las caracter sticas de los gr acos y
contrastes presentados en las secciones 1.6 y 1.7, se decide una estrategia de
an alisis que permite detectar en qu e frecuencias es integrada la serie, as  como
los componentes deterministas presentes en  ella.
211.5. Interpretaci on de los componentes determinis-
tas en una serie en diferencias estacionales
Un proceso estacionario en diferencias estacionales supone que cada estaci on
sigue un paseo aleatorio. En esta secci on analizaremos el efecto que tiene sobre
este proceso la inclusi on de componentes deterministas. Tal y como se explic o en
la secci on 1.2, p agina 9, en este apartado seguiremos la notaci on empleada por
Franses (1996).
ys,T = α + βt +
s−1 X
j=1
γjDs,T + t, t = 0,...,N t ∼ iid(0,1)
La regresi on auxiliar (1.18) trata los datos tomando diferencias estacionales
en ellos. En el caso de que se haya tomado logaritmos a la serie, la variable
dependiente en la regresi on (1.18) recoge las tasas de crecimiento estacionales
en la serie original. Esto implica que los resultados de los contrastes para los
componentes deterministas hay que trasladarlos a la serie original. Para ver
cu al es la interpretaci on de cada uno de estos componentes es  util reescribir la
ecuaci on (1.18) en t erminos de la serie original. Despejando ys,T e iterando el
proceso hacia atr as hasta llegar al periodo inicial ys,0, obtenemos una expresi on
de yt en funci on de y0 y del componente considerado. A continuaci on se obtienen
y representan dichas expresiones para el caso en que en la ecuaci on (1.18) se
incluye s olo un t ermino constante α; un t ermino constante y una tendencia β;
s olo variables cticias estacionales γs, s = 1,...,S.
Efecto de un t´ ermino constante, α, en la serie de diferencias estacionales
sobre la serie original. (V ease la gura 1.3):
ys,T = α , para s = 1,2,...,S y T = 0,1,...,N
ys,T = ys,T−1 + α
ys,T = ys,T−2 + α
| {z }
ys,T−1
+α = ys,T−2 + 2α
ys,T = ys,T−3 + α
| {z }
ys,T−2
+2α = ys,T−3 + 3α
ys,T = ···





donde s = 1,2,···,S y [F] se reere a la parte entera de F.
Efecto de una pendiente, β, en la serie de diferencias estacionales sobre la
serie original. (V ease la gura 1.4):
ys,T = α + βt , para t = 0,...,N s = 1,2,...,S y T = 0,1,...,N
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pendiente = a
ys,T = ys,T−1 + α + βt




= ys,T−2 + 2(α + βt) − βS
ys,T = ys,T−3 + α + β(t − 2S)
| {z }
ys,T−2
+2βt + 2α − βS
= ys,T−3 + 3(α + βt) − 3βS
ys,T = ys,T−4 + α + β(t − 3S)
| {z }
ys,T−3
+3βt + 3α − 3βS
= ys,T−4 + 4(α + βt) − 6βS
ys,T = ys,T−5 + α + β(t − 4S)
| {z }
ys,T−4
+4βt + 4α − 6βS
= ys,T−5 + 5(α + βt) − 10βS
ys,T = ···




Efecto de variables ﬁcticias estacionales, γs, s = 1,...,S en la serie de




γsDs,T , para s = 1,2,...,S y T = 0,1,...,N




















































De esta manera, cada estaci on sigue una tendencia lineal.
Un  ultimo comentario sobre la interpretaci on y estimaci on de los compo-
nentes deterministas en las siguientes regresiones:






φiyt−i + t (1.18)
24Figura 1.5: Efecto de variables cticias estacionales en la serie de diferencias






















φiyt−i + t (1.19)









φiSyt−i + t (1.20)
La ecuaci on (1.18) es simplemente la regresi on de la serie original sobre los
componentes deterministas, donde adem as se elige un n umero de retardos, P,
de la variable dependiente para obtener estacionariedad en los residuos.
Las ecuaciones (1.19) y (1.20) son las regresiones auxiliares del contraste de
Dickey y Fuller (1981) y Hylleberg et al. (1990) que veremos en la secci on 1.7.
Como hemos visto en esta secci on, la interpretaci on de los componentes
deterministas en una regresi on sobre la serie en diferencias no es la misma que
sobre la serie original. No obstante, puede ocurrir que las estimaciones de estos
componentes coincidan en los tres modelos. Esto suceder a cuando se den las
siguientes condiciones:
Cuando P1 = P2 + 1; ^ φ1




i = −(^ φ2
i−1 − ^ φ2
i) y
^ φ1
P1 = −^ φ2
P1−1, el modelo (1.18) es equivalente a (1.19).
25Cuando P1 = P3 + S; ^ φ1
i = ^ φ2
i, i = 1,...,P3; ^ φ1
i = ^ φ1
i−s, i = 1,...,P3;
^ πi = 0, i = 1,...,S y ^ φ1
s = 1, el modelo (1.18) es equivalente a (1.20).
1.6. An alisis gr aco
Antes del an alisis estad stico de cualquier serie temporal es  util observar su
representaci on gr aca. El an alisis gr aco sirve de gu a para describir las carac-
ter sticas generales de la serie, las cuales, despu es del correspondiente an alisis
estad stico pueden ser conrmadas y detalladas. Asimismo, en la aplicaci on de
los contrastes estad sticos es conveniente tener cierta orientaci on acerca de los
rasgos generales de la serie.
El gr aco de la serie original no siempre muestra una informaci on suciente-
mente n tida que permita realizar una primera aproximaci on a la estructura de
la serie. En esta secci on describiremos un conjunto de gr acos auxiliares en los
que se hacen visibles caracter sticas propias de la serie como: la estacionariedad
en media y varianza, el patr on estacional, la regularidad en el comportamiento
de la serie, etc. Los gr acos m as relevantes que ser an empleados en las aplica-
ciones de este trabajo son los descritos a continuaci on.
1.6.1. Transformaciones de la serie
En este apartado se presentan los gr acos de diferentes transformaciones de
la serie original que, fundamentalmente, permiten analizar la estacionariedad
de la serie en media y varianza y la presencia de un componente estacional.
Gr aco rango-media: Recoge la inuencia que tiene la media de la serie
sobre la varianza de  esta. Para ello se calcula en varias submuestras de la
serie el rango y la media de  esta, obteni endose una nube de puntos en el
plano rango-media. El n umero de observaciones empleadas es arbitrario
y aqu  tomaremos la ra z cuadrada del n umero total de observaciones.
Tambi en se recoge la correlaci on entre el rango y la media a partir de los
puntos obtenidos anteriormente.
En el caso de que la serie sea estacionaria en varianza los puntos se en-
contrar an en torno a una franja horizontal, indicando que no existe de-
pendencia entre la media y la varianza. En series econ omicas es habitual
que la varianza de la serie crezca con la media, la cual suele crecer con el
tiempo. La transformaci on Box-Cox permite eliminar el efecto de distintas
relaciones entre la media y la varianza. En el caso del tipo de heteroce-
dasticidad habitual en series econ omicas, la estacionariedad en varianza
se obtiene frecuentemente tomando logaritmos en la serie original.
Diferencias de primer orden y diferencias estacionales: Las diferencias de
primer orden eliminan el componente de largo plazo de la serie, esto es, la
tendencia. De esta forma se obtiene la estacionariedad en media de la serie
y a veces se consigue homogeneizar tambi en la varianza. Asimismo, en este
gr aco quedan resaltados los trazos que conguran el patr on estacional,
ofreciendo una visi on general de este componente.
26El gr aco de las diferencias estacionales, por su parte, elimina las ra ces
unitarias en las frecuencias estacionales y del largo plazo adem as del po-
sible patr on estacional determinista de la serie.
1.6.2. Espectro
Un suavizado del periodograma nos permite obtener una estimaci on consis-
tente de la densidad espectral. Considerando la serie como una suma de ciclos
generados por distintas frecuencias, este gr aco muestra la variabilidad de la
serie que es explicada por cada frecuencia. En los gr acos del cap tulo 2, el eje
de ordenadas recoge la densidad espectral y el eje de abscisas los ciclos asociados
a cada frecuencia.
Los resultados estad sticos que explican el procedimiento para la estimaci on
del espectro, as  como las implicaciones que tiene el estudio de la serie en el
dominio de la frecuencia son amplios y conduden a aplicaciones que quedan
fuera del objeto de estudio de este trabajo.
La interpretaci on principal que este gr aco nos permite realizar es la si-
guiente. Observando las frecuencias estacionales, podemos valorar la relevancia
del componente estacional de la serie. Cuando estas frecuencias generan ciclos
que inuyen y determinan la evoluci on de la serie, observaremos que  estas apa-
recen resaltadas en el gr aco explicando una parte importante de la varianza de
la serie. As , podremos valorar la presencia o no de un componente estacional
en la serie y su importancia.
1.6.3. Correlogramas
Los correlogramas son la representaci on gr aca de las funciones de auto-
correlaci on [FAC] y de autocorrelaci on parcial [FACP] muestrales. A partir
del an alisis de estacionariedad, la metodolog a desarrollada por Box y Jen-
kins (1976) permite determinar los  ordenes de un modelo ARMA estacional
multiplicativo para la serie estacionaria.
Cuando en el gr aco de las diferencias de primer orden no se observa una
estructura estacional clara, la signicatividad de las correlaciones de orden es-
tacional permite constatar la presencia o no de este componente.
Los correlogramas de la serie tambi en aportan informaci on sobre la esta-
cionariedad de la serie. Cuando el componente de largo plazo y/o el patr on
estacional no es estacionario, las correlaciones, regulares y/o estacionales, ten-
der an a ser signicativas aun para  ordenes elevados.
En las aplicaciones de este trabajo se presentan para cada serie los corre-
logramas de la serie original, de la serie en primeras diferencias, en diferencias
estacionales y en diferencias de primer orden y estacionales.
1.6.4. Gr acos de Buys-Ballot
En estos gr acos se representan individualmente los valores que toma la serie
en cada estaci on, mostrando la evoluci on de cada trimestre/mes de la serie. De
esta forma se pretende analizar tanto la estructura como la regularidad del
patr on estacional.
27Por un lado, permite detectar cu al es el comportamiento habitual de la serie
en cada estaci on: en qu e estaciones la serie toma los valores m as altos o m as
bajos, c omo se produce la transici on de una estaci on a otra, etc. A su vez,
se puede discutir si las regularidades observadas anteriormente se mantienen
durante todo el periodo muestral o si, por el contrario, el patr on estacional ha
cambiado.
En el caso de que el patr on estacional sea determinista, la representaci on
de cada estaci on deber a mostrar que  estas evolucionan de forma paralela, sin
producirse cruces entre unas y otras. Lo contrario es se~ nal de que este compor-
tamiento no es tan sistem atico o que se ha producido un cambio en el patr on
estacional.
Es necesario realizar estos gr acos no s olo sobre la serie original sino tambi en
sobre la serie en primeras diferencias, para evitar que la tendencia de la serie
en el largo plazo oculte la informaci on sobre la evoluci on en el corto plazo.
La representaci on de estos gr acos para la serie original simulando el espacio
de tres dimensiones y la representaci on de las curvas de nivel del gr aco anterior
facilitar a la interpretaci on de  estos.
1.6.5. Descomposici on del ltro de diferencias estacional
Los gr acos de los ltros estacionales son la representaci on de la serie tem-
poral ltrando la ra z unitaria de la frecuencia cero y todas las ra ces unitarias
estacionales salvo aqu ella que se quiere representar. Esto se realiza a partir de
la descomposici on del ltro estacional (1 −Ls)yt que se realiza en Hylleberg et
al. (1990) y que se explicar a en la secci on (1.7).
En el caso de series trimestrales se obtiene los siguientes gr acos:
y1,t = (1+L)(1+L2)yt = (1+L+L2+L3)yt, elimina todas las ra ces uni-
tarias estacionales, manteniendo la posible ra z unitaria de la frecuencia
cero, el largo plazo.
y2,t = (1−L)(1+L2)yt = (1−L+L2 −L3)yt, elimina las ra ces unitarias
en todas las frecuencias salvo π.
y3,t = (1 −L)(1 +L)yt = (1 −L2)yt, elimina las ra ces unitarias en todas
las frecuencias salvo π
2 y su alias 3π
2 .
En el caso de series mensuales se obtienen los siguientes gr acos:
y1,t = (1+L)(1+L2)(1+L4 +L8)yt, elimina las ra ces unitarias estacio-
nales, manteniendo la posible ra z unitaria de la frecuencia cero, el largo
plazo.
y2,t = (1−L)(1+L2)(1+L4 +L8)yt, elimina las ra ces unitarias en todas
las frecuencias salvo π.
y3,t = (1 − L2)(1 + L4 + L8)yt, elimina las ra ces unitarias en todas las
frecuencias salvo π




3L+L2)(1+L2 +L4)yt, elimina las ra ces unitarias
en todas las frecuencias salvo 5π




3L+L2)(1+L2 +L4)yt, elimina las ra ces unitarias
en todas las frecuencias salvo π
6 y su alias 11π
6
y6,t = (1−L4)(1−L+L2)(1 −L2 +L4)yt, elimina las ra ces unitarias en
todas las frecuencias salvo 2π
3 y su alias 4π
3 .
y7,t = (1−L4)(1+L+L2)(1 −L2 +L4)yt, elimina las ra ces unitarias en
todas las frecuencias salvo π
3 y su alias 5π
3 .
1.7. Contrastes de ra ces unitarias
En esta secci on se presentan algunos de los contrastes desarrollados para
detectar la existencia de ra ces unitarias. Los primeros trabajos realizados en
este campo, (Fuller, 1976; Dickey y Fuller, 1979b, 1981; Phillips y Perron, 1988;
Kwiatkowski et al., 1992), se centraron en el an alisis de la existencia de una
posible ra z unitaria en la frecuencia cero, el largo plazo. De esta forma, se puede
conocer si el componente de tendencia de la serie es de naturaleza determinista
o estoc astica.
A medida que se fue asumiendo que el patr on estacional es menos estable y
regular de lo que los argumentos te oricos suger an, la metodolog a desarrollada
en los trabajos anteriores se extendi o al an alisis de las frecuencias estacionales
(Dickey, Hasza y Fuller, 1984; Hylleberg, Engle, Granger y Yoo, 1990; Canova-
Hansen:95).
Las frecuencias estacionales son ω =
2πj





, donde S es el
n umero de observaciones por a~ no, 4  o 12 seg un sea la serie trimestral o mensual.
La tabla 1.4, p agina 21, resume las caracter sticas de estas frecuencias. Las ra ces
complejo-conjugadas se corresponden con dos ciclos estacionales. El ltro para
cada frecuencia es el polinomio de retardos que, aplicado sobre la serie original,
elimina la ra z unitaria en la correspondiente frecuencia.
1.7.1. Contraste ADF
Este contraste permite detectar la existencia de una ra z unitaria en la
frecuencia cero a partir de un proceso AR(1) como el siguiente:
yt = α + βt + ρyt−1 + t,
donde la hip otesis nula es ρ = 1. En la pr actica es m as c omodo calcular el
estad stico t, para la hip otesis nula en que un coeciente es cero, reescribiendo
el modelo anterior como:
yt = β + φyt−1 + t.
La hip otesis nula de integraci on es equivalente a contrastar φ = 0. El estad stico




La distribuci on de este estad stico depende de los componentes deterministas
incluidos en el modelo. En particular, Dickey y Fuller (1981) consideran las
29siguientes versiones:
yt = φyt−1 + t,
yt = α + φyt−1 + t,
yt = α + βt + φyt−1 + t,
Por  ultimo, hay que tener en cuenta que la distribuci on var a ligeramente
en funci on del tama~ no muestral y que el proceso generador de datos sobre el
que se han simulado las tablas es un paseo aleatorio. La inclusi on de retardos
de la serie en primeras diferencias no afecta, sin embargo, a la distribuci on
asint otica del estad stico. As , en la pr actica suele ser necesario incluir aqu ellos
retardos que permitan satisfacer la condici on de la hip otesis nula, seg un la cual
los residuos han de ser ruido blanco. Esta variante de la regresi on auxiliar se
conoce como contraste aumentado de Dickey-Fuller [ADF].
Existen diferentes m etodos de selecci on de los retardos. En las aplicaciones
realizadas en este trabajo el m etodo de selecci on se basa en el criterio de Schwarz
[BIC] y el contraste de Ljung-Box.
Las tablas para el contraste de la hip otesis nula φ = 0 son las recogidas
por Fuller (1976, pp.373). La hip otesis alternativa es −2 < φ < 0, puesto que
φ > 0 implica ρ > 1, esto es, un comportamiento explosivo que detectar amos
f acilmente en el gr aco de la serie. De esta manera el contraste se realiza por
la cola izquierda.
La signicatividad de los componentes deterministas se puede contrastar a
partir de un estad stico t siguiendo las tablas I-III de Dickey y Fuller (1981). El
contraste de ra z unitaria conjunto con los componentes deterministas se puede
realizar a partir del correspondiente estad stico F y siguiendo las tablas IV-VI
de Dickey y Fuller (1981).
1.7.2. Contraste de KPSS
El contraste ADF presentado anteriormente permite rechazar la hip otesis
de ra z unitaria en la frecuencia cero cuando la serie es estacionaria en dicha fre-
cuencia, pero cuando la serie es realmente integrada, ser a interesante disponer
de un contraste que permita rechazar la hipotesis de estacionariedad.
 Este es el objetivo del contraste de Kwiatkowski, Phillips, Schmidt y Shin
(1992), donde se dise~ na un estad stico en el que la hip otesis nula es la inversa
al caso de ADF, esto es, estacionariedad. La estrategia seguida consiste en
contrastar la signicatividad de la varianza de ut en los siguientes modelos de
componentes no observables:
yt = ψ t + rt + t,
rt = rt−1 + ut, ut ∼ iid(0,σ2
u),
donde el valor inicial r0 es jo, realizando la funci on de un t ermino constante.
Los residuos t son estacionarios. Si la serie es estacionaria en torno a una
tendencia determinista, se tiene que σ2
u = 0, mientras que en otro caso, la
tendencia sigue un paseo aleatorio en torno a una recta de pendiente ψ.
30El segundo de los modelos es:
yt = rt + t
rt = rt−1 + ut, ut ∼ iid(0,σ2
u),
siendo en este caso la hip otesis nula estacionariedad en nivel, con σ2
u = 0.
En funci on de la hip otesis nula que se quiera contrastar, estacionariedad en
torno a una tendencia o estacionariedad en nivel, se emplean los respectivos
residuos de las siguientes regresiones estimadas por MCO:
yt = α + β t + et, et = yt − ^ α − ^ β t, (1.21)
para la hip otesis nula de estacionariedad en torno a una tendencia,






para la hip otesis nula de estacionariedad en nivel.










i=1 ei, t = 1,2,...,n. Por  ultimo, s2(l), denido en (1.24), es un
estimador consistente de la varianza de los residuos et que satisface las condi-
ciones de regularidad descritas en Phillips (1987a) supuesto 2.1. Esto permite
que los residuos pertenezcan a un conjunto menos restringido que el supuesto
id ∼ N(0,σ2












La funci on de ponderaciones w(s,l) es la propuesta por Newey y West (1987)
y se dene como w(s,l) = 1 − s
l+1. Para obtener consistencia en la estimaci on
de la varianza de los residuos es necesario que el par ametro de truncamiento
l tienda a innito a medida que el tama~ no muestral tiende tambi en a innito.
En las aplicaciones de este trabajo se presentan los resultados de este contraste
para valores de l entre 1 y 4.
Kwiatkowski et al. (1992) obtienen la distribuci on del estad stico (1.23) bajo
las dos hip otesis nulas y muestran los valores cr ticos simulados para ambos
casos.
1.7.3. Contraste de HEGY
Con el objetivo de analizar la variabilidad del componente estacional y de
la tendencia, Dickey, Hasza y Fuller (1984) extienden el test de Dickey y Fuller
(1979b, 1981) al caso de series estacionales. Para ello estiman y obtienen los
valores cr ticos de los estad sticos en la siguiente regresi on auxiliar:
(1 − Ls)yt = φyt−s + t , t ∼ iid(0,σ2
). (1.25)
31En la pr actica, sin embargo, no tiene porqu e ocurrir necesariamente que
tanto la tendencia como la estacionalidad sean estoc asticas, ni tampoco tie-
nen porqu e existir ra ces unitarias en todas las frecuencias estacionales. Ser a
interesante, por tanto, disponer, como regresores en la regresi on auxiliar, de
los propios ciclos generados por cada frecuencia. Esto es lo que hacen Hylleberg
Engle, Granger y Yoo (1990) [HEGY] descomponiendo el operador de diferencia
estacional.
Lagrange demuestra que cualquier polinomio de orden p, ϕ(L), posiblemente






















siendo ϕ∗(L) un resto con ra ces fuera del c rculo unidad y θk son las ra ces de
la frecuencia cero y estacionales que aparecen en la tabla 1.4. A partir de esta
proposici on, Hylleberg et al. (1990) derivan la regresi on auxiliar para el caso de
series trimestrales, en la que es posible contrastar la existencia de ra z unitaria




πi yi,t + t, (1.27)
en la que se pueden incluir un t ermino constante, una tendencia lineal y/o
variables cticias estacionales. Cada uno de los regresores yi,t, denidos en el










El contraste sobre la hip otesis de ra z unitaria en la frecuencia cero se realiza
calculando el estad stico tipo t para π1 = 0, la hip otesis de ra z unitaria en la
frecuencia π equivale a contrastar π2 = 0, mientras que la misma hip otesis en las
frecuencias con ra ces complejo-conjugadas se puede realizar con el estad stico
t para π3 = 0 y para π4 = 0, o bien, realizando un contraste conjunto tipo F.
32Burridge y Taylor (2001) demuestran que, en presencia de correlaci on en los
residuos, la extensi on de la ecuaci on (1.27) por medio de una serie de retardos
de la variable dependiente, ϕ∗(L), permite que todos los estad sticos F y el
estad stico t sobre las frecuencias cero y π mantengan la distribuci on inicial.
Con los estad sticos t sobre las frecuencias con ra ces complejo-conjugadas no
ocurre esto. Por esta raz on, en las aplicaciones del cap tulo 2 consideraremos
 unicamente el estad stico F para las frecuencias distintas de 0 y π.
Hylleberg et al. (1990) recogen los valores cr ticos necesarios para estos
contrastes en el caso trimestral, dadas las distribuciones de cada estad stico en
presencia de ra ces unitarias.
Alternativamente se puede linealizar el polinomio (1 − Ls) y obtener la
ecuaci on (1.27) a partir de la descomposici on (1 − L4) = (1 − L)(1 + L)(1 −
iL)(1 + iL), donde las ra ces son (±1,±i). Generalizando este polinomio como
(1 − L4) = (1 − δ1L)(1 + δ2L)(1 − δ3L2) y realizando una expansi on de Taylor
en torno a los par ametros δ1 = 1,δ2,3 = −1 se obtiene de nuevo la expresi on
(1.27).
Bas andose en la metodolog a del contraste de HEGY, Franses (1990) y Beau-
lieu y Miron (1993) obtienen los valores cr ticos de cada estad stico en series





i,t + t, (1.28)









































33Como contrapartida a las ventajas que el contraste de HEGY presenta, es
necesario, para la correcta interpretaci on del contraste, tener presentes otros
aspectos. Ghysels et al. (1994), Beaulieu y Miron (1993) muestran mediante
m etodos de simulaci on una escasa sensibilidad de este contraste para captar la
hip otesis alternativa, especialmente cuando existe correlaci on serial en los resi-
duos. Esto es importante cuando el m odulo de la ra z en la frecuencia analizada
no es exactamente 1 sino un valor muy pr oximo a 1.
Por otro lado, este contraste se puede ver tambi en afectado en el caso de
que exista un cambio estructural en el periodo abarcado por la serie temporal,
como puede ser por ejemplo, un cambio en la media, o por la presencia de
observaciones at picas.
Ante los resultados presentados por los anteriores trabajos es aconsejable
disponer de otro tipo de contraste o variaciones del contraste de HEGY en los
casos en que se crea que la serie puede estar siendo afectada por alguna de las
circunstancias anteriores. Se han realizado varias modicaciones del contraste
de HEGY con la nalidad de que los resultados de  este sean robustos ante
cambios en la media de cada estaci on (Franses y Vogelsang, 1998; Hassler y
Rodrigues, 2003).
No obstante, la estrategia que seguiremos para obtener informaci on com-
plementaria a la proporcionada por el contraste de HEGY no se basa en este
tipo de modicaciones sino que se recurrir a al contraste de Canova y Hansen
(1995) [CH]. La raz on por la que este contraste resulta  util en este trabajo es
que, a diferencia del contraste de HEGY, la hip otesis nula supone que la serie
es estacionaria en la frecuencia ω analizada, Iω(0), frente a la existencia de ra z
unitaria en dicha frecuencia, Iω(1). De esta forma, rechazar la hip otesis nula en
el contraste de CH permite concluir que la serie no es estacionaria. Hylleberg
(1995) muestra por medio de ejercios de simulaci on que ambos contrastes son
complementarios dado un proceso generador de datos conocido. En la secci on
1.8 se discuten otros aspectos relacionados con la aplicaci on e interpretaci on
conjunta de estos contrastes.
1.7.4. Contraste de CH
En esta secci on presentamos la metodolog a empleada por Canova y Hansen
(1995) para analizar si el patr on estacional es constante a lo largo del tiempo.
Hemos visto que el contraste de Kwiatkowski et al. (1992) invierten las
hip otesis nula y alternativa del contraste de DF en el contraste de ra z unita-
ria en la frecuencia cero. De la misma forma, el contraste de CH invierte las
hip otesis del contraste de HEGY. Adem as, estos dos contrastes comparten otra
serie de caracter sticas. Ambos recurren a la representaci on del modelo en el
espacio de los estados. Al igual que en KPSS, los estad sticos de contraste se
basan en un multiplicador de Lagrange como instrumento para contrastar la
signicatividad de la varianza en una ecuaci on de estado.
El modelo del que parte el contraste de CH es el siguiente:
yi = µ + x0
iβ + f0
iγi + ei, (1.29)
con A0γi = A0γi−1 + ui, i = 1,2,...,n (1.30)
34siendo γ0 jo y ui ∼ iid, ei ∼ (0,σ2
e), xi son retardos de la serie original. Las




























donde q = s/2, siendo s el n umero de observaciones por a~ no. Para j < q,
f0
ji = (cos(j/q)πi,sin(j/q)πi) y para j = q, f0
qi = (cos(πi) = (−1)i,sin(πi) = 0).
Por su parte, la matriz A(s−1)×a selecciona los a elementos de γi que se quieren
contrastar.
Dado que el modelo (1.29) no recoge retardos de la variable dependiente, en
el caso de que los residuos ei est en correlacionados no se cumplir a el requisito
de estacionariedad de los residuos. Para evitar que la correlaci on en los residuos
distorsione los resultados se estima una matriz de varianzas y covarianzas de
















La interpretaci on del contraste es la siguiente. En la medida en que la matriz
de varianzas y covarianzas E(uiu
0
i) = τ2G sea nula, esto es, τ2 = 0, el patr on
estacional en las frecuencias determinadas en A no seguir a el paseo aleatorio
descrito por la ecuaci on de estado (1.30), sino que ser a constante.










El contraste propuesto para contrastar la hipotesis nula H0 : τ2 = 0, frente














^ F ^ F0A),
donde Fi se dene a partir de fi en (1.31) como ^ Fi =
Pi
t=1 ft^ et, ^ et son los
residuos de (1.29), ^ 
f est a denido en (1.34) y tr(Q) es la traza de Q.
Por  ultimo, Canova y Hansen (1995) explican que bajo H0 : L
d → V M(a), es
decir, bajo la hip otesis nula de estacionariedad en las a frecuencias analizadas,
el estad stico (1.36) sigue una distribuci on Von Mises con a grados de libertad.
351.8. Protocolo
En esta secci on se describe la estrategia de an alisis seguida en las aplica-
ciones del cap tulo 2 para detectar ra ces unitarias y determinar la estructura
del patr on estacional. En funci on de las caracter sticas de la serie podremos




yt = φyt−S + t, |φ| < 1, t ∼ iid(0,1).
• Permanente
◦ Determinista: yt =
PS
i=1 γiDi,t + t, t ∼ iid(0,1).
◦ Estoc astica: ϕ(L)yt = t, t ∼ iid(0,1).
◦ Otros: Integraci on peri odica, integraci on fraccional,...
Antes de comenzar con el an alisis gr aco y estad stico presentado en las
secciones anteriores, es prudente considerar que todas las series econ omicas se
pueden ver afectadas por shocks ex ogenos a la estructura caracter stica de cada
serie, (Box y Tiao, 1975). Este tipo de factores externos pueden afectar a los
resultados mostrados por los contrastes de ra z unitaria, identic andolos como
cambios provocados por la aleatoriedad de la propia serie. Esta circunstancia
se ve agravada cuando el efecto de un shock ex ogeno, intervenci´ on, permanece
indenidamente en la serie.
Existen m etodos de detecci on de este tipo de observaciones at´ ıpicas, as  co-
mo modelos en los que incorporarlas como intervenciones, (Chen y Liu, 1993;
Chang y Tiao, 1983). No obstante, los m etodos anteriores pueden proporcionar
una serie transformada en la que la informaci on relevante para este trabajo
quede distorsionada. Puede ocurrir, por ejemplo, que se elimine el efecto de un
determinado shock considerado ex ogeno a la serie. Esto eliminar a informaci on
acerca de c omo reacciona la serie en el largo plazo ante ese shock. En el caso
de que exista alguna ra z unitaria, la memoria de la serie mantendr a el efecto
del shock permanentemente, pero en la serie corregida de observaciones at picas
este hecho puede verse atenuado. De la misma forma, en el caso de que alg un
m etodo de detecci on de observaciones at picas encontrara la presencia de un
shock ex ogeno temporal, estar a reconociendo impl citamente que no existe ra z
unitaria en la serie, ya que en caso contrario el efecto ser a permanente.
Tanto los m etodos de detecci on de observaciones at picas como los contras-
tes de ra ces unitarias son en realidad complementarios. De hecho, un an alisis
exhaustivo sobre la detecci on de observaciones at picas puede ser interesante
despu es de haber caracterizado la aleatoriedad de los ciclos asociados a cada
frecuencia. En dicho an alisis se podr a reconocer cu ales han sido los shocks
ex ogenos que se han integrado en la estructura de la serie, esto es, cu ales han
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marcado la forma y conguraci on de la aleatoriedad mostrada por la serie. Pe-
rron (1989) realiza este tipo de interpretaciones partiendo del supuesto de que
las crisis de 1929 y 1973 son shocks ex ogenos a la serie que alteran la estructura
t pica de la serie.
De acuerdo con el objetivo de este trabajo y, teniendo en cuenta lo co-
mentado anteriormente, no se realiza un an alisis exhaustivo de observaciones
at picas. En su defecto, se ha evaluado la robustez de los resultados aplicando
los contrastes en diferentes periodos muestrales.
Como se ha visto en la secci on 1.7, las caracter sticas de los contrastes ADF
y KPSS son an alogas a las de los contrastes de HEGY y CH, respectivamen-
te. De hecho, el an alisis en ambos casos es similar. No obstante, en el caso de
las frecuencias estacionales no se conocen las distribuciones de los estad sticos
de signicatividad sobre los componentes deterministas. Recu erdese que, en el
caso de la frecuencia cero, Dickey y Fuller (1981) obtienen las distribuciones
de los estad sticos de signicatividad para el t ermino constante y la pendiente.
Las distribuciones de estos estad sticos sobre los componentes deterministas de
la regresi on auxiliar del contraste de HEGY no se conocen. Para obtenerlas
habr a que considerar todas las combinaciones posibles de ra ces unitarias en
las frecuencias estacionales, ya que una ra z unitaria en una frecuencia estacio-
nal altera de una forma determinada la distribuci on del estad stico t sobre los
componentes deterministas.
Despu es de observar el planteamiento de ambos contrastes en la secci on 1.7
podemos esperar que ambos sean complementarios; cuando uno de ellos recha-
za su hip otesis nula, el otro mantendr a su correspondiente hip otesis nula. Esta
idea se fundamenta en el hecho de que, en el primero de ellos, la hip otesis nula
es una serie con ra z unitaria en la frecuencia estacional analizada, Iω(1), mien-
tras que en el segundo, la hip otesis nula es una serie cuyo ciclo asociado a la
frecuencia analizada es estacionario, Iω(0). Hylleberg (1995) estudia mediante
experimentos de simulaci on estos contrastes con diferentes procesos, concluyen-
do que, efectivamente, estos contrastes son complementarios. En las aplicaciones
37de este documento tomaremos como principal fuente de informaci on estad stica
los estad sticos de estos dos contrastes.
El error de rechazar la hip otesis nula cuando  esta es cierta, o de mantener-
la cuando la verdadera es la alternativa, aumenta si el proceso generador de
los datos se separa del modelo especicado en su hip otesis nula. Este tipo de
procesos se reeren principalmente a casos en que existe correlaci on serial en
los residuos, las ra ces son muy cercanas pero distintas de la unidad, existen
ra ces unitarias en algunas pero no todas las frecuencias o incluso situaciones
en las que existe alg un tipo de observaciones at picas. En estos casos puede
ocurrir que los estad sticos de los contrastes empleados no permitan obtener
una conclusi on; ninguno de los dos rechaza su hip otesis nula, o que  esta no sea
coherente; ambos rechazan su hip otesis nula.
Esta circunstancia plantea la siguiente pregunta: >Cu al es la secuencia id onea
de aplicaci on de ambos contrastes? >Importa el orden en que se apliquen e in-
terpreten? Las guras 1.6 y 1.7 recogen el proceso de an alisis seguido para cada
una de las posibles secuencias. No obstante, a partir de estos  arboles y dados
un nivel de signicaci on y una potencia en cada contraste, no podemos derivar
con qu e probabilidad se llega a cada una de las conclusiones dado un proceso
generador de datos. Esto se debe a que ambos estad sticos no son independien-
tes. Esta circunstancia provoca adem as, que no podamos determinar cu al es el
nivel de signicaci on resultante de la aplicaci on de ambos contrastes. Por tanto,
no podemos determinar cu al es la secuencia id onea, si es que la hay.
En el caso ideal en que ambos estad sticos fueran independientes, las con-
clusiones se obtendr an de acuerdo a los resultados recogidos en la tabla 1.5.
Dado un nivel de signicaci on del 5% en ambos contrastes, dicha tabla recoge
con qu e probabilidad se obtiene cada resultado cuando el proceso es integrado
y estacionario, tanto para la secuencia CH-HEGY como HEGY-CH. V eanse las
guras 1.7 y 1.6.
Tabla 1.5: Secuencia de contrastes
Serie Iω(1)
Hip otesis CH-HEGY HEGY-CH
Iω(0) 0,05(1 − µ) 0,05
Iω(1) µ 0,95µ
No info. 0,95(1 − µ) 0,95(1 − µ)
Serie Iω(0)
Hip otesis CH-HEGY HEGY-CH
Iω(0) 0,95ψ ψ
Iω(1) 0,05 0,05(1 − ψ)
No info. 0,95(1 − ψ) 0,95(1 − ψ)
Las celdas recogen el porcentaje de ocasiones en que se mantiene
cada una de las hip´ otesis.
µ es la potencia del contraste de CH.
ψ es la potencia del contraste HEGY.
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En esta situaci on, cuando la serie es integrada en la frecuencia analizada, la
secuencia CH-HEGY la detecta en un porcetaje µ de casos, superior al 0,95 de
los casos en que la detecta la secuencia HEGY-CH. A su vez, cuando la serie es
estacionaria en la frecuencia analizada es ahora la secuencia HEGY-CH la que
detecta este hecho con mayor probabilidad, ψ > 0,95ψ.
Pero como se ha comentado, estos contrastes no son independientes, por lo
que los resultados de la tabla 1.5 no se cumplir an en la pr actica. Para obtener
una visi on m as precisa acerca de los resultados que se obtienen al aplicar e
interpretar estos contrastes secuencialmente, se ha realizado un ejercicio de
simulaci on cuyos resultados se presentan en las tablas 1.6 y 1.7. Hylleberg (1995)
estudia tambi en estos contrastes mediante simulaciones, pero no considera esta
interpretaci on secuencial sino que analiza cada uno de ellos individualmente.
A la hora de programar la rutina que compute estas simulaciones es nece-
sario elegir una secuencia de contrastes. Como se ha explicado en el cap tulo
anterior, Durlauf y Phillips (1988) demuestran que, cuando se pretende analizar
la signicatividad de una tendencia lineal, la omisi on de una ra z unitaria en
la frecuencia cero tiende a sobrevalorar la relevancia de este componente. De la
misma forma, Phillips (1986) demuestra que la omisi on de ra ces unitarias en
un modelo de regresi on puede revelar relaciones inexistentes entre variables. Si
se comete el error contrario, esto es, considerar la presencia de una ra z unitaria
cuando la serie es estacionaria, se obtienen estimaciones inecientes, pero no
quedan invalidados los contrastes de signicatividad.
Considerando, por tanto, que el error de omitir una ra z unitaria cuando
realmente existe es m as grave que el contrario, el objetivo ser a minimizar el
error de omitir una ra z unitaria. En este caso, la secuencia CH-HEGY nos
coloca, para un nivel de signicaci on y una potencia del contraste de CH, en el
camino correcto para este objetivo, como veremos m as adelante. Intuitivamente
supone que, dado el objetivo anterior, es preferible poder rechazar la hip otesis
de estacionariedad cuando exite ra z unitaria, en lugar de mantener la hip otesis
de una posible ra z unitaria.
39Para el dise~ no de las simulaciones se ha escogido un conjunto de procesos
generadores de datos basados en la descomposici on del ltro de diferencias
estacional, (1−L4) = (1−L)(1+L)(1+L2). Las ra ces analizadas se reeren a
las frecuencias estacionales estudiadas en series trimestrales. El planteamiento
para el caso de las frecuencias estacionales en series mensuales ser a similar.
Tampoco se consideran procesos en los que existe correlaci on en los residuos.
Esta caracter stica implicar a realizar un estudio paralelo sobre el m etodo de
selecci on de retardos, algo que queda fuera de los objetivos de estos ejercicios
de simulaci on.
Algunos de los PGDs considerados contienen una  unica ra z de m odulo la
unidad o pr oximo a  ella; otros contienen varias ra ces unitarias y otros son
estacionarios. De esta forma y dados unos valores de los par ametros, se preten-
de recoger un conjunto de procesos heterog eneo sucientemente representativo
para el an alisis del m etodo secuencial CH-HEGY.
La estructura de los procesos generadores de datos empleados es la siguiente:
PGD1 (1−φL)yt = t, con t ∼ nid(0,1). Cuando φ = 1 este proceso es I0(1).
PGD2 (1 + φL)yt = t, con t ∼ nid(0,1). Cuando φ = 1, este proceso es
integrado en la frecuencia π, correspondiente al ciclo semianual, Iπ(1).
PGD3 (1 + φL2)yt = t, con t ∼ nid(0,1). Cuando φ = 1, este proceso es
integrado en la frecuencia π
2 y su alias 3π
2 , correspondiente al ciclo anual,
I π
2(1).
PGD4 (1 − φL4)yt = t, con t ∼ nid(0,1). Para un valor φ = 1 este proceso
contiene ra ces unitarias en la frecuencia de largo plazo y en todas las
estacionales, Iπ∩ π
2(1). Cuando φ < 1 el proceso es estacionario en todas
las frecuencias.
Los resultados de estos experimentos de simulaci on para la secuencia de
contrastes CH-HEGY se recogen en las tablas 1.6 y 1.7. De estas tablas se
obtienen las siguientes conclusiones:
Empleando esta secuencia de contrastes se consigue reducir el n umero de
ocasiones en que se rechaza la hip otesis de ra z unitaria cuando  esta existe,
con φ = 1,00. En particular, con un tama~ no muestral de 200 observaciones,
para el caso del ciclo semianual, PGD2, este error se comete el 1,825% de
los casos; para el ciclo anual el 0,110% de los casos, mientras que con el
contraste conjunto este error pr acticamente desaparece, 0,020%.
La existencia de alguna ra z unitaria asociada a ciclos distintos del de la
frecuencia analizada, tiene efectos sobre los resultados obtenidos. Cuando
el ciclo de largo plazo es integrado, frecuencia cero, PGD1 con φ = 1,
el n umero de casos en que se determina que los ciclos estacionales son
estacionarios es menor que cuando φ toma valores menores que la unidad
en el PGD1. Lo mismo ocurre al analizar el ciclo semianual cuando el
anual es integrado y viceversa.
40Los problemas de no informatividad surgen, como cab a esperar, cuando
el tama~ no muestral es peque~ no y el m odulo de la ra z est a cercano a la
unidad, φ = 0,85.
Cuando la ra z asociada a un ciclo estacional est a pr oxima a la unidad,
se incrementa el n umero de casos en que la serie es no informativa para
dicho ciclo. Este hecho se aten ua a medida que aumenta el n umero de
observaciones.
Cuando el modulo de alguna de las ra ces est a pr oximo a la unidad, φ =
0,85 y T = 200, el n umero de ocasiones en que se concluye que dicho
ciclo contiene una ra z unitaria es relativamente alto, 31,405% y 73,550%
respectivamente en el caso del ciclo semianual y anual (PGD2 y PGD3)
y en especial cuando se aplica el contraste conjunto, 94,745%, tabla 1.7.
El error anterior se reduce cuando la ra z se encuentra m as alejada de la
unidad, φ = 0,55. En el caso del ciclo semianual se reduce del 31,405% al
10,25% y en el ciclo anual de 73,550% a 24,77%. La estacionariedad se
detecta con un margen de error muy peque~ no, del 2,410% el ciclo anual
del PGD2 y del 1,120% en el ciclo semianual del PGD3. Por su parte,
en el PGD4 y aplicando el contraste conjunto el error se reduce pero se
mantiene bastante por encima de los casos anteriores, pasa del 94,745%
al 51,405%.
Cuando la ra z asociada al ciclo analizado est a pr oxima a la unidad, el
contraste de CH no tiende a mantener su hip otesis nula, Iω(0). En el caso
del PGD2 con φ = 0,85, no se rechaza la hip otesis Iω(0) en 0,30015 +
0,32635 = 62,650% y 68,595% de los casos, para un tama~ no muestral de
48 y 200 observaciones respectivamente. En la situaci on equivalente para
la frecuencia π
2, PGD3, este hecho es m as acusado, ya que el contraste de
CH mantiene la hip otesis Iω(0) s olo en torno al 27% de los casos.
Cuando el tama~ no muestral es de 200 observaciones la serie es informati-
va. La secuencia CH-HEGY concluye que la serie es Iω(0) en el 68,59% y
26,45% de los casos. Teniendo en cuenta que 0,300150+0,32635 ' 0,68585
y 0,10910 + 0,18830 ' 0,26445, en los casos en que la serie era no in-
formativa, con 48 observaciones, ahora s  se rechaza la hip otesis de ra z
unitaria. Adem as, al aumentar el tama~ no muestral, el contraste de CH
reduce la proporci on de casos en que rechaza hip otesis Iπ(0) cuando su
ra z est a pr oxima a la unidad. Para la frecuencia π
2, en cambio, no se
obtiene este mejora sino que, cuando la ra z est a pr oxima a la unidad, el
contraste de CH rechaza la hip otesis I π
2(0) demasiadas ocasiones incluso
con muestras grandes.
Cuando la serie es Iπ(0), PGD2 con φ = 1, la secuencia CH-HEGY en
muestras peque~ na, T = 48, s olo consigue detectar la ra z unitaria en el
75,2% de los casos. Cuando aumenta el n umero de observaciones esta pro-
porci on se incrementa hasta el 95,500%. La frecuencia π
2 en esta situaci on,
PGD3 con φ = 1, es menos sensible al cambio en el tama~ no muestral.
41Ser a interesante poder deducir tambi en en estas simulaciones el tama~ no y
la potencia de esta secuencia de contrastes para un PGD desconocido. Pero
para esto necesitar amos determinar el modelo de la hip otesis nula. Dadas las
hip otesis nulas de los dos contrastes esto no es posible, ya que la hip otesis nula
en la secuencia de contrastes no est a denida con un PGD desconocido. Lo que
ocurre es que, como se ha comentado anteriormente, esta secuencia tiende a
colocarnos bajo la hip otesis nula correcta en el siguiente sentido: Si la serie es
Iω(1), desear amos poder rechazar la hip otesis Iω(0), es decir, decidir de acuerdo
al contraste de CH; si la serie es Iω(0), desear amos poder rechazar la existencia
de ra z unitaria.
En este  ultimo caso, en funci on del nivel de signicaci on empleado en el
contraste de CH se tiende a concluir el an alisis de acuerdo a los resultados de
HEGY. En el primero de los casos, Iω(1), en funci on de la potencia del contraste
de CH se tiende a concluir el an alisis rechazando la hip otesis de estacionariedad,
adem as, cuando esto no ocurra, el estad stico de HEGY permitir a considerar
la presencia de ra ces unitarias no detectadas por el estad stico de CH. De
esta forma, la secuencia de contrastes CH-HEGY permite minimizar el error de
omitir una ra z unitaria.
42Tabla 1.6: Resultados de la secuencia CH-HEGY 1/2
PGD1: (1 − φL)yt = t ∼ nid(0,1)
Ciclo semianual Ciclo anual















































PGD2: (1 + φL)yt = t ∼ nid(0,1)
Ciclo semianual Ciclo anual















































PGD3: (1 + φL2)yt = t ∼ nid(0,1)
Ciclo semianual Ciclo anual















































∗ Las celdas recogen el numero de casos, en tantos por uno, en que se obtiene el resultado
asociado a cada celda.
Para el ciclo anual: Cuando el PGD es I0(1) (PDG1 con φ = 1,00) la regresi´ on auxiliar de
CH incluye un retardo de la serie.
No se incluye ning´ un retardo ni se consideran componentes deterministas en la regresi´ on
auxiliar de HEGY.
El n´ umero de iteraciones en cada simulaci´ on es 20.000.
43Tabla 1.7: Resultados de la secuencia CH-HEGY 2/2.
PGD4: (1 − φL4)yt = t ∼ nid(0,1)
Ciclo semianual Ciclo anual















































Ciclo semianual ∩ anual





























∗ Las celdas recogen el numero de casos, en tantos por uno, en que se obtiene el resultado
asociado a cada celda.
Cuando la serie es integrada en la frecuencia cero, φ = 1,00, la regresi´ on auxiliar de CH
incluye un retardo de la serie.
No se incluye ning´ un retardo ni se consideran componentes deterministas en la regresi´ on
auxiliar de HEGY.
El n´ umero de iteraciones en cada simulaci´ on es 20.000.
44Cap tulo 2
An´ alisis pr´ actico
2.1. Series de la CAPV
2.1.1. Paro registrado
La serie ParoReg.CAPV recoge el n umero de parados registrados en la
CAPV durante el periodo 1980.1-2003.12. Los datos se han tomado de la base
de datos que elabora el INE mensualmente para esta serie.
El pleno empleo es uno de los objetivos prioritarios que se plantea cualquier
gobierno. Esto hace que la evoluci on del paro registrado est e sujeta a numerosas
intervenciones pol ticas que pretenden reducir el nivel de desempleo. En funci on
del dise~ no de estas decisiones pol ticas el impacto de  ellas puede ser m as o
menos duradero en el tiempo y puede tener un efecto m as o menos inmediato
al momento de la intervenci on.
En sentido estricto, las personas paradas recogidas en esta serie son todas
aqu ellas mayores de 16 a~ nos en situaci on de trabajar y que est an buscando em-
pleo. Las  unicas causas que, seg un esta denici on, podemos considerar end oge-
nas a la evoluci on de la serie son la edad y la situaci on de b usqueda de empleo.
Circunstancias que afectan al n umero de parados, como; el esfuerzo realiza-
do para buscar empleo, las caracter sticas de cada persona que determinan el
n umero de oportunidades que se adaptan a su perl y todo tipo de eventos
pol ticos y econ omicos ocurridos fuera y dentro de nuestro pa s, son hechos
ex ogenos a la denici on anterior. No obstante, en nuestro an alisis no pueden
ser considerados como tales ya que se pretende estudiar la estructura de la serie
en sentido amplio, es decir, la din amica de la serie que, en una econom a cada
vez m as globalizada, incorpora como propios todos estos fen omenos.
An´ alisis gr´ aﬁco
Los gr acos de la serie muestran que los factores comentados anteriormente
hacen que la serie sea muy c clica y su comportamiento sobre el ciclo econ omico
muy err atico.
Aun as , existe un comportamiento estacional en la estructura de la serie,
como indican los correlogramas, gura 2.2, donde las correlaciones de orden
estacional son signicativas. En la gura 2.3, los gr acos que recogen los ciclos
45estacionales, adem as de mostrar una estructura c clica recogen una estructura
sinusoidal producida por un componente estacional.
Estos gr acos parecen indicar tambi en que la serie es integrada de orden 2
en la frecuencia cero, ya que los gr acos que mantienen s olo frecuencias esta-
cionales, y que por tanto se les ha aplicado el ltro (1 −L), mantienen todav a
el efecto de un componente ciclo-tendencia. Los correlogramas de la serie en di-
ferencias estacionales, gura 2.2, tambi en reejan este hecho, ya que la funci on
de autocorrelaci on de la serie en diferencias estacionales 1 decae lentamente.
Los gr acos de Buys-Ballot, guras 2.4 y 2.5, indican que el componente
estacional en esta serie es poco sistem atico y muy irregular, t pico de los procesos
estoc asticos. De hecho, las  unicas regularidades que se pueden distinguir en estos
gr acos es que, en en torno a los meses de agosto el nivel de la serie tiende a
descender, mientras que a nales y comienzos de a~ no  este aumenta.
Por  ultimo, el gr aco rango-media recoge una ligera correlaci on entre ambas
variables, 0,41. Sobre la serie en logaritmos, la correlaci on rango-media es −0,42,
pero a la vista del gr aco, esto se debe principalmente a la estructura c clica de la
serie, no tanto a que tomar logaritmos afecte a homogeneidad de la varianza de
la serie. Dado que adem as, tomar logaritmos ayuda a reducir el efecto de posibles
observaciones at picas, trabajaremos con los datos de la serie en logaritmos.
Contrastes
La evoluci on de la serie en el largo plazo est a marcada por el ciclo econ omico.
El contraste de KPSS y ADF explican esta evoluci on a trav es de una ra z
unitaria en la frecuencia cero. Teniendo en cuenta lo comentado en el an alisis
gr aco planteamos la posibilidad de que esta serie sea integrada de orden 2
en la frecuencia cero. Aplicando los contrastes de KPSS y ADF sobre la serie
en primeras diferencias todav a se mantiene la hip otesis de ra z unitaria. Para
diferentes retardos de truncamiento, el contraste de KPSS toma valores en torno
a 0,91 y 0,16, sin inluir e incluyendo una tendencia lineal respectivamente.  Estos
son ligeramente superiores a los valores cr ticos 0,46 y 0,15. El estad stico ADF
no rechaza la hip otesis de ra z unitaria tomando un valor de −1,99 > −3,13
cuando se incluye un t ermino constante y una tendencia lineal. Sobre la serie
en segundas diferencias se rechaza la existencia de ra z unitaria, por lo que
nalmente concluimos que la serie es integrada de orden 2 en la frecuencia cero.
Los estad sticos de signicatividad para las VFE de la tabla 2.2 se encuen-
tran en su mayor a entre los valores cr ticos al nivel de signicaci on del 5%,
por lo que no son signicativas. Adem as, la inclusi on de VFE en la regresi on
auxiliar no altera el n umero de retardos seleccionados por el m etodo BIC y
Ljung-Box en los contrastes ADF y de HEGY. Esto corrobora el hecho de que
no es signicativa la presencia de ciclos estacionales deterministas, ya que en
otro caso, las VFE recoger an estos ciclos reduciendo el n umero de retardos
necesarios para obtener unos residuos que sean ruido blanco.
En la tabla 2.1, los estad sticos de CH rechazan la hip otesis de estacionarie-
dad en las frecuencias 5π
6 , π
3 y 2π
3 . El contraste de HEGY, incluyendo un t ermino
1Recu´ erdese que las diferencias estacionales incluyen una diferencia de primer orden rela-
cionada con el largo plazo.
46constante2, coincide con este resultado, ya que no se rechaza la hip otesis de ra z
unitaria en estas frecuencias.
El estad stico de CH tambi en rechaza la hip otesis de estacionariedad en
la frecuencia π
6. Aunque el contraste de HEGY no permite conrmar este re-
sultado, ya que rechaza la hip otesis de ra z unitaria, siguiendo la secuencia
CH-HEGY concluimos que la serie es integrada tambi en en esta frecuencia.
El estad stico de CH no rechaza la hip otesis de estacionariedad en la frecuen-
cia π. Aplicando el contraste de HEGY se rechaza la hip otesis de ra z unitaria,
por lo que la serie es estacionaria en la frecuencia π.
Por  ultimo, estos contrastes no permiten obtener una conclusi on denitiva
referente a la frecuencia π
2, ya que ninguno de los contrastes es capaz de rechazar
su hip otesis nula al 5% de signicaci on.
Conclusiones
El largo plazo de esta serie esta guiado por un ciclo estoc astico, siendo la
serie integrada de orden 2 en la frecuencia cero.
No existe un patr on estacional denido que se repita de forma sistem atica,
siendo los ciclos estacionales, en su mayor a, estoc asticos. Los ciclos asociados




6 son estoc asticos, mientras que en
el caso de la frecuencia π
2 los contrastes empleados no son sucicientemente
informativos. Siendo m as grave el error de omitir una ra z unitaria cuando  esta
existe que el contrario, consideraremos que la serie es tambi en I π
2(1). As , la
frecuencia π es la  unica frecuencia en la que la serie es estacionaria.
Para el tratamiento de la serie en un an alisis econ omico se debe tener en
cuenta que la serie es estacionaria tras tomar dos diferencias regulares y ltrando
todas las frecuencias estacionales salvo la frecuencia π, como indica la siguiente
expresi on:
(1 − L)2(1 −
√
3L + L2)(1 − L + L2) ·
·(1 + L + L2)(1 −
√
3L + L2)(1 + L2)yt = α + t, t ∼ iid(0,1).
Alternativamente, para mayor simplicidad en el dise~ no e interpretaci on del
modelo, se puede considerar apropiado el empleo de las diferencias de primer
orden y estacionales:
(1 − L)(1 − LS)yt = α + t, t ∼ iid(0,1).
2A la vista del gr´ aﬁco de la serie una tendencia lineal no se adapta a la evoluci´ on del largo
plazo de la serie. Tampoco se consideran VFE como se ha comentado arriba.
47Tabla 2.1: ParoReg.CAPV en logaritmos: Contrastes de integraci on frente a
estacionariedad
Componentes deterministas
Ninguno C C+Td C+VFE C+Td+VFE
(l = 0) - µ = 11;93   τ = 5;70   - -
(l = 1) - µ = 6;00   τ = 2;88   - -
KPSS (l = 2) - µ = 4;02   τ = 1;93   - -
(l = 3) - µ = 3;03   τ = 1;46   - -
(l = 4) - µ = 2;44   τ = 1;18   - -
t= 0;68 t= 1;39 t= 2;56 t= 1;41 t= 2;65
ADF p = 12 p = 12 p = 12 p = 12 p = 12
n.obs=275 n.obs=275 n.obs=275 n.obs=275 n.obs=275
Lπ/6 = 2;01   2;45  
Lπ/3 = 1;77   1;78  
CH (l = 5) - - - Lπ/2 = 0;44 0;46
L2π/3 = 1;28   1;30  
L5π/6 = 1;82   1;77  
Lπ = 0;09 0;11
Lf = 4;26   4;53  
n.obs 251 251 251 251 251
HEGY p = 25 25 25 25 25
t0 =  0;66  1;91  3;47  2;02  3;57  
tπ =  2;09  2;05  2;08  3;28    3;33  
F π
2 = 1;01 0;98 1;04 5;80 6;09
F 2π
3 = 2;75 2;64 2;70 4;18 4;31
F π
3 = 1;46 1;43 1;46 2;01 2;08
F 5π
6 = 3;43 3;39 3;52 5;08 5;30
F π
6 = 0;39 0;41 0;33 7;13 6;62
F2..,12 = 2;01 1;96 2;00 5;30 5;38
F1..,12 = 1;88 2;17 2;95 5;31 6;22
C: Constante; Td: Tendencia; VFE; Variables ﬁcticias estacionales.
‘∗ ∗ ∗’, ‘∗∗’, ‘∗’, ‘·’: La hip´ otesis nula se rechaza al 1%, 2,5%, 5% y 10% de signiﬁcaci´ on.
No se dispone de los valores cr´ ıticos para los estad´ ısticos F2..,12 y F1..,12 de HEGY.
48Tabla 2.2: ParoReg.CAPV en logaritmos: Componentes deterministas
AR(yt) ADF HEGYBM
Coef Estad-t Coef Estad-t Coef Estad-t
Constante 0,15 2,64 0,15 2,64 0,24 3,59
Tendencia 0,00 −2,41 0,00 −2,41 0,00 −2,96
VFE1 0,02 3,08 0,02 3,08 0,02 3,97
VFE2 0,00 −0,12 0,00 −0,12 0,00 0,09
VFE3 0,00 −0,74 0,00 −0,74 −0,01 −0,88
VFE4 0,00 −0,76 0,00 −0,76 −0,01 −1,33
VFE5 −0,01 −0,95 −0,01 −0,95 −0,01 −1,09
VFE6 0,00 −0,48 0,00 −0,48 −0,01 −1,31
VFE7 −0,01 −1,3 0,00 −1,3 −0,01 −1,37
VFE8 0,00 −0,69 0,00 −0,69 −0,01 −1,18
VFE9 0,02 2,95 0,02 2,95 0,01 1,94
VFE10 0,01 1,35 0,01 1,35 0,00 0,36
VFE11 0,00 0,40 0,00 0,40 0,00 0,32
FV FE 3,73 3,73 3,97
Retardos 13 12 25
No observ 275 275 251









































































cor(R, M) = −0.4179




















































































Densidad espectral estimada sobre los logaritmos







Espectro de las primeras diferencias en logaritmos
50Figura 2.2: ParoReg.CAPV. Correlogramas


















































































51Figura 2.3: ParoReg.CAPV. Ciclos estacionales
Diferencia estacional


































































52Figura 2.4: ParoReg.CAPV. Evoluci on mensual
































Figura 2.5: ParoReg.CAPV. Evoluci on mensual sobre la serie en diferencias
























532.1.2. Pasajeros de l neas a ereas
La serie TAer.CAPV recoge el n umero de viajeros registrados en vuelos efec-
tuados en los aeropuertos de la CAPV durante el periodo 1984.1-2003.10. Los
datos se han tomado de la base de datos IKERBIDE, elaborada por el Departa-
mento de Hacienda y Administraci on P ublica y el Departamento de Econom a
y Planicaci on del Gobierno Vasco, empleando para esta serie, informaci on de
la Direcci on General de Aviaci on Civil.
No se dispone de informaci on sobre el tipo de viajeros; negocios o turismo,
que predomina en los vuelos de la CAPV. En cualquier caso, el esfuerzo que
ha realizado esta Comunidad Aut onoma en los  ultimos a~ nos para atraer al
turismo nos puede hacer esperar que el n umero de viajeros haya aumentado en
los periodos vacacionales. Puede imaginarse incluso, un cambio en la estructura
estacional de la serie.
An´ alisis gr´ aﬁco
En la gura 2.6 se puede apreciar la presencia de heterocedasticidad.  Esta
se consigue eliminar tomando logaritmos a la serie, por lo que trabajaremos
con la serie en logaritmos. El gr aco de la serie en primeras diferencias muestra
una primera visi on del componente estacional. Se distinguen los incrementos
m as fuertes que se dan en la serie durante el mes de julio y los descensos m as
marcados en los meses de noviembre y agosto.
Las diferentes variantes de los gr acos de Buys-Ballot, guras 2.9, 2.10,
permiten precisar el comportamiento estacional de la serie. Los meses de enero
y febrero son los de menor n umero de desplazamientos. A partir de ese mes se
produce un crecimiento en el n umero de viajeros transportados hasta el mes de
octubre, cuando empieza el decrecimiento de la serie hacia los valores m nimos
de enero y febrero. Este crecimiento se ve interrumpido durante los meses de
mayo y agosto.
Asimismo, en estos gr acos destacan se observa que la evoluci on de la serie
en el largo plazo no ha sido constante, v ease la gura 2.8. Se han alternado
diferentes ritmos de crecimiento que se pueden asociar a cambios de nivel. En las
guras 2.11 y 2.12 se puede distinguir un estancamiento de la serie al comienzo
del a~ no 1991. Para evitar que esto afecte a los resultados de los contrastes
ser a conveniente aplicar  estos empleando diferentes periodos muestrales.
Contrastes
Tanto con el estad stico de KPSS como ADF, tabla 2.3, se concluye que
existe ra z unitaria en la frecuencia cero. El estad stico t sobre el componente
de tendencia recogido en la tabla 2.4 es ligeramente superior al valor cr tico 1,96
bajo el supuesto de estacionariedad para el 5% de signicaci on. Sin embargo,
el estad stico ADF sobre la serie en logaritmos incluyendo una constante y una
tendencia es 1,27 < 2,79, el valor cr tico correspondiente, de manera que no se
rechaza en este caso la hip otesis de no signicatividad de acuerdo con las tablas
de Dickey y Fuller (1981).
Existen ciclos estacionales deterministas, ya que los estad sticos de signi-
54catividad sobre las variables cticias estacionales, tabla 2.4, son en su mayor a
superiores a 3,00 y por tanto relativamente alejados del valor cr tico de referen-
cia ±1,96. No obstante, existen ciclos estoc asticos que condicionan la evoluci on
de la serie, como sugiere el contraste conjunto de CH.  Este es ligeramente su-
perior al valor cr tico 2,75 cuando no consideramos una tendencia lineal.
El estad stico de CH s olo rechaza la hip otesis de estacionariedad en las fre-
cuencias π
3 y π
2, al 5% de signicaci on. El contraste de HEGY de la misma tabla
2.3 complementa la informaci on anterior para detectar a trav es de qu e frecuen-
cias se da esto. Los estad sticos F de HEGY toman valores superiores al valor
cr tico 6,26, rechazando as  la hip otesis de ra z unitaria. Los estad sticos sobre
las frecuencias π
2 y 2π
3 son los que est an m as pr oximos a mantener la hip otesis
de integraci on. Lo mismo ocurre con el estad stico t para la frecuencia π, este
estad stico es ligeramente inferior al valor cr tico −2,76, por lo que rechaza la
hip otesis de ra z unitaria.
Se ha evaluado la robustez de estos resultados aplicando los mismos con-
trastes sobre diferentes periodos muestrales. Empleando periodos muestrales se
corrobora que la serie es I π
3(1) y I π
2(1).
Adem as, tanto el estad stico de CH como de HEGY indican que la serie
es integrada tambi en en la frecuencia 2π
3 . En particular, empleando el periodo
1994.1-2003.10, el estad stico de CH para la frecuencia 2π
3 toma el valor 1,83 >
0,75, mientras que el estad stico F de HEGY toma el valor 2,04 < 6,26.
A diferencia de lo que se pod a esperar, ni el estad stico de CH ni el de
HEGY permiten conrmar la presencia de ra z unitaria en la frecuencia π.
Para el periodo 1990.1-2003.10, el estad stico de CH es 0,06, mientras que el de
HEGY es −3,34, todav a inferior al valor cr tico −2,76. Empleando el periodo
1994.1-2000.12 el estad stico de HEGY es −3,14, todav a menor al valor cr tico,
mientras que el de CH toma un valor peque~ no, 0,07. Otros periodos muestrales
considerados no resultaron informativos.
En el resto de frecuencias, la serie no es informativa al emplear estos periodos
muestrales, ya que ninguno de los contrastes consigue rechazar su hip otesis nula,
por lo que validamos los resultados iniciales.
Conclusiones
A diferencia de lo que podr amos esperar antes del an alisis de esta serie, no
se ha detectado un cambio en la estructura del patr on estacional. Tal vez esto
se deba a que los viajeros desplazados en avi on en la CAPV son principalmen-
te viajeros de negocios en lugar de turistas, ya que se observa que en agosto
desciende de forma notable el n umero de desplazamientos.
Para el tratamiento de la serie de acuerdo con los m etodos econom etricos
tradicionales es preciso ltrar previamente las ra ces unitarias asociadas a las
frecuencia de largo plazo y a las estacionales; π
2, π
3 y 2π
3 . La serie es estacionaria
en las frecuencias π
6, 5π
6 y π. Incluyendo un t ermino constante y variables cticias
estacionales, el modelo resultante para la serie en logaritmos es el siguiente:
55(1 − L)(1 + L2)(1 − L + L2)(1 + L + L2)yt = α +
12 X
i=1
γi Di,t + t, t ∼ iid(0,1).
Tabla 2.3: TAer.CAPV en logaritmos: Contrastes de integraci on frente a esta-
cionariedad
Componentes deterministas
Ninguno C C+Td C+VFE C+Td+VFE
(l = 0) - µ = 21;41   τ = 0;73   - -
(l = 1) - µ = 10;96   τ = 0;43 - -
KPSS (l = 2) - µ = 7;43   τ = 0;33 - -
(l = 3) - µ = 5;65   τ = 0;28 - -
(l = 4) - µ = 4;59   τ = 0;26 - -
t=3;69 t= 1;60 t= 1;51 t= 0;94 t= 2;53
ADF p = 23 p = 23 p = 23 p = 12 p = 14
n.obs=214 n.obs=214 n.obs=214 n.obs=225 n.obs=223
Lπ/6 = 0;48 0;26
Lπ/3 = 0;87 0;80
CH (l = 5) - - - Lπ/2 = 0;95   0;94  
L2π/3 = 0;64 0;63
L5π/6 = 0;62 0;62
Lπ = 0;37 0;36
Lf = 2;82 2;68
n.obs 214 214 214 225 223
HEGY p = 12 12 12 1 3
t0 = 3;69  1;60  1;51  0;94  2;53
tπ =  1;66  1;66  1;66  3;00  2;79
F π
2 = 3;42 3;44 3;48 7;34   5;83
F 2π
3 = 1;20 1;20 1;20 8;28   9;14  
F π
3 = 1;17 1;12 1;15 20;05   10;68  
F 5π
6 = 2;42 2;36 2;37 13;47   13;39  
F π
6 = 0;07 0;05 0;07 13;94   10;88  
F2..,12 = 1;80 1;78 1;80 14;76 11;49
F1..,12 = 3;00 1;87 1;82 13;70 11;18
C: Constante; Td: Tendencia; VFE; Variables ﬁcticias estacionales.
‘∗ ∗ ∗’, ‘∗∗’, ‘∗’, ‘·’: La hip´ otesis nula se rechaza al 1%, 2,5%, 5% y 10% de signiﬁcaci´ on.
No se dispone de los valores cr´ ıticos para los estad´ ısticos F2..,12 y F1..,12 de HEGY.
56Tabla 2.4: TAer.CAPV en logaritmos: Componentes deterministas
AR(yt) ADF HEGYBM
Coef Estad-t Coef Estad-t Coef Estad-t
Constante 1,26 2,34 1,26 2,34 1,26 2,34
Tendencia 0,00 2,37 0,00 2,37 0,00 2,37
VFE1 −0,01 −0,33 −0,01 −0,33 −0,01 −0,33
VFE2 0,06 1,39 0,06 1,39 0,06 1,39
VFE3 0,16 3,54 0,16 3,54 0,16 3,54
VFE4 0,18 3,68 0,18 3,68 0,18 3,68
VFE5 0,11 2,30 0,11 2,30 0,11 2,30
VFE6 0,14 3,21 0,14 3,21 0,14 3,21
VFE7 0,25 5,77 0,14 5,77 0,25 5,77
VFE8 0,12 2,71 0,12 2,71 0,12 2,71
VFE9 0,22 5,59 0,22 5,59 0,22 5,59
VFE10 0,14 3,59 0,14 3,59 0,14 3,59
VFE11 0,01 0,35 0,01 0,35 0,01 0,35
FV FE 7,82 7,82 7,82
Retardos 15 14 3
No observ 223 223 223



































































cor(R, M) = −0.2359



















































































Densidad espectral estimada sobre los logaritmos







Espectro de las primeras diferencias en logaritmos
58Figura 2.7: TAer.CAPV. Correlogramas











































































59Figura 2.8: TAer.CAPV. Ciclos estacionales
Diferencia estacional



































































60Figura 2.9: TAer.CAPV. Evoluci on mensual



























Figura 2.10: TAer.CAPV. Evoluci on mensual sobre la serie en diferencias
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622.1.3. Pernoctaci on hotelera
La serie pernhot.capv recoge con periodicidad mensual el n umero de per-
noctaciones hoteleras registradas durante el periodo 1981.1-2003.12. Los datos
se han tomado de la base de datos IKERBIDE, elaborada por el Departamen-
to de Hacienda y Administraci on P ublica y el Departamento de Econom a y
Planicaci on del Gobierno Vasco, empleando para esta serie, informaci on del
Instituto Nacional de Estad stica [INE].
A pesar de que la fuente de la que se han tomado los datos no hace menci on
sobre alg un cambio en la recogida de datos, a partir del a~ no 1999 aproximada-
mente se observa que existe un cambio de nivel. Recurriendo a la fuente original
de los datos se ha encontrado que la serie hom ologa que el INE publica para
el conjunto del Estado no incluye los establecimientos de una estrella de plata
hasta el a~ no 1999. Aunque no se ha encontrado la fuente original de los datos
para la CAPV, es de suponer que esta serie de datos ha sufrido el mismo cam-
bio en su elaboraci on. A la hora de realizar el an alisis de la serie tendremos en
cuenta este cambio de nivel.
An´ alisis gr´ aﬁco
La gura 2.13 muestra varios gr acos de la serie que permiten observar las
caracter sticas generales de  esta. En la serie original se intuye la presencia de un
componente estacional, ya que parece repetirse todos los a~ nos una estructura
similar. Esto se observa tambi en en el gr aco de la serie en primeras diferen-
cias. Los gr acos de la densidad espectral estimada tambi en asocian una parte
importante de la variabildiad de la serie con las frecuencias estacionales.
La estructura general del patr on estacional es la siguiente; ve ase la gura
2.17. Desde el mes de enero se produce un crecimiento en el nivel de la serie
hasta llegar al nivel m aximo de  esta en el mes de agosto. Este crecimiento s olo
se ve interrumpido por un ligero descenso en el mes de junio. A partir de agosto
se inicia un descenso en el n umero de pernoctaciones hasta los valores m nimos
en los meses de diciembre y enero.
No obstante, no parece que este patr on de comportamiento se haya man-
tenido constante a lo largo de todo el perido muestral, ya que durante ciertos
periodos unos meses est an por encima de otros y durante otros ocurre los con-
trario. La guras 2.19 y 2.18 permiten hacerse una idea de esta evoluci on.
Principalmente se observa que, aun siendo agosto un mes t picamente con alto
grado de ocupaci on hotelera, este rasgo se empieza a reducir, sobre todo, res-
pecto a los meses pr oximos a agosto: julio y septiembre. Por  ultimo, parece que
en torno a los meses de abril y mayo ha empezado a surgir un periodo con un
nivel importante de ocupaci on hotelera.
La varianza de la serie crece a lo largo del tiempo, como se recoge en el
gr aco rango-media, donde la correlaci on entre ambas variables es 0,92. Para
evitar que la heterocedasticidad afecte a los resultados trabajaremos con los
datos de la serie en logaritmos.
Contrastes
63Los estad sticos de signicatividad sobre los componentes deterministas,
tabla 2.6, resultaron ser muy elevados en el caso de las variables cticias esta-
cionales, en torno a 7,00 en la regresi on de HEGY y todav a superiores en la
regresi on del contraste ADF. Una tendencia lineal no es, en cambio, signicati-
va. Realizando el contraste ADF con t ermino constante y tendencia se conrma
que no es signicativo el coeciente de la tendencia, ya que el estad stico obte-
nido es 2,22 < 2,79, siguiendo las tablas de Dickey y Fuller (1981). Incluyendo
variables cticias estacionales el estad stico se reduce hasta 1,91. En consecuen-
cia, para la interpretaci on de los contrastes ADF y de HEGY consideraremos
la presencia de un t ermino constante y variables cticias estacionales.
Los contrastes presentados en el tabla (2.5) recogen la siguiente informaci on.
Tanto el contraste de KPSS como el ADF determinan la presencia de una ra z
unitaria en la frecuencia cero. La secuencia de contrastes CH-HEGY revela la
existencia de ra ces unitarias en las frecuencias estacionales π
2 y π
3. En la etapa
de aplicaci on del contraste de HEGY se rechaza la hip otesis de integraci on en




Para evitar que la distribuci on de los estad sticos se vea alterada por el
cambio de nivel mencionado al principio, se ha considerado el periodo muestral
1981.1-1998.12. En este caso no es tan claro que tomar logaritmos homogeneice
la varianza, la correlaci on rango-media es −0,41. Se han realizado los mismos
contrastes con los datos de este periodo en logaritmos y transformados seg un
el algoritmo Box-Cox con un par ametro igual a 0,35, con el que la correlaci on
rango-media es 0,02.
En ninguno de los casos se ven alterados los resultados de los contrastes de
CH y HEGY. Tan s olo el estad stico conjunto de las frecuencias estacionales
de CH se reduce, siendo ahora ligeramente superior al valor cr tico 2,75. El
estad stico de HEGY rechaza la hip otesis de ra z unitaria en todas las frecuen-
cias, mientras que el contraste de CH mantiene la hip otesis de estacionariedad
en todas las frecuencias salvo en π
2 y π
3. En estas dos frecuencias el resultado
ofrecido por estos contrastes es, por tanto, contradictorio. No obstante, siguien-
do la secuencia CH-HEGY podemos concluir que la serie es integrada en estas
frecuencias.
Por  ultimo, cabe destacar el hecho de que el m etodo de selecci on del n umero
de retardos en la regresi on de HEGY, criterios BIC y Ljung-Box, no incluyan
ning un retardo. Se han aplicado otros criterios como; AIC y selecci on de retardos
signicativos, que s  eleg an un n umero mayor de retardos. Sin embargo, lo
 unico que se ha observado es que a medida que aumenta el n umero de retardos
todos los estad sticos disminuyen proporcionalmente. Este hecho es previsible
si tenemos en cuenta que un mayor n umero de regresores reduce el n umero de
grados de libertad y por tanto el estad stico tender a a mantener su hip otesis
nula. Considerando este hecho y que estos resultados no se alteran empleando
otros periodos muestrales, decidimos guiar el an alisis principalmente por los
resultados del contraste de CH.
Conclusiones
Empleando toda la muestra, la varianza de la serie se homogeneiza tomando
64logaritmos, mientras que para el periodo 1981-1998 este hecho s olo cambia el
tipo de heterocedasticidad, la varianza decrece con el tiempo. Un valor de 0,35
en el par ametro de la transformaci on Box-Cox elimina este fen omeno.
Aun teniendo en cuenta el cambio de nivel determinista producido en el a~ no
1999, debido a un cambio en la recogida de los datos, la tendencia de la serie
est a marcada por la presencia de una ra z unitaria en la frecuencia cero. No se
ha encontrado relevante la inclusi on de una tendencia lineal.
El componente estacional est a formado principalmente por ciclos determi-
nistas, salvo las ra ces unitarias encontradas en las frecuencias π
2 y π
3. El ltro
de diferencias estacionales elimina por tanto ciclos estacionarios que deber an
recogerse, en su lugar, por variables cticias estacionales.
As , el modelo que se adapta a las caracter sticas observadas en el an alisis
de la serie en logaritmos es el siguiente:
(1 − L)(1 + L2)(1 − L + L2)yt = α +
12 X
i=1
γi Di,t + t, t ∼ iid(0,1).
Tambi en es conveniente recoger mediante variables cticias el cambio de
nivel producido a partir del a~ no 1999, aunque hemos visto que no afecta a
los m etodos presentados aqu . Alternativamente se puede reducir la muestra
empleando el periodo 1981-1998, ya que contiene todav a un n umero elevado
de observaciones.
65Tabla 2.5: pernhot.capv en logaritmos: Contrastes de integraci on frente a esta-
cionariedad
Componentes deterministas
Ninguno C C+Td C+VFE C+Td+VFE
(l = 0) - µ = 14;57   τ = 0;67   - -
(l = 1) - µ = 7;72   τ = 0;38   - -
KPSS (l = 2) - µ = 5;47   τ = 0;29   - -
(l = 3) - µ = 4;39   τ = 0;25   - -
(l = 4) - µ = 3;77   τ = 0;25   - -
t=1;74 t= 0;18 t= 2;13 t=0;26 t= 1;81
ADF p = 15 p = 15 p = 15 p = 7 p = 7
n.obs=260 n.obs=260 n.obs=260 n.obs=268 n.obs=268
Lπ/6 = 0;32 0;18
Lπ/3 = 1;58   1;56  
CH (l = 5) - - - Lπ/2 = 1;35   1;28  
L2π/3 = 0;51 0;49
L5π/6 = 0;57 0;57
Lπ = 0;08 0;08
Lf = 3;11   2;93
n.obs 250 250 250 264 264
HEGY p = 14 14 14 0 0
t0 = 1;56  0;44  2;17 0;26  1;66
tπ =  3;21    3;20    3;23    4;36    4;37  
F π
2 = 1;76 1;75 1;73 21;41   21;62  
F 2π
3 = 1;61 1;59 1;58 23;53   23;66  
F π
3 = 1;59 1;58 1;58 14;40   14;31  
F 5π
6 = 2;43 2;43 2;42 15;67   15;73  
F π
6 = 0;12 0;12 0;12 29;61   30;37  
F2..,12 = 2;32 2;31 2;31 31;60 31;82
F1..,12 = 2;36 2;14 2;54 29;29 29;32
C: Constante; Td: Tendencia; VFE; Variables ﬁcticias estacionales.
‘∗ ∗ ∗’, ‘∗∗’, ‘∗’, ‘·’: La hip´ otesis nula se rechaza al 1%, 2,5%, 5% y 10% de signiﬁcaci´ on.
No se dispone de los valores cr´ ıticos para los estad´ ısticos F2..,12 y F1..,12 de HEGY.
66Tabla 2.6: pernhot.capv en logaritmos. Componentes deterministas
AR(yt) ADF HEGYBM
Coef Estad-t Coef Estad-t Coef Estad-t
Constante 0,41 0,85 0,41 0,85 0,37 0,76
Tendencia 0,00 2,04 0,00 2,04 0,00 1,87
VFE1 0,04 0,96 0,04 0,96 0,06 1,43
VFE2 0,20 3,90 0,20 3,90 0,24 4,17
VFE3 0,47 7,43 0,47 7,43 0,50 7,08
VFE4 0,60 8,59 0,60 8,59 0,64 7,52
VFE5 0,68 10,72 0,68 10,72 0,72 7,51
VFE6 0,68 11,64 0,68 11,64 0,68 6,68
VFE7 0,85 17,20 0,68 17,20 0,80 8,05
VFE8 0,87 16,48 0,87 16,48 0,80 8,33
VFE9 0,51 8,75 0,51 8,75 0,43 5,03
VFE10 0,39 8,04 0,39 8,04 0,31 4,76
VFE11 0,21 5,70 0,21 5,70 0,16 3,83
FV FE 71,78 71,78 17,31
Retardos 8 7 0
No observ. 268 268 264



































































cor(R, M) = −0.3312
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68Figura 2.14: pernhot.capv. Correlogramas











































































69Figura 2.15: pernhot.capv. Ciclos estacionales
Diferencia estacional
















Mantiene la frecuencia cero









Mantiene la frecuencia pi





Mantiene el par de frecuencias (pi/2; 3pi/2)










Mantiene el par de frecuencias (2pi/3; 4pi/3)







Mantiene el par de frecuencias (pi/3; 5pi/3)







Mantiene el par de frecuencias (5pi/6; 7pi/6)







Mantiene el par de frecuencias (pi/6; 11pi/6)
70Figura 2.16: pernhot.capv. Evoluci on mensual


































Figura 2.17: pernhot.capv. Evoluci on mensual sobre la serie en diferencias
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722.2. Series del Estado
2.2.1.  Indice de producci on industrial
La serie ipi.es recoge la evoluci on del  ndice de producci on industrial [IPI]
en el Estado durante el periodo 1975.1-2003.9. Los datos empleados se han
obtenido de la base de datos del INE.
An´ alisis gr´ aﬁco
El gr aco de la serie original muestra una serie con una tendencia creciente
cuyo ritmo de crecimiento se ve interrumpido en torno al a~ no 1992. En particu-
lar, el an alisis de observaciones at picas mediante TRAMO detecta un cambio
de nivel a partir de la observaci on 1992.10. En las guras 2.25 y 2.26 se aprecia la
presencia de un componente estacional marcado principalmente por el descenso
en el IPI durante el mes de agosto. En la serie en primeras diferencias, gura
2.20, tambi en se puede distinguir la presencia de un componente estacional.
Los gr acos que recogen la evoluci on mensual, guras 2.23 y 2.24, reejan
que los meses correspondientes al  ultimo mes de cada cuatrimestre: abril, agosto
y diciembre, son los de menor producci on industrial, especialmente agosto. Por
su parte, los primeros meses de cada trimestre tienden a sucederse en una
progresi on ascendente. Este hecho no se da de forma regular, como reejan los
cruces que se producen entre las sendas de estos meses. Los meses de mayor
producci on son octubre y noviembre.
Con lo anterior, podemos esperar que exista alguna ra z unitaria en la fre-
cuencia de largo plazo y/o en alguna frecuencia estacional, ya que no todos
los rasgos del patr on estacional detectados en los gr acos se repiten de forma
sistem atica.
En la gura 2.22 se representan los gr acos de los ltros parciales en los
que se descompone el ltro estacional, ciclos estacionales y de largo plazo. La
apariencia sinusoidal de los ltros referentes a las frecuencias estacionales con-
rma la presencia de estacionalidad. En la medida en que estos gr acos sigan
un comportamiento regular podemos esperar la existencia de una ra z unitaria
en cierta frecuencia. En este caso, las frecuencias 5π
6 , 2π
3 , y π parecen ser las
menos regulares.
Atendiendo a la varianza de la serie, el gr aco rango-media, gura 2.20, re-
eja que la correlaci on entre ambas variables es importante, 0,71, pero no parece
tan claro que tomar logaritmos homogeneice la varianza, ya que la correlaci on
pasa a ser negativa tomando un valor de −0,48. Realizando el gr aco rango-
media sobre la serie de datos hasta el periodo en que se interrumpe el ritmo
de crecimiento, 1992.9, se mantiene una correlaci on rango-media alta 0,87. De
esta forma podemos decir que existe heterocedasticidad en la estructura de la
serie y que no se debe a alg un cambio de nivel como el considerado aqu . As ,
aplicaremos e interpretaremos los contrastes sobre la serie en logaritmos.
Contrastes
La tabla 2.8 muestra que los estad sticos de signicatividad acerca de los
73componentes deterministas son relativamente altos. En particular3, las variables
cticias estacionales toman valores bastante alejados del valor cr tico ±1,96,
especialmente las que se reeren a los meses de enero, mayo, julio, agosto y
octubre. De manera que aplicaremos los correspondientes contrastes incluyendo
variables cticias estacionales.
Con los datos de la tabla 2.8 no es tan claro que una tendencia lineal sea
signicativa. El estad stico de signicatividad que se obtiene para una tendencia
lineal en la regresi on del contraste ADF, incluyendo variables cticias estacio-
nales, es 2,92, superior al valor cr tico 2,78 recogido en la tabla III de Dickey y
Fuller (1981). De manera que tambi en consideraremos signicativa la existencia
de una tendencia lineal.
Seg un los estad sticos de KPSS, tabla 2.7, se rechazan las hip otesis nulas
de estacionariedad en niveles y en tendencia, mientras que el contraste ADF
no rechaza la hip otesis nula de integraci on. De esta forma, ambos contrastes
coinciden en que la serie es integrada en la frecuencia cero. No obstante, si
consideramos la presencia de una tendencia lineal los estad sticos del contraste
KPSS se encuentran pr oximos al valor cr tico 0,146.
Para el an alisis de ra ces unitarias en las frecuencias estacionales seguimos
la secuencia de contrastes CH-HEGY, tabla 2.7. Los estad sticos de CH toman




En el caso de las frecuencias π y 5π
6 los estad sticos son muy pr oximos a los
valores cr ticos 0,47 y 0,75 al 5% de signicaci on.
Para valorar si estos resultados est an condicionados por el descenso en el
ritmo de crecimiento detectado en el an alisis gr aco, se han realizado estos
mismos contrastes empleando el periodo muestral 1975.1-1992.9, tabla 2.9.
Los resultados obtenidos muestran que, efectivamente, algunas de las ra ces
unitarias encontradas anteriormente responden a un cambio de nivel determi-
nista en lugar de a la existencia de ciclos estoc asticos. El estad stico conjunto de
CH se reduce desde un valor igual a 4,40 hasta 2,77, siendo el valor cr tico 2,75.
El estad stico conjunto de HEGY, por su parte, aumenta tambi en su valor. De
manera que, como pod amos esperar, una vez eliminado el cambio de nivel el
estad stico de CH tiende a mantener la hip otesis de estacionariedad, mientras
que el de HEGY tiende a rechazar la existencia de ra z unitaria.
Teniendo en cuenta lo anterior y que el n umero de observaciones anteriores
al cambio nivel es mayor que a partir de  este, se ha considerado m as adecuado
interpretar los contrastes empleando el periodo muestral 1975.1-1992.9.
De acuerdo con los resultados recogidos para este periodo muestral en la
tabla 2.9, la serie no es informativa en la frecuencia cero si consideramos la
presencia de una tendencia lineal. Ni el estad stico de KPSS ni el ADF consiguen
rechazar sus hip otesis nulas. A la vista del gr aco que recoge la evoluci on de
largo plazo, gura 2.22, no parece que la serie sea estacionaria en torno a una
tendencia, ya que existir an rachas de valores por encima y por debajo de esa
tendencia lineal. De modo que el largo plazo est a guiado principalmente por un
componente estoc astico. A pesar de ello, el hecho de que la serie mantenga una
3Recu´ erdese que no se conoce la distribuci´ on exacta de estos estad´ ısticos en presencia de
alguna ra´ ız unitaria, tan s´ olo que los valores cr´ ıticos se desplazan a los extremos.
74tendencia creciente a lo largo de todo el periodo muestral, permite considerar
la inclusi on de una tendencia lineal.
Los estad sticos de CH rechazan claramente que la serie sea estacionaria en
las frecuencias π
2, 2π
3 y π. S olo en la primera de estas frecuencias el estad stico
de HEGY mantiene la hip otesis de integraci on al 5% de signicatividad. El
estad stico de HEGY para la frecuencia π toma un valor pr oximo aunque inferior
al valor cr tico −2,75. En el resto de frecuencias los estad sticos de HEGY
conrman los resultados de CH rechazando la hip otesis de ra z unitaria al 5%
de signicaci on.
Para la frecuencia 5π
6 , tanto de CH como de HEGY, se encuentran muy
pr oximos a los valores cr ticos 0,75 y 6,23 y no permiten obtener una conclusi on
denitiva. Observando el gr aco del ciclo asociado a esta frecuenca, gura 2.22,
decidimos tomar una posici on conservadora y considerar que la serie es integrada
en esta frecuencia.
Conclusiones
El patr on estacional est a caracterizado por una serie de comportamientos
que se repiten sistem aticamente: Descenso en el nivel del IPI en los  ultimos
meses de cada trimestre, especialmente agosto, mientras que los niveles m aximos
se alcanzan caracter sticamente en el mes octubre. La transici on del resto de
los meses hacia estos niveles de referencia no se da de acuerdo a un patr on
determinista sino que var a de unos a~ nos a otros.
Empleando el periodo muestral 1975.1-1992.9, la serie es estacionaria en las
frecuencias π
3 y π
6, mientras que en el resto de frecuencias estacionales: π, π
2,
2π
3 , y 5π
6 , es preciso considerear la existencia de ra ces unitarias.
Aunque el largo plazo est a guiado por un un paseo aleatorio, existe una
tendencia lineal determinista sucientemente fuerte como para que la evolu-
ci on del largo plazo en la serie se haya mantenido creciente durante el periodo
considerado.
(1 − L12)
(1 − L + L2)(1 −
√
3L + L2)
yt = α + βt +
12 X
i=1
γiDi,t + t, t ∼ iid(0,1).
A partir de la observaci on 1992.10 se ha detectado un cambio de nivel que
deber a recogerse por medio de variables cticias, en caso de emplear datos
anteriores y posteriores a esta fecha.
Alternativamente, teniendo en cuenta que el ltro de diferencias estacional
elimina tambi en la ra z unitaria en la frecuencia de largo plazo y que predominan
los ciclos estacionales estoc asticos, se puede considerar el siguiente modelo:
(1 − L12)yt = α + βt +
12 X
i=1
γiDi,t + t, t ∼ iid(0,1).
75Tabla 2.7: ipi.es en logaritmos: Contrastes de integraci on frente a estacionarie-
dad
Componentes deterministas
Ninguno C C+Td C+VFE C+Td+VFE
(l = 0) - µ = 17;32   τ = 0;16 - -
(l = 1) - µ = 11;69   τ = 0;16 - -
KPSS (l = 2) - µ = 8;93   τ = 0;18   - -
(l = 3) - µ = 7;26   τ = 0;20   - -
(l = 4) - µ = 6;01   τ = 0;20   - -
t=2;78 t= 0;23 t= 1;92 t= 0;77 t= 3;01
ADF p = 23 p = 23 p = 23 p = 14 p = 15
n.obs=321 n.obs=321 n.obs=321 n.obs=330 n.obs=329
Lπ/6 = 1;99   1;34  
Lπ/3 = 1;82   1;80  
CH (l = 5) - - - Lπ/2 = 0;88 0;86
L2π/3 = 1;23   1;24  
L5π/6 = 0;79 0;77
Lπ = 0;45 0;44
Lf = 4;73   4;40  
n.obs 321 321 321 330 329
HEGY p = 12 12 12 3 4
t0 = 2;78  0;23  1;92  0;77  3;01
tπ =  0;18  0;18  0;18  3;33    3;71  
F π
2 = 0;02 0;02 0;02 10;19   12;05  
F 2π
3 = 0;61 0;6 0;6 12;99   14;36  
F π
3 = 0;50 0;50 0;50 6;01 6;25
F 5π
6 = 0;50 0;50 0;50 11;33   8;84  
F π
6 = 0;73 0;73 0;74 6;10 4;30
F2..,12 = 0;43 0;43 0;43 10;90 11;42
F1..,12 = 1;06 0;40 0;70 10;09 11;45
C: Constante; Td: Tendencia; VFE; Variables ﬁcticias estacionales.
‘∗ ∗ ∗’, ‘∗∗’, ‘∗’, ‘·’: La hip´ otesis nula se rechaza al 1%, 2,5%, 5% y 10% de signiﬁcaci´ on.
No se dispone de los valores cr´ ıticos para los estad´ ısticos F2..,12 y F1..,12 de HEGY.
76Tabla 2.8: ipi.es en logaritmos. Componentes deterministas
AR(yt) ADF HEGYBM
Coef Estad-t Coef Estad-t Coef Estad-t
Constante 0,49 2,50 0,49 2,50 0,49 2,50
Tendencia 0,00 2,92 0,00 2,92 0,00 2,92
VFE1 0,15 3,31 0,15 3,31 0,15 3,31
VFE2 0,12 2,48 0,12 2,48 0,12 2,48
VFE3 0,08 1,71 0,08 1,71 0,08 1,71
VFE4 0,09 2,44 0,09 2,44 0,09 2,44
VFE5 0,17 4,14 0,17 4,14 0,17 4,14
VFE6 0,08 1,87 0,08 1,87 0,08 1,87
VFE7 0,14 3,22 0,08 3,22 0,14 3,22
VFE8 −0,15 −3,72 −0,15 −3,72 −0,15 −3,72
VFE9 0,16 3,12 0,16 3,12 0,16 3,12
VFE10 0,21 4,11 0,21 4,11 0,21 4,11
VFE11 0,14 2,91 0,14 2,91 0,14 2,91
FV FE 10,64 10,64 10,64
Retardos 16 15 4
No observ. 329 329 329
77Tabla 2.9: log de ipi.es (1975.1-1992.9). Contrastes de integraci on frente a esta-
cionariedad
Componentes deterministas
Ninguno C C+Td C+VFE C+Td+VFE
(l = 0) - µ = 5;30   τ = 0;07 - -
(l = 1) - µ = 4;38   τ = 0;07 - -
KPSS (l = 2) - µ = 3;85   τ = 0;08 - -
(l = 3) - µ = 3;47   τ = 0;10 - -
(l = 4) - µ = 3;06   τ = 0;10 - -
t=1;49 t= 0;73 t= 2;79 t= 1;67 t= 1;75
ADF p = 23 p = 23 p = 20 p = 12 p = 12
n.obs=189 n.obs=189 n.obs=192 n.obs=200 n.obs=200
Lπ/6 = 0;20 0;22
Lπ/3 = 0;43 0;52
CH (l = 5) - - - Lπ/2 = 1;61   1;63  
L2π/3 = 1;09   1;09  
L5π/6 = 0;79 0;75
Lπ = 1;06   0;99  
Lf = 3;07   2;77
n.obs 189 189 180 200 200
HEGY p = 12 12 21 1 1
t0 = 1;49  0;73  3;56    1;67  1;75
tπ = 0;10 0;10 0;36  3;09    3;07  
F π
2 = 0;20 0;19 0;20 5;18 5;14
F 2π
3 = 0;08 0;08 0;58 10;32   10;37
F π
3 = 0;11 0;11 0;27 18;97   19;27
F 5π
6 = 0;14 0;13 0;12 6;96 6;90
F π
6 = 0;01 0;01 0;22 16;09   16;46    f
F2..,12 = 0;10 0;10 0;26 14;14 14;26
F1..,12 = 0;28 0;13 1;31 13;56 13;33
C: Constante; Td: Tendencia; VFE; Variables ﬁcticias estacionales.
‘∗ ∗ ∗’, ‘∗∗’, ‘∗’, ‘·’: La hip´ otesis nula se rechaza al 1%, 2,5%, 5% y 10% de signiﬁcaci´ on.
No se dispone de los valores cr´ ıticos para los estad´ ısticos F2..,12 y F1..,12 de HEGY.








































































cor(R, M) = −0.4761
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79Figura 2.21: ipi.es. Correlogramas












































































80Figura 2.22: ipi.es. Ciclos estacionales
Diferencia estacional





























































81Figura 2.23: ipi.es. Evoluci on mensual






































Figura 2.24: ipi.es. Evoluci on mensual sobre la serie en diferencias
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832.2.2. Matriculaci on de turismos
La serie mtur.es recoge con periodicidad mensual el n umero de turismos ma-
triculados en el Estado dutante el periodo 1983.1-2003.10. Los datos empleados
son los ofrecidos por el INE a partir de informaci on de la Direcci on General de
Tr aco.
An´ alisis gr´ aﬁco
En el gr aco que representa el largo plazo, gura 2.29, se oberva que  este
ha tenido una evoluci on bastante irregular, alternando periodos de intenso cre-
cimiento con periodos m as cortos de decrecimiento.
Se puede distinguir la estructura general de un patr on estacional que sigue el
siguiente comportamiento, guras 2.30, 2.31, 2.32 y 2.33. Los meses con mayor
n umero de turismos matriculados son julio, marzo y los meses de octubre y
diciembre. Al primero y segundo de estos meses se llega de forma gradual,
con crecimientos previos entre los meses de mayo y junio y de enero y febrero
respectivamente. En octubre y diciembre se recuperan los niveles m aximos de
la serie, despu es de una ca da brusca en agosto que se mantiene en septiembre.
En enero se alcanzan de nuevo valores pr oximos a los m nimos de la serie. En
estos gr acos tambi en parece apreciarse que el patr on estacional se hace m as
sistem atico y regular a partir de la mitad del periodo muestral.
Los gr acos rango-media de la gura 2.27 muestran que tomando logaritmos
se reduce el efecto de la heterocedasticidad, por lo que aplicaremos los contrastes
sobre la serie en logaritmos.
Contrastes
Como se pod a esperar tras el an alisis gr aco, una tendencia lineal no es
signicativa. El correspondiente estad stico de signicatividad recogido en la
tabla 2.11 toma un valor dentro del intervalo ±1,96. A pesar de que en presencia
de ra ces unitarias los estad sticos de la tabla 2.11 no siguen la distribuci on
habitual, sabemos que  esta se hace m as achatada, por lo que los valores cr ticos,
dado un nivel de signicatividad, se desplazan a los extremos. De esta forma,
podemos asegurar que la tendencia no es signicativa.
En la tabla 2.10, tanto con el estad stico de KPSS como ADF se concluye
que la serie es integrada en la frecuencia cero. Es por esto que no podemos
asegurar que el crecimiento que se aprecia en el nivel de la serie vaya a ser
sistem atico y continuado, como ya hab amos advertido en el an alisis gr aco.
Previamente al an alisis de las frecuencias estacionales tendremos en cuenta
que los estad sticos de signicatividad para las VFE recogidos en la tabla 2.11
son valores superiores a 3,00 en su mayor a y por lo tanto relativamente alejados
de los valores cr ticos de referencia ±1,96. Esto permite asegurar que existe
cierto comportamiento determinista en el ciclo estacional.
A partir de los resultados comentados acerca de la tabla 2.11 y de las re-
gularidades encontradas en el an alisis gr aco, consideramos como componentes
deterministas en la regresi on auxiliar de HEGY y ADF un t ermino constante y
variables cticias estacionales.
84Los resultados del contraste de CH, tabla 2.10, ofrecen principalmente evi-
dencia a favor de la hip otesis de estacionariedad. S olamente los estad sticos de
las frecuencias π
2 y 2π
3 est an ligeramente por encima del valor cr tico 0,75, re-
chaz andose la hipotesis de estacionariedad. El estad stico para la frecuencia 5π
6
y el estad stico de signicatividad conjunta son algo inferiores a sus correspon-
dientes valores cr ticos 0,75 y 2,75 al 5% de signicaci on.
Los estad sticos de HEGY, tabla 2.10, conrman que la serie no es integrada
en las frecuencias π
6, π
3, 5π
6 y π. Tambi en se rechaza la existencia de ra z uni-
taria en las frecuencias π
2 y 2π
3 , donde los estad sticos de CH eran ligeramente
superiores a su valor cr tico. De manera que en estas dos  ultimas frecuencias
los contrastes son en principio contradictorios.
Se han aplicado estos contrastes sobre otros periodos muestrales, empleando
datos del principio y nal de la muestra. Los estad sticos de CH tienden a no
rechazar su hip otesis nula, mientras que los estad sticos de HEGY para las
frecuencias π
2 y 2π
3 son los que m as se desplazan hacia la zona en que se acepta
la hip otesis de integraci on.
En el caso del periodo muestral 1983.1-1994.12 los estad sticos de HEGY
para las frecuencias π
2 y 2π
3 son 6,36 y 7,00 respectivamente, pr oximos al valor
cr tico 6,26. No se reducen tanto el resto de estad sticos F, que se mantienen
en la zona de rechazo de la hip otesis nula, al igual que el estad stico t para la
frecuencia π. El estad stico de CH no permite rechazar ahora su hip otesis nula en
ninguna de las frecuencias. No obstante, el comportamiento de los estad sticos
de HEGY empleando diferentes periodos muestrales y los resultados iniciales del




Por  ultimo, trabajando con los datos de la serie ltrada en las frecuencias
cero, π
2 y 2π
3 parece que permanece cierta aleatoriedad en la la serie. En particu-
lar, el estad stico de CH para la frecuencia π
6 se desplaza a la zona de rechazo
de la hip otesis nula, 1,13 > 0,75. El estad stico F de HEGY se reduce hasta
7,80, siendo todav a ligeramente superior al valor cr tico 6,26.
Conclusiones
La evoluci on en el largo plazo de esta serie est a determinada fundamental-
mente por un componente estoc astico, no siendo relevante la inclusi on de una
tendencia lineal. Los estad sticos de signicatividad conjunta tanto del contras-
te de CH como de HEGY sugieren que los ciclos estacionales son principalmente
deterministas. Aun as  se ha detectado la existencia de ra ces unitarias en las
frecuencias π
2 y 2π
3 , que generan ciclos estacionales estoc asticos. Trabajando con
la serie de datos ltrada en estas frecuencias, el estad stico de CH detecta un
ciclo estoc astico asociado a la frecuencia π
6.
El modelo m as conservador, en el sentido de minimizar el error de omitir
alguna ra z unitaria, es el que considera ra ces unitarias en la frecuencia de largo




85(1 − L)(1 + L2)(1 + L + L2)(1 −
√
3L + L2)yt = α +
12 X
i=1
γi Di,t + t, t ∼ iid(0,1).
Alternativamente, se puede especicar un modelo con menos par ametros si
se considera que el ciclo asociado a la frecuencia π
6 puede ser recogido por las
variables cticias estacionales:
(1 − L)(1 + L2)(1 + L + L2)yt = α +
12 X
i=1
γi Di,t + t, t ∼ iid(0,1).
Tabla 2.10: mtur.es en logaritmos: Contrastes de integraci on frente a estacio-
nariedad
Componentes deterministas
Ninguno C C+Td C+VFE C+Td+VFE
(l = 0) - µ = 12;96   τ = 0;86   - -
(l = 1) - µ = 7;32   τ = 0;56   - -
KPSS (l = 2) - µ = 5;22   τ = 0;45   - -
(l = 3) - µ = 4;05   τ = 0;37   - -
(l = 4) - µ = 3;32   τ = 0;31   - -
t=2;1 t= 1;96 t= 1;96 t= 1;16 t= 1;97
ADF p = 23 p = 23 p = 23 p = 2 p = 2
n.obs=226 n.obs=226 n.obs=226 n.obs=247 n.obs=247
Lπ/6 = 0;57 0;41
Lπ/3 = 0;08 0;09
CH (l = 5) - - - Lπ/2 = 0;81 0;77
L2π/3 = 0;82 0;82
L5π/6 = 0;70 0;69
Lπ = 0;09 0;09
Lf = 2;72 2;56
n.obs 223 223 223 238 237
HEGY p = 15 15 15 0 1
t0 = 1;27  1;89  2;49  1;33  2;15
tπ =  2;90    2;87    2;84    5;13    4;57  
F π
2 = 0;35 0;34 0;33 12;36   13;93  
F 2π
3 = 2;12 2;13 2;14 11;91   12;34  
F π
3 = 0;26 0;28 0;26 29;09   24;80  
F 5π
6 = 0;76 0;74 0;74 18;51   14;23  
F π
6 = 0;41 0;40 0;39 30;23   27;46  
F2..,12 = 1;51 1;49 1;47 48;58 27;70
F1..,12 = 1;53 1;70 1;93 45;18 25;74
C: Constante; Td: Tendencia; VFE; Variables ﬁcticias estacionales.
‘∗ ∗ ∗’, ‘∗∗’, ‘∗’, ‘·’: La hip´ otesis nula se rechaza al 1%, 2,5%, 5% y 10% de signiﬁcaci´ on.
No se dispone de los valores cr´ ıticos para los estad´ ısticos F2..,12 y F1..,12 de HEGY.
86Tabla 2.11: mtur.es en logaritmos: Componentes deterministas
AR(yt) ADF HEGYBM
Coef Estad-t Coef Estad-t Coef Estad-t
Constante 0,96 2,47 0,96 2,47 1 2,41
Tendencia 0,00 1,59 0,00 1,59 0,00 1,78
VFE1 −0,34 −9,22 −0,34 −9,22 −0,26 −3,89
VFE2 −0,17 −4,69 −0,17 −4,69 −0,13 −1,60
VFE3 0,03 0,82 0,03 0,82 0,09 1,20
VFE4 −0,10 −2,77 −0,10 −2,77 0,04 0,51
VFE5 −0,11 −3,31 −0,11 −3,31 0,06 0,93
VFE6 −0,14 −3,63 −0,14 −3,63 −0,05 −0,65
VFE7 0,02 0,71 −0,14 0,71 0,07 0,98
VFE8 −0,60 −16,86 −0,60 −16,86 −0,49 −7,20
VFE9 −0,52 −11,06 −0,52 −11,06 −0,45 −6,13
VFE10 −0,17 −2,91 −0,17 −2,91 −0,08 −0,98
VFE11 −0,05 −1,42 −0,05 −1,42 −0,01 −0,18
FV FE 71,91 71,91 18,82
Retardos 3 2 1
No observ 247 247 237







































































cor(R, M) = −0.2586
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88Figura 2.28: mtur.es. Correlogramas







































































89Figura 2.29: mtur.es. Ciclos estacionales
Diferencia estacional









































































90Figura 2.30: mtur.es. Evoluci on mensual






























Figura 2.31: mtur.es. Evoluci on mensual sobre la serie en diferencias
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La serie costesal.es recoge con periodicidad trimestral la evoluci on del coste
laboral medio por trabajador y mes durante el periodo 1982.I-2001.IV. Los
datos se han obtenido del Instituto Nacional de Estad stica.
Los datos de la serie original se encuentran medidos en euros corrientes,
por lo que para eliminar el efecto de la inaci on se ha deactado la serie. Para
ello se han dividido los datos originales por el  ndice de precios al consumo
[IPC]. Los datos del IPC empleados son los que ofrece el INE mensualmente, de
manera que previamente se ha transformado este  ndice en datos trimestrales.
Teniendo en cuenta que el coste salarial trimestral mide salarios medios por
trabajador y mes, se ha decidido trimestralizar la serie del IPC tomando una
media aritm etica entre los meses que conforman cada trimestre.
Con los datos originales la serie presentaba heterocedasticidad.  Esta no se
eliminaba tomando logaritmos, lo que hace suponer de nuevo que la inaci on
altera la estructura caracter stica de la serie. Tras deactar la serie de la forma
indicada anteriormente se consigue homogeneizar la varianza, v ease el gr aco
rango-media de la gura 2.34.
An´ alisis gr´ aﬁco
El gr aco de la serie original, gura 2.34, y el gr aco sobre el ciclo de largo
plazo, gura 2.36, muestran que la evoluci on de esta serie en el largo plazo
est a marcada por una tendencia que, si bien es cierto que ha sido creciente, este
crecimiento no ha sido continuo a lo largo de todo el periodo muestral.
Tanto en el gr aco de la serie original como de la serie en primeras diferencias
se observa un marcado patr on estacional, principalmente a partir del a~ no 1988.
El segundo y cuarto trimestre suponen un claro aumento en el nivel de la serie,
mientras que en el primer trimestre, el nivel de la serie se reduce notablemente.
La evoluci on del tercer trimestre no sigue un comportamiento tan sistem atico.
En el gr aco de la serie original, gura 2.34, se aprecian dos estructuras
estacionales cuyos periodos est an marcados por la evoluci on del tercer trimestre.
En el gr aco de las sendas estacionales, gura 2.37 (v eanse tambi en las guras
2.38 y 2.39), se observa que este cambio en el patr on estacional se debe a que,
durante los primeros a~ nos, el tercer trimestre toma valores inferiores al segundo,
mientras que aproximadamente a partir del a~ no 1988 esta relaci on se invierte.
En estos gr acos destaca tambi en la regularidad de la serie a partir del
a~ no 1988. Las sendas estacionales evolucionan de forma paralela, como es ca-
racter stico en los procesos deterministas. Los ciclos estacionales, gura 2.36,
mantienen adem as una amplitud relativamente constante a partir del a~ no 1988.
A pesar de la regularidad que evidencian estos gr acos, es importante tener en
cuenta el hecho de que los gr acos de las sendas estacionales sobre la serie en
primeras diferencias mantienen todav a una tendencia, principalmente el tercer
y cuarto trimestre. Suele ser habitual que se produzca esta circunstancia cuando
en la serie existe integraci on peri odica.
Contrastes
93Acerca de los componentes deterministas, en la tabla 2.12 se puede ver
que todos los estad sticos de signicatividad individual de las variables cticias
estacionales son bastante mayores en valor absoluto a los valores cr ticos te oricos
cuando no existen ra ces unitarias, ±1,96 al 5% de signicaci on. Lo mismo
ocurre con el estad stico de signicatividad para el t ermino constante.
El mismo estad stico para la tendencia se encuentra entre los valores cr ticos
de referencia ±1,96. El estad stico de signicatividad de la tendencia de acuerdo
con el contraste ADF tambi en lleva a la conclusi on de que una tendencia lineal
no es signicativa. As , aplicaremos los contrastes ADF y de HEGY conside-
rando en la regresi on auxiliar la presencia de un t ermino constante y variables
cticias estacionales.
Los estad sticos de KPSS en la tabla 2.13 muestran que el ciclo de largo
plazo no es estacionario. Incluyendo una tendencia lineal estos estad sticos se
encuentran en su mayor a ligeramente por debajo de los valores cr ticos, pero
hemos visto que una tendencia lineal no es signicativa. El contraste ADF, por
su parte, conrma que la serie es integrada en la frecuencia cero. De esta manera,
el cambio de tendencia que se observa en la gr aca a partir del a~ no 1985 no se
debe a un hecho puntual, sino a que el largo plazo de la serie est a guiado por un
componente estoc astico. Cambios de la misma naturaleza se pueden apreciar
en torno al a~ no 1990 y 1995.
Los estad sticos de CH, tabla 2.13, rechazan la hip otesis de estacionariedad
en ambas frecuencias, π y π
2. Al 5% de signicaci on, los estad sticos de HEGY
s olo detectan una ra z unitaria en el ciclo anual, frecuencia π
2, rechazando esta
hip otesis para el caso del ciclo semianual, frecuencia π.
Se ha aplicado el contraste de CH considerando el periodo muestral 1990.I-
2001.IV, es decir, desde el a~ no en que el tercer trimestre cambia su compor-
tamiento. El estad stico de CH para la frecuencia π
2 se mantiene en un nivel
parecido, 1,61 > 0,75. En el caso de la frecuencia π, este estad stico se reduce
notablemente, 0,92 pero todav a es superior al valor cr tico 0,47.
A diferencia de lo que el an alisis gr aco pod a hacernos esperar, especial-
mente considerando la evoluci on de la serie a partir del a~ no 1990, tanto los
estad sticos de CH como los de HEGY indican que la serie es integrada en
las frecuencias estacionales. Las variables cticias estacionales son en cualquier
caso signicativas.
Conclusiones
Para el an alisis estad stico de la serie es necesario considerar que la serie
es integrada en la frecuencia de largo plazo y en las estacionales. Reejo de la
aleatoriedad que implican estas ra ces son la evoluci on err atica que muestra el
largo plazo y el cambio observado en el comportamiento del tercer trimestre. No
obstante, la hip otesis de integraci on en las frecuencias estacionales se mantiene
si se considera el periodo muestral 1990.I-2001.IV, cuando el tercer trimestre
muestra una evoluci on m as estable.
Dada la robustez de los resultados obtenidos con los estad sticos de CH y
HEGY en diferentes periodos muestrales no podemos rechazar, con la infor-
maci on de estos contrastes, las hip otesis de integraci on. En tal caso el modelo
94apropiado para la serie es el siguiente:
(1 − L4)yt = α +
4 X
i=1
γiDi,t + t, t ∼ iid(0,1).
Teniendo en cuenta el an alisis gr aco anterior, se sugiere contrastar la
hip otesis de integraci on peri odica. En ese caso ser a necesario especicar un
modelo en el que la serie en diferencias peri odicas siga un proceso lineal esta-
cionario. El siguiente modelo recoge estas caracter sticas y se puede estimar por
m nimos cuadrados no lineales.
yt − αsyt−1 = µs + βs (yt−1 − αs−1 yt−2) + t, t ∼ iid(0,1) s = 1,...,4.
Tabla 2.12: costesal.es. Componentes deterministas
AR(yt) ADF HEGYBM
Coef Estad-t Coef Estad-t Coef Estad-t
Constante −2,78 −1,28 −3,55 −1,52 −1,67 −0,56
Tendencia −0,01 −1,76 −0,01 −2,03 −0,01 −0,95
VFE1 −0,67 −3,55 −0,77 −3,80 −1,12 −4,03
VFE2 −0,56 −3,78 −0,47 −3,10 −0,66 −3,38
VFE3 −0,72 −4,24 −0,77 −4,6 −1,15 −4,56
FV FE 7,62 8,25 7,91
Retardos 19 19 19
No observ. 61 60 57
95Tabla 2.13: costesal.es. Contrastes de integraci on frente a estacionariedad
Componentes deterministas
Ninguno C C+Td C+VFE C+Td+VFE
(l = 0) - µ = 4;16   τ = 0;06 - -
(l = 1) - µ = 3;31   τ = 0;10 - -
KPSS (l = 2) - µ = 2;47   τ = 0;11 - -
(l = 3) - µ = 2;07   τ = 0;24   - -
(l = 4) - µ = 1;62   τ = 0;13 - -
t=2;63 t= 2;22 t=1;17 t= 1;9 t=1;81
ADF p = 16 p = 15 p = 16 p = 19 p = 19
n.obs=63 n.obs=64 n.obs=63 n.obs=60 n.obs=60
CH (l = 4) - - - Lπ/2 = 1;79   1;79  
Lπ = 1;57   1;47  
Lf = 1;96   1;93  
n.obs 63 64 63 57 57
HEGY p = 13 12 13 19 19
t0 = 2;63  2;22 1;17  1;23 0;83
tπ = 0;98 1;19 0;88  3;62    3;54  
F π
2 = 1;49 2;92 1;38 6;00 6;01
F2..,4 = 1;3 2;52 1;17 7;75 7;61
F1..,4 = 2;96 3;34 1;31 7 5;92
C: Constante; Td: Tendencia; VFE; Variables ﬁcticias estacionales.
‘∗ ∗ ∗’, ‘∗∗’, ‘∗’, ‘·’: La hip´ otesis nula se rechaza al 1%, 2,5%, 5% y 10% de signiﬁcaci´ on.
No se dispone de los valores cr´ ıticos para los estad´ ısticos F2..,12 y F1..,12 de HEGY.







































































































































































Espectro de las primeras diferencias
97Figura 2.35: costesal.es. Correlogramas
















































































98Figura 2.36: costesal.es. Ciclos estacionales
Diferencia estacional
































Figura 2.37: costesal.es. Evoluci on trimestral en la serie deactada y en dife-
rencias
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100Cap tulo 3
Conclusiones
Los m etodos de an alisis en series temporales se han basado tradicionalmente
en el supuesto de que la serie objeto del an alisis es estacionaria. En series
macroecon omicas hemos encontrado, como pod amos esperar, que las series no
son generalmente estacionarias. En particular, suelen tener una tendencia y
habitualmente la varianza crece con el tiempo. En series estacionales, adem as,
los ciclos de periodicidad menor a la anual a menudo determinan la estructura
y evoluci on de la serie. Estos ciclos pueden ser generados, bien por componentes
deterministas, o bien por ciclos estoc asticos.
En la pr actica, el an alisis de estacionariedad previo a la modelizaci on de la
serie se ha reducido en ocasiones al paradigma del ltro slog(yt). En este
trabajo se pone de maniesto que no siempre es apropiada la transformaci on
anterior, ya que presupone que la serie es integrada de orden uno en todas
las frecuencias estacionales y de orden dos en la frecuencia de largo plazo. De
acuerdo con las aplicaciones de este trabajo, lo habitual es que la serie contenga
ra ces unitarias en alguna de las frecuencias anteriores, no necesariamente en
todas ellas.
Acerca de los contrastes estad´ ısticos empleados
En el cap tulo primero se ha visto que el error de omitir una ra z unitaria es
m as grave que el error de tratar un proceso estacionario como si fuera integrado,
ya que en el primero de los casos quedan invalidados los resultados de inferencia.
Teniendo esto en cuenta, en la secci on 1.8 se ha considerado m as prudente
guiarse por el contraste de Canova y Hansen (1995), especialmente en casos
controvertidos en los que los resultados de los contrastes de CH y HEGY son
contradictorios.
Como tambi en se ha explicado en la secci on 1.8, el hecho de que los dos
contrastes estad sticos empleados no sean independientes supone que, dado un
nivel de signicaci on con el que se decida trabajar, el nivel de signicaci on
resultante que se obtiene al aplicar los dos contrastes es desconocido. En las
aplicaciones aqu  realizadas se ha decidido guiarse principalmente por un nivel
de signicaci on del 5% en cada uno de los contrastes, en lugar de variar este
par ametro en funci on de otros criterios que, en cualquier caso, ser an intuitivos.
La principal conclusi on que se obtiene en los ejercicios de simulaci on reco-
gidos en la secci on 1.8 es que la distribuci on de cada uno de los estad sticos se
101ve alterada cuando la serie es integrada s olo en algunas frecuencias o cuando
existen ra ces pr oximas a la unidad. Teniendo en cuenta los resultados de estas
simulaciones y lo discutido en la secci on 1.8, cabe preguntarse si ser a necesario
obtener los valores cr ticos de los estad sticos de HEGY, bajo su hip otesis nula,
cuando previamente el estad stico de CH no ha rechazado su correspondiente
hip otesis nula. Si se obtuvieran estos valores cr ticos, las simulaciones anterio-
res mostrar an posiblemente alg un aspecto que permitiera juzgar de forma m as
precisa la complementariedad de estos dos contrastes.
Estas nuevas simulaciones o futuros trabajos en este campo podr an pre-
cisar el nivel de signicaci on resultante de la aplicaci on en cascada de estos
dos contrastes. Esta informaci on permitir a tambi en determinar si el nivel de
signicaci on con el que se ha trabajado en estas aplicaciones, 5% en cada uno
de los contrastes, tiende a ser demasiado conservador, o al contrario. Si se hu-
biera decidido elegir el nivel de signicaci on `arbitrariamente', no podr amos
aprovechar esta informaci on para valorar los resultados de estas aplicaciones.
Resultados de las aplicaciones
En todas las series analizadas se ha encontrado la existencia de ra ces uni-
tarias en la frecuencia cero y en alguna frecuencia estacional. A pesar de que el
planteamiento te orico de un proceso integrado supone una fuerte aleatoriedad en
la serie, en todas  ellas, salvo Paroreg.capv, existe un componente determinista
sucientemente intenso como para que el comportamiento de  estas se mantenga
relativamente estable a lo largo de los periodos muestrales considerados.
Todas las series analizadas, salvo el paro registrado en la CAPV (Paro-
Reg.capv), contienen un componente estacional permanente mixto, es decir,
existen ciclos estacionales deterministas y otros que son estoc asticos. La serie
paroreg.capv es la  unica en la que se ha propuesto el modelo slog(yt) sin
componentes deterministas salvo un t ermino constante.
En ninguna de las series analizadas se puede armar con total seguridad que
 esta sea integrada en todas las frecuencias estacionales. La serie del coste salarial
(costesal.es) es el  unico caso en el que los estad sticos de CH y HEGY mantienen
la hip otesis de integraci on en todas las frecuencias estacionales, sin embargo,
en el an alisis de esta serie se ha visto que ser a conveniente complementar los
resultados contrastando la hip otesis de integraci on peri odica.
A pesar de lo anterior, en algunos casos se ha propuesto la diferencia de
orden estacional como modelo alternativo al sugerido por los contrastes es-
tad sticos. Este modelo, adem as de incluir un n umero menor de par ametros,
permite minimizar el error de omitir una ra z unitaria cuando los contrastes
empleados no son sucientemente informativos. En el caso de que no existan
dichas ra ces unitarias el coste de este modelo ser a ineciencia en las estimacio-
nes. Pero los contrastes de signicativad ser an todav a v alidos, a diferencia de
lo que ocurre cuando se comete el error de omitir una ra z unitaria.
Los gr acos de Buys-Ballot sobre la serie en primeras diferencias reejan que
algunas de las estaciones est an guiadas por diferentes tendencias. Este hecho
puede ser se~ nal de que existe integraci on peri odica en la serie. Como comple-
mento a los resultados presentados en este trabajo, ser a interesante, por tanto,
contrastar esta hip otesis de acuerdo con la metodolog a presentada en Franses
102(1996), entre otros.
Nuevas l´ ıneas de investigaci´ on
Dado que cada estaci on tiene unas caracter sticas propias que determinan
de forma particular el contexto econ omico, pod amos esperar la existencia de
ciertas regularidades en series estacionales. Es m as dif cil justicar por medio
de argumentos de Teor a Econ omica un comportamiento estacional que no res-
ponde a fen omenos deterministas: Como el calendario, la climatolog a, etc. Sin
embargo, en la series consideradas en este trabajo hemos visto que existe un
comportamiento estoc astico asociado al componente estacional. La explicaci on
que con m as  exito se ha investigado en los  ultimos a~ nos es la analizada en
trabajos como Canova y Ghysels (1994) y Krane y Wascher (1999). En estos
trabajos se investiga la hip otesis de que el ciclo estacional no sea independiente
del ciclo econ omico. De esta forma, la inestabilidad observada en el componente
estacional responder a a las uctuaciones causadas por el ciclo econ omico.
Los trabajos anteriores no tienen en cuenta las asimetr as observadas en el
ciclo econ omico. Kim y Murray (2002), entre otros, muestran que los periodos
de expansi on del ciclo econ omico no son de la misma intensidad y duraci on
que los periodos de recesi on. Incorporar este tipo de asimetr as en el estudio de
las relaciones existentes entre el ciclo econ omico y el ciclo estacional permitir a
precisar en qu e medida est an ambos relacionados. En este sentido, los modelos
conocidos como Markov-switching models, permiten recoger las transiciones en-
tre diferentes estados del ciclo econ omico. La incorporaci on de esta metodolog a
en el estudio de los componentes transitorios y permanentes subyacentes en el
componente estacional, promete ser un  area de investigaci on que d e un nuevo
impulso al estudio de la estacionalidad en series temporales.
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