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Abstract
The cortex exhibits self-sustained highly-irregular activity even under resting conditions,
whose origin and function need to be fully understood. It is believed that this can be
described as an ”asynchronous state” stemming from the balance between excitation and
inhibition, with important consequences for information-processing, though a competing hy-
pothesis claims it stems from critical dynamics. By analyzing a parsimonious neural-network
model with excitatory and inhibitory interactions, we elucidate a noise-induced mechanism
called ”Jensen’s force” responsible for the emergence of a novel phase of arbitrarily-low
but self-sustained activity, which reproduces all the experimental features of asynchronous
states. The simplicity of our framework allows for a deep understanding of asynchronous
states from a broad statistical-mechanics perspective and of the phase transitions to other
standard phases it exhibits, opening the door to reconcile, asynchronous-state and critical-
state hypotheses. We argue that Jensen’s forces are measurable experimentally and might
be relevant in contexts beyond neuroscience.
Networks of excitatory units –in which some form of “activity” propagates between con-
nected nodes– are successfully used as abstract representations of propagation phenomena as
varied as epidemics, computer viruses, or memes in social networks [1]. Such dynamical pro-
cesses can be either in an active phase in which activity reverberates indefinitely through the
network or in a quiescent phase where activity eventually ceases; in some cases of interest they
lie at the very edge of the quiescent/active phase transition [2, 3, 4].
Some systems of outmost biological relevance cannot be, however, modeled as networks of
purely excitatory units. Nodes that inhibit (or repress) further activations are essential compo-
nents of neuronal circuits in the cortex [5], as well as of gene-regulatory, signaling, and metabolic
networks [6, 7]. Indeed, an essential feature of cortical networks is that they are composed of
both excitatory and inhibitory neurons; synaptic excitation occurs always in concomitance with
synaptic inhibition. What is the function of such a co-occurrence of excitation and inhibition?
or, quoting a recent review article on the subject, “why should the cortex simultaneously push
on the accelerator and on the brake?” [8].
Generally speaking, inhibition entails much richer sets of dynamical patterns including os-
cillations [9, 10] and counterintuitive phenomena. For example, in a nice and intriguing paper
that triggered our curiosity, it was argued that inhibition induces “ceaseless” activity in exci-
tatory/inhibitory (E/I) networks [11]. More in general, inhibition helps solving a fundamental
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problem in neuroscience, namely, that of the dynamic range, defined as follows. Each neuron
in the cortex is connected to many others, but individual synapses are relatively weak, so that
each single neuron needs to integrate inputs from many others to become active; this leads to
an explosive, all-or-none type of recruitment in populations of purely excitatory neurons, i.e. to
a discontinuous phase transition between a quiescent and an active phase [8]. In other words,
the network is either quiescent or almost saturated. This would severely constrain the set of
possible network states, hindering the network capacity to produce diverse responses to differ-
ing inputs. This picture changes dramatically in the cortex, where the presence of inhibition
has been empirically observed to allow for much larger dynamic ranges owing to a progressive
(smoother) recruitment of neuronal populations [12, 13]. This is consistent with the well-known
empirical fact that neurons in the cerebral cortex remain slightly active even in the absence
of stimuli [14, 15, 16]. In such a state of low self-sustained activity neurons fire in a steady
but highly-irregular fashion at a very low rate and with little correlations among them. This
is the so-called asynchronous state, which has been argued to play an essential role for diverse
computational tasks [17, 18, 19, 20].
It has become widely accepted that such an asynchronous state of low spontaneous activity
emerges from the interplay between excitation and inhibition. Models of balanced E/I networks,
in which excitatory and inhibitory inputs largely compensate each other, constitute –as it was
first theoretically proposed [21, 22, 23, 24, 25] and then experimentally confirmed [26, 27, 28, 29,
30]– the basis to rationalize asynchronous states. Indeed, balanced E/I networks are nowadays
considered as a sort of “standard model” of cortical dynamics [31].
In spite of solid theoretical and experimental advances, a full understanding of the phases
of E/I networks remains elusive. For instance, it is still not clear if simple mathematical models
can sustain highly-irregular low-activity phases even in the complete absence of external inputs
from other brain regions. Indeed, many existing approaches to the asynchronous state assume
that it requires of external inputs from other brain regions to be maintained [32], while some
others rely on endogenously firing neurons –i.e. firing even without inputs– for the same purpose
(see e.g. [33]). Furthermore, it is not clear from modelling approaches whether asynchronous
states can have very low (rather than high or moderate) levels of activity [32, 34, 35].
All these problems can be summarized –from a broader Statistical Mechanics perspective–
saying that it is not well-understood whether the asynchronous state constitutes an actual
physical phase of self-sustained activity different from the standard quiescent and active ones.
It is not clear either if novel non-standard types of phase transitions emerge at its boundaries.
Such possible phase transitions might have important consequences for shedding light in to the
so-called “criticality hypothesis”. This states that the cortex might operate close to the edge
of a phase transition to optimize its performance; thus, it is essential to first understand what
the possible phases and phase transitions are.
Here, we analyze the simplest possible network model including excitation and inhibition in
an attempt to create a parsimonious model –understood as the simplest possible yet not-trivial
model– of E/I networks [11]. We show, by employing a combination of theoretical and computa-
tional analyses, that the introduction of inhibitory interactions into purely excitatory networks
leads to a self-sustained low-activity phase intermediate between conventional quiescent and
active phases. Remarkably, the novel phase stems from a noise-induced mechanism that we call
“Jensen’s force” (or “Jensen’s drift”) –for its relationship with Jensen’s inequality in probabil-
ity theory– and that occurs owing to the combined effect of inhibition and network sparsity.
The low-activity intermediate phase shares all its fundamental properties with asynchronous
states and thus, as we argue, our model constitutes the simplest possible statistical-mechanics
representation of asynchronous endogenous cortical activity. Moreover, continuous (critical)
phase transions –separating the novel intermediate phase from the quiescent and active phases,
respectively– are elucidated, with possible important consequences to shed light on the criti-
cality hypothesis [36, 4, 37], and to make an attempt to reconcile the asynchronous-state and
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criticality hypotheses, putting them together within a unified framework. Finally, we propose
that the elucidated Jensen’s force might be relevant in other contexts such as e.g. gene regula-
tory networks.
1 Models and Results
1.1 Minimal model
The simplest approach to capture the basic elements of E/I networks are two-state (binary)
neuron models [21, 19], such as the one proposed by Larremore et al. [11]. The simplified
version that we consider here consists of a random-regular directed network with N nodes and
K links [38]. A fraction α of the nodes (typically α = 0.2 to mimic empirical observations in
the cortex [39, 30]) are inhibitory (negative interactions) and the rest are excitatory (positive
interactions). More specifically, the network is hyper-regular, meaning that not only all nodes
have the same inbound and outbound connectivity k = K/N , but also that each of them receives
exactly αk inhibitory inbound links and (1− α)k of excitatory ones (see Fig.1 and Methods).
At any given (discrete) time t the state of a single node, i, can be either active, si(t) = 1,
or inactive si(t) = 0. The dynamics is such that each node i integrates the (weighted) activity
of its k neighbors as sketched in Fig.1. At time t + 1, si becomes active (resp. inactive) with
probability Pi (resp. 1− Pi) given by
Pi ≡ f
(
Λi =
γ
k
∑
jωijsj (t)
)
=

0 Λi < 0
Λi 0 ≤ Λi ≤ 1
1 Λi > 1
(1)
where f is a transfer function of the input Λi, j runs over the set of (k) nodes pointing to node
i, wij is the weight of the connection from node j to node i (ωij = ±1, for simplicity), and γ is
the overall coupling-strength that acts as a control parameter.
The model is kept purposely simple in an attempt to reveal the basic mechanisms of its
collective behavior; more complex network architectures, transfer functions, and other realistic
ingredients are implemented a posteriori to verify the robustness of the results.
1.2 Mean-field approach: massively connected networks:
We start considering the case of a fully connected network. Let E and I be the total number of
excitatory and inhibitory active nodes, respectively, at a given time. These evolve stochastically
according to a Master equation (as described in Methods), from which –performing a 1/N
expansion– one readily obtains the following deterministic equations: e˙ = (1− α) 〈f (Λ)〉 − e
and i˙ = α〈f (Λ)〉 − i –where the dot stands for time derivative- for e = E/N and i = I/N ,
respectively. It follows that, in the steady state, excitation and inhibition are proportional to
each other: e/(1 − α) = i/α, i.e. they become spontaneously balanced in a dynamical way.
Moreover, the overall activity density, s = e+ i, obeys
s˙ = 〈f (Λ)〉 − s, (2)
while the difference q = e−i is simply proportional to s in the stationary state: q = (1−2α)s. In
the large network-size limit (i.e. N →∞), fluctuations in the input of each node are negligible.
In such a limit, all nodes receive the same input, and thus the mean-field approach, in which
the mean of the transfer function values (outputs) is replaced by the transfer function of the
mean input
s˙ = f (〈Λ〉)− s, (3)
becomes exact. Eq.(3) admits two trivial fixed points corresponding to the quiescent (s∗ = 0)
and saturated (s∗ = 1) states, respectively. The quiescent (resp. saturated) state is stable
3
Figure 1: (A) Upper panel: Sketch of the input received by a single node, including excitatory
(orange arrows) and inhibitory (green blunt arrows) interactions from active (colored) neighbors.
The lower panel shows the considered transfer function for probabilistic activation of nodes as
a function of the input. (B) Averaged level of activity in a fully-connected network consisting
solely of N(1 − α) excitatory nodes; it exhibits a discontinuous phase transition at γec (α) =
1/(1 − α) separating a quiescent or Down state from an active or Up one. (C) As (B) but for
a network consisting of N(1− α) excitatory and Nα inhibitory nodes. Let us remark that the
shape of the phase transition depends on our choice for the transfer function. More plausible,
non-linear, transfer functions lead e.g. to discontinuous transitions with a region of bistability
(phase coexistence) and hysteresis; however, the main results of this work are remain unaffected
(see Supplementary Information (SI) 2).
below a given value of the coupling constant, γ < γc = 1/(1 − 2α) (resp. γ > γc), while right
at γc all values of 0 ≤ s ≤ 1 are marginally stable. Thus, as illustrated in Fig.1B, the system
experiences a discontinuous phase transition at γc (i.e. the all-or-none phenomenon described in
the Introduction). Observe also (see Fig.1C) that, in agreement with intuition, as the fraction
of inhibitory nodes in the network is increased (i.e. as α grows), the overall level of activity
tends to decrease, and the nature of the phase transition is not altered: it remains discontinuous
even in the presence of inhibitory populations.
1.3 Beyond mean-field: Sparse networks
Computational analyses of the model on sparse networks reveal a phenomenology much richer
than the just described mean-field one. As shown in Fig.2 the phase transition becomes progres-
sively smoother (continuous) as the network connectivity k is reduced, and a novel intermediate
phase where the overall average activity s does not saturate to either 0 or 1 emerges. Im-
portantly, let us stress that such an intermediate phase does not appear in sparse networks of
purely excitatory nodes.
To gauge the level of network-state variability, we measured computationally the standard
deviation σs of s¯ (average of s finite-time windows for finite-size networks; see Fig.2) over
realizations. This quantity exhibits two marked peaks (Fig.2) suggesting the existence of two
phase transitions [40, 2]. The (leftmost) peak, at γec , corresponds to a transition from the
4
Figure 2: Overall steady-state averaged network activity s for the E/I model on a sparse hyper-
regular network (N = 16000) in which all nodes have the same (in-)connectivity k (with either
k = 15 or k = 40) and the same fraction of ((1 − α)k) excitatory and (αk) inhibitory inputs
(α = 0.2 here). (A, Bottom) Variance across (103) runs of the total network activity averaged
in time windows of a given length (T = 104 MonteCarlo steps) as a function of the coupling
strength γ for two different values of the connectivity k; each curve shows two marked peaks,
indicative of two phase transitions. The leftmost one, γec (k,N), shifts towards γ
e
c in the large-N
limit, obeying finite-size scaling, as illustrated by the straight line in the double-logarithmic
plot of the inset. On the other hand, the second peak is a remanent of the mean-field first-order
transition at γc = 1/(1− 2α) = 1.66... and is hardly sensitive to finite-size effects.
.
quiescent (s = 0) to the low-activity intermediate (LAI) phase. Observe that, γec exhibits severe
finite-size-scaling corrections (depending also on k) converging to γec = 1/(1−α) as N →∞ (see
the inset in Fig.2). This value of γ coincides with the mean-field transition point for the purely
excitatory subnetwork with N(1− α) units (i.e. without inhibition; see Fig.1A), justifying the
superindex e in γec . On the other hand, the second peak is located at γc = 1/(1− 2α), i.e. the
very same location of the mean-field discontinuity for the fully-connected network. These two
transition points delimit the LAI phase. There is a third relevant value, γ = γsat (within the
active phase) at which the fully-saturated solution, s = 1, emerges. As k increases, this third
point becomes closer to γc, making the second transition progressively sharper and converging
to the mean-field result.
1.4 Analytical results for sparse networks
To rationalize the novel (LAI)phase with low levels of activity, it is essential to realize that,
in the sparse-connectivity case, the input received by a given node does not necessarily take
its mean-field value, but is a fluctuating variable, making it thus necessary to consider Eq.(2)
rather than its mean-field counterpart Eq.(3). To make analytical progress it is necessary to
determine the input distribution, which is equivalent to computing the probability plj(s) that a
given node has exactly l active inhibitory neighbors and j active excitatory ones, for arbitrary
values of l and j.
Larremore et. al. made an attempt to solve this problem working with the actual (“quenched”)
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network architecture, which requires scrutinizing the (spectral) properties of the associated con-
nectivity matrices [11]. Here, we propose to tackle the problem from a complementary angle.
More specifically, we consider a random-neighbor (“annealed”) network version of the model,
in which, at each time step, the neighbors of each node are randomly sampled from the whole
network (keeping fixed the number of them as well as the fractions of excitatory and inhibitory
ones). This annealed variant of the model greatly simplifies the analytical calculations, and –
quite surprisingly– leads to results identical (up to numerical precision) to those for the original
quenched-network problem.
For the annealed version of the model one can readily write (see SI-3):
plj(s) =
(
kα
l
)(
k (1− α)
j
)
sj+l (1− s)k−j−l , (4)
which depends solely on s, i.e. the probability for any arbitrary node to be active. From this,
it follows that
〈f(Λ)〉 =
∑
l,j
plj(s)f [γ˜(j − l)], (5)
(where γ˜ = γ/k), as well as 〈Λ〉 = γ(1 − 2α)s and σ2(Λ) = γ2s(1 − s)/k for the mean and
the variance of the input distribution, respectively. Note that all these are functions of s and
γ˜, solely. Evaluating Eq.(5) is not straightforward owing to the non-linearity of f . However,
analytical insight can be obtained by Taylor-expanding around either of the two trivial solutions:
s∗ = 0 or s∗ = 1. Expanding around s∗ = 0 and keeping only leading order (linear in s)
contributions, leads to 〈f (Λ)〉 ' f (γ˜k (1− α) s) , which plugged into Eq.(2) implies that the
solution s∗ = 0 loses its stability at a critical point γec = 1/ (1− α), in perfect agreement with
the computational observations (for N →∞) Observe that the LAI noise-induced phase exists
for all finite connectivity values and emerges at γec for all k, but –owing to finite-size corrections–
larger and large networks are required to see it as the network connectivity is increased.
A similar analysis around s∗ = 1 (see SI-4) reveals that the saturated solution is stable only
above
γsat =
1− k(1− α)
(1− α)− k(1− α)(1− 2α) , (6)
again in perfect agreement with numerical findings (see Fig.2 and SI-4). As expected γsat
converges to the mean-field prediction 1/(1− 2α) for k →∞, as numerically observed.
Thus, contrarily to mean-field expectations, there exists a whole intermediate region, γec <
γ < γsat, where activity does not vanish nor saturate for E/I networks. Such a region emerges
as a consequence of input fluctuations and, hence, stems from network sparsity. Observe that
for purely excitatory networks, i.e. with α = 0, γec = γ
sat and the intermediate region vanishes.
1.5 Jensen’s force
To go beyond perturbative results, note that the difference between the exact equation for
the model on a sparse network, Eqs.(2), and its mean-field approximation, Eqs.(3), is that
〈f(Λ)〉 6= f (〈Λ〉), i.e. the non-linear function f and the network average are non-commuting
“operators”, and the reported non-trivial effects for sparse networks necessarily stem from the
difference between them:
F (γ˜, s) ≡ 〈f(Λ)〉 − f (〈Λ〉) . (7)
Observe that, as the terms in the r.h.s. depend on s, F (γ˜, s) is state-dependent stochastic force.
As shown above (and as suggested by the central limit theorem) the distribution of inputs to
any given node is centered at 〈Λ〉 and has a standard deviation that scales as 1/√k. If f was
a linear function, then 〈f(Λ)〉 = f(〈Λ〉), but as it is a convex function near the origin, then
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Figure 3: Sketch illustrating the origin of the noise-induced Jensen’s force. Each node in
a sparse network receives an input Λ which is a random variable extracted from some bell-
shaped probability distribution function P (Λ) (sketched below the x-axis) with averaged value
〈Λ〉 = γ(1 − 2α)s and standard deviation σs = (γ
√
s(1− s))/√k (see SI-3). The possible
outputs f(Λ) are also distributed according to some probability (sketched to the left of the
y-axis). Given that around Λ ≈ 0 the function f(Λ) is locally convex then, as a consequence
of Jensen’s inequality for convex functions, 〈f(Λ)〉 ≥ f(〈Λ〉) (i.e. the dotted red line is above
the blue one). Indeed, while for positive inputs, the transformation is linear, negative ones are
mapped into 0 thus creating a net positive Jensen’s force for small values of Λ (or s). The inset
shows the Jensen’s force F (γ˜, s) ≡ 〈f(Λ)〉 > −f(〈Λ〉) computed right at the critical point γc for
different connectivity values, as a function of s. Note, the negative values for large values of s
which stem from the concavity of the function f(x) around x = 1. Note that F decreases as k
grows and vanishes in the mean-field limit.
the Jensen’s inequality of probability theory (which expresses the fact that the if x is a random
variable and g(x) is a convex function, then < g(x) >≥ g(< x >)) implies that 〈f(Λ)〉 > f(〈Λ〉),
i.e. F is positive if 〈Λ〉 is near the 0, i.e. if s is relatively small.
Thus, we propose the term “Jensen’s force” to refer to F (γ˜, s) (see Fig.3). This positive
force is responsible for the destabilization of the quiescent state and the emergence of the LAI
phase. Observe that if, on the other hand, 〈Λ〉 happens to be close to 1, the function f is
locally concave and, using a reverse argument, 〈f(Λ)〉 < f(〈Λ〉), i.e. there is a negative Jensen’s
force F in the regime of very large activities (justifying the reduction of the saturated regime
with respect to the mean-field case). Finally, if parameters are such that the system lies in the
quiescent (s = 0) or in the saturated (s = 1) phase then there are no input fluctuations –i.e.
the input distribution is delta function– and the Jensen’s force vanishes.
F (γ˜, s) can be analytically calculated for some particular transfer functions f (see SI-5) but,
in general, it can be only determined numerically. For the sake of illustration, results for the
function f considered in Eq.(1) are shown in the Fig.3 (inset) for the particular case γ = γc.
Observe that F (γ˜, s) is positive for s < 1/2, negative for s > 1/2 and vanishes at s = 1/2
explaining why the steady state is precisely s = 1/2 at γc. Similar arguments work for other
values of γ˜. Let us emphasize that the magnitude of the force decreases as k grows (Fig.3, inset)
vanishing in the limit in which networks are no longer sparse.
Summing up, the sparsity-induced Jensen’s force F is responsible for the emergence of a
LAI phase in E/I networks below the mean-field critical point, γc as well as for a reduction in
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the overall level of activity with respect to the mean-field limit in a region above γc.
Let us emphasize that the annealed-network approximation fits perfectly well all compu-
tational results obtained for quenched networks, with fixed neighbors and intrinsic structural
disorder (we have computationally verified that, indeed, the quenched and the annealed versions
of the model give identical results; see SI-5). The reason for this agreement, lies in the absence
of node-to-node correlations within the LAI phase (see below), which suggests that the annealed
approximation is exact in the large-network limit. For the sake of completeness, we have com-
putationally verified that the LAI phase emerges also for other (non-linear) transfer functions,
more random (non hyper-regular) networks as well as for heterogeneous weight distributions
(see SI-5).
1.6 Phase transitions from and to the LAI phase
Fig.2 reveals the existence of two phase transitions, one at each side of the LAI phase. Around
the left-most one, at γec , we performed standard analyses of avalanches, by introducing a single
seed of activity (one active excitatory node) in an otherwise quiescent state, and analyzed the
statistics of the cascades of activations it triggers. For both, avalanche sizes and avalanche
durations, we measured scale-free distributions with the standard exponents of the unbiased
branching process [41, 42] (see SI-6). This is not surprising given the un-structured nature
of the network. Further analyses need to be done in lower dimensional systems to see if this
transition from a quiescent to a noise-induced active phase shares the critical features of stan-
dard quiescent-to-active phase transitions (known to be in the so-called directed percolation
universality class [2, 3]) or if novel behavior emerges owing to noise-induced effects. On the
other hand, the second phase transition, at γc = 1/(1− 2α) is a remanent of the original (dis-
continuous) mean-field one, and signals a (continuous) transition between states of low activity
to high activity ones. This phase transition also needs further scrutiny to be fully elucidated.
A detailed analysis of these phase transitions, as well as of their possible relevance in connec-
tion with the hypothesis that the cerebral cortex might operate at the edge of a critical point
[41, 43, 44, 4, 37] is left as an open challenge for future work (see Discussion).
1.7 Asynchronous-state features
The cortical asynchronous state is characterized by a number of key features (see also Meth-
ods) including: i) Large variability: the coefficient of variation, CV , defined as the ratio of
the standard deviation to the mean of the interspike intervals (i.e. periods of un-interrupted
silence for a given neuron/node) is large, i.e. CV ≥ 1 [14]. ii) The network-averaged pairwise
Pearson’s correlation coefficient PC is very low; actually it decays to 0 with network size re-
flecting a lack of synchronization or coherent behavior [32, 45, 25]. iii) There is a (short) time
lag between excitation and inhibition (E-I lag) meaning that an excess in excitation is rapidly
compensated by an increase in inhibitory activity, so that inhibition actively de-correlates neu-
ral populations and the network state remains stable, as theoretically predicted [25, 46, 47, 48]
and experimentally confirmed [49, 17].
As shown in Fig.4 the LAI phase –but not the quiescent nor the active ones– displays all
these key features (see figure caption for details). Moreover, in agreement with the original claim
for asynchronous states [21, 22], we verified that all along the LAI phase (and only in the LAI
phase) the dynamics is chaotic (or quasi-chaotic) in the sense of damage spreading dynamics
[50] (see SI-7). Thus, in synthesis, all the chief features of cortical asynchronous states are also
distinctive and exclusive characteristics of the LAI phase.
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Figure 4: (A) Time series of the excitatory (e; orange line) and inhibitory (i; green line) network
activity in the LAI phase (network N = 16.000). The zoom illustrates the small (one-time step)
E-I lag present in this phase. (B) Coefficient of variation (CV) vs. coupling-strength γ; CV ≥ 1
within the LAI phase, while it vanishes in the quiescent and active phases (the color code,
as in Fig.2, stands for connectivity values). (C) Time-lagged cross-correlation (CC) between
the excitation and inhibition timeseries in the LAI phase. The maximum (black dashed line)
reflects the existence of a one-step E-I lag. (D) Pairwise Pearson’s correlation (PC) between
nodes in the LAI phase as function of γ; it takes small values, but exhibits a marked peak at
the critical point γc (dotted line). The inset shows that the PCs scale with system size as 1/N
thus vanishing in the large-network limit (data for γ = 1.55, but results valid all across the LAI
phase).
1.8 Tightly-balanced networks
We now scrutinize how the region in parameter space in which the LAI phase emerges can be
maximized, thus limiting the need for parameter fine tuning to exploit the possible functional
advantages of such a regime. This is achieved by considering tightly-balanced networks (also
called detailed-balanced networks) [51, 20] in which excitatory and inhibitory inputs are tuned
to compensate mutually, so that the average input of individual nodes is kept close to 0. To do
so, it suffices to introduce in the model definition, Eq.(1), two different strengths for excitatory
and inhibitory synapses, ωe and ωi. In this way, the (leftmost) transition point is shifted to,
γec = 1/(ω
e(1− α)), while γc changes to
γc =
1
(ωe(1− α)− ωiα) (8)
which diverges to infinity if ωe/ωi = α/(1− α), implying that the largest possible LAI phase is
obtained when such a condition is met (observe that in such a limit the level of activity varies
very slowly converging to s = 1/2 as γ → ∞). But, given that e/(1 − α) = i/α, the above
condition corresponds precisely to the tightly-balanced networks for which the averaged input
of each single node, 〈Λ〉 = γ˜(ωee − ωii), vanishes. Thus, tightly-balanced networks have the
largest possible LAI phase and the largest possible dynamic range.
1.9 Experimental measurements of the LAI phase and the Jensen’s force
Is it possible to measure the Jensen’s force experimentally? We believe it is, but explicitly
designed setups would be required. First of all, let us recall that asynchronous states (i.e. LAI
phases) have been detected experimentally both in vivo and in vitro [28, 30, 27]. Importantly,
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with today’s technology, the spiking activity of more than 1000 neurons can be measured si-
multaneously (see e.g. [52]), so that much better statistics can be collected. In principle, one
should be able to compute the Jensen’s force in this type of experiments. In SI-8 we propose a
tentative experimental protocol to do so. However, we leave this programme for future research
as well as an open challenge for experimentalists.
Conclusions and Discussion
It has been long observed that neurons in the brain cortex remain active even in the absence of
stimuli [14, 15, 16]. Often, such a sempiternal spontaneous activity is steady and highly-irregular
–the so-called asynchronous state– while in some other circumstances, depending mostly on
cortical region and functional state, diverse levels of synchronization across the asynchronous-
synchronous spectrum are observed [33, 23].
While the role of synchronization in neuronal networks has been long studied [53], the role of
the asynchronous state remained more elusive [25]. Presently, it has become widely shown that
the asynchronous state emerges from the interplay between excitation and inhibition, and that
it is essential for network stability and to allow for high computational capabilities [17, 18, 19].
Our main goal here was to investigate the origin low-activity regimes in excitation/inhibition
networks, determining in particular the nature of their (thermodynamic) phases. For this, we
employed a statistical-mechanics viewpoint and searched for a modelling approach as parsimo-
nious as possible, i.e. a sort of Ising model of E/I networks. In particular, we analyzed a model
which further simplifies the one proposed by Larremore et al. [11] in a few different ways. For
example, we removed network heterogeneity both in its architecture and in the allowed synaptic
weights to allow for mathematical tractability.
Our main result is that E/I networks exhibit a non-trivial LAI phase in between stan-
dard quiescent and active phases, in which activity reverberates indefinitely without the need
of external driving, nor of intrinsically firing neurons (in contradictions to many previous be-
liefs). Such LAI phase stems purely from fluctuations and, thus, have little to do with the
specific network structure. In particular, this disproved an initial conjecture of us suggesting
that intermediate levels of activity could be related to so-called Griffiths phases. Such phases
have remarkable features [54] and have been claimed to be relevant for cortical dynamics [55];
they also emerge in between quiescent and active phases, but only in systems characterized
by structural heterogeneity and, thus, are unrelated to the novel LAI phase uncovered here.
Nevertheless, an important research line left for future work, is to analyze how the properties of
the LAI phase are altered in more structured and realistic networks including e.g. broad degree
distributions, clustered structure and modular-hierarchical organization, which might lead to
novel phenomena [56, 57, 58, 55].
Two key ingredients are necessary for the LAI phase to emerge: a spontaneously generated
dynamical balance between excitation and inhibition and network sparsity. The resulting phase
has all the statistical properties usually ascribed to asynchronous states.
An issue worth discussing is the dependence of the presented phenomena on network connec-
tivity and the connection of our work with the standard view of balanced networks as originally
proposed in the seminal work of van Vreeswijk and Sompolinski[21]. As we showed, the LAI
phase emerges out of input fluctuations and –as the input standard deviation scales with γ/
√
k–
it relies crucially on the finiteness of k, i.e. on network sparsity. However, it is important to
underline that, as we showed, the LAI phase survives even for arbitrarily large values of k, but
larger and larger network sizes N are required for it to be evident. However, it is also possible to
adopt the original scaling proposed in [21], where it was argued that if the strength of individual
synapses is of order 1/
√
k (rather than constant as here), it compensates fluctuations in the
number of actual inputs (order
√
k), leading a total input fluctuations of the same order of the
neuron firing threshold (order unity), and thus to fluctuation-controlled activations. This type
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of scaling can be easily accommodated within our approach just by replacing γ/k in Eq.1 by
γ′/
√
k; with this scaling, the critical points in terms of the new coupling constant γ′ are shifted
as k grows, and the noise-induced phase persists even in the limit of non-sparse networks. Note
also that, as illustrated here, having a sharp threshold is not a necessary ingredient for the
phenomenon to occur: the LAI phase also emerges when considering, e.g. a transfer function
such as the hyperbolic-tangent without a hard discontinuity. In other words: the Jensen’s force
is more general that a hard threshold, noise-filtering, mechanism.
In order to verify whether more realistic neuronal networks models exhibit also an interme-
diate phase, in between quiescent and standard active ones, we first scrutinized the recent liter-
ature. We found that there are two recent computational analyses of E/I networks of integrate-
and-fire neurons with (current-based or conductance-based) synapses confirming the emergence
of a similar self-sustained intermediate regime with high variability [34, 35]. This confirms that
the very general mechanism put forward here also applies to more detailed/complicated neuron
models. Furthermore, the concept of Jensen’s force sheds light on the computational findings
of these recent works.
We have also proposed a tentative protocol to challenge experimentalist to empirically mea-
sure Jensen’s forces in actual neuronal networks, either in vivo or in vitro. Even if technical
difficulties are likely to emerge, we strongly believe that Jensen’s forces are susceptible to be
observed and quantified in the lab. This research programme, if completed, would strongly
contribute to shedding light on the noisy dynamics of cortical networks, as well as on the way
it helps processing information.
Let us also comment on the relationship between the so called “criticality hypothesis” –i.e.
the idea that the cortex, as well as some other biological systems, might extract important
functional advantages from operating near the critical point of a continuous phase transition
[41, 43, 36, 59, 4, 37]– and the findings in this work. Let us emphasize that asynchronous
states and critical states have almost opposite features: the first is characterized by active
de-correlation of nodes and the second exhibits strong system-spanning correlations. Thus
Clarifying the interplay between these two antagonistic interpretations/phenomena –and ana-
lyzing them together within a unified framework– is a challenging goal [60, 61]. We believe that
our simple model (probably improved with further important ingredients such as some for of
synaptic plasticity (as e.g. in [37])) is a good candidate to constitute a unified framework to put
together asynchronous and synchronous states and the critical phase transition in between, and
to analyze these fundamental questions. Observe in particular that the LAI phase is separated
from the quiescent and active phases, respectively, by continuous phase transitions –including
critical points– whose specific details still need to be further elucidated. As a matter of fact,
having a good understanding of the main phase transitions of E/I networks is a fundamental
preliminary step to make solid progress to contribute to the criticality hypothesis.
Finally, let us mention that we are presently exploring the possibility of observing similar
LAI phases in other biological networks such as gene regulatory ones, where gene repression
plays a role equivalent to synaptic inhibition in neural networks where opposite conflicting
influences may mutually compensate to each other, leading to noise-induced phenomena. We
hope that the novel stochastic force and phase elucidated here foster new research along and
this and similar lines.
Methods
Some of the most relevant methods have been sketched in the main text. Here we detail
some important methodological aspects. Further details are provided in the Supplementary
information (SI).
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Hyper-regular networks
For the sake of mathematical tractability, we consider hyper-regular networks in which each
node has exactly kexc = k(1−α) excitatory neighbors and kinh = kα inhibitory ones pointing to
it (where α is the fraction of inhibitory nodes). For this, we follow these steps: (i) two random
regular networks, one of excitatory nodes with connectivity kexc and one of inhibitory units
with connectivity kinh are generated; (ii) k
e = k(1 − α) links (avoiding node repetitions) are
randomly chosen to point to each inhibitory node. This process got sometimes stuck due to a
topological conflict, so we re-started the process after 106 unsuccessful attempts to include new
links. Each link of the so constructed networks is taken with positive weight for interactions from
a excitatory nodes j to a inhibitory neuron i (ωij > 0) and negative for the opposite interaction
(ωji < 0). On the other hand, all weights with the excitatory (resp. inhibitory) subnetwork are
positive (resp. negative). For the purpose of illustration an hyper-regular network is shown in
SI-1.
Mean field approach
The excitatory and inhibitory populations (E,I) evolve stochastically according to a Master
equation [62] described by the following transition rates for large networks:
Ω (E, I → E + 1, I) = [N (1− α)− E] 〈f (Λ)〉
Ω (E, I → E − 1, I) = E [1− 〈f (Λ)〉]
Ω (E, I → E, I + 1) = [Nα− I] 〈f (Λ)〉
Ω (E, I → E, I − 1) = I [1− 〈f (Λ)〉] (9)
where the timescale has been set to unity, 〈f(Λ)〉 is the average probability for any given node
to become active (〈·〉 stands for network average), and factors such as N (1− α) − E (resp.
(Nα − I)) describe the number of inactive excitatory (resp. inhibitory) nodes. Performing a
1/N expansion of the corresponding Master equation [62] and keeping terms up to leading-order,
one readily obtains the following deterministic equations:{
e˙ = (1− α) 〈f (Λ)〉 − e
i˙ = α〈f (Λ)〉 − i
where the dot stands for time derivative for e = E/N and i = I/N , respectively. In particular,
considering a fully-connected system in the large size limit (i.e. N → ∞), fluctuations in the
input of each node are negligible. Thus, all nodes receive the same input, and the mean of
the transfer function values is replaced by the transfer function of the mean input, i.e. the
mean-field approach implies
〈f(Λ)〉 = f(〈Λ〉) (10)
The detailed procedure to compute these averages is presented in SI-4.
Asynchronous-state features
Coefficient of variation It is defined as the quotient of the standard deviation σISI to the
mean µISI of the inter-spike interval (ISI) on individual units:
CV =
σISI
µISI
. (11)
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Excitatory/inhibitory cross-correlation Given two time series x(t) and y(t), the Pearson
correlation coefficient of x(t) and y(t+ τ)
CC(τ) =
1
σxσy
+∞∑
τ=−∞
x(t)y(t+ τ). (12)
where σx and σy are the standard deviations of the time series x(t) and y(t), respectively and
τ is a time delay. Since we are interested in the E/I lag, we substract the mean from the time
series, i.e. we take x(t) = e(t) − µe and y(t) = i(t) − µi. This procedure ensure us a correct
normalization, so CC(τ) ∈ [−1, 1]. In this way, if CC(τ) has a peak for τ < 0, we conclude that
the activity of the inhibitory population resembles the activity of the excitatory one, but it is
shifted to the left: excitatory population spikes first and it is followed by the inhibitory one.
Pairwise correlation The Pearson’s correlation coefficient between a randomly selected pair
of nodes in the network, xi and xj , is defined as
PCxi,xj =
〈xixj〉 − 〈xi〉〈xj〉√
〈x2i 〉 − 〈xi〉2
√
〈x2j 〉 − 〈xj〉2
(13)
where 〈·〉 represents a temporal average. The total Pearson’s correlation coefficient (PC) is
computed by averaging PCxi,xj over 500 pairs of nodes for different realizations.
Chaotic behavior It is important to scrutinize the possible chaotic nature of the LAI phase
[21]. For this, we employ the standard method (particular results are shown in SI-7), consisting
in analyzing the dynamics of damage spreading [50]. The method involves the next steps: (1)
take a specific state of a network, M , and a construct an identical replica of it, M ′, in which the
state of only a randomly-chosen node is changed; (2) the Hamming distance, H –defined as the
difference of states between M and M ′– is commuted after one time step (i.e. an update of all
the nodes of the two networks) and finally, (3) H is averaged over many realizations (i.e. over
different locations of the initial damage and stochastic trajectories) obtaining the branching
parameter, B. If B < 1 perturbations tend to shrink and the network is in a ordered phase,
while if B > 1 perturbations growth on average and the network exhibit chaotic-like behavior.
Finally, for marginal propagation of perturbations, i.e. B = 1, the network is critical.
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1 Hyper-regular networks
Figure S1: Hyper-regular network with N = 20 nodes and connectivity k = 5. As in the main
text, orange nodes stand for excitation and green nodes for inhibition. For the zoomed node, the
difference between out-activity and in-activity is also shown (i.e. each node has k = 5 excitatory
(or inhibitory) outbound links as well as k(1− α) excitatory and kα inhibitory inbound links).
In particular, each node has, thus, 5 inbound inputs of which 4 are excitatory and 1 inhibitory,
as well as 5 outbound links: all of them positive por excitatory units and negative for inhibitory
ones.
2 Mean-field phase diagram for non-linear transfer functions
In the mean-field approximation, 〈f(Λ)〉 ' f(〈Λ〉) = f(γ(1 − 2α)s) (see derivation below).
Then, the equation for the activity is simply
s˙ = f(γ(1− 2α)s)− s, (1)
which has fixed points f(γ(1− 2α)s∗) = s∗. While the position of the critical point γc is robust
under changes of the transfer function, the stability of the fixed points may change. As a
consequence, the shape of the mean-field phase diagram strongly depends on the choice of the
transfer function. Since, in mean-field, the activity is bounded to lie in the interval 0 ≤ Λ ≤ 1,
it is possible to Taylor expand f(Λ) around Λ = 0 (which is always a fixed point):
f(Λ) = aΛ + bΛ2 + cΛ3 + . . . (2)
where a, b and c are un-specified parameters. This is often called a Landau expansion in the
theory of critical phenomena [1]. Note that the linear term in Eq.(1) can be absorbed into the
a term of Eq.(2), just shifting its value. The signs of the coefficients a, b, c... determine the
behaviour of stable fixed points of the system. Fig.S2 shows the phase transition arising from
different combinations of these coefficients. In particular, the rightmost figure shows the most
realistic case in which there is a region of bistability with hysteresis.
Some of the key properties of these phase transitions persist even for sparse networks, where
the LAI phase appears, as shown in Appendix 5.
2
Figure S2: Mean-field phase diagram of Eq.(1) for different choices of the transfer function
f(〈Λ〉) = f(γ(1 − 2α)s). Depending on the signs of the coefficients chosen in the Landau
expansion, we may observe discontinuous, continuous, or discontinuous with bistability types
of bifurcations (the discontinuous blue line represents unstable fixed points).
3 Distribution of the input of an individual neuron for annealed
networks
Here we discuss in detail the derivation of the distribution of inputs received by each individual
node within the annealed version of the model. If node has j excitatory active neighbors and
l inhibitory active ones, its input is given by Λjl = γ˜(j − l), with γ˜ = γ/k. At each timestep
any given node chooses randomly k connecting nodes: n inhibitory and k − n excitatory ones.
Thus, the probability to have an input of value Λjl is controlled by the probability distribution
of having j excitatory and l inhibitory active neighbors p(Λjl|n) = p(j|k − n)p(l|n). If the
average activity of the network is s, a node picked randomly will be active with probability s,
regardless of whether it is excitatory or inhibitory. As a consequence, the probability of finding
l active inhibitory neighbors out of the total n inhibitory connections is given by the binomial
distribution:
p(l|n) =
(
n
l
)
sl (1− s)n−l . (3)
Similarly, the probability p(j|n) to have a j excitatory active nodes out of k−n possible ones is
another binomial distribution. In the case of the hyper-regular model, in which we the number
of inhibitory neighbors can be written as n = kα one readily obtains
p(Λjl) =
∑
n
δn,kαp(Λjl|n) =
=
(
kα
l
)(
k (1− α)
j
)
sj+l (1− s)k−j−l , (4)
(while for regular but not hyper-regular networks this expresion becomes more involved). Note
that the above probability depends exclusively on the average activity of the network, s, and
the connectivity k, so p(Λjl) ≡ plj(s), as defined in the main text. From this, it is possible to
evaluate the averages of any function of the input. In particular, the first and second moments
of the input can be easily computed
〈Λ〉 =
k−n∑
j=0
n∑
l=0
plj(s)Λjl = γ˜ks(1− 2α) = γs(1− 2α)
〈Λ2〉 = γ˜2 [ks2 ((1− 2α)2k − 1)+ ks] ,
and, similarly, for the variance
σ2(Λ) = γ˜2ks(1− s) = γ2s(1− s)/k (5)
3
This implies that fluctuations of the input –as measured by the standard deviation σs– are
proportional to 1/
√
k, as expected from the central limit theorem [2, 3]. Also, it follows that
the states (s = 0 and s = 1) exhibit no fluctuations, and that the maximum level of fluctuations
occurs at s = 1/2, which coincides with the value of the activity at the critical point γc.
Moreover, we assumed that each node has k inbound connections and a fixed number n of
inhibitory neighbors, but, as a matter of fact, it is also possible to consider the non-regular
network case by letting k to be a random variable itself, distributed according to some arbitrary
probability distribution g(k). This generalization changes Eq.(4) to
p(Λjl) =
+∞∑
k=1
k∑
n=0
(
n
l
)(
k − n
j
)
g(k)·
· h(n|k)sj+l (1− s)k−j−l (6)
where h(n|k) is the probability of having n inhibitory neighbors, given a connectivity k. Al-
though the sum cannot be worked out analytically, it is still possible to work it out numerically.
In particular, letting g(k) to be a Poisson distribution and h(n|k) a binomial distribution with
probability α, it is possible to obtain results for Erdo˝s-Re´nyi networks.
4 Derivation of the critical and saturation points
Considering the distribution of possible inputs for each node in the annealed approximation, it
is straightforward to derive the critical and saturation points of the system. The equation for
the activity reads s˙ = 〈f(Λ)〉 − s. Given Eq.(4) it is possible to compute exactly the average
value 〈f(Λ)〉:
〈f(Λ)〉 =
k−n∑
j=0
n∑
l=0
f(γ˜(j − l))plj(s), (7)
where n is the number of inhibitory neighbors of a node, and j and l represent the number of
active excitatory and inhibitory neighbors, respectively. Although for the hyper-regular case
n = kα, we consider here a generic n value and replace it by its value at the end of the
calculation. Due to the non-linearity of the function f , it is not possible to fully solve the
problem analytically. However, it is still possible to derive relevant information from equation
(7). First of all, near the critical point γec , one expects to have a very low level of activity,
which suggests to expand Eq.(7) up to first order in s. The probability plj(s) contains a factor
sj+l(1 − s)k−j−l, so that, if k is large enough (and taking into account that for α = 0.2 we
should assume k > 5 here), all terms with j + l ≥ 2 contribute to second order in s. Thus, the
(j, l) pairs that contribute to first order are just (0, 0), (0, 1) and (1, 0). Of these terms, note
that f(Λ00) = f(Λ01) = 0, so, the only contributing one is (1, 0). Taking this value in Eq.(7)
and performing the Taylor expansion, one readily obtains
〈f(Λ)〉 = f(γ˜)
(
n
0
)(
k − n
1
)
s (1− s)k−1 '
' f(γ˜)k(1− α)s. (8)
Considering also that f(γ˜) = γ˜, we obtain
s˙ = γ(1− α)s− s, (9)
that exhibits a bifurcation at γec = 1/(1 − α) separating the quiescent phase (s = 0) from the
LAI phase (s 6= 0).
In order to obtain information about the saturation of the activity one can use the very
same procedure to expand around s = 1. Observe that now the three pairs that contribute to
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first order in (1− s) are (k− n, n), (k− n− 1, n) and (k− n, n− 1), and f(Λjl) does not vanish
for any of these terms. Introduce such values in Eq.(7), and after Taylor expanding, one finds:
〈f(Λ)〉 = f [γ˜(k − 2n)] [1 + k(1− s)]+
+ (1− s)(k − n)f [γ˜(k − 2n− 1)] +
+ nf [γ˜(k − 2n+ 1)] . (10)
To short the notation, we define
f(Λ0) ≡ f [γ˜(k − 2n)] [1 + k(1− s)],
f(Λ−) ≡ f [γ˜(k − 2n− 1)] ,
f(Λ+) ≡ f [γ˜(k − 2n+ 1)] ,
where all Λ implicitly depend on γ. Thus, depending on the value of the synaptic strength, some
the above terms can saturate, i.e. f(Λ) = 1. In fact, if we that γ > γc, then f(Λ+) = f(Λ0) = 1.
Under this assumption, replacing the value at which the bifurcation happens in Eq.(1), we obtain
γsat =
1− k(1− α)
(1− α)− k(1− α)(1− 2α) , (11)
which coincides very accurately with the point at which the activity becomes s = 1 in the sparse
model, as observed in numerical simulations (see Fig.S3). Note that at the limit k → +∞ this
coincides with the mean-field critical point, but for sparse networks, saturation occurs after γc.
Note that the mean-field can be recovered again if we let all the three functions to be f(Λ) = Λ,
i.e. none of them saturates.
Figure S3: Phase diagram as a function coupling-strength (γ) and connectivity k for a finite
size N = 16000 nodes; color code indicates the level of averaged overall activity s. This shifts
from the quiescent phase (reddish colors) to the active phase (blueish colors). Horizontal dashed
lines correspond to the critical points γec and γc at the large-N (thermodynamic) limit. The
saturation value γsat(k) corresponds to Eq.(11); results from simulation are marked as black
points. The curve γec (k,N) represents an interpolation of the values obtained from simulations,
coincides with the dashed line in the large-N limit.
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5 Robustness of the results
Here we explore the robustness of the results and conclusions presented in the main text with
respect to the modification of various modelling choices.
Changes in the transfer function
First we discuss modifications in the transfer function f(Λ), that represents the probability of
activation of a neuron with input Λ. The characteristics of the mean-field phase transition,
depend on the particular election of this function, as discussed in Appendix 2: it can be either
continuous, discontinuous, or discontinuous with bistability and hysteresis. For example, if we
use f(Λ) = tanh(Λ) for s > 0 (and f(s) = 0 otherwise), the order of the transition changes
from first order to second order. We have computationally verified that the presence of the self-
sustained LAI phase is not altered by the choice of f(Λ); it exists both in the case in which the
mean-field transition is continuous (see Fig.S4) and discontinuous with bistability and hysteresis
(see Fig.S5).
In particular, we wondered whether the asynchronous irregular spiking and other character-
istic features of the LAI phase –as reported in the main text– are exclusive of the LAI phase or
also appear in the active phase in the case in which this exhibits a low level of activity (e.g. in
the case of a continuous phase transition, such as that of Fig.6 central). Fig.S4) shows the co-
efficient of variation (CV ) and time-lagged cross-correlation (CC), revealing that both of these
quantities are approximately constant and large inside the LAI phase, but they decay quickly
as soon as the coupling parameter γ enters the active phase. We conclude that the dynamical
properties of the characteristic features of the LAI phase cannot be found in a regular active
phase, even when this also displays relatively low activity.
In the case of the continuous mean-field transition, we can take advantage of the functional
form of the hyperbolic tangent, in order to compute analytically an expression for the Jensen’s
force. If the response function f(Λ) can be expanded in Taylor series (for s > 0), we can
approximate the Jensen’s stochastic force as
F (Λ) =
+∞∑
n=0
f (n)(0)
n!
(〈Λn〉 − 〈Λ〉n) , (12)
for positive inputs. The moments of the input distribution may be computed as shown in the
previous Appendix, and thus it is possible to obtain an analytic approximation to the desired
order n. If we use f(Λ ≥ 0) = tanh Λ, performing the expansion1 we obtain that the first term
that contributes to the Jensen’s force is the one that corresponds to the third moment,
F (Λ) ≡ F (s) ' γ
3
3
α(1− α)(1− 2α)ks(1− s)(1− 2s). (13)
Observe that in this case the Jensen’s force vanishes at s = 0, 1/2, 1, in agreement with what we
noticed numerically in the main text for the case of the linear piecewise function. In particular,
let us also remark that –in the detailed-balanced case– where the mean-field term vanishes and
the dynamics is given s˙ = F (s), F (s) is of the form 2 F (s) ∼ as− bs2, showing the continuous
quiescent-active transition.
1Since we use f(Λ < 0) = 0, the response function is not analytic at the origin –hence, it cannot be Taylor
expanded at 0. However, we assume that the expansion is formally valid for all Λ > 0. A similar calculation
cannot be performed for the linear piecewise function, due to the saturation condition f(Λ ≥ 1) = 1.
2Since 0 ≤ s ≤ 1, the +cs3 does not destabilize the system, and can be ignored.
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Figure S4: (a) Phase diagram for a model using a hyperbolic tangent (for s > 0 and 0 otherwise)
as a transfer function in a hyper-regular network with N = 16000 nodes and k = 40. The critical
points, γec and γc, are marked with dotted lines. Observe the presence of an intermediate (LAI)
phase, as well as an active phase that emerges after a second-order, continuous phase transition.
(b) Coefficient of variation as a function of the coupling γ. Note that CV is approximately
constant inside the LAI phase, where it takes a large value. The value of the CV , however,
decreases as soon as one enters the active phase. (c) Time-lagged cross-correlations CC for the
points marked with symbols in the panel (a). Again, as one goes inside the active phase, the
maximum of the correlation starts decreasing, meaning that excitation and inhibition become
progressively decorrelated within the active phase.
In the case in which the mean-field phase transition is discontinuous with bistability and
hysteresis (see Appendix 2), it is also pertinent to ask whether the emerging LAI phase is able
to coexist with the active phase. In order to do that, we consider f(Λ) = Λ + Λ3 − cΛ5 and
run simulations for different initial activities s0
3. Results are presented in Fig.S5: there is
coexistence between the LAI phase (with low but non-vanishing activity) and the active phase.
Low initial activity values end up flowing to the LAI state, while higher values of s0 drive
the system to the active phase, with larger values of the activity, illustrating the bistability of
the dynamics. When γ is increased, s slowly increases, until the activity value goes over the
instability point (smaller than the mean-field value γc = 1/(1− 2α) = 1.667). Above this point,
the LAI phase becomes unstable and the system jumps into the active phase. Thus the system
exhibits bistability and hysteresis, between the LAI phase and the regular active one.
3This transfer function is similar to the truncated Taylor expansion of the hyperbolic tangent, changing signs
of the non-linear term coefficients. The c term controls the width of the hysteresis cycle, and has been set to
c = 1/2.
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Figure S5: Phase diagram for a transfer function f(Λ) = Λ + Λ3 − 12Λ5, for different initial
states s0 (see legend). The system displays bistability between the LAI phase and the active
phase in a full interval of γ values. N = 128000 and k = 15.
Changes in the network structure
Simulations for annealed and quenched hyper-regular networks show that both cases give the
same results computationally, and that such results coincide with the analytic predictions. Thus,
as analytical computations are exact only in the annealed case, the essence of the involved
mechanism has nothing to do with the network specific structure and, thus, spectral analyses
of the connectivity matrix [4, 1] do not add much to the understanding of the noise-induced
intermediate phase.
1.0 1.2 1.4 1.6 1.8 2.0
γ
0.0
0.5
1.0
s
Quenched
Annealed
Theoretical
Figure S6: Comparison between annealed and quenched networks (simulation results marked
with symbols) and the theoretical prediction for hyper-regular networks with connectivity k = 40
ad size N = 16000. The agreement between quenched and annealed hyper-regular networks
is excellent (perfect within numerical accuracy), and the agreement between these two and
analytical predictions is also excellent for sufficiently large network sizes.
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We verified computationally that the main results also emerge in more irregular networks.
In particular, simulations on Erdo˝s-Re´nyi networks also reveal the emergence of a LAI phase, as
shown in Fig.S7. Similarly, considering a Gaussian distribution of weights with variance σ2 = 1
(rather than ±1), does not affect either the existence of a LAI phase (see Fig.S7).
Figure S7: (Up) The LAI phase emerges also in (non-regular) unweighted Erdo˝s-Re´nyi networks
with mean connectivity k = 40 and N = 16000 as well as in (Down) Erdo˝s-Re´nyi networks with
a Gaussian weight distribution, k = 20 and N = 16000.
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6 Avalanches at criticality
Here we scrutinize the dynamics at the noise-induced critical point, separating the quiescent
from the LAI phase. In particular, we analyze the emergence of avalanches of activity originated
after introducing a seed of activity into an otherwise quiescent state. We observed computation-
ally that at the quiescent-active critical point γec the system displays avalanches –whose sizes
and durations are distributed as power-laws as P (S) ∼ S−τ and P (T ) ∼ T−α, respectively–
thus compatible with those of the unbiased branching process (see Fig.S8).
Figure S8: Distribution of avalanche sizes (left) and durations (right) at the critical point γec for
different system sizes (see legend) in a hyper-regular network with k = 15. Black dotted lines
are guides to the eye showing the theoretical values for the unbiased branching process.
On the other hand, at the second critical point, γc –separating the LAI from the active
phase– there are not scale-free avalanches, but just excursions of the global activity around its
mean value (results not shown).
7 Damage spreading in the asynchronous state
As shown in Fig.S9a, all across the LAI phase we observe a value of B > 1, and, as a consequence,
chaotic behavior, as previously suggested for asynchronous states [2]. Moreover, as shown in
Fig.S9b, flipping a small number of nodes (e.g. 10 nodes) the networks fulfill completely different
dynamical states in the LAI phase. Thus, by computing the difference between states in M
and M ′, averaged in time for sufficiently large times (Hst), one observes that –within the LAI
phase– this difference takes almost the same value as the network activity, revealing that the
active sites become rapidly uncorrelated in both replicas, reflecting again the chaotic nature of
the LAI phase.
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Figure S9: (a) Branching function B in damage spreading experiments (averaged over 104
runs). Black dotted lines represent marginal propagation of activity, i.e. critical dynamics. All
across the LAI phase, the dynamics propagates in a chaotic way B > 1, while in the quiescent
and active phases, the Hamming distance is smaller than 1. (b) Average over runs for the
time-averaged Hamming distance in the steady state 〈Hst〉, over T = 104 MonteCarlo steps;
the two initial replicas are different in a small number (10) of nodes. In this case, within
the LAI phase the difference between the two replicas 〈Hst〉 is very close to the steady state
density, indicating that activity becomes uncorrelated between them (node states coincide only
by chance). Simulations run for hyper-regular networks with N = 16000, k = 40 and α = 0.2.
8 Experimental measurement of Jensen’s force
In order to explicitly observe and measure Jensen’s forces in the laboratory, we propose the
following (preliminary) experimental protocol:
(i) Consider observations of neuronal activity in the asynchronous state such as those already
in the existing literature. Measure the average network activity s(t) as a function of time (in
discrete time bins) and determine the value s(t+1) as a function of the activity at the preceding
timestep s = s(t) for all possible observed values of s and average across the steady-state time
series to obtain good statistics. This procedure provides us with an empirical estimation of the
averaged response transfer function as s(t+1) = 〈f(Λ)〉exp (as easily derived from Eq.(??)). Let
us remark that there exist publicly available empirical datasets (e.g. for the rat and cat cortex;
see [5] and refs. therein) that can be used for this purpose, though better statistics including
many more neurons and longer observations times would be highly desirable.
(ii) Extract individual neurons from the same tissue under study and determine empirically
in vitro their associated transfer function fexp(Λ) (where Λ is the input). We believe that this
is experimentally feasible as similar measurements have been already successfully performed
[6, 7]. If, in the experiments, the responses of diverse neurons are different, a sort of averaged
neuron response should be constructed as a proxy for fexp(Λ) [6].
(iii) Measuring the membrane potential, it should be possible to estimate the averaged input
received by a single neuron in the network, 〈Λ〉 and using the result of (ii) it should be possible
to compute fexp(〈Λ〉).
(iv) The state-dependent Jensen’s force is then determined using Eq.(??), i.e.
F (Λ) = 〈f(Λ)〉exp − fexp (〈Λ〉) . (14)
The theory presented here predicts a non-linear and non-monotonic behavior for F (Λ),
similar to that of the inset of Fig.3. Note also that the theoretical prediction could be refined
and made more specific by implementing in the theoretical model the empirically determined
transfer function, fexp(Λ). This change might hinder analytical calculations, but would be
straightforward to implement in computational analyses of our simple model, that would lead
to a specific prediction for the Jensen’s force in the experimental setup. In any case, for states
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of low activity the difference between the averaged response within the network 〈fexp(Λ)〉 is
expected –according to the theory developed here– to be larger than the response of individual
neurons to the average activity fexp (〈Λ〉), i.e. there should be a repulsive stochastic force,
inducing fluctuating states of low-activity, and this should be observed in the experiments.
We leave this programme –which is very likely to need refinements to account for a num-
ber of potential experimental pitfalls, such as statistical error from subsampling, time-binning
ambiguities, heterogeneous response of individual neurons, etc.– for future research and as an
open challenge for experimentalists.
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