ABSTRACT Multidimensional magnetic resonance spectroscopy (MRS) serves as a valuable tool to analyze metabolites in medical imaging, complex chemical compounds in the chemistry, and protein structures in biology. The data acquisition time, however, is relatively long because it increases exponentially with dimensions. Non-uniform sampling is an effective way to accelerate the data acquisition and a proper reconstruction method is necessary to obtain a full spectra of high quality. A state-of-the-art low-rank Hankel matrix method has shown a great ability to reconstruct the low intensity broad peaks and increase the effective sensitivity of the reconstructed spectra. However, this technology faces the challenge of slow computation time because minimizing the rankness encounters the time-consuming singular value decomposition in the iterative algorithm. This heavily prohibits the method from processing higher dimensional MRS. In this paper, a low-rank matrix factorization method that avoids singular value decomposition is introduced to enable fast MRS reconstruction without sacrificing the spectra quality. Combined with a designed parallel computing architecture, the proposed approach can speed up the computation of low-rank approach with a factor up to 150 and enables reconstructing the challenging 3-D MRS within 15 minutes.
I. INTRODUCTION
Magnetic resonance spectroscopy (MRS) is one of the most important tools to analyze metabolites in medical imaging, complex chemical compounds in the chemistry and protein structures in biology. Although 1-dimensional (1D) spectra have served to identify fruitful chemical information, multidimensional MRS are strongly desired to unfold the coupling between different nuclear, e.g. hydrogen, carbon, and oxygen [1] . Thus, high-dimensional MRS has been used to study the intermediates of chemical reactions and determine the complex structures of proteins [2] - [4] . The resulting challenge is the long data acquisition time since the duration of a multidimensional MRS experiment is proportional to the number of measured data points which increases rapidly with spectral resolution and dimensionality [5] . The non-uniform sampling (NUS) [6] - [10] has been shown to dramatically save the measurement time by reducing the total acquired data points.
Reconstructing the complete spectrum from NUS data can mathematically be viewed as solving an underdetermined inverse problem. Thus, additional reasonable constraints are required to reconstruct the complete high quality spectrum [6] , [7] , [10] - [18] . Typical constraints include the maximum entropy [6] , [7] and sparsity [13] - [18] of the spectrum. The former method assumes the spectrum carries the maximal entropy while the latter one assumes few non-zeros values in the spectrum. Despite the evident success of sparsity in compressed sensing [13] - [16] , [18] , it has been recently found that broad spectral peaks deviate from the sparseness assumption and thus spectral line shape distortions and even suppression of low strength signals have been observed [11] .
The low rank Hankel matrix (LRHM) method [11] exploits the minimal number of spectral peaks thus avoids assumption on the few non-zero values of spectrum in the compressed sensing. Broad peaks in low intensities can be recovered much better by using LRHM than compressed sensing [11] , implying the effective sensitivity improvement in the reconstructed spectra [19] . The LRHM also achieves comparable reconstruction for narrow peaks as compressed sensing does. In theory, the LRHM makes use of the basic model in MRS signal processing that free induction decay (FID) data acquired on spectrometer are composed of exponential functions [10] , [20] , [21] , [25] and the rank of Hankel matrix converted from FID is equal to the number of spectral peaks [20] , [21] . The rank will be low if the number of spectral peaks is much smaller than the number of FID data points [11] . Thus, LRHM is theoretically adapted to MRS reconstruction [22] .
However, the computation of LRHM [11] is time consuming due to the usage of singular value decomposition (SVD) in the reconstruction model (See Section II. B for more details). The LRHM seeks for the lowest rank by minimizing a nuclear norm, defined as the sum of singular values in SVD, of the target Hankel matrix. The computational complexity of SVD is proportional to the 3 power of the matrix size [23] and SVD will be called in approximately 100 times during the iterative reconstruction process of LRHM. Thus, the computation becomes expensive when a large size matrix is involved. For example, to compute SVD of a Hankel matrix converted from a 256 × 256 data, half an hour is required on our computing server with 128 GB memory and two physical central processing units at 2.2 GHz. The long computational time of LRHM prohibits its applications from higher-dimensional, e.g. 3D, MRS experiments.
In this work, a low rank Hankel matrix factorization (LRHMF) approach is introduced into NUS MRS to save the computation time by avoiding SVD and a parallel computing architecture will be designed to enable faster reconstruction.
II. BACKGROUND A. NON-UNIFORM SAMPLING PATTERNS FOR 2D AND 3D MRS
Sampling of indirect time dimension formed the basis for modern multidimensional MRS. For 2D MRS, as shown in Fig. 1(a) , the 2D FID signals are represented in the time (t 1 ) -time (t 2 ) plane, where t 1 and t 2 are located in the indirect dimension and direct dimension, respectively. For 3D MRS, the 3D FID signals are represented in the time (t 1 ) -time (t 2 ) -time (t 3 ) cube, as shown in Fig. 1(b) , where t 1 and t 2 are located in the indirect plane while t 3 is in the direct dimension. The spectrum is obtained by performing the multidimensional Fourier transform on the acquired FID [1] , [7] , [24] . The multidimensional MRS experimental time is mainly dominated and proportional to the total number of samples in indirect dimension [7] . To reduce data acquisition time, 1D NUS is commonly performed along the indirect dimension for 2D MRS [13] , [14] , [16] , and 2D NUS is performed on the indirect plane for 3D MRS [5] , [7] , [15] .
B. LOW RANK HANKEL MATRIX RECONSTRUCTION FOR MRS
The LRHM [11] was designed to reconstruct the 2D MRS. The full time domain signals, also called FID, of 2D MRS were undersampled in the indirect dimension and fully sampled in the direct dimension. This is not surprising since data acquisition in the indirect dimension is time consuming while acquiring data in the direct dimension is fast [13] , [14] . Then, a full 2D FID is obtained by repeating the reconstruction of every 1D NUS FID as marked with red rectangle in Fig. 1(a) .
In the LRHM [11] , the time domain signal of 1D FID is usually modelled as the sum of 1D exponential functions as follows
where r is the r th spectral peak, a r the complex amplitude, The full 1D FID x of a spectrum can be reconstructed from NUS data by enforcing the low-rank constraint [11] according to
where R is an operator converting the FID into a Hankel matrix Rx, · * denotes the nuclear norm as an indicator of matrix rank, · 2 2 is the square of l 2 norm that measures data consistency, and λ is a regularization parameter that trades off between the low rankness and data consistency. Overall, the LRHM seeks for a minimal number of spectral peaks subject to the acquired data.
The LRHM has achieved the state-of-the-art results in 2D MRS reconstruction. Since the rankness does not depend on the width of peaks, the LRHM recovered the broad peaks much better and achieved comparable narrow peaks than compressed sensing [11] . LRHM was considered to improve the sensitivity of spectra reconstruction [19] since broad peaks may be in in low intensities because of the fast signal decay. In theory, the LRHM makes use of the basic model in MRS signal processing that FID data are composed of exponential functions and the rank of Hankel matrix converted from FID is equal to the number of spectral peaks [10] , [20] , [21] , [25] . The rank will be low if the number of spectral peaks is much smaller than the number of FID data points [11] . Thus, LRHM is considered to be theoretically adapted to MRS reconstruction [22] .
However, the low rankness was achieved with minimizing the nuclear norm, defined as the sum of singular values. Thus, thus one has to encounter with expensive computation of SVD if the reconstruction problem is solved with Eq. (1). Therefore, how to reduce the computation for MRS will be important for applications. This motivates the proposed approach in this work.
III. METHOD
For the sake of saving the computation time of LRHM, the SVD-free-based reconstruction model, parallel computing architecture and 2D NUS data reconstruction model, are developed here. The first two enable fast computation while the third one allows to reconstruct the more challenging 3D MRS.
A. LOW RANK HANKEL MATRIX FACTORIZATION FOR MRS RECONSTRUCTION
For any matrix V, its nuclear norm V * can be computed according to
by factorizing V into two matrices P and Q [26] , [27] . The
F denotes the square of Frobenius norm of a matrix and superscript H stands for the Hermitian transpose. Then, substituting Eq. (3) into Eq. (2), the full 1D FID x is reconstructed according to
The model in Eq. (4) is named as Low Rank Hankel Matrix Factorization (LRHMF) approach. In this model, computing SVD is no longer necessary since the nuclear norm term, defined as the sum of singular values, has been removed. Thus, this introduced model enjoys the possibility to reconstruct the spectrum much faster than LRHM. To solve Eq. (4), the Alternating Direction Method of Multipliers (ADMM) [11] is adopted due to its fast computation.
The augmented Lagrangian of Eq. (4) is
Then, the solution of Eq. (5) is obtained by alternately solving the following sub-problems:
and the whole algorithm is summarized in Table I . 
B. LOW RANK BLOCK HANKEL MATRIX RECONSTRUCTION MODEL
A more difficult task is to reconstruct 3D MRS. The 3D spectroscopy experiments are commonly conducted to determine more complex structures of proteins but the data acquisition time may last for up to several days [7] . To accelerate the data acquisition, the NUS can be performed on the 2D indirect plane as shown in Fig. 1(b) [7] , [15] . Then, reconstructing a full spectrum requires estimating those unsampled measurements. Although the LRHM has been successfully applied into 1D NUS data reconstruction for 2D MRS [11] , how to explore the low rankness of 2D NUS data in the indirect plane to reconstruct the more challenging 3D MRS remains unknown.
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The FID, i.e. the time domain signal, of 2D MRS is modelled as the sum of product of 1D exponential functions [28] . The 2D FID X in indirect plane is mathematically expressed as
a r e j2πf 1,r m t 1 e j2πf 2,r n t 2 ,
where r is the r th spectral peak, a r the complex amplitude, f k,r (k = 1, 2) and t k (k = 1, 2) the central frequency and time delays in the t k (k = 1, 2) indirect dimensions, respectively. If 1 ≤ m ≤ M and 1 ≤ n ≤ N , then the total number of 2D data points will be M × N . Performing NUS in the indirect plane implying that only partial m ∈ [1, M ] and n ∈ [1, N ] are acquired in the experiments. Thus, X is an incomplete matrix and one has to incorporate the priors to restore those missing entries. In this work, we will explore the limited number of peaks with the low rank matrix representation.
To explore the low rankness of 2D NUS data, a block Hankel matrix is constructed as shown in Fig. 2 . First, each row of the 2D NUS data are first converted into a Hankel matrix according to the LRHM [11] . Then, these matrices are treated as sub-matrices and filled into another larger size matrix, which is called block Hankel matrix [28] , [29] . The whole process can be interpreted mathematically as follows.
Given a M ×N matrix X, x m (m = 1, 2, · · · , M ) represents the m th row of X. The x m is first transformed into its Hankel matrix Z m according to
where x m,g denotes the g th element of x m while K is a parameter that defines the number of rows in the Hankel matrix. The size of Z m is K × (N − K + 1). Once Hankel matrices Z m (m = 1, 2, · · · , M ), corresponding to all rows in X, are prepared, a block Hankel matrix B is constructed as follows
meaning that each entry of B is a Hankel matrix. The size of
]. This transform, from a matrix X to a block Hankel matrix B, is denoted as an operator G. In our implementation, K and L are integers that are chosen to approach N /2 and M /2, respectively. Then, the size of the block Hankel matrix is approximately (MN /4) × (MN /4), which increase exponentially as the size of the original 2D matrix X grows. For example, the size of block Hankel matrix reaches 2048 × 2048 when M = 128 and N = 64.
A nice property of the block Hankel matrix is that its rank is equal to the number of spectral peaks of the 2D spectrum [28] , [36] . Therefore, this block Hankel matrix B will be low rank if the number of spectral peaks is much smaller than the number of data points in the 2D FID. With this property, one can extend the low rank models in Eqs. (2) and (4) to reconstruct 2D NUS data.
The low rank block Hankel matrix reconstruction model for 2D NUS is
where x represents the vector form of X,R the constructing process of block Hankel matrix,Ũ the 2D NUS. Then, the Eq. (10) can be tackled with the same algorithm listed in Table I . By looping over all indirect planes, the full 3D FID can be finally obtained.
C. PARALLEL COMPUTING IN 3D MRS RECONSTRUCTION
As discussed above, the reconstruction is performed separately on each 1D (or 2D) NUS data in the indirect dimension (or indirect plane) for 2D (or 3D) MRS. Thus, it is possible to effectively accelerate the computation by making use of the parallel architecture, e.g. multiple processing cores, on modern computers. Fig. 3 shows the designed parallel architectures. The reconstruction task for each 1D (or 2D) NUS data are assigned to multiple processing cores. For 2D MRS, parallel computing is not necessary since the total reconstruction time of LRHM is approximately 11 seconds, which is short enough (see Fig. 6 in Section IV).
For 3D MRS, parallel computing constitutes an important step since the reconstruction is very time consuming. LRHMF with parallel architectures reduces the reconstruction time by a factor of 5.6 on our computer equipped with 2 Intel Xeon E5-2650v4 CPUs (24 computing cores in total) and 128 GB memories.
One may consider to employ parallel computing in LRHM for 3D MRS. However, the size of block Hankel matrices of indirect planes is very large. Consequently, simultaneously performing SVD on these block Hankel matrices has a huge demanding of computer memories. In this situation, on the one hand, 128GB memories on our computer server cannot meet the demand of parallel computing. On the other hand, even if the computer possess enough memories, performing SVD on the huge block Hankel matrices in parallel case may slow down the whole computing system. In practice, the introduction of parallel computing in LRHM does not obtain time acceleration on our platform.
IV. RESULTS
The introduced approach, LRHMF, will be compared with the state-of-the-art LRHM method [11] . The reconstruction performance will be evaluated on 2D and 3D MRS for proteins.
The 2D MRS (Fig. 4(a) ) is a 1 H-15 N HSQC spectrum of the intrinsically disordered cytosolic domain of human CD79b protein from the B-cell receptor. This 2D spectrum is measured at the following conditions: 300 µM 15 N-13 C labeled sample of cytosolic CD79b in 20 mM sodium phosphate buffer, pH 6.7 was used to obtain the fully sampled 2D 1 H-15 N HSQC with 256 complex points in the 15 N dimension at 55 • C on 800 MHz Bruker AVANCE III HD spectrometer equipped with 3 mm CPTCI cryoprobe [30] . The 3D MRS (Fig. 7(a) ) is a HNCO Spectrum the U-[ 15 N, 13 C] RNA recognition motifs domain of protein RNA binding motif protein 5. This 3D spectrum is measured with the following conditions: 1.5 mM uniformly 15 N, 13 C-labeled RBM5 RRM2cd in MRS buffer with 10% D 2 O or 100% D 2 O were used to obtain fully sampled 3D HNCO spectrum at 25 • C on a Bruker DMX600 spectrometer with a cryoprobe [31] .
The preprocessing of the MRS data is as follows: The direct dimensions of the fully sampled 2D and 3D spectra were first processed using NMRPipe software [32] in a routine processing manner and imported for consecutive reconstruction by the LRHM [11] and LRHMF methods. The 35% Poissongap NUS [33] was generated for 2D HSQC fully sampled spectrum, while a 30% uniform random sampling table was generated for 3D HNCO full reference spectrum.
The code of this work will be released at authors' website: http://www.quxiaobo.org/project/LowRank_Hankel _NMR/ Fast_Hankel_NMR.zip.
A. RECONSTRUCTION OF 2D MRS
The reconstruction efficiency of the proposed approach is first evaluated on a 2D HSQC spectrum (Fig. 4(a) ) of the intrinsically disordered cytosolic domain of human CD79b protein from the B-cell receptor. After 11.6 seconds' computation, the spectrum (Fig. 4(d) ) is faithfully reconstructed by LRHMF while the spectrum of LRHM still exhibits obvious artefacts (Fig. 4(b) ). In the end, LRHM takes about 46 seconds to produce consistent spectrum (Fig. 4(c) ) as LRHMF. Regressions analysis (Fig. 5 ) confirms that both methods produce similar peak intensities. Moreover, the computation time is approximately reduced by a factor of 4 ( Fig. 6(a) ) for the 2D MRS reconstruction using the LRHMF. These observations imply that the introduced approach significantly accelerates reconstruction without sacrificing spectral quality. Figure 7 shows the reconstructed 3D HNCO spectrum [31] . Fig. 6(b) shows that the LRHM needs almost 27 times of computation time than the LRHMF for the 3D spectrum reconstruction. Within 1.3 hours, the LRHM produced unsatisfactory spectrum (Fig. 7(b) ) with many missing peaks while the LRHMF reconstructed spectral peaks very well (Fig. 7(c) ). Both the reconstructed spectrum (Figs. 7(c) and (d) ) and peak intensity correlation analysis (Fig. 8) imply that the new approach leads to consistent reconstruction as LRHM although significant reduction of computation time is achieved. Besides, the consumed time of LRHMF can be further reduced to 0.24 hour if the parallel computing is performed over indirect planes. Overall, the parallel LRHMF accelerates the reconstruction by a factor of nearly 150 than the LRHM. This acceleration factor is significant and enables the 3D MRS reconstruction time in the order of minutes.
B. RECONSTRUCTION OF 3D MRS

V. DISCUSSIONS
In this section, the effect of the regularization parameter λ of the LRHMF model in Eq. (4) on the reconstructed spectrum will be analyzed. A noiseless spectrum (Fig. 9(a) ) FIGURE 8. Peak intensity correlation for 3D HNCO spectrum. (a) and (b) are peak intensity correlations between fully sampled spectrum and reconstructed spectrum for LRHM and LRHMF, respectively; (c) is are peak intensity correlations between two reconstructed spectrum for LRHM and LRHMF, respectively. with 5 peaks is simulated with unit amplitudes, zero phases, and the decay parameters τ are 0.005, 0.010, 0.015, 0.020 and 0.030 for each peak, respectively [11] . Fig. 9 implies that a proper regularization parameter leads to faithfully reconstructed spectrum (Fig. 9(b) ). However, a too large λ may introduce noise (Fig. 9(c) ) while a too small λ tends to smoothen peaks ( Fig. 9(d) ).
VI. CONCLUSION
A fast low rank matrix factorization method is introduced to reconstruct the non-uniformly sampled data in fast magnetic resonance spectroscopy. This method significantly reduces the computation time of original low rank Hankel matrix approach without sacrificing spectrum quality and is further accelerated with the designed parallel computing architecture.
