The concept of an operator of Riesz type was introduced by A. F. Ruston by using as an axiomatic system those properties of compact operator used by F. Riesz in his original discussion of integral equations. In this paper we first show that this system of axioms can be somewhat simplified, and that in fact Moreover, if Te&, then the algebra generated by T also lies within & Λ
Let X denote an arbitrary complex Banach space and B(X) the space of bounded linear operators on X. For TeB(X), define the null manifold N(T) and the range R(T), also the ascent a{T) and the descent δ(T) as in [13] . We shall write n(T) to denote the nullity of Γ, i.e., dim N(T), and d(T) for the defect of T, i.e., the codimension of R(T). Finally we define d(T), the closed defect of T, as the codimension of the uniform closure of E(T). We shall not distinguish between infinite cardinals.
The five quantities α(Γ), δ(T), n(T), d(T) and d(T)
are useful in discussions of linear operators. It has been known for many years that if a(T) and δ(T) are finite, then they are equal. More recently, T. Kato showed [7] 
that if d(T) is finite, then d(T) = d(T). This is clearly equivalent to concluding that R(T) is closed.
A more systematic attempt to relate the first four of our quantities is found in the dissertation [5] of H. Heuser. Two important relations discovered were as follows:
(
1) Suppose at least one of the quantities n(T) and d(T) is finite. Then (a) if a(T) < oo, then d(T) ^ n(T); (b) if δ(T) < oo, then d(T) ^ n(T). (2) Suppose n(T) = d(T)< oo and one of the quantities a(T), δ(T)
is finite. Then the other of these two quantities is finite. [13] , and we write a(X), δ(X), etc. for a(X -T), δ(X -T) etc., then the following table gives a useful characterisation. If Xep(T),X-T has an inverse in B(X) and it follows that all entries must be zero. For XeP σ (T) , N(X -T) Φ {0}. Hence n(X) and consequently a(X) are nonzero. If λeC σ (Ύ), iV(λ -Γ) = {0}, R(X -T)Φ X but R(X -Γ) = X We then deduce the entries in the table using the result of Kato cited above. Finally, if λei? σ (Γ), N(X -T) = {0}, J?(λ -Γ) ^ X Using Heuser's result (2), we conclude this proof.
If we define ρ{T), P σ (T), C σ (T) and R σ (T) as in
Riesz Operators* A. F. Ruston [12] defines T to be an operator of Riesz type in B(X) if the following requirements are fulfilled:
121: a{X) and d(X) are finite for all λ Φ 0, R2: n[(X -T) α(λ) ] is finite for all λ Φ 0, i? 3: i?[(λ -Γ) w ] is closed for all λ ^ 0 and all positive integers n, RA: P σ {T) has no nonzero points of accumulation. We shall denote the class of Riesz operators by &. It is well known that & contains ^, the class of compact operators in B(X).
We begin by showing that i?3 and J?4 are redundant and that R2 can be replaced by a somewhat simpler requirement. LEMMA 
(i) 121 and R2 imply R3,
(ii) 121 and RS imply 124.
Proof, (i) Assume 121 and 122 and let λ Φ 0. Then by 121, a(X) and δ(X) are finite and hence equal. Call their common value p. Let n be any positive integer and write S = (λ -T) n . Then by 122,
Moreover, a(S) = 5(5) ^ p. Hence by (1) , d(S) is finite and thus 12(>S) is closed.
(ii) Assume 121 and 123. Let λ 0 be a nonzero point of accumulation of P σ (T) . Then there exist eigenvalues X ly λ 2 , of T such that λ Λ -* λ 0 and λ Λ Φ λ 0 and eigenvectors x ly x 2 , in X such that Tx n = X n x n and \\x n \\ = 1. Now (λ 0 -T) x n = (λ 0 -λ w )a? n so that ||(λ 0 -2> w ||-0.
We now use a lemma due to Heuser, [5] 
COROLLARY. ^ consists of those T in B(X) which have the property that, for each
This is a consequence of the above lemmas and (1) and (2). REMARK. In [5] , an operator which has the property that, for 
(T).
Then by the table, we know n(X 0 ) -0 and d(X 0 ) > 0. We will show that a neighborhood of λ 0 lies in R σ (T), thus contradicting the fact that λ 0 is isolated in o{T). In [7] , Ί(T) is defined for any operator T as the greatest number k for which
From [7, p. 272] 
we know that y(T) > 0 if and only if
}. Then by Theorem 1 in [7] , if Xe N and λ ^ 0,
Then λ o eP σ (T).
Now suppose E o is the spectral projection associated with the spectral set {λ 0 } according to the usual operational calculus described, for instance, in [13] .
Then if 2\ is the operator defined in B(R(E Q ))
by T x x = Tx for xeR(E Q ), it is well known that σ(T x ) = {λ 0 }. Moreover, it is obvious that n(X 0 -T ± ) < oo. We will show that
Since d(λ 0 -T) < <*>, dimF< oo and hence d(λ 0 -2\) < °° Tiius 0^ consists of the entire complex plane. According to [3] , Theorem 3.2, this means that R(E 0 ) is finite dimensional. It is well known that this ensures that λ 0 is a pole of the resolvent R λ (T) . But this in turn implies that α(λ 0 ) and S(λ 0 ) are finite. Hence Rl and 222' satisfied so that Te^. On the other hand, if Γe^, then we have by the Corollary to Lemma 2, that Φ τ contains all nonzero λ. Since X is infinite dimensional, λ = 0 must be excluded from Φ τ by [3] , Theorem 3.2. Strictly Singular Operators* The concept of a strictly singular operator was introduced by Kato [7] as follows: a linear transformation T\X-*X f is called strictly singular if, given any subspace M of X such that T:M-*TM is a linear homeomorphism, then it follows that M is finite dimensional. It is not difficult to see that every compact operator is strictly singular. Examples of strictly singular operators which are not compact were given by Goldberg and Thorp [4] . Proof. Let T be strictly singular in B(X). If X is finite dimensional, the theorem is obviously true. If X is of infinite dimension, we shall show that Φ r = {λ: X φ 0}. In [7, p. 285] , the idea of one linear operator being strictly singular relative to another is introduced. In our case, it is trivial to verify that T is strictly singular relative to I. We now apply Theorem 8 of [7] to obtain: n(I -XT) and d(I -XT) are constant for all X except for a set S which is at most a countable set of isolated points. The notation used is that of [6] where the quasiradical q and the radical p of an algebra are defined. In the case of an algebra 21 with identity, it is well known that q coincides with the class {x e 21: \\x n \\ lln -> 0}, i.e., the class of elements whose spectrum consists of the point X -0. For a point λ 0 isolated in σ(T), Kleinecke gives the following definition: λ 0 has finite multiplicity if there exists a finite projection E such that TE = ET and if 2\ is the restriction of T to R(I -E), then λ o £ σ (T x 
THEOREM. Every inessential operator lies in έ%.
Proof. This merely restates Thm. 8 of [8] .
COROLLARY.
The class of inessential operators in a proper subset of &.
For Proof. In [12] , Ruston showed that if λ(Γ) --inf || T -C \\ where the infimum is taken over all compact C, then
1^ -0} .
If we take φ to denote the canonical homomorphism B(X) -• B(X)j c^?
where ^ is the ideal of compact operators in B(X), then we can rewrite the above characterisation as
The assertions (i) and (ii) then follow from the known facts:
when AB = BA. For part (iii), we need the fact proven by Newburgh [9] : in any Banach algebra St, if {x n } is a sequence of elements such that x n -> x in 21 and x n x = xx n for sufficiently large n, then σ(x n ) -* tfO) with convergence in the Hausdorff metric in the plane. In our case, φ is continuous and hence
REMARK. If we omit the condition AB = BA from (i) and ( Then both A and B belong to &; this can be deduced from [2, pp. 108-111] , Moreover, clearly AB Φ BA; for in the matrix representation of AB, the (2,1) element equals 1/2, while the corresponding element of BA equals 1. Now A + B is the operator whose matrix elements are all zero except when i -j + 1 in which case the matrix element has value 1. But this operator is considered in [13, p. 266] in which it is shown that σ(A + B) consists of the entire unit disc {λ:|λ|s;i}.
If we now replace B by the operator J5 X whose matrix representation is (b'ij) where b' i5 -1 when i -j and i is even = ^^when i = j -1 and i is even i -0 elsewhere , we again easily verify that AB 1 Φ B ± A since the (2, 2) elements in the matrix multiplications are respectively 1/2 and 1. Now I -B λ A has infinite nullity so that B ± A cannot belong to &.
THEOREM. Let Tz& and /(λ) be a function whose domain of holomorphy contains a neighbourhood of (?(T). Then if we define f(T) according to the usual operational calculus f(T) = ^-\ f(X)R λ (T)dX
, (see [13, pp. 287-290]) then f(T)e&, whenever /(0) = 0.
Proof. The present author has shown elsewhere [1] that if ^& is the class of meromorphic operators in B(X) and /(λ) is defined as above, then/(T)e^ whenever Te^. Since & £ ^, we can conclude that f(T) e ^T. Hence Rl holds for /(Γ). If we can prove that f(T) satisfies R2\ our proof is complete. Clearly we need show only that if μ 0 is a nonzero eigenvalue of f(T), then n(μ 0 -f(T)) < <χ>. This is equivalent to showing that R(E 0 ) is finite dimensional, where E Q is the spectral projection associated with μ 0 and f(T). For if 2 1 ))*]. But we have previously proven that
Hence to complete the proof of this theorem, we need only show that R(E 0 ) is finite dimensional. Suppose we write {X k } k -1, 2, for the nonzero points of σ(T) and E k for the spectral projection corresponding to X k and T. Then since n(X k -T) is finite for each k, E k has finite dimensional range. But it is possible to deduce from the spectral mapping theorem and the operational calculus that E o = Σ*kesΈ k where S? = {k:f(X k ) = μύ-See for example Theorem 5.71-C in [13] . Since σ(T) has no nonzero points of accumulation, it is easy to see that S^ must be a finite set and thus E o has finite dimensional range. Proof. If λ 0 is a nonzero element of σ{T), then /(λ 0 ) is isolated in σ(f(T)). Write σ = {λ: λe σ(T); /(λ) = /(λ 0 )}. Then it is known (see [13, p. 304] ) that σ is a spectral set for T and that E σ = E o where E σ is the spectral projection associated with σ and Γ, and E o that associated with /(λ 0 ) and f(T). We know that /(Γ)e^ so that R(E 0 ) is finite dimensional. We can thus consider R{E σ ) as a (finite dimensional) Banach space. It is well known that if T t is the restriction of T to i2(2? σ ), then σ(T^) -σ. Since R(E Q ) is finite dimensional, σ is a finite set. Since λ 0 e σ, this means that λ 0 is isolated in σ(T). Moreover, if E(X 0 ; T) is the projection associated with λ 0 and T and E(σ 0 ; T) that associated with σ -{λ 0 } and T, then ], its resolvent must therefore have a pole at λ 0 . But it is known (see [13, p. 313] ) that this implies that λ 0 is a pole of R λ (T) Proof. The present author has shown elsewhere [1] that the above theorem holds with & replaced by ^. In our case, this enables us to make the same conclusion and it remains only to prove that S satisfies R2'. As previously, this is equivalent to showing that if μ 0 is a nonzero point of σ(S) and E o is the spectral projection associated with μ 0 and S, then R(E Q ) is finite dimensional. In the proof referred to above, an expression for E o is obtained showing that it is a finite sum of finite dimensional projections. This completes the proof.
We conclude with a theorem similar to those proved by Nikolskii [10] .
THEOREM. Let TeB(X) and Re& and TR^RT. Suppose Oe p(T + R). Then there exists a finite operator F such that Oep(T + F).
Proof. We can write
T = [I -R(T + Ry^T + R) = (T+ R)[I -(T + R^R] since (T + R)" 1 exists in B(X). Since R commutes with (T + R)~\ (T+ Ry'R lies in ^?. Thus n(I -(T + RY'R) = d(I -(T + RY'R) < oo.
It is simple to deduce that n( T) -d( T) < oo. The remainder of the proof follows as for Theorem 7 in [8] .
