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Resumen: Este artículo da a conocer los resultados de la modelización de 
un Test de Analogías Figurales (TAF) utilizando los aportes conjuntos de la 
Teoría Clásica de Tests (TCT) y de la Teoría de Respuesta al Ítem (TRI), así 
como la posterior interpretación de las desventajas y posibles soluciones del 
diseño de dicho test. Se desarrolla el marco conceptual que dio origen al 
armado del TAF, así como los estudios realizados con esta prueba al admi-
nistrarla a dos muestras. Una de las muestras corresponde a un estudio pi-
loto con estudiantes de Psicología, mientras que la otra muestra consistió 
en estudiantes de carreras artísticas y de diseño. Los resultados principales 
revelan indicadores favorables de unidimensionalidad y confiabilidad, así 
como parámetros aceptables de discriminación (a), dificultad (b) y pseu-
doazar (c). Se discuten las desventajas del diseño de ítems con tres reglas y 
nuevas especificaciones en cuanto al armado de reactivos matriciales de 
2x2. 
Palabras clave: Matrices; figuras; ítems; analogía; reglas. 
  Title: Modelling figural matrix items and specification of guidelines for 
their construction. 
Abstract: This manuscript publicizes the results that concern the model-
ling of a Test of Figural Analogies (TFA) using Classical Test Theory 
(CTT) and Item Response Theory (IRT) on a joint basis, as well as the in-
terpretation of the disadvantages and possible solutions of the test design. 
The theoretical background for the TFA construction is outlined, and stud-
ies accomplished after its administration to two samples is explained. One 
of these samples corresponds to a pilot study with Psychology students, 
while the other sample consisted of Art and Design college students. Main 
results indicate good unidimensionality and reliability, as well as acceptable 
discrimination (a), difficulty (b) and guessing value (c) parameters. Design 
disadvantages of three-rule based items are discussed, and new specifica-
tions for the 2x2 matrix item construction are given. 
Key words: Matrices; figures; items; analogy; rules. 
 
    Introducción 
 
Las matrices de figuras suelen utilizarse para medir 
componentes de la Inteligencia General (Freund, Hofer, & 
Holling, 2008), siendo uno de los más importantes el 
Razonamiento Analógico (RA. Sternberg, 1987). En 
particular, las matrices de 2x2 pueden emplearse para 
construir analogías de tipo A:B::C:D (Blum, Abal, Lozzia, 
Picón Janeiro y Attorresi, 2011). Es posible encontrar éste y 
otros modelos matriciales en el Test de Matrices Progresivas 
de Raven (Raven, Raven, & Court, 1991), en el Test de Cat-
tell y Cattell (1973), en el Test de Inteligencia No-Verbal 
(Test of Non-Verbal Intelligence, TONI) de Brown, Sher-
benou y Johnsen (2000), en los trabajos de Wolf Nelson y 
Gillespie (1991), en los trabajos de Susan Embretson (Em-
bretson & Reise, 2000), en el subtest de Razonamiento con 
Matrices del WAIS-III (Wechsler, 1997), entre otros. 
Numerosos estudios de calidad psicométrica se han rea-
lizado sobre tests como los que se mencionan, tanto desde la 
Teoría Clásica de Tests (TCT) como desde la más reciente 
Teoría de Respuesta al Ítem (TRI). En cuanto a esta última, 
Raven, Raven y Court (1991) emplearon el examen visual de 
las Curvas Características de los Ítems (CCI) para propor-
cionar información sobre la naturaleza de las aptitudes eva-
luadas y sobre el posible perfeccionamiento del test. Embre-
tson (Embretson & Reise, 2000) presentó los resultados de 
la modelización de sus 30 ítems de Razonamiento Abstracto 
(Abstract Reasoning Test, ART) tanto desde el Modelo de 
Rasch como desde los de dos y tres parámetros (ML2P y 
ML3P), entre otros modelos aplicados. También se realiza-
ron análisis del Funcionamiento Diferencial de los Ítems 
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(FDI) en pruebas de analogías y/o matrices. Algunas refe-
rencias pueden encontrarse en Abad, Colom, Rebollo y 
Escorial (2004), Bandeira Andriola (2000) y Maller (2000). 
El RA es un razonamiento no deductivo y, como tal, no 
asegura una conclusión verdadera cuando todas sus premisas 
son verdaderas. Esto quiere decir que es un razonamiento 
que no está basado en una conclusión necesaria, sino más 
bien probable. Por este motivo, se trata de un razonamiento 
ampliatorio, que permite razonar sobre lo posible y no sobre 
lo deductivamente válido. A diferencia de otros razonamien-
tos no deductivos, como la inducción y la abducción, en el 
RA se establecen inferencias hacia casos particulares par-
tiendo de premisas sobre otros casos particulares, de manera 
que nunca se parte de una generalidad ni tampoco se arriba a 
una generalidad de casos. Esto quiere decir que el RA va de lo 
particular a lo particular. 
La inferencia se realiza sobre un caso nuevo, poco cono-
cido. El RA consiste en atribuirle a dicho caso propiedades 
que pertenecen a otros casos, los cuales son mejor conoci-
dos que el anterior y de los que se establecen las premisas. 
En palabras de expertos como Gick y Holyoak (1980), 
Holyoak y Koh (1987) y Gentner (1983), el dominio nuevo o 
caso poco conocido se conoce como Análogo-Meta (target 
analog, TA) y el/los dominio(s) fuente o caso(s) mejor cono-
cido(s) como Análogo-Fuente (source analog, SA). Pero esta 
relación sólo es posible si tanto el TA como el SA compar-
ten previamente ciertas propiedades comunes que los hacen 
similares uno respecto del otro. Esto queda muy claro en la 
experiencia relatada por Gick y Holyoak (1980), sobre la in-
vestigación General - Radiación. En ella, para que pueda ex-
trapolarse la solución al problema del general hacia el pro-
blema de la radiación, tiene que existir antes una serie de co-
rrespondencias entre los roles que asumen los componentes 
de ambos problemas. Por ejemplo, en los dos relatos encon-
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tramos ciertos recursos para resolver el problema y también 
ciertas restricciones que impiden dicha resolución. 
Por ello, la forma lógica de este razonamiento adquiere la 
siguiente expresión: si P(X,Y) y Q(X), entonces Q(Y). Esto 
quiere decir que, como primera instancia, los dominios X e 
Y poseen en común la propiedad P, la cual los hace simila-
res. Ya a partir de esta primera premisa, tales dominios se 
convierten en análogos uno del otro. Esto se conoce tam-
bién como la estructura representacional compartida (Cubi-
llo y González Labra, 1998), es decir, el conjunto de relacio-
nes y roles que tienen en común ambos dominios. Pero 
además, de uno de esos dominios se conoce otra propiedad, 
que es Q, la cual lo convierte en un dominio mejor conoci-
do. Por ello, dicho dominio pasa a ser el SA. Luego, se infie-
re que es probable que el otro dominio también posea la 
misma propiedad, lo cual convierte a este último en el TA. 
Generalmente, los dominios son relaciones entre ele-
mentos y las analogías, por consiguiente, suelen concebirse 
como comparaciones entre relaciones, es decir, entre domi-
nios (Sternberg, 1977). Esto se conoce mejor como analo-
gías proporcionales del estilo A:B::C:D (A es a B como C es 
a D), que son las analogías históricamente más estudiadas. 
Cuando un problema se basa en buscar el elemento faltante 
D de la analogía (i.e., A:B::C:?), entonces C:D se convierte en 
el TA y A:B se convierte en el SA. El enfoque sintáctico de 
Gentner (1983) plantea que las analogías dependen de la 
proyección de los predicados sobre las relaciones entre los 
elementos de cada dominio, y no de la proyección de los 
predicados sobre dichos elementos. Es decir, para que una 
analogía se conforme como tal, debe proyectarse la estructu-
ra relacional de segundo orden que vincula a los dominios y 
no sólo las relaciones de primer orden entre sus elementos. 
En otros términos, no sólo debe compararse A con C o B 
con D para determinar la analogía, sino que más importante 
aún es la extrapolación de la relación implícita en el par A:B 
hacia el otro par C:D. Bajo esta postura, una analogía deter-
minada sólo por las relaciones de primer orden no es verda-
dera (De La Fuente Arnanz y Minervino, 2004). Sin embar-
go, desde el enfoque pragmático de Holyoak (e.g., Holyoak & 
Thagard, 1989), las relaciones de primer orden también con-
forman analogías y los factores contextuales son más decisi-
vos para el desarrollo de un RA que los estructurales. A lo 
largo del presente manuscrito se mantendrá la postura de 
Gentner (1983), la cual también fue enunciada en un trabajo 
anterior de los autores (Blum, Abal, Lozzia et al., 2011). 
A su vez, dependiendo de sobre qué elementos se reali-
zan estas relaciones y comparaciones, podemos concebir dis-
tintos tipos de analogías, por ejemplo las verbales, las pictó-
ricas y las figurales. De estas últimas se han desarrollado es-
tudios profusos en el campo de la psicometría y, como con-
secuencia, muchos tests de matrices de figuras conocidos 
miden el RA desde un enfoque proporcional. En la matriz, 
el individuo debe identificar los elementos relacionados del 
SA y los del TA, que suelen ser pares de figuras, y luego ex-
trapolar mentalmente las relaciones mejor conocidas del SA 
para completar el TA. Debajo o a un costado de la matriz 
aparecen opciones cerradas de respuesta. El individuo debe 
retener el TA que completó mentalmente y compararlo con 
cada una de las opciones presentadas, en orden de identificar 
la correcta o más cercana al elemento faltante del TA. 
Desde un punto de vista cognitivo, la construcción de 
ítems basada en reglas puede jugar un rol importante en la 
evaluación del RA. Las reglas son operaciones cognitivas 
elementales que se requieren para resolver el ítem (Kubinger, 
2008). Cada regla constituye “un determinado tipo de rela-
ción análoga” (Blum, Abal, Lozzia et al., 2011, p. 138), sien-
do ejemplos de reglas la adición (Arendasy, 2005; Freund, 
Hofer, & Holling, 2008), la sustracción (Arendasy, 2005), el 
desplazamiento espacial (e.g., rotación) y distorsiones del ta-
maño y de la forma (Whitely & Schneider, 1981). Es posible 
crear reactivos con diferentes reglas o combinaciones de re-
glas (Kubinger, 2008; Zeuch, 2010). Blum, Abal, Lozzia et al. 
(2011) trabajaron con un conjunto de reglas para el diseño 
de ítems con matrices de 2x2. Las reglas citadas por Blum, 
Abal, Lozzia et al. pueden agruparse en tres categorías: em-
plazamiento espacial (reglas de rotación, traslación y reflejo), 
distorsión (del tamaño y de la forma) y número (adición y 
sustracción). Los autores propusieron que el SA y el TA de-
berían ser, respectivamente, tanto A:B y C:D como A:C y 
B:D, lo cual otorga dos caminos de resolución posibles. 
También desarrollaron maneras de evitar sesgos relaciona-
dos con el tipo de regla empleado, las opciones de contesta-
ción y las condiciones de administración de la prueba. 
El objetivo del presente artículo es dar a conocer los re-
sultados de la construcción y modelización de un Test de 
Analogías Figurales (TAF) a partir de la TCT y la TRI, am-
bas utilizadas en forma complementaria. Se trata de un ar-
tículo de corte metodológico y representa la continuación de 
un estudio descrito por Blum, Abal, Galibert y Attorresi 
(2011) y por Blum, Galibert, Abal, Lozzia y Attorresi (2011); 
dicho estudio previo se realizó sobre una muestra piloto de 
alumnos de la Facultad de Psicología de la Universidad de 
Buenos Aires (UBA). A diferencia del mismo, en el presente 
escrito se consideran además los datos de una segunda 
muestra de estudiantes provenientes de la Facultad de Arqui-
tectura, Diseño y Urbanismo de la UBA y del Instituto Uni-
versitario Nacional del Arte (IUNA), así como su compara-
ción con los datos de la muestra de Psicología. También se 
brindan sugerencias que se añaden a aquéllas propuestas por 
Blum, Abal, Lozzia et al. (2011), para la sistematización y ob-
jetivación del proceso de construcción de ítems de matrices 
de figuras de 2x2. Estos aportes metodológicos no tienen 






La muestra estuvo conformada por dos grandes grupos: 
1) estudiantes de la carrera de Psicología de la Facultad de 
Psicología de la Universidad de Buenos Aires (UBA) y 2) es-
tudiantes de la Facultad de Arquitectura, Diseño y Urbanis-
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mo de la UBA y estudiantes del primer año del Instituto 
Universitario Nacional del Arte (IUNA). El tamaño depura-
do de la primera muestra fue de 475 individuos, de los cuales 
aproximadamente 80% fueron mujeres y 20% varones. Estas 
proporciones son las usualmente encontradas en la pobla-
ción de estudiantes de Psicología de la UBA. La media y la 
mediana de edad fueron 21.87 y 20. En cuanto a la segunda 
muestra, su tamaño depurado fue de 1129 individuos, con-
formados en un 68% por estudiantes del Taller de Dibujo 
del primer año general de la UBA conocido como Ciclo Bá-
sico Común (CBC), en un 5% por estudiantes del IUNA, y 
el resto se repartía en los diversos niveles de la carrera de 
Arquitectura. En esta segunda muestra hubo un porcentaje 
mejor nivelado de hombres y mujeres (47% y 53%), una 
media y mediana de edad de 21.32 y 20. Las razones princi-
pales que llevaron a realizar el estudio con la segunda mues-
tra fueron: 1) afinidad de los alumnos a los conceptos visua-
les y espaciales del TAF dado el contenido de las carreras, 2) 
nivelación de los porcentajes según el género y 3) superar las 
limitaciones del primer estudio realizado con la muestra de 
Psicología, a saber, a) el problema de la velocidad intervi-
niendo en las respuestas, ya que en el primer estudio la co-
rrelación entre el tiempo total y el puntaje total resultó signi-
ficativa al 1%, y b) el tamaño de la muestra acorde para un 
Modelo Logístico de Tres Parámetros (ML3P), ya que se re-





Para la selección de los individuos, se estableció un dise-
ño muestral no probabilístico, por accesibilidad o conve-
niencia (Gil Escudero y Martínez Arias, 2001). Los estudian-
tes fueron evaluados en las aulas del instituto donde se en-
contraban cursando, bajo su consentimiento y anoticiados 
de su anonimato. El tiempo promedio que los individuos 





A cada uno de estos dos grandes grupos se le administró 
una versión diferente del TAF mediando la revisión de 15 
ítems entre muestra y muestra; tal revisión está especificada 
en Blum, Galibert et al. (2011). Ambas versiones contuvie-
ron una consigna inicial con tres ejercicios de práctica, más 
un protocolo con 36 reactivos figurales. Los ítems del proto-
colo de la versión revisada pueden consultarse en la página 
42 de Blum, Galibert et al. (2011). 
Para la construcción de los reactivos del protocolo, se 
utilizaron las reglas de rotación, traslación, distorsión del ta-
maño, distorsión de la forma, adición y sustracción. Se cons-
truyeron ítems con una regla, con dos reglas y con tres re-
glas, bajo la hipótesis de que el aumento de la cantidad de 
reglas elevaría la dificultad de los reactivos. Entre las pautas 
utilizadas para su construcción (Blum, Abal, Lozzia et al., 
2011), se cuidó especialmente que la respuesta correcta no 
pudiera encontrarse relacionando únicamente algunos ele-
mentos de la matriz. La razón de esto es que el motivo para 
elegir una respuesta debe basarse en el análisis previo de la 
estructura relacional de las figuras, es decir, P(X,Y), y en la 





Todos los análisis que se describirán a continuación se reali-
zaron sobre tres matrices de datos. Las primeras dos matri-
ces (M1 y M2) corresponden a las dos muestras respectiva-
mente, mientras que la tercera matriz (M3) reúne los datos 
de los 1604 individuos de ambas muestras con respecto a los 
21 ítems no modificados a través de las mismas. 
Se analizó la unidimensionalidad de la prueba por medio 
de MicroFact 1.1 (Waller, 1995) y del uso conjunto de Tet-
corr 2.1 (Enzmann, 2005) y SPSS 15, sobre las matrices de 
correlaciones tetracóricas. El supuesto de unidimensionali-
dad es muy importante, ya que los modelos logísticos unidi-
mensionales de la TRI asumen su existencia. Además, a par-
tir de la existencia de unidimensionalidad puede deducirse la 
presencia de independencia local, que es otro supuesto de la 
TRI. La unidimensionalidad se determinó a partir de los cri-
terios siguientes: un porcentaje de varianza total explicada 
por el primer autovalor igual o mayor al 40% (Carmines & 
Zeller, 1979), la presencia del criterio de caída de Cattell (ci-
tado en García-Cueto y Fidalgo, 2005), una razón del primer 
autovalor al segundo λ1 / λ2 > 5 (Martínez Arias, 1995) y el 
ajuste global al ML3P de la TRI utilizando BILOG-MG 
(Zimowski, Muraki, Mislevy, & Bock, 1996), ya que logrando 
dicho ajuste con un modelo que supone la unidimensionali-
dad, también se comprueba la misma. Como M1 poseyó una 
distribución de frecuencias del puntaje total tendiente a la 
simetría (valor de asimetría: -0.10), se corrió BILOG asu-
miendo la distribución normal por defecto. En cambio, M2 
y M3 poseyeron una distribución más asimétrica (valores de 
asimetría: -0.34 y -0.37 respectivamente). En estos dos casos 
y en función de la búsqueda de un mejor ajuste global, se co-
rrió BILOG considerando una distribución a priori empírica. 
En forma previa al análisis de componentes principales, 
se calculó el coeficiente Kaiser-Meyer-Olkin (KMO) y el Test 
de Esfericidad de Bartlett, obteniéndose resultados que indi-
caron la pertinencia de continuar con este análisis. Los resul-
tados en cuanto a la unidimensionalidad fueron favorables 
considerando las tres matrices de datos, excepto por el ajuste 
en M3, tal como muestran la Tabla 1 y la Figura 1. Sin em-
bargo, en este último caso debe recordarse que una muestra 
de 1604 individuos es muy grande y, como consecuencia, el 
estadístico de calidad de ajuste pasó a ser bastante más sen-
sible al rechazo de Ho. 
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Tabla 1. Análisis de la Unidimensionalidad. 
  M1 M2 M3 
Var. Explicada 39.37% 46.16% 44.85% 
λ1 / λ2 8.38 12.22 9.53 
Ajuste al ML3P 
χ2(276) = 276.8; 
p = .47 
χ2(293) = 308.6; 
p = .25  
χ2(188) = 279.4; 
p < .001  
 
Figura 1. Diagramas de Autovalores. 
 
Para el estudio desde la TCT se obtuvieron el Coeficien-
te α de Cronbach, Índices de Dificultad Corregidos (ID’) e 
Índices de Discriminación basados en la correlación ítem-
total corregida (r). Se utilizó también el programa BILOG-
MG para determinar el ajuste ítem por ítem al ML3P de la 
TRI y estimar los parámetros de Discriminación (a), de Difi-
cultad (b) y de Pseudoazar (c) de cada reactivo. Asimismo, se 
calculó la Función de Información del Test (FIT) y el Error 
Estándar de Estimación para aportar un criterio adicional a 
la confiabilidad de la prueba en función de los diferentes ni-
veles de habilidad. 
Se determinaron resultados muy favorables en cuanto a 
la confiabilidad, tanto desde la TCT al estudiar el α de 
Cronbach, como desde la TRI al estudiar las curvas que re-
presentan las Funciones de Información del Test (FIT). En 
particular, los estudios desde la TRI dieron cuenta de que la 
máxima información (I. Máx) quedó determinada en los 
puntos medios de la escala de habilidad, y que las FIT se 
aproximaron bastante a curvas esperables, es decir, simétri-
cas respecto de θ = 0 y una oscilación de la habilidad entre -
3 y +3, tal como muestran la Tabla 2 y la Figura 2. 
 
Tabla 2. Estudios de la Confiabilidad. 
  M1 M2 M3 
α .91 .93 .88 
θ I. Máx 0.53 0.06 0.08 
 
 
Figura 2. Funciones de Información del Test. 
 
Según la información brindada en cuanto a los ID’ y los r 
de la TCT, así como la estimación de los parámetros a, b y c 
de la TRI, se obtuvieron los siguientes resultados y se grafi-
caron las siguientes CCI (Tabla 3 y Figura 3). A grandes ras-
gos, se obtuvieron índices y parámetros aceptables. En parti-
cular, todos los niveles de r puntuaron por encima de .30 y 
los niveles de a también fueron elevados sobre todo en la 
segunda muestra. Los niveles de c poseyeron una puntuación 
esperable cuando se trabaja con 6 opciones de respuesta, es 
decir, alrededor de .17 o inferior. Como puede apreciarse, la 
dificultad media fue cercana a θ = 0 y además, las CCI se 
agruparon mayormente hacia el centro representado por di-
cho nivel de habilidad. Esto quiere decir que la dificultad no 
fue muy variada. De hecho, los niveles máximos y mínimos 
M1 M2 M3 
   
 
M1 M2 M3 
   
 
Modelización de ítems de matrices figurales y pautas específicas propuestas para su construcción                                                            737 
 
anales de psicología, 2015, vol. 31, nº 2 (mayo) 
de b fueron: -1.77 y 1.13, -1.79 y 0.94, y -0.86 y 0.98 respec-
tivamente para M1, M2 y M3. Existen otras investigaciones 
que prueban que pueden construirse ítems de analogía figu-
ral con niveles de b más variados. En una investigación simi-
lar (Embretson & Reise, 2000), los b fluctuaron entre -2.81 y 
3.46 utilizando el ML3P. En la primera muestra, el promedio 
de los b de ítems con una regla difirió al 5% del promedio de 
b de ítems con dos reglas (-0.48 vs. 0.11. t(28) = -2.35; p = .03. 
Tamaño del Efecto TE  = 0.93), pero esta diferencia no fue 
significativa cuando se compararon ítems con dos reglas con 
los que poseen tres reglas (0.11 vs. 0.16. t(25) = -0.20; p = .84). 
En vista de esta falta de diferencia y antes de realizar el se-
gundo estudio, los ítems que poseían tres reglas se modifica-
ron para que contuvieran solo dos de ellas. Luego de admi-
nistrarlos a la segunda muestra, se obtuvo que la compara-
ción de los b de ítems con una y con dos reglas brindó datos 
significativos al 5% (-0.42 vs. 0.01. t(34) = -2.37; p = .02. TE  
= 0.91). 
 
Tabla 3. Índices de la TCT y Parámetros de la TRI. 
 M1 M2 M3 
 .49 .54 .53 
r  .45 .50 .48 
a  1.02 1.26 1.17 
b  -0.03 -0.09 -0.06 




Figura 3. Curvas Características de los Ítems. 
 
Se establecieron regresiones múltiples en cada muestra, 
tomando como variable criterio al parámetro b y, como po-
tenciales predictores, las seis reglas utilizadas en este estudio. 
Se escogió aquel modelo de regresión cuyo CP de Mallows 
(1973) fuera el más bajo. Como medidas del ajuste y del ta-
maño del efecto de la regresión múltiple se utilizaron respec-
tivamente el Coeficiente de Determinación (r2) y F2 de 
Cohen, cuya fórmula es r2 / (1 – r2). Se encontró lo siguiente 
al 5%. En M1, el mejor modelo de regresión (CP = 2.8) iden-
tificó a la rotación y a la sustracción como predictores de b 
(F(2,33) = 5.43; p < .01), mientras que en M2, el mejor modelo 
de regresión (CP = 5.9) determinó a la rotación, la traslación, 
la distorsión del tamaño, la adición y la sustracción como 
predictores de b (F(5,30) = 2.94; p = .03). La varianza conjunta 
explicada y los F2 de Cohen son, en M1, 24.77% y 0.33 y en 
M2, 32.90% y 0.49. 
A continuación se muestran otros resultados de estas re-
gresiones (ver Tabla 4). Puede apreciarse que todos los coe-
ficientes parciales son positivos, con lo cual, la presencia de 
las reglas mencionadas predice el aumento de b. Por otro la-
do, las reglas de emplazamiento espacial contribuyeron más 
al aumento de la dificultad que las reglas de distorsión. Este 
último hallazgo es consistente con los resultados de Whitely 
y Schneider (1981) según los cuales es esperable que los 
ítems con cambios de emplazamiento espacial resulten más 
difíciles que los ítems con distorsiones. 
 
Tabla 4. Regresiones Múltiples. 
 Predictores Coeficientes de Regresión Coeficientes de Determinación Parcial Contribución a la Varianza 
Mejor modelo en M1 Rotación .62 .44 19.26% 
Sustracción .53 .40 16% 
Mejor modelo en M2 Rotación .52 .42 17.96% 
Traslación .52 .42 17.51% 
Dist. Tamaño .39 .35 12.31% 
Adición .31 .30 9.21% 
Sustracción .73 .54 29.02% 
 
Finalmente, en la Tabla 5 se muestran todos los índices y 
parámetros estudiados y se incluye el estudio del ajuste de 
cada ítem al ML3P. Cada fila representa los datos de un 
mismo ítem, sólo que se modificó el orden de presentación 
de algunos reactivos en M2 y por eso su numeración es dis-
tinta respecto de M1. Como puede observarse, la gran mayo-
M1 M2 M3 
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ría de los reactivos ajustó al ML3P en las tres matrices de da-
tos. Los ítems que no ajustaron en M1 son el 5, el 11 y el 18, 
en M2 son el 6, el 11, el 15 y el 17, y en M3 son el 16, el 23 y 
el 27. Por lo tanto, sólo el ítem 11 no ajustó en más de una 
matriz de datos, lo que lo hace más proclive a la eliminación 
(Blum, Auné, Galibert y Attorresi, 2013). 
 
Tabla 5. Índices, Parámetros y Estadísticos de Bondad de Ajuste χ2. 
M1  M2  M3 
It. ID' r b a c χ2 (p)  It. ID' r b a c χ2 (p)  ID' r b a c χ2 (p) 
1 .47 .45 0.08 0.81 .14 8.5 (.49)  1 .57 .53 -0.10 1.35 .17 3.4 (.91)        
2 .78 .39 -1.29 0.79 .14 5.8 (.44)  2 .72 .45 -0.85 0.88 .15 8.0 (.43)  .74 .43 -0.86 0.87 .197 11.6 (.24) 
3 .37 .48 0.40 1.08 .14 3.0 (.96)  3 .53 .56 -0.04 1.32 .12 6.4 (.61)        
4 .36 .52 0.33 1.05 .10 8.9 (.45)  4 .41 .55 0.20 1.23 .08 7.9 (.45)  .40 .53 0.30 1.35 .10 5.7 (.77) 
5 .37 .39 0.34 0.61 .08 24.5 (.004)  5 .39 .32 0.47 0.57 .12 7.2 (.62)  .38 .34 0.39 0.59 .09 13.3 (.15) 
6 .35 .56 0.46 1.81 .16 7.4 (.28)  30 .51 .51 0.04 1.19 .15 7.1 (.63)        
7 .47 .46 0.06 0.88 .14 3.2 (.95)  7 .48 .54 0.10 1.36 .13 14.5 (.10)  .48 .50 0.14 1.23 .15 12.0 (.21) 
8 .75 .53 -0.86 1.40 .13 2.2 (.70)  8 .74 .58 -0.63 1.67 .17 12.1 (.10)  .74 .56 -0.68 1.51 .16 12.8 (.12) 
9 .18 .49 1.05 1.95 .09 6.5 (.60)  9 .30 .54 0.50 1.55 .08 8.1 (.42)        
10 .60 .44 -0.53 0.75 .12 11.5 (.18)  10 .60 .52 -0.23 1.18 .16 5.8 (.67)  .60 .50 -0.23 1.09 .17 14.9 (.09) 
11 .61 .48 -0.44 0.91 .13 16.8 (.01)  11 .56 .51 -0.05 1.26 .19 15.7 (.047)        
12 .53 .53 -0.25 0.98 .08 7.5 (.49)  36 .59 .55 -0.21 1.34 .15 8.9 (.35)        
13 .34 .44 0.62 1.03 .17 6.8 (.66)  19 .42 .51 0.27 1.33 .14 10.7 (.30)        
14 .70 .41 -0.98 0.75 .12 8.5 (.29)  14 .63 .41 -0.61 0.71 .12 10.7 (.30)  .65 .40 -0.70 0.69 .13 15.9 (.07) 
15 .45 .50 0.08 0.93 .12 7.4 (.50)  15 .54 .53 -0.21 1.03 .07 17.4 (.03)  .51 .50 0.01 1.12 .14 11.8 (.22) 
16 .24 .49 0.73 1.16 .10 5.8 (.76)  16 .26 .48 0.64 1.31 .08 5.3 (.73)  .25 .47 0.67 1.41 .09 20.2 (.02) 
17 .37 .44 0.67 1.78 .25 7.4 (.49)  17 .78 .47 -0.89 1.08 .22 15.8 (.04)        
18 .54 .35 0.06 0.74 .23 20.5 (.01)  24 .66 .53 -0.44 1.18 .16 5.1 (.75)        
19 .69 .40 -0.81 0.79 .17 4.2 (.76)  31 .65 .52 -0.46 1.15 .16 11.7 (.17)  .67 .48 -0.68 1.02 .18 9.3 (.41) 
20 .34 .32 0.78 0.60 .16 2.6 (.98)  20 .29 .40 0.75 1.24 .16 16.2 (.06)        
21 .54 .42 -0.31 0.71 .10 8.7 (.47)  21 .55 .45 -0.13 0.89 .15 7.5 (.59)  .55 .43 -0.41 1.09 .22 4.0 (.91) 
22 .17 .37 1.13 1.44 .14 4.5 (.87)  22 .18 .38 0.94 1.99 .14 7.8 (.55)  .18 .34 -0.20 0.78 .12 16.4 (.06) 
23 .61 .48 -0.33 0.97 .18 1.4 (.98)  23 .59 .57 -0.16 1.50 .17 1.1 (.997)  .60 .53 0.98 1.79 .14 29.8 (.001) 
24 .51 .51 0.14 1.39 .21 3.7 (.72)  18 .55 .59 0.01 1.88 .19 5.6 (.70)        
25 .53 .47 -0.12 0.94 .15 7.0 (.54)  25 .59 .58 -0.13 1.66 .18 5.1 (.75)  .57 .53 -0.11 1.44 .198 9.6 (.38) 
26 .54 .43 -0.10 0.84 .18 6.0 (.65)  26 .54 .48 0.05 1.20 .203 1.6 (.99)  .54 .44 -0.03 1.53 .20 6.5 (.69) 
27 .43 .39 0.15 0.64 .11 13.3 (.15)  27 .41 .41 0.26 0.76 .11 4.8 (.85)  .42 .40 0.04 1.01 .199 21.9 (.01) 
28 .53 .36 0.25 0.87 .28 7.8 (.46)  28 .45 .51 0.30 1.49 .18 5.4 (.79)        
29 .71 .47 -0.90 0.93 .11 10.2 (.11)  29 .71 .49 -0.58 1.13 .204 2.9 (.94)  .71 .48 0.19 0.70 .09 10.3 (.33) 
30 .40 .37 0.45 0.71 .16 5.9 (.75)  12 .54 .49 0.10 1.35 .22 8.7 (.37)        
31 .90 .37 -1.77 1.07 .15 2.7 (.44)  13 .90 .39 -1.79 1.04 .203 11.3 (.08)        
32 .56 .48 -0.21 1.01 .16 7.3 (.40)  32 .60 .54 -0.14 1.49 .198 7.9 (.44)  .59 .51 -0.09 1.37 .21 12.6 (.18) 
33 .44 .46 0.06 0.77 .09 16.5 (.06)  33 .50 .51 -0.02 1.09 .11 4.9 (.77)  .48 .50 0.05 1.07 .11 12.1 (.21) 
34 .47 .55 0.03 1.19 .12 2.8 (.91)  34 .53 .55 -0.07 1.31 .12 7.2 (.52)  .51 .54 0 1.32 .12 14.3 (.11) 
35 .49 .57 -0.06 1.21 .11 2.8 (.90)  35 .57 .65 -0.21 1.70 .08 3.6 (.74)  .54 .60 -0.11 1.59 .11 14.3 (.11) 




Dificultades encontradas y su posible solución 
 
Más allá de los avances alcanzados en la elaboración de la 
prueba, aún quedan por desarrollar perfeccionamientos. De 
aquí en más, debe controlarse mejor la complejidad de las fi-
guras y es necesario emplear criterios específicos para con-
feccionar las opciones de respuesta. Esto se debe a que, en-
tre otras cuestiones, existieron problemas con el diseño de 
ítems con tres reglas en M1. Se esperaba que tales reactivos 
fueran más difíciles de resolver que los ítems con dos reglas; 
sin embargo, la diferencia entre los b de ambos grupos de 
ítems no fue significativa al 5%. Inspeccionando los ítems 
con tres reglas, se confirmó que muchos de ellos podían 
contestarse en forma correcta con sólo reconocer dos de 
esas reglas, lo cual es una consecuencia de la forma de plan-
tear sus opciones de respuesta. Tales opciones deberían ser 
suficientemente parecidas como para que el evaluado en-
cuentre la opción correcta con ayuda del empleo de todas las 
reglas que participan en el ítem, y no de algunas. Eliminar 
una regla de cada uno de los reactivos con tres reglas permi-
tió simplificar los ítems en cuestión y reducir su complejidad 
frente al segundo estudio, pero esto implicó dejar de trabajar 
con tres reglas para concentrar la atención sólo en ítems más 
sencillos de construir. En algunos ítems podrían separarse 
mejor las opciones más parecidas y siguen existiendo cues-
tiones por modificar basándose en el análisis de los distrac-
tores. 
Todo esto permite pensar en un fuerte componente hu-
mano influyendo negativamente en la construcción de ítems. 
Si bien la mayor parte de las medidas que se mencionarán a 
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continuación se han tomado en cuenta, la rigurosidad de su 
definición y estructuración es necesaria para mejorar sustan-
cialmente la sistematización del proceso de construcción. 
1- Reducir la complejidad al mínimo necesario es una nor-
ma ineludible. La complejidad añade información al reacti-
vo, información que debe ser procesada por el respondien-
te y que lo somete a una mayor probabilidad de cometer 
error (Mulholland, Pellegrino, & Glaser, 1980). Como el 
propósito no es medir esta complejidad sino la variable de 
interés (el RA o la Inteligencia General), debe diseñarse el 
reactivo sólo con los pocos elementos que servirán para 
aplicar las reglas. De ser posible y para ahorrar elementos, 
deberían aplicarse varias reglas a las mismas partes de la fi-
gura (Freund et al., 2008). 
2- Debe existir mayor sutileza de las diferencias entre las fi-
guras. Martínez, Moreno y Muñiz (2005) determinaron que 
las opciones de respuesta deberían ser parecidas entre sí. 
Para los fines aquí propuestos, esto se traduce en buscar la 
sutileza del cambio entre las figuras de la matriz, lo que 
permitirá elaborar opciones ligeramente distintas unas de 
otras. Por ejemplo, si se emplea una regla de rotación, tal 
vez en ciertos casos convenga rotar una parte de la figura y 
no toda; si se aplica la sustracción como regla, debe sus-
traerse un fragmento pequeño. De este modo, el cambio 
será más difícil de observar y el acierto del ítem dependerá 
del grado de concentración invertido y del nivel de habili-
dad de la persona. 
3- Con el ideal de construir reactivos con una, dos y/o más 
reglas que regulen adecuadamente la dificultad, se deberían 
elaborar opciones de respuesta por medio de un Diseño de 
Combinación de Alternativas (DCA). Entiéndase por „al-
ternativa correcta‟ a una solución basada en la aplicación 
adecuada de una regla en el ítem, y por „alternativa inco-
rrecta‟ a una solución basada en su aplicación inadecuada. 
El constructor debe desarrollar, para cada regla que se pre-
senta en el ítem, una sola alternativa correcta y una o más 
alternativas incorrectas. Luego le es posible combinar una 
alternativa de cada regla para generar una opción de res-
puesta, pudiendo realizar la totalidad de combinaciones 
disponibles para crear todas las opciones del ítem. La única 
respuesta correcta será aquella opción que contenga todas 
las alternativas correctas. Para un ejemplo práctico, analí-
cese en detalle los tres ítems mostrados en la Figura 4. El 
número de opciones, por defecto, es igual al producto de 
los números que representan la cantidad propuesta de al-
ternativas por regla; sin embargo, podría trabajarse con 
menos opciones al eliminar los distractores más alejados 
de la respuesta correcta, que son aquellas opciones que po-
seen la mayor cantidad de alternativas incorrectas. Al reali-
zar este proceso, el constructor debe ser cuidadoso y no 
eliminar todas las alternativas incorrectas que pertenecen a 
alguna de las reglas, es decir, el ítem debe conservar al me-
nos una alternativa incorrecta por regla a lo largo de las 
opciones no eliminadas. De lo contrario, se estarían elimi-
nando los puntos de comparación que permiten resolver el 
ítem sobre la base de esa o esas reglas. 
 
Pautas específicas para la construcción de ítems 
 
Es posible desglosar las tres sugerencias mencionadas y 
conformar sugerencias específicas, planteadas a modo de 
pautas o pasos para la construcción manual de ítems con 
matrices de 2x2. Estos pasos se detallarán a continuación, 
utilizando un lenguaje similar al pseudocódigo para la crea-
ción de un programa de computadora, es decir, como si la 
intención real fuera manipular artificialmente los radicales 
(Irvine, 2002) de un Ítem-Modelo (Gierl & Lai, 2012; Lai, 
Alves, & Gierl, 2009) en un proceso de Generación Auto-
mática de Ítems (Arendasy, 2002; Freund, Hofer, & Holling, 
2008). Los pasos presuponen que un ítem debe contener en-
tre 2 y 8 opciones de respuesta, ya que cantidades mayores a 
8 crean ítems con una estructura demasiado compleja y es 
posible que dicha complejidad distorsione las respuestas. 
1- Proponer una cantidad de reglas: pensar en un valor del 
1 al 3. 
2- Asignar a cada regla una operación cognitiva elemental 
(tipo de regla): ejemplos de operaciones cognitivas encon-
tradas en la literatura son rotación, traslación, reflejo, dis-
torsión del tamaño, distorsión de la forma, adición y sus-
tracción. Pueden proponerse otras, aunque éstas tal vez 
son más que suficientes. Una descripción de las reglas 
mencionadas puede encontrarse en Blum, Abal, Lozzia et 
al. (2011). 
3- Elaborar una figura inicial: se confecciona la figura de 
partida, la cual se emplazará en el costado superior iz-
quierdo de la matriz. Es aconsejable que la figura no con-
tenga demasiada complejidad, para evitar que la compleji-
dad contamine la respuesta al ítem. 
4- Descomponer la figura: debe indicarse de qué manera 
hay que descomponer la figura para que pueda asignarse 
una regla por cada una de las partes en que la misma se 
descompuso. De este modo, cada regla va a actuar inde-
pendientemente en cada parte designada de la figura. Si se 
trabaja con una sola regla, igualmente debe indicarse qué 
parte de la figura se verá afectada por dicha regla. 
5- Designar la cantidad de alternativas por regla, conside-
rando lo siguiente: 
- Si se quiere trabajar con una sola regla, la cantidad míni-
ma de alternativas es 2 y pueden utilizarse hasta 8 alter-
nativas. 
- Si se quiere trabajar con dos reglas, pueden utilizarse (a) 
dos alternativas por regla, (b) dos alternativas para una 
regla y tres para la otra regla, o (c) tres alternativas por 
regla. 
- Si se quiere trabajar con tres reglas, la única cantidad de 
alternativas admisible por regla es 2. 
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Figura 4. Diseño de Combinación de Alternativas en Ítems de Matrices Figurales de 2x2. 
 
6- Designar la cantidad de opciones de respuesta. El núme-
ro de opciones está restringido a la cantidad de reglas y de 
alternativas por regla. Tomar en cuenta lo siguiente: 
- Si la cantidad de reglas es 1, el número de opciones es 
indefectiblemente igual al número de alternativas. 
- Si la cantidad de reglas es 2 y se quiere trabajar con dos 
alternativas por regla, la cantidad de opciones por defec-
to es 4, pero el investigador puede elegir sólo 3 opciones. 
- Si la cantidad de reglas es 2 y se quiere trabajar con dos 
alternativas para la primera regla y tres para la segunda, la 
cantidad de opciones por defecto es 6, pero pueden de-
signarse 5. 
- Si la cantidad de reglas es 2 y se quiere trabajar con tres 
alternativas por regla, la cantidad de opciones máxima 
sugerida es 8, pero pueden escogerse 7. 
- Si la cantidad de reglas es 3, la cantidad de opciones por 
defecto es 8, pero puede reducirse a 7, 6, 5 o 4. 
7- Designar el número o código de orden, de izquierda a 
derecha, en que se emplazará la respuesta correcta, o esta-
blecer aleatoriamente dicho orden. 
 
Todos los pasos mencionados asientan las bases a priori 
para construir una matriz de 2x2 y un conjunto de opciones 
de respuesta debajo de aquélla, tal como se ve en los reacti-
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vos de la Figura 4. En términos específicos, el investigador 
debe procesar dichos pasos en dos etapas: 
1- Construcción de la matriz: requiere de la previa lectura 
de los pasos 1, 2, 3 y 4 explicadas arriba. El investigador 
toma la figura inicial, la descompone según los criterios es-
pecificados y aplica una regla por cada parte previamente 
identificada para realizar alteraciones. Se vale de este pro-
cedimiento para generar dos figuras modificadas respecto 
de la figura inicial. La forma de aplicar estas reglas la define 
el investigador. Una de las figuras modificadas es colocada 
hacia el costado derecho respecto de la figura inicial, y la 
otra es colocada debajo de la misma. Siempre quedará va-
cío un cuarto espacio (ver „signo de pregunta‟). De este 
modo se genera la matriz de 2x2 como se ve en los ejem-
plos. 
2- Construcción de las opciones de respuesta: requiere de la 
previa lectura de todos los pasos ya explicados. El investi-
gador desarrolla, por cada regla, una sola alternativa co-
rrecta y versiones de alternativas incorrectas. Luego com-
bina una alternativa de cada regla para generar una opción 
de respuesta posible o, en el caso de trabajar con una sola 
regla, utiliza una alternativa para generar una opción de 
respuesta posible. Así, genera todas las opciones de res-
puesta realizando la cantidad total disponible de combina-
ciones. Luego emplaza las opciones uniformemente, en hi-
lera horizontal y orden aleatorio, y ubica la respuesta co-
rrecta (aquella opción cuyas alternativas son todas correc-
tas) en el orden designado. Considera lo siguiente: 
- Si se trabaja con la cantidad de opciones sugerida por de-
fecto, el investigador combina las alternativas para for-
mar las opciones sin realizar un proceso de eliminación 
de opciones. La excepción la tiene el caso donde se pro-
ponen dos reglas y tres alternativas por regla, ya que si 
bien hay nueve opciones que resultan de la combinación, 
el investigador va a generar un máximo de ocho opcio-
nes al eliminar al azar una opción cuyas alternativas son 
todas incorrectas. 
- Si se trabaja con dos reglas y con una cantidad de opcio-
nes menor a la sugerida por defecto, el investigador pri-
mero combina las alternativas para formar las opciones y 
luego elimina una o la única opción cuyas alternativas 
son todas incorrectas. Si proponiendo dos reglas y tres 
alternativas por regla, la cantidad de opciones a designar 
es 7, entonces del total de nueve combinaciones se eli-
minan dos opciones cuyas alternativas deben ser todas 
incorrectas. 
- Si se trabaja con tres reglas y con una cantidad de opcio-
nes menor a la sugerida por defecto, existe un orden de 
prioridad para la eliminación. De acuerdo a la cantidad 
de opciones propuesta por el investigador, primero se 
elimina aquella opción cuyas alternativas son todas inco-
rrectas y luego, si corresponde, se eliminan al azar una, 
dos o todas las opciones que contengan una sola alterna-
tiva correcta y otras dos alternativas incorrectas. Las de-
más opciones nunca se eliminan. 
 
Una vez procesado el ítem, el archivo final debe conte-
ner: 
1- Información escrita: 
- El número o código de orden de la respuesta correcta. 
- Nombres de cada regla utilizada. 
2- Un cuadro rectangular que contenga al ítem en cuestión, 
tal como se ve en los ejemplos. Es preferible guardarlo en 
formato de dibujo de alta calidad, por ejemplo un Metar-
chivo Mejorado (Enhanced Metafile, EMF) de Windows. 
 
También podría considerarse la posibilidad de realizar 
todo este proceso con cuatro reglas, aunque el diseño se 
volvería demasiado complejo en este caso. La única cantidad 
admisible de alternativas por regla sería 2, la cantidad míni-
ma admisible de opciones sería 5 (una respuesta correcta y 
cuatro distractores, cada uno de los cuales contendría una 
sola alternativa incorrecta y tres correctas) y la cantidad má-
xima de opciones sería 8 ya que existiría la posibilidad de 
añadir distractores con dos alternativas correctas y dos inco-




Para la medición del Razonamiento Analógico u otros com-
ponentes de la Inteligencia General, muchas veces existe el 
inconveniente de que se utilizan pruebas muy convenciona-
les, conocidas popularmente, que se publican en sitios web y 
están al alcance de todas las personas. Si bien la construcción 
de nuevas escalas se presenta como algo viable, es sabido 
que lleva mucho tiempo y esfuerzo elaborar una prueba en 
forma manual y que a su vez la misma presente las propie-
dades psicométricas esperadas. La lectura de material con-
ceptual y la experiencia pueden servir de apoyo para dicha 
construcción, pero siempre se presentan dificultades basadas 
en el factor humano, las cuales obligan a realizar correccio-
nes. 
Es importante mencionar que existe una demanda cre-
ciente de miles de nuevos ítems para incluir en evaluaciones 
computarizadas por parte de agencias de evaluación muy 
conocidas (Gierl & Lai, 2012). Por ende, a medida que el 
desarrollo de ítems se complejiza, la demanda de cantidad y 
calidad de ítems excede con creces la capacidad de aquellos 
redactores que los arman del modo usual (Lai, Alves, & 
Gierl, 2009). Por lo tanto, la proposición de pautas específi-
cas para la construcción de ítems, con escasos desarrollos en 
Argentina, permitiría crear reactivos de la manera más siste-
mática y objetiva posible, sin cometer grandes errores. Con 
el mismo fin, se están desarrollando actualmente estudios 
dentro del campo de la Generación Automática de Ítems, 
pero estas investigaciones son todavía muy recientes y su 
contribución a la construcción de tests con buenas propie-
dades psicométricas aún está puesta en duda. En un futuro 
cercano, tal vez los progresos en dicha temática permitan 
acortar gradualmente la brecha que existe entre la investiga-
ción psicométrica y los avances de la tecnología. 
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