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A queueing theory model is described which serves as a management tool 
for evaluating the service efficiency of a computer installation. Analysis 
relies on standard data obtained at low cost. Application results are 
shown for the case of a Prime 750 system which supports an heterogeneous 
population of interactive users. 
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Assumptions often made about the quality of service 
offered to users of interactive computer systems tend to be 
subjective depending on how users evaluate that service 
themselves. The management of a computer installation, 
however, requires that such an evaluation be objective, so 
that administrative tasks related to daily system usage and 
support can be accomplished. An index of system service 
efficiency is therefore needed to be used as a guide towards 
the above requirement. The index introduced in this paper 
is a combination of two parameters which both characterize 
waiting times experienced by the users of a time-sharing 
interactive computer system; the first is the statistical mean 
of the distribution of the above times and the second is a 
lower and upper bound interval of the standard deviation of 
the same distribution. 
Analysis is by means of a queueing theory model, as 
discussed later, for which an exact analytical solution is 
obtained for the two-parameter index mentioned above. 
Application of the model is performed for the case of a 
Prime 750 interactive computer system located at the 
Control Systems Centre, UMIST, UK, which supports 
users with scientific and engineering requirements. 
Some suggestions are finally offered on how results 
obtained can be used by the management for the improve- 
ment of overall system performance which would improve 
service offered to users. 
Model structure and assumptions 
Assume the organization shown in Figure 1. There is an 
interactive computer system S available and a number of 
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Figure 1 Queueing model for an interactive computer system 
users U that have access to S from various local and remote 
sites. Each user is connected to S by means of a terminal, 
which is occupied during a computing session, which starts 
with an arrival (log-in time) and ends with a departure(log- 
out time). 
Users come to log-in according to some arrival pattern 
and it is assumed here that inter-arrival times are exponen- 
tially distributed. CPU service times are assumed to be 
generally distributed with the Processor-Sharing (PS) 
queueing discipline. It is also assumed that the system 
has reached its steady-state and so its present perform- 
mance is independent of its early history. These assump- 
tions are common in queueing systems,’ and are con- 
sidered as acceptable for most interactive computer sys- 
tems.* They should, however, be checked for their validity 
before a model of this type is applied to a computer 
system: in the case of the system used in this study, the 
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UMIST Prime 750 of the Science and Engineering Research 
Council computer network, the above assumptions have 
time of departure (log-out, h/min/s) 
CPU time requested (s) 
been found to be acceptable.3 IO time requested (s) 
Resource sharing and utilization 
The main resources of system S, as modelled above, 
are the CPU and the IO structure, both of which are con- 
sidered as separate servers. Physical memory is not con- 
sidered explicitly since, in queueing theory terms, this 
device is a passive resource, i.e. users compete for the above 
two main resources while holding processes in the physical 
memory. 
Assume that the system is observed for a period T which 
represents its busy time of the day, i.e. from 09.00 to 17.00 
hours. If N denotes the number of user arrivals during T, 
then the average arrival rate over Twill obviously be: 
X=NjT (1) 
Theithuser,i= 1,2 ,..., N may have required a connect 
time of Ci minutes for the completion of a session, in which 
the CPU and IO times spent may have been Pi and Ii respec- 
tively. From the above, the connect time T, for the average 
user will be: 
Tc = 2 Ci/N (2) 
i=I 
and the average CPU and IO service times, l/p and l/p’, 
will be respectively: 
and 
(3) 
(4) 
The utilization factors, p and p’, of the CPU and IO servers 
represent the fraction of time over T where these devices 
were found busy and can be respectively estimated as: 
N Pi 
p=zy 
i=l 
and 
(5) 
By taking account of equations (1) and (3) and also (1) and 
(4), equations (5) and (6) above become respectively: 
P = X/P (7) 
and 
p’ = x/J 
Model input and output 
(8) 
It can be assumed that the terms (l/p, l/g’) and (p, p’) 
can be estimated by means of equations (I), (3), (4), (7) 
and (8). Such an estimation can be accomplished by the use 
of a mechanism which will be able to record the following 
information per user: 
identification (an alphanumeric combination) 
time of arrival (log-in, h/minis) 
The above information can be obtained easily and at a 
minimal cost from system accounting files. Such files are 
usually kept by the management of a computer installation 
for the purpose of charging users on the basis of resources 
used. The fact that the model requires as input standard 
and low-cost information is significant for its application. 
The two pairs of parameters (1 /p, l/p’) and (p, p’) given 
above are the model input parameters. The output para- 
meters are the mean and the two bounds (lower and 
upper) of the standard deviation of the user waiting times 
distribution. Analytical expressions for these parameters 
are derived below. 
Numerical solution 
The model constructed earlier can be described in queueing 
theory terms as a Markovian model with general service 
times M/G/l /PS. Its solution can be obtained in terms of 
the average user waiting time W which can be shown to 
have the simple form:4 
c;= l/p(l-p) (9) 
where 1 /I and p are as in equations (3) and (7) respectively 
with p thought to include the CPU system overhead as well. 
The above standard solution does not, however, include IO 
service times which from previous discussion are clearly 
part of user requirements in the overall model. To take 
account of that fact the above model is supplemented with 
an M/G/l/FCFS model to describe service in the IO sub- 
system. The assumptions of this model are the same as 
those of the previous one except that service is now in the 
FCFS (first come first served) order, which is a more 
realistic assumption here, since interruptions of service are 
not common at IO devices. This model can also be solved 
analytically4 giving an average IO waiting time W’, as: 
w’ = l/$(1 + (p’(1 + c’2)/2(1 - p’))) (10) 
where l/p’ and p’ are as in equations (4) and (8) respec- 
tively and c’ is the coefficient of variation of the IO times 
distribution. 
Mean normalized waiting time 
The two models solved above can be combined to give 
the average total user waiting time ii/ for a computing ses- 
sion as follows. Sessions are composed of intervals of com- 
puting (CPU service) and IO transactions (IO service) as 
well as user idle time (i.e. when no requests are made). 
Assuming that there is no overlap of CPU and IO service 
for the same user, I$’ will be the sum of ij and W’ given 
earlier. In fact, studies have shown that a small level of 
overlap exists between these two operations, which for 
most installations is between 3 and 4%.5 However, for 
time sessions in which patterns of demand exhibit a greater 
level of concurrency there are departures from the above 
average value. In order to cover as many such cases as 
possible, we may consider an overall value of 5% and, then 
by setting a factor 1 = 0.95, l?‘is obtained as: 
W = w + 10’ (11) 
The above expression covers an entire session and has 
therefore an accumulative effect: a more practical ex- 
pression of I? would be: 
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ti’c = p/T, (12) 
where T, from equation (2) is the average user connect 
time (the length of the average session). The latter expres- 
sion is a normalized equivalent of the former and shows 
the amount of time, in seconds, the average user has to 
spend in the wait state for every minute of time connected 
to the system. In that sense, it is a measure of system ser- 
vice efficiency in a multi-user environment. 
Variance of the waiting time distribution 
The distribution of user waiting times could be charac- 
terized better if some expression of its variance u$ could 
be found in addition to its mean value derived earlier. An 
exact expression of &is not, however, available because of 
the assumption of general CPU times in the M/G/l/PS 
model.4 It is, however, possible to derive a lower and an 
upper bound of CJ& as shown below. 
Denote by (u$)~~~ and (u’w>~o the variance due to the 
CPU and IO times respectively. First, as can be shown,6 
with the assumption of exponential CPU times instead of 
the general ones assumed originally, the corresponding 
model M/M/l /PS has a variance: 
(&I M/PS)cpu = (2~lp(I - P)~) 
x(l/~-((1--xp[-_(l-~),l/(l-~))) 
(13) 
Next, the variance of the M/G/l /FCFS model, which is the 
original model for the CPU in which PS is replaced by the 
much slower FCFS service, can be shown to be:4 
(4~ I WCWCPU 
=(~(l+c2)/2~(l-~))2+(W~3)/3(I-_p)) (14) 
where c is the coefficient of variation of the CPU times 
distribution and E(s’) is the expectation of the third power 
of that distribution. The required variance u’w may at first 
be bounded as: 
(&) I M/Wcpu G 0% G <&I WC WCPU (15) 
Further, both sides of equation (15) are incremented by the 
quantity Z(u$)Io, where 1 is the factor which corresponds 
to the level of CPU and IO overlap, and so we obtain: 
(02wl M/PS) cp,, + /(a$,1 G/FCFS),, < u’w 
G (&I G/FCFS),pu + ~(u$IG/FCFS)~~ (16) 
which is equation (15) in which the IO effects of the M/G/ 
l/FCFS model have been added. The formula for the IO 
variance (u’,)Io in equation (16) is the same as that of the 
(C&&J for the FCFS case, i.e. equation (14), in which p, 
p, c and E(s3) are replaced by p’, p’, c’ and E(s’~) of the IO 
times distribution respectively. 
Model application 
The two analytical expressions derived earlier, i.e. equation 
(12) and inequalities (16), characterize user waiting times 
in an interactive computing environment. They can be used 
to describe system responsiveness to user requests and 
therefore user satisfaction (or dissatisfaction) and thus 
give the management of a computer installation an index by 
which system service efficiency may be assessed in quantita- 
tive terms. 
Below is an indication of average user requirements for 
the case of the UMIST Prime 750 system on a typical daily 
basis: 
User arrival rate, h = 0.45 arr./min 
User connect time, T, = 25 min 
CPU request rate, R = (l/pT,) = 2.75 s/min 
IO request rate, R’ = (1 /p’T,) = 1.20 s/min 
CPU utilization, p = 0.55 
IO utilization, p’ = 0.25 
Estimated values of L?‘c and CJ$ limits which correspond to 
these requirements, are: 
Average user waiting time, wc = 7.45 s/min 
Variance lower bound, u&(l) = 7.50 s/min 
Variance upper bound I&(U) = 12.20 s/min 
As can be seen here, service efficiency may be considered 
adequate since, on average, a user with CPU request rate 
R will experience a stretch factor, i.e. the ratio WC/R, which 
is below 3 and which is generally considered good for most 
systems. Several model estimates, obtained for a variety of 
workloads, have also shown that c&(u) values are always 
well above WC. This result indicates that, for the system 
used in this study, u%(u) may also act as an upper bound 
for WC. If this bound is normalized by R, as with I?,, it 
gives a maximum value &(u)/R for the stretch factor, 
which is typically below 5. 
There have been certain cases, however, when the sys- 
tem was overloaded with more than 25 simultaneous 
users, in which waiting times (and the corresponding stretch 
factors) were significantly higher than those given above. 
It was subsequently found that this fact was due to in- 
creased requirements, mainly for CPU service, which were 
not uniformly distributed over all system users. This had 
led to the characterization of the user population as two 
groups: on ‘normal’ group which contains users that behave 
in an homogeneous interactive manner and one ‘heavy’ 
group which contains users with batch-type service require- 
ments. As it was later found, the second group of users 
had a population which was consistently within the 10% 
range of the total user population over the busy part of the 
day. It was then possible to identify regular users of that 
second group, from information contained in past per- 
formance files, and arrive at certain suggestions about 
improving system efficiency. One suggestion was to en- 
courage the non-interactive users to submit their requests 
through the overnight batch queue of the system and 
another was to arrange for the transfer of their requests 
to a different system in the network with a greater capa- 
city. Another option was system tuning through changes 
in the operating system to make it more adaptable to user 
requirements. 
It was finally estimated that, after the implementation 
of such options, the benefits from improved performance 
would be significant: a decrease in L?c by an average of 
30%, followed by a nearly uniform user population with 
interactive requirements only, which would bring the 
system saturation point for time-sharing from a present 
value of about 23 users to a considerably higher value of 
nearly 35 users. 
Conclusions 
The composite model described in this paper can serve as 
an aid in computer performance management. It takes 
account of all basic characteristics found in an interactive 
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