Abstract-This paper provides a unified analysis of the steadystate behavior of different multichannel filtered-x affine projection algorithms when used in active noise control (ANC) systems. The analysis deals with two different filtering schemes: the modified filtered-x affine projection (MFXAP) algorithm, with the modified filtered-x structure embedded, that has been studied in previous works, and the filtered-x affine projection (CFXAP) algorithm, with the conventional filtered-x structure embedded, that becomes the main contribution of this work. This study is based on energy conservation principles and does not require a specific signal distribution. The derived theoretical models allow to accurately predict the steady-state performance of the considered algorithms for moderate AP orders and low step sizes . Simulation results obtained in practical ANC systems validate both the analysis and the achieved expressions, showing a relative good match between theory and practice.
I. INTRODUCTION
A FFINE PROJECTION (AP) algorithms [1] have been recently proposed as adaptive system controllers [2] [active noise control (ANC) systems included] with the main purpose of improving the convergence performance of the least-mean-square (LMS) type algorithms, characterized by their simplicity and low computational load, avoiding the computational complexity and possible instabilities offered by other algorithms like the recursive least square (RLS) algorithm. This increase in convergence speed is at the expense of an increment in update complexity. Concretely, the coefficient update requires vectors comprised of past samples of the reference signal and matrix computations rather than only one reference signal vector like LMS type algorithms. Moreover, when the projection order of the algorithm increases, convergence speed also increases, but at the price of a considerably rise of the computational complexity. Thus computationally efficient strategies have been developed which can lower computational cost while retaining good convergence properties, thereby providing fast AP algorithms. Different efficient AP adaptive filtering methods have been proposed and implemented for applications such as acoustic echo cancellation [3] , [4] and sound control [5] - [7] . One of the main points to consider when adaptive algorithms are applied to ANC is the existence of a secondary path between the adaptive filter output and the error sensor, whose negative effects [8] on algorithm performance should be compensated using a suitable adaptive filtering scheme. Moreover, unavailability of the desired signal (see Section II) should also be considered. Both facts lead to the use of the modified filtered-x (MFX) structure [9] of the filtered-x adaptive filtering scheme. However, this structure is more demanding from a computational cost point of view than the conventional filtered-x (CFX) scheme [10] , [11] , especially for multichannel systems which makes the development of practical applications with the MFX scheme unfeasible, although it provides better convergence speed [10] . The efficient multichannel AP algorithm for ANC systems based on the CFX scheme was introduced in [7] . Convergence performance of practical multichannel ANC systems using computationally efficient AP algorithms based either on the CFX structure or on the commonly applied MFX structure was analyzed in [7] . Steady-state results were obtained and it was shown that both schemes typically provide AP algorithms that exhibit good convergence performance, faster as increases.
Despite the great interest for these algorithms, very few works deal with the convergence properties of AP algorithms and their filtered-x approaches. Most analyses were based on the independence theory [2] , as in [12] and [13] for AP algorithms and [10] , [14] for filtered-x algorithms. Although the results for AP algorithms show good agreement with simulations, the arguments are based on a particular model for the input signal and use a specific technique for each different AP [15] . However, a general method based on the energy-conservation relation that does not require a specific signal distribution is applied in [16] - [19] . On the other hand, very few works have been published concerning the filtering problem presented by ANC systems. In [20] and [21] , the approach of [16] is applied to study the steady-state behavior of the AP algorithm based on the MFX scheme. Although the results showed good agreement with simulations, the selected experimental conditions were far from practical cases.
In this paper, the steady-state performance of the AP algorithm suitable for ANC (or any other sound control application) and based either on the MFX scheme or on the CFX scheme, is analyzed. In particular, we derive expressions for the MSE, as well as practical conditions on the step size for stability. Furthermore, part of the presented MSE analysis for the AP algorithm is shared by both filtering structures. Hence, the approach in [16] is adapted to the steady-state analysis of single channel and multichannel AP algorithms suitable for ANC. This paper is organized as follows. Section II reviews the single channel and multichannel AP algorithm based on both filtering schemes considered. Section III derives the theoretical models for the steady-state MSE of the single channel AP algorithms, whereas the theoretical performance of the multichannel AP algorithms is analyzed in Section IV. Section V provides simulation results of several ANC systems that validate the analytical predictions. Conclusions are presented in Section VI.
Throughout the paper, we denote vectors and matrices by boldfaces. The Euclidean norm and the mathematical expectation are denoted by and , respectively. is the trace of a matrix and denotes a diagonal matrix of the entries . Finally, denotes an identity matrix of appropriate dimensions.
II. AP ALGORITHMS FOR ANC
The AP-type algorithms are based on multidimensional orthogonal projections on affine subspaces [1] . Although they were previously used for other applications [22] , they were firstly introduced for ANC in [23] . These algorithms can be considered as a generalization of the normalized LMS (NLMS) algorithm [2] , [11] , which uses only one input signal vector.
The coefficient update equation for the AP algorithm is given by (1) where is a step-size parameter, is the length-weight vector, is a matrix defined as (2) and is the error vector expressed as
being a vector composed of the disturbance signal samples. Vector in (2) includes the most recent samples of the reference signal.
A. AP Algorithms for Single Channel ANC
In order to apply AP algorithms to ANC, there are some fundamental differences between an ANC configuration and the standard setup for system identification showed in Fig. 1: • First, in an ANC system the error signal is obtained as the acoustical combination of the desired signal (which represents the undesired signal or disturbance signal to be cancelled) and the adaptive filter output instead of the subtraction of an electrical signal. This point causes a sign change in the coefficient update algorithm.
• Second, and more importantly, the output of the adaptive filter in Fig. 1 is not directly combined with the disturbance signal. In ANC systems, the secondary path between the adaptive filter output and the error sensor has to be considered. This secondary path response, , is due to the transducer and the room responses and is generally modeled as a FIR filter. In practice, it is necessary to compensate for the secondary path to avoid negative effects on the adaptive algorithm performance. The usual way to take this response into account is to filter the reference signal through an estimate of this response. This scheme is the CFX structure [11] and it is shown in Fig. 2 (a) for a single channel system. Alternatively, the MFX structure can be implemented, which allows to improve the convergence performance of the adaptive system [9] , as in Fig. 2(b) . Despite the fact that other filtering structures can be considered, the CFX and the MFX schemes are the most commonly used.
• Furthermore, the disturbance signal vector is needed to calculate the error vector , see (3) . As a result, the AP algorithms have been mainly implemented using the MFX scheme [5] , [15] which allows reconstruction of . • Finally, a multichannel ANC system with several secondary sources, several error sensors, and perhaps even several reference sensors, is needed in practical applications. Table I , the coefficient update equation for the AP algorithm applied to a single channel ANC system can be written as (4) where matrix contains the reference signal values that comprise matrix , but previously filtered by the secondary path estimate. Regarding (4) term in is needed in order to avoid possible instabilities due to the matrix inversion, where is a small positive constant. If the AP algorithm with the MFX structure embedded (MFXAP algorithm) is considered, the error vector is computed as (5) where and . The AP algorithm based on the CFX structure (CFXAP) does not provide the disturbance signal vector . Thus the error signal vector is built with the last samples of the error signal . This error vector approximation is accurate under the assumption of slow convergence. Although this structure demands slightly longer convergence time, it requires a moderate computational burden specially for multichannel systems, which converts the CFXAP in a valid alternative to other fast AP algorithms [7] .
B. AP Algorithms for Multichannel ANC
A generic multichannel ANC system ( reference signals, secondary sources, and error sensors) is depicted in Fig. 3 . Notation in Table II will be used to describe such a system.
The multichannel extension of the ANC system implies expanding the matrices and vectors considered in (4) . Among the different available strategies to update the filter coefficients (see [20] ), in this paper we will use the following approach: (7) where is the matrix given in (8), shown at the bottom of the next page. The vector is comprised of all the adaptive filter coefficients (9) and the vector is generated from the error signal vectors at each error sensor . If we consider the multichannel MFXAP algorithm, is given by (5), being the lengthvector (10) with , and is the matrix defined as . . . Similarly to (8) and (11) we define the matrices , , and , where the real secondary paths instead of the estimates are used (see more details in Table II ).
In the case we use the multichannel CFXAP algorithm, the error vector is built with the vectors that contain the last samples of the corresponding th error sensor signal.
Once we have briefly described the AP algorithms for multichannel ANC system, we address the issue of the steady-state behavior of these algorithms.
III. STEADY-STATE ANALYSIS OF SINGLE CHANNEL AP ALGORITHMS
First, we need to consider the steady-state mean square error (MSE) of single channel AP algorithms. Our objective is to evaluate the steady-state MSE performance of the single channel AP algorithm based either on the MFX or on the CFX schemes. Then, we estimate the MSE as (12) where is the first element of the error vector that, depending on the filtering scheme considered, can be obtained in two different ways. For the MFXAP, is estimated from (this assumption is based on a fairly accurate estimate of the secondary path, which usually happens in most practical cases) and according to (5) it is given by (13) being the first column in matrix . On the other hand, the CFXAP uses the error signal at time to obtain . In order to obtain a mathematical model of the steady-state MSE, we follow the approach shown in [16] , [17] , where this problem has been solved for an adaptive identification system based on the AP algorithm whose update equation is expressed by (1) . The update equation of the AP adaptive filter coefficients in the single channel case is given by (4). Moreover, we will consider that the algorithm converges to a specific solution , such that the desired signal vector is given by .
. . .
However, this result is not achieved in practice and it is more realistic to use (14) where is a Gaussian noise vector of zero mean and variance, and is a matrix that contains the reference signal values but previously filtered by the secondary path. accounts for modelling errors, that is, it expresses the error between signals generated by means of the adaptive filter and the disturbance signal , and it is uncorrelated with reference signals.
If the coefficient error vector is defined as (15) and the a priori and a posteriori error vectors are defined as (16) and (17) respectively, then, a recursion for based on the energy conservation relation can be derived. To do this, the expression in (4) can be suitably manipulated obtaining (18) If we equate the Euclidean norms of both sides of (18) the following energy conservation relation is derived: (19) where it is assumed a perfect estimate of the secondary path which implies matrix can be approximated by . It should be emphasized that the energies of the coefficient error vectors at different iterations are related to the weighted energies of the a priori and a posteriori error vectors, just as the relation provided in [16] . Applying the expectation operator at both sides of (19) and the steady-state condition ( as ), it becomes (20) Moreover, if we express the a posteriori error vector in terms of the a priori error vector by using (4) and (15)- (17), and assuming a perfect secondary path estimate, it leads to (21) Then, substituting (21) in (20), we find that (22) where the following data function matrices have been defined: (23) and, (24) The top entry of the a priori error vector defined in (16) can be expressed as (25) and the limit of its mean-square error for is called excess mean-square error (EMSE) (26) Furthermore, from (5), (14)- (16), it holds the relation between the MSE and the EMSE (27) This will allow us to obtain first the EMSE by means of (26) and then derive the MSE using (27). The analysis carried out up to now is common to both filtering schemes. However, note that both structures use a different error vector and as follows, a separate analysis is considered in order to derive the steady-state MSE.
As we need to deal with the expectation operator in (26), we shall rely on several assumptions in the following analysis. First, we will introduce some approximations due to statistical considerations between different vectors and matrices. Second, at steady state when , it is found that .
A. Steady-State MSE of the MFXAP Algorithm
For the particular case of the MFXAP algorithm, the error vector introduced in (5) can be expressed as (28) using (14)- (16) . By applying (28) in (22) and assuming perfect secondary path estimate, we get (29) We make use of the following assumption.
A.1) The matrix (and consequently the data function matrices) is uncorrelated with the noise error vector
, and with the a priori error vector . Considering that for two column vectors of length , doing some algebraic manipulations and using A.1) (29) becomes (30) The off-diagonal terms of the matrix are neglected following [16] where is the first element of the diagonal of the matrix . The derived expressions are identical to those expressed in [16] , except that now matrices and depend on the filtered data matrix instead of on .
B. Steady-State MSE of the CFXAP Algorithm
In order to analyze the AP algorithm based on the CFX scheme, the error vector is comprised of past samples of the error signal . If we consider slow adaptation or steady-state behavior, the error vector can be expressed as . . .
with defined in (14) . Besides, in the same way as in (28) 
IV. STEADY-STATE ANALYSIS OF MULTICHANNEL AP ALGORITHMS
The aim of this section is to evaluate the steady-state MSE performance of the AP algorithm suitable for multichannel ANC. The extension of the single channel MSE analysis to the multichannel case is not straightforward and requires further development. Even though a first approach to solve this issue was presented in [24] , a new and improved approach is introduced throughout this paper.
In a multichannel ANC system, the steady-state MSE is estimated as the sum of the mean square errors at each error sensor In order to independently recover the data related to each error sensor in (7), matrices , similar to the matrix defined in Section II, are introduced. These matrices of dimensions are comprised of the reference signals filtered by every secondary path between the different actuators and the th error sensor (e.g., is a matrix that replicates the first columns of matrix up to create a matrix). In a similar way as in the single channel case, the following relation can be derived: at each error sensor. Therefore, in order to estimate the MSE of the filter, we need first to obtain and then deduce the from (52) and (54). Regarding the weight vector, from (7) and (56) it holds that (59)
The same energy conservation arguments as in the single channel case can be used in order to derive the multichannel MSE. However, a weighting into the energy relation should be incorporated, [16] , then, the weighted Euclidean norm of a vector is defined as , where is a positive-definite matrix of appropriate dimensions.
Next, we can define the weighted multichannel a priori and a posteriori error vectors of dimensions as
If both sides of (59) are multiplied by from the left, that leads to (62) By substituting from (62) in (59) and using from now on the perfect secondary path estimate assumption as in Section III, we find that (63) and it can also be rewritten as (64) Computing the weighted norm at both sides of (64) yields (65) In steady state, when , it is found that and according to (62), it follows:
(66) Even though (66) presents a similar form to relation (22) for the single channel case, it requires further development because the error vectors involved, and , depend on information from different error sensors. However, this task can be simplified if matrix is defined as (67) Thus, vector is equal to vector , therefore depending only on the th error sensor. It should be noted that matrix in (67) would be neither symmetric nor invertible and therefore does not belong to the class of matrices for which the above expressions [(60)-(66)] have been described. However, although some previous derived expressions could not be supported for this matrix, (67) can be used as an approximation when the exact expression cannot be considered.
Therefore, in order to derive the from (66), it would be interesting to obtain the error vector or equivalently, the a priori error vector, , including only information related with the th error sensor. Obviously, a different theoretical analysis should be followed for the multichannel AP algorithm based on both filtering schemes.
A. Steady-State MSE of the Multichannel MFXAP
The error vector for the multichannel case is given in (5) , that according to (55) can be expressed as (68) Moreover, similar manipulations to those in Section III lead to (69)
We introduce the following definitions to suitably manipulate (68):
• , and are vectors built by using the contributions of the error vector, the a priori error vector, and the noise vector, respectively, to the th error sensor. The corresponding information is replicated times in each vector (70)
• Matrix of dimensions, is composed of the -dimensional identity matrix times replicated in the row dimension, and placed, from column to column . For example, in a system with and we have Thus, by multiplying (68) by from the left, we get (71) where only information regarding the th error sensor is involved. Regarding (70), it has to be noted that while the contribution of the error vector to each error sensor can be obtained from the error vector , the reverse process is not feasible as the matrix is not invertible when the system exhibits several error sensors. Consequently, it is not obvious how to decouple the information related to each error sensor in (68). Thus, from this point of the analysis, we will assume that the error sensor signals are very similar among them. This approximation is valid if we suppose the secondary paths are not very different from each other, which usually occurs in practical ANC systems when either the error sensors are close among them or the system works at low frequencies and the secondary paths can be basically approximated by a delay.
If we take into account this hypothesis, we can derive
where has been approximated by an identity matrix named which means that . It should be mentioned that this approach cannot be assumed at the outset of the analysis, as it would have provided a dreadful inexactness. Although risky, this approximation is justified by the given arguments and is of great help to progress the analysis. Under the previous considerations, and introducing the matrix (82) where we are assuming the noise variance is relatively small. Therefore, we have neglected the terms related to with regard to the terms related to in (79). From (82) we can deduce the expression for the estimated . Thus, as , we get (83)
And the multichannel MSE of the filter is therefore given by, as follows from (53) and (54): (84)
B. Steady-State MSE of the Multichannel CFXAP
We now study the steady-state MSE of the multichannel CFXAP algorithm. As previously commented, this algorithm uses past samples of the error signal at each error sensor to estimate the error vector, and this formulation is mathematically described as follows and similarly to (38) 86) and is defined in (55). As in the case of multichannel MFXAP analysis, MSE is derived from (66) but using (85) as the error vector. Note that in order to evaluate the from (66), we need to know the information at each error sensor related to . A similar form as in (70) can be found, which satisfies (87) where matrix is the same as in (70), and a vector comprised of the entries of vector related to the th error sensor, but times replicated. Assuming similar considerations to the analysis in Section IV-A we introduce the following simplification, . Then (66) can be rewritten as (88) being defined in (73). In order to evaluate the MSE, we make use of the following hypothesis. A. 5) , and , are uncorrelated among them. Taking expectations at both sides and using A.5), (88) can be expressed as in (30) (89) By using the same methodology applied in the previous section, off-diagonal terms of the different matrices defined in (89) are neglected. It can be seen from (86) and (87) Up to two loudspeakers have been used as secondary sources and one or two loudspeakers, as appropriate, as primary signals producing a colored Gaussian noise generated by filtering white Gaussian noise (of zero mean and unit variance) with a first order autoregressive filter of transfer function . The desired signal vector has been generated following the model in (14) , depending on system dimensions, with Gaussian noise of variance . The adaptive filters have the same length as the unknown channel (16 coefficients), and the secondary paths have been perfectly modelled by 8 coefficient FIR filters.
The experimental results provide the MSE by averaging over 10 independent runs of 600.000 samples each and using a regularization factor of . In addition, different step sizes and affine projection orders , 4 and 6 are applied. In the first experiment we consider a single channel ANC system. Fig. 4 illustrates the MSE for the AP algorithms, the MFXAP and the CFXAP, obtained both from simulations and estimated with the derived theoretical approaches. Fig. 4(a) diagrams the estimated MSE of the MFXAP when by using the theoretical model (36) for the EMSE. The estimated curves lie close to the simulated one, closer for low values and for AP orders of moderate value. Moreover, the estimated and simulated MSE differ when increases and higher AP orders are used.
Similar results have been obtained for the CFXAP algorithm, see Fig. 4(b) , although in this case the estimated MSE has been obtained from (47). It should be noted that higher step size values are allowed for the MFXAP algorithm in comparison with the range of values chosen for the CFXAP algorithm. All of these step sizes have been chosen in order to guarantee stability of the corresponding AP algorithm. Indeed, values up to 1 are allowed for the MFXAP in contrast with the highest allowed for the CFXAP. The second experiment considers a multichannel ANC system as in Fig. 3 with , , and (1:2:2 ANC system). Fig. 5 illustrates the comparison of the MSE obtained by simulation and theoretically described for both analyzed schemes, the MFX and the CFX, respectively. The comparison between the estimated MSE following the EMSE given in (83) and the values obtained by simulation for the multichannel MFXAP is illustrated in Fig. 5(a) . On the other hand, estimated values of the MSE for the conventional scheme in Fig. 5(b) are derived from (93). In both cases, the estimated curves for low values and low AP orders ( ,4) fall close to the corresponding simulation values. However, the theoretical predictions of the MSE are not very accurate for high AP orders especially for the CFXAP in Fig. 5(b) . Therefore, these results are coherent with [16] , [20] , if only low AP orders are considered. Moreover, these theoretical curves are very similar to each other for very low values and in that particular case, it seems the estimated MSE is not dependent on .
In the third set of experiments, we consider a multichannel 2:2:2 ANC. Fig. 6(a) and (b) shows results for the MFXAP and the CFXAP, respectively. Again, these results show close agreement between the theoretical MSE curves and the experimental curves especially for small .
The fourth experiment considers the same experimental conditions of the second experiment, a 1:2:2 multichannel ANC system, but with imperfect secondary path estimates. Estimation errors with different signal-to-noise ratios (SNR) have been considered. The derived models predict quite accurately the simulation results, except for very low SNRs. As an example of imperfect estimate we assume a SNR of 20 dB. Fig. 7(a) and (b) illustrates the results. Fig. 7(b) shows the good match between the model and the simulations for the CFXAP algorithm despite the errors in the estimates. However, the results obtained for the MFXAP algorithm are poorer even when . Indeed the MFXAP algorithm involves two filterings by using the secondary path estimates and that worsens the theoretical model accuracy, see Fig. 7 (a). It should be noted that for higher SNR both models behavior similarly to the perfect estimate of Fig. 5 .
VI. CONCLUSION
In this paper, an analysis of the steady-state MSE performance of the AP algorithms for ANC has been proposed. Concretely, the MSE for the AP algorithm based either on the MFX or on the CFX structure has been predicted. The methodology applied is based on energy conservation relations avoiding other more restrictive assumptions. Although some authors previously presented an estimated MSE for the multichannel AP algorithm based on the MFX scheme [20] , our work introduces as a novelty a theoretical model for the MSE of the multichannel AP algorithm based on the CFX scheme. Moreover, the same methodology for the AP algorithm based on the CFX scheme has been used for the MFX version. Note that in the analysis presented herein one of the main problems has been to obtain the information related to each error sensor independently. Although some rough approximations have The top entry of this vector is equal to . Regarding the other elements in (95), we consider (16) and (17) to derive (96) and by using (38), we find that (97) Multiplying (97) by from the left, and taking expectations, we obtain (98) Considering only diagonal terms at both sides of (98), leads to (99), shown at the bottom of the page.
Taking the first element at each side of (99) and delaying it a time instant, gives (100) . . .
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