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Captulo 1
Introduccion
En los sistemas de generacion de energa eolica es necesario tener controladores que permitan realizar
regulacion de tension a partir de una entrada variable del viento. De acuerdo a la conguracion del
generador eolico, el objetivo no es hacer solamente regulacion de tension, sino tambien, controlar la
potencia o ujos de potencia, ya sea activa o reactiva. En este proyecto, el principal problema que se
identica, es mantener la tension en una carga, en la red o en un banco de bateras, constante frente
a variaciones en la velocidad del viento [4]. Con el n de mejorar la eciencia del sistema, tambien
se busca obtener la mayor cantidad de potencia frente a variaciones internas o ante perturbaciones
externas, de tal forma que el sistema de generacion no se vea afectado [5].
A medida que aumentan los requerimientos en el desempe~no de un sistema de control, en algunos
casos es necesario aumentar el numero de sensores y variables de control sobre el sistema, aumentado
al mismo tiempo los costos de implementacion [6]. Con el uso de observadores dinamicos, es posible
reducir el numero de sensores, y por tanto se pueden reducir los costos asociados al sistema de control.
Sin embargo, un observador requiere un conocimiento detallado del modelo dinamico del sistema a
controlar. Los controladores del tipo PI, son los controladores mas usados en la implementacion de
controladores sobre sistemas de generacion eolica, pero la sintonizacion de estos controladores se hace
a partir del conocimiento de un operario, y no de un modelo matematico del sistema [7].
Con base en lo anterior, surge la pregunta de con que tipo de metodo se pueden observar las variables
dinamicas del sistema, esenciales en el funcionamiento del controlador, y ademas que tan conables
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resultan ser dichos metodos [1],[8] ,[9] . Es all donde entra en uso las Redes Neuronales Articiales
(RNA), con estas se pretende realizar estimaciones aproximadas del sistema, conociendo el modelo
matematico de este y de all el modelo en espacio de estados, las RNA han demostrado ser un algoritmo
poderoso en estimacion de variables a partir de determinadas entradas, ademas sometiendolas a un
proceso de aprendizaje durante el cual se pueden determinar los valores adecuados de los pesos y
umbrales, con el objetivo de que las RNA sigan un comportamiento deseado. Las RNA debido a
su semejanza con las Redes Neuronales biologicas, muestran un sin n de aplicaciones debido a su
capacidad de aprendizaje del entorno, de la misma manera como nosotros lo hacemos. Son muchas las
ramas de la tecnologa donde se estan realizando investigaciones.
1.1. Justicacion
Las turbinas eolicas no son una parte fundamental en la generacion de energa electrica en la actualidad,
ya que estas representan un costo economico muy alto y son totalmente dependientes de factores
ambientales como lo es el viento. Sin embargo, es una forma  limpia  de obtener energa electrica
puesto que no es necesario inundar grandes extensiones de tierra ni desviar ros y quebradas , ni mucho
menos despedir dioxido de Carbono (Co2 ) al ambiente [10]. La demanda del suministro electrico
en los proximos a~nos tendra un aumento, esto debido al desarrollo tecnologico que se ha presentado
desde hace varias decadas, ademas las fuentes de suministro de combustibles fosiles se estan agotando
obligando de esta manera a buscar fuentes de energias alternativas que sean renovables, como lo es en
este caso las turbinas eolicas.
Hoy en da se estan investigando nuevas tecnicas que reduzcan el costo tanto operativo,de
mantenimiento y de equipos como sensores, ademas de aumentar la eciencia de este sistema y poder
extraer la maxima cantidad de potencia ante cualquier velocidad del viento y no verse perjudicado
por perturbaciones externas. Este tipo de generacion de energa electrica puede ser de gran ayuda al
planeta para suplir la falta de la misma pero se debe seguir avanzando en la optimizacion de dichos
elementos [11].
Las redes neuronales articiales permiten realizar la identicacion de sistemas dinamicos lineales y no
lineales a partir de un conocimiento de los datos de entrada y de salida [12]. Los sistemas de control
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basados en redes neuronales han mostrado tener una gran efectividad en su aplicacion sobre sistemas
fsicos. Es posible construir un sistema de control basado en redes neuronales en espacio de estados, y
acoplarlo para el control de sistemas de generacion de energa eolica [13].
Cuando se incluye en la validacion del sistema de control elementos reales, es posible enriquecer las
caractersticas del desempe~no del sistema, frente a condiciones estrictamente de simulacion. Estos
esquemas de simulacion se conocen como sistemas con elementos en reales en el ciclo (hardware in
theloop) [14].
1.2. Objetivos
1.2.1. Objetivo general
Implementar un sistema de generacion eolica con generador de imanes permanentes y convertidor
AC/DC { DC/AC usando un controlador conredes neuronales en espacio de estados.
1.2.2. Objetivos especcos
Modelar un sistema constituido por una turbina eolica conectada con un generador de imanes
permanentes y utilizando un convertidor AC/DC { DC/AC.
Identicar un modelo de espacio estados con redes neuronales sobre un MSIP y acoplarlo con un
controlador por realimentacion de estados.
Implementar un sistema de generacion eolica mediante un modelo de simulacion utilizando
sistemas reales dentro del ciclo (Hardware in theloop) y realizar un analisis comparativo con
controladores del tipo PI.
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Captulo 2
Modelado del sistema
Es importante comprender el funcionamiento del sistema en forma general, para observar las variables
que hacen parte y como pueden afectar el mismo, cabe resaltar que todos los modelos que se
desarrollaran en este captulo estaran representados en los ejes dq0. Si interesa el comportamiento
interno del sistema, entonces sera util una descripcion en el espacio de estados.
Desarrollar un modelo adecuado para un sistema fsico es una tarea de suma importancia y difcil
que requiere la habilidad para determinar cuales variables fsicas son importantes para la precision del
modelo y cuales se pueden despreciar. El modelo matematico ayuda en la simulacion ya que existen
casos en los cuales resulta demasiado costosa o peligrosa la experimentacion directa con el sistema [15].
A continuacion se desarrollaran los modelos matematicos necesarios para el modelado del sistema y
posteriormente para el empleo del controlador:
2.1. Turbina
La turbina eolica es la encargada de convertir el movimiento mecanico producido por la accion del
viento en energa electrica, mediante el acople con un generador, en este caso el Generador Sncrono
de Imanes Permanentes (GSIP) que se estudiara en el captulo 2.2.
En la gura 2.1 se pueden observar los principales componentes tanto mecanicos como electricos de
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una turbina eolica, pero en este proyecto se enfocara en los ultimos componentes ya mencionados como
lo es el generador de imanes permanentes y el sistema de control.
Figura 2.1: Partes que constituyen la turbina eolica
Sin embargo es importante tener una idea general del funcionamiento del sistema a controlar, la energa
que se desea aprovechar y convertir en electricidad para llegar a abastecer una porcion de la demanda
de energa que proviene del viento, esta llega como energa cinetica donde mueve las palas de la turbina
y estas a su vez mueven un rotor donde se encuentra el eje, este lleva una velocidad angular y una
potencia que se desea llevar al generador sncrono de imanes permanentes, mas adelante se mostrara la
ecuacion denida para la potencia mecanica extrada del viento, pero primero debe pasar por una caja
de engranajes, all se puede reducir o aumentar la velocidad angular dependiendo de la conguracion
de la misma [6].
Una vez se hace llegar la potencia extrada del viento al generador, este se encarga de convertir dicha
energa en electricidad, en la seccion 2.2 se estudiara en forma detallada el generador sncrono de imanes
permanentes o GSIP, pero este no se puede conectar directamente a la red, ya que primero debe pasar
por un puente trifasico de recticadores donde se especicara mas adelante el comportamiento y modelo
de estos, all se convierte la se~nal AC de ingreso a una DC a la salida.
En este punto se ubica el control que se mencionara mas adelante, lo deseado es controlar el ujo de
potencia y con este la tension de salida, para un banco de bateras para el caso del convertidor Buck y
con el empleo del puente de inversores convertir la se~nal de entrada DC a una se~nal de salida de tipo
AC que ira conectado directamente a la red, donde se desea que dicha tension se mantenga constante
y no presente uctuaciones.
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Por ultimo y mas importante en este proyecto se encuentra el sistema de control empleado, donde
se desea que el comportamiento del sistema siga un determinado modelo de referencia, el control a
utilizar sera por medio de Redes Neuronales Articiales en espacio de estados, donde a partir de datos
de entradas se puede predecir variables a la salida del sistema, ademas posee la opcion de hayar las
variables de estado de la planta [5].
En la ecuacion (2.1) se puede observar la potencia mecanica extrada del viento.
Pw =
R2a
2
Cp()v
3 (2.1)
Donde  es la densidad del aire, Ra es el radio de la zona cubierta por el viento, v es la velocidad del
viento y Cp es coeciente de rendimiento en funcion del tipo de velocidad [16]. Si la densidad del aire,
la velocidad del viento y el area de barrido que esta dada por A = R2a son constantes, entonces la
potencia de salida de la turbina estara en funcion del coeciente de rendimiento de la turbina Cp que
esta denida en la ecuacion (3) [5]. Adicionalmente la turbina eolica esta caracterizada por la curva
Cp    como se muestra en la gura 2.  estara denida en la ecuacion (2.5).
Figura 2.2: Curva de Cp    [1]
De la gura 2.2 se puede ver que a un valor optimo de , se produce el valor maximo del coeciente
de rendimiento de la turbina eolica Cp, lo que resulta en la eciencia optima [5].
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El torque que se desarrolla por el viento se presenta en la ecuacion (2.2) junto a la aproximacion de la
constante Cp (2.3).
Twt =
R3a
2
Cp()v
2 (2.2)
Cp = 0;22(
116

  5)e 12;5 (2.3)
Una aproximacon de segundo orden, del coeciente Cp, se calcula empleando la tecnica de minimos
cuadrados.
Cp = a0 + a1+ a2
2 (2.4)
El tipo de velocidad radial  esta dada por la ecuacon (2.5).
 =
R3a
2
Cp()v
2 (2.5)
La velocidad en la parte del generador esta dado por la ecuacion (2.6), donde G es la ganancia de la
caja de engranaje.
WH =WLG (2.6)
El torque de entrada al generador se presenta en la ecuacion (2.7).
Tm =
Twt
G
(2.7)
Reemplazando (2.5) y (2.4) en (2.2) se obtiene una aproximacion del torque de entrada en el generador
(2.8) [16].
Tm =
d1v
2
G
+
d2vwH
G2
+
d3w
2
H
G3
(2.8)
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2.2. Generador Sncrono de Imanes Permanentes (GSIP)
El GSIP es un tipo de generador sncrono, pero a diferencia de otros generadores, cuenta con un grupo
de imanes en lugar del bobinado de excitacion, permitiendo producir un campo constante de excitacion.
Existen dos tipos de variables a tener en cuenta para el empleo de estas maquinas, si es de velocidad ja
o variable, pero con la primer velocidad se tiene como limitacion le pobre calidad de energa, ademas
la baja eciencia inuye negativamente para futuras aplicaciones [17].
Los GSIP son de gran importancia para la generacion eolica, ya que como se preciso en el parrafo
anterior, no precisan del uso de bobinados de excitacion debido a que el campo magnetico del rotor es
producido por imanes permanentes, tampoco de escobillas ademas poseen una eciencia alta [5], pocas
perdidas de energa en el cobre y necesitan de un mnimo mantenimiento por tanto ahorro economico
a largo plazo, ademas la relacion altura, poder y densidad son peque~nas, lo que reduce el costo y peso
del sistema de la turbina con el generador [17] [18].
Esta clase de generadores se adaptan perfectamente al comportamiento variable de la velocidad del
viento a la entrada de la turbina, puesto que siempre mantendra un campo de excitacion constante
y permite tambien trabajar sin una caja reductora de velocidad lo cual es lo que se desea emplear
para nuevos sistemas de generacion a partir de la energa eolica. El generador puede ser controlado
para obtener la maxima potencia de la incidencia del viento con la maxima eciencia bajo diferentes
condiciones de carga [17] [18].
El sistema es modelado por las ecuaciones (2.9) hasta (2.12), y all se muestran las variables idq y vdq
que representan las corrientes y tensiones atraves del eje d y q respectivamente [16].
d
dt
= w (2.9)
dw
dt
=
np
JH
 miq   Tm
JH
(2.10)
ud =  Rid + npLswiq   Lsdid
dt
(2.11)
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uq =  Riq   npLswid   Lsdiq
dt
+ w m (2.12)
Donde np son el numero de pares de polos, R es la resistencia del estator, Ls es la inductancia del
estator,  mes el ujo de magnetizacion en el rotor y w es la velocidad del rotor [16].
Del modelo presentado en simulink de matlab, se puede observar que la entrada al GSIP es el torque
Tm proveniente de la turbina es decir u = [Tm] = [u1] , ademas se tomaran como variables de estado
las corrientes por los ejes q y d, ademas de la velocidad del rotor x = [id; iq; w] = [x1; x2; x3] y tambien
como salida la velocidad w.
Para la representacion del GSIP en espacio de estados se puede representar en las ecuaciones (2.13) a
(2.16):
_x1 =
1
Ls
( Rx1 + npLsx3x2   ud) (2.13)
_x2 =
1
Ls
( Rx2   npLsx3x1 + x3 m   uq) (2.14)
_x3 =
np
JH
 mx2   u1
JH
(2.15)
y = [0 0 1]x (2.16)
Estas ecuaciones tienen ademas representado la carga que es de tipo resistiva R y tambien se observa
el coeciente de inercia del generador JH .
Ahora bien, el modelo que describe el generador no es lineal y por lo tanto tampoco lo seran las
ecuaciones respresentadas en espacio de estados, es de suma importancia volverlas lineales, esto se
logra linealizandolas a partir de las series de Taylor.
_x = f(x; u; t) (2.17)
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Donde x y u son vectores tipo columna que contienen las variables de estado n y las entradas del
sistema p, respectivamente y f es una funcion vectorial no lineal de x,u,t [19].
La representacion de un sistema no lineal y/o variante con el tiempo mediante ecuaciones de estado
es una gran ventaja sobre el metodo de la funcion de transferencia, ya que este ultimo se dene
estrictamente solo para sistemas lineales e invariantes con el tiempo [19].
Sea la trayectoria nominal de operacion (es decir el punto de operacion) denotada por x0(t), la cual
corresponde a la entrada nominal u0(t). Expandiendo la ecuacion de estado no lineal (2.17) en series
de Taylor alrededor del punto de operacion y despreciando los terminos de orden superior a uno [19]:
_xi(t) = fi(x0; u0) +
nX
j=1
@fi(x; u)
@xj x0;u0
(xi   x0i) +
pX
j=1
@fi(x; u)
@uj x0;u0
(ui   u0i) (2.18)
en donde i = 1; 2; : : : ; n
Se denen:
xi = xi   x0i;uj = uj   u0j ; _xi = _xi   _xoi (2.19)
Ademas:
_x0i = fi(x0; u0) (2.20)
Reemplazando (2.19) y (2.20) en (2.18):
 _xi =
nX
j=1
@fi(x; u)
@xj x0;u0
xj +
pX
j=1
@fi(x; u)
@uj x0;u0
uj (2.21)
la cual se puede reescribir en forma matricial como:
 _x = Ax+Bu (2.22)
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en donde:
A =
2
6666664
@f1
@x1
@f1
@x2
   @f1@x3
@f2
@x1
@f2
@x2
   @f2@x3
        
@fn
@x1
@fn
@x2
   @fn@xn
3
7777775
x0;u0
(2.23)
B =
2
6666664
@f1
@u1
@f1
@u2
   @f1@up
@f2
@u1
@f2
@u2
   @f2@up
        
@fn
@u1
@fn
@u2
   @fn@up
3
7777775
x0;u0
(2.24)
Como ya se menciono las ecuaciones (2.13) a (2.15) no son lineales, pero a partir de las expresiones
anteriormente calculadas y teniendo en cuenta que el punto de operacion sera el momento en el que
la velocidad del rotor sea constante, es decir f(x0; u0) = Wc, se procede a linealizar las ecuaciones de
interes de la siguiente manera:
A =
2
6664
@ 1
Ls
( Rx1+npLsx3x2 ud)
@x1
@ 1
Ls
( Rx1+npLsx3x2 ud)
@x2
@ 1
Ls
( Rx1+npLsx3x2 ud)
@x3
@ 1
Ls
( Rx2 npLsx3x1+x3 m uq)
@x1
@ 1
Ls
( Rx2 npLsx3x1+x3 m uq)
@x2
@ 1
Ls
( Rx2 npLsx3x1+x3 m uq)
@xn
@
np
JH
 mx2  u1JH
@x1
@
np
JH
 mx2  u1JH
@x2
@
np
JH
 mx2  u1JH
@x3
3
7775
Wc
(2.25)
Ahora la matriz B:
B =
2
6664
@ 1
Ls
( Rx1+npLsx3x2 ud)
@u1
@ 1
Ls
( Rx2 npLsx3x1+x3 m uq)
@u1
@(
np
JH
 mx2  u1JH )
@u1
3
7775
Wc
(2.26)
Una vez resolviendo las derivadas parciales de las matrices A y B se tiene como resultado:
A =
2
6664
  RLs npx30 npx20
 npx30   RLs
 npLsx10+ m
Ls
0
np m
JH
0
3
7775
Wc
(2.27)
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B =
2
6664
0
0
  1JH
3
7775
Wc
(2.28)
Ahora evaluando en el punto de operacion y reemplazando las ecuaciones (2.26) y (2.27) en (2.21):
2
6664
 _x1
 _x2
 _x3
3
7775 =
2
6664
  RLs npWc npWc
 npWc   RLs
 npLsWc+ m
Ls
0
np m
JH
0
3
7775
2
6664
x1
x2
x3
3
7775+
2
6664
0
0
  1JH
3
7775u1 (2.29)
Finalmente la ecuacion (2.28) muestra la representacion en espacio de estados de forma linealizada, de
esta manera puede ser utilizado en el capitulo para el controlador propuesto del sistema.
2.3. Topologia de Convertidores AC-DC-DC con Puente de Diodos
y Convertidores tipo Buck
Para el desarrollo de este trabajo, es necesario el empleo de diferentes conguraciones de convertidores
de potencia, como es el caso en esta seccion de los recticadores de CA-DC ademas de los convertidores
DC-DC que posibilitan a partir de una fuente constante de tension que para este caso sera la salida
de un puente trifasico de diodos (recticadores CA-DC) , controlar el voltaje a la salida que es de
naturaleza DC a la salida del convertidor [2].
2.3.1. Modelo del Recticador Trifasico de Puente Completo con Diodos
Un recticador trifasico en puente se utiliza frecuetemente en aplicaciones de alta potencia. Los diodos
se numeran en orden de las secuencias de conduccion, y cada uno conduce durante 120. La secuencia
de conduccion para los diodos es D1  D2; D3  D4; D5  D6 y D1  D6. El par de diodos conectados
entre el par de lineas de alimentacion que tiene el mayor voltaje instantaneo de linea a linea es el que
conduce. El voltaje de linea a linea es
p
3 veces el voltaje de fase, para una fuente trifasica conectada
en Y [20].
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Figura 2.3: Recticador trifasico en puente
Si vm es el valor pico del voltaje de fase, los voltajes instantaneos de fase se pueden describir como:
van = Vm sinwt (2.30)
vbn = Vm sinwt  120 (2.31)
vcn = Vm sinwt  240 (2.32)
Ya que el voltaje de lnea a lnea esta 30 adelantado al voltaje de fase, los voltajes instantaneos de
lnea a lnea se pueden escribir como:
vab =
p
3Vm sinwt+ 30
 (2.33)
vbc =
p
3Vm sinwt  90 (2.34)
vca =
p
3Vm sinwt  210 (2.35)
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El voltaje de salida se determina como:
vcd =
2
2=6
Z =6
0
p
3Vm cos (wt)d(wt) =
3
p
3

Vm = 1;654Vm (2.36)
Donde Vm es el voltaje pico de fase. El voltaje rms de salida es :
vrms = [
2
2=6
Z =6
0
3V 2m cos
2 (wt)d(wt)]
1
2 = (
3
2
+
9
p
3
4
)
1
2Vm = 1;6554Vm (2.37)
El valor de la corriente rms atraves del diodo es:
ID = [
4
2
Z =6
0
I2m cos
2 (wt)d(wt)]
1
2 = Im[
1

(

6
+
1
2
sin
2
6
)] = 0;5518Im (2.38)
Donde Im es la corriente pico de linea proveniente del GSIP. Para un recticador trifasico, q = 6 se
dene el voltaje instantaneo a la salida como:
v0(t) = 0;9549Vm(1 +
2
35
cos (6wt)  2
143
cos (12wt) +    ) (2.39)
Para este modelo no se obtendra un modelo en espacio de estados ya que no existe un comportamiento
dinamico del sistema.
2.3.2. Modelo del Convertidor Tipo Buck
Los convertidores estan conformados por cuatro elementos basicos: capacitor, bobina o inductancia,
diodo y un interruptor controlado, ademas se asumira una carga de naturaleza resistiva. Dependiendo
del orden que se conecten pueden establecer tres conguraciones basicas: Buck con este se logra reducir
la tension en la carga respecto a la fuente de alimentacion; Boost permite elevar la tension en la salida
con respecto a la tension de entrada; por ultimo se tiene la conguracion Buck-Boost, con esta se
puede variar la tension a la salida del circuito respecto a la tension de entrada dependiendo del ciclo
de conmutacion [2]. En este captulo se ense~nara el tipo de convertidor empleado, con su respectivo
diagrama circuital y desarrollo matematico, lo cual se utilizara en captulos posteriores.
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En la gura 2.4 se encuentra la topologa en forma detallada del convertidor CC-CC tipo buck o
reductor, a continuacion se determinara el modelo matematico que describe dicho sistema, con el fn
de llevarlo a una representacion en espacio de estados, es importante observar cuales son los sentidos
de corrientes que circulan a traves de los elementos para poder denir los signos de las ecuaciones:
Figura 2.4: Topoloa del convertidor Buck [2].
El siguiente conjunto de ecuaciones se obtendra de trabajar primero con el interruptor cerrado o en
estado ON ( = 1):
Figura 2.5: Modo de operacion del convertidor buck en estado ON [2].
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vs   vl   vc = 0 (2.40)
Despejando vl tenemos:
vl = vs   vc (2.41)
Donde:
vl =
di
dt
L (2.42)
Ademas tenemos que la tension en el condensador es la misma que en la carga es decir vc = v0, ahora
reemplazando la ecuacion (2.42) en (2.41):
il
dt
=
vs
L
  vo
L
(2.43)
Aplicando la primera ley de Kirchho al nodo 1 se pueden obtener la siguiente ecuacion:
il   ic   i0 = 0 (2.44)
Despejando la corriente en el condensador:
ic = il + i0 (2.45)
De las ecuaciones del condensador se obtiene una representacion para la corriente que circula a traves
del mismo:
ic = C
dvc
dt
(2.46)
Reemplazando la ecuacion (2.45) en (2.46):
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dvo
dt
=
il
C
  vo
RC
(2.47)
Las ecuaciones (2.43) y (2.47) describen en forma general el modelo matematico del convertidor Buck,
teniendo en cuenta las principales variables como lo son la corriente por la inductancia y la tension en
la carga, esta sera la misma del condensador ya que se encuentran en paralelo.
Ahora, con estas ecuaciones se puede hallar un modelo en espacio de estados, la representacion en
forma general de dicho modelo se puede observar en las ecuaciones (2.48) y (2.49), este modelo esta
compuesto de una variable que se quiera medir, esta sera la salida [y] = [il; v0], tambien de unas
variables de estado que se denen de la siguiente manera [X] = [x1; x2] = [il; v0] , donde se emplearon
la corriente por el inductor y la tension en el capacitor respectivamente, por ultimo se requiere de
una variable de entrada para este caso se utilizara la tension de entrada es decir [] = [u1] = [us].
Para captulos posteriores donde se realice el control, es fundamental conocer el modelo de espacio de
estados del sistema.
_x = Ax+B (2.48)
_y = Cx+D (2.49)
x1 = il (2.50)
x2 = v0 (2.51)
y ademas:
i3 =
D
R
vs (2.52)
Donde D es el ciclo de trabajo del convertidor y se encuentra en dos intervalos [0; 1], es decir:
17
D =
tON
T
(2.53)
Ahora reemplazando las ecuaciones (2.50), (2.51) y (2.52) en (2.43) y (2.47) tenemos:
_x1 =
1
Ls
[ vs+ x2] (2.54)
_x2 =
1
C
[x1   x2
R
] (2.55)
Haciendo una representacion en forma matricial similar a la ecuacion (2.48):
2
4 _x1
_x2
3
5 =
2
4 0   1L
1
C   1RC
3
5
2
4x1
x2
3
5+
2
4L
0
3
5 vs (2.56)
y = [1 1]x (2.57)
Donde se pueden observar las matrices A y B claramente.
Cuando el interruptor se encuentra abierto o en estado OFF ( = 0) la fuente de alimentacion se
descarta y se observa lo siguiente:
2
4 _x1
_x2
3
5 =
2
4 0   1L
1
C   1RC
3
5
2
4x1
x2
3
5 (2.58)
Notese que es la misma matriz (2.56) pero con la diferencia de que la fuente de tension no produce
efectos sobre el circuito, es decir ya no aparece en la topologa circuital como se observa en la gura
2.6.
Una parte del proyecto pretende con la energa generada por el sistema de turbinas eolicas, alimentar
un banco de bateras, para esto solo se requiere de un puente de diodos y un convertidor tipo Buck
(DC-DC) realizando all el control, para que sin importar la velocidad del viento la tension se mantenga
constante a la entrada de la batera , lo cual puede considerar muchas aplicaciones utiles tales como
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Figura 2.6: Modo de operacion del convertidor buck en estado OFF [2].
alimentar peque~nas demandas en lugares donde no puedan llegar redes de alimentacion de la empresa
de energa de dicha zona, en este captulo se puede observar dichos modelos requeridos.
2.4. Topologa y Modelo Matematico del Inversor DC-AC
El proyecto propone ademas de tener la posibilidad de alimentar un banco de bateras, poder convertir
dicha se~nal de naturaleza DC en otra de tipo AC, con esto se puede transformar el sistema de generacion
de energa eolica en una forma alterna de producir energa de una manera limpia, sin emisiones de
dioxido de carbono a la atmosfera, por otra parte con las estrategias de control que se presentaran en
otros captulos se busca que la se~nal AC que se le hace llegar a la red, se mantenga entre unos lmites
que hagan una se~nal mas constante y por ende un sistema estable.
Para lograr lo planteado anteriormente es necesario de un inversor IGBT, pero es importante conocer
como es la topologa y el modelo matematico de estos, ademas de las ecuaciones de estado que seran
de gran relevancia para el desarrollo del control.
De la gura 2.7 se puede ver representada la topologa del inversor,a la entrada llega una se~nal de
tension de naturaleza DC proveniente del convertidor tipo Buck y conectado en paralelo un capacitor,
ademas un puente de transistores IGBTs, una inductancia trifasica conectada en serie, la resistencia
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Figura 2.7: Topologia del Inversor.
asociada a la inductancia se considera despreciable, tambien se observa un banco de condensadores,
esto ayuda a mejorar la tension en la carga que es de naturaleza resistiva [21].
Hay dos transistores que se comportan como interruptores por fase, al modelarlos es necesario que
funcionen de manera complementaria ya que en caso de que los dos esten cerrados provocaran un corto
y las inductancias no pueden quedar en circuito abierto. Con estas restricciones es posible estableces
algunas reglas de funcionamiento para los interruptores [21].
Para la parte alterna del ciruito:
2
6664
VAB
VBC
VCA
3
7775 = L ddt
2
6664
ia   ib
ib   ic
ic   ia
3
7775+
2
6664
va   vb
vb   vc
vc   va
3
7775 = 3L ddt
2
6664
iab
ibc
ica
3
7775+
2
6664
vab
vbc
vca
3
7775 (2.59)
Observando el comportamiento del circuito para la parte continua se tiene:
idc = C
dvdc
dt
+
vdc
R
(2.60)
Luego:
dvdc
dt
=
idc
C
  vdc
RC
(2.61)
Teniendo en cuenta que:
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2
6664
vab
vbc
vca
3
7775 =
2
6664
sa   sb
sb   sc
sc   sa
3
7775 vdc (2.62)
2
6664
sab
sbc
sca
3
7775 =
2
6664
sa   sb
sb   sc
sc   sa
3
7775 vdc (2.63)
Donde s es el patron de conmutacion.
~sl l =
2
6664
sab
sbc
sca
3
7775 (2.64)
~sl l  vdc = 3L d
dt
2
6664
iRa
iRb
iRc
3
7775+
2
6664
vAB
vBC
vCA
3
7775 (2.65)
difase
dt
=
1
3L
[~sl l  vdc ~vl l] (2.66)
Con esto se pueden reescribir las ecuaciones de continua y alterna:
d~il l
dt
=
1
3L
~sl l  vdc   1
3L
~vl l (2.67)
d~vl l
dt
=
1
C
~il l  vdc   1
RC
~vl l (2.68)
idc = ~s
T
l l  il l (2.69)
Promediando las ecuaciones de (2.67) a (2.69)
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d~il l
dt
=
1
3L
~dl l  vdc   1
3L
~vl l (2.70)
d~vl l
dt
=
1
C
~il l  vdc   1
RC
~vl l (2.71)
idc = ~d
T
l l  il l (2.72)
Ciclo de trabajo de una rama:
da = dap = 1  dan (2.73)
Ciclo de trabajo lnea a lnea:
dab = dap = da   db (2.74)
Media de terminos cuadraticos:
~vab = dab  vdc (2.75)
Donde vdc se asume constante y con esto a partir de las ecuaciones anteriores:
~il l
dt
=
1
3L
~vl l   1
3L
~dl l  ~vdc (2.76)
vdc
dt
=
1
C
~dTl l ~il l  
vdc
RC
(2.77)
A partir de la matriz de transformacion a coordenadas de ejes giratorios dq0, se obtendran los
parametros equivalentes a las tensiones de linea y corrientes de fase en coordenadas abc, que
proporcionaran las variables Dd y Dq [21]. La matriz de transformacion es:
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Tdq0=abc =
r
2
3
2
6664
coswt coswt  23 coswt+ 23
  sinwt   sinwt  23   sinwt+ 23
1p
2
1p
2
1p
2
3
7775 (2.78)
Para el caso del inversor, a partir de las ecuaciones (2.70) a (2.72) y sabiendo que Xabc = T
 1Xdq0 se
llega a:
~idq0
dt
=
1
3L
~ddq0  vdc  
2
6664
0  w 0
w 0 0
0 0 0
3
7775~idq0   13L~vdq0 (2.79)
~vdq0
dt
=
1
C
~idq0  
2
6664
0  w 0
w 0 0
0 0 0
3
7775 ~vdq0   1RC ~vdq0 (2.80)
idc = ~d
T
dq0  idq0 (2.81)
En cuanto a la componente 0 del sistema, cuando se trabaja con sistemas equilibrados se dice que
X0 = 0. Entonces se tienen las siguientes ecuaciones:
~idq
dt
=
1
3L
~ddq  vdc  
2
40  w
w 0
3
5~idq   1
3L
~vdq (2.82)
~vdq
dt
=
1
C
~idq  
2
40  w
w 0
3
5 ~vdq   1
RC
~vdq (2.83)
idc = ~d
T
dq  idq (2.84)
Las ecuaciones en forma matricial quedan respresentadas de la siguiente manera:
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ddt
2
4id
iq
3
5 = 1
3L
2
4 dd
dq
3
5  vdc  
2
40  w
w 0
3
5
2
4id
iq
3
5  1
3L
2
4vd
vq
3
5 (2.85)
d
dt
2
4vd
vq
3
5 = 1
C
2
4id
iq
3
5 
2
40  w
w 0
3
5
2
4vd
vq
3
5  1
RC
2
4vd
vq
3
5 (2.86)
idc =
h
dd dq
i

2
4id
iq
3
5 (2.87)
Ahora para representar las ecuaciones anteriormente mostradas en un modelo en espacio de estados,
se deniran como variables de estado las corrientes en las inductancias, las tensiones en las
resistencias[X] = [x1; x2; x3; x4] = [id; iq; vd; vq], la entrada como la tension dc [U ] = [u1] = [vdc] y
la salida seran las corrientes y tensiones, se lleva a un modelo similiar a la ecuacion (2.48):
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La ecuacion de salida esta dada por:
y = [1 1 1 1]x (2.89)
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Captulo 3
Controladores
3.1. Controladores Clasicos
En 1922, Nicolas Minorsky estudio las propiedades de los controladores tipo PID en su publicacion:
Estabilidad direccional de cuerpos rgidos automaticamente, este trabajo se tomo como una de las
primeras inserciones sobre la teora de control. La funcion proporcional se conoca desde los primeros
usos del rele, luego en la decada de 1930 se dio a conocer la accion derivativa en un controlador
comercial [22] .
Hasta nales de 1950, gran parte del dise~no de controladores estaba basado en Bode, Nyquist o gracos
Ziegler-Nichols o analisis de respuesta al impulso, estos solo se limitan a controlar en el sistema con
una sola entrada y una sola salida, sistema llamado SISO (single input single output).En la decada
de 1960, Kalman introdujo la representacion en espacio de estado basandose en el ltrado optimo y la
teora de control optimo, esto le permitio extender el campo de aplicacion no solo en sistemas electricos
[23].
El controlador PID en sus comienzos fue utilizado como muchas nuevas tecnicas en la gerra, sobre
todo en el control del suministro de gasolina para abastecer a los aviones de guerra, ademas ayudo en
el proyecto Manhattan para sntesis del uranio 235 que hubiese sido imposible sin el control del ujo,
desarrollado por Taylor. Incluso fue importante en el desarrollo del radar, que fue clave para la victoria
de los aliados [24].
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Segun una encuesta realizada entre academicos e industriales, el PID fue el segundo metodo de
utilizacion de control de procesos durante el siglo XX, ya que posee aspectos muy importantes como:
economa, conabilidad y simplicidad [24].
3.1.1. PI Voltaje y Corriente.
Figura 3.1: Esquema de general del sistema a controlar.
3.1.2. PI Voltaje y Corriente (Buck).
Figura 3.2: Esquema general del control solo con el convertidor Buck.
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3.2. Controlador Propuesto
Para la linealizacion de modelos no lineales se realiza de manera local, es decir, se evalua en el punto
de operacion deseado para cuando el sistema es lineal. Esto supone para cada sistema desarrollar un
controlador lineal en cada punto de operacion, existe el problema de que al pasar de un modelo a otro
inclusive siendo lineales no se tenga la garanta de que el control funcione de manera correcta, ya que
aparecen fenomenos no lineales de mayor complejidad [15] [25].
Para resolver el problema planteado anteriormente se utilizan las redes neuronales articiales (RNA),
este metodo ha sido empleado en los ultimos a~nos en el area de control. Ya que posee una gran habilidad
de aprendizaje, sirve de ayuda para que el dise~no de controles sean mas exibles, especicamente cuando
la planta presenta dinamicas complejas y altamente no lienales, segun arma Nguyen y Widrow. Esta
es una ventaja que posee la RNA sobre los contraloderes clasicos en el area de control [15].
El metodo de observacion a desarrollar recive este nombre debido a su similitud con la manera de
procesar la informacion de las neuronas biologicas presentes en seres vivos [5]. Se puede estableces una
semejanza entre la actividad sinaptica, que es la forma en la que una neurona responde al estmulo de
una reaccion qumica, la transforma en impulso electrico y la hace llegar a otra neurona, y la anloga
con las RNA, se jaran los siguientes aspectos; las se~nales que llegan a la sinapsis son las entradas
a las neuronas, estas son atenuadas o amplicadas mediante un parametro denominado peso. Dichas
se~nales de entrada pueden excitar a la neurona es decir sinapsis con peso positivo o inhibirlar osea con
peso negativo. El efecto es la suma de las entradas ponderadas. Entonces si la suma es igual o mayor
que el umbral de la neurona, esta se activara y proporciona la salida, es decir tiene un comportamiento
boolenao de todo o nada [15] [26]. En la gura 3.3 se observa la estructura en forma general de la RNA.
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Figura 3.3: Esquema general de las RNA.
3.2.1. Arquitectura
La arquitectura de la RNA esta denida por elementos basicos de procesamiento y por la forma en
que estan interconectados y esta conformado por dos componentes:
El primero es el sumador ponderado, que esta descrito por:
xi(t) =
NX
j=t
aijyj(t) +
MX
k=1
bikuk(t) + wi (3.1)
Donde xi(t) es la suma de ponderada de las salidas de todos los elementos yj = [y1;    ; yN ], las
entradas externas uk = [u1;    ; uM ] y los pesos correspondientes aij y bij estos se obtienen a partir de
las ecuaciones de estado, por ultimo se encuentra con una constante wi llamada unbral [15]. Donde N
de estos sumadores ponderados pueden ser expresados en forma matricial:
xi(t) = Ay(t) +Bu(t) +W (3.2)
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Donde:
A es una matriz de N N elementos aij .
B es una matriz de N M elementos bik.
W es un vector de N elementos wi.
y es un vector de N elmentos yi.
El segundo componente es la funcion de activacion, que puede ser una funcion lineal o de otro tipo.
Por ejemplo una funcion no lineal g(xi) que proporcione el elemento de salida yi en terminos de la
salida del sumador ponderado xi es decir:
yi = g(xi) (3.3)
3.2.2. Conexiones
Si se analizan las neuronas individualmente no son poderosas en terminos de computacion o
representacion, pero al estar conectadas en paralelo, permiten establecer relaciones entre variables
y esto hace que la capacidad de almacenamiento mejore [15].
En las RNA algunas de las neuronas son llamadas de entrada y otras de salida, estas permiten
comunicarse con el exterior, las que no hacen parte de estos grupos son llamadas neuronas ocultas
como se observa en la gura 3.3. Las neuronas de entrada, salida u ocultas pueden conectarse entre
si y tambien pueden conectarse a s mismas, el conjunto de neuronas ya sea de entrada, ocultas y de
salida se les llama capa. Partiendo de este tipo de organizacion, a traves de capas, se distinguen dos
sistemas de interconexion de las neuronas [15]:
1. Conexiones dentro de capas. Son conexiones entre las neuronas de una misma capa.
2. Conexiones entre capas. Son conexiones entre neuronas de diferentes capas. Las conexiones entre
capas permiten que la se~nal de entrada a la red neuronal pueda uir a traves de esta en dos
formas diferentes dependiendo del tipo de red:
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a) Flujo en una sola direccion. La se~nal de entrada a las neuronas solo uye en una direccion,
desde la entrada hasta la salida.
b) Flujo con retoralimentacion.Para este caso la estructura de la red tiene retroalimentacion,
es decir, la salidas de las capas tambien estan conectadas a capas anteriores a las mismas.
3.2.3. Aprendizaje
Muchas de las redes neuronales son sometidas a un proceso de aprendizaje, esto se realiza para
determinar los valores adecuados de los pesos y umbrales, con el fn de que la RNA logre seguir
un comportamiento deseado. El aprendizaje puede ser supervisado o no supervisado [15].
En el aprendizaje supervisado se le muestra a la RNA la respuesta que se nesecita de ella para una
entrada particular. A traves de metodos para minimizar el error entre la salida de la RNA y la salida
deseada, se supervisa el aprendizaje.
En el aprendizaje no supervisado no se le proporciona a la red la respuesta deseada. La RNA de acuerdo
a informacion o caractersticas de los patrones de entrada los acomoda por grupos o secciones [15].
3.2.4. Clasicaion
Las RNA pueden clasicarse en dos grupos: RNA no recurrentes (RNANR), mejor conocidas como
RNA feedforward, y RNA recurrentes (RNAR).
Las RNANR no poseen una capacidad de memoria, ya que su salida solo esta determinada por los
valores actuales de las entradas y de los pesos, como se observa en la gura 3.4, es por esto que su
entrenamiento se realiza atraves del mapeo estatico [15].
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Figura 3.4: Red neuronal no recurrente.
Las RNAR son llamadas de esta manera porque poseen retroalimentacion entre capas ya sea de la
salida a la entrada, de las mismas capas o de diferentes capas. Con esto se origina que la salida de
las RNA este determinada por valores actuales de la entrada pero tambien de valores previos, de esta
fomra se logra que las RNAR tengan memoria, esto se puede observar en la gura 3.5 [15].
Figura 3.5: Red neuronal no recurrente.
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3.2.5. Bosquejo de Control Indirecto Usando Redes Neuronales Articiales
Para diferentes modelos, existen casos en los que una persona provee en un control la accion de
retroalimentacion para una tarea especica, pero es dicil automatizar los sistemas de interes con los
modelos de control actuales. Es de gran importancia que dichos procesos se logren automatizar de
manera completa donde la intervencion del hombre sea mnima, a esto se le llama control supervisado
[15].
El esquema de control indirecto es un esquema de control supervisado, con este esquema se conecta
el control en serie con la planta. Para la implementacion de este controlador es necesario conocer el
modelo del sistema a tratar como se ha mencionado en otros captulos, un modelo de identicacion
sirve de gran ayuda para lograrlo [3].
Es posible utilizar una RNA para el control e identicacion de una planta en el esquema de
control indirecto, en el cual los parametros de ajuste de la red neuronal articial del controlador
(neurocontrolador) necesitan actualizarse usando el error que esta determinado por la diferencia entre
la salida de la planta y la referencia deseada [15] [3].
Puesto que el neurocontrolador esta conectacto en serie a la planta y los valores iniciales son aleatorios,
no se puede conocer con certeza la se~nal de control, esto produce un error inicial. Es por tal razon que
se lleva a emplear un algoritmo de entrenamiento eciente, para obtener una se~nal de control adecuada.
El objetivo de control esta denido de la siguiente manera:
lm
k!1
kref(k)  yplan(k; ucont)k   (3.4)
donde yplan(k) = f(ucont(k)) y ucont(k) = neurocontrolador(refer(k); wc; vc), wc y vc representan los
parametros del neurocontrolador.
Como ya se ha mencionado, las se~nales de salida de la RNA y la salida de la planta se verican, con
el n de emplear dicha comparacion como indice de desempe~no para minimizar el error cuadratico
promedio:
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 =
1
2
(refer(k)  yplan(k; ucont(k)))
1
2 (3.5)
Partiendo del hecho de que no se conoce la planta, entonces no es posible estimar la sensibilidad es
decir:
Sensibilidad =
@yplan(k)
@ucont(k)
(3.6)
Con la RNA se puede lograr una estimacion de la planta que permite calcular el valor de la sensibilidad.
Despues del entrenamiento del neuroidenticador cuando ymod  yplanta esto basado en el ndice de
desempe~no se puede hacer la suposicion que la sensibilidad del neuroidenticador es semejante a la
planta, si se usa ymod en lugar de yplanta se puede lograr el objetivo de control propuesto en la ecuacion
(3.4) ya que es posible encontrar el mnimo [15].
El tipo de RNA originalmente empleado como neuroidenticador es la red neuronal recurrente simple
(RNRS) la cual es mostrada en la gura 3.6.
Figura 3.6: Red neuronal recurrente simple.
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La salida de las RNRS se dene como:
yk = v0 +
HX
j=1
vjf
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i=0
wjix
k
i +O
k 1
j
!
(3.7)
= v0 +
HX
j=1
vjf
 
MX
i=0
wjix
k
i + f
 
MX
i=0
wjix
k 1
i +O
k 2
j
!!
(3.8)
= v0 +
HX
j=1
vjf
 
MX
i=0
wjix
k
i + f
 
MX
i=0
wjix
k 1
i + f
 
   f
 
MX
i=0
wjix
1
i +O
!!!!
(3.9)
V Y W representan los parametros de la RNA. f(s) representa la funcion de activacion sigmoidal.
Como ya se ha hecho mencion en repetidas ocaciones y con la intencion de dejar una claridad, es
necesario emplear un algoritmo de entrenamiento para las redes neuronales articiales, de forma que
en el esquema de control indirecto de la RNA, el neurocontrolador pueda emplear una se~nal de control
correcta con el objetivo de que la diferencia entre el error de la se~nal de salida y la referencia deseada
sea cero [3].
Ademas es importante utilizar un algoritmo de entrenamiento que estime de manera correcta los
parametros del neuroidenticador, ya que de as se puede copiar de una manera acertada la dinamica
de la planta y el error entre la salida de la planta y la salida del modelo es decir del neuroidenticador
sea igual a cero.
3.2.6. Algoritmo de Entrenamiento
Los metodos de aprendizaje mas utilizados se han basado en algoritmos de retropropagacion
(backpropagation). Sin embargo estos algoritmos presentan diferentes diculatades como lo es una
lenta velocidad de convergencia y la necesidad de tener parametros determinados, lo cual limita el uso
practico de este algoritmo.
Se han implementado muchos algoritmos de entrenamiento para las RNA en la literatura como lo son
algunas reglas heursticas para encontrar los parametros optimos para el aprendizaje. Otros renan el
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metodo de gradiente descendente para acelerar la convergencia. Tambien emplean diferentes metodos
de optimizacion no lineal como gradientes conjugados [15].
Con los programas mencionados en el parrafo anterior se logra mejorar velocidades de convergencia y
para muchas aplicaciones son sucientes. Pero para los usos que se requiera de una alta presicion a la
salida, como por ejemplo las series caoticas del tiempo, estos algoritmos son muy lentos e inecientes.
Se ha desarrollado un algoritmo de aprendizaje el cual no realiza una evaluacion de gradientes locales,
este algoritmo esta basado en la optimizacion capa por capa de la red neuronal articial y es llamada
algoritmo de aprendizaje mediante optimizacion capa por capa de sus siglas en ingles OLL.
Las capas son optimizadas alternativamente en un proceso iterativo, el algoritmo de optimizacion capa
por capa se realiza en una red neuronal articial y se procede de la siguiente manera:
Se inicia con pesos aleatorios. Con ayuda de estos pesos se calculan los pesos de las conexiones de la
capa intermedia con la capa de salida, asumiendo constante los pesos entre la capa de entrada y la capa
intermedia. Es necesario aclarar que para esta capa no se calculan incrementos, se estiman directamente
los pesos que hacen disminuir el error, esto es una diferencia con el algoritmo de backpropagation que
para todas las capas calcula un incremento. Con este grupo de pesos optimizados se procede a vericar
el funcionamiento del algoritmo de entrenamiento si el error entre la diferencia de la salida de la planta
y la salida del neuroidenticador no cumple el valor deseado, entonces se pasa a optimizar el grupo
de pesos de las conexiones entre la capa de entrada con la capa intermedia. En esta parte se calculan
incrementos que corresponden unicamente a la capa entrada-salida. Nuevamente, una vez optimizado
este grupo de pesos se prueban los patrones de entrenamiento y si no se alcanza la cuota establecida
se regresa a optimizar nuevamente los pesos del primer grupo, de esta forma se entra en un ciclo hasta
que se encuentren los mejores pesos o, en su defecto hasta que lleguen a un numero de iteraciones
establecidas por el usuario [15].
Es importante saber que el algoritmo OLL en la optimizacion de los pesos de la capa de
entrada-intermedia, a pesar de que se presenta un problema no lineal por causa de la funcion sigmoidal,
el algoritmo OLL lo lleva a un problema lineal.
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3.2.7. Metodo de Identicacion
Existen dos esquemas de identicacion como: esquema de identicacion en paralelo y esquema de
identifacion en serie-paralelo.
En el esquema de identicacion en paralelo, la entrada de la planta se conecta a la entrada del
identicador y la diferencia entre la respuesta del identicador y la respuesta de la planta, que es
llamada e(k), se usa como ndice de desempe~no para satisfacer un conjunto de datos entrada-salida en
el proceso de estimacion parametrica. Al proceso de encontrar los valores adecuados de los pesos y de
los umbrales, se le denomina estimacion parametrica. As el identicador se encuentra en paralelo con
la planta como se observa en la gura 3.7 [15].
Figura 3.7: Esquema de identicacion en paralelo.
En el esquema de identicacion serie-paralelo, tanto la se~nal de entrada como la se~nal de salida de la
planta son conectadas directamente a la entrada del identicador, y la diferencia entre la respuesta
del identicador y la respuesta de la planta, e(k), se usa como ndice de desempe~no para satisfacer un
conjunto de datos entrada-salida en el proceso de estimacion parametrica. De esta forma el identicador
no solo se encuentra en serie, sino tambien en paralelo con la planta como se observa en la gura 3.8
[15].
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Figura 3.8: Esquema de identicacion en serie-paralelo.
Durante el proceso de identicacion se encuentran los parametros de un modelo propuesto y se ajustan
o sintonizan, con el obejtivo de optimizar una funcion de desempe~no basado en el error,e(k), entre la
salida del modelo y la salida de la planta. Como se ha mencionada anteriormente, pero con la intencion
de dejar claridad en el tema, el proceso de identicacion con una red neuronal articial consiste en
ajustar los parametros de la RNA como lo son los umbrales y los pesos, empleando algun algoritmo
de estimacion parametrica (etapa de entranamiento de la RNA),basado en el error entre la salida del
neuroidenticador y la salida de la planta [15].
3.2.8. Modelo Inverso del Sistema Utilizado Como Controlador
Cuando se originaron las Redes Neuronales fueron propuestas para el control de sistemas no lineales
que eran desconocidos, uno de los primeros metodos reportados fue el entrenamiento de una red para
actuar como la inversa del sistema y utilizarla como controlador. El modelo inverso de aprendizaje
es uno de los mecanismos que es utilizado para realizar el entrenamiento de una RNA, en donde las
salidas de la planta se constituyen en la entrada del modelo [26]. Explicando brevemente, el principio
basico es el siguiente [3]:
Se supone que el sistema a controlar puede ser el presentado acontinuacion:
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y(k) = f1[y(k   1);    ; y(k   n); u(k   1);    ; u(k  m)] (3.10)
Realizar un experimento en el sistema para recopilar un conjunto de datos que describe el
comportamiento del sistema en todo su rango de operacion:
[u(k); y(k)]; k = 1;    ; P (3.11)
Un modelo inverso del sistema puede ser inferido del modelo directo , este es representado en la ecuacion
(3.10) donde el proposito fundamental es a partir del conocimiento previo de los pesos obtenidos a traves
del entrenamiento obtener una aproximacion de la salida de la planta:
[y(k); u(k)]; k = 1;    ; P (3.12)
La salida del modelo inverso es u(k):
u(k) = f2(y(k + 1); y(k);    ; y(k   n+ 1); u(k   1);    ; u(k:m+ 1)) (3.13)
El modelo inverso puede ser usado como controlador para el sistema. Deja el sistema en lazo cerrado
deseado comoportarse como:
Y (z)
R(z)
=M(z) = z 1 (3.14)
Se sustituye la salida y(k + 1) por la salida deseada: la referencia r(k). Si la red representa el inverso
exacto, la entrada del control producido por esto llevara la salida del sistema del tiempo k + 1 a r(k).
El principio se presentara en la gura 3.9.
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Figura 3.9: Modelo Inverso del Sistema como controlador [3].
La manera mas sencilla para el entrenamiento de una red como la inversa de un sistema es abordar el
problema de sistema de identicacion como un problema analogo: se llevo a cabo un experimento, la
arquitectura de la red es seleccionada, y la red es entrenada fuera de linea. La diferencia de identicacion
del sistema reside en la seleccion de regresores y salida de la red. Ellos son ahora seleccionados como
se muestra en la ecuacion (3.13) [3].
La red es luego entrenada para minimizar el criterio.
J =
1
2P
PX
K=1
[u(k)  u^(kj)]2 (3.15)
Se llamara este procedimiento como entrenamiento general para un modelo inverso. El uso de este
metodo permite ademas de observar el comportamiento de las variables de estado del sistema.
La relevancia practica de utilizar un modelo inverso del sistema como controlador es limitada debido
a una serie de serios inconvenientes. El esquema de control tpicamente resultara en una mala solidez,
con una alta sensibilidad al ruido y a distorsiones de alta frecuencia (correspondientes a la unidad
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camino-adelante para el caso de una funcion de transferencia lineal). Ademas, a menudo se encuentra
una se~nal de control muy activa, lo que puede afectar negativamente los actuadores del sistema. Si el
sistema es lineal, esto ocurre cuando los ceros estan situados cerca del circulo unitario. Para el caso de
que no sea lineal, no existe un conjunto unico de ceros de ceros, pero un fenomeno similar existe [3].
Si el modelo inverso es inestable (correspondiente a los ceros del sistema fuera del circulo unitario en el
caso lineal), se debe anticipar que el sistema de lazo cerrado se vuelve inestable. Desafortunadamente,
esta situacion se produce con bastante frecuencia en la practica. La discretizacion de modelos de
tiempo continuos lineales bajo circunstancias bastantes comunes pueden resultar en ceros fuera del
circulo unitario, independientemente de que el modelo de tiempo continuo no tiene ceros o todos los
ceros estan en la media izquierda del plano. De hecho, para un modelo con exceso de almenos dos
polos, uno o mas ceros en el modelo discretizado convergeran al circulo unitario o incluso fuera como
a medida que aumenta la frecuencia de muestreo. Se debe esperar que un comportamiento similar se
pueda encontrar en modelos discretos de sistemas no lineales [3].
Otro problema con el dise~no surge cuando el sistema a ser controlado no es uno a uno, desde entonces un
modelo inverso unico no existe. Si esta no singularidad no se reeja en el conjunto de entrenamiento, se
puede, en principio, producir una inversa particular que puede ser adecuada para controlar el sistema.
Mas a menudo, sin embargo, se terminara con un modelo inverso incorrecto [3].
3.2.9. Modelo de Referencia Adaptativo del Sistema.
El modelo de referencia es simplemente un modelo seleccionado arbitrariamente por el dise~nador del
sistema de control, con el cual se desea que el modelo directo lo siga de la forma mas aproximada.
Todo esto con el n de obtener los pesos (ganancias) necesarias para conocer el modelo inverso ya
mencionado anteriormente [27].
En el contexto del entrenamiento del modelo inverso,que sera utilizado como controlador, el
entranamiento del modelo inverso de alguna manera debe ser valida en terminos del rendimiento
nal del sistema de lazo cerrdado. Esto se~nala una seria desventaja asociada con el procedimiento de
entrenamiento general para el modelo inverso: el criterio (3.16) expresa el objetivo de minimizar la
discrepancia entre la salida de la red y una secuencia de entradas de control verdaderas. Este no
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es realmente un objetivo relevante [3]. En la gura 3.10 se muestra en forma general el digrama del
modelo de refencia.
En la practica, no es posible lograr generalizar el error a cero y en consecuencia el entrenamiento de
la red tendra ciertas imprecisiones. Aunque este es razonablemente peque~no en terminos de la salida
de la red esta cerca de la se~nal de control ideal, puede haber gran desviacion entre la referencia y la
salida del sistema cuando la red es aplicada como controlador para el sistema. La desventaja radica
en el hecho de que el procedimiento de entrenamiento no es el objetivo a dirigir. El objetivo es que en
algun sentido la salida del sistema deberia seguir cercanamente la se~nal de referencia [3].
J =
1
2P
PX
K=1

r(k)  y(k))]2(3.16)
Figura 3.10: Modelo de Referencia [3].
Con el modelo de referencia se logra encontrar una se~nal de control mas estable y menos suceptible
a distorciones que puedan afectar la salida de la planta, esto comparandola con un control basado
unicamente en el control por modelo inverso, donde la se~nal de control tiende a descontrolarse con el
transcurso del tiempo.
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3.2.10. Calculo de la Funcion de Transferencia Apartir de las Ecuaciones de
Estado.
La funcion de transferencia de un modelo de espacio de estados continuo e invariante con el tiempo
puede ser obtenida de la siguiente manera [19].
Tomando la transformada de Laplace, suponiendo que el estado energetico inicial es x(0 ) pero este
es nulo se tiene que:
_x(t) = Ax(t) +Bu(t) (3.17)
Se obtiene:
sx(s) = Ax(s) +Bu(s) (3.18)
Factorizando x(s):
sx(s) Ax(s) = Bu(s) (3.19)
(sI  A)x(s) = Bu(s) (3.20)
Se tiene que I es la matriz identidad del tama~no de A. Ahora despejando a x(s) se tiene:
x(s) = (SI  A) 1Bu(s) (3.21)
Sustituyendo por x(s) en la ecuacion de salida que se presenta acontinuacion.
y(s) = Cx(s) +Du(s) (3.22)
Reemplazando la ecuacion (3.21) en (3.22), se tiene que:
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y(s) = C
 
(sI  A) 1Bu(s)+Du(s) (3.23)
Como es conocido, la funcion de transferencia esta denida como la relacion entra la salida y la entrada
del sistema:
G(s) =
y(s)
u(s)
(3.24)
Ahora reemplazando la ecuacion (3.23) en (3.24) y realizando las respectivas simplicaciones:
G(s) = C(sI  A) 1B +D (3.25)
Si se desea encontrar una funcion de transferencia de los sistemas analizados previamente, es necesario
tomar las matriceses de variables de estado y reemplazarlas en las ecuaciones descritas en esta seccion,
sin embargo dan como resultado funciones demasiado extensas y lo unico que interesa es conocer el
orden de cada sistema, y se determino que para el caso del convertidor Buck era de segundo orden y
en el inversor de cuarto orden.
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Captulo 4
Procedimiento y Resultados
En el presente captulo se mostrara en forma detallada el procedimiento mediante el cual se realizaron
las diferentes simulaciones, como asi tambien la implementacion de la etapa hardware in theloop, la
comparacion entre los controles propuestos y la adquisicion de las variables de estado, todo planteado
en los objetivos al comienzo del presente trabajo.
En los primeros meses de desarrollo el control se realizo unicamente basado en el modelo inverso, todo
para las RNA, los resultados no fueron los esperados ya que el entrenamiento fue realizado con la ayuda
del toolbox de Matlab para la preparacion de las RNA y estas tenan funciones de transferencia que
no eran de caractersticas lineales, lo cual daban resultados diferentes a los requeridos para el control
propuesto. Anexo a esto, la se~nal de control presentaba un comportamiento que con el paso del tiempo
crecia y esto ocasionaba un descontrol de la misma, conjuntamente el sistema a controlar mostraba
resultados diferentes a los observados con el controlador clasico (PID). Esto se menciono en el captulo
anterior especicamente en la seccion del control por modelo inverso, donde el problema radicaba
en que sistemas con alta complejidad y un comportamiento con caracteristicas no lineales tenda a
descontrolar la se~nal de control y as mismo al sistema [3].
Tras varias semanas de busqueda de soluciones a dichos problemas, para el caso del entrenamiento se
determino que era mejor realizarlo a traves de comandos simples, donde era posible usar como funcion
de transferencia la funcion purelin de matlab que tiene un comportamiento lineal, como se muestra
en forma detallada acontinuacion.
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Se dene el vector de entrada como: inputytarget el primero representa el vector de entrada y el
segundo el vector que se desea como salida.
Ahora se dene la red: net = newff(minmax(input); [a b]; 0purelin0;0 purelin0), donde el
comando minmax(input) representa el rango de los vectores de entrada, estos se organizan de
manera automatico. Seguido de lo anterior se dene el numero de neuronas en la capa oculta a y
el numero de neuronas en la salida b. Por ultimo se asigna la funcion de transferencia, para este
caso sera de caractersticas lineales purelin.
Finalmente para entrenar la red se utiliza la funcion train as: net = train(net; input; target).
Para tener acceso a los pesos de las diferentes capas se debe realizar con los siguientes comandos:
net:IW1,1 estos son los pesos entre la capa de entrada y la oculta, net:LW2,1 representan los
pesos entre la capa oculta y la de salida, por ultimo con el comando net:b se adquieren los valores
de ganancia de oset para las diferentes capas.
Otra de las soluciones fue emplear el modelo de referencia ya que este era el metodo mas completo
y el que presentaba las mejores respuestas a los inconvenientes que se daban tras el uso exclusivo
del modelo inverso, era necesario encontrar uno o varios sistemas que mostraran un comportamiento
similar al deseado con el PID y fueron encontrados dos plantas, que cumplian con estas caractersticas
como se ense~nara acontinuacion.
Nota:Es conveniente aclarar que las se~nales adquiridas con el modelo de referencia son en base a las
se~nales de control con el PID clasico.
4.1. Procedimiento y Analisis de resultado para control propuesto
aplicado al convertidor Buck
La gura 4.1 muestra la planta seleccionada como modelo de referencia para encontrar la se~nal de
control del convertidor Buck, y en la gura 4.2 se observa el comportamiento de dicha se~nal usada para
el control por RNA.
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Figura 4.1: Circuito del modelo de referencia para el convertidor.
Figura 4.2: Comportamiento del modelo de referencia para el convertidor.
Los datos obtenidos son guardados en el work space de matlab, posteriormente con estos se procede
al entrenamiento de la RNA y de all se encuentran los pesos W y ganancias de oset b, el simulador
se encarga durante el proceso de entrenamiento de que el reultado obtenido tenga el mnimo error
posible y el mas alto rendimiento como se muestra en la gura 4.3 , todo lo anterior es fundamental
para determinar la funcion del modelo directo, como se puede observar en la ecuacion (4.1), que es
necesaria para hallar el modelo inverso, este ultimo sera usado como el control denitivo.
El entrenamiento para hallar las ganancias y pesos del modelo directo e inverso en el convertidor Buck
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y en el inversor IGBT de puente completo, son realizadas con metodos fuera de linea (o-line), sin
embargo el control empleado con el modelo inverso de las RNA es usado en linea (in-line), es decir en
el transcurso de la simulacion se realiza el control del sistema.
Figura 4.3: Entrenamiento de la RNA para el modelo de referencia del convertidor.
En el modelo directo usado para el convertidor, es importante conocer el orden de la planta, en el
Captulo 2 se determino que era de segundo grado, de esta manera se dene la misma cantidad de
neuronas de la capa oculta utilizadas para el entrenamiento, as mismo el numero de neuronas en la
capa de entrada de la red, para este caso seran de 4, todo esto se observa en la gura 4.3. Acontinuacion
se presentara la ecuacion usada en el modelo directo:
y^(k) =
"
2X
l=1
Vlﬀ
 
4X
i=1
Wliﬃi(k) + bl0
!
+ bcap1 +
2X
j=1
Vjﬀ
"
2X
l=1
Vlﬀ
 
4X
i=1
Wliﬃi(k) + bl0
!
+ bcap2
#
+ bsal
#
(4.1)
Vl representa las ganancias a la salida de la capa de entrada a la primera capa oculta de la RNA.
ﬀ muestra la funcion de transferencia, en este caso purelin.
Wli son los pesos desde la capa de entrada hacia la capa oculta.
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bl0 ense~na las ganancias de oset de la capa de entrada.
bcap1 y bcap2 muestran respectivamente las ganancias de oset de la primera capa oculta y de la
segunda oculta.
bj son las ganancias desde la segunda capa oculta hacia la capa de salida de la RNA.
bsal representa la ganacia de oset de la capa de salida.
Donde ﬃ muestra el vector de entrada conformada por se~nales de la planta retardadas y asi mismo
se~nales de control, estas ultimas tomadas de la se~nal del PID, para este caso se toman 4 vectores de
entrada todo debido al orden del sistema a controlar [3] :
ﬃi = [y(k   1) y(k   2) u(k   1) u(k   2)] (4.2)
Es de recordar la funcion de los pesos W , simplemente son ganancias del sistema que dan prioridad en
la direccion del ujo desde la entrada hacia la salida de la RNA, como lo hace de manera similar las
redes neuronales biologicas, por otra parte las ganancias b o tambien llamados ganancias de oset
son valores numericos que se suman al producto de cada entrada por un peso asociado.
Teniendo preparado el modelo directo, se vuelve a iterar la simulacion y a la toma de datos en diferentes
variables guardadas de nuevo en el work space de matlab, realizando all el entrenamiento para
encontrar los pesosW y b como se observa en la gura 4.4 , todo para hallar los parametros del modelo
inverso usado como control donde dicha se~nal se haya apartir de la ecuacion (4.1), donde el objetivo
es encontrar la se~nal empleada como control u(k), para esto es necesario resolver dicha ecuacion, luego
de solucionarla se desplaza 1 unidad es decir se retarda el vetor ﬃ que se encuntra en la ecuacion (4.2)
y se convierte en la ecuacion:
ﬃi = [y(k) y(k   1) u(k) u(k   1)] (4.3)
Donde la se~nal y(k) es reemplazada por un vector de referencia r(k), que es seleccionado por el
dise~nador, sin embargo para este trabajo se tomo como valor la unidad (1) ya que el modelo es en
base al PID y en este metodo la se~nal de referencia tambien fue seleccionada con la unidad y es la que
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predomina. Entonces la se~nal u(k) queda en funcion de la se~nal de referencia r(k), la se~nal de la planta
retardada y(k   1) y la se~nal de control retardada u(k   1) como se muestra en la ecuacion (3.13).
Figura 4.4: Entrenamiento de la RNA para el modelo inverso con modelo de referencia del convertidor.
A continuacion se presentaran las gracas de las se~nales de control, as mismo de tension, obtenidas
con el control PID y el propuesto a traves de Redes Neuronales Articiales, nalemente se mostrara
el error entre los vectores adquiridos y para el ultimo metodo las variables de estado.
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Figura 4.5: Se~nal de control del PID y RNA
En la graca 4.5 es posible observar las se~nales de control adquiridas con el contralodor clasico PID y el
propuesto por RNA, ademas del error, se observa que la se~nal obtenida por la RNA se encuentra entre
los lmites del controlador clasico, lo cual es aceptable y ademas posee un comportamiento similar.
Por otra parte, uno de los objetivos de este proyecto es tener acceso a las variables de estado del sistema
a controlar, en este caso el convertidor Buck, dicho objetivo es logrado atraves del modelo inverso, esto
basado en la ecuacion (4.1), es de aclarar que la cantidad de las variables de estado depende del orden
del sistema a controlar, en este caso de segundo orden, estas se pueden observar en la gura 4.6.
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Figura 4.6: Variables de estado del convertidor Buck
Ahora, es importante conocer como es la salida de tension del convertidor Buck para ambos
controladores (PID y RNA) ya que se planteo tener la opcion de alimentar un banco de baterias
lo que requiere de unas caractersticas especiales de la se~nal de tension, en la gura 4.7 se mostraran
las diferentes gracas obtenidas.
De la gura 4.7 es relevante notar que, la graca de tension obtenida con el control por RNA no presenta
un estado transitorio grande, como si lo muestra cuando se utiliza el control por PID, con esta ventaja
se asegura que los equipos no tendran que soportar grandes corrientes, aunque sea por un corto instante
de tiempo, alargando as su vida util y ahorrando todo los factores economicos que implican la labor
de manteniento. Aunque el error entre las dos se~nales obtenidas es grande, es primordial que la se~nal
de control de la RNA este en el intervalo de la se~nal del PID y esto se ve claramante en la gura 4.7.
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Figura 4.7: Se~nales de tension a la salida del convertidor Buck.
Si bien la se~nal de tension obtenida con la RNA sigue la se~nal de referencia en este caso la unidad (1),
presenta una leve uctuacion o risado cuando se estabiliza en el punto ya expresado, y se tendra que
recurrir a otros metodos o acciones para que esto no suceda o en lo posible minimizarlo.
4.2. Procedimiento y Analisis de resultado para control propuesto
aplicado al inversor
Como se ha denido, uno de los objetivos propone llegar a alimentar la red electrica que es de
caracteristicas AC, esto es logrado con el empleo del inversor IGBT de puente completo, donde el
control es realizado en el angulo de disparo.
siguiendo de forma similar la metodologia de la seccion anterior, en la gura 4.8 se muestra la planta
usada en el modelo de referencia para hallar el comportamiento que se desea en las se~nales de control con
RNA usadas en el angulo de disparo del inversor, ademas de la gura 4.9 que muestra las caractersticas
de dicho modelo. Las se~nales de control propuesto reemplazan para este caso dos se~nales utilizadas
con el PID que corresponden a los ejes d y q, sin embargo se observo que las caractersticas de dichas
se~nales eran similares y se decidio trabajar con un solo modelo de referencia, donde los pesos eran
iguales para las dos se~nales del modelo directo con RNA.
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Figura 4.8: Modelo de referencia usada para el inversor.
Figura 4.9: Se~nal del modelo de referencia usado para el inversor.
Ahora se procede al entrenamiento de la RNA con el n de hallar los pesos W y ganacias de oset b,
para obtener la se~nal del modelo directo mostrada en la gura 4.10 , como ya se menciono estos pesos
y ganancias seran los mismos para las se~nales del eje d y q. Con la ayuda de comandos sencillos de
matlab se encuentran las variables solicitadas con el minimo error posible y el mayor rendimiento.
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Figura 4.10: Entrenamiento para el modelo directo del inversor.
La ecuacion del modelo directo con Redes Neuronales Articiales usado en el inversor se encuentra
descrita en la ecuacion (4.4), donde es de aclarar que el orden del sistema en este caso el inversor, es
de 4 grado.
y^(k) =
"
4X
l=1
Vlﬀ
 
8X
i=1
Wliﬃi(k) + bl0
!
+ bcap1 +
4X
j=1
Vjﬀ
"
4X
l=1
Vlﬀ
 
8X
i=1
Wliﬃi(k) + bl0
!
+ bcap2
#
+ bsal
#
(4.4)
Donde ﬃ representa el vector de entrada conformada por se~nales de la planta y se~nales de control, todas
con retardos, esta ultima tomada de la se~nal del PID, para este caso se toman 8 vectores de entrada
debido al orden del sistema a controlar [3]:
ﬃi = [y(k   1) y(k   2) y(k   3) y(k   4) u(k   1) u(k   2) u(k   3) u(k   4)] (4.5)
Una vez entrenado y hallado los pesos del modelo directo, se entrena de nuevo la RNA como con el fn
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de determinar los nuevos pesos para los modelos inversos referentes a los ejes d y q , estos son obtenidos
a partir de la ecuacion (4.4) donde se resuelve y posteriormente se retardan los valores de ﬃ como se
muestra en la ecuacion (4.6), teniendo en cuenta que el valor y(k) es reemplazado por r(k) que es la
se~nal de referencia y nalmente se despeja la se~nal de control u(k).
ﬃi = [r(k) y(k   1) y(k   2) y(k   3) u(k) u(k   1) u(k   2) u(k   3)] (4.6)
Figura 4.11: Se~nales de control de los modelos PID y por RNA.
El error entre las dos se~nales contempladas en la gura 4.11 se puede observar en la graca 4.12, la
diferencia entre estas es grande, teniendo en cuenta que los valores evaluados se encuentran en pu, pero
la se~nal de control de la RNA se encuentra en el intervalo del controlador clasico que es lo deseado
para este trabajo.
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Figura 4.12: Se~nales de error entre el control por RNA y PID.
En la gura 4.13 es posible analizar las variables de estado adquiridas en el modelo inverso obtenido
con la RNA que reemplazan la se~nale de control del PID en el eje d, es de recordar que la cantidad de
variables de estado depende del orden del sistema.
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Figura 4.13: Variables de estado para la se~nal de control de la RNA en el eje d del inversor.
Como ya se menciono seran dos las se~nales de control encontradas con la RNA, que asimismo,
reemplazaran las se~nales de control proporcionadas con el PID en los ejes d y q como se observa
en la gura 4.14, ademas en la graca 4.15 se ense~nara el error entre las se~nales ya mencionadas, que
al igual de la se~nal de control de la gura 4.12 es un valor grande considerando que todos los valores
se encuentran en pu, pero la se~nal encontrada con la RNA se encuentra entre los lmites de la se~nal
del PID a comparar.
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Figura 4.14: Se~nal de control de la RNA para el inversor.
Figura 4.15: Se~nal de error entre la RNA y el PID para el inversor.
As mismo con el modelo inverso usado para encontrar la se~nal de control de la RNA visto en la gura
4.14 se encuentran las variables de estado en el eje q en la graca 4.16, en este caso 4 debido al orden
del sistema como se ha mencionado en diferentes ocaciones.
58
Figura 4.16: Variables de estado para una de las se~nales de control de la RNA del inversor.
Finalmente se presentaran las se~nales de tension a la salida del inversor, adquiridas a partir del
controlador clasico y del propuesto por RNA en unidades de tension (V ) en la gura 4.17, las tensiones
poseen un comportamiento similiar, mostrando asi que el control propuesto por RNA responde de
manera satisfactoria, a partir de conocimientos previos del sistema, acompa~nado ademas por los
correctos modelos pueden sustituir los controladores clasicos. Otro hecho importante es notar que
el estado transitorio de la tension a traves de la RNA es mas peque~no en comparacion del control
clasico, dando de esta forma mejor estabilidad. La se~nal de error para este caso se muestra en la gura
4.18.
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Figura 4.17: Tension a la salida del inversor.
Figura 4.18: Se~nal de error.
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4.3. Implementacion del ciclo Hardware in the loop
Las secciones anteriores del presente captulo hacan referencia al desarrollo y resultados del proceso
de simulacion del control propuesto por Redes Neuronales Articiales (RNA), comparandolas con el
controlador clasico PID, sin embargo para raticar la validez de dicho metodo propuesto se haca
necesario probarlo con datos reales obtenidos del laboratorio, es decir aplicando el ciclo hardware in
theloop, estos reproducan la variacion del viento a traves del tiempo y as mismo del voltage DC que
ingresaba al convertidor Buck, el montaje utilizado se muestra en la gura 4.19.
Figura 4.19: Montaje del ciclo hardaware in theloop.
El procedimiento consiste en utilizar una planta real que simula la accion del viento, pero con datos que
presentan uctuaciones a traves del tiempo, a diferencia de lo realizado en la simulacion que trabajaba
con una velocidad de viento constante como se muestra en la gura 4.20 y de esta manera el metodo
de control propuesto es puesto a prueba, ya que se pretende que el mismo logre mantener un ujo
constante de potencia tanto en la salida DC del convertidor Buck como a la salida AC del Inversor
IGBT, los datos del viento y tension a la salida del convertidor buck correspondientes al ciclo hardware
in theloop son adquiridos en una tarjeta de adquision de datos DAQ, posteriormente son guardados
en el Workspace de matlab y con la ayuda de una de sus herramientas se transmiten a la simulacion.
Todas las gracas que seran presentadas son comparadas con los datos del control PID y las se~nales
que fueron simuladas del control propuesto por RNA en la seccion 4.1 y 4.2.
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Figura 4.20: Velocidad del viento constante y variable.
Se compararon las se~nales de control obtenidas de la RNA y el PID usadas en el convertidor Buck
donde se determino que aunque la se~nal adquirida apartir del control propuesto no es igual a la del
control clasico, este se encuentra entre los lmites admisibles del control PID como se ense~na en la
graca 4.21.
En la gura 4.22 se muestran las se~nales de control de la RNA que fueron simuladas en la seccion
4.1 y obtenidas del ciclo hardware in the loop, mostrando un comportamiento similar, sin embargo en
las primeras centesimas de segundo se observa una distorsion en la se~nal simulada con respecto a la
obtenida del ciclo hardaware in theloop y esta ultima posee una mayor uctuacion con respecto a la
se~nal simulada.
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Figura 4.21: Se~nales del control del PID Y RNA en el convertidor Buck.
Figura 4.22: Se~nales del control.
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Del control por RNA implementado en el convertidor Buck, se obtienen las variables de estado como
se muestra en la gura 4.23, observandose de esta que las variables obtenidas de la simulacion en la
graca 4.6 y del ciclo Hardware in the loop tienen caractersticas semejantes.
Como se menciono en diferentes oportunidades, una de las aplicaciones considera alimentar un banco
de baterias ajustando de tal manera la se~nal de tension a la salida del convertidor Buck para que
esta se mantubiese constante a pesar de las variaciones de la velocidad del viento, usando las Redes
Neuronales Articiales y el controlador tipo PID se puede observar en la graca 4.24 las se~nales de
tension producidas con cada uno de los controladores ya mencionados, es posible analizar que la se~nal
obtenida con el controlador propuesto posee un rizado grande en comparacion con el control clasico, sin
embargo presenta un estado transitorio mas peque~no, as mismo en la gura 4.25 se ense~na la similitud
entre las se~nales adquirida en la simulacion a traves de la RNA de la gura 4.7 y la conseguida con los
datos del laboratorio, notese que el error entre estas es aproximadamente cero.
Figura 4.23: Variables de estado.
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Figura 4.24: Se~nales de tension a la salida del convertidor Buck con el control PID y por RNA.
Figura 4.25: Se~nales de tension a la salida del convertidor Buck.
El proyecto no se enfoca unicamente en el convertidor Buck, tambien contempla la opcion de invertir
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la se~nal de naturaleza DC a AC, teniendo en cuenta que las se~nales de control de la RNA y del PID
se encuentran en los ejes d; q como se muestran en las gracas 4.26 y 4.28 notandose que las se~nales
del control propuesto estan entre los lmites de las adquiridas con el controlador clasico, despues de
la implementacion del ciclo hardware in theloop. As mismo en las guras 4.27 y 4.29 se nota la gran
similitud entre las se~nales obtenidas en las gracas 4.11 y 4.14 de la seccion 4.2, que corresponden
respectivamente a las producidas a partir de datos tomados del laboratorio con uctuaciones en la
velocidad del viento e implementandolas en el control propuesto por RNA, y a la simulacion con una
velocidad constante del viento, lo anterior se comprueba observando las se~nales de error que poseen
valores que tienden a cero.
Figura 4.26: Se~nales de control del eje q en el ciclo hardware in theloop por los controladores PID y
las RNA.
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Figura 4.27: Se~nales de control del eje d tanto simuladas (azul) como usadas en el ciclo Hardware in
theloop (verde) implementadas en el inversor.
Figura 4.28: Se~nales de control del eje q en el ciclo hardware in theloop por los controladores PID y
las RNA.
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Figura 4.29: Se~nales de control del eje q tanto simuladas como usadas en el ciclo Hardware in theloop
implementadas en el inversor.
Es posible tener acceso a las variables de estado a partir del control propuesto en los ejes d; q como
se ense~na en la gura 4.30 y 4.33, observandose ademas que no existe una diferencia notoria entre las
se~nales simuladas de la gura 4.13 y 4.16 con las adquiridas en el ciclo hardware in theloop.
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Figura 4.30: Variables de estado en el eje d de las se~nales simuladas y del ciclo hardware in theloop.
Finalmente mediante el control propuesto con las RNA en el inversor de puente completo, se nota un
comportamiento similar entre las se~nales obtenidas usando el control por RNA y el tipo PID como se
muestra en la gura 4.32, tambien se presentan las se~nales simuladas en la graca 4.17y las obtenidas
del ciclo hardware intheloop, como se presenta en la gura 4.33.
69
Figura 4.31: Variables de estado en el eje q de las se~nales simuladas y del ciclo hardware intheloop.
Figura 4.32: Se~nales de tension a la salida del inversor con el control PID y la RNA.
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Figura 4.33: Se~nales de tension a la salida del inversor.
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Captulo 5
Conclusiones
Es fundamental conocer el modelo matematico de los sistemas a controlar, ya que a partir de
este es posible obtener el orden y por consiguiente en el empleo del control por Redes Neuronales
Articiales se determinan el numero de neuronas en la capa oculta, necesarias para nalmente
conseguir la se~nal de control.
Las RNA como controladores para sistemas lineales como no lineales, representan un tema de
estudio para posteriores aplicaciones, ya que poseen capacidades de control e identicacion,
permitiendo de esta manera tener un dominio parcial y ademas acceso a las variables de los
sistemas a controlar.
Mediante la comparacion con metodos de control clasicos como el PID altamente usado en
diferentes sistemas, las Redes Neuronales Articiales a traves del modelo de referencia, muestran
como resultado un comportamiento similar en las se~nales de control del PID, lo cual signica una
gran ventaja, ya que los contraladores clasicos necesitan de una adquisicion de datos de manera
continua y permanente de diferentes variables del sistema, lo que se traduce en la compra de
equipos de medida, por lo contrario las RNA solo requieren una retroalimentacion de su se~nal de
control y de la planta, reduciendo costos de implementacion.
A pesar de que la se~nal de tension adquirida a partir del control por RNA no es igual a la
conseguida con el PID, la primera posee en su naturaleza un estado transitorio mas peque~no en
comparacion con el controlador clasico, ocacionando en un corto intervalo de tiempo un aumento
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de la temperatura, donde dicha variable es la principal responsable del deterioro de las baterias.
El control propuesto por las RNA enfocado en el modelo de referencia supone que el dise~nador
tenga un conocimiento del sistema como tambien de las se~nales de control, ademas los resultados
del ciclo hardware in theloop mostraron una similitud en comparacion con los controladores
clasicos PID, esto considerando que el control por RNA se basa principalmente en el uso de un
algoritmo y no de una cantidad considerable de elementos como si los posee el controlador clasico,
brindando de esta manera una base para futuras investigaciones que produzcan una mejora de
las se~nales adquiridas por las RNA.
Dado que en los proximos a~nos se preve un incremento de la demanda de energa electrica
producida por las nuevas tecnologas que se estan desarrollando en la produccion de
vehiculos electricos, dispositivos de comunicacion, ademas poder suministrar energa electrica
a comunidades apartadas de las urbes donde es impresindible brindarles dicho servicio, se hace
necesario contar con fuentes de generacion de energa electrica que no produzcan emisiones de
dioxido de carbono a la atmosfera, y sus costos de produccion e implementacion se reduzcan con
la ayuda del control por RNA.
Con el uso de las Redes Neuronales Articiales como controladores, es posible obtener una se~nal
de tension constante tanto a la salida del convertidor Buck como del inversor IGBT, inclusive
cuando la velocidad del viento presenta uctuaciones en el transcurso de un intervalo de tiempo,
logrando tener de esta manera un sistema estable.
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