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Abst ract  
A Chebyshev-type quadrature formula is an integration formula with equal coefficients. We denote by N.(w) the 
minimal number of nodes for which a Chebyshev-type formula for the weight function w exists having degree of exactness 
n. The asymptotic behavior of N.(w) is determined for Jacobi weight functions with nonnegative parameters. Also some 
numerical results are given. 
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1. Introduction 
Let w(t) be a nonnegative integrable function on [ -1 ,  1] normalized such that ~'1_ 1w(t)dt = 1. 
A Chebyshev-type quadrature formula for the weight function w(t) is a formula of the 
type 
f 
l 1 N 
f(t) w(t) dt ~, f(xi) + R(f), (1) 
- i=1  
with xi e [ -  1, 1]; see [4] for a survey. We call N the size of the formula. The formula is called a strict 
Chebyshev-type quadrature formula if the nodes xi are distinct. The degree of precision of (1) is the 
maximal number n such that R(f) = 0 for every polynomial fo r  degree ~< n. We denote by N, = N,(w) 
the minimal size of a Chebyshev-type quadrature formula for w(t) having degree at least n. 
A classical result of Bernstein [1] states that in the case of a constant weight function one has the 
bound N2n- 1 ~ 21,  l , where 21,. is the smallest Christoffel number appearing in the n-point Gauss 
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quadrature formula. Since n2j, x,, < J~(j l)  -2 ,~ 3.7104, where Jl is the first positive zero of the 
Bessel function Jo(t), see [-6], Bernstein's result implies 
N2. -x  > J'o(jO2n 2 ~ 0.2695n 2- (2) 
Applied to a Jacobi weight function w~,¢(t) = C,,¢(1 - t)'(1 + t) p, ~,//~> -½,  this method gives 
the inequality 
N2n- l(W~,#)/> Kn 2 + 2max(a,~) (3) 
for some constant K > 0 depending only on ~ and/~; see [.3]. 
In a not so well-known paper, Bernstein [2] obtained an upper bound for N2,-  1 in the case of 
a constant weight function. He proved that 
N2,-1 ~< 4,¢/2( n + 1)(n + 4) ,,~ 5.6569n 2. (4) 
In a recent article, Rabau and Bajnok [.9] gave estimates for Jacobi weight functions. They 
1 proved that, for ~,/3 i> - ~, 
Nn(w~,[l ) = ~(n 3 +2max(~'//)) (n --~ ~) .  
For ~ = fl = 0, this result is less precise than Bernstein's inequality (4). 
Extending Bernstein's methods, the author [.8] was able to prove that in the ultraspherical case 
=/~ >/0 the lower bound (3) has the right order, i.e., 
N,(w,,,) = (_9(n 2+2") (n ~ 00). (5) 
By this method it is possible to obtain an upper bound on N. for small values of n. Numerical 
computations are performed in Section 3 with a constant weight function. These computations 
suggest hat N2,-1 ~< 0.5n 2, which reduces the constant in the estimate (4) by a factor of more 
than 10. 
The derivation of (5) depended on the symmetry of the weight function. Using an additional 
trick, however, it is possible to obtain similar bounds for general Jacobi weight functions. In 
Section 4 we will give an existence theorem for nonsymmetric weight functions. Using estimates 
analogous to the ones in [.8] the following result follows. 
Theorem 1.1 Let ~, fl >~ O. Then 
Nn(w~,o) = Cg(n 2+2max(~'p)) (n ~ ~) .  
Note that we assume ~, fl >~ 0. The case of negative ~ and fl seems to be more difficult. 
2. Admissible weight vectors 
We fix a positive integer n and write m = 2n. For an m-tuple x= (xx, ..., x,.) with 
1 > Xl > x2 > -." > x,, > - 1, there exist uniquely determined Pl,-. . ,  P,, such that the quadrature 
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formula 
f ( t )  w(t) dt = pif(x,) + R( f )  
-1  i=1  
has degree m - 1. We write p(x) = (Pl , . . . ,  P,,); p(x) is called the weight vector for x. 
Def in i t ion  2.1.  A vectorp  = (p l  . . . .  , Pm) is admissible ifp~ > 0, i = 1 . . . .  , m andp equals the weight 
vector p(x) for some x = (Xl, ..., x,,) satisfying 1 > xl > -." > Xm > -- 1. 
Every weight vectorp(x) lies in the hyperplane 2im= 1Pi = 1. It can be shown that in case p~(x) ~ O, 
i = 1 . . . . .  n, the Jacobi matrix dp/t3x has rank m - 1. Then we have the following result. 
Propos i t ion  2.2. The collection of admissible weight vectors is an open subset of the hyperplane 
Ei~ 1 Pi =- 1. 
The following result was proved in [8]. 
Propos i t ion  2.3. I f  p l , . . . ,  p,. > 0, 1 > xl ~> "" /> x,. > - 1, are such that the quadrature formula 
f ( t )  w(t) dt = pif(xi) + R( f )  
-1  i=1  
has degree m-1  and 
X i = Xi+I ,  Xj  = X j+ 1 ~ j - -  i even, (6) 
then (P l ,  " - - ,  P,n) is admissible. 
Condition (6) states that the multiple nodes among the nodes xi occur in pairs, and between 
every two consecutive pairs there is an even number (perhaps zero) of single nodes. 
As a special case of Proposition 2.3, we mention the Gauss quadrature formula. Let 
~1 > ~2 > "'" > ~, be the n zeros of P,(t), the orthogonal polynomial of degree n with respect o 
w(t), numbered in decreasing order. Let 2,(~1) .... ,2,(4,) be the corresponding Christoffel numbers. 
Since the Gauss formula has degree 2n-  1, Proposition 2.3 immediately gives the following 
corollary. 
Coro l la ry  2.4. I f  pl .... ,Pm > 0 satisfy P2i- 1 + Pzi = "~n(~i), i = 1 . . . . .  n, then (Pl .... , p,,) is admissible. 
To state the next result we need to introduce some notation. We recall the maximal weight 
function, see [7] or [5]: 2,(x) is the maximal weight which a positive quadrature formula of degree 
2n --1 with nodes in [ -1 ,  1] has in the point x. 
The following classification of positive quadrature formulas with maximal weights can be found 
in the book [11, Ch. III]. 
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Let Pn(t) be the orthogonal  polynomial  of degree n with respect o w(t) and let Qn- l ( t )  be the 
orthogonal  polynomial  of degree n - 1 with respect to (1 - t 2) w(t ) .  We assume P,(1) > 0 and 
Qn- 1(1) > 0. The zeros of Pn(t) denoted ~1 > ~2 > "'" > ¢,, are the nodes of the Gauss quadrature 
formula. The zeros of(1 - t 2) Qn- 1(0, denoted 1 = qo > r/1 > "'" > qn = - 1, are the nodes of the 
Lobat to  quadrature formula which has degree 2n - 1. All weights in the Gauss and Lobatto  
formulas are maximal. 
For  any a ~ ~, 
fPn( t ) -  a(1 - t)Qn-l(t), a >~ O, 
Pn(t,a): = (Pn(t)-a(1 +t)Qn- l ( t ) ,  a<~O, 
has n simple zeros in the interval ( -1 ,  1), denoted ~l(a) > ¢2(a) > .-- > in(a). If a > 0, then 
~i < ¢i(a) < rli- 1 and if a < 0, then t/i < ~i(a) < (i. We also put ¢ i (~)  = r/i- 1 and ~i( - ~)  = t/i. 
For  a > 0, the zeros of (1 + t) Pn(t, a) can be used as the nodes of a quadrature formula of degree 
2n - 1: 
f' i f ( t )  w(t)dt  = 2.(~(a)) f(~(a)) + Pa f ( -  1) + R(f) .  (7) -1  i= l  
As already indicated in (7) the weights in ~(a) are maximal. The weight Pa satisfies 
0 < Pa < 2,( - 1). Similarly, for a < 0 we have a quadrature formula of degree 2n - 1 involving the 
zeros of (1 - t)Pn(t, a): 
f ( t )  w(t)dt = 2n(~(a)) f(~(a)) + oaf ( l )  + R(f) .  (8) 
-1  i=1 
The Gauss and Lobat to  formulas and the quadrature formulas (7) and (8) are called canonical. 
Next we introduce the function nn(x) as the maximal weight on [x, 1] of a positive quadrature 
formula of degree 2n - 1. nn(x) is the weight on [x, 1] of the canonical quadrature formula 
involving x, i.e., 
~(Z~= a ),n(~j(a)), a i> 0, 
nn(~i(a)) = [2~=1 2,(~j(a)) + Pa, a < 0. 
Now we quote the following theorem from [8]. 
Theorem 2.5. Let w(t) be symmetric on [ -1 ,  1], i.e., w( -  t )=  w(t). Let n = 2l be even. Let 
P l ,  , P2n > O, PEn+ 1 - i  -~" Pi, ~2n • .. i=xPi = 1. Suppose there exist numbers al >a2 > ""  >a l+ l  
>~ 0, 0 >1 b l > bE > "'" > bt such that the following inequalities hold: 
~n(~i(a i ) )  ~<Pl  -k- " "  q-P2i -1 <lZn(~i(ai+l)), i=  1,. . . , l ,  (9) 
nn(~i(bi)) <<.pl + ... +p2i<nn(~i(b i+x)) ,  i=  l , . . . , l -1 .  (10) 
Then (P l , . . . ,  P2n) is admissible. 
Remark.  A further analysis of the proof  of Theorem 2.5 shows that condit ion (9) with i = I is not 
necessary. 
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3. Some numer ica l  results 
Theorem 2.5 provides a criterion for the existence of Chebyshev-type quadrature. Suppose that 
N is such that every interval [n,(~(ai)),n,(~(ai+O)), i=  1 .. . .  , l  and [rc,(¢(bi)),n,(~(bi+O)), 
i = 1,... ,  l - 1 contains a multiple of l /N,  where (a0 and (b~) are as in the theorem. Then we are 
able to choose Pl ,P2,. . . ,  P,-1 as multiples of 1IN such that 
Pl 
Pl 
Pl 
[n.(~_, (a,)), n.(~, (a2))), 
+ P2 ~ [n.(~,(bO), n.(~,(bz))), 
"+- P2 -k- P3 ~ [~Zn(~z(a2)), rcn(~2(a3))), 
and so on. For p, we take p, ½ , -  1 = - Ei=  P~. If N is an even number then p, is also a multiple of 1/N. 
In that case, Theorem 2.5 shows the existence of a Chebyshev-type quadrature formula of degree 
2n - 1 having size N. Note however, that there are only 2n distinct nodes. By a method described in 
[8], see also [10], it is possible to obtain from this a strict Chebyshev-type quadrature formula of 
degree 2n - 1 and size N. 
The following algorithm decides whether the conditions on N can be satisfied. It is assumed that 
pin(x)  = n,(x) can be computed for every x ~ [ -1 ,  1]. It is also assumed that the numbers 
~i = x i [ i ]  and r/~ = eta [ i ]  are known. To obtain sharper bounds, we use the fact that the 
inequality (9) with i = I is not necessary, see the remark after Theorem 2.5. 
READ (n, N); 1 : = n/2;  
suc := t rue :  i :=  1; x := 1; 
WHILE suc  AND i < 1 DO BEGIN 
y := so lve  (pin(y) = ([N • p in(x) ]  + 1)/N); 
IF y < = x i [ i ]  THEN suc  : -  fa lse;  
IF y = xi_ i(a) THEN x : = x i{ i  + 1 } (a); 
i := i+ 1 END; 
i := i+ 1 ;x :=x i [1 ] ;  
WHILE  suc  AND i < 1 DO BEGIN 
y := so lve(p in (y )  = ( [N ,  p in(x) ]  + 1)/N); 
IF y < = eta [ i ]  THEN suc  := fa lse ;  
IF y = xi_i0o) THEN x : = x i{ i  + 1 } Co); 
i := i+ l  END; 
In the algorithm we used [x] to denote the largest integer not exceeding x. 
The variable sue  decides whether N satisfies the conditions above. If sue  is t rue  then 
Chebyshev-type quadrature of degree 2n - 1 exists with N nodes. 
This algorithm has been implemented for the weight function w(t) - ½. Table 1 contains the 
smallest even number N for which the algorithm is successful. This number N is an upper bound for 
N2,-1.  It is possible, and indeed very likely, that the actual value of N,_  1 is smaller than N. 
Table 1 shows a somewhat irregular behavior in the value of N. Observe specially that the value 
for n = 48 is smaller than the value for n = 46. This effect can be explained by the fact that the 
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Table 1 
There exist Chebyshev-type quadrature formulas for the weight function w(t) = ½ having degree 2n - 1 
and size N 
n N N/n 2 n N N/n 2 n N N/n 2 
6 16 0,444 38 668 0.463 70 2186 0,446 
8 28 0.438 40 670 0,419 72 2318 0,447 
10 44 0.440 42 736 0,417 74 2434 0,444 
12 60 0.417 44 808 0.417 76 2564 0,444 
14 86 0.439 46 970 0.458 78 2698 0,443 
16 108 0.422 48 960 0.417 80 2824 0,441 
18 138 0.426 50 1134 0.454 82 2980 0,443 
20 170 0.425 52 1234 0.456 84 3116 0.442 
22 206 0.426 54 1316 0.451 86 3264 0.441 
24 246 0.427 56 1420 0.453 88 3402 0.439 
26 320 0.473 58 1518 0,451 90 3570 0.441 
28 330 0,421 60 1620 0.450 92 3718 0.439 
30 378 0.420 62 1726 0.449 94 4022 0.455 
32 432 0.422 64 1840 0.449 96 4174 0.453 
34 480 0.415 66 1950 0.448 98 4348 0,453 
36 544 0,420 68 2070 0,448 100 4526 0.453 
rounding effects in computing IN * p in(x) ]  with n = 48, N = 960 are favorable. The table suggests 
that the value of N/n  2 is bounded by 0.5. 
4. An existence theorem for general weight functions 
In this section we prove a theorem analogous to Theorem 2.5 for general nonsymmetric weight 
functions. 
In addition to the inequalities (9) and (10), we need some extra conditions. Define the function 
_rtn (x) as the minimal weight on (x, 1] of a positive quadrature formula of degree 2n - 1. So 
1 - ~n(x) is the maximal weight on [ - 1, x). Then we have the following general existence theorem 
for quadrature formulas with positive weights. 
Theorem 4.1. Let w(t) be a normalized weight function on [ -  1, 1]. Let n ~ N and Pl,  P2 . . . .  , P2n > 0 
such that ~2n i= 1 Pi = 1. Suppose there exist numbers al . . . . .  an+ 1, bl . . . .  , bn+ ~ ordered by 
al  >a2 > ... >an+l  >~O>~bt >b 2 > "-" >bn+l  (11) 
satisfyin# for some l < n the fol lowina set of  inequalities: 
nn(~i(ai))  <<. Pl + P2 + "'" + P2i-1 < nn(~i(ai+ 1)), i = 1, . . . ,  l, (12) 
nn(~i(bi))  <<. P l  + P2 + "'" + P2i < nn(~i (b i+ l ) ) ,  i = 1 , . . . ,  l - 1, (13) 
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~_n(~i(ai)) < Pl + P2 q- "'" 'q- P2 i -2  <~ ~_,,(~i(ai+O), i = 1 + 2, . . . ,  n, (14) 
~_n(~i(bi)) < Pl + P2 + "" + P2i-1 ~ ~_n(~i(bi+l)), i = 1 + 1, . . . ,  n. (15) 
Then (Pl  . . . .  , Pzn) is admiss ib le .  
Note that no restrictions are made on P21 and P2t+ 1 in (12)-(15). 
Proof. The proof follows the same lines as the proof of Theorem 2.5 in [8]. So we can be brief with 
some details and merely outline the argument. 
The starting point of the proof is the Gauss quadrature formula. Putting 
P° i -  , = 7Cn(rli- ,) -- 7Cn((i- 1), pOi = 7Cn(~i) -- IZn(rli- 1), i -- 1 . . . . .  n, 
we have p° i _ l  + P°i = 2,((i). By Corollary 2.4 the vector (pO, ..., pO) is admissible. A small 
perturbation, see Proposition 2.2, gives an admissible weight vector (Pl . . . . .  P2,) satisfying the 
inequalities (12-(15) for some sequences (ai), (bi) satisfying (11). 
The next step is to assume that (px .... , P2,) satisfies the inequalities (12)-(15) and that there exist 
nodes 1 ~> x l ~> ... >~ x2, ~> - 1 such that 
f 
l 2n 
f ( t )w( t )d t  = ~ p , f (x , )  + R( f )  (16) 
-1  i=1 
has degree 2n - 1. By the Markov-Stieltjes inequalities we obtain from (12) several inequalities for 
the nodes xi, namely 
¢i+l(ai+l)<X2i, X2i_ l~¢i(ai)  , i=1  . . . . .  1. 
Similarly (13), (14) and (15) give respectively 
~i+l(b i+l)  .< x2 i+ l  , x2i ~ ~i(bi), i = 1 . . . . .  I -- 1, 
~i(ai+l)~X2i_ l ,  x2i_2<~i_ l (a i )  , i= I+2 .... ,n, 
~i(b i+ l )~X2 i ,  X2i-  1 <~i_ l (b i ) ,  i= I+1 . . . . .  n.  
Combining these inequalities we have 
~1 ~ X2 > X3 > "'" > X2l-1 > ~t(bt), 
¢1+1(a1+2) > X21+2 > X2 l+3 > " ' "  > X2n-1 ~ ~n. 
One can also deduce 1 > xl > ¢i and ¢, > x2,, > - 1. Since XEt+l ~< ~t(b~+~) it also follows that 
x2t -1  > x2i+ 1. Likewise x2t > x2t+2. Now it follows that equality among the points x~ can occur 
only in one of the following four ways: 
• X21-1  ~ X21, 
• X21 ~ X21+I  
• X2/+ 1 ~ X2/+2 , 
• X21- 1 ~ X21 ~ X2/+ 1 ~--- X2 l+2.  
In all cases Proposition 2.3 can be applied and it follows that (Pl, . . . ,  P2,) is admissible. 
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The proof  is finished by observing that the collection of all (Pl . . . .  , PEn) satisfying (12)-(15) for 
some sequences (ai), (bl) satisfying (11) is pathwise connected. The subcollection of admissible 
weight vectors is nonempty.  By Proposit ion 2.2 this is an open subset and it follows from the above 
considerations that it is closed. This proves the theorem. []  
Corollary 4.2. Let  (ai), (bi) satisfy (11) and let N be an integer such that 
1 
nn(~i(ai+ 1)) - -  /rn(~i(al)) ~ ~,  i = 1 .. . .  ,1, (17) 
1 
7zn((i(bi+l) ) -- n.((,(b,)) >~ ~,  i=  1 .. . .  , I -  I, (18) 
1 
_u.(~i(a,+l))- u_,(¢,(ai)) >f-~, i=  l+  2, . . . ,  n, (19) 
1 
~,(~(b~+ 1)) - ~_,(~,(b~)) >t -~, i = l + 1, . . . ,  n. (20) 
Then Chebyshev-type quadrature of  degree 2n - 1 is possible with size N. 
Proof. Using (17) and (18) we find positive integers A~, i = 1 . . . .  ,21 - 1, such that 
n,(~i(ai)) <<, (A1 + ... + A2 i -1 ) /N  < n.(~i(ai+,)), i = 1, . . . ,1,  
n,(~,(b,)) <,G (A1 + ... + Az, ) /N < n,(~,(b,+l)), i = 1, ..., l - 1. 
F rom (19) and (20) we obtain positive integers A~, i = 21 + 2 . . . .  ,2n, such that 
1 -- _~.(~i(bi+l)) ~< (A2~ + "- 
1 - ~_,(~i(ai+l)) <-G (A2i-1 + 
Then 
+ Az , ) /N  < 1 - u,(¢,(b~)), i = l + 1, . . . ,  n, 
• ." -ff A2n)/N < 1 -- u,(~i(ai)), i = I + 2 . . . . .  n. 
(A1 + "" + Az I -1 ) /N  + (A2t+2 + "'" + A2n) /N  
< 7r, n(~t(al+l) ) + 1 - ~n(~l(bt+l))  < ~zn(~t ) -}- 1 - -  gn({ l+ 1) = 1, 
so that there exist nonnegative integers A21 and A2~+1, not both 0, such that y z"=IAi/N = 1. 
Writing pi = A~/N we see that the inequalities (12)-(15) are satisfied. If both A2~ and A21+1 are  
positive, Theorem 4.1 gives the result. If one of A2~ and A2~+ 1 is zero, say A2t+ 1 = 0, we choose 
e E (0, 1/N). Theorem 4.1 shows that (PI . . . .  , P21, P21 - e, e, P2J+2, ..., P2,) is admissible. Letting e~0 
the corol lary follows. []  
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5. Estimates for Jacobi weights 
Using Corollary 4.2 we are able to prove Theorem 1.1 stated in the Introduction. Let ~, fl ~> 0 
and write 
w.,t~(t ) = C.,p(1 - t)~(1 + t) ~, C.,p = 2 -~-p-~ F(~ + fl + 2) 
F(~ + 1)F(fl + 1)" 
The constant C~,p is such that j-l_ 1 W,. f l ( t )d t  = 1. Since n is not fixed we write ~i,,, ~,,(a) and so on. 
As in [8] we have the following lemma. 
Lemma 5.1. There  is a posi t ive constant  B I ,  not  depending on n, and an no such that fo r  n >~ no, 
~n(x) - 7z,(y) >1 (y  - x )B~ 0 <<. x < y <<. l, 
n2~ , 
B1 
~n(x) - ~_.(y) >~ (y - x) -1  <. x < y <<. O. 
n2B,  
The orthogonal polynomial with respect o w~,a(t) is the Jacobi polynomial P~.~'P)(t). For the 
orthogonal polynomial with respect o (1 - t 2) w~,~(t), we take the derivative (d/dt) P~."tJ)(t). Thus, 
the number ~i,.(a), i = 1 , . . . ,  n are the zeros of P. ( t ,  a) with 
fP~"P)(t)  - a(1 - t ) (d /d t )  P~'P)(t),  a >>- O, 
P , ( t ,a )  = [U~,a)(t)  _ a(1 + t ) (d /d t )  Pt,"~)(t), a <<. O. 
Take l such that (t,, >~ 0 > ~t+l,,. We choose 
~l/ ( i  - 1), i -- 1,.. . ,  l + l, bi = f - ( i -  1)/n 2, i = 1,. . . ,  l, 
ai = [(n + l _ i)/n 2, i = l + 2, ... , n + l, . 1/(n + l - i), i= l+ l , . . . ,n+l .  
Note that both (ai) and (bi) are strictly decreasing sequences. The following lemma can be proved 
analogous to the proof in [8] for the ultraspherical case. 
Lemma 5.2. For  a certa in posit ive constant  B2, not depending on n, we have 
(i,n(ai) -- ~i,n(ai+ l) >~ --B2 i = 1 . . . .  1, I + 2, n, 
n 2 ,  ~ . . . ,  
B2 
~i,,(bi) - ~,,,(b,+ 1) >~ - -  i = 1, l - 1, I + l,  n. 
n 2 , . . . ,  . . . ,  
Combining the inequalities of Lemmas 5.1, 5.2 and taking into account ~l,. ~> 0 > ~+1,., we 
obtain for n >~ no, 
zc.(~i,.(ai+ 1)) - rc.(~i,.(ai)) >~ - -  
r~.(~i,.(bi+ 1)) - ~.( ( i , . (b i ) )  >>- -  
B1B2 
nZ+Z~, i=l , . . . , l ,  
B1B2 
n2+2~,  i=  1 , . . . , I - -  1, 
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B1B2 
~.(~i , . (a i+O)  - ~.(~i, .(ai))  >t n2+2 ~, i = 1 + 2 . . . .  , n, 
~.(~,..(b,+ ~)) -  ~,(~,.,(b,)) ~ > -  BIB2 H2+2fl, i = l + 1 .... , n. 
So, if N is an integer satisfying 
y/2 + 2max(a,fl) 
N>~ B1B2 
then the inequalities of Corollary 4.2 are satisfied and it follows that Chebyshev-type quadrature of 
degree 2n - 1 and size N exists. This proves Theorem 1.1. 
Acknowledgement  
The author wishes to thank Jacob Korevaar for fruitful discussions and stimulating remarks. 
References 
[1] S.N. Bernstein, Sur les formules de quadrature de Cotes et Tchebycheff, C.R. Acad. Sci. URSS 14 (1937) 323-326. 
[2] S.N. Bernstein, On quadrature formulas with positive coefficients, Izv. Akad. Nauk SSSR Set. Mat. 4 (1937) 479-503 
(in Russian). 
[3] F. Costabile, Sulle formule di quadratura di Tschebyscheff, Calcolo 11 (1974) 191-200. 
[4] W. Gautschi, Advances in Chebyshev quadrature, in: G.A. Watson, Ed., Numerical Analysis, Lecture Notes in 
Math. 506 (Springer, Berlin, 1976) 100 121. 
[5] S. Karlin and W.J. Studden, TchebycheffSystems: with Applications in Analysis and Statistics (Interscience, New 
York, 1966). 
[6] J. Korevaar, Behavior of Cotes numbers and other constants, with an application to Chebyshev-type quadrature, 
lndag. Math. (N.S.) 3 (1992) 391-402. 
[7] M.G. Krein, The ideas of P.L. (~eby~ev and A.A. Markov in the theory of limiting values of integrals and their 
further developments, Amer. Math. Soc. Transl. Set. 2 12 (1959) 1 122. 
[8] A.B.J. Kuijlaars, The minimal number of nodes in Chebyshev type quadrature formulas, 1nda 9. Math. (N.S.) 
4 (1993) 339-362. 
[9] P. Rabau and B. Bajnok, Bounds on the number of nodes in Chebyshev type quadrature formulas, J. Approx. 
Theory 67 (1991) 199-215. 
[10] P.D. Seymour and T. Zaslavsky, Averaging sets: a generalization ofmean values and spherical designs, Adv. Math. 
52 (1984) 213-240. 
[11] J.A. Shohat and J.D. Tamarkin, The problem of moments, Math. Surveys 1 (Amer. Math. Soc., New York, 1943). 
