If Y is a properly embedded minimal surface in a convex cocompact hyperbolic 3-manifold M with boundary at infinity an embedded curve γ, then Graham and Witten showed how to define a renormalized area A of Y via Hadamard regularization. We study renormalized area as a functional on the space of all such minimal surfaces. This requires a closer examination of these moduli spaces; following White and Coskunuzer, we prove these are Banach manifolds and that the natural map taking Y to γ is Fredholm of index zero and proper, which leads to the existence of a Z-valued degree theory for this mapping. We show that A(Y ) can be expressed as a sum of the Euler characteristic of Y and the total integral of norm squared of the trace-free second fundamental form of Y . An extension of renormalized area to a wider class of nonminimal surfaces has a similar formula also involving the integral of mean curvature squared. We prove a formula for the first variation of renormalized area, and characterize the critical points when M = H 3 and γ has a single component. All of these results have analogues for 4-dimensional Poincaré-Einstein metrics. We conclude by discussing the relationship of A to the Willmore functional.
Introduction
There is an interesting nonlinear asymptotic boundary problem in which one seeks a minimal submanifold in hyperbolic space with prescribed asymptotic boundary a submanifold in the sphere at infinity. This was solved by Anderson [2] , [3] in the early 1980's using techniques from geometric measure theory and his solutions are absolutely volume minimizing with respect to compact variations. One may also pose this problem for convex cocompact hyperbolic manifolds, or even more generally for conformally compact manifolds (all definitions are reviewed in §2), and it is not hard to extend the existence theory to these settings. These submanifolds are of interest not only in geometric analysis, but also in string theory where they are (very) simplified models of D-branes when the ambient space (M, g) is Poincaré-Einstein (i.e. conformally compact and Einstein), which we usually write simply as PE.
The focus in this paper is on the special case of properly embedded minimal surfaces Y in M = H 3 , or in M = H 3 /Γ where Γ is convex cocompact, with boundary curve ∂Y = γ an embedded closed curve γ ⊂ ∂M . Beyond Anderson's aforementioned work, in this particular setting there is also a rich existence theory of minimal (not necessarily minimizing) surfaces of arbitrary genus by de Oliveira and Soret [27] as well as a sequence of papers by Coskunzer, cf. [12] , [13] . We have two main goals here: the first is to study global properties of the space of all such surfaces, and the second is to study the renormalized area, which is an interesting functional on this moduli space, and its variational properties. Slightly more generally, we shall also study the extension of the renormalized area functional on a larger class of properly embedded but non-minimal surfaces.
Our main results and the motivations leading up to them take a certain amount of notation, which is explained carefully in the next section. We first describe some results about Poincaré-Einstein spaces on which our results are modelled. If (M, g) is a PE space, there is a well-defined conformal class c(g) on ∂M , called the conformal infinity of g, which should be thought of as the asymptotic boundary value of g. The space of all PE metrics (with some fixed regularity) on the interior of a given manifold with boundary M is a Banach manifold, and the conformal infinity map from this to the space of conformal structures on ∂M (which also has the structure of a Banach manifold) is Fredholm of degree 0. These facts were proved by Anderson [5] , see also Biquard [8] and Lee [23] . Most existence results for PE metrics are perturbative in nature, but Anderson proposed a scheme to obtain a much broader existence theory when dim M = 4 using degree theory [6] . A key ingredient is the properness of this boundary value map, which seems to be true at least over the preimage of scalar positive conformal classes on ∂M . There are substantial technicalities in making all of this work; recent work of Chang and Yang [10] clarifies some of this.
We shall prove an analogous set of results for properly embedded minimal submanifolds. The proof of most of this is quite standard, and uses various well-known tools, hence this should be regarded as a good toy model for the more general result in the fourdimensional Einstein case. Some consequences of the degree theory will be described in §4. Note that the use of degree theory for the boundary map of minimal surfaces goes back to work of Tromba [30] in the 1970's and White [34] in the 1980's, and indeed those papers provided some of the inspiration for Anderson's proposal to use degree theory in the Einstein setting. A special case of this degree theory, for genus zero surfaces, was developed in [12] Now return to the PE setting. Assuming the conformal infinity of the PE metric g is sufficiently regular, then g itself has an expansion up to some order at the boundary. When dim M = 4, this has the form g = dx 2 + h(x) x 2 , h(x) ∼ h 0 + x 2 h 2 + x 3 h 3 + . . . ; (1.1) here each h j is a symmetric 2-tensor on ∂M ; in particular, h 0 is a metric representing c(g) and h 3 is trace-and divergence-free with respect to h 0 . All other h j are determined in terms of these two tensors. Furthermore, x is a special boundary defining function naturally associated to the choice of h 0 . The volume form dV g has a corresponding expansion dV g ∼ A 0 x 4 + A 2 x 2 + A 4 + . . . ; the x −3 and x −1 terms are absent due to the absence of the h 1 term and the vanishing trace of h 3 . The volume of {x ≥ ǫ} is obviously finite for each ǫ > 0 and has an expansion as ǫ ց 0 of the form Vol ({x ≥ ǫ}) ∼ α 0 ǫ 3 + α 1 ǫ + V(M, g) + . . . .
The constant term in this expansion is by definition the renormalized volume of (M, g).
The key fact, first proved by the physicists Henningson and Skenderis [21] , cf. [17] for a careful mathematical treatment, is that this is well-defined independently of the choice of metric h 0 ∈ c(g). The definition of renormalized volume extends to arbitrary dimensions, and they show that it is well defined when dim M is even; when dim M is odd, however, it is not well-defined and has a simple transformation law under change of representative h 0 . For simplicity here we focus on the four-dimensional case. Using the Einstein condition in the Gauss-Bonnet formula, Anderson [5] noted that
here W is the Weyl tensor, and the integral is convergent since |W | 2 is pointwise conformally invariant of weight −4. Anderson also computed a formula giving the infinitesimal variation of the renormalized volume in the direction of an infinitesimal Einstein deformation κ:
in terms of the leading term in the expansion κ ∼ κ 0 +xκ 1 +. . .. A much easier derivation of this formula is given in [1] . Again, this extends immediately to all even dimensions. It follows from this that (when n is even), H n , and indeed any convex cocompact hyperbolic quotient H n /Γ, is a critical point of V. However, the variational problem for renormalized volume has not been studied at all. When dim M = 4, V is closely related to the σ 2 functional of the underlying incomplete metric on M , and there are some interesting rigidity results using it, see [9] . There are several intriguing results about renormalized volume in 3 dimensions [32] , [22] (recall that it depends on some choices here, so one has not simply a number but rather a functional on a given conformal class of the boundary surface). Beyond all of this, however, there are few other mathematical results about it.
Shortly after [21] , Graham and Witten [19] proved the existence of a well-defined 'renormalized area' A for properly embedded minimal submanifolds Y in a PE space with boundary an embedded submanifold in ∂M . Since two dimensions is critical for minimal surfaces in roughly the same way that four dimensions is critical for Einstein metrics, it is reasonable that all of these results above have analogues for properly embedded minimal surfaces when dim M = 3. Thus our second main result is an explicit formula for A and its first variation. This result sets the stage, finally, for an interesting variational problem: find the critical points Y for A on any one of the moduli spaces M k (M ), and determine their interesting geometric properties. The result above classifies the critical points when M = H 3 , but when M is a nontrivial quotient we do not have any general existence result yet. As we discuss in §8, this variational problem is essentially the Willmore problem in disguise, although restricted to a constraint set of infinite codimension. Said slightly differently, the present context provides what is, to our knowledge, the first geometrically natural setting for the Willmore problem for surfaces with boundary. One surprising observation is that A does not necessarily have critical points on M k (M ) for every value of k: indeed, if M = H 3 , then our result shows that there are no nondegenerate critical points in M k unless k = 0.
There are many other interesting problems in this area, and we conclude by raising the issue of finding relationships between the renormalized area functional, particularly at its critical points, and the renormalized volume of the ambient manifold M .
In the next section we shall carefully define much of the terminology we have used above, and shall also review some auxiliary results which will be required later. The local formula for renormalized area is proved in §3, along with a corresponding formula for the extension of this functional called the rigid string action to a class of not-necessarily minimal surfaces. The structure of the moduli spaces is the topic of §4. Various global properties of A are discussed in §5. The variation formula for A is the topic of §6, and in §7, we characterize the critical points of A in H 3 . Finally, in §8 we discuss the relationship of A with the Willmore functional.
The first author is very grateful to Juan Maldacena and A. M. Polyakov for useful conversations. The second author acknowledges helpful comments from Joel Hass and Steve Kerckhoff and particularly from Brian White.
Geometric and analytic preliminaries
We now give precise definitions of the spaces and submanifolds we shall be working with and explain some of their properties. We also discuss some basic results about elliptic operators on these spaces.
Conformally compact and Poincaré-Einstein spaces and convex cocompact hyperbolic 3-manifolds
A Riemannian manifold (M, g) is called conformally compact if M is the interior of a smooth compact manifold with boundary and g = ρ −2 g where ρ is a defining function for ∂M and g is a metric smooth and nondegenerate up to ∂M . Any such metric is complete and has sectional curvatures tending to −|dρ| 2 g (q) upon approach to any point q ∈ ∂M . In particular, if |dρ| 2 g is constant along ∂M , we say that (M, g) is asymptotically hyperbolic (AH). To any conformally compact metric g one may associate a conformal class on ∂M :
which is obviously independent of the choice of defining function ρ. This conformal equivalence class is called the conformal infinity of g. Any AH metric has a normal form, due to Graham and Lee [18] . Let (M, g) be an AH space and fix any metric h 0 representing the conformal class c(g). Then there is a unique defining function x for ∂M , defined in some neighborhood U of the boundary, which satisfies the two conditions |d log x|
The flow lines for the gradient ∇ g x give a product decomposition U ∼ = [0, x 0 ) × ∂M , in terms of which the pullback of the metric g takes the form
The defining function x associated to the boundary metric h 0 will be called a special boundary defining function (bdf). A case of particular special interest is when (M, g) is Poincaré-Einstein (PE), which means simply that it is both conformally compact and Einstein. These metrics were introduced by Fefferman and Graham [15] as a way of canonically associating a Riemannian metric on an ambient (n + 1)-manifold to a conformal class on an n-manifold, with the goal of finding new conformal invariants on the boundary via Riemannian invariants of the ambient manifold. If the conformal infinity of such a g is smooth, then the family of tensors h(x) in (2.4) has a complete expansion in powers of x (and also powers of x n−1 log x when n = dim X is odd, n ≥ 5). The coefficients h 0 and h n−1 are formally undetermined, but all other h j can be expressed as local differential operators applied to these two coefficients; it is thus natural to think of the pair (h 0 , h n−1 ) as the Cauchy data of g.
In this paper we shall be exclusively concerned with the three-dimensional case. If (M 3 , g) is PE, then M is isometric to a convex cocompact quotient H 3 /Γ. (Convex cocompact means that Γ is geometrically finite and has no parabolic elements; equivalently, the quotient by Γ of the convex hull (in H 3 ) of the limit set Λ(Γ) is compact in M .) The Fefferman-Graham expansion for g simplifies then, and has a special form where only h 0 , h 2 and h 4 are nonzero, see [14] and Epstein's appendix in [28] . These coefficients can be calculated in terms of the metric and second fundamental form of any one of the level sets {x = const. }, and the special bdf x then has the property that − log x is the distance function to this level set (up to an additive constant).
Uniformly degenerate operators
We shall be using results about the mapping and regularity properties for elliptic operators which are uniformly degenerate. The theory here is drawn from [25] , but see also [23] .
Let X be a manifold with boundary, and suppose that (x, y) is a local chart near some boundary point, where x is a boundary defining function and y restricts to coordinates along the boundary. A differential operator L is called uniformly degenerate if in any such chart it takes the form
We assume that the coefficients are smooth, or at least C 2,α up to ∂X. There is a well-defined uniformly degenerate symbol
and L is elliptic in this category of objects if this symbol is invertible for all (x, y) and (ξ, η) = 0. Unlike in the standard interior case, there is a further model which must be studied, called the normal operator, which is defined by
where (t, v) are linear coordinates on the half-space R + t × R ℓ v , ℓ + 1 = dim X. Finally, for any such operator, we define its set of indicial roots to be the values of µ for which Lx µ = O(x µ+1 ). (This definition must be modified slightly when L is a system.) These values are the roots of the indicial polynomial j≤m a j0 (0, y)µ j , so (in the scalar case) there are exactly m such values. For simplicity, we now restrict to the case where the degree of L is 2, and list the indicial roots as µ 1 and µ 2 .
We shall let these operators act on weighted Sobolev and Hölder spaces of functions. By definition H k 0 (X) consists of functions which lie L 2 along with all derivatives up to order k with respect to the vector fields x∂ x and x∂ y . Similarly, Λ k,α 0 denotes the Hölder space where the derivatives and difference quotients are measured with respect to these same vector fields. If E is any function space, then x µ E denotes the set of functions x µ v where v ∈ E.
The basic result we need is the following: 
is an isomorphism for one value of µ ∈ (µ 1 , µ 2 ), then it is an isomorphism for every µ ∈ (µ 1 , µ 2 ), and for all such µ,
is Fredholm, with nullspace contained in
still has closed range of finite codimension, but an infinite dimensional kernel.
The proof is contained in [25] .
Properly embedded minimal surfaces with embedded asymptotic boundary
As explained in the introduction, there is a rich existence theory for properly embedded minimal or area-minimizing surfaces in convex cocompact hyperbolic 3-manifolds.
Something not treated in Anderson's original investigations is the boundary regularity. One expects that a properly embedded minimal surface Y is as regular as its asymptotic boundary curve γ. This problem and its generalization to higher dimensional minimal codimension one submanifolds was investigated by Lin [24] , Hardt and Lin [20] and Tonegawa [31] . The higher codimension case has apparently not been treated at all, but is in fact not so difficult using the theory of uniformly degenerate elliptic operators; we shall come back to this in a later paper. In general dimensions and codimensions, if γ is smooth then any corresponding minimal Y with ∂Y = γ is polyhomogeneous at the boundary, i.e. has an expansion in powers of any defining function for M restricted to Y ; when dim Y is even, only positive integer powers appear, while if dim Y is odd, then powers of x k log x also appear; all of this is completely analogous to the situation for PE metrics. The case of importance here, however, is covered by the various papers cited above:
We discuss some features of the proof in order to bring out some consequences. This result is local in γ, so we may as well suppose that M = H 3 and focus on the behaviour of Y near some fixed point p ∈ γ. Using the upper half-space model with coordinates y ∈ R 2 , x > 0, place p at the origin and choose a local arc-length parametrization γ(s) for γ (with respect to the standard Euclidean metric on R 2 ). Let Γ denote the vertical cylinder over γ, i.e. Γ = {(y, x) ∈ R 2 × R + : y ∈ γ}; thus near the origin, Γ = {(γ(s), x)}.
Choose two smooth families of minimal hemispheres, i.e. totally geodesic copies of H 2 , which lie completely inside and outside of γ, respectively, and which are tangent to γ, and let Γ ± be the envelopes of these families. These are smooth mean-convex surfaces tangent to Γ along γ, and it is straightforward to use them as barriers to deduce that Y must lie in the open set between Γ − and Γ + . It follows that Y is vertical along γ, or equivalently, that its unit normal with respect to the Euclidean metric on the upper half-space is tangent to R 2 = {x = 0} along γ. We now write Y as a horizontal graph over Γ. More specifically, if N = N (s) is the unit normal (again with respect to the Euclidean metric) at a point of Γ, then there is a scalar function u(s, x) and a neighbourhood U of the origin so that
The argument above implies that u(s, 0) = ∂ s u(s, 0) = 0.
The regularity of Y along γ is equivalent to that of this function u, and the key point is that u is a solution of a uniformly degenerate elliptic partial differential equation F(u) = 0 corresponding to the minimality of Y , which we derive now. The function F induces a coordinate chart on Y ; let the indices 1 and 2 refer to the s and x coordinates, respectively. Letting T = γ ′ (s), then
where κ is the curvature of γ. For convenience below, write w = 1 − κu. The inward pointing g unit normal is equal to
The coefficients of the first fundamental form and its inverse are
Next, we compute that
Finally, use the general formula k ij = e φ (k ij + ∂ ν φ g ij ) relating the second fundamental forms of Y of two conformally related metrics g = e 2φ g. Here φ = − log x and ν is as in (2.5), so the matrix (k ij ) is equal to
. The equation of minimality, i.e. that g ij k ij = H = 0, is then given by the expression
The coefficient 1/x in this last term makes this a degenerate elliptic equation. Assume that γ is at least C 3 ; we compute the first few coefficients in the expansion of u(s, x) as x ց 0. Set u ∼ u 2 (s)x 2 + u 3 (s)x 3 + . . . (since we already know that u vanishes to second order). Inserting this into F(u) = 0 yields that u 2 (s) = 1 2 κ(s), but u 3 (s) is formally undetermined by the equation. In other words, this coefficient must depend globally on Y . Just as in the Fefferman-Graham expansion for PE metrics, all higher terms in the expansion for u are determined by γ and u 3 and their derivatives, so we regard (γ, u 3 ) as the Cauchy data for the minimal surface Y . Using the unique continuation theorem from [26] , it is straightforward to show that if Y 1 and Y 2 are two minimal surfaces with the same Cauchy data (γ, u 3 ) (even locally), then Y 1 ≡ Y 2 . This global coefficient u 3 plays a central role in our work.
As a side remark for the moment, consider C 3 surfaces with boundary Y ⊂ M with ∂Y ⊂ ∂M , which intersect ∂M orthogonally (this makes sense since M has a conformal structure). Any such Y can still be represented near the boundary as a normal graph over the vertical cylinder Γ over its boundary curve γ, and the graph function still vanishes to second order. It is no longer necessarily true that u 2 = 1 2 κ. The second fundamental form now satisfies
note that we now have only |k| g = O(x) unless 2u 2 = κ in which case |k| g = O(x 2 ).
Finally, since the Jacobian term
, we see that in these coordinates, the area form equals
Writing Y ǫ = Y ∩ {x ≥ ǫ}, then by definition, the renormalized area of Y is the constant term in the expansion
In order for this to be interesting, we must show that A(Y ) is well-defined, independently of the choice of special bdf x. This was done by Graham and Witten [19] ; their key observation, which is particularly simple in this low-dimensional setting, is that if h 0 and h 0 = e 2χ 0 h 0 are two representatives of the conformal class c(g), corresponding to special bdf's x and x, respectively, then x = e χ x, where χ(x, y) = O(x 2 ). This means that x = x + O(x 2 ), and hence in the new coordinate system ( s, x) on Y , one still has
The only property about Y needed for this argument to work is that it is at least C 2 and meets ∂M orthogonally. Thus even in this broader setting there is still a welldefined notion of renormalized area of Y . To maintain the distinction, we shall denote this extended renormalized area functional by R rather than A when the surface Y is not minimal.
A formula for renormalized area
We now express the renormalized area of a properly embedded minimal surface Y in M in terms of its Euler characteristic and an integral of local invariants. In fact, since it is not much more complicated to do so, we find an expression for the renormalized area when Y lies in an arbitrary Poincaré-Einstein space of any dimension and is not necessarily minimal, but still meets ∂M orthogonally. 
Proof. We begin with some preliminary observations and calculations.
First, denote by R ijkℓ and (R Y ) ijkℓ the components of the curvature tensor of g and of the induced metric on Y , respectively. The Ricci curvature of g satisfies R ij = −ng ij , and from the standard decomposition of the curvature tensor of an Einstein metric, the components of the Weyl tensor for g are given by
Fix a point p ∈ Y and choose an oriented orthonormal basis {e 1 , . . . , e n+1 } for T p M such that e 1 and e 2 are an oriented basis for T p Y . Now, denoting by k s ij , i, j = 1, 2, s = 3, . . . , n + 1, the components of the second fundamental form of Y at p, the GaussCodazzi equations become
To check this last equality, simply note that for each s, k s 11
Combined with (3.9), this gives
This equation holds at each point. The first term on the left is simply the Gauss curvature K of Y ; for simplicity, we continue to write W 1212 for the third term on the left, noting that it is independent of orthonormal frame. Now integrate over Y ǫ = Y ∩ {x ≥ ǫ} to obtain
By the Gauss-Bonnet theorem, since χ(Y ǫ ) = χ(Y ) for ǫ small enough,
where κ ǫ is the geodesic curvature of the boundary γ ǫ := ∂Y ǫ in Y ǫ and ds is the length element with respect to the metric induced by g. Altogether we get
To proceed further, we use the formula that as ǫ ց 0,
Deferring the proof of this for a moment, using the basic definition of renormalized area via Hadamard regularization in (2.7), we find that
In order to show that the second and third terms on the right have limits as ǫ ց 0, recall the transformation law
for the trace-free second fundamental form k(g) under the conformal change of ambient metric from g to e 2φ g (this is true no matter the dimension or codimension of the submanifold Y ). When dim Y = 2,
Similarly, the components of the Weyl tensor transform as
Thus these two potentially worrisome terms do have a limit. Similarly, even when Y is not minimal, by the calculations in §2, the mean curvature H is O(x), so its integral has a limit too. It remains to prove (3.11). Denote by κ ǫ the geodesic curvature of γ ǫ with respect to the metric g = x 2 g and n the interior g-unit normal to ∂Y ǫ in Y ǫ . Since u ∼ u 2 x 2 + u 3 x 3 +O(x 3+α ), it follows that n = (1+O(x 2 ))∂ x +V , where g(V, ∂ x ) = 0. Now, geodesic curvature also transforms nicely under conformal re-scalings: κ ǫ = ǫ(κ ǫ + ∂ n log x). Since g(F ss , ∂ x ) = 0 at x = 0, we deduce κ ǫ = O(ǫ), hence κ ǫ = 1 + O(ǫ 2 ); recalling too that ds = ǫ −1 ds, we obtain finally
as claimed.
The expression 1 2 Yǫ (2H 2 − | k| 2 ) dA is finite only when Y intersects ∂M orthogonally. Indeed, using the notation and formulae from §2.3 again, suppose that Y is written as a normal graph over the vertical cylinder Γ over the boundary curve γ, but do not assume that u x (s, 0) ≡ 0. Now H = 2u x (s, 0) + O(x), as follows from the formulae H = x H + 2∂ ν (log x) and ∂ ν x = g(ν, ∂ x ) = u x (s, 0) + O(x). Recalling again that | k| 2 dA is conformally invariant, we see that
does not have a limit as ǫ ց 0 unless u x (s, 0) ≡ 0. This is consistent with the fact that the definition of renormalized area A(Y ) via Hadamard regularization is independent of choice of special bdf x only when this same condition is satisfied.
The moduli spaces M k (M)
Fix the convex cocompact hyperbolic 3-manifold (M, g) and an integer k ≥ 0. We define M k (M ) to be the space of all properly embedded surfaces of genus k which extend to M as C 3,α submanifolds with boundary and which intersect ∂M orthogonally, and M k (M ) the subspace of all such surfaces which are minimal. In this section we study the structure of these moduli spaces, which are the natural domains for the renormalized area functional, as well as some properties of the natural map Π which assigns to any such Y its asymptotic boundary ∂Y = γ, which is a C 3,α closed (but possibly disconnected) embedded curve in ∂M . It is a standard fact that the space of all C 3,α surfaces Y ⊂ M with boundary γ lying in ∂M is a Banach manifold. The space M k (M ) defined above is clearly a closed submanifold (of infinite codimension). Similarly, the space E of all C 3,α closed embedded (but not necessarily connected) curves γ ⊂ ∂M is also a Banach manifold. The corresponding structure for the smaller space of minimal surfaces is also true.
Proof. Fix any Y ∈ M k (M ) and assume for the moment that ∂Y = γ is actually a C ∞ embedded curve in ∂M . We construct a coordinate neighbourhood around Y in M k which in the generic (nondegenerate) setting is modelled on a small ball around 0 in the space of Jacobi fields for the minimal surface operator on Y which are C 3,α up to ∂Y ; this ball in turn is identified with a small ball in the space of C 3,α normal vector fields along γ. We make this nondegeneracy condition explicit below.
To set this up, let ν be the unit normal (with some fixed choice of orientation) along Y . If φ is any scalar function on Y which is small in C 3,α , we can define a new surface
which we call a normal graph over Y .
The mean curvature of Y 0,φ is computed by a nonlinear elliptic second order operator F(φ). The precise expression of this operator is rather complicated, but its linearization has the familiar form
here A Y is the second fundamental form of Y and ∆ Y is its Laplacian with respect to the induced metric. This Jacobi operator, L Y , is an elliptic uniformly degenerate operator of order 2. Its normal operator is
v − 2 since the second fundamental form A Y vanishes at ∂Y ; the leading (second order) term is just the Laplacian on the hyperbolic plane, so N (L Y ) = ∆ H 2 − 2. The indicial roots are
Note that since the g-and g-unit normals are related by ν = xν, in the case where u blows up as x ց 0, the product uν = (xu)ν behaves like (a(y) + O(x))ν, or in other words, the solutions growing at this rate are the ones which are bounded (but not blowing up) at x = 0 with respect to g, and hence correspond to moving the boundary curve γ nontrivially. In this g normalization, the decaying Jacobi fields vanish like x 3 , which should be no surprise. In any case, it follows directly from self-adjointness and integration by parts that
is invertible when µ = 0. By Proposition 2.1, this is true for any −1 < µ < 2 and for any µ in this range,
is Fredholm of index zero. We call the minimal surface Y nondegenerate if the nullspace K µ of this mapping contains only 0 for any µ ∈ (−1, 2); in this case, (4.13) is surjective. In general, its cokernel is canonically identified with K µ in the following sense. First note that by Proposition 2.1 again, K µ ⊂ x 2 Λ 2,α 0 (Y ) (indeed, if γ is smooth, any u ∈ K µ is polyhomogeneous, i.e. has full tangential regularity), so we may as well drop the subscript µ.
(Note that this integral makes sense since µ > −1.) However, this gives precisely the correct number of linear conditions, so this necessary condition is also sufficient.
To study M k (M ), we must consider a broader class of deformations of Y where the boundary curve γ also varies. Let ν = x −1 ν be the unit normal to Y with respect to the conformally compactified metric g = x 2 g. This vector field extends smoothly to Y , and its restriction to γ = ∂Y is the unit normal N to this curve in ∂M with respect to h 0 . Any nearby curve can be written as a normal graph
(where now exp is with respect to h 0 ). We now define an extension operator E which assigns to any small ψ a surface Y ψ,0 which is 'approximately minimal' and which has ∂Y ψ,0 = γ ψ . To do this, let u be the graph function for Y over the cylinder Γ. We define a new graph function u ψ in some neighbourhood {x < ǫ} of the boundary such that u ψ (s, 0) = ψ(s), and ∂ j x u ψ (s, 0), j = 1, 2 is determined by the formal expansion of solutions for F; ∂ 3
x u ψ (s, 0) could be chosen freely, but we set it equal to u 3 (s). Now let U ψ = χu ψ + (1 − χ)u where χ is a cutoff function which equals 1 near x = 0. It is not hard to check that F(U ψ ) ∈ x µ Λ 1,α for some 0 < µ < 2. The extension E can be chosen to depend smoothly on ψ. We then have that DE| 0 (ψ) = w is a function on Y which satisfies w ∼ x −1ψ as x ց 0 and L Y w = O(x µ ) for some µ ∈ (0, 2).
Finally, perturb Y ψ,0 to a normal graph over it using the unit normal for Y ψ,0 and as graph function any small φ ∈ x µ Λ 2,α 0 (Y ). The resulting surface will be denoted Y ψ,φ , and we write its mean curvature as F(ψ, φ). Thus if B is a small neighbourhood of the origin in
is a smooth mapping. A neighbourhood of Y in M k (M ) is identified with the space of solutions to F(ψ, φ) = 0, and so may be studied by the implicit function theorem. Note that
0 (Y ) is already surjective; this yields the existence of a smooth map G defined in a neighbourhood of 0 in C 3,α (γ) to x µ Λ 2,α 0 (Y ) such that F(ψ, G(ψ)) ≡ 0, and so that all elements of the nullspace of F near (0, 0) are of this form.
In the degenerate case, we must show that by allowingψ to vary over some suitable finite dimensional subspace, we can still obtain a surjective map. If this were to fail, then there would exist a nontrivial u ∈ K such that for allψ andφ,
which implies that u 0 (the leading coefficient of x 2 in the expansion of u) is orthogonal to everyψ, which is impossible. This proves that F is always surjective as a function of both (ψ, φ), and hence finally that M k (M ) is a smooth Banach manifold in a neighbourhood of Y . Proof. We must show that if γ j is a sequence of elements in E such that γ j → γ in C 3,α , and if Y j ∈ M k (M ) has ∂Y j = γ j , then (possibly after passing to a subsequence) Y j converges to a properly embedded minimal surface Y with genus k and ∂Y = γ.
Let Γ be the vertical cylinder over γ, and let u j be the horizontal graph function corresponding to the surface Y j . A priori, the function u j is only defined on some vertical strip where x < ǫ j . The first step is to show that ǫ j can be chosen independently of j. The only thing which prevents these graphs from existing on a uniform strip would be if the u j did not have a uniform gradient bound, or in other words, that there exists a sequence (s j , x j ) with s j in the parameter interval for γ and x j ց 0, and such that |∂ x u j (s j , x j )| = 1, say (any positive number would do), and that |∂ x u j (s, x)| < 1 for x < x j . Perform a hyperbolic rescaling by a factor 1 x j , centered at point (s j , 0, 0), and then a translation to move (s j , 0, 0) to the origin in R 2 , so that the rescaled curve γ j is tangent to the y 1 -axis.The result is a minimal surface Y j in the upper half-space, defined in a ball of expanding radius tending to infinity, which passes through (0, 0, 0) in the boundary, and which can be expressed as a horizontal graph y 2 = F j (y 1 , x) over some large ball in the (y 1 , x)-plane. By construction, F j (0, 1) =
, so for all j, |F j (0, 1)| ≤ 1 by Rolle's theorem, and ∂F j ∂x (0, 1) = 1. As j → ∞ (and up to passing to a subsequence), this minimal surface converges to a complete minimal surface Y ⊂ H 3 whose boundary is the limit of rescalings of γ, i.e. a straight line, and which can be expressed as a horizontal graph y 2 = F (y 1 , x) over all of R y 1 × R + x with |F (0, 1)| ≤ 1. However, by construction, the tangent space of Y is not vertical at the point (0, 1, F (0, 1)), which contradicts the fact that the unique minimal surface in hyperbolic space with boundary a straight line is a totally geodesic plane. This argument proves that the graph functions u j are defined on a uniform interval [0, ǫ], and moreover that the boundary curves at height x = ǫ are also converging in C 3,α (in fact, in C ∞ by interior elliptic estimates). Notice that this already proves that no handles can slide off to infinity, provided the boundary curves remain uniformly smooth enough. Let Y j,ǫ = Y j ∩ {x ≥ ǫ}. This is now a sequence of compact minimal surfaces with boundary in the convex set {x ≥ ǫ} ⊂ M . The proof will be finished if we can prove that these surfaces have a convergent subsequence. This in turn follows from the results of Anderson [4] and White [33] . In order to apply their results, it suffices to show that the genera of the Y j,ǫ remain bounded, which is obvious by definition, and that the areas of these surfaces are also bounded. This follows from the Gauss-Bonnet theorem: since each Y j is minimal, its Gauss curvature satisfies K ≤ −1, which implies that
Now, the first term is fixed, so we must show that the second term is bounded. But this is immediate from standard elliptic estimates applied to the graph function u j for Y j in the annulus ǫ/2 < x < 2ǫ since ǫ is now fixed.
As explained in [32] , it is important to work with a slightly different regularity condition: we shall replace C k,α by the closure in this space of C ∞ . This smaller subspace is separable, whereas C k,α is not, so with this new regularity restriction (which we shall not comment on further) both M k (M ) and E(∂M ) are separable Banach manifolds.
Using all of these facts, we may now define the degree of Π by
where γ is a regular value of Π, so each Y ∈ Π −1 (γ) is nondegenerate, and where n(Y ) denotes the number of negative eigenvalues of −L Y . This degree is a well-defined invariant on each component of E(∂M ) (once we have fixed the integer k and the component of M k (M ) mapping to that isotopy class of boundary curves). For example, when M = H 3 , and γ is any convex curve, then by the maximum principle, there is exactly one properly embedded minimal surface Y with ∂Y = γ, and necessarily, its genus is 0. This proves that when M is the entire hyperbolic space, then deg (Π 0 ) = 1 while deg (Π k ) = 0 for k > 0, on the component of E containing connected curves. This has some interesting consequences. For example, Anderson [3] displayed a connected curve which bounds a minimal surface of genus k > 0; by genericity, we can assume that this curve is regular for Π, and since the degree equals zero, we obtain the existence of yet another element in M k (H 3 ) with boundary equal to this same curve. On the other hand, de Oliveira and Soret [27] construct stable properly embedded minimal surfaces in H 3 with arbitrary genus, where the boundary curve has any prescribed number of components. Here too, for any given boundary curve, we conclude the existence of at least one other element of M k with that boundary curve which is unstable. It would be interesting to compute the degree of Π precisely in some of these other cases.
Area minimization and renormalized area
We now investigate the role of locally area minimizing surfaces in the study of renormalized area for minimal and nonminimal properly embedded surfaces. Proof. Fix a special boundary defining function x and set Y j,ǫ = Y j ∩ {x ≥ ǫ} and γ j,ǫ = ∂Y j,ǫ . The functions u 1 and u 2 for these two surfaces agree up to order three, so in terms of any local coordinate s on γ, |u 1 (s, x) − u 2 (s, x)| ≤ Cx 3 , with corresponding estimates for the first 3 derivatives. If S ǫ denotes the region between γ 1,ǫ and γ 2,ǫ in {x = ǫ}, this gives Area (S ǫ ) = O(ǫ).
Renormalized area of absolute minimizers
for ǫ small enough. This contradicts the fact that Y 1 is area-minimizing.
The renormalized area spectrum
The result in this last subsection suggests the consideration of the set-valued function
which we call the renormalized area spectrum (of degree k). Properness of the boundary map ensures that S k (γ) is always a compact set. Proposition 5.1 implies that if Y 0 is any absolutely area minimizing surface with ∂Y 0 = γ, then A(γ) := A(Y 0 ) is a lower bound for S k (γ) for every k. On the other hand, trivially by (3.1), this set is bounded above by −2πχ(Y ) = 2π(2k + ℓ − 2), where ℓ is the number of components of γ. In other words,
(5.15) Note furthermore that the upper limit is never attained unless there exists a totally geodesic minimal surface Y with ∂Y = γ, which never happens unless γ is a round circle. The lower bound is attained if and only if there exists a genus k absolute area minimizer with boundary γ.
Minimizers of the extended renormalized area functional
Polyakov has communicated to us his suggestion that minimizers of the extended renormalized area functional amongst all surfaces with a given boundary are necessarily area minimizing surfaces with this same asymptotic boundary. This follows easily from our techniques. Recall that we are denoting the extension of A to this setting by R. Proof. Let Y be any C 3,α surface which intersects ∂M at ∂Y = γ. We must show that if
for all other such surfaces Y ′ , then Y is absolutely area-minimizing. Fix a decreasing sequence ǫ j ց 0 and let Y j = Y ∩ {x ≥ ǫ j } and γ j = ∂Y j . Let Y ′ j denote an area minizing surface with ∂Y ′ j = γ j . Following the original existence proof by Anderson, possibly after passing to a subsequence, we may assume that
where Y ′ is properly embedded and area-minimizing with ∂Y ′ = γ. Standard results imply that the convergence is in C ∞ in the interior, but in fact is C 3,α up to the boundary. This may be proved by an argument very similar to that used in establishing properness in Proposition 4.3. Indeed, if the convergence were not C 1 , we would be able to take a suitable rescaling and obtain a limiting surface which has boundary a straight line in R 2 = ∂H 3 but which is not a totally geodesic plane, which would be a contradiction. Knowing this, if the convergence were not C 3,α , we could again rescale and extract a limiting surface which converges to a totally geodesic plane, but not smoothly, which also contradicts standard convergence results for minimal surfaces.
Denote the genus of
amongst all minimal surfaces with the same boundary and of arbitrary genus.
We now claim that
The first inequality is by definition. As for the second equality, we proceed in steps. Since
ρ} is a normal graph over some portion of the vertical cylinder Γ of height ρ above γ. In particular, suppose that Y ′ j \ Y ′ j,ρ is the graph of a function u j , defined on some band Γ j = {ǫ j ≤ x ≤ ρ} and Y ′ \ Y ′ ρ is the graph of a function u defined on the band {0 ≤ x ≤ ρ}. Clearly the areas of the portions where x ≥ ρ converge, i.e. Area (Y ′ j,ρ ) → Area (Y ′ ρ ), so if we denote by Y ′ ǫ j ,ρ the portion of Y ′ that lies below the hyperplane x = ρ and above the hyperplane x = ǫ j , it suffices to show that
This follows by direct computation. First write u j (x, s) = x 2ũ j (x, s), u(x, s) = x 2ũ (x, s), so thatũ j →ũ in C 1 . Denote by J u , J u j the Jacobians for parametrizations of these surfaces in the (s, x) coordinate charts as in §2.3. Using the formulae from that section we compute that, with constants independent of j, 
First variation of renormalized area
We now begin the variational analysis of the renormalized area functional A on each of the moduli spaces M k (M ), as well as for its extension to the unconstrained spaces M k (M ). The first variation formula for A on M k is formally analogous to the corresponding first variation formula for the renormalized volume of Poincaré-Einstein metrics in even dimensions; this formula appears in a paper by Anderson [5] , though see Albin [1] for a simpler approach.
We shall compute the first variation of A at any Y ∈ M k (M ); slightly more generally, we compute the first variation of the extended functional R at any Y ∈ M k (M ). Actually, we compute DR only applied to compactly supported perturbations, and show this is not well-defined for arbitrary variations in M k (M ).
As before, fix a special boundary defining function x on M , and for any Y ∈ M k (M ) let u 3 denote the free third order term in the expansion of the graph function u of Y with respect to x over its vertical cylinder. 
On the other hand, if
Proof. By virtue of (3.8), we have 19) where k t and dA t denote the second fundamental form and area form on Y t (tr k t denotes the trace of the second fundamental form of Y t ).
In order to compute this, introduce the following notation. Fix any point p ∈ Y and choose an orthonormal moving frame {e 1 , e 2 } on Y near p, as well as a unit normal vector field ν, so that e 1 and e 2 are the principal directions and ∇ e i e j = −κ i δ ij ν at p (the κ i are the principal curvatures of Y ). Define η i (t) = (F t ) * (e i ), so η i (0) = e i but {η 1 (t), η 2 (t)} is no longer orthonormal when t = 0. We define
and
where ν(t) is the unit vector orthogonal to both η 1 (t) and η 2 (t) with ν(0) = ν = e 3 . Finally, write T = F * ∂ t , so T =φν when t = 0. We first compute that
which yields immediately T g ij (t)| t=0 = φ κ i e i +φ i ν, e j + e i ,φκ j e j +φ j ν = 2φk ij ,
Finally,
By assumption, ∇ e i e j is orthogonal to Y , while ∇ ν ν is tangential, so the second term on the right vanishes. By definition of the curvature tensor, the other term equals
Observe that
so expanding out yields that
Putting these formulae together, we compute that
(Here tr (k•k•k) = g ip g jq g ℓr k ir k pj k qℓ .) A simple calculation using the principal curvature decomposition shows that
while since M is hyperbolic,
This proves
The next step is to evaluate Y −∇ 2φ ij k ij + ∆φtr k dA. To do this, we integrate over the region Y ǫ = Y ∩ {x ≥ ǫ} and integrate by parts, which yields the equality
where γ ǫ = ∂Y ǫ and n is the g-unit normal in Y ǫ to γ ǫ . The contracted Codazzi equation states that
but in fact Ric νj = −2g νj = 0 since the j index refers to a vector tangent to Y . Hence only the boundary terms remain. If Y ∈ M k (M ) then sinceφ is compactly supported, these boundary terms vanish. If Y ∈ M k (M ), however, then tr k = 0 so the second boundary integral vanishes and we only have to evaluate the first one.
To do this, revert to the (s, x) coordinates introduced in §2. In terms of these, the expression becomes
To calculate this, we first note that the unit normal n = n 1 ∂ s + n 2 ∂ x has coefficients which satisfy
Thus we may as well set ℓ = 2 and n 2 = 1. Note also that g ij = x 2 g ij and ds = x −1 ds, where s is arclength on γ with respect to g. (This differs slightly from our earlier convention.) The terms in the integrand are thus
Finally, recall thatφ ∼ ψx −1 and use the expansions for the k ij and g ij to deduce that this reduces to
This completes the proof.
From this formula we deduce the In this section we prove that the only nondegenerate critical points of renormalized area for proper minimal surfaces in all of H 3 are the totally geodesic planes, the boundary curves of which are circles. The proof requires a preliminary geometric lemma about osculating circles of plane curves, which is perhaps of independent interest, and then proceeds via a refined version of the asymptotic maximum principle.
Recall that the osculating circle C at a point p ∈ γ is a circle which makes second order contact with γ at that point; its curvature, the inverse of its radius, is therefore the same as that for γ at this point of intersection. By inscribed we simply mean that C remains entirely within the closure of one of the two components of S 2 \ γ. Proof. We begin with a few elementary observations. First, the entire question is invariant under Möbius transformations, hence we may freely apply such transformations to reduce the problem to one that is easier to visualize. Second, if C ′ is any circle inscribed in Ω which is locally maximal (in the sense that for any continuous family of inscribed circles C ′ (ǫ) with C ′ (0) = C ′ , the family of radii r ′ (ǫ) reaches a local maximum at ǫ = 0) then necessarily either C ′ is tangent to γ at two or more distinct points, or else C ′ is tangent to γ at a single point and is the osculating circle there. The reason is that if there is only one point of contact, {p} = C ′ ∩ γ, then the curvature of the circle 1/r ′ is greater than or equal to κ(p), the curvature of γ at p. If this inequality is strict, then we could increase the radius of C ′ slightly while keeping it inside Ω.
Thirdly, and slightly more complicated, we claim that if C ′ arises as a limit of inscribed circles C ′ j such that each C ′ j ∩γ contains at least two points P j = Q j and dist (P j , Q j ) → 0 as j → ∞, then the limit C ′ is necessarily an inscribed osculating circle. To see this, choose for each j a Möbius transformation F j which carries C ′ j into a fixed straight line in R 2 , say the y 1 -axis. We also suppose that dist (F j (P j ), F j (Q j )) = dist (P j , Q j ), so that F j does not diverge, that F j carries Ω to the lower half-plane, and that lim F j (P j ) = lim F j (Q j ) is the origin. Each curve F j (γ) lies in the upper half-plane and is tangent to the y 1 -axis at two points which are converging to the origin. Clearly, the curve must be a graph over the axis between these two points for j large enough, say of some function f j . By the intermediate value theorem, there is a sequence of points t j → 0 such that f ′′ j (t j ) = 0. Taking a limit, we see that the limiting curve is flat to second order at the origin and lies entirely in the closed upper half-plane, which proves the claim.
We can now proceed with the proof. Let K denote the set of pairs (P, Q) ∈ γ × γ, P = Q such that there is an inscribed circle which is tangent to γ at these two points (and possibly other points as well). By the second remark above, if this set were empty, then there would have to be an inscribed osculating circle already. So assume K = ∅. We claim that the closure of K must intersect the diagonal, which by the third remark above would produce an inscribed osculating circle: If it did not, then K would be compact in γ × γ, and hence there would be a point (P ′ , Q ′ ) = (γ(t 1 ), γ(t 2 )) such that the difference in parameter values |t 2 − t 1 | is minimal (for some fixed parametrization of the curve). Let C ′ be the corresponding circle. Conformally transform so that C ′ is the y 1 -axis. Then the images of P ′ and Q ′ lie on this axis and the transformed curve lies entirely on or above the axis. If the image of P ′ is the left-most point of tangency of the curve with the y 1 -axis, fix another point P ′′ just to the right for which the horizontal component of the downward pointing normal is positive. There is a maximal radius for which a circle tangent to the curve at P ′′ remains in the component of the lower half-plane, and this circle is obviously tangent to the curve at another point Q ′′ to the left of the image of Q ′ . This shows the existence of another pair (P ′′ , Q ′′ ) strictly between the pair (P ′ , Q ′ ) for which there is an inscribed circle tangent at these two points, which is a contradiction. This finishes the proof. Now we turn to the main result of this section. Proof. First, by the results in the previous section, we know that Y must be a minimal surface and also that the formally undetermined term u 3 in its expansion must vanish.
Using the result about osculating circles, and applying a conformal transformation, we reduce to the case where γ is a closed curve in R 2 which lies entirely in the closed upper half-plane, and which is tangent to second order to the y 1 -axis at the origin. We now write some neighbourhood of 0 ∈ Y as a horizontal graph over the (y 1 , x)-plane, i.e. Y = {y 2 = u(y 1 , x)} for |y 1 | < δ, x < δ. Set s = y 1 for simplicity. This function satisfies the minimal surface equation, which in this coordinate system takes the form The absence of the x 3 term is because Y is critical for A; furthermore, a(0) is the one half the curvature of γ at 0, and hence because it osculates the line there, a(0) = 0. Now choose any β ∈ (0, α) and define u c = u − cx 3+β . By the various properties above, if we fix δ then choose c sufficiently small, the function u c ≥ 0 on all four sides of the rectangle |s| ≤ δ, 0 ≤ x ≤ δ. However, using (7.23) and the fact that β < α, we also have that u c (0, x) < 0 for x sufficiently small. This means that the minimum of u c is achieved somewhere strictly inside this rectangle, and of course at that point (s c , x c ), we have F(u)(s c , x c ) ≥ 0.
On the other hand, we compute that where C is independent of c and δ. Choosing δ sufficiently small, we can ensure that F(u c ) < 0 everywhere in this box, which contradicts that it is positive at (s c , x c ). This proves the theorem.
Connections with the Willmore functional
It is not particularly surprising that the functional A is connected with the Willmore functional, which by definition is the total integral of the square of mean curvature. In this final section we explore some of these relationships. Fixing a special bdf x, then the expansion of g = x 2 g has only even powers, so its natural extension to a Z 2 -invariant metric on the double of M across its boundary is smooth; furthermore, any surface Y ∈ M k (M ) can also be doubled to a closed C 2,1 surface. We denote these doubles by 2M and 2Y , respectively. in particular, maxima, for A on some given moduli space M k (M ) is equivalent to finding constrained extrema (in particular, minima) of W on 2M with respect to the metric g, within the restricted class of surfaces which are invariant under the Z 2 involution and which are minimal with respect to g. If it were possible to adapt the arguments from [29] to this ambiently curved setting, we could prove the existence of such extrema. This may well be subtle, and the strengthened result from [7] may not be available, even when M = H 3 . Indeed, consider that we have proved that there are no nondegenerate critical points for A on M k (H 3 ) when k > 0. This indicates that any extremizing sequence Y j , e.g. one for which A(Y j ) tends to the supremum, probably does not converge to a surface of the same genus.
