Abstract. The second and all higher order moments of the β -stable Lévy process diverge, the feature of which is sometimes referred to as shortcoming of the model when applied to physical processes. So, a parameter λ is introduced to exponentially temper the Lévy process. The generator of the new process is tempered fractional Laplacian
Introduction
The fractional Laplacian ∆ β/2 is the generator of the β-stable Lévy process, in which the random displacements executed by jumpers are able to walk to neighboring or nearby sites, and also perform excursions to remote sites by way of Lévy flights [4, 22, 23] . The distribution of the jump length of β-stable Lévy process obeys the isotropic power-law measure |x| −n−β , where n is the dimension of the space. The extremely long jumps of the process make its second and higher order moments divergent, sometimes being referred to as a shortcoming when it is applied to physical model in which one expects regular behavior of moments [28] . The natural idea to damp the extremely long jumps is to introduce a small damping parameter λ to the distribution of jump lengths, i.e., e −λ|x| |x| −n−β . With small λ, for short time, it displays the dynamics of Lévy process, while for sufficiently long time the dynamics will transit slowly from superdiffusion to normal diffusion. The generator of the tempered Lévy process is the tempered fractional Laplacian (∆ + λ) β/2 [9] . The tempered fractional Laplacian equation governs the probability distribution function of the position of the particles. This paper focuses on developing the finite difference schemes for the tempered fractional Laplacian equation is the tempered Lévy measure. The parameter λ (> 0) fixes the decay rate of big jumps, while β determines the relative importance of smaller jumps in the path of the process. Model (1.1) corresponds to the one-dimensional case of the initial and boundary value problem in Eq. (49) recently proposed in [9] , and the existence and uniqueness of its weak solution have been shown in [29] . Obviously, when λ = 0, (1.2) reduces to the fractional Laplacian [23] (∆) where
are the left and right normalized tempered Riemann-Liouville fractional operations being given in [6, 24] , and their representations in real space can be founded in [18] . Nowadays, many finite difference schemes have been proposed to solve equations with the Riemann-Liouville type fractional derivatives in (1.6) or (1.9) under zero boundary conditions [6, 18, 20, 24, 30, 31] , which usually are constructed based on the Grünwal formula or its variants; and there are also a lot of discussions on time-fractional operators or other numerical methods, e.g., [14, 26] . To the best of our knowledge, it seems that very few numerical schemes are based on the singular integral definition (1.5) to approximate the fractional Laplacian. In [10] , to study the mean exit time and escape probability of the dynamical systems driven by non-Gaussian Lévy noises, the fractional Laplacian is approximated numerically by a "punched-hole" trapezoidal rule. The finite difference and finite element methods with systemically theoretical analysis for solving model (1.1) with λ = 0 are presented in [15] and [2] , respectively. Usually, even for problems with g(x) = 0, to preform the convergence analysis, the finite element methods refer to the regularity of the exact solution on Ω [2, 29] while the finite difference methods require the regularity on the whole line [6, 15, 18, 20, 24] . The finite difference schemes provided in this paper for the tempered fractional Laplacian equation (1.1) just depend on the regularity of u(x) onΩ. We give the detailedly theoretical analysis and effective algorithm implementation.
The rest of this paper is organized as follows. In Section 2 we discuss the numerical schemes of (1.1) with β ∈ (0, 1). We first derive the finite difference discretizations of the tempered fractional Laplacian based on the singular integral definition (1.2), and then give convergence analysis and the related implementation techniques for solving the resulting algebraic equation with preconditioning. Two types of preconditioners are considered. In Section 3, we extend the suggested finite difference schemes to the case β ∈ [1, 2), and most of the results and implementation techniques still hold. Numerical simulations are presented in Section 4 and we conclude the paper in Section 5.
Throughout the paper by the notation A B we mean that A can be bounded by a multiple of B, independent of the parameters they may depend on, while the expression A ≃ B means that A B A. We also use C to denote a constant, which may be different for different lines.
2.
Finite difference scheme for the case β ∈ (0, 1)
In this section, we discuss the finite difference scheme for the model (1.1) with β ∈ (0, 1).
Derivation of the scheme
Let Ω = (a, b) and s, s 1 ∈ {0, 1}. We partition Ω uniformly into a
where
and
Define an interpolation operator by
We approximate the term
and the term
By the Lagrange interpolation error remainder, we have b] , and g
are bounded, and the bounds may depend on the values of u (k) ( y), k = 0, 1, 2 onΩ, but independent of h; and if
and using Taylor's expansion,
also are bounded, and the bounds may depend on the values of u (k) (x), k = 0, 1, 2, 3 onΩ, but also independent of h. Thus
Similarly, we have
Therefore, combining (2.8), (2.11), (2.14), and (2.15)-(2.20), for β ∈ (0, 1) and i = 1, 2, · · · , M , it follows that
where Define
23)
and 25) with the h i,i satisfying
Then making use of (2.21), it holds that
We denote the numerical solution of u at x i as U i and define
By discarding the truncation error R h and replacing U by U h , the numerical scheme of (1.1) can be given as
Error Estimates
By a simple calculation, for β ∈ (0, 1), we have
. By (2.25) and (2.30), it holds that h i, j = h j,i , i.e., matrix H is symmetric. As for B 1 (i) and B 2 (i), when λ = 0, we have
when λ > 0, it holds that
The integrals in (2.33) and (2.35) can be calculated by the Jacobi-Gauss quadrature with
. 447] and [25] . Since e
and e 
According to the Gersgorin theorem [5, Theorem 4.4], the minimum eigenvalue of H satisfies
Thus H is a strictly diagonally dominant M -matrix [5, Lemma 6.2] and a symmetric positive definite (s.p.d.) matrix. Therefore, the scheme (2.29) has an unique solution. Define the discrete L 2 inner product and norms:
Theorem 2.1. For the scheme (2.29) , the following hold. 
where C 1 and C 2 may depend on the values of u
Proof. Firstly, taking an inner product of (2.29) with U h , and using the Cauchy-Schwarz inequality, we have
where σ is a given positive real number. Thus, by (2.37), it holds that
Therefore,
Finally, by (2.28) and (2.29), it holds that 
Algorithm implementation
This section focuses on the effective algorithm implementation.
Structure of the stiffness matrix
A symmetric matrix T M is called a symmetric Toeplitz matrix if its entries are constant along each diagonal, i.e.,
It should be noticed that a symmetric Toeplitz matrix is determined by its first column (or first row). Therefore, we can store T M with M entries. Moreover, the product of matrix T M with a vector V ∈ M can be performed by FFT in (M log M ) arithmetic operations [7, pp. 11-12] and [16, 17, 19] . From (2.25) and (2.30), it is easy to see that except the main diagonal, the entries of matrix H are constant along each diagonal. Let D denotes the main diagonal matrix of H. Then
and H − D is a symmetric Teoplitz matrix. Therefore, we can store H with 2M entries, and calculate HV by DV + (H − D) V with the cost (M log M ).
The fast conjugate gradient method
The matrix H is fully dense due to the nonlocal property of the tempered fractional Laplacian. The (M 3 ) operations are required to solve the linear system (2.29) by a direct method. Since the product HV can be effectively computed in (M log M ), the Krylov subspace iterative methods such as the conjugate gradient (CG) method naturally provide feasible and economical choices for solving such linear systems. These iterative methods only require a few matrix-vector products at each step, so they can be conveniently accomplished in (M log M ) operations if the total number of iteration steps needed for achieving their convergence is not too large.
It is well known that the convergence speed of the CG method is influenced by the condition number, or more precisely, the eigenvalue distribution of H; the more clustered around the unity the eigenvalues are, the faster the convergence rate will be [7, pp. 8-10] . By the Gersgorin theorem, (2.36), and (2.42), it holds that
Furthermore, defining
and using the Courant-Fischer theorem [7, Theorem 1.5]
it follows that
have been used. Thus, λ min ∼ 1 and λ max ∼ h −β . As h becomes small, the eigenvalues of H distribute in a very large interval of length Ch −β . Therefore, efficient preconditioning is required to speed up the convergence of CG iterations, that is, instead of solving the original system HU h = F, we find a s.p.d. matrix B = LL T and solve the preconditioned system
We require that B 'near' to H in some sense, such that the eigenvalue distributions of H * is clustered compared to H. In the following, we consider two types of preconditioners: Firstly, since for j ≤ i − 2, we have
if |i − j| is sufficiently large, the entries h i, j are very small relative to the one near the main diagonal (with the order h −β ). Hence, similar to [19, 30] , we define a symmetric (2k + 1)-bandwidth matrix Secondly, T. Chan's (optimal) circulant preconditioner has been widely used in solving the Toeplitz systems [7, 17] . For the Toeplitz matrix T M defined in (2.48), the entries in the first column of the T. Chan circulant preconditioner C F (T M ) are given by
However, matrix H here may not be a Toeplitz matrix (due to the entries on the main diagonal), we can not construct the T. Chan circulant preconditioner directly. Recalling that the generation process of h i,i , it holds that
where ⌊β⌋ := {z ∈ : 0 < z − β ≤ 1}, and the definition of I [a 1 ,b 1 ] is given in (2.7). We have the following observations: when λ = s = 0, then h i,i = h i+1,i+1 , which means that matrix H actually is a Toeplitz matrix; when s = 0 and λ > 0, by
Though it is not easy to prove that the changes of the entries of the main diagonal of H are slow for the cases s = 1, the numerical results show they actually do. These inspire us to construct a Toeplitz matrix G as can be calculated by the FFT with the cost (M log M ) [7, pp. 11-12] . Thus the total cost for each iteration still is (M log M ).
Numerical scheme for the case β ∈ [1, 2)
By choosing s = 0, s 1 = 1 or s = s 1 = 1 in (2.2)-(2.4), the numerical schemes introduced in Subsection (2.1) can be easily extended to the cases β ∈ [1, 2). If β ∈ (1, 2), the estimates (2.15)-(2.17) still hold and we have
If β = 1, (2.17) still holds for s 1 = 1 and (2.15) and (2.16) are also true for s = 0, however, for s = 1, we have the following estimates
then we have that if β = 1,
With the same proof process as in Theorem 2.1, it holds that 
where C 1 and C 2 may depend on the values of u (k) (x), k = 0, 1, 2, 3 onΩ, but independent of h.
Let
for β ∈ (1, 2), and
for β = 1, where C 1 and C 2 may depend on the values of u (k) (x), k = 0, 1, 2, 3 onΩ, but independent of h.
As for generating the stiffness matrix H, the results in (2.30) and (2.31)-(2.35) still hold for β ∈ (1, 2). While for β = 1 and s = 0, one has (3.8) and for β = 1 and s = 1, one has
The calculations for B 1 (i) with β = 1 are given below: when λ = 0, the results in (2.31) still hold; when λ > 0 and b − x i ≥ 1 2λ , we first rewrite B 1 (i) as 11) and then use the series expansion representation in [1, Eq. 5.1.11], i.e.,
where γ is the Euler constant (in our calculations, the series is truncated with the first 26 items).
Since matrix H has the same structure as the case β ∈ (0, 1), the implementation techniques developed in Section 2.3 can also be used here to solve the corresponding algebraic equation, and the numerical results show they still work well.
Numerical results
In this section, we make some numerical experiments to show the performance of numerical schemes above. All are run in MATLAB 7.11 on a PC with Intel(R) Core (TM)i7-4510U 2.6 GHz processor and 8.0 GB RAM. For the CG and PCG iterations, we adopt the initial guess U 0 = 0 and the stopping criterion
where r(k) denotes the residual vector after k iterations. Let
, otherwise. Note that u ∈ C 3 (Ω). If λ = 0, the explicit form of f (x) is given in [29, Example 1]. If λ = 0, the value of f (x) at x i should be calculated numerically. More specifically, for 2) and the integrals in (4.2) can be handled as in (2.33) and (2.35); for β = 1, we have
and the integrals in the second line of (4.3) can be handled as in (3.10) and (3.12). The errors and the corresponding convergence rates with different s, s 1 , β, λ, are listed in Tables 1, which confirm the theoretical analysis in Theorems 2.1 and 3.1. The CUP time and the iterative times of the CG and PCG method are presented in Tables 2 and 3 , where "PCG(Ichol)" denotes the perconditioners B coming from the ichol factorization of the (2k+ 1)-bandwidth matrix G with k = 10, and "PCG(T)" denotes that the preconditioner is the T. Chan circulant matrix. The results show that the CPU time spent with PCG methods are much less than those with the Gauss elimination method (the data under "Gauss" in Tables  2 and 3 ) and the CG method, and the T. Chan circulant preconditioner with the iterative times almost independent of h is a little more effective than the ichol preconditioner. In Figure 1 , we display the eigenvalue distribution of the matrix systems with and without preconditioning; after preconditioning, the eigenvalues become clustered around the unity. and source term f (x) being derived from the exact solution Since u(x) is smooth enough onΩ, the convergence rates are consistent with the theoretical predictions in Theorems 2.1 and 3.1. In fact, for λ = 0 and β ∈ (1, 2), the numerical schemes obtained with s 1 = s = 1 seem to have a slightly bigger convergence rate than 3 − β. When λ = 0, the exact solution is [9, Subsection 3.1]
It is easy to see that u(x) has a poor regularity at the boundaries of Ω. When λ = 0, u(x) cannot be obtained explicitly; the errors (i.e., the data underL 2 -Err andL ∞ -Err) under stepsize h in Table 5 Table 5 show that the convergence rates are small for two cases, being consistent with the results in [29, Example 2] .
In statistical physics, the solution u(x) denotes the mean first exit time of a particle starting at x away from the given domain Ω [8, 11] . For λ = 0, 0.5 and 3, the numerical solutions obtained with (s, s 1 ) = (1, 1) and different values of β = 0.5, 1, 1.5, r = 1, 2, 5 are listed in Figures 2, which show: for the same domain Ω, the mean first exit time increases with the increases of the value of λ; and when λ > 0, for any fixed value of the starting point x, the mean exit times are shorter for larger values of β. 
Conclusion
The tempered fractional Laplacian is a recently introduced operator for treating the weaknesses of the fractional Laplacian in some physical processes. This paper provides several classes of finite difference schemes for the tempered fractional Laplacian equation with β ∈ (0, 2). According to the regularity of the solution, one can choose the more appropriate numerical schemes. The detailed numerical analyses are performed, and the effective preconditioning techniques are provided. The implementation details are also discussed, including that the entries of the stiffness matrix can be explicitly and conveniently calculated and the stiffness matrix has Toeplitz-like structure. The efficiencies of the algorithms are verified by extensive numerical experiments and the desired convergence rates are confirmed.
