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1 Introduction
The discovery of a Higgs boson (H) was announced in 2012 by the ATLAS and CMS
collaborations [1{3] based on proton-proton (pp) collision data collected at the CERN LHC
at center-of-mass energies of 7 and 8 TeV. Since its discovery, an extensive campaign of
measurements [4] has been underway to characterize the new particle and test its properties
against those predicted by the standard model (SM) of particle physics. By comparing
measured cross sections with predictions, as functions of the kinematic properties of the
diphoton system and of the particles produced in association with the Higgs boson, it is
possible to investigate the dynamics of Higgs boson production, decay, and accompanying
jet activity.
These investigations are expected to give insights into the nature of the Higgs boson and
enable testing of the perturbative quantum chromodynamics (QCD) predictions for Higgs
boson production. Both the ATLAS and CMS collaborations have presented results on the
measurement of inclusive and dierential cross sections for production of the Higgs boson
in pp collisions at
p
s = 8 TeV in the diphoton [5, 6], four-lepton [7, 8], and WW [9, 10]
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decay channels. Both collaborations have also presented measurements of inclusive and
dierential production cross sections in the four-lepton nal state at
p
s = 13 TeV [11, 12].
Production of the Higgs boson in pp collisions at the LHC occurs via four main mech-
anisms: gluon-gluon fusion (ggH), vector boson fusion (VBF), associated production with
a W/Z boson (VH), and associated production with a top quark-antiquark pair (ttH). At
the center-of-mass energy of 13 TeV, ggH production is about one order of magnitude larger
than the sum of the other production mechanisms. The SM prediction of the branching
fraction for the H !  decay is only about 0.2% [13] but this channel has a clean signa-
ture and it is possible to reconstruct the diphoton invariant mass with high precision. The
most precise measurements of dierential cross sections of Higgs boson production can be
made in this decay channel. The dominant sources of background are irreducible prompt
diphoton production, and the reducible processes pp ! + jets and pp! multijets, where
the jets are misidentied as photons.
In this paper we report the measurement of the inclusive and dierential cross sections
for Higgs boson production in the diphoton decay channel using data corresponding to an
integrated luminosity of 35:9 fb 1 of pp collisions at
p
s = 13 TeV recorded by the CMS
experiment in 2016. The aim of the analysis is to perform measurements of the Higgs
boson production cross section in a ducial phase space, to be compared with theoretical
predictions. The methods used closely follow those developed for the H !  dierential
cross section measurements at
p
s = 8 TeV [6] and are designed to measure the Higgs boson
production as a function of the nal state kinematic observables with a minimal dependence
on theoretical assumptions, allowing a direct comparison between the experimental results
and the theoretical predictions. In contrast, the complementary approach adopted in [14]
aims at maximizing the observation sensitivity for the SM Higgs boson by explicitly relying
on theoretical predictions and their uncertainties.
For each bin of the dierential observables, the signal is extracted by tting to a narrow
signal peak on top of the steeply-falling background spectrum of the diphoton invariant
mass distribution. To improve the precision of the measurements, the events are categorized
using a diphoton mass resolution estimator. Both inclusive and dierential cross sections
are measured and unfolded within a ducial phase space dened by the requirements on
the photon kinematic variables and isolation. Dierential cross sections are measured as
functions of several observables, describing the properties of the diphoton system and of (b
quark) jets, leptons, and missing transverse momentum accompanying the diphoton system.
A double-dierential cross section measurement is also performed as a function of the
transverse momentum (pT) of the diphoton system and the number of additional jets in the
event. Cross section measurements are also performed in regions of the ducial phase space.
The regions are chosen to enhance the contribution of specic production mechanisms to
the signal composition, based on the additional particles produced in association with the
diphoton system and on the topology of the event.
2 The CMS detector
The central feature of the CMS apparatus is a superconducting solenoid of 6 m internal
diameter, providing a magnetic eld of 3.8 T. Within the solenoid volume are a silicon
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pixel and strip tracker, a lead tungstate crystal electromagnetic calorimeter (ECAL), and
a brass and scintillator hadronic calorimeter (HCAL), each composed of a barrel and two
endcap sections. Forward calorimeters extend the pseudorapidity () coverage provided by
the barrel and endcap detectors. Muons are detected in gas-ionization chambers embedded
in the steel ux-return yoke outside the solenoid.
The electromagnetic calorimeter consists of 75 848 lead tungstate crystals, which pro-
vide coverage in pseudorapidity jj < 1:48 in a barrel region (EB) and 1:48 < jj < 3:0 in
two endcap regions (EE). Preshower detectors consisting of two planes of silicon sensors
interleaved with a total of 3X0 of lead are located in front of each EE detector.
In the region jj < 1:74, the HCAL cells have widths of 0.087 in pseudorapidity and
0.087 in azimuth (). In the { plane, and for jj < 1:48, the HCAL cells map on to
55 arrays of ECAL crystals to form calorimeter towers projecting radially outwards from
close to the nominal interaction point. For jj > 1:74, the coverage of the towers increases
progressively to a maximum of 0.174 in  and .
The forward hadron (HF) calorimeter uses steel as an absorber and quartz bers as
the sensitive material. The two halves of the HF are located 11.2 m from the interaction
region, one on each end, and together they provide coverage in the range 3:0 < jj < 5:2.
They also serve as luminosity monitors.
Events of interest are selected using a two-tiered trigger system [15]. The rst level
(L1), composed of custom hardware processors, uses information from the calorimeters and
muon detectors to select events at a rate of around 100 kHz within a time interval of less
than 4s. The second level, known as the high-level trigger (HLT), consists of a farm of
processors running a version of the full event reconstruction software optimized for fast
processing, and reduces the event rate to around 1 kHz before data storage.
A more detailed description of the CMS detector, together with a denition of the
coordinate system used and the relevant kinematic variables, can be found in ref. [16].
3 Data samples and simulated events
The events used in the analysis were selected by a diphoton trigger with asymmetric pT
thresholds of 30 (18) GeV on the leading (sub-leading) photon, a minimum invariant dipho-
ton mass m of 90 GeV, and loose requirements on the calorimetric isolation and electro-
magnetic shower shape of the photon candidates. The trigger selection is >99% ecient
at retaining events passing the selection requirements described in section 5.
A detailed simulation of the CMS detector response is based on a model implemented
using the Geant4 [17] package. Simulated events include the eects of pileup (additional
pp interactions from the same or nearby bunch crossings) and are weighted to reproduce
the distribution of the number of interactions in data.
The signal samples are simulated with MadGraph5 amc@nlo v2.2.2 [18] at next-
to-leading order (NLO) in perturbative QCD with FxFx merging [19] for the ggH, VBF,
VH, and ttH production processes. These samples include production of up to two addi-
tional jets in association with the Higgs boson. The parton-level samples are interfaced
to pythia 8.205 [20] with the CUETP8M1 [21] underlying event tune, for parton show-
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ering, underlying event modeling, and hadronization. In order to match the prediction
for ggH production mechanism from the nnlops program [22{24], the generated events
are weighted according to the Higgs boson pT and the number of jets in the event. The
nnlops program has the advantage of predicting at next-to-next-to-leading-order (NNLO)
accuracy, both the dierential cross section with respect to the QCD radiative eects and
the normalization of the inclusive cross section. The ggH samples are also generated with
the powheg v2 program [25{29], which includes production of one additional jet, in order
to provide an alternative theoretical prediction for inclusive measurements and measure-
ments involving the highest-pT jet in the event. The NNPDF3.0 set [30] is used for parton
distribution functions (PDFs). The SM Higgs boson cross sections and branching fractions
are taken from the LHC Higgs Cross Section Working Group report [13].
Simulated background samples are used for training multivariate discriminants, and
to dene selection and classication criteria. The irreducible prompt diphoton background
events are generated using the sherpa v2.2.1 program [31]. This program includes the tree-
level matrix elements with up to three additional jets and the box diagram at leading order
accuracy. The reducible background arising from  + jet and multijet events is modeled
with pythia.
Samples of Z ! e+e , Z ! + , and Z ! +  simulated events are generated
with MadGraph5 amc@nlo and used for comparison with data and for the derivation of
energy scale and resolution corrections.
4 Event reconstruction
Photon candidates are reconstructed from clusters of energy deposited in the ECAL and
merged into superclusters [32]. The reconstruction algorithm for photon clusters allows
almost complete recovery of the energy from photons that convert to an electron-positron
pair in the material upstream of the ECAL. A detailed description of the algorithm can
be found in ref. [33]. Changes in the transparency of the ECAL crystals due to irradiation
during the LHC running periods and their subsequent recovery are monitored continuously
and corrected for, using light injected from the laser and LED systems [34].
A multivariate regression technique is used to correct for the partial containment of
the shower in a supercluster, the shower losses for photons that convert in the material
upstream of the calorimeter, and the eects of pileup. Training is performed on simulated
events using shower shape and position variables of the photon as inputs. The photon
energy response distribution is parametrized by an extended form of the Crystal Ball func-
tion [35] built out of a Gaussian core and two power law tails. The regression provides
a per-photon estimate of the function parameters, and therefore a prediction of the dis-
tribution of the ratio of true energy to the uncorrected supercluster energy. The most
probable value of this distribution is taken as the photon energy correction. The width of
the Gaussian core is used as a per-photon estimator of the relative energy resolution E=E.
In order to obtain the best energy resolution, the calorimeter signals are calibrated
and corrected for several detector eects [34]. Calibration of the ECAL uses photons from
0 !  and 0 !  decays, and electrons from W ! e and Z ! e+e  decays. The
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energy scale in data is aligned to that in simulated events, while an additional smearing
is applied to the reconstructed photon energy in simulation in order to reproduce the
resolution observed in data, through a multistep procedure exploiting electrons from Z !
e+e  decays.
In the ECAL barrel section, an energy resolution of about 1% is achieved for uncon-
verted or late-converting photons, i.e., photons converting near the inner face of the ECAL,
that have energies in the range of tens of GeV. The remaining photons reconstructed in
the barrel have a resolution of about 1.3% up to a pseudorapidity of jj = 1, rising to
about 2.5% at jj = 1:4. In the endcaps, the resolution of unconverted or late-converting
photons is about 2.5%, while the remaining endcap photons have a resolution between 3
and 4% [32].
The global event reconstruction (also called particle-ow event reconstruction [36])
aims to reconstruct and identify each individual particle in an event, with an optimized
combination of all subdetector information. In this process, the identication of the particle
type (photon, electron, muon, charged hadron, neutral hadron) plays an important role
in the determination of the particle direction and energy. Photons (e.g., coming from
0 decays or from electron bremsstrahlung) are identied as ECAL energy clusters not
linked to the extrapolation of any charged particle trajectory to the ECAL. Electrons
(e.g., coming from photon conversions in the tracker material or from b quark semileptonic
decays) are identied as a primary charged particle track and potentially many ECAL
energy clusters, corresponding to this track extrapolation to the ECAL and to possible
bremsstrahlung photons emitted along the way through the tracker material. Muons (e.g.,
from b quark semileptonic decays) are identied as a track in the central tracker consistent
with either a track or several hits in the muon system, associated with an energy decit
in the calorimeters. Charged hadrons are identied as charged particle tracks neither
identied as electrons, nor as muons. Finally, neutral hadrons are identied as HCAL
energy clusters not linked to any charged hadron trajectory, or as ECAL and HCAL energy
excesses with respect to the expected charged hadron energy deposit.
The energy of photons is obtained from the ECAL measurement. The energy of elec-
trons is determined from a combination of the track momentum at the main interaction
vertex, the corresponding ECAL cluster energy, and the energy sum of all bremsstrahlung
photons attached to the track. The energy of muons is obtained from the corresponding
track momentum. The energy of charged hadrons is determined from a combination of
the track momentum and the corresponding ECAL and HCAL energy, corrected for zero-
suppression eects and for the response function of the calorimeters to hadronic showers.
Finally, the energy of neutral hadrons is obtained from the corresponding corrected ECAL
and HCAL energy.
For each event, hadronic jets are clustered from either particle-ow candidates (for
data and simulation) or stable particles excluding neutrinos (for generated events) using
the infrared and collinear-safe anti-kT algorithm [37, 38] with a distance parameter of 0.4.
The jet momentum is determined as the vectorial sum of momenta of all objects clustered
into the jet. Extra proton-proton interactions within the same or nearby bunch crossings
can contaminate the jet reconstruction. To mitigate this eect, particle-ow candidates
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built using tracks originating from pileup vertices are discarded and an oset correction is
applied to account for remaining contributions [39]. Additional selection criteria are applied
to each jet to remove jets potentially dominated by anomalous contributions from various
subdetector components or reconstruction failures. The momenta of jets reconstructed
using particle-ow candidates in simulation are found to be within 5 to 10% of particle-
level jet momenta over the whole jet pT spectrum and detector acceptance, and corrected on
average accordingly. In situ measurements of the momentum balance in dijet, photon+jet,
Z + jet, and multijet events are used to account for any residual dierences in jet energy
scale in data and simulation [40]. The jet energy resolution amounts typically to 15% at
10 GeV, 8% at 100 GeV, and 4% at 1 TeV.
Jets originating from the hadronization of b quarks are identied using the combined
secondary vertex (CSV) b-tagging algorithm [41]. The algorithm converts information on
the displaced secondary vertex into a numerical discriminant, assigning high values to jets
whose properties are more likely to be originating from b quarks. A tight working point
on this discriminant is used in this analysis, which provides a misidentication rate for
jets from light quarks and gluons of 0:1% and an eciency for identifying b quark jets of
about 55%.
The missing transverse momentum ~pmissT , whose magnitude is referred to as p
miss
T , is
dened as the negative vectorial sum of the transverse momenta of all reconstructed particle
ow candidates in the global event reconstruction.
Because no tracks are associated to photons, the assignment of the diphoton candidate
to a vertex can only be done indirectly by exploiting the properties of each reconstructed
vertex. Three discriminating variables are calculated for each reconstructed vertex: the sum
of the squared transverse momenta of the charged-particle tracks associated with the vertex,
and two variables that quantify the vector and scalar balance of pT between the diphoton
system and the charged-particle tracks associated with the vertex. In addition, if either
photon has an associated charged-particle track that has been identied as originating from
a photon conversion to an electron-positron pair, the conversion information is used. The
variables are used as the inputs to a multivariate classier based on a boosted decision
tree (BDT) to choose the reconstructed vertex to be associated with the diphoton system.
The average vertex nding eciency of this algorithm is about 81% [14]. The vertex is
considered to be correctly identied if it is within 1 cm of the true vertex in the longitudinal
direction. The contribution to the diphoton mass resolution from vertex displacements
smaller than 1 cm is found to be negligible compared to the contribution from the photon
energy resolution of the calorimeters.
A photon identication algorithm separates prompt photons from photon candidates
resulting from the misidentication of jet fragments [42]. These are mostly collimated
photons from neutral-hadron decays (0, 0). The algorithm is implemented with a BDT
trained on simulated events. The input variables of the BDT are: the pseudorapidity
and energy of the supercluster corresponding to the reconstructed photon, several vari-
ables characterizing the shape of the electromagnetic shower, and the isolation energy
sums computed with the particle-ow algorithm [36]. Further information on the photon
identication BDT can be found in [14].
{ 6 {
J
H
E
P
0
1
(
2
0
1
9
)
1
8
3
5 Event selection
Each photon of the candidate pair entering the analysis is required to have a superclus-
ter within jj < 2:5, excluding the region 1:4442 < jj < 1:566, which corresponds to
the ECAL barrel-endcap transition region, and to satisfy selection criteria, described in
ref. [14], slightly more stringent than the trigger requirements, based on transverse mo-
mentum, isolation, and shower shape variables. The transverse momentum scaled by the
invariant mass of the diphoton candidate (pT=m) has to be greater than 1/3 (1/4) for
the pT-leading (pT-subleading) photon. The use of thresholds in pT=m , rather than xed
thresholds in pT, prevents the distortion of the low end of the m spectrum. Furthermore,
each photon must fulll a requirement based on the output of the photon identication
classier, chosen as explained in section 7.
Jets are selected if they fulll the pileup rejection criteria [43] and have pT > 30 GeV.
To avoid double counting of photon candidates as jets, the minimum distance between each
photon and a jet is required to satisfy R(; jet) =
p
j(; jet)j2 + j(; jet)j2 > 0:4,
where (; jet) and (; jet) are the pseudorapidity and azimuthal angle dierences
between the photon and the jet. Two collections of jets are selected in dierent pseudora-
pidity regions: jj < 2:5 and jj < 4:7. The two collections are used to study dierential
observables requiring at least one or two selected hadronic jets in the event, respectively.
The jets in the jj < 2:5 collection benet from tracker information and this results in
better reconstruction quality and energy resolution; when requiring two jets in the same
event, the jj range is extended to 4:7 to increase the selection acceptance. The same
kinematic selection is applied to generator-level jets. Jets with jj < 2:4 are identied as b
jets at the reconstruction level if they satisfy the requirements described in section 4. At
the generator level, at least one B hadron has to be clustered in a jet to be called a b jet.
Leptons (electrons and muons) are selected if they have pT > 20 GeV and jj < 2:4.
The angular separation between the photon and the lepton R(; lepton) is required to be
greater than 0.35. Electrons must satisfy a set of loose requirements as described in ref. [44]
and they are not selected in the pseudorapidity region 1:4442 < jj < 1:566. Furthermore,
the invariant mass of the candidate electron and either of the two photons is required to
be at least 5 GeV from the nominal Z boson mass, in order to reject Z +  ! e+e  events
with a misidentied electron. Muons are required to pass a tight selection based on the
quality of the track t, the number of associated hits in the tracking detectors, and the
longitudinal and transverse impact parameters of the track with respect to the event vertex
and to satisfy a requirement on the relative isolation, corrected for pileup eects, calculated
as the sum of the transverse energy of charged hadrons, neutral hadrons and photons in a
cone of radius 0:4 around the muon. Generator-level leptons, required to satisfy the same
kinematic selection, are \dressed", i.e., the four-momenta of all photons in a cone of radius
R = 0:1 around the lepton are added to the four-momentum of the lepton.
The identication and trigger eciencies are measured using data events containing a
Z boson decaying to a pair of electrons, or to a pair of electrons or muons in association with
a photon [32]. After applying corrections, based on control samples in data, to the input of
the photon identication classier, the eciencies measured in data are found to be 3 (5)%
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lower than in simulation for photons in the barrel (endcap) regions with R9 < 0:85 (0:9),
where R9 is dened as the sum of the energy measured in a 3 3 crystal matrix, centered
on the crystal with the highest energy in the ECAL cluster of the candidate, divided by
the energy of the candidate. Photon candidates undergoing a conversion before reaching
the ECAL have wider shower proles and lower values of R9. A correction factor is applied
to simulated events to take into account the discrepancy in the eciency between data and
simulation. For the remaining photons, the predicted eciencies are compatible with the
ones measured in data.
6 Mass resolution estimator
The selected photon pairs are categorized according to their estimated relative mass reso-
lution. For the typical energy range of the photons used in this analysis, corresponding to
tens of GeV, the energy resolution estimator depends on the energy itself because of the
stochastic and noise terms in the energy resolution of the ECAL [32, 34]. The nature of
these two terms is such that the energy resolution improves at higher energy. This depen-
dence is propagated to the relative mass resolution estimator m, which is thus dependent
on the mass of the diphoton pair, with events characterized by a larger diphoton mass
more likely to have better mass resolution. An event categorization simply based on such
a variable would distort the shape of the mass distribution in the dierent categories and
it would make the background distribution more complex to parametrize. In particular,
a decit of low-mass events would be observed in categories corresponding to low values
of m, invalidating the assumption of a smoothly falling mass distribution on which the
background model, described in section 9.2, is based. To avoid such an eect, the correla-
tion between m and the diphoton mass is removed, following the methods in ref. [6], and
a new relative mass resolution estimator is built, Dm.
The modeling of the decorrelated mass resolution estimator is studied with simulated
Z! e+e  events, where electrons are reconstructed as photons. The per-photon resolution
estimate E=E is aected by the imperfect modeling of the electromagnetic shower shape
variables in simulation, which are among the inputs of the regression used to estimate
E=E, as described in section 4. To minimize the disagreement [45], the per-photon reso-
lution estimate is recomputed using as input simulated shower shapes corrected to match
those observed in data. A systematic uncertainty of 5% is assigned to the value of E=E for
each photon candidate, to cover the residual discrepancy. Figure 1 shows the comparison
between data (dots) and simulation (histogram) for the decorrelated mass resolution esti-
mator Dm, with the impact of the systematic uncertainty in the E=E (red band). Events
with a value of Dm in the region depicted in gray are discarded from the nal analysis.
7 Event categorization
Events with both photons passing a minimum requirement on the output of the photon
identication classier, are sorted into categories of Dm to maximize the analysis sensitivity
to the SM Higgs boson. The number of categories and the positions of their Dm boundaries
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Figure 1. Comparison of the decorrelated mass resolution estimator Dm distributions in data and
simulation for Z ! e+e  events where both electrons are reconstructed as photons, passing the
selection dened in section 5. The impact of the systematic uncertainty in the E=E is indicated
by the red band. The distributions are shown separately for events with both electrons in the EB
(left) and the remainder of the events, i.e., events with at least one photon in the EE (right). Events
in the shaded gray region are discarded from the nal analysis.
are optimized simultaneously with the lower bound on the output of the photon identi-
cation classier. Three categories, labeled 0, 1, and 2 in ascending order of Dm values,
are found adequate to saturate the maximum sensitivity achievable with this method for
the present data set. The boundaries of the Dm categorization are found to be 0, 0:0084,
0:012, 0:030, with a minimum requirement on the output of photon identication classier.
Events with Dm > 0:030 are discarded (shaded gray region in gure 1). The eciency of the
photon identication selection is roughly 80% for signal events in the ducial phase space,
discussed in section 8. The categories obtained from the optimization process correspond
approximately to the congurations where both photons are reconstructed in the central
barrel (jj < 1) for the rst category, both photons are reconstructed in the barrel with at
least one falling outside the central barrel for the second category, and at least one photon
reconstructed in the endcap regions of the ECAL for the last category.
8 Observables and ducial phase space
The analysis provides measurements of the production cross section of the Higgs boson in
a ducial phase space. This is dened by a set of selection criteria at generator level based
on kinematic, geometrical and isolation variables, as well as on the topology of the event.
By dening a ducial phase space, the measurements are compared to the theoretical
predictions while avoiding the extrapolation to the full phase space and the consequent
uncertainty. In order to extend such a comparison to future and alternative theoretical
calculations, it is important to have a simple denition of the ducial phase space so
that it can be easily reproduced. Furthermore, the selection criteria in data, described in
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section 5, are necessarily dened at the reconstruction level, while the ducial phase space,
for which theoretical predictions are computed, is dened without considering the eect
of the detector response on the generator-level quantities. Because of the nite detector
resolution, the two denitions do not exactly coincide, and for this reason events fullling
the event selection criteria at the reconstruction level can originate from either inside or
outside the ducial phase space. To minimize the eect of events migrating, the selection
criteria at the reconstruction level and the denition of this phase space are aligned as
closely as possible.
The ducial phase space for the analysis is dened by requiring that the generator-
level ratio between the pT of the pT-leading (pT-subleading) photon and m , p
1
T =m
(p2T =m), be greater than 1/3 (1/4), and that the absolute pseudorapidity of both photons
be less than 2.5.
In addition, the sum of the generator-level transverse energy of stable particles in a
cone of radius R = 0:3 around each photon candidate, Isogen, is required to be less
than 10 GeV. This requirement mimics at generator level the requirement on the output
of the photon identication classier applied on reconstructed quantities, as described in
section 5. Further requirements, that depend on the observable under study, can be applied
on top of this \baseline" phase space denition. For observables involving only one jet,
events with at least one jet with jj j < 2:5, selected as described in section 5, are retained,
corresponding to 35% of the signal events in the baseline phase space. Observables
involving two jets are studied by requiring at least two jets with jj j < 4:7 and dened
as in section 5, further restricting the region of the phase space to 16% of the baseline
selection. A VBF-enriched region of the ducial phase space, where a subset of the two-
jet observables is measured, is dened by requiring the presence of two reconstructed and
selected jets within jj j < 4:7, with a combined invariant mass mj1j2 greater than 200 GeV
and a pseudorapidity gap between the jets jj1;j2 j greater than 3:5, exploiting the main
kinematic features of the VBF production mode. This set of criteria selects 3.8% of the
signal events contained in the baseline phase space. The denition of the four regions
of the ducial phase space is summarized in table 1, which also gives a summary of the
observables under study and the bins chosen in each phase space. The symbol j1 (j2)
indicates the pT-leading (subleading) hadronic jet in the event, while y is used to denote
the rapidity of a particle or a system of particles. The transverse momentum and the
rapidity of the diphoton system, indicated with pT and jy j, respectively, are sensitive
probes of the Higgs boson production mechanism, the modeling of the QCD radiation, and
the PDFs of the proton. The cosine of the polar angle in the Collins-Soper reference frame
of the diphoton system [46], jcos()j, probes the spin and CP properties of the diphoton
resonance. Observables involving jets are sensitive to the QCD parameters relevant to
Higgs boson production. The separation in the azimuthal angle between the diphoton
and the two-jet systems, j;j1j2 j, and the Zeppenfeld variable, jj1j2    j [47], probe
specically the properties of the VBF production mechanism. The number of jets within
jj < 2:5, b jets, and leptons are indicated with Njet, Nbjet, and Nlepton, respectively.
The inclusive ducial cross section is also measured in restricted regions of the ducial
phase space, dened using additional criteria as follows:
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Phase space region Observable Bin boundaries
Baseline
p1T =m > 1=3
p2T =m > 1=4
j j < 2:5
Isogen < 10 GeV
pT (GeV) 0 15 30 45 80 120 200 350 1
Njet 0 1 2 3 4 1
jy j 0 0.15 0.3 0.6 0.9 2.5
jcos()j 0 0.1 0.25 0.35 0.55 1
pT (GeV), Njet = 0 0 20 60 1
pT (GeV), Njet = 1 0 60 120 1
pT (GeV), Njet > 1 0 150 300 1
Nbjet 0 1 2 1
Nlepton 0 1 2 1
pmissT (GeV) 0 100 200 1
1-jet
Baseline + 1 jet
pjT > 30 GeV, jj j < 2:5
pj1T (GeV) 0 45 70 110 200 1
jyj1 j 0 0.5 1.2 2 2.5
j;j1 j 0 2.6 2.9 3.03 
jy;j1 j 0 0.6 1.2 1.9 1
2-jets
Baseline + 2 jets
pjT > 30 GeV, jj j < 4:7
pj2T (GeV) 0 45 90 1
jyj2 j 0 1.2 2.5 4.7
jj1;j2 j 0 0.9 1.8 
j;j1j2 j 0 2.9 3.05 
jj1j2    j 0 0.5 1.2 1
mj1j2 (GeV) 0 100 150 450 1000 1
jj1;j2 j 0 1.6 4.3 1
VBF-enriched
2-jets + jj1;j2 j > 3:5, mj1j2 > 200 GeV
pj2T (GeV) 0 45 90 1
jj1;j2 j 0 0.9 1.8 
j;j1j2 j 0 2.9 3.05 
Table 1. The dierential observables studied with the corresponding bins chosen, grouped by the
region of the ducial phase space where the measurements are performed.
 at least one lepton, at least one b-tagged jet, referred to as the 1-lepton, 1-b-jet
ducial cross section (1.710 3 of the baseline phase space);
 exactly one lepton, pmissT  100 GeV, referred to as the 1-lepton, high-pmissT ducial
cross section (1.510 3 of the baseline phase space);
 exactly one lepton, pmissT < 100 GeV, referred to as the 1-lepton, low -pmissT ducial
cross section (7.410 3 of the baseline phase space).
The rst and second of these denitions loosely reproduce the event selections described
in ref. [14], which respectively target ttH and WH production mechanisms, with the W
boson decaying leptonically. The third denition selects a region complementary to the
second, populated mostly by events where the Higgs boson is produced in association with
either a W or a Z boson.
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For all the regions of the baseline phase space, the events contained in the baseline
phase space that fail the additional requirements of a given region are collected in an
additional bin (referred to as the \underow") and used to provide an additional constraint
on the measurements, in particular to correctly account for migrations occurring between
the baseline phase space and the region and to allow the proling of the value of the Higgs
boson mass in the signal-extraction t, described in section 11.
9 Statistical analysis
The events fullling the selection criteria are grouped into three categories, according to
their Dm, as described in section 7. For each category, the nal categorization employed
for the signal extraction is obtained by further splitting the events into the bins dened for
each observable, as described in section 8. The signal production cross section is extracted
through a simultaneous extended maximum likelihood t to the diphoton invariant mass
spectrum in all the analysis categories. The likelihood in a given Dm category i and in
given kinematic bin j of an observable is reported in eq. (9.1):
Lij(dataj~ d; ~nbkg; ~S; ~B) =
nmY
l=1
 Pnb
k=1 
d
k K
ij
k (
~S)S
ij
k (m
l
 j~S)L+ nijOOASijOOA(ml j~S) + nijbkgBij(ml j ~B)
nijsig + n
ij
bkg
!nlijev
;
(9.1)
where:
 nm is the number of bins of the m distribution and nb is the number of kinematic
bins for the given observable;
 ~ d = (d1 ; : : : ;dnb) is the vector of ducial cross sections being measured,
multiplied by the branching fraction of the diphoton decay channel;
 Kijk are the response matrices, which represent the eciency that an event in the k-
th kinematic bin at generator level is reconstructed in the ij-th reconstruction-level
category (with the index i running over the Dm categories and the index j running
on the kinematic bins);
 the functions Sijk and Bij are the signal and background probability distribution
functions in m for the bin ijk, which are described in the sections 9.1 and 9.2,
respectively;
 L is the total integrated luminosity analyzed;
 nijev, nijsig, nijbkg are the numbers of observed, signal and background events in the ijth
reconstruction-level category, respectively;
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 the terms nijOOASijOOA represent the contributions to the Higgs boson signal originating
outside of the ducial phase space. The contribution of the out-of-acceptance (OOA)
Higgs boson signal is estimated from simulation to be approximately 1% of the total
expected SM signal;
 the parameters ~S and ~B are the nuisance parameters associated with the signal and
background models, respectively.
The complete likelihood is given in eq. (9.2):
L(dataj~ d; ~nbkg; ~S; ~B) =
ncatY
i=1
nbY
j=1
LijPois(nijevjnijsig + nijbkg)Pdf(~S)Pdf( ~B); (9.2)
where:
 ncat is the number of categories in Dm;
 Pois and Pdf indicate the Poisson distribution and the nuisance parameters proba-
bility density function, respectively.
The unfolding to the particle-level cross sections is achieved by extracting the vector
~ d directly from the likelihood t, providing unfolded unregularized cross sections. No
regularization of the results is applied, since the bins chosen are suciently larger than
the resolution for a given observable. The uncertainties and the correlation matrices are
obtained from the test statistic q(~ d) dened below and asymptotically distributed as
a 2 with nb degrees of freedom [48]:
q(~ d) =  2 log
0@L(~ dj~^~ d)
L(~^ dj~^)
1A ; (9.3)
where ~ = (nbkg; ~S; ~B). The notations ~^ and ~^
d represent the best t estimate of ~
and ~ d, respectively, and ~^~ d indicates the best t estimate of
~, conditional on the
value of ~ d. The nuisance parameters, including the Higgs boson mass, are proled in
the t across all the bins.
9.1 Signal model
For each observable, a parametric signal model is constructed separately for each ducial-
level bin (including an extra bin collecting the OOA events), reconstruction-level bin, and
category in Dm. Since the shape of the m distribution is signicantly dierent for events
where the vertex has been correctly identied compared to other events, these two compo-
nents are modeled separately. The model is built as a t to a sum of up to ve Gaussian
distributions of the simulated invariant mass shape, modied by the trigger, reconstruc-
tion, and identication eciency corrections estimated from data control samples, for each
of the three values of mH 2 f120; 125; 130gGeV. Signal models for other nominal values
of mH between 120 and 130 GeV are produced by interpolating the tted parameters. The
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nal signal model for a given category and a reconstruction-level bin is obtained by sum-
ming the functions, normalized to the expected signal yields, for each ducial-level bin and
vertex identication scenario.
9.2 Background model
A background model is produced for every bin of the observable and for each of the three
categories in Dm. A discrete proling method [49], originally developed for the H ! 
decay observation analysis [42], is used. The background is evaluated by tting to the m
distribution in data over the range 100 < m < 180 GeV.
The choice of the function used to t the background in a particular event class is in-
cluded as a discrete nuisance parameter in the formulation of the likelihood. Exponentials,
power-law functions, polynomials in the Bernstein basis, and Laurent polynomials are used
to represent B(m j ~B) in eq. (9.1). A signal-plus-background hypothesis is t to data by
minimizing the value of twice the negative logarithm of the likelihood. All functions are
tried, with a \penalty term" added to account for the number of free parameters in the
t. The penalized likelihood function eLB for a single xed background tting function B
is dened as:
  2 ln eLB =  2 lnLB +NB; (9.4)
where LB is the \unpenalized" likelihood function and NB is the number of free parameters
in B. When tting the complete likelihood, the number of degrees of freedom (number of
exponentials, number of terms in the series, degree of the polynomial, etc.) is increased
until no signicant improvement occurs in the likelihood between N + 1 and N degrees of
freedom for the t to the data distribution. The improvement is quantied by extracting
the p-value from the F-distribution between the ts using N + 1 and N degrees of freedom
and requiring it to be smaller than 0:05.
10 Systematic uncertainties
Systematic uncertainties listed in this section are included in the likelihood as nuisance pa-
rameters and are proled during the minimization. Unless specied otherwise, the sources
of uncertainty refer to the individual quantity studied, and not to the nal yield. The total
uncertainty in the inclusive and dierential measurements is dominated by the statistical
uncertainties.
The systematic uncertainties aecting the shape of the m distribution are treated as
Gaussian variations. Those considered in this analysis are as follows:
 Vertex nding eciency: the largest contribution to the uncertainty comes from
the modeling of the underlying event, plus the uncertainty in the measurement of
the ratio of data and simulation eciencies obtained using Z ! +  events. It is
handled as an additional nuisance parameter built into the signal model that allows
the fraction of events in the right vertex/wrong vertex scenarios to change. The size
of the uncertainty in the vertex selection eciency is 1.5%;
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 Energy scale and resolution: these corrections are studied with electrons from Z !
e+e  and then applied to photons. The main source of systematic uncertainty is
the dierent interactions of electrons and photons with the material upstream from
the ECAL. Uncertainties are assessed by changing the R9 distribution, the energy
regression training (using electrons instead of photons), and the electron selection
used to derive the corrections. The uncertainties in the dierent jj and R9 bins are
propagated to the Higgs boson signal phase space in order to estimate the uncertainty
in the additional energy smearing. In both cases, dedicated nuisance parameters are
included as additional systematic terms in the signal model and amount to less than
about 0.5%, depending on the photon category.
The sources of systematic uncertainty having an impact mainly on the category yield,
while leaving the shape of the m distribution largely unaected, are treated as log-normal
uncertainties. In this analysis, the following are considered:
 Integrated luminosity: the systematic uncertainty is estimated from data to be
2.5% [50];
 Trigger eciency: the trigger eciency is measured from Z! e+e  events using the
tag-and-probe technique [51]; the size of the uncertainty is about 1%;
 Photon selection: the systematic uncertainty is taken as the uncertainty in the ratio
between the eciency measured in data and in simulation; it ranges from 0.3 to 3.2%
and results in an event yield variation from 0.7 to 4.0% depending on the photon
category;
 Photon identication BDT score: the uncertainties in the signal yields in the dierent
categories of the analysis are estimated conservatively by propagating the uncertainty
in the BDT inputs, which are estimated from the observed discrepancies between data
and simulation, to the nal photon identication BDT shape. This uncertainty has
an eect of 3{5% on the signal yield, depending on the category;
 Per-photon energy resolution estimate: this is parametrized as a rescaling of the
resolution estimate by 5% about the nominal value;
 Jet energy scale and resolution corrections: the uncertainties in these quantities are
propagated to the nal signal yields and induce event migrations between jet bins.
The size of such migrations is in the 10{20% range, depending on the jet bin;
 Pileup identication for jets: this uncertainty is estimated in events with a Z boson
and one balanced jet. The full discrepancy between data and simulation in the iden-
tication score of jets is taken as the estimated uncertainty. It results in migrations
from one jet bin to another, whose size is <1%;
 Background modeling: the choice of the background parametrization is handled us-
ing the discrete proling method. This is automatically included as a statistical
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uncertainty in the shape of the background function and no additional systematic
uncertainty needs to be added;
 b tagging eciency: this is evaluated by varying the ratio between the measured b
tagging eciency in data and simulation within its uncertainty [52]. The resulting
uncertainty in the signal yield is <1%;
 Lepton identication: for both electrons and muons, the uncertainty is computed by
varying the ratio of the eciency measured in data and simulation by its uncertainty.
The resulting dierences in the selection eciency, for observables involving leptons,
is less than 1%;
 Missing transverse momentum: the size of this uncertainty is computed by shifting
the momentum scale and resolution of the pT of every particle-ow candidate entering
the computation of pmissT , by an amount that depends on the type of the reconstructed
object, as described in ref. [53]. This has an eect on the yield per category below
1%; this results in events migrating from one bin to another and from one category
to another for observables involving pmissT ;
 PDF uncertainties: the eect of the uncertainty from the choice of PDF is assessed
by estimating the relative yield variation in each bin of the observable variables
and category, after re-weighting the events of the simulated signal sample. The re-
weighting is done using the PDF4LHC15 combined PDF set and NNPDF3.0 [30, 54]
using the mc2hessian procedure [55]. The category migrations are found to be less
than 0.3%;
 Renormalization and factorization scale uncertainty: the size of this uncertainty is
estimated by varying the renormalization and factorization scales. The eect on
category migrations is found to be negligible.
11 Results
The reconstructed diphoton invariant mass distributions are shown in gure 2 for the three
Dm categories. The signal-plus-background t is performed simultaneously in all three
categories to extract the inclusive ducial cross section. The best t value of the inclusive
ducial cross section is:
^ducial = 84 11 (stat) 7 (syst) fb = 84 13 (stat+syst) fb : (11.1)
The total uncertainty (13 fb) is dominated by its statistical component (11 fb). The primary
contributions to the systematic component (7 fb) arise from the uncertainties in the photon
identication BDT score and in the per-photon energy resolution estimate, described in
section 10. The corresponding likelihood scan is shown in gure 3, together with the
theoretical prediction for the cross section. In the measurement of both inclusive and
dierential ducial cross sections, the Higgs boson mass is treated as a nuisance parameter
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Figure 2. The diphoton mass spectrum in data (black points), together with the best signal-plus-
background t (red lines), for each Dm category employed for the measurement of the inclusive
ducial cross section, as dened in section 7. The two bands indicate the one and two standard
deviation uncertainty in the background component.
and proled in the likelihood maximization. The value of the proled mass is compatible
with the world average [56].
The theoretical prediction for the inclusive cross section is theoryducial = 73  4 fb. The
measured value is in agreement with the prediction within 1 standard deviation. The
prediction is computed using simulated events generated with MadGraph5 amc@nlo,
where each of the Higgs boson production mechanisms is normalized to the predictions
from ref. [13]. The simulated events are used to compute the ducial phase space accep-
tance for the SM Higgs boson with a mass of 125.09 GeV, corresponding to the measured
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Figure 3. Likelihood scan (black curve) for the ducial cross section measurement, where the value
of the SM Higgs boson mass is proled in the t. The measurement is compared to the theoretical
prediction (vertical red line), shown with its uncertainty (red hatched area), and it is found in
agreement within the uncertainties.
world average value [56], and this value is then multiplied by the corresponding total cross
section and branching fraction quoted in ref. [13]. The uncertainties in the cross section
and branching ratio predictions are also taken from ref. [13] and propagated to the nal
prediction. The ducial phase space acceptance is estimated to be 0.60 for the SM Higgs
boson. This value amounts to 0.60, 0.60, 0.52, and 0.52 for ggH, VBF, VH, and ttH pro-
duction, respectively. The associated QCD scale uncertainty is estimated by independently
varying the renormalization and factorization scales used in the calculation by a factor of 2
upwards and downwards, excluding the combinations (1/2, 2) and (2, 1/2), and it amounts
to approximately 1% of the acceptance value. The acceptance for the ggH production
mode is estimated using events generated with powheg, both with and without weighting
the events to match the prediction from the nnlops program, leading in both cases to a
change of about 1%.
The measurements of the dierential cross sections as functions of the observables
under study are reported in gures 4{10. The gures show the best t value, the 1 standard
deviation uncertainty resulting from the likelihood scans for each bin of each observable,
and the systematic contribution to the total uncertainty. The measurements are compared
to theoretical predictions obtained using dierent generators for the calculation of the
spectrum of the observables, with the cross section and branching fraction values taken
from ref. [13]. The contributions from the VBF, VH, and ttH production mechanisms
are simulated with the MadGraph5 amc@nlo program. For the ggH contribution, three
dierent predictions are calculated and each of these in turn is added to the VBF, VH, and
ttH contributions. The ggH contribution is simulated with the MadGraph5 amc@nlo
program and its events are weighted to match the nnlops prediction, as explained in
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Figure 4. Measurement of the dierential cross section (black points) as functions of pT , Njet,
jy j, and jcos()j. The error bars indicate 1 standard deviation uncertainty. The systematic
component of the uncertainty is shown by the blue band. The measurements are compared to
dierent simulation programs (histograms) with their uncertainties (hatched areas), all normalized
to the same theoretical predictions from ref. [13]. When the last bin of the distribution is an overow
bin, the normalization of the cross section in that bin is indicated in the gure.
section 3. For the observables inclusive in the number of jets or describing the kinematic
observables of the rst jet, the prediction for the ggH contribution is also simulated using
the powheg program. The theoretical prediction for the j;j1j2 j spectrum is known to
be not infrared-safe for values close to  [57], with large uncertainties related to soft jet
production in ggH events. In this regime the theoretical uncertainties obtained with scale
variations tend to be underestimated. This eect is particularly relevant in the last bin of
the spectrum corresponding to the values 3:05{.
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Figure 5. Measurement of the dierential cross section (black points) as functions pj1T , jyj1 j,
j;j1 j, and jy;j1 j. The error bars indicate 1 standard deviation uncertainty. The systematic
component of the uncertainty is shown by the blue band. The measurements are compared to
dierent simulation programs (histograms) with their uncertainties (hatched areas), all normalized
to the same theoretical predictions from ref. [13]. When the last bin of the distribution is an overow
bin, the normalization of the cross section in that bin is indicated in the gure.
The precision in the measurement of the dierential ducial cross sections varies widely
depending on the observable under study. The observable that allows the most precise
measurement and the largest number of bins is pT , where 8 bins are dened and the
measurements have uncertainties around 40% on average, as shown in gure 4 (top left).
The observables jy j and jcos()j yield measurements with uncertainties at the level of
35% in 5 bins, reported in gure 4 (bottom left and right, respectively). The uncertainties
in the measurement as a function of the jet multiplicity, Njet, presented in gure 4 (top
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Figure 6. Measurement of the dierential cross section (black points) as functions of pj2T , jyj2 j,
jj1;j2 j, and j;j1j2 j. The error bars indicate 1 standard deviation uncertainty. The system-
atic component of the uncertainty is shown by the blue band. The measurements are compared
to two dierent simulation programs (histograms) with their uncertainties (hatched areas), both
normalized to the same theoretical predictions from ref. [13]. When the last bin of the distribution
is an overow bin, the normalization of the cross section in that bin is indicated in the gure.
right), range from 25% for the 0-jet bin up to &100% for the high jet multiplicity bins.
For the observables describing the properties of the rst additional jet j1, shown in gure 5,
the average uncertainty is 50% with four bins, with the exception of pj1T , where 5 bins
are used and the uncertainties are around 70%. The spectrum of the observables involving
two jets, displayed in gures 6 and 7, is measured with uncertainties ranging between 70
and 90% and employing three bins, except for mj1j2 for which 5 bins are dened. As
the measurements as functions of pj2T , jj1;j2 j, and j;j1j2 j are restricted to the VBF-
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Figure 7. Measurement of the dierential cross section (black points) as functions of jj1j2    j,
mj1j2 , and jj1;j2 j. The error bars indicate 1 standard deviation uncertainty. The systematic
component of the uncertainty is shown by the blue band. The measurements are compared to two
dierent simulation programs (histograms) with their uncertainties (hatched areas), both normal-
ized to the same theoretical predictions from ref. [13]. When the last bin of the distribution is an
overow bin, the normalization of the cross section in that bin is indicated in the gure.
enriched region of the phase space, the uncertainties are between 110 and 150%, as shown
in gure 8. The double dierential measurement as a function of pT and Njet, reported
in gure 9, allows the extraction of the cross section in 9 bins with uncertainties ranging
from 35 to 60%. The measurements as a function of Nbjet, Nlepton, and pmissT , presented
in gure 10, have uncertainties, in all bins except the rst, of 200{250%. In the rst bin,
which contains the vast majority of the selected events, the uncertainties are comparable
to the uncertainty in the inclusive cross section measurement. The results are found to be
in agreement with the SM predictions within the uncertainties.
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Figure 8. Measurement in a VBF-enriched region of the ducial phase space of the dierential
cross section (black points) as functions of pj2T , jj1;j2 j, and j;j1j2 j. The error bars indicate
1 standard deviation uncertainty. The systematic component of the uncertainty is shown by the
blue band. The measurements are compared to two dierent simulation programs (histograms)
with their uncertainties (hatched areas), both normalized to the same theoretical predictions from
ref. [13]. When the last bin of the distribution is an overow bin, the normalization of the cross
section in that bin is indicated in the gure.
The measurement of the inclusive ducial cross section is also performed in regions of
the ducial phase space. These regions, as described in section 8, represent a very limited
fraction (10 3) of the baseline phase space and target individual production mechanisms
of the Higgs boson. The results of these measurements are summarized in gure 11, where
selected bins of the dierential measurements are also reported, in order to provide a more
comprehensive summary. The measurements are compared to the corresponding theoretical
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Figure 9. Measurement of the dierential cross section (black points) as function of pT and
Njet simultaneously. The error bars indicate 1 standard deviation uncertainty. The systematic
component of the uncertainty is shown by the blue band. The measurements are compared to
dierent simulation programs (histograms) with their uncertainties (hatched areas), all normalized
to the same theoretical predictions from ref. [13]. The normalization of the cross section in last,
overow bin is indicated in the gure.
predictions, obtained using MadGraph5 amc@nlo simulated signal events, with the ggH
simulated events weighted to match the nnlops program prediction. The values of the
cross section and the branching fraction are taken from ref. [13]. The uncertainties in the
measurements are around 250% for the 1-lepton, high pmissT and 1-lepton, low p
miss
T cross
sections, and 350% for the 1-lepton, 1-b-jet cross section. The measurements are
found to be compatible with the SM prediction.
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Figure 10. Measurement of the dierential cross section (black points) as functions of pmissT , N
b
jet,
and Nlepton. The error bars indicate 1 standard deviation uncertainty. The systematic component
of the uncertainty is shown by the blue band. The measurements are compared to dierent simu-
lation programs (histograms) with their uncertainties (hatched areas), all normalized to the same
theoretical predictions from ref. [13]. When the last bin of the distribution is an overow bin, the
normalization of the cross section in that bin is indicated in the gure.
12 Summary
Measurements of the inclusive and dierential ducial cross sections for production of
the Higgs boson in the diphoton decay channel have been performed using an integrated
luminosity of 35:9 fb 1 of proton-proton collision data collected by the CMS experiment
at a center-of-mass energy of 13 TeV. The measurements of the dierential cross sections
are reported as functions of a set of observables characterizing the diphoton system and
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particles produced in association with the Higgs boson. The measurements are performed
for isolated photons in the ducial phase space dened by requiring that both photons
are isolated and within the pseudorapidity j j < 2:5 and pT=m > 1=3(1=4) for the
leading (subleading) photon. In this ducial phase space, the cross section is measured to
be 84 13 fb, compared with a theoretical prediction of 73  4 fb. The double-dierential
measurement is performed as a function of the transverse momentum of the diphoton
system and the jet multiplicity in the event.
A subset of the dierential observables describing the kinematics of the system of
two additional jets is studied in a vector-boson-fusion enriched ducial phase space. The
inclusive cross section is also measured in three regions of the ducial phase space, addi-
tionally requiring the presence of one selected lepton and missing transverse momentum
pmissT < 100 GeV, or one selected lepton and p
miss
T  100 GeV, or at least one selected lepton
and at least one b-tagged jet, respectively. The measurements are in agreement within the
uncertainties with the predictions for the production of a standard model Higgs boson.
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