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EIGENVALUES OF PRODUCTS OF UNITARY MATRICES AND
LAGRANGIAN INVOLUTIONS
ELISHA FALBEL AND RICHARD A. WENTWORTH
Abstract. This paper introduces a submanifold of the moduli space of unitary representations
of the fundamental group of a punctured sphere with fixed local monodromy. The submanifold is
defined via products of involutions through Lagrangian subspaces. We show that the moduli space
of Lagrangian representations is a Lagrangian submanifold of the moduli of unitary representations.
1. Introduction
Let spec(A) denote the set of eigenvalues of a unitary n× n matrix A. An old problem asks the
following question: what are the possible collections of eigenvalues spec(A1), . . . , spec(Aℓ) which
arise from matrices satisfying A1 · · ·Aℓ = I, ℓ ≥ 3 ? (A review of related problems and recent
developments can be found in [F]). For an equivalent formulation in terms of representations, let
Γℓ denote the free group on ℓ− 1 generators with presentation
(1) Γℓ = 〈γ1, . . . , γℓ : γ1 · · · γℓ = 1〉
and let U(n) denote the group of unitary n×nmatrices. We shall say that a collection of conjugacy
classes C1, . . . , Cℓ in U(n) is realized by a unitary representation if there is a homomorphism
ρ : Γℓ → U(n) with ρ(γs) ∈ Cs for each s = 1, . . . , ℓ.
A natural subclass of linear representations of Γℓ consists of those generated by reflections through
linear subspaces. In the case of unitary representations, one may consider Lagrangian planes L and
their associated involutions σL. Given a pair of Lagrangian subspaces L1, L2 in C
n, the product
σL1σL2 is an element of U(n). Moreover, any unitary matrix may be obtained in this way (cf.
Proposition 3.3 below). For Lagrangians L1, . . . , Lℓ, one can define a unitary representation of
Γℓ via γs 7→ σLsσLs+1 , for s = 1, . . . , ℓ − 1, and γℓ 7→ σLℓσL1 . We shall call these Lagrangian
representations (see Definition 3.3). There is a natural equivalence relation obtained by rotating
every Lagrangian by an element of U(n), and this corresponds to conjugation of the representation.
We will say that a given collection of conjugacy classes is realized by a Lagrangian representation
if the homomorphism ρ of the previous paragraph may be chosen to be Lagrangian.
At first sight, Lagrangian representations may seem very special. The main result of this paper
is that in fact they exist in abundance. We will prove
Theorem 1 (cf. Section 5 and Propositions 3.5 and 4.3). If there exists a unitary representation
of Γℓ realizing a given collection of conjugacy classes in U(n), then there also exists a Lagrangian
representation realizing the same conjugacy classes.
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We also study the global structure of the moduli space of Lagrangian representations. Let a
denote a specification of ℓ conjugacy classes C1, . . . , Cℓ, and let Rep
irr.
a (Γℓ, U(n)) denote the set
of equivalence classes of irreducible representations ρ : Γℓ → U(n) with each ρ(γs) ∈ Cs. Note
that for generic choices of a, all representations are irreducible. Then Repirr.a (Γℓ, U(n)) is a smooth
manifold which carries a symplectic structure coming from its realization as the reduction of a
quasi-Hamiltonian G-space (cf. [AMM]; for a brief description, see Section 3.3). We refer to this as
the natural symplectic structure. Let LRepirr.a (Γℓ, U(n)) ⊂ Rep
irr.
a (Γℓ, U(n)) denote the subset of
irreducible Lagrangian representations. Then we have
Theorem 2. With respect to the natural symplectic structure
LRepirr.a (Γℓ, U(n)) ⊂ Rep
irr.
a (Γℓ, U(n))
is a smoothly embedded Lagrangian submanifold.
Characterizations of which conjugacy classes are realized by products of unitary matrices have
been given in [Be, Bi2, AW, K]. We will give a brief review in Section 2.2 below. The basic result
is that the allowed region is given by a collection of affine inequalities on the log eigenvalues. The
“outer walls” of the allowed region correspond to spectra realized only by reducible representations.
In general, there are also “inner walls” corresponding to spectra that are realized by both reducible
and irreducible representations. The open chambers complementary to these walls correspond to
spectra that are realized only by irreducible representations. The term “generic” used above refers
to spectra in the open chambers.
This structure suggests a proof of Theorem 1 via induction on the rank and deformation the-
ory, and this is the approach we shall take. In Section 3, we prove some elementary facts about
configurations of pairs and triples of Lagrangian subspaces in Cn. We define Lagrangian repre-
sentations and discuss their relationship to unitary representations. In particular, we show that
the Lagrangian representation space is isotropic with respect to the natural symplectic structure.
In Section 4, after briefly reviewing the case of unitary representations, we develop the deforma-
tion theory of Lagrangian representations in more detail. We introduce two methods to produce
a family of Lagrangian representations from a given one. We call these deformations twisting and
bending (see Definitions 4.1 and 4.2), and they are in part motivated by the geometric flows stud-
ied by Kapovich and Millson [KM]. We prove that twisting and bending deformations, applied
to an irreducible Lagrangian representation, span all possible variations of the conjugacy classes
(see Proposition 4.3). As a consequence, if there is a single point interior to one of the chambers
described above that is realized by a Lagrangian representation, then all points in the chamber are
also realized by Lagrangians (see Corollary 4.1). This reduces the existence problem to ruling out
the possibility of isolated chambers realized by unitary representations, but not by Lagrangians. To
achieve this we make a detailed analysis of the wall structure in Section 5. A basic fact is that any
reducible Lagrangian representation may be perturbed to an irreducible one. Hence, inductively,
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any chamber having an outer wall as a face is necessarily populated by Lagrangian representa-
tions. A topological argument that exploits an estimate (Proposition 4.4) on the codimension of
the set of reducible representations shows that inner walls may also be “crossed” by Lagrangian
representations.
It should be apparent from this description that our proof of Theorem 1 is somewhat indirect. A
more precise description of the obstructions to deformations of reducible unitary and Lagrangian
representations is desirable. In [FMS] Lagrangians were used to give a geometrical explanation
of the inequalities for U(2) representations in terms of spherical polygons. For higher rank it is
tempting to look for a similar geometrical interpretation of the inequalities, though we have not
obtained such at present. Unitary representations of surface groups are related to stability of
holomorphic vector bundles through the famous theorem of Narasimhan and Seshadri [NS] and
its generalization to punctured surfaces by Mehta and Seshadri [MS]. A challenging problem
is to give an analytic description of those holomorphic structures which give rise to Lagrangian
representations.
We conclude this introduction by pointing out an alternative interpretation of the result in
Theorem 1. Let us say that matrices A1, . . . , Aℓ ∈ U(n) are pairwise symmetrizable if for each
s = 1, . . . , ℓ, there is gs ∈ U(n) so that both gsAsg
−1
s and gsAs+1g
−1
s are symmetric (where
Aℓ+1 = A1). Also, throughout the paper, for unitary matrices A and B, A ∼ B indicates that A
and B are conjugate. We then have the following reformulation of Theorem 1.
Theorem 3. Given n×n unitary matrices {As}
ℓ
s=1, A1 · · ·Aℓ = I, there exists a possibly different
collection of unitary matrices {Bs}
ℓ
s=1, B1 · · ·Bℓ = I, As ∼ Bs for s = 1, . . . , ℓ, such that B1, . . . , Bℓ
are pairwise symmetrizable.
See Section 3.2 for the proof.
2. Unitary Representations
2.1. The space of conjugacy classes. We begin with some notation. Given integers n ≥ 1 and
ℓ ≥ 3:
• Let Mℓ(n) denote the set of all ℓ × n matrices a = (α
s
j), 1 ≤ s ≤ ℓ, 1 ≤ j ≤ n, where for
each s, αs = (αs1, . . . , α
s
n) satisfies 0 ≤ α
s
1 ≤ · · · ≤ α
s
n ≤ 1.
• Let Aℓ(n) be the quotient of Mℓ(n) defined by the following equivalence: identify a point
of the form αs = (αs1, . . . , α
s
k, 1, . . . , 1), α
s
k < 1, with α˜
s = (0, . . . , 0, α˜sn−k+1, . . . , α˜
s
n), where
α˜sn−k+i = α
s
i , i = 1, . . . , k.
• Let Aℓ(n) ⊂ Aℓ(n) be the open subset where all inequalities are strict: 0 < α
s
1 < · · · <
αsn < 1, for each s.
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For each a ∈ Aℓ(n) we define the index as follows: choose the representative of a where 0 ≤ α
s
1 ≤
· · · ≤ αsn < 1, for each s, and set
(2) I(a) =
ℓ∑
s=1
n∑
j=1
αsj .
We define A
Z
ℓ (n) = {a ∈ Aℓ(n) : I(a) is an integer }, A
Z
ℓ (n) = Aℓ(n) ∩A
Z
ℓ (n).
Definition 2.1. For a nonnegative integer I, define the open M-plane by
PI,ℓ(n) = {a ∈ A
Z
ℓ (n) : I(a) = I} .
The closure PI,ℓ(n) of PI,ℓ in A
Z
ℓ (n) will be called the closed M-plane. Finally, let
P
∗
I,ℓ(n) = {a ∈ PI,ℓ : I(a) = I} .
Observe that PI,ℓ(n) is a closed connected cell. Notice also that the closed M -planes are not
disjoint, whereas of course P
∗
I,ℓ(n) ∩ P
∗
J,ℓ(n) = ∅ if I 6= J . We therefore have a disjoint union
A
Z
ℓ (n) =
⋃
0≤I≤nℓ−1
P
∗
I,ℓ(n) .
For each s choose a partition ms of {1, . . . , n}, i.e. a set of integers 0 = ms0 < m
s
1 < · · · < m
s
ls
= n.
Here, ls is the length of the partition. Specifying ls numbers 0 ≤ αˆ
s
1 < . . . < αˆ
s
ls
< 1 along with a
partition of length ls uniquely determines a point in a = (α
s
j) ∈ Aℓ(n), where α
s
i = αˆ
s
j for m
s
j−1 <
i ≤ msj . Conversely, given a point a ∈ Aℓ(n) with the distinct entries 0 ≤ αˆ
s
1 < . . . < αˆ
s
ls
< 1, a
partition of length ls is determined by the multiplicities µ
s
j = m
s
j −m
s
j−1 of the αˆ
s
j . We shall say
that αs has the multiplicity structure of ms.
Let m = (m1, . . . ,mℓ) be a choice of ℓ partitions. In addition, choose a (possibly empty subset)
z ⊂ {1, . . . , ℓ} of cardinality |z|. This data leads to the following refinement of the M -plane.
PI,ℓ(n,m, z) =
{
a = (αsj) ∈ P
∗
I,ℓ(n) : α
s has multiplicity structure ms for all s ,
and αˆs1 = 0 if and only if s ∈ z
}
;
PI,ℓ(n,m, z) = the closure of PI,ℓ(n,m, z) in A
Z
ℓ (n) ;
P
∗
I,ℓ(n,m, z) = PI,ℓ(n,m, z) ∩ P
∗
I,ℓ(n) .
Next, notice that there is a natural partial ordering on multiplicities: if p = (p1, . . . , pℓ) and
m = (m1, . . . ,mℓ), we say that p ≤ m if for each s = 1, . . . , ℓ the partition ps is a subset of ms. We
then have a stratification by the cells PI,ℓ(n,m, z) in the sense that
P
∗
I,ℓ(n,m, z) =
⋃
p≤m, z⊂z˜⊂{1,...,ℓ}
PI,ℓ(n, p, z˜) .
In particular,
P
∗
I,ℓ(n) =
⋃
m , z⊂{1,...,ℓ}
PI,ℓ(n,m, z)
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There is a similar, though slightly more complicated, stratification of PI,ℓ(n,m, z) which involves
strata of lower index. To describe this, consider the limit a¯ in A
Z
ℓ (n) of points in PI,ℓ(n,m, z) where
αˆs0ls0
→ 1, for some s0 ∈ {1, . . . , ℓ}, but the αˆ
s
ls
remain bounded away from 1 for s 6= s0. From the
defining equivalence Mℓ(n)→ Aℓ(n) and the convention (2) for the index, it follows that
I = I(a¯) = I − (n−ms0ls0−1
) < I .
Furthermore, we may define a new collection of partitions m¯, m¯s(l¯s) = m
s(ls) for s 6= s0, and
if s0 ∈ z , then

m¯s0i = m
s0
i + (n−m
s0
ls0−1
) , 1 ≤ i ≤ ls0 − 1 ,
l¯s0 = ls0 − 1 ,
z¯ = z ;
if s0 6∈ z , then

m¯s01 = n−m
s0
ls0−1
,
m¯s0i+1 = m
s0
i + (n−m
s0
ls0−1
) , 1 ≤ i ≤ ls0 − 1 ,
l¯s0 = ls0 ,
z¯ = z ∪ {s0} .
With these definitions, it is clear that a¯ ∈ PI,ℓ(n, m¯, z¯). A stratification of PI,ℓ(n,m, z) is then
obtained by adding, in addition to sets of the form PI,ℓ(n, p, z˜), all sets PI,ℓ(n, m¯, z¯) derived from
these strata in the manner described above.
2.2. Inequalities for unitary representations. Let Γℓ be as in (1), and fix an integer n ≥ 1.
We will denote the U(n)-representation variety of Γℓ by
Hom(Γℓ, U(n)) = {homomorphisms ρ : Γℓ → U(n)} .
We denote the subspaces of irreducible and reducible homomorphisms by Homirr.(Γℓ, U(n)) and
Homred.(Γℓ, U(n)), respectively. The group U(n) acts on Hom(Γℓ, U(n)) (say, on the left) by
conjugation. We define the moduli space of representations to be the quotient
Rep(Γℓ, U(n)) = U(n)
∖
Hom(Γℓ, U(n)) .
Following the notation for homomorphisms, subsets of equivalence classes of irreducible and re-
ducible homomorphisms are denoted by Repirr.(Γℓ, U(n)) and Rep
red.(Γℓ, U(n)), respectively. With
the presentation of Γℓ given in (1), to each [ρ] ∈ Rep(Γℓ, U(n)) we associate conjugacy classes
ρ(γ1), . . . , ρ(γℓ). In this section, we give a brief description of which collections of ℓ conjugacy
classes are realized by unitary representations in this way.
Given A ∈ U(n), we may express its eigenvalues as (exp(2πiα1), . . . , exp(2πiαn)), with 0 ≤ α1 ≤
· · · ≤ αn < 1, and this expression is unique. We will therefore write: spec(A) = α = (α1, . . . , αn).
The spectrum determines and is determined uniquely by the conjugacy class of A. If A1, . . . , Aℓ ∈
U(n), A1 · · ·Aℓ = I, and spec(As) = α
s, then by taking determinants we see that the index I(αsj)
defined in (2) is an integer. As in the introduction, we may recast this in terms of representations.
For ρ ∈ Hom(Γℓ, U(n)), we set As = ρ(γs), and there is a well-defined integer I = I(ρ) associated
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to ρ. Clearly, I(ρ) depends only on the conjugacy class of the representation, so it is actually
well-defined for [ρ] ∈ Rep(Γℓ, U(n)).
Definition 2.2. Given ρ ∈ Hom(Γℓ, U(n)), the integer I(ρ) is called the index of the representation.
We define the spectral projection
π : Hom(Γℓ, U(n)) −→ A
Z
ℓ (n) : ρ 7−→ [spec(ρ(γ1)), . . . , spec(ρ(γℓ))] .
Then π factors through a map (also denoted π) on Rep(Γℓ, U(n)). We denote the fibers of π over
a ∈ A
Z
ℓ (n) by
Homa(Γℓ, U(n)) = π
−1(a) ⊂ Hom(Γℓ, U(n))
Repa(Γℓ, U(n)) = π
−1(a) ⊂ Rep(Γℓ, U(n)) .
The image of π is our main focus in this section.
Definition 2.3. Let U
∗
I,ℓ(n) = π(Hom(Γℓ, U(n))) ∩ P
∗
I,ℓ(n). For each collection of multiplicities
m = (ms) and subsets z ⊂ {1, . . . , ℓ}, we set
UI,ℓ(n,m, z) = U
∗
I,ℓ(n) ∩ PI,ℓ(n,m, z) .
Definition 2.4. Denote the interior points of UI,ℓ(n,m, z) in PI,ℓ(n,m, z) by
◦
UI,ℓ(n,m, z). A
stratum PI,ℓ(n,m, z) is called nondegenerate if either
UI,ℓ(n,m, z) = ∅ ,
or
◦
UI,ℓ(n,m, z) 6= ∅ .
The regions UI,ℓ(n,m, z) have the following simple description (cf. [Bi2, Theorem 3.2] and [Be,
AW, K]).
Theorem 2.1. There is a finite collection ΦI,ℓ(n) of affine linear functions of the {α
s
j} such that
U
∗
I,ℓ(n) =
{
a ∈ P
∗
I,ℓ(n) : φ(a) ≤ 0 for all φ ∈ ΦI,ℓ(n)
}
.
Moreover, the sets ΦI,ℓ(n), as I varies, are compatible with the stratification described in the pre-
vious section.
Definition 2.5. For each φ ∈ ΦI,ℓ(n) we define the outer wall associated to φ by
Wφ = {a ∈ PI,ℓ(n,m, z) : φ(a) = 0 } .
We denote the union of all outer walls by
WI,ℓ(n,m, z) =
⋃
φ∈ΦI,ℓ(n)
Wφ .
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It follows that UI,ℓ(n,m, z) is the closure in PI,ℓ(n,m, z) of a convex connected component of
PI,ℓ(n,m, z)\WI,ℓ(n,m, z). The representations with π(ρ) ∈WI,ℓ(n,m, z) are reducible (see Propo-
sition 2.1). Indeed, the functions φ defining the walls are all of the following type. Fix an integer
1 ≤ k < n. Choose ℘(k) = (℘
1
(k), . . . , ℘
ℓ
(k)), where for each s = 1, . . . , ℓ, ℘
s
(k) is a subset of {1, . . . , n}
of cardinality k. We define a relative index by
(3) I(a, ℘(k)) =
ℓ∑
s=1
∑
αsj∈℘
s
(k)
αsj .
Notice that for a ∈ U
∗
I,ℓ(n) the value of I(a, ℘(k)) may a priori be any real number less than I.
Suppose ρ ∈ HomI(Γℓ, U(n)) is reducible. Hence, there is a reduction ρ : Γℓ → U(k) × U(n − k)
for some 1 ≤ k < n. The set of eigenvectors of ρ(γs) lying in the U(k) factor gives a collection of
subsets ℘s(k). Moreover, it follows, again by taking determinants that the relative index I(π(ρ), ℘(k))
is equal to some integer K, 0 ≤ K ≤ I. We will say that the reducible representation is compatible
with (K,℘(k)) if the pair (K,℘(k)) arises from some reduction of ρ. The functions φ ∈ ΦI,ℓ(n) are
all of the form φ(a) = I(a, ℘(k))−K, for various choices of partitions ℘(k) and integers K.
It is not necessarily the case, however, that every reducible ρ projects via π to an outer wall.
Nevertheless, we see that there is still a hyperplane associated to any reducible. This motivates the
following
Definition 2.6. Let ΨI,ℓ(n) be the finite collection of affine linear functions of the form ψ(a) =
I(a, ℘(k)) − K, for partitions ℘(k) and positive integers K, such that there is some reducible ρ
compatible with (K,℘(k)) for which π(ρ) ∈
◦
UI,ℓ(n,m, z), for some m, z. For ψ ∈ ΨI,ℓ(n) we define
the inner wall associated to ψ by
Vψ = {a ∈ PI,ℓ(n,m, z) : ψ(a) = 0 } .
We denote the union of all inner walls by
VI,ℓ(n,m, z) =
⋃
ψ∈ΨI,ℓ(n)
Vψ .
Hence, the distinction between the two types of walls is that there are points of UI,ℓ(n,m, z) on
either side of an inner wall, whereas UI,ℓ(n,m, z) lies on only one side of each outer wall.
The precise determination of the functions in ΦI,ℓ(n) is quite involved. In Section 6, we give the
result for ΦI,3(2) and ΦI,3(3). One way to view the origin of these conditions is via the notion
of stable and semistable parabolic structures on holomorphic vector bundles over CP 1. We will
require very few details of this theory; the interested reader may consult the references cited above.
The following two results are consequences of this holomorphic description. First, we have
Proposition 2.1. Let ρ ∈ HomI(Γℓ, U(n)) with π(ρ) ∈ PI,ℓ(n,m, z).
(1) If π(ρ) ∈WI,ℓ(n,m, z), then ρ is reducible.
(2) If ρ is reducible, then π(ρ) ∈WI,ℓ(n,m, z) ∪ VI,ℓ(n,m, z).
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(3) If π(ρ) ∈
◦
UI,ℓ(n,m, z), there is an irreducible representation ρ˜ with π(ρ˜) = a.
Proof. Part (1) follows from the fact that an irreducible representation corresponds to a stable
parabolic structure. And if a parabolic structure is stable for a given set of weights, it is also stable
for a sufficiently small neighborhood of weights (an alternative, purely representation theoretic
proof of this follows from the arguments in Section 4 below). Part (2) is by definition. Part (3) is
immediate from [Bi2, Theorem 3.23], since if the strict inequalities are satisfied there exists a stable
parabolic structure. Stable structures, as mentioned, correspond to irreducible representations. ✷
Next, we give sharp bounds on the index.
Theorem 2.2. For any representation ρ : Γℓ → U(n) we have
n−N0(ρ) ≤ I(ρ) ≤ n(ℓ− 1) +N0(ρ)−N1(ρ) ,
where N0(ρ) is the number of trivial representations appearing in the decomposition of ρ into irre-
ducibles, and N1(ρ) is the total multiplicity of the eigenvalue 0 among α
s = ρ(γs) for all s = 1, . . . , ℓ.
Moreover, these bounds are sharp.
Proof. The case n = 1 is straightforward. For n ≥ 2, we first show that I(ρ) ≥ n − N0(ρ).
Since both sides of this inequality are additive on reducibles, an inequality I(ρ) ≥ n for irreducible
representations proves the result in general by induction. Hence, suppose ρ : Γℓ → U(n) is an
irreducible representation with π(ρ) = (αsj) and I(ρ) < n. Associated to ρ is a stable parabolic
bundle on CP 1 with weights (αˆsj) whose underlying holomorphic bundle E has degree −I(ρ) (cf.
[MS]). By the well-known theorem of Grothendieck, E → CP 1 is holomorphically split into a sum
of line bundles: E = O(d1) ⊕ · · · ⊕ O(dn), where O(d) denotes the (unique up to isomorphism)
holomorphic line bundle of degree d on CP 1. By assumption
∑n
j=1 dj = degE = −I(ρ) > −n.
Hence, there is some dj ≥ 0. But then E contains a subbundle O(dj) with nonnegative parabolic
degree. This contradicts parabolic stability, and hence also the assumption I(ρ) < n. Thus, the
inequality I(ρ) ≥ n for irreducibles holds. Next, notice that to any representation ρ : Γℓ → U(n) we
may associate a dual representation ρ∗ : Γℓ → U(n) defined by: ρ
∗(γs) = ρ(γℓ+1−s)
−1, s = 1, . . . , ℓ.
Using the convention (2) it follows that I(ρ∗) = nℓ − I(ρ) − N1(ρ), where N1(ρ) is defined in
the statement of the theorem. Combining this with the previous result I(ρ) ≥ n, we see that
I(ρ) ≤ n(ℓ− 1)−N1(ρ), for ρ irreducible. This argument generalizes to the case where ρ contains
trivial factors as well. This completes the proof of the inequality. To prove that the bounds are
sharp we need only remark that both sides of the inequalities are additive on reducibles and that
the bounds are evidently sharp for the case n = 1. ✷
In Section 3, we will indicate a “Lagrangian” proof of this result for the case ℓ = 3 (see Proposition
3.2). We conclude this section with one more
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Definition 2.7. A connected component of
UI,ℓ(n,m, z) \ {WI,ℓ(n,m, z) ∪ VI,ℓ(n,m, z)}
will be called a chamber.
Remark 2.1. (1) From the description given above the chambers of PI,ℓ(n,m, z) are convex
subsets and their boundaries are unions of convex subsets in the intersections of the inner
and outer walls.
(2) By Proposition 2.1 (2), if π(ρ) is in a chamber then ρ is irreducible.
3. Lagrangian Representations
3.1. Linear algebra of Lagrangians in Cn. We denote by Λ(n) the (n/2)(n + 1)-dimensional
manifold of subspaces of Cn that are Lagrangian with respect to the standard hermitian structure.
Fixing a preferred Lagrangian L0 = R
n ⊂ Cn, we observe that Λ(n) = U(n)/O(n), where the
orthogonal group O(n) ⊂ U(n) is the stabilizer of L0 for the action L0 7→ gL0. Define the involution
σ0(z) → z¯. Then to each Lagrangian L = gL0 = [g] ∈ Λ(n) one associates a canonical skew-
symplectic complex anti-linear involution σL : C
n → Cn given by σL = gσ0g
−1, whose set of fixed
points is precisely the Lagrangian L. We will set OL = the stabilizer of L, with Lie algebra oL.
Note that OL is simply the conjugate of O(n) by g. Let u(n) denote the Lie algebra of U(n) with
the Ad-invariant inner product 〈X,Y 〉 = −Tr(XY ). We have the following useful
Lemma 3.1. For a Lagrangian L: AdσL
∣∣
oL
= I, and AdσL
∣∣
o⊥
L
= −I.
Proof. For X ∈ u(n), AdσL(X) is by definition the derivative at t = 0 of the curve σLe
tXσL ∈
U(n). In the case L = Rn, σL is just complex conjugation, and then AdσL X = X¯. Using the
orthogonal decomposition u(n) = iRn ⊕ o(n)⊕ s(n), into diagonal, real orthogonal and symmetric
skew-hermitian matrices, the result follows immediately. ✷
For g ∈ U(n), let Z(g) denote the centralizer of g with Lie algebra z(g). The relationship between
the stabilizers of a pair of Lagrangians is given precisely by the following
Proposition 3.1. Let L1, L2 be two Lagrangian subspaces with stabilizers O1, O2, and let g = σ1σ2
be the composition of the corresponding Lagrangian involutions. Let o1, o2 denote the Lie algebras
of O1 and O2. Then
(1) O1 ∩O2 ⊂ Z(g);
(2) There is an orthogonal decomposition z(g) = (o1 + o2)
⊥ ⊕ (o1 ∩ o2);
(3) 2 dim(o1 ∩ o2) = dim z(g)− n.
Proof. Observe first that z(g) = Ker(I − Adg) = Ker(I − Adσ1σ2). Using Lemma 3.1, we
obtain: (o1 + o2)
⊥ ⊕ (o1 ∩ o2) ⊂ z(g). Let P denote the orthogonal projection to o1 ∩ o2, and let
P1 = (1/2)(I + Adσ1) and P2 = (1/2)(I + Adσ2) denote the projections to o1 and o2, respectively.
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If X ∈ z(g), then Adσ1 X = Adσ2 X, which implies P1X = P2X. Hence, P
∣∣
z(g)
= P1
∣∣
z(g)
= P2
∣∣
z(g)
.
In particular, if X ∈ z(g) ∩ (o1 ∩ o2)
⊥, then P1X = P2X = 0, and X ∈ (o1 + o2)
⊥. This proves (2).
Finally, (3) follows from (2). ✷
Corollary 3.1. If g = σ1σ2 is regular (i.e. z(g) is isomorphic to iR
n), then
(1) O1 ∩O2 = {I},
(2) O1 ∩ Z(g) = O2 ∩ Z(g) = {I}.
That is: u(n) = iRn ⊕ o1 ⊕ o2 (not necessarily orthogonal).
Definition 3.1. We define three maps:
τ1 : Λ(n) −→ U(n) : L 7−→ σLσ0 ;
τ2 : Λ
2(n) −→ U(n) : (L1, L2) 7−→ σL1σL2 ;
τ3 : Λ
3(n) −→ U2(n) : (L1, L2, L3) 7−→ (τ2(L1, L2), τ2(L2, L3)) .
Lemma 3.2. We have the following:
(1) τ1([g]) = gg
T ;
(2) τ2(L1, L2) = τ1(L1)τ1(L2), and τ2(L,L) = I;
(3) τ2(L1, L3) = τ2(L1, L2)τ2(L2, L3).
We prove some elementary facts about each of these maps. Let S(n) denote the space of symmetric
n× n complex matrices.
Proposition 3.2. The map τ1 : Λ(n)→ U(n) is an embedding with image U(n) ∩ S(n).
Proof. The fact that the image consists of symmetric matrices is the statement Lemma 3.2 (1).
We prove that τ1 is injective. If τ1([g]) = τ1([h]), then: gg
T = hhT ; hence h−1g ∈ U(n) ∩O(n,C).
But U(n) ∩ O(n,C) = O(n), so we conclude that g ∈ hO(n), and [g] = [h]. To prove τ1 is
an embedding we compute its derivative. Any variation of L is determined up to first order by a
variation of the involution σL of the form σL(t) = e
tXσLe
−tX , where X ∈ u(n). Then: σ˙L = [X,σL],
so σ˙LσL ∈ Im(I − AdσL). In particular, σ˙LσL = 0 ⇐⇒ X ∈ oL ⇐⇒ L(t) ≡ L. With this
understood, we have τ˙1(L)τ
−1
1 (L) = (σ˙Lσ0)(σ0σL) = σ˙LσL. Hence, by the discussion above, τ1
is an immersion. One may show that the image is all of S(n) either by noticing that dimensions
agree, or directly using the following result, whose proof is straightforward.
Lemma 3.3. If g ∈ U(n) ∩ S(n) there is h ∈ O(n) such that hgh−1 is diagonal.
Now take g and h as in the lemma. Clearly, there exists k ∈ U(n) such that kkT = hgh−1. Then:
τ1(hk) = g. ✷
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Proposition 3.3. τ2 : Λ
2(n) → U(n) is surjective and is equivariant with respect to the diagonal
action on the domain and the conjugation action in the target. Over the regular elements of U(n)
( i.e. those whose eigenvalues have multiplicity one) τ2 is a fibration with fiber the torus T
n. The
general fiber is: τ−12 (g) = Z(g) ∩ S(n), where Z(g) is the centralizer of g.
Proof. Equivariance is an easy computation. As a consequence, it suffices to prove the remaining
statements for a diagonal g ∈ U(n). For such a g we can solve g = τ2([g1], [g2]), and we may even
assume g1 and g2 are diagonal. Let g = h1h2 with h1 = τ1([g1]) and h2 = τ1([g2]). Since h2 is
determined by h1 and τ1 is an embedding, it suffices to find all possible h1. Note that since g is
diagonal and h1, h2 are symmetric, h1, h2 ∈ Z(g) ∩ S(n). Conversely, if h1 ∈ Z(g) ∩ S(n), then by
Proposition 3.2, h1 ∈ Im(τ1). Since h2 = h
−1
1 g, we obtain h
T
2 = g
T (h−11 )
T = gh−11 = h
−1
1 g = h2.
We conclude that h2 is also symmetric, and hence h2 ∈ Im(τ1). Thus, τ
−1
2 (g) is diffeomorphic to
Z(g) ∩ S(n). ✷
Note that Z(g) ∩ S(n) = S(n1) ∩ U(n1) × · · · × S(nk) ∩ U(nk), where ni, for 1 ≤ i ≤ k, are the
multiplicities of the eigenvalues of g. Finally, we determine the image of τ3.
Definition 3.2. A pair k1, k2 ∈ U(n) is said to be symmetrizable if there is g ∈ U(n) such that
both gk1g
−1, gk2g
−1 ∈ S(n). The set of symmetrizable pairs will be denoted by Sym2(n).
Proposition 3.4. The image of τ3 is precisely the set of symmetrizable pairs: Sym2(n) ⊂ U
2(n).
Proof. Clearly if τ3([g1], [g2], [g3]) = (h1, h2), then τ3([g
−1
2 g1], L0, [g
−1
2 g3]) = (g
−1
2 h1g2, g
−1
2 h2g2).
But g−12 h1g2 = τ2([g
−1
2 g1], L0) = τ1([g
−1
2 g1]) and g
−1
2 h2g2 = τ2(L0, [g
−1
2 g3]) = τ1([g
−1
2 g3]) which are
symmetric. Therefore (h1, h2) ∈ Sym2(n). Conversely, suppose (h1, h2) ∈ Sym2(n), and let g be a
matrix such that gh1g
−1, gh2g
−1 ∈ S(n). We can solve
τ2([g1], L0) = τ1([g1]) = gh1g
−1 ; τ2(L0, [g2]) = τ1([g2]) = gh2g
−1 .
Then τ3([g1], L0, [g2]) = (gh1g
−1, gh2g
−1). Since τ3 is equivariant, acting by g
−1 gives the result. ✷
3.2. The space of Lagrangian representations. We now define the main object of study in
this paper. Fix an integer ℓ ≥ 3. Given the presentation (1), a representation ρ ∈ Hom(Γℓ, U(n))
is equivalent to a choice of ℓ matrices whose product is the identity. By Lemma 3.2 (2) and (3), we
therefore have a map
ϕ˜ : Λℓ(n) −→ Hom(Γℓ, U(n)) ;(4)
(L1, . . . , Lℓ) 7−→ (τ2(L1, L2), τ2(L2, L3), . . . , τ2(Lℓ, L1)) .
U(n) acts diagonally on the left of Λℓ(n), and by Proposition 3.3, ϕ˜ is equivariant with respect
to this action and the left action by conjugation of U(n) on Hom(Γℓ, U(n)). Hence, we have an
induced map
ϕ : U(n)\Λℓ(n) −→ Rep(Γℓ, U(n)) .
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Given λ = (L1, . . . , Lℓ) ∈ Λ
ℓ(n), let Z(λ) = OL1 ∩ · · · ∩ OLs ⊂ U(n) denote the stabilizer, and
let z(λ) be its Lie algebra. Similarly, for ρ ∈ Hom(Γℓ, U(n)), let Z(ρ) denote its stabilizer with Lie
algebra z(ρ). Because of the equivariance of ϕ˜, Z(λ) ⊂ Z(ρ), where ρ = ϕ˜(λ), but the two groups
are not equal. For example, the center U(1) is always in Z(ρ) but never in Z(λ). The precise
relationship is given by the following
Lemma 3.4. Given λ ∈ Λℓ(n), then Ker(Dϕ˜λ) ⊂ u(n), where u(n)→ TλΛ
ℓ(n) via the U(n) action.
If ρ = ϕ˜(λ), then z(ρ) = Ker(Dϕ˜λ)⊕ z(λ).
Proof. Let σs = σLs , with σℓ+1 = σ1. Then: ϕ˜(λ) = (γ1, . . . , γℓ), where γs = σsσs+1 (see
Definition 3.1 and (4)). Let λ˙ be a tangent vector to Λℓ(n) at λ. Expressing the components of the
image Dϕ˜λ(λ˙) = (X1, . . . ,Xs) as elements of u(n), we have: Xs = γ˙sγ
−1
s . Hence,
(5) Xs = (σ˙sσs+1 + σsσ˙s+1)σs+1σs = σ˙sσs + σsσ˙s+1σs+1σs .
Since σs is an involution, we conclude from the equation above that λ˙ ∈ Ker(Dϕ˜λ) if and only if
σsσ˙s = σs+1σ˙s+1, for all s = 1, . . . , ℓ. As in the proof of Proposition 3.2, σsσ˙s ∈ Im(I − Adσs). If
we let Os denote the stabilizer of the Lagrangian corresponding to σs, and if os is the Lie algebra
of Os, then the kernel of Dϕ˜λ is determined by an element in
Im(I−Adσ1) ∩ · · · ∩ Im(I−Adσℓ) = o
⊥
1 ∩ · · · ∩ o
⊥
ℓ = (o1 + · · ·+ oℓ)
⊥
= (o1 + o2 + o2 + o3 + · · ·+ oℓ−1 + oℓ)
⊥
= (o1 + o2)
⊥ ∩ · · · ∩ (oℓ−1 + oℓ)
⊥ .
By Proposition 3.1 (2) (os + os+1)
⊥ ⊂ z(γs). Since
z(ρ) = z(γ1) ∩ · · · ∩ z(γℓ−1) = (o1 ∩ · · · ∩ oℓ)⊕ (o1 + o2)
⊥ ∩ · · · ∩ (oℓ−1 + oℓ)
⊥ ,
and z(λ) = o1 ∩ · · · ∩ oℓ, the result follows. ✷
We take the opportunity to point out a fact about the image of Dϕ˜λ.
Lemma 3.5. Let (X1, . . . ,Xℓ) ∈ Im(Dϕ˜λ), with λ as above. Then: Xs ∈ (os ∩ os+1)
⊥ for each
s = 1, . . . , ℓ.
Proof. From Lemma 3.1 and the proof of Lemma 3.4, we have
σ˙sσs ∈ Im(I−Adσs) = o
⊥
s , σ˙s+1σs+1 ∈ Im(I−Adσs+1) = o
⊥
s+1 .
Now if Z ∈ os ∩ os+1, then by (5) and Lemma 3.1 again,
〈Z,Xs〉 = 〈Z,Adσs(σ˙s+1σs+1)〉 = 〈Adσs Z, σ˙s+1σs+1〉 = 〈Z, σ˙s+1σs+1〉 = 0 .
✷
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Definition 3.3. A representation ρ ∈ Hom(Γℓ, U(n)) is called a Lagrangian representation if it is
in the image of ϕ˜. We denote the space of Lagrangian representations by
LHom(Γℓ, U(n)) = Im(ϕ˜) ⊂ Hom(Γℓ, U(n)) .
Similarly, the image of ϕ is the moduli space of Lagrangian representations.
LRep(Γℓ, U(n)) = Im(ϕ) ⊂ Rep(Γℓ, U(n)) .
We also set
LHoma(Γℓ, U(n)) = LHom(Γℓ, U(n)) ∩Homa(Γℓ, U(n)) ;
LRepa(Γℓ, U(n)) = LRep(Γℓ, U(n)) ∩ Repa(Γℓ, U(n)) .
From general considerations of group actions, Repirr.(Γℓ, U(n)) is a smooth (open) manifold,
since the isotropy Z(ρ) of an irreducible representation ρ is just the center of U(n). Let: Λnirr.(n) =
ϕ˜−1(Homirr.(Γℓ, U(n)). Then for Lagrangian representations we have the following
Proposition 3.5. (1) For λ ∈ Λℓ(n) and ρ = ϕ˜(λ), the fiber ϕ˜−1(ρ) ≃ Z(ρ)/Z(λ). In particu-
lar, LHomirr.(Γℓ, U(n)) is an embedded submanifold of dimension
dim
(
LHomirr.(Γℓ, U(n))
)
=
(ℓ− 1)
2
n2 +
ℓ
2
n− 1 ,
and: ϕ˜ : Λℓirr.(n)→ LHom
irr.(Γℓ, U(n)) is a circle bundle.
(2) U(n) acts freely on Λnirr.(n). Moreover,
ϕ : U(n)\Λℓirr.(n) −→ LRep
irr.(Γℓ, U(n)) ⊂ Rep
irr.(Γℓ, U(n))
is an embedding with
dim
(
LRepirr.(Γℓ, U(n))
)
=
(ℓ− 2)
2
n2 +
ℓ
2
n .
Proof. We determine the fiber of ϕ˜. Suppose ρ = ϕ˜(λ) = ϕ˜(λ′), where λ = (L1, . . . , Lℓ) and
λ′ = (L′1, . . . , L
′
ℓ). By Propositions 3.2 and 3.3, L
′
1 = hL1 and L
′
2 = hL2 for h ∈ Z(ρ(γ1)) ∩ S(n).
Applying the result to each pair Ls, Ls+1, we see that in fact h ∈ Z(ρ(γ1))∩· · ·∩Z(ρ(γℓ−1))∩S(n).
In particular, h ∈ Z(ρ). Conversely, by equivariance, Z(ρ) acts on the fiber of ϕ˜ with Z(λ). The
remaining statements follow from Lemma 3.4. ✷
We will denote the restriction of the spectral projection to the Lagrangian representations also
by π : LHom(Γℓ, U(n))→ A
Z
ℓ (n). By analogy with Definition 2.3, we have
Definition 3.4. Let L
∗
I,ℓ(n) = π(LHom(Γℓ, U(n))) ∩ P
∗
I,ℓ(n). For each collection of multiplicities
m = (ms), and subsets z ⊂ {1, . . . , ℓ}, we set: LI,ℓ(n,m, z) = L
∗
I,ℓ(n) ∩ PI,ℓ(n,m, z).
From the definition we have: L
∗
I,ℓ(n) ⊂ U
∗
I,ℓ(n). The goal of this paper is to prove that in fact
L
∗
I,ℓ(n) = U
∗
I,ℓ(n). Assuming Theorem 1, however, we may now give the
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Proof of Theorem 3. By Theorem 1, the conjugacy classes of A1, . . . , Aℓ may be realized by a
Lagrangian representation. Hence, we may find Bi as in the statement of Theorem 3 such that
Bi = σLiσLi+1 for Lagrangians L1, . . . , Lℓ, where Lℓ+1 = L1. In particular, the pair (Bi, Bi+1) is in
the image of τ3 for each i. The result then follows from Proposition 3.4. ✷
3.3. The symplectic structure. The purpose of this section is to show that the tangent space to
the Lagrangian representations for fixed conjugacy classes is isotropic with respect to the natural
symplectic form. We begin with a brief review of quasi-Hamiltonian reduction. For more details,
see [AMM]. Let (M,ω) be a manifold equipped with a 2-form ω, G a Lie group with Lie algebra g
and G×M →M a Lie group action preserving ω. In order to define a G-valued moment map we
assume the existence of an Ad-invariant inner product 〈 , 〉 on g. Let θR and θL be the right and
left Maurer-Cartan forms on G. That is, for V ∈ TgG, θ
L
g (V ) = g
−1V ∈ g and θRg (V ) = V g
−1 ∈ g
(g−1dg and dgg−1 in matrix groups). Let χ be the bi-invariant closed Cartan 3-form defined by
χ =
1
2
〈
θL, [θL, θL]
〉
=
1
2
〈
θR, [θR, θR]
〉
.
Definition 3.5. A quasi-Hamiltonian G-space (M,G,ω, µ) is a manifold equipped with a 2-form
ω that is invariant under the action of G and an equivariant moment map µ :M → G satisfying
(1) dω = −µ∗χ
(2) ıξ#ω =
1
2〈µ
∗(θL + θR), ξ〉
(3) kerωx = { ξ
#(x) | ξ ∈ ker(I +Adµ(x)) }.
Here, ξ# denotes the vector field on M induced by ξ ∈ g and the action of G. The following
theorem is proved in [AMM].
Theorem 3.1. Let (M,G,ω, µ) be a quasi-Hamiltonian space as above. Let ı : µ−1(I) → M be
the inclusion and p : µ−1(I) → M red. = µ−1(I)/G the projection on the orbit space. Then there
exists a unique symplectic form ωred on the smooth stratum of the reduced space M red such that
p∗ωred = ı∗ω on µ−1(I).
This formulation of symplectic reduction is well-adapted to computations on the representation
space of the free group with fixed conjugacy classes. Let Homa(Γℓ, U(n)) and Repa(Γℓ, U(n)) be
as in Definition 2.2. Then Homa(Γℓ, U(n)) is naturally contained in Ma = C1 × · · ·Cℓ where
{Cs} are the conjugacy class of U(n) prescribed by a. Moreover, Homa(Γℓ, U(n)) = µ
−1(I), where
µ(γ1, · · · , γℓ) = γ1γ2 · · · γℓ ∈ U(n), and Repa(Γℓ, U(n)) = µ
−1(I)/U(n). To describe the form ω, we
require
Definition 3.6. Let (M1, ω1, µ1) and (M2, ω2, µ2) be two quasi-Hamiltonian G-spaces. Then M1×
M2 is also a quasi-Hamiltonian G-space, called the fusion product of M1 and M2. The moment
map is given by µ1µ2 : M1 ×M2 → G, and the 2-form is given by ω = ω1 + ω2 +
〈
µ∗1θ
L ∧ µ∗2θ
R
〉
.
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Explicitly, we have〈
µ∗1θ
L ∧ µ∗1θ
R
〉
((v1, v2), (w1, w2)) =
1
2
(
〈µ∗1θ
L(v1), µ
∗
2θ
R(w2)〉 − 〈µ
∗
1θ
L(w1), µ
∗
2θ
R(v2)〉
)
.
To find the expression of the fusion product for a product conjugacy classes, recall that the funda-
mental vector field corresponding to ξ ∈ g at a point γ is
ξ# = ξγ − γξ = (I−Adγ)ξγ = γ(Adγ−1 −I)ξ .
The 2-form on a conjugacy class C is given by
ωγ(ξ
#, η#) =
1
2
(〈Adγ ξ, η〉 − 〈Adγ η, ξ〉) .
For the product of two conjugacy classes C1 and C2, let µi : Ci → G be the tautological embeddings.
Then
µ∗1θ
L(ξ#1 ) = θ
L(µ1∗ξ
#
1 ) = θ
L(ξ#1 ) = θ
L(γ1(Adγ−11
−I)ξ1)
= γ−11 γ1(Adγ−11
−I)ξ1 = (Adγ−11
−I)ξ1 .
Similarly, µ∗2θ
R(η#2 ) = (I − Adγ2)η2. Using these formulas, the 2-form on the product C1 × C2 of
two conjugacy classes is
ω(γ1,γ2)
(
(ξ#1 , ξ
#
2 ), (η
#
1 , η
#
2 )
)
=
1
2
(〈Adγ1 ξ1, η1〉 − 〈Adγ1 η1, ξ1〉)
+
1
2
(〈Adγ2 ξ2, η2〉 − 〈Adγ2 η2, ξ2〉) +
1
2
〈(I−Adγ1)ξ1,Adγ1(I−Adγ2)η2〉 − {ξ ↔ η}
where ξ ↔ η means that the previous terms are repeated with ξ and η interchanged, keeping the
indices unchanged. In general, for the product C1 × · · · × Cℓ we obtain
ω(γ1,··· ,γℓ)
(
(ξ#1 , · · · , ξ
#
ℓ ), (η
#
1 , · · · , η
#
ℓ )
)
=
=
1
2
{ ℓ∑
s=0
〈Adγs ξs, ηs〉+
ℓ−1∑
t=1
〈
(I −Adγ1)ξ1 +Adγ1(I−Adγ2)ξ2 + · · ·
· · ·+Adγ1···γt−1(I−Adγt)ξt,Adγ1···γt(I −Adγt+1)ηt+1
〉}
− {ξ ↔ η}
=
1
2
{ ℓ∑
s=0
〈Adγs ξs, ηs〉++
∑
0≤s<t≤ℓ−1
〈
Adγ1···γs(I −Adγs+1)ξs+1,Adγ1···γt(I−Adγt+1)ηt+1
〉}
− {ξ ↔ η} .
Proposition 3.6. The product of conjugacy classes of a compact Lie group G, C1 × · · · × Cℓ is a
quasi-Hamiltonian space equipped with the moment map which is the product of the embeddings in
G and the following 2-form:
ω(γ1,··· ,γℓ)
(
(ξ#1 , · · · , ξ
#
ℓ ), (η
#
1 , · · · , η
#
ℓ )
)
=
1
2
{ ℓ∑
s=0
(Adγs ξs, ηs)+
+
∑
0≤s<t≤ℓ−1
(
Adγ1···γs(I −Adγs+1)ξs+1,Adγ1···γt(I −Adγt+1)ηt+1
)}
− {ξ ↔ η} .
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Proposition 3.7. The moduli space of moduli of Lagrangian representations
LRepa(Γℓ, U(n)) ⊂ Repa(Γℓ, U(n))
is isotropic with respect to the symplectic structure defined by Proposition 3.6 and Theorem 3.1.
Proof. Let
Xs = σ˙sσs +Adσs(σ˙s+1σs+1) , Ys = ρ˙sρs +Adσs(ρ˙s+1ρs+1) .
where ρs = σs (see (5)). By the assumption of fixed conjugacy classes, we have
σ˙sσs = ξs −Adσs ξs , ρ˙sρs = ηs −Adσs ηs
σ˙s+1σs+1 = ξs −Adσs+1 ξs , ρ˙s+1ρs+1 = ηs −Adσs+1 ηs .
In particular,
(6) Adσs Xs = σ˙s+1σs+1 − σ˙sσs , Adσs Ys = ρ˙s+1ρs+1 − ρ˙sρs .
It follows that
〈Adγs ξs, ηs〉 = 〈Adσs+1 ξs,Adσs ηs〉 = 〈ξs − σ˙s+1σs+1, ηs − ρ˙sρs〉
= 〈ξs, ηs〉+ 〈σ˙s+1σs+1, ρ˙sρs〉 − 〈ξs, ρ˙sρs〉 − 〈ηs, σ˙s+1σs+1〉 .
Notice that since ρ˙sρs is in the (−1)-eigenspace of Adσs ,
2〈ξs, ρ˙sρs〉 = 〈ξs −Adσs ξs, ρ˙sρs〉 = 〈σ˙sσs, ρ˙sρs〉 .
Similarly, 2〈ηs, σ˙s+1σs+1〉 = 〈ρ˙s+1ρs+1, σ˙s+1σs+1〉. Because of the symmetry upon interchanging σ
and ρ, these terms cancel, and we are left with
(7)
ℓ∑
s=1
〈Adγs ξs, ηs〉 − 〈Adγs ηs, ξs〉 =
ℓ∑
s=1
〈σ˙s+1σs+1, ρ˙sρs〉 − 〈σ˙sσs, ρ˙s+1ρs+1〉 .
For the second term, notice that for a Lagrangian representation γ1 · · · γs = σ1σs+1. Hence,∑
0≤s<t≤ℓ−1
〈Adγ1···γs Xs+1,Adγ1···γt Yt+1〉 =
∑
0≤s<t≤ℓ−1
〈Adσs+1 Xs+1,Adσt+1 Yt+1〉
=
∑
1≤s<t≤ℓ
〈Adσs Xs,Adσt Yt〉 .
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Using (6) (and recalling the convention that ρℓ+1 = ρ1) we have∑
0≤s<t≤ℓ−1
〈Adγ1···γsXs+1,Adγ1···γt Yt+1〉 =
∑
1≤s<t≤ℓ
〈σ˙s+1σs+1 − σ˙sσs, ρ˙t+1ρt+1 − ρ˙tρt〉
=
∑
1≤s≤ℓ−1
〈σ˙s+1σs+1 − σ˙sσs, ρ˙1ρ1 − ρ˙s+1ρs+1〉
=
∑
1≤s≤ℓ−1
〈σ˙sσs, ρ˙s+1ρs+1〉 − 〈σ˙s+1σs+1, ρ˙s+1ρs+1〉+ 〈σ˙s+1σs+1 − σ˙sσs, ρ˙1ρ1〉
= 〈σ˙ℓσℓ − σ˙1σ1, ρ˙1ρ1〉+
∑
1≤s≤ℓ−1
〈σ˙sσs, ρ˙s+1ρs+1〉 − 〈σ˙s+1σs+1, ρ˙s+1ρs+1〉
=
∑
1≤s≤ℓ
〈σ˙sσs, ρ˙s+1ρs+1〉 − 〈σ˙sσs, ρ˙sρs〉
Hence, ∑
0≤s<t≤ℓ−1
〈Adγ1···γs Xs+1,Adγ1···γt Yt+1〉 − 〈Adγ1···γs Ys+1,Adγ1···γt Xt+1〉
=
ℓ∑
s=1
〈σ˙sσs, ρ˙s+1ρs+1〉 − 〈σ˙s+1σs+1, ρ˙sρs〉 .
The proposition now follows by comparing this with (7). ✷
3.4. The Maslov index. In this section, we briefly digress to explain the relationship between
the quantity I(ρ), which we have called the index of a representation, and the usual Maslov index
of a triple of Lagrangians, in the case ρ is a Lagrangian representation. The diagonal action of the
symplectic group acting on triple of Lagrangian subspaces (L1, L2, L3) in C
n has a finite number
of orbits. To classify the orbits, one introduces the notion of an inertia index (or Maslov index ) of
a Lagrangian triple (cf. [KS, p. 486]).
Definition 3.7. The inertia index τ(λ) of a triple λ = (L1, L2, L3) of Lagrangian subspaces of C
n is
the signature of the quadratic form q defined on the 3n (real) dimensional vector space L1⊕L2⊕L3
by: q(x1, x2, x3) = ω(x1, x2) + ω(x2, x3) + ω(x3, x1), where ω is the standard symplectic form on
Cn.
In order to state the symplectic classification of triples of Lagrangians, we need the following data.
For d = (n0, n12, n23, n31, τ) ∈ N
4 × Z, let Cd denote the set of all λ = (L1, L2, L3) satisfying
τ(λ) = τ , dim(L1 ∩ L2 ∩ L3) = n0, and dim(Lj ∩ Lk) = njk. For the following result, see [KS, p.
493].
Proposition 3.8. Cd is non-empty if and only if d = (n0, n12, n23, n31, τ) satisfies the conditions
(1) 0 ≤ n0 ≤ n12, n23, n31 ≤ n.
(2) n12 + n23 + n31 ≤ n+ 2n0.
(3) |τ | ≤ n+ 2n0 − (n12 + n23 + n31).
18 FALBEL AND WENTWORTH
(4) τ ≡ n− (n12 + n23 + n31) mod 2Z.
If λ and λ′ are two triples of Lagrangian subspaces of Cn, there exists a symplectic map ψ ∈ Sp(Cn)
such that ψ(L1) = L
′
1, ψ(L2) = L
′
2 and ψ(L3) = L
′
3, if and only if n0 = n
′
0, n12 = n
′
12, n23 = n
′
23,
n31 = n
′
31 and τ = τ
′.
Using this classification one may show
Proposition 3.9 ([FMS, Theorem 4.4]). Let λ = (L1, L2, L3), ρ = ϕ˜(λ), and njk = dim(Lj ∩Lk).
Then
τ(λ) = 3n− 2I(ρ)− (n12 + n23 + n31) .
This relationship between τ and I gives an alternative proof of Theorem 2.2 for the case ℓ = 3
(and assuming Theorem 1).
Corollary 3.2. Let λ be a triple of Lagrangian subspaces of Cn, ρ = ϕ˜(λ). Then
n−N0(ρ) ≤ I(ρ) ≤ 2n+N0(ρ)−N1(ρ) .
Proof. This follows from Propositions 3.8 and 3.9, and the fact that N0(ρ) = n0, and N1(ρ) =
n12 + n23 + n31. ✷
The Maslov index generalizes to multiple Lagrangians as follows. Let L1, . . . , Lℓ, ℓ ≥ 3, be a
collection of Lagrangian subspaces in Cn. We define
τ(L1, . . . , Lℓ) = τ(L1, L2, L3) + τ(L1, L3, L4) + · · ·+ τ(L1, Lℓ−1, Lℓ) .
For the next result, set I(L1, . . . , Lℓ) = I(ϕ˜(L1, . . . , Lℓ)).
Proposition 3.10. Let L1, . . . , Lℓ, ℓ ≥ 4, be a collection of Lagrangian subspaces in C
n. Write
n1i = dim(L1 ∩ Li), then
I(L1, . . . , Lℓ) = I(L1, L2, L3) + I(L1, L3, L4) + · · · + I(L1, Lℓ−1, Lℓ)−
ℓ−1∑
i=3
(n− n1i) .
Proof. Observe that if spec(σL1σL3) = (0, . . . , 0, αn13+1, . . . , αn) then
spec(σL3σL1) = (0, . . . , 0, 1 − αn, . . . , 1− αn13+1) .
Summing all the angles in both spectra gives us: n− n13. This implies that
I(L1, L2, L3, L4) = I(L1, L2, L3) + I(L1, L3, L4)− (n− n13) .
The general case follows by induction. ✷
A relationship between τ and I still exists. Indeed, this follows directly from the previous result
and Proposition 3.9.
Proposition 3.11. For ℓ ≥ 3, τ(L1, . . . , Lℓ) = nℓ− 2I(L1, . . . , Lℓ)− (n12 + n23 + · · ·+ nℓ1).
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It is not immediately clear how to prove the analogue of Proposition 3.8 for ℓ ≥ 4, since the
invariants no longer necessarily classify ℓ-tuples of Lagrangians. On the other hand, we can use
Theorem 2.2, along with Proposition 3.11, to prove bounds on the generalized Maslov index.
Theorem 3.2. For any ℓ-tuple of Lagrangians,
|τ(L1, . . . , Lℓ)| ≤ n(ℓ− 2) + 2n0 − (n12 + n23 + · · · + nℓ1) .
4. Deformations of Unitary and Lagrangian Representations
4.1. The deformation space. For an algebraic group G and a finitely presented group Γ, let
Hom(Γ, G) be the space homomorphisms of Γ into G. If Γ has generators {γ1, . . . , γℓ}, then
Hom(Γ, G) is given the structure of an algebraic variety as the common locus of inverse images
of the identity in Gℓ for a finite number of functions ri : G
ℓ → G. The tangent space to Gℓ is
identified with gℓ, where g is the Lie algebra of G, by right invariant vector fields. If ρt is a path of
representations, ρ0 = ρ, then differentiating ρt on a word γi1 · · · γim , and usingXk = ρ˙0(γik)ρ
−1
0 (γik),
we obtain the cocycle relation
X1 +Adρ(γi1 )X2 + · · ·+Adρ(γi1 ···γim−1 )Xm = 0.
This formula implies the following observation of Weil [W].
Proposition 4.1. The Zariski tangent space TρHom(Γ, G) is isomorphic to Z
1(Γ, g).
In order to analyze deformations fixing conjugacy classes we compute the derivative of the curve
t→ AdetX ρ(γ) to obtain {X − Adρ(γ)X}ρ(γ). Identifying this with X − Adρ(γ)X ∈ g, we obtain
a boundary in the group cohomology.
We apply these general considerations to the case of U(n) representations of the free groups
Γ = Γℓ with presentation as in (1). Hom(Γℓ, U(n)) is a smooth manifold of dimension (ℓ − 1)n
2,
with tangent space at a representation ρ given by
(8) X1 +Adρ(γ1)X2 + · · · +Adρ(γ1···γℓ−1)Xℓ = 0.
We will be concerned with g ∈ U(n) with fixed multiplicity for the eigenvalues. As in Section 3,
let z(g) be the Lie algebra of the centralizer of g. Then z(g) = u(µ1)×· · ·× u(µl), where: µ1, . . . , µl
are the multiplicities of the eigenvalues of g. We define zab.(g) ⊂ z(g) = u(1) × · · · × u(1), to be
the subalgebra consisting of elements that are block diagonal with respect to this decomposition.
Alternatively, it is the maximal abelian ideal of z(g). We have the following
Lemma 4.1. Let m be a multiplicity structure as in Section 2.1. Let U(n,m) denote the set of all
g ∈ U(n) with multiplicity structure m. Then U(n,m) is a smooth submanifold with tangent bundle
(identified with a subspace of u(n)) given by: u(n,m) = zab.(g) ⊕ z(g)⊥. Similarly, if U(n,m, 0) is
the set of all g ∈ U(n,m) with 0 ∈ spec(g), then U(n,m, 0) is a smooth submanifold with tangent
bundle given by u(n,m, 0) = zab.,0(g) ⊕ z(g)⊥, where the superscript indicates that the first u(1)
factor is zero.
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Proof. It suffices the prove the statement concerning the tangent space. But small deformations
of the eigenvalues are obtained by g(t) = etXg for X ∈ zab.(g). Conjugating by an arbitary unitary
matrix, we find
u(n,m) =
{
X + (I−Adg)Y : X ∈ z
ab.(g) , Y ∈ u(n)
}
.
Since z(g)⊥ = Im(I−Adg), the result follows. The reasoning for U(n,m, 0) is similar. ✷
Now we prove
Proposition 4.2 (cf. [MS, Section 5]). Let ρ : Γℓ → U(n) be irreducible with π(ρ) = a ∈
UI,ℓ(n,m, z). Then near ρ, Rep
irr.
a (Γℓ, U(n)) is a smooth manifold of dimension
dim
(
Repirr.a (Γℓ, U(n))
)
= (ℓ− 2)n2 + 2−
ℓ∑
s=1
ls∑
j=1
(µsj)
2
Here, µsj denotes the multiplicity m
s
j −m
s
j−1 of the j-th distinct eigenvalue of ρ(γs), j = 1, . . . , ls,
(see Section 2.1). Moreover, the spectral projection
π : Repirr.(Γℓ, U(n)) ∩ π
−1 (UI,ℓ(n,m, z)) −→ PI,ℓ(n,m, z) ,
is locally surjective and is a fibration near ρ.
Proof. We fix the conjugacy classes of ρ(γs) for s ≥ 2 and determine the variation in ρ(γ1).
The space Homa(1)(Γℓ, U(n)) of representations ρ
′, ρ′(γs) ≃ gs for s ≥ 2, is clearly a manifold of
dimension
(9) dim (Homa(1)(Γℓ, U(n))) =
ℓ∑
s=2
dim(U(n)/Z(gs)) = (ℓ− 1)n
2 −
ls∑
j=2
(µsj)
2 ,
where we have used that: dimZ(gs) =
∑ls
j=1(µ
s
j)
2. We compute the derivative of the map
π(1) : Homa(1)(Γℓ, U(n)) −→ U(n) : ρ 7→ ρ(γ1) .
Note that π(1) takes values in a single fiber of the determinant map. By (8), the tangent space to
Homa(1)(Γℓ, U(n)) at ρ is given by (X1, · · · ,Xℓ) ∈ g
ℓ satisfying the conditions Xs ∈ Im(I−Adρ(γs)),
for s ≥ 2, and
X1 ∈ V
(1) = Adρ(γ1) Im(I−Adρ(γ2)) + · · · +Adρ(γ1γ2···γℓ−1) Im(I−Adρ(γℓ)) .
We claim that V (1) = z(ρ)⊥. Indeed,
(V (1))⊥ =
{
Adρ(γ1) Im(I−Adρ(γ2)) + · · ·+Adρ(γ2···γℓ−1) Im(I −Adρ(γℓ))
}⊥
= Adρ(γ1)
{
(Im(I−Adρ(γ2)))
⊥ ∩Adρ(γ2)(Im(I −Adρ(γ3)))
⊥ · · ·
· · · ∩Adρ(γ2···γℓ−1)(Im(I −Adρ(γℓ)))
⊥
}
.
Now Im(I−Adρ(γ2))
⊥ = z(γ2), and therefore(
Im(I −Adρ(γ2))
)⊥
∩Adρ(γ2)
(
Im(I −Adρ(γ3))
)⊥
= z(γ2) ∩ z(γ3) .
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Continuing in this way, we find (V (1))⊥ = z(γ2)∩· · ·∩z(γℓ) = z(ρ). We have shown that Im(Dπ
(1)
ρ ) =
z(ρ)⊥. Hence, if the representation is irreducible (i.e. if z(ρ) = z(U(n)) ≃ iR), then by transversality
we conclude that Homa(Γℓ, U(n)) is a manifold at an irreducible. Transversality applied to the
product over s of U(n,ms) (or U(n,ms, 0) if s ∈ z) also gives the statement about local surjectivity
and the fibration structure over the multiplicity space (see Lemma 4.1). For the dimension, we
observe that
• dim z(ρ(γ1)) =
∑l1
j=1(µ
1
j)
2;
• since Z(ρ) = Z(U(n)) = U(1) by irreducibility, n2−1 is the dimension of U(n)-orbit through
ρ.
The dimension of π−1(a) is computed by subtracting these from (9). Since this dimension de-
pends only on the multiplicity structure, it is constant over the fixed multiplicity space; hence, the
smoothness. This completes the proof. ✷
Remark 4.1. The surjectivity in Proposition 4.2 also follows from the Mehta-Seshadri Theorem
[MS] which describes irreducible representations with fixed conjugacy classes in terms of stable
parabolic vector bundles. In the next section we will see that a similar result holds even if we restrict
π to the Lagrangian representations, where we apparently have no such holomorphic description.
4.2. Twisting and bending deformations of Lagrangian representations. We approach the
deformation theory of Lagrangian representations by introducing two special families: twist defor-
mations and real bendings. Twist deformations are rather simple and apply equally well to unitary
representations, while the bending deformations are particular to Lagrangian representations.
Definition 4.1. Let λ = (L1, . . . , Lℓ) ∈ Λ
ℓ(n), and ρ = ϕ˜(λ). A twist deformation of the
Lagrangian representation ρ is a Lagrangian representation of the form: ρτ = ϕ˜(λτ ), where
λτ = (τ1L1, . . . , τℓLℓ) for some τ = (τ1, . . . , τℓ) ∈ U
ℓ(1).
Remark 4.2. Since ϕ˜ always has the center of U(n) as a fiber, the twist deformations naturally
depend on ℓ− 1 parameters in U(1).
The following result is a calculation using the method in the proof of Lemma 3.4.
Lemma 4.2. Let Tρ ⊂ TρLHom(Γℓ, U(n)) denote the subspace tangent to the twist deformations
of ρ. Then Tρ = [u(1)× · · · × u(1)]0, where u(1) is the Lie algebra of the center U(1) ⊂ U(n), and
the subscript 0 indicates that the sum of the entries vanishes.
Definition 4.2. Let λ, ρ be as in Definition 4.1. A real bending of the Lagrangian representation
ρ is a Lagrangian representation of the form ρb = ϕ˜(λb), where
λb = (L1, . . . , Ls, bLs+1, . . . , bLs+r, Ls+r+1, . . . , Lℓ)
for some s, r = 1, . . . , ℓ, and b ∈ OLs (as usual, we reduce mod ℓ any index greater than ℓ). Given
s, r we shall say the bending is about Ls and has length r.
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The twist deformations considered above are special cases of the action of the group Hom(Γ, Z(G))
on Hom(Γ, G), and they were considered in [LM]. Bending deformations are inspired by generaliza-
tions of Fenchel-Nielsen twists defined by Thurston (see [G2] and [JM]). An important difference is
that the bending deformations defined in these references fix the conjugacy classes of ρ(γs), whereas
those in Definition 4.2 change certain conjugacy classes in a controlled way.
Indeed, from the definition we see that a real bending of length r about Ls has the form
(10) ρb(γs′) =
{
ρ(γs′) if s
′ = 1, . . . , s− 1, s+ r + 1, . . . , ℓ
bρ(γs′)b
−1 if s′ = s, . . . , s+ r − 1 .
Hence, the only conjugacy class which is potentially changed is that of ρ(γs+r). One can easily show
that any deformation of a Lagrangian representation of the form (10) with b ∈ OLs is necessarily
Lagrangian and coincides with ϕ˜(λb).
Lemma 4.3. Let Bρ(s, r) ⊂ TρLHom(Γℓ, U(n)) denote the subspace tangent to the bending defor-
mations of ρ of length r about Ls. Then the (s + r)-th component [Bρ(s, r)]s+r is the orthogonal
projection of os to o
⊥
s+r.
Proof. Using (10) and the calculation in the proof of Lemma 3.4, we see that for an infinitesimal
bending b˙ = B ∈ os,
Xs′ =

0 if s′ = 1, . . . , s− 1, s + r + 1, . . . , ℓ
(I−Adρ(γs′ ))B if s
′ = s, . . . , s+ r − 1
(I−Adσs+r)B if s
′ = s+ r .
Hence, [Bρ(s, r)]s+r = Im(I−Adσs+r)
∣∣
os
, and the result follows from Lemma 3.1. ✷
Our goal is to show that twistings and real bendings sweep out the full space of deformations of
conjugacy classes in a neighborhood of an irreducible Lagrangian representation. We now prove
Proposition 4.3 (cf. Proposition 4.2). Let ρ : Γℓ → U(n) be an irreducible Lagrangian represen-
tation with π(ρ) = a ∈ LI,ℓ(n,m, z). Then near ρ, LRep
irr.
a (Γℓ, U(n)) is a smooth manifold of
dimension
dim
(
LRepirr.a (Γℓ, U(n))
)
=
(ℓ− 2)
2
n2 + 1−
1
2
ℓ∑
s=1
ls∑
j=1
(µsj)
2 .
Moreover, the spectral projection
π : LRepirr.(Γℓ, U(n)) ∩ π
−1 (LI,ℓ(n,m, z)) −→ PI,ℓ(n,m, z) ,
is locally surjective and is a fibration near ρ.
Proof. As in the proof of Proposition 4.2, we will first concentrate on deformations of ρ(γ1)
up to conjugation. Thus, we consider bending deformations of Ls and length r = ℓ − s + 1, for
s = 2, . . . , ℓ. We also add twist deformations. It follows from Lemmas 4.2 and 4.3 that for ρ = ϕ˜(λ),
P⊥1 o2 + · · ·+ P
⊥
1 oℓ + iR+ Im(I−Adρ(γ1)) ⊂ [ImDϕ˜λ]1 ,
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where P⊥1 is the orthogonal projection to o
⊥
1 . Since we are assuming ρ is irreducible, it follows as
in the proof of Lemma 3.4 that
(o1 + · · ·+ oℓ)
⊥ = Ker(Dϕ˜λ) = iR .
Hence, denoting the traceless part with a subscript 0,{
P⊥1 o2 + · · ·+ P
⊥
1 oℓ + iR+ Im(I−Adρ(γ1))
}⊥
=
{
P⊥1 (o1 + · · ·+ oℓ) + iR+ Im(I−Adρ(γ1))
}⊥
=
[
{o1 + (o1 + · · ·+ oℓ)
⊥} ∩ z(ρ(γ1))
]
0
= [o1 ∩ z(ρ(γ1))]0 = o1 ∩ o2 ,
by Proposition 3.1 (2). Since we may do this calculation for any ρ(γs), and since the variation
preserves the conjugacy classes of ρ(γs′), s
′ 6= s up to the twist deformations, we have shown that
Dϕ˜λ is surjective onto
(11)
[
(o1 ∩ o2)
⊥ × (o2 ∩ o3)
⊥ × · · · × (oℓ ∩ o1)
⊥
]
0
⊂ [z(ρ(γ1))× · · · × z(ρ(γℓ))]0 ,
where now the subscript indicates that the sum of the traces vanishes. By Lemma 3.5, this must
be exactly the image. Notice that
z
ab.(ρ(γs))⊕ z
⊥(ρ(γs)) ⊂ (os ∩ os+1)
⊥ ,
for all s (cf. Proposition 3.1 and Lemma 4.1). Hence, by transversality we deduce the local surjec-
tivity and fiber structure onto the multiplicity space. We count dimensions:
• ℓ(n/2)(n + 1) is dimension of Λℓ(n);
• By Proposition 3.1 (4),
dim z(σsσs+1)− (dim os ∩ os+1) = (1/2) dim z(ρ(γs)) + n/2 .
Hence, the dimension of the subspace in (11) is (1/2)
∑ℓ
s=1
∑ls
j=1(µ
s
j)
2 + ℓ(n/2)− 1.
• Finally, n2 is the dimension of U(n)-orbit through ρ (notice that the action is free; see also
Lemma 3.4).
The dimension follows by subtracting the last two items from the first. This completes the proof.
✷
Proposition 4.3 implies that, near irreducible representations, the allowed holonomies for uni-
tary and Lagrangian representations coincide. In particular, a chamber either has no Lagrangian
representations or is entirely populated by Lagrangians.
Corollary 4.1. Let ∆ ⊂ UI,ℓ(n,m, z) be a chamber. Then ∆ ∩ LI,ℓ(n,m, z) 6= ∅ ⇐⇒ ∆ ⊂
LI,ℓ(n,m, z).
Proof. By Remark 2.1 (2) and Proposition 4.3 it follows that ∆∩LI,ℓ(n,m, z) is open. On the
other hand this set is also clearly closed in ∆; hence, the result. ✷
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We also have the
Proof of Theorem 2. Assume LRepirr.a (Γℓ, U(n)) is not empty. Then by Propositions 4.2 and 4.3,
it is a smoothly embedded half-dimensional submanifold of Repirr.a (Γℓ, U(n)). By Proposition 3.7,
its tangent space is everywhere isotropic. The theorem follows. ✷
4.3. Codimension of the reducibles. In this section, we use Proposition 4.3 to estimate the size
of the set of reducible representations. Since we will only require the result for ℓ = 3, we restrict
to this case. We begin with the following simple observation.
Lemma 4.4. Let ρ : Γ3 → U(n) be irreducible with π(ρ) = a ∈ PI,3(n,m, z). Then for at least two
values of s = 1, 2, 3, all multiplicities µsj = m
s
j −m
s
j−1 ≤ n/2.
Proof. Suppose not. Then there are two values of s, say s = 1, 2, and j1, j2, such that µ
1
j1
> n/2
and µ2j2 > n/2. If E1 is the αˆ
1
j1
eigenspace of ρ(γ1) and E2 is the αˆ
2
j2
eigenspace of ρ(γ2), then both
ρ(γ1) and ρ(γ2), and hence also ρ(Γ3), leave invariant the intersection E1 ∩ E2, which is positive
dimensional. This contradicts the assumption of irreducibility. ✷
Proposition 4.4. Let Ω ⊂ LRepa(Γ3, U(n)) be an open connected subset containing an irreducible
representation. Then the set of reducibles Ω ∩ LRepred.a (Γ3, U(n)) has codimension ≥ n.
Proof. Suppose a ∈ PI,3(n,m, z). If ρ˜ ∈ LRepa(Γ3, U(n)) is reducible, then we can decompose
it into its irreducible components ρi, i = 1, . . . , k, k ≥ 2. Without loss of generality, we may assume
ρi and ρj are non-isomorphic for i 6= j. Write: π(ρi) = ia = (iα
s
j) ∈ PIi,3(ni, im, zi). Conversely,
given a decomposition of a into 1a, . . . , ka, it suffices to compute the codimension of the set of
all reducibles with πi(ρ) = ia. We therefore assume this fixed decomposition, and let cod be the
codimension of all reducibles compatible with the decomposition.
For each s let µsj, j = 1, . . . , ls denote the multiplicities from the partition m
s, and let αˆsj denote
the distinct entries of αs. We define iµ
s
j to be the multiplicity of αˆ
s
j if it appears in iα
s, and we set
it to zero otherwise. The following are easy consequences of this definition.
µsj =
k∑
i=1
iµ
s
j ,(12)
ni =
ls∑
j=1
iµ
s
j ,(13)
n =
k∑
i=1
ni =
ls∑
j=1
µsj .(14)
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Counting dimensions as in the proof of Proposition 4.3 we find
cod = (3/2)n2 −
(
(1/2)
3∑
s=1
ls∑
j=1
(µsj)
2 − 1
)
− n2(15)
−
{ k∑
i=1
[
(3/2)n2i − ((1/2)
3∑
s=1
ls∑
j=1
(iµ
s
j)
2 − 1)− n2i
]
−
(
n2 −
k∑
i=1
n2i
)}
(16)
= (1/2)
3∑
s=1
{
n2 −
ls∑
j=1
(µsj)
2 −
k∑
i=1
(
n2i −
ls∑
j=1
(iµ
s
j)
2
)}
+ 1− k .(17)
The line (15) is the dimension count for the irreducibles. In line (16), we take this dimension for
each irreducible factor, and then divide out by the part of the U(n) which changes the splitting. It
follows that for each s we need to estimate
Cs = n
2 −
k∑
i=1
n2i −
ls∑
j=1
(µsj)
2 +
k∑
i=1
ls∑
j=1
(iµ
s
j)
2 .
Using (14) we have
n2 =
( k∑
i=1
ni
)2
=
k∑
i=1
n2i +
∑
i 6=i′
nini′ .
Applying (13) to the second term on the right hand side above,
(18) n2 −
k∑
i=1
n2i =
∑
i 6=i′
∑
j,j′
(iµ
s
j)(i′µ
s
j′) =
∑
i 6=i′
∑
j
(iµ
s
j)(i′µ
s
j) +
∑
i 6=i′
∑
j 6=j′
(iµ
s
j)(i′µ
s
j′) .
On the other hand, from (12) we have
(19)
ls∑
j=1
(µsj)
2 =
∑
i,i′
∑
j
(iµ
s
j)(i′µ
s
j) =
∑
i,j
(iµ
s
j)
2 +
∑
i 6=i′
∑
j
(iµ
s
j)(i′µ
s
j) .
Combining (18) and (19), we find that
Cs =
∑
i 6=i′
∑
j 6=j′
(iµ
s
j)(i′µ
s
j′) .
We wish to estimate this quantity from below. Since there are at least two distinct eigenvalues, it
follows that: Cs ≥ 2. By Lemma 4.4, for at least two values of s we may assume that µ
s
j ≤ n/2 for
all j = 1, . . . , ls. We estimate Cs in this case.
Case 1. Assume that for each i, j where iµ
s
j 6= 0 there are i
′ 6= i and j′ 6= j such that i′µ
s
j′ 6= 0. In
this case we have
(20) Cs ≥ 2
∑
i,j
(iµ
s
j) ≥ 2n ,
by (13) and (14).
Case 2. If the condition in Case 1 is not satisfied, then there are i0, j0 such that i0µ
s
j0
6= 0 and for
all i 6= i0, ni = 1 and iµ
s
j = 1 if j = j0 and zero otherwise. This is true because if ni ≥ 2, then the
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i-th block must have at least two distinct eigenvalues; in particular, one different from i0µ
s
j0
. We
also have ni0 − i0µ
s
j0
= n− µsj0 , and n− ni0 = k − 1. Now∑
i 6=i′
∑
j 6=j′
(iµ
s
j)(i′µ
s
j′) = 2
(∑
j 6=j0
i0µ
s
j
)
(n− ni0) +
∑
i0 6=i 6=i′ 6=i0
(iµ
s
j0
)(i′µ
s
j0
)
= 2
(∑
j
i0µ
s
j − i0µ
s
j0
)
(n− ni0) + (1/2)(n − ni0)(n − ni0 − 1)
= 2(ni0 − i0µ
s
j0
)(n− ni0) + (1/2)(n − ni0)(n − ni0 − 1)
= 2(n− µsj0)(n − ni0) + (1/2)(n − ni0)(n− ni0 − 1) ,
where in the third line we have used (14). Using the assumption that µsj ≤ n/2, we have
(21) Cs ≥ n(k − 1) + (1/2)(k − 1)(k − 2) .
Hence, we have bounds on Cs from Cases 1 and 2 at two of the three values of s, and Cs ≥ 2 at
the third value. Putting (20) and (21) into the expression (17) we find three possibilities:
cod ≥

2n+ 2− k ;
n+ (1/2) {n(k − 1) + (1/2)(k − 1)(k − 2)}+ 2− k ;
n(k − 1) + (1/2)(k − 1)(k − 2) + 2− k .
It is easily verified that the quantities on the right are all ≥ n, with equality in the last case at k = 2.
Since this is true for all of the finitely many possible types of reduction, the proof is complete. ✷
5. Proof of the Main Theorem
We have shown in Proposition 4.3 that LRepirr.a (Γℓ, U(n)), if not empty, is a smoothly embedded
submanifold of Repirr.a (Γℓ, U(n)). In this section, we prove the existence of a Lagrangian represen-
tation with given holonomy whenever a unitary representation with the same holonomy exists. We
first reduce the problem to the case of triples.
Proposition 5.1. Suppose Theorem 1 holds for ℓ = 3. Then it holds for all ℓ.
Proof. By induction. Assume Theorem 1 holds for some ℓ ≥ 3, and also for ℓ = 3. We
show that it also holds for ℓ + 1. Let A1, . . . , Aℓ+1 be unitary matrices satisfying A1 · · ·Aℓ+1 = I
with given spectra. By induction, we may find Lagrangians L1, . . . , Lℓ−1 such that spec(Ai) =
spec(σLi−1σLi), i = 1, . . . , ℓ − 1, and spec(AℓAℓ+1) = spec(σLℓ−1σL0), where L0 is as in Section
3.1. Write: B1B2B3 = I, where B1 ∼ A
−1
ℓ+1, B2 ∼ A
−1
ℓ , and B3 = σLℓ−1σL0 . Using the result for
ℓ = 3 we may find Lagrangians L′, L′′ such that B1 ∼ σL0σL′ , B2 ∼ σL′σL′′ , and B3 ∼ σL′′σL0 . By
Lemma 3.3, both σLℓ−1σL0 and σL′′σL0 are conjugate by elements in O(n) to diagonal matrices.
Since they furthermore have the same spectrum, it follows from Proposition 3.2 that there is some
g ∈ O(n) with gL′′ = Lℓ−1. Set Lℓ = gL
′. Then Aℓ ∼ σLℓ−1σLℓ , and Aℓ+1 ∼ σLℓσL0 , and the result
follows. ✷
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By Proposition 5.1, it suffices to prove Theorem 1 for triples of Lagrangians. For the rest of this
section, we consider the problem of specifying three conjugacy classes. To simplify notation, we
will omit the subscript “ℓ = 3”, and write Γ for Γ3, and UI
∗
(n) for U
∗
I,3(n), for example.
Definition 5.1. A reducible representation ρ : Γ → U(n1) × · · · × U(nk) →֒ U(n),
∑k
i=1 ni = n,
will be called relatively irreducible with respect to U(n1)×· · ·×U(nk) if the induced representations
ρi : Γ→ U(ni) are irreducible for each i = 1, . . . , k.
Our goal is to show that L
∗
I(n) = U
∗
I(n), for all I and n. Using the stratification of P
∗
I(n)
described in Section 2.1, the argument proceeds by induction on the four parameters available:
• Fix the rank n. We assume that we have shown LI(n˜,m, z) = UI(n˜,m, z) for all n˜ < n and
all (m, z). The result for U(1) or U(2) representations holds, as has already been mentioned.
• Next, fix a multiplicity structure m. Assume we have proven that LI(n˜, p, z) = UI(n˜, p, z)
for all p < m and all z. We may clearly do this, since a partition giving multiplicity n for
each s corresponds to U(1) representations.
• Fix a subset z ⊂ {1, 2, 3} and assume that LI(n,m, z˜) = UI(n,m, z˜) for all z  z˜. We will
justify this assumption below.
• Finally, the last part of the inductive scheme is to assume that LI(n, m¯, z¯) = UI(n, m¯, z¯) for
all I < I, and all m¯ and z¯. Notice that I = 0 involves only the trivial representation.
If the stratum PI(n,m, z) is degenerate, then either UI(n,m, z) = ∅, in which case there is nothing to
prove, or each ρ with π(ρ) ∈ UI(n,m, z) is reducible by Proposition 4.2. Hence, by induction on the
rank n, LI(n,m, z) = UI(n,m, z) if PI(n,m, z) is degenerate. Thus, we assume that PI(n,m, z) is
nondegenerate. If LI(n,m, z) 6= UI(n,m, z) then there is a connected component ∆ of UI(n,m, z) \
LI(n,m, z) which by Corollary 4.1 is a union of chambers. By Remark 2.1 (1), ∂∆ consists of a
union of convex subsets of affine planes. By Proposition 4.3, it follows that any ρ ∈ LHom(Γ, U(n))
for which π(ρ) ∈ ∂∆ is reducible. Finally, we claim that ∂∆ ∩
◦
UI(n,m, z) is unbounded. To see
this, choose ρ ∈ ∂∆ ∩
◦
UI(n,m, z) contained in a cell of minimal dimension. Then ρ is relatively
irreducible with respect to some reduction U(n1) × · · · × U(nk) (see Definition 5.1). Among the
induced representations Γ → U(nj) there must be one, say ρj, that is nontrivial, since the total
index is positive. Hence, π(ρj) ∈
◦
UIj(nj , jm, zj) for some induced multiplicity stucture. Since
◦
UIj(nj , jm, zj) is positive dimensional, the claim follows from this fact.
From the discussion above and the description of the stratification and wall structure in Sections
2.1 and 2.2 we see that there are four (not necessarily exclusive) possibilities:
(1) ∂∆ intersects an outer wall in PI(n,m, z);
(2) ∂∆ intersects a stratum PI(n, p, z), p < m;
(3) ∂∆ intersects a stratum PI(n, p, z˜), p ≤ m, z  z˜;
(4) ∂∆ intersects a stratum PI(n, p¯, z¯), for some I < I, z ⊂ z¯.
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In each case, our inductive hypothesis assumes the result for the lower dimensional stratum, and
we will use this below to derive a contradiction. Here we remark that possibility (3) does not occur
if z = {1, 2, 3}. The derivation of a contradiction for this case therefore justifies the inductive
hypothesis on z. The structure of the argument deriving a contradiction is actually identical for
each of the four possibilities above, mutatis mutandis. We will give a detailed account of how this
works in case (1), the modifications necessary for the other cases being straightforward.
Consider then the case where ∂∆ intersects the outer walls WI(n,m, z) at a point in PI(n,m, z).
To simplify notation, for the following discussion we set UI = UI(n,m, z), WI = WI(n,m, z), PI =
PI(n,m, z), and ΛI = Λ
3
I(n,m, z). Also, let ls be the lengths of the partitions m
s, s = 1, 2, 3. The
intersection H = ∂∆∩WI is a union of convex subsets of intersections of affine planes corresponding
to reductions of Lagrangian representations. We claim that H must have positive codimension in
WI . For if not, we could find an outer wall W and point a ∈ ∂∆ ∩ W such that a 6∈ W
′ for
any outer or inner wall W ′. In particular, if N is a sufficiently small neighborhood of a, then
N∩
◦
UI = N∩∆. By the induction hypothesis, we may find (a reducible) ρ ∈ LI such that π(ρ) = a.
Now any Lagrangian may be perturbed slightly to give an irreducible Lagrangian representation ρ˜.
It follows from Proposition 2.1 (1) that for sufficiently small perturbations, π(ρ˜) ∈ N ∩
◦
UI ⊂ ∆;
contradiction.
Hence, we may assume H has positive codimension. To illustrate the basic idea of the proof,
suppose first that H has codimension one inside WI , so that H locally disconnects WI . We choose
a ∈ H with minimal valency with respect to the outer wall structure along H. By this we mean
that there are outer walls W1, . . . ,Wp meeting at a, and p ≥ 1 is the minimal number of such
intersections among all points in H. With this choice, and using the convexity of UI , we see that
the number p of outer walls meeting at a is 1 or 2. Let us first assume that p = 1, and let W denote
the outer wall in question. Choose a neighborhood U of a in the wall W such that H ∩U is a cell.
Since W is the only outer wall at a, we may also assume that the neighborhood U is contained in
UI . Let N be a neighborhood of a in PI such that the following hold:
(1) U = N ∩W ;
(2) N \W consists precisely of two components N+, N−;
(3) N− ∩ UI = ∅ and N
+ ⊂ UI is homeomorphic to a ball;
(4) N+ \∆ has the topology of U \H.
Choose a point ρ ∈ π−1(W ) as follows: W corresponds to a reduction U(k) × U(n − k). We may
find a point ρ, π(ρ) = a, such that ρ is relatively irreducible with respect to U(k)× U(n− k). By
Proposition 4.3, we may assume that ΛI is a manifold near ρ. With this understood, let B˜ ⊂ ΛI
be a ball about ρ such that π(B˜)∩W ⊂ U . By our choice of ρ it follows, again by Proposition 4.3,
that π(B˜) intersects both components of U \H. By Proposition 4.4, B˜ ∩ Λirr.I is connected; hence,
so is π(B˜∩Λirr.I ). On the other hand, by the previous remark, π(B˜∩Λ
irr.
I ) ⊂ N
+ \∆ must intersect
both components of N+ \∆. This contradicts the connectedness of π(B˜ ∩ Λirr.I ) (see Figure 1).
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W
H
∆
Figure 1: Intersection H of a chamber ∆ with an outer wall W
The case p = 2 requires only a small modification of the above argument: Let W1 and W2 be
outer walls meeting along H at a. We choose the set U ⊂ W1 ∪ W2 to consist of two pieces:
U1 = U ∩W1 ⊂ W1 ∩ UI(n), and U2 = U ∩W2 ⊂ W2 ∩ UI(n). Since a is at the intersection of
precisely two outer walls, it corresponds to a reduction of the form U(n1) × U(n2) × U(n3); the
wall W1 corresponds to a U(n1 + n2) × U(n3) reduction, say, and the wall W1 corresponds to a
U(n1)× U(n2 + n3) reduction. Now since deformations along the wall W1 can only take values on
one side of W2, and vice-versa, it follows that the image by π of a neighborhood of any ρ, π(ρ) = a,
intersects both components of U \H. In the choice of the neighborhood N we modify the first two
criteria so that
1’. U = N ∩ (W1 ∪W2) ∩ UI(n);
2’. N \ (W1 ∪W2) ∩ UI(n) consists precisely of two components N
+, N−,
and keep items (3) and (4) as above. The rest of the argument then proceeds exactly as before.
Next, let us consider the case where H has higher codimension d, d ≥ 2, in WI(n). If we again
choose a ∈ H with minimal valency with respect to the outer wall structure along H, then we see
that at most d + 1 outer walls meet at a. As before, we first consider the case where there is just
one outer wall W . Choose a neighborhood U of a in W as above. We also choose N satisfying
conditions (1-4) above. Let D ⊂ U be a cell in U of dimension equal to the codimension d of H in
W and intersecting H precisely in a. Hence, the boundary ∂D is the link of H in W . We regard
D as the image of a continuous map, f : Bd −→ U . We may further assume that f = π ◦ f˜ for a
map f˜ : Bd −→ ΛI , taking the origin to ρ. Indeed, choosing a relatively irreducible ρ and using
Proposition 4.3, π : π−1(W ) ∩ ΛI →W is a fibration in a neighborhood of ρ and π(ρ) = a. Hence,
we may define f˜ by taking a section of this fibration.
Claim: dimH ≥
∑
ls − n− |z|.
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Proof. Assume that ρ is relatively irreducible with respect to a reduction U(n1)× · · · ×U(nk).
Then restricted to representations near ρ which are relatively irreducible of this type, the map π
is locally surjective onto PI1(n1) × · · · × PIk(nk) (cf. Proposition 4.2). Assume first that |z| 6= 3.
Then all Ij > 0. In particular,
dim
(
PI1(n1)× · · · × PIk(nk)
)
=
k∑
j=1
(3nj − 1) = 3n− k .
Since ls is the number of distinct eigenvalues of ρ(γs), it follows that
dimH = 3n− k −
3∑
s=1
(n− ls)− |z| =
3∑
s=1
ls − k − |z| ≥
3∑
s=1
ls − n− |z| .
Now suppose that I1 = · · · = Iq = 0 for some 1 ≤ q < k, and Ij 6= 0 for j = q + 1, . . . , k.
Since we are assuming π(ρ) ∈ PI(n,m, z), this can only happen if z = {1, 2, 3}, i.e. |z| = 3. Also,
n1 = · · · = nq = 1. It follows that
dim
(
PI1(n1)× · · · × PIk(nk)
)
= dim
(
PIq+1(nq+1)× · · · × PIk(nk)
)
=
k−q∑
j=1
(3nq+j − 1) = 3(n− q)− (k − q) .
Now for each s = 1, 2, 3, either q = ms1, in which case there are precisely ls − 1 distinct nonzero
eigenvalues among the remaining n− q; or, q < ms1, in which case there are ls distinct eigenvalues,
but one of them is zero. In both cases, this imposes: n− q− (ls − 1) conditions on the eigenvalues.
Hence, we have
dimH = 3(n − q)− (k − q)−
3∑
s=1
(n− q − (ls − 1)) =
3∑
s=1
ls − (k − q)− 3 .
Since k − q ≤ n− 1, and |z| = 3, the claim follows in this case as well. ✷
Now d = dimW − dimH ≤
∑3
s=1 ls − 2 − |z| − (
∑3
s=1 ls − n − |z|) = n − 2. Notice that this
computation is still valid even if
∑3
s=1 ls − n− |z| ≤ 0. By Proposition 4.4, Λ
red.
I has codimension
at least: n > n − 2 in ΛI . Hence, we may find a perturbed map f˜ε : B
d → Λirr.I . For sufficiently
small perturbations we clearly may assume that fε = π ◦ f˜ε has image in N . It follows that in fact
fε : B
d → N+ \∆. Now N+ \∆ has the topology of U \H, and under this equivalence fε(∂B
d) is
the link of N ∩∆. The continuous extension of fε to B
d is therefore a contradiction.
When the number p of outer walls meeting at a is greater than one, the configuration of outer
walls at a forms a “corner” in WI (see Figure 2). As in the case p = 2 above, we want to choose
the set U to mimic this configuration. The technical result we will require is the following:
Lemma 5.1. Suppose that ρ ∈ ΛI is such that π(ρ) lies in the intersection W1 ∩ · · · ∩Wp of p
distinct outer walls, where p is the minimal such number, and that ρ is relatively irreducible with
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respect to the reduction corresponding to W1 ∩ · · · ∩Wp. Then for any small neighborhood Ω ⊂ ΛI
of ρ there is a continuous map f˜ : Bp−1 → Ω satisfying the following:
(1) f˜(0) = ρ;
(2) π ◦ f˜(∂Bp−1) ⊂W1 ∪ · · · ∪Wp;
(3) π ◦ f˜(∂Bp−1) ∩W1 ∩ · · · ∩Wp = ∅.
Moreover, f˜ may be chosen to vary continuously with ρ satisfying the hypothesis.
W1
W2
W3
H
∆
Figure 2: Intersection H of a chamber ∆ with three outer walls
Given the lemma, the rest of the argument proceeds as in the previous paragraph. Indeed, choose
a ∈ H with minimal valency with respect to the outer wall structure along H ⊂ W1 ∩ · · · ∩Wp,
and choose a neighborhood N of a such that N \ (W1 ∪ · · · ∪Wp) ∩ UI consists precisely of two
components N+, N−, and which also satisfies items (3) and (4) above. Let ρ, π(ρ) = a, be
relatively irreducible, and choose a neighborhood Ω of ρ such that π(Ω) ⊂ N . Choose a continuous
map g˜ : Bd+1−p → Ω such that π ◦ g˜ : Bd+1−p →W1 ∩ · · · ∩Wp is transverse to H at a. As before,
we can do this because ρ is relatively irreducible. Now use Lemma 5.1 to extend g˜ to a continuous
map: f˜ : Bd ≃ Bd+1−p ×Bp−1 → Ω. By the construction, we can easily arrange that
(22) f = π ◦ f˜(∂Bd+1−p × {y}) ∩H = ∅ ,
for all y ∈ Bp−1. By Lemma 5.1 (3) we also have
(23) f({x} × ∂Bp−1) ∩W1 ∩ · · · ∩Wp = ∅ ,
for all x ∈ Bd+1−p. It follows from (22) and (23) that f : Sd−1 → W1 ∪ · · · ∪Wp is a link of H in
W1 ∪ · · · ∪Wp. We may now perturb the map f˜ as above so that fε(S
d−1) ⊂ N+ \∆ is a link of
N+ ∩∆. The extension fε(B
d) ⊂ N+ \∆ gives a contradiction as before.
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Proof of Lemma 5.1. Suppose ρ is of type U(n1) × · · · × U(np) × U(np+1), where each wall Wi
corresponds to a reduction U(n) → U(ni) × U(n − ni), i = 1, . . . , p. Let ρ = (ρ1, . . . , ρp, ρp+1) be
the irreducible factors. Notice that the assumption of minimal valency of a implies that np+1 =
n−
∑p
i=1 ni 6= 0. Let e1 · · · ep be a (p−1)-simplex in R
p−1 with the origin e0 as barycenter. For each
i, we may find a path g˜′i(t) of Lagrangian representations into U(np+1+ni) such that g˜
′
i(0) = (ρi, ρ0)
and g˜′i(t) is irreducible for t 6= 0. Keeping the other factors fixed, these define paths
g˜i : [0, 1] −→ LHom(Γ, U(n1)× · · · × Û(ni)× · · · × U(np)× U(np+1 + ni)) ,
where ̂ means that factor is deleted. Combining these paths defines a continuous map f˜ :
∪pi=1e0ei → Ω. Suppose inductively that we have defined f˜ on all simplices of the form ei1 · · · eik ,
2 ≤ k < p − 1, 1 ≤ i1 < · · · < ik. For each such simplex, let {j1, . . . , jp−k} be the complimentary
set to {i1, . . . , ik} in {1, . . . , p}. We will assume f˜ has been defined such that the following hold:
(1) π ◦ f˜(ei1 · · · eik) ⊂Wj1 ∩ · · · ∩Wjp−k ;
(2) For each x ∈ ei1 · · · eik , f˜(x) is relatively irreducible with respect to the decomposition
U(nj1)× U(njp−k)× U
(
n−
∑k
µ=1 njµ
)
;
(3) π ◦ f˜(ei1 · · · eik) ∩W1 ∩ · · · ∩Wp = ∅.
We now extend f˜ to a simplex of the form ei1 · · · eik+1 as follows. By assumption (1), for the
complimentary set of indices {j1, . . . , jp−k−1} we have π ◦ f(∂(ei1 · · · eik+1)) ⊂Wj1 ∩ · · · ∩Wjp−k−1 .
Assuming Ω has been chosen sufficiently small so that Ω∩π−1(Wj1 ∩ · · · ∩Wjp−k−1) is contractible,
we may extend f˜ to a map ei1 · · · eik+1 → Wj1 ∩ · · · ∩Wjp−k−1 . Applying the same codimension
argument we have used several times already, we can further assume that this extended map satisfies
conditions (2) and (3) as well. Continuing in this way, we have defined f˜ on the boundary of e1 · · · ep.
Recall that f is also defined on the one simplices e0ei, i = 1, . . . , p. Again using contractibility of
Ω, we extend f˜ inductively and arbitrarily to simplices of the form e0ei1 · · · eik , k = 1, . . . , p. This
completes the definition of f˜ . ✷
6. Examples
In this last section, we illustrate some of the ideas in the paper by explicity giving the wall
structure for the cases: ℓ = 3, n = 2, 3. For convenience, we will only consider distinct eigenvalues
different from unity. The case of U(2) representations was first proven [JW], and more generally
[Bi1]. The inequalities were later derived from spherical triangles in [FMS].
Let us first introduce some useful notation. For integers is, 1 ≤ is ≤ n, s = 1, . . . , ℓ, define the
collection of subsets as in Section 2.2 ℘(1) = (℘
s
(1)), ℘
s
(1) = {is}. For a = (α
s
j) ∈ Aℓ(n), we will use
the notation (cf. (3))
[i1, . . . , is]a = I(a, ℘(1)) =
ℓ∑
s=1
αsis .
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By a permutation of [i1, . . . , is]a, we mean a quantity of the form: [iτ(1), . . . , iτ(s)]a, for some τ in
the group of permutations of {1, . . . , ℓ}. With this understood, we may write the U(2) inequalities
as
Theorem 6.1 (cf. [Bi1], [FMS]). There exist representations ρ : Γ3 → U(2) with a = π(ρ) ∈
UI,3(2), if and only if
• I = 2, and: [2, 1, 1]a ≤ 1, plus all permutations;
• I = 3, and: [2, 2, 1]a ≤ 2 ≤ [2, 2, 2]a, plus all permutations; or,
• I = 4, and: [2, 1, 1]a ≤ 2, plus all permutations;
The bounds on the index come from Proposition 2.2. Notice that for each index there are no inner
walls. Indeed, any equality of the form: [i1, i2, i3]a = K implies
I = [i1, i2, i3] + [¯i1, i¯2, i¯3] = K + [¯i1, i¯2, i¯3] ≥ K + 1 ,
where i¯s = {1, 2} \ {is}. Now if I = 2, for example, then K = 1, and it is easy to see that the outer
walls are the only possible solutions for distinct nonzero eigenvalues.
We have used a duality in the wall structure. In general, if ℘(k) = (℘
s
(k)) is a collection of subsets
of {1, . . . , n} of cardinality k, then let ℘∗(k) denote the collection of subsets of cardinality n − k
defined by (℘∗(k))
s = (℘s(k))
c. It follows that I(a, ℘(k)) + I(a, ℘
∗
(k)) = I(a). So an inequality of the
form I(a, ℘(k)) ≤ K may be written I(a, ℘
∗
(k)) ≥ I(a)−K. In particular, this means that for n = 3
we may express all the inequalities in terms of the [i1, . . . , iℓ]a’s.
Theorem 6.2. There exist representations ρ : Γ3 → U(3) with a = π(ρ) ∈ UI,3(3), if and only if
• I = 3, and
[3, 1, 1]a , [2, 2, 1]a ≤1 ≤ [3, 3, 1]a , [3, 2, 2]a
2 ≤ [3, 3, 2]a
plus all permutations;
• I = 4, and
[2, 1, 1]a ≤1 ≤ [3, 2, 1]a , [2, 2, 2]a
[3, 3, 1]a , [3, 2, 2]a ≤2 ≤ [3, 3, 3]a
plus all permutations;
• I = 5, and
[1, 1, 1]a ≤1 ≤ [2, 2, 1]a , [3, 1, 1]a
[3, 2, 1]a , [2, 2, 2]a ≤2 ≤ [3, 3, 2]a
plus all permutations; or,
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• I = 6, and
1 ≤ [2, 1, 1]a
[3, 1, 1]a , [2, 2, 1]a ≤2 ≤ [3, 3, 1]a , [3, 2, 2]a
plus all permutations.
The result is proven using the procedure given in [Bi2]. Since this is straightforward, we will not
give the details. It turns out that there are no inner walls for this case either, though this is certainly
tedious to check by hand. For example, take [1, 2, 3]a = 1 for the I = 3 case. This is compatible
with the first set of inequalities. However, since the total index is 3, we have [3, 3, 2]a+[2, 1, 1]a = 2,
and this violates the inequality [3, 3, 2]a ≥ 2.
Indeed, by combining Propositions 2.1 (3) and 4.2, and using the connectivity of the moduli of
parabolic bundles, one can show that the smallest U(n) for which inner walls can appear is n = 5
(still assuming ℓ = 3).
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