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Filtration par le poids e´quivariante pour les varie´te´s alge´briques re´elles avec
action
Introduite par B. Totaro, la filtration par le poids sur l’homologie des varie´te´s alge´briques
re´elles, analogue re´el de la filtration par le poids de P. Deligne sur les varie´te´s alge´briques
complexes, a e´te´ re´alise´e via un complexe de chaˆınes filtre´ par C. McCrory et A. Parusin´ski,
qui en ont enrichi la compre´hension, notamment a` travers l’e´tude de la suite spectrale induite.
Au milieu des nombreuses informations recele´es par cette suite spectrale de poids, on retrouve
les nombres de Betti virtuels.
Dans cette the`se, on montre l’existence d’une filtration par le poids e´quivariante sur l’ho-
mologie e´quivariante des varie´te´s alge´briques re´elles munies d’une action d’un groupe fini. On
la re´alise par un complexe filtre´ et, via la construction de plusieurs suites spectrales, on effectue
des avance´es significatives pour extraire des invariants additifs. Lors de notre e´tude, on de´finit
fonctoriellement un complexe de poids avec action et on montre qu’un re´sultat de de´coupage
d’une varie´te´ Nash munie d’une involution alge´brique entraˆıne un analogue de la suite exacte
de Smith, tenant compte de la filtration Nash-constructible. A travers la construction d’un
complexe de poids invariant dans le cadre d’involutions alge´briques, on retrouve e´galement les
nombres de Betti virtuels e´quivariants de G. Fichou. Enfin, en appliquant les bons foncteurs
aux re´sultats sur les produits de filtrations par le poids re´elles de T. Limoges, on donne des
re´sultats sur les produits de filtrations par le poids e´quivariantes.
Equivariant weight filtration for real algebraic varieties with action
Introduced by B. Totaro, the weight filtration on the homology of real algebraic varieties,
which is a real analog to P. Deligne’s weight filtration for complex algebraic varieties, has been
realized via a filtered chain complex by C. McCrory and A. Parusin´ski, especially through the
study of the induced spectral sequence. Among the several pieces of information held by this
weight spectral sequence, one can recover the virtual Betti numbers.
In this thesis, we show the existence of an equivariant weight filtration on the equivariant
homology of real algebraic varieties equipped with a finite group action. We realize it by a
filtered complex and, via the construction of several spectral sequences, we make significative
progress toward the extraction of additive invariants. During our study, we functorially define
a weight complex with action et we show an analog of the Smith exact sequence, taking into
account the Nash-constructible filtration, that follows from a result on the splitting of Nash
manifolds with algebraic involutions. Through the construction of an invariant weight complex
in the frame of algebraic involutions, we also recover G. Fichou’s equivariant virtual Betti
numbers. Finally, applying the relevant functors on T. Limoges’ results on the products of real
weight filtrations, we give results on the products of equivariant weight filtrations.
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Introduction
Parmi les varie´te´s alge´briques ou analytiques, l’inte´reˆt porte´ aux varie´te´s singulie`res consti-
tue une e´tude en intense activite´. Les singularite´s bloquent l’application de techniques spe´cifiques
aux objets lisses, contraignant les ge´ome`tres a` de´velopper des me´thodes ine´dites. L’une des
de´couvertes fondamentales dans ce domaine a e´te´ le the´ore`me de re´solution des singularite´s de
H. Hironaka ([16]). Ce re´sultat nous dit que l’on peut, en e´clatant suffisamment de fois une
varie´te´ singulie`re le long de centres lisses, obtenir un morphisme entre une varie´te´ lisse et la
varie´te´ de de´part, qui est un isomorphisme en dehors des singularite´s de celle-ci. Dans cette
the`se e´galement, on utilise tre`s fortement la re´solution des singularite´s pour comprendre des
proprie´te´s ge´ome´triques d’objets singuliers a` partir de celles d’objets lisses.
A l’inte´rieur de ce champ, la ge´ome´trie alge´brique re´elle reveˆt un statut un peu particu-
lier. En effet, l’absence du caracte`re alge´briquement clos du corps des re´els force les ge´ome`tres
re´els, et en particulier les singularistes re´els, a` inventer des techniques propres a` ce domaine.
L’originalite´ de ces me´thodes le dispute a` l’inte´reˆt des spe´cificite´s de ces varie´te´s alge´briques
re´elles, et en particulier de celles qui sont singulie`res. En effet, s’intercalant entre la cate´gorie
des varie´te´s alge´briques complexes et celle des varie´te´s analytiques re´elles, la cate´gorie des
varie´te´s alge´briques re´elles he´rite d’une certaine flexibilite´ de la seconde tout en conservant
suffisamment de rigidite´.
Cette the`se intervient dans ce contexte particulier. L’impulsion de ce travail est donne´e
par l’article de C. McCrory et A. Parusin´ski, intitule´ “The weight filtration for real algebraic
varieties” ([26]). En 1974, P. Deligne e´tablit dans [8] l’existence d’une filtration dite par le poids
sur la cohomologie rationnelle de toute varie´te´ alge´brique complexe (y compris singulie`re et/ou
non compacte), une de´couverte qui a permis de grandes avance´es dans l’e´tude de ces objets.
Dans leur propre travail, McCrory et Parusin´ski enrichissent la compre´hension d’un analogue
re´el a` cette filtration par le poids, introduit par Totaro ([34]). Pre´cise´ment, en utilisant un
re´sultat de F. Guille´n et V. Navarro-Aznar dans [14], ils associent a` toute varie´te´ alge´brique
re´elle X un certain complexe WC∗(X) filtre´ borne´ d’espaces vectoriels sur le corps a` deux
e´le´ments Z2 (ce corps de base garantit l’orientabilite´ de nos varie´te´s).
Le comportement de ce complexe de poids WC∗, fonctoriel relativement aux morphismes
re´guliers propres, vis-a`-vis des e´clatements et des inclusions ouvertes nous permet d’e´tudier
l’inte´gralite´ des varie´te´s alge´briques re´elles a` partir du cas lisse compact. Ces proprie´te´s peuvent
se lire sur la suite spectrale E˜ qu’il induit, comme tout complexe filtre´. Soit X une varie´te´
alge´brique re´elle, alors la suite spectrale de poids E˜(X) converge vers l’homologie de Borel-
Moore H∗(X) de l’ensemble des points re´els de X (sur Z2), sur laquelle est induite la filtration
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dite par le poids et que l’on note W. Notons que dans le cadre complexe, la suite spectrale
(sur Q) associe´e a` la filtration de Deligne de´ge´ne`re de`s le terme E˜2, ce qui n’est en ge´ne´ral pas
le cas de la suite spectrale de poids re´elle (a` coefficients sur Z2). Elle convergera cependant a`
la page E˜2(X) si la varie´te´ est compacte non-singulie`re, se re´duisant a` la seule colonne p = 0.
Cette condition de purete´, couple´e a` une certaine additivite´ sur les lignes du terme E˜2, ame`ne
les deux auteurs a` extraire de la suite spectrale de poids les nombres de Betti virtuels βk,
des invariants additifs sur les varie´te´s alge´briques re´elles, co¨ıncidant avec les dimensions des
homologies dans le cas lisse compact, dont ils ont eux-meˆmes montre´ l’existence et l’unicite´
avec ces proprie´te´s dans [25], en s’inspirant d’un re´sultat de F. Bittner ([3]).
Enfin, C. McCrory et A. Parusin´ski parviennent a` de´finir le complexe de poids des varie´te´s
alge´briques re´elles via une filtration GC∗, construite a` partir de re´solutions des singularite´s,
qu’ils e´tendent en un foncteur NC∗ a` la cate´gorie plus grande des ensembles AS, i.e les combi-
naisons boole´ennes d’ensembles syme´triques par arcs, en utilisant les fonctions Nash construc-
tibles.
De ces re´sultats inte´ressants en eux-meˆmes, citons quelques-unes des conse´quences que
McCrory et Parusin´ski obtiennent. La fonctorialite´ de la filtration Nash-constructible NC∗
relativement aux applications continues propres avec graphe AS implique par exemple que
les nombres de Betti virtuels (que l’on peut e´tendre aux ensembles AS comme l’a montre´ G.
Fichou dans [11]) sont invariants par home´omorphisme avec graphe AS, et ceci sans utiliser
le the´ore`me de factorisation faible ([1]). En utilisant ce fait, les auteurs montrent qu’une ap-
plication avec graphe AS d’un ensemble AS dans lui-meˆme qui est injective, est e´galement
surjective. Parmi ces de´ductions, notons e´galement les crite`res pour de´terminer si une fonction
constructible co¨ıncide avec une fonction ge´ne´riquement Nash-constructible modulo une puis-
sance de 2.
Entrons a` pre´sent dans les contributions de cette the`se. Soit G un groupe fini. La foncto-
rialite´ du complexe de poids WC∗ de McCrory et Parusin´ski nous autorise a` nous pencher sur
le cas des varie´te´s alge´briques re´elles munies d’une action de G par isomorphismes alge´briques.
Peut-on de´finir un analogue e´quivariant du complexe de poids, avec des proprie´te´s similaires,
qui induirait une filtration sur une certaine homologie e´quivariante (qui prendrait en compte
a` la fois la structure des varie´te´s conside´re´es, celle du groupe qui agit, et l’action elle-meˆme),
ainsi qu’une suite spectrale dont on pourrait extraire nombre d’informations comme dans le
cadre non-e´quivariant ?
La de´finition de l’homologie “e´quivariante” des varie´te´s alge´briques re´elles avec action que
nous allons conside´rer va nous guider vers la re´ponse -positive- a` cette question. A noter que le
choix de la finitude du groupe est guide´ d’une part par l’existence dans ce cas d’une re´solution
des singularite´s e´quivariante, d’une compactification e´quivariante et d’un lemme de Chow-
Hironaka e´quivariant ([9]). Cela nous permettra d’utiliser une version e´quivariante du crite`re
d’extension de F. Guille´n et V. Navarro Aznar. D’autre part, on vise e´galement les applications
aux produits. En effet, l’isomorphisme de Ku¨nneth sur les homologies e´quivariantes conside´re´es
ne´cessitera que les groupes mis en jeu soient d’ordre fini (voir chapitre 7). De plus, la structure
des groupes finis enrichit de´ja` conside´rablement les objets e´quivariants. On verra en particulier
que l’e´tude du cas G = Z/2Z est tre`s inte´ressante.
Dans leur article, C. McCrory et A. Parusin´ski associent fonctoriellement (relativement
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aux applications semi-alge´briques continues propres) a` toute varie´te´ alge´brique re´elle X le
complexe C∗(X) des chaˆınes semi-alge´briques a` supports ferme´s (sur Z2), dont l’homologie
H∗(X) est l’homologie de Borel-Moore de (l’ensemble des points re´els de) la varie´te´ X. Si le
groupe G agit sur une varie´te´ X, la fonctorialite´ de C∗ nous permet alors de munir le complexe
de chaˆınes C∗(X) d’une structure de G-complexe. L’homologie e´quivariante H∗(X;G) de X
que nous conside´rerons sera alors l’homologie H∗(G,C∗(X)) du groupe G a` valeurs dans le
complexe C∗(X) des chaˆınes semi-alge´briques a` supports ferme´s de X.
Ce choix repose sur les faits suivants. Tout d’abord, a` tout G-complexe K∗ sont associe´es
deux suites spectrales IE et IIE qui convergent vers l’homologie H∗(G,K∗) du groupe G a`
coefficients dans K∗, qui est l’homologie d’un complexe total construit a` partir d’un complexe
double. A. Grothendieck est l’un des premiers a` avoir dans [13] mis en lumie`re et exhibe´ ainsi
des suites spectrales de configurations bien plus ge´ne´rales. J. van Hamel ([35]) extrait d’ailleurs
de cette the´orie celle qui converge vers sa propre homologie e´quivariante. Or, celle-ci n’est
autre que la suite spectrale IE dite de Hochschild-Serre avec K∗ = C∗(X) (du moins si X est
compacte), ce qui nous permet d’affirmer que ces deux homologies e´quivariantes sont les meˆmes
dans le cas compact. L’inte´reˆt de cette constatation est qu’elle nous autorisera dans les travaux
qui suivront celui-ci a` utiliser les nombreuses proprie´te´s que tire van Hamel de son homologie
e´quivariante, notamment sa dualite´ de Poincare´, et cela nous invite a` penser qu’il pourrait
s’agir d’un bon choix pour e´tudier les varie´te´s alge´briques re´elles avec action. De plus, graˆce
a` la suite spectrale de Hochschild-Serre, on comprend mieux -et on calcule plus efficacement-
l’homologie e´quivariante, me´lange d’homologie de Borel-Moore et de cohomologie de groupe (a`
coefficients dans un module). Il est a` noter que cette homologie e´quivariante est diffe´rente par
exemple de celle de Brown ([6]), et que les espaces Hn(X;G) de degre´ ne´gatif peuvent ne pas
eˆtre nuls.
La conception, a` partir d’un G-complexe K∗, du complexe dont l’homologie est l’homo-
logie de G a` valeurs dans K∗ est fonctorielle relativement aux morphismes de complexes
e´quivariants. C’est ce foncteur, que l’on note LG, qui, applique´ au complexe des chaˆınes semi-
alge´briques C∗(X), fournit un complexe CG(X) qui calcule l’homologie e´quivariante de X. Et
c’est e´galement au complexe de poids que l’on va l’appliquer pour obtenir notre complexe de
poids e´quivariant ΩCG∗ (X). En effet, d’une part, la fonctorialite´ du complexe de poids (non-
e´quivariant) nous permet de munir le complexe de poidsWC∗(X) de toute G-varie´te´ alge´brique
re´elle X d’une action de G induite, et de construire ainsi un foncteur GWC∗ avec des proprie´te´s
analogues a` celles du complexe de poidsWC∗. Ceci constitue un premier re´sultat de cette the`se.
D’autre part, on montre que le foncteur LG se “comporte bien” par rapport aux complexes
filtre´s. En particulier, il pre´serve les quasi-isomorphismes filtre´s, ces morphismes de complexes
filtre´s qui induisent un isomorphisme au niveau des suites spectrales induites de`s la page 1,
et il commute avec l’ope´ration qui consiste a` conside´rer le complexe filtre´ simple associe´ a`
un diagramme cubique de complexes filtre´s. Cette compatibilite´ du foncteur LG vis-a`-vis des
cate´gories filtre´es nous permet de de´duire des proprie´te´s du complexe de poids non-e´quivariant,
celles, analogues, du complexe de poids e´quivariant. Ce the´ore`me constitue un second re´sultat
de ce travail.
Cependant, des diffe´rences significatives apparaissent entre les complexes de poids e´quivariant
et non-e´quivariant. Pour les distinguer, il faut observer le comportement de la suite spectrale
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induite par le complexe filtre´ de poids e´quivariant. Soit X une G-varie´te´ alge´brique re´elle. No-
tons avant toute chose que, en remarquant que l’homologie du complexe de poids e´quivariant
ΩCG∗ (X) de X est isomorphe a` son homologie e´quivariante, on peut affirmer que la suite spec-
trale de poids e´quivariante GE˜(X) de X converge vers H∗(X;G). Etudions maintenant cette
suite spectrale de poids e´quivariante. Premie`re diffe´rence avec son analogue non-e´quivariante :
elle n’est pas borne´e a` gauche (du fait que l’application du foncteur LG fournit en ge´ne´ral
un complexe qui n’est borne´ que par le haut). Les lignes du terme GE˜2 ne peuvent donc plus
constituer des invariants additifs. De meˆme, si X est une varie´te´ lisse compacte, la suite spec-
trale GE˜ ne convergera pas ne´cessairement au terme GE˜2. Ne´anmoins, dans ce cas, on montre
que la suite spectrale de poids e´quivariante co¨ıncide avec la suite spectrale de Hochschild-Serre
associe´e a` X.
L’une des explications de la profondeur de la structure de cette suite spectrale re´side dans
le fait que son terme GE˜2 puisse s’e´crire comme l’homologie du groupe G a` coefficients dans
la suite spectrale de poids (non-e´quivariante). On a en effet : GE˜2p,q = Hp
(
G, E˜1∗,q
)
pour tous
p, q ∈ Z. Le fait que de la cohomologie de groupe soit ainsi meˆle´e a` la suite spectrale de poids
enrichit conside´rablement les informations qu’elle rece`le : cela complique sa compre´hension tout
en nous fournissant de nouveaux outils pour percer ses myste`res. En effet, pour tout q, on ob-
tient ainsi deux nouvelles suites spectrales qIE et
q
IIE qui convergent vers l’homologie
GE˜2∗,q du
groupe G a` coefficients dans E˜1∗,q. Outre le fait que ces objets puissent eˆtre effectivement utiles
pour en apprendre plus sur la suite spectrale de poids e´quivariante, les termes qIIE
2 rece`lent une
proprie´te´ particulie`re lorsqu’ils sont calcule´s a` partir de la filtration Nash-constructible (avec
action).
En effet, si l’on conside`re une inclusion ferme´e e´quivariante Y ⊂ X de G-varie´te´s alge´briques
re´elles, la de´composition des suites exactes courtes scinde´es
0→ NpCk(Y )→ NpCk(X)→ NpCk(X \ Y )→ 0
est donne´e par un morphisme e´quivariant. Cela induit alors une suite exacte longue finie
· · · → qIIE2i,j(Y )→ qIIE2i,j(X)→ qIIE2i,j(X \ Y )→ qIIE2i,j−1(Y )→ · · ·
Pour tout q, on peut ainsi extraire un invariant additif qBi de chaque ligne du terme
q
IIE
2, dans
le cas ou` tous les Z2-espaces vectoriels qIIE
2
p,q(X) sont de dimension finie. La ve´rification de
cette hypothe`se pour toute varie´te´ alge´brique re´elle X constituera l’objet d’une future e´tude.
Fortement relie´e a` une compre´hension plus profonde des chaˆınes Nash-constructibles invariantes
sous l’action de G, elle devrait se baser sur l’emploi de techniques ge´ome´triques e´quivariantes
tre`s fines.
Plus e´tonnant, pour tout k ∈ Z, on parvient a` construire une suite spectrale kIIÊ dont la
caracte´ristique d’Euler est exactement
∑
q+i=k
qBi, un nouvel invariant additif que l’on note
BGk . La construction du complexe double dont est issue cette suite spectrale, ainsi que son
e´tude dans le cas G = Z/2Z (premier cas difficile dans lequel l’action du groupe, meˆme a`
deux e´le´ments, enrichit conside´rablement les informations contenues dans les suites spectrales)
constitue un important volet du travail de cette the`se.
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En calculant notamment l’autre suite spectrale kIÊ induite par ce complexe double, on
cherche a` mieux comprendre les invariants additifs BGk . Pour cela, on met en œuvre un autre
re´sultat fondamental de cette the`se que l’on de´montre dans le chapitre 3, a` savoir la suite exacte
de Smith Nash-constructible (pour G = Z/2Z). Cette suite exacte courte est un analogue de
la suite exacte de Smith tenant compte de la filtration Nash-constructible en le sens suivant.
Soit X une G-varie´te´ alge´brique re´elle, avec G = {1, σ}. Si c est une chaˆıne de NαCk(X)
invariante sous l’action induite de G, alors on peut l’e´crire comme la somme de sa restriction
a` l’ensemble XG des points fixes et de l’image par 1 + σ d’une chaˆıne appartenant au degre´
Nα+1Ck(X) de la filtration. Autrement dit, si la suite exacte courte de Smith nous informait
que l’on pouvait de´couper la somme d’une chaˆıne et de sa restriction aux points fixes en la
somme d’une autre chaˆıne et de son image par l’involution σ, ce the´ore`me nous dit que l’on
peut avoir un certain controˆle sur la re´gularite´ de cette chaˆıne par rapport a` celle de la chaˆıne
de de´part.
Il se base sur un autre re´sultat qui pre´sente un inte´reˆt certain jusqu’en dehors du contexte
de ce travail. On e´tablit en effet que si M est une varie´te´ affine compacte connexe munie
d’une involution alge´brique σ non triviale, on peut de´couper M en deux sous-ensembles semi-
alge´briques ferme´s A et σ(A), images l’un de l’autre par l’involution σ, le long d’un sous-
ensemble syme´trique par arcs S, de codimension 1 et globalement stable sous l’action de σ. La
de´monstration de ce the´ore`me fait appel a` des the´ore`mes profonds sur les varie´te´s Nash et les
fonctions Nash, pour la plupart dus a` M. Shiota ([31]).
Evoquons e´galement une autre proprie´te´ obtenue dans ce contexte, qui nous donne une
certaine interpre´tation de la suite de Smith Nash-constructible dans le cas compact et libre.
Nous montrons que si X est une varie´te´ alge´brique re´elle compacte, munie d’une action libre
de G = Z/2Z, les chaˆınes de X de degre´ α invariantes sous l’action induite de G correspondent
aux chaˆınes de degre´ α du quotient X/G, qui est alors un ensemble syme´trique par arcs.
Revenons a` nos invariants BGk (toujours avec G = Z/2Z). L’utilisation de la suite exacte
courte de Smith Nash-constructible nous permet de calculer la suite spectrale kIÊ et d’obtenir
une formule pour ces invariants additifs :
BGk (X) = (−1)kχ
(
H∗
(
(N−kC∗)G
(N−k−1C∗)G
))
+
∑
q≥k+1
βq
(
XG
)
,
pour toutes les G-varie´te´s alge´briques re´elles X pour lesquelles ces quantite´s sont de´finies.
On de´couvre alors notamment que les invariants additifs ′BGk de´finis par le membre de droite
co¨ıncident avec les nombres de Betti virtuels e´quivariants de G. Fichou (les uniques invariants
additifs sur les G-varie´te´s alge´briques re´elles co¨ıncidant avec les dimensions des espaces d’ho-
mologie e´quivariante sur les lisses compactes, voir [12]) si k < 0, et que si X est une varie´te´
compacte munie d’une action libre de G, BGk (X) = β
G
k (X) pour tout k. Un important travail
a de´ja` e´te´ fourni pour obtenir ce re´sultat. Le futur de cette recherche sera d’identifier si l’on
a obtenu ainsi de nouveaux invariants additifs sur les varie´te´s alge´briques re´elles avec action
de G, ou si ce sont pre´cise´ment les nombres de Betti virtuels e´quivariants, y compris en degre´
positif ou nul. Quelle que soit la re´ponse, nous pouvons espe´rer qu’elle ame`nera des avance´es
significatives pour la compre´hension des varie´te´s alge´briques re´elles avec action.
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Dans cette direction, on identifie plus en avant le lien qui pourrait exister entre ces deux
groupes d’invariants, en re´alisant les nombres de Betti virtuels e´quivariants a` partir d’un nou-
veau complexe filtre´ de poids. On qualifie celui-ci d’invariant car il induit une filtration sur
l’homologie des chaˆınes invariantes des G-varie´te´s alge´briques re´elles. Pour tout k, on extrait
de la ligne k de la page 2 de la suite spectrale qu’il induit un invariant additif auquel on
ajoute les nombres de Betti virtuels des points fixes de degre´ plus grand que k pour obtenir
le nombre de Betti virtuel e´quivariant βGk . Cette construction des nombres de Betti virtuels
e´quivariants constitue la re´alisation de l’un des objectifs importants de cette the`se, en per-
mettant une meilleure compre´hension de ces invariants additifs. L’identification de la filtration
Nash-constructible/ge´ome´trique (avec action) en tant que possible pont entre les diffe´rents
complexes de poids et leurs proprie´te´s se re´ve`le une autre avance´e inte´ressante. En effet, si
la filtration Nash-constructible re´alisait le complexe de poids invariant, cela nous permettrait
d’obtenir effectivement les nombres de Betti virtuels e´quivariants a` partir du complexe de poids
e´quivariant (re´alise´ par la filtration Nash-constructible) via la suite spectrale kIÊ induite par la
suite spectrale de poids e´quivariante.
Dans cette the`se, on e´tudie e´galement le pendant cohomologique du complexe de poids
e´quivariant. De la meˆme manie`re que l’on s’e´tait base´ sur la fonctorialite´ du complexe de poids
de C. McCrory et A. Parusin´ski pour le munir d’une action de G et lui appliquer ensuite le
foncteur LG, on prend appui sur le travail de T. Limoges dans [21], qui a e´tabli l’existence
d’un complexe de poids cohomologique induisant une filtration par le poids sur la cohomologie
singulie`re a` supports compacts de l’ensemble des points re´els des varie´te´s alge´briques re´elles.
La fonctorialite´ du complexe de poids cohomologique nous permet en effet, sur la cate´gorie
des G-varie´te´s alge´briques re´elles, de le munir d’une action induite de G. On applique alors au
complexe de poids cohomologique avec action un foncteur LG, dont on montre qu’il posse`de
des proprie´te´s analogues a` celles du foncteur LG (notamment celle de la pre´servation des quasi-
isomorphismes filtre´s), pour obtenir un complexe de poids cohomologique e´quivariant qui in-
duit une filtration par le poids dite e´quivariante sur la cohomologie e´quivariante vers laquelle
converge la suite spectrale de Hochschild-Serre de terme IE
p,q
2 (X) = H
p(G,Hq(X)). Il est a`
noter que cette suite spectrale co¨ıncide ainsi avec celle associe´e a` la cohomologie e´quivariante
de J. van Hamel (au moins pour X compacte) dans [35], et que cette dernie`re est donc e´gale a` la
noˆtre. Dans le cadre cohomologique e´galement, on de´duit plusieurs proprie´te´s de la suite spec-
trale de poids e´quivariante cohomologique et de la re´alisation du complexe de poids e´quivariant
cohomologique de celles du cadre sans action de T. Limoges.
Enfin, on porte notre attention sur la question des produits de filtrations par le poids
e´quivariantes. Toujours dans [21], T. Limoges s’est aussi inte´resse´ au produit de filtrations par
le poids des varie´te´s alge´briques re´elles. Il montre ainsi l’existence d’un quasi-isomorphisme
filtre´ entre le produit tensoriel des complexes de poids et le complexe de poids du produit,
induisant la compatibilite´ de l’isomorphisme de Ku¨nneth avec la filtration par le poids. Plus
pre´cise´ment, T. Limoges utilise la re´alisation du complexe de poids par la filtration ge´ome´trique
pour prouver que, si X et Y sont deux varie´te´s alge´briques re´elles, on a un quasi-isomorphisme
filtre´ GC∗(X)⊗ GC∗(Y )→ GC∗(X × Y ).
Soient G et G′ deux groupes finis. Notre travail consiste a` montrer que si les varie´te´s X et Y
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sont munies respectivement d’une action de G et d’une action de G′, ce quasi-isomorphisme
filtre´ est e´quivariant par rapport aux actions de G × G′ induites. On peut alors y appliquer
le foncteur LG×G′ dans l’optique d’obtenir un quasi-isomorphisme filtre´ entre le produit des
complexes de poids e´quivariants et le complexe de poids e´quivariant du produit. Une dernie`re
e´tape se re´ve`le ainsi ne´cessaire, a` savoir la preuve que si K∗ est un G-complexe filtre´ et M∗ un
G′-complexe filtre´, le produit LG(K∗)⊗ LG′(M∗) et LG×G′(K∗ ⊗M∗) sont au moins relie´s par
un quasi-isomorphisme filtre´. On montre en fait que si l’on conside`re des re´solutions projectives
particulie`res pour les groupes finis G et G′ -les re´solutions bar-, ces deux complexes filtre´s sont
naturellement isomorphes.
La conse´quence de cette proprie´te´ sur le produit des filtrations ge´ome´triques e´quivariantes
constitue, avec son pendant cohomologique (que l’on montre e´galement de fac¸on similaire en
prenant appui sur l’e´tude des produits de complexes de poids cohomologiques de T. Limoges),
une e´tape importante pour la compre´hension de deux autres produits sur les cohomologie et
homologie e´quivariantes, a` savoir les produits cup et cap. Cependant, la preuve par T. Limoges
du caracte`re filtre´ de leurs analogues sur les cohomologie et homologie non-e´quivariantes, par
rapport aux filtrations par le poids, se base sur des conside´rations sur les suites spectrales de
poids. Or, on a vu que les diffe´rences signicatives des suites spectrales de poids e´quivariantes
avec celles-ci nous empeˆchaient de nous en inspirer brutalement pour obtenir des proprie´te´s ana-
logues. Une investigation supple´mentaire du produit des suites spectrales de poids e´quivariantes,
se basant ne´anmoins sur ce qui a e´te´ fait ici au niveau des produits des complexes filtre´s de
poids e´quivariant, sera ne´cessaire pour e´tablir si les produits cup et cap sur les cohomologie et
homologie e´quivariantes sont filtre´s, par rapport a` la filtration par le poids e´quivariante.
Ce travail a e´te´ divise´ en sept chapitres. Dans le premier, on rappelle les de´finitions et
proprie´te´s de base des fonctions constructibles, utilise´es pour de´finir le complexe des chaˆınes
semi-alge´briques a` supports ferme´s. On montre e´galement que si X est un sous-ensemble semi-
alge´brique de l’ensemble des points re´els d’une varie´te´ alge´brique re´elle munie d’une action d’un
groupe G par home´omorphismes semi-alge´briques, le complexe des chaˆınes semi-alge´briques
est muni d’une action induite de G, qui commute avec les ope´rations de base de´finies par C.
McCrory et A. Parusin´ski.
Dans le deuxie`me chapitre, on rappelle les de´finitions et les proprie´te´s e´tablies par McCrory
et Parusin´ski concernant le complexe de poids des varie´te´s alge´briques re´elles, ne´cessaires pour
nous permettre d’introduire ensuite notre complexe de poids avec action. Dans le chapitre
trois, on montre e´galement le the´ore`me de “de´coupage” d’une varie´te´ Nash affine compacte
connexe munie d’une involution alge´brique. La suite exacte courte de Smith Nash-constructible,
conse´quence de ce re´sultat, y est ensuite e´tablie, ainsi que son interpre´tation dans le cas libre
compact.
Le chapitre quatre est celui qui rece`le la construction du complexe de poids e´quivariant,
apre`s des rappels sur la cohomologie et l’homologie de groupe ainsi que la de´finition du foncteur
LG, pour lequel on montre les proprie´te´s de compatibilite´ avec les cate´gories filtre´s. On e´tablit
e´galement de nombreuses proprie´te´s sur la suite spectrale de poids e´quivariante, dont on extrait
d’autres suites spectrales. On montre e´galement que si le groupe G est d’ordre impair, la
situation est conside´rablement simplifie´e graˆce au the´ore`me de Maschke, qui nous dit que le
foncteur ΓG (qui associe a` un Z2-espace vectoriel muni d’une action line´aire d’une groupe G,
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le sous-espace vectoriel de ses e´le´ments invariants sous l’action) est exact dans ce cas. C’est
dans le chapitre cinq que l’on utilise la re´alisation du complexe de poids e´quivariant a` partir
de la filtration ge´ome´trique, afin de retrouver des invariants additifs BGk . On y e´tudie une
suite spectrale qui les calcule et on montre ainsi qu’ils co¨ıncident avec les nombres de Betti
virtuels e´quivariants dans certains cas. Dans le cas ou` G = Z/2Z, on montre enfin l’existence
du complexe de poids invariant a` partir duquel on retrouve les nombres de Betti virtuels
e´quivariants.
Dans le chapitre six, on rappelle les proprie´te´s obtenues par T. Limoges sur le complexe
de poids et la filtration par le poids cohomologiques. On les utilise pour montrer l’existence
d’un complexe de poids cohomologique avec action et d’un complexe de poids cohomologique
e´quivariant aux proprie´te´s analogues a` celles de leurs pendants homologiques. Enfin, dans un
dernier chapitre, sont rappele´es celles qu’il a obtenues concernant les produits de filtrations par
le poids pour les varie´te´s alge´briques re´elles avant que ne soient montre´es leur e´quivariance et
leurs analogues sur les produits de filtrations par le poids e´quivariantes.
Chapitre 1
Chaˆınes semi-alge´briques et action
de groupe
Dans ce chapitre, on rappelle les de´finitions et les proprie´te´s des chaˆınes semi-alge´briques a`
supports ferme´s d’un ensemble semi-alge´brique localement compact, donne´es dans l’appendice
de [26]. On ve´rifie e´galement des proprie´te´s dont on aura besoin par la suite (1.2.3, 1.2.4, 1.2.5,
1.2.6, 1.4.5).
Dans le dernier point, conside´rant une action sur un ensemble semi-alge´brique localement
compact, on munit le complexe de ses chaˆınes semi-alge´briques a` supports ferme´s de l’action
induite par fonctoralite´. On ve´rifie alors que l’action commute avec les ope´rations de restriction,
d’adhe´rence (1.5.3) et de tire´ en arrie`re (1.5.4).
1.1 Rappel sur les fonctions constructibles
On commence ce chapitre en rappelant les de´finitions et les proprie´te´s de base sur les
fonctions constructibles, suivant [24].
Dans ce paragraphe et dans la suite de ce chapitre, on conside`re X un ensemble semi-
alge´brique localement compact i.e. un sous-ensemble semi-alge´brique de l’ensemble des points
re´els d’une varie´te´ alge´brique re´elle.
De´finition 1.1.1. Une fonction ϕ : X → Z est dite constructible si on peut l’e´crire comme
une somme finie
ϕ =
∑
i∈I
mi1Xi
ou` I est un ensemble fini et, pour tout i ∈ I, 1Xi est la fonction caracte´ristique d’un sous-
ensemble semi-alge´brique Xi de X et mi ∈ Z.
Remarque 1.1.2. On peut toujours trouver une pre´sentation de ϕ ou` les Xi sont ferme´s dans X.
Un outil fondamental des fonctions constructibles est l’inte´gration par rapport a` la ca-
racte´ristique d’Euler (a` support compact) :
15
16 CHAPITRE 1. CHAIˆNES SEMI-ALGE´BRIQUES
De´finition 1.1.3. Soit ϕ =
∑
mi1Xi une fonction constructible sur X (avec les Xi ferme´s
dans X) et soit Z un sous-ensemble semi-alge´brique ferme´ de X. On de´finit l’inte´grale d’Euler
de ϕ sur Z par ∫
Z
ϕdχ =
∑
i
miχ(Xi ∩ Z).
On de´finit alors le pousse´ en avant induit par une application semi-alge´brique continue
propre :
De´finition 1.1.4. Soient Y un autre ensemble semi-alge´brique localement compact et f : X → Y
une application semi-alge´brique continue propre. Soit ϕ une fonction constructible sur X. Alors
le pousse´ en avant f∗ϕ est la fonction constructible sur Y de´finie par
f∗ϕ(y) =
∫
f−1(y)
ϕdχ
pour tout y ∈ Y .
On de´finit enfin l’entrelacs d’une fonction constructible :
De´finition 1.1.5. Soient X une fonction constructible sur X et x un point de X. Alors l’en-
trelacs Λϕ(x) de ϕ en x est de´fini par
Λϕ(x) =
∫
S(x,)∩X
ϕdχ.
L’entrelacs de ϕ ainsi de´fini est une fonction constructible sur X.
On termine ces rappels par diffe´rentes proprie´te´s de fonctorialite´ et de commutativite´ du
pousse´ en avant et de l’entrelacs :
Proposition 1.1.6. ([24])
1. (g ◦ f)∗ = g∗ ◦ f∗,
2. Λ ◦ Λ = 2Λ,
3. f∗Λ = Λf∗.
1.2 De´finition du complexe des chaˆınes semi-alge´briques a` sup-
ports ferme´s
Suivant C. McCrory et A. Parusin´ski ([26], Appendix), on donne une de´finition du complexe
des chaˆınes semi-alge´briques de X a` supports ferme´s et a` coefficients dans Z2, e´quivalente a`
celle de [4], 11.7. L’homologie de ce complexe est l’homologie de Borel-Moore de X a` coefficients
dans Z2.
De´finition 1.2.1. Pour k ≥ 0, on note Sk(X) le Z2-espace vectoriel engendre´ par les sous-
ensembles semi-alge´briques ferme´s de X de dimension ≤ k.
On note alors Ck(X) le Z2-espace vectoriel quotient de Sk(X) par les relations suivantes :
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1. Si A et B sont des sous-ensembles semi-alge´briques ferme´s de X de dimension ≤ k, alors
A+B ∼ cl(A÷B),
ou` A÷B := (A∪B\A∩B) est la diffe´rence syme´trique de A et B, et cl de´signe l’adhe´rence
(par rapport a` la topologie euclidienne de l’espace Rn dans lequel on se place).
2. Si A est un sous-ensemble semi-alge´brique ferme´ de X avec dimA < k, alors A ∼ 0.
Un e´le´ment c de Ck(X) est appele´ une chaˆıne semi-alge´brique a` support ferme´ de dimen-
sion k.
Remarque 1.2.2. Toute chaˆıne c de Ck(X) peut s’e´crire [A] ou` A est un sous-ensemble semi-
alge´brique ferme´ de X de dimension ≤ k, et [A] de´signe la classe de A dans l’espace vectoriel
quotient Ck(X).
Soit c = [A] ∈ Ck(X). Le plus petit ensemble semi-alge´brique repre´sentant c est appele´ le
support de c et note´ Supp c. On a Supp c = {x ∈ A | dimx = k}.
Le lemme suivant va nous permettre d’identifier dans Ck(X) l’union de deux semi-alge´briques
ferme´s a` leur somme, lorsque leur intersection est “suffisamment petite”.
Lemme 1.2.3. Soient A et B deux sous-ensembles semi-alge´briques ferme´s de X de dimen-
sion ≤ k. Si A ∩B est de dimension < k, on a
[A ∪B] = [A] + [B]
dans Ck(X).
De´monstration. On calcule [A ∪B] + [A] + [B] dans Ck(X) :
[A ∪B] + [A] + [B] = [A ∪B] + [cl(A ∪B \A ∩B)]
= [cl
(
(A ∪B) ∪ cl(A ∪B \A ∩B) \ (A ∪B) ∩ cl(A ∪B \A ∩B))]
Or,
(A ∪B) ∪ cl(A ∪B \A ∩B) = cl(A ∪B ∪ (A ∪B \A ∩B))
= cl(A ∪B)
= A ∪B
De plus, (A∪B)∩cl(A∪B\A∩B) contientA∪B\A∩B donc (A∪B)\((A ∪B) ∩ cl(A ∪B \A ∩B))
est contenu dans A ∪B \ (A ∪B \A ∩B) = A ∩B.
Ainsi, cl
(
(A∪B)∪cl(A∪B \A∩B)\(A∪B)∩cl(A∪B \A∩B)) est contenu dans cl(A∩B),
qui de dimension < k (car dim cl(A∩B) = dimA∩B < k). La classe de cet ensemble est donc 0
dans Ck(X), i.e. [A ∪B] + [A] + [B] = 0.
Cette proprie´te´ entraˆıne un corollaire, e´galement utile pour la suite.
Corollaire 1.2.4. Si A et C sont des sous-ensembles semi-alge´briques ferme´s de X tels que
C ⊂ A avec dim C < k alors [cl(A \ C)] = [A] dans Ck(X).
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De´monstration. En effet, dim(C ∩ cl(A \ C)) ≤ dimC < k donc, d’apre`s le lemme,
[cl(A \ C)] + [C] = [cl(A \ C) ∪ C]
et cl(A \ C) ∪ C = cl((A \ C) ∪ C) = cl(A) = A (et [C] = 0).
On e´tablit deux autres lemmes, utilise´s dans la preuve de 3.4.2. Dans ce re´sultat fonda-
mental de notre e´tude, on parviendra a` de´couper une chaˆıne semi-alge´brique invariante sous
une involution, modulo sa restriction aux points fixes, en deux chaˆınes images l’une de l’autre
et dont le “degre´ de re´gularite´” (par rapport a` la filtration dite Nash-constructible 2.6.5) ne
s’e´loignera pas trop du degre´ initial de la chaˆıne de de´part.
Lemme 1.2.5. Soient A1, A2 et A3 trois sous-ensembles semi-alge´briques ferme´s de X de
dimension k. Si [A1] = [A2] dans Ck(X), alors [A1 ∩A3] = [A2 ∩A3].
De´monstration. On a [A1 ∩ A3] + [A2 ∩ A3] = [cl ((A1 ∩A3)÷ (A2 ∩A3))], or (A1 ∩A3) ÷
(A2 ∩A3) = (A1 ÷A2) ∩A3 et dim A1 ÷A2 < k car [A1] = [A2].
Lemme 1.2.6. Soient A1, A2 deux sous-ensembles semi-alge´briques de X de dimension k avec
A1 ferme´ dans X. Alors, dans Ck(X), [cl(A1 ∩A2)] = [A1 ∩ cl(A2)].
De´monstration. On a
cl(A1∩A2)÷(A1 ∩ cl(A2)) = A1∩cl(A2)\cl(A1∩A2) ⊂ A1∩cl(A2)\A1∩A2 = A1∩(cl(A2)\A2)
et dim(cl(A2) \A2) < k.
On de´finit enfin la diffe´rentielle de C∗(X) pour en faire un ve´ritable complexe de chaˆınes.
De´finition et Proposition 1.2.7. Pour k ≥ 0, on de´finit l’application
∂k : Ck(X) −→ Ck−1(X)
comme suit. Soit c ∈ Ck(X) avec c = [A], alors on pose
∂kc = [∂A],
ou` ∂A := {x ∈ A | Λ1A(x) ≡ 1 (mod 2)}. Cette application est line´aire et ve´rifie ∂k−1 ◦∂k = 0.
(C∗(X), ∂∗) est ainsi un complexe de Z2-espaces vectoriels, appele´ complexe des chaˆınes
semi-alge´briques a` supports ferme´s (et a` coefficients dans Z2).
On de´finit par la suite diffe´rentes ope´rations sur ce complexe des chaˆınes semi-alge´briques
a` supports ferme´s.
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1.3 Fonctorialite´ des chaˆınes semi-alge´briques
De´finition et Proposition 1.3.1. Soient X et Y deux ensembles semi-alge´briques localement
compacts et f : X → Y une application semi-alge´brique continue propre. On de´finit l’application
f∗ : C∗(X)→ C∗(Y ) comme suit. Soient k ≥ 0 et c = [A] ∈ Ck(X), alors f∗(c) := [B], ou`
B := cl{y ∈ Y | f∗1A(y) ≡ 1 mod 2},
ou` f∗ est ici le pousse´ en avant pour les fonctions constructibles. L’application f∗ : C∗(X) → C∗(Y )
ve´rifie ∂kf∗ = f∗∂k et f∗ est donc un morphisme de complexes.
Proposition 1.3.2. ([26]) On a
id∗ = id,
et
g∗ ◦ f∗ = (g ◦ f)∗.
1.4 Restriction, adhe´rence
De´finition 1.4.1. Soit Z ⊂ X un sous-ensemble semi-alge´brique localement ferme´. On de´finit
l’ope´ration de restriction par rapport a` Z sur les chaˆınes semi-alge´briques de X comme suit.
Soient k ≥ 0 et c = [A] ∈ Ck(X), on de´finit la restriction c|Z de c par rapport a` Z par
c|Z := [A ∩ Z] ∈ Ck(Z).
La restriction est line´aire :
Proposition 1.4.2. Soit Z ⊂ X un sous-ensemble semi-alge´brique localement ferme´. La res-
triction a` Z est line´aire sur les chaˆınes semi-alge´briques a` supports ferme´s de X.
De´monstration. Soient c = [A], c′ = [B] ∈ Ck(X) (non nulles). Montrons que
(c+ c′)|Z = c|Z + c|Z′ .
On a c+ c′ = [clX(A÷B)] et donc (c+ c′)|Z = [clX(A÷B) ∩ Z].
D’un autre coˆte´, c|Z + c|Z′ = [clZ
(
(A ∩ Z)÷ (B ∩ Z))] = [clZ((A÷B) ∩ Z)].
Calculons donc [clX(A÷B) ∩ Z] + [clZ
(
(A÷B) ∩ Z)]. On a(
clX(A÷B) ∩ Z
)÷ (clZ((A÷B) ∩ Z)) = (clX(A÷B) ∩ Z) \ (clZ((A÷B) ∩ Z))
(car clZ
(
(A÷B) ∩ Z) ⊂ clX(A÷B) ∩ Z). Or,(
clX(A÷B)∩Z
)\(clZ((A÷B)∩Z)) ⊂ (clX(A÷B)∩Z)\((A÷B)∩Z) = (clX(A÷B)\(A÷B))∩Z.
Comme dim clX(A÷B) \ (A÷B) < dimA÷B ≤ k, au total
(c+ c′)|Z + c|Z + c|Z′ = 0.
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Remarque 1.4.3. La restriction ne commute pas avec l’ope´rateur de bord en ge´ne´ral, mais si U
est un sous-ensemble semi-alge´brique ouvert de X, on a ∂k(c|U ) = (∂kc)|U .
De´finition 1.4.4. Soit Z ⊂ X un sous-ensemble semi-alge´brique localement ferme´. On de´finit
l’ope´ration d’adhe´rence sur les chaˆınes semi-alge´briques de Z comme suit. Soient k ≥ 0 et
c = [A] ∈ Ck(Z), on de´finit l’adhe´rence c de c par
c = [cl(A)] ∈ Ck(X),
ou` cl(A) est l’adhe´rence de A dans X.
Ve´rifions la proprie´te´ de line´arite´ de cette ope´ration d’adhe´rence :
Proposition 1.4.5. Soit Z ⊂ X un sous-ensemble semi-alge´brique localement ferme´. Alors
l’ope´ration d’adhe´rence est line´aire sur les chaˆınes semi-alge´briques a` supports ferme´s de Z.
De´monstration. Soient c = [A], c′ = [B] ∈ Ck(Z). Montrons que
c+ c′ = c+ c′.
On a c+ c′ = [clZ(A÷B)] = [clX
(
clZ(A÷B)
)
]. Or clX
(
clZ(A÷B)
)
= clX(A÷B), donc
c+ c′ = [clX(A÷B)].
On a de plus A÷B = (A ∩Bc) unionsq (Ac ∩B). Ainsi, dans Ck(X),
[clX(A÷B)] = [clX
(
(A ∩Bc) ∪ (Ac ∩B))]
= [clX(A ∩Bc) ∪ clX(Ac ∩B)]
= [clX(A ∩Bc)] + [clX(Ac ∩B)].
En effet, dim clX(A ∩Bc) ∩ clX(Ac ∩B) < k puisque
clX(A ∩Bc) ∩ clX(Ac ∩B) = (A ∩Bc) ∩ (clX(Ac ∩B) \Ac ∩B)
unionsq(clX(A ∩Bc) \A ∩Bc) ∩ (Ac ∩B)
unionsq(clX(A ∩Bc) \A ∩Bc) ∩ (clX(Ac ∩B) \Ac ∩B),
or cet ensemble semi-alge´brique est de dimension< k car pour tout semi-alge´brique S, dim
(
cl(S)\ S) < dimS.
De meˆme, [clX(A∩Bc)]+[clX(A∩B)] = [clX(A∩B∪A∩Bc)] = [clX(A)] et [clX(Ac∩ B)]+
[clX(A ∩B)] = [clX(B)], et on a donc finalement :
[clX(A÷B)] = [clX(A)] + [clX(B)] = c+ c′.
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Remarque 1.4.6. L’ope´ration d’adhe´rence ne commute pas avec le morphisme de bord en
ge´ne´ral.
De´finition 1.4.7. Conside´rons le diagramme commutatif d’ensembles semi-alge´briques locale-
ment ferme´s suivant :
Y˜ → X˜
↓ ↓ pi
Y
i−→ X
ou` pi : X˜ → X est une application semi-alge´brique continue propre, i est l’inclusion d’un sous-
ensemble semi-alge´brique ferme´, Y˜ = pi−1(Y ), et la restriction pi : X˜ \ Y˜ → X \ Y est un
home´omorphisme.
Soient k ≥ 0 et c ∈ Ck(X). On de´finit le tire´ en arrie`re pi−1c ∈ Ck(X˜) de c par :
pi−1c := (pi−1)∗(c|X\Y ).
Ve´rifions enfin la line´arite´ du tire´ en arrie`re sur les chaˆınes semi-alge´briques a` supports
ferme´s :
Proposition 1.4.8. On reprend les notations de la de´finition pre´ce´dente. Soit k ≥ 0 et soient
c et c′ deux chaˆınes de Ck(X). Alors pi−1(c+ c′) = pi−1c+ pi−1c′.
De´monstration. On utilise successivement la line´arite´ de la restriction, du pousse´ en avant et
de l’adhe´rence.
Remarque 1.4.9. Le tire´ en arrie`re ne commute pas avec l’ope´rateur de bord en ge´ne´ral.
1.5 Action de groupe
On suppose a` pre´sent queX est muni d’une action d’un groupeG qui agˆıt par home´omorphismes
semi-alge´briques : pour tout g ∈ G, on note αg : X → X l’home´omorphisme semi-alge´brique
associe´ a` g.
Par fonctorialite´, on obtient alors une action sur le complexe C∗(X) par isomorphismes
line´aires donne´e par αg∗ : C∗(X) → C∗(X) pour g ∈ G. Le complexe C∗(X) muni de cette
action de G devient alors un G-complexe.
Lemme 1.5.1. Soient Y un autre ensemble semi-alge´brique localement compact muni d’une
action de G et f : X → Y une application semi-alge´brique continue propre et e´quivariante.
Alors le pousse´ en avant f∗ est e´quivariant par rapport aux actions de G sur les G-complexes
C∗(X) et C∗(Y ).
De´monstration. Fonctorialite´ des chaˆınes semi-alge´briques a` supports ferme´s (1.3.1).
L’action de G sur une chaˆıne semi-alge´brique a` support ferme´ peut eˆtre donne´e par l’action
sur l’un de ses repre´sentants :
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Proposition 1.5.2. Soient g ∈ G et c = [A] ∈ Ck(X), alors
g.c = [g.A].
De´monstration. On a g.c := αg∗(c) = [B], ou`
B = cl{x ∈ X | αg∗1A(x) = χ(α−1g (x) ∩A) ≡ 1 mod 2 }.
Or pour x ∈ X, χ(α−1g (x)∩A) = 1 si α−1g (x) ∈ A i.e. x ∈ αg(A), 0 si α−1g (x) /∈ A i.e. x /∈ αg(A)
(car αg est un home´omorphisme). Donc B = cl (αg(A)) = αg(A).
A partir de cette constatation, on peut montrer simplement la commutativite´ de l’action
avec les ope´rations de restriction, d’adhe´rence et le tire´ en arrie`re :
Proposition 1.5.3. Soit Z ⊂ X un sous-ensemble semi-alge´brique localement ferme´ globa-
lement stable sous l’action de G. La restriction a` Z des chaˆınes semi-alge´briques a` supports
ferme´s de X commute avec l’action induite de G. De meˆme, l’ope´ration d’adhe´rence des chaˆınes
semi-alge´briques a` support ferme´s de Z commute avec l’action induite de G.
De´monstration. Soient k ≥ 0 et c = [A] ∈ Ck(X). Alors,
g.(c|Z) = g.[A ∩ Z]
= [αg(A ∩ Z)]
= [αg(A) ∩ αg(Z)] (αg bijection)
= [αg(A) ∩ Z] (Z stable sous l’action de G)
= [αg(A)]|Z
= (g.c)|Z
Soient k ≥ 0 et c = [A] ∈ Ck(Z). Alors,
g.c = [cl(αg(A)] = [αg(cl(A))] = g.[cl(A)] = g.c¯.
Proposition 1.5.4. On conside`re le diagramme commutatif d’ensembles semi-alge´briques lo-
calement ferme´s suivant :
Y˜ → X˜
↓ ↓ pi
Y
i−→ X
ou` pi : X˜ → X est une application semi-alge´brique continue propre, i est l’inclusion d’un sous-
ensemble semi-alge´brique ferme´, Y˜ = pi−1(Y ), et la restriction pi : X˜ \ Y˜ → X \ Y est un
home´omorphisme, et ou` tous les objets sont munis d’une action de G et tous les morphismes
sont e´quivariants par rapport a` ces actions.
L’action de G sur les chaˆınes semi-alge´briques a` supports ferme´s commute alors avec le tire´
en arrie`re.
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De´monstration. L’action de G commute avec l’adhe´rence, le pousse´ en avant, la restriction
donc avec le tire´ en arrie`re.
Suite a` ces premie`res de´finitions, nous allons tout d’abord passer en revue, dans le chapitre 2,
diffe´rents re´sultats obtenus par C. McCrory et A. Parusin´ski dans leur article “The weight
filtration for real algebraic varieties”.
Dans le chapitre 3, nous nous placerons dans un cadre avec action du groupe G et nous
munirons le complexe de poids de C. McCrory et A. Parusin´ski d’une action induite, ce qui
nous permettra alors, dans le chapitre 4, de de´velopper un pendant e´quivariant a` leur travail.
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Chapitre 2
Filtration par le poids pour les
varie´te´s alge´briques re´elles
On rappelle dans ce chapitre les re´sultats de [26]. Dans cet article, C. McCrory et A. Pa-
rusin´ski appliquent un crite`re de F. Guille´n et V. Navarro Aznar dans [14] pour e´tendre le
foncteur qui a` toute varie´te´ alge´brique re´elle projective non-singulie`re associe son complexe
des chaˆınes semi-alge´briques a` supports ferme´s muni de la filtration canonique en un foncteur
associant a` toute varie´te´ alge´brique re´elle un complexe filtre´ dit de poids, posse´dant des pro-
prie´te´s d’acyclite´ et d’additivite´ (2.2.1). Ce complexe de poids est fonctoriel par rapport aux
morphismes propres re´guliers.
L’homologie du complexe de poids d’une varie´te´ alge´brique re´elle est isomorphe a` son homo-
logie de Borel-Moore, sur laquelle la filtration du complexe de poids induit alors une filtration
dite e´galement par le poids, en analogie avec la filtration par le poids sur la cohomologie ration-
nelle des varie´te´s alge´briques complexes de P. Deligne ([8]). De plus, on retrouve les nombres
de Betti virtuels ([25]) a` partir de la page 2 de la suite spectrale de poids (2.3.4). Il est a` noter
que, contrairement au cas complexe, la suite spectrale de poids ne de´ge´ne`re pas a` la page 2 en
ge´ne´ral ([26] Example 1.11.).
C. McCrory et A. Parusin´ski donnent ensuite des re´alisations pour ce complexe de poids
de´fini a` quasi-isomorphisme filtre´ pre`s. La premie`re d’entre elles est la re´alisation par une
hyperre´solution cubique pour une varie´te´ compacte (2.4.2), ce qui leur permet de montrer
entre autres que la suite spectrale de poids est borne´e. Dans un second point, ils de´finissent une
filtration dite ge´ome´trique sur le complexe des chaˆınes semi-alge´briques a` supports ferme´s par
re´currence sur la dimension, via des re´solutions des singularite´s adapte´es (2.5.1). Ce complexe
filtre´ re´alise alors le complexe de poids (2.5.7) et co¨ıncide, sur les varie´te´s alge´briques re´elles,
avec la filtration Nash-contructible, de´finie sur la cate´gorie des ensembles AS via les fonctions
Nash-constructibles (2.6.5).
Dans le chapitre suivant, on ge´ne´ralisera le complexe de poids aux varie´te´s alge´briques
re´elles avec action alge´brique de groupe, en un complexe de poids avec action, et ceci graˆce aux
proprie´te´s fonctorielles du complexe de poids.
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2.1 Contexte
Dans ce qui suit, une varie´te´ alge´brique re´elle est un sche´ma re´duit se´pare´ de type fini sur R,
et une varie´te´ compacte est un sche´ma complet, i.e. propre sur R.
Suivant C. McCrory et A. Parusin´ski qui, dans [26], reprennent eux-meˆmes les notations de
F. Guille´n et V. Navarro Aznar dans [14], on note
– Schc(R) la cate´gorie des varie´te´s alge´briques re´elles et des morphismes propres re´guliers
i.e. des morphismes propres de sche´mas,
– Regcomp(R) la sous-cate´gorie des varie´te´s compactes non singulie`res,
– V(R) la sous-cate´gorie des varie´te´s projectives non singulie`res.
On va s’inte´resser a` la ge´ome´trie de l’ensemble des points re´els des varie´te´s alge´briques
re´elles. Pour cela, si X est une telle varie´te´ alge´brique re´elle, on note
– X l’ensemble des points re´els de X,
– C∗(X) le complexe des chaˆınes semi-alge´briques a` supports ferme´s de X,
– H∗(X) l’homologie de C∗(X), qui est l’homologie de Borel-Moore de X a` coefficients dans
Z2 (1.2).
L’autre cate´gorie a` laquelle nous allons nous inte´resser est la cate´gorie C des complexes
borne´s de Z2-espaces vectoriels munis d’une filtration croissante borne´e, et des morphismes de
complexes filtre´s.
Tout e´le´ment (K∗, F∗) de C induit une suite spectrale {Er, dr}, avec
E0p,q =
FpKp+q
Fp−1Kp+q
, E1p,q = Hp+q
(
FpK∗
Fp−1K∗
)
,
convergeant vers l’homologie de K∗ :
E∞p,q =
Fp(Hp+qK∗)
Fp−1(Hp+qK∗)
(ou` Fp(HnK∗) := im [Hn(FpK∗)→ Hn(K∗)]).
Remarquons ici que si un morphisme de C induit un isomorphisme au niveau des suites
spectrales, il induira e´galement un isomorphisme entre les homologies vers lesquelles celles-ci
convergent.
On met ainsi en relief un type de morphisme de C auquel on va particulie`rement s’inte´resser :
De´finition 2.1.1. On appelle quasi-isomorphisme de C ou quasi-isomorphisme filtre´ un mor-
phisme de complexes filtre´s qui induit un isomorphisme au niveau E1 des suites spectrales
induites.
On note e´galement H ◦ C la cate´gorie C localise´e par rapport a` ces quasi-isomorphismes
filtre´s. Autrement dit, la cate´gorie H◦C est la cate´gorie C dans laquelle on inverse formellement
les quasi-isomorphismes filtre´s.
Exemple 2.1.2. La filtration canonique
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Tout complexe borne´ K∗ posse`de une filtration dite canonique, donne´e par
F canp Kq =

Kq si q > −p
ker ∂q si q = −p
0 si q < −p
On a E1p,q = Hp+q
(
F canp K∗
F canp−1K∗
)
=
{
Hp+q(K∗) si p+ q = −p
0 sinon
, et ainsi un quasi-isomorphisme de
complexes (i.e. un morphisme de complexes induisant un isomorphisme au niveau des homolo-
gies) induit un quasi-isomorphisme filtre´ de complexes munis de la filtration canonique.
Dans la suite, on aura e´galement besoin de la notion de diagramme cubique :
De´finition 2.1.3. Pour n ≥ 0, on note +n l’ensemble partiellement ordonne´ (par l’inclusion)
des sous-ensembles de {0, 1, ..., n}. Un diagramme cubique de type +n dans une cate´gorie X
est alors un foncteur contravariant de +n dans X .
Exemple 2.1.4. Diagramme cubique dans C et complexe simple associe´
Si K est un diagramme cubique de type +n dans C, on note K∗,S le complexe du diagramme
indexe´ par le le sous-ensemble S de {0, 1, ..., n}. On de´finit alors le complexe simple sK associe´
a` K par
(sK)k :=
⊕
i+|S|−1=k
Ki,S
(ou` |S| est le nombre d’e´le´ments de S) et les diffe´rentielles ∂k : (sK)k → (sK)k−1 sont de´finies
comme suit. Pour chaque S, on note
∂′i,S : Ki,S → Ki−1,S
la i-e`me diffe´rentielle du complexe K∗,S , et si T ⊂ S et |T | = |S|−1, on note ∂T,S : K∗,S → K∗,T
le morphisme de C correspondant a` l’inclusion de T dans S. Pour a ∈ Ki,S , on note alors
∂′′i,S(a) :=
∑
T⊂S, |T |=|S|−1
∂T,S(a),
et
∂i,S(a) := ∂
′
i,S(a) + ∂
′′
i,S(a).
Enfin, si ⊕i,Sai,S ∈ (sK)k,
∂k(⊕i,Sai,S) =
∑
i,S
∂i,S(ai,S).
On de´finit de plus une filtration sur sK par FpsK := sFpK ((FpsK)k =
⊕
i+|S|−1=k Fp(Ki,S)).
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Exemple 2.1.5. Carre´ acyclique
Un carre´ acyclique est un +1 -diagramme dans Schc(R)
Y˜ → X˜
↓ ↓ pi
Y
i−→ X
ou` i est l’inclusion d’une sous-varie´te´ ferme´e, Y˜ = pi−1(Y ), et la restriction pi : X˜ \ Y˜ → X \ Y
est un isomorphisme (remarquons que l’inclusion d’une sous-varie´te´ ferme´e Y ⊂ X est un
+0 -diagramme dans Schc(R)).
Un carre´ acyclique e´le´mentaire est un carre´ acyclique tel que X est compacte et non sin-
gulie`re, et pi est l’e´clatement de X le long de Y .
2.2 Complexe de poids
Pour une varie´te´ alge´brique re´elle X, on note F canC∗(X) le complexe C∗(X) muni de la
filtration canonique.
Le re´sultat fondamental de C. McCrory et A. Parusin´ski dans [26] est la de´monstration
de l’existence et l’unicite´ d’un foncteur “additif” et “acyclique” (en un certain sens) de´fini
sur la cate´gorie des varie´te´s alge´briques re´elles conside´re´e ici, et a` valeurs dans la cate´gorie
des complexes filtre´s (localise´e par rapport aux quasi-isomorphismes filtre´s), qui co¨ıncide avec
F canC∗(X) de`s que X est une varie´te´ projective lisse.
Le the´ore`me est le suivant :
The´ore`me 2.2.1. ([26] Theorem 1.1) Le foncteur
F canC∗ : V(R) −→ H ◦ C
admet une extension en un foncteur
WC∗ : Schc(R) −→ H ◦ C,
de´fini pour toutes les varie´te´s alge´briques re´elles et tous les morphismes propres re´guliers, qui
ve´rifie les proprie´te´s suivantes :
1. Acyclicite´ : Pour tout carre´ acyclique 2.1.5, le complexe filtre´ simple du +1 -diagramme
dans C
WC∗(Y˜ ) → WC∗(X˜)
↓ ↓
WC∗(Y ) → WC∗(X)
est acyclique (i.e. isomorphe au complexe nul).
2. Additivite´ : Pour une inclusion ferme´e Y ⊂ X, le complexe filtre´ simple du +0 -diagramme
dans C
WC∗(Y )→WC∗(X)
est isomorphe a` WC∗(X \ Y ).
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Un tel foncteur WC∗ est unique a` un isomorphisme de H ◦ C unique pre`s.
Remarque 2.2.2. Les isomorphismes mentionne´s dans le the´ore`me ci-dessus sont des isomor-
phismes de la cate´gorie H ◦ C, i.e. des quasi-isomorphismes de C, a` savoir des morphismes de
complexes filtre´s qui induisent un isomorphisme au niveau E1 des suites spectrales induites.
L’ingre´dient cle´ de la preuve de ce the´ore`me est un the´ore`me d’extension de F. Guille´n et
V. Navarro Aznar issu de [14] :
The´ore`me 2.2.3. ([14] The´ore`me (2.2.2)) Soient C une cate´gorie de descente cohomologique
et
G : V(R) −→ H ◦ C
un foncteur contravariant Φ-rectifie´ qui ve´rifie
(F1) G(∅) = 0, et le morphisme canonique G(XunionsqY )→ G(X)×G(Y ) est un isomorphisme,
(F2) si X• est un carre´ acyclique e´le´mentaire de V(R), sG(X•) est acyclique.
Alors, il existe une extension de G en un foncteur contravariant Φ-rectifie´
Gc : Schc(R)→ H ◦ C
telle que :
1. si X• est un carre´ acyclique de Schc(R), sGc(X•) est acyclique,
2. si Y est une sous-varie´te´ ferme´e de X, on a un isomorphisme naturel
Gc(X \ Y ) ∼= s(Gc(X)→ Gc(Y )).
En outre, cette extension est unique, a` isomorphisme unique pre`s.
Plus pre´cise´ment, pour montrer leur the´ore`me, C. McCrory et A. Parusin´ski appliquent la
version “oppose´e” de ce the´ore`me (ils conside`rent un foncteur covariant et l’e´tendent en un
foncteur covariant) au foncteur F canC∗ : V(R) −→ H ◦ C apre`s avoir ve´rifie´ que celui-ci en
ve´rifie bien les conditions.
De´finition 2.2.4. Si X est une varie´te´ alge´brique re´elle, le complexe filtre´ WC∗(X) est appele´
le complexe de poids de X.
Remarque 2.2.5. Le complexe de poids WC∗(X) de X est de´fini a` quasi-isomorphisme filtre´
pre`s.
Ce complexe de poids va nous permettre de de´finir une filtration sur l’homologie de la
varie´te´. En effet, on a :
Proposition 2.2.6. Pour toute varie´te´ alge´brique re´elle X, l’homologie du complexe WC∗(X)
est l’homologie de Borel-Moore de X a` coefficients dans Z2 :
∀n, Hn(WC∗(X)) = Hn(X).
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Ide´e de de´monstration. On note D la cate´gorie des complexes borne´s de Z2-espaces vectoriels.
Le foncteur d’oubli de la filtration C → D induit un foncteur ϕ : H ◦ C → H ◦ D.
On applique alors le crite`re d’extension de F. Guille´n et V. Navarro Aznar en montrant que
les foncteurs C∗ : Schc(R) → H ◦ D et ϕ ◦ WC∗ : Schc(R) → H ◦ D sont deux extensions du
foncteur C∗ : V(R)→ H ◦ D qui en ve´rifient les conditions.
On utilise alors l’unicite´ que nous fournit ce the´ore`me pour obtenir que ϕ(WC∗(X)) est
quasi-isomorphe a` C∗(X) pour toute varie´te´ alge´brique re´elleX, i.e. pour tout n,Hn(WC∗(X)) =
Hn(X).
Remarque 2.2.7. Pour un carre´ acyclique 2.1.5, on a la suite exacte courte de complexes
0→ C∗(Y˜ )→ C∗(Y )⊕ C∗(X˜)→ C∗(X)→ 0,
et pour une inclusion ferme´e Y ⊂ X, on a la suite exacte courte
0→ C∗(Y )→ C∗(X)→ C∗(X \ Y )→ 0.
2.3 Suite spectrale de poids et filtration par le poids
Soit X une varie´te´ alge´brique re´elle. Le complexe filtre´ de poids WC∗(X) induit une suite
spectrale de´finie a` partir du niveau E1 :
De´finition 2.3.1. On appelle suite spectrale de poids la suite spectrale associe´e au complexe
de poids WC∗(X) et note´e {Er, dr}r≥1.
D’apre`s ce que l’on a vu, la suite spectrale de poids converge vers l’homologie de X :
De´finition 2.3.2. La filtration de l’homologie de X induite par la filtration du complexe de
poids est appele´e filtration par le poids de X et note´e W.
Par la suite seront de´finies plusieurs re´alisations du complexe de poids, ou plus pre´cise´ment
de la suite spectrale de poids. En particulier, on peut la re´aliser en conside´rant une hy-
perre´solution cubique de la varie´te´ alge´brique re´elle conside´re´e et en lui associant un certain
complexe filtre´ dont on de´taillera la construction plus loin.
Cette re´alisation nous permet de cerner les termes non nuls de la suite spectrale de poids
dans un ”triangle” :
Proposition et De´finition 2.3.3. Si E1p,q 6= 0 alors le point (p, q) se situe dans le triangle
ferme´ de sommets (0, 0), (0, d), (−d, 2d), ou` d = dim X.
La re´indexation
p′ = 2p+ q, q′ = −p, r′ = r + 1
permet d’obtenir une suite spectrale de premier quadrant (E˜2p′,q′ = E
1
−q′,p′+2q′) dont les termes
non nuls se situent dans le triangle ferme´ de sommets (0, 0), (d, 0), (0, d).
Cette re´indexation va nous rendre plus facile la lecture de la suite spectrale de poids,
notamment celle de ses lignes. En effet :
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Proposition 2.3.4. On retrouve les nombres de Betti virtuels de X a` partir des lignes de E˜2 :
βq(X) =
∑
p
(−1)pdimZ2E˜2p,q,
pour tout q.
Autrement dit, pour tout q, la somme alterne´e des dimensions des termes de la ligne q est
additive sur la cate´gorie des varie´te´s alge´briques re´elles, et co¨ıncide avec la dimension du q-ie`me
groupe d’homologie si la varie´te´ est compacte non singulie`re.
De´taillons la preuve de cette proprie´te´ : elle nous permet d’une part de mieux comprendre
la condition d’additivite´ du complexe de poids, et d’autre part de constater que WC∗(X) est
isomorphe a` F canC∗(X) dans H ◦ C e´galement dans le cas ou` X est compacte non singulie`re.
On donne tout d’abord la de´finition du “mapping cone” associe´ a` un morphisme de com-
plexes de chaˆınes, dont on aura besoin dans la de´monstration de l’additivite´ :
De´finition et Proposition 2.3.5. ([36]) Soit f∗ : K∗ → M∗ un morphisme de complexes de
chaˆınes de Z2-espaces vectoriels. Le mapping cone Cone(f∗) de f∗ est le complexe de chaˆınes
de´fini par
(Cone(f∗))n = Kn−1 ⊕Mn
pour tout n et de diffe´rentielle
dn(x⊕ y) := ∂Kn−1(x)⊕
(
∂Mn (y) + f(x)
)
.
La suite exacte courte de complexes
0→M∗ → Cone(f∗)→ K∗[−1]→ 0
(ou` Kn[−1] = Kn−1, le premier morphisme e´tant donne´ par y 7→ 0⊕y et le second par x⊕y 7→ x)
induit une suite exacte longue d’homologie
· · · → Hn(K∗)→ Hn(M∗)→ Hn (Cone(f∗))→ Hn−1(K∗)→ · · ·
De´monstration de 2.3.4. Pour une varie´te´ alge´brique re´elle X et un q ∈ N donne´, on note
Bq(X) :=
∑
p(−1)p dimZ2 E˜2p,q. On va alors montrer que Bq(.) est additif, et e´gal au q-ie`me
nombre de Betti classique sur les varie´te´s compactes et non singulie`res, ce qui montrera que
Bq(.) = βq(.) par unicite´ des nombres de Betti virtuels.
Additivite´ de Bq
Pour X une varie´te´ alge´brique re´elle et q fixe´s, on conside`re le complexe de chaˆınes note´
C∗(X, q) et de´fini par la q-e`me ligne du terme E˜1 de X :
C∗(X, q) := (E˜1∗,q, d˜
1
∗,q)
(ce complexe est de´fini a` quasi-isomorphisme pre`s).
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Notons que pour tout p, Hp(E˜
1∗,q) = E˜2p,q et, pour X,Y ∈ Schc(R) tels que Y est une
sous-varie´te´ ferme´e de X, e´crivons la suite exacte longue
...→ Hp(C∗(Y, q))→ Hp(C∗(X, q))→ Hp(Cone(ν))→ Hp−1(C∗(Y, q))→ ...,
associe´e au mapping cone du morphisme de complexes de chaˆınes ν : C∗(Y, q)→ C∗(X, q).
Or, par additivite´ du complexe de poidsWC∗, le complexe filtre´WC∗(X \Y ) est isomorphe
dans H ◦ C au complexe simple filtre´ du diagramme WC∗(X) → WC∗(Y ), ce qui se traduit
au niveau des suites spectrales par : pour tout q, le complexe C∗(X \ Y, q) = E˜1∗,q(X \ Y ) est
quasi-isomorphe au mapping cone Cone(ν).
Ainsi, la suite exacte longue devient
...→ E˜2p,q(Y )→ E˜2p,q(X)→ E˜2p,q(X \ Y )→ E˜2p−1,q(Y )→ ...
Cette dernie`re suite exacte longue (finie) est la bonne fac¸on de comprendre cette additivite´
du complexe de poids. En prenant la somme alterne´e des dimensions, on obtient
Bq(X) = Bq(X \ Y ) +Bq(Y )
pour tout q.
Egalite´ Bq(X) = bq(X) pour X compacte non singulie`re
Cette proprie´te´ repose sur le fait que si une varie´te´ alge´brique re´elle X est compacte non
singulie`re, le complexe de poids WC∗(X) est isomorphe dans H ◦ C a` F canC∗(X). La preuve
consiste en une extension (a` la Guille´n-Navarro Aznar) unique dans H ◦C du foncteur F canC∗ :
V(R) → H ◦ C en un foncteur Regcomp(R) → H ◦ C ve´rifiant des conditions d’additivite´ et
d’acyclicite´ : comme F canC∗ : Regcomp(R)→ H ◦C etWC∗ : Regcomp(R)→ H ◦C les ve´rifient
tous deux, ils sont isomorphes dans H ◦ C.
Cela se traduit alors au niveau des suites spectrales par la purete´ du complexe de poids :
E˜2p,q = 0 pour p 6= 0, autrement dit seuls les termes de la colonne p = 0 sont potentiellement
non nuls.
Dans ce cas, la suite spectrale de poids (re´indexe´e) de´ge´ne`re au niveau E˜2 et on a dimZ2 Hq(X) =
dimZ2 E˜
2
0,q = Bq(X).
Remarque 2.3.6. Le fait queWC∗(X) soit isomorphe dans H◦C a` F canC∗(X) si X est compacte
non singulie`re concerne en particulier tout repre´sentant du complexe de poids.
2.4 Re´alisation par une hyperre´solution cubique
La premie`re re´alisation donne´e par C. McCrory et A. Parusin´ski de la suite spectrale de
poids est la suite spectrale associe´e a` une hyperre´solution cubique d’une varie´te´ alge´brique
re´elle compacte.
Si X est une varie´te´ alge´brique re´elle compacte, une hyperre´solution cubique de X est un
type spe´cial de +n -diagramme S 7→ XS dans Schc(R), avec n ∈ N, tel que X∅ = X et, pour
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tout sous-ensemble S de {0, 1, . . . , n} non vide, XS ∈ Regcomp(R). Pour la de´finition pre´cise
d’une hyperre´solution cubique, voir [15] De´finition I.2.12. Voir aussi [28] chapitre 5.
De´finition et Proposition 2.4.1. Soit X une varie´te´ alge´brique re´elle compacte, et conside´rons
une hyperre´solution cubique de X. Celle-ci est un +n -diagramme d’objet final X. En en oˆtant
X, on obtient un ∆n-diagramme, i.e. un diagramme indexe´ par les simplexes contenus dans le
n-simplexe standard ∆n. On lui associe alors un complexe filtre´ de la fac¸on suivante.
Pour k ≥ 0, on de´finit
Ck :=
⊕
i+j=k
Cj
(
X(i)
)
,
ou` X(i) est l’union disjointe des objets de l’hyperre´solution cubique indexe´s par les i-simplexes
de ∆n.
Pour a ∈ Cj
(
X(i)
)
, on de´finit
∂i,j(a) := ∂
′
i(a) + ∂
′′
j (a),
ou` ∂′i : Cj
(
X(i)
)→ Cj (X(i−1)) est l’ope´rateur de bord simplicial, et ∂′′j : Cj (X(i)) → Cj−1 (X(i))
est l’ope´rateur de bord sur les chaˆınes semi-alge´briques, et si α =
∑
i,j ai,j ∈ Ck =
⊕
i+j=k Cj
(
X(i)
)
,
∂k(α) =
∑
i,j
∂i,j(ai,j).
(C∗, ∂∗) est alors un complexe de chaˆınes sur lequel on peut de´finir une filtration croissante
borne´e F̂ par les squelettes simpliciaux :
F̂pCk :=
⊕
i≤p
Ck−i
(
X(i)
)
.
On note alors Êrp,q la suite spectrale induite par ce complexe filtre´ (C∗, F̂ ).
En utilisant l’acyclite´ du complexe de poids, et le fait que celui-ci co¨ıncide avec la filtration
canonique sur les diffe´rents objets de l’hyperre´solution cubique conside´re´e (mis a` part l’objet
final X, ils sont tous compacts non singuliers), on montre que l’on a un isomorphisme entre la
suite spectrale de poids et la suite spectrale de l’hyperre´solution cubique, obtenu en comparant
la filtration canonique et la filtration F̂ sur le complexe C∗ :
Proposition 2.4.2. La suite spectrale de poids E de X est isomorphe a` la suite spectrale Ê
d’une hyperre´solution cubique de X. Plus pre´cise´ment,
Erp,q
∼= Êr+12p+q,−p.
Remarque 2.4.3. Ainsi, apre`s re´indexation, E˜rp,q
∼= Êrp,q.
En utilisant alors cette re´alisation de la suite spectrale de poids dans le cas compact, et une
compactification couple´e avec l’additivite´ du complexe de poids dans le cas non compact, on
obtient une proprie´te´ e´nonce´e plus haut :
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Corollaire 2.4.4. Soit X une varie´te´ alge´brique re´elle de dimension d, de suite spectrale de
poids E et de filtration par le poids W.
Pour tous r ≥ 1, p, q, si Erp,q 6= 0 alors p ≤ 0 et −2p ≤ q ≤ d− p.
On en de´duit enfin les “bornes” de la filtration par le poids :
Corollaire 2.4.5. Pour X une varie´te´ alge´brique re´elle, on a, pour tout k,
W0Hk(X) = Hk(X), et W−k−1Hk(X) = 0.
2.5 La filtration ge´ome´trique
Dans cette section, on de´finit un foncteur
GC∗ : Schc(R)→ C
dont C. McCrory et A. Parusin´ski montrent en plusieurs e´tapes dans la section 2 de [26] qu’il
re´alise le complexe de poids WC∗ : Schc(R)→ H ◦ C.
Ce foncteur associe a` toute varie´te´ alge´brique re´elle X le complexe C∗(X) des chaˆınes
semi-alge´briques a` supports ferme´s de l’ensemble de ses points re´els, muni d’une filtration :
0 = G−k−1Ck(X) ⊂ G−kCk(X) ⊂ G−k+1Ck(X) ⊂ ... ⊂ G0Ck(X) = Ck(X).
Cette filtration est tout d’abord de´finie pour les varie´te´s compactes, par re´currence sur la
dimension des chaˆınes via la re´solution des singularite´s :
The´ore`me et De´finition 2.5.1. ([26] Theorem 2.1) Il existe une unique filtration G sur les
chaˆınes semi-alge´briques des varie´te´s alge´briques re´elles compactes avec les proprie´te´s suivantes.
Soient X une varie´te´ alge´brique re´elle compacte et soit c ∈ Ck(X). Alors
1. Si Y ⊂ X est une sous-varie´te´ ferme´e telle que Supp c ⊂ Y,
c ∈ GpCk(X)⇔ c ∈ GpCk(Y ).
2. Si k = dimX, soit pi : X˜ → X une re´solution des singularite´s de X telle qu’il existe un
diviseur a` croisements normaux D ⊂ X˜ avec Supp ∂k(pi−1c) ⊂ D (une telle re´solution est
dite adapte´e a` c). Alors, pour p ≥ −k,
c ∈ GpCk(X)⇔ ∂k(pi−1c) ∈ GpCk−1(D).
Remarque 2.5.2. La preuve (par re´currence sur k) du fait que la condition (2) soit inde´pendante
de la re´solution adapte´e choisie repose sur l’ingre´dient suivant.
Soient pii : Xi → X, i = 1, 2, deux re´solutions des singularite´s de X. Il existe alors un
morphisme σ : X˜1 → X1, compose´ d’un nombre fini d’e´clatements le long de centres lisses qui
ont des croisements normaux avec les transforme´es strictes de tous les diviseurs exceptionnels,
tel que pi1 ◦ σ puisse eˆtre factorise´ par X2.
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Cette filtration dite ge´ome´trique est ensuite e´tendue a` toute varie´te´ alge´brique re´elle en
utilisant la compactification :
De´finition et Proposition 2.5.3. Soit U une varie´te´ alge´brique re´elle et soit X une com-
pactification de U . Si c ∈ Ck(U), on e´crit que c ∈ GpCk(U) si c ∈ GpCk(X). Cette de´finition
est inde´pendante de la compactification choisie.
Remarque 2.5.4. La preuve de l’inde´pendance repose d’une part sur le fait que l’on puisse
dominer deux compactifications par une troisie`me, et d’autre part sur le lemme de Chow-
Hironaka.
Cette filtration ge´ome´trique, de´finie ge´ome´triquement au niveau des chaˆınes, va re´aliser le
complexe de poids. En effet, nous verrons dans le point suivant que pour toute varie´te´ alge´brique
re´elle projective non singulie`re M , le morphisme de complexes filtre´s GC∗(M) → F canC∗(M)
(pour toute varie´te´ alge´brique re´elle, la filtration ge´ome´trique est contenue dans la filtration
canonique) est un quasi-isomorphisme filtre´.
Or, le the´ore`me suivant nous dit que le foncteur GC∗ : Schc(R) → C ve´rifie les condi-
tions d’additivite´ et d’acyclicite´, permettant d’affirmer que la filtration ge´ome´trique re´alise le
complexe de poids.
The´ore`me 2.5.5. La filtration G∗ de´finit un foncteur GC∗ : Schc(R) → C qui posse`de les
proprie´te´s suivantes :
1. Pour tout carre´ acyclique 2.1.5, les suites
0→ GpCk(Y˜ )→ GpCk(Y )⊕ GpCk(X˜)→ GpCk(X)→ 0
0→ GpCk(Y˜ )Gp−1Ck(Y˜ )
→ GpCk(Y )Gp−1Ck(Y ) ⊕
GpCk(X˜)
Gp−1Ck(X˜)
→ GpCk(X)Gp−1Ck(X) → 0
sont exactes.
2. Pour une inclusion ferme´e Y ⊂ X, si U := X \ Y , les suites
0→ GpCk(Y )→ GpCk(X)→ GpCk(U)→ 0
0→ GpCk(Y )Gp−1Ck(Y ) →
GpCk(X)
Gp−1Ck(X) →
GpCk(U)
Gp−1Ck(U) → 0
sont exactes.
Remarque 2.5.6. La premie`re suite exacte de (2) est scinde´e via le morphisme GpCk(U) →
GpCk(X) ; c 7→ c.
Corollaire 2.5.7. ([26] Theorem 2.8) La localisation du morphisme de foncteurs GC∗ → F canC∗
sur V(R) par rapport aux quasi-isomorphismes filtre´s induit, pour toute varie´te´ re´elle X, un
isomorphisme GC∗(X) → WC∗(X) dans H ◦ C : la filtration ge´ome´trique GC∗ re´alise le com-
plexe de poids WC∗ dans H ◦ C.
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2.6 La filtration Nash-constructible
Dans cette section est de´fini un foncteur NC∗ sur une cate´gorie plus grande que Schc(R), a`
savoir la cate´gorie des sous-ensembles AS localement compacts de varie´te´s alge´briques re´elles.
Cette extension est ne´cessaire a` C. McCrory et A. Parusin´ski pour montrer que le foncteur
restreint NC∗ : Schc(R)→ C re´alise le complexe de poids.
En conse´quence de ce re´sultat, ils montrent que ce dernier foncteur co¨ıncide (au niveau des
chaˆınes ) avec GC∗ : Schc(R)→ C et donc que la filtration ge´ome´trique re´alise bien elle-meˆme
le complexe de poids.
Nous aurons besoin de la de´finition d’un sous-ensemble AS de l’ensemble des points re´els
d’une varie´te´ alge´brique re´elle, et de celle d’une fonction Nash-constructible sur un tel ensemble.
Commenc¸ons par la de´finition d’une fonction Nash-constructible sur Pn(R) et d’un sous-
ensemble AS de Pn(R) :
De´finition 2.6.1. Une fonction Nash-constructible sur Pn(R) est une fonction constructible
sur Pn(R) que l’on peut e´crire
ϕ =
∑
i∈I
mifi∗1Z′i
ou`, pour tout i ∈ I, l’application fi : Zi → Pn(R) est une application rationnelle re´gulie`re
de´finie sur un ensemble alge´brique re´el projectif Zi, Z
′
i est une composante connexe de Zi et
mi est un entier.
Un sous-ensemble S de Pn(R) qui est une combinaison boole´enne de sous-ensembles semi-
alge´briques syme´triques par arcs de Pn(R) est appele´ un ensemble AS.
La notion d’ensemble syme´trique par arcs a e´te´ introduite par K. Kurdyka dans [18]. L’au-
teur y e´tudie les ensembles syme´triques par arcs, ainsi que dans [19], un travail re´dige´ en
commun avec A. Parusin´ski.
Proposition 2.6.2. ([19], [18]) Un sous-ensemble S de Pn(R) un ensemble AS si et seulement
si la fonction caracte´ristique 1S sur Pn(R) est Nash-constructible.
Si S est un ensemble AS de Pn(R), on dit alors qu’une fonction sur S est Nash-constructible
si c’est la restriction a` S d’une fonction Nash-constructible sur Pn(R). Cela de´finit en particulier
les fonctions Nash-constructibles sur les ensembles alge´briques re´els affines.
Soit X une varie´te´ alge´brique re´elle. On peut alors de´finir ce qu’est une fonction Nash-
constructible sur l’ensemble des points re´els X de X et ce qu’est un sous-ensemble AS de X :
De´finition 2.6.3. Une fonction ϕ : X → Z est dite Nash-constructible si sa restriction a`
chaque carte affine est Nash-constructible.
Un sous-ensemble S de X est alors un ensemble AS si la fonction caracte´ristique 1S est
Nash-constructible.
Enfin, une fonction ϕ : S → Z sur un sous-ensemble AS S de X est dite Nash-constructible
si son extension a` X par ze´ro est Nash-constructible.
Nous allons ainsi pouvoir enfin de´finir la cate´gorie dans laquelle nous allons travailler dans
cette section :
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De´finition 2.6.4. On note XAS la cate´gorie dont les objets sont les sous-ensembles AS de
varie´te´s alge´briques re´elles (du moins de leurs ensembles des points re´els) et dont les mor-
phismes sont les applications propres continues avec graphe AS.
Le foncteur NC∗ va alors consister a` associer a` chaque objet de XAS une filtration dite
Nash-constructible sur le complexe de ses chaˆınes semi-alge´briques a` supports ferme´s :
De´finition 2.6.5. Soit T ∈ XAS .
Soit c ∈ Ck(T ), et soit −k ≤ p ≤ 0. On dit que c est p-Nash-constructible et on e´crit
c ∈ NpCk(T ), s’il existe ϕc,p : T → 2k+pZ ge´ne´riquement Nash-constructible en dimension k
(i.e. ϕ co¨ıncide avec une fonction Nash-constructible sur T sauf sur un sous-ensemble semi-
alge´brique de T de dimension < k) telle que
c = [{x ∈ T | ϕc,p(x) /∈ 2k+p+1Z}]
dans Ck(X).
On caracte´rise en particulier les chaˆınes de N−kCk(T ) :
De´finition et Proposition 2.6.6. On dit que c ∈ Ck(T ) est pure si c ∈ N−kCk(T ).
Si T est compact, c est pure si et seulement si c peut eˆtre repre´sente´e par un ensemble
syme´trique par arcs.
Remarque 2.6.7. Si dimT = k, N0Ck(T ) = Ck(T ). En effet, toute fonction constructible de´finie
sur T et divisible par 2k est Nash-constructible.
On obtient ainsi une filtration
0 = N−k−1Ck(T ) ⊂ N−kCk(T ) ⊂ N−k+1Ck(T ) ⊂ ... ⊂ N0Ck(T ) = Ck(T ).
La filtration dite Nash-constructible ainsi de´finie induit bien une filtration de complexe. En
effet, si c ∈ NpCk(T ) est (a` un ensemble de dimension plus petite pre`s) le support modulo
2k+p+1 d’une fonction Nash-constructible ϕc,p : T → 2k+pZ, le bord de c est le support de la
fonction Nash-constructible 12Λϕc,p (resp.
1
2Ωϕc,p) si k est impair (resp. pair).
Notons e´galement la fonctorialite´ de la filtration Nash-constructible : si f : T → S est un
morphisme propre continu de graphe AS, et c est comme ci-dessus, f∗c est le support modulo
2k+p+1 du pousse´ en avant f∗(ϕc,p).
Ce que l’on peut donc appeler maintenant le foncteur NC∗ : XAS → C ve´rifie enfin les
conditions d’additivite´ et d’acyclicite´ sur cette cate´gorie. Un carre´ acyclique dans XAS est un
+1 -diagramme dans XAS
S˜ → T˜
↓ ↓ pi
S
i−→ T
ou` i est une inclusion ferme´e, S˜ = pi−1(S), et la restriction pi : T˜ \ S˜ → T \ S est un
home´omorphisme.
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The´ore`me 2.6.8. La filtration N de´finit un foncteur NC∗ : XAS → C qui ve´rifie les proprie´te´s
suivantes :
1. Pour tout carre´ acyclique dans XAS , les suites
0→ NpCk(S˜)→ NpCk(S)⊕NpCk(T˜ )→ NpCk(T )→ 0
0→ NpCk(S˜)Np−1Ck(S˜)
→ NpCk(S)Np−1Ck(S) ⊕
NpCk(T˜ )
Np−1Ck(T˜ )
→ NpCk(T )Np−1Ck(T ) → 0
sont exactes.
2. Pour une inclusion ferme´e S ⊂ T , la restriction a` U := T \ S induit un morphisme de
complexes filtre´s NC∗(T )→ NC∗(U), et les suites
0→ NpCk(S)→ NpCk(T )→ NpCk(U)→ 0
0→ NpCk(S)Np−1Ck(S) →
NpCk(T )
Np−1Ck(T ) →
NpCk(U)
Np−1Ck(U) → 0
sont exactes.
Remarque 2.6.9. Pour k fixe´, le morphisme N∗Ck(T )→ N∗Ck(U) se scinde en associant a` une
chaˆıne c ∈ NpCk(U) son adhe´rence c ∈ Ck(T ) (cependant ce dernier morphisme ne commute
pas avec l’ope´rateur de bord).
En particulier, la restriction du foncteur NC∗ a` la cate´gorie des varie´te´s alge´briques re´elles
que l’on conside`re ve´rifie e´galement ces conditions d’additivite´ et d’acyclicite´.
Pour montrer qu’il re´alise le complexe de poids, il ne reste donc plus qu’a` montrer qu’il
co¨ıncide (a` quasi-isomorphisme filtre´ pre`s) avec la filtration canonique sur les varie´te´s projec-
tives lisses. C’est a` cette dernie`re intention que le foncteur NC∗ a e´te´ de´fini sur la cate´gorie
des ensembles AS.
En effet, C. McCrory et A. Parusin´ski conside`rent la cate´gorie des varie´te´s Nash compactes
et des morphismes Nash entre elles, qui contient les composantes connexes des varie´te´s affines
compactes (resp. projectives) non singulie`res et est contenue dans la cate´gorie XAS , et montrent
que, pour N une varie´te´ Nash compacte, le morphisme NC∗(N) → F canC∗(N) (induit par
l’inclusion NpCk(N) ⊂ F canp Ck(N)) est un quasi-isomorphisme filtre´.
The´ore`me 2.6.10. Pour toute varie´te´ Nash compacte N , le morphisme
NC∗(N)→ F canC∗(N)
est un quasi-isomorphisme filre´.
Ide´e de de´monstration. Plus particulie`rement, ils montrent que ce morphisme induit des iso-
morphismes Hk(NpCk(N)) ∼= Hk(F canp Ck(N)) (qui, via les suites exactes longues des paires,
impliquent l’isomorphisme du the´ore`me).
Pour cela, ils utilisent des the´ore`mes profonds du cadre des varie´te´s lisses et des varie´te´s
Nash qui, en utilisant la fonctorialite´ de NC∗ par rapport aux applications Nash ainsi que son
acyclicite´, leur permettent de se ramener a` un cas particulier.
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Pre´cise´ment, pour montrer que l’on peut relier deux varie´te´s Nash compactes connexes par
un diffe´omorphisme Nash apre`s multi-e´clatements, ils appliquent un re´sultat de G. Mikhalkin
dans [27] (qui nous dit que l’on peut relier deux varie´te´s lisses ferme´es de meˆme dimension
par une suite d’e´clatements et d’e´crasements le long de centres lisses), puis le the´ore`me de
Nash-Tognoli ([33]) couple´ avec des the´ore`mes d’approximation par des applications Nash.
Comme les varie´te´s alge´briques re´elles projectives lisses peuvent eˆtre conside´re´es comme des
varie´te´s Nash compactes, on obtient finalement que :
Corollaire 2.6.11. ([26] Corollary 3.11) Pour toute varie´te´ alge´brique re´elle X, la localisation
du morphisme de foncteurs NC∗ → F canC∗ sur V(R) par rapport aux quasi-isomorphismes
filtre´s induit un isomorphisme dans H ◦ C
NC∗(X)→WC∗(X).
Un corollaire de ce dernier fait est que la filtration Nash-constructible co¨ıncide sur Schc(R)
au niveau des chaˆınes avec la filtration ge´ome´trique, montrant du meˆme coup que cette dernie`re
re´alise donc bien le complexe de poids au niveau des suites spectrales.
Corollaire 2.6.12. ([26] Corollary 3.12) Soit X une varie´te´ alge´brique re´elle. Alors pour tout k,
pour tout p,
NpCk(X) = GpCk(X).
Remarque 2.6.13. Dans la de´monstration de ce corollaire, C. McCrory et A. Parusin´ski montrent
et utilisent notamment le fait que si X est une varie´te´ alge´brique re´elle compacte non-singulie`re
de dimension d, et si c est une d-chaˆıne de X, alors
c ∈ NpCd(X)⇔ ∂c ∈ NpCd−1(X).
Ce dernier corollaire permet ainsi a` C. McCrory et A. Parusin´ski d’obtenir entre autres
un crite`re pour montrer la co¨ıncidence modulo une certaine puissance de 2 d’une fonction
constructible avec une fonction Nash-constructible :
The´ore`me 2.6.14. ([26] Theorem 4.10) Soit V un sous-ensemble alge´brique re´el de RN irre´ductible.
Soit ϕ : V → Z une fonction constructible. On suppose que ϕ ve´rifie∑
σ∈F
ϕ(σ) ≡ 0 mod |F |
pour tout e´ventail F du corps K = K(V ) des fonctions rationnelles de V , dont le corps re´siduel
induit seulement un ordre, et de cardinal |F | ≤ 2n.
Alors il existe une fonction ψ : V → Z ge´ne´riquement Nash-constructible telle que, pour
tout x ∈ V ,
ϕ(x) ≡ ψ(x) mod 2n.
On utilisera ce re´sultat dans la de´monstration de 3.4.6. On utilisera e´galement le crite`re de
l’e´ventail d’I. Bonnard ([5]) :
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The´ore`me 2.6.15. ([5]) On reprend les donne´es du the´ore`me pre´ce´dent. Une fonction construc-
tible ϕ : V → Z est ge´ne´riquement Nash-constructible si et seulement si, pour tout e´ventail fini
F de K dont le corps re´siduel n’induit qu’un ordre,∑
σ∈F
ϕ(σ) ≡ 0 mod |F |.
Enfin, terminons cette partie en calculant les suites spectrales de poids et filtrations par le
poids pour quelques exemples, en utilisant la re´alisation du complexe de poids par la filtration
Nash-constructible :
Exemple 2.6.16. On conside`re le sous-ensemble alge´brique re´el X de R2 d’e´quation y2 = x2−x4.
La suite spectrale de poids est donne´e au niveau E˜2 par
E˜2p,q = Hp+q
( N−qC∗
N−q−1C∗
)
,
et la filtration par le poids par
WlHk =
⊕
p+q=k, p≤k+l
E˜∞p,q
Or, comme X est de dimension 1, le Z2-espace vectoriel N−1C1(X) est engendre´ par les
composantes syme´triques par arcs de X, qui n’en a qu’une, a` savoir lui-meˆme. Le terme E˜2(X)
est donc
Z2[X]
Z2[{p0}] Z2[X1]
ou` p0 est un point de X, et ou` X1 et X2 sont les deux cycles de dimension 1 de X. La suite
spectrale de´ge´ne`re au niveau E˜2(X) et on a alors
W−1H1(X) = Z2[X]
et
W0H1(X) = H1(X) = Z2[X]⊕ Z2[X1] = Z2[X1]⊕ Z2[X2].
Exemple 2.6.17. On conside`re cette fois la courbe alge´brique re´elle X du plan R2 constitue´e de
deux cercles s’intersectant en l’origine, de´finie par l’e´quation
(
(x+ 1)2 + y2 − 1) ((x− 1)2 + y2 − 1) = 0.
Le Z2-espace vectorielN−1C1(X) est ici engendre´ par les deux cercles X1 et X2. Le terme E˜2(X)
est
Z2[X1]⊕ Z2[X2]
Z2[{p0}] 0
La suite spectrale de´ge´ne`re au niveau E˜2(X) et on a
W−1H1(X) =W0H1(X) = H1(X) = Z2[X1]⊕ Z2[X2].
Chapitre 3
Complexe de poids avec action
Soit G un groupe fini.
On souhaite a` pre´sent construire une filtration par le poids, analogue a` celle de C. McCrory
et A. Parusin´ski, pour les varie´te´s alge´briques re´elles munies d’une action du groupe G (par
isomorphismes alge´briques), sur une homologie e´quivariante qui rendrait compte “convenable-
ment” de la ge´ome´trie de telles varie´te´s ainsi que de l’action de groupe.
Notre strate´gie va alors se de´velopper en deux e´tapes. Dans la premie`re, on va de´finir (3.2.3)
un complexe de poids avec action de G sur la cate´gorie de ce que l’on appellera les G-varie´te´s
alge´briques re´elles, fonctoriel par rapport aux morphismes propres re´guliers e´quivariants, et
unique a` quasi-isomorphisme filtre´ e´quivariant pre`s avec les proprie´te´s d’extension, d’acyclicite´
et d’additivite´ analogues a` celles du cadre sans action. Pour son existence, cela consistera a`
munir le complexe de poids de McCrory-Parusin´ski de l’action de G induite par fonctorialite´.
Quant a` son unicite´, elle sera donne´e par une version avec action du crite`re d’extension de F.
Guille´n et V. Navarro Aznar, qui justifie la restriction au cas d’un groupe fini pour lequel il
existe une compactification e´quivariante, un lemme de Chow-Hironaka e´quivariant ainsi qu’une
re´solution des singularite´s e´quivariante.
Dans un second temps, on appliquera a` ce complexe de poids avec action un foncteur note´ LG
qui, applique´ a` un G-complexe de chaˆınes, permet par de´finition de calculer l’homologie de G
a` coefficients dans ce complexe, et qui induira alors une filtration par le poids que l’on dira
e´quivariante sur l’homologie e´quivariante qu’il de´finit.
Le choix du cas d’un groupe fini est e´galement motive´ par l’application aux produits de
filtrations par le poids e´quivariantes qui ne´cessitera la prise en compte de groupes finis. Mais on
verra e´galement que de`s le plus petit d’entre eux (non trivial), a` savoir G = Z/2Z, les structures
avec action et donc e´quivariantes s’enrichiront conside´rablement (voir dans ce chapitre, les
sections 3.3 et 3.4).
3.1 Contexte
Tout d’abord, de´finissons pre´cise´ment les cate´gories sur lesquels nous allons travailler. Dans
toute la suite, une action de G par isomorphismes alge´briques sur une varie´te´ alge´brique re´elle X
de´signera une action par isomorphismes de sche´mas telle que l’orbite de tout point de X est
41
42 CHAPITRE 3. COMPLEXE DE POIDS AVEC ACTION
contenue dans un sous-sche´ma ouvert affine.
De´finition 3.1.1. On note
– SchGc (R) la cate´gorie des varie´te´s alge´briques re´elles munies d’une action de G par iso-
morphismes alge´briques -on nomme de tels objets des G-varie´te´s alge´briques re´elles- et
des morphismes propres re´guliers e´quivariants,
– RegGcomp(R) la sous-cate´gorie des G-varie´te´s compactes non singulie`res,
– VG(R) la sous-cate´gorie des G-varie´te´s projectives non singulie`res.
On note e´galement
– CG la cate´gorie des G-complexes de Z2-espaces vectoriels borne´s munis d’une filtration
croissante borne´e par des G-complexes avec inclusions e´quivariantes -on nomme de tels
objets des G-complexes filtre´s- et des morphismes de complexes filtre´s e´quivariants,
– DG la cate´gorie des G-complexes borne´s et des morphismes de complexes e´quivariants.
Remarque 3.1.2. – Si X est une G-varie´te´ alge´brique re´elle, on a vu que l’action de G
sur X induit, par fonctorialite´ de C∗ : Schc(R)→ D, une action de G sur C∗(X), et donc
e´galement une action (line´aire) sur l’homologie de Borel-Moore H∗(X) de l’ensemble des
points re´els de X. On a ainsi un foncteur
C∗ : SchGc (R)→ DG ; X 7→ C∗(X).
– Si (K∗, F∗) est un G-complexe filtre´, la suite spectrale induite est naturellement mu-
nie d’une action de groupe : chaque terme est muni de l’action de G induite, et les
diffe´rentielles sont e´quivariantes pour celle-ci.
– Le complexe simple filtre´ associe´ a` un diagramme cubique dans CG peut eˆtre naturellement
muni de l’action du groupe G induite (en conside´rant l’action diagonale sur les sommes
directes), et devenir ainsi un e´le´ment de CG.
Dans la continuite´ de ce que l’on faisait dans le cadre sans action de groupe, on s’inte´resse
aux morphismes filtre´s qui induisent des isomorphismes au niveau des suites spectrales :
De´finition 3.1.3. On note H◦CG la cate´gorie CG localise´e par rapport aux quasi-isomorphismes
filtre´s e´quivariants, autrement appele´s quasi-isomorphismes de CG, i.e. les morphismes filtre´s
e´quivariants entre G-complexes filtre´s qui induisent un isomorphisme (e´quivariant) au ni-
veau E1 des suites spectrales induites.
Remarque 3.1.4. Tout G-complexe K∗ de DG peut eˆtre muni de la filtration canonique sur
laquelle agit naturellement le groupe G (le noyau de la diffe´rentielle de K, qui est e´quivariante,
est stable sous l’action de G), et ainsi (K∗, F can∗ ) est un e´le´ment de CG.
De cette fac¸on, un quasi-isomorphisme e´quivariant entre G-complexes borne´s induit un
quasi-isomorphisme filtre´ e´quivariant entre G-complexes filtre´s munis de la filtration canonique.
3.2 Complexe de poids avec action
Nous allons a` pre´sent pouvoir e´noncer le the´ore`me d’existence et d’unicite´ (dans H ◦ CG)
du complexe de poids avec action du groupe G.
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L’existence sera donne´e directement par la fonctorialite´ du complexe de poids (sans action).
Son unicite´ requerra une version avec action du crite`re d’extension de F. Guille´n et V. Navarro
Aznar ([14]) :
The´ore`me 3.2.1. Soient C une cate´gorie de descente cohomologique et
F : VG(R) −→ H ◦ C
un foncteur contravariant Φ-rectifie´ qui ve´rifie
(F1) F (∅) = 0, et le morphisme canonique F (XunionsqY )→ F (X)×F (Y ) est un isomorphisme
(dans H ◦ C),
(F2) si X• est un carre´ acyclique e´le´mentaire de VG(R), sF (X•) est acyclique.
Alors, il existe une extension de F en un foncteur contravariant Φ-rectifie´
Fc : Sch
G
c (R)→ H ◦ C
telle que :
1. si X• est un carre´ acyclique de SchGc (R), sFc(X•) est acyclique,
2. si Y est une sous-varie´te´ ferme´e de X stable sous l’action de G sur X, on a un isomor-
phisme naturel (dans H ◦ C)
Fc(X \ Y ) ∼= s(Fc(X)→ Fc(Y )).
En outre, cette extension est unique, a` isomorphisme unique pre`s.
Remarque 3.2.2. Le crite`re d’extension ([14]) reste bien valable dans ce contexte. En effet,
celui-ci ne´cessite, sur la cate´gorie de varie´te´s conside´re´e, une re´solution des singularite´s, un
lemme de Chow-Hironaka et une compactification. Or, sur la cate´gorie SchGc (R), comme le
groupe G est d’ordre fini, une re´solution des singularite´s e´quivariante, un lemme de Chow-
Hironaka e´quivariant ainsi qu’une compactification e´quivariante existent par [9] (Appendix).
The´ore`me 3.2.3. Le foncteur
F canC∗ : VG(R) −→ H ◦ CG ; X 7→ F canC∗(X)
admet une extension en un foncteur
GWC∗ : SchGc (R) −→ H ◦ CG
de´fini pour toutes les G-varie´te´s alge´briques re´elles et tous les morphismes propres re´guliers
e´quivariants, qui ve´rifie les proprie´te´s suivantes :
1. Acyclicite´ : Pour tout carre´ acyclique dans SchGc (R), le complexe filtre´ simple du +1 -
diagramme dans CG
GWC∗(Y˜ ) → GWC∗(X˜)
↓ ↓
GWC∗(Y ) → GWC∗(X)
est acyclique.
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2. Additivite´ : Pour une inclusion ferme´e e´quivariante Y ⊂ X, le complexe filtre´ simple du
+0 -diagramme dans CG
GWC∗(Y )→ GWC∗(X)
est isomorphe a` GWC∗(X \ Y ).
Un tel foncteur GWC∗ est unique a` un isomorphisme de H ◦ CG unique pre`s.
De´monstration. Existence
Soit X une G-varie´te´ alge´brique re´elle. On a une action de G sur le complexe filtre´ de poids
WC∗(X) de X induite par fonctorialite´ du complexe de poids.
De plus, tout morphisme propre re´gulier e´quivariant induira, toujours par fonctorialite´ de
WC∗, un morphisme de H ◦ C e´quivariant, i.e. un morphisme de H ◦ CG.
On obtient donc ainsi un foncteur GWC∗ : SchGc (R)→ H ◦ CG, celui qui a` toute G-varie´te´
alge´brique re´elle X associe son complexe filtre´ de poids WC∗(X) muni de l’action induite.
Ce foncteur est bien une extension de F canC∗ : VG(R) −→ H ◦CG car le complexe de poids
WC∗ : Schc(R) −→ H ◦ C est une extension de F canC∗ : V(R) −→ H ◦ C (pour X ∈ VG(R),
l’action sur le complexe filtre´ F canC∗(X) est e´galement induite par fonctorialite´).
Il ve´rifie enfin les conditions d’acyclicite´ et d’additivite´ (le morphisme nul est e´quivariant
et, dans le the´ore`me de Guille´n-Navarro Aznar, la condition d’additivite´ repose sur une e´galite´
permettant l’extension du foncteur aux varie´te´s non compactes, ce qui la rend a fortiori
e´quivariante).
Unicite´
Pour l’unicite´, nous utiliserons le crite`re d’extension de Guille´n-Navarro Aznar ([14] (2.2.2))
adapte´ au cadre avec action du groupe G que l’on a e´nonce´ pre´ce´demment (3.2.1). Appliquons-
le (tout du moins sa version homologique et covariante) a` notre contexte pour obtenir l’unicite´
du complexe de poids avec action de G :
– CG est une cate´gorie de descente homologique, en tant que cate´gorie des complexes de
chaˆınes de Z2[G]-modules a` gauche (i.e. les Z2-espaces vectoriels munis d’une action
line´aire du groupe G), borne´s et munis d’une filtration croissante borne´e. En effet, les
Z2[G]-modules a` gauche forment une cate´gorie abe´lienne (on utilise ici la proprie´te´ (1.7.5)
de l’article de F. Guille´n et V. Navarro Aznar).
– Le foncteur F canC∗ est Φ-rectifie´, car il est de´fini sur la cate´gorie CG.
– Le foncteur F canC∗ ve´rifie les conditions (F1) et (F2) dans le cadre sans action. Mu-
nissant les varie´te´s projectives lisses d’une action age´brique de G, tous les morphismes
mentionne´s, induits par l’application du foncteur F canC∗, sont alors e´quivariants, et celui-
ci ve´rifie donc bien les conditions (F1) et (F2) dans le cadre avec action de G.
De´finition 3.2.4. Si X est une G-varie´te´ re´elle, le G-complexe filtre´ GWC∗(X) (de´fini a`
quasi-isomorphisme filtre´ e´quivariant pre`s) est appele´ le complexe de poids avec action de X.
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Remarque 3.2.5. – L’isomorphisme Hn(
GWC∗(X)) ∼= Hn(X) pour toute G-varie´te´ re´elle X
est e´quivariant. En effet, on a vu dans la preuve de 2.2.6 que les foncteurs C∗ : Schc(R)→
H ◦ D et ϕ ◦ WC∗ : Schc(R) → H ◦ D sont isomorphes. Ainsi, si X est une G-varie´te´
alge´brique re´elle, le quasi-isomorphisme entre ϕ ◦WC∗(X) et C∗(X) est e´quivariant par
rapport aux actions induites par fonctorialite´.
– La filtration par le poids et la suite spectrale de poids se retrouvent munies de l’action
induite du groupe G.
– La filtration ge´ome´trique, munie de l’action de G induite par fonctorialite´, re´alise le
complexe de poids avec action des G-varie´te´s alge´briques re´elles. En effet, lorsque l’on
munit les varie´te´s conside´re´es d’une action alge´brique de G, les morphismes des suites
exactes courtes de 2.5.5 sont e´quivariants pour les actions induites, ainsi que les inclusions
GpCk(X) ⊂ F canp Ck(X) pour toute G-varie´te´ re´elle X.
– Comme dans le cadre sans action (2.3.6), le complexe de poids GWC∗(X) avec action
de G d’une varie´te´ compacte non singulie`re est quasi-isomorphe dans CG a` F canC∗(X).
Il en va de meˆme pour toutes ses re´alisations.
Dans la suite, le complexe de poids avec action d’une G-varie´te´ re´elle X sera simplement
note´ WC∗(X) lorsque le contexte sera explicite.
3.3 Le de´coupage d’une varie´te´ Nash affine compacte munie
d’une action de G = Z/2Z
On souhaite de´couper toute chaˆıne invariante d’une varie´te´ alge´brique re´elle avec action de
G = Z/2Z = {1, σ}, apre`s en avoir retire´ la partie invariante point par point, en deux morceaux
qui soient l’image l’un de l’autre par l’involution σ, mais des morceaux dont on puisse controˆler
la re´gularite´ vis-a`-vis de la filtration Nash-constructible.
On s’inte´resse au cas particulier du groupe a` deux e´le´ments car il est le premier cas difficile,
tant pour cette question que pour la suite de notre e´tude. Ainsi, nous utiliserons ce re´sultat
dans 5.2.6, afin de mieux comprendre des invariants additifs construits a` partir d’une suite
spectrale pour laquelle le groupe Z/2Z fournit de´ja` une grande richesse d’informations et donc
une plus grande difficulte´ a` la comprendre.
L’ingre´dient-cle´ qui nous permettra d’effectuer ce de´coupage sera le re´sultat suivant. Ce
the´ore`me affirme que l’on peut de´couper toute varie´te´ Nash affine compacte connexe munie
d’une involution alge´brique le long d’un sous-ensemble syme´trique par arcs, globalement inva-
riant sous l’action. On renvoie a` [31] pour tout le mate´riel concernant les varie´te´s Nash et les
fonctions Nash.
The´ore`me 3.3.1. Soit M une sous-varie´te´ Nash compacte connexe d’un espace affine RN mu-
nie d’une involution alge´brique σ (i.e. la restriction d’une involution alge´brique sur l’adhe´rence
de Zariski de M) non triviale. Alors il existe un sous-ensemble syme´trique par arcs S de M de
codimension 1 globalement stable sous l’action de σ, et un sous-ensemble semi-alge´brique ferme´
A de M tels que M = A ∪ σ(A), S = A ∩ σ(A) et S = ∂A.
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A
S
σ
M
σ(A)
De´monstration. La de´monstration de ce re´sultat va se baser sur l’obtention d’une application
classifiante entre le quotient de M prive´ de ses points fixes, que l’on notera N , par l’action de G
et un espace projectif re´el. On approchera cette fonction, tout du moins son extension a` la com-
pactificaction Nash de N/G, via le the´ore`me de Stone-Weierstrass et l’utilisation d’un voisinage
tubulaire Nash ([4]8.9), par une fonction Nash, transverse au sous-espace projectif de codimen-
sion 1, que l’on rele`vera ensuite en une fonction e´quivariante de´finie sur M \MG et a` valeurs
dans une sphe`re munie de l’action antipodale, Nash et transverse a` la sphe`re de codimension 1.
Conside´rant alors l’image re´ciproque de celle-ci, ainsi que celles des deux he´misphe`res, auxquels
on rajoute les points fixes, on parvient a` de´couper M en deux sous-ensembles semi-alge´briques,
images l’une de l’autre par l’involution, le long d’un sous-ensemble syme´trique par arcs.
(i) Quotient Conside´rons donc N la varie´te´ M prive´e de ses points fixes. N est une sous-
varie´te´ Nash de RN , de meˆme dimension que M (car l’action de G sur M n’est pas triviale)
et munie d’une action libre de G (ou` G = {id, σ} = Z/2Z). Le quotient N/G est une varie´te´
Nash. En effet, le quotient d’un ensemble semi-alge´brique par l’action (semi-alge´brique) d’un
groupe est un ensemble semi-alge´brique ([29]), et le quotient d’une varie´te´ (diffe´rentiable) lisse
par l’action libre (et lisse) d’un groupe fini est une varie´te´ lisse ([20] Theorem 7.10). La varie´te´
Nash N/G est de plus affine, en tant que sous-ensemble (semi-alge´brique) de l’ensemble des
points re´els du quotient de la complexification de l’adhe´rence de Zariski de M , qui est une
varie´te´ complexe projective, par la complexification de l’action de G, quotient qui est lui aussi
une varie´te´ projective complexe.
(ii) Compactification La varie´te´ N/G e´tant une varie´te´ Nash affine, on peut la compactifier
en une varie´te´ Nash affine avec bord d’apre`s le the´ore`me VI.2.1. de [31]. Plus pre´cise´ment,
il existe une varie´te´ alge´brique affine compacte non-singulie`re X ′, une sous-varie´te´ alge´brique
non-singulie`re Y ′ de codimension 1 (vide si N/G est compacte i.e. si MG = ∅), une composante
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connexe N ′ de X \Y telles qu’il existe un diffe´omorphisme Nash ψ : N/G→ N ′ et M ′ := cl(N ′)
est une varie´te´ Nash a` bord compacte (connexe), de bord Y .
(iii) Application classifiante Le groupe G = Z/2Z agissant librement sur la varie´te´ lisse N ,
on peut conside`rer le Z/2Z-fibre´ principal lisse Π : N → N/G ainsi qu’une application classi-
fiante lisse f : N/G→ PM (R) ([17]). Remarquons que “l’” application classifiante est de´finie a`
homotopie pre`s. Aussi, notre but va eˆtre de`s a` pre´sent de construire une application classifiante
h : N/G→ PM (R) qui sera Nash et transverse a` PM−1(R).
(iv) Extension On commence pour cela par composer f par ψ−1 : on obtient une applica-
tion lisse f ′ := f ◦ ψ−1 : N ′ → PM (R). Puis on e´tend a` homotopie pre`s l’application f ′ a` la
compactification Nash M ′ de N ′, ceci graˆce a` une proprie´te´ e´nonce´e par M. Shiota dans [31].
L’application f ′ e´tant en effet une application continue entre N ′ = M ′ \ ∂(M ′) et PM (R), ou`
M ′ et PM (R) sont en particulier des varie´te´s PL (piecewise-linear) compactes, le lemme V.1.4
de [31] nous dit que f ′ est homotope a` la restriction a` N ′ d’une application PL, et donc en
particulier continue semi-alge´brique, f ′ : M ′ → PM (R). On va par la suite chercher a` approcher
la fonction f ′ graˆce a` un voisinage tubulaire Nash.
(v) Approximations Plongeons donc M ′ dans un espace affine RN0 et PM (R) dans un espace
affine RM0 . On conside`re un voisinage tubulaire Nash (U, ρ : U → PM (R)) de PM (R) dans RM0 .
M ′ e´tant compact, on approche alors h0 := f ′ par une application polynomiale h1 en uti-
lisant le the´ore`me de Stone-Weirstrass. Puis on approche l’application h1 par une application
lisse h2 transverse a` PM−1(R). Enfin, cette dernie`re condition e´tant ouverte, on approche h2 par
une application polynomiale (en utilisant encore une fois Stone-Weierstrass) de fac¸on suffisam-
ment proche pour obtenir une application h3 qui soit polynomiale et transverse a` PM−1(R).
Pre´cisons que l’on effectue ces approximations de manie`re a` ce qu’a` chaque fois, pour tout
t ∈ [0, 1] et pour tout x ∈M/G, (1− t)hi(x) + thi+1(x) ∈ U .
Conside´rant alors les homotopies successives
(t, x) 7→ ρ((1− t)hi(x) + thi+1(x)),
on obtient ainsi une homotopie entre f ′ : M/G → PM (R) et h′ := ρ ◦ h3 : M/G → PM (R).
L’application h′ est Nash et transverse a` PM−1(R), car ρ est une submersion Nash (en tant que
composition d’un diffe´omorphisme Nash et de la projection d’un fibre´ vectoriel Nash).
(vi) Restriction Enfin, en restreignant l’homotopie a` N ′ et en notant h′ la restriction de h′
a` N ′, on obtient une application
h′ : N ′ → PM (R)
Nash, transverse a` PM−1(R), homotope a` f ′. En la composant enfin avec ψ pour revenir au
quotient N/G, on peut supposer que l’application
h := h′ ◦ ψ : N/G→ PM (R)
Nash, transverse a` PM−1(R) et homotope a` f = f ′ ◦ψ, est l’application classifiante associe´e au
Z/2Z-fibre´ principal lisse Π : N → N/G.
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(vii) Rele`vement On rele`ve alors h en une application
h˜ : N → SM (R)
e´quivariante (par rapport a` l’action de G sur N et l’action antipodale sur SM (R)) transverse a`
SM−1(R), analytique et localement semi-alge´brique, donc Nash, car une application analytique
localement semi-alge´brique entre deux varie´te´s Nash, dont celle d’arrive´e est affine, est Nash
(remarque (xv) a` la page 16 de [31]).
(viii) De´coupage de N On note
– N+ := h˜−1(S+),
– N− := h˜−1(S−) = σ(N+),
– W := h˜−1
(
SM−1(R)
)
= N+ ∩N−.
(S+ et S− sont respectivement les he´misphe`res nord et sud de la sphe`re SM (R), e´change´s sous
l’action antipodale).
N+ et N− sont des sous-ensembles semi-alge´briques ferme´s de N de meˆme dimension que N ,
et, par transversalite´ de l’application Nash h˜ (et parce que SM−1(R) est une sous-varie´te´ Nash
de SM (R)), W est une sous-varie´te´ Nash de N de codimension 1. C’est de plus un sous-ensemble
AS de N , en tant qu’image re´ciproque du syme´trique par arcs SM−1(R) par l’application ana-
lytique semi-alge´brique h˜.
On a bien e´videmment N+ ∪N− = N mais on a e´galement ∂N+ = ∂N− = W .
En effet, le bord semi-alge´brique d’un ensemble semi-alge´brique A est tout d’abord de´fini
par
∂A = {x ∈ A | χ(A ∩ S(x, )) ≡ 1 mod 2 }
pour  suffisamment petit, or, la caracte´ristique d’Euler a` supports compacts e´tant additive et
N et W ne posse´dant pas de bord, on a modulo 2, pour tout x dans N ,
0 ≡ χ (N ∩ S (x, ))
≡ χ (N+ ∩ S (x, ))+ χ (N− ∩ S (x, ))− χ (W ∩ S (x, ))
≡ χ (N+ ∩ S (x, ))+ χ (N− ∩ S (x, ))
Un e´le´ment x de N est ainsi dans le bord de N+ si et seulement s’il est dans le bord de N−.
En particulier, ∂N+ = ∂N− ⊂ N+ ∩N− = W .
Re´ciproquement, soit x ∈ W et supposons par l’absurde que x /∈ ∂N+ = ∂N−. Le point x
appartient alors a` N+ \ ∂N+ et N− \ ∂N−, qui sont des ouverts semi-alge´briques de N : il
existe donc des ouverts semi-alge´briques U et V de N (de meˆme dimension n que N) tels que
x ∈ U ⊂ N+ \ ∂N+, et x ∈ V ⊂ N− \ ∂N−. L’ouvert U ∩ V de N , de dimension n (non vide
car contenant x), est alors inclus dans (N+ \ ∂N+)∩ (N− \ ∂N−) qui est de dimension au plus
n− 1, en tant que sous-ensemble de W .
(ix) De´coupage de M Enfin, on rajoute les points fixes en conside´rant l’adhe´rence de N
dans M , qui est M tout entier car M est une varie´te´ Nash connexe dont la sous-varie´te´ Nash
MG est de codimension au moins 1. On note alors
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– M+ := cl(N+),
– M− := cl(N−) = σ(M+).
On voit imme´diatement que M+ ∪M− = M . Montrons que l’on a M+ ∩M− = W ∪MG.
On prouve pour cela que cl(N+) \N+ = cl(N−) \N− = W ∪MG.
En effet, comme cl(N+) \N+ ⊂MG,
cl(N+) \N+ = σ (cl(N+) \N+) = cl(N−) \N−.
De plus,
M = M+∪M− = (N+∪N−)unionsq((cl(N+) \N+) ∪ (cl(N−) \N−)) = (M\MG)unionsq(cl(N+) \N+)
donc cl(N+) \N+ = MG. En particulier, M+ ∩M− = W ∪MG. Remarquons que, comme W
est un sous-ensemble AS de M \MG, W ∪MG est un sous-ensemble AS de M . Il est de plus
ferme´ dans le compact M et est donc syme´trique par arcs.
Enfin, on montre que ∂M+ = ∂M− = W ∪MG, d’une manie`re identique a` ce que l’on avait
fait dans le cas de N .
Dans la section suivante 3.4, on va, comme annonce´, utiliser ce re´sultat pour pouvoir
de´couper toute chaˆıne invariante d’une varie´te´ alge´brique re´elle en deux morceaux suffisam-
ment re´guliers.
3.4 La suite exacte de Smith Nash-constructible dans le cas
G = Z/2Z
Soit X une varie´te´ alge´brique re´elle munie d’une involution alge´brique σ. Dans cette partie,
on montre que l’on peut e´crire toute chaˆıne c globalement invariante de X de dimension k et
de degre´ α dans la filtration Nash-constructible (avec action) comme la somme
c = c|XG + (1 + σ)γ
ou` c|XG ∈ NαCk(XG) est la restriction de c aux points invariants de X et ou` γ ∈ Nα+1Ck(X).
Conside´rant une chaˆıne c, notre de´marche va consister a` de´couper en de tels morceaux
l’adhe´rence de Zariski du support de c, puis de conside´rer les intersections du support de c avec
ceux-ci, qui re´pondront alors aux conditions recherche´es.
On proce`de ainsi en deux e´tapes. On traite tout d’abord le cas d’une chaˆıne pure, et ensuite
celui d’une chaˆıne quelconque.
Pour la premie`re e´tape, on se rame`nera au cas ou` le support de la chaˆıne est une varie´te´
Nash compacte et on utilisera le re´sultat 3.3.1 de la section pre´ce´dente, afin de de´couper une
chaˆıne pure de X, invariante sous l’action de G, en deux chaˆınes dont le bord est pur :
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Corollaire 3.4.1. Soit c ∈ (N−kCk(X))G une chaˆıne pure de dimension k, invariante sous
l’action de G. Alors, il existe une chaˆıne γ ∈ N−k+1Ck(X) telle que
c = c|XG + (1 + σ)γ
(la restriction c|XG a` XG appartient a` N−kCk(XG)).
De´monstration. Notons tout d’abord que, c e´tant une chaˆıne invariante sous l’action de G, le
support de c est e´galement globalement invariant. En effet, si A est un sous-ensemble semi-
alge´brique de X repre´sentant la chaˆıne c, c’est e´galement le cas pour σ(A) et, comme l’involu-
tion σ est un isomorphisme alge´brique, on a
Supp c = {y ∈ σ(A) | dimy σ(A) = k} = σ ({x ∈ A | dimxA = k}) = σ(Supp c).
On va alors se ramener au cas ou` le support de c, que l’on note M , est une sous-varie´te´
Nash compacte connexe d’un espace affine.
(1) On peut supposer que la G-varie´te´ alge´brique re´elle X est compacte : si ce n’est pas le
cas, on conside`re une compactification e´quivariante X0 de X, et l’adhe´rence c ∈ (N−kCk(X0))G
de c dans X0. Si l’on montre alors que, dans ces conditions, il existe γ0 ∈ N−k+1Ck(X0) tel que
c = c|XG0 + (1 + σ)γ0, on obtient par restriction
c = c|X = c|XG + (1 + σ)γ0|X
avec γ0|X ∈ N−k+1Ck(X).
(2) On suppose ensuite que X est l’adhe´rence de Zariski M
Z
de M et qu’en particulier
dimX = k. En effet, si l’on note Z := M
Z
, alors Z est un ferme´ de X globalement invariant
sous l’action de G (car M l’est) et, comme par de´finition Supp c ⊂ Z, on a c ∈ N−kCk(Z).
(3) On peut aussi supposer queX est non-singulie`re, en conside´rant une re´solution e´quivariante
pi : X˜ → X des singularite´s de X et le tire´ en arrie`re c˜ := pi−1c ∈
(
N−kCk(X˜)
)G
de c. Alors,
si l’on montre que dans ces conditions, c˜ = c˜|
X˜G
+ (1 + σ)γ˜ avec γ˜ ∈ N−kCk(X˜), on obtient,
en poussant en avant,
c = pi∗(c) = c|XG + (1 + σ)pi∗(γ˜)
(avec pi∗(γ˜) ∈ N−kCk(X)), car pi est un isomorphisme en dehors d’une sous-varie´te´ de codi-
mension au moins 1 et c est de dimension k = dimX).
Au total, la chaˆıne c e´tant pure, on peut supposer que le supportM de c est un sous-ensemble
syme´trique par arcs (dont toutes les composantes connexes sont) de dimension maximale d’une
varie´te´ compacte non-singulie`re X, i.e. une union de composantes connexes de dimension maxi-
male de X ([19]).
(4) Enfin, l’involution σ e´change ou fixe globalement les cartes affines recouvrant X ainsi
que les composantes connexes de X, et donc les restrictions de M a` celles-ci, qui constituent
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e´galement des chaˆınes pures de X. On peut donc supposer sans perdre de ge´ne´ralite´ que M
est une composante connexe d’un sous-ensemble alge´brique compact non-singulier d’un espace
affine, globalement stable sous l’action (non triviale) de σ, qui peut eˆtre conside´re´e comme une
sous-varie´te´ Nash compacte connexe d’un espace affine.
On utilise alors le the´ore`me 3.3.1 pour e´crire
[M ] = (1 + σ)[A]
dans Ck(X) (l’ensemble des points invariants M
G est de codimension au moins 1 comme l’action
de G n’est pas triviale, donc [MG] = 0 dans Ck(X)), avec [A] ∈ Ck(X) ve´rifiant ∂[A] = [∂(A)] ∈
N−k+1Ck−1(X), i.e. [A] ∈ N−k+1Ck(X) (remarque 2.6.13 : X est compacte non-singulie`re de
dimension k).
On va alors utiliser le de´coupage des chaˆınes pures pour de´couper les chaˆınes de degre´ plus
e´leve´ dans la filtration. Pre´cise´ment, pour couper en deux une chaˆıne invariante sous l’action
de G, de fac¸on a` controˆler la “re´gularite´” des parties que l’on obtient, il suffit de de´couper
l’adhe´rence de Zariski de son support, en utilisant la proprie´te´ pre´ce´dente :
Corollaire 3.4.2. Soit c ∈ (NαCk(X))G une k-chaˆıne quelconque de X, invariante sous l’ac-
tion de l’involution σ. Alors on peut e´crire
c = c|XG + (1 + σ)c′
avec c|XG ∈ NαCk(XG) et c′ ∈ Nα+1Ck(X)
De´monstration. On note cZ la chaˆıne de Ck(X) repre´sente´e par l’adhe´rence de Zariski du
support note´ A de la chaˆıne c. On a alors cZ ∈ (N−kCk(X))G et d’apre`s la proprie´te´ pre´ce´dente,
il existe γ ∈ N−k+1Ck(X) tel que
cZ =
(
cZ
) |XG + (1 + σ)γ.
Revenons a` la de´finition de la filtration Nash-constructible : soit donc une fonction ϕ :
X → 2Z ge´ne´riquement Nash-constructible en dimension k telle que γ = [S] avec
S = {x ∈ X | ϕ(x) /∈ 22Z},
et soit une fonction ψ : X → 2k+αZ ge´ne´riquement Nash-constructible en dimension k telle que
c = [B] avec
B = {x ∈ X | ψ(x) /∈ 2k+α+1Z}.
On conside`re alors le produit ϕ × ψ : X → 2k+α+1Z qui est une fonction ge´ne´riquement
Nash-constructible en dimension k (comme produit de telles fonctions). On a
B ∩ S = {x ∈ X | ϕ(x) /∈ 2k+α+1Z et ψ(x) /∈ 22Z}
= {x ∈ X | ϕ× ψ(x) /∈ 2k+α+2Z}.
52 CHAPITRE 3. COMPLEXE DE POIDS AVEC ACTION
On note c′ la chaˆıne repre´sente´e par B ∩ S, qui appartient donc a` Nα+1Ck(X), et on a
(1 + σ)c′ = [B ∩ S] + [σ(B) ∩ σ(S)]
= [B ∩ S] + [B ∩ σ(S)] (lemme 1.2.5)
= [cl (B ∩ (S ÷ σ(S)))]
= [B ∩ cl (S ÷ σ(S))] (lemme 1.2.6),
or
[cl (S ÷ σ(S))] = (1 + σ)[S] = cZ + (cZ) |XG = [cl (AZ \AZ ∩XG)] ,
donc
(1 + σ)c′ =
[
A ∩ cl
(
A
Z \AZ ∩XG
)]
=
[
cl
(
A ∩
(
A
Z \AZ ∩XG
))]
=
[
cl
(
A \A ∩XG)]
= c+ c|XG .
On re´sume cette proprie´te´ de de´coupage des chaˆınes invariantes par une suite exacte courte
qui rappelle la suite exacte courte de Smith, que l’on adapte ici aux contraintes de la filtration
Nash-constructible. On de´finit pour cela une nouvelle filtration avant de donner la suite exacte
courte que l’on nommera Smith Nash-constructible :
De´finition 3.4.3. Pour tout k et tout α, on note
Tα+1k (X) := {c ∈ Nα+1Ck(X) | (1 + σ)c ∈ NαCk(X)}.
Remarque 3.4.4. Pour tout α, Tα+1∗ (X), muni de la diffe´rentielle induite par celle de C∗(X),
est un complexe de chaˆınes. On obtient ainsi une nouvelle filtration
0 = T−k−1k (X) ⊂ T−kk (X) ⊂ · · · ⊂ T 1k (X) = Ck(X)
de C∗(X).
The´ore`me 3.4.5. Pour tout α, la suite de complexes
0→ NαC∗(XG)⊕ (1 + σ)Tα+1∗ (X)→ NαC∗(X)→ (1 + σ)NαC∗(X)→ 0,
est exacte.
On l’appelle suite exacte courte de Smith Nash-constructible de degre´ α.
On peut interpre´ter cette suite exacte dans le cas ou` X est une varie´te´ compacte munie
d’une action libre de G. En effet, dans ces conditions, on a un isomorphisme filtre´ entre les
chaˆınes invariantes et les chaˆınes du quotient :
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Proposition 3.4.6. Supposons que la G-varie´te´ alge´brique re´elle X soit compacte, et que
l’action de G sur X soit libre. Alors le quotient X/G (qui de´signe par abus de notation le
quotient de l’ensemble des points re´els de X par l’action de G restreinte) est un ensemble
syme´trique par arcs et, pour tous k, α ∈ Z, on a un isomorphisme
(NαCk(X))G ∼= (1 + σ)Tα+1k (X) ∼= NαCk (X/G) .
De´monstration. Fixons k et α. Notons tout d’abord que la suite exacte de Smith Nash-constructible
nous donne le premier isomorphisme, e´tant donne´ que l’action de G sur X est libre.
Pour montrer le second isomorphisme, on conside`re d’une part le morphisme
1 + σ : Tα+1k (X)→ Tα+1k (X)
dont le noyau est
(
Tα+1k (X)
)G
et l’image est (1 + σ)Tα+1k (X), et d’autre part le morphisme
Tα+1k (X)
pi∗−→ Nα+1Ck (X/G) ,
obtenu par restriction a` Tα+1k (X) du morphisme Nα+1Ck(X) → Nα+1Ck(X/G), induit par
l’application quotient X → X/G (qui est une application propre continue de graphe AS).
On montre par la suite que le noyau de pi∗ est
(
Tα+1k (X)
)G
et que son image estNαCk (X/G).
Ainsi, les morphismes 1+σ et pi∗ posse´dant les meˆmes noyaux (et les meˆmes espaces de de´part),
on obtient un isomorphisme entre leurs images, soit
(1 + σ)Tα+1k (X)
∼= NαCk (X/G) .
ker pi∗ =
(
Tα+1k (X)
)G
:
Soit c ∈ Tα+1 tel que pi∗c = 0. Si c = Supp ϕc,α mod 2k+α+2 avec ϕ : X → 2k+α+1Z
ge´ne´riquement Nash-constructible en dimension k, alors
pi∗c = Supp pi∗(ϕc,α) mod 2k+α+2
ou` pi∗(ϕc,α) : X/G→ 2k+α+1Z est une fonction ge´ne´riquement Nash-constructible en dimension
k sur X/G.
Or, pour toute fonction Nash-constructible f sur X, comme l’action de σ sur X est libre,
pi∗(f)(x) = f(x) + f(σ(x)) pour tout point x ∈ X/G. Ainsi,
pi∗c = {x ∈ X/G | ϕ(x) + ϕ(σ(x)) /∈ 2k+α+2Z},
avec ϕ := ϕc,α.
Par hypothe`se cette chaˆıne est nulle, i.e. pour tout x en dehors d’un sous-ensemble semi-
alge´brique de X/G de dimension < k (i.e. pour tout x en dehors d’un sous-ensemble semi-
alge´brique de X de dimension < k), ϕ(x) + ϕ(σ(x)) ∈ 2k+α+2Z. En particulier, en dehors
d’un sous-ensemble semi-alge´brique de codimension au moins 1, tout point du repre´sentant
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{x ∈ X | ϕ(x) /∈ 2k+α+2Z} de la chaˆıne c ve´rifie a` la fois ϕ(x) /∈ 2k+α+2Z (par de´finition) et
ϕ(x) +ϕ(s(x)) ∈ 2k+α+2Z, et donc e´galement ϕ(σ(x)) /∈ 2k+α+2Z. Or ϕ◦σ = σ∗ (ϕ) repre´sente
la chaˆıne σc, et la chaˆıne σ est donc invariante sous l’action de σ.
On a donc ker pi∗ ⊂ (Tα+1k (X))G. Re´ciproquement, si c ∈ (Tα+1k (X))G, alors, en reprenant
les notations ci-dessus, ϕ(x) /∈ 2k+α+2Z et ϕ(σ(x)) /∈ 2k+α+2Z pour tout x dans le support
de c, ge´ne´riquement en dimension k, et donc ϕ(x) + ϕ(s(x)) ∈ 2k+α+2Z. Ainsi, pi∗c = 0.
im pi∗ = NαCk (X/G)
Soit c ∈ NαCk(X/G) et soit ϕ : X/G → 2k+αZ ge´ne´riquement Nash-constructible en
dimension k telle que
c = {x ∈ X/G | ϕ(x) /∈ 2k+α+1Z}.
On conside`re la chaˆıne, que l’on note pi∗c, repre´sente´e par l’ensemble semi-alge´brique de dimen-
sion k
{x ∈ X | pi∗(ϕ)(x) /∈ 2k+α+1Z} = pi−1
(
{x ∈ X/G | ϕ(x) /∈ 2k+α+1Z}
)
ou` le tire´ en arrie`re pi∗(ϕ) : X → 2k+αZ ([26] Corollary 3.5) est une fonction ge´ne´riquement
Nash-constructible en dimension k telle que, pour x ∈ X en dehors d’un sous-ensemble semi-
alge´brique de dimension < k, pi∗(ϕ)(x) = ϕ(pi(x)) = ϕ(x).
La chaˆıne pi∗c appartient donc a` NαCk(X) et est de plus invariante sous l’action de G. En
suivant le raisonnement qui nous a mene´s a` l’exactitude de la suite de Smith Nash-constructible,
on sait que l’on peut e´crire pi∗c = (1 + σ)γ avec
γ = {x ∈ X | ψ(x) /∈ 22Z et pi∗(ϕ)(x) /∈ 2k+α+1Z}
ou` ψ : X → 2Z est une fonction ge´ne´riquement Nash-constructible en dimension k, dont le
support modulo 22 repre´sente l’une des deux parties, images l’une de l’autre par σ, que l’on a
obtenues par de´coupage de la chaˆıne repre´sente´e par l’adhe´rence de Zariski du support de pi∗c.
On applique alors pi∗ a` γ :
pi∗γ = {x ∈ X/G | pi∗ (ψ × pi∗(ϕ)) (x) /∈ 2k+α+2Z}
= {x ∈ X/G | ϕ(x) (ψ(x) + ψ(σ(x))) /∈ 2k+α+2Z}.
Si x ∈ X/G ve´rifie ϕ(x) (ψ(x) + ψ(σ(x))) /∈ 2k+α+2Z, alors ϕ(x) /∈ 2k+α+1. Re´ciproquement,
si x ∈ X/G ve´rifie ϕ(x) /∈ 2k+α+1, alors x appartient au support de pi∗c (vrai au moins
ge´ne´riquement en dimension k) et donc soit au support de γ soit au support de σγ, mais
(ge´ne´riquement) pas aux deux, et ainsi ψ(x)+ψ(σ(x)) /∈ 22Z et donc ϕ(x) (ψ(x) + ψ(σ(x))) /∈ 2k+α+2Z.
On obtient alors
pi∗γ = {x ∈ X/G | ϕ(x) /∈ 2k+α+1} = c
et c appartient donc a` l’image de Tα+1k (X) par pi∗.
Re´ciproquement, soit c ∈ Tα+1k (X). On a c = Supp ψ mod 2k+α+2 avec ψ : X → 2k+α+1Z
ge´ne´riquement Nash-constructible en dimension k, et (1 + σ)c = Supp ϕ mod 2k+α+1 avec ϕ
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ge´ne´riquement Nash-constructible en dimension k. Alors, comme (1+σ)c = Supp ψ+ψ◦σ2 mod 2
k+α+1,
on a
ϕ ≡ ψ + ψ ◦ σ
2
mod 2k+α+1
sur X.
On conside`re maintenant
pi∗c = {x ∈ X/G | pi∗(ψ)(x) /∈ 2k+α+2} = {x ∈ X/G | ψ(x) + ψ(σ(x)) /∈ 2k+α+2}.
On montre que l’on peut trouver une fonction ge´ne´riquement Nash-constructible sur X/G,
divisible par 2k+α, qui repre´sente pi∗c. Pour cela, on applique le crite`re de l’e´ventail 2.6.14 a`
chacune des composantes irre´ductibles de chaque carte affine de l’adhe´rence de Zariski Y de
X/G et a` la fonction
f : y 7→
{
ψ(x)+ψ(σ(x))
2 si y = x ∈ X/G,
0 sinon,
de´finie et constructible sur Y .
Soit donc F un e´ventail centre´ en un point y0 de Y , de cardinal |F | ≤ 2k+α+1. Comme X
est compact et l’action de G sur X e´tant libre, si le point y0 = x0 est dans X/G, on peut
relever F en un e´ventail double F ′ unionsq σ(F ′) sur X (F ′ e´tant centre´ en x0 et σ(F ′) en σ(x0)),
et sinon l’e´valuation de f en tout point de l’e´ventail sera nulle. Concentrons-nous donc sur le
premier cas. On a alors ∑
s∈F
f(s) =
∑
s′∈F ′
ψ (s′) + ψ (σ (s′))
2
,
et cette somme, modulo |F | = |F ′| ≤ 2k+α+1, est e´gale a` ∑σ′∈F ′ ϕ(σ′) qui est elle-meˆme e´gale
a` 0 modulo |F ′| ≤ 2k+α+1, car ϕ est ge´ne´riquement Nash-constructible sur X (2.6.15).
Ainsi (2.6.14), il existe une fonction f0 : Y → Z, ge´ne´riquement Nash-constructible, telle
que, pour tout y ∈ Y , f(y)− f0(y) ≡ 0 mod 2k+α+1. En particulier, f0 est divisible par 2k+α et
pi∗c = Supp f0 mod 2k+α+1.
On peut de plus supposer f0 ge´ne´riquement constructible en dimension k, en remplac¸ant,
dans le raisonnement pre´ce´dent, X par l’adhe´rence de Zariski du support de c. On a donc
pi∗c ∈ NαCk(X/G).
Remarque 3.4.7. – Les isomorphismes (NαCk(X))G ∼= NαCk (X/G) induisent des isomor-
phismes de complexes
(NαC∗(X))G ∼= NαC∗ (X/G) ,
induits par l’application quotient pi : X → X/G par fonctorialite´ de NαC∗.
– Pour une G-varie´te´ alge´brique re´elle X quelconque munie d’une action de G quelconque,
en raisonnant de fac¸on similaire, on obtient e´galement les isomorphismes (de complexes)
(1 + σ)NαC∗(X) ∼= im
(NαC∗(X)→ C∗(X \XG/G)) .
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Ces suites exactes courtes de Smith Nash-constructibles nous aideront dans le point suivant
a` calculer et a` mieux comprendre une suite spectrale dont la caracte´ristique d’Euler est un
invariant des G-varie´te´s alge´briques re´elles.
Remarquons enfin que l’on peut en de´duire des suites exactes courtes similaires, construites
cette fois en tenant compte de la filtration canonique :
De´finition 3.4.8. Pour tout k et tout p, on note
canT p+1k (X) := {c ∈ F canp+1Ck(X) | (1 + σ)c ∈ F canp Ck(X)}.
Corollaire 3.4.9. Pour tout p, la suite de complexes
0→ F canp C∗
(
XG
)⊕ (1 + σ)canT p+1∗ (X)→ F canp C∗(X)→ (1 + σ)F canp C∗(X)→ 0
est exacte.
De´monstration. Fixons k, p ∈ Z. Soit c ∈ (F canp Ck(X))G.
Comme F canp Ck(X) ⊂ Ck(X) = N0Ck(X), il existe c′ ∈ Ck(X) tel que c = c|XG + (1 +σ)c′.
Or, c′ ∈ F canp+1Ck(X) car
– si k < −p, F canp Ck(X) = 0 donc c = 0 et c′ = 0 convient,
– si k = −p, F canp Ck(X) = ker ∂k et F canp+1Ck(X) = Ck(X),
– si k > −p, F canp+1Ck(X) = Ck(X).
Chapitre 4
Filtration par le poids e´quivariante
pour les G-varie´te´s alge´briques
re´elles
Soit G un groupe fini.
Dans cette partie, on va chercher a` construire une filtration par le poids sur l’homologie
e´quivariante des G-varie´te´s alge´briques re´elles de´finie par J. van Hamel dans [35], a` partir du
complexe de poids avec action (3.2.3). Pour cela, on lui applique le foncteur qui, applique´ au
complexe des chaˆınes semi-alge´briques, calcule cette fameuse homologie e´quivariante (4.1.10,
4.3.1).
Une fois que l’on aura obtenu ce complexe de poids que l’on appellera e´quivariant (4.3.6), des
diffe´rences significatives avec le complexe de poids non-e´quivariant, induites par les spe´cificite´s
de l’homologie e´quivariante, apparaˆıtront. En particulier, la suite spectrale de poids e´quivariante
peut ne pas eˆtre borne´e (4.4.12) et ne plus converger au niveau E2, meˆme dans le cas compact
non singulier (4.4.13,4.3.3).
Pourtant, les outils propres a` l’homologie e´quivariante -et qui permettent de mieux com-
prendre cet invariant- nous permettront d’e´tudier plus en profondeur ce surplus d’informations,
notamment par le biais de nouvelles suites spectrales (4.4.6), triviales dans le cadre sans action.
4.1 Le foncteur L
Dans un premier temps, nous allons nous inte´resser aux outils mis a` notre disposition pour
mieux appre´hender l’action des groupes sur des structures tout d’abord ge´ne´rales, des modules
aux complexes de chaˆınes.
4.1.1 Le foncteur Ext et la cohomologie du groupe G a` valeurs dans un
Z[G]-module
On de´finit tout d’abord un double foncteur duquel la cohomologie de G a` coefficients dans
un module est un cas particulier. Cela nous permettra notamment de de´duire la plupart des
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proprie´te´s fonctorielles de celle-ci du foncteur plus ge´ne´ral.
Pour cela, nous avons besoin de la de´finition d’une re´solution projective, et donc e´galement
de celle d’un module projectif :
De´finition 4.1.1. Soit R un anneau et notons Mod(R) la cate´gorie des R-modules.
Un R-module P est dit projectif (sur R) si le foncteur HomR(P, ·) est exact.
Soit M ∈Mod(R). Une re´solution projective de M dans Mod(R) est un couple forme´ d’un
complexe de chaˆınes P∗ = (Pk)k≥0 et d’un morphisme  : P0 →M tels que la suite
· · · → P2 → P1 → P0 −→M → 0
est exacte.
De´finition et Proposition 4.1.2. ([7]) Soit R un anneau. Soient N,M ∈ Mod(R). Soit
(P∗, ) une re´solution projective de N dans Mod(R). Alors pour n ∈ N, on pose
ExtnR(N,M) := H
n(HomR(P∗,M)).
L’ope´ration Ext est un foncteur en M .
Cette de´finition est inde´pendante de la re´solution projective choisie, en vertu de :
Proposition 4.1.3. ([6]) Soient (P∗, ) et (Q∗, ′) deux re´solutions projectives d’un meˆme R-
module sur un anneau R. Alors il existe une e´quivalence homotopique f∗ : P∗ → Q∗ qui ve´rifie
′ ◦ f0 = .
La cohomologie du groupe G a` valeurs dans un module est alors un foncteur Ext sur
l’anneau Z[G] :
De´finition et Proposition 4.1.4. ([6], [7]) Soit M un Z[G]-module. On de´finit le k-ie`me
groupe de cohomologie du groupe G a` valeurs dans M par
Hk(G,M) := ExtZ[G](Z,M).
La cohomologie du groupe G est un foncteur en M .
Remarque 4.1.5. Pour k < 0, Hk(G,M) = 0.
Exemple 4.1.6. ([6]) Soit G un groupe fini cyclique d’ordre d. Soit σ un ge´ne´rateur de G, alors,
si l’on note N =
∑
1≤i≤d σ
i, une re´solution projective de Z par des Z[G]-modules est
· · ·Z[G] σ−1−−→ Z[G] N−→ Z[G] σ−1−−→ Z→ 0.
La cohomologie du groupe G a` valeurs dans un module M est alors
Hk(G,M) =

MG
NM si k est pair strictement positif,
ker (M
N−→M)
(σ−1)M si k est impair (positif),
MG si k = 0.
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Les objets que nous conside´rons afin d’e´tudier les G-varie´te´s alge´briques ont pour anneau de
base Z2. Pour la suite de ce paragraphe, nous nous concentrerons donc sur les Z2-espaces vecto-
riels munis d’une action line´aire du groupe G, autrement dit les Z2[G]-modules. Nous pourrons
alors nous contenter de conside´rer une re´solution de Z2 par des Z2[G]-modules projectifs en
vertu de la proposition suivante :
Proposition 4.1.7. ([7]) Soit k un anneau et soit M un k[G]-module. Alors pour tout n, on a
Hn(G,M) = ExtnZ[G](Z,M) ∼= Extnk[G](k,M)
(c’est un isomorphisme de k-modules).
Exemple 4.1.8. Si G = Z/2Z et si M est un Z2[G]-module, la cohomologie du groupe G a`
valeurs dans M est
Hk(G,M) =
{
MG si k = 0,
MG
(1+σ)M si k > 0.
On termine cette introduction par une proprie´te´ qui nous dit que le foncteur Ext, et donc
en particulier la cohomologie de groupe, peut induire une suite exacte longue a` partir d’une
suite exacte courte :
Proposition 4.1.9. ([7], [6]) Soit R un anneau. Soient N un R-module et 0→M1 →M2 →
M3 → 0 une suite exacte courte de R-modules. Alors, on a une suite exacte longue
0→ · · · → ExtnR(N,M1)→ ExtnR(N,M2)→ ExtnR(N,M3)→ Extn+1R (N,M1)→ · · ·
De plus, la suite est naturelle : si
0 → M1 → M2 → M3 → 0
↓ ↓ ↓
0 → M ′1 → M ′2 → M ′3 → 0
est un diagramme commutatif de suites exactes courtes, alors
0 → · · · → ExtnR(N,M1) → ExtnR(N,M2) → ExtnR(N,M3) → Extn+1R (N,M1) → · · ·
↓ ↓ ↓ ↓
0 → · · · → ExtnR(N,M ′1) → ExtnR(N,M ′2) → ExtnR(N,M ′3) → Extn+1R (N,M ′1) → · · ·
est un diagramme commutatif de suites exactes longues.
En particulier, si G est un groupe fini et R = Z[G], on a une suite exacte longue de
cohomologie du groupe G
0→ · · · → Hn(G,M1)→ Hn(G,M2)→ Hn(G,M3)→ Hn+1(G,M1)→ · · ·
qui est de plus naturelle.
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4.1.2 Le foncteur LG et l’homologie du groupe G a` valeurs dans un complexe
Dans un second temps, on de´finit l’homologie du groupe G a` coefficients dans un complexe
de chaˆınes sur Z2. On va pour cela introduire un foncteur LG sur la cate´gorie DG des G-
complexes de Z2-espaces vectoriels borne´s. Si K est un tel complexe, l’homologie du complexe
LG(K) sera alors par de´finition l’homologie de G a` valeurs dans K. Une manie`re de comprendre
cette homologie sera alors d’e´tudier deux suites spectrales induites par l’action de G sur K et
K lui-meˆme (4.1.13).
Avant toute chose, on note D− la cate´gorie des complexes borne´s par le haut de Z2-espaces
vectoriels, et H ◦ D− la cate´gorie D− localise´e par rapport aux quasi-isomorphismes.
De´finition et Proposition 4.1.10. Soit (K∗, ∂∗) ∈ DG. Soit ... → F2 ∆2−−→ F1 ∆1−−→ F0 →
Z→ 0 une re´solution de Z par des Z[G]-modules projectifs.
On de´finit pour k ∈ Z
LGk (K∗) :=
⊕
p+q=k
HomG(F−p,Kq),
et δk =
∑
p+q=k δp,q : L
G
k (K∗)→ LGk−1(K∗) avec
δp,q :
HomG(F−p,Kq) → HomG(F−p+1,Kq)⊕HomG(F−p,Kq−1)
u 7→ u ◦∆−p+1 ⊕ ∂q ◦ u .
Le couple (LG∗ (K∗), δ∗) est alors un e´le´ment de D−. Dans H ◦D−, (LG∗ (K∗), δ∗) est inde´pendant
de la re´solution de Z par des Z[G]-modules projectifs choisie.
Remarque 4.1.11. Pour G = {e}, on obtient LG∗ (K∗) = K∗ (en conside´rant ...→ 0 −→ 0 −→ Z id−→
Z→ 0 comme re´solution projective).
Par fonctorialite´ de HomG(F−p, · ) pour tout p, LG est bien un foncteur DG → D−, du
moins DG → H ◦D− pour que cela soit inde´pendant de la re´solution projective choisie. Et par
de´finition :
De´finition 4.1.12. Soit (K∗, ∂∗) ∈ DG. Pour n ∈ Z, on note
Hn(G,K∗) := Hn(LG∗ (K∗))
le n-ie`me groupe d’homologie du groupe G a` coefficients dans le G-complexe de chaˆınes K∗.
Comme annonce´, on associe a` cette homologie deux suites spectrales essentielles pour sa
compre´hension :
Proposition et De´finition 4.1.13. Pour tout G-complexe K∗, on a deux suites spectrales
IE
2
p,q = H
−p(G,Hq(K∗))
IIE
1
p,q = H
−p(G,Kq)
qui convergent toutes deux vers Hp+q(G,K∗).
La suite spectrale IE
2 est appele´e suite spectrale de Hochschild-Serre associe´e a` G et K∗.
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De´monstration. Ce sont les suites spectrales induites par le complexe double (Hom(F−p, Cq))p,q :
↓ ↓ ↓
← HomG(F2,K2) ◦∆2←−− HomG(F1,K2) ◦∆1←−− HomG(F0,K2)
↓ ∂2◦ ↓ ∂2◦ ↓ ∂2◦
← HomG(F2,K1) ◦∆2←−− HomG(F1,K1) ◦∆1←−− HomG(F0,K1)
↓ ∂1◦ ↓ ∂1◦ ↓ ∂1◦
← HomG(F2,K0) ◦∆2←−− HomG(F1,K0) ◦∆1←−− HomG(F0,K0)
La suite spectrale de Hochschild-Serre nous permet en particulier de montrer que le foncteur
LG pre´serve les quasi-isomorphismes :
Corollaire 4.1.14. Un quasi-isomorphisme e´quivariant f : K∗ →M∗ induit un isomorphisme
H∗(G,K∗)→ H∗(G,M∗).
Le foncteur
LG : DG → H ◦ D− ; K∗ 7→ L∗(K∗)
induit donc un foncteur
H ◦ DG → H ◦ D− ; K∗ 7→ L∗(K∗)
que l’on note e´galement LG.
De´monstration. Le quasi-isomorphisme e´quivariant f : K∗ → M∗ induit un isomorphisme
au niveau des suites spectrales de Hochschild-Serre induites a` partir du niveau IE
2. Celles-ci
convergeant vers les homologies de G a` coefficients respectivement dans K∗ et M∗, f induit
donc un isomorphisme H∗(G,K∗)→ H∗(G,M∗).
Remarque 4.1.15. La suite de Hochschild-Serre nous permet de la meˆme manie`re de montrer
que dans la de´finition du foncteur LG, et donc dans le calcul de l’homologie de G, on peut
choisir une re´solution de Z2 par des Z2[G]-modules projectifs, au lieu d’une re´solution de Z par
des Z[G]-modules projectifs.
4.1.3 La fonctorialite´ du foncteur L par rapport a` G
On e´tablit la fonctorialite´ du foncteur L par rapport au groupe G en le sens suivant :
Proposition 4.1.16. Soient G′ un autre groupe fini et ϕ : G→ G′ un morphisme de groupes.
Soit K∗ ∈ DG′. Alors K∗ peut eˆtre muni d’une structure de G-complexe via ϕ, et ϕ induit un
morphisme de D−
LG
′
∗ (K∗)→ LG∗ (K∗)
(en conside´rant une re´solution projective respectivement pour G′ et G).
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De´monstration. On fait de K∗ un G-complexe en conside´rant l’action qui a` un e´le´ment g de G
et un e´le´ment x de K∗ associe g.x := ϕ(g).x.
Pour ve´rifier ensuite que ϕ induit bien un morphisme LG
′
∗ (K∗)→ LG∗ (K∗), on aura besoin
du lemme suivant :
Lemme 4.1.17. ([6]) Soient des re´solutions projectives F et F ′ de Z sur Z[G] et Z[G′] respec-
tivement. Alors il existe un morphisme de G-complexes τ : F → F ′ (i.e. F ′ est munie d’une
action de G via ϕ et τ(g.x) = ϕ(g).x) qui pre´serve les morphismes d’augmentation.
Soient donc F , F ′ et τ comme dans le lemme et soit k ∈ Z. On a
LG
′
k (K∗) =
⊕
p+q=k
HomG′(F
′
−p,Kq)
Or, pour tous p, q tels que p+ q = k, le morphisme τ : F → F ′ induit un morphisme
HomG′(F
′
−p,Kq)→ HomG(F−p,Kq)
par composition (a` droite) par τ . Pour tout k, on a donc un morphisme LG
′
k (K∗)→ LGk (K∗), et
ceux-ci, commutant avec les diffe´rentielles des complexes LG
′
∗ (K∗) et LG∗ (K∗), induisent a` leur
tour un morphisme de complexes
LG
′
∗ (K∗)→ LG∗ (K∗).
4.2 Le foncteur L et les cate´gories filtre´es
Dans ce paragraphe, on montre que le foncteur LG induit un foncteur CG → C−. Autrement
dit, appliquer le foncteur LG a` un G-complexe filtre´ fournit un complexe filtre´ (borne´ par le
haut).
L’objectif e´tant toujours d’appliquer ce foncteur au complexe filtre´ de poids avec action
du groupe G, on verra que cette ope´ration commute avec celle consistant a` associer a` un dia-
gramme cubique son complexe filtre´ simple.
On de´finit tout d’abord la cate´gorie des complexes filtre´s borne´s par le haut :
De´finition et Proposition 4.2.1. On note C− la cate´gorie des complexes borne´s par le haut de
Z2-espaces vectoriels munis d’une filtration croissante borne´e, et des morphismes de complexes
filtre´s.
Cette cate´gorie posse`de des proprie´te´s similaires a` celle de la cate´gorie C :
– tout objet de C− induit une suite spectrale qui converge vers l’homologie de celui-ci,
– on y de´finit des quasi-isomorphismes filtre´s de la meˆme fac¸on -on les appellera parfois
quasi-isomorphismes de C−- et on note H ◦C− la localisation de C− par rapport a` ceux-ci,
– on peut e´galement associer a` tout diagramme cubique dans C− un complexe simple filtre´
(borne´ ici seulement par le haut).
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Regardons alors comment le foncteur LG : DG → D−, ou plutoˆt le foncteur LG : H ◦DG →
H ◦ D−, “s’e´tend” naturellement en un foncteur LG : H ◦ CG → H ◦ C−.
Remarque 4.2.2. Dans la suite, on e´crira tout simplement L pour LG lorsque le contexte sera
explicite.
Proposition 4.2.3. Soit (K∗, J) ∈ CG. Soit ... → F2 ∆2−−→ F1 ∆1−−→ F0 → Z → 0 une re´solution
de Z par des Z[G]-modules projectifs (ou ... → F2 ∆2−−→ F1 ∆1−−→ F0 → Z2 → 0 une re´solution de
Z2 par des Z2[G]-modules projectifs).
La filtration croissante borne´e e´quivariante J du complexe K∗ induit une filtration J sur
L∗(K∗) de´finie par
JαLk(K∗) := Lk(JαK∗).
Le complexe L∗(K∗) muni de sa filtration J devient alors un e´le´ment de C− qui, dans H◦C−,
est inde´pendant de la re´solution choisie.
De´monstration. Pour tous p, q, on a une suite croissante borne´e de Z2-sous-espaces vectoriels
de HomG(F−p,Kq)
0 ⊂ ... ⊂ HomG(F−p, Jα−1Kq) ⊂ HomG(F−p, JαKq) ⊂ ... ⊂ HomG(F−p,Kq),
induite naturellement par la filtration croissante borne´e J sur le complexe K∗.
Ainsi, pour tout k, Lk(K∗) posse`de une filtration croissante borne´e
0 ⊂ ... ⊂ Lk(Jα−1K∗) ⊂ Lk(JαK∗) ⊂ ... ⊂ Lk(K∗),
avec Lk(JαK∗) =
⊕
p+q=kHomG(F−p, JαKq), et celles-ci induisent alors une filtration J sur
L∗(K∗) ou` JαLk(K∗) = Lk(JαK∗).
Montrons a` pre´sent que deux re´solutions projectives diffe´rentes fournissent des complexes
filtre´s quasi-isomorphes dans C−.
Soient donc (Fi)i et (F
′
j)j deux re´solutions de Z (resp. Z2) par des Z[G]-modules (resp.
Z2[G]-modules) projectifs. On conside`re JL∗(K∗) et J ′L′∗(K∗) les complexes filtre´s respectifs
associe´s, puis Er et E′r les suites spectrales induites respectivement. On a
E0p,q =
JpLp+q
Jp−1Lp+q =
⊕
a+b=p+qHomG(F−a, JpKb)⊕
a+b=p+qHomG(F−a, Jp−1Kb)
=
⊕
a+b=p+q
HomG
(
F−a,
JpKb
Jp−1Kb
)
(les modules Fi sont projectifs). Ainsi, pour tout p, E
0
p,∗ = Lp+∗
(
JpK∗
Jp−1K∗
)
et de meˆme,
E
′0
p,∗ = L′p+∗
(
JpK∗
Jp−1K∗
)
. Ces deux complexes calculent l’homologie du groupe G a` valeurs dans
le complexe
JpK∗
Jp−1K∗ , induisant un isomorphisme entre E
1 et E′1.
La fonctorialite´ de L : DG → H ◦ D− induit celle de L : CG → H ◦ C−. De plus :
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Proposition 4.2.4. Le foncteur
L : CG → H ◦ C− ; (K∗, J) 7→ (L∗(K∗),J )
pre´serve les quasi-isomorphismes filtre´s, induisant ainsi un foncteur
L : H ◦ CG → H ◦ C− ; (K∗, J) 7→ (L∗(K∗),J )
que l’on note e´galement L.
De´monstration. Soit ϕ : K∗ →M∗ un quasi-isomorphisme de CG et soient J et I les filtrations
respectives de K∗ et M∗. On a vu que
E0 (L∗(K∗))p,q =
⊕
a+b=p+q
HomG
(
F−a,
JpKb
Jp−1Kb
)
= Lp+q
(
E
0 (K∗)
p,∗−p
)
,
et
E0 (L∗(M∗))p,q =
⊕
a+b=p+q
HomG
(
F−a,
IpMb
Ip−1Mb
)
= Lp+q
(
E
0 (M∗)
p,∗−p
)
.
Or, pour tout p, le morphisme ϕ : K∗ → M∗ induit un quasi-isomorphisme e´quivariant
E
0 (K∗)
p,∗−p → E0 (M∗)p,∗−p , et donc, par fonctorialite´ de L : H ◦DG → H ◦D−, un quasi-isomorphisme
E
0 (L∗(K∗))
p,∗−p = L∗
(
E
0 (K∗)
p,∗−p
)
→ E0 (L∗(M∗))p,∗−p = L∗
(
E
0 (M∗)
p,∗−p
)
,
i.e, pour tout q, un isomorphisme
E1 (L∗(K∗))p,q = Hp+q
(
E
0 (L∗(K∗))
p,∗−p
)
= Hp+q
(
L∗
(
E
0 (K∗)
p,∗−p
))
→ E1 (L∗(M∗))p,q = Hp+q
(
L∗
(
E
0 (M∗)
p,∗−p
))
.
Concernant la fonctorialite´ de L par rapport au groupe, on a :
Proposition 4.2.5. Soient G′ un autre groupe fini et ϕ : G → G′ un morphisme de groupes.
Soit JK∗ un complexe de CG′. Alors la structure de G-complexe obtenue sur K∗ via ϕ est
compatible avec la filtration de K∗, et ϕ induit un morphisme de C−
LG
′
∗ (K∗)→ LG∗ (K∗)
(en conside´rant une re´solution projective respectivement pour G′ et G).
De´monstration. : Comme, pour tout x ∈ K et tout g ∈ G, g.x = ϕ(g).x par de´finition, G laisse
e´galement stable la filtration de K.
On montre ensuite que le morphisme LG
′
∗ (K∗) → LG∗ (K∗), que l’on note ψ, induit par ϕ
(dans D−), est un morphisme de complexes filtre´s.
Soit f =
∑
fp,q ∈ JαLG′k (K∗) = LG
′
k (JαK∗) =
⊕
p+q=kHomG′(F
′−p, JαKq). Alors
ψ
(∑
fp,q
)
=
∑
fp,q ◦ ϕ ∈
⊕
p+q=k
HomG(F−p, JαKq) = JαLGk (K∗).
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On conside`re ci-dessous le cas particulier de l’application de LG a` la filtration canonique.
On calcule la suite spectrale induite et on note qu’apre`s re´indexation, celle-ci co¨ıncide avec la
suite spectrale de Hochschild-Serre associe´e au G-complexe de de´part :
Lemme 4.2.6. Soit (K∗, ∂∗) un G-complexe muni de la filtration canonique F can. On conside`re
alors le complexe filtre´ induit FcanL∗(K∗). Notons E la suite spectrale induite.
On a, pour p, q ∈ Z,
E1p,q = H
−2p−q(G,H−p(K∗)),
et pour tout r ≥ 1,
Erp,q = IE
r+1
2p+q,−p.
De´monstration. Soit (F∗,∆∗) une re´solution projective sur Z[G] de Z (ou sur Z2[G] de Z2).
Soient k, p ∈ Z, alors
Fcanp Lq(K∗) = Lq
(
F canp K∗
)
=
⊕
α+β=q
HomG
(
F−α, F canp Kβ
)
=
 ⊕
α+β=k
β>−p
HomG(F−α,Kβ)
⊕HomG (F−(p+q), ker ∂−p) .
Ainsi, pour tous p, q ∈ Z, on a
E0p,q−p =
Fcanp Lq(K∗)
Fcanp−1Lq(K∗)
=
HomG
(
F−(p+q−1),K−p+1
)
HomG
(
F−(p+q−1), ker ∂−p+1
) ⊕HomG (F−(p+q), ker ∂−p)
= HomG
(
F−(p+q−1),K−p+1/ker∂−p+1
)⊕HomG (F−(p+q), ker∂−p) ,
et si w = u⊕ v ∈ E0p,q−p,
d0p,q−p(w) = u ◦∆−(p+q−2) ⊕
(
∂−p+1 ◦ u+ v ◦∆−(p+q−1)
) ∈ E0p,q−p−1.
Cela revient a` dire que pour tout p ∈ Z, le complexe E0p,∗−p est le complexe simple associe´
au diagramme (ou le mapping cone du morphisme de complexes) :
φ : HomG
(
F−(p+∗),K−p+1/ker∂−p+1
)→ HomG (F−(p+∗), ker∂−p) .
Or, soit p ∈ Z, en vertu de l’exactitude de
0→ K−p+1/ker∂−p+1 → ker∂−p → H−p(K∗)→ 0
et de la projectivite´ des Fi, la suite courte de complexes
0→ HomG
(
F−(p+∗),K−p+1/ker∂−p+1
)→ HomG (F−(p+∗), ker∂−p)→ HomG (F−(p+∗), H−p(K∗))→ 0
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est exacte.
En conse´quence, en notantA∗ := HomG
(
F−(p+∗),K−p+1/ker∂−p+1
)
etB∗ := HomG
(
F−(p+∗), ker∂−p
)
,
on a le diagramme commutatif de suites exactes longues d’homologie suivant
· · · → Hn (A∗) → Hn (B∗) → Hn (Cone(φ)) → Hn−1 (A∗) → · · ·
↓= ↓= ↓ ↓=
· · · → Hn (A∗) → Hn (B∗) → Hn
(
HomG
(
F−(p+k), H−p(K∗)
)) → Hn−1 (A∗) → · · ·
En utilisant alors le lemme des cinq, on en de´duit que E0p,∗−p = Cone(φ) est quasi-isomorphe
au complexe HomG
(
F−(p+∗), H−p(K∗)
)
.
Ainsi, pour tous p, q ∈ Z,
E1p,q = Hp+q
(
E0p,∗−p
) ∼= Hp+q (HomG (F−(p+∗), H−p(K∗))) = H−2p−q(G,H−p(K∗)).
Le fait que cet isomorphisme soit naturel, que les diffe´rentielles de la suite spectrale associe´e
au complexe filtre´ FcanL∗(K∗) et celles de la suite spectrale de Hochschild-Serre associe´e au
G-complexe K∗ (en conside´rant la re´solution projective F∗) soient induites par les meˆmes
morphismes, implique que ces deux dernie`res sont naturellement isomorphes a` partir de la
page 2 (apre`s re´indexation de la premie`re).
On termine cette section par un point qui va se re´ve´ler essentiel pour la suite : le foncteur
LG commute avec l’ope´ration consistant a` associer a` un diagramme cubique dans CG (resp. C−)
son complexe filtre´ simple. En effet, cela nous permettra de de´duire l’acyclicite´ et l’additivite´
du complexe de poids e´quivariant -que l’on de´finira juste apre`s en appliquant le foncteur L au
complexe de poids avec action- directement de celles du complexe de poids non-e´quivariant.
Proposition 4.2.7. Le foncteur L commute avec l’ope´ration s : soit K un +n -diagramme
cubique dans CG, alors s(L∗(K)) = L∗(sK) (dans C− si l’on prend bien la meˆme re´solution
projective dans les deux membres de l’e´galite´).
De´monstration. Tout d’abord, remarquons que pour K = (K∗,S)S⊂{0,1,...,n} un +n -diagramme
cubique dans CG, L∗(K) est le +n -diagramme cubique (L∗(K∗,S))S⊂{0,1,...,n} dans C− (L est un
foncteur donc transforme un diagramme cubique en un diagramme cubique).
Pour montrer l’e´galite´ des complexes s(L∗(K)) et L∗(sK), on proce`de en deux e´tapes. On
e´tudie dans un premier temps le complexe L∗(sK) et sa diffe´rentielle en les de´composant en les
plus petites “briques” possibles, puis on fait de meˆme avec s(L∗(K)) et on compare ces briques
pour ve´rifier que ce sont les meˆmes.
On conclut enfin en montrant l’e´galite´ des filtrations.
Etape 1 : Le complexe L∗(sK).
Pour k fixe´ on a
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Lk(sK∗) =
⊕
p+q=k
HomG(F−p, sKq)
=
⊕
p+q=k
HomG(F−p,
⊕
i+|S|−1=q
Ki,S)
=
⊕
p+q=k
⊕
i+|S|−1=q
HomG(F−p,Ki,S)
=
⊕
p
⊕
S⊂{0,1,...,n}
HomG(F−p,Kk−p−|S|+1,S).
Notons ∂∗ la diffe´rentielle de sK∗, et δ∗ la diffe´rentielle de L∗(sK∗) induite. Alors δk =∑
p+q=k δp,q avec
δp,q :
HomG(F−p,Kq) → HomG(F−p+1,Kq)⊕HomG(F−p, sKq−1)
u 7→ u ◦∆−p+1 ⊕ ∂q ◦ u .
Soit u =
∑
p,q up,q ∈ Lk(sK∗) =
⊕
p+q=kHomG(F−p, sKq). Pour tous p, q, up,q =
∑
i,S u
i,S
p,q ∈⊕
i+|S|−1=qHomG(F−p,Ki,S). Alors, en notant, pour S fixe´, ρ
S
k la diffe´rentielle du complexe
K∗,S ,
δk(u) =
∑
p,q
[up,q ◦∆−p+1 + ∂q ◦ up,q]
=
∑
p,q
∑
i,S
ui,Sp,q ◦∆−p+1
+
∑
i,S
∂q ◦ ui,Sp,q

=
∑
p,q
∑
i,S
(
ui,Sp,q ◦∆−p+1
)
+
∑
i,S
(
∂′i,S ◦ ui,Sp,q + ∂′′i,S ◦ ui,Sp,q
)
=
∑
p,q
∑
i,S
(
ui,Sp,q ◦∆−p+1
)
+
∑
i,S
(
ρSi ◦ ui,Sp,q +
∑
T
∂T,S ◦ ui,Sp,q
)
=
∑
p+q=k
∑
i+|S|−1=q
[
ui,Sp,q ◦∆−p+1 + ρSi ◦ ui,Sp,q +
∑
T
(
∂T,S ◦ ui,Sp,q
)]
=
∑
p
∑
S
[
u
k−p−|S|+1,S
p,k−p ◦∆−p+1 + ρSk−p+|S|+1 ◦ uk−p+|S|+1,Sp,k−p +
∑
T
(
∂T,S ◦ uk−p+|S|+1,Sp,k−p
)]
=:
∑
p,S
Λkp,S
(
u
k−p−|S|+1,S
p,k−p
)
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Etape 2 : Le complexe s(L∗(K))∗.
Pour k fixe´, on a
s(L∗(K))k =
⊕
i+|S|−1=k
Li(K∗,S)
=
⊕
i+|S|−1=k
⊕
p+q=i
HomG(F−p,Kq,S)
=
⊕
S⊂{0,1,...,n}
⊕
p
HomG(F−p,Kk−p−|S|+1,S)
= Lk(sK∗)
Notons τ∗ la diffe´rentielle de s(L∗(K))∗.
Soit v =
∑
i,S v
i,S ∈ s(L∗(K))k =
⊕
i+|S|−1=k Li(K∗,S). Pour tous i, S, v
i,S =
∑
p,q v
i,S
p,q ∈
Li(K∗,S) =
⊕
p+q=iHomG(F−p,Kq,S). Alors
τk(v) =
∑
i,S
[
τ ′i,s
(
vi,S
)
+ τ ′′i,S
(
vi,S
)]
=
∑
i,S
[∑
p,q
(
vi,Sp,q ◦∆−p+1 + ρSq ◦ vi,Sp,q
)
+
∑
T
Li (∂T,S)
(
vi,S
)]
=
∑
i,S
[∑
p,q
(
vi,Sp,q ◦∆−p+1 + ρSq ◦ vi,Sp,q
)
+
∑
T
(∑
p,q
∂T,S ◦ vi,Sp,q
)]
=
∑
i+|S|−1=k
∑
p+q=i
[
vi,Sp,q ◦∆−p+1 + ρSq ◦ vi,Sp,q +
∑
T
(
∂T,S ◦ vi,Sp,q
)]
=
∑
S
∑
p
[
v
k−|S|+1,S
p,k−|S|+1−p ◦∆−p+1 + ρSk−|S|+1−p ◦ v
k−|S|+1,S
p,k−|S|+1−p +
∑
T
(
∂T,S ◦ vk−|S|+1,Sp,k−|S|+1−p
)]
=
∑
p,S
Λkp,S
(
v
k−|S|+1,S
p,k−|S|+1−p
)
Si w ∈ Lk(sK∗) = s(L∗(K))k,
w =
∑
p+q=k
∑
i+|S|−1=q
wi,Sp,q =
∑
p,S
w
k−p−|S|+1,S
p,k−p
avec w
k−p−|S|+1,S
p,k−p ∈ HomG(F−p,Kk−p−|S|+1,S), et
w =
∑
i+|S|−1=k
∑
p+q=i
ξi,Sp,q =
∑
p,S
ξ
k−|S|+1,S
p,k−|S|+1−p
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avec ξ
k−|S|+1,S
p,k−|S|+1−p ∈ HomG(F−p,Kk−p−|S|+1,S).
Par unicite´ de la de´composition en somme directe, pour tout p et tout S, w
k−p−|S|+1,S
p,k−p =
ξ
k−|S|+1,S
p,k−|S|+1−p et on a donc
δk(w) =
∑
p,S
Λkp,S
(
w
k−p−|S|+1,S
p,k−p
)
=
∑
p,S
Λkp,S
(
ξ
k−|S|+1,S
p,k−|S|+1−p
)
= τ(w).
Ainsi, les complexes (Lk(sK∗), δ∗) et (s(L∗(K))∗, τ∗) de C− sont identiques.
Enfin, prenons en compte les filtrations. Pour S ⊂ {0, 1, ..., n}, on note JS la filtration du
complexe K∗,S et on note J la filtration induite sur le complexe simple sK. On note ensuite J S
la filtration induite sur L∗(K∗,S) et J la filtration associe´e sur le complexe simple s(L∗(K)).
On note enfin J ′ la filtration induite par J sur L∗(sK).
On veut ve´rifier que la filtration obtenue apre`s avoir conside´re´ le complexe simple associe´
au diagramme cubique K puis applique´ L est la meˆme que celle obtenue apre`s avoir applique´
L puis conside´re´ le complexe simple.
Pour tout p, on a J ′pL∗(sK) = L∗(Jp(sK)) = L∗(s(JpK)) = s(L∗(JpK)) = s(JpL∗(K)) =
Jps(L∗(K)).
4.3 Complexe de poids e´quivariant
Avant de de´finir enfin le complexe filtre´ de poids e´quivariant sur les G-varie´te´s alge´briques
re´elles, pre´cisons l’homologie sur laquelle il va induire une filtration par le poids que l’on dira
e´quivariante.
De´finition 4.3.1. Soit X une G-varie´te´ alge´brique re´elle de SchGc (R). On note CG∗ (X) :=
LG∗ (C∗(X)) et, pour n ∈ Z, on associe a` X
Hn(X;G) := Hn(G,C∗(X)) = Hn(CG∗ (X)),
son n-ie`me groupe d’homologie e´quivariante, ou` C∗(X) est le G-complexe des chaˆınes semi-
alge´briques a` supports ferme´s de l’ensemble des points re´els de X.
Remarque 4.3.2. – Par fonctorialite´ de L, ces constructions sont fonctorielles.
– Cet invariant sur SchGc (R) qu’est l’homologie e´quivariante prend en compte la topologie
de l’ensemble des points re´els de la G-varie´te´ alge´brique re´elle conside´re´e, l’action de G
sur celui-ci, mais e´galement de la structure du groupe G lui-meˆme, comme nous l’indique
la suite spectrale de Hochschild-Serre
IE
2
p,q = H
−p(G,Hq(X))⇒ Hp+q(X;G).
Cette suite spectrale est la meˆme que dans [35] Chapter III Proposition 5.2, nous montrant
que notre homologie e´quivariante 4.3.1 est e´gale a` l’homologie e´quivariante de J. van
Hamel de´finie dans [35] Chapter III Definition 1.2 (du moins sur les G-varie´te´s alge´briques
re´elles compactes).
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– Pour G = {e}, Hn(X;G) = Hn(X).
Exemple 4.3.3. Calcul de la suite spectrale de Hochschild-Serre associe´e a` une action de
G = Z/2Z sur une sphe`re X de dimension 2, d’e´quation x2 + y2 + z2 = 1 dans R3.
1. Action (x, y) 7→ (−x, y). On e´crit le terme IE2p,q(X) = H−p(G,Hq(X)) :
. . . Z2[X] . . . Z2[X] Z2[X]
. . . 0 . . . 0 0
. . . Z2[{p0}] . . . Z2[{p0}] Z2[{p0}]
ou` p0 est un point de X que l’on choisit dans l’ensemble X
G des points fixes pour la suite
des calculs. Ainsi, comme les morphismes des lignes du complexe double induisant cette
suite spectrale sont tous du type 1 +σ, les diffe´rentielles dr partant des termes de la ligne
p = 0 sont triviales, quelque soit la page IE
r(X) de la suite spectrale pour r ≥ 2.
La suite spectrale converge donc au terme IE
2(X) et
Hk(X;G) =
{
Z2[X] si k = 1 ou 2,
Z2[X]⊕ Z2[{p0}] si k ≤ 0.
2. Action (x, y) 7→ (−x,−y). Le terme IE2p,q(X) est identique au cas pre´ce´dent. Le point p0
ne peut cependant plus eˆtre choisi dans l’ensemble des points fixes XG qui est vide, et
l’image de [{p0}] par la diffe´rentielle d3 est [X]. La suite spectrale converge donc a` la
page IE
4(X) qui s’e´crit
. . . 0 . . . Z2[X] Z2[X]
. . . 0 . . . 0 0
. . . 0 . . . 0 0
et on a
Hk(X;G) =
{
Z2[X] si k = 0, 1 ou 2
0 si k < 0.
On peut e´galement de´terminer la dimension de l’homologie e´quivariante pour G = Z/2Z
graˆce a` la formule suivante, obtenue en conside´rant la suite spectrale IIE :
Exemple 4.3.4. Soient G = Z/2Z et X une G-varie´te´ alge´brique re´elle. Alors, pour tout k ∈ Z,
Hk(X;G) = (ker ∂k)
G /∂d
(
(Ck+1(X))
G
)
⊕
⊕
i≥k+1
Hi
(
XG
)
.
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De´monstration. On conside`re le complexe double
Cd(X)
1+σ−−→ Cd(X) 1+σ−−→ Cd(X) →
↓ ∂d ↓ ∂d ↓ ∂d
Cd−1(X)
1+σ−−→ Cd−1(X) 1+σ−−→ Cd−1(X) →
↓ ∂d−1 ↓ ∂d−1 ↓ ∂d−1
...
...
...
↓ ∂2 ↓ ∂2 ↓ ∂2
C1(X)
1+σ−−→ C1(X) 1+σ−−→ C1(X) →
↓ ∂1 ↓ ∂1 ↓ ∂1
C0(X)
1+σ−−→ C0(X) 1+σ−−→ C0(X) →
ou` d est la dimension deX. L’homologie du complexe total associe´ calcule l’homologie e´quivariante
de X par de´finition.
La suite spectrale IIE associe´e est calcule´e en conside´rant d’abord l’homologie sur les lignes
du complexe double, puis celle sur les colonnes. La page IIE
1 est donc :
(Cd(X))
G Cd
(
XG
)
Cd
(
XG
)
↓ ∂d ↓ ∂d ↓ ∂d
(Cd−1(X))G Cd−1
(
XG
)
Cd−1
(
XG
)
↓ ∂d−1 ↓ ∂d−1 ↓ ∂d−1
...
...
...
↓ ∂2 ↓ ∂2 ↓ ∂2
(C1(X))
G C1
(
XG
)
C1
(
XG
)
↓ ∂1 ↓ ∂1 ↓ ∂1
(C0(X))
G C0
(
XG
)
C0
(
XG
)
On utilise ici les suites exactes courtes de Smith
0→ Ck
(
XG
)⊕ (1 + σ)Ck(X)→ Ck(X)→ (1 + σ)Ck(X)→ 0.
Le terme IIE
2 est ensuite
(ker ∂d)
G Hd
(
XG
)
Hd
(
XG
)
(ker ∂d−1)G /∂d
(
(Cd(X))
G
)
Hd−1
(
XG
)
Hd−1
(
XG
)
...
...
...
(ker ∂1)
G /∂2
(
(C2(X))
G
)
H1
(
XG
)
H1
(
XG
)
(C0(X))
G /∂1
(
(C1(X))
G
)
H0
(
XG
)
H0
(
XG
)
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On remarque alors que la diffe´rentielle IId
2 ainsi que les diffe´rentielles des pages suivantes sont
triviales (pour calculer l’image d’un e´le´ment de Hk(X
G), on conside`re un de ses repre´sentants
qui est donc dans ker ∂k, or la premie`re e´tape consiste justement a` lui appliquer ∂k). Ainsi, la
suite spectrale converge a` la page 2 et, pour tout k ∈ Z,
Hk(X;G) = (ker ∂k)
G/∂d((Ck+1(X))
G)⊕
⊕
i≥k+1
Hi(X
G).
De´finissons enfin le complexe de poids e´quivariant. Rappelons que pour toute G-varie´te´
alge´brique re´elle X, le complexe de poids avec action WC∗(X) est un e´le´ment de H ◦ CG. On
va donc pouvoir lui appliquer le foncteur L pour obtenir un e´le´ment de H ◦ C− :
De´finition 4.3.5. Soit X ∈ SchGc (R). On note
ΩCG∗ (X) := L∗(WC∗(X)) ∈ H ◦ C−,
le complexe de poids e´quivariant de X.
On note, pour X une G-varie´te´ alge´brique re´elle, FcanCG∗ (X) := L∗(F canC∗(X)). Comme
son analogue non-e´quivariant, le complexe filtre´ de poids e´quivariant est une extension de cette
filtration canonique e´quivariante, acyclique et additif, unique a` quasi-isomorphisme de C− pre`s :
The´ore`me 4.3.6.
ΩCG∗ : Sch
G
c (R)→ H ◦ C− ; X 7→ ΩCG∗ (X)
est un foncteur, extension du foncteur
FcanCG∗ : VG(R)→ H ◦ C− ; X 7→ FcanCG∗ (X),
et qui ve´rifie les proprie´te´s suivantes :
1. Acyclicite´ : Pour tout carre´ acyclique dans SchGc (R), le complexe filtre´ simple du +1 -
diagramme dans C−
ΩCG∗ (Y˜ ) → ΩCG∗ (X˜)
↓ ↓
ΩCG∗ (Y ) → ΩCG∗ (X)
est acyclique.
2. Additivite´ : Pour une inclusion ferme´e e´quivariante Y ⊂ X, le complexe filtre´ simple du
+0 -diagramme dans C−
ΩCG∗ (Y )→ ΩCG∗ (X)
est isomorphe dans H ◦ C− a` ΩCG∗ (X \ Y ).
De plus, tout autre foncteur SchGc (R)→ H ◦ C− avec ces trois proprie´te´s sera quasi-isomorphe
dans C− a` ΩCG∗ a` un unique quasi-isomorphisme de C− pre`s.
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De´monstration. On ve´rifie tout d’abord les proprie´te´s d’extension, d’acyclicite´ et d’additivite´
du complexe de poids e´quivariant, puis ensuite son unicite´.
Proprie´te´ d’extension : ΩCG∗ : Sch
G
c (R) → H ◦ C− est un foncteur en tant que compo-
sition du foncteur WC∗ : SchGc (R)→ H ◦ CG et du foncteur L : H ◦ CG → H ◦ C−.
Comme de plus,WC∗ : SchGc (R)→ H◦CG est une extension du foncteur F canC∗ : VG(R) −→ H◦ CG,
ΩCG∗ : Sch
G
c (R)→ H ◦ C− est une extension du foncteur FcanCG∗ : VG(R)→ H ◦ C− qui est la
composition de F canC∗ : VG(R) −→ H ◦ CG et de L : H ◦ CG → H ◦ C−.
Acyclicite´ : Soit
Y˜ → X˜
↓ ↓
Y → X
un carre´ acyclique dans SchGc (R). Alors
s
 WC∗(Y˜ ) → WC∗(X˜)↓ ↓
WC∗(Y ) → WC∗(X)

est acyclique dans H ◦ CG.
Or, en appliquant le foncteur L a` un quasi-isomorphisme de CG, on obtient un quasi-
isomorphisme de C−. Ainsi, le complexe
L∗
s
 WC∗(Y˜ ) → WC∗(X˜)↓ ↓
WC∗(Y ) → WC∗(X)

est quasi-isomorphe dans C− a` l’image par L du complexe nul dans CG, i.e. le complexe nul
de C−.
Enfin, par la commutativite´ de L avec s, on obtient
L∗
s
 WC∗(Y˜ ) → WC∗(X˜)↓ ↓
WC∗(Y ) → WC∗(X)
 = s
 L∗(WC∗(Y˜ )) → L∗(WC∗(X˜))↓ ↓
L∗(WC∗(Y )) → L∗(WC∗(X))

= s
 ΩCG∗ (Y˜ ) → ΩCG∗ (X˜)↓ ↓
ΩCG∗ (Y ) → ΩCG∗ (X)

d’ou` l’acyclicite´ du foncteur ΩCG∗ .
Additivite´ : Soit une inclusion ferme´e e´quivariante Y ⊂ X, le complexe filtre´ simple
s (WC∗(Y )→WC∗(X))
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est quasi-isomorphe dans CG a` WC(X \ Y ). En appliquant L et en utilisant encore une fois la
commutativite´ avec l’ope´ration s, on obtient que
s
(
ΩCG∗ (Y )→ ΩCG∗ (X)
)
est quasi-isomorphe dans C− a` ΩCG∗ (X \ Y ).
Unicite´ : Pour montrer l’unicite´ dans H ◦ C− du foncteur ΩCG∗ vis-a`-vis de ces proprie´te´s,
on utilise le the´ore`me 3.2.1, que l’on avait utilise´ pour montrer l’unicite´ du complexe de poids
avec action, applique´ cette fois a` la cate´gorie C− et au foncteur L∗(F canC∗) : VG(R)→ H ◦C−.
En effet,
– la cate´gorie C− est une cate´gorie de descente homologique, en tant que cate´gorie des com-
plexes de chaˆınes borne´s par le haut et munis d’une filtration croissante borne´e (proprie´te´
(1.7.5) de l’article [14] de F. Guille´n et V. Navarro Aznar).
– Le foncteur FcanCG∗ : VG(R) → H ◦ C− est Φ-rectifie´, car, en fixant au pre´alable une
re´solution projective, il est de´fini sur C−.
– Il ve´rifie la condition (F1) : le foncteur F canC∗ : VG(R)→ H ◦CG ve´rifie (F1) sur H ◦CG
et, pour tous complexes K,M de H ◦ CG, L(K ⊕M) = L(K)⊕ L(M).
– Il ve´rifie la condition (F2) : le foncteur F canC∗ : VG(R)→ H ◦CG ve´rifie (F2) sur H ◦CG
et on applique alors le foncteur L, en utilisant la commutativite´ de celui-ci avec s.
Le complexe filtre´ de poids e´quivariant induit alors, de fac¸on analogue au cadre non-
e´quivariant, une filtration sur l’homologie e´quivariante des G-varie´te´s alge´briques re´elles, en
vertu de :
Proposition 4.3.7. Soit X une G-varie´te´ alge´brique re´elle. Le complexe de poids e´quivariant
ΩCG∗ (X) de X calcule l’homologie e´quivariante de X : pour tout n, on a
Hn(ΩC
G
∗ (X)) = Hn(X;G).
De´monstration. Conside´rons le foncteur d’oubli de la filtration C− → D−. Il induit un foncteur
ϕ− : H ◦ C− → H ◦ D−.
Composons ϕ− avec ΩCG∗ : Sch
G
c (R)→ H ◦ C−. Alors
ϕ− ◦ ΩCG∗ = L ◦ (ϕG ◦ GWC∗)
(ou` ϕG : H ◦CG → H ◦DG est le foncteur induit par le foncteur d’oubli de la filtration CG → DG
sur les cate´gories avec action de G), car, pour tout X ∈ SchGc (R), la filtration sur ΩCG∗ (X) est
induite par celle sur GWC∗(X).
Or, pour tout X ∈ SchGc (R), le complexe ϕG ◦ GWC∗(X) est quasi-isomorphe dans DG a`
C∗(X) (3.2.5), et en appliquant le foncteur L a` un quasi-isomorphisme de DG, on obtient un
quasi-isomorphisme de D−.
Donc, pour touteG-varie´te´ alge´brique re´elleX, le complexe ϕ−(ΩCG∗ (X)) = L∗(ϕG(GWC∗(X)))
est quasi-isomorphe au complexe L∗(C∗(X)) = CG∗ (X) i.e. pour tout n ∈ Z,
Hn(ΩC
G
∗ (X)) = Hn(X;G).
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Remarque 4.3.8. Le foncteur LG pre´servant les quasi-isomorphismes filtre´s, si X est une G-
varie´te´ alge´brique re´elle compacte non singulie`re, le complexe de poids e´quivariant ΩCG∗ (X) =
L
(
GWC∗(X)
)
deX est quasi-isomorphe dans C− au complexe filtre´ FcanCG∗ (X) = L (F canC∗(X)))
(3.2.5). Il en sera de meˆme pour toutes les re´alisations du complexe de poids e´quivariant.
4.4 Suite spectrale de poids e´quivariante et filtration par le
poids e´quivariante
Soit X une G-varie´te´ alge´brique re´elle. Comme dans le cadre non-e´quivariant, le complexe
filtre´ de poids e´quivariant induit une suite spectrale sur laquelle on peut lire les conditions
d’additivite´ et d’acyclicite´.
Des diffe´rences notables vont cependant apparaˆıtre avec l’influence de la cohomologie du
groupe G. La richesse de l’action du groupe G sur la varie´te´ X va en effet fournir une profusion
d’informations pour l’appre´hension desquelles l’e´tude de la simple suite spectrale de poids
e´quivariante ne sera plus suffisante. Notamment, elle n’est plus borne´e a` gauche (4.4.12) et ne
de´ge´ne`re plus a` la page 2 sur les varie´te´s compactes non singulie`res (4.4.13, 4.3.3).
Cependant, l’observation a` la loupe de deux autres suites spectrales (qui, en convergeant, en
constituent les briques e´le´mentaires) permet de mieux comprendre cette homologie e´quivariante
sur les G-varie´te´s alge´briques re´elles et d’extraire des invariants additifs a` coefficients dans Z
(5.2.1, 5.2.3). Si ceux-ci se re´ve`lent co¨ıncider avec la dimension des groupes d’homologie e´quivariante
sur les varie´te´s compactes non singulie`res, ce seront alors les nombres de Betti virtuels e´quivariants
([12]).
4.4.1 De´finitions et suites exactes longues d’additivite´ et d’acyclicite´
De´finition 4.4.1. On appelle suite spectrale de poids e´quivariante, et on note {GEr,Gdr}, la
suite spectrale associe´e au complexe de poids e´quivariant ΩCG∗ (X).
La suite spectrale de poids e´quivariante converge vers l’homologie e´quivariante de X et :
De´finition 4.4.2. La filtration de l’homologie e´quivariante de X induite par la filtration du
complexe de poids e´quivariant est appele´e filtration par le poids e´quivariante de X et note´e Ω.
Afin de “faciliter” l’e´tude de la suite spectrale de poids e´quivariante, on effectue la meˆme
re´indexation que pour le cadre non-e´quivariant :
p′ = 2p+ q, q′ = −p, r′ = r + 1,
pour obtenir une nouvelle suite spectrale note´e GE˜2p′,q′ .
On lit les conditions d’additivite´ et d’acyclicite´ du complexe de poids e´quivariant en termes
de suites exactes longues sur les termes GE˜2 de la suite spectrale de poids re´indexe´e. Dans ce
cadre e´quivariant, ces suites ne sont cependant en ge´ne´ral plus borne´es (a` droite ou a` gauche
selon l’orientation des fle`ches) comme on le verra au point suivant (4.4.9, 4.4.12).
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Proposition 4.4.3. Soit Y ⊂ X une inclusion ferme´e e´quivariante. Pour tout q, on a une
suite exacte longue
...→ GE˜2p,q(Y )→ GE˜2p,q(X)→ GE˜2p,q(X \ Y )→ GE˜2p−1,q(Y )→ ...
Pour tout carre´ acyclique dans SchGc (R) et pour tout q, on a la suite exacte longue
...→ GE˜2p,q(Y˜ )→ GE˜2p,q(Y )⊕ GE˜2p,q(X˜)→ GE˜2p,q(X)→ GE˜2p−1,q(Y˜ )→ ...
De´monstration. Pour la suite exacte longue d’additivite´, le raisonnement est identique a` celui
du cadre non-e´quivariant (preuve de 2.3.4).
Quant a` la suite exacte longue d’acyclicite´, l’acyclicite´ du complexe de poids e´quivariant
nous fournit un quasi-isomorphisme dans C− :
ΩCG∗ (X) ∼= s
(
ΩCG(Y˜ )→ ΩCG(Y )⊕ ΩCG(X˜)
)
,
que l’on utilise de fac¸on similaire pour obtenir la suite voulue.
Remarque 4.4.4. La suite exacte longue d’acyclicite´ peut eˆtre obtenue de la meˆme fac¸on dans
le cadre non-e´quivariant, et traduit pareillement l’acyclicite´ du complexe de poids.
4.4.2 Les deux suites spectrales qui convergent vers la suite spectrale de
poids e´quivariante
Le fait crucial qui va nous aider par la suite est que le terme GE˜2 de la suite spectrale
de poids e´quivariante s’exprime comme e´tant l’homologie du groupe G a` valeurs dans la suite
spectrale de poids non-e´quivariante. En particulier, cela nous permettra de conside´rer les deux
suites spectrales associe´es.
Proposition 4.4.5. Pour tous p, q,
GE˜2p,q = Hp
(
G, E˜1∗,q
)
.
De´monstration. : Pour tous p, q, GE1p,q = Hp+q
(
GE0p,∗−p
)
et
GE0p,∗−p = E
0 (L∗(WC∗(X)))
p,∗−p = L∗
(
E
0 (WC∗(X))
p,∗−p
)
donc GE1p,q = Hp+q
(
L∗
(
E0p,∗−p
))
= Hp+q
(
G,E0p,∗−p
)
.
En re´indexant les suites spectrales, on a alors
GE˜2p,q =
GE1−q,p+2q = Hp+q
(
G,E0−q,∗+q
)
= Hp
(
G, E˜1∗,q
)
Deux suites spectrales convergent ainsi vers le terme GE˜2 de la suite spectrale de poids
e´quivariante :
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Corollaire 4.4.6. Pour tout q, on a deux suites spectrales
q
IE
2
α,β = H
−α
(
G, E˜2β,q
)
q
IIE
1
α,β = H
−α
(
G, E˜1β,q
)
qui convergent toutes deux vers Hα+β
(
G, E˜1∗,q
)
(= GE˜2α+β,q).
De´monstration. Ce sont les suites spectrales qui convergent vers l’homologie du groupe G a`
valeurs dans le complexe E˜1∗,q.
Remarque 4.4.7. La suite spectrale qIIE
r de´pend du repre´sentant du complexe de poids conside´re´,
contrairement a` la suite spectrale qIE
r.
Si d est la dimension de X, les termes de la ligne d de la suite spectrale de poids e´quivariante
re´indexe´e s’expriment alors comme la cohomologie du groupe G a` valeurs dans l’unique terme
non nul de la ligne d de la suite spectrale de poids (re´indexe´e) non-e´quivariante :
Corollaire 4.4.8. Pour tout p,
GE˜2p,d = H
−p
(
G, E˜20,d
)
De´monstration. On conside`re la suite spectrale
d
IE
2
α,β = H
−α
(
G, E˜2β,d
)
⇒ Hα+β
(
G, E˜1∗,d
)
= GE˜2α+β,d,
qui converge au niveau dIE
2 car E˜2β,d = 0 si β 6= 0. Ainsi,
GE˜2p,d =
⊕
α+β=p
d
IE
2
α,β = H
−p
(
G, E˜20,d
)
.
On constate alors que, a priori, la ligne d de la suite spectrale de poids e´quivariante
(re´indexe´e) posse`de non pas un mais une infinite´ de termes non nuls, a` savoir tous les termes
d’abscisse p ≤ 0.
Cela concerne en fait toutes les lignes de la suite spectrale, nous informant que la suite
spectrale de poids e´quivariante n’est, en ge´ne´ral, pas borne´e a` gauche :
Corollaire 4.4.9. Pour tous r ≥ 2, p, q, si GE˜rp,q 6= 0 alors 0 ≤ q ≤ d et p+ q ≤ d.
De´monstration. Pour tout q, on a la suite spectrale
q
IE
2
α,β = H
−α
(
G, E˜2β,q
)
⇒ Hα+β
(
G, E˜1∗,q
)
= GE˜2α+β,q.
En particulier, pour tous p, q,
GE˜2p,q =
⊕
α+β=p
q
IE
∞
α,β.
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Or, si q < 0 ou q > d, pour tout β, E˜2β,q = 0 et donc pour tous α, β,
q
IE
2
α,β = 0.
De meˆme, si p et q ve´rifient p + q > d, alors pour tous α, β tels que α + β = p, on a
α + β + q ≥ d, et soit β + q > d et alors E˜2β,q = 0, soit β + q ≤ d et alors α > 0 donc
q
IE
2
α,β = H
−α(G, E˜2β,q) = 0.
Dans ces trois cas, on obtient alors GE˜2p,q = 0.
La filtration par le poids e´quivariante sur l’homologie e´quivariante de la varie´te´ X reste
cependant borne´e mais, contrairement a` son homologue sur l’homologie de Borel-Moore de X,
la borne a` gauche est “uniforme”, de´pendante seulement, a priori, de la dimension d de X :
Corollaire 4.4.10. La filtration par le poids e´quivariante sur l’homologie e´quivariante de X
est une filtration borne´e
0 = Ω−d−1Hk(X;G) ⊂ Ω−dHk(X;G) ⊂ . . . ⊂ Ω0Hk(X;G) = Hk(X;G).
De´monstration. On a, pour tous p, k,
ΩpHk(X;G) =
⊕
q≥0
GE∞p−q,k−p+q =
⊕
q≥0
GE˜∞k+p−q,−(p−q).
Ainsi, Ω0Hk(X;G) =
⊕
q≥0
GE˜∞k−q,q. Or, d’apre`s la proposition pre´ce´dente, pour q < 0, on a
GE˜∞k−q,q = 0, et donc
Ω0Hk(X;G) =
⊕
q≥0
GE˜∞k−q,q = Hk(X;G).
Ensuite pour tout k, on a Ω−d−1Hk(X;G) =
⊕
q≥0
GE˜∞k−d−1−q,d+1+q. Or comme, pour tout
q ≥ 0, d + 1 + q ≥ d + 1 et donc, d’apre`s la proposition pre´ce´dente, GE˜∞k−d−1−q,d+1+q = 0, on
obtient bien
Ω−d−1Hk(X;G) = 0.
Remarque 4.4.11. La borne a` gauche de la suite spectrale de poids e´tait un ingre´dient fonda-
mental pour l’extraction des nombres de Betti virtuels. A cause de la mise en de´faut de cette
proprie´te´ dans le cadre e´quivariant, la suite exacte longue d’additivite´ n’est pas finie, et de
plus, la condition de compacite´-non singularite´ n’implique pas force´ment la de´ge´ne´rescence de
la suite spectrale de poids e´quivariante a` la page 2, comme nous allons le voir au point suivant
(4.4.13, 4.3.3).
Exemple 4.4.12. Calcul de la suite spectrale de poids e´quivariante de la courbe alge´brique
re´elle X d’e´quation y2 = x2 − x4 dans R2.
1. Action (x, y) 7→ (−x, y). La suite spectrale de poids (re´indexe´e) de X est donne´e a` la
page E˜2(X) par
Z2[X]
Z2[{p0}] Z2[X1]
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ou` p0 = (0, 0) est l’unique point fixe de X sous l’action, et ou` X1 et X2 sont les deux
cycles de dimension 1 de X.
La page GE˜2(X) de la suite spectrale de poids e´quivariante de X est donne´e par la formule
GE˜2p,q(X) = Hp
(
G, E˜1∗,q(X)
)
.
On a
– GE˜2p,1 = H
−p
(
G, E˜20,1
)
= Z2[X] si p ≤ 0, 0 sinon.
– Calculons ensuite la suite spectrale de Hochschild-Serre associe´e auG-complexe E˜1∗,0(X).
La page 2 s’e´crit
· · · Z2[X1] · · · Z2[X1] Z2[X1]
· · · Z2[{p0}] · · · Z2[{p0}] Z2[{p0}]
Les diffe´rentielles sont triviales, e´tant donne´ que le point p0 est laisse´ fixe par l’action,
et on a donc
GE˜2p,0(X) =

Z2[X1] si p = 1,
Z2[X1]⊕ Z2[{p0}] si p ≤ 0,
0 sinon.
La page GE˜2(X) s’e´crit donc
· · · Z2[X] · · · Z2[X] Z2[X]
· · · Z2[X1]⊕ Z2[{p0}] · · · Z2[X1]⊕ Z2[{p0}] Z2[X1]⊕ Z2[{p0}] Z2[X1]
Or l’image de [X1] par la diffe´rentielle
Gd˜2 est [X] (c’est la classe de l’image de X1 par
∂ ⊕ (1 + σ)) et celle de [{p0}] est 0. La page GE˜3(X) est donc
· · · 0 · · · 0 Z2[X]
· · · Z2[{p0}] · · · Z2[{p0}] Z2[{p0}] 0
La suite spectrale de poids e´quivariante GE˜(X) de X converge alors a` la page 3 et on a
Ω−1H1(X;G) = Ω0H1(X;G) = Z2[X]
et
0 = Ω−1Hk(X;G) ⊂ Ω0Hk(X;G) = Z2[{p0}]
pour k ≤ 0.
2. Action (x, y) 7→ (x,−y). On de´termine de la meˆme fac¸on que pre´ce´demment la suite
spectrale de poids e´quivariante GE˜(X) de X.
Ici, on a
– GE˜2p,1 = H
−p
(
G, E˜20,1
)
= Z2[X] si p ≤ 0, 0 sinon.
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– La suite spectrale de Hochschild-Serre associe´e auG-complexe E˜1∗,0(X) converge e´galement
a` la page 2 qui s’e´crit
· · · Z2[X1] · · · Z2[X1] Z2[X1]
· · · Z2[{p0}] · · · Z2[{p0}] Z2[{p0}]
et on a
GE˜2p,0(X) =

Z2[X1] si p = 1,
Z2[X1]⊕ Z2[{p0}] si p ≤ 0,
0 sinon.
La page GE˜2(X) s’e´crit donc
· · · Z2[X] · · · Z2[X] Z2[X]
· · · Z2[X1]⊕ Z2[{p0}] · · · Z2[X1]⊕ Z2[{p0}] Z2[X1]⊕ Z2[{p0}] Z2[X1]
L’image de [X1] par la diffe´rentielle
Gd˜2 est 0 (le cycle X1 est invariant sous l’action), de
meˆme pour [{p0}]. Autrement dit, la diffe´rentielle Gd˜2 est triviale et la suite spectrale de
poids e´quivariante GE˜(X) de X converge alors a` la page 2.
On a
Z2[X] = Ω−1H1(X;G) ⊂ Ω0H1(X;G) = Z2[X1]⊕ Z2[X2]
et
Z2[X] = Ω−1Hk(X;G) ⊂ Ω0Hk(X;G) = Z2[X1]⊕ Z2[X2]⊕ Z2[{p0}]
pour k ≤ 0.
4.4.3 Varie´te´s compactes non singulie`res
Proposition 4.4.13. Pour X compacte non singulie`re, la suite spectrale de poids e´quivariante
GE˜ co¨ıncide, a` partir de la page 2, avec la suite spectrale de Hochschild-Serre
IE
2
p,q(X) = H
−p (G,Hq(X))⇒ Hp+q(X;G)
associe´e a` X.
De´monstration. Comme X est compacte et non singulie`re, on a un quasi-isomorphisme filtre´
ΩCG∗ (X) → FcanCG∗ (X). Or, d’apre`s 4.2.6, la suite spectrale induite par le complexe filtre´
FcanCG∗ (X) = FcanL∗ (C∗(X)) est isomorphe, a` partir de la page 2 (apre`s re´indexation), a` la
suite spectrale de Hochschild-Serre associe´e au G-complexe C∗(X).
Ainsi, la suite spectrale de poids e´quivariante re´indexe´e de X (induite par ΩCG∗ (X)) est
isomorphe a` partir de la page 2 a` la suite spectrale de Hochschild-Serre associe´e a` X.
Remarque 4.4.14. En particulier, meˆme dans le cas d’une varie´te´ compacte non singulie`re, la
suite spectrale de poids e´quivariante ne converge en ge´ne´ral pas a` la page 2 (et n’y est pas
non plus borne´e a` gauche) comme on peut le voir sur l’exemple de la sphe`re munie de l’action
antipodale (4.3.3).
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4.5 Le cas G d’ordre impair
En ge´ne´ral, l’action du groupe G fournit donc un surplus d’informations qui se retrouvent
dans la suite spectrale de poids e´quivariante, compliquant l’appre´hension de celle-ci. L’homo-
logie e´quivariante semble elle-meˆme contenir tant d’informations qu’elle paraˆıt difficile a` in-
terpre´ter (en tout cas ge´ome´triquement), sans passer par les suites spectrales qui y convergent.
Cependant, si le groupe G est d’ordre impair, les objets e´quivariants conside´re´s vont sim-
plement correspondre aux invariants sous l’action induite des objets avec action conside´re´s
pre´ce´demment. Cela tient au fait que les chaˆınes, et a fortiori les homologies, conside´re´es sont a`
coefficients dans Z2. En effet, si G est d’ordre impair, l’anneau Z2[G] est semi-simple en vertu
du the´ore`me de Maschke :
The´ore`me 4.5.1. ([7] Theorem 2.1.1) Soient G un groupe fini et k un corps. Alors k[G] est
semi-simple si et seulement si la caracte´ristique de k ne divise pas l’ordre du groupe.
Or, dans le cas ou` k[G] est semi-simple, tout k[G]-module est a` la fois projectif et injectif. En
particulier k, muni de son action triviale de G, l’est et une re´solution de k par des k[G]-modules
projectifs est alors
...→ 0→ k → k → 0.
Ainsi, pour tout k[G]-module M , la cohomologie du groupe G a` valeurs dans M est donne´e par
Hn (G,M) = Homk[G](k,M) = M
G pour n = 0, 0 sinon.
De plus, la condition de semi-simplicite´ de k[G] est e´galement e´quivalente au fait que toute
suite exacte courte de k[G]-modules soit scinde´e ([7]). En particulier, le foncteur ΓG qui a` un
k[G]-module associe l’ensemble de ses e´le´ments invariants sous l’action de G est donc exact si
la caracte´ristique du corps k ne divise pas l’ordre de G.
Soit donc G un groupe d’ordre impair. Dans le cas qui nous inte´resse, comme la ca-
racte´ristique du corps Z2 ne divise pas l’ordre de G, on a pour tout Z2[G]-module M ,
Hn (G,M) =
{
MG si n = 0
0 sinon.
De meˆme, le complexe double associe´ au foncteur L est re´duit a` une unique colonne non
nulle p = 0, dans le cas ou` l’on conside`re la re´solution projective
...→ 0→ Z2 → Z2 → 0 :
pour K∗ un G-complexe,
L∗ (K∗) = (K∗)G .
Ainsi, pour tout n, l’homologie de G a` valeurs dans le G-complexe K∗ se re´duit a`
Hn (G,K∗) = Hn (L∗ (K∗)) = Hn
(
(K∗)G
)
= (Hn (K∗))G ,
car le foncteur ΓG est exact sur la cate´gorie des Z2[G]-modules.
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Notons enfin que les suites spectrales IE et IIE associe´es a` K∗ co¨ıncident et convergent au
niveau 2 :
IE
2
p,q = H
−p (G,Hq (K∗)) =
{
(Hq(K∗))G = Hq
(
(K∗)G
)
si p = 0
0 sinon
IIE
2
p,q = Hq
(
H−p (G,K∗)
)
=
{
Hq
(
(K∗)G
)
= (Hq(K∗))G si p = 0
0 sinon
Soit maintenant X une G-varie´te´ alge´brique re´elle. Alors, d’apre`s ce que l’on vient de voir,
l’homologie e´quivariante de X est constitue´e des classes d’homologie de X invariantes sous
l’action de G :
Hk(X;G) = Hk (G,C∗(X)) = (Hk(C∗(X)))G = (Hk(X))G
pour tout k.
De meˆme, la suite spectrale de poids e´quivariante est obtenue en appliquant le foncteur ΓG
a` la suite spectrale de poids avec action. En effet,
ΩCG∗ (X) = L∗(WC∗(X)) = (WC∗(X))G
et, le foncteur ΓG e´tant exact, pour tous r, p, q, on a
GErp,q =
(
Erp,q
)G
.
En particulier, cela nous permet de cerner les termes non nuls de la suite spectrale de
poids e´quivariante re´indexe´e dans le triangle de sommets (0, 0), (0, d) et (d, 0) (si X est de
dimension d), et donc de retrouver les nombres de Betti virtuels e´quivariants dans le cas ou` le
groupe G est d’ordre impair :
Proposition 4.5.2. Soit G un groupe fini d’ordre impair. Pour toute G-varie´te´ alge´brique
re´elle X et pour tout q, le q-ie`me nombre de Betti virtuel e´quivariant de X ([12]) est obtenu
comme somme alterne´e sur les dimensions des termes de la ligne q de la suite spectrale de poids
e´quivariante :
βGq (X) =
∑
p
(−1)p dimZ2 GE˜2p,q.
De´monstration. La suite exacte longue d’additivite´ pour une inclusion ferme´e e´quivariante est
dans ce cas finie (les termes d’abscisse p ≤ 0 sont nuls), d’ou` l’additivite´ de la somme alterne´e
si G est d’ordre impair.
De plus, si X est compacte non singulie`re, GE˜2p,q =
(
E˜2p,q
)G
= 0 si p 6= 0 et
GE˜20,q =
(
E˜20,q
)G
= (Hq(X))
G = Hq(X;G).
Chapitre 5
Re´alisation de la filtration par le
poids e´quivariante et invariants
additifs
Soit G un groupe fini.
Afin de re´aliser le complexe de poids e´quivariant, il suffit d’appliquer le foncteur L a` un
complexe filtre´ qui re´alise le complexe de poids avec action.
On va en particulier s’inte´resser au complexe filtre´ re´alise´ via les filtrations ge´ome´trique et
Nash-constructible, qui co¨ıncident sur les G-varie´te´s alge´briques re´elles. En effet, cela nous per-
mettra de construire des invariants additifs sur les G-varie´te´s alge´briques re´elles dont diffe´rents
indices tendent a` penser qu’ils pourraient re´aliser, notamment dans le cas G = Z/2Z, les
nombres de Betti virtuels e´quivariants que G. Fichou a de´fini dans [12]. Ce sont les uniques
invariants additifs de´finis sur la cate´gorie des G-varie´te´s alge´briques re´elles co¨ıncidant avec les
dimensions des groupes d’homologie e´quivariante sur les varie´te´s compactes non singulie`res.
5.1 Les filtrations ge´ome´trique et Nash-constructible e´quivariantes
On a vu que le foncteur qui associait a` une G-varie´te´ alge´brique re´elle X son complexe
des chaˆınes semi-alge´briques a` supports ferme´s muni de la filtration ge´ome´trique GC∗(X) sur
lequel G agit par fonctorialite´ re´alise le complexe de poids avec action (3.2.5). En le composant
avec le foncteur L qui pre´serve les quasi-isomorphismes filtre´s, on obtient alors un foncteur qui
re´alise le complexe de poids e´quivariant (et qui est de´fini au niveau des chaˆınes, en fixant une
re´solution projective de Z ou Z2 sur Z[G], resp. Z2[G]) :
De´finition et Proposition 5.1.1. Pour X une G-varie´te´ alge´brique re´elle, on note ΛCG∗ (X)
le complexe L(GC∗(X)) de C−, et on le nomme complexe ge´ome´trique e´quivariant de X.
Le foncteur
ΛCG∗ : Sch
G
c (R)→ C− ; X 7→ ΛCG∗ (X)
obtenu ainsi re´alise le complexe de poids e´quivariant (dans H ◦ C−).
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Remarque 5.1.2. On a vu (2.6.12) que les foncteurs GC∗ et NC∗ co¨ıncidaient sur Schc(R). Dans
la suite, on privile´giera la de´finition de cette re´alisation du complexe de poids par les fonctions
Nash-constructibles.
La re´alisation du complexe de poids e´quivariant (de`s le niveau des chaˆınes) par cette filtra-
tion va nous permettre de de´celer une additivite´ que l’on ne parvenait pas a` lire sur la suite
spectrale de poids e´quivariante.
En effet, le caracte`re scinde´ de la suite exacte courte d’additivite´ (au niveau des chaˆınes)
de la filtration Nash-constructible induit un invariant additif obtenu a` partir de l’une des deux
suites spectrales qui convergent vers les termes de la page 2 de la suite spectrale de poids
e´quivariante :
Proposition 5.1.3. Soit Y ⊂ X une inclusion ferme´e e´quivariante dans SchGc (R). Pour tout q
et tout i, on a une suite exacte longue finie
· · · → qIIE2i,j(Y )→ qIIE2i,j(X)→ qIIE2i,j(X \ Y )→ qIIE2i,j−1(Y )→ · · · ,
ou` qIIE
2
i,j = Hj
(
H−i
(
G, E˜1∗,q
))
est le terme qIIE
2 de la suite spectrale (associe´e a` la re´alisation
du complexe de poids par la filtration Nash-constructible) qui converge vers la ligne q des termes
GE˜2 de la suite spectrale de poids e´quivariante.
De´monstration. Les suites exactes courtes
0→ NpCk(Y )→ NpCk(X)→ NpCk(X \ Y )→ 0
sont scinde´es par le morphisme d’adhe´rence c ∈ NpCk(X \ Y ) 7→ c ∈ NpCk(X).
Elles induisent alors l’exactitude et le caracte`re scinde´ des suites
0→ E0p,q(Y )→ E0p,q(X)→ E0p,q(X \ Y )→ 0.
De plus, tous les morphismes conside´re´s sont e´quivariants par rapport aux actions induites
de G.
Fixons p et q. La suite exacte pre´ce´dente induit alors une suite exacte longue de cohomologie
du groupe G :
0→ (E0p,q(Y ))G → (E0p,q(X))G → (E0p,q(X \ Y ))G →
→ H1 (G,E0p,q(Y ))→ H1 (G,E0p,q(X))→ H1 (G,E0p,q(X \ Y ))→ . . .
Le morphisme scinde´ E0p,q(X)→ E0p,q(X\Y ) induit des morphismes scinde´sHk
(
G,E0p,q(X)
)→
Hk
(
G,E0p,q(X \ Y )
)
pour tout k, qui sont en particulier surjectifs. Pour k ≥ 0 fixe´, le noyau du
morphisme Hk+1
(
G,E0p,q(Y )
)→ Hk+1 (G,E0p,q(X)), qui est l’image de Hk (G,E0p,q(X \ Y ))→
Hk+1
(
G,E0p,q(Y )
)
, est donc re´duit a` 0.
On obtient alors des suites exactes courtes
0→ Hk (G,E0p,q(Y ))→ Hk (G,E0p,q(X))→ Hk (G,E0p,q(X \ Y ))→ 0
pour tout k.
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Ainsi, pour tout k, en appliquant le foncteur Hk(G, ·) aux suites exactes courtes de com-
plexes
0→ E0p,∗(Y )→ E0p,∗(X)→ E0p,∗(X − Y )→ 0,
on obtient de nouvelles suites exactes courtes
0→ Hk (G,E0p,∗(Y ))→ Hk (G,E0p,∗(X))→ Hk (G,E0p,∗(X \ Y ))→ 0.
En particulier, fixons q et i et rappelons que E˜1∗,q = E0−q,∗+2q. Alors, on a la suite exacte
courte
0→ H−i (G,E0−q,∗+2q(Y ))→ H−i (G,E0−q,∗+2q(X))→ H−i (G,E0−q,∗+2q(X \ Y ))→ 0,
qui induit la suite exacte longue d’homologie
. . .→ Hj
(
H−i
(
G,E0−q,∗+2q(Y )
))→ Hj (H−i (G,E0−q,∗+2q(X)))→
→ Hj
(
H−i
(
G,E0−q,∗+2q(X \ Y )
))→ Hj−1 (H−i (G,E0−q,∗+2q(Y )))→ . . . ,
i.e. la suite exacte longue
. . .→ qIIE2i,j(Y )→ qIIE2i,j(X)→ qIIE2i,j(X \ Y )→ qIIE2i,j−1(Y )→ . . .
Ces suites exactes longues (finies car les complexes E˜1∗,q sont borne´s) induisent des invariants
additifs.
Remarque 5.1.4. Le fait que les suites exactes courtes
0→ NpCk(Y )→ NpCk(X)→ NpCk(X \ Y )→ 0
soient scinde´es par un morphisme e´quivariant induit de la meˆme fac¸on des suites exactes courtes
0→ Hn (G,NpCk(Y ))→ Hn (G,NpCk(X))→ Hn (G,NpCk(X \ Y ))→ 0.
Les suites exactes courtes de complexes associe´es induisent alors des suites exactes longues
d’homologie.
En particulier, on obtient la suite exacte longue (finie) d’homologie des paires
(
(NpC∗)G, (NpC∗)G
)
:
Hk
(
(NpC∗(Y ))G
(Np−1C∗(Y ))G
)
→ Hk
(
(NpC∗(X))G
(Np−1C∗(X))G
)
→ Hk
(
(NpC∗(X \ Y ))G
(Np−1C∗(X \ Y ))G
)
→ Hk−1
(
(NpC∗(Y ))G
(Np−1C∗(Y ))G
)
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5.2 Invariants additifs et co¨ıncidence avec les nombres de Betti
virtuels e´quivariants
5.2.1 Invariants additifs
En prenant appui sur les suites exactes longues (finies) que l’on a obtenues, on de´finit des
invariants qBi, pour tout q et tout i. Puis, on somme ceux-ci sur les diagonales q+ i = k pour
obtenir de nouveaux invariants additifs BGk , pour tout k.
De´finition 5.2.1. Pour toute G-varie´te´ alge´brique re´elle X, on pose pour tout q et tout i
qBi(X) :=
∑
j
(−1)j dimZ2 qIIE2i,j(X).
On pose ensuite, pour tout k,
BGk (X) :=
∑
q+i=k
qBi(X).
Remarque 5.2.2. On peut effectivement de´finir les invariants qBi et B
G
k dans le cas ou` les
diffe´rents Z2-espaces vectoriels qIIE
2
i,j(X) = Hj
(
H−i
(
G, E˜1∗,q(X)
))
sont tous de dimension fi-
nie. Un travail supple´mentaire important sera ne´cessaire pour montrer que cela est effectivement
bien le cas pour toute G-varie´te´ alge´brique re´elle X.
Cette prochaine e´tape semble aller de pair avec la compre´hension des complexes (NαC∗(X))G
et de leur homologie, essentielle pour de´terminer si les invariants BGk forment de nouveaux in-
variants, ou s’ils sont e´gaux aux nombres de Betti virtuels e´quivariants. Cette e´tude devrait
cependant ne´cessiter des conside´rations plus ge´ome´triques et l’utilisation d’outils et/ou de tech-
niques e´quivariants tre`s fins sur les chaˆınes semi-alge´briques.
Dans la suite, on se placera ainsi dans des cas ou` les espaces vectoriels qIIE
2
i,j sont de
dimension finie, et ou` les invariants qBi et B
G
k sont donc bien de´finis.
The´ore`me 5.2.3. Les invariants qBi(·) et donc les invariants BGk (·) sont additifs sur les
G-varie´te´s alge´briques re´elles ou` ils sont de´finis.
De´monstration. C’est une conse´quence directe de la proposition 5.1.3.
Remarque 5.2.4. Le caracte`re additif, voire la finitude de ces invariants, de´pend fortement de la
re´alisation du complexe de poids que l’on a conside´re´e, a` savoir la filtration Nash-constructible.
Exemple 5.2.5. 1. Action (x, y) 7→ (−x, y) sur la courbe alge´brique re´elle X d’e´quation
y2 = x2 − x4 dans R2.
La page E˜1(X) de la suite spectrale de poids de X, calcule´e a` partir de la filtration
Nash-constructible, est donne´e par
E˜1p,q(X) =
N−qCp+q
N−q−1Cp+q
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et s’e´crit donc
N−1C1(X)
C0(X) C1(X)/N−1C1(X)
En appliquant le foncteur H−i(G, ·), on obtient alors le diagramme
H−i (G,N−1C1(X))
H−i(G,C0(X)) H−i (G,C1(X)/N−1C1(X))
Or,
– Pour tout i ≤ 0, H−i (G,N−1C1(X)) = N−1C1(X) = Z2[X].
– Les e´le´ments de (C1(X)/N−1C1(X))G sont repre´sente´s soit par des chaˆınes invariantes
sous l’action (et qui peuvent alors s’e´crire comme l’image par 1 + σ d’une chaˆıne de
dimension 1), soit par des chaˆınes dont l’image par 1 + σ est [X]. En particulier, pour
i < 0, les seuls e´le´ments non nuls de H−i (G,C1(X)/N−1C1(X)) sont ceux repre´sente´s
par ce second type de chaˆıne.
– Pour i < 0, H−i(G,C0(X)) = Z2[{p0}] (ou` p0 = (0, 0) est l’unique point invariant de
X sous l’action).
Ainsi, comme qIIE
2
i,j(X) = Hj
(
H−i
(
G, E˜1∗,q(X)
))
, on a
– 0IIE
2
0,1 = ker
(
(C1(X)/N−1C1(X))G → (C0(X))G
)
= Z2[X1] (ou` X1 et X2 sont les
cycles engendrant les cycles de dimension 1 de X), et 0IIE
2
0,0 = Z2[{p0}] (deux points
de X e´change´s sous l’action peuvent eˆtre relie´s par une 1-chaˆıne invariante de X).
– Pour i < 0, 0IIE
2
i,1 = ker
(
H−i (G,C1(X)/N−1C1(X))→ H−i(G,C0(X))
)
= Z2[X1]
(dans le quotientH−i (G,C1(X)/N−1C1(X)), une chaˆıne et son image sous σ repre´sentent
le meˆme e´le´ment) et 0IIE
2
i,0 = Z2[{p0}] .
Au total, on a donc
dimZ2
q
IIE
2
i,j(X) =

1 si q = 1, i ≤ 0 et j = 0,
1 si q = 0, i ≤ 0, j = 0, 1.
0 sinon.
On peut alors calculer les invariants qBi(X) =
∑
j(−1)j dimZ2 qIIE2i,j(X) et BGk (X) =∑
q+i=k
qBi(X) de X. On a
qBi(X) =

0 si q = 0,
1 si q = 1 et i ≤ 0,
0 sinon.
et donc
BGk (X) =
{
1 si k ≤ 1,
0 sinon.
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2. Action (x, y) 7→ (x,−y) sur la meˆme varie´te´ X. De la meˆme fac¸on que pre´ce´demment, on
calcule les invariants a` partir du diagramme
H−i (G,N−1C1(X))
H−i(G,C0(X)) H−i (G,C1(X)/N−1C1(X))
Ici cependant, trois points p1, p2 et p3 sont invariants sous cette action, et on a donc en
particulier H−i(G,C0(X)) = Z2[{p1, p2, p3}] pour i < 0.
On a alors
– 0IIE
2
0,1 = Z2[X1], et 0IIE20,0 = Z2[p1] ⊕ Z2[p2] (en conside´rant p1 comme le point a`
l’origine).
– Pour i < 0, 0IIE
2
i,1 = 0 et
0
IIE
2
i,0 = Z2[p1]⊕ Z2[p2].
Au total,
dimZ2
q
IIE
2
i,j(X) =

1 si q = 1, i ≤ 0 et j = 0,
2 si q = 0, i ≤ 0, j = 0,
1 si q = 0, i = 0, j = 1,
0 si q = 0, i < 0, j = 1,
0 sinon.
Ainsi,
qBi(X) =

1 si q = 1 et i ≤ 0,
1 si q = 0 et i = 0,
2 si q = 0 et i < 0,
0 sinon.
et donc
BGk (X) =

1 si k = 1,
2 si k = 0,
3 si k < 0,
0 sinon.
3. Action (x, y) 7→ (x,−y) sur le cercle X = S1 d’e´quation x2 + y2 = 1 dans R2.
On a ici
– Pour tout i ≤ 0, H−i (G,N−1C1(X)) = N−1C1(X) = Z2[X].
– Les e´le´ments de (C1(X)/N−1C1(X))G sont repre´sente´s soit par des chaˆınes invariantes
sous l’action (et qui peuvent alors s’e´crire comme l’image par 1 + σ d’une chaˆıne de
dimension 1), soit par des chaˆınes dont l’image par 1 + σ est [X].
– Pour i < 0, H−i(G,C0(X)) = Z2[{p1, p2}] (ou` p1, p2 sont les deux points invariants de
X sous l’action).
Donc
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– 0IIE
2
0,1 = 0 (le seul 1-cycle du cercle X est [X]), et
0
IIE
2
0,0 = Z2[{p1}] (un point et son
image par σ peuvent eˆtre relie´s par une chaˆıne invariante de dimension 1, et les points
p1 et p2 sont les deux points du bord du demi-cercle dont l’image par 1 + σ est [X]).
– Pour i < 0, 0IIE
2
i,1 = 0 et
0
IIE
2
i,0 = Z2[{p1}].
Au total,
dimZ2
q
IIE
2
i,j(X) =

1 si q = 1, i ≤ 0 et j = 0,
1 si q = 0, i ≤ 0, j = 0,
0 si q = 0, i ≤ 0, j = 1,
0 sinon.
Ainsi,
qBi(X) =

1 si q = 1 et i ≤ 0,
1 si q = 0 et i ≤ 0,
0 sinon,
et
BGk (X) =

1 si k = 1,
2 si k ≤ 0,
0 sinon.
4. Action (x, y) 7→ (−x,−y) sur le meˆme cercle X.
Une diffe´rence notable avec l’action pre´ce´dente est que, comme la syme´trie centrale est
une action libre, on a H−i(G,C0(X)) = 0 pour i < 0.
On a alors
– 0IIE
2
0,1 = 0, et
0
IIE
2
0,0 = 0 (deux points e´change´s sous l’action peuvent eˆtre relie´s par une
1-chaˆıne dont l’image par 1 + σ est [X]).
– Pour i < 0, 0IIE
2
i,1 = [X1], ou` X1 est un demi-cercle dans X, et
0
IIE
2
i,0 = 0,
Ainsi,
dimZ2
q
IIE
2
i,j(X) =

1 si q = 1, i ≤ 0 et j = 0,
0 si q = 0, i ≤ 0, j = 0,
0 si q = 0, i = 0, j = 1,
1 si q = 0, i < 0, j = 1,
0 sinon.
Donc
qBi(X) =

0 si q = 0 et i = 0,
−1 si q = 0 et i < 0,
1 si q = 1 et i ≤ 0,
0 sinon,
et
BGk (X) =
{
1 si k = 0, 1,
0 sinon.
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Dans l’optique de comprendre les invariants BGk , ainsi que de tester s’ils co¨ıncident avec les
nombres de Betti e´quivariants (i.e. les dimensions des espaces d’homologie e´quivariante) s’ils
sont applique´s a` des G-varie´te´s alge´briques re´elles compactes non singulie`res, on va chacun les
re´aliser comme caracte´ristique d’Euler (lorsque cela est bien de´fini) d’une suite spectrale.
Plus pre´cise´ment, cette suite spectrale sera l’une des deux construites a` partir d’un com-
plexe double kĈ, construit lui a` partir de suites exactes courtes induites naturellement par la
filtration N et des suites exactes longues alors induites par la cohomologie du groupe G.
5.2.2 Le double complexe Ĉ et la suite spectrale Ê
Dans un premier temps, on construit le complexe double kĈ dans un cadre plus ge´ne´ral : on
conside`re un complexe filtre´ borne´ quelconque, ainsi que le foncteur Ext dont la cohomologie
du groupe G est un cas particulier.
On se place dans une cate´gorie abe´lienne A sur Z2. Soient M ∈ A et K∗ un complexe (de
chaˆınes) borne´ dans A muni d’une filtration croissante borne´e F . Pour tout k ∈ Z, on construit
un complexe double (
Ext−k−αA
(
M,
FαKβ
Fα−1Kβ
))
(α,β)∈Z×Z
(de´croissant en les indices α et β).
Soit k ∈ Z. Pour tout α ∈ Z, la diffe´rentielle FαKβFα−1Kβ →
FαKβ−1
Fα−1Kβ−1 induit, par fonctorialite´
de Ext−k−αA (M, ·), la diffe´rentielle
d1 : Ext−k−αA
(
M,
FαKβ
Fα−1Kβ
)
−→ Ext−k−αA
(
M,
FαKβ−1
Fα−1Kβ−1
)
.
Pour tous α, β, on a une suite exacte courte
0→ Fα−1Kβ → FαKβ → FαKβ
Fα−1Kβ
→ 0
qui induit une suite exacte longue (4.1.9)
· · · → Ext−k−αA (M,Fα−1Kβ)→ Ext−k−αA (M,FαKβ)→ Ext−k−αA
(
M,
FαKβ
Fα−1Kβ
)
→
→ Ext−k−(α−1)A (M,Fα−1Kβ)→ · · ·
On note alors
d0 : Ext−k−αA
(
M,
FαKβ
Fα−1Kβ
)
→ Ext−k−(α−1)A
(
M,
Fα−1Kβ
Fα−2Kβ
)
la composition de morphismes suivante
Extk−αA
(
M,
FαKβ
Fα−1Kβ
)
→ Extk−(α−1)A (M,Fα−1Kβ)→ Extk−(α−1)A
(
M,
Fα−1Kβ
Fα−2Kβ
)
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fournis par les suites exactes longues ci-dessus.
On obtient alors le diagramme suivant :
  
// Ext
−k−(α+1)
A
(
M,
Fα+1Kβ+1
FαKβ+1
)
d1

d0 // Ext−k−αA
(
M,
FαKβ+1
Fα−1Kβ+1
)
d1

d0 // Ext
−k−(α−1)
A
(
M,
Fα−1Kβ+1
Fα−2Kβ+1
)
d1

//
// Ext
−k−(α+1)
A
(
M,
Fα+1Kβ
FαKβ
)
d1

d0 // Ext−k−αA
(
M,
FαKβ
Fα−1Kβ
)
d1

d0 // Ext
−k−(α−1)
A
(
M,
Fα−1Kβ
Fα−2Kβ
)
d1

//
// Ext
−k−(α+1)
A
(
M,
Fα+1Kβ−1
FαKβ−1
)

d0 // Ext−k−αA
(
M,
FαKβ−1
Fα−1Kβ−1
)

d0 // Ext
−k−(α−1)
A
(
M,
Fα−1Kβ−1
Fα−2Kβ−1
)

//
Les lignes verticales de ce diagramme sont bien des complexes : on a d1 ◦ d1 = 0 par
fonctorialite´ de ExtnA(M, ·).
Les lignes horizontales sont e´galement des complexes. On a en effet d0 ◦ d0 = 0 en vertu du
diagramme suivant
Ext
−k−(α−1)
A (M,Fα−1Kβ)
// Ext
−k−(α−1)
A
(
M,
Fα−1Kβ
Fα−2Kβ
)
Ext−k−αA
(
M,
FαKβ
Fα−1Kβ
)
OO
d0
44iiiiiiiiiiiiiiii
Ext−k−αA (M,FαKβ)
OO
Ext
−k−(α+1)
A
(
M,
Fα+1Kβ
FαKβ
)
oo
d0
jjUUUUUUUUUUUUUUUU
qui est commutatif par de´finition, et dont la partie de gauche est issue d’une suite exacte.
Enfin, les diffe´rentielles d1 et d0 du diagramme double commutent, en vertu du diagramme
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suivant :
Ext−k−αA
(
M,
FαKβ
Fα−1Kβ
)
d0 //
d1

**UUU
UUUU
UUUU
UUUU
UU
Ext
−k−(α−1)
A
(
M,
Fα−1Kβ
Fα−2Kβ
)
d1

Ext
−k−(α−1)
A (M,Fα−1Kβ)
44hhhhhhhhhhhhhhhhhh

Ext
−k−(α−1)
A (M,Fα−1Kβ−1)
**VVVV
VVVV
VVVV
VVVV
VV
Ext−k−αA
(
M,
FαKβ−1
Fα−1Kβ−1
)
d0 //
44iiiiiiiiiiiiiiiii
Ext
−k−(α−1)
A
(
M,
Fα−1Kβ−1
Fα−2Kβ−1
)
Ce diagramme est commutatif car tous ceux qui le composent le sont : ceux sur les coˆte´s le
sont par la proprie´te´ de naturalite´ de la suite exacte longue induite par ExtA(M, ·) (4.1.9), et
ceux en haut et en bas le sont par de´finition de la diffe´rentielle d0.
Pour tout k ∈ Z, on note kĈ(M,FK∗) le complexe double(
Extk−αA
(
M,
FαKβ
Fα−1Kβ
))
(α,β)∈Z×Z
ainsi obtenu.
Comme tout complexe double, il induit deux suites spectrales qui convergent (le diagramme
est borne´ verticalement et horizontalement, car le complexe K∗ et sa filtration F sont borne´s :
[23] Theorem 2.15) vers l’homologie du complexe total associe´.
Si l’on se place sur la cate´gorie abe´lienne A des Z2[G]-modules et que l’on conside`re M = Z2
et FK∗ = NC∗(X) (avec X une G-varie´te´ alge´brique re´elle), on obtient ainsi, pour tout k, le
complexe double kĈ(Z2,NC∗(X)), que l’on note plus simplement kĈ(X), avec
kĈα,β(X) := H
−k−α
(
G,
NαCβ(X)
Nα−1Cβ(X)
)
.
Si l’on conside`re alors kIIÊ la deuxie`me suite spectrale induite
k
IIÊ
1
α,β = Hβ
(
H−k−α
(
G,
NαC∗(X)
Nα−1C∗(X)
))
,
on a, lorsque cela est bien de´fini i.e. lorsque les termes kIIÊ
1
α,β sont de dimension finie,
χ
(
k
IIÊ
1
)
= BGk (X).
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En effet, dans ce cas, pour tout q,
qBi =
∑
j
(−1)j dimZ2 qIIE2i,j(X)
= χ
(
H∗
(
H−i
(
G,
N−qC∗+q
N−q−1C∗+q
)))
= (−1)qχ
(
H∗
(
H−i
(
G,
N−qC∗
N−q−1C∗
)))
et donc
BGk (X) =
∑
q+i=k
qBi
=
∑
q+i=k
(−1)qχ
(
H∗
(
H−i
(
G,
N−qC∗
N−q−1C∗
)))
=
∑
α
(−1)αχ
(
H∗
(
H−k−α
(
G,
NαC∗
Nα−1C∗
)))
= χ
(
k
IIÊ
1
)
L’inte´reˆt d’une telle re´alisation des invariants BGk est que la caracte´ristique d’Euler d’une
suite spectrale ne de´pend pas de la page sur laquelle on la calcule (a` partir de la page ou` cette
quantite´ est bien de´finie). Dans notre cas, elle est en particulier e´gale a` la caracte´ristique d’Euler
de l’homologie du complexe total associe´ a` kĈ, vers laquelle cette suite spectrale converge. Ce
qui est e´galement le cas de l’autre suite spectrale induite par ce complexe double.
Ainsi, on montre que, lorsque cela est bien de´fini, on a e´galement, pour tout k,
Bk = χ
(
k
IÊ
)
,
ou` kIÊ est la premie`re suite spectrale induite par le complexe double
kĈ.
Dans le point suivant 5.2.3, on s’inte´resse a` l’e´tude des complexes doubles kĈ(X) et des suites
spectrales induites, quand X est une varie´te´ alge´brique munie d’une involution alge´brique.
5.2.3 Etude pour G = Z/2Z
On s’inte´resse au cas particulier G = Z/2Z. On a en effet de´ja` pu constater dans di-
vers exemples (4.4.12, 4.3.3) que meˆme l’action du plus petit groupe non trivial enrichit
conside´rablement les structures des G-varie´te´s alge´briques re´elles. Cela se traduit dans notre
e´tude par une plus grande difficulte´ a` extraire le surplus d’information de la suite spectrale
de poids e´quivariante, a fortiori des invariants additifs qui, en analogie avec le cadre sans ac-
tion, co¨ıncideraient avec les nombres de Betti e´quivariants sur les G-varie´te´s compactes non
singulie`res. Les nouvelles suites spectrales que l’on vient de mettre a` jour, et qui lui sont lie´es,
sont ainsi un nouvel outil pour tenter de de´me´ler et mieux comprendre toutes ces informations.
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Soit X ∈ SchGc (R). On note σ l’involution alge´brique agissant sur X. Pour tout k, on
va chercher a` calculer la suite spectrale kIÊ(X). Pour cela, on utilise la suite exacte de Smith
Nash-constructible, que l’on avait obtenue lors de l’e´tude du complexe de poids avec action de
G = Z/2Z (3.4.5).
Soit k ∈ Z, e´crivons le complexe double (kĈα,β(X))(α,β)∈Z×Z :
  
// H−k−(α+1)
(
G,
Nα+1Cβ+1
NαCβ+1
)
d1

d0 // H−k−α
(
G,
NαCβ+1
Nα−1Cβ+1
)
d1

d0 // H−k−(α−1)
(
G,
Nα−1Cβ+1
Nα−2Cβ+1
)
d1

//
// H−k−(α+1)
(
G,
Nα+1Cβ
NαCβ
)
d1

d0 // H−k−α
(
G,
NαCβ
Nα−1Cβ
)
d1

d0 // H−k−(α−1)
(
G,
Nα−1Cβ
Nα−2Cβ
)
d1

//
// H−k−(α+1)
(
G,
Nα+1Cβ−1
NαCβ−1
)

d0 // H−k−α
(
G,
NαCβ−1
Nα−1Cβ−1
)

d0 // H−k−(α−1)
(
G,
Nα−1Cβ−1
Nα−2Cβ−1
)

//
On cherche a` de´terminer les premiers termes de la suite spectrale kIÊ associe´e.
On montre que
Proposition 5.2.6. On a
k
IÊ
1
α,β =

NαCβ(XG)
Nα−1Cβ(XG) si − k − α ≥ 1,
(NαCβ)G
(Nα−1Cβ)G si − k − α = 0,
0 sinon.
De´monstration. Si −k − α < 0 : Les espaces de cohomologie d’un groupe G a` valeur dans Z[G]-
module sont nuls en degre´ ne´gatif.
Si −k − α = 0 : On a
H−k−α
(
G,
NαCβ
Nα−1Cβ
)
=
( NαCβ
Nα−1Cβ
)G
et
H−k−(α−1)
(
G,
Nα−1Cβ
Nα−2Cβ
)
=
(Nα−1Cβ/Nα−2Cβ)G
im(1 + σ)
,
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ou` les morphismes induits par σ sur les chaˆınes et les classes des chaˆınes sont e´galement note´s σ.
On note [c] (resp. 〈c′〉) la classe d’une chaˆıne c ∈ NαCβ (resp. c′ ∈ Nα−1Cβ) dans le quotient
NαCβ
Nα−1Cβ (resp.
Nα−1Cβ
Nα−2Cβ ), puis 〈̂c′〉 l’image d’une classe invariante dans
(Nα−1Cβ/Nα−2Cβ)G
im(1+σ) .
Conside´rons alors un e´le´ment
[c] ∈ kIÊ1α,β = ker
(
H−k−α
(
G,
NαCβ
Nα−1Cβ
)
d0−→ H−k−(α−1)
(
G,
Nα−1Cβ
Nα−2Cβ
))
,
i.e. (1 + σ)c ∈ Nα−1Cβ et il existe c0 ∈ Nα−1Cβ tel que 〈(1 + σ)c〉 = 〈(1 + σ)c0〉, i.e. γ :=
(1 + σ)(c+ c0) ∈ Nα−2Cβ.
Or γ est invariant sous l’action de σ et sa restriction a` XG est nulle (l’action commute avec la
restriction). Il existe donc γ0 ∈ Nα−1Cβ tel que γ = (1+σ)γ0 et on a alors (1+σ)(c+c0+γ0) = 0.
On peut donc repre´senter la classe [c] dans
( NαCβ
Nα−1Cβ
)G
par l’e´le´ment c + c0 + γ0 ∈ NαCβ
invariant sous l’action de G.
Conside´rons alors le morphisme naturel
ψ : (NαCβ)G → kIÊ1α,β ; c 7→ [c].
On vient de montrer sa surjectivite´. De plus, si ψ(c) = 0, cela signifie que c ∈ Nα−1Cβ. Le
noyau de ψ est donc (Nα−1Cβ)G, et on a un isomorphisme naturel
(NαCβ)G
(Nα−1Cβ)G
∼= kIÊ1α,β.
Si −k − α ≥ 1 : On a
H−k−α
(
G,
NαCβ
Nα−1Cβ
)
=
(NαCβ/Nα−1Cβ)G
im(1 + σ)
et
H−k−(α−1)
(
G,
Nα−1Cβ
Nα−2Cβ
)
=
(Nα−1Cβ/Nα−2Cβ)G
im(1 + σ)
.
On conserve les notations pre´ce´dentes en rajoutant [c] pour de´signer l’image d’une classe
invariante dans
(NαCβ/Nα−1Cβ)G
im(1+σ) .
Soit alors
[c] ∈ ker
(
H−k−α
(
G,
NαCβ
Nα−1Cβ
)
d0−→ H−k−(α−1)
(
G,
Nα−1Cβ
Nα−2Cβ
))
,
En particulier,
[c] ∈ ker
(( NαCβ
Nα−1Cβ
)G
→ (Nα−1Cβ/Nα−2Cβ)
G
im(1 + σ)
)
.
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En reprenant ce que l’on a fait au cas pre´ce´dent, on sait que l’on peut repre´senter la classe [c]
dans
( NαCβ
Nα−1Cβ
)G
par un e´le´ment c′ de (NαCβ)G.
Or d’apre`s la suite exacte courte de Smith Nash-constructible (3.4.5 et 3.4.2), il existe
γ′ ∈ Nα+1Cβ tel que
c′ = c′|XG + (1 + σ)γ′.
On a donc [c] = [c′|XG ] + [(1 + σ)γ′] dans
( NαCβ
Nα−1Cβ
)G
.
Mais
[(1 + σ)γ′] ∈ im
(
H−k−(α+1)
(
G,
Nα+1Cβ
NαCβ
)
d0−→ H−k−α
(
G,
NαCβ
Nα−1Cβ
))
car γ′ ∈ Nα+1Cβ et (1 + σ)γ′ = c′ + c′|XG ∈ NαCβ.
Ainsi, dans kIÊ
1
α,β, la classe de [(1 + σ)γ
′] est nulle, et la classe de [c] est repre´sente´e par
[c′|XG ], ou` c′|XG est une chaˆıne de NαCβ(XG).
Conside´rons alors le morphisme naturel
ψ : NαCβ(XG)→ kIÊ1α,β ; c 7→ [c].
On vient de montrer sa surjectivite´. Soit maintenant c ∈ NαCβ(XG) tel que ψ(c) = 0. Cela
signifie que [c] = [(1 + σ)c0] avec c0 ∈ Nα+1Cβ, i.e. qu’il existe c1 ∈ NαCβ, c2 ∈ Nα−1Cβ tels
que
c = (1 + σ)c0 + (1 + σ)c1 + c2.
En appliquant l’ope´ration de restriction a` XG a` toutes ces chaˆınes, on obtient
c = c|XG = (1 + σ)c0|XG + (1 + σ)c1|XG + c2|XG = c2|XG ∈ Nα−1Cβ(XG).
Le noyau de ψ est donc Nα−1Cβ(XG) et on a un isomorphisme naturel
NαCβ(XG)
Nα−1Cβ(XG)
∼= kIÊ1α,β.
Pour k fixe´, la page 1 de la suite spectrale kIÊ s’e´crit donc (a` partir a` gauche de la colonne
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α = −k) :
  
(N−kCβ+1)G
(N−k−1Cβ+1)G
d1

N−k−1Cβ+1(XG)
N−k−2Cβ+1(XG)
d1

· · · NαCβ+1(XG)Nα−1Cβ+1(XG)
d1

· · ·
(N−kCβ)G
(N−k−1Cβ)G
d1

N−k−1Cβ(XG)
N−k−2Cβ(XG)
d1

· · · NαCβ(XG)Nα−1Cβ(XG)
d1

· · ·
(N−kCβ−1)G
(N−k−1Cβ−1)G

N−k−1Cβ−1(XG)
N−k−2Cβ−1(XG)

· · · NαCβ−1(XG)Nα−1Cβ−1(XG)

· · ·
Rappelons que les diffe´rentielles d1 sont induites par les diffe´rentielles des complexes C∗(X)
et C∗(XG). En se rappelant e´galement que la suite spectrale de poids est de´finie au terme E0
via la filtration Nash-constructible par
E0α,∗−α =
NαC∗
Nα−1C∗ ,
on e´crit, en utilisant la re´indexation de la suite spectrale de poids, la page 2 de la suite spec-
trale kIÊ :
Hβ+1
(
(N−kC∗)G
(N−k−1C∗)G
)
E˜2−k−1+(β+1),k+1(X
G) · · · E˜2α+(β+1),−α(XG) · · ·
Hβ
(
(N−kC∗)G
(N−k−1C∗)G
)
E˜2−k−1+β,k+1(X
G) · · · E˜2α+β,−α(XG) · · ·
Hβ−1
(
(N−kCβ−1)G
(N−k−1Cβ−1)G
)
E˜2−k−1+(β−1),k+1(X
G) · · · E˜2α+(β−1),−α(XG) · · ·
(remarquons que la suite spectrale kIÊ de´ge´ne`re ainsi a` la page 2).
Dans le cas ou` les espaces vectoriels Hβ
(
(N−kC∗)G
(N−k−1C∗)G
)
sont tous de dimension finie, comme
les invariants Bk sont les caracte´ristiques d’Euler de la suite spectrale
k
IÊ (lorsque ces quantite´s
sont bien de´finies), on de´duit de ce calcul l’e´galite´ suivante
Proposition 5.2.7. Pour G = Z/2Z, pour tout k et toute G-varie´te´ alge´brique re´elle X pour
laquelle ces quantite´s sont de´finies,
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BGk (X) = (−1)kχ
(
H∗
(
(N−kC∗)G
(N−k−1C∗)G
))
+
∑
q≥k+1
βq
(
XG
)
.
De´monstration. On a, lorsque cela est bien de´fini,
χ
(
k
IÊ
2
)
= (−1)kχ
(
H∗
(
(N−kC∗)G
(N−k−1C∗)G
))
+
∑
α≤−k−1
(−1)αχ
(
E˜2α+∗,−α
(
(XG
))
.
Or, pour tout α ∈ Z,
χ
(
E˜2α+∗,−α
(
XG
))
= (−1)αβ−α
(
XG
)
par 2.3.4.
Pour toute G-varie´te´ alge´brique re´elle X (avec G = Z/2Z) et tout k ∈ Z, notons donc
(lorsque cela est bien de´fini) :
′BGk (X) := (−1)kχ
(
H∗
(
(N−kC∗)G
(N−k−1C∗)G
))
+
∑
q≥k+1
βq
(
XG
)
.
Ces nouveaux invariants ′BGk sont additifs sur les G-varie´te´s alge´briques re´elles pour lesquelles
ils sont bien de´finis, par l’additivite´ des nombres de Betti virtuels et la suite exacte longue
d’homologie de 5.1.4.
La question serait maintenant de savoir s’ils re´alisent les nombres de Betti virtuels e´quivariants,
autrement dit, pour tout k, a-t-on ′BGk (X) = dimZ2 Hk(X;G) si X est une G-varie´te´ alge´brique
re´elle compacte non singulie`re ?
On montre que la re´ponse est positive pour k < 0. Notons que dans ce cas, ′BGk est de´fini
pour toute G-varie´te´ alge´brique re´elle : pour tout k < 0 et tout X ∈ SchGc (R), on a ′BGk (X) =∑
q≥k+1 βq
(
XG
)
.
Corollaire 5.2.8. Soit k < 0. Pour tout X ∈ SchGc (R), on a :
′BGk (X) =
∑
q
βq
(
XG
)
= βGk (X)
De´monstration. Pour toute G-varie´te´ alge´brique re´elle X,
′BGk (X) =
∑
q≥k+1
βq
(
XG
)
=
∑
q≥0
βq
(
XG
)
.
Soit maintenant X une G-varie´te´ alge´brique re´elle compacte non singulie`re. Alors XG est
e´galement une varie´te´ alge´brique re´elle compacte non singulie`re et
′BGk (X) =
∑
q
dimZ2 Hq
(
XG
)
= dimZ2 Hk(X;G),
car k < 0 (4.3.4).
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Le deuxie`me fait notable est que, applique´s a` une varie´te´ alge´brique re´elle compacte munie
d’une action libre de G, les invariants ′BGk sont tous de´finis et donnent les nombres de Betti
virtuels du quotient (qui est un ensemble syme´trique par arcs) :
Corollaire 5.2.9. Soit X une varie´te´ alge´brique re´elle compacte munie d’une action libre de
G = Z/2Z. Alors, les quantite´s ′BGk (X) sont de´finies pour tout k, et on a
′BGk (X) = βk(X/G).
De´monstration. Soit k ∈ Z. Comme l’action de G sur X, qui est compacte, est libre, on a, par
3.4.6, un isomorphisme de complexes
(N−kC∗(X))G ∼= N−kC∗(X/G).
Ainsi les groupes d’homologie Hn
(
(N−kC∗)G
(N−k−1C∗)G
)
= Hn
( N−kC∗(X/G)
N−k−1C∗(X/G)
)
sont tous de dimension
finie.
De plus, XG = ∅ et on a donc
′BGk (X) = (−1)kχ
(
H∗
( N−kC∗(X/G)
N−k−1C∗(X/G)
))
= (−1)k
∑
β
(−1)β dimZ2 E˜2−k+β,k(X/G)
= βk(X/G).
G. Fichou a remarque´ dans [12] que les nombres de Betti virtuels e´quivariants re´alisaient
eux aussi cette e´galite´. Ils co¨ıncident donc avec les invariants ′BGk sur les varie´te´s alge´briques
re´elles compactes munies d’une action libre de G = Z/2Z :
Corollaire 5.2.10. Pour G = Z/2Z, on a
′BGk (X) = β
G
k (X)
si
– k < 0 et X est une G-varie´te´ alge´brique re´elle quelconque,
– X est une G-varie´te´ alge´brique re´elle compacte munie d’une action libre de G, pour tout k,
– dimX = d et k = d,
– dimX = 1 pour tout k.
De´monstration. Soit X une G-varie´te´ alge´brique re´elle de dimension d. Alors
Hn
(
(N−dC∗(X))G
(N−d−1C∗(X))G
)
=
{
(N−dCd(X))G si n = d,
0 sinon.
Or N−dCd(X) ⊂ ker ∂d qui est de dimension finie (car dimX = d), donc ′BGd (X) est bien
de´fini, et on a, comme l’ensemble des points fixes XG est de dimension ≤ d,
′BGd (X) = dimZ2(N−dCd(X))G.
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Supposons queX soit compacte et non singulie`re. AlorsN−dCd(X) = ker ∂d = Hd
(
(C∗(X))G
)
=
Hd(X;G) (4.3.4).
Supposons maintenant que d = 1. Alors
Hn
(
(C∗(X))G
(N−1C∗(X))G
)
=

(ker ∂1)
G
(N−1C∗(X))G si n = 1,
H0
(
(C∗(X))G
)
si n = 0,
0 sinon.
Ainsi ′BG0 (X) est bien de´fini et, si X est compacte non singulie`re, H1
(
(C∗(X))G
(N−1C∗(X))G
)
= 0 et
′BG0 (X) = dimZ2 H0
(
(C∗(X))G
)
+ dimZ2 H1
(
XG
)
= dimZ2 H0(X;G).
Cela nous encourage a` penser que ces deux groupes d’invariants n’en forment qu’un seul.
Cependant, ce ne sont la` que des indices et il nous reste toujours a` montrer, si cela est bien
le cas, que les invariants BGk co¨ıncident avec les nombres de Betti e´quivariants sur les varie´te´s
compactes non singulie`res. Si cela n’est pas le cas, les invariants additifs BGk enrichiront notre
boˆıte a` outils pour e´tudier la ge´ome´trie des varie´te´s alge´briques re´elles avec action.
Dans tous les cas, un travail futur devra eˆtre effectue´ pour comprendre l’homologie des com-
plexes (NαC∗)G qui, d’apre`s ce que nous venons de voir, paraissent centraux. Des conside´rations
ge´ome´triques et une technique minutieuse semblent ne´cessaires, notamment pour savoir si
le quasi-isomorphisme filtre´ NαC∗(X) → F canα C∗(X), pour X compacte non singulie`re, est
pre´serve´ par le foncteur ΓG.
Dans le point suivant, on donne une re´alisation effective des nombres de Betti virtuels
e´quivariants dans le cas ou` G = Z/2Z. Pour cela, on e´tablit l’existence d’un complexe de poids
invariant induisant une filtration sur l’homologie des chaˆınes invariantes, aux proprie´te´s simi-
laires a` celles des autres complexes de poids que nous avons conside´re´s. La suite spectrale induite
nous permet alors d’extraire des invariants additifs sur les G-varie´te´s alge´briques re´elles, dont
on montre qu’ils sont relie´s, via les nombres de Betti virtuels des points fixes, aux nombres de
Betti virtuels e´quivariants. Cette construction, d’apparence inde´pendante de celle du complexe
de poids e´quivariant, pourrait lui eˆtre inextricablement lie´e, via celle des invariants ′BGk , si le
complexe de poids invariant e´tait re´alise´ par la filtration Nash-constructible. Cette re´alisation
serait implique´e par une re´ponse positive a` la question de l’existence d’un quasi-isomorphisme
filtre´ (NαC∗)G → (F canα C∗)G sur les varie´te´s lisses compactes.
5.2.4 Complexe de poids invariant et nombres de Betti virtuels e´quivariants
Soit G = Z/2Z.
On montre ici l’existence et l’unicite´ d’un foncteur acyclique et additif, qui e´tend a` toutes les
varie´te´s alge´briques re´elles le foncteur X 7→ (F canC∗(X))G de´fini sur les G-varie´te´s projectives
et lisses (5.2.12). On utilise pour cela la version avec action de groupe du crite`re d’extension
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de F. Guille´n et V. Navarro-Aznar (3.2.1). Cela est rendu possible par le fait que, lorsque
G = Z/2Z, pour tout carre´ acyclique e´le´mentaire dans SchGc (R), on a une suite exacte courte
0→ Hk((C∗(Y˜ ))G)→ Hk((C∗(Y ))G)⊕Hk((C∗(X˜))G)→ Hk((C∗(X))G)→ 0
pour tout k (5.2.11).
A partir de la suite spectrale de poids induite par le complexe filtre´ de poids invariant, on
exhibe un invariant additif sur les G-varie´te´s alge´briques re´elles (5.2.14). En les combinant avec
les nombres de Betti virtuels des ensembles des points fixes, on retrouve alors les nombres de
Betti virtuels e´quivariants (5.2.16).
Afin de pouvoir montrer l’existence du complexe de poids invariant, on aura besoin, comme
annonce´, des suites exactes courtes d’homologie des chaˆınes invariantes pour un carre´ acy-
clique e´le´mentaire. Pour le montrer, on utilisera les liens qui unissent l’homologie des chaˆınes
invariantes avec l’homologie e´quivariante et l’homologie des points fixes, et le fait que celles-ci
ve´rifient cette exactitude :
Proposition 5.2.11. Soit pi : X˜ → X l’e´clatement e´quivariant d’une G-varie´te´ alge´brique
re´elle compacte non singulie`re X le long d’un centre non singulier Y stable sous l’action de G.
On note Y˜ le diviseur exceptionnel. Alors, pour tout k, on a une suite exacte courte
0→ Hk((C∗(Y˜ ))G)→ Hk((C∗(Y ))G)⊕Hk((C∗(X˜))G)→ Hk((C∗(X))G)→ 0.
De´monstration. Soit k ∈ Z. On a (4.3.4), pour tout Z ∈ SchGc (R),
Hk(Z;G) = Hk
(
(C∗(Z))G
)⊕ ⊕
i≥k+1
Hi(Z
G)
donc
Hk
(
(C∗(Z))G
)
= Hk(Z;G)/
⊕
i≥k+1
Hi(Z
G).
Or, d’apre`s [12] et [35],
0→ Hk(Y˜ ;G)→ Hk(Y ;G)⊕Hk(X˜;G)→ Hk(X;G)→ 0
est une suite exacte courte, et par [25], pour tout i ≥ k + 1,
0→ Hi(Y˜ G)→ Hi(Y G)⊕Hi(X˜G)→ Hi(XG)→ 0
est une suite exacte courte.
Donc, les suites exactes de la paire
(⊕
i≥k+1Hi( ·G), Hk( · ;G)
)
induisent la suite exacte
courte
0→ Hk((C∗(Y˜ ))G)→ Hk((C∗(Y ))G)⊕Hk((C∗(X˜))G)→ Hk((C∗(X))G)→ 0.
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On peut alors e´tablir l’existence d’un complexe de poids invariant d’une fac¸on semblable
au complexe de poids de C. McCrory et A. Parusin´ski :
Proposition 5.2.12. Le foncteur
(F canC∗)G : VG(R) −→ H ◦ C;X 7→ (F canC∗(X))G (= F can
(
C∗(X))G
)
admet une extension en un foncteur
GWC∗ : SchGc (R) −→ H ◦ C
de´fini pour toutes les G-varie´te´s alge´briques re´elles et tous les morphismes propres re´guliers
e´quivariants, qui ve´rifie les proprie´te´s suivantes :
1. Acyclicite´ : Pour tout carre´ acyclique dans SchGc (R), le complexe filtre´ simple du +1 -
diagramme dans C
GWC∗(Y˜ ) → GWC∗(X˜)
↓ ↓
GWC∗(Y ) → GWC∗(X)
est acyclique.
2. Additivite´ : Pour une inclusion ferme´e e´quivariante Y ⊂ X, le complexe filtre´ simple du
+0 -diagramme dans C
GWC∗(Y )→ GWC∗(X)
est isomorphe a` GWC∗(X \ Y ).
Un tel foncteur GWC∗ est unique a` un isomorphisme de H ◦ C unique pre`s.
De´monstration. On utilise la version avec action du crite`re de F. Guille´n et V. Navarro Aznar
(3.2.1).
Le foncteur (F canC∗)G, se factorisant par C (qui est une cate´gorie de descente homologique),
est Φ-rectifie´, et ve´rifie de plus la condition (F1) car, si X et Y sont deux G-varie´te´s alge´briques
re´elles, (F canC∗(X unionsq Y ))G = (F canC∗(X))G ⊕ (F canC∗(Y ))G.
Il ve´rifie enfin la condition (F2). En effet, les calculs pour de´terminer la suite spectrale
induite par le complexe filtre´ simple associe´ a` un carre´ acyclique dans RegGcomp(R) auquel
on a applique´ le foncteur (F canC∗)G sont alors exactement les meˆmes que dans le cadre non-
e´quivariant. Le fait que le terme E1 soit nul repose alors sur l’exactitude des suites
0→ Hk((C∗(Y˜ )G)→ Hk((C∗(Y )G)⊕Hk((C∗(X˜)G)→ Hk((C∗(X)G)→ 0,
donne´e dans 5.2.11.
Si X est une G-varie´te´ alge´brique re´elle, on appelle GWC∗(X) le complexe de poids invariant
de X. L’homologie du complexe de poids invariant est l’homologie du complexe des chaˆınes
invariantes :
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Proposition 5.2.13. Pour toute G-varie´te´ alge´brique re´elle X, et pour tout n, on a
Hn(GWC∗(X)) = Hn
(
(C∗(X))G
)
.
De´monstration. Les suites exactes courtes
0→ Ck(X˜)→ Ck(Y )⊕ Ck(X˜)→ Ck(X)→ 0
et
0→ Ck(Y )→ Ck(X)→ Ck(X \ Y )→ 0,
associe´es respectivement a` un carre´ acyclique dans SchGc (R) et a` une inclusion ferme´e e´quivariante,
sont scinde´es par des morphismes e´quivariants (c 7→ pi−1c et c 7→ c).
Les suites de complexes
0→ (C∗(X˜))G → (C∗(Y ))G ⊕ (C∗(X˜))G → (C∗(X))G → 0
et
0→ (C∗(Y ))G → (C∗(X))G → (C∗(X \ Y ))G → 0
sont donc exactes et le foncteur (C∗)G : SchGc (R) → H ◦ D ; X 7→ (C∗(X))G ve´rifie donc les
conditions d’acyclicite´ et d’additivite´, ce qui est e´galement le cas de ϕ ◦ GWC∗ : SchGc (R) →
H ◦ D. Ces deux foncteurs e´tant enfin des extensions de (C∗)G : VG(R)→ H ◦ D, par l’unicite´
donne´e par le crite`re d’extension avec action, ils sont quasi-isomorphes.
Si X ∈ SchGc (R), la suite spectrale induite par le complexe de poids invariant GWC∗(X)
deX, appele´e suite spectrale de poids invariante et note´e GE(X), converge donc vers l’homologie
H∗
(
(C∗(X))G
)
des chaˆınes invariantes de X.
On y lit la condition d’additivite´ du complexe de poids invariant, et on peut alors en
extraire un invariant additif sur les G-varie´te´s alge´briques re´elles, qui co¨ıncide avec l’homologie
des chaˆınes invariantes sur les varie´te´s lisses compactes :
Proposition 5.2.14. On note GE˜ la suite spectrale de poids re´indexe´e en posant p
′ = 2p+ q,
q′ = −p et r′ = r + 1. Pour tout X ∈ SchGc (R) et tout q, on pose alors
Gβq(X) :=
∑
p
(−1)p dimGE˜2p,q(X).
Pour tout q, Gβq est additif sur les G-varie´te´s alge´briques re´elles et si X est compacte non
singulie`re, Gβq(X) = Hq((C∗(X))G).
De´monstration. L’additivite´ se de´duit de la condition d’additivite´ du complexe de poids inva-
riant, de la meˆme fac¸on que dans le cadre sans action (preuve de 2.3.4).
Egalement comme dans ce cadre, la deuxie`me condition se de´duit du fait que le complexe de
poids invariant de X soit quasi-isomorphe a` (F canC∗(X))G si X est lisse compacte. Pour mon-
trer cela, on utilise la proprie´te´ d’extension de l’inclusion de cate´gorie VG(R)→ RegGcomp(R),
et l’additivite´ et l’acyclicite´ du foncteur (F canC∗)G dans RegGcomp(R).
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Remarque 5.2.15. Les termes GE˜
2
p,q sont bien tous de dimension finie, et les invariants Gβq
bien de´finis. En effet, la suite spectrale de poids invariante est isomorphe a` une suite spectrale
associe´e a` une hyperre´solution cubique e´quivariante, de la meˆme manie`re que dans le cadre
sans action (2.4.2), mais cette fois-ci en conside´rant les chaˆınes invariantes.
A partir des invariants Gβq, on va alors pouvoir retrouver les nombres de Betti virtuels
e´quivariants :
The´ore`me 5.2.16. Pour toute G-varie´te´ alge´brique re´elle X et tout q, on a
βGq (X) = Gβq(X) +
∑
i≥q+1
βi
(
XG
)
.
De´monstration. Soit q ∈ Z. L’additivite´ du membre de droite est donne´e par celles de Gβq et
des nombres de Betti virtuels.
Enfin, si X est une G-varie´te´ alge´brique compacte non singulie`re,
Gβq(X) +
∑
i≥q+1
βi
(
XG
)
= dimZ2 Hq
(
(C∗(X))G
)
+
∑
i≥q+1
dimZ2 Hi
(
XG
)
= dimZ2 Hq(X;G)
(d’apre`s 4.3.4).
On retrouve donc les nombres de Betti virtuels e´quivariants pour G = Z/2Z, a` partir du
complexe de poids invariant et du complexe de poids des ensembles de points fixes. Cependant,
cela s’est fait a priori inde´pendamment de notre e´tude du complexe de poids e´quivariant. Pour-
tant, notons que, pour tout k ∈ Z, et toutX ∈ SchGc (R), Gβk(X) = (−1)kχ
(
H∗
(
GW−kC∗(X)
GN−k−1C∗(X)
))
.
Ainsi, si l’on montre que le foncteur (NC∗)G : SchGc (R)→ C re´alise le complexe de poids inva-
riant, le lien sera alors e´tabli entre les nombres de Betti virtuels e´quivariants et la suite spectrale
de poids e´quivariante (construite a` partir de la filtration Nash-constructible). En effet, on aura
la preuve par ce biais que les invariants ′BGk , de´finis a` partir de suites spectrales induites par
la suite spectrale de poids e´quivariante, sont bien de´finis sur SchGc (R) et e´gaux aux nombres
de Betti virtuels e´quivariants.
Tout au long de notre e´tude, nous avons e´tabli l’existence de plusieurs complexes de poids
-avec action, e´quivariant, invariant. La filtration ge´ome´trique/Nash-constructible (avec action)
semble eˆtre le lien qui pourrait les unir. Si l’on montre que celle-ci re´alise le complexe de poids
invariant, elle deviendra la passerelle qui nous permettra de passer entre ces diffe´rents objets,
ainsi que l’outil pour en extraire de nombreuses informations sur les Z/2Z-varie´te´s alge´briques
re´elles.
Or, ce foncteur ve´rifie de´ja` les conditions d’acyclicite´ et d’additivite´, de`s le niveau des chaˆınes
en vertu de la de´composition par des morphismes e´quivariants des suites exactes courtes
0→ NpCk(Y˜ )→ NpCk(Y )⊕NpCk(X˜)→ NpCk(X)→ 0
et
0→ NpCk(Y )→ NpCk(X)→ NpCk(X \ Y )→ 0.
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Le point central (et difficile) de cette e´tude serait donc la preuve que l’inclusion (NC∗(X))G ⊂
(F canC∗(X))G est un quasi-isomorphisme, une proprie´te´ dont on avait de´ja` discerne´ l’impor-
tance dans notre e´tude des invariants ′BGk .
Remarquons ensuite que notre e´tude nous permettra de mieux comprendre les nombres de
Betti virtuels e´quivariants eux-meˆmes, entre autres d’identifier leur comportement par rapport
aux produits. Le fait de savoir qu’ils sont inextricablement lie´s (via la ge´ome´trie des points
fixes) aux invariants Gβk, relie´s eux a` l’homologie des chaˆınes invariantes, nous permet de
prendre conscience que ces deux groupes d’invariants additifs doivent eˆtre conside´rer de pair.
Plus encore, il nous faut toujours garder en teˆte le lien qui unit l’homologie e´quivariante et
l’homologie des chaˆınes invariantes pour, lors de nos e´tudes des G-varie´te´s alge´briques re´elles,
passer de l’une a` l’autre afin d’exploiter les avantages respectifs de ces deux outils.
Enfin, nous pouvons espe´rer que le mode`le du groupe a` deux e´le´ments nous inspirera pour
l’extraction des nombres de Betti virtuels e´quivariants dans le cas d’un groupe fini quelconque.
Comme nous l’avons vu, le cas d’un groupe d’ordre impair est le cas simple, et celui d’un groupe
cyclique (d’ordre pair) devrait fonctionner de fac¸on similaire au cas du groupe G = Z/2Z.
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Chapitre 6
Filtration par le poids e´quivariante
sur la cohomologie e´quivariante des
varie´te´s alge´briques re´elles
C. McCrory et A. Parusin´ski ont de´fini une filtration par le poids sur l’homologie de Borel-
Moore de l’ensemble des points re´els des varie´te´s alge´briques re´elles. Une interrogation le´gitime
est de savoir s’il est possible de s’inspirer de leur de´marche pour de´finir une filtration similaire
sur une certaine cohomologie de ces espaces.
T. Limoges re´pond positivement a` cette question dans [21]. Il associe en effet a` toute varie´te´
alge´brique re´elle un certain complexe de cochaˆınes filtre´ dont la cohomologie est la cohomologie
a` supports compacts de la partie re´elle de la varie´te´. Ce complexe de poids cohomologique
est un foncteur contravariant posse´dant des proprie´te´s d’extension, d’acyclicite´ et d’additivite´
similaires a` celles du complexe de poids homologique, et son unicite´ a` quasi-isomorphisme filtre´
pre`s est e´galement donne´e par le crite`re d’extension de F. Guille´n et V. Navarro-Aznar. Pour
le re´aliser, T. Limoges dualise d’une certaine fac¸on la filtration ge´ome´trique (homologique).
Soit G un groupe fini. On utilise alors la fonctorialite´ du complexe de poids cohomologique
pour de´finir un complexe de poids cohomologique avec action sur la cate´gorie des G-varie´te´s
alge´briques re´elles. Puis, on lui applique un foncteur LG cohomologique pour obtenir un com-
plexe de poids cohomologique e´quivariant qui induit une filtration par le poids e´quivariante sur
une certaine cohomologie e´quivariante de l’ensemble des points re´els des G-varie´te´s alge´briques
re´elles. On montre ensuite des proprie´te´s analogues au cadre homologique, notamment l’exis-
tence de suites spectrales convergeant pour certaines vers la cohomologie e´quivariante, pour
d’autres vers les termes de la page 2 de la suite spectrale de poids cohomologique e´quivariante.
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6.1 Filtration par le poids sur la cohomologie des varie´te´s alge´briques
re´elles
6.1.1 Contexte
Dans cette partie, suivant T. Limoges dans [21], on va e´tudier la cohomologie singulie`re a`
supports compacts des points re´els des varie´te´s alge´briques re´elles. Les cate´gories de varie´te´s
alge´briques re´elles prises en compte sont toujours les cate´gories des sche´mas re´duits se´pare´s
de type fini sur R et des morphismes propres re´guliers, et on conserve les notations Schc(R),
Regcomp(R) et V(R).
Si X est une varie´te´ alge´brique re´elle de Schc(R), on note C∗(X) le complexe des cochaˆınes
semi-alge´briques dual du complexe C∗(X) des chaˆınes semi-alge´briques a` supports ferme´s de
l’ensemble X des points re´els de X :
(C∗(X), δ∗) := (C∗(X), ∂∗)∨,
i.e. pour tout p, Cp(X) = HomZ2(Cp(X),Z2), et si ϕ ∈ Cp(X), δp(ϕ) = ϕ ◦ ∂p+1.
La cohomologie du complexe de cochaˆınes C∗(X) est alors la cohomologie singulie`re a` sup-
ports compacts H∗c (X) de X ([21]).
Les complexes que nous conside´rerons ici seront des complexes de cochaˆınes. On note ainsi C
la cate´gorie des complexes borne´s de cochaˆınes de Z2-espaces vectoriels, munis d’une filtration
de´croissante borne´e, et des morphismes de complexes filtre´s.
Tout e´le´ment (K∗, F ∗) de C induit une suite spectrale {Er, dr} qui converge vers la coho-
mologie du complexe K∗.
Comme dans le cadre homologique, on s’inte´resse en particulier aux morphismes de C qui
induisent un isomorphisme sur E1 (et donc sur les cohomologies), que l’on nomme quasi-
isomorphisme de C, ou quasi-isomorphisme filtre´. On note ensuite H ◦C la cate´gorie C localise´e
par rapport a` de tels morphismes.
Par exemple, tout complexe de cochaˆınes borne´K∗ peut eˆtre muni d’une filtration canonique
F pcanK
q =

Kq si q < −p
ker δq si q = −p
0 si q > −p
et la suite spectrale induite converge de`s la page 1 avec Ep,q1 =
{
Hp+q(K∗) si p+ q = −p
0 sinon
(en particulier, un quasi-isomorphisme entre complexes borne´s de cochaˆınes induit donc un
quasi-isomorphisme filtre´ si on munit ceux-ci de la filtration canonique).
Enfin, de fac¸on analogue au cadre homologique, on peut de´finir le complexe filtre´ simple
associe´ a` un diagramme cubique dans C ([21]). On note s cette ope´ration.
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6.1.2 Complexe de poids, filtration par le poids, suite spectrale de poids
cohomologiques
En utilisant la version cohomologique du the´ore`me (2.2.2) de [14], T. Limoges montre l’exis-
tence d’un complexe de cochaˆınes filtre´ de poids, extension du foncteur qui associe a` une varie´te´
alge´brique re´elle projective lisse X le complexe de cochaˆınes C∗(X) muni de la filtration cano-
nique, unique (a` quasi-isomorphisme filtre´ pre`s) avec des proprie´te´s d’acyclicite´ et d’additivite´ :
The´ore`me 6.1.1. ([21]) Le foncteur contravariant
FcanC
∗ : V(R)→ C ; X 7→ FcanC∗(X)
admet une extension en un foncteur contravariant
WC∗ : Schc(R)→ H ◦ C
qui ve´rifie
1. Acyclicite´ : Pour tout carre´ acyclique
Y˜ → X˜
↓ ↓
Y → X
le complexe filtre´ simple du +1 -diagramme dans C
WC∗(Y˜ ) ← WC∗(X˜)
↓ ↓
WC∗(Y ) ← WC∗(X)
est acyclique.
2. Additivite´ : Pour une inclusion ferme´e Y ⊂ X, le complexe filtre´ simple du +0 -diagramme
dans C
WC∗(Y )←WC∗(X)
est isomorphe (dans H ◦ C) a` WC∗(X \ Y ).
Un tel foncteur WC∗ est unique a` un isomorphisme de H ◦ C unique pre`s.
Pour une varie´te´ alge´brique re´elle X de Schc(R), le complexe de poids cohomologique
WC∗(X) de X calcule la cohomologie a` supports compacts H∗c (X) de X sur laquelle on obtient
ainsi une filtration :
De´finition 6.1.2. La filtration
Hkc (X) =W−kHkc (X) ⊃ · · · ⊃ W0Hkc (X) ⊃ W1Hkc (X) = {0}
sur Hkc (X), induite par la filtration sur WC∗(X), est appele´e filtration par le poids cohomolo-
gique de X.
On note e´galement Er la suite spectrale, dite de poids, induite par le complexe filtre´WC∗(X),
qui converge donc vers la cohomologie a` supports compacts de (l’ensemble des points re´els de) X.
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A l’instar du cadre homologique de C. McCrory et A. Parusin´ski dans [26], T. Limoges
retrouve dans [21] les nombres de Betti virtuels a` partir de la suite spectrale de poids cohomo-
logique. En effet, en posant E˜p,qr = E
−q,p+2q
r−1 , on obtient
Proposition 6.1.3. ([21]) Pour tout X ∈ Schc(R), on a
βq(X) =
dimX∑
p=0
(−1)p dimZ2 E˜p,q2 (X)
pour tout q.
6.1.3 Re´alisations du complexe de poids cohomologique
Dans [21], T. Limoges re´alise tout d’abord la suite spectrale de poids cohomologique par la
suite spectrale associe´e a` une hyperre´solution cubique :
Proposition 6.1.4. ([21]) Soit X une varie´te´ alge´brique re´elle. Si Er(C
∗, F̂ ) est la suite spec-
trale associe´e a` une hyperre´solution cubique de X, alors, pour r ≥ 2, on a
E˜a,br = E
a,b
r (C
∗, F̂ )
pour tous a, b.
Ensuite, il dualise la filtration ge´ome´trique, puis plus tard la filtration Nash-constructible,
afin d’obtenir un foncteur re´alisant, de`s le niveau des cochaˆınes, le complexe de poids cohomo-
logique WC∗, et son extension sur XAS :
De´finition 6.1.5. Soit X ∈ Schc(R). Pour tout p et tout q, on de´finit
GpCq(X) = {ϕ ∈ Cq(X) | ϕ ≡ 0 sur Gp−1Cq(X)}.
On a ainsi une filtration de´croissante sur C∗(X) :
Ck(X) = G−kCk(X) ⊃ · · · ⊃ G0Ck(X) ⊃ G1Ck(X) = {0},
qui re´alise le complexe de poids cohomologique :
Proposition 6.1.6. ([21]) La filtration ge´ome´trique duale GC∗ : Schc(R) → C induit le fonc-
teur WC∗ : Schc(R)→ H ◦ C.
Ide´e de de´monstration. T. Limoges montre tout d’abord que les suites
0→ GpCq(X \ Y )→ GpCq(X)→ GpCq(Y )→ 0,
pour une inclusion ferme´e Y ⊂ X, et
0→ GpCq(X)→ GpCq(X˜)⊕ GpCq(Y )→ GpCq(Y˜ )→ 0,
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pour un carre´ acyclique, sont exactes, en utilisant l’exactitude des suites induites par la filtration
ge´ome´trique (homologique) et la dualite´ GpCq(X) ∼=
(
Cq(X)
Gq−1Cq(X)
)∨
.
Pour X une varie´te´ alge´brique re´elle projective lisse, il utilise ensuite le quasi-isomorphisme
Gp−1C∗(X) → F canp−1C∗(X) dans C qui induit, par dualite´, un quasi-isomorphisme GpC∗(X) ←(
F canp−1
)∨
C∗(X) dans C, (ou`
(
F canp−1
)∨
Cq(X) = {ϕ ∈ Cq(X) | ϕ ≡ 0 sur F canp−1C∗(X)}), avant
de montrer que les inclusions F pcanCq(X) ⊂
(
F canp−1
)∨
Cq(X) induisent un quasi-isomorphisme
filtre´.
Remarque 6.1.7. Notons que les relations de dualite´
GpCq(X)
Gp+1Cq(X) =
( GpCq(X)
Gp−1Cq(X)
)∨
entre la filtration ge´ome´trique duale et la filtration ge´ome´trique induisent donc des relations
WpHqc (X)
Wp+1Hqc (X) =
( WpHq(X)
Wp−1Hq(X)
)∨
et
WpHqc (X) = {ϕ ∈ Hqc (X) | ϕ ≡ 0 sur Wp−1Hq(X)}
entre les filtrations par le poids cohomologique et homologique.
De meˆme, les suites spectrales de poids cohomologique et homologique sont duales l’une de
l’autre :
Ep,qr = (E
r
p,q)
∨
(pour r ≥ 0 si on repre´sente les complexes de poids par les filtrations ge´ome´triques).
On peut de´finir de la meˆme fac¸on une filtration N sur le complexe des cochaˆınes semi-
alge´briques C∗(T ) d’un ensemble AS T , duale de la filtration Nash-constructible N sur son
complexe des chaˆınes semi-alge´briques :
De´finition 6.1.8. Soit T un ensemble AS de XAS . Pour tout p et tout q, on de´finit
N pCq(T ) = {ϕ ∈ Cq(T ) | ϕ ≡ 0 sur Np−1Cq(X)}.
Cette filtration Nash-constructible duale e´tend la filtration ge´ome´trique duale GC∗ : Schc(R)→ C
a` la cate´gorie XAS des ensembles AS.
6.2 Complexe de poids cohomologique avec action
Soit G un groupe fini.
On construit un foncteur qui a` toute G-varie´te´ alge´brique re´elle associe son complexe de
poids cohomologique que l’on munit de l’action de G induite par fonctorialite´. De fac¸on analogue
au cadre homologique, on utilise la version avec action 3.2.1 du the´ore`me de Guille´n et Navarro
Aznar pour montrer son unicite´ avec les proprie´te´s d’acyclicite´, d’additivite´ et d’extension du
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foncteur qui associe a` toute G-varie´te´ alge´brique re´elle projective non singulie`re son complexe
de cochaˆınes semi-alge´briques muni de la filtration canonique et de l’action de G induite par
fonctorialite´.
Dans la suite, on de´finira et on appliquera a` ce complexe de poids cohomologique avec action
un foncteur LG, afin obtenir un complexe de poids e´quivariant cohomologique qui induira une
filtration dite par le poids e´quivariante sur une certaine cohomologie e´quivariante des varie´te´s
alge´briques re´elles.
6.2.1 Contexte
On reprend les notations SchGc (R), RegGcomp(R) et VG(R) pour de´signer les cate´gories de
varie´te´s alge´briques re´elles avec action alge´brique de G avec lesquelles on va travailler.
On note e´galement
– CG la cate´gorie des G-complexes de cochaˆınes borne´s de Z2-espaces vectoriels munis
d’une filtration de´croissante borne´e par des G-complexes de cochaˆınes avec inclusions
e´quivariantes, et des morphismes de complexes filtre´s e´quivariants,
– DG la cate´gorie des G-complexes de cochaˆınes borne´s de Z2-espaces vectoriels, et des
morphismes de complexes de cochaˆınes e´quivariants.
Comme dans le cadre homologique, l’action de G sur un complexe de DG induit une action
naturelle sur sa cohomologie, et la suite spectrale Er associe´e a` tout complexe filtre´ (K
∗, F ∗)
de CG peut eˆtre munie naturellement de l’action induite de G.
A titre d’exemple, citons la filtration canonique cohomologique qui, lorsqu’on en munit un
G-complexe de cochaˆınes borne´, fournit un e´le´ment de CG. De meˆme, le complexe filtre´ simple
associe´ a` un diagramme cubique dans CG peut eˆtre muni de l’action de G induite et devenir
ainsi un e´le´ment de CG.
On termine enfin cette introduction en de´finissant la notion de quasi-isomorphisme de CG :
De´finition 6.2.1. Un quasi-isomorphisme de CG est un morphisme de CG qui induit un iso-
morphisme sur E1.
On note H ◦ CG la cate´gorie CG localise´e par rapport aux quasi-isomorphismes de CG.
6.2.2 Existence et unicite´ du complexe de poids cohomologique avec action
Soit X une G-varie´te´ alge´brique re´elle de SchGc (R). On peut alors munir (de fac¸on fonc-
torielle) le complexe C∗(X) d’une action de G (et donc e´galement la cohomologie singulie`re a`
supports compacts H∗c (X) de l’ensemble des points re´els de X) induite par la fonctorialite´ de
C∗ : Schc(R)→ D ( = ∨ ◦ (C∗ : Schc(R)→ D)).
On obtient ainsi un foncteur :
C∗ : SchGc (R)→ DG.
En munissant C∗(X) de la filtration canonique, on obtient un foncteur a` valeurs dans la
cate´gorie filtre´e CG :
FcanC
∗ : SchGc (R)→ CG.
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De la meˆme fac¸on, la fonctorialite´ du complexe de poids cohomologique de T. Limoges nous
fournit un complexe de poids cohomologique avec action de G :
The´ore`me 6.2.2. Le foncteur
FcanC
∗ : VG(R) −→ H ◦ CG ; X 7→ FcanC∗(X)
admet une extension en un foncteur
GWC∗ : SchGc (R) −→ H ◦ CG
de´fini pour toutes les G-varie´te´s alge´briques re´elles et tous les morphismes propres re´guliers
e´quivariants, qui ve´rifie les proprie´te´s suivantes :
1. Acyclicite´ : Pour tout carre´ acyclique dans SchGc (R), le complexe filtre´ simple du +1 -
diagramme dans CG
GWC∗(Y˜ ) ← GWC∗(X˜)
↑ ↑
GWC∗(Y ) ← GWC∗(X)
est acyclique.
2. Additivite´ : Pour une inclusion ferme´e e´quivariante Y ⊂ X, le complexe filtre´ simple du
+0 -diagramme dans CG
GWC∗(Y )← GWC∗(X)
est isomorphe a` GWC∗(X \ Y ).
Un tel foncteur GWC∗ est unique a` un isomorphisme de H ◦ CG unique pre`s.
De´monstration. Existence : La fonctorialite´ du complexe de poids cohomologique de T. Li-
moges fournit le complexe de poids cohomologique avec action GWC∗ : SchGc (R)→ H ◦CG qui
ve´rifie alors les conditions d’extension, d’acyclicite´ et d’additivite´ demande´es.
Unicite´ : On utilise le crite`re d’extension avec action 3.2.1. En effet, pour des raisons
analogues a` celles du cadre homologique,
– la cate´gorie CG est bien une cate´gorie de descente cohomologique,
– le foncteur FcanC
∗ : VG(R)→ H ◦ CG est φ-rectifie´ et ve´rifie les conditions (F1) et (F2)
du the´ore`me.
De´finition 6.2.3. Si X est une G-varie´te´ alge´brique re´elle, le G-complexe de cochaˆınes filtre´
GWC∗(X) est appele´ complexe de poids cohomologique avec action de X.
Enfin, comme dans le cadre homologique, l’isomorphisme H∗(GWC∗(X)) ∼= H∗c (X) est
e´quivariant, et la filtration par le poids sur la cohomologie a` supports compacts de (l’ensemble
des points re´els de) la G-varie´te´ alge´brique re´elle X est munie de l’action induite de G, a` l’instar
de la suite spectrale de poids.
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Pre´cisons e´galement que la filtration ge´ome´trique duale, munie de l’action de G induite
par fonctorialite´, re´alise le complexe de poids cohomologique. En effet, le quasi-isomorphisme
filtre´ FcanC
∗(X)→ GC∗(X) pour X projective lisse est en particulier induit par des inclusions
e´quivariantes, et est donc lui-meˆme e´quivariant.
Dans la suite, le complexe de poids cohomologique d’une G-varie´te´ alge´brique re´elle X sera
simplement note´ WC∗(X) lorsque le contexte sera explicite.
6.3 Filtration par le poids cohomologique e´quivariante
Soit G un groupe fini.
Dans cette partie, on construit le pendant cohomologique du complexe de poids e´quivariant,
afin d’obtenir une filtration par le poids sur la cohomologie e´quivariante desG-varie´te´s alge´briques
re´elles de´finie par J. van Hamel dans [35]. D’une fac¸on tre`s semblable a` ce que l’on avait fait
dans le cadre homologique, on va introduire un foncteur LG sur la cate´gorie C
G -ainsi que
la cohomologie e´quivariante qu’il calcule et les outils, notamment les suites spectrales, qu’il
apporte- et l’appliquer au complexe de poids cohomologique de T. Limoges (muni de l’action
induite du groupe G) pour produire un complexe de poids cohomologique e´quivariant.
6.3.1 Le foncteur LG
Le foncteur LG va nous permettre de de´finir la cohomologie du groupe G a` coefficients dans
un G-complexe de cochaˆınes sur Z2. En particulier, si X est une G-varie´te´ alge´brique re´elle,
la cohomologie du groupe G a` coefficients dans le G-complexe C∗(X) des cochaˆınes semi-
alge´briques de X sera pre´cise´ment la cohomologie e´quivariante de X que nous conside´rerons.
Cette cohomologie du groupe G vient elle aussi avec deux suites spectrales induites par le com-
plexe double dont elle est la cohomologie du complexe total.
On note tout d’abord D+ la cate´gorie des complexes de cochaˆınes borne´s par le bas de
Z2-espaces vectoriels, et H ◦D+ la cate´gorie localise´e par rapport aux quasi-isomorphismes.
De´finition et Proposition 6.3.1. Soit (K∗, ∂∗) ∈ DG. Soit · · · → F2 ∆2−−→ F1 ∆1−−→ F0 → Z→ 0
une re´solution de Z par des Z[G]-modules projectifs.
On de´finit pour k ∈ Z
LkG(K
∗) :=
⊕
p+q=k
HomG(Fp,K
q),
et δk =
∑
p+q=k δ
p,q : LkG(K
∗)→ Lk+1G (K∗) avec
δp,q :
HomG(Fp,K
q) → HomG(Fp+1,Kq)⊕HomG(Fp,Kq+1)
u 7→ u ◦∆p+1 ⊕ ∂q ◦ u .
Le couple (L∗G(K
∗), δ∗) est alors un e´le´ment de D+. Dans H◦D+, (L∗G(K∗), δ∗) est inde´pendant
de la re´solution de Z par des Z[G]-modules projectifs choisie.
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Remarque 6.3.2. Pour G = {e}, on conside`re la re´solution projective . . . → 0 → 0 → Z id−→ Z
et alors L∗G(K
∗) = K∗.
L’ope´ration qui a` un G-complexe de cochaˆınes borne´ K∗ associe le complexe de cochaˆınes
borne´ par le bas L∗G(K
∗) est fonctorielle. Il induit le foncteur covariant LG : DG → H ◦ D+,
inde´pendant de la re´solution projective conside´re´e, et on de´finit :
De´finition 6.3.3. Soit (K∗, ∂∗) ∈ DG. Pour n ∈ Z, on note
Hn(G,K∗) := Hn(L∗G(K
∗))
le n-ie`me groupe de cohomologie du groupe G a` coefficients dans le G-complexe de cochaˆınes K∗.
Le complexe double (HomG(Fp,K
q))p,q induit deux suites spectrales qui convergent vers
H∗(G,K∗) :
Proposition 6.3.4. Pour tout G-complexe de cochaˆınes K∗, on a deux suites spectrales
IE
p,q
2 = H
p(G,Hq(K∗))
IIE
p,q
1 = H
p(G,Kq)
qui convergent toutes deux vers Hp+q(G,K∗).
La suite spectrale IE2 est appele´e suite spectrale de Hochschild-Serre cohomologique associe´e
a` G et K∗.
En particulier, un quasi-isomorphisme entre G-complexes de cochaˆınes induit un isomor-
phisme des suites de Hochschild-Serre associe´es. Le foncteur LG pre´serve donc les quasi-
isomorphismes, induisant un foncteur LG : H ◦DG → H ◦D+.
Remarquons e´galement que la suite spectrale de Hochschild-Serre cohomologique nous in-
dique que, nos complexes e´tant sur le corps Z2, l’on peut conside´rer des re´solutions de Z2 par
des Z2[G]-modules projectifs au lieu de re´solutions projectives de Z.
Remarque 6.3.5. Alors que la suite spectrale de Hochschild-Serre homologique e´tait borne´e a`
droite, la suite spectrale de Hochschild-Serre cohomologique est borne´e a` gauche : les termes
d’abscisse p < 0 sont nuls. En particulier, la cohomologie d’un groupe a` coefficients dans un
G-complexe de cochaˆınes est donc nulle en degre´ strictement ne´gatif, mais peut eˆtre non nulle
en tout degre´ positif, meˆme si le G-complexe lui-meˆme est borne´.
A l’instar du foncteur L homologique, l’ope´ration L cohomologique est fonctorielle par
rapport au groupe G :
Proposition 6.3.6. Soient G′ un autre groupe fini et ϕ : G → G′ un morphisme de groupes.
Soit K∗ ∈ DG′. Alors le complexe de cochaˆınes K∗ peut eˆtre muni d’une structure de G-
complexe via ϕ (en posant g · x := ϕ(g) · x), et ϕ induit un morphisme de D+
L∗G′(K
∗)→ L∗G(K∗)
De´monstration. Preuve identique a` celle de 4.1.16.
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Dans la suite, on montre que l’application du foncteur LG a` un complexe de cochaˆınes
filtre´ borne´ donne un complexe de cochaˆınes filtre´ borne´ par le bas. Le foncteur LG induit
donc un foncteur (covariant) CG → C+, ou` C+ de´signe la cate´gorie des complexes de cochaˆınes
borne´s par le bas de Z2-espaces vectoriels munis d’une filtration de´croissante borne´e, et des
morphismes de complexes filtre´s.
Pre´servant les quasi-isomorphismes filtre´s, le foncteur LG induit meˆme un foncteur H◦CG →
H ◦C+, ou` H ◦C+ est la cate´gorie C+ localise´e par rapport aux quasi-isomorphismes filtre´s, i.e.
les morphismes qui induisent un isomorphisme entre les pages 1 des suites spectrales induites
(chaque objet de C+ induit une suite spectrale qui converge vers la cohomologie de celui-ci).
Remarque 6.3.7. Dans la suite, on e´crira simplement L pour LG lorsque le contexte sera expli-
cite.
Proposition 6.3.8. Soit (K∗, J) ∈ CG. Soit ... → F2 ∆2−−→ F1 ∆1−−→ F0 → Z → 0 une re´solution
de Z par des Z[G]-modules projectifs (ou ... → F2 ∆2−−→ F1 ∆1−−→ F0 → Z2 → 0 une re´solution de
Z2 par des Z2[G]-modules projectifs).
La filtration de´croissante borne´e e´quivariante J du complexe K∗ induit une filtration J sur
L∗(K∗) de´finie par
J αLk(K∗) := Lk(JαK∗).
Le complexe L∗(K∗) muni de sa filtration J devient alors un e´le´ment de C+ qui, dans
H ◦ C+, est inde´pendant de la re´solution choisie.
De´monstration. Pour tous α, p, q ∈ Z, HomG(Fp, Jα+1Kq) est un Z2-sous-espace vectoriel de
HomG(Fp, J
αKq) : la filtration J induit donc bien une filtration de´croissante borne´e J sur le
complexe de cochaˆınes L∗(K∗) = ⊕p+q=∗HomG(Fp,Kq).
Soient maintenant (Fi)i et (F
′
j)j deux re´solutions projectives de Z (resp. Z2) par des Z[G]-
modules (resp. Z2[G]-modules) projectifs. On note JL∗(K∗) et J ′L′∗(K∗) les complexes de C+
associe´s, et Er et E
′
r les suites spectrales induites respectivement par ces complexes filtre´s.
On a
Ep,q0 =
J pLp+q
J p+1Lp+q =
⊕
a+b=p+qHomG(Fa, J
pKb)⊕
a+b=p+qHomG(Fa, J
p+1Kb)
=
⊕
a+b=p+q
HomG
(
Fa,
JpKb
Jp+1Kb
)
(pour tout i, le foncteur HomG(Fi, ·) est exact). Ainsi, pour tout p, Ep,∗0 = Lp+∗
(
JpK∗
Jp+1K∗
)
. De
meˆme, pour tout p, E′0
p,∗ = L′p+∗
(
JpK∗
Jp+1K∗
)
. Ces deux complexes calculent la cohomologie du
groupe G a` valeurs dans le complexe de cochaˆınes J
pK∗
Jp+1K∗ , et induisent donc un isomorphisme
entre E1 et E
′
1.
Comme dans le cadre homologique, la fonctorialite´ de L : DG → D+ induit celle de
L : CG → C+ et la pre´servation par L des quasi-isomorphismes filtre´s induit un foncteur entre
les cate´gories localise´es par rapport a` ceux-ci :
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Proposition 6.3.9. Le foncteur L : CG → C+ ; JK∗ 7→ JL∗(K∗) induit un foncteur
H ◦ CG → H ◦ C+ ; JK∗ 7→ JL∗(K∗)
que l’on note e´galement L.
De´monstration. Soit ϕ : JK∗ → IM∗ un quasi-isomorphisme de CG. On a, pour tous p, q,
Ep,q0 (L∗(K∗)) = L
p+q
(
Ep,∗−p0 (K∗)
)
et Ep,q0 (L∗(M∗)) = L
p+q
(
Ep,∗−p0 (M∗)
)
.
Or, pour tout p, le morphisme ϕ : K∗ →M∗ induit, par de´finition, un quasi-isomorphisme
e´quivariant Ep,∗−p0 (K∗) → Ep,∗−p0 (M∗), et donc, par fonctorialite´ de LG : H ◦ DG → H ◦ D+, un
quasi-isomorphisme Ep,∗−p0 (L∗(K∗)) = L
∗
(
Ep,∗−p0 (K∗)
)
→ Ep,∗−p0 (L∗(M∗)) = L∗
(
Ep,∗−p0 (M∗)
)
.
Remarque 6.3.10. De la meˆme fac¸on que pour le foncteur L homologique, la fonctorialite´ de
LG par rapport au groupe s’e´tend aux cate´gories filtre´es : si G
′ est un autre groupe fini, alors
tout morphisme de groupes ϕ : G→ G′ induira un morphisme L∗G′(K∗)→ L∗G(K∗) de C+ pour
tout complexe de K∗ de CG′ .
Enfin, pour terminer cette section, on e´tablit que le foncteur L commute avec l’ope´ration s
qui consiste a` conside´rer le complexe simple filtre´ associe´ a` un diagramme cubique dans CG,
resp. C+. Cela nous permettra d’e´tablir l’acyclicite´ et l’additivite´ du complexe de poids coho-
mologique e´quivariant, a` partir de celle du complexe de poids cohomologique (avec action).
Proposition 6.3.11. Le foncteur L commute avec l’ope´ration s : soit K un +n -diagramme
cubique dans CG, alors s(L∗(K)) = L∗(sK).
De´monstration. Preuve identique a` celle du cadre homologique (4.2.7), a` la diffe´rence pre`s que
l’on conside`re ici des complexes de cochaˆınes.
6.3.2 Complexe de poids cohomologique e´quivariant
Le complexe filtre´ de poids cohomologique e´quivariant va induire une filtration par le poids
sur la cohomologie e´quivariante suivante :
De´finition 6.3.12. Soit X une G-varie´te´ alge´brique re´elle de SchGc (R). On note C∗G(X) :=
L∗G(C
∗(X)) et, pour tout n ∈ Z, on associe a` X
Hn(X;G) := Hn(C∗G(X)) = H
n(G,C∗(X)),
son n-ie`me groupe de cohomologie e´quivariante.
Remarque 6.3.13. Ces invariants cohomologiques sur SchGc (R) sont fonctoriels, par fonctorialite´
de LG. Rappelons e´galement la suite spectrale de Hochschild-Serre cohomologique
IE
p,q
2 = H
p(G,Hqc (X))⇒ Hp+q(X;G),
qui co¨ıncide, en tout cas sur les G-varie´te´s alge´briques re´elles compactes, avec la suite spectrale
de [35] Chapter III Proposition 5.1 : la cohomologie e´quivariante de´finie ci-dessus est donc la
meˆme que celle de J. van Hamel ([35] Chapter III Definition 1.1), du moins sur les G-varie´te´s
compactes.
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Comme on l’avait fait dans le cadre homologique, le complexe de poids cohomologique
e´quivariant est construit en composant ici le foncteur LG et le foncteur
GWC∗ :
De´finition 6.3.14. Pour X une G-varie´te´ alge´brique re´elle, on note
FcanC∗G(X) := L∗(FcanC∗(X))
et
ΩC∗G(X) := L
∗(WC∗(X)).
On appelle ce dernier complexe filtre´ de H ◦C+ le complexe de poids cohomologique e´quivariant
de X.
On obtient ainsi un foncteur (contravariant) avec des proprie´te´s d’extension, d’acyclicite´ et
d’additivite´, unique par l’analogue e´quivariant 3.2.1 du crite`re d’extension de F. Guille´n et V.
Navarro Aznar, et dont on montrera de plus qu’il calcule la cohomologie e´quivariante :
The´ore`me 6.3.15.
ΩC∗G : Sch
G
c (R)→ H ◦ C+ ; X 7→ ΩC∗G(X)
est un foncteur contravariant, extension du foncteur
FcanC∗G : VG(R)→ H ◦ C+ ; X 7→ FcanC∗G(X),
et qui ve´rifie les proprie´te´s suivantes :
1. Acyclicite´ : Pour tout carre´ acyclique dans SchGc (R), le complexe filtre´ simple du +1 -
diagramme dans C+
ΩC∗G(Y˜ ) ← ΩC∗G(X˜)
↑ ↑
ΩC∗G(Y ) ← ΩC∗G(X)
est acyclique.
2. Additivite´ : Pour une inclusion ferme´e e´quivariante Y ⊂ X, le complexe filtre´ simple du
+0 -diagramme dans C+
ΩC∗G(Y )← ΩC∗G(X)
est isomorphe dans H ◦ C+ a` ΩC∗G(X \ Y ).
De plus, tout autre foncteur SchGc (R)→ H ◦C+ avec ces trois proprie´te´s sera quasi-isomorphe
dans C+ a` ΩC
∗
G a` un unique quasi-isomorphisme de C+ pre`s.
De´monstration. De fac¸on analogue au cadre homologique, les proprie´te´s fonctorielle, d’exten-
sion, d’acyclicite´ et d’additivite´ du foncteurWC∗ : SchGc (R)→ H ◦CG induisent, par composi-
tion par le foncteur L : H ◦CG → H ◦C+, les proprie´te´s analogues sur ΩC∗G : SchGc (R)→ H ◦C+
(FcanC∗G : VG(R) → H ◦ C+ est la composition des foncteurs FcanC∗ : VG(R) → H ◦ CG et
L : H ◦CG → H ◦C+, et le foncteur L commute avec l’ope´ration s d’apre`s la proposition 6.3.11).
Quant a` l’unicite´ du foncteur ΩC∗G avec ces proprie´te´s, on utilise la` aussi pour la montrer
le crite`re d’extension e´quivariant 3.2.1. En effet, la cate´gorie C+ est une cate´gorie de descente
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cohomologique (c’est une cate´gorie de complexes de cochaˆınes borne´s par le bas et munis d’une
filtration de´croissante borne´e), et le foncteur FcanC∗G : VG(R)→ H ◦C+ est Φ-rectifie´ et ve´rifie
les conditions (F1) et (F2) du the´ore`me 3.2.1 pour des raisons similaires a` celles du pendant
homologique.
Enfin, le complexe de poids cohomologique e´quivariant induit une filtration par le poids
sur la cohomologie e´quivariante des G-varie´te´s alge´briques re´elles en vertu de la proposition
suivante :
Proposition 6.3.16. Soit X ∈ SchGc (R). Le complexe de poids cohomologique e´quivariant
ΩC∗G(X) calcule la cohomologie e´quivariante de X : pour tout n, on a
Hn(ΩC∗G(X)) = H
n(X;G).
De´monstration. Les foncteurs d’oubli de la filtration CG → DG et C+ → D+ induisent respec-
tivement les foncteurs ψG : H ◦ CG → H ◦DG et ψ+ : H ◦ C+ → H ◦D+.
On a ψ+ ◦ ΩC∗G = LG ◦ (ψG ◦ GWC∗). Comme le foncteur ψG ◦ GWC∗ est quasi-isomorphe
a` C∗ dans DG, le foncteur LG ◦ (ψG ◦ GWC∗) est quasi-isomorphe dans D+ a` LG ◦ C∗ = C∗G.
D’ou`, pour tout X ∈ SchGc (R) et pour tout n,
Hn(ΩC∗G(X)) = H
n(LG(C
∗(X)) = Hn(X;G).
6.3.3 Suite spectrale de poids cohomologique e´quivariante et filtration par
le poids cohomologique e´quivariante
Soit X une G-varie´te´ alge´brique re´elle. Le complexe de poids cohomologique e´quivariant
ΩC∗G(X) induit une suite spectrale (cohomologique) que l’on note
GEr(X), appele´e suite spec-
trale de poids cohomologique e´quivariante associe´e a` X.
Cette suite spectrale converge vers la cohomologie e´quivariante de la G-varie´te´ alge´brique
re´elle X et induit sur celle-ci une filtration note´e Ω, que l’on appelle filtration par le poids
cohomologique e´quivariante de X.
En re´indexant cette suite spectrale en posant p′ = 2p+ q, q′ = −p et r′ = r+ 1, on obtient
une nouvelle suite spectrale, note´e GE˜r′ . On lit les conditions d’acyclicite´ et d’additivite´ du
complexe de poids cohomologique e´quivariant en termes de suites exactes longues sur les lignes
de la page 2 de cette suite spectrale re´indexe´e.
De plus, en remarquant que les termes de cette meˆme page peuvent s’exprimer comme la
cohomologie du groupe G a` valeurs dans la suite spectrale de poids cohomologique, on en de´duit
deux suites spectrales qui y convergent :
Proposition 6.3.17. Pour tous p, q, on a
GE˜p,q2 = H
p
(
G, E˜∗,q1
)
.
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Pour tout q, on a donc deux suites spectrales
q
IE
α,β
2 = H
α
(
G, E˜β,q2
)
et
q
IE
α,β
1 = H
α
(
G, E˜β,q1
)
qui convergent toutes deux vers GE˜α+β,q2 .
De´monstration. Pour tous p, q, on a
GEp,q1 = H
p+q
(
GEp,∗−p0
)
= Hp+q
(
L∗
(
Ep,∗−p0
))
= Hp+q
(
G,Ep,∗−p0
)
(en utilisant les calculs de 6.3.9).
Quant aux suites spectrales, ce sont les suites spectrales associe´es a` la cohomologie du
groupe G a` valeurs dans les G-complexes de cochaˆınes E˜∗,q1 (6.3.4).
On de´duit en particulier de ceci les “bornes” de la suite spectrale de poids cohomologique
e´quivariante, et incidemment celles de la filtration par le poids cohomologique e´quivariante :
Corollaire 6.3.18. Soit X est une G-varie´te´ alge´brique re´elle de dimension d. Pour tous r ≥ 2,
p, q, si GE˜p,qr 6= 0, alors 0 ≤ q ≤ d et p ≥ 0.
Ainsi, la filtration par le poids e´quivariante cohomologique de X sur la cohomologie e´quivariante
de X est “uniforme´ment” borne´e : pour tout k ∈ Z, on a
Hk(X;G) = Ω−dHk(X;G) ⊃ Ω−d+1Hk(X;G) ⊃ · · · ⊃ Ω0Hk(X;G) ⊃ Ω1Hk(X;G) = 0.
De´monstration. Pour tous p, q, on a
GE˜p,q2 =
⊕
α+β=p
q
IE
α,β
∞ ,
avec qIE
α,β
2 = H
α
(
G, E˜β,q2
)
. Ainsi, si q < 0 ou q > d, pour tous α, β, on a qIE
α,β
2 = 0. De plus,
si p < 0, pour tous α et β tels que α + β = p, on a α + β < 0, et donc soit β < 0 et alors
E˜β,q2 = 0, soit β ≥ 0 et alors α < 0 donc qIEα,β2 = 0.
Enfin, pour tous p, k, on a
ΩpHk(X;G) =
⊕
q≥0
GEp+q,k−p−q∞ =
⊕
q≥0
GE˜k+p+q,−(p+q)∞ .
Ainsi Ω1Hk(X;G) =
⊕
q≥0
GE˜k+q+1,−q−1∞ = 0 et Ω−dHk(X;G) =
⊕
q≥0
GE˜
k+d+q,−q+d)
∞ =
Hk(X;G).
Remarque 6.3.19. Comme dans le cadre homologique,
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– Si X est une G-varie´te´ re´elle compacte et non singulie`re, la suite spectrale de poids
cohomologique e´quivariante de X co¨ıncide avec la suite spectrale de Hochschild-Serre
cohomologique associe´e a` X.
– Si G est un groupe d’ordre impair, les complexe de poids cohomologique, suite spectrale
de poids cohomologique, et filtration par le poids cohomologique e´quivariants consistent
en les invariants sous les actions de G induites sur leurs analogues non-e´quivariants.
– La composition de la filtration ge´ome´trique duale avec action (qui re´alise le complexe
de poids cohomologique avec action) avec le foncteur LG re´alise le complexe de poids
cohomologique e´quivariant. On note ΛC∗G la composition de ces deux foncteurs.
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Chapitre 7
Produits de filtrations par le poids
e´quivariantes
Dans ce chapitre, apre`s avoir rappele´ les premiers re´sultats de T. Limoges sur les produits de
filtrations par le poids pour les varie´te´s alge´briques re´elles ([21]), on traite le cas avec action :
si G et G′ sont deux groupes finis, X une G-varie´te´ alge´brique re´elle et Y une G′-varie´te´
alge´brique re´elle, alors le quasi-isomorphisme filtre´ entre le produit des filtrations ge´ome´triques
GC∗(X)⊗GC∗(Y ) et la filtration ge´ome´trique de la varie´te´ produit GC∗(X×Y ) est e´quivariant
par rapport aux actions du groupe produit G×G′ induites.
On applique ensuite a` ce quasi-isomorphisme filtre´ e´quivariant le foncteur LG×G′ pour
obtenir un quasi-isomorphisme filtre´ entre ΛCG∗ (X)⊗ΛCG
′
∗ (Y ) et ΛCG×G
′
∗ (X×Y ), apre`s avoir
montre´ que, si l’on conside´rait des re´solutions projectives particulie`res B et B′ de G et G′
respectivement, on avait LG(K)⊗LG′(M) = LG⊗G′(K ⊗M) pour tout G-complexe filtre´ K et
tout G′-complexe filtre´ M .
Enfin, sont e´tablis e´galement les pendants cohomologiques de ces proprie´te´s.
7.1 Produits de filtrations par le poids
Dans [21], T. Limoges e´tudie les relations entre les complexes de poids de deux varie´te´s
alge´briques re´elles et le complexe de poids de la varie´te´ produit associe´e, via la filtration
ge´ome´trique. Il en de´duit les relations induites sur les suites spectrales de poids, et enfin que
l’isomorphisme de Ku¨nneth sur les homologies est un isomorphisme filtre´ par rapport a` la filtra-
tion par le poids. En particulier, il montre ainsi sans utiliser le the´ore`me de factorisation faible
que le polynoˆme de Poincare´ virtuel est multiplicatif. Enfin, T. Limoges obtient des re´sultats
similaires dans le cadre cohomologique.
Soient X, Y ∈ Schc(R). Pour de´buter son e´tude, T. Limoges commence par de´finir un
produit sur les chaˆınes semi-alge´briques a` supports ferme´s :
De´finition 7.1.1. Pour c = [A] ∈ Cq(X) et c′ = [B] ∈ Cq′(Y ), le produit c× c′ est de´fini par
c× c′ := [A×B] ∈ Cq+q′(X × Y )
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Cette ope´ration est compatible avec la filtration ge´ome´trique en le sens suivant :
Proposition 7.1.2. 1. Si c ∈ GpCq(X) et c′ ∈ Gp′Cq′(Y ),
c× c′ ∈ Gp+p′Cq+q′(X × Y ).
2. Si c ∈ Cq(X), c′ ∈ Cq′(Y ) et c× c′ ∈ GsCq+q′(X × Y ), il existe p, p′ avec p+ p′ = s tels
que
c ∈ GpCq(X)et c′ ∈ Gp′Cq′(Y ).
3. Si c ∈ GpCq(X)r Gp−1Cq(X) et c′ ∈ Gp′Cq′(Y )r Gp′−1Cq′(Y ),
c× c′ ∈ Gp+p′Cq+q′(X × Y )r Gp+p′−1Cq+q′(X × Y ).
Le re´sultat de T. Limoges consiste a` relier par un quasi-isomorphisme filtre´ le produit des
filtrations ge´ome´triques de deux varie´te´s alge´briques re´elles a` la filtration ge´ome´trique de la
varie´te´ produit. Etablissons donc tout d’abord la de´finition du produit de complexes filtre´s :
De´finition 7.1.3. Soient (FK∗, ∂∗) et (JM∗, ∂′∗) deux complexes filtre´s de C (resp. C−). On
de´finit le complexe filtre´ ((F ⊗ J)(K∗⊗M∗), ∂ ⊗ ∂′) (ou (FK∗⊗ JM∗, ∂ ⊗ ∂′)) de C (resp. C−)
par
∀n, (K∗ ⊗M∗)n :=
⊕
i+j=n
Ki ⊗Z2 Mj ,
la diffe´rentielle ∂⊗∂′ e´tant donne´e par (∂⊗∂′)n(
∑
i,j xi⊗yj) =
∑
i,j(∂i(xi)⊗yj +xi⊗∂′j(yj)),
et
(F ⊗ J)p(K∗ ⊗M∗)n =
⊕
i+j=n
∑
a+b=p
FaKi ⊗Z2 JbMj .
T. Limoges montre alors :
The´ore`me 7.1.4. ([21]) On a un quasi-isomorphisme de complexes filtre´s
u : GC∗(X)⊗ GC∗(Y )→ GC∗(X × Y ) ; cX ⊗ cY 7→ cX × cY .
D’ou` la conse´quence dans H ◦ C pour tous les repre´sentants du complexe de poids :
Corollaire 7.1.5. Les complexes filtre´s WC∗(X) ⊗ WC∗(Y ) et WC∗(X × Y ) sont quasi-
isomorphes dans C, et le quasi-isomorphisme u induit un isomorphisme sur les homologies,
filtre´ par rapport aux filtrations par le poids :
WH∗(X)⊗WH∗(Y )→WH∗(X × Y ).
Afin de montrer ces re´sultats et de les interpre´ter au niveau des suites spectrales, on a
besoin de :
Proposition 7.1.6. Si (FK∗, ∂∗) et (JM∗, ∂′∗) sont deux complexes filtre´s de C (resp. C−), la
suite spectrale de leur produit ve´rifie, pour r ≥ 0,
Era,b(K∗ ⊗M∗) ∼=
⊕
p+s=a,q+t=b
Erp,q(K∗)⊗ Ers,t(M∗).
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Avant de donner la preuve de cette proposition, on rappelle le the´ore`me de l’isomorphisme
de Ku¨nneth que l’on utilisera :
The´ore`me 7.1.7. Soient K∗ et M∗ deux complexes de chaˆınes. Alors on a un isomorphisme
H∗(K∗)⊗H∗(M∗)→ H∗(K∗ ⊗M∗),
appele´ isomorphisme de Ku¨nneth, ou` (H∗(K∗)⊗H∗(M∗))n = ⊕i+j=nHi(K∗)⊕Hj(M∗).
De´monstration. Soient a, b ∈ Z, alors
E0a,b(K∗ ⊗M∗) =
(F ⊗ J)a(K ⊗M)a+b
(F ⊗ J)a−1(K ⊗M)a+b
=
⊕
i+j=a+b
∑
α+β=a FαKi ⊗ JβMj∑
α+β=a−1 FαKi ⊗ JβMj
=
⊕
i+j=a+b
⊕
α+β=a
FαKi
Fα−1Ki
⊗ JβMj
Jβ−1Mj
=
⊕
α+β=a
⊕
i+j=a+b
E0α,i−α(K∗)⊗ E0β,j−β(M∗)
=
⊕
p+s=a,q+t=b
E0p,q(K∗)⊗ E0s,t(M∗) (en posant p := α, s := β, q := i− α, t := j − β)
=
⊕
p+s=a
(
E0p,∗ ⊗ E0s,∗
)
b
.
Ainsi,
E1a,b(K∗ ⊗M∗) = Hb
(
E0a,∗(K∗ ⊗M∗)
)
=
⊕
p+s=a
Hb
((
E0p,∗(K∗)⊗ E0s,∗(M∗)
)
∗
)
=
⊕
p+s=a
⊕
q+t=b
Hq
(
E0p,∗(K∗)
)⊗Ht (E0s,∗(M∗)) (par l’isomorphisme de Ku¨nneth)
=
⊕
p+s=a,q+t=b
E1p,q(K∗)⊗ E1s,t(M∗),
et on a ensuite par re´currence, et en utilisant a` nouveau l’isomorphisme de Ku¨nneth,
Era,b(K∗ ⊗M∗) =
⊕
p+s=a,q+t=b
Erp,q(K∗)⊗ Ers,t(M∗).
Remarque 7.1.8. On a de plus⊕
u+v=n,u≤k
E∞u,v(K ⊗M) = (F ⊗ J)k(H∗(K)⊗H∗(M))n,
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car en effet, ⊕
u+v=n,u≤k
E∞u,v(K ⊗M) =
⊕
u+v=n,u≤k
⊕
p+s=u,q+t=v
E∞p,q(K∗)⊗ E∞s,t(M∗)
=
⊕
u≤k
⊕
p,q
E∞p,q(K∗)⊗ E∞u−p,n−u−q(M∗),
et
(F ⊗ J)k(H∗(K)⊗H∗(M))n =
⊕
u′+v′=n
∑
α+β=k
FαHu′(K)⊗ JβHv′(M)
=
⊕
u′+v′=n
∑
α+β=k
 ⊕
p+q=u′,p≤α
E∞p,q(K)
⊗
 ⊕
p′+q′=v′,p′≤β
E∞p′,q′(M)

=
⊕
u′+v′=n
∑
α+β=k
⊕
p+q=u′,p≤α
⊕
p′+q′=v′,p′≤β
E∞p,q(K)⊗ E∞p′,q′(M)
=
⊕
u′
∑
α
⊕
p≤α
⊕
p′≤k−α
E∞p,u′−p(K)⊗ E∞p′,n−u′−p′(M)
=
⊕
u′
⊕
p+p′≤k
E∞p,u′−p(K)⊗ E∞p′,n−u′−p′(M)
=
⊕
u≤k
⊕
p,q
E∞p,q(K∗)⊗ E∞u−p,n−u−q(M∗) (en posant q := u′ − p, u := p′ + p).
En combinant la proprie´te´ 7.1.6 avec le quasi-isomorphisme filtre´ 7.1.4, T. Limoges retrouve
en particulier la multiplicativite´ du polynoˆme de Poincare´ virtuel :
Corollaire 7.1.9. Pour tout n,
βn(X × Y ) =
∑
p+q=n
βp(X)βq(Y ).
T. Limoges obtient e´galement un quasi-isomorphisme filtre´ entre le produit des complexes
de poids cohomologiques et le complexe de poids cohomologique du produit. Donnons tout
d’abord un sens pre´cis au produit tensoriel de complexes de cochaˆınes filtre´s :
De´finition 7.1.10. Soient (FK∗, ∂∗) et (JM∗, ∂′∗) deux complexes filtre´s de C (resp. C+). On
de´finit le complexe de chaˆınes filtre´ ((F ⊗ J)(K∗ ⊗M∗), ∂ ⊗ ∂′) (ou (FK∗ ⊗ JM∗, ∂ ⊗ ∂′)) de
C (resp. C+) par
∀n, (K∗ ⊗M∗)n :=
⊕
i+j=n
Ki ⊗Z2 M j ,
la diffe´rentielle ∂⊗∂′ e´tant donne´e par (∂⊗∂′)n(∑i,j xi⊗yj) = ∑i,j(∂i(xi)⊗yj+xi⊗∂′j(yj)),
et
(F ⊗ J)p(K∗ ⊗M∗)n =
⊕
i+j=n
∑
a+b=p
F aKi ⊗Z2 JbM j .
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Il est a` noter que le quasi-isomorphisme filtre´ donne´ par T. Limoges dans la proprie´te´
suivante est obtenu, au niveau des cochaˆınes, a` partir de deux quasi-isomorphismes filtre´s
allant dans des directions oppose´es :
Proposition 7.1.11. Les complexes filtre´s GC∗(X) ⊗ GC∗(Y ) et GC∗(X × Y ) sont quasi-
isomorphes dans C.
Ainsi, les complexes filtre´s WC∗(X) ⊗ WC∗(Y ) et WC∗(X × Y ) sont isomorphes dans
H ◦ C, et l’isomorphisme de Ku¨nneth en cohomologie WH∗(X) ⊗WH∗(Y ) et WH∗(X × Y )
est filtre´ par rapport aux filtrations par le poids.
7.2 Produits avec action
En prenant appui sur les re´sultats de [21], on montre que si l’on se place dans un cadre avec
actions de groupes finis, les morphismes qui relient le produit des complexes de poids et le com-
plexe de poids du produit sont e´quivariants pour les actions induites, impliquant l’e´quivariance
des morphismes induits sur les filtrations par le poids et les suites spectrales de poids.
Soient donc G, G′ deux groupes finis.
On commence par rappeler que le produit tensoriel d’un Z[G]-module et d’un Z[G′]-module
est naturellement muni d’une action du groupe produit G×G′ :
De´finition 7.2.1. Soient E un Z[G]-module (resp. Z2[G]-module) et F un Z[G′]-module (resp.
Z2[G′]-module). Alors le produit tensoriel E ⊗Z F (resp. E ⊗Z2 F ) est muni d’une structure de
Z[G×G′]-module (resp. Z2[G×G′]-module) en posant :
(g, g′).(x⊗ y) := g.x⊗ g′.y.
Remarque 7.2.2. Si G′ = G, on peut e´galement munir le produit tensoriel E ⊗ F d’une action
de G en posant g.(x⊗ y) := g.x⊗ g.y.
Il en va de meˆme pour le produit d’un G-complexe filtre´ et d’un G′-complexe filtre´ :
Proposition 7.2.3. Soit (FK∗, ∂∗) un complexe filtre´ de CG et (JM∗, ∂′∗) un complexe filtre´
de CG′. On peut alors munir le produit tensoriel K∗⊗M∗ d’une action de G×G′ en conside´rant
l’action diagonale de G×G′. La diffe´rentielle ∂ ⊗ ∂′ et la filtration F∗ ⊗ J∗ sont e´quivariantes
par rapport a` cette action, et ((F ⊗ J)(K∗ ⊗M∗), ∂ ⊗ ∂′) devient ainsi un e´le´ment de CG×G′.
De´monstration. Soit n ∈ Z. Soit z = ∑i+j xi⊗ yj ∈ (K∗⊗M∗)n, et soit (g, g′) ∈ G×G′. Alors
(g, g′).z :=
∑
i,j
g.xi ⊗ g′.yj ,
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et on a
(∂ ⊗ ∂′)n((g, g′).z) = (∂ ⊗ ∂′)n
∑
i,j
g.xi ⊗ g′.yj

=
∑
i,j
(
∂i(g.xi)⊗ g′.yj + g.xi ⊗ ∂′j(g′.yj)
)
=
∑
i,j
(
g.∂i(xi)⊗ g′.yj + g.xi ⊗ g′.∂′j(yj)
)
=
∑
i,j
(
(g, g′).(∂i(xi)⊗ yj) + (g, g′).(xi ⊗ ∂′j(yj))
)
= (g, g′).(∂ ⊗ ∂′)n(z).
Remarque 7.2.4. SiG′ = G, on peut munir de la meˆme fac¸on le produit tensoriel ((F⊗ J)(K∗⊗M∗), ∂⊗ ∂′)
d’une action de G via l’action de G de´crite dans 7.2.2.
Soient maintenant X ∈ SchGc (R) et Y ∈ SchG
′
c (R). Alors le groupe produit G × G′ agit
naturellement sur la varie´te´ produit X × Y . On montre alors que le quasi-isomorphisme filtre´
7.1.4 est e´quivariant pour les actions induites sur les filtrations ge´ome´triques.
Proposition 7.2.5. Le quasi-isomorphisme filtre´
u : GC∗(X)⊗ GC∗(Y )→ GC∗(X × Y ) ; cX ⊗ cY 7→ cX × cY
est e´quivariant par rapport aux actions induites de G×G′.
De´monstration. Soient cX ⊗ cY =
∑
i+j ci ⊗ c′j ∈ (G ⊗ G)p(C∗(X)⊗C∗(Y ))n. Alors, pour tout
(g, g′) ∈ G×G′,
(g, g′).u(cX ⊗ cY ) = (g, g′).
∑
i+j
ci × c′j

=
∑
i+j
(g, g′).(ci × c′j)
=
∑
i+j
(g.ci × g′.c′j) (on a (g, g′).[A×B] = [g.A× g′.B] = [g.A]× [g′.B])
= u
∑
i+j
(g.ci ⊗ g′.c′j)

= u
(
(g, g′).(cX ⊗ cY )
)
.
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Corollaire 7.2.6. Les complexes filtre´s avec action GWC∗(X)⊗G′WC∗(Y ) et G×G′WC∗(X×Y )
sont quasi-isomorphes dans CG×G′, et le quasi-isomorphisme e´quivariant u induit un isomor-
phisme filtre´ e´quivariant
WH∗(X)⊗WH∗(Y )→WH∗(X × Y ).
En montrant que les morphismes reliant le produit des filtrations ge´ome´triques duales et
la filtration duale du produit sont e´quivariants, on montre qu’il en est de meˆme dans le cadre
cohomologique :
Proposition 7.2.7. Les complexes filtre´s avec action GGC∗(X)⊗G′GC∗(Y ) et G×G′GC∗(X×Y )
sont quasi-isomorphes dans CG×G′.
Ainsi, les complexes filtre´s GWC∗(X)⊗G′WC∗(Y ) et G×G′WC∗(X×Y ) sont quasi-isomorphes
dans CG×G′, et l’isomorphisme de Ku¨nneth en cohomologieWH∗(X)⊗WH∗(Y ) etWH∗(X× Y )
est filtre´ et e´quivariant.
De´monstration. On montre que les morphismes u∨ et w de [21] sont e´quivariants. Or, u e´tant
e´quivariant, son image par le foncteur ∨ est e´quivariante. De plus, si ϕ⊗ψ ∈ (C∗(X))∨⊗ (C∗(Y ))∨,
pour tout (g, g′) ∈ G×G′ et tout ∑i,j ci ⊗ c′j ∈ C∗(X)⊗ C∗(Y ), on a
(g, g′). (w(ϕ⊗ ψ))
∑
i,j
ci ⊗ c′j
 = w(ϕ⊗ ψ)
(g, g′).∑
i,j
ci ⊗ c′j

= w(ϕ⊗ ψ)
∑
i,j
g.ci ⊗ g′.c′j

=
∑
i,j
ϕ(g.ci) · ψ(g′.c′j)
=
∑
i,j
(g.ϕ) (ci) ·
(
g′.ψ
)
(c′j)
= w(g.ϕ⊗ g′.ψ)
∑
i,j
ci ⊗ c′j

= w
(
(g, g′).(ϕ⊗ ψ))
∑
i,j
ci ⊗ c′j
 .
7.3 Produits de filtrations par le poids e´quivariantes
Soient X une G-varie´te´ alge´brique re´elle de SchGc (R) et Y une G′-varie´te´ alge´brique re´elle
de SchG
′
c (R).
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On souhaite appliquer le foncteur L au quasi-isomorphisme filtre´ e´quivariant
GGC∗(X)⊗ G′GC∗(Y )→ G×G′GC∗(X × Y )
afin d’obtenir un quasi-isomorphisme de C−
ΛCG∗ (X)⊗ ΛCG
′
(Y )→ ΛCG×G′(X × Y ).
Pour cela, il nous faut tout d’abord montrer que les complexes LG
(
GGC∗(X)
)⊗LG′ (G′GC∗(Y ))
et LG×G′
(
GGC∗(X)⊗ G′GC∗(Y )
)
sont (au moins) quasi-isomorphes dans C−. En conside´rant
une re´solution projective particulie`re pour les groupes G et G′, on va en fait montrer que ces
deux complexes filtre´s sont isomorphes dans C−.
On va meˆme prouver quelque chose de plus ge´ne´ral, a` savoir que si K est un G-complexe
filtre´ et M un G′-complexe filtre´, alors les complexes filtre´s LG(K)⊗LG′(M) et LG×G′(K⊗M)
sont naturellement isomorphes ainsi que leurs filtrations, si l’on conside`re des re´solutions pro-
jectives particulie`res pour G et G′.
Le premier fait notable que nous utiliserons a` cette fin est que l’on peut construire une
re´solution projective pour G×G′ a` partir d’une re´solution projective pour G et une re´solution
projective pour G′ :
Proposition 7.3.1. ([6] Chapter V - 1) Si F et F ′ sont des re´solutions projectives de Z (resp.
Z2) sur Z[G] et Z[G′] respectivement (resp. Z2[G] et Z2[G′] respectivement), alors F ⊗ F ′ est
une re´solution projective de Z (resp. Z2) sur Z[G×G′] (resp. Z2[G×G′]).
Soient K un G-complexe et M un G′-complexe. En utilisant la proprie´te´ pre´ce´dente et
la suivante, il nous sera alors possible de relier (par un isomorphisme) LG(K) ⊗ LG′(M) et
LG×G′(K ⊗M), dans la mesure ou` l’on conside`re des re´solutions projectives “libres de type
fini” pour les groupes conside´re´s.
Proposition 7.3.2. ([30] Chapter VI - 8, (8.10) et Proposition 8.3) Soient B un Z[G]-module
(resp. Z2[G]-module) libre de type fini, B′ un Z[G′]-module (resp. Z2[G]-module) libre de type
fini, A un Z[G]-module (resp. Z2[G]-module) et A′ un Z[G′]-module (resp. Z2[G]-module).
Alors le morphisme canonique
ψ :
HomG(B,A)⊗HomG′(B′, A′) → HomG×G′(B ⊗B′, A⊗A′)
f ⊗ f ′ 7→ { b⊗ b′ 7→ f(b)⊗ f(b′) }
est un isomorphisme.
Afin d’obtenir l’isomorphisme LG(K) ⊗ LG′(M) et LG×G′(K ⊗M), il nous suffit donc de
trouver, pour la contruction des foncteurs L, des re´solutions dont les termes sont libres de type
fini. Les re´solutions bar que l’on de´finit ci-apre`s vont jouer ce roˆle. En effet, nos groupes e´tant
finis, les modules composant celles-ci vont eˆtre libres de type fini.
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De´finition et Proposition 7.3.3. ([7]) Soit G un groupe et soit k un anneau commutatif
unitaire. Pour n ≥ 0, on pose
Bn := k[G]⊗k · · · ⊗k k[G]
le produit tensoriel de n + 1 copies de k[G]. En faisant agir G sur le premier terme k[G] de
Bn, celui-ci devient un k[G]-module, libre, engendre´ par les e´le´ments 1⊗ g1 ⊗ g2 ⊗ · · · ⊗ gn.
En de´finissant
 : B0 = k[G]→ k ;
∑
g∈G
agg 7→
∑
ag,
et pour tout n ≥ 1,
∂n : Bn → Bn−1 ; g0⊗g1⊗· · ·⊗gn 7→
n−1∑
i=0
(−1)ig0⊗· · ·⊗gigi+1⊗· · ·⊗gn+(−1)ng0⊗· · ·⊗gn−1,
on obtient une re´solution de k par des k[G]-modules libres
· · · → B2 ∂2−→ B1 ∂1−→ B0 −→ k → 0,
appele´e re´solution bar de G sur k.
Remarque 7.3.4. Si le groupe G est fini, chaque Bn est un k[G]-module libre de type fini, de
base forme´e des e´le´ments 1⊗ g1 ⊗ g2 ⊗ · · · ⊗ gn.
Reprenons donc nos groupes finis G et G′. On note B∗ et B′∗ les re´solutions bar de G et G′
respectivement sur Z (ou Z2). En vertu de 7.3.1, B∗ ⊗B′∗ est une re´solution projective pour le
groupe produit G×G′. De plus, comme les modules composant les re´solutions bar sont libres
de type fini, on peut utiliser 7.3.2 pour montrer :
Proposition 7.3.5. Soient K∗ un G-complexe de DG et M∗ un G′-complexe de DG′. Alors
LGB(K∗)⊗ LG
′
B′(M∗) ∼= LG×G
′
B⊗B′(K∗ ⊗M∗),
en tant que complexes de D−.
De´monstration. Soit k ∈ Z. Alors(
LG∗ (K∗)⊗ LG
′
∗ (M∗)
)
k
=
⊕
i+j=k
LGi (K∗)⊗ LG
′
j (M∗)
=
⊕
i+j=k
(⊕p+q=iHomG(B−p,Kq))⊗
(⊕p′+q′=jHomG(B′−p′ ,Mq′))
=
⊕
i+j=k
 ⊕
p+q=i,p′+q′=j
HomG(B−p,Kq)⊗HomG(B′−p′ ,Mq′)

∼=
⊕
i+j=k
⊕
p+q=i,p′+q′=j
HomG×G′(B−p ⊗B′−p′ ,Kq ⊗Mq′)
=
⊕
i,p,q′
HomG×G′
(
B−p ⊗B′−(k−i−q′),Ki−p ⊗Mq′
)
132 CHAPITRE 7. PRODUITS DE FILTRATIONS PAR LE POIDS E´QUIVARIANTES
(tous les Bn et B
′
n′ sont libres de type fini).
D’un autre coˆte´, on a :
LG×G
′
k (K∗ ⊗M∗) =
⊕
r+s=k
HomG×G′
(
(B ⊗B′)−r, (K∗ ⊗M∗)s
)
=
⊕
r+s=k
HomG×G′
 ⊕
−p−p′=−r
(B−p ⊗B′−p′),
⊕
q+q′=s
(Kq ⊗Mq′)

=
⊕
r+s=k
⊕
−p−p′=−r
⊕
q+q′=s
HomG×G′
(
(B−p ⊗B′−p′), (Kq ⊗Mq′)
)
=
⊕
r,p,q′
HomG×G′
(
(B−p ⊗B′−(r−p)), (Kk−r−q′ ⊗Mq′)
)
=
⊕
i,p,q′
HomG×G′
(
(B−p ⊗B′−(k−i−q′)), (Ki−p ⊗Mq′)
)
(en posant i := k − r − q′ + p).
Ainsi, pour tout k, on a un isomorphisme (naturel)
(LG∗ (K∗)⊗ LG
′
∗ (M∗))k ∼= LG×G
′
k (K∗ ⊗M∗)
Comparons maintenant les diffe´rentielles de ces deux complexes. On note ∂∗ la diffe´rentielle
de K∗, ∂′∗ celle de M∗, ∆∗ celle de B∗, ∆′∗ celle de B′∗, δ∗ celle de LG∗ (K∗), δ′∗ celle de LG
′
∗ (M∗),
D∗ celle de LG∗ (K∗)⊗ LG
′
∗ (M∗) et d∗ celle de LG×G
′
∗ (K∗ ⊗M∗).
Soit u =
∑
ui ⊗ u′j ∈ (LG∗ (K∗)⊗ LG
′
∗ (M∗))k =
⊕
i+j=k L
G
i (K∗)⊗ LG
′
j (M∗), avec pour tous
i, j, ui =
∑
up,qi ∈ ⊕p+q=iHomG(B−p,Kq) et u′j =
∑
u′j
p′,q′ ∈ ⊕p′+q′=jHomG(B′−p′ ,Mq′) alors
Dk(u) =
∑
i,j
(
δi(ui)⊗ u′j + ui ⊗ δ′j(u′j)
)
=
∑
i,j
(∑
p,q
(up,qi ◦∆−p+1 + ∂q ◦ up,qi )
)
⊗
∑
p′,q′
u′j
p′,q′

+
(∑
p,q
up,qi
)
⊗
∑
p′,q′
(
u′j
p′,q′ ◦∆′−p′+1 + ∂q′ ◦ u′jp
′,q′
)
=
∑
i,j
 ∑
p,q,p′,q′
up,qi ◦∆−p+1 ⊗ u′jp
′,q′
+ ∂q ◦ up,qi ⊗ u′jp
′,q′

+
 ∑
p,q,p′,q′
up,qi ⊗ u′jp
′,q′ ◦∆′−p′+1 + up,qi ⊗ ∂′q′ ◦ u′jp
′,q′

=
∑
i,j,p,q,p′,q′
(
up,qi ◦∆−p+1 ⊗ u′jp
′,q′
+ ∂q ◦ up,qi ⊗ u′jp
′,q′
+ up,qi ⊗ u′jp
′,q′ ◦∆′−p′+1 + up,qi ⊗ ∂′q′ ◦ u′jp
′,q′
)
.
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Pour tout k, on note ψk l’isomorphisme (L
G∗ (K∗)⊗ LG
′
∗ (M∗))k → LG×G
′
k (K∗ ⊗M∗), induit
par les isomorphismes naturels
ψ : HomG(B−p,Kq)⊗HomG(B′−p′ ,Mq′)→ HomG×G′(B−p ⊗B′−p′ ,Kq ⊗Mq′).
Alors ψk−1(Dk(u)) =∑(
ψ
(
up,qi ◦∆−p+1 ⊗ u′jp
′,q′
)
+ ψ
(
∂q ◦ up,qi ⊗ u′jp
′,q′
)
+ ψ
(
up,qi ⊗ u′jp
′,q′ ◦∆′−p′+1
)
+ ψ
(
up,qi ⊗ ∂′q′ ◦ u′jp
′,q′
))
Calculons maintenant dk (ψk(u)).
On a u =
∑
i,j
(∑
p,q u
p,q
i
)
⊗
(∑
p′,q′ u
′
j
p′,q′
)
=
∑
i,j,p,q,p′,q′ u
p,q
i ⊗ u′jp
′,q′
=
∑
r+s=k,−p−p′=−r,q+q′=s
up,qk−r−q′−p ⊗ u′r+q′+pp
′,q′
donc ψk(u) =
∑
r,s,p,p′,q,q′ ψ
(
up,qk−r−q′−p ⊗ u′r+q′+pp
′,q′
)
=
∑
r+s=k
 ∑
−p−p′=−r,q+q′=s
ψ
(
up,qk−r−q′−p ⊗ u′r+q′+pp
′,q′
)
avec, pour tous r et s tels que r + s = k,
ψr,s :=
∑
−p−p′=−r, q+q′=s
ψ
(
up,qk−r−q′−p ⊗ u′r+q′+pp
′,q′
)
∈ HomG×G′
(
(B ⊗B′)−r, (K∗ ⊗M∗)s
)
.
Alors
dk (ψk(u)) =
∑
r+s=k
dk (ψr,s)
ou` si v ∈ HomG×G′ ((B ⊗B′)−r, (K∗ ⊗M∗)s),
dk(v) = v ◦ (∆⊗∆′)−r+1 + (∂ ⊗ ∂′)s ◦ v.
Or, pour tous r et s tels que r + s = k, on a
ψr,s◦(∆⊗∆′)−r+1 =
∑
p,p′,q,q′
(
ψ
(
up,qk−r−q′−p ◦∆−p+1 ⊗ u′r+q′+pp
′,q′
)
+ ψ
(
up,qk−r−q′−p ⊗ u′r+q′+pp
′,q′ ◦∆−p′+1
))
et
(∂⊗∂′)s◦ψr,s =
∑
p,p′,q,q′
(
ψ
(
∂q ◦ up,qk−r−q′−p ⊗ u′r+q′+pp
′,q′
)
+ ψ
(
up,qk−r−q′−p ⊗ ∂q′ ◦ u′r+q′+pp
′,q′
))
.
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La quantite´ dk (ψk(u)) est donc e´gale au morphisme∑
r,s,p,p′,q,q′
(
ψ
(
up,qk−r−q′−p ◦∆−p+1 ⊗ u′r+q′+pp
′,q′
)
+ ψ
(
up,qk−r−q′−p ⊗ u′r+q′+pp
′,q′ ◦∆−p′+1
)
+ψ
(
∂q ◦ up,qk−r−q′−p ⊗ u′r+q′+pp
′,q′
)
+ ψ
(
up,qk−r−q′−p ⊗ ∂q′ ◦ u′r+q′+pp
′,q′
))
qui, en posant i = k − r − q′ − p et j = r + q′ + p, est e´gal a` ψk−1(Dk(u)).
ψ∗ : (LG∗ (K∗)⊗ LG
′
∗ (M∗))∗ → LG×G
′
∗ (K∗ ⊗M∗) est donc un isomorphisme de complexes.
Si l’on conside`re a` pre´sent des complexes filtre´s, le morphisme ψ∗ devient un isomorphisme
de complexes filtre´s :
Proposition 7.3.6. Soient JK∗ ∈ CG et IM∗ ∈ CG′. Alors les filtrations des complexes filtre´s
LGB(JK∗)⊗ LG
′
B′(IM∗) et L
G×G′
B⊗B′(JK∗ ⊗ IM∗) sont naturellement isomorphes.
De´monstration. La filtration sur LGB(JK∗)⊗ LG
′
B′(IM∗) est donne´e par
(J ⊗ I)l(LG∗ (K∗)⊗ LG
′
∗ (M∗))k =
⊕
i+j=k
∑
a+b=l
JaLGi (K∗)⊗ IbLG
′
j (M∗)
=
∑
a+b=l
⊕
i+j=k
LGi (JaK∗)⊗ LG
′
j (IbM∗)
∼=
∑
a+b=l
LG×G
′
k (JaK∗ ⊗ IbM∗)
= LG×G
′
k
( ∑
a+b=l
JaK∗ ⊗ IbM∗
)
= LG×G
′
k ((J⊗I)l(K∗ ⊗ IM∗))
qui de´crit la filtration sur LG×G
′
B⊗B′(JK∗ ⊗ IM∗). L’avant-dernie`re e´galite´ est ve´rifie´e car les
modules Bl ⊗B′m sont libres de type fini sur Z2[G×G′].
En effet, si A est un R-module libre de type fini, et (Ai)∈I un ensemble fini de R-modules
libres, on a l’e´galite´ ∑
i∈I
HomR(A,Ai) = HomR
(
A,
∑
i∈I
Ai
)
.
Dans ces conditions, le morphisme ψ∗ : LGB(JK∗) ⊗ LG
′
B′(IM∗) → LG×G
′
B⊗B′(JK∗ ⊗ IM∗) est
donc un isomorphisme de C−.
Cette proprie´te´ nous indique qu’il nous suffit d’appliquer le foncteur LG×G
′
B⊗B′ au quasi-
isomorphisme 7.2.7 pour obtenir :
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The´ore`me 7.3.7. Soient X ∈ SchGc (R) et Y ∈ SchG
′
c . On a un quasi-isomorphisme de C− :
ΛCG∗ (X)⊗ ΛCG
′
(Y )→ ΛCG×G′(X × Y )
De´monstration. On conside`re le quasi-isomorphisme de CG×G′ :
u : GGC∗(X)⊗ G′GC∗(Y )→ G×G′GC∗(X × Y )
On lui applique alors le foncteur LG×G
′
B⊗B′ qui pre´serve les quasi-isomorphismes. On obtient ainsi
un quasi-isomorphisme de C−
LG×G
′
B⊗B′
(
GGC∗(X)⊗ G′GC∗(Y )
)
→ LG×G′B⊗B′
(
G×G′GC∗(X × Y )
)
que l’on compose ensuite avec l’isomorphisme naturel de C−
LGB
(
GGC∗(X)
)⊗ LG′B′ (G′GC∗(Y ))→ LG×G′B⊗B′ (GGC∗(X)⊗ G′GC∗(Y )) .
Remarque 7.3.8. Les complexes filtre´s LG
(
GGC∗(X)
)⊗LG′ (G′GC∗(Y )) et LG×G′ (G×G′GC∗(X × Y ))
sont quasi-isomorphes dans C− quelques soient les re´solutions projectives choisies pour G, G′,
G×G′.
En effet, tout d’abord, le foncteur LG×G′ : CG×G′ → H ◦C− est inde´pendant de la re´solution
projective choisie pour G×G′.
Ensuite, si F et F ′ sont des re´solutions projectives quelconques pour G et G′ respectivement,
et si K∗ est un G-complexe et M∗ un G′-complexe, les complexes filtre´s LGF (K∗)⊗ LG
′
F ′(M∗) et
LGB(K∗) ⊗ LG
′
B′(M∗) sont quasi-isomorphes dans C−. En effet, si l’on calcule la suite spectrale
induite par ces complexes filtre´s, on a, par 7.1.6,
Era,b
∼=
⊕
p+s=a,q+t=b
Erp,q(L
G
∗ (K∗))⊗ Ers,t(LG
′
(M∗))
or les suites spectrales E(LG∗ (K∗)) et E(LG
′
(M∗)) sont inde´pendantes des re´solutions projec-
tives respectives choisies a` partir de r ≥ 1.
Corollaire 7.3.9. Les complexes ΩCG∗ (X)⊗ΩCG
′
(Y ) et ΩCG×G′(X×Y ) sont quasi-isomorphes
dans C− et on a un isomorphisme filtre´
ΩH∗(X;G)⊗ ΩH∗(Y ;G′)→ ΩH∗(X × Y ;G×G′)
par rapport aux filtrations par le poids e´quivariantes.
Des calculs semblables dans le contexte cohomologique nous donne des re´sultats similaires
sur le produit de complexes de poids e´quivariants :
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Proposition 7.3.10. Soient X ∈ SchGc (R) et Y ∈ SchG
′
c . Les complexes filtre´s ΛC
∗
G(X)⊗ ΛC∗G′(Y )
et ΛC∗G×G′(X × Y ) sont quasi-isomorphes dans C+.
Ainsi, les complexes ΩC∗G(X)⊗ΩC∗G′(Y ) et ΩC∗G×G′(X×Y ) sont quasi-isomorphes dans C+
et on a un isomorphisme filtre´
ΩH∗(X;G)⊗ ΩH∗(Y ;G′)→ ΩH∗(X × Y ;G×G′)
par rapport aux filtrations par le poids cohomologiques e´quivariantes.
De´monstration. Les complexes GGC∗(X)⊗G′GC∗(Y ) et G×G′GC∗(X×Y ) sont quasi-isomorphes
dans CG. On applique alors le foncteur LG×G′ et on utilise le fait que si JK∗ ∈ CG et IM∗ ∈ CG′ ,
les complexes filtre´s LG(JK
∗)⊗LG′(IM∗) et LG×G′(JK∗⊗IM∗) sont naturellement isomorphes
dans C+ (on le montre en faisant des calculs identiques a` ceux du cadre homologique 7.3.5, 7.3.6)
pour obtenir un isomorphisme entre ΛC∗G(X)⊗ΛC∗G′(Y ) et ΛC∗G×G′(X × Y ) dans H ◦C+.
Remarque 7.3.11. Dans [21], apre`s avoir traite´ la question du produit des filtrations par le
poids re´elles, T. Limoges s’inte´resse a` leur compatibilite´ avec le produit cup et le produit cap.
Il montre ainsi que les produit cup et cap sont des applications filtre´es par rapport a` la filtration
par le poids.
Il serait inte´ressait de savoir, apre`s ce que nous venons de voir sur les produits de filtrations
par le poids re´elles e´quivariantes, si celles-ci sont e´galement compatibles avec un certain produit
cup et un certain produit cap sur les homologie et cohomologie e´quivariantes que nous avons
conside´re´es.
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