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Abstract: Large-N thermal QCD laboratories like strongly coupled QGP (sQGP)
require not only a large t’Hooft coupling but also a finite gauge coupling [1]. Unlike
almost all top-down holographic models in the literature, holographic large-N ther-
mal QCD models based on this assumption, therefore necessarily require addressing
this limit from M theory.
Using the UV-complete top-down type IIB holographic dual of large-N thermal
QCD as constructed in [2] involving a fluxed resolved warped deformed conifold,
its delocalized type IIA S(trominger)-Y(au)-Z(aslow) mirror as well as its M-theory
uplift constructed in [3], in [4], the type IIB background of [2] was shown to be
thermodynamically stable. We also showed that the temperature dependence of DC
electrical conductivity mimics a one-dimensional Luttinger liquid, and the require-
ment of the Einstein relation (ratio of electrical conductivity and charge suscepti-
bility equal to the diffusion constant) to be satisfied requires a specific dependence
of the Ouyang embedding parameter on the horizon radius. Any strongly coupled
medium behaves like a fluid with interesting transport properties. In [5], we ad-
dressed these properties by looking at the scalar, vector and tensor modes of metric
perturbations and solve Einstein’s equation involving appropriate gauge-invariant
combination of perturbations as constructed in [6]. Due to finite string coupling,
we obtained the speed of sound, the shear mode diffusion constant and the shear
viscosity η (and η
s
) upto (N)ext to (L)eading (O)rder in N . The NLO terms in each
of the coefficients serve as a the non-conformal corrections to the conformal results.
Another interesting result for the temperature dependence of the thermal (and elec-
1Based on author’s Ph.D. thesis defended on March 21, 2018
2e-mail: krusldph@iitr.ac.in
ii
trical) conductivity and the consequent deviation from the Wiedemann-Franz law,
upon comparison with [7], was obtained at leading order in N . The results for the
above qualitatively mimic a 1+1-dimensional Luttinger liquid with impurities. Also
we obtained the QCD deconfinement temperature compatible with lattice results (a
study that was in fact initiated in [4]).
On the holographic phenomenology side, in [8], we computed the masses of the
0++, 0−+, 0−−, 1++, 2++ ‘glueball’ states corresponding to fluctuations in the dilaton
or complexified two-forms or appropriate metric components in the same aforemen-
tioned backgrounds. All these calculations were done both for a thermal background
with an IR cut-off r0 and a black hole background with horizon radius rh. We used
WKB quantization conditions on one hand and imposed Neumann/Dirichlet bound-
ary conditions at r0/rh on the solutions to the equations of motion on the other. We
found that the former technique produces results closer to the lattice results [9], [10].
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CHAPTER 1
INTRODUCTION
1.1 Need for the gauge-gravity duality
The duality between string theory and gauge theory has turned out to be a very use-
ful approach in the study of strongly coupled quantum field theories. The AdS/CFT
correspondence [11] - see [12] for a summary of its applications - is the first explicit
example of such duality between a particular known string theory and a gauge the-
ory. The properties of these strongly coupled field theories at finite temperature, for
example, transport coefficients have been extensively studied in recent years using
this approach. Also the results of recent RHIC experiments motivate such theoreti-
cal studies in particular of the strongly coupled plasma phase of non-abelian gauge
theories. In RHIC experiment one collides two heavy nuclei such as Pb or Au. The
name ‘heavy ion’ is given due to the reason that before the collision these atoms are
ionized as they are electrically neutral. After the collision a plasma state is formed
at high temperature. Due to high temperature an expansion occurs in the plasma
which decreases its temperature. As the temperature falls below the transition tem-
perature Tc, the quarks get confined into hadrons. The temperature that is achieved
1
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so far in RHIC experiment is about T = 2Tc.
As per the standard model of particle physics fundamental constituents of matter
include quarks. Quarks come in six flavors and three colors. There exist strong
interaction between the quarks. Due to this strong force quarks usually form bound
state inside protons and neutrons. Quantum chromodynamics or QCD is the theory
which describes the physics of strong interactions. It is a gauge theory with SU(3)
gauge group. The particles which mediate the strong force between quarks are
the gluons. Unlike QED, where the force mediating particles, photons are charge
neutral, in QCD the gluons also carry color charge. Quarks transform under the
fundamental representation of SU(3) gauge group, while the gluons transform under
the adjoint of SU(3).
QCD has a very interesting phase structure. At low temperature and low baryon
chemical potential quarks are found to be in a confined state. In this phase QCD
behaves as a strongly coupled theory. However, as temperature increases, the in-
teractions between the quarks are weakened due to Debye screening. At sufficiently
high temperatures, quarks and gluons are completely deconfined. This phase of
QCD is known as the Quark Gluon Plasma phase or QGP. The transition from the
confining phase to the deconfined QGP phase is estimated to occur at temperature
Tc = 150 − 200 Mev. Although in plasma phase the interaction strength between
quarks and the gluons becomes weak at very high energy, it is quite strong at any
intermediate stage. Specifically, upto temperature T = 2Tc (as achieved by the
RHIC experiments) the interaction is so strong that one cannot apply perturbative
method. The lattice simulation suggest that ideal gas behavior of quarks and gluons
can be achieved at extremely high temperature T ∼ 1000Tc. The pressure of the
ideal gas of quarks and gluons as obtained in the lattice calculation is given as: [13]
PSB =
8π2
45
(
1 +
21
32
Nf
)
+O(m2qT 2), (1.1)
where ‘SB’ stands for Stefan-Boltzman, Nf is the number of flavor and mq is the
1.2. The AdS/CFT Correspondence 3
quark mass. However at RHIC temperature, the same pressure is obtained to be:
P
PSB
∣∣∣∣∣∣
T∼TRHIC
∼ (0.75) . (1.2)
Now, for the equilibrium properties of QCD such as thermodynamic properties,
the weak coupling approximation is not that bad. Hence one can extrapolate the
perturbative results for the intermediate coupling region. But the out-of-equilibrium
phenomenon, such as the transport coefficients, depend strongly on the coupling.
Hence for the out of equilibrium phenomenon, one can not trust the perturbative
results for the intermediate region. Also, the low energy physics of QCD such as
the computation of glueball spectrum is difficult using perturbative QCD technique.
Theses problems are resolved by the gauge/gravity duality. Moreover, if one can find
a weakly coupled gravity dual for the strongly coupled gauge theory then things can
be handled in a better and easier way.
1.2 The AdS/CFT Correspondence
1.2.1 History
In its original version in the sixties, string theory was formulated as a theory of
strong interaction. Soon after this in 1971 the asymptotic freedom was discovered
and based on enough experimental evidence it was concluded that the theory of
strongly interacting particles, quarks and gluons, are best described by QCD. So
string theory was abandoned as a theory of strong interaction. Then in 1974, t’Hooft
showed that a large-N expansion in gauge theory, where N represents the number
of colors, looks like a string theory. Also around the same time it was realized that
string theory also includes quantum gravity. Using lattice QCD it was observed
that quarks in QCD can be confined by strings. After that the holographic principle
was given by t’Hooft in 1993 followed by the discovery of D-branes by Polchinski
in 1995. Finally in 1997, Juan Maldacena gave the AdS/CFT correspondence and
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in 1998 Witten made the connection with holographic principle. In the following
subsections we will establish the AdS/CFT correspondence in steps and discuss only
those aspects which are directly relevant to this thesis. We have closely followed [14]
for this discussion.
1.2.2 Large N Gauge theory and String theory
In usual perturbative expansion method we start with the free Lagrangian and
expand around that free theory as a power series in a small parameter. In QCD
there are no such small parameters. However, in 1974 t’Hooft proposed the idea of
large N expansion, N being the number of colors of the gauge theory. The idea here
is to treat N as a parameter and then do a 1
N
-expansion in the limit N →∞. This
1
N
-expansion as we will show below is a string theory.
• Large N expansion in Gauge theory:
Let’s consider a large-N SU(N) gauge theory. Since each gluon field has one color
and one anti-color index, they will be represented as N ×N matrices. The large-N
limit is given as:
N →∞ such that λ = g2N is large but finite, (1.3)
where g is the gauge coupling and λ is the t’Hooft coupling. The vacuum energy
of the theory will be given by the sum of all diagram without any external legs.
To calculate the amplitude of any arbitrary vacuum diagram one has to sum over
all the color indices of the gluon fields. As each contraction gives a factor of N in
the amplitude and at the same time in terms of the double line notation each loop
corresponds to a single contraction, the N counting will be given by the number of
loops in the diagram. Now, as the gluon fields are represented as matrices and since
matrices do not commute, the N counting will depend on whether the contraction
of indices is between two neighboring fields or not. Hence there will be two types
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of diagrams. The diagrams that can be drawn on a plane without crossing any two
lines are called the planar diagrams. On the other hand the class of diagrams which
can not be drawn on a plane without crossing lines are the non-planar diagrams.
Also it can be shown that for the planar diagram the number of loops in the double
line notation are equal to the number of disconnected regions as created by the usual
Feynman diagrams on the plane. However, for the non-planar diagram we cannot
count such disconnected regions as they cannot be drawn on a plane. Interestingly,
it can be observed that these non-planar diagrams can be straightened out on non
trivial topological surfaces such as a tours. Hence, we conclude that just like the
planar diagram, the power of N for non-planar diagrams are given by the number
of faces in each diagrams after one straightened it out to a planar diagram. So each
Feynman diagram is nothing but a partition of the surface on which it is drawn into
polygons. The amplitude of any vacuum diagram with E number of propagator, V
number of vertices and F number of faces can be written as,
A ∼
(
g2
)E−V
NF
= (λ)L−1Nχ,
(1.4)
where L = E−V +1 is the no of loops in a diagram and χ = F +V −E is the Euler
characteristics. As any 2-dimensional surface is classified by the genus or handles
g that a surface has, two surfaces with the same number of g are topologically
equivalent. The Euler number χ is related to g as χ = 2− 2g. For example a genus
zero surface is a sphere and g = 1 is a torus. So for a genus-zero surface the vacuum
amplitude would be,
(
c0 + c1λ+ c2λ
2 + ....
)
N2 = f(λ)N2. (1.5)
Also g = 0 corresponds to the leading order result in N . Hence at leading order in N
only the planner diagram contribute to the vacuum energy. The partition function
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is given by the sum of all possible connected vacuum diagrams,
logZgauge =
∞∑
g=0
N2−2gfg(λ). (1.6)
• Implication of large-N expansion in String theory:
Before going into the details of what the large-N expansion in gauge theory implies,
let’s first talk a little about the idea of string theory. As we all know that QFT is a
theory of particle. In QFT we start with a Lagrangian and then quantize it to obtain
the spectrum of particles. This is called the second quantization approach. However,
in the first quantization instead of the Lagrangian one quantizes the motion of a
given particle in spacetime. Let’s consider the motion of a particle parameterized
by a single parameter τ . This motion can be mapped in the spacetime by it’s
coordinate as a function of the parameter as xµ(τ). Now, to quantize the particle
we need to integrate over all possible paths of that particle or in other words we
need to evaluate the following path integral:
∫
Dxµ(τ)eiSparticle, (1.7)
where Sparticle is the length of a given path. String theory is formulated based on the
first quantization approach. Here instead of a particle one quantizes the motion of a
one dimensional string in spacetime. For the time being, let’s consider the motion of
a closed string only. This particular consideration is required for the diagrammatic
analysis as discussed in the later part of this section. The motion of a string in
spacetime will generate a two-dimensional surface, the worldsheet. A worldsheet is
parameterized by two parameter: σ and τ and the embedding of this two-dimensional
surface in spacetime can be written in terms of the spacetime coordinate xµ(σ, τ).
So to quantize a string, one needs to consider all possible embeddings of such two
dimensional surfaces in spacetime that gives all kinds of string motion. The path
1.2. The AdS/CFT Correspondence 7
+ + + ……. 
TYPE OF  
SURFACE 
 WEIGHT 
 FACTOR 
2
sg
- 0
sg
2
sg
Sphere (h=0)         Torus (h=1)         Genus-2 surface (h=2) 
Figure 1.1: Different genus Surfaces
integral for the string motion is given as:
∫
Dxµ(τ, σ)eiSstring , (1.8)
where Sstring is related to the area of the worldsheet and is given as: Sstring = T
∫
dA,
with T = 1
2πα′ is the string tension. Analogous to QFT, the sum of all the vacuum
amplitudes is given as,
A = ∑
all closed
2d surfaces
eSstring
=
∞∑
g=0
∑
all closed
2d surfaces
of given g
e−Sstring
(1.9)
In the next step one add a weight factor e−Λχ by hand in the right hand side of
the above equation. The implication of this weight will be clear soon. The vacuum
energy now becomes:
A =
∞∑
g=0
e−Λχ
∑
all closed
2d surfaces
of given g
e−Sstring
(1.10)
Defining eΛχ = gs, the above expression can be defined diagrammatically as given
in Fig-1.1. Let’s discuss more about each of the three diagrams of different g in
Fig-1.2.
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String disappeared  
In vacuum  
Creation of string  
from vacuum  
Joining 
Splitting 
Joining  
Splitting 
(a)  (b) (c) 
Splitting of 
strings 
Joining of 
strings 
Figure 1.2: Virtual propagation of closed string through different genus Surfaces
First consider the sphere (g = 0). This can be generated by the virtual motion
of a closed string with varying radius. Similarly, the torus diagram can be explained
by the same virtual motion of a closed string but this time one can imagine a single
splitting followed by a single joining of the closed string as shown in Fig-1.2(b).
Also for the genus-2 surface there will be a total number of four alternative splitting
and joining processes as depicted in fig-1.2(c). An important point to notice that
in Fig-1.2, any two conjugative diagrams differs from each other by two powers of
gs. Interestingly the total number of joining and splitting in a particular diagram
also differs by two in between successive diagrams. Hence one concludes that each
of the joining and splitting of closed string is equivalent to a multiplication by one
gs in the vacuum amplitude. So the reason behind the inclusion of the factor e
−Λχ in
the sum is to assign a weight to each joining and splitting process. In other words,
gs measure the strength of the string interaction. It is called the string coupling.
Equation (1.10) can be rewritten as:
A =
∞∑
g=0
g2g−2s Fg(α
′), (1.11)
where in the continuous limit Fg(α
′) can be written as,
Fg(α
′) =
∫
genus g
surfaces
Dx(σ, τ)e−Sstring . (1.12)
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Interestingly the expression for the vacuum energy as given by equation (1.6) for
the gauge theory and by (1.11) for the string theory has the same mathematical
structure. Comparing these two equations the following two conclusions can be
made:
(i) 1
N
expansion in the gauge theory corresponds to the expansion in terms of gs
in string theory side.
(ii) The sum over all Feynman diagram of genus g in the gauge theory is equiv-
alent to the sum over all possible string worldsheet of genus g.
Also note that the above equivalence is more prominent in the large λ limit.
This is because of the following reason: First of all equation (1.12) implies that in
string theory a two dimensional surface of a given topology can be embedded in
spacetime in infinitely many different ways and it’s a continuous process. Where,
in the gauge theory side a Feynman diagram actually discretizes the surface of a
given genus on which it is drawn. Hence for simple Feynman diagrams the proper
geometric structure of the surface would not be clear. But for complicated diagrams
where the number of propagators and the number of vertices are infinitely large, the
proper geometric picture will emerge. So in order to have a continuum limit just as
the string theory side one has to consider complicated Feymman diagrams also along
with the simpler one. Now, equation (1.4) suggest that to include diagrams with
large number of propagators one has to consider terms with large power of λ and
hence the ’t Hooft coupling λ has to be large in order to have a proper equivalence
with string theory.
Hence it is clear that the large N expansion is actually a string theory. Although
this does not tell anything about the kind of string theory. Since the spacetime can
be arbitrary, for different spacetimes one gets different action. So given a quantum
field theory or a set of Feynman diagrams one has to look for some equivalent action
which describes the motion of some surface in spacetime. This choice is in some
sense is infinite and hence despite the above mathematical equivalence, giving an
explicit example of this is not an easy task.
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• Hint from the Holographic Principle:
Let’s consider a gauge theory in 3 + 1 dimensional minkowski spacetime M3+1. A
natural guess for the string theory would be the one in 3+1 dimensional minkowski
space. But string theory is consistent quantum mechanically in ten dimension. Since
the equivalent string theory has to have the same amount of symmetry as the the
gauge theory, the spacetime for the string theory has to have the form M3+1 ×N ,
where N is some compact manifold. Now, as N is a compact manifold, the above
spacetime will only have 3 + 1 dimensional Poincare symmetry just like the gauge
theory. However there is still another problem. Gravity appeared naturally in string
theory. Quantization of string theory gives massless spin two particle, graviton in
it’s spectrum. But from Weinberg Witten theorem [15] it is known that any 3 + 1
dimensional relativistic QFT cannot have a spin two massless particle. This problem
is resolved by the holographic principle. According to holographic principle, the
degrees of freedom of any quantum gravity system is bounded by it’s area. In other
words, a quantum gravity system can be described by the degrees of freedom living
on it’s boundary. Hence one considers the non-compact part of the spacetime for
string theory to be five dimensional and put the gauge theory on it’s four dimensional
boundary. This way a theory with gravity defined in the bulk can be described by
a theory without gravity on it’s boundary.
• Anti de Sitter space and Conformal field theory:
The most general 4+1 dimensional spacetime for the string theory with translation
and lorentz symmetry is given as,
ds2 = f 2(z)
(
dz2 + ηµνdx
µdxν
)
, (1.13)
where z represents the fifth dimension. To get the exact form of f(z), one has to
consider some extra symmetry in the gauge theory side. For example one may take
the field theory to be scale invariant. So the field theory must be invariant under
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the scaling of it’s spacetime coordinate given by:
xµ → αxµ, (1.14)
for some constant α. Now the metric (1.13) must respect such scaling symmetry.
This can be achieved if under the above transformation z and f(z) also transform
as,
z → αz
f(z)→ f(z)α.
(1.15)
The above can be satisfied only if f(z) = L
z
with L as a constant. So equation (1.13)
takes the form,
ds2 =
L2
z2
(
dz2 + ηµνdx
µdxν
)
. (1.16)
This is precisely the AdS metric. So one concludes in general that a large N con-
formal field theory in d-dimensional minkowski spacetime is equivalent to a string
theory in d+ 1-dimensional AdS spacetime.
1.2.3 Overview of String theory and D branes
There are two types of strings in string theory, open strings and closed strings. A
string has a tension T with the dimension of [Length]−2. String tension is related to
the string length ls as: T =
1
2πl2s
. The fundamental string can oscillate in different
modes and each oscillation mode corresponds to a spacetime particle. Consider the
motion of a string in d dimensional Minkowski spacetime. Quantum mechanically
consistent quantization of open and closed Bosonic string requires the dimension
of the Minkowski space to be d = 26. The massless excitation of open and closed
sector of the Bosonic string are:
• Open string: Photon (Aµ)
• Closed string: Graviton (hµν), Antisymmetric tensor (Bµν), Dilaton (φ).
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Requiring the theory to be supersymmetric, the dimension of the target spacetime
reduces to 10. In 10 dimensional superstring theory, depending on the periodic or
antiperiodic boundary conditions on fermions one gets two types of string theories:
type IIB and type IIA. The massless field content of 10 dimensional type IIB and
type IIA superstring theory at low energies are,
• Type IIA: gµν , Bµν , φ︸ ︷︷ ︸
NS Sector
Aµ, C
(3)
µνλ︸ ︷︷ ︸
RR Sector
• Type IIB: gµν , Bµν , φ︸ ︷︷ ︸
NS Sector
χ,C(2)µν , C
(4)
µνλρ︸ ︷︷ ︸
RR Sector
.
In the quantization process of open string one considers the Neumann boundary
condition at both ends of the string for each direction of the spacetime. On the other
hand imposing Dirichlet boundary condition constrains the motion of the end points
to lie on some hypersurface within the spacetime. These hypersurfaces are called the
D branes. For example, a Dp-brane is a p dimensional hypersurface. Let’s consider
a Dp-brane in d-dimensional Minkowski spacetime. This breaks the Lorentz and
Poincare symmetry of the Minkowski space to a subgroup where along the world-
volume of the brane the Poincare symmetry is still preserved. Also in the transverse
directions there is a SO(d − p − 1) rotational symmetry. Now, quantization of an
open string in Minkowski space using Neumann boundary condition and stack of
coincident D-branes gives d-dimensional gauge fields Aµ as a massless excitations.
With the introduction of D-branes, some of the gauge components now oscillate in
the transverse direction to the brane world volume and hence effectively become
scalar fields. Therefore the number of massless scalar fields are equal to the number
of transverse directions to the D-brane. The Dirac-Born-Infeld action of a Dp-brane
is given as,
SDBI = −TDp
∫
dp+1x
√
−det (gαβ + 2πα′Fαβ), (1.17)
where gαβ is the induced metric on the D-brane in the full Minkowski space, Fαβ is
the field strength for the gauge field, φ is the scalar field and Tp is the brane tension.
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In the low energy limit one can expand the above action as,
SDBI = −TDp
∫
dp+1x
√
−detgαβ
(
1 +
1
4
FαβF
αβ +
1
2
∂αφ
a∂αφa + ....
)
. (1.18)
Here α and a denotes the directions along the brane and transverse to the brane
respectively. The tension of the TDp of the D brane is related to the mass MDp and
volume VDp of the D brane as MDp = TDpVDp. Now for the time being lets put the
gauge field to zero. Then from (1.18), one gets,
SDBI =
∫
dt
(
−MDp − 1
2
MDp
(
φ˙a
)2
+ ....
)
. (1.19)
Equation (1.19) describe the motion of a massive object which can move in the
spacetime with the field φ as the degrees of freedom describing it’s motion. Let us
discuss the importance of the above result. D branes are introduced at the beginning
by some rigid boundary condition and hence they look like some non-dynamical
object. But when the open string on the D branes are quantized, one realizes that
the degrees of freedom on the D-branes correspond to their fluctuations. As these
excitations on these D-branes vary coherently, they become a fully dynamical object.
Now, it can be shown that for a particular case of N coincident D3-branes in
flat Minkowski space one getss a four dimensional SU(N) gauge theory where the
open string excitations: a gauge field Aα and the scalar field φ
a transforms as the
adjoint representation of the SU(N) gauge group. Hence at low energies the gauge
theory is a Yang-Mills theory with maximum supersymmetry and is scale invariant.
The low energy effective action is given as,
Seff = − 1
g2YM
∫
d4xTr
(
−1
4
FαβF
αβ − 1
2
(Dαφ
a) (Dαφ
a) + [φa, φb]2 + ...
)
, (1.20)
where gYM is the Yang-Mills gauge coupling and it is related to the string coupling
gs as g
2
YM ∼ gs. Dα is the covariant derivatives defined as Dαφa = ∂αφa − i[Aα, φa].
Let’s stop here for a moment and talk about another interpretation of D branes:
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Figure 1.3: Different two dimensional Surfaces
they are non-perturbative charged objects. To see the non perturbative nature of a
D-brane, one needs to calculate the tension of a D-brane. As discussed before, the
mass of a p-dimensional D-brane is related to it’s tension by the relation MDp =
TDpVDp. Now, the mass of a D-brane is equal to it’s energy when it is at ground
state, i.e. when none of the open strings on it are excited. In other words, the mass
MDp is equal to the vacuum energy Evac open strings living on it,
MDp = Evac = sum over all vacuum diagrams of open string
= sum over all 2 dimensional surfaces with at least one boundary
(1.21)
The first few diagrams can be diagrammatically presented as given in Fig-1.3. Here
each of the diagrams are weighted by the factor g2g+b−2s , with g and b defined as
the number of genus and the number of boundary respectively. So, for example the
weight factor for the disk with only one boundary is g−1s and that for the annulus
with two boundary is g0s . In weak coupling limit, gs ≪ 1 and hence the tension
can ne approximated as TDp ∼ 1gs . Thus in the weak coupling region the tension
of a D-brane is very large, which makes the D-brane a non-perturbative object.
Also, as discussed before, the RR sector of the spectrum of Type IIA and IIB
superstring theory contains different antisymmetric gauge fields. D branes are the
objects which couples to these antisymmetric fields and are charged either electrically
or magnetically or both under these fields. This is basically the generalization
of what we had in usual electromagnetic theory: the one form vector potential
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Aµ couples to the electron which has an electric charge. In Type IIB superstring
theory the four form field C(4) couple to D3 branes. Since the field strength F5
corresponding to this four form is self dual, the D3 brane has both electric and
magnetic charge. These dual behaviour of D-branes: (i)a defect in spacetime where
open string can end and (ii)a non-perturbative charged object under generalized
gauge fields, is at the core of the establishment of AdS/CFT correspondence.
1.2.4 Geometry of D3-branes in Minkowski space
A stack of N D3-branes extended along the coordinates t, x1, x2, x3 within ten di-
mensional flat Minkowski space can be viewed as a point in it’s transverse space R6.
Hence the space surrounding the D3 brane is S5 in R6. Based on this symmetry one
writes down the metric as the following ansatz,
ds2 = f1(r)
(
−dt2 +
3∑
i=1
dx2i
)
+ f2(r)
(
dr2 + r2dΩ25
)
. (1.22)
Since the D3 branes are charged under C4 potential (with five form field strength
F5) one can write:
q =
∫
S5
∗F5 g =
∫
S5
F5, (1.23)
where q and g are the electric and the magnetic charge respectively. As F5 is self
dual equation (1.23) gives q = g. Using Dirac quantization rule for N D3 brane one
getss q = g =
√
2πN . Now considering type IIB supergravity action with only F5
flux and solving Einstein’s equation with the above ansatz one getss the following
solution:
f1(r) = H
−1/2(r), f2(r) = H1/2(r),
with H(r) =
(
1 +
L4
r4
)
, L4 = 4πgsN(α
′)2.
(1.24)
The above solution has the following properties.
• In the limit r → 0, H(r) = 1 and one recovers the ten dimensional minkowski
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metric.
• For r ≫ L, H(r) = 1 + O(L4
r4
) and there is a long range Coulomb potential
that varies as 1
r4
in R6.
• Near r ∼ L, the spacetime deforms from flat minkowski metric due to gravi-
tational effects of the D branes and the curvature becomes L−2
Now, in the classical gravity limit, one must have very small curvature of spacetime
compared to 1
α′ . Also in the classical limit the quantum loop corrections can be
ignored and hence the string coupling gs must be very small. So in the supergravity
approximation the region of validity of the solution is given by the following limit:
gs ≪ 1 and α′L−2 ≪ 1. (1.25)
In the near horizon limit (r → 0), the metric has the form:
ds2 =
r2
L2
(
−dt2 +
3∑
i=1
)
+
L2
r2
dr2 + L2dΩ25. (1.26)
From the above metric one realize that the proper distance l of theD3 brane location
in R6 can be calculated as:
∫ dr2
r2
= l ⇒ l = log r + constant. (1.27)
So as r → 0, the proper distance l goes to negative infinity. Therefore it is not
possible to reach the location of D3 branes as it is infinite proper distance away. In
other words, at r = 0 the D3 branes disappear and the only thing left is the flux
of F5 through S
5. In trying to reach the point r = 0, one finds an infinite ‘throat’
and not the point itself. The cross section of the throat is S5 with radius L. The
metric of the throat region is that of AdS5 × S5. Of course at r → ∞ it is still a
flat Minkowski space.
• Dual description of D3 branes
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The dual description of D branes has already been discussed in the previous sub-
section. Here we will discuss the case of a stack of D3-branes in details.
(i) Description A: In this case a D3-brane is an object in ten dimensional space
extended along R1,3 where open strings can end. There are also closed strings in
the same spacetime but outside the brane world volume which can interact with the
open strings on the branes as well as with the other closed strings in the space.
(ii) Description B: In this case the D3 branes are considered as massive charged
objects that curve the spacetime. So here, as we just discussed, there are no D3
branes at all but a AdS metric and F5 flux through S
5. This means there are only
closed strings in curved spacetime and no open strings.
These two descriptions must be equivalent as both of them describes the same
configuration. An important point at this time is that, although the supergrav-
ity approximation was considered at the beginning to get the solution, the above
equivalence in general can be extended for any α′ and gs. In short the equivalence
between description A and B is valid for all α′ and gs. Now considering the low
energy limit of each description has interesting consequences. The low energy limit
corresponds to sending α′E2 to zero, with E defined as the energy. Let us discuss
the low energy limit of the two descriptions below.
Low energy description ofA: one getss (i) N = 4 SYM theory in four dimensions
with gauge group U(N) from the open string sector. The gauge coupling gYM is
related to string coupling gs as g
2
YM = 4πgs and (ii) graviton, dilaton and other
massless modes are part of the closed string sector. The interaction between the
closed and open strings or between two closed strings is governed by the gravitational
constant GN given by:
GN ∼ g2s(α′)4. (1.28)
Hence in the low energy limit the dimensionless quantity GNE
8 goes to zero and
the close/open string or two different close string do not interact in the low energy
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limit. So from picture A one gets,
N = 4 SYM theory︸ ︷︷ ︸
Open string sector
+ Free graviton︸ ︷︷ ︸
Close string sector
. (1.29)
Low energy limit of B: Since the spacetime is curved, time is no more absolute
and hence one has to consider energy at local proper time τ , defined as Eτ . The
energy E in description A is at time ‘t‘ which is the time at r → ∞. The relation
between Eτ and E can be obtained from the metric (1.22) as Eτ = H
1/4E.
In the region r ≫ L, H ≈ 1 and hence taking the low energy limit, all the
massive modes are suppressed and one is left with the massless gravitons. On the
other hand the region r ≪ L, H ≈ L4
r4
and E2α′ → 0 gives Eτ r2√4πgsN → 0. So in this
case the low energy limit can be satisfied by sending r to zero for any value of Eτ .
In other words, if one go deep enough inside the "throat" region, no matter what
the proper energy is, it will always appear energetically low from the region r ≪ L.
Therefore in the low energy limit, the excitations of region r ≫ L decouples from
that of r ≪ L. Also as Eτ can be arbitrarily large, the excitations in r ≪ L region
can also include massive modes. Hence from the low energy limit of description B
one gets:
Full string theory in AdS5 × S5 with fluxes + Free graviton at r →∞ (1.30)
Finally from the equivalence of the two descriptions one conclude that:
• N = 4 SYM theory with SU(N) gauge group on R1,3 is equivalent to type IIB
string theory in AdS5 × S5.
This is the strongest form of the AdS/CFT correspondence. We will not discuss this
any further here. For detailed discission on gauge/gravity duality see [16] [17].
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1.3 Generalization of AdS/CFT correspondence
The AdS/CFT correspondence we just discussed describes a gauge theory which
is maximally supersymmetric with 16 supercharges and also conformal. This is
very far from a realistic theory which is less supersymmetric and non-conformal.
So a very natural and obvious question is whether the approach that one uses to
establish the AdS/CFT correspondence, can be used to understand the Physics
of non-conformal gauge theories. To be more specific, one has to generalize the
AdS/CFT correspondence to find a supergravity description which is dual to QCD
like theories. For this one has to try to
• reduce and in fact break the supersymmetry
• break the conformal invariance
of the dual gauge theory.
Now the discussion of the previous section suggest that the gravity dual of non-
conformal gauge theories should include non-AdS like geometry. So the recipe that
works well for the AdS/CFT might not be useful at all for the present case. Another
problem in establishing the non-AdS/non-CFT correspondence is the issue of decou-
pling. In AdS/CFT, there is a decoupling between the degrees of freedom of the
open and closed sector in the low energy limit. This decoupling leads to the equiv-
alence between the maximally supersymmetric gauge theory and closed superstring
theory on anti-de Sitter space. However, in a particular limit of the dimensionless
parameters of the two theories, the above correspondence can also be achieved in
the supergravity approximation of the superstring theory without any stringy cor-
rection. For the non-conformal case, the complete decoupling of the gauge degrees of
freedom from that of the closed string sector is not possible within the supergravity
regime. In this case one must include the string states and hence has to go beyond
the supergravity limit. It is not an easy task to check the duality beyond the su-
pergravity limit. Although, one can still consider only the supergravity modes and
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try to study non-conformal field theories for some interesting properties as much as
possible using the open/close strong duality. Hence, stepwise one requires to (i) con-
sider D branes in particular geometry which is not maximally supersymmetric (ii)
write down the DBI action for those D-branes and study their dynamics (iii) find a
way to break conformal invariance and finally (iv) use the open/closed string duality.
See [18], [19], [20], [21], [22], [23], [24] for more recent works on the aforementioned
decoupling and extension of the AdS/CFT to non-supersymmetric cases.
There are different ways to achieve the above. But the one that would be rele-
vant here is to choose a specific target spacetime along with a particular D brane
configuration such that the conformal invariance and the supersymmetry are both
broken from the very beginning. Some examples of such configurations are: Regular
D branes on orbifold and conifild geometries, Fractional D branes at orbifold or
conifold fixed points, D branes wraping non trivial cycles of the Calabi Yau spaces,
branes suspended between other branes etc. Here we will discuss the D brane con-
figurations in Calabi Yau spaces with conical singularities. Now, D-branes placed at
any smooth point inside a CY manifold the same maximally supersymmetric N = 4
SYM theory as AdS/CFT. Instead if they are placed at the conical singularity, then
the amount of supersymmetry can be broken. So let’s discuss a specific configuration
of regular D3 branes at the singular point of a conifold below.
1.3.1 Regular D3 branes at conifold singularity
A conifold is a Calabi Yau three fold and can be described as a cone over a five
dimensional base. The metric of a conifold is given as [25] [26]:
ds26 = dr
2 + r2ds2T 1,1 , (1.31)
where the base T 1,1 is a Sasaki-Einstein manifold and is given as,
ds2T 1,1 =
1
9
[
dψ +
2∑
i=1
cos θidφi
]2
+
1
6
2∑
i=1
[
dθ2i + sin
2 θidφ
2
i
]
. (1.32)
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where θi ∈ [0, π], φi ∈ [0, 2π] and ψ ∈ [0, 4π]; see [27] for more recent applications
of Sasaki-Einstein manifolds to type IIB string theory (trucation). The topology of
T 1,1 is that of S2 × S3. At the tip of the conifold (r = 0), both the spheres shrinks
to point and hence there is a singularity. Also T 1,1 has SU(2) × SU(2) × U(1)
symmetry. With this one embeds N D3-branes in 10-dimensional spacetime with
the metric
ds210 = −dt2 +
3∑
i=1
dx2i + ds
2
6, (1.33)
where dS26 is given in (1.31). Here the D3-branes live along the four dimensional flat
Minkowski spacetime and are fixed at the tip of the conifold. The resulting gauge
theory on such D3-branes is a N = 1 supersymmetric theory with gauge group
SU(N) × SU(N) coupled to complex matter fields Ai, Bi, i = 1, 2 transforming in
the bi-fundamental representation. Since the dilation and the NS-NS B2 are both
constant, the gauge couplings of the two gauge groups do not run and the theory is
conformal. Let’s now analyze the string theory solution of the same configuration
in the supergravity action with only self dual five from flux F5, the metric is found
to be
ds2 = h−1/2
(
−dt2 +
3∑
i=1
dx2i
)
+ h1/2dr2 + r2 + r2h1/2ds2T 1,1
F5 =
1
g
[
d4x ∧ dh−1 + ∗
(
d4x ∧ dh−1
)]
with h = 1 +
L4
r4
, L4 = 4πgsNα
′2
(1.34)
From (1.34) one see that the near-horizon geometry is that of AdS5 × T 1,1. This is
the Klebanov-Witten (KW) [28] model.
1.3.2 Fractional D3 branes at conifold singularity
To break the conformal invariance of the KW model, a stack of M D5 branes was
introduced wrapping vanishing two-cycle of the conifold base and can be interpreted
as fractional D3 branes at the tip of the conifold. These fractional branes changes
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the gauge group to SU (M +N)× SU (N). Addition of fractional branes preserves
N = 1 supersymmetry with the matter fields Ai/Bi transforming as under the
(M +N,N) representation of the gauge group. The supergravity solution of this
brane setup was obtained exactly by Klebanov and Tseytlin [29]. The warp factor
h(r) in (1.34) is now given as:
h (r) =
L4
rr
(
1 +
3gsM
2
2πN
log r
)
. (1.35)
Unlike KW solution, in this case one has finite three forms flux sourced by the D5
branes along with the F5 flux. Also the NS-NS B field is not constant anymore and
depends logarithmically on r. This non trivial B2 field is responsible for the running
of the gauge coupling and hence breaking the conformality.
The solution for the fluxes and the B2 field is given as
F3 =Mw3, B2 = 3gsMw2 log
r
r0
. (1.36)
where w3 ∧ w2 gives the volume of T 1,1. The self dual five form flux including the
back reaction from F3 is given as
F˜5 = F5 + ∗10F5, with F5 =
(
M +
3
2π
gsM
2 log
r
r0
)
vol(T 1,1). (1.37)
Where if one define the effective number of D3 branes as,
Neff (r) = N +
3
2π
gsM
2 log
r
r0
. (1.38)
then Neff (r) deceases as r → 0, While the number of fractional D3 branes remains
constant. Also notice from equation (1.35) that the warp factor h (r) also vanishes
at some r in the IR region. This makes the KT solution singular in the IR.
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1.3.3 Seiberg duality cascade
From the expression of Neff as given in (1.38), one can see that the decease of
the number of D3 branes with r is in units of M . This changes the group from
SU (N +M) × SU (N) to SU (N) × SU (N −M). This is known as the Seiberg
duality. It was realized by Klebanov and Strasslar [30] that as one moves from UV
into the deep IR region, the theory goes through a series of Seiberg dualities called
the Seiberg duality cascade. If N is an integer multiple of M then in the far IR,
after the duality cascade all of the N D3 branes cascade away leaving behind only
M fractional D3 branes with gauge group SU (M). Now the issue of singularity
of the KT solution in the IR regime can be fixed via strong IR dynamics. More
precisely in the KS solution the U (1)R symmetry of the chiral field is broken at the
quantum level to Z2M in the presence of M fractional branes. This Z2M symmetry
is then spontaneously broken to Z2 in the IR due to gaugino condensation resulting
in desingularizing the singular conifold into a deformed conifold.
So in the IR regime the KS solution realizes a deformed conifold metric. Also due
to duality cascade the gauge theory in the IR is pure SU(M) SYM theory. However
in the UV the supergravity solution is still singular as the metric in the UV is that
of a singular conifold. In that sense the KS model shows a geometric transition from
UV to IR. The gauge theory in UV has an infinite number of massive states. The
logarithmic gauge coupling of the KS model diverges in the UV. This necessitates
modification of the UV sector of KS.
1.3.4 Resolved conifold and D7 brane embedding
The singularity of the KT solution in the deep IR region can also be removed by
an S2 blow-up at the tip of the conifold. This is precisely the resolved conifold
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geometry. The six dimensional metric of the resolved conifold is given as,
ds2res = κ(ρ)
−1dρ2 +
κ(ρ)
9
ρ2 (dψ + cos θ1dφ1 + cos θ2dφ2)
2
+
ρ2
6
(
dθ21 + sin
2 θ1dφ
2
1
)
+
ρ2 + 6a2
6
(
dθ22 + sin
2 θ2dφ
2
2
)
,
(1.39)
where κ(ρ) = ρ
2+9a2
ρ2+6a2
and a is called the Resolution parameter. Here ρ is a newly
defined radial coordinate and is related to r. In the limit ρ → 0, one realize from
(1.39) that the sphere parameterized by (θ2, φ2) remains finite because of the finite
resolution a. For a→ 0, one getss back the singular conifold metric.
In [31], a configuration with N regular D3 branes at the tip of a resolved conifold
along withM fractional D3 branes wrapping the blow-up two cycle of the same, was
considered. The resulting supergravity solution has an RR three-form F3, a NS-NS
three-form H3 and a self dual five form F5 with a constant dilaton φ. The expression
of all these are given in [31] and they depends on the resolution parameter a. The
three form G3 defined as F3 + ιH3 is imaginary self dual. G3 has both primitive
(2, 1) part and non-primitive (1, 2) part. The non-primitive structure of G3 breaks
the supersymmetry of the PT solution.
To complete the story one needs to include the fundamental quarks also in the
theory. This is done by the inclusion of flavor branes. The pioneer work on this was
done by [32] where D7 brans were embedded in the AdS geometry in the probe limit
to ignore the back reaction on the target space. A variety of interesting issues has
been looked upon with flavor branes using gauge/gravity duality in [33] [34] [35] [36].
In the context of embedding flavor branes in conifold background, interesting work
has been done by [37], where a stack of D7 branes were considered in a singular
conifold geometry via supersymmetry preserving holomorphic Ouyang embedding;
see [38] for a discussion of studying flavor dynamics in the so-called Veneziano limit,
and [39], [40] in the Klebanov-Strassler/Tseytlin/Witten backgrounds, in the context
of gauge-gravity duality. However, the particular configuration which is relevant to
us is the one given in [41]. In this case a stack of Nf D7 branes were embedded
1.3. Generalization of AdS/CFT correspondence 25
in a non supersymmetric resolved conifold background we just discussed via the
same Ouyang embedding. These D7 branes wraps a non trivial four cycle inside the
resolved conifold geometry with the embedding equation given as,
(
ρ6 + 9a2ρ4
) 1
4 e
i
2
(ψ−φ1−φ2) sin
θ1
2
sin
θ2
2
= µ, (1.40)
with µ as the Ouyang embedding parameter. Due to these D7 branes, the dilaton
Φ is no longer a constant but runs with r:
e−Φ =
1
gs
− Nf
8π
log
(
r6 + 9a2r4
)
− Nf
2π
log
(
sin
θ1
2
sin
θ2
2
)
. (1.41)
In [41], the Einstein’s equation was solved in this non trivial dilaton background.
Now, as the holomorphic Ouyang embedding is supersymmetric, one must find
a way to break supersymmetry. It turns out that the pullback of the non primitive
(1, 2) flux of the B2 field onto the four cycle that the D7 brane wraps, creates an
additional D-term to the superpotential which is responsible for the breaking of
supersymmetry. In the same paper this D-term was evaluated exactly using the
solution in the non trivial dilaton background for the simple embedding with µ = 0.
1.3.5 Finite temperature and the Dasgupta et al’s set up
In order to introduce temperature, one must consider non-extremal geometry in the
dual supergravity side of the theory. In [42], finite-temperature/non-extremal ver-
sion of the abovementioned KT solution was considered with the proposition that
the aforementioned KT singularity is cloaked behind r = rh(horizon radius) making
therefore Seiberg duality cascade, unnecessary. Unfortunately, the solution was not
regular as the non-extremality/black hole function and the ten-dimensional warp
factor vanished simultaneously at the horizon radius rh. The authors of [43] were
able to construct a supergravity dual of SU(M +N)× SU(N) gauge theory which
approached the abovementioned KT solution asymptotically and possessed a well-
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defined horizon. The same was characterized by: modification of T 1,1 via a ‘squash-
ing factor’ of the U(1)ψ fiber, non-constancy of the dilaton and non self-duality of
the fluxes. But it was valid only for large temperatures with no fundamental quark
flavors.
In order to include fundamental quarks at non-zero temperature in the context
of type IIB string theory, to the best of our knowledge, the following model pro-
posed in [2] (and various aspects also nicely explained in [44], [45], [46], [47], [48])
is the closest to a UV complete holographic dual of large-N thermal QCD. The
KS (duality cascade) and QCD have similar IR behavior: SU(M) gauge group and
IR confinement; see [49] for confining N = 1 gauge theories arising from NS5/D5-
branes wrapping two-cycles. However, they differ drastically in the UV as the former
yields a logarithmically divergent gauge coupling (in the UV) - Landau pole. This
is due to the presence of non zero three form flux which grows logarithmically to
infinity in the deep UV region. This necessitates modification of the UV sector of
KS apart from inclusion of non-extremality factors. With this in mind and building
up on all of the above, the type IIB holographic dual of [2] was constructed. The
brane construction of [2] is summarized below.
• From a gauge-theory perspective, the authors of [2] considered a stack of N
D3-branes and M D5 branes wrapping the vanishing two cycle placed at the
tip of six-dimensional conifold along with M D5-branes around the antipodal
point relative to the location of M D5 branes on the blown-up S2 of the cone.
In terms of the radial direction r, the deep IR is defined as the region with
very small value of r where the gauge theory is confining with the gauge group
SU(M) due to duality cascade. Now as r increases, one can feel the presence
of D5 branes, and the three form flux starts decaying until at some point all it
just goes to zero. This region is called the IR-UV interpolating region. Beyond
this there are no three form flux and it is the UV region. If one Define the
D5/D5 separation as RD5/D5, then this provides the boundary common to the
outer UV-IR interpolating region and the UV region.
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• Nf D7-branes, via Ouyang embedding, are holomorphically embedded in the
UV (asymptotically AdS5×T 1,1), the IR-UV interpolating region and dipping
into the (confining) IR (up to a certain minimum value of r corresponding
to the lightest quark) and Nf D7-branes present in the UV and the UV-IR
interpolating (not the confining IR). This is to ensure turning off of three-
form fluxes, constancy of the axion-dilaton modulus and hence conformality
and absence of Landau poles in the UV. Further, the global flavor group in the
UV-IR interpolating and UV regions, due to presence of Nf D7 and Nf D7-
branes, is SU(Nf ) × SU(Nf ), which is broken in the IR to SU(Nf ) as the
IR has only Nf D7-branes. The same kind of D7 −D7 brane configurations
were also considered in Kuperstein-Sonnenschein model at finite temperature
in [50].
Due to the presence of D5 and D7 branes, one has SU(N +M)×SU(N +M) color
gauge group (implying an asymptotic AdS5) and SU(Nf ) × SU(Nf ) flavor gauge
group, in the UV: r ≥ RD5/D5. It is expected that there will be a partial Higgsing
of SU(N +M)×SU(N +M) to SU(N +M)×SU(N) at r = RD5/D5 [51]. The two
gauge couplings, gSU(N+M) and gSU(N) flow logarithmically and oppositely in the IR:
4π2
 1
g2SU(N+M)
+
1
g2SU(N)
 eφ ∼ π; 4π2
 1
g2SU(N+M)
− 1
g2SU(N)
 eφ ∼ 1
2πα′
∫
S2
B2.
(1.42)
Had it not been for
∫
S2 B2, in the UV, one could have set g
2
SU(M+N) = g
2
SU(N) =
g2YM ∼ gs ≡ constant (implying conformality) which is the reason for inclusion
of M D5-branes at the common boundary of the UV-IR interpolating and the
UV regions, to annul this contribution. In fact, the running also receives a con-
tribution from the Nf flavor D7-branes which needs to be annulled via Nf D7-
branes. The gauge coupling gSU(N+M) flows towards strong coupling and the SU(N)
gauge coupling flows towards weak coupling. Upon application of Seiberg duality,
SU(N +M)strong
Seiberg Dual−→ SU(N − (M − Nf ))weak in the IR; assuming after re-
peated Seiberg dualities or duality cascade, N decreases to 0 and there is a finiteM ,
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one will be left with SU(M) gauge theory with Nf flavors that confines in the IR -
the finite temperature version of the same is what was looked at by [2]. The resul-
tant ten-dimensional geometry hence involves a resolved warped deformed conifold;
see [52] for appearance of resolved warped deformed conifolds in type IIB solutions
generated from type I involving a combination of Higgsing and Seiberg duality cas-
cade. Back-reactions are included, e.g., in the ten-dimensional warp factor. Of
course, the gravity dual, as in the KS construct, at the end of the Seiberg-duality
cascade will have no D3-branes and the D5-branes are smeared/dissolved over the
blown-up S3 and thus replaced by fluxes in the IR.
Let’s now concentrate on the supergravity solution in this resolved warped de-
formed conifold background with a black-hole. In [2], assuming an ansatz for the
metric where there is a squashing between the two 2-spheres of the conifold base,
the type IIB supergravity action was solved for the wrap factor and different fluxes
which now will receive backreaction from the non-extremal geometry and also from
the D7 brane. The supergravity limit in this case is given as,
(N,M,Nf , gsN, gsM) ∼ Large
(gs, gsM/N, gsNf ,M/N) ∼ Small.
(1.43)
The final form of the metric is given by,
ds2 =
1√
h
(
−g1dt2 + dx21 + dx22 + dx23
)
+
√
h
[
g−12 dr
2 + r2dM25
]
, (1.44)
where the black hole functions gi in the limit (1.43) for the introduction of temper-
ature in the gravity side are of the form,
g1,2(r, θ1, θ2) = 1− r
4
h
r4
+O
(
gsM
2
N
)
, (1.45)
where rh is the horizon, and the (θ1, θ2) dependence come from the O
(
gsM2
N
)
cor-
rections; see [53] for a review on large-N gauge theoretic description of black holes
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in AdS5 × S5 in backgrounds dual to confining gauge theories. The compact five
dimensional metric in (1.44), is given as:
dM25 = h1(dψ + cos θ1 dφ1 + cos θ2 dφ2)2 + h2(dθ21 + sin2θ1 dφ21)+
+ h4(h3dθ
2
2 + sin
2θ2 dφ
2
2) + h5 cos ψ (dθ1dθ2 − sin θ1sin θ2dφ1dφ2)+
+ h5 sin ψ (sin θ1 dθ2dφ1 + sin θ2 dθ1dφ2) , (1.46)
where in the UV/IR-UV interpolating region, r ≫ a, r ≫ (deformation parameter) 23
and hence h5 ∼ (deformation parameter)2r3 ≪ 1. The hi’s appearing in internal metric are
not constant and up to linear order depend on gs,M,Nf are given as below:
h1 =
1
9
+O
(
gsM
2
N
)
, h2 =
1
6
+O
(
gsM
2
N
)
, h4 = h2 +
a2
r2
,
h3 = 1 +O
(
gsM
2
N
)
, h5 6= 0, L = (4πgsN)
1
4 . (1.47)
One sees from (1.46) and (1.47) that one has a non-extremal resolved warped de-
formed conifold involving an S2-blowup (as h4−h2 = a2r2 ), an S3-blowup (as h5 6= 0)
and squashing of an S2 (as h3 is not strictly unity). The horizon (being at a finite
r = rh) is warped squashed S
2 × S3. The resolution parameter a is no longer a
constant and depends on the horizon radius rh due to non-extremal geometry. The
warp factor that includes the back-reaction is given as,
h =
L4
r4
1 + 3gsM2eff
2πN
logr
{
1 +
3gsN
eff
f
2π
(
logr +
1
2
)
+
gsN
eff
f
4π
log
(
sin
θ1
2
sin
θ2
2
)},(1.48)
where, in principle, Meff/N
eff
f are not necessarily the same as M/Nf ; we however
will assume that up to O
(
gsM2
N
)
, they are. The three-forms fluxes, up to O(gsNf )
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(1.43) and setting h5 = 0, are as given as [2],
(a)F˜3 = 2MA1
(
1 +
3gsNf
2π
log r
)
eψ ∧ 1
2
(sin θ1 dθ1 ∧ dφ1 − B1 sin θ2 dθ2 ∧ dφ2)
− 3gsMNf
4π
A2
dr
r
∧ eψ ∧
(
cot
θ2
2
sin θ2 dφ2 − B2 cot θ1
2
sin θ1 dφ1
)
− 3gsMNf
8π
A3 sin θ1 sin θ2
(
cot
θ2
2
dθ1 +B3 cot
θ1
2
dθ2
)
∧ dφ1 ∧ dφ2,
(b)H3 = 6gsA4M
1 + 9gsNf
4π
log r +
gsNf
2π
log sin
θ1
2
sin
θ2
2
dr
r
∧ 1
2
sin θ1 dθ1 ∧ dφ1 − B4 sin θ2 dθ2 ∧ dφ2
+ 3g2sMNf
8π
A5
dr
r
∧ eψ − 1
2
deψ

∧
cot θ2
2
dθ2 −B5 cot θ1
2
dθ1
.
(1.49)
The asymmetry factors in (1.49) are given by [2],
Ai = 1 +O
(
a2
r2
or
a2 log r
r
or
a2 log r
r2
)
+O
(
deformation parameter2
r3
)
,
Bi = 1 +O
(
a2 log r
r
or
a2 log r
r2
or
a2 log r
r3
)
+O
(
(deformation parameter)2
r3
)
.
(1.50)
As in the UV, (deformation parameter)
2
r3
≪ (resolution parameter)2
r2
, we will assume the same
three-form fluxes for h5 6= 0.Further, to ensure UV conformality, it is important to
ensure that the axion-dilaton modulus approaches a constant implying a vanishing
beta function in the UV.
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1.3.6 The ‘MQGP Limit’
In [3], the authors had considered the following two limits,
(i)weak(gs)coupling − large t′Hooft coupling limit :
gs ≪ 1, gsNf ≪ 1, gsM
2
N
≪ 1, gsM ≫ 1, gsN ≫ 1
effected by : gs ∼ ǫd,M ∼ (O(1)ǫ)−
3d
2 , N ∼ (O(1)ǫ)−19d , ǫ≪ 1, d > 0 (1.51)
(the limit in the first line though not its realization in the second line, considered
in [2]);
(ii)MQGP limit :
gsM
2
N
≪ 1, gsN ≫ 1, finite gs,M
effected by : gs ∼ ǫd,M ∼ (O(1)ǫ)−
3d
2 , N ∼ (O(1)ǫ)−39d , ǫ . 1, d > 0. (1.52)
Let us now elaborate upon the motivation for considering the MQGP limit. There
are principally two.
1. Unlike the AdS/CFT limit wherein gYM → 0, N → ∞ such that g2YMN is
large, for strongly coupled thermal systems like sQGP, what is relevant is
gYM ∼ O(1) andNc = 3. In the IR after the Seiberg duality cascade, effectively
Nc =M which in the MQGP limit of (1.52) can be tuned to 3. Further, in the
same limit, the string coupling gs
<∼ 1. The finiteness of the string coupling
necessitates addressing the same from an M theory perspective; see [54] for
holography at finite coupling. This is the reason for coining the name: ‘MQGP
limit’. In fact this is the reason why one is required to first construct a type IIA
mirror, which was done in [3] a la delocalized Strominger-Yau-Zaslow mirror
symmetry, and then take its M-theory uplift.
2. From the perspective of calculational simplification in supergravity, the fol-
lowing are examples of the same and constitute therefore the second set of
reasons for looking at the MQGP limit of (1.52):
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• In the UV-IR interpolating region and the UV, (Meff , Neff , N efff )
MQGP≈
(M,N,Nf )
• Asymmetry Factors Ai, Bj(in three-form fluxes)MQGP→ 1 in the UV-IR
interpolating region and the UV.
• Simplification of ten-dimensional warp factor and non-extremality func-
tion in MQGP limit
WithRD5/D5 denoting the boundary common to the UV-IR interpolating region and
the UV region, F˜lmn, Hlmn = 0 for r ≥ RD5/D5 is required to ensure conformality in
the UV. Near the θ1 = θ2 = 0-branch, assuming: θ1,2 → 0 as ǫγθ>0 and r →RUV →
∞ as ǫ−γr<0, limr→∞ F˜lmn = 0 and limr→∞Hlmn = 0 for all components except
Hθ1θ2φ1,2 ; in the MQGP limit and near θ1,2 = π/0-branch, Hθ1θ2φ1,2 = 0/
3g2sMNf
8π
≪ 1.
So, the UV nature too is captured near θ1,2 = 0-branch in the MQGP limit. This
mimics addition of D5-branes in [2] to ensure cancellation of F˜3.
1.3.7 Construction of the Delocalized SYZ IIA Mirror and
Its M-Theory Uplift in the MQGP Limit
A central issue to [3,55] has been implementation of delocalized mirror symmetry via
the Strominger Yau Zaslow prescription according to which the mirror of a Calabi-
Yau can be constructed via three T dualities along a special Lagrangian T 3 fibered
over a large base in the Calabi-Yau. This sub-section is a quick review of precisely
this.
To implement the quantum mirror symmetry a la S(trominger)Y(au)Z(aslow)
[56], one needs a special Lagrangian (sLag) T 3 fibered over a large base (to nullify
contributions from open-string disc instantons with boundaries as non-contractible
one-cycles in the sLag). Defining delocalized T-duality coordinates, (φ1, φ2, ψ) →
(x, y, z) valued in T 3(x, y, z) [3]:
x =
√
h2h
1
4sin〈θ1〉〈r〉φ1, y =
√
h4h
1
4sin〈θ2〉〈r〉φ2, z =
√
h1〈r〉h 14ψ, (1.53)
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using the results of [57] it can be shown [55]that the following conditions are satisfied:
i∗J ≈ 0,
ℑm (i∗Ω) ≈ 0,
ℜe (i∗Ω) ∼ volume form
(
T 3(x, y, z)
)
, (1.54)
separately for the T 2-invariant sLags of [57] for a resolved/deformed conifold imply-
ing thus: i∗J |RC/DC ≈ 0,ℑm (i∗Ω)|RC/DC ≈ 0,ℜe (i∗Ω)|RC/DC ∼ volume form (T 3(x, y, z)).
Hence, if the resolved warped deformed conifold is predominantly either resolved or
deformed, the local T 3 of (1.53) is the required sLag to effect SYZ mirror construc-
tion.
Interestingly, in the ‘delocalized limit’ [58] ψ = 〈ψ〉, under the coordinate trans-
formation :
 sinθ2dφ2
dθ2
→
 cos〈ψ〉 sin〈ψ〉
−sin〈ψ〉 cos〈ψ〉

 sinθ2dφ2
dθ2
 , (1.55)
and ψ → ψ − cos〈θ¯2〉φ2 + cos〈θ2〉φ2 − tan〈ψ〉ln sin θ¯2 the h5 term becomes
h5 [dθ1dθ2 − sinθ1sinθ2dφ1dφ2], eψ → eψ, i.e., one introduces an isometry along
ψ in addition to the isometries along φ1,2. This clearly is not valid globally - the
deformed conifold does not possess a third global isometry.
To enable use of SYZ-mirror duality via three T dualities, one also needs to
ensure a large base (implying large complex structures of the aforementioned two
two-tori) of the T 3(x, y, z) fibration. This is effected via [59]:
dψ → dψ + f1(θ1) cos θ1dθ1 + f2(θ2) cos θ2dθ2,
dφ1,2 → dφ1,2 − f1,2(θ1,2)dθ1,2, (1.56)
for appropriately chosen large values of f1,2(θ1,2). The three-form fluxes remain
invariant. The fact that one can choose such large values of f1,2(θ1,2), was justified
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in [3]. The guiding principle is that one requires that the metric obtained after SYZ-
mirror transformation applied to the non-Kähler resolved warped deformed conifold
is like a non-Kähler warped resolved conifold at least locally. Then GIIAθ1θ2 needs to
vanish [3]. The mirror type IIA metric after performing three T-dualities, first
along x, then along y and finally along z, utilizing the results of [58] was worked
out in [3]. We can get a one-form type IIA potential from the triple T-dual (along
x, y, z) of the type IIB F1,3,5 in [3] and using which the following eleven dimensional
metric was obtained in [3]:
ds211 = e
− 2φIIA
3
 1√
h
{
−
(
1− r
4
h
r4
)
dt2 +
3∑
i=1
dx2i
}
+
√
h
(
6a2 + r2
9a2 + r2
)
dr2(
1− r4h
r4
) + ds2IIA(θ1,2, φ1,2, ψ)

+ e
4ΦIIA
3
(
dx11 + A
F1 + AF3 + AF5
)2
, (1.57)
where the warp factor h is as given in (1.48) withMeff and N efff replaced simply by
M and Nf in the ‘MQGP’ limit. Also the dilaton factor is same as given in (1.41).
Locally, the uplift (1.57) can hence be thought of as black M3-brane metric,
which in the UV, can be thought of as black M5-branes wrapping a two cycle
homologous to: n1S
2(θ1, x10) + n2S
2(θ2, φ1/2) + m1S
2(θ1, φ1/2) + m2S
2(θ2, x10) for
some large n1,2, m1,2 ∈ Z [55]. In the large-r limit, the D = 11 space-time is a
warped product of AdS5(R
1,3 ×R>0) and M6(θ1,2, φ1,2, ψ, x10)
M6(θ1,2, φ1,2, ψ, x10)←− S1(x10)
↓
M3(φ1, φ2, ψ) −→M5(θ1,2, φ1,2, ψ)
↓
B2(θ1, θ2)←− [0, 1]θ1
↓
[0, 1]θ2
. (1.58)
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In the ‘MQGP’ limit we choose to work around a particular values of θ1 and θ2,
given by,
θ1 ∼ αθ1
N1/5
θ2 ∼ αθ2
N3/10
, (1.59)
at which the five dimensional spacetime defined by {t, x1,2,3, r} decouples from the six
dimensional internal space defined by {θ1,2, φ1,2, ψ, x11}. Hence the five dimensional
black M3 brane metric is given as,
ds25 = e
− 2ΦIIA
3
−gttdt2 + gR3 3∑
i=1
dx2i + grrdr
2
, (1.60)
where at the above mentioned values of θ1 and θ2, the metric components and the
dilaton factor are given as,
gtt =
(r4 − r4h)
r2
√
4pigsN
{
1 +
3gsM
2
4piN
[
1 +
3gsNf
2pi
(
log r +
1
2
)
+
gsNf
4pi
log
(
αθ1αθ2
4
√
N
)]
log r
}
gR3 =
r2√
4pigsN
{
1− 3gsM
2
4piN
[
1 +
3gsNf
2pi
(
log r +
1
2
)
+
gsNf
4pi
log
(
αθ1αθ2
4
√
N
)]
log r
}
grr =
r2
√
4pigsN
r4 − r4h
(
6a2 + r2
9a2 + r2
){
1− 3gsM
2
4piN
[
1 +
3gsNf
2pi
(
log r +
1
2
)
+
gsNf
4pi
log
(
αθ1αθ2
4
√
N
)]
log r
}
,
(1.61)
and the type IIA dilaton φIIA being the triple T-dual of the type IIB dilaton ΦIIB:
e−ΦIIB =
1
gs
− Nf
8π
log(r6 + a2r4)− Nf
2π
log
(
αθ1αθ2
4
√
N
)
. (1.62)
All the calculations that were presented in the subsequent chapters are mostly done
using the above metric.
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1.4 Non-equilibrium physics and Transport coef-
ficients
In this section we will mention in short about some basic idea of non-equilibrium
physics and the procedure to obtain transport coefficients for a fluid medium. In
this thesis we have evaluated different transport coefficients for a strongly coupled
medium. Since any strongly coupled medium behaves almost like a fluid, the fol-
lowing discussion will be useful in order to have a clear understanding on this topic.
It is not possible to realize transport phenomenon of a physical system at equilib-
rium. What is important here is the reaction or the response of the system when it
is perturbed by some external means. Here it is very important to note however that
the changes as made by the external source are very small away from the equilibrium
such that the equilibrium fluctuation dictates the non-equilibrium process. Thus the
non-equilibrium processes discussed here are actually very close to the equilibrium
so that the linear response theory can be used. Linear response theory - see [60], [61]
in the context of application of gauge-gravity duality ideas to hydrodynamics - can
determine the response from the microscopic consideration and it is given in terms
of the retarded Green’s function; see [62], [63] and references therein for going be-
yond linear order in the context of fluid-gravity correspondence. For a more recent
discussion on non-equilibrium field theory dynamics from gauge/gravity duality,
see [64], [65], and non-conformal hydrodynamics, see [66], [67]. In other words, the
change in the ensemble average of some observable O from it’s value at equilibrium
due to an external source φ is given in momentum space as:
δ 〈O(k)〉 = −GOOR (k)φ(k), (1.63)
with kµ = (w, q). The retarded greens function G
OO
R (k) is given as:
GOOR (k) = −i
∫
d4x eikx θ(t) 〈[O(t,−→x ),O(0, 0)]〉 . (1.64)
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Here, in the perturbed action of the system the operator O couples with the source
φ. For example, in a charged system the chemical potential µ acts as a source and
the response is the charge density ρ. In a fluid medium the response is given by the
energy-momentum tensor T µν and it is sourced by the fluctuation in spacetime hµν .
Hence using (1.64), one can write for the above two example:
δ 〈ρ〉 = −GρρR µ
δ 〈T µν〉 = −Gµν,µνR hµν .
(1.65)
So linear response theory tells us that to determine the response one has to compute
the retarded Green’s function. But is there any easier way to get the same? The
answer to this is Hydrodynamics. Hydrodynamics is an effective field theory where
instead of the effective action one starts with the equation of motion involving
the conserved quantities. Contrary to the linear response theory, hydrodynamics
is a macroscopic theory. This is because it involves the macroscopic variables of
the system and gives their dynamics in the low momentum and large wavelength
limit. Below we will discuss, in short, how hydrodynamics simplifies the whole
computation by considering a viscous fluid as an example. The hydrodynamics and
transport behaviour of a fluid with homogeneity and isotropy is studied in [68]
For any fluid medium the energy momentum tensor T µν is the macroscopic vari-
able. The corresponding conservation law is:
∂µT
µν = 0. (1.66)
To close the above equation one needs the Constitutive Equation. Constitutive
equation express T µν in terms of the temperature T and four velocity uµ if the fluid.
Moreover, T µν can be expanded as a power series in derivatives with respect to
the spatial coordinates. As in a perfect fluid there exist no dissipation, we need to
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consider only the zeroth order term which is given as:
T µν = (ǫ+ P )uµuν + Pgµν , (1.67)
where, ǫ and P are respectively the energy density and pressure. For a viscous fluid
one must add derivative corrections. At the next order the correction is given as:
σµν
RF
= −η
(
∂iuj + ∂jui − 2
3
δij∂ku
k
)
− ξδij∂kuk, (1.68)
where, ‘RF’ referred to the rest frame of the fluid motion and in the rest frame the
four velocity is given as: uµ = (1, 0, 0, 0). The coefficients η and ξ are called the
shear and the bulk viscosity respectively.
• Kubo’s formula for shear viscosity
Kubo’s formula provides a relationship between the transport coefficients and the
retarded Green’s function. Here we will give a sketchy derivation of the Kubo’s
formula for shear viscosity. For a detailed derivation see [69]. Let’s consider a
perturbation of the 4-dimensional spacetime where the field theory live, of the form:
gµν = g
(0)
µν + hµν , where g
(0)
µν is the unperturbed background. Now, as discussed
before, the response to this perturbation will be given by the energy-momentum
tensor δ 〈T µν〉. For shear viscosity, we consider hxy as the only nonzero perturbation.
Generalizing equation (1.67), (1.68) for the curved spacetime and substituting the
perturbation one can easily find the response in the momentum space as,
δ 〈σxy(w, q = 0)〉 = iwηhxy. (1.69)
Comparing the above (1.69) and the second relation in equation (1.63), one getss:
η = − lim
w→0
1
w
Im Gxy,xyR (w, q = 0). (1.70)
This is the Kubo’s formula for shear viscosity.
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Let’s discuss the implications of the above two results. Equation (1.69) tells us
that the computation of the transport coefficient is enough to know the response.
On the ether hand to get the transport coefficient one requires only the O(w) term
in the retarded greens function (Kubo formula) and not the the full computation as
in the linear response theory. This is the advantage provided by the hydrodynamics.
However, this is not the end of the story. It turns out that the transport coeffi-
cients can also be obtained from the pole structure of the retarded Green’s function.
To see this let’s take a charged system and consider the diffusion of charges. Here
jµ defines the conserved current and ρ = j0 is the conserved charge density. Writing
the current as jµ = (ρ, ji), the conservation law is given by:
∂µj
µ = 0. (1.71)
The constitutive equation in this case is given by the Fick’s law,
ji = −D∂iρ, (1.72)
where D is called the diffusion constant. Combining equation (1.71) and (1.72), one
gets the following equation,
∂0ρ−D∂2i ρ = 0. (1.73)
To solve the above equation one consider a Fourier transformation in space and
Laplace transform in time with the boundary condition ρ(t = 0, x) = δ(x) to get in
the momentum space, [69]
ρ˜(w, q) =
1
−iw +Dq2 . (1.74)
Hence the information about the diffusion constant D can be obtained from the pole
of ρ˜(w, q). But from linear response theory we have seen that in equation (1.63), the
response δ 〈ρ〉 is proportional to the retarded Green’s function GρρR . Therefore the
retarded Green’s function must also have the same pole structure. So it is concluded
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that the transport coefficient can be calculated in two different ways:
• from the coefficient of O(w) term in retarded Green’s function (Kubo’s for-
mula)
• from the pole of the retarded Green’s function.
An important point to note here that the Green’s function that we need to consider
in order to get the transport coefficient from Kubo’s formula is different from the
one with the required pole structure.
Similarly, for the viscous fluid it is possible to get the dispersion relations without
considering the spacetime fluctuation and simply considering the linear fluctuations
of the hydrodynamic variables. This is called linearized hydrodynamics. Considering
the perturbations to be along a particular spatial direction, say along x, one can
write:
ui = ui(t, x) P = P (t, x). (1.75)
So in the flat spacetime where the gauge theory lives, there will be a SO(2) rotational
symmetry in the y−z plane. Therefore one can decompose the current T µν according
to it’s transformation under SO(2) as:
Tensor mode : T yz, T yy = −T zz
Vector mode : T ty, T tz, T xz, T xy
Scalar mode : T tt, T tx, T xx, T yy = T zz.
(1.76)
We consider the perturbation to have the form: ui = e−iwt+iqx. Substituting this
perturbation in the constitutive equation, and using the conservation law one gets
the following dispersion relations for the vector and the scalar mode components of
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T µν as,
Vector mode: w = −i η
ǫ+ P
q2
Scalar mode: w = ±vsq − i
2
Γq2 +O(q3),
(1.77)
where vs is the speed of sound and Γ is the attenuation constant. In Chapter 3 we
have obtained the corresponding transport coefficients. Hence the only task left is to
calculate the retarded Green’s function. This retarded Green’s function or the two
point correlation function can be calculated using the AdS/CFT correspondence.
1.4.1 Recipe to find Minkowski Correlators
Following [61] we briefly review the prescription to find the thermal correlator in
Minkowski signature. According to AdS/CFT correspondence, there exists an oper-
ator O in the field theory side dual to a field φ defined in the bulk of AdS geometry
such that on the boundary of the anti-de Sitter space φ tends to a value φ0 which
acts as a source for the operator O. We are interested in calculating the retarded
Green’s function GR of the operator O in space-times with Minkowski signature.
Our working background (Type IIB or it’s M-theory uplift) can be expressed as
the following 5d metric,
ds2 = −gtt(u)dt2 + gxx(u)
dx2 + dy2 + dz2
+ guu(u)du2. (1.78)
Here u is the new coordinate defined as u = rh/r so that u = 0 is the boundary and
u = 1 is the horizon of the AdS space. A solution of the linearized field equation for
any field φ(u, x) choosing qµ = (w, q, 0, 0) is given as,
φ(u, x) =
∫
d4q
(2π)4
e−iwt+iqxfq(u)φ0(q) (1.79)
where fq(u) is any function which depends only on the radial variable u and is
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normalized to 1 at the boundary and satisfies the incoming wave boundary condition
at u = 1, and φ0(q) is determined by,
φ(u = 0, x) =
∫
d4q
(2π)4
e−iwt+iqxφ0(q). (1.80)
If the kinetic term for φ(u, x) is given by: 1
2
∫
d4xduA(u) (∂uφ(x, u))
2, then using the
equation of motion for φ it is possible to reduce an on-shell action to the surface
terms as,
S =
∫
d4q
(2π)4
φ0(−q)F(q, u)φ0(q)|u=1u=0 (1.81)
where the function
F(q, u) = A(u)f±q(u)∂uf±q(u). (1.82)
Finally, the retarded Green’s function is given by the formula:
GR(q) = −2F(q, u)|u=0. (1.83)
The different retarded Green’s functions are defined as
GR Tµν,ρσ(q) = −i
∫
d4xe−iwt+iqxθ(t)〈[Tµν(x), Tρσ(0)]〉, (1.84)
with 〈[Tµν , Tρσ]〉 ∼ δ2Sδhµνδhρσ and
GR Jµν (q) = −i
∫
d4xe−iwt+iqxθ(t)〈[Jµ(x), Jν(0)]〉 (1.85)
with 〈[Jµ(x), Jν(0)]〉 ∼ δ2SδAµδAν , as the energy-momentum tensor Tµν(x) and the
current Jµ(x) couple respectively to the metric and gauge field.
1.5 Summary
Let us now summarise the rest of the thesis chapter wise below.
In Chapter 2, we first evaluated the DBI action for Nf flavor D7 branes in the
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presence of a U(1) gauge field (assuming it to have only a non-zero temporal compo-
nent with only a radial dependence, corresponding to a baryon chemical potential)
by first evaluating in the MQGP limit, the angular integrals exactly and then taking
the UV limit of the (incomplete) elliptic integrals so obtained. Demanding square
integrability of the aforementioned U(1) gauge field and using the Dirichlet bound-
ary condition at an IR cut-off and demanding a mass parameter appearing in the
solution to be related to the mass of the lightest known vector meson mass, we re-
lated the mass of the lightest vector meson to the IR cut-off. The computation of the
QCD deconfinement transition temperature or equivalently the critical temperature
Tc corresponding to the first order Hawking-Page phase transition between a thermal
and a black hole backgrounds, is then carried out from five-dimensional Einstein-
Hilbert and Gibbons-Hawking-York actions with the angular portions decoupling in
the delocalized MQGP limit. It has been shown that:
• it is possible to obtain the QCD deconfinement temperature consistent with
lattice results for Nf equal to three, ensuring at the same time the thermody-
namical stability of the type IIB background;
• the Ouyang embedding parameter required to be dialed in to reproduce Tc
is happily exactly what also reproduces the mass scale of the first generation
(light) quarks;
• Tc decreases with increase in Nf in accordance with lattice computations.
Also, using the aforementioned U(1) background, we then looked at both U(1)
and SU(2) (for Nf = 2) gauge fluctuations. By looking at two-point correlation
functions of either the former or the diagonal sector of the latter, we calculated the
DC electrical conductivity and the temperature dependence of the same (above Tc),
and found:
• demanding the Einstein relation (ratio of electrical conductivity and charge
susceptibility to equal the diffusion constant) to be satisfied within linear per-
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turbation theory, requires a non-trival dependence of the Ouyang embedding
paramter on the horizon radius;
• a prediction that the temperature dependence of the DC electrical conduc-
tivity above Tc, curiously mimics a one-dimensional Luttinger liquid with an
appropriately tuned interaction parameter.
Chapter 3 is entirely dedicated to the transport properties of strongly coupled
QGP medium. Due to the ‘MQGP’ limit, the string coupling gs is small but finite
which necessitates the transport coefficients to be evaluated upto NLO in N . Here
we start by considering a linear perturbation of the five dimensional black M3 brane
metric. Based on the spin of different metric perturbations under rotation, the sam
are categorized into Scalar, Vector and Tensor modes. Then we solve the linearized
Einstein’s equations separately with scalar, vector and tensor modes of the metric
perturbations to get respectively the speed of sound (vs), the diffusion constant
(D) and the shear viscosity (η) (also the shear viscosity to entropy density ratio
η
s
). The Einstein’s equations as obtained for the above mentioned three modes are
coupled and are difficult to solve. Following [6], we construct the gauge invariant
combination of different perturbations (Zs for scalar mode, Zv for vector mode, Zt
for tensor modes) and were able to write down the coupled equations as a single
equation involving the corresponding gauge invariant variable which is then solved
for the quasinormal frequencies with pure incoming wave boundary condition at
the black hole horizon and Dirichlet boundary condition at spacial infinity. For the
metric fluctuations in the sound channel the corresponding quasinormal frequency
is given by w = ±vsq − iΓsq2 with vs defined as the speed of sound and Γs as the
damping constant of the sound mode. Again for the sound channel the pole of the
correlations of longitudinal momentum density gives the same dispersion relation.
The quasinormal frequency for the vector modes of black brane metric fluctuation
reads ω = −iDq2, where D is the shear mode diffusion constant. This dispersion
relation also follows from the pole structure of the correlations of transverse mo-
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mentum density. The results for the NLO (in N) corrections of vs, D and
η
s
are
particularly important as they suggest a scale dependance to the above mentioned
quantities and hence leads to a non-conformal nature of the field theory in the IR.
We have also make a comparison of the result for η
s
with the RHIC data of [70].
In this chapter we also compute the temperature dependance of thermal (electri-
cal) conductivity via Kubo’s formula at finite temperature and finite baryon density
up to LO in N . For this we turn on simultaneously gauge and vector modes of
metric fluctuations, and evaluate the thermal (κT ) and electrical (σ) conductivities,
and the Wiedemann-Franz law (κT
Tσ
). The new insight gained is that for µ ≡(Ouyang
embedding parameter)∼ rαh , α ≤ 0, the temperature dependence of κT , σ and the
consequent deviation from the Wiedemann-Franz law, all point to the remarkable
similarity with D = 1 + 1 Luttinger liquid with impurities at ‘1
3
-doping’; for α = 5
2
one is able to reproduce the expected linear large-T variation of DC electrical con-
ductivity for most strongly coupled gauge theories with five-dimensional gravity
duals with a black hole [71].
In Chapter 4 using a large-N top-down holographic dual of thermal QCD, we
obtain the spin 2++, 1++, 0++, 0−−, 0−+ glueball spectrum explicitly for QCD3 from
type IIB, type IIA and M theory perspectives. For each of the above computations,
we consider two different scenarios in the background geometry. These different
backgrounds corresponds to two classical solution to the gravitational action. In
one solution there exists a black hole in the background while the other solution
has no notion of black hole and is known as the thermal background, where in the
later case the singularity is removed by an infrared cut-off. An important point to
remember at this stage is that the IR cut-off at r = r0 is not put by hand but is
a consequence of the D7 embedding. From a top-down perspective this IR cut-off
will in fact be proportional to two-third power of the Ouyang embedding parameter
obtained from the minimum radial distance (corresponding to the lightest quarks)
requiring one to be at the South Poles in the θ1,2 coordinates, in the holomorphic
Ouyang embedding of flavor D7-branes. In the detailed calculation of different
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glueball given below, we refer the solution with a black hole as ‘Background with a
black hole’ and the solution with a thermal background as ‘Background with an IR
cut-off’. In the spirit of [76], the time direction for both cases will be compact with
fermions obeying anti-periodic boundary conditions along this compact direction,
and hence we will be evaluating three-dimensional glueball masses.
CHAPTER 2
DECONFINEMENT
TEMPERATURE AND HINTS OF A
D = 1 + 1 LUTTINGER LIQUID
2.1 Introduction and Motivation
In chapter 1, we have presented a reasonably detailed discussion on AdS/CFT cor-
respondence, but that discussion is valid strictly at zero temperature. However one
interesting generalization of AdS/CFT correspondence is the introduction of tem-
perature. In usual AdS/CFT correspondence, a normalizable mode in string theory
on AdS spacetime corresponds to some states in the dual field theory. For example,
in the absence of any excitations, a vacuum state in the field theory side is dual
to pure AdS in the bulk. So starting with a pure AdS5, as one starts to excite
the normalizable modes then the field theory also goes to an excited state from the
vacuum. One such excited state is the finite temperature or thermal state. Now the
obvious question is: what does this thermal state in the field theory correspond to
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in the gravity picture?
Before answering this question one must note that whatever the solution is in
the gravity side, it has to satisfy the following conditions:
• it has to be asymptotically AdS5,
• it must have the notion of temperature,
• it must have all the symmetries of the thermal system such as translation
symmetry, rotational symmetry.
Now there are two such candidates which follow the above conditions:
1. the thermal AdS background,
2. a black hole in AdS geometry.
Let us talk about the thermal AdS background first. To get the thermal AdS
geometry one needs to go to the Euclidean signature first and then the Euclidean
time is identified periodically with the inverse temperature β. The 5-dimensional
thermal AdS metric is given as:
ds2 =
r2
L2
(
dt2E +
3∑
i=1
dx2i
)
+
L2
r2
dr2, (2.1)
with the euclidean time defined as tE ≡ tE + β. The above metric tells us that the
measure of the size of the Euclidean time circle is given as r
2
L2
and hence as r → 0,
i.e., deep into the interior of the AdS space, the size of the circle goes to zero giving
a singular solution.
The other candidate is the AdS-Black Hole solution with the correct symmetry.
More precisely to ensure the translation symmetry the black hole background has
to have a black brane metric or in other words, the black hole must have a planar
horizon. The 5-dimensional ansatz which respects all the symmetries is given by:
ds2 =
r2
L2
(
−f(r)dt2 +
3∑
i=1
dx2i
)
+
L2
r2
g(r)dr2, (2.2)
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where by solving Einstein’s equations the functions, f(r) and g(r) can be obtained
as f(r) = g(r) = 1− r4h
r4
. Here the horizon is at r = rh and the space at the horizon is
indeed R3, i.e., planar. Again, one must go to the Euclidean signature and introduce
a periodicity in the Euclidean time. The inverse of this period is the temperature of
the black hole. To calculate the temperature one have to impose regularity of the
solution at the horizon rh.
The singularity that arises for the thermal background can be removed by in-
troducing a cut-off in the radial coordinate at r = r0 such that the region for which
r < r0 is not accessible any more. In other words the coordinate r never reaches
zero. This is known as the ‘Hard wall’ model. There is also a ‘Soft wall’ model where
the cut-off is provided by some particular r dependant dilaton profile and not that
abruptly as in the hard wall model. The background that we are using is not an
AdS geometry in general but asymptotically it is indeed an AdS space as required.
The singularity at r = 0 is fixed by a thermal IR cut-off provided by the Ouyang
embedding parameter µ [37] for the flavor D7 brane embedding. More specifically,
the IR cut-off r0 in [5] is taken to be related to the embedding parameter µ as
|µ|2/3 = δr0, where δ is a positive constant and is greater than one. The thermal
metric in our set up is given as:
ds2TH = A(r)
(
dt2 +
3∑
i=1
dx2i
)
+B(r)dr2, (2.3)
where the components A(r) and B(r) are given as,
A(r) =
e−
2Φ
3 r2√
4πgsN
1− 3gsM24πN
[
1 +
3gsNf
2π
(
log r +
1
2
)
+
gsNf
4π
log
(
αθ1αθ2
4
√
N
)]
log r

B(r) =
e−
2Φ
3
√
4πgsN
r2
1− 3gsM24πN
[
1 +
3gsNf
2π
(
log r +
1
2
)
+
gsNf
4π
log
(
αθ1αθ2
4
√
N
)]
log r
.
(2.4)
The metric for the black hole background in our set up is given in Chapter 1 (1.60)
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with the components in (1.61). We rewrite the same black hole background metric
in Euclidean signature here for the convenience of the reader but using a slightly
different notation,
ds2BH = G
M
tt dt
2 +GM
R3
3∑
i=1
dx2i +G
M
rr dr
2, (2.5)
where we have defined GMtt = e
− 2Φ
3 gtt, G
M
R3
= e−
2Φ
3 gR3 and G
M
rr = e
− 2Φ
3 grr with gtt,
gR3 and grr as given in (1.61).
Using the above one obtains the following expression for the black hole temper-
ature up to O(a2),
Th =
∂rG
M
tt
4π
√
GMtt GMrr
= rh
 1
2π3/2
√
gsN
−
3gs
3
2M2Nf log rh
(
8π
gsNf
− logN + 12 log rh − log 16 + 6
)
64π7/2N3/2

+ a2
 3
4π3/2
√
gs
√
Nrh
−
9gs
3/2M2Nf log(rh)
(
8π
gsNf
− logN + 12 log rh − log 16 + 6
)
128π7/2N3/2rh
 ,
(2.6)
where the resolution parameter a is taken to be [5],
a = rh
(
b+ c1
gsM
2
N
+ c2
gsM
2
N
log rh
)
, (2.7)
with b, c1 and c2 as positive constants.
The domain of integration with respect to the non compact radial direction is
partitioned differently for thermal and black hole backgrounds. Let us discuss this
separately for the two different backgrounds below.
• For the thermal background:
1. r = r0 is the thermal IR cut-off; this is the point from where the radial
direction starts,
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2. r = |µ|2/3 = δr0 is the end point of the IR-UV interpolating region or
this is where the UV region begins,
3. r →∞ is the far UV region.
From the above one realizes that:
(a) the region r0 ≤ r ≤ |µ|2/3 is the IR/IR-UV interpolating region
where we have non zero three form fluxes and also non trivial running
dilaton profile.
(b) the region |µ|2/3 < r < ∞ is the UV region where the three form
fluxes goes to zero and the dilaton is a constant.
• For the black hole background
1. r = rh is the horizon and it is the starting point of the radial direction.
2. r = RD5/D5 =
√
3a is taken to be the point where IR-UV interpolating
region ends or the UV region starts,
3. r →∞ is again the far UV region.
As for the thermal background:
(a) the region rh ≤ r ≤ RD5/D5 is the IR/IR-UV interpolating region
where we have a running dilaton profile.
(b) the region RD5/D5 < r < ∞ is the UV region where the dilaton is a
constant.
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The dilaton profile for the two backgrounds is given as:
(a)Black hole background :
e−Φ =
1
gs
− Nf
8π
log(r6 + a2r4)− Nf
2π
log
(
αθ1αθ2
4
√
N
)
, r < RD5/D5,
e−Φ =
1
gs
, r > RD5/D5;
(b)Thermal background :
e−Φ =
1
gs
− 3Nf
4π
log r − Nf
2π
log
(
αθ1αθ2
4
√
N
)
, r < |µ| 23 ,
e−Φ =
1
gs
, r > |µ| 23 . (2.8)
In this chapter, using the top-down holographic thermal QCD model of [2], we have
discussed the following QCD-related properties at finite temperature:1
• evaluation of lattice-compatible Tc for the right number and masses of light
quarks,
• demonstrating the thermodynamical stability of [2],
• obtaining the temperature dependence of electrical conductivity σ, charge sus-
ceptibility χ and hence seeing the constraints which the Einstein’s law (relating
σ
χ
to the diffusion constant) imposes on the holomorphic Ouyang embedding
of D7-branes into the resolved warped deformed conifold geometry of [2];
A black hole with temperature T can radiate energy due to quantum fluctuations
and become unstable. A black hole is unstable in an asymptotically flat space time
due to its negative specific heat. However stability can be achieved at high tem-
perature in asymptotically AdS black-hole background, while at low temperature
the (thermal) AdS solution is preferred. There exists a first order phase transi-
tion between these two regimes at a temperature Tc, known as the Hawking-Page
1Interesting work has been done in the context of large N gauge theories at finite temperature
with quarks in electric and magnetic field in [73] [74]
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phase transition [72]. In the dual gauge theory this corresponds to the confine-
ment/deconfinement phase transition. Using the setup as discussed in Chapter 1,
one of the things we do here is to calculate the QCD deconfinement temperature.
This is motivated by the following query. From a holographic dual of thermal QCD,
at a finite baryon chemical potential, is it possible to simultaneously (within the
same holographic dual):
• obtain a Tc compatible with lattice QCD results for the right number of light
quark flavors,
• obtain the mass scale of the light quarks,
• incorporate the right mass of the lightest vector meson,
• obtain a Tc which increases with decrease of Nf (as required by lattice com-
putations [75]),
• ensure thermodynamical stability?
Needless to say, if a proposed holographic dual of thermal QCD is able to satisfy
all the above requirements (in addition to the requirements of UV conformality, IR
confinement, etc.), it could be treated as a viable dual. A particularly interesting
issue in this context is the incorporation of Nf D7 branes in the resolved warped
deformed conifold background geometry. The inclusion of quark matter, is achieved
by these D7-brane probes. Now at finite baryon density, as provided by the D7
branes, we show that the confinement/deconfinement phase transition occurs at a
temperature around 175MeV , which is consistent with the lattice QCD result. In
deriving the deconfinement temperature we use the mass mρ of the lightest vector
boson as an input which is around 760MeV from lattice QCD results. Also the
consistency of the result demands the number of light flavors Nf to be equal to 2
or 3 with their masses around 5.6MeV , not far from the actual value of the first
generation quark masses.
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Considering a non-abelian gauge field fluctuations using the gauge-gravity duality
prescription, we obtain the SU(2) EOM for Nf = 2 and investigate the temperature
dependence of the electrical conductivity as well as charge susceptibility along with
the Einstein relation relating their ratio to the diffusion constant, and show that the
Ouyang embedding parameter is required to have a non-trivial dependence on the
horizon radius. Further, we will see that the temperature dependence of electrical
conductivity resembles a one-dimensional Luttinger liquid for appropriately tuned
Luttinger interaction parameter.
2.2 Baryon Chemical Potential and Tc Consistent
with Lattice Results and First Generation Quark
Masses
In this section we discuss the evaluation of the QCD confinement-deconfinement
transition temperature Tc in the presence of a finite baryon chemical potential/charge
density. The evaluation of Tc will be mostly influenced by [76], [77]; see [78] for cal-
culations of Tc in large-N gauge theories on spheres. Particularly interesting works
with non-zero chemical potential are the investigation of jet jet quenching of vir-
tual gluons and thermalization of a strongly-coupled plasma via the gauge/gravity
duality as done in [79] [80].
Here is first, an outline of how the calculations in this section will proceed.
1. For starters, we revisit our calculation of [3] of the baryon chemical potential
generated via D7-brane gauge fields in the background of [2]. The tempo-
ral component of bulk U(1) field on the D7-brane world-volume is related to
chemical potential which is defined in a gauge-invariant manner as follows:
µC =
∫∞
rh
drFrt. The field strength’s only non-zero component, Frt, can be
evaluated by solving the Euler-Lagrange equation of motion for DBI Action.
Instead of taking the UV-limit of the DBI action forD7-branes before perform-
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ing the angular θ1,2 integrals therein as was done in [3], we will first perform
the angular integral exactly and then take the UV limit of the resultant (in-
complete) elliptic integrals, in this section.
2. Using the sum of the five-dimensional Einstein-Hilbert and Gibbons-Hawking-
York action and the At(r) from step 1., the Hawking-Page transition or QCD
deconfinement temperature Tc is obtained.
We will assume iµ ∈ R in Ouyang’s embedding: r 32e i2 (ψ−φ1−φ2) sin θ1
2
sin θ2
2
= i|µ|,
which could be satisfied for ψ = φ1 + φ2 + π and r
3
2 sin θ1
2
sin θ2
2
= |µ|. Using the
same, one obtains the following metric for a space-time-filling wrapped D7-brane
embedded in the resolved warped deformed conifold:
ds2 =
1√
h
(
−
(
1− r
4
h
r4
)
dt2 + dx2 + dy2 + dz2
)
+
√
h
[
dr2(
1− r4h
r4
) + r2dM23], (2.9)
where
dM23 = h1
dφ2(cos(θ2) + 1) + dφ1
2− 2|µ|2 csc2
(
θ2
2
)
r3
2+
h2

1−
1− 2|µ|2 csc2
(
θ2
2
)
r3
2
 dφ12 +
|µ|2
(
3dr
r + dθ2 cot
(
θ2
2
))2
r3
(
sin2
(
θ2
2
)
− |µ|2
r3
)

+ h5 cos(φ1 + φ2)
−dθ2|µ|
(
3dr
r + dθ2 cot
(
θ2
2
))
r3/2
√
sin2
(
θ2
2
)
− |µ|2r3
− dφ1dφ2
√√√√√1−
1− 2|µ|2 csc2
(
θ2
2
)
r3
2 sin(θ2)

+ h5 sin(φ1 + φ2)
−|µ|
(
3dr
r + dθ2 cot
(
θ2
2
))
sin(θ2)dφ2
r3/2
√
sin2
(
θ2
2
)
− |µ|2r3
+ dφ1dφ2
√√√√√1−
1− 2|µ|2 csc2
(
θ2
2
)
r3
2

+ h4
(
h3dθ2
2 + dφ2
2 sin2(θ2)
)
. (2.10)
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From (1.49), using the Ouyang embedding which implies [3]
dψ = dφ1 + dφ2
dθ1 = − tan
(
θ1
2
)(
3
dr
r
+ cot
(
θ2
2
)
dθ2
) (2.11)
one get,
B2 = −3
r
tan
θ1
2
(Bθ1φ1 +Bθ1ψ) dr ∧ dφ1
− 3
r
tan
θ1
2
(Bθ1φ2 +Bθ1ψ) dr ∧ dφ2
+
[
Bθ2φ1 − tan
θ1
2
cot
θ2
2
(Bθ1φ1 +Bθ1ψ)
]
dθ2 ∧ dφ1
+
[
Bθ2φ2 − tan
θ1
2
cot
θ2
2
(Bθ1φ2 +Bθ1ψ)
]
dθ2 ∧ dφ2.
(2.12)
Now the D7 brane DBI action is given as,
SD7 =
∫
d8x
√
det (i∗(g +B) + F ), (2.13)
where i∗g denoting the pulled-back metric as given in (2.9) and (2.10), and i∗B
denoting the pulled-back NS-NS B as given in (2.12).
In the MQGP limit, taking the large-r limit after angular integration in (2.13)
one obtains:
SD7 ∼
∫ ∞
r=rh
dr
[√
|µ|r 94
√
1− F 2rt +O
(
r
3
2 , (1, h5,
a2
r2
)
[
1√
gsN
,
gsM
2
N
])]
. (2.14)
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With e−φ ≈ 1
gs
− Nf
2π
log µ in the MQGP limit, one obtains:
At = r 2F1
2
9
,
1
2
,
11
9
,−
r
9
2
(
1
g s
− Nf logµ
2π
)2
C2

≈
 24/9Γ
(
5
18
)
Γ
(
11
9
)
(Cgs)
4/9
π1/18(gsNf log(µ)− 2π)4/9
−
 36πΓ
(
11
9
)
Cgs
5Γ
(
2
9
)
(gsNf log(µ)− 2π)
( 1
r5/4
)
+
 72π3Γ
(
11
9
)
(Cgs)
3
23Γ
(
2
9
)
(gsNf log(µ)− 2π)3
( 1
r23/4
)
≡ γ1 − γ2
r
5
4
+
γ3
r
23
4
.
(2.15)
Now, using (2.15) the chemical potential is given as,
µC =
∫ ∞
rh
drFrt
=
24/9Γ
(
5
18
)
Γ
(
11
9
)
(Cgs)
4/9
π1/18 (2π − gsNf log(µ))
4
9
− rh 2F1
2
9
,
1
2
;
11
9
;−r
9/2
h (gsNf log(µ)− 2π)2
4π2C2g2s
 .
(2.16)
We Choose a quantity γ such that:
∫ rΛ
rh
√
g (At − γ)2 ∼
∫ rΛ
rh
r3 (At − γ)2 <∞, (2.17)
for some UV cut-off scale rΛ, then the following equation,
8
11
γ2r
11/4
Λ (γ − γ1) +
1
4
r4Λ(γ − γ1)2 +
2
3
γ22r
3/2
Λ = 0, (2.18)
can be solved for γ as,
γ =
γ3
r
23/4
Λ
+
1
33
γ2
− 33
r
5/4
Λ
+
2
(
24 + 5i
√
6
)
r
5/4
Λ
 . (2.19)
Utilizing that dimensionally [C] = [r
9
4 ], this implies that one can impose a Dirichlet
boundary condition at the IR cut-off r0 : At(r0)−γ = 0 where the cut-off r0 is given
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by:
Cgsπ
r
9/4
0 (gsNf log µ− 2π)
= ±
(
23
10
)1/2
. (2.20)
As e−φ ≈ 1
gs
− Nf log µ
2π
> 0 we choose the minus sign in (2.20). Writing C ≡ m
9
4
ρ on
dimensional grounds, where mρ provides the mass scale of the lightest vector boson,
one obtains:
mρ =
(
23
10
)2/9 r0 (2π − gsNf log(|µ|))4/9
(gsπ)4/9
. (2.21)
If mρ = 760 MeV the cut-off r0 in units of MeV , from (2.21), is given by:
r0 = 760×
(
10
23
)2/9 (gsπ)4/9
(2π − gsNf log(|µ|))4/9
. (2.22)
Our next task would be to establish a relationship between the QCD deconfinement
temperature and r0, incorporating thereby the effects of non-zero baryon chemical
potential and charge density, and in the process working out the dependence of Tc
on Nf .
We consider the Einstein-Hilbert (EH) action along with the Gibbons-Hawking
York surface term of the form
V = − 1
2κ2
∫
M
d5x
√
ge−2φ (R− 2λ)− 1
κ2
∫
∂M
d4x
√
gBe
−2φK. (2.23)
where gB is the metric at the boundary and K is the extrinsic curvature of the
boundary. Using the two metric corresponding to the thermal background (2.3) and
that of the black hole background (2.5), we first need to calculate the total action
for the same two backgrounds. In the black hole case the periodicity of t is given
as 0 ≤ t ≤ Th, while for thermal background it is not constrained. Now for the
regularity of the action at the boundary for both the solution, we integrate up to
a UV cut-off r = rΛ but will take the limit of rΛ → ∞ at the end. Setting the
Newton’s constant to unity, the regularized action for thermal AdS background is
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given by:
V1 =
3r4Λ
2
√
2N5/4π5/4g
13/4
s
− 1
32
(√
2π9/4g
13/4
s
)
 1N5/4
4πg2s(logN)2 (|µ| 83 − r04)
− gs logN
(r04 − |µ| 83) {−12gsNf log(|µ| 23 ) + gsNf (3 + 16π log 4) + 16π}
− 12gsNfr04 log
(
r0
|µ| 23
)− 16π (|µ| 83 − 2rh4)
+O
(
1
rΛ2
)
.
(2.24)
Similarly, for the black hole background, for which r ∈ [rh, rΛ] one obtains:
V2 =
3r4Λ
2
√
2N5/4π5/4g
13/4
s
+
9a2r2Λ
4
√
2N5/4π5/4g
13/4
s
+
1
32
√
2π9/4g
13/4
s R2
D5/D5
 1N5/4
6πa2g2s (logN)2 (r4h −R4D5/D5)
− 3a2gs logN
6gsNf (r4h −R4D5/D5) log(RD5/D5)
+
(
R2
D5/D5
− rh2
) gsNf (R2D5/D5(8π log 4− 9) + r2h(8π log 4− 3))
+ 8π
(
R2
D5/D5
+ r2h
)+ 8π (3a2 (R4
D5/D5
− r4h
)
− 4R2
D5/D5
r4h
)+O
(
1
r2Λ
)
.
(2.25)
Now, in the rΛ →∞-limit, realizing:
√
−gThermal
∣∣∣∣
r=rΛ
=
rΛ
4
4πgsN
,
√
−gBH
∣∣∣∣
r=rΛ
=
rΛ
4 − 3a2rΛ2
8
√
2π3/4gs3/4N3/4
, (2.26)
one sees that the required counter term required to be added to V2 − V1 (required
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later) is:
∫
r=rΛ
−3
(
(Nπgs)
1/4
√
−gThermal − 2√2
√
−gBH
)
√
2
√
N
√
πg
5/2
s
 . (2.27)
Therefore, comparing the UV finite part of the two action we get,
(V2 − V1)UV−finite =
1
32
√
2N5/4π9/4g
13/4
s
3g2s logNNf (9a4 − r4h) (2 log a+ log 3)
− 9a4
(
g2s logN{2π logN +Nf (8π log 4− 9)}+ 8πgs logN − 8π
)
− 18a2g2sNfr2h logN
+ 4πg2s(logN)
2
(
|µ|8/3 − r40
)
− gs logN
(r40 − |µ|8/3) {−8gsNf log (|µ|)
+ gsNf(3 + 16π log 4) + 16π} − 12gsNfr40 log
(
r0
|µ|2/3
)− 16π (|µ|8/3 − 2r4h)
− r4h
(
g2s logN{Nf(3− 8π log 4)− 2π logN} − 8πgs logN + 40π
). (2.28)
Now assuming RD5/D5 =
√
3a (to be justified by 0++ glueball mass calculation via
the WKB quantization method inChapter 4), |µ| 23 = δr0, equating (V2−V1)UV−finite
to zero one get the following equation:
2πgs
2logN 2
{(
1− 9b4
)
r4h + 2
(
δ8/3 − 1
)
r0
4
}
− 8π
{(
1− 9b4
)
r4h + 2δ
8/3r04
}
+ 6g2s logNNf
{(
9α4 − 1
)
r4h log rh− 2
(
δ8/3 − 1
)
r40 log r0
}
= 0,
(2.29)
The above equation is solved for r0. The solution of r0 involve a ‘ProductLog’
function and it’s exact expression is rather long. In the large N limit the solution
is given as,
r0 = rh
(∣∣∣∣∣ 9b4 − 12(δ 83 − 1)
∣∣∣∣∣
)1/4
+O
(
1
logN
)
. (2.30)
Now in the UV limit one can consider a constant dilaton so that b = 0 and due to no
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D7 brane in the UV we must have δ = 0. Also the black hole temperature as given
in (2.6) can be modified as Th =
(
rh
2π3/2
√
gsN
)
so that the transition temperature is
obtained as,
Tc =
21/4r0
2π3/2(gsN)1/2
(2.31)
So, from (2.22) and (3.66), one obtains:
Nf ∼ 1
23 log(|µ|)
(
46π
gs
± 144167
π19/8g
9/8
s N9/8T
9/4
c
)
; (2.32)
we choose the plus sign as, in accordance with lattice calculations, Tc must decrease
with Nf [75]. In the MQGP limit taking gs = 0.8 in (2.32), one obtains:
Nf =
7.85398 + 2.94676
Tc9/4
log(|µ|) . (2.33)
Hence, for µ = 13.7i, Nf = 3, one obtains the QCD deconfinement temperature
Tc = 175−190 MeV, consistent with lattice calculations [81] and the correct number
of light quark flavors.
Now, dimensionally, [µ] = [r
3
2 ] and using the AdS/CFT dictionary, hence mass
dimensions of 3/2. Curiously, if one set
√
|µ| = m
3
4
q , one would obtain, in units of
MeV , mq ≈ 5.6 - exactly the mass scale of the first generation light quarks. In
the context of quark masses and non-local operators generating the same, at strong
coupling, in the Sakai-Sugimoto model [82] involving D4, D8, D8-branes, see [83].
The thermodynamical stability conditions are governed by inequalities imposed
on certain thermodynamical quantities such as ∆S < 0,∆E > 0 and ∆H > 0 (which
measure deviations from equilibrium values implied). Considering that ∆E(S, V,N)
and ∂2E(S, V,N) > 0 and expanding ∂2E(S, V,N) around equilibrium values of
(S0, V0, N0) leads to three conditions Cv > 0,
∂µC
∂T
∣∣∣
Nf
< 0, ∂µC
∂Nf
∣∣∣
T
> 0 for the system
to be in stable thermodynamic equilibrium at constant value of S, V and N [84].
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From (2.16), one sees that for gs = 0.8, Nf = 3, µ = 13.7i:
∂µC
∂T
∣∣∣∣∣
Nf
= − ∂S
∂Nf
∣∣∣∣∣∣
T
= π
√
4πgsN
∂µC
∂rh
∣∣∣∣∣
Nf
= π
√
4πgsN
− 1√
rh9/2(gsNf log(|µ|)−2π)2
4π2C2g2s
+ 1
 < 0;
∂µC
∂Nf
∣∣∣∣∣
T
=
4 24/9Γ
(
5
18
)
Γ
(
11
9
)
log(|µ|)
9 18
√
πC
(
(gsNf log(|µ|)−2π)2
C2gs2
)13/18
−
4gsrh log(|µ|)
 1√
rh
9/2(gsNf log(|µ|)−2pi)2
4pi2C2g2s
+1
− 2F1
(
2
9
, 1
2
; 11
9
;−rh9/2(gsNf log(|µ|)−2π)2
4C2gs2π2
)
9(gsNf log(|µ|)− 2π) > 0,
(2.34)
which demonstrates the thermodynamical stability of the type IIB background of [2].
Hence, ensuring thermodynamical stability and with the lightest vector meson
mass as an input, for an appropriate imaginary Ouyang embedding parameter, it
is possible to obtain the QCD deconfinement temperature consistent with lattice
results for the right number of light quark flavors, in the MQGP limit from the type
IIB background of [2] in such a way that the modulus of the Ouyang embedding
parameter gives the correct first generation quark mass scale.
2.3 Nf = 2 Gauge Field Fluctuations
Within the framework of linear response theory, the Einstein’s relation according to
which the ratio of the DC electrical conductivity and charge susceptibility yields the
diffusion constant, must be satisfied. The main result of this section is that imposing
the Einstein’s relation requires the Ouyang embedding parameter corresponding to
the holomorphic embedding of Nf D7-branes in the non-extremal resolved warped
deformed conifold, to have a specific dependence on the horizon radius rh.
We first discuss the EOMs and their solutions for non-abelian gauge field fluc-
tuations for Nf = 2 using the formalism of [85] and then calculate the DC electrical
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conductivity and the charge susceptibility. Finally, we comment on the Einstein
relation relating their ratio to the diffusion constant.
Considering a chemical potential with SU(2) flavor structure the general action
is given by:
S = −TrTD7
∫
d8ξ
√
det(g + Fˆ ) (2.35)
where the group-theoretic factor Tr =
1
2
for SU(2) and the field strength tensor is
given as:
Fˆµν = σ
a(2∂[µAˆ
a
ν] +
r2h
2πα′
fabcAˆbµAˆ
c
ν), (2.36)
σa are the Pauli matrices and Aˆ is given by
Aˆµ = δ
0
µA˜0 + Aµ (2.37)
with the SU(2) background gauge field
A˜30σ
3 = A˜0
 1 0
0 −1
 . (2.38)
Now collecting the induced metric g and the background field tensor F˜ as another
background tensor G = g + F˜ we get equation of motion for gauge field fluctuation
Aaµ on D7-brane from the action quadratic in the same gauge fluctuation as in [85]:
∂κ[
√
det G(GνκGσµ −GνσGκµ)F̂ aµν ] =
√
det G
r2h
2πα′
A˜30f
ab3(GνtGσµ −GνσGtµ)F̂ bµν .
(2.39)
This simplifies to yield:
− 2∂u[
√
det G(GuuGyy)(2∂uA
a
y)]− 2∂t[
√
det GGyyGtt(2∂tA
a
y) +
√
det GGyyGttfab3A˜30
r2h
2πα′
Aby]
= −2
√
det G
r2h
2πα′
A˜30f
ab3GyyGtt(2∂tA
b
y)− 2
√
det G
r2h
2πα′
A˜30G
yyGttfab3f bc3A˜30
r2h
2πα′
Acy. (2.40)
Now, choosing the momentum four-vector in R1,3 as qµ = (w, q, 0, 0), and with a
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slight abuse of notation, writing Aaµ(x, u) =
∫
d4qe−iwt+iqxAaµ(q, u), the simplification
of (2.40) and rewriting in terms of the gauge-invariant variables or electric field
components EaT = ωA
a
y, a = 1, 2, 3 as well as a further simplification using X ≡
E1 + iE2, Y ≡ E1 − iE2, in the q = 0-limit, their solutions up to linear order in w,
are presented in Appendix A.2.
In the same appendix, for the purpose of evaluation of DC electrical conductivity,
the on-shell action too is worked out. As shown in [85], the on-shell action is given
by:
Son−shell ∼ TrTD7
∫
d4x
√
det G
(
GνuGν
′µ −Gνν′Guµ
)
Aaν′F̂
a
µν
∣∣∣
u=0
. (2.41)
Working in the gauge Aau = 0, in appendix A.2, the following on-shell action’s
integrand is worked out:
√
det G
[
4GuuGxx(GutGut −GuuGtt)
q2(GuuGxx) + w2(GttGuu −GutGut)E
a
x(∂uE
a
x)−
4
w2
GuuGααEaα(∂uE
a
α) + ...
]
u=0
= 4
 rhu(u
4 − 1)
w2( rh
u
)3/4
√
r4
h
√
rh
u
r4
h
√
rh
u
+c2e2φu4
Eax(∂uE
a
x) +
rhu(u
4 − 1)
w2( rh
u
)3/4
√
r4
h
√
rh
u
r4
h
√
rh
u
+c2e2φu4
Eaα(∂uE
a
α) + ...

u=0
∼ r
1
4
hu
7
4
w2
(Eax(∂uE
a
x) + E
a
α(∂uE
a
α)) + ....
∣∣∣∣∣∣
u→0
, (2.42)
where the dots include the flavor anti-symmetric terms.
Defining the longitudinal electric field as Ex(q, u) = E0(q)
Eq(u)
Eq(u=0)
, the flux factor
as defined in [86] in the zero momentum limit, using (1.82) and (2.42) will hence be
given as:
F(q, u) = −e
−φ(u)r
1
4
hu
7
4
w2
E−q(u)∂uEq(u)
E−q(u = 0)Eq(u = 0)
, (2.43)
and the retarded Green’s function for Ex, using the prescription of [86], will be
given by: G(q, u) = −2F(q, u). The retarded Green function for Ax is w2 times
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above expression and for q = 0, it gives
Gxx = 2e−φ(u)r
1
4
h u
7
4
∂uEq(u)
Eq(u)
∣∣∣∣∣
u=0
. (2.44)
The spectral functions in zero momentum limit will be given as:
Xxx(w, q = 0) = −2ImGxx(w, 0) = e−φ(u)r
1
4
h Im
[
u
7
4
∂uEq(u)
Eq(u)
]
u=0
. (2.45)
The DC conductivity is given by the following expression [87], [86]:
σ = lim
w→0
Xxx(w, q = 0)
w
= lim
u→0,w→0
r
1
4
hu
7
4ℑm
(
E′(u)
E(u)
)
w
. (2.46)
The final result for the DC conductivity σ is given as under:
σ =
r
1
4
h
πT
ℑm
c2
(
i
16
(−) 34 c1 + γ04 c2
)
− c3 c1γ04
c22
 ∼ (gsN) 18 T− 34 c1
c2
. (2.47)
Interestingly, this mimics a one-dimensional interacting system - Luttinger liquid -
on a lattice for appropriately tuned Luttinger parameter [88]. 2
Another physically relevant quantity is the charge susceptibility χ, which is ther-
modynamically defined as response of the charge density to the change in chemical
potential, is given by the following expression [89]:
χ =
∂nq
∂µC
∣∣∣∣∣
T
, (2.48)
where nq =
δSDBI
δFrt
, and the chemical potential µC is defined as µC =
∫ rB
rh
Frtdr. The
charge density will be given as:
nq =
δSDBI
δFrt
∼ Frt
√
|µ|r 94√
1− F 2rt
, (2.49)
2We wishe to thank S. Mukerjee for pointing out this fact as well as [88].
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and using (2.48), one gets the following charge susceptibility:
1
χ
=
∫ ∞
rh
dr
dFrt
dnq
=
∫ ∞
rh
dr
r
9
2
√
|µ|
 C2(
1
gs
−Nf
2pi
log |µ|
)2 + r 92

3
2
=
1
45
√
µrh5/4
 C2(
1
gs
−Nf
2pi
log |µ|
)2 + rh9/2

414rh9/2 2F1
−12 , 518; 2318;−
C2(
1
gs
−Nf
2pi
log |µ|
)2
rh9/2

+
4 C2(
1
gs
− Nf
2π
log |µ|
)2 − 5rh9/2
 2F1
 518 , 12; 2318;−
C2(
1
gs
−Nf
2pi
log |µ|
)2
rh9/2


=
4
5
√
|µ| (4πgsN)
5
8 T 5/4
+O
 1
(gsN)
23
8
 . (2.50)
Hence, the charge susceptibility is given by:
χ ∼
√
|µ| (gsN)
5
8 T 5/4. (2.51)
Given that one is in the regime of linear response theory, one expects the Einstein’s
relation: σ
χ
= D ∼ 1
T
, to hold3. However, a naive application yields σ
χ
∼ c1
c2
1√
|µ|gsN
1
T 2
.
One expects the Ouyang embedding parameter to be related to the deformation pa-
rameter if there were supersymmetry. In the MQGP limit, there is approximate
supersymmetry. The resolution parameter possesses an rh-dependence. If one as-
sumes that |µ| ∼ 1
r2
h
(in α′ = 1-units), then the Einstein’s relation is preserved.
The fact that the Ouyang embedding parameter turns out to be dependent on
the horizon radius is reminiscent of the fact that the resolution parameter too turns
out to be dependent on the horizon radius [51], and serves as an important constraint
while studying Ouyang embeddings. Further, the 1+1-dimensional subspace singled
out in the plane wave basis of the Fourier modes of the gauge field fluctuations,
3We would like to thank V.B.Shenoy and S. Mukerjee for clarifications on this point.
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via the evaluation of the electrical conductivity, provides an important prediction
that the theory mimicks a 1+1-dimensional Luttinger liquid for appropriately tuned
interaction parameter.
2.4 Significance of Results Obtained
Systems like QGP are expected to be strongly coupled. In fact, apart from having
a large t’Hooft coupling, it is believed that the same must also be characterized
by finite gauge coupling. It is hence important to have a framework in the spirit
of gauge-gravity duality, to be able to address this regime in string theory. Finite
gauge coupling would under this duality translate to finite string coupling hence
necessitating addressing the same from M theory perspective.
• Being able to reproduce the confinement-deconfinement temperature compati-
ble with lattice results, serves as a non-trivial check for a proposed holographic
dual of large-N thermal QCD. In this respect, this result is very significant as it
is able to successfully incorporate in a self-consistent way, a lattice-compatible
Tc for the right number of light quark flavors and light quark masses, ther-
modynamical stability, the right lightest vector mass for the number of quark
colors Nc given in in the IR (relevant to a low value of Tc) by M which can
be tuned to equal 3 (as one ends up with an SUN(M) gauge theory at finite
temperature in the IR at the end of the Seiberg duality cascade).
• Given that one is working within linear perturbation/response theory, one ex-
pects the Einstein relation relating the ratio of the DC electrical conductivity
and charge susceptibility to the diffusion constant, to hold. This necessi-
tates taking the Ouyang embedding parameter, analogous to the resolution
parameter [51], to be dependent on the horizon radius with a specific form of
dependence.
• The temperature dependence at temperatures above Tc, i.e., the deconfined
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phase curiously mimics a one-dimensional Luttinger liquid for a specific choice
of the Luttinger parameter. The one-dimensional identification could be due
to the (t, x) singled out in the plane-wave basis of the Fourier modes of the
gauge field fluctuations upon the choice of the dual qµ = (w, q, 0, 0).
CHAPTER 3
SPEED OF SOUND, DIFFUSION
COEFFICIENT,
η
S ,
WIEDEMANN-FRANZ LAW AND
D = 1 + 1 LUTTINGER LIQUID
3.1 Introduction
QCD has an interesting phase structure. The phase diagram of QCD indicates a
confining phase at low temperature, while beyond some temperature, T ≫ Tc, where
Tc is the only scale that we have here, it is a non-confining theory. It possesses a
phase transition from confining phase to a deconfined plasma phase at T = Tc. At
sufficiently high temperatures i.e., at T ≫ Tc, ’t Hooft coupling is much less than
unity and hence the theory is weakly coupled. However, the plasma as obtained
in RHIC experiment at temperature which is about 2Tc, is not weak enough. In
particular, to explore the physics of QCD at temperature close to Tc, we have to
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take a look at the strongly coupled regime where the ’t Hooft coupling is around
unity. This is called the strongly coupled plasma phase of QCD and the medium is
referred as the ‘sQGP’; see [90].
Due to the strong nature of the coupling, the perturbative method is not quite
applicable in this case. In lattice gauge theory using numerical simulations the
equilibrium properties of the strongly coupled hot QCD can be explored. But inter-
esting non-equilibrium properties such as hydrodynamic behavior or the real time
dynamics cannot be seen from the equilibrium correlation functions. So the lack of
non-perturbative methods to study hot QCD, forces us to look for either a different
theory/model or a different limit of a known theory/model. At finite temperature
the equilibrium or non-equilibrium properties of the Euclidean theory are studied
requiring time to have periodicity β ∼ 1
T
. Thus, at non-zero temperature, the Eu-
clidean space-time looks like a cylinder with the topology R3 × S1. The AdS/CFT
correspondence tells us that at T = 0 the 4d SYM theory defined on R4 is dual to
string theory on 5d AdS space with R4 as the boundary of the same. So at zero
temperature we can think of the field theory as living on the boundary of AdS space.
However, the prime interest is to investigate the finite temperature aspects of the
dual field theory from the physics of supergravity. Hence at finite temperatures, the
space-time of the gravitational description somehow has to be changed such that
one gets a geometry of the boundary which is equivalent to R3× S1 and not R4. In
other words one needs to find some bulk geometry which has a boundary with the
topology R3×S1. One possible answer is the AdS-BH space-time with the following
metric sometimes called black-brane metric given as:
ds2 = a(r)
−g(r)dt2 + dx2
+ b(r)dr2 (3.1)
with Minkowskian signature. Here r is the radial coordinate and g(r), dependent
on the horizon radius rh, is a ‘black-hole function’. By construction, the time coor-
dinate is defined to be periodic with period β which is inverse of temperature and
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is related to the horizon radius rh. Now, in the Klebanov-Strasslar model where the
temperature is turned on in the field theory side is effected by introducing a black
hole in the dual geometry. Interestingly the KS background with a black hole has
the geometry equivalent to the AdS-BH spacetime in the large r limit. Moreover, the
embedding of D7-branes in KS model via the holomorphic Ouyang embedding [37]
and finally the M-theory uplift of the whole set up keeps the background geometry
as required provided we consider some limiting values of the parameters in the the-
ory. The details about this, based on [2], [37], has already discussed in Chapter
1.
Most of the large-N holographic models cater to the large ’t Hooft-coupling limit
while keeping the gauge coupling vanishingly small. However, in systems such as
sQGP, it is believed that not only should the ’t Hooft coupling be large, but even the
gauge/string coupling should also be finite [1]. A finite gauge coupling would imply a
finite string coupling which necessitates addressing the limit from an M-theory point
of view. In the context of top-down holographic models of large-N thermal QCD
at finite gauge coupling, in this chapter we evaluate the non-conformal corrections
to some transport coefficients such as the shear viscosity η (as well as the shear-
viscosity-entropy-density ratio η
s
), diffusion constant D and the speed of sound vs.
These non-conformal corrections at finite gauge coupling are particularly relevant
in the IR and in fact also encode the scale-dependence of aforementioned physical
quantities, and hence are extremely important to be determined for making direct
contact with sQGP. The main non-trivial insight gained via such computations is
the realization that at NLO in N there is a partial universality in these corrections
determined by Nf and M apart from N . Also using the type IIB gravity dual
at leading order in N , we reproduce the expected linear large-T variation of DC
electrical conductivity characteristic of most strongly coupled gauge theories with
five-dimensional gravity duals with a black hole [71].
Analogous to [30], the non-conformality in [2] is introduced via M number of
fractional D3-branes, the latter appearing explicitly in B2, H3 and after construction
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of a delocalized SYZ type IIA mirror (resulting in mixing of B2 with the metric
components after taking a triple T-dual of [2]) as well as its local M-theory uplift, also
in the metric. In the context of a (local) M-theory uplift of a top-down holographic
thermal QCD dual such as that of [2] at finite gauge coupling, we estimate for the
first time, the non-conformal corrections appearing at the NLO in N to the speed
of sound vs, shear mode diffusion constant D, the shear viscosity η and the shear
viscosity - entropy density ratio η
s
. The main new insight gained by this set of
results is that the non-conformal corrections in all the aforementioned quantities
are found to display a partial universality in the sense that at the NLO in N the
same are always determined by
(
(gsM2)(gsNf )
N
)
, Nf being the number of flavor D7-
branes. Thus, we see that the same are determined by the product of the very small
gsM2
N
≪ 1 - part of the MQGP limit (1.52) - and the finite gsNf ∼ O(1) (also part
of (1.52)). Of course, the leading order conformal contributions though at vanishing
string coupling and large t’Hooft coupling were (in)directly known in the literature.
It is interesting to see the conformal limit of our results at finite gs obtained by
turning off of M - which encodes the non-conformal contributions - reduce to the
known conformal results for vanishing gs.
Now, in Chapter 1 we have seen that the response of a physical system to an
external source is given by the retarded Green’s function as per the linear response
theory. Although hydrodynamics tells us that it is enough to compute the trans-
port coefficients to know the response. Also there are two different ways to get
the transport coefficients. First, from the coefficient of O(w) term in the retarded
greens function (Kubo formula) and second, from the pole of the retarded greens
function. So it is not necessary to calculate the full retarded greens function but an
appropriate part of it does the job. This is precisely done by the AdS/CFT corre-
spondence using the dual gravitational background. Another way of getting the pole
of retarded greens function is to solve for the quasinormal modes of the bulk gravity
fields. Quasinormal modes are defined for a non-conservative system with the same
analogy as the usual normal modes. The frequency of the quasinormal modes are
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complex valued and the dissipation is given by it’s imaginary part. To get the quasi-
normal frequency we must solve for the linearized fluctuations around an uniform
black brane with the boundary condition which is normalizable at the spatial infinity
and purely incoming at the horizon. It was shown in [91] that the quasinormal fre-
quency associated with the quasinormal modes defined above in an asymptotically
AdS spacetime exactly matches with the pole of the two point correlation function
involving operators in the field theory dual to different metric perturbations. Hence
evaluating the quasinormal frequency ω as a function of the special momentum q,
gives the thermodynamic and hydrodynamic behavior of the plasma. Interestingly,
though not addressed in this thesis, but in the context of holographic thermoelec-
tric, piezoelectric and flexoelectric behaviors, response coefficients of charged black
branes/holes, exhibiting the same, was discussed in [92], [93].
3.1.1 Perturbations of the background and the gauge invari-
ant combinations
We consider a small linear fluctuation of the background metric of (1.78) as:
gµν = g
0
µν + hµν , (3.2)
where g0µν denotes the background metric. The inverse metric is defined as(up to
second order in perturbation)
gµν = g(0)µν − hµν + hµlh νl . (3.3)
Assuming the momenta to be along the x-direction, the metric fluctuations can be
written as the following fourier decomposed form:
hµν(x, t, u) =
∫ ε4q
(2π)4
e−iwt+iqxhµν(q, w, u). (3.4)
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We will work in the gauges where huµ is zero for all µ including u. Based on the
the spin of different metric perturbations under SO(2) rotation in (y, z) plane, the
same can be classified into three types as follows:
(i) vector modes: hxy, hty 6= 0 or hxz, htz 6= 0, with all other hµν = 0.
(ii) Scalar modes: hxx = hyy = hzz = htt 6= 0, hxt 6= 0, with all other hµν = 0.
(iii) Tensor modes: hyz 6= 0, with all other hµν = 0.
The EOMs for the scalar and vector type metric perturbations are all coupled to each
other and hence they are not easy to solve. However following [6] one can construct
a particular combination of different perturbations which is gauge invariant and all
the coupled EOMs can be replaced by a single equation involving the gauge invariant
variable. This combination which is invariant under diffeomorphisms: hµν → hµν −
∇(µξν) is given as [6]:
Scalar type : Zs = −q2(1− u4)Htt + 2wqHxt + w2Hxx
+ q2(1− u4)
(
1 +
gxx(−4u3)
g′xx(1− u4)
− w
2
q2(1− u4)
)
Hyy
(3.5)
Vector type : Zv = qHty + wHxy (3.6)
Tensor type : Zt = Hyz, (3.7)
where Htt = −gtthtt, Hxx = gxxhxx, Hyy = gxxhyy, Hxt = gxxhxt, Hxy = gxxhxy
and the prime denotes the derivative with respect to u. The two second order
differential equations corresponding to the EOMs of Zv, Zs and Zt are solved and the
required quasinormal modes are obtained by imposing Dirichlet boundary conditions
at u = 0 [6].
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3.2 Scalar Metric Perturbation Modes and Speed
of Sound in MQGP Limit
In this section, by considering scalar modes of metric perturbations, we will evaluate
the speed of sound, first up to leading order in N four ways: (i) (subsection 3.2.1.1)
the poles appearing in the common denominator of the solutions to the individual
scalar modes of metric perturbations (the pure gauge solutions and the incoming-
wave solutions); (ii) (subsection 3.2.1.1) the poles appearing in the coefficient of
the asymptotic value of the square of the time-time component of the scalar metric
perturbation in the on-shell surface action; (iii) (subsection 3.2.2.1) the dispersion
relation obtained via a Dirichlet boundary condition imposed on an appropriate
single gauge-invariant metric perturbation - using the prescription of [6] - at the
asymptotic boundary; (iv) (subsection 3.2.2.2) the poles appearing in the coefficient
of the asymptotic value of the square of the time-time component of the scalar metric
perturbation in the on-shell surface action written out in terms of the same single
gauge-invariant metric perturbation. The third approach is then extended to include
the non-conformal corrections to the metric and obtain an estimate of the corrections
to vs up to NLO in N .
Using the black M3 brane metric, up to leading order in N and considering
the non-zero scalar modes of metric perturbations, we get a set of seven differen-
tial equations from the Einstein’s equation. Defining the dimensionless energy and
momentum,
ω3 =
w
πT
, q3 =
q
πT
, (3.8)
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the set of seven equations are given as:
H ′′tt +
1
u
(
−6
g
+ 5
)
H ′tt +H
′′
s +
1
u
(
−2
g
+ 1
)
H ′s = 0,
H ′′tt +
2
u
(
−3
g
+ 1
)
H ′tt +
1
u
(
−2
g
+ 1
)
H ′s −
q23
g
Htt +
ω23
g2
Hs + 2
q3ω3
g2
Hxt = 0,
H ′′s −
3
u
H ′tt −
2
u
(
1 +
2
g
)
H ′s −
q23
g
Htt +
ω23
g2
Hs − 4q
2
3
g
Hyy +
2ω3q3
g2
Hxt = 0,
H ′′yy −
H ′tt
u
− H
′
s
u
+
1
u
(
−4
g
+ 1
)
H ′yy +
1
g2
(
ω23 − gq23
)
Hyy = 0,
H ′′xt −
3
u
H ′xt +
2q3ω3
g
Hyy = 0,
q3
(
−gH ′tt + 2u3Htt
)
− 2q3gH ′yy + ω3H ′xt = 0,
ω3
(
gH ′s + 2u
3Hs
)
+ q3
(
gH ′xt + 4u
3Hxt
)
= 0 (3.9)
where we defineHtt =
(
g
2/3
s u
2L2
r2
h
g
)
htt,Hxx =
(
g
2/3
s u
2L2
r2
h
)
hxx,Hyy = Hzz =
(
g
2/3
s u
2L2
r2
h
g
)
hyy,
andHs = Hxx+2Hyy. The above system of equations can be reduced to the following
3.2. Scalar Metric Perturbation Modes and Speed of Sound in MQGP
Limit 77
linearly independent set of four equations
H ′xx =
3ω23 − 2q23u4
q23 (u
4 − 3) H
′
tt +
2u
(
q43 (1− u4)2 − ω23 (−2u6 + 6u2 + ω23)
)
q23 (u
4 − 3) (1− u4)2 Hyy
+
uω23 (q
2
3 (u
4 − 1) + 2u6 − 6u2 − ω23)
q23 (1− u4)2 (u4 − 3)
Hxx +
2uw3 (q32 (u4 − 1) + 2u6 − 6u2 − w32)
q3 (1− u4)2 (u4 − 3) Hxt
+
u (q23 (u
4 − 1) + 2u6 − 6u2 − ω23)
(u4 − 3) (u4 − 1) Htt
H ′yy = −
q32 (u4 − 3) + 3ω23
2q23 (u
4 − 3) H
′
tt +
uω23 (q3
2 (u4 − 1)− 2u6 + 6u2 + ω23)
q23 (1− u4)2 (u4 − 3)
Hyy
+
uω23 (−2u6 + 6u2 + ω23)
2q23 (1− u4)2 (u4 − 3)
Hxx +
uω3 (−2u6 + 6u2 + ω23)
q3 (1− u4)2 (u4 − 3)
Hxt
+
u (q23 (u
4 − 1) + 2u6 − 6u2 − ω23)
(u4 − 3) (u4 − 1) Htt
H ′xt =
3 (u4 − 1)ω3
q3 (u4 − 3) H
′
tt −
2uω3 (q
2
3 (u
4 − 1)− 2u6 + 6u2 + ω23)
q3 (u4 − 3) (u4 − 1) Hyy
− uω3 (−2u
6 + 6u2 + ω23)
q3 (u4 − 3) (u4 − 1) Hxx +
2u (2u6 − 6u2 − ω23)
(u4 − 3) (u4 − 1) Hxt
− uq3ω3
u4 − 3Htt
H ′′tt =
u8 + 2u4 + 9
u (u4 − 3) (u4 − 1)H
′
tt −
2 (q23 (u
4 + 1) + 2ω23)
(u4 − 3) (u4 − 1) Hyy
− 2ω
2
3
(u4 − 3) (u4 − 1)Hxx −
4q3ω3
(u4 − 3) (u4 − 1)Hxt −
2q23
u4 − 3Htt. (3.10)
To solve the system of equation (3.10) we look for the behavior of the solution near
u = 1. Hence for time being we reconsider equation (3.9) and write them as the
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following system of six first order differential equations
H ′tt =
1
g
Ptt
H ′yy = −
1
2g
Ptt +
u3
g
Htt +
ω3
2q3g
Pxt
H ′s = −
2u3
g
Hs − 4q3u
3
w3g
Hxt − q3
ω3
Pxt
H ′xt = Pxt
P ′xt =
3
u
Pxt − 2q3ω3
g
Hyy
P ′xt = −
2(u4 − 2)
ug
Ptt + q
2
3Htt −
q3(u
4 + 1)
uω3
Pxt − 2u
2 + 2u6 + ω23
g
(
Hs +
2q3
ω3
Hxt
)
.
(3.11)
In matrix form the above equation can be written as
X ′ = A(u)X (3.12)
where A is a 6 × 6 matrix and is singular for all values of u. Equation (3.12) can
be solved by substituting the ansatz X = (1 − u)rF (u) into the same, where the
exponent r can be evaluated from the eigenvalues of the matrix (1 − u)A(u) near
u = 1. They are given by r1 = r2 = 0, r3 = −1/2, r4 = iω3/4, r5 = −iω3/4 and r6 =
1/2. Two of the eigenvalues namely r = ∓iω3/4 represent the incoming/outgiong
wave.
3.2.1 The Longer Route up to Leading Order in N - Via
Solutions of EOMs
In this subsection, we describe the evaluation of vs, first from the solutions to the
EOMs for the scalar metric perturbation modes and then from two-point correlation
function of energy momentum tensor: 〈TttTtt〉. We limit ourselves, in this subsection,
to the leading order in N .
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3.2.1.1 From the Pole Structure of Solutions to Hab(u)
Based on [94], we give below a discussion on three gauge transformations that pre-
serve hµu = 0, for the black M3-brane metric. This is then utilized to obtain solu-
tions to the scalar metric perturbation modes’ equations of motion (3.9) near u = 0
and thereafter the speed of sound. We verify the result for the speed of sound by
also calculating the same from an two-point energy-momentum correlation function.
Demanding that infinitesimal diffeomorphism which is given as:
xµ → xµ + ξµ
gµν → gµν −∇(µξν),
(3.13)
preserves the gauge condition hµu = 0 implies imposing [94]:
∂(µξu) − 2Γρµuξρ = 0, (3.14)
wherein Γρµu is calculated w.r.t. gµν = g
(0)
µν + hµν . There are three residual gauge
transformations under which the system of differential equations (3.9) remains in-
variant. They are given in (B.27), (B.29) and (B.30).
Choosing Cu, C˜x,u :
(
Cu,
C˜t,x
i
)
g
2
3
s
L2
= 1, the non-zero pure gauge solutions gauge
equivalent to Hab = 0 (Hab = 0, ξa = 0), near u = 0, are given by:
H(I)xx (0) = −2q3
H
(I)
xt (0) = ω3
H
(II)
tt (0) = 2ω3
H
(II)
xt (0) = q3
H(III)xx (0) = 2
(3.15)
80
Chapter 3. Speed of Sound, Diffusion Coefficient, η
s
,
Wiedemann-Franz law and D = 1 + 1 Luttinger Liquid
WritingH incab (u) as the incoming solution to the differential equations, the general
solution can be written as the following form,
Hab(u) = aH
(I)
ab (u) + bH
(II)
ab (u) + cH
(III)
ab (u) + dH
inc
ab (u). (3.16)
To determine H incab (u), we Solve (3.9) near the horizon u = 1 (this enables solving
the fourth, fifth and sixth equations of (3.9) independent of the first, second, third
and seventh equations), where we have already shown that the same is a regular
singular point with exponent of the indicial equation corresponding to the incoming
solution given by − iω3
4
, implying that H incab (u) = (1− u)−
iω3
4 Hab(u). Making double
perturbative ansatze:
Hab(u) =
∞∑
m=0
∞∑
n=0
H(m,n)ab (u)qm3 ωn3 , (3.17)
one obtains near u=0 the solutions given in (B.37).
Upon using Htt(0) = H
(0)
t , Hxt(0) = H
(0)
xt , Hs(0) = H
(0)
s and solving for a, b, c and
d, the following is the common denominator:
Ω(ω3, q3) ≡ α(0,0)yy + α(1,0)yy q3 + C(2,0)1yy q23 + α(1,0)yy ω3 +
(
− i
4
+ C
(1,1)
2yy −
2
9
C
(1,1)
1yy e
3
)
q3ω3
+
(
C
(0,2)
1yy + C
(0,2)
2yy +
i
4
Σ
(0,1)
2yy
)
ω23, (3.18)
where α(m,n)yy , C
(m,n)
ayy , a, b = 1, 2 are constants appearing in the solutions to H(m,n)ab (u)
in (B.37). Now, (3.18) can be solved for ω3 and the solution is given in (B.32) in
appendix B.4.
Assuming α(0,0)yy ≪ 1, |Σ(0,1)2 yy | ≫ 1(iΣ(0,1)2 yy ∈ R) : α(0,0)yy Σ(0,1)2 yy < 1;α(1,0)yy = −|α(1,0)yy |,
consistent with the constraints such as (B.38) and (B.32) of appendix B.4, implies
the roots (B.33) and (B.35) as given in appendix B.4. In the same appendix, it is
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shown that:
ω3 ≈ ±q3
1 + iα(00)yy Σ(0,1)2 yy
2
(
α
(1,0)
yy
)2
 ≡ ±vsq3. (3.19)
One can show that one can consistently choose
α
(00)
yy
(
iΣ
(0,1)
2 yy
)
2
(
α
(1,0)
yy
)2 = 1√3−1 to yield vs = 1√3 .
3.2.1.2 Via Two-Point Correlation Function 〈TttTtt〉 using ON-Shell Ac-
tion and LO EOM’s Solutions
We will now concentrate on the evaluation of the two-point correlation function
〈TttTtt〉 from the on-shell action. On-shellness dictates that: R(0) = 103 Λ under the
metric perturbation given in (3.2). The pure gravitational part of the 5d action along
with the Gibbons-Hawking York surface term [95] and a counter term (required to
regularize the action) is given by (without worrying about the overall constant term):
S ∼
∫ 1
0
du
∫
d4x
√−g(R− 2Λ) +
∫
d4x
√−gB 2K + a
∫
d4x
√−gB (3.20)
where Λ is a cosmological constant term and is given as: λ = −6g2/3s
L2
. gµνB is the
pull-back metric on the boundary of AdS space and K is the extrinsic curvature. We
choose a = −6g1/3s
L
to make the action in equation (3.20) finite. On-shell, the bilinear
part of the above action, in the limit q3 → 0, ω3 → 0, reduces to the following surface
term:
S ∼
∫
d4x
1
4
H2tt + 8H2xt + 2HxxHtt + 4HyyHtt + 4HxxHyy −H2xx

− 1
2ǫ3
H2xt +H2yy +HxxHtt +HyyHtt + 2HxxHyy
′ . (3.21)
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The equations of motion imply that H ′tt(u = 0) = H
′
s(u = 0) = H
′
xt(u = 0) =
H ′yy(u = 0) = 0, and we will further assume that
 Hyy(u = 0)
Hs(u = 0)
 =
 −βyt −βyx
−βst −βsx

 Htt(u = 0)
Hxx(u = 0)
 . (3.22)
So, the relevant two-point correlation function involving T00 will require finding out
the coefficient of
(
H
(0)
tt
)2
upon substitution of (B.27) - (B.31) and (B.37) along with
the values of a, b, c, d with the common denominator Ω(ω3, q3) of (3.18). As the
generic form of this two-point function in the hydrodynamical limit [96] : ω3 →
0, q3 → 0 : ω3q3 = α ≡ constant - is expected to be of the form:
q23
ω23−v2sq23
, we isolate
these terms and work up to leading order in Σ
(0,1)
2yy . We find from (3.21) the following
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coefficients of (H
(0)
tt )
2 coming from the H2-like terms and HH ′-like terms:
H2 terms : − iΣ
01
2yy
16 (α2 − 1)
{
α4
(
β2st + βst(2− 8βyt) + 12β2yt − 1
)
− 32βyt(πβyt − 2)
−α2
(
β2st + βst(56βyt + 2) + 12β
2
yt − 1
)}
;
(HH ′)O(u
0)
u3
∣∣∣∣∣∣
u=ǫ
= − iα
2Σ012yyβyt
16 (α2 − 1)
{
α2((8 + π)βst − 2((π − 6)βyt + 1))
+(16 + π)βst − 12βyt + π2βyt + 14πβyt − 2π − 22
}
;
(HH ′)O(u)
u3
∣∣∣∣∣∣
u=ǫ
= − 1
16 (α2 − 1)
iα2Σ012yy
α2βyt((16 + π)βst − (π − 20)βyt + 2)
− 2α(2βst + πβyt − 2) + βyt
(
(π − 24)βst +
(
−20− 3π + π2
)
βyt − 2π + 6
);
(HH ′)O(u
2)
u3
∣∣∣∣∣∣
u=ǫ
= − 1
32 (α2 − 1)
iα2Σ012yyβyt
2α2((π − 24)βst + 10βyt)
− (π − 36)α(2βst + πβyt − 2) + 2
(
(π − 24)βst +
(
−10− 24π + π2
)
βyt − 2π + 48
);
(HH ′)O(u
3)
u3
∣∣∣∣∣∣
u=ǫ
=
iΣ012yy
160 (α2 − 1)2
5α6 (24β2st + βst(8− 2(π − 2)βyt) + βyt(2− πβyt))
+ 2α4
(
60β2st + βst(6(15π − 8)βyt − 200)− 5
(
(π − 11)πβ2yt + (22− 4π)βyt + 4
))
+ α2
(
2βst((38 + 35π)βyt − 60) + π(70π − 233)β2yt + (466− 280π)βyt + 280
)
− 40α5βyt(2βst + πβyt − 2) + 40α3βyt(2βst + πβyt − 2) + 128βyt(πβyt − 2)
.
(3.23)
From (3.23), we see that for βyt = 0, βst = 1, the first line in (3.21) yields a con-
tribution: iα2Σ012yy
q23
(ω23−v2sq23)
and from the second line in (3.21), there is no required
contribution from (HH
′)O(u
0,1,2)
u3
and (HH
′)O(u
3)
u3
terms yield: iα2Σ012yy
q23
(ω23−v2sq23)
.
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3.2.2 The Shorter Route - Use of Gauge-Invariant Variable
In this subsection, we carry on the same calculation as we did in the last subsection
for the speed of sound up to leading order in N via a different approach. This
time following [6], we first obtain the EOM for appropriate gauge-invariant variable
corresponding to the non zero scalar modes of metric perturbations as defined in
(3.5) and then compute the quasinormal modes, hence the speed of sound vs by
solving that EOM in the hydrodynamic approximation. we have also calculate the
two point correlation function of energy momentum tensor using the above solution
for the gauge invariant variable. Latter following the same approach we compute
the next to leading order correction to speed of sound by using the M-theory metric
as given in (1.60) and (1.61).
3.2.2.1 From the solution of Gauge Invariant Variable up to Leading
Order in N
Going back to (3.10) we see that the four linearly independent equations using the
following gauge invariant combination of perturbations namely,
Zs(u) = 2q3ω3Hxt + ω
2
3Hxx +Hyy
[
q23
(
u4 + 1
)
− ω23
]
− q23
(
1− u4
)
Htt, (3.24)
can be written as a single second order differential equation involving Zs(u):
Z ′′s (u)−
q23 (7u
8 − 8u4 + 9)− 3 (u4 + 3)ω23
u (u4 − 1) (q23 (u4 − 3) + 3ω23)
Z ′s(u)
+
q43 (u
8 − 4u4 + 3) + 2q23 (8u10 − 8u6 + 2u4ω23 − 3ω23) + 3ω43
(1− u4)2 (q23 (u4 − 3) + 3ω23)
Zs(u) = 0. (3.25)
The above equation can be solve by considering an ansatz Zs(u) = (1 − u)rF (u)
where F (u) is regular near the horizon u = 1. We have already obtained the value
of exponent r at the end of section 5 and it is given by ± iω3
4
. we choose the negative
sign here as it represents an incoming wave. The evaluation of the function F (u)
can be done perturbatively using hydrodynamic approximation, given as: ω3 ≪ 1,
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q3 ≪ 1. For analytic solution the momentum has to be light-like, means ω3 and q3
would be of the same order. Hence we can rescale ω3 and q3 by a same parameter
λ as: ω3 → λω3, q3 → λq3 and expand equation (3.25) to first order in λ, where the
limit λ ≪ 1 ensure that we are working in the hydrodynamic regime. We choose
the following series expansion of F (u) for small frequency and momentum as:
F (u) = F0(u) + ω3F1(u) +O(ω23, q23, ω3q3). (3.26)
Plugging in the equation (3.26) into the equation (3.25) one can get an equation
involving F0(u) only:
u
(
u4 − 1
) (
q23
(
u4 − 3
)
+ 3ω23
)
F ′′0 +
(
q23
(
−7u8 + 8u4 − 9
)
+ 3
(
u4 + 3
)
ω23
)
F ′0
+ 16q23u
7F0 = 0.
(3.27)
A solution to the above equation is given by,
F0(u) =
c1 (q
2
3 (u
4 + 1)− 3ω23)
17q23 − 3ω23
(3.28)
+
c2 (q
2
3 (u
4 + 1)− 3ω23)
(
− 2q23−3ω23
q23(u
4+1)−3ω23
− 1
4
log (u4 − 1)
)
17q23 − 3ω23
.
For the regularity of F0(u) near the horizon u = 1, we choose the constant c2 to
be equal to zero. Using this solution for F0(u), another equation for F1(u) can be
found from (3.25),
u
(
u4 − 1
) {
17q43
(
u4 − 3
)
− 3q23ω23
(
u4 − 20
)
− 9ω43
}
F ′′1
+
{
−17q43
(
7u8 − 8u4 + 9
)
+ 3q23ω
2
3
(
7u8 + 9u4 + 60
)
− 9ω43
(
u4 + 3
)}
F ′1
+ 16u7q23
(
17q23 − 3ω23
)
F1 + 16iu
7q23
(
2q23 − 3ω23
)
c1 = 0. (3.29)
86
Chapter 3. Speed of Sound, Diffusion Coefficient, η
s
,
Wiedemann-Franz law and D = 1 + 1 Luttinger Liquid
A general solution is given as:
F1(u) = −c1i (2q
2
3 − 3ω23)
17q23 − 3ω23
+
c2 (q
2
3 (u
4 + 1)− 3w32)
17q23 − 3ω23
+
c3 (q
2
3 (u
4 + 1)− 3ω23)
(
− 2q23−3ω23
q23(u
4+1)−3ω23
− 1
4
log (u4 − 1)
)
17q23 − 3ω23
. (3.30)
Again demanding the regularity of the above solution near the horizon, we put c3 to
zero. Also imposing a boundary condition F1(u = 1) = 0, we determine the constant
c2 to be equal to ic1. With this the final expression of Zs(u) is given as:
Zs(u) = c1(1− u4)−iω3/4
(
q23 (u
4 + 1)− 3ω23
17q23 − 3ω23
− iq
2
3ω3 (1− u4)
17q23 − 3ω23
)
. (3.31)
Imposing the Dirichlet boundary condition Z(u = 0) = 0 we get the quasinormal
frequency,
ω3 = ± q3√
3
− iq
2
3
6
+O. (3.32)
Using (3.8), we get the following dispersion relation:
w = ± q√
3
− iq
2
6πT
. (3.33)
Comparing this with the dispersion relation corresponding to the sound wave mode,
w = ±qvs − iΓsq2 (3.34)
where vs is the speed of sound and Γs is the attenuation constant, we get their exact
values.
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3.2.2.2 Via Two-Point Correlation Function 〈T00T00〉- Using the Solution
of EOM involving Gauge Invariant Variable
The relevant part of the bilinear surface term of the full action (3.20) as given in
(3.21) can be rewritten in terms of the gauge invariant variable Zs(u) as:
S(2)ǫ = limu→0
∫
dwdq
2π2
A(ω3, q3, u)Z
′
s(u, q)Zs(u,−q). (3.35)
Using the equations of motion (3.10) along with (3.21), we find the functionA(ω3, q3, u)
as:
A(ω3, q3, u) =
3
u3 (q23 (u
4 − 3) + 3ω23)2
(3.36)
For the computation of two point function we need the solution of equation (3.25)
as given in equation (3.31), where the constant c1 is determined by the boundary
condition
Zs(u = 0) = −H0ttq23 + 2H0xtq3ω3 +H0xxω23 +H0yy
(
q23 − ω23
)
, (3.37)
where we define Hab(u = 0) = H
0
ab. Now putting the above expression of A(ω3, q3, u)
and the solution Zs(u) back in equation (3.35) one get the two point correlator Gtt,tt
as:
Gtt,tt =
δ2S(2)ǫ
δH
(0)
tt (k)δH
(0)
tt (−k)
=
8q6
3 (q2 − 3w2) (q2 − w2)2 (3.38)
Hence the pole structure of the Green’s function gives the correct value of the speed
of sound wave, vs =
1√
3
propagating through hot plasma. The above value of
speed of sound also matches exactly with the value that we have already got from
the solution of hydrodynamic equations, thus provides a quantitative checks of the
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validity of Gauge/Gravity duality.
3.2.3 From the solution of Gauge Invariant Variable - Going
up to NLO in N in the MQGP Limit
Considering the Next-to-Leading Order corrections in N of the metric components
as given in (1.60), and using the gauge invariant combination given in (3.6), (3.5)
and (3.7), the Einstein equation can be expressed in terms of a single equation of
the form Z ′′i (u) = mi(u)Z
′
i(u) + li(u)Zi(u), where, i = s(calar), v(ector), t(ensor).
In 3.2.3.1, we first evaluate vs including the non-conformal contribution to the
M-theory metric evaluated at a finite r and large N , i.e., log
(
r√
α′
)
< logN , thereby
dropping log r logN as compared to (logN)2. Then, in 3.2.3.2, we attempt a full-
blown non-conformal estimate of vs up to NLO in N by working at an r : log
(
r√
α′
)
∼
logN . It turns out, unlike the former, the horizon becomes an irregular singular
point for the latter. We set α′ to unity throughout. Given that in both, 3.2.3.1 and
3.2.3.2, we are interested in numerics, exact numerical factors in all expressions will
be replaced by their decimal equivalents.
3.2.3.1 Dropping log r logN As Compared to (logN)2
Including the NLO terms, the EOM for the gauge invariant variable Zs(u) - given
by (3.5) - can be rewritten as:
(u− 1)2Z ′′s (u) + (u− 1)P (u− 1)Z ′s(u) +Q(u− 1)Zs(u) = 0, (3.39)
in which P (u − 1) = ∑∞n=0 pn(u − 1)n and Q(u − 1) = ∑∞m=0 qn(u − 1)n wherein,
up to O
(
1
N
)
, pn, qn are worked out in (B.12). The horizon u = 1 being a regular
singular point of (3.39), the Frobenius method then dictates that the incoming-wave
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solution is given by:
Zs(u) = (1− u)
3gs
2M2Nf log(N)(8q32ω32 log(N)+(ω32+4)(10q32−27ω32))
2048pi2Nq2
3
ω3(−1)3/2
− iω3
4
(
1 +
∑
m=1
am(u− 1)m
)
,
(3.40)
where a1,2 are given in (B.14). Following [6], imposing Dirichlet boundary condition
Zs(u = 0) = 0 and going up to second order in powers of (u − 1) in (B.13) and
considering in the hydrodynamical limit ωn3 q
m
3 : m+ n = 2 one obtains:
ω3 = −2q3√
3
− 9iq3
2
32
, (3.41)
which yields a result for the speed of sound similar to, though not identical to, (3.46)
for n = 0, 1.
To get the LO or conformal result for the speed of sound vs =
1√
3
, let us go to
the fourth order in (B.13). For this, up to O
(
1
N
)
, pn, qn are worked out in (B.16).
We will not quote the expressions for a3 and a4 because they are too cumbersome.
Substituting the expressions for a1,2,3,4 into Zs(u) and implementing the Dirichlet
boundary condition: Zs(u = 0) = 0, in the hydrodynamical limit, going up to
O(ω43) one sees that one can write the Dirichlet boundary condition as a quartic:
aω43 + bω
3
3 + cω
2
3 + fω3 + g = 0 where a, b, c, d, f, g are given in (B.17). One of the
four roots yields:
ω3 ≈ 0.46q3 − 0.31iq23, (3.42)
with no O
(
1
N
)
-corrections! The coefficient of q3 is not too different from the con-
formal value of 1√
3
≈ 0.58. We expect the leading order term in the coefficient of q3
to converge to 1√
3
. Also, the coefficient of q2 term turns out to be 0.31
π
which is not
terribly far from the conformal result of 0.17
π
. We are certain that the inclusion of
higher order terms in (B.13) will ensure that we get a perfect match with the con-
formal result. The reason we do obtain the NLO non-conformal contribution to vs
is that at the very outset, we have neglected the non-conformal log r-contributions
by working at a large but finite r, but such that
r√
α′
N
≪ 1. We will see how to obtain
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the non-conformal contribution with the inclusion of the same in 3.2.3.2 below.
3.2.3.2 Retaining log r logN and (logN)2 Terms
Constructing a Zs(u) given by (3.5) and retaining the non-conformal log r logN -
contribution as well as (logN)2 terms, one sees one obtains (B.18) as the equation
of motion for Zs(u). The horizon u = 1 due to inclusion of the non-conformal
corrections to the metric, becomes an irregular singular point. One then tries the
ansatz: Zs(u) = e
S(u) near u = 1 [97]. Assuming that (S ′)2 ≫ S ′′(u) near u = 1
the differential equation (B.18), which could written as Z ′′s (u) = m(u)Z
′
s+ l(u)Zs(u)
can be approximated by:
(S ′)2 −m(u)S ′(u)− l(u) ≈ 0. (3.43)
A solution to (3.43) is given in (B.20). Taking first the MQGP limit, integrating
with respect to u, the solution (B.20) will reflect the singular nature of Zs(u)’s
equation of motion (B.20) via
Zs(u) ∼ (1− u)−
1
2
+
15gs
2M2Nfω3
2 log( 1N )
256pi2N(2q32−3ω32) F (u), (3.44)
where F (u) is regular in u and its equation of motion, around u = 0, is given by
(B.22) whose solution is given in (B.23). One notes from (B.23) that F (u ∼ 0) = c1.
This needs to be improved upon by including the sub-leading terms in u in F ′(u)
which is discussed in detail in Appendix B.3.
For Zs(u = 0) = 0 to obtain ω = ω(q) to determine the speed of sound, one
requires F (u = 0) = 0. From (B.25), this can be effected by requiring
225gs
4Nf
2ω3
2 log2(N)M4 + 4800gs
2NNfπ
2 (4q3
2 − 5ω32) log(N)M2 + 139264N2π4 (2q32 − 3ω32)
128Nπ2 (15gs2Nf (8q32 − 11ω32) log(N)M2 + 896Nπ2 (2q32 − 3ω32)) = −n ∈ Z
−
(3.45)
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or
ω = q3
√14n+ 17√
21n+ 51
2
+
5(2n+ 5)gs
2M2Nf logN
128π2
√
14n+ 17
√
84n+ 102N
 , (3.46)
implying the following estimate of the speed of sound:
vs ≈
√
14n+ 17√
21n+ 51
2
+
5(2n+ 5)gs
2M2Nf logN
128π2
√
14n+ 17
√
84n+ 102N
. (3.47)
Given that (B.20) is an approximate solution to (3.43), one expects to obtain an
expression for vs from an M3-brane uplift
1, to be of the form vs ≈ O(1)√3 +O
(
gsM2
N
)
,
and (3.46) is exactly of this form for n = 0, 1.
3.3 Vector Mode Perturbations and Shear Mode
Diffusion Constant up to NLO in N in the
MQGP Limit
The equations of motion for the vector perturbation modes upto next-to-leading
order in N , can be reduced to the following single equation of motion in terms of a
gauge-invariant variable Zv(u) (given by (3.6)):
Z ′′v (u)−mv(w3, q3, u)Z ′v(u)− lv(w3, q3, u)Zv(u) = 0, (3.48)
where mv(w3, q3, u), lv(w3, q3, u) are given in (B.40). The horizon u = 1 is a regular
singular point of (3.48) and the root of the indicial equation corresponding to the
incoming-wave solution is given by:
−iω3
4
+
3iω3g
2
sM
2Nf log
2N
256π2N
. (3.49)
1For a p-brane solution, to LO in N , one expects vs =
1√
p [98].
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Next we will solve equation (3.48), for the appropriate dispersion relation using the
Frobenius method. We took the solution about u = 1 to be
Zv(u) = (1− u)−
iω3
4
+
3iω3g
2
sM
2Nf log
2 N
256pi2N
(
1 +
∞∑
n=1
an(u− 1)n
)
, (3.50)
• Considering terms up to O((u− 1)2)
Truncating the infinite series in (3.50) to O((u − 1)2) one obtains in (B.43), the
values for a1, a2.
In the hydrodynamical limit retaining terms only up to O(ωm3 qn3 ) : m + n = 4,
we get from the Dirichlet boundary condition Z(u = 0) = 0,
aω43 + bω
3
3 + cω
2
3 + fω3 + g = 0 (3.51)
where a, b, c, d, f, g are given in (B.45). Analogous to the calculation in the previous
section, once again as we are interested in numerics, exact numerical factors in all
expressions will be replaced by their decimal equivalents for most part of this section.
One of the four roots of Zv(u = 0) = 0 is:
ω3 = −8.18i+0.14ig
2
sM
2Nf(logN)
2
N
+
(
−0.005i− 0.002ig
2
sM
2Nf(logN)
2
N
)
q23+O(q33).
(3.52)
• Considering terms up to O((u− 1)3)
Going up to O((u− 1)3) in (3.50), one obtains in (B.47)values of a3.
The Dirichlet condition Zv(u = 0) = 0 in the hydrodynamic limit reduces to
aω43 + bω
3
3 + cω
2
3 + fω3 + g = 0 (3.53)
where a, b, c, d, f, g are given in (B.48). One of the four roots of the quartic in ω3 is:
ω3 =
(
−0.73i+ 0.003ig
2
sM
2Nf (logN)
2
N
)
q23 +O(q33). (3.54)
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The leading order coefficient of q23 is not terribly far off the correct value − i4 already
at the third order in the infinite series (3.50).
• Considering terms up to O((u− 1)4)
Let us look at (3.50) up to the fourth order. One finds in (B.50) the value of a4. In
the hydrodynamical limit the Dirichlet boundary condition Zv(u = 0) = 0 reduces
to
aω43 + bω
3
3 + cω
2
3 + fω3 + g = 0 (3.55)
where a, b, c, d, f, g are given in (B.51). Incredibly, one of the roots of the quartic
equation in ω3 is:
ω3 =
(
− i
4
+
3ig2sM
2Nf logN (5 + 2 logN)
512π2N
)
q23 +O
(
q33
)
. (3.56)
Hence, the leading order (in N) yields a diffusion constant of the shear mode D =
1
4πT
, exactly the conformal result! Including the non-conformal corrections which
appear at NLO in N , one obtains:
D =
1
πT
(
1
4
− 3g
2
sM
2Nf logN (5 + 2 logN)
512π2N
)
. (3.57)
We conjecture that all terms in (3.50) at fifth order and higher, do not contribute
to the Dirichlet boundary condition up to the required order in the hydrodynamical
limit.
The variation of the shear mode diffusion constant with temperature is shown
in Figure 3.1 for Nf = 3, M = 3, gs = 0.9, N = 100. As the lowest order conformal
result we obtain exactly 1
4πT
as obtained in [99], for the black brane metric of the
form (1.78).
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Figure 3.1: DTc vs.
T
Tc
for T ≥ Tc
3.4 NLO Corrections in N to η and η
s
In this section we will evaluate the non-conformal gsM
2
N
-corrections to the shear
viscosity η by considering the EOM for the tensor mode of metric fluctuations up to
NLO in N , and also estimate the same for the shear viscosity - entropy density ratio
η
s
; see [100], [101], [102], [103] and [104] for a summary, higher derivative corrections
to and violations of the η
s
= 1
4π
-bound. The EOM for the tensor mode of metric
fluctuation, using (3.7), is given as under:
Z ′′t (u) + Z
′
t(u)
(
−15g
2
sM
2Nf logN
64π2Nu
+
u4 + 3
u (u4 − 1)
)
+ Zt(u)
q23 (u4 − 1) + ω32
(u4 − 1)2
− 3 (q
2
3u
4 − q32 + ω32)
(
g2sM
2Nf log
2N + 2gs
2M2Nf logN log rh
)
32π2N (u4 − 1)2
 = 0.
(3.58)
Realizing the horizon is a regular singular point, one makes the following double
perturbative ansatz in ω3 and q3,
Zt(u) = (1− u)
−iω3
(
1
4
− 3g
2
sM
2Nf log(N) log rh
128pi2N
) {
z00(u) + ω3z01(u) + q3z10(u) +O(q23ω23)
}
.
(3.59)
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Using equations (B.52) - (B.57), we obtain the following solusion,
Zt(u) = − i
3072π2N
(1− u)
−iω3
(
1
4
− 3g
2
sM
2Nf log rh logN
128pi2N
)
×
−3g2sM2Nfu logN {4c2 (2u2 + 3u+ 6)ω3 log rh + 15ic5q3u3(1− 4 log u)}
− 6c2gs2M2Nfu
(
2u2 + 3u+ 6
)
ω3 (logN)
2 + 128π2N
(
6i
(
c5q3u
4 + 4c3q3 + 4c4ω3
)
+ c2
(
2u3ω3 + 3u
2ω3 + 6uω3 + 24i
)). (3.60)
Setting q3 = 0 one obtains (B.58) wherein the O(u3ω3) term, without worrying
about overall numerical multiplicative constants, is given by:
i
4
− 3ig
2
sM
2Nf log rh logN
128π2N
(3.61)
Using arguments of [55], setting κ211 = 1, the coefficient of the kinetic term of Zt(u)
near u = 0 and near θ1 =
αθ1
N
1
5
(whereat an explicit local SU(3)-structure of the type
IIA mirror and an explicit local G2-structure of the M-theory uplift was obtained
in [4]) is
r4h
g2su
3
∫
dθ1 cot
3 θ1 sin θ1f1(θ1)δ
(
θ1 − αθ1
N
1
5
)
∼ r
4
h
g2su
3
N
2
5
αNα2θ1
, (3.62)
where f1(θ1) =
cot θ1
αN
, f2(θ2) = −αN cot θ2 [4].
The exact result for the temperature, assuming the resolution to be larger than
the deformation in the resolved warped deformed conifold in the type IIB background
of [2] has already been calculated in (2.6). One can hence calculate the shear viscosity
η:
η = Υ
N
2
5
g2sαNα
2
θ1
lim
ω3→0
(
1
ω3T
lim
u→0
[
r4h
u3
ℑm
(
Z ′t(u)
Zt(u)
)])
. (3.63)
where Υ is an overall multiplicative constant.
For the purpose of comparison of η
s
with lattice/RHIC data for QGP and con-
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sequently be able to express rh in terms of t˜ ≡ TTc − 1, we need to use the relation
between the IR cut-off r0 and the horizon radius rh as obtained in Chapter 1
regarding the calculation of transition temperature Tc.
r0 = rh
4
√√√√∣∣∣∣∣ 9b4 − 12(δ 83 − 1)
∣∣∣∣∣+O
(
1
logN
)
. (3.64)
Now, the lightest 0++ scalar glueball mass as will be obtained in Chapter 4 is
given by:
mglueball ≈ 4r0
L2
. (3.65)
Lattice calculations for 0++ scalar glueball masses [105], yield the lightest mass to
be around 1, 700MeV . From (3.65), replacing r0
L2
by
mglueball
4
we obtain:
Tc =
mglueball
(
1 + 3b
2
2
)
2
7
4π 4
√∣∣∣∣ 9b4−1
2(δ
8
3−1)
∣∣∣∣
∣∣∣∣∣∣∣∣∣∣
b=0.6,δ=1.02
= 179MeV. (3.66)
As the expressions in the following will become very cumbersome to deal with
and to type, specially for the purpose of comparison with RHIC QGP data, we will
henceforth deal only with numerical expressions setting gs = 0.9, N = 100,M =
3, Nf = 2, b = 0.6, δ = 1.02.
We now discuss the 1
N
-corrections to the entropy density s by estimating the
same from the D = 11 supergravity action result of [3], and hence work out the 1
N
corrections to η
s
. The UV-finite part of the D = 11 supergravity action, given by
the Gibbons-Hawking-York (GHY) surface action SGHY from [3] (without worrying
about overall multiplicative constants) is [3]:
SGHY ∼
∫
r=rΛ
K
√
γ
∣∣∣∣
θ1,2∼0
∼ cot
2 θ1f2(θ2)
g
11
4
s N
3
4 (sin2 θ1 + sin
2 θ2)
(
1
T
)
, (3.67)
where,K being the extrinsic curvature and γ being the determinant of the pull-back
of the D = 11 metric on to r = RUV (UV cut-off). Further, assume that what
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appears in (3.67) is f1(θ1).
Now, unlike the scaling given in (1.52) used in [3], we will be using: θ1,2 → 0 as
θ1 =
αθ1
N
1
5
, θ2 =
αθ2
N
3
10
(N ∼ 108) - as used in [4] (to discuss a local SU(3) structure of
the type IIA delocalized SYZ mirror and a local G2 structure of its M-theory uplift),
as well as this thesis. This can be used to evaluate SUV−finiteGHY and the entropy density:
s = −T ∂SUV−finiteGHY
∂T
− SUV−finiteGHY . This yields:
η
s
= O(1)× 14π − 0.00051 log rh
1− 0.064c2 + 0.004c22 +
∑4
n=1 an(c1, c2) log
n rh +
∑4
n=0
bn(c1,c2) log
n rh∑2
n=0
cn(c1,c2) log
n rh
 , (3.68)
where an, bn, cn are known functions of c1 and c2, and there is freedom to choose the
O(1) constant. We will impose two conditions, as per RHIC QGP data, on c1 and
c2 and the O(1) constant to get: ηs
∣∣∣
T=Tc
= 0.1, and
d( ηs )
dt˜
∣∣∣∣
t˜>0
> 0.
Numerically, one sees that setting (c1, c2) = (4, 4) and consequently rh =
35546.9(t˜+1)
PL(2706.3(t˜+1))
where PL is the “ProductLog" function, and the O(1) constant equal to 5.8, fits the
bill. Hence,
η
s
= 5.8
[
9.18× 10−8 log3(rh)− 1.6× 10−5 log2(rh) + 2.7× 10−4 log(rh) + 1.7× 10−3
−2.5× 10−7 log6(rh) + 9 log5(rh)106 − log
4(rh)
104 + 3.1× 10−4 log3(rh) + 0.002 log2(rh) + 3.6× 10−3 log(rh) + 0.047
]
.
(3.69)
The graphical variation of η
s
(Nf = 3,M = 3, gs = 0.9, N = 100) vs. t˜ =
T−Tc
Tc
is
shown in the following graph in Figure 3.2, and the RHIC data plot from [70]2, is
shown in Figure 3.3.
We draw a third graph in which the plots of Figures 3.2 and 3.3 are drawn on
the same graph. The combined plots in Figure 3.4 make the comparison of our
results with those of RHIC data in [70], very clear. We conclude the following:
• η
s
(T = Tc) = 0.1, and
d( ηs )
dT
∣∣∣∣
T>Tc
> 0 - this is clear from Figure 3.2.
2One of us (KS) thanks R. Lacey to permit us to reproduce the graph in Figure 3.3 from their
paper [70].
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T -Tc
Tc
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0.102
0.104
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0.108
0.110
Η
s
Figure 3.2:
η
s vs.
T−Tc
Tc
for T ≥ Tc assuming ηs
∣∣
T=Tc
= 0.1
Figure 3.3:
η
s vs.
T−Tc
Tc
reproduced from [70].
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Figure 3.4: Combined plots of Figures 3.2 and 3.3: the graph in red is from Figure 3.2
(our calculations) and the set of three points with error bars are from Figure 3.3 (RHIC
QGP data from [70]).
• The numerical values, unlike [70], remain close to the value at T = Tc. In
other words, unlike Figure 3.3 quoted from [70], in Figure 3.4, η
s
is found to
be a much more slowly varying function of t˜ = T−Tc
Tc
. Also,
d2( ηs )
dt˜2
< 0 in Figure
3.2 and
d2( ηs )
dt˜2
> 0 in Figure 3.3. The error bars appearing in Figure 3.3 as
shown more clearly in Figure 3.4, for T−Tc
Tc
∈ [0, 1.1] - the range covered in [70]
- permit our deviations from [70] at least for T−Tc
Tc
∈ [0, 0.6].
3.5 Thermal (Electrical) Conductivity, Deviation
from the Wiedemann-Franz Law and D = 1+1
Luttinger Liquids up to LO in N
In this section we compute the temperature dependance of thermal (κT ) and elec-
trical (σ) conductivities for a gauge theory at finite temperature and density, and
hence explore deviation from the Wiedemann-Franz law. Remarkably, we find that
the results qualitatively mimic those of a D = 1+1 Luttinger liquid with impurities.
Finite temperature in the gauge theory is effected by placing a black hole in the
dual bulk gravitational background. To get the finite density in the boundary we
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consider the theory at non-zero chemical potential. The embedding of Nf D7 branes
in the background geometry introduces Nf no of flavor fields, all in fundamental
representation of the gauge group U(Nf ). The U(1)B subgroup of U(Nf ) is identified
as the baryon number. Hence the D7 brane puts the boundary field theory at finite
baryon density or equivalently at finite chemical potential µC ; see [106] for study
of thermodynamics of a thermal field theory in presence of a baryon and isospin
chemical potential. For this we consider a probe of several D7-branes embedded in
the AdS-Schwarzschild black hole background. In the supergravity description one
have a U(1) gauge field Aµ in the worldvolume of the D7 brane, dual to the current
operator jµ in the boundary. The nonzero time component At of the gauge field has
to be turned on to get a finite baryon density < jt > in the field theory. Here we
will consider the 5d Einstein-Hilbert action and the D7 brane DBI action together,
of course after integrating over the three angular directions of the later.
The D7 brane DBI action in presence of a U(1) gauge field is given as:
SD7 = TD7
∫
d8ξe−Φ
√
− det(g +B + Fˆ ) (3.70)
where g is the induced metric on D7 brane and Fˆ is the gauge field strength with
the only nonzero component given by Fˆrt =
ceΦ√
c2e2Φ+r9/2
[4], where Φ is the dilaton
and c is a constant.
Now the finite chemical potential or equivalently the finite charge density will
mix the heat (energy) current and the electric current together. According to the
AdS/CFT correspondence for every operator in the boundary field theory, there is
a bulk field in the dual gravity theory. Heat current is sourced by the energy mo-
mentum tensor Tµν in the boundary and the corresponding field in the gravitational
description is the bulk metric gµν . Similarly, as already mentioned, the electric cur-
rent sourced by the current operator jµ corresponds to the U(1) bulk gauge field Aµ.
Hence for the computation of thermal conductivity we consider the following linear
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fluctuations of both the background metric g(0)µν and the gauge field A
(0)
µ as,
gµν = g
(0)
µν + hµν Aµ = A
(0)
µ +Aµ, (3.71)
where hµν and Aµ represents the metric and the gauge field fluctuations respectively.
Considering the y-component of the gauge field as the only perturbation, it can be
shown that only the (ty) and the (xy) component of the metric gets perturbed.
Assuming that the above perturbations depends only on the radial coordinate u,
time t and spatial coordinate x, can be decomposed as the following way,
hty = g
(0)
xxHty(u)e
−iwt+iqx hxy = g(0)xxHxy(u)e
−iwt+iqx Ay = φ(u)e−iwt+iqx
(3.72)
Now including the above fluctuations in the DBI action, we perform the three an-
gular integrations on φ1, φ2 and θ2. The integration over two of the three angular
variable namely φ1 and φ2 gives constant factors. To perform the θ2 integration, we
first expand the DBI action in (3.70) (Taking into account the fluctuations) up to
quadratic order in fluctuating fields to get,
√
− det(g + h+B + Fˆ + F )
=
√
a1
(
1 +
a2H
2
ty(u) + a3Hty(u)φ
′
(u) + a4H
2
xy(u) + a5φ
2(u) + a6φ
′(u)2
2a1
)
.
(3.73)
where h and F represents the fluctuations of the two fields. The coefficients a1, a2, a3, a4, a5, a6
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are given as,
a1 = − cot
2( θ2
2
) csc4( θ2
2
)
1296 (c2e2Φ + r9/2)
r9/2

r3 + 2(5µ2 − 2r3) cos θ2 + 14µ2 + 3r3 cos 2θ2

×
(8µ2 − 4r3) cos θ2 + r3(cos 2θ2 + 3)

a2 = a1
r−
1
2
(
c2e2Φ + r9/2
)
(r4 − r4h)
e2i(qx−tw)
a3 = 2a1
ceΦ
√
(c2e2Φ + r9/2)
r
9
2
e2i(qx−tw)
a4 = a1e
2i(qx−tw)
a5 = 4a1
(gsNπ)
r
9
2 (r4 − r4h)
{
iw2c2e2Φ +
√
r
(
iq2
(
r4h − r4
)
+ iw2r4
)}
e2i(qx−tw)
a6 = a1
(
c2e2Φ + r9/2
)
r
9
2
(
1− r
4
h
r4
)
e2i(qx−tw), (3.74)
where the coordinate r is related to u as u = rh
r
. Upon changing the variable from
r to u to the above mentioned variables one see that the coefficients a2, a3, a4, a5, a6
each after the division by a1 are independent of θ2 and only depends on u. The
integration of
√
a1 over θ2 gives some function of u say M(u) given by,
M(u) = √µ
(
rh
u
)9/2√√√√√ 1
c2e2Φ +
(
rh
u
)9/2 (3.75)
In this way reducing the dimension from eight to five the DBI action takes the
following form:
SD7 =
(
aDBITD7
gs
)
∫
du d4x M(u)
(
1 +
a2H
2
ty(u) + a3Hty(u)φ
′
(u) + a4H
2
xy(u) + a5φ
2(u) + a6φ
′
(u)2
2a1
)
(3.76)
where aDBI includes all the constant terms resulting after the angular integrations;
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TD7 is the tension on the D7 brane. We will henceforth be working in a hydrody-
namical approximation wherein we will approximate the plane-wave exponentials by
unity.
Finally taking into account the Einstein-Hilbert action given as,
SEH = aEH
∫
dud4x
√
−g(5)(R− 2λ), (3.77)
where g(5) is the determinant of the 5d metric, the total action is given by: Stot =
SEH + SD7.
The type IIB metric satisfying the above action Stot has the form:
ds2 = gttdt
2 + gxx(dx
2 + dy2 + dz2) + guudu
2, (3.78)
where the different background metric components, in the UV (as the gauge fluctu-
ation will be solved for, near the UV u = 0) and to LO in N , are given as,
gtt =
(u4 − 1) r2h
2u2
√
πgsN
gxx = gyy = gzz =
r2h
2u2
√
πgsN
guu =
2u2
√
πgsN
(1− u4) r2h
. (3.79)
Now from the total action defined above, we can write down the EOMs in the
hydrodynamical limit for Hty, Hxy and φ and they are given as:
Hty(u) EOM:
aEH
√
−g(5)
(
R(1)ty −
2
3
λgxxHty(u)
)
+
(
aDBITD7
gs
)
M(u)
(
a2(u)
a1(u)
Hty(u) +
a3(u)
2a1(u)
φ
′
(u)
)
= 0;
(3.80)
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Hxy(u) EOM:
aEH
√
−g(5)
(
R(1)xy −
2
3
λgxxHxy(u)
)
+
(
aDBITD7
gs
)
M(u)
(
a4
a1(u)
Hxy(u)
)
= 0;
(3.81)
φ(u) EOM:
d
du
(
a3(u)
2a1(u)
M(u)Hty(u)
)
+
d
du
(
a6(u)
a1(u)
M(u)
)
φ
′
(u)
+
(
a6(u)
a1(u)
M(u)
)
φ
′′
(u)−
(
a5(u)
a1(u)
M(u)
)
φ(u) = 0,
(3.82)
where R(1)µν is the linear ordered perturbation of the Ricci tensor. Now substituting
the exact form ofM(u) as well as all of the six coefficients a1(u), a2(u), a3(u), a4, a5(u), a6(u),
the above three equations regarding Hty, Hxy and φ can be rewritten as (B.1) - (B.3)
in appendix B.1 which also contains their solutions.
As the pre-factor multiplying φ
′(u)
φ(u)
from (3.76), the A(u) in (1.82) - the coeffi-
cient of the kinetic term of φ(u) - that will appear in the current-current correlator
is
(√
µr
13
4
h
72u
17
4
)
, to obtain a finite
{
limu→0 1
u
17
4
φ′(u)
φ(u)
}
, one needs φ(u) ∼ econstant u
21
4 .
Expanding (B.10) about u = 0:
φ(u ∼ 0; q = 0) = (igsNπ)
7/8 ω7/4cΦ2 u
21
4
33
3
4 r
7
2
h
− 4cgsc
Φ
1 Γ(
13
24
)u
13
4
63r
9
4
hΓ(
37
24
)
+
4cgsc
Φ
1 Γ(−13)u
13
4
63r
9
4
hΓ(
2
3
)
+ cΦ1 +
c
r
9
4
h
O(u6). (3.83)
Now, in terms of a dimensionless ratio: κ ≡ C
r
9
4
h
and choosing C to be mρ and rh in
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units of GeV implying κ≪ 1 [4]. Therefore,
φ(u ∼ 0; q = 0) = (0.08 + 0.39 i) (gsN)
7
8 w
7
4 cΦ2 u
21
4
r
7
2
h
+ cΦ1 +
c
r
9
4
h
O(u6)
≈ cΦ1 e
(0.08+0.39 i)g
7
8
s N
7
8 w
7
4 cΦ2 u
21
4
c1r
7
2
h . (3.84)
Next we require to calculate some of the thermodynamic parameters like pressure,
energy density, entropy density etc. In particular, pressure and energy density fol-
lows from the thermodynamic relations as given by s = ∂P
∂T
and ǫ = −P +Ts+µCnq,
where s is called the entropy density and is given as,
s = O(1)r3h = O(1)π3 (4πgsN)3/2 T 3. (3.85)
Now the density of Gibbs potential Ω which is equal to the pressure with a minus
sign can be used to find the charge density nq using the relation nq =
∂Ω
∂µC
, where µc
being the chemical potential is given by
µC =
(2κgs)
4
9 rhΓ
(
5
18
)
Γ
(
11
9
)
18
√
π(2π − gsNf log |µ|)4/9 − rh 2F1
(
11
9
;−(2π − gsNf log |µ|)
2
4κ2gs2π2
)
=
36πκgsrhΓ
(
11
9
)
5Γ
(
2
9
)
(2π − gsNf log |µ|)
+O
(
κ
19
9
)
, (3.86)
from which we get
T =
(
8
5
)4/5 g 310s C 45
(2π − gsNf log |µ|)4/5
 µ− 45C
2π
7
10
√
N
 . (3.87)
Substituting the above result for T in the expression for Gibbs potential and differ-
entiating w.r.t µC we get charge density as
nq =
(
8
5
) 16
5
(
2
5
) g 2710s π 1710C 165 µ− 215C√
N (2π − gsNf log |µ|)16/5
 . (3.88)
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Hence,
κT =
(ǫ+ P )2 σ
n2qT
= −
(
ǫ+ P
nq
)2
√
|µ|r
13
4
h
72Tu
17
4
 lim
ω→0
1
ω
ℑm φ
′(u)
φ(u)
∣∣∣∣∣
u=0
=
9
200
√
2
g
3
4
s C2
N
5
4π
7
4 (2π − gsNf log |µ|)2 T 72
√
|µ|
(
Tπ
√
4πgsN
)13/4
× lim
ω→0
(0.39i)g7/8s N
7/8ω3/4cΦ2(
Tπ
√
4πgsN
)7/2 ,
(3.89)
which for cΦ2 ∼ −iω−
3
4 implies:
σ = (0.39)
√
|µ| (gsN)
3
4
2
1
4T
1
4π
3
8
,
κT =
9× 0.39
200× 23/4
√
|µ|g
3
2
s C2√
Nπ
17
8 T
15
4 (2π − gsNf log |µ|)2
;
Wiedemann − Franz law : κT
σT
=
9
200
√
2
g
3
4
s C2
N
5
4π
7
2 (2π − gsNf log |µ|)2 T 92
. (3.90)
(a) Assuming the Ouyang embedding parameter to depend on the temperature
via the horizon radius as |µ| ∼ rαh , α ≤ 0. Then, the temperature dependence of
σ, κT and the temperature dependences of the Wiedemann-Franz law in (3.90), upon
comparison with Table 2 of [7], qualitatively mimic a D = 1 + 1 Luttinger liquid
with impurities/doping (close to ‘1
3
-filling’) in the following sense.
With
• vi, Ki, i = c(harge), s(pin) being the parameters appearing in the Luttinger
liquid Hamiltonian as
∑
i=c,s vi
[
Ki (∂xθi)
2 + 1
Ki
(∂xφi)
2
]
wherein the spin (s)
and charge (c) densities are φs,c and their canonically conjugate fields are ∂xθi,
• ns = 0, 1 for even and odd nc respectively where nc,s along with g, a appear in
the Umklapp scattering Hamiltonian g
(2πa)nc
∫ (
ei
√
2(ncφc+nsφs)−i∆kx + h.c.
)
,
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• D as a parameter appearing in the two-point correlation function of the impu-
rity field η(x) via 〈η(x)η(x′)〉 = Dδ(x − x′) with η(x) appearing in the back-
scattering Hamiltonian due to disorder 1
πa
∫
dxη(x)
[
ei
√
2φc cos
(√
2φs
)
+ h.c.
]
,
the authors of [7] define the following dimensionless parameters: D˜ ≡ Impurity scattering rate
Umklapp scattering rate
=
Da2nc−3
g2(aTvc )
γ , δ˜ ≡ δ
D˜
1
γ
where δ ≡ vc∆k
πT
, γ ≡ (n2c − 1)Kc + (n2s − 1)Ks − 1 and dimension-
less temperature: T˜ ≡ T
TD
where TD ≡ vca
(
Da2nc−3
g2
) 1
γ . One then notes that for
δ˜ = 10, 20 and for T > TD,
dσ
dT
, dκT
dT
,
d( κTTσ )
dT
< 0 which is also reflected in (3.90).
In α′ = 1-units [T ] = [C
4
9 ], where [..] denotes that canonical dimension. To en-
sure a constant finite value of κT
Tσ
for small temperatures as per [7], we assume,
in the MQGP limit, for T : T
C
4
9
< 1, i.e., T ∼ C 49 ǫαT>0, 0 < ǫ < 1 and N ∼
βN ǫ
−αN , so that if 0 < 9αT
2
− 5αN
4
≪ 1 then limT→0
(
κT
Tσ
∼ g
3
4
s C
2
N
5
4 T
9
2 (2π−gsNf logµ)
2
)
∼
g
3
4
s
ǫ−
5αN
4 +
9αT
2
(
2π−gsNf{αN4 +αT} log ǫ+ gsNf4 log(βNgs)
)2 6= 0.
(b) For α(figuring in |µ| ∼ rαh)> 0, interestingly for the specific choice of α = 52
one reproduces the large-T (as T > C
4
9 = mρ = 760MeV ( [4])> Tc = 175MeV ,
is considered large) linear behavior of DC electrical conductivity σ ∼ T charac-
teristic of most strongly coupled gauge theories with a five-dimensional gravity
dual with a black hole [71]. As C
2
T
9
2
is dimensionless, this yields dimensionally
κT ∼ (temperature)2, though κT ∼ T 52 in the aforementioned large-T limit.
3.6 Summary and New Insights into (Transport)
Properties of Large N Thermal QCD at Finite
Gauge Coupling
A realistic computation pertaining to thermal QCD systems such as sQGP, require
a finite gauge coupling and not just a large t’Hooft coupling [1], and the number of
colors Nc equal to three. Further, computations quantifying the IR non-conformality
in physical quantities pertaining to large-N thermal QCD at finite gauge coupling
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that appear at the NLO in N in the corresponding holographic description in string
[2]/M-theory [3]. In this work, at finite gauge coupling with Nc = Mr∈IR = 3 as
part of the MQGP limit (1.52), we have addressed a Math issue and obtained new
insights into some transport properties at LO in N , and non-conformal corrections
appearing at the NLO in N in a variety of hydrodynamical quantities crucial to
characterizing thermal QCD - like systems at finite gauge coupling such as sQGP.
The following provides a summary of the new results discussed here as well as
the new insights into the Physics of strongly coupled thermal QCD laboratories like
sQGP gained therefrom.
• κT , σ, Wiedemann-Franz law at LO in N and D = 1 + 1 Luttinger
Liquid with impurities: As gauge fluctuations are tied to vector modes
of metric fluctuations, by solving the coupled set of equations for both, we
obtained the temperature dependence of the thermal and electrical conductiv-
ities as well as looked at whether the Wiedemann-Franz law was satisfied. This
revealed a remarkable insight into the properties of large-N thermal QCD at
finite gauge coupling namely that the type IIB holographic dual of large-N
thermal QCD with a temperature-dependent Ouyang embedding parameter:
|µ| ∼ rα≤0h , effectively qualitatively mimicked a D = 1 + 1 Luttinger liquid
with impurities/doping. It will be extremely interesting to explore this unex-
pected duality, further. For α = 5
2
, one is able to reproduce the usual linear
large-temperature dependence of DC electrical conductivity for most strongly
coupled systems with five-dimensional gravity duals with a black hole [71].
• The non-conformal/NLO-in-N corrections to Transport Coefficients:
For ease of readability and convenience of the reader, the main results pertain-
ing to obtaining the non-conformal temperature-dependent O
(
(gsM2)(gsNf )
N
)
corrections to vs (the speed of sound), D (shear mode diffusion constant ), η
(shear viscosity) and η
s
(shear-viscosity-entropy density ratio) are summarized
in Table 1 below.
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S. No. Quantity Expression up to O
(
(gsM2)(gsNf )
N
)
1 vs vs ≈
√
14n+17√
21n+ 51
2
+
5(2n+5)gs2M2Nf logN
128π2
√
14n+17
√
84n+102N
, n ∈ Z+ ∪ 0
↓ n = 0, 1
O(1)√
3
+O
(
gsM2
N
)
2 D 1
πT
(
1
4
− 3g2sM2Nf logN(5+2 logN)
512π2N
)
3 η
s
See (3.68) and (3.69)
Table 3.1: Summary of local non-nonformal O
(
gsM2
N
)
corrections to vs,D,
η
s
We showed that in the spirit of gauge/gravity duality, the leading order re-
sult of speed of sound from the quasinormal modes can be reproduced from
(a) the pole of the common denominator that appears in the solutions to the
scalar modes of metric perturbations, (b) the pole of the retarded Green’s
function corresponding to the energy momentum tensor two-point correlation
function 〈TttTtt〉 using the on-shell surface action written in terms of the metric
perturbation modes, (c) imposing Dirichlet boundary condition on the solu-
tion to the EOM of an appropriate single gauge-invariant perturbation and
(d) 〈TttTtt〉-computation using the on-shell surface action written in terms of
this gauge-invariant perturbation. The leading order result for the diffusion
constant of the shear mode as well as the ratio of shear viscosity-to-entropy
density ratio were already discussed in [55].
The non-trivial insight thus gained at LO in N into the transport properties of
holographic large-N thermal QCD at finite gauge coupling is that the LO-in-N
conformal result for finite gs as obtained in this thesis, matches the LO-in-N
conformal result for vanishing gs as is expected/known in the literature for a
p-brane for p = 3.
The non-conformal corrections in all the aforementioned quantities, start ap-
pearing at O
(
(gsM2)(gsNf )
N
)
, Nf being the number of flavor D7-branes. Thus,
at NLO in N , the new insight gained is that there is a partial universality in
the non-conformal corrections to the transport coefficients in the sense that
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s
,
Wiedemann-Franz law and D = 1 + 1 Luttinger Liquid
the same are determined by the product of the very small gsM
2
N
≪ 1 - part of
the MQGP limit (1.52) - and the finite gsNf ∼ O(1) (also part of (1.52)). The
NLO-corrected results in this thesis reflect the non-conformality of the field
theory in the IR. As discussed in Chapter 1 that in the Klebanov-Strassler
backgroud [30] the number of D3 branes N decreases with decreasing (the
non-compact radial coordinate) r, which according to AdS/CFT dictionary,
behaves as an energy scale. This decrease in N is due to a series of repeated
Seiberg dualities, where in the extreme IR, at the end of this duality cas-
cade the number of fractional D3 branes M which is taken to be finite in
the ’MQGP Limit’ gets identified with the number of colors in the theory. In
other words, the number of D3 branes N exhibits a scale dependance due to
the duality cascade. Hence from the NLO-corrected expressions of the shear
mode diffusion constant and the viscosity, we conclude that these quantities
also exhibit a scale dependance through N ; the appearance of M in the NLO-
in-N corrections to the transport coefficients appearing as
(gsM2)(gsNf )
N
signals
the non-conformality of the field theory in the IR. This is because of the fol-
lowing reason. In the KS picture the presence of finite number M of fractional
D3 branes makes the field theory non-conformal in the IR while in the UV
the presence of D5 branes cancels the effects of the D5-branes and restore the
conformality in the UV. Now at large r the effective number of D3 branes
are so large that the NLO term can be neglected and we will be left with the
leading order conformal results. But in the IR region the NLO terms have to
be considered due to small value of Neff - this is rather nicely captured, e.g.,
by the non-conformal/NLO corrections to η (See e.g. Table 1.)
We compared our results for η
s
with the QGP-related RHIC data for T ≥ Tc
in Section 3.4. Let us also make some remarks as regard comparison of some of
our results with some well-cited bottom-up holographic QCD models like [107] (as
well as references therein) and the more recent [108] based on the Veneziano’s QCD
model. As regard the speed of sound, like [107], for T > Tc (which is the temperature
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range in which we calculated the speed of sound in Section 5) the speed of sound
approaches a constant value; the difference however is that the NLO non-conformal
corrections in our results pushes the value to slightly above 1√
3
- our LO result and
the saturation value in [107]. Upon comparison with some of the results of [109]
which works with the finite temperature version of [108], one sees that the authors
of the same work in the limit: Nf → ∞, Nc → ∞ : NfNc ≡ fixed and g2YMNc ≡
fixed, which is very different from the MQGP limit of (1.52). A similarity however
pertaining to the QCD phase diagram in the same and our results of [4] is that
µC(T = Tc)(for Nf = 2)≈ 0.

CHAPTER 4
GLUEBALL SPECTRUM
4.1 Introduction
In recent years the computation of the spectrum of glueballs which are the bound
states of gluons, has become quite important and significant mainly because the
masses of these bound states will be very useful to identify them in the modern
ongoing experiments. Also, for a better understanding of QCD, especially the non-
perturbative aspects of QCD one needs to have a careful look at glueballs. The
glueball state is represented by quantum numbers JPC , where J , P and C correspond
to total angular momentum, parity and charge conjugation, respectively. Now,
to capture such physics of strong interaction using the concept of the AdS/CFT
correspondence [11], it is required to break the conformal invariance. In other words,
the AdS/CFT correspondence has to be generalized.
Different generalized versions of the AdS/CFT correspondence has thus far been
proposed to study non-supersymmetric field theories with a running gauge coupling
constant. The original proposal was given by Witten to obtain a gravity dual for
non-supersymmetric field theories. Starting with a 4-dimensional superconformal
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theory on a stack of parallel D3 branes it is possible to construct a 3-dimensional
non-supersymmetric theory or QCD3 by compactifying the theory on a circle and
imposing anti-periodic boundary condition for the fermions around the same. on
the otherhand, a 4-dimensional non-supersymmetric gauge theory or QCD4 can
be achieved by compactifying a six dimensional superconformal theory living on a
stack of M5 branes on two circles while imposing anti-periodic boundary condition
on fermions around one of the two circles. In both the cases the compactifications
leads to introducing a black hole in AdS geometry. The glueball masses on these
supergravity backgrounds were studied in detail by [110], [111]. In [112], glueball
masses were obtained for supergravity Duals of QCD Models. In these cases the
authors have used the WKB approximation to solve the supergravity equation of
motion. In [113], the authors have considered a model where an AdS slice with
an IR cut-off is approximately dual to a confining gauge theory to estimate the
mass of the glueball states. Various holographic bottom up approach such as soft-
wall model, hard wall model, modified soft wall model, etc. have been used to
obtain the glueball’s spectra. In [114, 115] a soft wall holographic model was used
to study the glueball spectrum. Both hard wall and soft wall holographic models
were considered [116, 117] to obtain the glueball correlation functions to study the
dynamics of QCD. In [118], N = 1 SYM glueballs from wrapped branes in type
IIA, IIB, were studied. In [119] holographic glueball spectrum was obtained in the
singlet sector of N=1 supersymmetric Klebanov-Strassler model. States containing
the bifundamental Ai and Bi fields were not considered. Comparison with the lattice
data showed a nice agreement for 1+− and 1−− states while 0+− results were different
because of its fermionic component.
Glueball masses can be obtained by evaluating the correlation functions of gauge
invariant local operator. The first step to obtain the glueball spectrum in QCD3
is to identify the operators in the gauge theory that have quantum number corre-
sponding to the glueballs of interest. According to the gauge/gravity duality each
supergravity mode corresponds to a gauge theory operator. This operator couples
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to the supergravity mode at the boundary of the AdS space, for example, the lowest
dimension operator with quantum numbers JPC = 0++ is TrF 2 =TrFµνF
µν and this
operator couples to the dilaton mode on the boundary. To calculate 0++ glueball
mass we need to evaluate the correlator 〈TrF 2(x)TrF 2(y)〉 =Σicie−mi|x−y|, where
mi give the value for glueball mass. However the masses can also be obtained by
solving the wave equations for supergravity modes which couples to the gauge theory
operators on the boundary. The latter approach is used here.
The 11D metric obtained as the uplift of the delocalized SYZ type IIA metric,
up to LO in N , can be interpreted as a black M5-brane wrapping a two-cycle, i.e. a
black M3-brane [4,55]. Taking this as the starting point, compactifying again along
the M-theory circle, we land up at the type IIA metric and then compactifying again
along the periodic temporal circle (with the radius given by the reciprocal of the
temperature), one obtains QCD3 corresponding to the three non-compact directions
of the black M3-brane world volume. The Type IIB background of [2], in principle,
involves M4× RWDC(≡ Resolved Warped Deformed Conifold); asymptotically the
same becomes AdS5×T 1,1. To determine the gauge theory fields that would couple to
appropriate supergravity fields a la gauge-gravity duality, ideally one should work
the same out for the M4× RWDC background (which would also involve solving
for the Laplace equation for the internal RWDC). We do not attempt to do the
same here. Motivated however by, e.g., (a) asymptotically the type IIB background
of [2] and its delocalized type IIA mirror of [3] consist of AdS5 and (b) terms of
the type Tr(F 2(AB)k), (F 4(AB)k) where F 2 = FµνF
µν , F 4 = F µ2µ1 F
µ3
µ2
F µ4µ3 F
µ1
µ4
−
1
4
(
F µ2µ1 F
µ1
µ2
)2
, A,B being the bifundamental fields that appear in the gauge theory
superpotential corresponding to AdS5 × T 1,1 in [28], form part of the gauge theory
operators corresponding to the solution to the Laplace equation on T 1,1 [120] (the
operator TrF 2 which shares the quantum numbers of the 0++ glueball couples to
the dilaton and TrF 4 which also shares the quantum numbers of the 0++ glueball
couples to trace of metric fluctuations and the four-form potential, both in the
internal angular directions), ere we calculate:
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• type IIB dilaton fluctuations, which we refer to as 0++ glueball
• type IIB complexified two-form fluctuations that couple to dabcTr(F aµρF b ρλ F c λ ν),
which we refer to as 0−− glueball
• type IIA one-form fluctuations that couple to Tr(F ∧F ), which we refer to as 0−+
glueball
• M-theory metric’s scalar fluctuations which we refer to as another (lighter) 0++
glueball
• M-theory metric’s vector fluctuations which we refer to as 1++ glueball,
and
• M-theory metric’s tensor fluctuations which we refer to as 2++ glueball.
Now, for the glueball mass computation we have solved the supergravity equa-
tions by two different method: (i) using WKB approximation, (ii) imposing Neu-
mann/Diriclet boundary condition at rh/r0. We will discuss the details of these
two approaches below with the different energy regions of our set up as discussed in
details in Chapter 2 for the two backgrounds.
WKB method: To obtain the mass spectrum for different glueballs we need to
solve the differential equations involving appropriate field perturbation. For exam-
ple, assuming a particular perturbation of the formH(r) = H˜(r)eikx with k2 = −m2,
m being the mass of the corresponding glueball, the equation has the following gen-
eral form,
H˜ ′′ + f1(r)H˜ ′ +m2f2(r)H˜ = 0. (4.1)
Next, following the redefinition of [112], we introduce new variables as given below,
• Background with a black hole: r →√y, rh →√yh and then y → yh (1 + ez)
• Background with a black hole: r →√y, r0 →√y0 and then y → y0 (1 + ez).
In terms of these newly defined variables equation (4.1) can be written as the fol-
lowing form,
∂z
(
f3(z)∂zH˜
)
+m2f4(z)H˜ = 0. (4.2)
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With a field redefinition: H˜ as ψ(z) =
√
f3(z)H˜(z), the above equation reduces to
the following Schrodinger like form:
(
d2
dz2
+ V (z)
)
ψ(z) = 0, (4.3)
where V (z) is the potential term. Once we get the potential, the mass can be found
from the WKB quantization condition:
∫ z2
z1
√
V (z)dz =
(
n+
1
2
)
π (4.4)
, where z1 and z2 are the turning points obtained by solving for the roots, the
equation V (z) = 0: V (z) > 0 for zǫ[z1, z2].
In the present work, we have considered the two regions namely, IR and IR-
UV interpolating/UV region separately. Moreover, the potential, the corresponding
turning points and finally the spectrum are calculated for each of the above two
regions.
4.2 0++ Glueball spectrum from type IIB super-
gravity background
In this section we compute the 0++ glueball spectrum in the type IIB background
of [2]. The 10− d metric with small but finite resolution a is given as,
ds2 =
1√
h
(
−g(r)dt2 + dx21 + dx22 + dx23
)
+
√
h
g(r)
(
r2 + 6a2
r2 + 9a2
)
dr2+
√
h r2dM25, (4.5)
with g(r) = 1 − rh4
r4
. As before we choose to work around a particular value of θ1
and θ2, namely at {θ1 = αθ1N1/5 and θ2 =
αθ1
N3/10
}, where this time we take both αθ1
and αθ1 to be equal to one for convenience. Also for small resolution parameter, we
series expand the {rr} component of the metric (4.6) in a and choose to keep terms
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only upto quadratic order. At the above mentioned values of θ1 and θ2, the internal
five dimensional part M5 of the metric decouples to get,
ds2 =
r2
(
1− B(r)
2N
)
L2
(
−g(r)dt2 +
3∑
i=1
dx2i
)
+
L2 (r2 − 3a2)
(
1 + B(r)
2N
)
r4g(r)
dr2, (4.6)
where, L =
√
4πgsN and the expression for B(r) is given as,
B(r) = 3gsM
2 log(r)
16π2
8π + gsNf
6− 2 log(4) + 12 log(r)− log(N)
. (4.7)
The resolution parameter a depends on the horizon radius. In fact it is propor-
tional to rh, such that
a = rh
(
b+ c1
(
gsM
2
N
)
+ c2
(
gsM
2
N
)
log(rh)
)
, (4.8)
with b, c1 and c2 as some positive constants. Hence while computing the masses in
the background with no horizon, we must put rh and a to zero in the above metric.
Now, for the spectrum of 0++ glueball, we need to solve for the eigenvalues of
the dilaton wave equation in the above background. The background dilaton profile
at the particular values of θ1 and θ2 with (rh 6= 0) and without (rh = 0) the black
hole is discussed in Chapter 2. The dilaton equation that has to be solved is given
as:
∂µ
(
e−2Φ
√
ggµν∂νφ
)
= 0. (4.9)
4.2.1 WKB approximation
• Background with a black hole
Assuming φ to be of the form φ = eik.xφ˜(r) with k2 = −m2, equation (4.9) can be
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written as,
∂r
(
A(r)∂rφ˜
)
+m2B(r)φ˜ = 0, (4.10)
where
A(r) =
√
ge−2Φgrr, B(r) =
√
ge−2Φgx1x1. (4.11)
Now, to simplify the calculations we impose here the largeN limit. Due to this limit,
the term B(r) in the above metric simply goes to zero. Following the redefinition
of [112] as described before, the above equation (4.10) reduces to,
∂z(Ez∂zφ˜) + y
2
hFzm
2φ˜ = 0, (4.12)
where at leading order in N , Ez and Fz are given with L = (4πgsN)
1/4 in (C.2).
Now, transforming the wave function φ˜ as ψ(z) =
√
Ezφ˜(z) equation (4.12)
reduces to a Schrödinger-like equation,
(
d2
dz2
+ V (z)
)
ψ(z) = 0 (4.13)
where the potential V (z) is a rather cumbersome expression which we will not ex-
plicitly write out.
The WKB quantization condition becomes,
∫ z2
z1
√
V (z) =
(
n+
1
2
)
π, (4.14)
where z1,2 are the turning points of V (z). Here, we will work below with a dimen-
sionless glueball mass m˜ assumed to be large defined via: m = m˜ rh
L2
= m˜
√
yh
L2
.
The next task is to determine the turning points (z1, z2) in the IR and IR-
UV interpolating/UV region separately. Also note that in the large N limit a is
approximated by b rh.
In the IR, we have to take the limit z → −∞. Now in the large m˜ and large
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logN limit this potential at small z can be shown to be given as:
VIR(z) =
1
8
(
1− 3b2
)
ezm˜2 +O
(
e2z,
(
1
m˜
)2
,
1
logN
)
(4.15)
For the value of b as obtained in the previous chapter equal to 0.6, the potential is
negative. Hence, there are no turning points in the IR.
Now, in the UV, apart from taking the large z limit we also have to take Nf = 0,
to get:
VUV (z) = −3 (b
2 + 1) (yhm˜
2 + 3)
4yhe2z
+
3b2 + yhm˜
2 + 6
4yhez
− 1 +O(e−3z). (4.16)
The turning points of (4.16) in the large m˜ limit are given as
z1 = (3 + 3b
2) +O
(
1
m˜2
)
, z2 =
m˜2
4
− 3(2 + 3b
2)
4
+O
(
1
m˜2
)
. (4.17)
To obtain a real spectrum, one first notes:
√
VUV (z) ∼
√√√√(e−z
4
− e−2z
)
m˜+O
(
e−3z,
1
m˜2
)
. (4.18)
and therefore with b = 0.6
∫ z2
z1
√
VUV (z) = 0.39m˜− 2 =
(
n+
1
2
)
π, (4.19)
yielding:
m0
++
n = 9.18 + 8.08n. (4.20)
• Background with an IR cut-off
In this case we have worked out the spectrum with the full metric. In other words,
this time we have included the (N)ext to (L)eading (O)rder term in N in the metric
components. Also as mentioned before, we must take the limit rh → 0 and hence
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a→ 0 as now there is no horizon.
Again following the same redefinition as before we get the equation for the dilaton
as,
∂z(Cz∂zφ˜) + y
2
hDzm
2φ˜ = 0, (4.21)
where Cz and Dz are given up to NLO in N in (C.4).
Defining a new function ψ(z) such that: ψ(z) =
√
Czφ˜(z), the above equation
can be converted into a Schrödinger-like equation,
(
d2
dz2
+ V (z)
)
ψ(z) = 0. (4.22)
The turning points in the large m˜ limit are given as
z1 = log
(
3gs
2M2Nf logN log y0
64π2m˜N
+
1
m˜
)
, z2 = log
(
δ2 − 1
)
, (4.23)
where µ
2
3 = δ
√
y0 and the proportionality constant δ could be determined by match-
ing with lattice calculations and turns out to be O(1).
Expanding
√
V in m˜ and then integrating over the above mentioned domain,
one gets the following quantization condition,
∫ z2
z1
√
V (z)dz
=
12
(
δ2 − 1
)
m˜
(
1 +
3M2g2sNf logN log y0
64π2N
)
− 0.75
+O
(
1
m˜N
,
1
m˜2
)
=
(
n+
1
2
)
π, (4.24)
yielding:
m0
++
n =
(6.28n+ 4.64)
δ2 − 1
(
1− 0.004 g
2
sM
2Nf logN log y0
N
)
. (4.25)
122 Chapter 4. Glueball Spectrum
4.2.2 Neumann boundary condition at r0
Following [121], we redefine the radial coordinate as z = 1
r
. With this change of
variable, the radial cut-off now maps to z = z0, with z0 =
1
r0
. The dilaton equation
using the full metric and the dilaton background in the limit (rh, a)→ 0 is given as:
e2U∂z
(
e−2U∂zφ˜
)
+
(
4gsNπ(B(z) + 1)
(1− B(z))
)
m2φ˜ = 0, (4.26)
where upto NLO in N we have,
eU =
8× 21/4g13/8s π13/8N5/8z3/2
4π + 4πgsNf log 4 + 2πgsNf logN + 3gsNf log z
− 15M
2g21/8s z
3/2 log z (8π + 6Nfgs − gsNf log 16− 12gsNf log z − gsNf logN)
8× 23/4π3/8N3/8 (4π + 4πgsNf log 4 + 3Nfgs log z + 2πNfgs logN) .
(4.27)
Now to convert the above equation in a one-dimensional schrodinger like form we
introduce a new field variable ψ(z) as: ψ(z) = e−U φ˜(z).
With this one can write the equation in the following schrodinger like form,
∂2ψ(z)
∂z2
= V (z)ψ(z), (4.28)
where, the full expression for the potential V (z) is too large to solve analytically.
This potential can be simplified at large N and large logN and is given as:
V (z) = 4πgsm
2N +
6
πz2 log(N)
− 15
4z2
+O
(
1
(logN)2
,
gsM
2
N
)
. (4.29)
Hence, the Schrödinger equation becomes:
ψ′′(z) + ψ(z)
(
4πgsm
2N +
6
πz2 log(N)
− 15
4z2
)
= 0, (4.30)
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Figure 4.1: 0++∗,++∗∗,++∗∗∗ Masses obtained by graphical solution of the Neumann
boundary condition in the rh = 0 Limit
whose solution is given as under:
ψ(z) = c1
√
z J√
2(2pi logN−3)
pi logN
(
2
√
gsm
√
N
√
πz
)
+ c2
√
z Y√
2(2pi logN−3)
pi logN
(
2
√
gsm
√
N
√
πz
)
.
(4.31)
Requiring finiteness of ψ(z) at z = 0 requires setting c2 = 0.
Then imposing Neumann boundary condition on φ˜(z) at z = z0 implies, in the
large-N large-z (as the Neumann boundary condition will be implemented in the
IR) limit:
1
2
x0J√
4− 6
pi log(N)
−1
(x0)− 1
2
x0J√
4− 6
pi log(N)
+1
(x0) + 2J√
4− 6
pi log(N)
(x0) = 0, (4.32)
where x0 ≡ 2
√
gsNπmz0. The graphical solution points out that the ground state
has a zero mass and the lightest (first excited state) glueball mass is approximately
given by 3.71 r0
L2
.
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4.3 Scalar Glueball (0−+) Masses
The Wess-Zumino term for the type IIA D4−brane is given by,
∫
Σ4,1
A ∧ F ∧ F, (4.33)
where the operator Tr(FF˜ ) with P = −, C = + couples to the gauge field Aµ.
Hence to obtain the glueball mass in this case we consider the EOM involving
the one form gauge field in the type IIA background which is given as:
∂ν
(√
gIIAgµσIIAg
νρ
IIA
(
∂[σAρ]
))
= 0, (4.34)
where the indices µ, ν, ... = {0, 1, 2, ....., 9}. Also all the non zero components of the
IIA gauge field is given in [3].
Following [110], we consider the linear perturbation of the type IIA gauge field
Aµ about the background value A
0
µ of the form,
Aµ = A
0
µ +Aµ. (4.35)
Assuming the perturbation of the form Aµ = δθ2µ aθ2(r)eik·x with k2 = −m2, the
0−+ EOM (4.34) reduces to,
√
gIIAgθ2θ2IIA g
rr
IIAa
′′
θ2
(r) + ∂r
(√
gIIAgθ2θ2IIA g
rr
IIA
)
a′θ2(r) +
√
hm2
√
gIIAgθ2θ2IIA aθ2(r) = 0,
(4.36)
where the different type IIA metric components are given in (1.61).
4.3.0.1 WKB approximation
• Background with a black hole
The potential corresponding to the Schrödinger-like equation, substituting m =
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m˜
√
yh
L2
, is given by:
V =
ez
(
4× 32/3m˜2 (3ez + e2z + 2)− 64ez − 108e2z − 25e3z + 96
)
16 (ez + 1)2 (ez + 2)2
. (4.37)
In the IR (z ≪ 0), the above potential is given as,
VIR(z) =
(
− 3
16
32/3m˜2 − 11
2
)
e2z +
(
1
8
32/3m˜2 +
3
2
)
ez +O(e−3z), (4.38)
The turning points in this region are obtained as,
z1 = −∞, z2 = −2.526, (4.39)
to get, ∫ z2
z1
√
VIRdz = 0.283m˜ =
(
n+
1
2
)
π, (4.40)
which obtains:
m0
−+
n = 5.56(1 + 2n)
rh
L2
. (4.41)
Similarly, in the UV (z ≫ 1):
VUV (z) =
(
1
4
32/3m˜2 +
21
8
)
e−z +
(
9
16
− 3
4
32/3m˜2
)
e−2z − 25
16
+O(e−3z), (4.42)
whose turning points in the large m˜ limit are,
z1 = log(3 +O
(
1
m˜2
)
), z2 = log
(
0.33m˜2 − 1.32 +O
(
1
m˜2
))
. (4.43)
Again in the large m˜ limit we have,
√
VUV (z) =
1
2
3
√
3m˜e−z
√
ez − 3 +O
(
1
m˜
)
.
Therefore, ∫ z2
z1
√
VUV (z)dz = 0.654m˜− 2.5 =
(
n+
1
2
)
π, (4.44)
which obtains:
m0
−+
n = (6.225 + 4.804n)
rh
L2
. (4.45)
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• Background with an IR cut-off
The ‘potential’ with m = m˜
√
yh
L2
at leading order in N is given by:
V (z) =
4× 32/3m˜2e2z + e2z(ez+1)(5ez+12)2
(ez+2)2
− 2 (ez + 1) (14ez + 25e2z + 4)
16 (ez + 1)3
+O
(
gsM
2
N
)
.
(4.46)
Therefore, in the IR (z ≪ 1) the above can be approximated as,
VIR(z) = −1
2
− 3
4
ez +
9
8
+
3
2
3
4
m˜2
 e2z +O(e3z). (4.47)
The turning points are:
{
z1 = log
( √
2
3
1
3 m˜
)
, z2 = log(δ
2 − 1)
}
, giving,
∫ z2
z1
√
VIR(z)dz =
3
1
3 (δ2 − 1)
2
m˜− 1.1126, (4.48)
yielding:
m0
−+
n =
(3.72 + 4.36n)
(δ2 − 1)
r0
L2
. (4.49)
Also, in the UV (z ≫ 0):
VUV (z) =
(
−3
4
× 32/3m˜2 − 103
16
)
e−2z +
(
1
4
× 32/3m˜2 + 21
8
)
e−z − 25
16
, (4.50)
whose turning points are:
{
z1 = 3 +O
(
1
m˜2
)
, z2 =
4
25
× 3 23 m˜2 − 33
25
}
, yielding,
∫ z2
z1
√
VUV (z) dz =
π
4× 3 16 =
(
n+
1
2
)
π (4.51)
which obtains:
m0
−+
n = 4.804
(
n+
1
2
)
r0
L2
. (4.52)
4.3.0.2 Neumann/Dirichlet boundary condition
• Background with a black hole
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Taking the large-N limit one can show that the equation of motion (4.36) yields::
8π (r4 − r4h)√
3
a′′θ2(r)−
32π (r4 − 2rh4)√
3 r
a′θ2(r)+
(
32× 31/6π2gsm2N
)
aθ2(r) = 0. (4.53)
Working near r = rh, the above equation is approximated by,
32πr3h(r − rh)√
3
a′′θ2(r)−
(
160πr2h(r − rh)√
3
− 32πrh
3
√
3
)
a′θ2(r)+
(
32× 31/6π2gsm2N
)
aθ2(r) = 0,
(4.54)
whose solution is given as under,
aθ2(r) = c1U
(
−3
2/3gsm
2Nπ
5rh2
, 1,
5r
rh
− 5
)
+ c2L 32/3pigsm2N
5rh
2
(
5r
rh
− 5
)
. (4.55)
Now utilizing,
U
(
1− 3
2/3πgsm
2N
5|rh|2 , 2,
5r
rh
− 5
)
=
− rh
3
32/3πgsm2N(r − rh)Γ
(
−32/3gsm2Nπ
5rh2
) +
(
1− 32/3gsm2Nπ
5rh2
)
+ log
(
5r
rh
− 5
)
+ 2γ − 1
Γ
(
−32/3gsm2Nπ
5rh2
)
+
(r − rh)
(
5rh
2 − 32/3πgsm2N
) (
2
(
2− 32/3gsm2Nπ
5rh2
)
+ 2 log(r − rh) + 2 log
(
5
rh
)
+ 4γ − 5
)
4rh3Γ
(
−32/3gsm2Nπ
5rh2
)
+O
(
(r − rh)2
)
, (4.56)
with Neumann boundary condition: a′θ2(r = rh) = 0, one requires c2 = 0 and at
the same time using rh = T
√
4πgsN at leading order in N one get the following
condition,
32/3m2
20T 2
= n. (4.57)
Therefore the mass is given as,
m0
−+
n =
2
√
5
√
nT
3
√
3
. (4.58)
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One can show that imposing Dirichlet boundary condition aθ2(r = rh) = 0, yields
the same spectrum as (4.58). If the temperature T gets identified with a of [110],
then the ground state, unlike [110], is massless; the excited states for lower n’s are
closer to a = 0 and the higher excited states are closer to a→∞ in [110].
• Background with an IR cut-off
The rh = 0 limit of (4.53) gives:
√
3r4a′′θ2(r)− 4
√
3r3a′θ2(r) + 3
6
√
3m˜2r20aθ2(r) = 0, (4.59)
which near r = r0 yields:
aθ2(r) = (4r − 3m˜)5/4
(
c1U
(
5
4
− m˜
2
4 3
√
3
,
9
4
,
3r
m˜
− 9
4
)
+ c2L
5
4
1
12(32/3m˜2−15)
(
3r
m˜
− 9
4
))
.
(4.60)
Imposing Neumann boundary condition on (4.60) yields:
m0
−+
(rh = 0) = 0
m0
−+∗
(rh = 0) ≈ 3.4 r0
L2
m0
−+∗∗
(rh = 0) ≈ 4.35 r0
L2
. (4.61)
One can similarly show that imposing Dirichlet boundary condition on (4.60) for
c2 = 0 yields:
m0
−+
(rh = 0) = 0
m0
−+∗
(rh = 0) ≈ 3.06 r0
L2
m0
−+∗∗
(rh = 0) ≈ 4.81 r0
L2
. (4.62)
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4.4 Glueball (0−−) Masses
Given the Weiss-Zumino term AµνdabcTr
(
F aµρF
b ρ
λ F
c λ
ν
)
and the two-form potential
Aµν is dual to a pseudo-scalar, for rh 6= 0, corresponding to QCD3, one writes down
the EOM for the fluctuation δA23. The BMN , CMN EOMs are:
DMHMNP =
2
3
FNPQRSF
QRS,
DMFMNP = −2
3
FNPQRSH
QRS, (4.63)
or defining AMN = BMN + iCMN , (4.63) can be rewritten as:
DM∂[MANP ] = −2i
3
FNPQRS∂
[QARS]. (4.64)
Now, we consider the perturbation of the two form Aµν as,
AMN = A
(0)
MN + δAMN , (4.65)
with δAMN = δM2 δ
N
3 δA23.
The EOM satisfied by δA23(x
0,1,2,3, r) =
∫ d4k
(2π)4
eik·xg22G(r) reduces to:
∂µ
(√−gg22g33gµν∂νδA23) = 0. (4.66)
Now considering the NLO term in a (4.8), with b = 0.6, c1 = c2 = 4 (as obtained in
chapter 3, k2 = −m2, and defining G(r) ≡ g22G(r) the EOM for G(r) is:
G′′(r) +D1(r)G′(r) +D2(r)G(r) = 0, (4.67)
where D1 and D2 at NLO in N are given in (C.5).
4.4.1 WKB approximation
• Background with a black hole
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The potential in the IR (z ≪ 0) with m = m˜
√
yh
L2
at leading order in N is given as:
VIR(z) =
(
6− 0.01m˜2
)
ez +
(
0.15m˜2 − 16.18
)
e2z +O
(
e3z
)
, (4.68)
where in the ‘large’ m˜-limit the turning points are: {z1 = −∞, z2 = log 0.067}, to
get:
∫ z2
z1
√
VIR(z) ≈ 0, (4.69)
implying there is no contribution to the WKB quantization condition in the IR.
In the UV (z ≫ 1), the potential is approximated as,
VUV (z) =
(
−1.02m˜2 − 22.5
)
e−2z +
(
0.25m˜2 + 8.25
)
e−z − 1 +O
(
e−3z
)
. (4.70)
Again, in the large m˜ limit, the turning points are:
{z1 = log 4.08+O
(
1
m˜2
)
, z2 = log(0.25m˜
2+4.17)+O
(
1
m˜2
)
}, to get in the large
m˜ limit:
∫ z2
z1
√
VUV (z) (4.71)
=
∫ z2
z1
e−z (0.25ez − 1.02)1/2 +O
(
1
m˜
)
= 0.389m˜− 2 +O
(
1
m˜
)
=
(
n+
1
2
)
π. (4.72)
Hence one obtains isospectrality with 0++; for large n, there is also isospectrality
with 2++.
• Background with an IR cut-off
In the IR (z ≪ 0), the WKB ‘potential’ at leading order in N can be shown to be
given by:
VIR(z) = −1
4
+
1
4
(
−3 + m˜2
)
e2z +O(e3z), (4.73)
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where m = m˜
√
yh
L2
. The turning points are: {z1 = − log(m0), z2 = log(δ2 − 1)}.
Further dropping O
(
1
m˜3
)
terms,
∫ z2
z1
√
VIR(z) =
(δ2 − 1)
2
m˜− 0.785 =
(
n+
1
2
)
π (4.74)
yielding:
m0
−−
n =
(
4.71 + 6.28n
δ2 − 1
)
r0
L2
. (4.75)
In the UV (z ≫ 1) the potential with m = m˜
√
yh
L2
at leading order in N is:
VUV (z) = −3
4
(
m˜2 + 3
)
e−2z +
1
4
(
m˜2 + 6
)
e−z − 1, (4.76)
with turning points: {z1 = log 3 + O
(
1
m˜2
)
, z2 = log
(
m˜2
4
− 3
2
)
+ O
(
1
m˜2
)
}. In the
large m˜ limit we have:
√
VUV (z) =
e−z
2
√
ez − 3 m˜+O
(
1
m˜
)
. Hence,
∫ z2
z1
e−z
2
√
ez − 3m˜ dz =
(
n +
1
2
)
π, (4.77)
implying:
m0
−−
n = (7.87 + 6.93n)
r0
L2
. (4.78)
4.4.1.1 NLO (in N)/Non-Conformal Corrections
Up to NLO in N , in the IR, the potential is given by:
V NLOIR (z) =
1
256pi2N
{
e2z
(
−gs2M2Nf(6logN − 72 + log(16777216))+ 36gs2M2m˜2Nf log2(y0) + gsM2 log(y0)
× (gsNf (72− m˜2(6logN − 36 + log(16777216)))+ 48pim˜2)+ 48pigsM2 + 64pi2 (m˜2 − 3)N)}− 1
4
+O(e−3z).
(4.79)
The turning points of (4.79) up NLO in N are given by:log ( 1
m˜
[
1− gsM2 log(y0)(−gsNf (6logN−36+log(16777216))+36gsNf log(y0)+48π)
128π2N
])
, log(δ2−1)
. Af-
ter evaluation of the integral of
√
V (IR, rh
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points, in the large-m˜-limit, one obtains the following quantization condition:
(
(δ2 − 1)
2
− 3(δ
2 − 1)gsM2(gsNf ) logN log r0
64π2N
)
m˜− π
4
=
(
n +
1
2
)
π, (4.80)
which yields:
m0
−−
n (rh = 0) =
6.28319n+ 4.71239
δ2 − 1
(
1 +
0.01gs
2logNM2Nf log(r0)
N
)
. (4.81)
4.4.2 Neumann/Dirichlet Boundary Conditions
• Background with a black hole
Equation (4.67), near r = rh can be approximated as:
G′′(r) +
(
b1 +
1
r − rh
)
G′(r) + G(r)
(
a2
r − rh + b2
)
= 0, (4.82)
where b1, b2, a2 are given in (C.6).
The solution to the above equation (4.82) is given by:
G(r) = e
1
2
r
(
−
√
b1
2−4b2−b1
)c1U
−2a2 − b1 −
√
b1
2 − 4b2
2
√
b1
2 − 4b2
, 1,
√
b1
2 − 4b2 r −
√
b1
2 − 4b2 rh

+ c2L 2a2−
√
b1
2−4b2−b1
2
√
b1
2−4b2
(
r
√
b1
2 − 4b2 − rh
√
b1
2 − 4b2
),
(4.83)
implying:
G′(r) =
(G(r)
g22
)′
=
1
Γ
(
−2a2+b1+
√
b1
2−4b2
2
√
b1
2−4b2
) ∞∑
n=−1
an(N,M,Nf , gs, rh)(r−rh)n. (4.84)
Assuming c2 = 0, the Neumann boundary condition at r = rh can be satisfied by
setting the argument of the gamma function to a negative integer n. It runs out
setting
−2a2+b1+
√
b1
2−4b2
2
√
b1
2−4b2
= −n ∈ Z− ∪ {0} produces a negligible ground state 0−−
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mass. Hence, we consider
−2a2+b1+3
√
b1
2−4b2
2
√
b1
2−4b2
= −n ∈ Z− ∪ {0}, which gives a finite
ground state mass. This condition up to LO in N yields:
T 2
{
3
2T
(1.82× 1012 T 2 − 1.66× 109 m2)1/2 − 675867
}
+ 265.15m2
T (1.82× 1012 T 2 − 1.66× 109 m2)1/2 = −n ∈ Z
−∪{0},
(4.85)
the solution to which are given below:
m0−− = 32.461T
m∗0−− = 32.88T
m∗∗0−− = 32.989T
m∗∗∗0−− = 33.033T
m∗∗∗∗0−− = 33.055T. (4.86)
One can show that one obtains the same spectrum as in (4.86) after imposing Dirich-
let boundary condition G(r = rh) = 0.
• Background with a black hole
Considering the limit rh → 0, and hence a→ 0 in (4.82), the same reduces to:
G′′(r) + 5
r
{
1− 3gsM
2
320π2N
(8π + 24gsNf log(r) + gsNf (6− log 16− logN))
}
G′(r)
+
gsm
2
4πr4
16π2N − 8π + 3g2sM2Nf log r (6− log 16− logN + 12 log r)
G(r) = 0.
(4.87)
Equaion (4.87) near r = r0 reduces to:
G′′(r) + (α1 + β1(r − r0))G′(r) + (α2 + β2(r − r0))G(r) = 0 (4.88)
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where
α1 =
5
r0
(
1 +
3gs
2M2Nf logN
320π2N
)
,
β1 = −3gs
2M2Nf
64π2Nr02
− 5
r02
,
α2 =
4πgsm
2N
r04
− 3gs
3m2M2Nf log r0
4πr04
,
β2 =
3gs
3logNm2M2Nf(4 log r0 − 1)
4πr50
− 16πgsm
2N
r50
. (4.89)
The solution to (4.88) is given by:
G(r) = e−α1r+
β2r
β1
−β1r
2
2
+β1rr0
c2 1F1
β13 − α2β12 + α1β2β1 − β22
2β1
3 ;
1
2
;
(
(r − r0)β12 + α1β1 − 2β2
)2
2β1
3

+ c1H−α1β1β2+α2β12−β13+β22
β1
3
(
α1β1 + β1
2(r − r0)− 2β2√
2β1
3/2
).
(4.90)
One can then work out G′(r = r0) =
(G(r)
g22
)′∣∣∣∣
r=r0
. Now, setting c2 = 0, defining m˜
via: m = m˜ r0
L2
, and using the large m˜-limit of Hermite functions:
H−α1β1β2+α2β12−(1 or 2)β13+β22
β1
3
(
α1β1 − 2β2√
2β1
3/2
)
−→ H− 16m˜4
125
2 52
5
3
2
m˜2
 , (4.91)
and
Hn(x)
n≫1−→
2
n
2
+ 1
2e
x2
2
(
n
e
)n/2
cos
(
πn
2
− x
√
2n− x2
3
+ 1
)
4
√
1− x2
2n
, (4.92)
one can show that the Neumann(/Dirichlet: G(r = r0) = 0) boundary condition at
r = r0 is equivalent to the condition:
8
375
(√
6m˜2
√
375− 64m˜4 − 6iπm˜4
)
= iπ(2n + 1), (4.93)
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yielding:
m0
−−
n =
1
2
53/4
−2
(√
6
√
π2 (16n2 + 22n+ 7) + 6 + 6
)
− 3π2(2n+ 1)
3π2 − 32

1/4
r0
L2
.
(4.94)
4.5 Glueball Masses from M theory
The glueball spectrum for spin 0++, 1++ and 2++ is calculated in this section from
the M-theory perspective. The 11 dimensional M-theory action is given as:
SM =
1
2k211
∫
M
d11x
√
GM
(
R − 1
2
G4 ∧ ∗11G4
)
, (4.95)
where G4 = dC3 + A1 ∧ dB2 + dx10 ∧ dB2, and CMµν10 = BIIAµν , CMµνρ = CIIAµνρ .
Now, as shown in [3], no F IIA4 (to be obtained via a triple T-dual of type IIB
F1,3,5 where F1 ∼ Fx/y/z, F3 ∼ Fxyr/θ1/θ2 , Fxzr/θ1/θ2 , Fyzr/θ1/θ2 and F5 ∼ Fxyzβ1β2 where
βi = r/θi) can be generated, the four-form flux G4 can be obtained as,
G4 = d (Cµν10dx
µ ∧ dxν ∧ dx10) +
(
AF11 + A
F3
1 + A
F5
1
)
∧H3
= H3 ∧ dx10 + A ∧H3,
(4.96)
where Cµν10 ≡ Bµν , implying
∫
G4 ∧ ∗11G4 =
∫
(H3 ∧ dx10 + A ∧H3) ∧ ∗11 (H3 ∧ dx10 + A ∧H3) . (4.97)
Now, H3∧dx10∧∗11 (H3 ∧A) = 0 as neither H3 nor A has support along x10. Hence,
H3 ∧ dx10 ∧ ∗11 (H3 ∧ dx10)
=
√
GHµνρ10G
µµ1Gνν1Gρρ1G10λ1Hµ1ν1ρ1λ1dt ∧ ...dx10
=
√
GHµνρ10
(
−Gµ10Gνν1Gρρ1G10λ1Hν1ρ1λ1 +Gµµ1Gν10Gρρ1G10λ1Hµ1ρ1λ1
−Gµµ1Gνν1Gρ10G10λ1Hµ1ν1λ1 +Gµµ1Gνν1Gρρ1G10 10Hµ1ν1ρ1
)
dt ∧ ...dx10,
(4.98)
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where Hµνρ10 = Hµνρ, and
(H ∧A) ∧ ∗11 (H ∧A) =
√
GH[µνρAλ]G
µµ1Gνν1Gλλ1H[µ1ν1ρ1Aλ1], (4.99)
with H[µ1µ2µ3Aµ4] ≡ Hµ1µ2µ3Aµ4 − (Hµ2µ3µ4Aµ1 −Hµ3µ4µ1Aµ2 +Hµ4µ1µ2Aµ3).
Now, working near θ1 = N
−1/5 and θ2 = N−3/10 and using the results of [3] for
H3, A1 and the inverse of 11-dimensional metric we calculate at leading order in N ,
the following flux-generated cosmological constant term:
GMNPQG
MNPQ =
A(r)
N7/10
, (4.100)
where A(r) is given in (C.14). After performing the integration on the six compact
coordinated the M-theory action (4.95) reduces to 5-dimensions:
SM ∼
∫
M
d5x
√
G5 (R + Cosmological constant term) , (4.101)
• Metric Fluctuations: The background metric g(0)µν is linearly perturbed as
gµν = g
(0)
µν + hµν . Now we assume the perturbation to have the form: hµν =
ǫµν(r)e
ikx1. Clearly there is a SO(2) rotational symmetry in the x2− x3 plane
which allow us to classify different perturbations into three categories, namely
tensor, vector and scalar type of metric perturbations.
4.5.1 0++ Glueball spectrum
The 0++ glueball in M-theory corresponds to scalar metric perturbations [122]:
htt = gtte
iqx1q1(r),
hx1r = hrx1 = iq gx1x1e
iqx1q3(r),
hrr = grre
iqx1q2(r), (4.102)
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where gtt, gxixi and grr are the M-theory metric components, where we work only
with the leading order terms in each.
4.5.1.1 WKB approximation
• Background with a black hole
Taking into account the above perturbation, we get the following differential equa-
tion for q3(r),
q3
′′(r) +G(r)q3′(r) +H(r)q3(r) = 0, (4.103)
where the expression for G(r) and H(r) upto leading order in N is given in (C.7).
Writing the above equation (4.103) as a Schrodinger like form one can read off
the potential term with m = m˜
√
yh
L2
which in the IR region (z ≪ 0) is given as,
VIR(z) ∼ ez
(
−0.006m˜4 − 0.07m˜2
)
+ 0.002m˜4 + 0.003m˜2− 0.25 +O
(
e2z
)
, (4.104)
where to simplify calculation we have used a = 0.6 rh and set gs = 0.9, N ∼ (gs)−39 ∼
100, Nf = 2 - in the MQGP limit of [3].
The potential (4.104) is found to be positive for the domain z ∈ (−∞,−2.526]
and the same yields:
∫ −2.62
−∞
√
VIR(z) = 0.09m˜
2 log(m˜)− 0.04m˜2 = π
(
n+
1
2
)
, (4.105)
to get,
m0
++
n =
√
70n+ 35√
PL(26.30n+ 13.15)
. (4.106)
In the UV region, one can show that,
VUV (z) ∼ −0.007m˜
4 + 0.3m˜2 + 1.62
e2z
− 0.08m˜
2 + 0.54
ez
− 0.25, (4.107)
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which remains negative for all values of z, implying no turning points in the UV.
• Background with an IR cut-off
The equation to be considered for this case can be obtained by taking the limit
rh → 0 and hence a→ 0 in (4.103), to get,
q′′3(r) + q
′
3(r)
(
4πgsm
2N
3r3
− r
4
4πgsN
+
9
r
)
+ q3(r)
(
8πgsm
2N
3r4
− 5r
3
4πgsN
+
15
r2
)
= 0.
(4.108)
Again, converting the above equation into a Schrodinger like equation one the
potential function which in the large-N limit is negative and hence has no turning
points. The WKB method does not work in this case.
4.5.1.2 Neumann/Diritchlet boundary condition
• Background with a black hole
Using a = 0.6rh, equation (4.103) in the large N limit, near r = rh (writing m =
m˜ rh
L2
) simplifies to:
q3
′′(r) +
(2− 0.0067m˜2) q3′(r)
r − rh +
(0.76− 0.1m˜2) q3(r)
rh(r − rh) = 0. (4.109)
Lets write the above equation of the following form,
h′′(r) +
p
r − rhh
′(r) +
s
r − rhh(r) = 0, (4.110)
where we have, p = (2− 0.0067m˜2), s = (0.76−0.1m˜
2)
rh
.
The solution to (4.110) is given by:
h(r) = c1(2r − 2rh)p/2(r − rh)−p/2(−s(r − rh)) 12−
p
2 Ip−1
(
2
√
−s(r − rh)
)
+ (−1)1−pc2(2r − 2rh)p/2(r − rh)−p/2(−s(r − rh)) 12−
p
2Kp−1
(
2
√
−s(r − rh)
)
.
(4.111)
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Setting c2 = 0, one can verify that one satisfy the Neumann boundary condition:
h′(r = rh) = 0 provided:
p = −n ∈ Z− ∪ {0}, (4.112)
implying:
m˜ = 12.25
√
2 + n. (4.113)
One can similarly show that by imposing Dirichlet boundary condition: h(r = rh) =
0:
m˜ = 12.25
√
1 + n. (4.114)
• Background with an IR cut-off
Near the cut-off at r = r0, equation (4.108) with m = m˜
r0
L2
is given by:
q′′3 (r) +
(
4m˜2 + 108
12r0
− (m˜
2 + 9) (r − r0)
r02
)
q′3(r)
+ q3(r)
(
8m˜2 + 180
12r02
− (32m˜
2 + 360) (r − r0)
12r03
)
= 0,
(4.115)
whose solution is given by:
q3(r) = e
−
2(4m˜2+45)r
3(m˜2+9)r0
c1H− 2m˜6+71m˜4+828m˜2+2835
9(m˜2+9)3
(
3 (m˜2 + 9)
2
r − 2 (2m˜4 + 37m˜2 + 153) r0
3
√
2 (m˜2 + 9)3/2 r0
)
+ c2 1F1
2m˜6 + 71m˜4 + 828m˜2 + 2835
18 (m˜2 + 9)3
;
1
2
;
(
3 (m˜2 + 9)
2
r − 2 (2m˜4 + 37m˜2 + 153) r0
)2
18 (m˜2 + 9)3 r02

.
(4.116)
Now using Neumann boundary condition at r = r0, namely q
′
3(r = r0) = 0, it can
be shown numerically/graphically that for c1 = −0.509c2, one gets, q3(r = r0, m˜ ≈
4.1) = 0.
We hence estimate the ground state of 0++ from metric fluctuations in M-theory
to be 4.1 r0
L2
.
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4.5.2 2++ Glueball spectrum
To study the spectrum of spin 2++ glueball, we consider the tensor type of metric
perturbations where the non-zero perturbations are given as:
hx2x3 = hx3x2 = gx1x1H(r)e
ikx1
hx2x2 = hx3x3 = gx1x1H(r)e
ikx1.
(4.117)
This time we consider the M-theory metric components corrected upto NLO in N .
4.5.2.1 WKB approximation
• Background with a black hole
Considering the tensor modes of metric perturbations we obtain the following second
order differential equation given by,
H ′′(r) + A1(r)H
′(r) + A2(r)H(r) = 0, (4.118)
where A1 and A2 are given upto NLO order in N in (C.8).
The potential term in the schrodinger like equation for 2++ glueball can be
obtained from (4.118) and in the IR region (z ≪ 0) with m = m˜
√
yh
L2
it is given by,
VIR(z) = e
z
(
0.52− 0.01m˜2
)
+
(
0.15m˜2 − 1.02
)
e2z +O
(
gsM
2
N
, e3z
)
, (4.119)
where like before, we have used a = 0.6 rh and set gs = 0.9, N ∼ (gs)−39 ∼ 100, Nf =
2 - in the MQGP limit of [3].
Now the turning points are found to be at,
z1 = −2.71, z2 = −2.53. (4.120)
The WKB quantization with these turning points gives:
∫ z2
z1
√
VIR(z) dz ≈ 0. Hence,
the IR does not contribute to the 2++ glueball spectrum.
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In the UV, we must consider the limit (z → ∞). Moreover, in the UV set
Nf = M = 0 to get the following potential,
VUV (z) = 1+ e
−2z (6.56− 1.02m˜2)+ (0.25m˜2 − 2.77) e−z +O ( 1
m˜
, e−3z
)
, (4.121)
where we set the same numerical values for a, gs and N as above.
The turning points are:
{
z1 = log 4.08 +O
(
1
m˜2
)
, z2 =∞
}
, giving the WKB
quantization as:
∫ z2
z1
√
VUV (z) dz = 0.39m˜ =
(
n +
1
2
)
π, (4.122)
implying:
m2
++
n (T ) = 8.08
(
n+
1
2
)
rh
L2
. (4.123)
• Background with an IR cut-off
Considering the limit (rh, a→ 0) equation (4.118) is given by,
H ′′(r) + A3(r)H ′(r) + A4(r)H(r) = 0, (4.124)
where A3 and A4 are given in (C.9).
The ‘potential’ term, in the IR region, up to leading order in N with m = m˜
√
y0
L2
is given as:
VIR(z) =
1
4
(
m˜2 + 5
)
e2z − 1
4
+O
(
e3z
)
, (4.125)
whose turning points are given as {z1 = − log m˜, z2 = log(δ2 − 1)}.
Hence WKB quantization condition gives,
∫ z2
z1
√
1
4
(m˜2 + 5) e2z − 1
4
=
(δ2 − 1)
2
m˜− 0.78 +O
(
1
m˜3
)
=
(
n+
1
2
)
π, (4.126)
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implying:
m2
++
n (IR) = m
0−−
n (IR). (4.127)
In the UV, we have:
VUV (z) =
1
4
(
m˜2 − 10
)
e−z − 3
4
(
m˜2 − 5
)
e−2z + 1 +O(e−3z)
=
e−z
2
√
ez − 3m˜+O
(
e−3z ,
1
m˜
)
, (4.128)
and the turning points are: z1 = log 3 +O
(
1
m˜2
)
, z2 =∞.
Therefore we get, ∫ z2
z1
√
VUV (z) dz =
πm˜
8
√
3
(4.129)
This implies,
m2
++
n (UV ) = (3.46 + 6.93)
r0
L2
. (4.130)
Let us try to include the NLO term-in-N also in the potential. Including the
same in the IR region the potential with m = m˜
√
y0
L2
is given by:
V
(NLO)
IR (z) = −
1
4
+
480M2gsπ + 128 (m˜2 + 5)Nπ2 + 60M2g2sNf (12− log 16− logN)
+M2gs
96m˜2π + gsNf {720 + 12m˜2(6− log 16− logN)}
 log y0 + 72M2g2sNfm˜2 log2 y0
,
(4.131)
whose turning points are given by,
z1 = log
{(
1
m˜
)(
1− M
2gs (96π + 12gsNf {6− 12 log 16− logN + 6 log y0}) log y0
256π2N
)}
,
z2 = log
(
δ2 − 1
)
.
(4.132)
The integral
(∫ z2
z1
√
V
(NLO)
IR (z) dz
)
, in the large-m˜ limit, yields the same spectrum
as 0−− up to NLO in N .
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4.5.2.2 Neumann/Diritchlet boundary condition
• Background with a black hole
Near r = rh, the solution to the above equation will be given on the same lines as
5.1 for 0−− glueballs, and the analog of (4.85) is:
T 2
(
1.5
√
0.05T 2−0.002m2
T
− 0.11
)
+ 0.0002m2
T
√
0.05T 2 − 0.002m2 = −n, (4.133)
the solutions to which are given as:
m2++ = 5.086T
m∗2++ = 5.269T
m∗∗2++ = 5.318T
m∗∗∗2++ = 5.338T
m∗∗∗∗2++ = 5.348T
(4.134)
One can impose Dirichlet boundary condition: H(r = rh) = 0, and show that,
m2
++ (Neumann)
n = m
2++ (Dirichlet)
n+1 , for n = 0, 1, 2, ...
• Background with an IR cut-off
Up to Leading Order in N near r = r0, equation (4.124) with m = m˜
r0
L2
is given by,
H ′′(r) +
(
5
r0
− 5(r − r0)
r02
)
H ′(r) +H(r)
(
m˜2 + 8
r02
− 4 (m˜
2 + 4) (r − r0)
r03
)
= 0.
(4.135)
The solution of (4.135) is given by,
H(r) = e
−
4(m˜2+4)r
5r0
c1H 1125 (16m˜4+53m˜2+56)
(
2 (4m˜2 − 9) r0 + 25r
5
√
10r0
)
+ c2 1F1
(
1
250
(
−16m˜4 − 53m˜2 − 56
)
;
1
2
;
(25r + 2 (4m˜2 − 9) r0)2
250r02
). (4.136)
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The Neumann boundary condition H ′(r = r0) = 0, numerically yields that for
c1 = −0.509c2, giving the lightest 2++ glueball has a mass 1.137 r0L2 . Similarly, by
imposing Dirichlet boundary condition: H(r = rh) = 0, for c1 = −0.509c2, the
lightest 2++ glueball has a mass 0.665 r0
L2
.
4.5.3 Spin-1++ Glueball spectrum
Here we need to consider the vector type of metric perturbation with the non-zero
components given as:
hti = hit = gx1x1G(r)e
ikx1, i = x2, x3. (4.137)
4.5.3.1 WKB approximation
• Background with a black hole
Using the above ansatz for the perturbation the differential equation in G(r) is given
with k2 = −m2 as,
G′′(r) +B1(r)G′(r) +B2(e)G(r) = 0, (4.138)
where B1 and B2 are given upto NLO in N in (C.10).
The ‘potential’ V in the Schrödinger-like equation working with the dimension-
less mass variable m˜ defined via: m = m˜ rh
L2
= m˜
√
yh
L2
, in the IR, can be shown to be
given by:
VIR(z) = e
2z
(
0.15m˜2 − 1.52
)
+ ez
(
1− 0.01m˜2
)
− 1
4
+O
(
e3z ,
1
N
)
. (4.139)
From the above potential we find the allowed domain of integration as, {z1 =
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log(0.07), z2 = −2.526}. Thus, in the IR:
∫ z2
z1
√
e2z (0.15m˜2 − 1.52) + ez (1− 0.01m˜2)− 1
4
dz ≈ 0, (4.140)
implying a null contribution to the WKB quantization condition in the IR.
In the UV (z ≫ 1), the potential for a = 0.6rh and M = Nf = 0 is given by,
VUV (z) = e
−2z (6.56− 1.02m˜2)+ (0.25m˜2 − 2.77) e−z + 1 +O(e−3z). (4.141)
The allowed domain of integration over which the potential is positive, is: ([log(4.08),∞).
Performing a large-m˜-expansion, one obtains:
∫ ∞
log(4.08)
√
e−2z (6.56− 1.02m˜2) + (0.25m˜2 − 2.77) e−z + 1 dz
=
∫ ∞
log(4.08)
e−z
√
0.25ez − 1.02 +O
(
1
m˜
)
dz
= 0.389m˜ =
(
n+
1
2
)
π, (4.142)
yielding:
m1
++
n (T ) = 4.04 (1 + 2n)
rh
L2
. (4.143)
• Background with an IR cut-off
Considering the limit of (rh, a)→ 0 in equation (4.138), the potential obtained from
the schrodinger like equation is given as,
V (z) =
(m˜2 + 2) e2z − 3ez + 4e3z − 1
4 (ez + 1)3
+O
(
gsM
2
N
)
. (4.144)
In the IR region (z ≪ 0) we get the potential as:
VIR(z) = −1
4
+
1
4
(5 + m˜2)e2z +O(e3z), (4.145)
giving the turning points as, {z1 = − log m˜, z2 = log(δ2 − 1)} and the WKB
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quantization condition becomes:
∫ z2
z1
√
VIR(z) dz =
(δ2 − 1)
2
m˜− π
4
=
(
n+
1
2
)
π. (4.146)
Therefore:
m1
++
n (IR, rh = 0) = m
2++
n (IR, rh = 0) = m
0−−
n (IR, rh = 0). (4.147)
Further, in the UV (z ≫ 1) the potential is,
VUV (z) =
1
4
(
m˜2 − 10
)
e−z − 3
4
(
m˜2 − 5
)
e−2z + 1 +O
(
e−3z
)
, (4.148)
with the turning points:{z1 = log 3 +O
(
1
m˜2
)
, z2 =∞}.
This yields the following WKB quantization condition:
∫ z2
z1
√
VUV (z) dz =
πm˜
4
√
3
=
(
n+
1
2
)
π, (4.149)
which obtains:
m1
++
n (UV, rh = 0) = (3.46 + 6.93n)
r0
L2
. (4.150)
4.5.3.2 Neumann/Diritchlet boundary condition
• Background with a black hole
Near r = rh, equation (4.138) up to LO in N , is given by:
G′′(r) +
(
3.92
rh
)
G′(r) +
(
2− 0.02m˜2
rh(r − rh) +
−1.16 + 0.57m˜2
r2h
)
G′(r) = 0, (4.151)
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whose solution is given by,
G(r) = e
(
0.5r(−2.
√
5−0.57m˜2−3.92)+rh log(r−rh)
rh
)
×
[
c1U
(
−−0.01m˜
2 −√5− 0.57m˜2 + 1√
5− 0.57m˜2 , 2,
2.
√
5.0016− 0.57m˜2r
rh
− 2.
√
5− 0.57m˜2
)
+ c2L
1
−1.
√
5−0.57m˜2−0.01m˜2+1√
5−0.57m˜2
(
2r
√
5− 0.57m˜2
rh
− 2.
√
5− 0.57m˜2
)]
. (4.152)
Imposing Neumann boundary condition at r = rh and then using limz→0U(p, 2, z ∼
0) ∼ z−1 1F1(p−1;0;z)
Γ(p)
, one notes that one can satisfy the Neumann boundary condition
at r = rh provided limz→0 1F1(p− 1; 0; z) = limc→0 limz→0 1F1(p− 1; c; z) (i.e. first
set z to 0 and then c), p = −n ∈ Z−. Hence:
m1
++
(T ) = 2.6956πT
m1
++∗
(T ) = 2.8995πT
m1
++∗∗
(T ) = 2.9346πT
m1
++∗∗∗
(T ) = 2.9467πT. (4.153)
One can show that one obtains the same spectrum as (4.153) even upon imposing
Dirichlet boundary condition: G(r = rh) = 0.
• Background with an IR cut-off
Considering the limit of (rh, a)→ 0 in equation (4.138) up to LO in N and imposing
Neumann boundary condition at the IR cut-off r = r0, yields isospectrality with 2
++
glueball spectrum.
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4.6 2++ Glueball Masses from Type IIB
The 10-dimensional type IIB supergravity action in the low energy limit is given by,
1
2k210
{∫
d10x e−2φ
√−G
(
R− 1
2
H23
)
− 1
2
∫
d10x
√−G
(
F 21 + F˜
2
3 +
1
2
F˜ 25
)}
,
(4.154)
where φ is the dilaton, GMN is the 10-d metric and F1, H3, F˜3, F˜5 are different
fluxes.
The five form flux F˜5 and the three form flux F˜3 are defined as,
F˜5 = F5 +
1
2
B2 ∧ F3, F˜3 = F3 − C0 ∧H3, (4.155)
where F5 and F3 are sourced by the D3 and D5 branes respectively. B2 is the NS-NS
two form and C0 is the axion. The three form fluxes F˜3, H3, the two form B2 and
the axion C0 are given as [2] - see (1.49). Now varying the action in (4.154) with
respect to the metric gµν one get the following equation of motion,
Rµν =
(
5
4
)
e2φF˜µp2p3p4p5F˜
p2p3p4p5
ν −
(
gµν
8
)
e2φF˜ 25 +
(
3
2
)
Hµα2α3H
α2α3
ν
−
(
gµν
8
)
H23 +
(
3
2
)
e2φF˜µα2α3F˜
α2α3
ν −
(
gµν
8
)
e2φF˜ 23 +
(
1
2
)
e2φFµFν .
(4.156)
we consider the following linear perturbation of the metric,
gµν = g
(0)
µν + hµν , (4.157)
Here the only non zero component according to the tensor mode of metric fluctuation
is hx2x3 . The final equation of motion in terms of the perturbation is given as,
R(1)x2x3 =
(
5
4
)
e2φ
(
4F˜x2x3p3p4p5F˜x2x3q3q4q5g
p3q3gp4q4gp5q5hx2x3
)
−
(
hx2x3
8
)
e2φF˜ 25
−
(
hyz
8
)
H23 −
(
hx2x3
8
)
e2φF˜ 23 .
(4.158)
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Writing the perturbation hx2x3 as hx2x3 =
r2
2(gsπN)1/2
H(r)eikx1, (4.158) reduces to the
following second order differential equation in H(r),
H ′′(r) + C1(r)H ′(r) + C2(r)H(r) = 0, (4.159)
where C1 and C2 are given in (C.11).
4.6.0.1 WKB approximation
• Background with a black hole
The ‘potential’ at leading order in N , defining m = m˜
√
yh
L2
, yields,
V (z) =
1
4 (ez + 1)3 (ez + 2)2
ez
3b2 (ez + 2) (− (m˜2 − 6) ez − m˜2 + 3e2z + 6)
+ (−ez − 1)
((
25− 3m˜2
)
ez −
(
m˜2 − 18
)
e2z − 2
(
m˜2 − 6
)
+ 4e3z
)+O
(
gsM
2
N
)
.
(4.160)
In the IR (z ≪ 0), the potential with a = 0.6rh is given by:
VIR(z) = e
z
((
0.15m˜2 − 1.33
)
ez − 0.01m˜2 + 0.06
)
+O(e3z), (4.161)
with the turning points: {z1 = −2.708, z2 = −2.526}, giving,
∫ z2
z1
√
VIR(z) dz ≈ 0, (4.162)
hence the IR provides no contribution to the WKB quantization.
In the UV (z ≫ 1) one get,
VUV (z) =
1
4
(
m˜2 + 9.24
)
e−z − 3
4
(
m˜2 + 0.36
(
m˜2 + 9
)
+ 3
)
+O
(
e−3z
)
, e−2z − 1
(4.163)
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the turning points are
{
z1 = log 4.08 +O
(
1
m˜2
)
, z2 = 0.25m˜
2 − 1.77
}
. Hence,
∫ z2
z1
√
VUV (z) dz
=
∫ z2
z1
e−z
2
√
ez − 4.08m˜+O
(
1
m˜
)
= 0.389m˜− 2 =
(
n+
1
2
)
π,
(4.164)
which obtains:
m2
++
n (T ) = (9.18 + 8.08n)
rh
L2
. (4.165)
Hence, the string theory 2++ glueball is isospectral with 0++; in the large n-limit of
the spectrum, the M-theory and type IIB spectra coincide.
• Background with an IR cut-off
At leading order in N , the ‘potential’ in the IR is given by:
VIR(z) = −1
4
+
1
4
(
1 + m˜2
)
e2z +O(e−3z). (4.166)
The domain in the IR over which VIR(z) > is [−12 log(5 + m˜2), log(δ2 − 1)] and the
WKB quantization gives,
∫ −2.526
− 1
2
log(5+m˜2)
√
−1
4
+
1
4
(1 + m˜2) e2z =
(δ2 − 1)
2
m˜− π
4
=
(
n +
1
2
)
π, (4.167)
yielding,
m2
++
n (IR, IIB) = m
2++
n (IR,M theory). (4.168)
In the UV the potential reads,
VUV (z) =
1
4
(
m˜2 − 10
)
e−z − 3
4
(
m˜2 − 5
)
e−2z + 1 +O
(
e−3z
)
. (4.169)
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The domain of integration over which VUV (z) > 0 is: [log 3,∞). Therefore:
∫ ∞
log 3
√
V (UV, rh = 0) =
1
2
∫ ∞
log 3
e−z
√
ez − 3m˜+O
(
1
m˜
)
=
m˜π
4
√
3
=
(
n +
1
2
)
π,
(4.170)
yielding:
m2
++
n = (3.464 + 6.928n)
r0
L2
. (4.171)
4.7 Summary and Discussion
The summary of all calculations is given in Tables 4.1 (and Figure 4.2) and 4.3 -
the former table/graph having to do with a WKB quantization calculation using
the coordinate/field redefinitions of [112] and the latter table having to do with
obtaining the mass spectrum by imposing Neumann/Dirichlet boundary condition
at rh/IR cut-off r0. Some of the salient features of the results are given as separate
bullets. It should be noted that the last two columns in Tables 4.1 and 4.3 have
been prepared in the same spirit as the last columns in Table 2 of [113].
The rh 6= 0 glueball spectra is plotted in Figure 4.2.
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S. No. Glueball m˜ using WKB rh 6= 0 m˜ using WKB rh = 0
(units of πT , up to LO in N) (units of r0
L2
, up to NLO in N)
(large-m˜ limit) (large-m˜ limit)
1 0++ (M theory) (M theory)
(Fluctuations: h00,rx1,rr
√
35+70n√
PL(13.15+26.31n) No turning points
in M-theory metric)
0++ (Type IIB) (Type IIB)
(Dilaton Fluctuations) 9.18 + 8.08n (4.64+6.28n)
(δ2−1)
[
1− 0.01 gsM2
N
(gsNf ) logN log r0
]
2 0−+ (Type IIA) (Type IIA)
(1-form fluctuation aθ2 ) 11.12
(
n+ 1
2
)
, n = 0 3.72+4.36n
(δ2−1) , n = 0
(6.22 + 4.80n), n ∈ Z+ 4.8
(
n+ 1
2
)
, n ∈ Z+
3 0−− (Type IIB) (Type IIB)
2-form fluctuation A23 = m0
++
n (dilaton, T )
6.28n+4.71
(δ2−1)
(
1 +
0.01gs
2logNM2Nf log(r0)
N
)
, n = 0
(7.87 + 6.93n), n ∈ Z+
4 1++ (M theory) (M theory)
(Fluctuations: hit = hti, i = x2,3 8.08
(
n+ 1
2
)
m1
++
n (n = 0, rh = 0) = m
0−−
n (n = 0, rh = 0)
in M-theory metric) (3.46 + 6.93n), n ∈ Z+
5 2++ (M theory) (M theory)
(Fluctuations: hx2x3 = hx3x2 , 8.08
(
n+ 1
2
)
= m1
++
n (T ) = m
1++
n (rh = 0)
hx2x2 = hx3x3 in M-theory metric)
2++ (Type IIB) (Type IIB)
(Fluctuation hx2x3 = hx3x2 9.18 + 8.08n = m
0++
n (IIB, T ) = m
1++
n (rh = 0)
in type IIB metric)
Table 4.1: Summary of Glueball Spectra: m = m˜ rhL2 from Type IIB, IIA and M Theory
using WKB quantization condition for rh 6= 0, and m = m˜ r0L2 for rh = 0 (equalities in
the rh = 0 column, are valid up to NLO in N); the colored triangles/square in the third
column correspond to the colored triangles/square that appear in Fig. 4.2 in the combined
plot of rh 6= 0 supergravity calculations of glueballs
Some of the salient features of Table 4.1 and Figure 4.2 are presented below:
1. Interestingly, via a WKB quantization condition using coordinate/field redef-
initions of [112], the lightest 0++ glueball spectrum for rh 6= 0 coming from
scalar metric fluctuations in M theory compares rather well with the N →∞
lattice results of [9] - refer to Table 4.2. Also, similar to [122], the 0++ com-
ing from the scalar fluctuations of the M theory metric is lighter than the
0++ coming from type IIB dilaton fluctuations. Further, interestingly, one can
show that by using the coordinate and field redefinitions of [121] when applied
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Figure 4.2: Combined Plots of BH Supergravity Glueball Spectra
to the EOM for dilaton fluctuation to yield a WKB quantization condition,
for a = 0.6rh - as in [5] - one obtains a match with the UV limit of the 0
++
glueball spectrum as obtained in [112]. For our purpose, the method based on
coordinate/field redefinitions of [121], is no good for obtaining the 0++ glueball
ground state and was not used for any other glueball later on in subsequent
calculations in this thesis.
State N →∞ Entry in Table 34 of [9] M-theory scalar metric perturbations Type IIB Dilaton fluctuations of [123]
in units of square root of (6.1.2 - in units of in units of reciprocal of
string tension
rh
L2
) temporal circle’s diameter
0++ 4.065± 0.055 4.267 4.07 (normalized to match lattice)
0++∗ 6.18± 0.13 6.251 7.02
0++∗∗ 7.99± 0.22 7.555 9.92
0++∗∗ - 8.588 12.80
0++∗∗∗ - 9.464 15.67
Table 4.2: Comparison of [9]’s N → ∞ lattice results for 0++ glueball with our super-
gravity results obtained using WKB quantization condition and redefinitions of [112] for
M theory scalar metric fluctuations
2. Also, from Table 4.1/Figure 4.2, m2
++
n>0 > m
0++
n>0(scalar metric perturbations),
similar to [122].
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3. The higher excited states of the type IIA 0−+ glueball, for both rh 6= 0 and
rh = 0, are isospectral. This is desirable because large-n corresponds to the
UV and that takes one away from the BH geometry, i.e., towards rh = 0.
4. The non-conformal corrections up to NLO inN , have a semi-universal behavior
of
(gsM2)(gsNf ) log r0
N
and turn out to be multiplied by a numerical pre-factor of
O(10−2); we could disregard the same in the MQGP limit.
5. As per a more recent lattice calculation [10]1, the 0++-glueball has a mass
4.16± 0.11± 0.04 (in units of the reciprocal of the ‘hadronic scale parameter’
of [124]), which compares rather well with m0
++
n=0 = 4.267 (in units of
rh
L2
) of
Table 4.2 coming from scalar fluctuations of the M theory metric. Similarly,
the 0−+-glueball in [10] has a mass 6.25± 0.06 ± 0.06, which matches rather
nicely with m0
−+
n=0(δ = 1.26) = 6.25 (in units of
r0
L2
) of Fig. 4.2 coming from
type IIA one-form fluctuation.
6. The ground state and the n ≫ 1 excited states of 1++ and 0−− glueballs are
isospectral.
7. The higher excited rh 6= 0 2++ glueball states corresponding to metric fluc-
tuations of the M-theory metric and the ones corresponding to fluctuations
of the type IIB metric, are isospectral. The rh = 0 2
++ glueball states cor-
responding to metric fluctuations of the M-theory/type IIB string theory, are
isospectral. Further, it turns out that due to internal cancellation of terms and
1
m˜
-suppression, a type IIB rh = 0 2
++ glueball spectrum, unlike an M-theoretic
computation, is unable to capture the NLO-in-N corrections to the LO-in-N
type IIB 2++ glueball spectrum.
8. m2
++
n (NLO, rh = 0) = m
1++
n (NLO, rh = 0)
n≫1−→ m0−−n (NLO, rh = 0), where the
‘NLO’ implies equality with the inclusion of NLO-in-N corrections.
1We thank P.Majumdar for bringing this reference to our attention.
4.7. Summary and Discussion 155
S. No. Glueball Spectrum Using Spectrum Using
N(eumann)/D(irichlet) N(eumann)/D(irichlet)
b.c., r = rh(units of πT ) b.c., r = r0(units of
r0
L2
)
1 0++ (M theory) (M theory)
(N) 12.25
√
2 + n (N) 4.1
(D) 12.25
√
1 + n
2 0−+ (Type IIA) (Type IIA)
(N/D) 3.1
pi
√
n (N) m0−+n=0 = 0, m0
−+
n=1 ≈ 3.4, m0
−+
n=2 ≈ 4.35
(D) m0−+n=0 = 0, m0
−+
n=1 ≈ 3.06, m0
−+
n=2 ≈ 4.81
3 0−− (Type IIB) (Type IIB)
(N/D) m0−−n=0 (T ) = 0, m0
−−
n=1 (T ) =
32.46
pi
, (large n)
m0
−−
n=2 (T ) =
32.88
pi
(N/D)
1
2
53/4
4
√
2
(
√
6
√
pi2(16n2+22n+7)+6+6
)
+3pi2(2n+1)
32−3pi2
4 1++ (M theory) (M theory)
(N/D) m1++n=0 (T ) = 2.6956, m1
++
n=1 (T ) = 2.8995 (N) m1
++
n=0 (rh = 0) ≈ 1.137
m1
++
n=2 (T ) = 2.9346 (D) m1
++
n=0 (rh = 0) ≈ 0.665
5 2++ (M theory) (M theory)
(N) m2++n=0 (T ) = 5.086pi ,m2
++
n=1 (T ) =
5.269
pi
= m1
++
n (rh = 0)
m2
++
n=2 (T ) =
5.318
pi
m2
++
n=0 (D, T ) = 0, m
2++
n+1 (D, T ) = m
2++
n (N, T )
Table 4.3: Summary of Glueball Spectra from Type IIB, IIA and M Theory for rh 6=
0/rh = 0 using Neumann/Dirichlet boundary conditions at the horizon rh/IR cut-off r0
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Some salient features of Table 4.3 are presented below:
• The following is the comparison of ratios of 0−− glueball masses obtained in this
work from Neumann/Dirichlet boundary conditions at the horizon, with [123]:
Ratio Our Results [123]’s Results
m∗
0−−
m0−−
1.0129 1.5311
m∗∗
0−−
m∗
0−−
1.0033 1.3244
m∗∗∗
0−−
m∗∗
0−−
1.0013 1.2393
m∗∗∗∗
0−−
m∗∗∗
0−−
1.0007 1.1588
Table 4.4: Comparison of ratios of 0−− glueball masses obtained from Neumann/Dirichlet
boundary conditions at the horizon, with [123]
Hence, for higher excited states, the ratio of masses of successive excited states
approaches unity faster as per our results as compared to [123].
• From a comparison of results in Table 4.1/4.2 and Figure 4.2 with N → ∞
lattice results, it appears that WKB quantization-based spectra are closer
to N → ∞ lattice results than the computations involving imposing Neu-
mann/Dirichlet boundary conditions at the horizon/IR cut-off. In particular,
it is pleasantly surprising that the WKB quantization method applied to the
0++, 0−+ glueball spectra, is able to provide a good agreement (in fact for the
lightest 0++ glueball spectrum, better than the classic computations of [123])
with lattice results even for the ground and the lower excited states.
CHAPTER 5
CONCLUSION AND FUTURE
OUTLOOK
In a ‘Top-down’ holographic model, the precise statement of duality between the
gauge theory and the dual gravity theory is known exactly. On the other hand,
in ‘Bottom-up’ approach, one first identifies the required ingredients to study a
particular phenomenon in the field theory, and incorporates them into the bulk
theory. The exact duality statement in a bottom-up approach is not significant or
required.
In this thesis we have considered the ‘top-down’ approach where the proper-
ties of strongly coupled thermal QCD-like field theories were studied from the
(super)gravitational-duals-of-brane-constructs-based gauge/gravity duality. Most
importantly, in top-down holographic models, considering a particular configura-
tion of branes, one can achieve UV completion of the gauge theory. This allows the
computation of the non-conformal 1
N
corrections. Using the UV-complete top-down
type IIB holographic dual of large-N thermal QCD as constructed in [2], involving
a fluxed resolved warped deformed conifold, its delocalized type IIA S(trominger)-
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Y(au)-Z(aslow) mirror as well as its M-theory uplift constructed in [3], we have
evaluated the 1
N
corrections to different transport coefficients, which we call as the
Next-to-Leading-Order(NLO) corrections. In this thesis, we have also studied the
transition between the confined and the deconfined phases of strongly coupled gauge
theories and obtained a lattice-compatible deconfinement/transition temperature by
tuning some dimensionless parameters in our theory.
There exists other interesting top-down type IIA IR-specific holographic models,
for example, the Sakai-Sugimoto model [82], where the authors have calculated the
spectrum of meson masses and showed confining behavior of the theory at low energy
just like QCD. In this thesis, we looked upon the the spectrum of glueball masses
and observed quite a nice match with the lattice data. Though not discussed in
this thesis, but in [125], we have also worked out a Particle-Data-Group compatible
(scalar and vector) meson spectra.
One of the future directions could be to look at the various glueball-to-meson
decay modes. To that end, Performing a Kaluza-Klein reduction similar to [126]:
AZ = φ(Z)π(x
µ), Aµ = ψ(Z)ρµ(x
ν), and similar to [127], we can look at the following
M-theory metric perturbations hMN(M,N = 0, ..., 10;µ = t, a, a = 1, 2, 3):
htt(r, x
µ) = q1(r)G(x
µ)GMtt
hrr(r, x
µ) = q2(r)G(x
µ)GMrr
hra(r, x
µ) = g3(r)∂aG(x
µ)GMaa
hab(r, x
µ) = GMab
(
q4(r) + q5
∂a∂b
m2
)
G(xµ) no summation
h10 10(r, x
µ) = q6(r)G(x
µ)GM10 10. (5.1)
Using Witten’s prescription of going from type IIA to M-theory we could work
back the type IIA metric perturbations which hence would yield (in the following
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G˜IIAαβ = G
IIA
αβ + hαβ ;α, β = 0, 1..., 9 and hαβ being type IIA metric perturbations):
e
4φIIA
3 = GM10 10 + h10 10,
G˜IIArr,tt√
GM10 10 + h10 10
= GMrr,tt + hrr,tt,
G˜IIAra√
GM10 10 + h10 10
= hra,
G˜IIAab√
GM10 10 + h10 10
= GMab + hab.
Solving the first order perturbation of the M-theory Einstein’s EOM (assuming
the flux term providing a cosmological constant): R
(1)
MN ∼ GPQRSGPQRShMN , for
q1,...6, one can obtain the glueball-meson interaction Lagrangian density (metric
perturbation corresponding to glueballs and gauge field fluctuations corresponding
to mesons), using which one can work out glueball decays into mesons.

APPENDIX A
A.1 Details of Exact Angular Integration in the
DBI Action and Its UV Limit
The θ2 integral in the DBI action of (2.13), is expressed in terms of elliptic integral
of the first kind F (φ;µ) ≡ ∫ φ0 dθ√1−µ sin2 θ as well as incomplete integral of the first
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kind Π(ν;φ|µ) ≡ ∫ φ0 dθ(1−ν sin2 θ)√1−µ sin2 θ :
F
sin−1

√√√√√√√√
|µ|√
|µ|2−r3 −
−7|µ|2+
√
25|µ|4−104|µ|2r3+16r6+4r3
2(|µ|2+2r3)
|µ|√
|µ|2−r3 +
−7|µ|2+
√
25|µ|4−104|µ|2r3+16r6+4r3
2(|µ|2+2r3)

∣∣∣∣∣∣∣∣∣∣(
|µ|√
|µ|2−r3 −
−7|µ|2−
√
25|µ|4−104|µ|2r3+16r6+4r3
2(|µ|2+2r3)
)(
− |µ|√|µ|2−r3 −
−7|µ|2+
√
25|µ|4−104|µ|2r3+16r6+4r3
2(|µ|2+2r3)
)
(
− |µ|√|µ|2−r3 −
−7|µ|2−
√
25|µ|4−104|µ|2r3+16r6+4r3
2(|µ|2+2r3)
)(
|µ|√
|µ|2−r3 −
−7|µ|2+
√
25|µ|4−104|µ|2r3+16r6+4r3
2(|µ|2+2r3)
)
;
F
sin−1

√√√√√−2|µ|3 − 7|µ|2
√
|µ|2 − r3 + 4r3
√
|µ|2 − r3 +
√
|µ|2 − r3
√
25|µ|4 − 104|µ|2r3 + 16r6 − 4|µ|r3
−2|µ|3 + 7|µ|2
√
|µ|2 − r3 − 4r3
√
|µ|2 − r3 −
√
|µ|2 − r3
√
25|µ|4 − 104|µ|2r3 + 16r6 − 4|µ|r3

∣∣∣∣∣∣∣(
−2|µ|3 + 7|µ|2
√
|µ|2 − r3 − 4r3
√
|µ|2 − r3 −
√
|µ|2 − r3
√
25|µ|4 − 104|µ|2r3 + 16r6 − 4|µ|r3
)
(
2|µ|3 + 7|µ|2
√
|µ|2 − r3 − 4r3
√
|µ|2 − r3 −
√
|µ|2 − r3
√
25|µ|4 − 104|µ|2r3 + 16r6 + 4|µ|r3
)
×
(
2|µ|3 + 7|µ|2
√
|µ|2 − r3 − 4r3
√
|µ|2 − r3 +
√
|µ|2 − r3
√
25|µ|4 − 104|µ|2r3 + 16r6 + 4|µ|r3
)
(
−2|µ|3 + 7|µ|2
√
|µ|2 − r3 − 4r3
√
|µ|2 − r3 +
√
|µ|2 − r3
√
25|µ|4 − 104|µ|2r3 + 16r6 − 4|µ|r3
)
;
Π

(
|µ|√
|µ|2−r3 + 1
)(
|µ|√
|µ|2−r3 +
−7|µ|2+
√
25|µ|4−104|µ|2r3+16r6+4r3
2(|µ|2+2r3)
)
(
1− |µ|√|µ|2−r3
)(
−7|µ|2+
√
25|µ|4−104|µ|2r3+16r6+4r3
2(|µ|2+2r3) − |µ|√|µ|2−r3
) ;
sin−1

√√√√√−2|µ|3 − 7|µ|2
√
|µ|2 − r3 + 4r3
√
|µ|2 − r3 +
√
|µ|2 − r3
√
25|µ|4 − 104|µ|2r3 + 16r6 − 4|µ|r3
−2|µ|3 + 7|µ|2
√
|µ|2 − r3 − 4r3
√
|µ|2 − r3 −
√
|µ|2 − r3
√
25|µ|4 − 104|µ|2r3 + 16r6 − 4|µ|r3

∣∣∣∣∣∣∣(
−2|µ|3 + 7|µ|2
√
|µ|2 − r3 − 4r3
√
|µ|2 − r3 −
√
|µ|2 − r3
√
25|µ|4 − 104|µ|2r3 + 16r6 − 4|µ|r3
)
(
2|µ|3 + 7|µ|2
√
|µ|2 − r3 − 4r3
√
|µ|2 − r3 −
√
|µ|2 − r3
√
25|µ|4 − 104|µ|2r3 + 16r6 + 4|µ|r3
)
×
(
2|µ|3 + 7|µ|2
√
|µ|2 − r3 − 4r3
√
|µ|2 − r3 +
√
|µ|2 − r3
√
25|µ|4 − 104|µ|2r3 + 16r6 + 4|µ|r3
)
(
−2|µ|3 + 7|µ|2
√
|µ|2 − r3 − 4r3
√
|µ|2 − r3 +
√
|µ|2 − r3
√
25|µ|4 − 104|µ|2r3 + 16r6 − 4|µ|r3
)
.
(A.1)
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In the large-r limit of (A.1) after angular integrations, the finite radial integrand of
(2.13) is given by:
− 1
72
√
2|µ|3r6
√(Frt2 − 1) |µ|4
−64i|µ|
√
i|µ|
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1
r
)3/2
F
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1
4
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− 4i sinh−1(1)
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+ 68|µ|4
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2
√
2r3/2
|4i|µ|
(
1
r
)3/2
− 1
)
r3
− 34i|µ|5
√
i|µ|
(
1
r
)3/2
Π
(
1− 3i|µ|
(
1
r
)3/2
; i sinh−1(1)− |µ|
2
√
2r3/2
|4i|µ|
(
1
r
)3/2
− 1
)
r3
+ 36i|µ|5
√
i|µ|
(
1
r
)3/2
Π
(
1− i|µ|
r3/2
; i sinh−1(1)− |µ|
2
√
2r3/2
|4i|µ|
(
1
r
)3/2
− 1
)
r3
+ 8|µ|5
√
i|µ|
(
1
r
)3/2√
|µ|2 − r3F
(
1
4
(√
2|µ|
r3/2
− 4i sinh−1(1)
)∣∣∣∣∣ 4i|µ|
(
1
r
)3/2
− 1
)
r3/2
− 2|µ|
√
i|µ|
(
1
r
)3/2√
|µ|2 − r3
(
32r15/2 + 8i|µ|r6 + 24|µ|2r9/2 + 6i|µ|3r3 + 4|µ|4r3/2 + i|µ|5
)
× E
(
1
4
(√
2|µ|
r3/2
− 4i sinh−1(1)
)∣∣∣∣∣ 4i|µ|
(
1
r
)3/2
− 1
)
≈
√
|µ|
√
1− F 2rtr
9
4 +O(r 32 ). (A.2)
A.2 EOMs involving Nf = 2 Gauge Field Fluctu-
ations, Solution and On-Shell Action
Choosing the momentum four-vector in R1,3 as qµ = (w, q, 0, 0), and writing the
fluctuation as: Aaµ(x, u) =
∫
d4qe−iwt+iqxAaµ(q, u) (flavor index a = 1, 2, 3), the equa-
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tion of motion for the same follows in a straightforward way from (2.40) and that
in momentum space is given as:
Aay
′′ +
∂u(
√
det GGuuGyy)√
det GGuuGyy)
Aay
′ − w2 G
tt
Guu
Aay −
(iw)
2
Gtt
Guu
r2h
2πα′
A˜30f
ab3Aby
+ (iw)
Gtt
Guu
r2h
2πα′
A˜30f
ab3Aby −
1
2
(
r2h
2πα′
A˜30)
2 G
tt
Guu
fab3f bc3Acy = 0.
(A.3)
Setting q = 0 and defining Aay =
1
ω
EaT the above equation can be rewritten as:
EaT
′′ +
∂u(
√
det GGuuGyy)√
det GGuuGyy)
EaT
′ − w2 G
tt
Guu
EaT +
iw
2
Gtt
Guu
r2h
2πα′
A˜30f
ab3EbT
− 1
2
(
r2h
2πα′
A˜30)
2 G
tt
Guu
fab3f bc3EcT = 0.
(A.4)
Now for a = 1 and b = 2 equation (A.4) gives:
E1T
′′ +
∂u(
√
det GGuuGyy)√
det GGuuGyy)
E1T
′ − G
tt
Guu
w2 − 1
2
(
r2h
2πα′
A˜30)
2
E1T
+
iw
2
Gtt
Guu
r2h
2πα′
A˜30f
ab3E2T = 0.
(A.5)
For a = 2, b = 1 equation (A.4) gives:
E2T
′′ +
∂u(
√
det GGuuGyy)√
det GGuuGyy)
E2T
′ − G
tt
Guu
w2 − 1
2
(
r2h
2πα′
A˜30)
2
E2T
− iw
2
Gtt
Guu
r2h
2πα′
A˜30f
ab3E1T = 0.
(A.6)
Finally for a = 3 the same equation (A.4) gives:
E3T
′′ +
∂u(
√
det GGuuGyy)√
det GGuuGyy)
E3T
′ − w2 G
tt
Guu
E3T = 0. (A.7)
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Defining X = E1 + iE2, Y = E1 − iE2 and A30 ≡ rh2πα′ A˜30, the SU(2) equations of
motion (A.5) - (A.7) can be rewritten as:
∂2X
∂u2
+ Σ(u)
∂X
∂u
+ (w − A30)2Λ(u)X = 0,
∂2Y
∂u2
+ Σ(u)
∂Y
∂u
+ (w + A30)
2Λ(u)X = 0,
∂2E3
∂u2
+ Σ(u)
∂X
∂u
+ w2Λ(u)X = 0,
(A.8)
where Σ(u) and Λ(u) are given as:
Σ(u) =
 1
4(u4 − 1)
√
rh
u
(r4h
√
rh
u
+ C2e2φu5)3
(16C6e6φ√rh
u
u14(2u4 − 1)
+6C2e2φr9h
√
rh
u
u5(13u4 − 5) + r14h (23u4 − 7) + 3C4e4φr5hu9(29u4 − 13)
)
;
Λ(u) =
1
π2T 2(u4 − 1)2
(A.9)
The U(1) EOM corresponding to gauge-invariant variable E(u) is similar to the one
with E3 in (A.8). The EOM for Z(u) ≡ E3(u) or E(u) can be written as:
(u− 1)2d
2Z(u)
du2
+
(u− 1)Σ(u)
(u+ 1)(u2 + 1)
dZ(u)
du
+
w23Z(u)
(u+ 1)2(u2 + 1)2
= 0. (A.10)
One realizes that u = 1 is a regular singular point with solutions to the indicial
equation given by: ±iw3
4
and we choose the minus sign for incoming-wave solutions:
Z(u) = (1− u)− iw34 Z(u). Using a perturbative ansatz:
Z(u) = Z(0)(u) + w3Z(1)(u) +O(w23), (A.11)
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one finds (A.10) splits up into the following system of differential equations:
(u− 1)2d
2Z(0)
du2
+
(u− 1)Σ(u)
(u+ 1)(u2 + 1)
dZ(0)
du
= 0;
(u− 1)2dZ
(1)
du2
+
(u− 1)Σ(u)
(u+ 1)(u2 + 1)
dZ(1)
du
=
i
4
{
−1 + Σ(u)
4(u+ 1)(u2 + 1)
}
Z(0)(u)
+
i
2
(u− 1)dZ
(0)
du
,
(A.12)
with the following solutions to (A.12):
Z(0)(u) = 2c1
(
−21u(1− 2u)1/4 2F1
(
1
4
, 1
4
; 5
4
; 2u
)
+ 6u2 + u− 2
)
3u3/4(2u− 1)1/4 + c2
= (−1)3/4
(
4
3u3/4
+ 14u1/4
)
c1 + c2 +O
(
u5/4
)
≡ α0
u
3
4
c1 + c2 +O
(
u1/4
)
;
Z(1)(u) = c3 +
(
1
1008u3/4(2u− 1)1/4
)(
−14112c2u(1− 2u)1/4 2F1
(
1
4
,
1
4
;
5
4
; 2u
)
+672c2
(
6u2 + u− 2
)
+ 68(1 + i)
√
2c1(2u− 1)1/4
)
=
17(1 + i)
126
√
2u3/4
c1 + (−1)3/4
(
4
3u3/4
+ 14u1/4
)
c2 + c3
≡ α1
u3/4
c1 +
β1
u3/4
c2 + c3 +O
(
u1/4
)
,
(A.13)
where c1,2 ∈ R and it is understood that u→ 0 as u→ δ → 0 and c1,2,3 → δ 34 : c1c2 is
finite, to ensure finite gauge field perturbations Z(0),(1)(u → 0) in (A.13) and finite
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electrical conductivity (2.47). From (A.13), we obtain the following:
Z(u) =
α0c1 + w3 [α1c1 + β1c2]
u3/4
+ c2 + c3w3 + c1γ0u
1/4
+
(
i
4
α0c1 + c2γ0
)
w3u
1/4 +
ic2
4
w3u+ ......;
dZ(u)
du
=
1
u7/4
{
−3α0c1
4
− (3α1c1 + 3β1c2)
4
w3 +
c1γ0
4
u+
(
i
16
α0c1 +
γ0
4
c2
)
w3u+ ...
}
.
(A.14)
We notice that the only distinction between the SU(2) and U(1) EOMs is the shift
in the roots of the indicial equation corresponding to the horizon being a regular
singular point; the incoming plane-wave root of the former (in α′ = 1
2π
-units) is
given by:
− i
4
(
w3 + A30(u = 1)
)
= − i
4
w3 +

24/9Γ
(
5
18
)
Γ
(
11
9
)
π1/18
(
gsNf logµ−2π
Cgs
)4/9 − 1
 rh
 . (A.15)
We will not say more about this in this thesis.
Let us work out the on-shell action to calculate the DC conductivity. For σ = u
the LHS of equation (2.40) simplifies to:
∂t
(√
det G
(
2GttGuu − 2GutGut
)
F̂ aut
)
+ ∂x
(√
det G (2GxxGuu) F̂ aux
)
. (A.16)
Similarly the RHS simplifies to:
√
det G
r2h
2πα′
A˜30f
ab3
(
GνtGuµ −GνuGtµ
)
F̂ bµν
=
√
det G
r2h
2πα′
A˜30f
ab3
[(
GttGuu −GtuGtu
)
F̂ but +
(
GutGut −GuuGtt
)
F̂ btu
]
=
√
det G
r2h
2πα′
A˜30f
ab3
[
2GttGuu − 2GutGut
]
F̂ but.
(A.17)
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Now, working in the gauge Aau = 0 which implies
∂tF̂ aut = 2 (−iw) ∂uAat
∂xF̂ aux = 2 (iq) ∂uA
a
x,
(A.18)
we get the EOM:
(−iw)
(
GttGuu −GutGut
)
∂uA
a
t + (iq) (G
xxGuu) ∂uA
a
x
=
r2h
2πα′
A˜30f
ab3
(
GttGuu −GutGut
)
∂uA
b
t ,
(A.19)
which implies,
∂uA
a
x =
(GttGuu −GutGut)
(iq) (GxxGuu)
[
r2h
2πα′
A˜30f
ab3
(
∂uA
b
t
)
+ iw (∂uA
a
t )
]
(A.20)
Now, as shown in [85], the on-shell action is given by:
Son−shell ∼ TrTD7
∫
d4x
√
det G
(
GνuGν
′µ −Gνν′Guµ
)
Aaν′F̂
a
µν
∣∣∣
u=0
, (A.21)
wherein:
√
det G
(
GνuGν
′µ −Gνν′Guµ
)
Aaν′F̂
a
µν
=
√
det G
[(
GuuGtt −GutGut
)
Aat F̂
a
tu +
(
GtuGtu −GttGuu
)
Aat F̂
a
ut + (G
uuGxx)AaxF̂
a
xu
+
(
GtuGxx
)
AaxF̂
a
xt + (−GuuGxx)AaxF̂ aux +
(
−GutGxx
)
AaxF̂
a
tx + (G
uuGαα)AaαF̂
a
αu
+
(
GtuGαα
)
AaαF̂
a
αt + (−GuuGαα)AaαF̂ auα +
(
−GutGαα
)
AaαF̂
a
tα
]
=
√
det G
[(
2GutGut − 2GuuGtt
)
Aat F̂
a
ut − (2GuuGxx)AaxF̂ aux − (2GuuGαα)AaαF̂ auα
]
=
√
det G
[
4
(
GutGut −GuuGtt
)
Aat (∂uA
a
t )− 4 (GuuGxx)Aax (∂uAax)
− 4 (GuuGαα)Aaα (∂uAaα)
]
.
(A.22)
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In equation (A.22), the first term as an example can be simplified to:
4
√
det G
[(
GutGut −GuuGtt
)
Aat (∂uA
a
t )
]
− A
a
x
iq
(GuuGtt −GutGut)
(
r2h
2πα′
A˜30f
ab3
(
∂uA
b
t
)
+ iw (∂uA
a
t )
)
− (GuuGαα)Aaα (∂uAaα)

= 4
√
detG
{(
GutGut −GuuGtt
)
(∂uA
a
t )
(
Aat +
w
q
Aax
)
+
(
GutGut −GuuGtt
)
(
r2h
2πα′
A˜30f
ab3
)(
Aax
iq
)(
∂uA
b
t
)
− (GuuGαα)Aaα (∂uAaα)
}
.
(A.23)
Let us work with the gauge-invariant electric field components Eax = qAt+wA
a
x and
Eaα = wA
a
α, α = y, z. Differentiating we get
∂uE
a
x = q∂uA
a
t + wA
a
x
= q∂uA
a
t + w
w (GuuGtt −GutGut)
(iq) (GuuGxx)
(
r2h
2πα′
A˜30f
ab3∂uA
b
t
)
+
w2
q
(GuuGtt −GutGut)
GxxGuu
(∂uA
a
t ) .
(A.24)
Now the terms in the on-shell action have to write in terms of ∂uE
a
x. Assuming one
will be interested in evaluation of flavor-diagonal two-point correlation functions for
simplicity, we will disregard the flavor anti-symmetric terms and therefore obtain:
∂uA
a
x =
w
q
(GttGuu −GutGut)
(GxxGuu)
(∂uA
a
t ) . (A.25)
Substituting for ∂uA
a
x, the action (A.22) then simplifies to:
4
√
det G
[(
GutGut −GuuGtt
)(
Aat +
w
q
Aax
)
(∂uA
a
t )− 4 (GuuGαα)Eaα (∂uEaα)
]
=
√
det G
[
4
q
(
GutGut −GuuGtt
)
Eax (∂uA
a
t )−
4
w2
(GuuGαα)Eaα (∂uE
a
α)
]
. (A.26)
Again disregarding the flavor-antisymmetric factor the expression for ∂uE
a
x in equa-
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tion (A.24), one gets:
∂uE
a
x = q∂uA
a
t + wA
a
x = q∂uA
a
t +
w2
q
(GuuGtt −GutGut)
GxxGuu
(∂uA
a
t ), (A.27)
using which one obtains the following on-shell action’s integrand:
√
det G
(
4GuuGxx(GutGut −GuuGtt)
q2(GuuGxx) + w2(GttGuu −GutGut)E
a
x(∂uE
a
x)−
4
w2
GuuGααEaα(∂uE
a
α) + ...
)
u=0
=
4u2(u4 − 1)
w2
(
1√
rh
u
+c2e2φu4
)1/2
Eax(∂uEax) + Eaα(∂uEaα) + ...

u=0
∼ r
1/4
h u
7/4
w2
(Eax(∂uE
a
x) + E
a
α(∂uE
a
α)) + ....
∣∣∣∣∣∣
u→0
,
(A.28)
where the dots include the flavor anti-symmetric terms.

APPENDIX B
B.1 EOMs for (Vector Mode) Metric and Gauge
Fluctuations, and Their Solutions near u = 0
The EOM involving double derivative only on Hty is given as:
ei(qx−tw)r4h
2u6L7g
5/3
s
(
u(1− u4)r2hH ′′ty − 3(1− u4)r2hH ′ty − L4q2uHty − L4qwuHxy
)
+
e2i(qx−tw)
√
c2e2Φ +
(
rh
u
)9/2√
µrh
36 (u4 − 1)
√
c2e2Φu4 +
(
r9
h
u
)1/2
√c2e2Φ + (rh
u
)9/2
Hty − ceΦu4φ′ + ceΦφ′
 = 0
(B.1)
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The EOM involving double derivative only on Hxy is given as:
L4
√µr3h(1− u4)eiqx
√
rh
u
√√√√√√ r
4
h
c2e2Φu4 +
(
r9
h
u
)1/2
+18u4w2eitw
√√√√ r8h
L6u10g
10/3
s
Hxy + 18eitw r4hL
ug
5/3
s qw
Hty
+ 18eitw
r6h
L3u2g
5/3
s
(1− u4)
u(1− u4)H ′′xy − (3 + u4)H ′xy
 = 0.
(B.2)
The EOM involving double derivative only on φ is given as:
(
c6e6Φu13 + 3c4e4Φr4hu
9
√
rh
u
+ 3c2e2Φr9hu
4 + r13h
√
rh
u
)
×
[
√
µr6h
(
u4 − 1) ( rhu )7/4 e2i(qx−tw)
36
(
c2e2Φu5 + r4hu
√
rh
u
)4( r5
h
c2e2Φu5
√
rh
u
+r5
h
)3/2
φ′′ −
c
√
µr6h
(
rh
u
)7/4√
c2e2φ +
(
rh
u
)9/2
eΦ+2iqx−2itw
36
(
c2e2Φu4 + r4h
√
rh
u
)5( r5
h
c2e2Φu5
√
rh
u
+r5
h
)3/2
H ′ty
+
c
√
µr5h
(
rh
u
)11/4√
c2e2Φ +
(
rh
u
)9/2
eΦ+2iqx−2itw
18
(
c2e2Φu4 + r4h
√
rh
u
)5( r5
h
c2e2Φu5
√
rh
u
+r5
h
)3/2
Hty
]
−
[ √
µr6h
(
rh
u
)7/4
e2i(qx−tw)
144u5
(
c2e2Φu4 + r4h
√
rh
u
)4 ( r5
h
c2e2Φu5
√
rh
u
+r5
h
)3/2 (−8c6e6Φu13 (u4 + 1)
−3c4e4Φu9 (5u4 + 11)√r9h
u
− 6c2e2Φr9hu4
(
u4 + 7
)
+
(
u4 − 17)√r27h
u
)]
φ′
+
(pigs√µNu (rhu )3/4√ r5hc2e2Φu5√ rh
u
+r5
h
e2i(qx−tw)
9r6h (u
4 − 1)
)(
−w2
(
c2e2Φu4 + r4h
√
rh
u
)
− q2r4h
(
u4 − 1)√rh
u
)
φ = 0.
(B.3)
Equation (B.1), setting q = 0 and near u = 0 is given as:
r6hu
2g
5/3
s L7
H ′′ty − 3
r6h
2g
5/3
s L7
H ′ty −
1
36
√
µr
13/4
h u
7/4Hty = 0, (B.4)
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whose solution is given by:
Hty =
422/11c1gs
40/33L56/11µ4/11u2Γ
(
− 5
11
)
I− 16
11
(
4
√
2g
5/6
s L
7/2µ1/4u11/8
33r
11/8
h
)
33335/11r2h
−
64(−1)5/1122/11c2g40/33s L56/11µ4/11u2Γ
(
16
11
)
I 16
11
(
4
√
2g
5/6
s L
7/2µ1/4u11/8
33r
11/8
h
)
363335/11r2h
= κ1 + κ2u
11
4 + γκ2u
4 + ....,
(B.5)
where:
κ1 ≡ c1;
κ2 ≡ −64
√
2π7/4c1gs
41/12√µN7/4
495r
11/4
h
;
γ ≡ 320(−1)
5/11221/22π35/44c2gs
205/132µ5/22N35/44Γ
(
16
11
)
1213310/11c1r
5/4
h Γ
(
27
11
) . (B.6)
Equation (B.2) near u = 0 is given as:
18r2h (uHxy
′′(u)− 3Hxy′(u))
√√√√ r8h
L6g
10/3
s
+ L4
√
µr
13/4
h u
7/4Hxy(u) = 0, (B.7)
whose solution is given by:
Hxy =
6422/11c2L
56/11µ4/11r
26/11
h u
2Γ
(
16
11
)
g40/33s J 16
11
(
4
√
2L7/2 4
√
µr
13/8
h
u11/8g
5/6
s
33r3
h
)
363335/11r
48/11
h
+
422/11c1L
56/11µ4/11r
26/11
h u
2Γ
(
− 5
11
)
g40/33s J− 16
11
(
4
√
2L7/2 4
√
µr
13/8
h
u11/8g
5/6
s
33r3
h
)
33335/11r
48/11
h
. (B.8)
Substituting (B.5), the φ(u) EOM near u = 0 can be approximated by:
− 4r
25/4
h
u5/4
φ′′ +
17r
25/4
h
u9/4
φ′ − 4cgsr4huH ′ty
+ 8cgsr
4
hHty + 16πgsiNr
9/4
h u
11/4
(
q2 − w2
)
φ = 0,
(B.9)
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whose solution is given by:whose solution is given by:
φ(u) = − 1
3024pi9/16rh9/4 (−w2)23/16
(
u3
√
−gsiNw2
rh2
)7/8
Γ
(
2
3
)
Γ
(
4
3
)
Γ
(
37
24
)
Γ
(
53
24
)
×
{
gs
7/16u13/4
(
1
rh4
{
u19/8Γ
(
2
3
)[
19237/8cγgs
9/16k2
8
√
pirh
4u13/8
(−w2)23/16 I 7
8
(
2
√
piu3
√
−gsiNw2
3rh2
)
Γ
(
1
3
)
Γ
(
37
24
)
Γ
(
15
8
)
Γ
(
53
24
)
1F2
(
1
3
;
1
8
,
4
3
;−gsiNpiu
6w2
9rh4
)
− 1
4
√
u3
√
−gsiNw2
rh2
{
w2Γ
(
4
3
)
(
64
8
√
3cgs
25/16ik1Npi
(−w2)23/16 I− 78
(
2
√
piu3
√−gsiNw2
3rh2
)
Γ
(
1
8
)
Γ
(
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24
)
Γ
(
53
24
)
× 1F2
(
13
24
;
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24
,
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8
;−gsiNpiu
6w2
9rh4
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+ Γ
(
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24
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5/2Γ
(
53
24
)(
1
u3
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(
2
√
piu3
√
−gsiNw2
3rh2
)
Γ
(
1
8
)
×
[
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8
√
3cgs
9/16k2u
27/8 − 24cgs9/16k2 16
√
pi
8
√√
gs
√
i
√
Nu3
√−w2
rh2
I− 18
(
2
√
gs
√
i
√
N
√
piu3
√−w2
3rh2
)
Γ
(
15
8
)
u27/8 − 112 8
√
3i7/16N7/16pi
√
rh
(−w2)7/16(u3√−gsiNw2
rh2
)9/8
c1
]
rh
3/2
}
+ 8 8
√
gs
8
√
3pi
8
√
u3
√
−gsiNw2
rh2
I 7
8
(
2
√
piu3
√
−gsiNw2
3rh2
)
Γ
(
15
8
)(
14i9/16N9/16(−pi)7/8 (−gsiNw2)3/8 c2w2
+33/4cgs
7/16k2rh
3/2u3/8
(−w2)7/16 8
√
u3
√−gsiNw2
rh2
Γ
(
1
8
)(
;
9
8
;−gsiNpiu
6w2
9rh4
))
− 64 8√3cγgs25/16ik2Npiu61/8
(−w2)23/16 I− 78
(
2
√
piu3
√
−gsiNw2
3rh2
)
Γ
(
1
8
)
Γ
(
29
24
)
1F2
(
29
24
;
15
8
,
53
24
;−gsiNpiu
6w2
9rh4
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− 19237/8cgs9/16k1 8
√
pi
(−w2)23/16 I 7
8
(
2
√
piu3
√
−gsiNw2
3rh2
)
Γ
(
−1
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)
Γ
(
4
3
)
Γ
(
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24
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Γ
(
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8
)
Γ
(
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24
)
1F2
(
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;
1
8
,
2
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;−gsiNpiu
6w2
9rh4
))}
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B.2 Frobenius Solution of EOM of Gauge-Invariant
Zs(u) for Scalar Modes of Metric Fluctuations
for (α′ = 1) r : log r < logN
The Zs(u) EOM can be rewritten as:
(u− 1)2Z ′′s (u) + (u− 1)P (u− 1)Z ′s(u) +Q(u− 1)Zs(u) = 0, (B.11)
in which P (u− 1) = ∑∞n=0 pn(u− 1)n and Q(u− 1) = ∑∞m=0 qn(u− 1)n wherein, up
to O
(
1
N
)
:
p0 = 1,
p1 =
3g2sM
2Nf log(N)
(
28q43 + 36q
2
3ω
2
3 − 81ω43
)
64pi2N (2q23 − 3ω23)2
+
10q23 + 9ω
2
3
4q23 − 6ω23
,
p2 =
3g2sM
2Nf log(N)
(
712q63 − 948q43ω23 − 162q23ω43 + 405ω63
)
64pi2N (2q23 − 3ω23)3
+
364q43 − 420q23ω23 + 99ω43
4 (2q23 − 3ω23)2
;
q0 =
3g2sM
2Nf log(N)
((
ω23 + 4
) (
27ω23 − 10q23
)− 8q23ω23 logN)
4096pi2Nq23
+
ω23
16
,
q1 =
1
4096pi2Nq23 (2q
2
3 − 3ω23)2
×
{
3g2sM
2Nf log(N)
(
−8 log(N) (4q23 − 3ω23) (2q33 − 3q3ω23)2
− 96q83 + 8q63
(
51ω23 − 52
)− 36q43ω23 (9ω23 + 52)− 54q23ω43 (9ω23 − 28)+ 81ω63 (7ω23 + 20))
}
+
8q43 − 2q23
(
9ω23 + 32
)
+ 9ω43
32q23 − 48ω23
,
q2 =
−96q63 + 52q43
(
7ω23 − 64
)
+ q23
(
3456ω23 − 444ω43
)
+ 171ω63
64 (2q23 − 3ω23)2
− 3g
2
sM
2Nf log(N)
16384pi2Nq23 (2q
2
3 − 3ω23)3
×
[
−8q23 log(N)
(
24q23 − 19ω23
) (
2q23 − 3ω23
)3
+ 1920q103 − 16q83
(
157ω23 − 6268
)− 96q63ω23 (351ω23 + 1444)
+ 216q43ω
4
3
(
559ω23 + 76
)− 864q23ω63 (173ω23 + 53)+ 243ω83 (265ω23 + 308)
]
.
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The Frobenius method then dictates that the solution is given by:
Zs(u) = (1− u)
3g2sM
2Nfq3ω
2
3
log(N)(8q23ω23 log(N)+(ω23+4)(10q23−27ω23))
2048pi2N(−q23ω23)
3/2
− iω3
4
(
1 +
∑
m=1
am(u− 1)m
)
,
(B.13)
where
a1 =
8iq43 + 2q
2
3
(−9iω23 + 10ω3 − 32i)+ 9(2 + iω3)ω33
8(ω3 + 2i) (3ω23 − 2q23)
− 1
4096pi2Nq23ω3(ω3 + 2i)
2 (2q23 − 3ω23)2
×
{
3ig2sM
2Nf log(N)
(
(ω3 + 2i)
(
−32q83(ω3 + 10i)− 8q63
(
27ω33 − 146iω23 + 364ω3 − 520i
)
+ 12q43ω
2
3
(
141ω33 − 486iω23 + 356ω3 − 1336i
)− 54q23ω43 (59ω33 − 130iω23 + 44ω3 − 200i)
+ 81ω63
(
23ω33 − 18iω23 + 4ω3 + 72i
))− 8q23ω3 log(N)[16q63(ω3 + 4i)− 4q43ω3 (15ω23 + 60iω3 − 52)
+ 24q23ω
3
3
(
3ω23 + 12iω3 − 10
)− 27ω53 (ω23 + 4iω3 + 4)])
}
,
a2 =
1
128(ω3 + 2i)(ω3 + 4i) (3ω23 − 2q23)
{
32q63 − 32q43ω3(3ω3 + 8i)
+ 2q23
(
45ω43 + 98iω
3
3 + 624ω
2
3 + 32iω3 + 3072
)− 3ω33 (9ω33 + 2iω23 + 48ω3 + 32i)
}
− 1
32768pi2Nq23ω3(ω3 + 2i)
2(ω3 + 4i)2 (2q23 − 3ω23)2
{
3g2sM
2Nf logN
×
[
(−ω3 − 2i)
(
128q103
(
ω23 + 19iω3 − 30
)
+ 256q83
(
3ω43 − 18iω33 + 33ω23 − 76iω3 + 160
)
− 8q63
(
927ω63 − 104iω53 + 17784ω43 + 11808iω33 + 70256ω23 + 42368iω3 + 93440
)
+ 12q43ω
2
3
(
1485ω63 + 128iω
5
3 + 31912ω
4
3 + 14176iω
3
3 + 96656ω
2
3 − 68992iω3 + 262912
)
− 18q23ω43
(
945ω63 − 1388iω53 + 27920ω43 + 13664iω33 + 54736ω23 − 80768iω3 + 171776
)
+ 81ω63
(
69ω63 − 416iω53 + 3960ω43 + 4128iω33 + 5520ω23 + 4736iω3 + 768
))− 8q23ω3 log(N)
×
(
64q83
(
ω23 + 9iω3 − 16
)− 32q63ω3 (9ω33 + 89iω23 − 240ω3 − 192i)
+ 4q43ω3
(
117ω53 + 1198iω
4
3 − 3612ω33 − 1624iω23 − 8064ω3 − 9344i
)
− 12q23ω33(ω3 + 4i)2
(
27ω33 + 52iω
2
3 + 116ω3 + 296i
)
+ 9ω53(ω3 + 2i)
2
(
9ω33 + 46iω
2
3 + 64ω3 + 32i
))]}
. (B.14)
B.2. Frobenius Solution of EOM of Gauge-Invariant Zs(u) for Scalar
Modes of Metric Fluctuations for (α′ = 1) r : log r < logN 179
As stated in 5.3.1, imposing Dirichlet boundary condition Zs(u = 0) = 0 and
going up to second order in powers of (u − 1) in (B.13) and considering in the
hydrodynamical limit ωn3 q
m
3 : m+ n = 2 one obtains:
ω3 = −2q3√
3
− 9iq
2
3
32
, (B.15)
which yields a result for the speed of sound similar to (3.46) for n = 0, 1. To get
the LO or conformal result for the speed of sound vs =
1√
3
, let us go to the fourth
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order in (B.13). For this, up to O
(
1
N
)
, we will need:
p3 =
3g2sM
2Nf log(N)
(
6256q83 − 9600q63ω23 − 4104q43ω43 + 12960q23ω63 − 5589ω83
)
64pi2N (2q23 − 3ω23)4
+
3880q63 − 4788q43ω23 + 270q23ω43 + 729ω63
8 (2q23 − 3ω23)3
,
p4 =
3g2sM
2Nf log(N)
64pi2N (2q23 − 3ω23)5
× (53536q103 − 110256q83ω23 − 2736q63ω43 + 168264q43ω63 − 156006q23ω83 + 47385ω103 )
+
3
(
17360q83 − 32992q63ω23 + 19320q43ω43 − 5112q23ω63 + 1485ω83
)
16 (2q23 − 3ω23)4
;
q3 =
3g2sM
2Nf log(N)
4096pi2Nq23 (2q
2
3 − 3ω23)4
×
[
−40q23 log(N)
(
2q23 − 3ω23
)4 (
q23 − ω23
)− 3552q123 + 416q103 (31ω23 − 648)+ 96q83ω23 (466ω23 + 5695)
− 288q63ω43
(
1107ω23 + 818
)
+ 54q43ω
6
3
(
12319ω23 + 840
)− 162q23ω83 (3779ω23 + 1632)
+ 729ω103
(
293ω23 + 250
)]
+
40q83 − 4q63
(
55ω23 + 1488
)
+ 6q43ω
2
3
(
75ω23 + 1696
)− 9q23ω43 (45ω23 + 464)+ 135ω38
16 (2q23 − 3ω23)3
,
q4 =
1
256 (2q23 − 3ω23)4
{
−640q103 + 48q83
(
99ω23 − 12352
)− 288q63ω23 (49ω23 − 4400)
+ 216q43ω
4
3
(
97ω23 − 3680
)− 1728q23ω63 (9ω23 − 70)+ 4617ω103
}
− 1
65536pi2Nq23 (2q
2
3 − 3ω23)5
{
3g2sM
2Nf log(N)(
3
[
112128q143 − 64q123
(
6133ω23 − 190428
)− 192q103 ω23 (15391ω23 + 151076)
+ 720q83ω
4
3
(
30785ω23 + 17332
)− 28800q63ω63 (2079ω23 − 443)+ 324q43ω83 (252677ω23 + 420)
− 972q23ω103
(
58571ω23 + 17828
)
+ 729ω123
(
22027ω23 + 12156
)]
− 8q23 log(N)
(
40q23 − 57ω23
) (
2q23 − 3ω23
)5)}
. (B.16)
We will not quote the expressions for a3 and a4 because they are too cumbersome.
Substituting the expressions for a1,2,3,4 into Z(u) and implementing the Dirichlet
boundary condition: Zs(u = 0) = 0, in the hydrodynamical limit, going up to
O(ω43) one sees that one can write the Dirichlet boundary condition as a quartic:
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aω43 + bω
3
3 + cω
2
3 + fω3 + g = 0 where:
a = −(17978967982080 + 432082299912192i)g
2
sM
2Nf log(N)
N
,
b = −16384q23
(
55717134336π2 − (8065585152− 2189804544i)g
2
sM
2Nf log(N)
N
)
,
c =
(6351753314304 + 163465918414848i)g2sM
2Nfq
2
3 log(N)
N
,
f = 196608q43
(
981467136π2 − (25958400− 36690432i)g
2
sM
2Nf log(N)
N
)
,
g = −(842551787520 + 22613002813440i)g
2
sM
2Nfq
4
3 log(N)
N
. (B.17)
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B.3 Frobenius Solution of EOM of Gauge-Invariant
Zs(u) for Scalar Modes of Metric Fluctuations
for (α′ = 1) r : log r ∼ logN
Constructing a Zs(u) which is invariant under diffeomorphisms: hµν → hµν−∇(µξν),
one sees one obtain the following equation of motion for Zs(u):
Z ′′s (u) =
q23 (7u8 − 8u4 + 9)− 3 (u4 + 3)ω23
u (u4 − 1) (q23 (u4 − 3) + 3ω23)
− 1
64π2Nu (u8 − 4u4 + 3) (q23 (u4 − 3) + 3ω23)2
−3g2sM2Nf logN
×
q43 (5u16 − 98u12 + 372u8 − 414u4 + 135)+ 2q23 (32u12 − 183u8 + 306u4 − 135)ω23
+ 3
(
u8 − 66u4 + 45
)
ω43

Z ′s(u)
+
 1
128π2Nq23 (u
4 − 3) (u4 − 1)3 (q23 (u4 − 3) + 3ω23)2
−3g2sM2Nf logN
×
30q63u22 − 542q63u18 − 7q63u16ω23 + 2540q63u14 + 46q63u12ω23 − 4764q63u10 − 84q63u8ω23
+ 4086q63u
6 + 18q63u
4ω23 − 1350q63u2 + 27q63ω23 + 318q43u18ω23 − 2464q43u14ω23
− 49q43u12ω43 + 6972q43u10ω23 + 189q43u8ω43 − 8496q43u6ω23 − 99q43u4ω43 + 3510q43u2ω23
− 81q43ω43 + 114q23u14ω43 − 2262q23u10ω43 − 105q23u8ω63 + 5598q23u6ω43 + 144q23u4ω63
− 2970q23u2ω43 + 81q23ω63 − 8
(
u8 − 4u4 + 3
) (
q23
(
u4 − 1
)
+ ω23
)
(
q33
(
u4 − 3
)
+ 3q3ω
2
3
)2
log
(
rh
u
)
+ 18u10ω63 − 1188u6ω63 − 63u4ω83 + 810u2ω63 − 27ω83

− q
4
3 (u
8 − 4u4 + 3) + 2q23 (8u10 − 8u6 + 2u4ω23 − 3ω23) + 3ω43
(u4 − 1)2 (q23 (u4 − 3) + 3ω23)
Zs(u). (B.18)
The horizon u = 1 due to inclusion of the non-conformal corrections to the metric,
ceases to be an irregular singular point. One then tries the ansatz: Zs(u) = e
S(u)
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near u = 1. Assuming that (S ′)2 ≫ S ′′(u) near u = 1 the differential equation
(B.18), which could written as Z ′′s (u) = m(u)Z
′
s + l(u)Zs(u) can be approximated
by:
(S ′)2 −m(u)S ′(u)− l(u) ≈ 0. (B.19)
A solution to (B.19) is:
S(u) =
1
2
(
m(u)−
√
m2(u) + 4l(u)
)
= −
√
15
2
√
g2sM
2Nfω
2
3(ω23+4) log(
1
N )
Nq23
64π(u− 1)3/2 +
15g2sM
2Nfω
2
3 log( 1N )
256π2N(2q23−3ω23)
− 1
2
u− 1
+
3g2sM
2Nf log
(
1
N
)
(112q43 + 214q
2
3ω
2
3 − 369ω43) + 128π2N (−20q43 + 12q23ω23 + 27ω43)
512π2N (2q23 − 3ω23)2
+
1
1024
√
30π3N2q23
√
u− 1 (2q23 − 3ω23)2
√
g2sM
2Nfω
2
3(ω23+4) log( 1N )
Nq23
×
−225g4sM4Nf 2q23ω43 log2
(
1
N
)
+ 12π2g2sM
2NNf log
(
1
N
)(
2q23 − 3ω23
)
×
−80q43 (ω23 − 4)+ 2q23ω23 (57ω23 − 412)+ 64 (2q43ω23 − 3q23ω43) log(rh)
+ 9ω43
(
ω23 + 164
)+ 4096π4N2q23 (ω23 − 4) (2q23 − 3ω23)2
+O (√u− 1) . (B.20)
Taking first the MQGP limit, the first term in the RHS of (B.20) can be dropped.
After integrating with respect to u, the solution (B.20) to equation (B.19) will reflect
the singular nature of Z(u)’s equation of motion (B.20) via
Zs(u) ∼ (1− u)
− 1
2
+
15g2sM
2Nfω
2
3 log( 1N )
256pi2N(2q23−3ω23) F (u), (B.21)
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where F (u) is regular in u and its equation of motion, around u = 0, is given by:
256F ′′(u) +
F ′(u)
(
60g2sM
2Nf log( 1N )
pi2N − 768
)
u
− 3F (u)
(
64pi2N − 5g2sM2Nf log
(
1
N
)) (
15g2sM
2Nfω
2
3 log(N) + 128pi
2N
(
2q23 − 3ω23
))
64pi4N2u (2q23 − 3ω23)
= 0.
(B.22)
The solution to (B.22) is given by:
F (u) = 2−
105g2sM
2Nf log(N)
64pi2N
−283
15g2sM
2Nf log(N)
128pi2N
+2N−
15g2sM
2Nf log(N)
64pi2N
−4pi−
15g2sM
2Nf log(N)
32pi2N
−8
× (5g2sM2Nf log(N) + 64pi2N)2− 15g2sM2Nf log(N)128pi2N u 15g2sM2Nf log(N)128pi2N +2 (2q23 − 3ω23)− 15g2sM2Nf log(N)128pi2N −2
× (15g2sM2Nfω23 log(N) + 128pi2N (2q23 − 3ω23))2− 15g2sM2Nf log(N)128pi2N
×
(
c1
(
5g2sM
2Nf log(N) + 64pi
2N
) 15g2sM2Nf log(N)
64pi2N Γ
(
−15g
2
sNf log(N)M
2
64Npi2
− 3
)
× (15g2sM2Nfω23 log(N) + 128pi2N (2q23 − 3ω23)) 15g2sM2Nf log(N)64pi2N
× I
− 15g
2
sNf log(N)M
2
64Npi2
−4
(√
3
√
u
√
(5g2sNf log(N)M
2 + 64Npi2) (15g2sM
2Nf log(N)ω23 + 128Npi
2 (2q23 − 3ω23))
64pi2
√
N2 (2q23 − 3ω23)
)
+ c2N
15g2sM
2Nf (2 log(N)+ipi)
64pi2N Γ
(
15g2sNf log(N)M
2
64Npi2
+ 5
)(
2q23 − 3ω23
) 15g2sM2Nf log(N)
64pi2N
× ((5g2sM2Nf log(N) + 64pi2N) (15g2sM2Nfω23 log(N) + 128pi2N (2q23 − 3ω23))) 15g2sM2Nf log(N)64pi2N
× (N2 (2q23 − 3ω23))− 15g2sM2Nf log(N)64pi2N
× I 15g2sNf log(N)M2
64Npi2
+4
(√
3
√
u
√
(5g2sNf log(N)M
2 + 64Npi2) (15g2sM
2Nf log(N)ω23 + 128Npi
2 (2q23 − 3ω23))
64pi2
√
N2 (2q23 − 3ω23)
))
.
(B.23)
One notes from (B.23) that F (u ∼ 0) = c1. This needs to be improved upon by
including the sub-leading terms in u in F ′(u) in (B.22), implying that we should
look at:
256F ′′(u) + F ′(u)
(
120g2sM
2Nf logN
(
2q23 − 3ω23
)
+ 30g2sM
2Nfω
2
3 log(N) + 1792pi
2N
(
2q23 − 3ω23
)
pi2N (2q23 − 3ω23)
+
−60g2sM2Nf logN
pi2N − 768
u
)
− 3F (u)
(
64pi2N + 5g2sM
2Nf logN
) (
15g2sM
2Nfω
2
3 log(N) + 128pi
2N
(
2q23 − 3ω23
))
64pi4N2u (2q23 − 3ω23)
= 0. (B.24)
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The solution to (B.24) near u = 0, is given as under:
N
15g2sM
2Nfu(11ω23−8q23)
128pi2N(2q23−3ω23)
×
u4
 c1Γ
(
−15g2sNf log(N)M2
64Nπ2
− 4
)
Γ
(
−3(5g2sNf log(N)M2+64Nπ2)(15g2sNf(16q23−23ω23) log(N)M2+1664Nπ2(2q23−3ω23))
128Nπ2(15g2sNf(8q23−11ω23) log(N)M2+896Nπ2(2q23−3ω23))
)
+ c2L
15g2sM
2Nf log(N)
64pi2N
+4
−
225g4sM
4Nf
2ω2
3
log2(N)+4800pi2g2sM
2NNf log(N)(4q23−5ω23)+139264pi4N2(2q23−3ω23)
128pi2N(15g2sM2Nf log(N)(8q23−11ω23)+896pi2N(2q23−3ω23))
(0)

+
1
Γ
(
225g4sNf
2ω23 log
2(N)M4+4800g2sNNfπ
2(4q23−5ω23) log(N)M2+139264N2π4(2q23−3ω23)
128Nπ2(15g2sNf(8q23−11ω23) log(N)M2+896Nπ2(2q23−3ω23))
)
×
c12 105g
2
sM
2Nf log(N)
64pi2N
+28π
15g2sM
2Nf log(N)
32pi2N
+8u−
15g2sM
2Nf log(N)
64pi2N Γ
(
15g2sNf log(N)M
2
64Nπ2
+ 4
)
(
15g2sM
2Nf log(N) (8q
2
3 − 11ω23) + 896π2N (2q23 − 3ω23)
N (2q23 − 3ω23)
)− 15g2sM2Nf log(N)
64pi2N
−4
.
(B.25)
B.4 Gauge Transformations Preserving hm µ = 0,
Pole Structure of Ω(ω3, q3) and Solutions to
Hab(u)
B.4.1 Gauge Transformations Preserving hm µ = 0
There are three gauge transformations that preserve hµu = 0, for the black M3-
brane metric having integrated out the M6 in the (asymptotic) AdS5 ×M6 in the
MQGP limit. They are given below:
Set I: The Gauge transformations are generated by
ξx =
Cx(t, x)
u2
+ ξ(1)x (u, t, x)
ξt = ξ
(1)
t (u, t, x) (B.26)
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The Gauge Solutions for the above kind of transformations are given as:
H
Gauge(I)
tt =
g
2
3
s
iL2
[
2ω3u
2
g1
ξ˜
(1)
t − q3C˜xHtt −
2ω3C˜x
g1
Htx
]
HGauge(I)xx =
g
2
3
s
iL2
[
q3C˜xHxx − 2q3u2ξ˜(1)x − 2q3C˜x
]
H
Gauge(I)
tx =
g
2
3
s
iL2
[
ω3C˜x + u
2ω3ξ˜
(1)
x − u2q3ξ˜(1)t − ω3C˜xHxx
]
Hgauge(I)aa =
g
2
3
s
iL2
[
−q3C˜xHaa
]
(B.27)
where Haa = Hyy +Hzz, C˜x ≡ CxπT , ξ˜(1)t ≡ ξ
(1)
t
πT
.
Set II: The Gauge transformations are generated by
ξt = −g1Ct(t, x)
u2
+ ξ
(1)
t (u, t, x)
ξx = ξ
(1)
x (u, t, x) (B.28)
The Gauge Solutions for the above kind of transformations are given as:
H
Gauge(II)
tt =
g
2
3
s
iL2
[
−2ω3C˜t + 2ω3u
2
g1
ξ˜
(1)
t − ω3C˜tHtt
]
HGauge(II)xx =
g
2
3
s
iL2
[
−2q3u2ξ˜(1)x + 2q3C˜tHtx + ω3C˜tHxx
]
H
Gauge(II)
tx =
g
2
3
s
iL2
[
q3g1C˜t − u2q3ξ˜(1)t + u2ω3ξ˜(1)x + q3g1C˜tHtt
]
Hgauge(II)aa =
g
2
3
s
iL2
[
ω3C˜tHaa
]
(B.29)
where Haa = Hyy +Hzz, ξ˜
(1)
x ≡ ξ
(1)
x
πT
.
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Set III: Writing ξ(0)u =
Cu(t,x)
u
√
g
, ξ
(0)
t = −∂tCu(t, x)ψ(u), ξ(0)x = −∂xCu(t, x)χ(u),
and demanding the solutions to be well behave at u = 0, one obtains:
ξ(0)u =
Cu(t, x)
u
√
g
;
ξ
(0)
t = −
(
1
2
− u
4
3
)√
g∂tCu(t, x);
ξ(0)x = −∂xCu(t, x)
F (sin−1 u|1)
u
= −∂xCu(t, x)
(
1 +
u4
10
+O(u8)
)
. (B.30)
This yields the following:
H
Gauge(III)
tt = 2
g
2
3
s u2ω23Cu(t, x)
L2
√
1− u4
(
1
2
− u
4
3
)
− 2 g
2
3
s
L2
√
1− u4Cu(t, x)(1 + u
4)
+
ω3q3g
2
3
s
L2
HttCuF
(
sin−1 u|1
)
u− ω23g
2
3
s Htt
(
1
2
− u4
3
)
√
1− u4 +
g
2
3
s Cu (uH
′
tx − 2Htx)
2L2
√
1− u4 ;
H
Gauge(III)
xt = −
ω3q3g
2
3
s
L2
√
1− u4Cuu2
(
1
2
− 7u
4
30
)
;
HGauge(III)xx = −2
q23g
2
3
s
L2
Cu
(
1 +
u4
10
)
+ 2
√
gg
2
3
s
L2
Cu(1 + u
4);
HGauge(III)yy =
g
2
3
s
√
1− u4
L2
(−Hxx + uH ′xx) . (B.31)
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B.4.2 Pole Structure of Ω(ω3, q3)
The equation (3.18) can be solved for ω3 and the solution is given by:
ω3 = −
2
(
α(1,0)yy +
√
α
(1,0)
yy
2 − α(0,0)yy (4C(0,2)1yy + 4C(0,2)2yy + iΣ(0,1)2yy )
)
4C
(0,2)
1yy + 4C
(0,2)
2yy + iΣ
(0,1)
2 yy
+
q3
α(1,0)yy
(
72C
(0,2)
1yy +8e
3C
(1,1)
1yy +72C
(0,2)
2yy −36C
(1,1)
2yy +18iΣ
(0,1)
2 yy+9i
)
√
α
(1,0)
yy
2−α(0,0)yy (4C(0,2)1yy +4C022yy+iΣ
(0,1)
2 yy)
+ 8e3C
(1,1)
1yy − 36C(1,1)2yy + 9i

18(4C
(0,2)
1yy + 4C
(0,2)
2yy + iΣ
(0,1)
2 yy)
+O(q23);
−
2
(
α(1,0)yy −
√
α
(1,0)
yy
2 − α(0,0)yy (4C(0,2)1yy + 4C(0,2)2yy + iΣ(0,1)2yy )
)
4C
(0,2)
1yy + 4C
(0,2)
2yy + iΣ
(0,1)
2 yy
+
q3
−α(1,0)yy
(
72C
(0,2)
1yy +8e
3C
(1,1)
1yy +72C
(0,2)
2yy −36C
(1,1)
2yy +18iΣ
(0,1)
2 yy+9i
)
√
α
(1,0)
yy
2−α(0,0)yy (4C(0,2)1yy +4C022yy+iΣ
(0,1)
2 yy)
+ 8e3C
(1,1)
1yy − 36C(1,1)2yy + 9i

18(4C
(0,2)
1yy + 4C
(0,2)
2yy + iΣ
(0,1)
2 yy)
+O(q23) (B.32)
Assuming α(0,0)yy ≪ 1, |Σ(0,1)2 yy | ≫ 1(iΣ(0,1)2 yy ∈ R) : α(0,0)yy Σ(0,1)2 yy < 1;α(1,0)yy = −|α(1,0)yy |,
consistent with the constraints (B.38), (B.32) implies the following. Root 1:
ω3 =
− 2
(√
α
(1,0)
yy
2
+ α
(1,0)
yy
)
4C
(0,2)
1yy + 4C
(0,2)
2yy + iΣ
(0,1)
2yy
− α
(0,0)
yy
√
α
(1,0)
yy
2
(−4C(0,2)1yy − 4C(0,2)2yy − iΣ(0,1)2yy )
α
(1,0)
yy
2
(4C
(0,2)
1yy + 4C
(0,2)
2yy + iΣ
(0,1)
2yy )
+O
(
α(0,0)yy
2
)+
q3
[√
α
(1,0)
yy
2 (
8e3C
(1,1)
1yy − 36C(1,1)2yy + 9i
)
+ α
(1,0)
yy
(
72C
(0,2)
1yy + 72C
(0,2)
2yy − 36C(1,1)2yy + 18iΣ(0,1)2yy + 8C(1,1)1yy e3 + 9i
)
18
√
α
(1,0)
yy
2
(4C
(0,2)
1yy + 4C
(0,2)
2yy + iΣ
(0,1)
2yy )
+
1
18(4C
(0,2)
1yy + 4C
(0,2)
2yy + iΣ
(0,1)
2yy )
[(
8e3C
(1,1)
1yy − 36C(1,1)2yy + 9i
)
(−4C(0,2)1yy − 4C(0,2)2yy − iΣ(0,1)2yy )
2α
(1,0)
yy
2
−
(√
α
(1,0)
yy
2 (
8e3C
(1,1)
1yy − 36C(1,1)2yy + 9i
)
+ α
(1,0)
yy
(
72C
(0,2)
1yy + 72C
(0,2)
2yy − 36C(1,1)2yy
))
2α
(1,0)
yy
2
√
α
(1,0)
yy
2
− α
(1,0)
yy (18iΣ
(0,1)
2yy + 8C
1,1
1yye
3 + 9i)
2α
(1,0)
yy
2
√
α
(1,0)
yy
2
]
× (−4C(0,2)1yy − 4C(0,2)2yy − iΣ(0,1)2yy )α(0,0)yy +O
(
α(0,0)yy
2
)]
+O
(
q23
)
. (B.33)
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The expansion (B.33) implies:
ω3 = −
α(0,0)yy
α
(1,0)
yy
+
q3
−72α(0,0)yy C(0,2)1yy + 8e3α(0,0)yy C(1,1)1yy + 72α(0,0)yy C(0,2)2yy − 36α(0,0)yy C(1,1)2yy
36α
(1,0)
yy
2
− q3(18iα
(0,0)
yy Σ
(0,1)
2yy + 9iα
(0,0)
yy + 36α
(1,0)
yy
2
)
36α
(1,0)
yy
2

≈ −q3
1 + iα(00)yy Σ(0,1)2 yy
2
(
α
(1,0)
yy
)2
 . (B.34)
Root 2:
ω3 =
 2
(√
α
(1,0)
yy
2 − α(1,0)yy
)
4C
(0,2)
1yy + 4C
(0,2)
2yy + iΣ
(0,1)
2yy
− α
(0,0)
yy
√
α
(1,0)
yy
2
α
(1,0)
yy
2 +O
(
α(0,0)yy
2
)+
q3

√
α
(1,0)
yy
2 (
8e3C
(1,1)
1yy − 36C(1,1)2yy + 9i
)
− α(1,0)yy
(
72C
(0,2)
1yy + 72C
(0,2)
2yy − 36C(1,1)2yy + 18iΣ(0,1)2yy + 8C(1,1)1yy e3 + 9i
)
18
√
α
(1,0)
yy
2
(4C
(0,2)
1yy + 4C
(0,2)
2yy + iΣ
(0,1)
2yy )
−
(√
α
(1,0)
yy
2 (
72C
(0,2)
1yy + 72C
(0,2)
2yy − 36C(1,1)2yy + 18iΣ(0,1)2yy + 8C(1,1)1yy e3 + 9i
))
α
(0,0)
yy
36α
(1,0)
yy
3
+O
(
α(0,0)yy
2
))
+O
(
q23
)
. (B.35)
The expansion (B.35) implies:
ω3 =
√
α
(1,0)
yy
2
(
− α
(0,0)
yy
α
(1,0)
yy
2 +
4
4C
(0,2)
1yy + 4C
(0,2)
2yy + iΣ
(0,1)
2yy
)
+ q3
[(
36C
(0,2)
1yy + 8e
3C
(1,1)
1yy + 36C
(0,2)
2yy − 36C(1,1)2yy + 9iΣ(0,1)2yy + 9i
)
9(4C
(0,2)
1yy + 4C
(0,2)
2yy + iΣ
(0,1)
2yy )
+
α
(0,0)
yy
(
72C
(0,2)
1yy + 8e
3C
(1,1)
1yy + 72C
(0,2)
2yy − 36C(1,1)2yy + 18iΣ(0,1)2yy + 9i
)
36α
(1,0)
yy
2
]
≈ q3
1 + i α(00)yy Σ(0,1)2 yy
2
(
α
(1,0)
yy
)2
 . (B.36)
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B.4.3 Solutions to Hab(u)
Making double perturbative ansatze: Hab(u) = ∑∞m=0∑∞n=0H(m,n)ab (u)qm3 ωn3 , one ob-
tains near u = 0 the solutions to the scalar modes’ EOMs (3.9):
H(0,0)yy (u) = α(0,0)yy + β(0,0)yy u4,
H(1,0)yy (u) = α(1,0)yy + β(1,0)yy u4,
H(0,1)yy (u) = Σ(0,1)2 yy +
i
16
α(0,0)yy u
2
where :Σ
(0,1)
2 yy ≡
1
8
(
−195i− 60π − 35β(0,0)yy (13i+ 4π) + 8C(0,1)2yy
)
,
H(1,1)yy = −
i
4
− 2
9
e3C
(1,1)
1yy + C
(1,1)
2yy + i
u
4
,
H(2,0)yy (u) = C(2,0)1yy + C(2,0)2yy u4,
H(0,2)yy (u) = i
Σ
(0,1)
2 yy
4
+ C
(0,2)
1yy + C
(0,2)
2yy −
i
4
Σ
(0,1)
2 yyu;
H(0,0)xt (u) = αxt(0, 0),
H(1,0)xt (u) = α(1,0)xt + β(1,0)xt u4,
H(0,1)xt (u) = C(0,1)2xt +
i
4
α
(0,0)
xt u,
H(1,1)xt (u) = C(1,1)2xt +
1
96
[
12i
(
α
(1,1)
xt + 5β
(1,1)
xt
)
u+ 6
(
3iα
(1,1)
xt + 4αyy + 5iβ
(1,1)
xt − 4βyy
)
u2
]
,
H(2,0)xt (u) = α(2,0)xt + β(2,0)xt u4,
H(0,2)xt (u) =
i
4
C
(0,1)
2xt u+
1
4
u4C
(0,2)
1xt + C
(0,2)
2xt ;
H(0,0)tt (u) =
(
4
3
β(0,0)yy − iC(0,0)1tt
)
+
(
−4β(0,0)yy /3−
i
2
C
(0,0)
1tt
)
u4 − 3i
8
C
(0,0)
1tt u
8,
H(0,1)tt (u) = α(0,1)tt +
i
12
(
6α(0,0)yy + 4β
(0,0)
yy − 3iC(0,0)1tt
)
u+
i
24
(
3α + 4β − 3iC(0,0)tt
)
u2,
H(1,0)tt (u) =
(
4
3
β(1,0)yy − iC(1,0)1tt
)
+
(
−4
3
β(1,0)yy − (i/2)C(1,0)1yy
)
u4,
H(1,1)tt (u) = C(1,1)1tt + 1/12i
(
−6 + 6α(1,0)yy + 4β(1,0)yy − 3iC1tt(1,0)
)
u
+ 1/24i
(
6α(1,0)yy + 4β
(1,0)
yy − 3iC(1,0)1tt
)
u2,
H(0,2)tt (u) =
i
192
(
12α
(0,1)
tt π + 12α
(1,0)
xt π + 6iα
(0,0)
yy π + 4iβ
(0,0)
yy π + 3C
(0,0)
1tt π − 24πΣ(0,1)2 yy − 192C(0,2)1tt
)
− i
8
(
2α
(0,1)
tt + 2α
(1,0)
xt − α(1,1)xt − 5β(1,1)xt − 12Σ(0,1)2 yy
)
u
− i
96
(
12α
(0,1)
tt + 12α
(1,0)
xt + 6iα
(0,0)
yy + 4iβ
(0,0)
yy + 3C
(0,0)
1tt − 24Σ(0,1)2 yy
)
u2,
H(2,0)tt (u) =
(
4
3
C
(2,0)
2yy − iC(2,0)1tt
)
+
(
−4
3
C
(2,0)
2yy − 1/2iC(2,0)1tt
)
u4;
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H(0,0)s (u) =
C
(0,0)
1s
2
u2 + C
(0,0)
2s ,
H(1,0)s (u) =
C
(1,0)
1s
2
u2 + C
(1,0)
2s ,
H(0,1)s (u) = −
(2 + 2i)C
(0,1)
1s
π
,
H(2,0)s (u) =
C
(2,0)
1s
2
u2 + C
(2,0)
2s ,
H(0,2)s (u) = Σ(0,2)s u+
C
(0,2)
1s
2
u2 + C
(0,2)
2s . (B.37)
such that:
171i+ 2iα(0,0)yy + 319iβ
(0,0)
yy + 24C
(0,0)
1yy = 0;
3α(0,0)yy + 4β
(0,0)
yy − 3iC(0,0)1tt − 3C(0,0)2s = 0 (B.38)
For consistency checks, we have ensured that (B.37) obtained from the fourth, fifth
and the sixth equations of (3.9), also solve the first, second, third and seventh
equations near u = 0 and up to O(qm3 ωn3 ) : m+n = 2 by imposing suitable additional
constraints on the constants appearing in (B.37).
B.5 Frobenius Solution to EOM of Gauge-Invariant
Zv(u) for Vector Modes of Metric Fluctua-
tions
The equations of motion for the vector perturbation modes up next-to-leading order
in N , can be reduced to the following single equation of motion in terms of a gauge-
invariant variable Zv(u):
Z ′′v (u)−m(u)Z ′v(u)− l(u)Zv(u) = 0, (B.39)
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where
m(u) ≡ 15g
2
sM
2Nf (u
4 − 1) log(N) (q23 (u4 − 1) + ω23) + 64π2N
(
3q23 (u
4 − 1)2 − (u4 + 3)ω23
)
64π2Nu (u4 − 1) (q23 (u4 − 1) + ω23)
,
l(u) ≡ −(q
2
3 (u
4 − 1) + ω23)
(
32π2N − 3g2sM2Nf log2(N)
)
32π2N (u4 − 1)2 . (B.40)
The horizon u = 1 is a regular singular point of (B.39) and the root of the indicial
equation corresponding to the incoming-wave solution is given by:
−iω3
4
+
3ig2sM
2Nfω3 log
2(N)
256π2N
. (B.41)
(a) Using the Frobenius method, taking the solution about u = 1 to be:
Zv(u) = (1− u)−
iω3
4
+
3ig2sM
2Nfω3 log
2(N)
256pi2N
(
1 +
∞∑
n=1
an(u− 1)n
)
, (B.42)
by truncating the infinite series in (B.42) to O((u− 1)2) one obtains:
a1 =
1
512pi2Nω3(ω3 + 2i)2
{
3ig2sM
2Nf log(N)
(
20(2− iω3)ω23 − log(N)
(
3ω23
(
ω23 + 4iω3 + 4
)− 4q23 (ω23 + 4iω3 − 8)))
}
+
4q23(4− iω3) + 3(2 + iω3)ω23
8ω3(ω3 + 2i)
+O
(
1
N2
)
,
a2 = − 1
Σ
{
4
(
405ig8sM
8Nf
4ω53 log
7(N) + 8640ipi2g6sM
6NNf
3ω23 log
5(N)
(
16q23(ω3 + 2i) + (−13ω3 + 4i)ω23
)
+ 368640pi4g4sM
4N2Nf
2ω3 log
3(N)
(
4q23
(−3iω23 + 12ω3 + 16i)+ iω23 (9ω23 + 8iω3 + 16))
+ 7864320pi6g2sM
2N3Nfω3 log(N)
(
4iq23
(
ω23 + 6iω3 − 16
)
+ ω23
(−3iω23 + 4ω3 − 16i))
− 49152pi4g2sM2N2Nfω3 log2(N)
(
75g2sM
2Nf(ω3 + 4i)ω
2
3 + 8pi
2N
[
32q43(ω3 + 6i)− 48q23
(
ω33 + 12ω3 + 16i
)
+ ω23
(
18ω33 − 111iω23 + 200ω3 + 16i
)])
+ 108g6sM
6Nf
3ω3 log
6(N)
(−75g2sM2Nfω33 + 2pi2N (128iq43 − 24q23ω23(ω3 + 4i) + ω43(19ω3 + 22i)))
+ 2304pi2g4sM
4NNf
2 log4(N)
× (150g2sM2Nf(ω3 + 2i)ω33 + pi2N (256q43 (ω23 + 3iω3 + 4)− 24q23ω23 (15ω23 − 8iω3 + 96)+ ω43 (125ω23 − 636iω3 + 208)))
+ 4194304pi8N4ω3
(
16q43(ω3 + 8i)− 24q23
(
ω33 + 24ω3 + 64i
)
+ ω23
(
9ω33 − 74iω23 + 200ω3 + 32i
)))}
+O
(
1
N2
)
, (B.43)
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where:
Σ ≡ ω23
[
−81g8sM8Nf4ω43 log8(N) + 41472ipi2g6sM6NNf3ω33 log6(N) + 294912pi4g4sM4N2Nf 2
× (26− 3iω3)ω23 log4(N)− 201326592pi6g2sM2N3Nfω3(ω3 + 3i) log2(N) + 2147483648pi8N4
(
ω23 + 6iω3 − 8
)]
.(B.44)
The Dirichlet boundary condition Zv(u = 0) = 0 in the hydrodynamical limit
retaining therefore terms only up to O(ωm3 qn3 ) : m+n = 4, reduces to: aω43 + bω33 +
cω23 + fω3 + g = 0 where:
a = 3
(
96π2 +
13g2sM
2Nf (logN)
2
N
)
,
b = 2i
(
1664π2 + 39g2sM
2Nf
(logN)2
N
)
,
c = 128π2
(
−70 + 3q23
)
+ 78g2sM
2Nf
(
−2 + q23
) (logN)2
N
,
f = 8i
(
64π2(−16 + 7q23)− 6g2sM2Nf
(logN)2
N
q23
)
,
g = 16q23
(
64π2(−4 + q23) + 3g2sM2Nf (4− 3q23)
(logN)2
N
)
, (B.45)
One of the four roots of Z(u = 0) = 0 is:
ω3 = −8.18i+0.14ig
2
sM
2Nf (logN)
2
N
+
(
−0.005i− 0.002ig
2
sM
2Nf(logN)
2
N
)
q23+O(q33).
(B.46)
(b) Using the Frobenius method and going up to O((u − 1)3) in (B.42), one
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obtains:
a3 =
1
65536pi2Nω23(ω3 + 2i)
2(ω3 + 4i)2(ω3 + 6i)2
{
ig2sM
2Nf log(N)
(
20iω3
(
ω33 + 12iω
2
3 − 44ω3 − 48i
)
×
[
48q43
(
ω23 + 12iω3 − 48
)− 8q23 (9ω43 + 48iω33 + 60ω23 + 1472iω3 − 3840)
+ ω23
(
27ω43 − 42iω33 + 1288ω23 + 2464iω3 − 2048
)])− log(N)[64q63ω3 (3ω43 + 72iω33 − 652ω23 − 2400iω3 + 2880)
− 48q43
(
9ω73 + 156iω
6
3 − 668ω53 + 3072iω43 − 37024ω33 − 124416iω23 + 160768ω3+ 49152i
)
+ 4q23ω3
(
81ω83 + 852iω
7
3 + 4324ω
6
3 + 85824iω
5
3 − 444320ω43 − 1143552iω33 + 1270784ω23 − 454656iω3+ 1769472
)
− ω33
(
81ω83 + 288iω
7
3 + 13136ω
6
3 + 103296iω
5
3 − 183440ω43 + 289152iω33 − 925696ω23 − 436224iω3+ 221184
)])}
+
1
3072ω23 (ω
3
3 + 12iω
2
3 − 44ω3 − 48i)
{
64iq63ω3(ω3 + 12i)
+ 48q43
(−3iω43 + 6ω33 − 208iω23 + 960ω3 + 512i)+ 4q23ω3 (27iω53 + 222ω43 + 2272iω33 − 7200ω23 + 4736iω3 − 36864)
+ ω33
(−27iω53 − 504ω43 − 932iω33 − 5424ω23 − 4544iω3 + 4608)
}
+O
(
1
N2
)
. (B.47)
The Dirichlet condition Zv(u = 0) = 0 reduces to aω
4
3 + bω
3
3 + cω
2
3 + fω3 + g = 0
where
a = −957g
2
sM
2Nf log
2(N)
N
− 63264π2,
b = −48i
(
27g2sM
2Nf log
2(N)
N
+ 2240π2
)
,
c = 8
(
15g2sM
2Nfq
2
3 log
2(N)
N
+ 32π2
(
127q23 + 288
))
f = 576iq23
(
64π2 − 3g
2
sM
2Nf log
2(N)
N
)
,
g = 384q43
(
32π2 − 3g
2
sM
2Nf log
2(N)
N
)
. (B.48)
One of the four roots of the quartic in ω3 is:
ω3 =
(
−0.73i+ 0.003ig
2
sM
2Nf (logN)
2
N
)
q23 +O(q33). (B.49)
The leading order coefficient of q23 is not terribly far off the correct value − i4 already
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at the third order in the infinite series (B.42).
(c) Let us look at (B.42) up to the fourth order. One finds:
a4 =
1
98304ω43 (ω
4
3 + 20iω
3
3 − 140ω23 − 400iω3 + 384)
×
{
256q83ω
3
3(ω3 + 16i)− 768q63
(
ω63 + 4iω
5
3 + 136ω
4
3 + 832iω
3
3 + 256ω
2
3 + 7168iω3 − 12288
)
+ 32q43ω
2
3
(
27ω63 − 222iω53 + 4880ω43 + 18176iω33 + 110464ω23 + 652288iω3− 675840
)
− 16q23ω33
(
27ω73 − 558iω63 + 3320ω53 − 9232iω43 + 198656ω33 + 888320iω23 − 774144ω3+ 589824i
)
+ 3ω53
(
27ω73 − 900iω63 − 1316ω53 − 53104iω43 + 108800ω33 + 147200iω23 − 487424ω3 − 344064i
)}
− 1
524288pi2Nω43 (ω
2
3 + 6iω3 − 8)2 (ω23 + 14iω3 − 48)2
×
{
−g2sM2Nf logN
(
− logN
[
256q83ω
3
3
(
ω53 + 37iω
4
3 − 530ω33 − 3500iω23 + 10368ω3 + 10752i
)
− 768q63
(
ω103 + 28iω
9
3 − 222ω83 + 848iω73 − 24192ω63 − 153184iω53 + 399360ω43
+ 133120iω33 + 1531904ω
2
3 + 3293184iω3− 2359296
)
+ 16q43ω
2
3
(
54ω103 + 1017iω
9
3 + 2420ω
8
3 + 195388iω
7
3 − 1954848ω63 − 8216832iω53 + 5373440ω43
− 87731200iω33 + 345751552ω23 + 510885888iω3− 259522560
)
− 8q23ω33
(
54ω113 + 513iω
10
3 + 14300ω
9
3 + 252484iω
8
3 − 1373088ω73 − 588832iω63
− 30598656ω53 − 183382016iω43 + 519692288ω33 + 707788800iω23 − 297271296ω3+ 113246208i
)
+ 3ω53
(
27ω113 + 11672ω
9
3 + 105584iω
8
3 + 196016ω
7
3 + 6136320iω
6
3 − 29371904ω53 − 60586752iω43
+ 67778560ω33 + 79093760iω
2
3 − 93585408ω3− 33030144i
)]
+ 20i
(
ω43 + 20iω
3
3 − 140ω23 − 400iω3 + 384
)
× ω23
[
64q63ω3
(
ω23 + 18iω3 − 96
)− 16q43 (9ω53 + 84iω43 + 192ω33 + 6496iω23 − 23296ω3− 9216i)
+ 4q23ω3
(
27ω63 + 12iω
5
3 + 2756ω
4
3 + 22208iω
3
3 − 71680ω23 + 27136iω3− 270336
)
+ ω43
(−27ω53 + 234iω43 − 3704ω33 − 4224iω23 + 1408ω3 + 52224i)])
}
+O
(
1
N2
)
. (B.50)
In the hydrodynamical limit the Dirichlet boundary condition Zv(u = 0) = 0
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reduces to aω43 + bω
3
3 + cω
2
3 + fω3 + g = 0 where
a = 9849372385059274752iπ2+O
(
q23
)
,
b =
19237055439568896q23 (3g
2
s logN(2logN + 5)M
2Nf − 128π2N)
N
,
c = O
(
q43
)
,
f = O
(
q63
)
,
f = O
(
q63
)
. (B.51)
B.6 Zt(u) from Tensor Mode of Metric Fluctua-
tions
The EOM for the tensor metric perturbation mode Zt(u), inclusive of the non-
conformal corrections was written out in equation (3.58). Realizing that u = 1 is
a regular singular point of (3.58), using the Frobenius method we made a double
perturbative ansatz (3.59) for the analytic part of the solution. Substituting (3.59)
into (3.58), setting the coefficient of ω3 to zero one gets:
z00(u)
(
−6g2sM2Nf log(N) log rh − 3g2sM2Nf log2(N) + 64π2N
)
×
(
64π2N
(
u2 + 2u+ 3
)
+ 15g2sM
2Nf
(
u3 + u2 + u+ 1
)
log (N)
)
− 128iπ2N
2
z′01(u) (−15g2sM2Nf (u4 − 1) log (N) + 64π2N (u4 + 3))
+ 64π2Nu
(
u4 − 1
)
z′′01(u)

− iu
(
u3 + u2 + u+ 1
)
z00
′(u)
(
−6g2sM2Nf log(N) log rh − 3g2sM2Nf log2(N) + 64π2N
).
(B.52)
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By setting the coefficient of q3 to zero:
z10
′(u)
(
−15g2sM2Nf
(
u4 − 1
)
log (N) + 64π2N
(
u4 + 3
))
+ 64π2Nu
(
u4 − 1
)
z10
′′(u) = 0,
(B.53)
which solves to yield:
z10(u) = c2 − 1
(64π2N + 15g2sM
2Nf log (N)) (128π2N + 15g2sM
2Nf log (N))
×
16π2c1Nu1+ 15g
2
sM
2Nf logN
64pi2N
2u (64π2N + 15g2sM2Nf log (N))
× 2F1
(
1, 1 +
15g2sM
2Nf log (N)
128Nπ2
; 2 +
15g2sM
2Nf log (N)
128Nπ2
;−u2
)
+
(
128π2N + 15g2sM
2Nf log (N)
)
× 2F1
(
1, 1 +
15g2sM
2Nf log (N)
64Nπ2
; 2 +
15g2sM
2Nf log (N)
64Nπ2
;−u
)
−
(
15g2sM
2Nf log (N)− 128π2N
)
2F1
(
1, 1 +
15g2sM
2Nf log (N)
64Nπ2
; 2 +
15g2sM
2Nf log (N)
64Nπ2
; u
)
= u
15g2sM
2Nf log(N)
64pi2N
 64Nπ2c1u4
256Nπ2 + 15g2sM
2Nf log (N)
+
64Nπ2c1u
8
512Nπ2 + 15g2sM
2Nf log (N)
+
64Nπ2c1u
12
768Nπ2 + 15g2sM
2Nf log (N)
+O
(
u13
)+ c2
(B.54)
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Setting c1 = 0 for convenience, one obtains:
z01(u) = c4 +
1
3072
u
6ic2g2sM2Nf (3u3 + 4u2 + 6u+ 12) log(N) log rh
π2N
+
3ic2g
2
sM
2Nf (3u
3 + 4u2 + 6u+ 12) log2(N)
π2N
+ 64
48c3u3+ 15g
2
sM
2Nf log(N)
64pi2N
4 +
15g2sM
2Nf log(N)
64π2N
− ic2
(
3u3 + 4u2 + 6u+ 12
)
= −
(
c5u
4
4
+ c3
)
15 (c5g
2
sM
2Nfu
4 log (N) (4 log(u)− 1))
1024π2N
+O
(
1
N2
)
= u3
 ic2g2sM2Nf log (N)
(
log (N) + 2 log
(
2π3/2
√
gsT
))
256π2N
− ic2
12

+ u2
(
3ic2g
2
sM
2Nf logN (logN + 2 log rh)
512π2N
− ic2
8
)
+ u
(
3ic2g
2
sM
2Nf log (N) (logN + 2 log rh)
256π2N
− ic2
4
)
+ c4 +O
(
u4
N
,
1
N2
)
.
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Similarly,
z10(u) =
15c5g
2
sM
2Nfu
4 log (N) (4 log(u)− 1)
1024π2N
+
c5u
4
4
+ c3. (B.56)
The constant (in ω3, q3) yields:
z00
′(u) (−15g2sM2Nf (u4 − 1) log (N) + 64π2N (u4 + 3))
64π2Nu (u4 − 1) + z00
′′(u) = 0,(B.57)
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which is identical in form to the EOM of z10(u). Setting q3 = 0 in (3.60), one
obtains:
Z ′t(u)
Zt(u)
=
(
ic4ω
2
3
4 (c4ω3 + c2)
+
3ic4g
2
sM
2Nfω
2
3 log (N) (log (N) + 2 log rh)
256π2N (c4ω3 + c2)
+O
(
1
N2
))
+ u
ω23 (c22 + 4ic4c2 + 4iω3c24)
16 (c2 + ω3c4) 2
− 3ig
2
sM
2Nfω
2
3 (−ic22 + 2c4c2 + 2ω3c24) log (N) (log (N) + 2 log rh)
512π2 (c2 + ω3c4) 2N
+O
(
1
N2
)+ u2
ω23 ((iω3 + 6)c32 + 2(3ω3 + 8i)c4c22 + 32iω3c24c2 + 16iω23c34)64 (c2 + ω3c4) 3
− 3ig
2
sM
2Nfω
2
3 (3(ω3 − 4i)c32 + 4(4− 3iω3)c4c22 + 32ω3c24c2 + 16ω23c34) log (N) (log (N) + 2 log rh)
4096π2 (c2 + ω3c4) 3N
+O
(
1
N2
)+ u3
×
 1
768 (c2 + ω3c4) 4
ω3
(−3ω33 + 24iω23 + 88ω3 + 192i) c42 + 8ω3 (3iω23 + 22ω3 + 96i) c4c32
+ 8ω23(11ω3 + 144i)c
2
4c
2
2 + 768iω
3
3c
3
4c2 + 192iω
4
3c
4
4

− 1
4096π2 (c2 + ω3c4) 4N
ig2sM2Nfω3
(3iω33 + 18ω23 − 44iω3 + 48) c42 + 2ω3 (9ω23 − 44iω3 + 96) c4c32
+ 4(72− 11iω3)ω23c24c22 + 192ω33c34c2 + 48ω43c44
 log (N) (log (N) + 2 log rh)

+O
(
1
N2
)+O (u4) .
(B.58)

APPENDIX C
C.1 Equation of motion for different Glueballs
C.1.1 Type IIB Dilaton wave equation for 0++ glueball
• Background with a black hole
The EOM for the dilaton is given as,
∂z(Ez∂zφ˜) + y
2
hFzm
2φ˜ = 0, (C.1)
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where the Coefficients Ez and Fz in the above are given below,
Ez(r) =
(ez + 2) y2h
128π2g2sL
5
8π + 4gsNf log 4 + 2Nfgs logN − 3gsNf log {yh (ez + 1)}

6a2 (4π + 2gsNf log 4− 6gsNf) + 2 (ez + 1) yh (8π + 4gsNf log 4)
+ 2gsNf logN
(
3a2 + 2 (ez + 1) yh
)
− 3gsNf
(
3a2 + 2 (ez + 1) yh
)
log (yh (e
z + 1))

Fz =
1
128π2g2sLyh (e
z + 1)
ez
(
4π + gsNf log 16 + gsNf logN − 3
2
gsNf log [(e
z + 1) yh]
)
(ez + 1) yh
8π + 2gsNf logN + gsNf log 256− 3gsNf log [(ez + 1) yh]

− 3a2
(
4π + 6gsNf + gsNf logN + gsNf log 16− 3
2
gsNf log [(e
z + 1) yh]
)
(C.2)
• Background with an IR cut-off
The dilaton EOM is given as,
∂z(Cz∂zφ˜) + y
2
hDzm
2φ˜ = 0, (C.3)
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with,
Cz =
e−z (ez + 1)3 y30
32768
√
2 π21/4N9/4g
13/4
s
8π + 2gsNf logN + 4gsNf log 4− 3gsNf log [y0 (ez + 1)]
2
128π2N + 15gsM2 {−8π + gsNf(log 16− 6) + gsNf logN} log [(ez + 1) y0]
− 90M2g2sNf log [(ez + 1) y0]2

Dz =
ez
32768
√
2 π17/4N5/4g
9/4
s
8π + 2gsNf logN + 4gsNf log 4− 3gsNf log [y0 (ez + 1)]
2
128π2N + 3gsM2 {−8π + gsNf(log 16− 6) + gsNf logN} log [(ez + 1) y0]
− 18M2g2sNf log [(ez + 1) y0]2

(C.4)
C.1.2 0−− glueball EOM
• Background with a black hole
D1(r) =
3gsM2(gsNf(logN − 6 + log(16))− 24gsNf log(r)− 8π)
64π2Nr
− 75.r
2
h (4.gsM
2 log(rh) + 4.gsM
2 + 0.6N)
2
N2r3
+
5r4 − r4h
r5 − rr4h

D2(r) = − gsm
2
4πr2 (r4 − r4h)
(
3r2h (4.gsM
2 log(rh) + 4.gsM
2 + 0.6N)
2
N2
− r2
)
×
[
36g2sM
2Nf log
2(r)− 3gsM2 log(r)(gsNf(logN − 6 + log(16))− 8π) + 16π2N
]
(C.5)
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C.1.3 0−− glueball EOM near r = rh
b1 =
gsM
2(gs(0.005logN − 0.015)Nf + (−0.114gsNf − 360.) log(rh)− 360.119)
Nrh
− 24.5
rh
,
a2 =
0.02g2sm
2M2
(
log(rh)(gs(0.24logN − 0.775)Nf − 2279.99)− 2.88gsNf log2(rh)− 2273.96
)
r3h
− 0.251gsm
2N
r3h
,
b2 =
0.04g2sm
2M2
r4h(
log(rh)(gsNf (8.158− 3.42logN) + 4065.38) + gs(0.12logN − 0.387)Nf + 41.04gsNf log2(rh) + 3976.41
)
+
7.163gsm
2N
r4h
.
(C.6)
C.1.4 0++ glueball EOM from M-theory
• Background with a black hole
G(r) =
(
r2
(
16π2g2sm
2N2r2 + 12πgsN
(
9r4 − r4h
)
− 3r
(
r4 − r4h
)2)− 3a2 (16π2g2sm2N2r2 + 36πgsN (r4 − r4h)+ 3r (r4 − r4h)2))
12πgsNr3
(
r4 − r4
h
)
H(r) =
(
r2
(
32π2g2sm
2N2r2 + 12πgsN
(
15r4 + r4
h
)
− 3r
(
5r8 − 6r4r4
h
+ r8
h
))
− 36a2
(
4π2g2sm
2N2r2 + πgsN
(
11r4 + r4
h
)
+ r9 − r5r4
h
))
12πgsNr4
(
r4 − r4
h
)
. (C.7)
C.1.5 2++ glueball EOM from M-theory
• Background with a black hole
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A1(r) = −3a
2
r3
+
15gsM
2(gsNf log(N)− 24gsNf log(r)− 6gsNf + gsNf log(16)− 8π)
64π2Nr
+
5r4 − r4h
r5 − rr4h
A2(r) =
1
4πr4 (r4 − rh4)
8π
3a2 (−2πgsNm2r2 − r4 + r4h)+ 2πgsNm2r4 + 4r6

− 3g2sM2m2r2
(
r2 − 3a2
)
log(r)
gsNf log(N) + gsNf (log(16)− 6)− 8π

+ 36g3sM
2Nfm
2r2
(
r2 − 3a2
)
log2(r)

(C.8)
• Background with an IR cut-off
A3 =
5 (3M2gs (−24Nfgs log(r)− 6Nfgs +Nfgs log(N) + log(16)Nfgs − 8π) + 64π2N)
64π2Nr
A4 =
1
4πr4
36m2M2Nfg
3
s log
2(r)− 3m2M2g2s log(r) (Nfgs log(N) + (log(16)− 6)Nfgs − 8π)
+ 16π
(
πm2Ngs + 2r
2
)
(C.9)
C.1.6 1++ glueball EOM from M-theory
• Background with a black hole
B1 = −3a
2
r3
− 15gsM
2(−gsNf log(N) + 24gsNf log(r) + 6gsNf − 2gsNf log(4) + 8pi)
64pi2Nr
+
5
r
B2 =
1
4pir4 (r4 − r4h)
{(
36g3sM
2Nfm
2r2
(
r2 − 3a2) log2(r) − 3g2sM2m2r2 (r2 − 3a2) log(r)(gsNf log(N) + gsNf (log(16)− 6)− 8pi)
+ 8pi
(
3a2
(−2pigsNm2r2 − r4 + r4h)+ 2pigsNm2r4 + 4r6)
)}
. (C.10)
C.1.7 1++ glueball EOM from M-theory
• Background with a black hole
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C1(r) =
(
5r4 − r4h
r
(
r4 − r4
h
) − 9a2
r3
+
{
3
256π2N2/5r3
[
−54a2g2sM2Nf − 72πa2gsM2 + 768π2a2 + 12g2sM2Nf r2+
9a2g2sM
2Nf log(16) − 2g2sM2Nf r2 log(16) + 16πgsM2r2 + g2sM2Nf
(
9a2 − 2r2
)
log(N) − 24g2sM2Nf(
9a2 − 2r2
)
log(r)
]})
(C.11)
C2(r) =
(
1
4πr4
(
r4 − r4
h
){8π (a2 (6πgsNq2r2 − 9r4 + 9r4h)− 2πgsNq2r4 + 4r6)
+ 3g2sM
2q2r2
(
r2 − 3a2
)
log(r)(gsNf log(16N) − 6gsNf − 8π) − 36g3sM2Nf q2r2
(
r2 − 3a2
)
log2(r)
}
−
g2s
512π3
{
34992a2gsM2
(
5
√
N + 3
)
Nf
2 log(r)
r3
+ 9a2gsNf
(
7831552π5(
r4 − r4
h
)
(gsNf log(16N) − 3gsNf log(r) + 4π)3
−
81M2
(
7
5
√
N − 1
)
Nf
r4
)
+
2
(
243gsM2
(
5
√
N + 1
)
Nf
2 + 3915776pi
5r4(
r4−r4
h
)
(gsNf log(16N)−3gsNf log(r)+4pi)2
)
r2
})
. (C.12)
C.2 Flux generated cosmological constant term
The flux generated cosmological constant term is given as,
GMNPQG
MNPQ =
A(r)
N7/10
, (C.13)
with
A(r) =
 288 65/6b4M3gsr4h
125π4/3N
2/3
f log
17
3 (N)

(
68260644 log(10) (r4h − 10000) (54b2r2h + 5)
(100− 3b2r2h) 4
− 30876125 log(9) (r
4
h − 6561) (12b2r2h + 1)
9 (b2r2h − 27) 4
)
(C.14)
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