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At present there are many papers, based on multiscale expansion and homogenization
theory, to deal with nonlinear problems with microstructure. But there is no systematic
method to deal with all of the possible nonlinear partial differential equations since
different nonlinear problems gives rise to different multiscale expansions parameters
classes. This introduces changes in the consequent process of homogenization. In this
paper, a method based on the theory of upper and lower solution is provided. It deals with
nonlinear problems by reducing them to a series of linear problems. In addition numerical
computations are also presented in the last part of the paper to support our theoretical
analysis.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
It is well known that nonlinear problems with microstructure occur in many scientiﬁc and engineering applications.
These include: material science, porous media, turbulent transport in high Reynolds number ﬂows, etc. Since such problems
are characterized by a great number of spatial and time scales, it is diﬃcult to accurately simulate the solution numerically
using standard ﬁnite element methods. In recent years, approaches for solving nonlinear equations by multiscale ﬁnite
element methods or multiscale ﬁnite volume methods based on the homogenization method have been studied extensively,
see [2–9], etc. In these papers, the ﬁrst step is to ﬁnd an eﬃcient homogenization of the original problem. It is know
that it is diﬃcult to ﬁnd the homogenization equation for complex nonlinear systems. Furthermore the homogenization
equations are different for different problems. Similar -expansion techniques have also been investigated in [10] and [11].
In this paper, we present an eﬃcient multiscale ﬁnite element method based on the theory of upper and lower solutions,
which reduces the solution of the original nonlinear problems to that of a ﬁnite calculable number of linear equations, thus
bypassing the diﬃculties of dealing with the nonlinear case. Furthermore the method can be used to ﬁnd, for example, a
positive solution for problems that also admit the zero solution. We point out that not all nonlinear problems can be treated
in this manner. In particular, we implicitly deal with nonlinearities that are sublinear at inﬁnity to ensure the existence of
upper/lower solution pairs that are independent of  .
Finally, for simplicity of presentation, we explicitly consider only the situation where the ﬁrst order corrector is con-
structed in the -approximation. This means that we only need to calculate the solution N j , introduced below, once. We
comment that not all constants can be estimated, but this is no worse than the situation when homogenization is applied
to linear problems, since, as mentioned above, the number of linear problems can be estimated.
The outline of this paper is as follows. In the next section, we introduce the model problem and recall the basic theory of
upper and lower solutions. In Section 3, a multiscale method based on the method of upper and lower solutions is provided
in detail, and the error estimate between the exact solution and the asymptotic expansion of order one is presented. Based
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the exact solution and the approximation by the multiscale method. In the end, some numerical examples validating our
theoretical results are given in Section 5.
2. A semilinear model and the method of upper and lower solutions
Assume that D is a convex bounded domain with Lipschitz continuous boundary. We adopt the standard notation:
Wm,p(D) for Sobolev spaces on D with norm ‖ · ‖m,p,D and semi-norm | · |m,p,D . Set Wm,p0 ≡ {ω ∈ Wm,p(D): ω|∂D = 0} and
denote Wm,2(D) (Wm,20 (D)) by H
m(D) (Hm0 (D)) with norm ‖ · ‖m,D and semi-norm | · |m,D [1,12,14]. In addition, c or C
denotes a positive constant independent of the sizes of the ﬁnite elements and micro-structure size  .
Consider a semilinear multiscale model:⎧⎨⎩−Lu + c
(
x

)
u = f (x,u) in D,
u |∂D = 0,
(2.1)
where L is a symmetric operator given by
Lu =
n∑
i, j=1
∂
∂xi
(
aij
(
x

)
∂u
∂x j
)
. (2.2)
We assume that L is uniformly elliptic in D , that is: aij(
x
 ) satisﬁes
Clξiξi  aij
(
x

)
ξiξ j  Cuξiξi, ∀ξi, ξ j ∈Rn, i, j = 1,2, . . . ,n, (2.3)
where the Einstein notation has been used.
To simplify the technical details, we assume that aij , c(
x
 ), f are smooth and c(
x
 ) 0. The results hold in more general
situation with obvious changes, for example: the conditions on f need only be postulated in the order interval determined
by the upper/lower solution, c( x ) could be negative (depending on the least eigenvalue of −L with Dirichlet conditions),
etc. We point out that all equations are to be understood in the usual weak sense. Denote by B(·,·) the quadratic form
associated with the left-hand side of (2.1).
We recall that the general reference on upper and lower solutions and their applications is the book by C.V. Pao [13].
Deﬁnition 2.1. A function u˜ ∈ Cα(D) ∩ H1(D) is called an upper solution of (2.1) if{
−L u˜ + c(x/)˜u  f (x, u˜) in D,
u˜|∂D  0, (2.4)
similarly, a function û ∈ Cα(D) ∩ H1I (D) is a lower solution if it satisﬁes the reverse inequalities in (2.4).
We also observe that if û  u˜, we can construct solutions u, u of (2.1) (with possibly u = u) by considering the pointwise
monotone limit of the process to the linear problems{−Lu(k) + c(x/)u(k) = f (x,u(k−1) ) in D,
u(k)
∣∣
∂D = 0
(2.5)
with u(0) chosen to be either u˜ or û. In the former case, u
(k)
 ↓ u, in the latter u(k) ↑ u.
Since we need only consider f (x,u) with u in the order interval between û, u˜, we assume without loss of generality that
f satisﬁes a global Lipschitz condition in u with constant K f . Henceforth, we only explicitly consider the case of u
(0)
 = u˜
(the other possibility is treated identically), and by the solution u of (2.1) we shall choose u = u in the case of multiple
solutions. It is important in the sequel to estimate u − u(k) in terms of k, u˜, û, D and the coeﬃcients of (2.1), but not  .
We then have
Theorem 2.1. Let u solve (2.1), and u(k) solve (2.5), we then have∥∥u − u(k) ∥∥0,D  ( K fλ1
)k
‖˜u − û‖0,D (2.6)
and ∥∥u − u(k) ∥∥1,D  K f
√
2√
min(C0, λ1)
(
K f
λ1
)k−1 ‖˜u − û‖0,D√
λ1
, (2.7)
where C0 is the ellipticity constant of ai j and λ1 is the least eigenvalue of the Dirichlet problem for −L + c(x/).
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B
(
u − u(k) ,u − u(k)
)= ( f (x,u)− f (x,u(k−1) ),u − u(k) ). (2.8)
From the Poincaré Min–Max Principle, we obtain
λ1
∥∥u − u(k) ∥∥0,D  ∥∥ f (x,u)− f (x,u(k−1) )∥∥0,D  K f ∥∥u − u(k−1) ∥∥0,D . (2.9)
Thus,∥∥u − u(k) ∥∥0,D  ( K fλ1
)k∥∥u − u˜∥∥0,D  ( K fλ1
)k
‖˜u − û‖0,D . (2.10)
In the same way,
B
(
u − u(k) ,u − u(k)
)
 C0
∣∣u − u(k) ∣∣21,D ,
and
B
(
u − u(k) ,u − u(k)
)
 min(C0, λ1)
2
∥∥u − u(k) ∥∥21,D .
Moreover,
∣∣B(u − u(k) ,u − u(k) )∣∣ K 2f
λ1
∥∥u − u(k−1) ∥∥20,D .
So, √
min(C0, λ1)
2
∥∥u − u(k) ∥∥1,D  K f√λ1 ∥∥u − u(k−1) ∥∥0,D .
Thus,√
min(C0, λ1)
2
∥∥u − u(k) ∥∥1,D  K f√λ1 ∥∥u − u(k−1) ∥∥0,D  K f√λ1
(
K f
λ1
)k−1
‖˜u − û‖0,D .
Thus the result follows.
We observe that all the terms on the right-hand side of (2.6) and (2.7) can be explicitly estimated, and they are indepen-
dent of  . The shortcoming is that we require K f < λ1 for a meaningful result. Note also that since u , u
(k)
 are uniformly
bounded in k by the upper/lower solution, then u(k) → u in Lp(D) for any p and thus in Cα(D) for some small α > 0,
independent of  . However, the value of α and the constants now appear diﬃcult to estimate explicitly. 
3. A multiscale method based on upper and lower solutions
By the usual linear homogenization approach, we set in (2.5):
u(k) ∼=
+∞∑
l=0
lu(k)l (x, Y ), k = 0,1,2, . . . , (3.1)
with Y = x , treated formally as an independent variable. We thus obtain, neglecting terms of order  or higher,
−L + c
(
x

)
∼= −2A1 + −1A2 + 0A3, (3.2)
with
A1 = − ∂
∂Yi
[
aij(Y )
∂
∂Y j
]
, A2 = − ∂
∂Yi
[
aij(Y )
∂
∂x j
]
− ∂
∂xi
[
aij(Y )
∂
∂Y j
]
,
A3 = − ∂
∂xi
[
aij(Y )
∂
∂x j
]
+ c(Y ).
By classical results, the linear equation⎧⎨⎩−Lω + c
(
x

)
ω = g(x) in D,
ω| = 0
(3.3)∂D
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∂
∂Yi
(
aik(Y )
∂N j(Y )
∂Yk
)
= − ∂
∂Yi
ai j(Y ) (3.4)
with N j periodic,
∫
Q N
jdY = 0, and⎧⎨⎩−
∂
∂xi
(˜
aij
∂ω0
∂xk
)
+mY (c)ω0 = g(x) in D,
ω0|∂D = 0
(3.5)
with
a˜i j =mY
(
aij + aik ∂N
j
∂Yk
)
. (3.6)
We recall that if ∂N
j
∂Yk
∈ L∞(Q ) (this can be ensured by suitable assumptions on aik , and in particular, is easy to obtain in
one dimension), then
‖ω − ω˜‖1,D  C2
√
‖ω0‖2,2,D .
Furthermore, note that both N j and the coeﬃcients on the left-hand side of (3.5) are independent of g(x). It follows
from the assumed smoothness of the coeﬃcients that
‖ω0‖2,2,D  C3‖g‖2,D .
In summary, we have
‖ω − ω˜‖1,D  C4
√
‖g‖2,D . (3.7)
The constant C4 appears diﬃcult to estimate. It depends, in particular, on the shape of D .
Note that (3.7) implies
‖ω −ω0‖0,D  C5
√
‖g‖2,D (3.8)
by the assumption on N j , ω0.
Assume now that u˜, the supersolution, can be expanded as u(0)0 (x) + u(0)1 (x, ) with error of order
√
 . Observe that
this will be the case if f is sublinear since for example, u˜ can be sometimes chosen to be a large positive constant. Note
also that the subsolution does not play a role (except for estimates (2.6), (2.7)) in this calculation. Consider the sequence of
linear problems:⎧⎪⎨⎪⎩
(
−L + c
(
x

))
v(k) = f (x, v(k−1)0 ) in D,
v(k)
∣∣
∂D = 0
(3.9)
where v(0)0 (x) = u(0)0 (x), v(k−1)0 denotes the solution of the homogenized equation for (3.9) if k > 1. We estimate the differ-
ence between v(k) and the solution u(k) of (2.5) as follows:
Theorem 3.1.∥∥u(k) − v(k)∥∥1,D  CMk√
for some constants C and M independent of k,  .
Proof. We have∥∥u(k) − v(k)∥∥1,D  CK f ∥∥u(k−1) − v(k−1)0 ∥∥0,D  CK f {∥∥u(k−1) − v(k−1)∥∥0,D + ∥∥v(k−1) − v(k−1)0 ∥∥0,D}. (3.10)
Now ∥∥u(1) − v(1)∥∥1,D  CK f ∥∥u(0) − v0∥∥0,D  MK f √, ∥∥v(k−1) − v(k−1)0 ∥∥0,D  C√
with C independent of k by (3.8) and the properties of f . Put zk = ‖u(k) − v(k)‖1,D . Then (3.10) becomes
zk  CK f {zk−1 + C
√
 }
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zk  F {zk−1 +
√
 }
with F independent of k,  and z1  F
√
 .
The result follows by induction. 
4. Error estimate for the multiscale ﬁnite element method
Let Th be a regular partition of D with elements K of size hK , and deﬁne h := maxK∈Th hK . Let Pk be the space of
polynomials of degree no more than k. We deﬁne the ﬁnite element space to be
Xh :=
{
v ∈ H10(D): v|K ∈ P1(K ), ∀K ∈ Th
}
.
Let U (k)0h ∈ Xh be the linear ﬁnite element solution of the following equation:
A0
(
U (k)0h , v
)= ( f (x,U (k−1)0h ), v), ∀v ∈ Xh, (4.1)
where A0(·,·) denotes the form associated with the homogenized equation (3.5) and with U (0)0,h = (v(0)0 )h . We estimate the
difference between U (k)0,h and v
(k)
0 , the solution of the homogenized equation for (3.9). We have
A0
(
v(k)0
)= f (x, v(k−1)0 )
and deﬁning r to be the solution of
A0(r) = f
(
x, v(k−1)0
)− f (x,U (k−1)0,h )
yields
A0
(
v(k)0 − r
)= f (x,U (k−1)0,h ),
where A0 is the homogenized operator of (3.9).
Thus∥∥v(k)0 − r − U (k)0,h∥∥1,D  Ch∥∥v(k)0 − r∥∥2,D  Ch,
due, once again, to the uniform boundedness of f . We then obtain∥∥v(k)0 − U (k)0,h∥∥1,D  Ch + K f ∥∥v(k−1)0 − U (k−1)0,h ∥∥0,D .
This estimate is identical in form to (3.9) with h replacing
√
 , and we obtain∥∥v(k)0 − U (k)0,h∥∥1,D  CMkh.
Assume that
R(v) = v + N j(x/) ∂v
∂x j
, (4.2)
where, for simplicity, we assume N j has been calculated exactly.
Deﬁne
u(k)
∣∣
K = R
(
U (k)0h
)∣∣
K . (4.3)
We observe that u(k) is discontinuous across the element face. Let a broken H1-norm be given by
∣∣u(k) ∣∣H,D = ( ∑
K∈Th
∥∥∇u(k) ∥∥20,K)
1
2
.
We then have the following theorem which is the main result of this section.
Theorem 4.1. Assume that u is the exact solution of (2.1) and that u(k) is deﬁned by (4.3). Then∥∥u − u(k) ∥∥H,D  ( K f
√
2
min(C0, λ1)
)(
K f
λ1
)k−1 ‖˜u − û‖0,D√
C0λ1
+ CMk(√ + h) (4.4)
with C , M independent of  , h, k.
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We need only estimate ‖v(k)1 − u(k) ‖H,D . We have∥∥v(k)1 − u(k) ∥∥H,K  C∥∥v(k)0 − U (k)0,h∥∥1,K + C(∥∥v(k)0 ∥∥2,K + ∥∥U (k)0,h∥∥2,K ) CMkh + C. 
5. Numerical examples
In this section, with numerical examples, we illustrate the accuracy of the proposed multiscale method for solving the
semilinear problem (2.1). Now, let D = [0,1] and recall that Q = [0,1] is the unit cell and Y = x/ . Consider the semilinear
problems given by⎧⎪⎨⎪⎩−
(
a
(
x,
x

)
u′
)′
+ u = 1+ u
2

1+ u2
in (0,1),
u = 0, at x= 0, x= 1,
(5.1)
where
Case 1.
a
(
x,
x

)
= 1
2+ sin( 2πx )
.
Case 2.
a
(
x,
x

)
= 1
2+ x3 + sin( 2πx )
.
Case 3.
a(x, Y ) =
{
1/(1.1+ sin(2πY )), Y ∈ [0, 13 ] ∪ [ 23 ,1],
1/(2+ sin(2πY )), Y ∈ ( 13 , 23 ).
For Cases 1 and 3, the coeﬃcient a(x, x ) is a periodic function. So, they are the cases we discussed in this paper. In
Case 2, the coeﬃcient is nonperiodic, but it yet still has a multiscale feature. For the second case, we will use the same
method as that used in Cases 1 and 3 to show the robustness of the method. In these three cases, the solutions, obtained by
the standard linear ﬁnite element method based on upper and lower solutions, are looked on as the exact solutions, which
are used to compare with the numerical solutions obtained by the multiscale method. That is, we use the ﬁnite element
method with the mesh h0   to simulate the following problems:⎧⎪⎨⎪⎩−
(
a
(
x

)(
u(k)
)′)′ + u(k) = 1+ (u(k−1) )2
1+ (u(k−1) )2
in (0,1),
u(k) = 0, at x= 0, x= 1.
(5.2)
It is easy to check that f (u) is Lipschitz continuous and a(x, x ) satisﬁes (2.3). So, we can use the multiscale method
provided in this paper to solve (5.1). Let Ni (i = 1,2) be the numbers of elements in the x-direction, ki (i = 1,2) be the
iteration times and M be the number of elements in Y -direction in each unit cell. Thus the mesh size in the whole domain
is hi = 1/Ni (i = 1,2). For all of the following cases, let M = 50. Then the convergence and the graphs of this method are
as follows.
From the fourth graph of Fig. 1, we can see that the error looks like a periodic function, although the error is very small
compared with the exact solution. This phenomena gives us a hint as to what is the shape of the term u2. If we want to
improve the order of  , we need to calculate u2.
In the following, the result of Case 2 is given. Moreover, we present graphs when  = 0.1.
In the following, we show the result of Case 3, in which the coeﬃcient a(x, Y ) is not a smooth function although it is a
periodic function with multiscale property. In both Cases 2 and 3, the error functions in Figs. 2 and 3 are not periodic like
Fig. 1, however they are almost periodic like.
In Tables 1–6, Ms–FEM denotes the multiscale ﬁnite element method of this paper. Moreover, e = u − u(k) , and u(k) is
as deﬁned in Section 4. From the results of Tables 1, 3 and 5, we observe that in Cases 1–3, if   h1, the order of h1 is
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Table 1
Convergence for Ms–FEM under the condition   h1  1
Case 1
Ms–FEM FEM Error
N1  k1 N2 k2 ‖e‖0,D rate (h1) ‖e‖H,D rate (h1)
16 0.0125 7 5000 9 5.13e−4 6.57e−2
32 0.0125 7 5000 9 1.00e−4 2.3 3.66e−2 0.84
64 0.0125 7 5000 9 4.2e−5 1.25 2.17e−2 0.75
Table 2
Convergence for Ms–FEM under the condition h1    1
Case 1
Ms–FEM FEM Error
N1  k1 N2 k2 ‖e‖0,D rate () ‖e‖H,D rate ()
800 0.1 7 5000 9 2.26e−4 1.72e−2
800 0.05 7 5000 9 6.0e−5 1.91 1.42e−2 0.28
800 0.025 7 5000 9 2.4e−5 1.32 1.33e−2 0.10
Table 3
Convergence for Ms–FEM under the condition   h1  1
Case 2
Ms–FEM FEM Error
N1  k1 N2 k2 ‖e‖0,D rate (h1) ‖e‖H,D rate (h1)
16 0.0125 7 5000 9 7.82e−4 8.02e−2
32 0.0125 7 5000 9 1.93e−4 2.02 4.40e−2 0.87
64 0.0125 7 5000 9 5.4e−5 1.84 2.49e−2 0.82
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Convergence for Ms–FEM under the condition h1    1
Case 2
Ms–FEM FEM Error
N1  k1 N2 k2 ‖e‖0,D rate () ‖e‖H,D rate ()
800 0.1 7 5000 9 4.03e−4 1.81e−2
800 0.05 7 5000 9 2.02e−4 0.99 1.44e−2 0.33
800 0.025 7 5000 9 9.5e−5 1.09 1.33e−2 0.12
Table 5
Convergence for Ms–FEM under the condition   h1  1
Case 3
Ms–FEM FEM Error
N1  k1 N2 k2 ‖e‖0,D rate (h1) ‖e‖H,D rate (h1)
8 0.025 6 5000 8 1.54e−3 1.02e−1
16 0.025 6 5000 8 3.16e−4 2.28 5.96e−2 0.78
32 0.025 6 5000 8 1.14e−4 1.47 3.73e−2 0.68
Table 6
Convergence for Ms–FEM under the condition h1    1
Case 3
Ms–FEM FEM Error
N1  k1 N2 k2 ‖e‖0,D rate () ‖e‖H,D rate ()
800 0.1 6 5000 8 4.13e−4 3.24e−2
800 0.05 6 5000 8 2.98e−4 0.47 2.80e−2 0.21
800 0.025 6 5000 8 1.05e−4 1.50 2.49e−2 0.17
about 2 under the L2-norm and about 1 under the broken H-norm, which accords with our theory in Section 4. In Tables 2,
4 and 6, the order of  is about 1 or higher under the L2-norm and less than 12 under the broken H-norm, which is also
reasonable. From these actual orders, we know that the proportion of the iteration term in the error of (4.4) is very small,
which implies that this term goes to zero quickly when k1 goes to big number. In Cases 1 and 2, k1 is only 7, and in
Case 3, k1 = 6, which are small. So, the calculation effort on the iteration process is modest. Hence, the technique of the
iteration method in this paper is reasonable and eﬃcient. In addition, from the tables, we can see that for the same case,
iteration times are always the same in FEM under the same stopping conditions, although  may be different. This means
that iteration times are not dependent on the choice of  , which accords with our theory of Section 2.
6. Discussion
In this paper, we mainly discuss the multiscale method for the semilinear problems. In future work, we will try to apply
this method to some nonlinear problems although we conjectured that error estimates for these problems will be diﬃcult
to obtain.
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