




























第 1章 はじめに 1
1.1 研究背景 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 1
1.2 不確実性について : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 3
1.3 本研究の目的 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 5
1.4 本論文の構成 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 6
第 2章 クラスタ表現における不確実性ー目的関数最適化に基づくラフクラスタリング 8
2.1 ラフ集合 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 9
2.2 関連手法 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 10
2.2.1 Rough k-means : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 10
2.3 提案手法 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 12
2.3.1 目的関数に基づくラフクラスタリング : : : : : : : : : : : : : : : : : : 13
2.3.2 目的関数に基づく標準型ファジィラフクラスタリング : : : : : : : : : 17
2.3.3 目的関数に基づくエントロピー型ファジィラフクラスタリング : : : : 21
2.3.4 ラフハード c-平均法 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 25
2.3.5 ラフファジィc-平均法 : : : : : : : : : : : : : : : : : : : : : : : : : : : : 28
2.4 数値例 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 30
2.4.1 人工データに対するクラスタリング結果 : : : : : : : : : : : : : : : : : 32
2.4.2 Irisデータに対するクラスタリング結果 : : : : : : : : : : : : : : : : : : 41
2.4.3 Breast Cancerデータに対するクラスタリング結果 : : : : : : : : : : : : 44
i
第 3章 データ自身に含まれる不確実性ーデータ自身を確率密度関数として扱う EMア
ルゴリズムに基づくクラスタリング 48
3.1 関連手法 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 50
3.1.1 EMアルゴリズムに基づくクラスタリング : : : : : : : : : : : : : : : : 50
一次元の場合 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 52
多次元の場合 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 53
3.2 提案手法 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 57
3.2.1 不確実データに対する EMアルゴリズムに基づくクラスタリング : : : 57
一次元の場合 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 59
多次元の場合 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 62
3.3 数値例 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 67
3.3.1 身長データに対するクラスタリング結果 : : : : : : : : : : : : : : : : : 68
3.3.2 GDPデータに対するクラスタリング結果 : : : : : : : : : : : : : : : : : 74
第 4章 データ自身に含まれる不確実性ー不確実性ベクトルを用いた EMアルゴリズム
に基づくクラスタリング 79
4.1 関連手法 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 80
4.1.1 KL情報量正則化ファジィc-平均法 : : : : : : : : : : : : : : : : : : : : 80
4.1.2 ペナルティベクトル正則化に基づく標準型ファジィc-平均法 : : : : : : 85
4.2 提案手法 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 88
4.2.1 KL情報量を用いたペナルティベクトル正則化ファジィc-平均法 : : : : 88
4.2.2 正則化 EMアルゴリズムに基づくクラスタリング : : : : : : : : : : : : 92
4.3 数値例 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 95
4.3.1 人工データに対するクラスタリング結果 : : : : : : : : : : : : : : : : : 96
4.3.2 Irisデータに対するクラスタリング結果 : : : : : : : : : : : : : : : : : : 102
ii
4.3.3 Breast Cancerデータに対するクラスタリング結果 : : : : : : : : : : : : 104
第 5章 おわりに 106
5.1 まとめ : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 106






2.1 ラフ集合の概要 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 10
2.2 人工データ : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 31
2.3 人工データに対して RCMを用いた結果 (w=0.05) : : : : : : : : : : : : : : : : 32
2.4 人工データに対して RCMを用いた結果 (w=0.25) : : : : : : : : : : : : : : : : 32
2.5 人工データに対して RCMを用いた結果 (w=0.55) : : : : : : : : : : : : : : : : 33
2.6 人工データに対して RCMを用いた結果 (w=0.75) : : : : : : : : : : : : : : : : 33
2.7 人工データに対して RCMを用いた結果 (w=0.9) : : : : : : : : : : : : : : : : : 33
2.8 人工データに対して RCMを用いた結果 (w=0.95) : : : : : : : : : : : : : : : : 33
2.9 人工データに対して RCM-FUを用いた結果 (w=0.05) : : : : : : : : : : : : : : 34
2.10 人工データに対して RCM-FUを用いた結果 (w=0.3) : : : : : : : : : : : : : : : 34
2.11 人工データに対して RCM-FUを用いた結果 (w=0.5) : : : : : : : : : : : : : : : 34
2.12 人工データに対して RCM-FUを用いた結果 (w=0.55) : : : : : : : : : : : : : : 34
2.13 人工データに対して RCM-FUを用いた結果 (w=0.7) : : : : : : : : : : : : : : : 35
2.14 人工データに対して RCM-FUを用いた結果 (w=0.95) : : : : : : : : : : : : : : 35
2.15 人工データに対して ERCM-FUを用いた結果 (w=0.05) : : : : : : : : : : : : : 36
2.16 人工データに対して ERCM-FUを用いた結果 (w=0.3) : : : : : : : : : : : : : : 36
2.17 人工データに対して ERCM-FUを用いた結果 (w=0.55) : : : : : : : : : : : : : 36
2.18 人工データに対して ERCM-FUを用いた結果 (w=0.7) : : : : : : : : : : : : : : 36
2.19 人工データに対して ERCM-FUを用いた結果 (w=0.85) : : : : : : : : : : : : : 37
iv
2.20 人工データに対して ERCM-FUを用いた結果 (w=0.95) : : : : : : : : : : : : : 37
2.21 人工データに対して RHCMを用いた結果 (w=0.3) : : : : : : : : : : : : : : : : 38
2.22 人工データに対して RHCMを用いた結果 (w=0.55) : : : : : : : : : : : : : : : 38
2.23 人工データに対して RHCMを用いた結果 (w=0.75) : : : : : : : : : : : : : : : 38
2.24 人工データに対して RHCMを用いた結果 (w=0.8) : : : : : : : : : : : : : : : : 38
2.25 人工データに対して RHCMを用いた結果 (w=0.85) : : : : : : : : : : : : : : : 39
2.26 人工データに対して RHCMを用いた結果 (w=0.9) : : : : : : : : : : : : : : : : 39
2.27 人工データに対して RFCMを用いた結果 (w=0.3) : : : : : : : : : : : : : : : : 39
2.28 人工データに対して RFCMを用いた結果 (w=0.35) : : : : : : : : : : : : : : : : 39
2.29 人工データに対して RFCMを用いた結果 (w=0.4) : : : : : : : : : : : : : : : : 40
2.30 人工データに対して RFCMを用いた結果 (w=0.45) : : : : : : : : : : : : : : : : 40
2.31 人工データに対して RFCMを用いた結果 (w=0.48) : : : : : : : : : : : : : : : : 40
2.32 人工データに対して RFCMを用いた結果 (w=0.5) : : : : : : : : : : : : : : : : 40
2.33 Irisデータに対して RCMを用いた場合の下近似係数の変化による分類結果の
変遷 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 42
2.34 Irisデータに対してRCM-FUを用いた場合の下近似係数の変化による分類結果
の変遷 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 42
2.35 Irisデータに対して ERCM-FUを用いた場合の下近似係数の変化による分類結
果の変遷 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 43
2.36 Irisデータに対して RHCMを用いた場合の下近似係数の変化による分類結果
の変遷 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 43
2.37 Irisデータに対してRFCMを用いた場合の下近似係数の変化による分類結果の
変遷 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 43
v
2.38 Breast Cancerデータに対して RCMを用いた場合の下近似係数の変化による分
類結果の変遷 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 46
2.39 Breast Cancerデータに対して RCM-FUを用いた場合の下近似係数の変化によ
る分類結果の変遷 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 46
2.40 Breast Cancerデータに対して ERCM-FUを用いた場合の下近似係数の変化に
よる分類結果の変遷 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 46
2.41 Breast Cancerデータに対して RHCMを用いた場合の下近似係数の変化による
分類結果の変遷 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 46
2.42 Breast Cancerデータに対して RFCMを用いた場合の下近似係数の変化による
分類結果の変遷 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 47
3.1 EMアルゴリズムに基づくクラスタリングの概念図 : : : : : : : : : : : : : : : 58
3.2 データの不確実性を考慮した EMアルゴリズムに基づくクラスタリングの概念図 58
4.1 人工データ : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 95
4.2 人工データに対して KFCMを用いた結果 ( = 2:0) : : : : : : : : : : : : : : : : 96
4.3 人工データに対して EMアルゴリズムに基づくクラスタリングを用いた結果 : 96
4.4 人工データに対して KLFCMQを用いた結果 (Wk = 10E,初期 k = 0) : : : : : 97
4.5 人工データに対して REMアルゴリズムに基づくクラスタリングを用いた結果
(Wk = 10E,初期 k = 0) : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 97
4.6 人工データに対して KLFCMQを用いた結果 (Wk = 10E,初期 k = 0:01) : : : : 97
4.7 人工データに対して REMアルゴリズムに基づくクラスタリングを用いた結果
(Wk = 10E,初期 k = 0:01) : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 97
4.8 人工データに対して KLFCMQを用いた結果 (Wk = 10E,初期 k = 0:1) : : : : 98
vi
4.9 人工データに対して REMアルゴリズムに基づくクラスタリングを用いた結果
(Wk = 10E,初期 k = 0:1) : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 98
4.10 人工データに対してKLFCMQを用いたクラスタリング結果 (Wk = 100E,初期
k = 0) : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 98
4.11 人工データに対して REMアルゴリズムに基づくクラスタリングを用いたクラ
スタリング結果 (Wk = 100E,初期 k = 0) : : : : : : : : : : : : : : : : : : : : : 98
4.12 人工データに対してKLFCMQを用いたクラスタリング結果 (Wk = 100E,初期
k = 0:01) : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 99
4.13 人工データに対して REMアルゴリズムに基づくクラスタリングを用いたクラ
スタリング結果 (Wk = 100E,初期 k = 0:01) : : : : : : : : : : : : : : : : : : : : 99
4.14 人工データに対してKLFCMQを用いたクラスタリング結果 (Wk = 100E,初期
k = 0:1) : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 99
4.15 人工データに対して REMアルゴリズムに基づくクラスタリングを用いたクラ
スタリング結果 (Wk = 100E,初期 k = 0:1) : : : : : : : : : : : : : : : : : : : : 99
4.16 人工データに対して KLFCMQを用いたクラスタリング結果 (Wk = R 1argmax
j
uk j ,
初期 k = 0) : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 100
4.17 人工データに対して REMアルゴリズムに基づくクラスタリングを用いたクラ
スタリング結果 (Wk = R 1argmax
j
uk j ,初期 k = 0) : : : : : : : : : : : : : : : : : : : 100
4.18 人工データに対して KLFCMQを用いたクラスタリング結果 (Wk = R 1argmax
j
uk j ,
初期 k = 0:01) : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 100
4.19 人工データに対して REMアルゴリズムに基づくクラスタリングを用いたクラ
スタリング結果 (Wk = R 1argmax
j
uk j ,初期 k = 0:01) : : : : : : : : : : : : : : : : : 100
4.20 人工データに対して KLFCMQを用いたクラスタリング結果 (Wk = R 1argmax
j
uk j ,
初期 k = 0:1) : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 101
vii
4.21 人工データに対して REMアルゴリズムに基づくクラスタリングを用いたクラ
スタリング結果 (Wk = R 1argmax
j
uk j ,初期 k = 0:1) : : : : : : : : : : : : : : : : : : 101
viii
表目次
2.1 Irisデータ : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 31
2.2 Breast Cancerデータ : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 31
2.3 Irisデータに対するクラスタリング結果の正答率 : : : : : : : : : : : : : : : : : 41
2.4 Breast Cancerデータに対するクラスタリング結果の正答率 : : : : : : : : : : : 45
3.1 世界 30カ国の男性の平均身長 : : : : : : : : : : : : : : : : : : : : : : : : : : : 69
3.2 世界 30カ国の名目 GDP : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 69
3.3 身長データに対して EMアルゴリズムに基づくクラスタリングを用いた結果 1 70
3.4 身長データに対して EMアルゴリズムに基づくクラスタリングを用いた結果 2 70
3.5 身長データに対して EMUアルゴリズムに基づくクラスタリングを用いた結果 1 71
3.6 身長データに対して EMUアルゴリズムに基づくクラスタリングを用いた結果 2 71
3.7 身長データに対して EMUアルゴリズムに基づくクラスタリングを用いた結果 3 72
3.8 身長データに対して EMUアルゴリズムに基づくクラスタリングを用いた結果 4 72
3.9 身長データに対して EMUアルゴリズムに基づくクラスタリングを用いた結果 5 73
3.10 身長データに対して EMUアルゴリズムに基づくクラスタリングを用いた結果 6 73
3.11 GDPデータに対して EMアルゴリズムに基づくクラスタリングを用いた結果 1 75
3.12 GDPデータに対して EMアルゴリズムに基づくクラスタリングを用いた結果 2 75
3.13 GDPデータに対して EMUアルゴリズムに基づくクラスタリングを用いた結果 1 76
3.14 GDPデータに対して EMUアルゴリズムに基づくクラスタリングを用いた結果 2 76
3.15 GDPデータに対して EMUアルゴリズムに基づくクラスタリングを用いた結果 3 77
ix
3.16 GDPデータに対して EMUアルゴリズムに基づくクラスタリングを用いた結果 4 77
3.17 GDPデータに対して EMUアルゴリズムに基づくクラスタリングを用いた結果 5 78
3.18 GDPデータに対して EMUアルゴリズムに基づくクラスタリングを用いた結果 6 78
4.1 Irisデータに対するクラスタリング結果の正答率 : : : : : : : : : : : : : : : : : 103
























タリング手法であり，ファジィc-平均法 (FCM) [8,9]，possibilistic c-means (PCM) [10]，EMア

























































 実空間からパターン空間への写像時に生じる誤差 : 最も一般的に起こる誤差であり，実
空間上の点をパターン空間上に写像するために丸めをおこなうことによって生じる誤差
である．










































































































Uを空間上の集合とし，R  U  Uを Uの同値関係もしくは識別不能関係とする．このと
き X = (U;R)を近似空間と呼び，Uは Rによって c個の部分空間 A1; : : : ; Acに分割される．各
Aiは Rの同値類とみなせる．つまり，U=R = fA1; : : : ; Acgである．x; y 2 Ai  U=Rであるなら，
xと yは識別不能関係である．
同じ同値類に含まれる要素は識別不能なので，任意の部分集合 Ai  Uの正確な表現を得る
ことはできない．代わりに，任意の Aiは下近似と上近似を用いて表現される．下近似 Aiは
Aiの部分集合であるすべての要素集合の集合である．上近似 Aiは Aiの空でない共通部分で
あるすべての要素集合の集合である．そして (Ai; Ai)は Xのラフ集合を表す．特徴としては，
Aiに含まれる要素は Aiに確実に含まれるが，Aiに含まれる要素は Aiに含まれるとは限らな

















U = fxk j xk = (x1k ; : : : ; xpk )T 2 <p; k = 1; : : : ; ng，U=R = fAi j i = 1; : : : ; cgをそれぞれデータ集
















jAij ; (Bnd(Ai) = ;)P
xk2Ai xk
jAij























T = fi j dki   dkm  thresholdg (i , m):
 T , ;ならば xk 2 Amかつ xk 2 Ai (8i 2 T )．これは制約 (C3)に該当する．





















 目的関数に基づくラフクラスタリング : Rough k-meansのクラスタ中心の最適解に基づ
いた目的関数を定義した手法．
 目的関数に基づく標準型ファジィラフクラスタリング : 目的関数に基づくラフクラスタ
リングの境界領域をべき乗によってファジィ化した拡張手法．
 目的関数に基づくエントロピー型ファジィラフクラスタリング : 目的関数に基づくラフ
クラスタリングの境界領域をエントロピー正則化によってファジィ化した拡張手法．
 ラフハード c-平均法 : ハード c-平均法の目的関数を基に目的関数を定義した手法．
 ラフファジィc-平均法 : ラフハード c-平均法の境界領域をべき乗によってファジィ化し
た拡張手法．
2.3.1 目的関数に基づくラフクラスタリング





xk = (x1k ; : : : ; x
p
k )
T 2 <p (k = 1; : : : ; n)を任意のデータ，N = (ki) (1  k  n; 1  i  c)をクラ
スタ Aiの下近似 Aiに対する xk の帰属度行列，U = (uki)を Aiの境界 Bnd(Ai)に対する xk の











liuki(wdli + wdki) + (kili + ukiuli)Dkl

: (2.2)
w + w = 1;
非類似度はユークリッド距離の二乗を用いて次のように定義される．
dki = kxk   vik2; Dkl = kxk   xlk2:
RCMのクラスタリングにおける制約は以下のとおりである．
ki; uki 2 f0; 1g; 8k; i
cX
i=1
ki 2 f0; 1g;
cX
i=1
uki , 1; 8k
cX
i=1
ki = 1 ()
cX
i=1




ki = 0 ()
cX
i=1
uki > 1: 8k













w(xl   vi) + w(xk   vi)

= 0:

















































vi = w 
P
xk2Ai xk









jAij ; (Bnd(Ai) = ;)P
xk2Ai xk
jAij


















 データ xkがクラスタ Apk の下近似 Apk に属する場合.











(ulpk (wdkpk + wdlpk ) + 2lpkDkl): (2.4)














1; (JkRCM < J
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1; (JkRCM > J
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w + w = 1:




ki 2 f0; 1g; uki 2 [0; 1]; 8k
cX
i=1














w(xl   vi) + w(xk   vi)

= 0:


















































vi = w 
P
xk2Ai xk










































 データ xkがクラスタ Apk の下近似 Apk に属する場合．



























1; (Jk < J
u




0; (Jk < J
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li(wdli + dki) + 2umliDkl












































目的関数に基づくエントロピー型ファジィラフクラスタリング (entropy rough c-means with





















w + w = 1:
dki = kxk   vik2; Dkl = kxk   xlk2:
21
クラスタリングにおける制約は RCM-FUと同様で，以下のとおりである．
ki 2 f0; 1g; uki 2 [0; 1]; 8k
cX
i=1













w(xl   vi) + w(xk   vi)

= 0:


















































vi = w 
P
xk2Ai xk












jAij ; (Bnd(Ai) = ;)Pn
k=1 ukixkPn
k=1 uki













 データ xkがクラスタ Apk の下近似 Apk に属する場合．
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0; (Jk < J
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li(wdli + dki) + 2uliDkl





























































(wki + wuki)dki: (2.16)
w + w = 1:
dki = kxk   vik2:
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RHCMのクラスタリングにおける制約は以下のとおりである．
ki; uki 2 f0; 1g; 8k; i
cX
i=1
ki 2 f0; 1g;
cX
i=1
uki , 1; 8k
cX
i=1
ki = 1 ()
cX
i=1




ki = 0 ()
cX
i=1
uki > 1: 8k


























 データ xkがクラスタ Apk の下近似 Apk に属する場合.
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 データ xkが二つのクラスタ Apk と Aqk の境界 Bnd(Apk )，Bnd(Aqk )に属する場合．
pk = argmin
i




JkRHCM = wdkpk : (2.18)











1; (JkRHCM < J
k




1; (JkRHCM  J
k




















(wki + wumki)dki: (2.20)
w + w = 1:
dki = kxk   vik2:
クラスタリングにおける制約は以下のとおりである．
ki; uki  0; 8k; i
cX
i=1





























 データ xkがクラスタ Apk の下近似 Apk に属する場合．

















1; (JkRFCM < J
k







































下近似に属することはありえないので ki = 0であることを考慮すると，
@LRFCM
@uki
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図 2.8: 人工データに対して RCMを用いた
結果 (w=0.95)
図 2.3 – 2.8は人工データに対して RCMを用いてクラスタリングをおこなった結果である．
図で黒い菱型で描かれている点がクラスタ中心であり，それ以外の点がデータ点となってい
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図 2.14: 人工データに対して RCM-FUを用
いた結果 (w=0.95)
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図 2.20: 人工データに対してERCM-FUを用
いた結果 (w=0.95)
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図 2.26: 人工データに対して RHCMを用い
た結果 (w=0.9)
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図 2.32: 人工データに対して RFCMを用い
た結果 (w=0.5)





















Algorithm 下近似 境界 全体
データ数 正答数 割合 データ数 正答数 割合 正答数 割合
RCM (w = 0:75) 150 135 0.9 0 0 — 135 0.9
RCM-FU (w = 0:75; m = 2:0) 74 54 0.73 76 65 0.855 119 0.793
ERCM-FU (w = 0:75;  = 2:0) 150 130 0.867 0 0 — 130 0.867
RHCM (w = 0:75) 139 128 0.921 11 11 1.0 139 0.923
RFCM (w = 0:75; m = 2:0) 0 0 — 150 134 0.893 134 0.893
RKM (w = 0:75; threshold = 0:01) 145 131 0.903 5 5 1.0 136 0.907
RKM (w = 0:75; threshold = 0:1) 120 115 0.958 30 30 1.0 145 0.967
RKM (w = 0:75; threshold = 0:5) 114 50 0.439 36 28 0.778 78 0.52
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表 2.3は Irisデータに対して各クラスタリング手法を用いてクラスタリングをおこなった場
合の結果である．この表から関連手法である rough k-meansはパラメータ thresholdの値によ
り結果が大きく変化することがわかり，データセット毎にふさわしいパラメータ値を発見す



















































































図 2.37: Irisデータに対して RFCMを用いた場合の下近似係数の変化による分類結果の変遷

























表 2.4: Breast Cancerデータに対するクラスタリング結果の正答率
Algorithm 下近似 境界 全体
データ数 正答数 割合 データ数 正答数 割合 正答数 割合
RCM (w = 0:75) 0 0 — 449 449 1.0 449 1.0
RCM-FU (w = 0:75; m = 2:0) 0 0 — 449 417 0.929 417 0.929
ERCM-FU (w = 0:75;  = 2:0) 328 315 0.96 121 107 0.884 422 0.94
RHCM (w = 0:75) 388 375 0.966 61 61 1.0 436 0.971
RFCM (w = 0:75; m = 2:0) 0 0 — 449 414 0.922 414 0.922
RKM (w = 0:75; threshold = 0:01) 449 416 0.927 0 0 — 416 0.927
RKM (w = 0:75; threshold = 0:1) 431 411 0.954 18 18 1.0 429 0.955































































































図 2.42: Breast Cancerデータに対して RFCMを用いた場合の下近似係数の変化による分類結
果の変遷












































































































































0BBBB@  (xk   vi)2
22i
1CCCCA:
ただし，i = (vi; i)である．
ここから，アルゴリズムを構築するために必要な最適解を導出していく．求める最適解は，













































































































(1  j; l  p)
53


















































































  log jRij 12   12(xk   vi)
























= R 1i : (3.11)





















































R 1i (xk   vi)
 j 




R 1i (xk   vi)
 
R 1i (xk   vi)
T





















































































EM2一次元 : (3.5)，多次元 : (3.9)を用いて混合比を更新．
EM3一次元 : (3.8)，多次元 : (3.15)を用いてクラス中心を更新．






























図 3.2: データの不確実性を考慮した EMア
ルゴリズムに基づくクラスタリングの概念図
データ xkの不確実性を考慮した確率密度関数を gk(xkjgk )とおき，クラスタ Aiを表す確率
密度関数は pi(xkjpi)とする．ここで，gk と pi は密度関数に含まれるパラメータである．こ
のとき，データ xkの不確実性を考慮したクラスタ Aiに対応する密度関数は








iqi(xkjpi ; gk ):








log[iqi(xkjpi ; gk )]
































まず確率密度関数が一次元である場合の説明をおこなう．vpi をクラスタ Ai を表す確率密
度関数 pi(xkjpi)の平均，2pi をクラスタ Aiを表す確率密度関数 pi(xkjpi)の分散，vgk をデー
タ xk の不確実性を表す確率密度関数 gk(xkjgk )の平均，2gk をデータ xk の不確実性を表す確

















これらから合成密度関数 qi(xkjpi ; gk )を求める．
























0BBBBBB@  (2pi + 2gk )22pi2gk

























































   = 0:



























0BBBBBBBBBB@ iq2(2pi + 2gk ) exp

















































































































す確率密度関数 pi(xkjpi)の平均，Rpi = (r jlpi) (1  j; l  p)をクラスタ Aiを表す確率密度関数
pi(xkjpi)の分散共分散行列とし，pi = (vpi ; rpi)とする．また，vgk = (v1gk ; : : : ; vpgk )T をデータ
xkの不確実性を表す確率密度関数 gk(xkjgk )の平均，Rgk = (r jlgk ) (1  j; l  p)をデータ xkの不



























(x   vgk )TR 1gk (x   vgk )
!
:
これらから合成密度関数 qi(xkjpi ; gk )を求める．



















(x   vpi)TR 1pi (x   vpi) + (x   vgk )TR 1gk (x   vgk )
= xTR 1pi x   2vTpiR 1pi x + vTpiR 1pi vpi + xTR 1gk x   2vTgkR 1gk x + vTgkR 1gk vgk
= xT (R 1pi + R
 1
gk )x   2(vTpiR 1pi + vTgkR 1gk )x + vTpiR 1pi vpi + vTgkR 1gk vgk : (3.26)
得られた (3.26)を (3.25)に代入する．




























































































   = 0:
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0BBBBBB@ i(2) p2 jRpi j 12 jRgk j 12 jR 1pi + R 1gk j 12 exp
















































































































しかし (3.30)の第ニ項目及び第四項目は Rpi に関して偏微分が行えないため，(3.30)は解析的
に解くことができない．そこで提案手法は交互最適化に基づくアルゴリズムであることを利


















































































































































































































































































37777775 = 2R 1pi vpi : (3.36)





























































































j1; : : : ; (r 1pi )

























































EMU2一次元 : (3.20)，多次元 : (3.28)を用いて混合比を更新．
EMU3一次元 : (3.23)，多次元 : (3.35)を用いて分散共分散行列を更新．





の実データである 2015年の世界 30カ国の男性の平均身長データ [42]，2014年の世界 30カ








表 3.3 – 3.10は身長データに対して，EMアルゴリズムに基づくクラスタリングと EMUア
ルゴリズムに基づくクラスタリングを用いた際の，各データのクラスタへの帰属度とその分
類結果である．表 3.3と表 3.5 – 3.7は身長データを二つのクラスタに分類した結果であり，表
3.4と表 3.8 – 3.10は身長データを三つのクラスタに分類した結果である．また表 3.5 – 3.6，表











































表 3.2: 世界 30カ国の名目 GDP
































表 3.3: 身長データに対して EMアルゴリズ
ムに基づくクラスタリングを用いた結果 1
国名 2gk 各クラスタへの帰属度
クラスタ 1 クラスタ 2
オランダ — 0.895148 0.104852
デンマーク — 0.92388 0.07612
スウェーデン — 0.930098 0.069902
ドイツ — 0.928047 0.071953
クロアチア — 0.922754 0.077246
チェコ — 0.9196 0.0804
オーストリア — 0.88772 0.11228
フィンランド — 0.878342 0.121658
アメリカ — 0.873103 0.126897
ベルギー — 0.854865 0.145135
スペイン — 0.804282 0.195718
オーストラリア — 0.782227 0.217773
イギリス — 0.757095 0.242905
フランス — 0.335599 0.664401
ブラジル — 0.202444 0.797556
韓国 — 0.043641 0.956359
アルゼンチン — 0.032046 0.967954
イラン — 0.028556 0.971444
メキシコ — 0.00303 0.99697
チリ — 0.000483 0.999517
日本 — 0.000268 0.999732
タイ — 0.00012 0.99988
マレーシア — 0.000097 0.999903
ガーナ — 0.000022 0.999978
インド — 0 1.000000
ベトナム — 0 1.000000
イラク — 0 1.000000
ペルー — 0 1.000000
フィリピン — 0 1.000000
インドネシア — 0 1.000000
表 3.4: 身長データに対して EMアルゴリズ
ムに基づくクラスタリングを用いた結果 2
国名 2gk 各クラスタへの帰属度
クラスタ 1 クラスタ 2 クラスタ 3
オランダ — 0.999999 0 0.000001
デンマーク — 0.999997 0.000001 0.000003
スウェーデン — 0.999986 0.000008 0.000006
ドイツ — 0.999968 0.000022 0.00001
クロアチア — 0.999921 0.000062 0.000017
チェコ — 0.999885 0.000093 0.000022
オーストリア — 0.999044 0.000879 0.000077
フィンランド — 0.998589 0.001312 0.000099
アメリカ — 0.998286 0.001601 0.000113
ベルギー — 0.996933 0.002901 0.000166
スペイン — 0.990272 0.009353 0.000375
オーストラリア — 0.985777 0.013728 0.000496
イギリス — 0.979278 0.020064 0.000658
フランス — 0.530668 0.460498 0.008833
ブラジル — 0.276912 0.709614 0.013474
韓国 — 0.037484 0.940346 0.02217
アルゼンチン — 0.025968 0.950035 0.023997
イラン — 0.022714 0.952558 0.024728
メキシコ — 0.00219 0.949202 0.048607
チリ — 0.000419 0.904683 0.094898
日本 — 0.000255 0.880782 0.118963
タイ — 0.00013 0.837141 0.162729
マレーシア — 0.00011 0.823673 0.176218
ガーナ — 0.000032 0.693576 0.306392
インド — 0 0.024057 0.975943
ベトナム — 0 0.008404 0.991596
イラク — 0 0.004818 0.995182
ペルー — 0 0.000282 0.999718
フィリピン — 0 0.000074 0.999926
インドネシア — 0 0 1.000000
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表 3.5: 身長データに対して EMUアルゴリ
ズムに基づくクラスタリングを用いた結果 1
国名 2gk 各クラスタへの帰属度
クラスタ 1 クラスタ 2
オランダ 1.0 0.898636 0.101364
デンマーク 1.0 0.925988 0.074012
スウェーデン 1.0 0.931758 0.068242
ドイツ 1.0 0.929662 0.070338
クロアチア 1.0 0.924412 0.075588
チェコ 1.0 0.921302 0.078698
オーストリア 1.0 0.890002 0.109998
フィンランド 1.0 0.88081 0.11919
アメリカ 1.0 0.875675 0.124325
ベルギー 1.0 0.857806 0.142194
スペイン 1.0 0.808239 0.191761
オーストラリア 1.0 0.786615 0.213385
イギリス 1.0 0.761959 0.238041
フランス 1.0 0.34397 0.65603
ブラジル 1.0 0.20929 0.79071
韓国 1.0 0.045947 0.954053
アルゼンチン 1.0 0.033837 0.966163
イラン 1.0 0.030184 0.969816
メキシコ 1.0 0.003263 0.996737
チリ 1.0 0.000527 0.999473
日本 1.0 0.000294 0.999706
タイ 1.0 0.000132 0.999868
マレーシア 1.0 0.000108 0.999892
ガーナ 1.0 0.000024 0.999976
インド 1.0 0 1.000000
ベトナム 1.0 0 1.000000
イラク 1.0 0 1.000000
ペルー 1.0 0 1.000000
フィリピン 1.0 0 1.000000
インドネシア 1.0 0 1.000000
表 3.6: 身長データに対して EMUアルゴリ
ズムに基づくクラスタリングを用いた結果 2
国名 2gk 各クラスタへの帰属度
クラスタ 1 クラスタ 2
オランダ 0.01 0.896974 0.103026
デンマーク 0.01 0.925094 0.074906
スウェーデン 0.01 0.931121 0.068879
ドイツ 0.01 0.929061 0.070939
クロアチア 0.01 0.923805 0.076195
チェコ 0.01 0.920679 0.079321
オーストリア 0.01 0.88912 0.11088
フィンランド 0.01 0.879838 0.120162
アメリカ 0.01 0.874652 0.125348
ベルギー 0.01 0.856596 0.143404
スペイン 0.01 0.806485 0.193515
オーストラリア 0.01 0.784618 0.215382
イギリス 0.01 0.759688 0.240312
フランス 0.01 0.339083 0.660917
ブラジル 0.01 0.205092 0.794908
韓国 0.01 0.044415 0.955585
アルゼンチン 0.01 0.032634 0.967366
イラン 0.01 0.029087 0.970913
メキシコ 0.01 0.003098 0.996902
チリ 0.01 0.000495 0.999505
日本 0.01 0.000275 0.999725
タイ 0.01 0.000123 0.999877
マレーシア 0.01 0.0001 0.9999
ガーナ 0.01 0.000022 0.999978
インド 0.01 0 1.000000
ベトナム 0.01 0 1.000000
イラク 0.01 0 1.000000
ペルー 0.01 0 1.000000
フィリピン 0.01 0 1.000000
インドネシア 0.01 0 1.000000
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表 3.7: 身長データに対して EMUアルゴリ
ズムに基づくクラスタリングを用いた結果 3
国名 2gk 各クラスタへの帰属度
クラスタ 1 クラスタ 2
オランダ 1.0 0.895095 0.104905
デンマーク 1.0 0.925699 0.074301
スウェーデン 1.0 0.932663 0.067337
ドイツ 1.0 0.930878 0.069122
クロアチア 1.0 0.925844 0.074156
チェコ 0.01 0.934062 0.065938
オーストリア 1.0 0.891357 0.108643
フィンランド 1.0 0.881999 0.118001
アメリカ 1.0 0.876755 0.123245
ベルギー 1.0 0.858425 0.141575
スペイン 1.0 0.807098 0.192902
オーストラリア 1.0 0.784544 0.215456
イギリス 1.0 0.758744 0.241256
フランス 1.0 0.323257 0.676743
ブラジル 1.0 0.189558 0.810442
韓国 1.0 0.037858 0.962142
アルゼンチン 1.0 0.027416 0.972584
イラン 1.0 0.024307 0.975693
メキシコ 1.0 0.002347 0.997653
チリ 1.0 0.000347 0.999653
日本 1.0 0.000188 0.999812
タイ 0.01 0.000005 0.999995
マレーシア 1.0 0.000065 0.999935
ガーナ 1.0 0.000014 0.999986
インド 1.0 0 1.000000
ベトナム 1.0 0 1.000000
イラク 1.0 0 1.000000
ペルー 1.0 0 1.000000
フィリピン 1.0 0 1.000000
インドネシア 1.0 0 1.000000
表 3.8: 身長データに対して EMUアルゴリ
ズムに基づくクラスタリングを用いた結果 4
国名 2gk 各クラスタへの帰属度
クラスタ 1 クラスタ 2 クラスタ 3
オランダ 1.0 0.999999 0 0.000001
デンマーク 1.0 0.999997 0.000001 0.000003
スウェーデン 1.0 0.999986 0.000008 0.000006
ドイツ 1.0 0.999968 0.000022 0.00001
クロアチア 1.0 0.999921 0.000062 0.000017
チェコ 1.0 0.999885 0.000093 0.000022
オーストリア 1.0 0.999044 0.000879 0.000077
フィンランド 1.0 0.998589 0.001312 0.000099
アメリカ 1.0 0.998286 0.001601 0.000113
ベルギー 1.0 0.996933 0.002901 0.000166
スペイン 1.0 0.990272 0.009353 0.000375
オーストラリア 1.0 0.985777 0.013728 0.000496
イギリス 1.0 0.979278 0.020064 0.000658
フランス 1.0 0.530668 0.460498 0.008833
ブラジル 1.0 0.276912 0.709614 0.013474
韓国 1.0 0.037484 0.940346 0.02217
アルゼンチン 1.0 0.025968 0.950035 0.023997
イラン 1.0 0.022714 0.952558 0.024728
メキシコ 1.0 0.00219 0.949202 0.048607
チリ 1.0 0.000419 0.904683 0.094898
日本 1.0 0.000255 0.880782 0.118963
タイ 1.0 0.00013 0.837141 0.162729
マレーシア 1.0 0.00011 0.823673 0.176218
ガーナ 1.0 0.000032 0.693576 0.306392
インド 1.0 0 0.024057 0.975943
ベトナム 1.0 0 0.008404 0.991596
イラク 1.0 0 0.004818 0.995182
ペルー 1.0 0 0.000282 0.999718
フィリピン 1.0 0 0.000074 0.999926
インドネシア 1.0 0 0 1.000000
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表 3.9: 身長データに対して EMUアルゴリ
ズムに基づくクラスタリングを用いた結果 5
国名 2gk 各クラスタへの帰属度
クラスタ 1 クラスタ 2 クラスタ 3
オランダ 0.01 0.999999 0 0.000001
デンマーク 0.01 0.999997 0.000001 0.000003
スウェーデン 0.01 0.999986 0.000008 0.000006
ドイツ 0.01 0.999968 0.000022 0.00001
クロアチア 0.01 0.999921 0.000062 0.000017
チェコ 0.01 0.999885 0.000093 0.000022
オーストリア 0.01 0.999044 0.000879 0.000077
フィンランド 0.01 0.998589 0.001312 0.000099
アメリカ 0.01 0.998286 0.001601 0.000113
ベルギー 0.01 0.996933 0.002901 0.000166
スペイン 0.01 0.990272 0.009353 0.000375
オーストラリア 0.01 0.985777 0.013728 0.000496
イギリス 0.01 0.979278 0.020064 0.000658
フランス 0.01 0.530668 0.460498 0.008833
ブラジル 0.01 0.276912 0.709614 0.013474
韓国 0.01 0.037484 0.940346 0.02217
アルゼンチン 0.01 0.025968 0.950035 0.023997
イラン 0.01 0.022714 0.952558 0.024728
メキシコ 0.01 0.00219 0.949202 0.048607
チリ 0.01 0.000419 0.904683 0.094898
日本 0.01 0.000255 0.880782 0.118963
タイ 0.01 0.00013 0.837141 0.162729
マレーシア 0.01 0.00011 0.823673 0.176218
ガーナ 0.01 0.000032 0.693576 0.306392
インド 0.01 0 0.024057 0.975943
ベトナム 0.01 0 0.008404 0.991596
イラク 0.01 0 0.004818 0.995182
ペルー 0.01 0 0.000282 0.999718
フィリピン 0.01 0 0.000074 0.999926
インドネシア 0.01 0 0 1.000000
表 3.10: 身長データに対して EMUアルゴリ
ズムに基づくクラスタリングを用いた結果 6
国名 2gk 各クラスタへの帰属度
クラスタ 1 クラスタ 2 クラスタ 3
オランダ 1.0 0.999964 0.000031 0.000005
デンマーク 1.0 0.999865 0.000126 0.000009
スウェーデン 1.0 0.999497 0.000483 0.00002
ドイツ 1.0 0.999059 0.00091 0.00003
クロアチア 1.0 0.998217 0.001735 0.000048
チェコ 1.0 0.997688 0.002254 0.000059
オーストリア 1.0 0.990006 0.009803 0.000191
フィンランド 1.0 0.986889 0.01287 0.000241
アメリカ 1.0 0.984976 0.014752 0.000271
ベルギー 1.0 0.977365 0.022244 0.000391
スペイン 1.0 0.948618 0.050549 0.000833
オーストラリア 1.0 0.932657 0.066264 0.001079
イギリス 1.0 0.912027 0.086574 0.001399
フランス 0.01 0.261092 0.727326 0.011583
ブラジル 1.0 0.165208 0.817084 0.017709
韓国 1.0 0.023254 0.945461 0.031285
アルゼンチン 1.0 0.016209 0.949422 0.034369
イラン 1.0 0.014197 0.950216 0.035587
メキシコ 1.0 0.001274 0.928198 0.070528
チリ 1.0 0.000205 0.874295 0.1255
日本 1.0 0.000116 0.849188 0.150695
タイ 1.0 0.000053 0.80701 0.192936
マレーシア 1.0 0.000044 0.794706 0.20525
ガーナ 0.01 0 0.676544 0.323456
インド 1.0 0 0.075263 0.924737
ベトナム 1.0 0 0.037332 0.962668
イラク 1.0 0 0.0257 0.9743
ペルー 1.0 0 0.003821 0.996179
フィリピン 1.0 0 0.00157 0.99843
インドネシア 1.0 0 0 1.000000
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3.3.2 GDPデータに対するクラスタリング結果




表 3.11 – 3.18は GDPデータに対して，EMアルゴリズムに基づくクラスタリングと EMU
アルゴリズムに基づくクラスタリングを用いた際の，各データのクラスタへの帰属度とその
分類結果である．表 3.11と表 3.13 – 3.15は身長データを二つのクラスタに分類した結果で
あり，表 3.12と表 3.16 – 3.18は身長データを三つのクラスタに分類した結果である．また表















表 3.11: GDPデータに対して EMアルゴリ
ズムに基づくクラスタリングを用いた結果 1
国名 2gk 各クラスタへの帰属度
クラスタ 1 クラスタ 2
アメリカ — 1.000000 0
中国 — 1.000000 0
日本 — 0.926565 0.073435
ドイツ — 0.427856 0.572144
イギリス — 0.049802 0.950198
フランス — 0.038813 0.961187
ブラジル — 0.01595 0.98405
イタリア — 0.011989 0.988011
インド — 0.010614 0.989386
ロシア — 0.008621 0.991379
カナダ — 0.008038 0.991962
オーストラリア — 0.006367 0.993633
韓国 — 0.006275 0.993725
スペイン — 0.006264 0.993736
メキシコ — 0.00601 0.99399
インドネシア — 0.005899 0.994101
オランダ — 0.005909 0.994091
トルコ — 0.006035 0.993965
サウジアラビア — 0.006143 0.993857
スイス — 0.006247 0.993753
ナイジェリア — 0.006665 0.993335
スウェーデン — 0.006679 0.993321
ポーランド — 0.00677 0.99323
アルゼンチン — 0.00679 0.99321
ベルギー — 0.006827 0.993173
台湾 — 0.006847 0.993153
ノルウェー — 0.006981 0.993019
オーストリア — 0.007294 0.992706
イラン — 0.007411 0.992589
タイ — 0.007478 0.992522
表 3.12: GDPデータに対して EMアルゴリ
ズムに基づくクラスタリングを用いた結果 2
国名 2gk 各クラスタへの帰属度
クラスタ 1 クラスタ 2 クラスタ 3
アメリカ — 1.000000 0 0
中国 — 1.000000 0 0
日本 — 0.024448 0.975551 0.000001
ドイツ — 0.007364 0.99245 0.000186
イギリス — 0.004059 0.932584 0.063357
フランス — 0.00388 0.879932 0.116188
ブラジル — 0.002041 0.360501 0.637458
イタリア — 0.001208 0.176013 0.82278
インド — 0.000918 0.119536 0.879547
ロシア — 0.000539 0.054293 0.945168
カナダ — 0.000443 0.039756 0.959801
オーストラリア — 0.00021 0.010123 0.989667
韓国 — 0.000198 0.008951 0.990851
スペイン — 0.000197 0.008822 0.990982
メキシコ — 0.000164 0.005744 0.994092
インドネシア — 0.000114 0.001461 0.998425
オランダ — 0.000114 0.001425 0.998461
トルコ — 0.000112 0.001105 0.998784
サウジアラビア — 0.000111 0.000945 0.998944
スイス — 0.000111 0.000834 0.999055
ナイジェリア — 0.000115 0.000577 0.999308
スウェーデン — 0.000115 0.000572 0.999313
ポーランド — 0.000117 0.000537 0.999346
アルゼンチン — 0.000117 0.00053 0.999353
ベルギー — 0.000117 0.000518 0.999365
台湾 — 0.000118 0.000511 0.999371
ノルウェー — 0.00012 0.000472 0.999408
オーストリア — 0.000125 0.000401 0.999474
イラン — 0.000127 0.00038 0.999493





クラスタ 1 クラスタ 2
アメリカ 1.0 1.000000 0
中国 1.0 1.000000 0
日本 1.0 0.998505 0.001495
ドイツ 1.0 0.924167 0.075833
イギリス 1.0 0.218687 0.781313
フランス 1.0 0.161865 0.838135
ブラジル 1.0 0.049936 0.950064
イタリア 1.0 0.033569 0.966431
インド 1.0 0.028289 0.971711
ロシア 1.0 0.021074 0.978926
カナダ 1.0 0.019071 0.980929
オーストラリア 1.0 0.013628 0.986372
韓国 1.0 0.013338 0.986662
スペイン 1.0 0.013306 0.986694
メキシコ 1.0 0.012509 0.987491
インドネシア 1.0 0.012035 0.987965
オランダ 1.0 0.012059 0.987941
トルコ 1.0 0.01239 0.98761
サウジアラビア 1.0 0.012678 0.987322
スイス 1.0 0.012962 0.987038
ナイジェリア 1.0 0.014135 0.985865
スウェーデン 1.0 0.014173 0.985827
ポーランド 1.0 0.014433 0.985567
アルゼンチン 1.0 0.014491 0.985509
ベルギー 1.0 0.014598 0.985402
台湾 1.0 0.014656 0.985344
ノルウェー 1.0 0.015043 0.984957
オーストリア 1.0 0.015963 0.984037
イラン 1.0 0.016311 0.983689




クラスタ 1 クラスタ 2
アメリカ 0.01 1.000000 0
中国 0.01 1.000000 0
日本 0.01 0.998505 0.001495
ドイツ 0.01 0.924167 0.075833
イギリス 0.01 0.218687 0.781313
フランス 0.01 0.161865 0.838135
ブラジル 0.01 0.049936 0.950064
イタリア 0.01 0.033569 0.966431
インド 0.01 0.028289 0.971711
ロシア 0.01 0.021074 0.978926
カナダ 0.01 0.019071 0.980929
オーストラリア 0.01 0.013628 0.986372
韓国 0.01 0.013338 0.986662
スペイン 0.01 0.013306 0.986694
メキシコ 0.01 0.012509 0.987491
インドネシア 0.01 0.012035 0.987965
オランダ 0.01 0.012059 0.987941
トルコ 0.01 0.01239 0.98761
サウジアラビア 0.01 0.012678 0.987322
スイス 0.01 0.012962 0.987038
ナイジェリア 0.01 0.014135 0.985865
スウェーデン 0.01 0.014173 0.985827
ポーランド 0.01 0.014433 0.985567
アルゼンチン 0.01 0.014491 0.985509
ベルギー 0.01 0.014598 0.985402
台湾 0.01 0.014656 0.985344
ノルウェー 0.01 0.015043 0.984957
オーストリア 0.01 0.015963 0.984037
イラン 0.01 0.016311 0.983689





クラスタ 1 クラスタ 2
アメリカ 1.0 1.000000 0
中国 1.0 1.000000 0
日本 1.0 0.998505 0.001495
ドイツ 1.0 0.924167 0.075833
イギリス 0.01 0.218688 0.781312
フランス 1.0 0.161865 0.838135
ブラジル 1.0 0.049936 0.950064
イタリア 1.0 0.033569 0.966431
インド 1.0 0.028289 0.971711
ロシア 1.0 0.021074 0.978926
カナダ 1.0 0.019071 0.980929
オーストラリア 1.0 0.013628 0.986372
韓国 1.0 0.013338 0.986662
スペイン 1.0 0.013306 0.986694
メキシコ 1.0 0.012509 0.987491
インドネシア 1.0 0.012035 0.987965
オランダ 1.0 0.012059 0.987941
トルコ 1.0 0.01239 0.98761
サウジアラビア 1.0 0.012678 0.987322
スイス 1.0 0.012962 0.987038
ナイジェリア 1.0 0.014135 0.985865
スウェーデン 1.0 0.014173 0.985827
ポーランド 1.0 0.014433 0.985567
アルゼンチン 1.0 0.014491 0.985509
ベルギー 1.0 0.014598 0.985402
台湾 1.0 0.014656 0.985344
ノルウェー 1.0 0.015043 0.984957
オーストリア 1.0 0.015963 0.984037
イラン 1.0 0.016311 0.983689




クラスタ 1 クラスタ 2 クラスタ 3
アメリカ 1.0 1.000000 0 0
中国 1.0 1.000000 0 0
日本 1.0 0.012923 0.987075 0.000002
ドイツ 1.0 0.003695 0.99593 0.000374
イギリス 1.0 0.001981 0.900329 0.097691
フランス 1.0 0.001854 0.826344 0.171802
ブラジル 1.0 0.000806 0.268823 0.730371
イタリア 1.0 0.000451 0.121479 0.878069
インド 1.0 0.000338 0.080283 0.919379
ロシア 1.0 0.000195 0.034929 0.964876
カナダ 1.0 0.00016 0.025187 0.974653
オーストラリア 1.0 0.000074 0.005957 0.993969
韓国 1.0 0.00007 0.005226 0.994704
スペイン 1.0 0.00007 0.005146 0.994785
メキシコ 1.0 0.000058 0.003252 0.99669
インドネシア 1.0 0.000039 0.000729 0.999232
オランダ 1.0 0.000038 0.000709 0.999252
トルコ 1.0 0.000037 0.000533 0.99943
サウジアラビア 1.0 0.000037 0.000447 0.999516
スイス 1.0 0.000037 0.000388 0.999576
ナイジェリア 1.0 0.000037 0.000254 0.999709
スウェーデン 1.0 0.000037 0.000251 0.999711
ポーランド 1.0 0.000037 0.000234 0.999729
アルゼンチン 1.0 0.000037 0.00023 0.999732
ベルギー 1.0 0.000037 0.000224 0.999738
台湾 1.0 0.000038 0.000221 0.999742
ノルウェー 1.0 0.000038 0.000201 0.999761
オーストリア 1.0 0.000039 0.000166 0.999795
イラン 1.0 0.00004 0.000156 0.999804





クラスタ 1 クラスタ 2 クラスタ 3
アメリカ 0.01 1.000000 0 0
中国 0.01 1.000000 0 0
日本 0.01 0.012913 0.987085 0.000002
ドイツ 0.01 0.003691 0.995937 0.000373
イギリス 0.01 0.001977 0.900636 0.097387
フランス 0.01 0.00185 0.826822 0.171328
ブラジル 0.01 0.000805 0.269432 0.729762
イタリア 0.01 0.000451 0.121812 0.877737
インド 0.01 0.000338 0.080516 0.919146
ロシア 0.01 0.000195 0.035039 0.964766
カナダ 0.01 0.00016 0.025269 0.974571
オーストラリア 0.01 0.000074 0.005979 0.993947
韓国 0.01 0.00007 0.005245 0.994685
スペイン 0.01 0.000069 0.005165 0.994766
メキシコ 0.01 0.000058 0.003265 0.996678
インドネシア 0.01 0.000038 0.000733 0.999229
オランダ 0.01 0.000038 0.000713 0.999249
トルコ 0.01 0.000037 0.000536 0.999427
サウジアラビア 0.01 0.000037 0.000449 0.999514
スイス 0.01 0.000036 0.00039 0.999574
ナイジェリア 0.01 0.000037 0.000256 0.999707
スウェーデン 0.01 0.000037 0.000253 0.99971
ポーランド 0.01 0.000037 0.000235 0.999727
アルゼンチン 0.01 0.000037 0.000232 0.999731
ベルギー 0.01 0.000037 0.000225 0.999737
台湾 0.01 0.000037 0.000222 0.99974
ノルウェー 0.01 0.000038 0.000202 0.99976
オーストリア 0.01 0.000039 0.000167 0.999794
イラン 0.01 0.00004 0.000157 0.999804




クラスタ 1 クラスタ 2 クラスタ 3
アメリカ 1.0 1.000000 0 0
中国 1.0 1.000000 0 0
日本 1.0 0.012911 0.987087 0.000002
ドイツ 1.0 0.00369 0.995938 0.000372
イギリス 1.0 0.001976 0.900703 0.097321
フランス 0.01 0.00185 0.826926 0.171224
ブラジル 0.01 0.000805 0.269565 0.72963
イタリア 1.0 0.000451 0.121884 0.877665
インド 1.0 0.000337 0.080567 0.919096
ロシア 1.0 0.000195 0.035063 0.964742
カナダ 1.0 0.00016 0.025287 0.974554
オーストラリア 1.0 0.000074 0.005984 0.993942
韓国 1.0 0.00007 0.00525 0.99468
スペイン 1.0 0.000069 0.005169 0.994761
メキシコ 1.0 0.000058 0.003268 0.996675
インドネシア 1.0 0.000038 0.000733 0.999228
オランダ 1.0 0.000038 0.000713 0.999248
トルコ 1.0 0.000037 0.000537 0.999426
サウジアラビア 1.0 0.000037 0.00045 0.999514
スイス 1.0 0.000036 0.00039 0.999573
ナイジェリア 1.0 0.000037 0.000256 0.999707
スウェーデン 1.0 0.000037 0.000253 0.99971
ポーランド 1.0 0.000037 0.000236 0.999727
アルゼンチン 1.0 0.000037 0.000232 0.999731
ベルギー 1.0 0.000037 0.000226 0.999737
台湾 1.0 0.000037 0.000222 0.99974
ノルウェー 1.0 0.000038 0.000203 0.999759
オーストリア 1.0 0.000039 0.000167 0.999793
イラン 1.0 0.00004 0.000157 0.999803

























































uki log jRij: (4.1)






















































































































+ log jRij   k = 0:
この式を ukiに関して整理していく．
log uki =  1

(xk   vi)TR 1i (xk   vi) + log i   1  
1

log jRij + k

;










































































uki = i: (4.6)
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ペナルティベクトル正則化に基づく標準型ファジィc-平均法 (sFCMQ，standard fuzzy c-means








新たなノーテーションとして，データ xkに含まれる不確実性ベクトルを k = (k1; : : : ; kp)T




























であり，Wk (k = 1; : : : ; n)は
Wk =
0BBBBBBBBBBBBBBBBBBBBB@




























































































































































































































































































+ log jRij   k = 0:
この式を ukiに関して整理していく．
log uki =  1

(xk + k   vi)TR 1i (xk + k   vi) + log i   1  
1

log jRij + k

;












































































































































1CCCCCA k =   cX
i=1
















































0i pi(xk + kj0i)












i pi(xk + kj0i)
p(xk + kj0) はデータ xk が与えられた時のクラスタ Aiが生起する事後確率で
あるため，
uki =
0i pi(xk + kj0i)








uki log[ipi(xk + kji)]  
nX
k=1











































































































































1CCCCCA k =   cX
i=1













ukiR 1i (xk   vi)
1CCCCCA : (4.31)































-1.5 -1 -0.5  0  0.5  1  1.5
図 4.2: 人工データに対してKFCMを用いた








-1.5 -1 -0.5  0  0.5  1  1.5
図 4.3: 人工データに対して EMアルゴリズ
ムに基づくクラスタリングを用いた結果
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図 4.4: 人工データに対して KLFCMQを用
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図 4.5: 人工データに対して REMアルゴリ
ズムに基づくクラスタリングを用いた結果
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図 4.6: 人工データに対して KLFCMQを用
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図 4.7: 人工データに対して REMアルゴリ
ズムに基づくクラスタリングを用いた結果
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図 4.8: 人工データに対して KLFCMQを用
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図 4.9: 人工データに対して REMアルゴリ
ズムに基づくクラスタリングを用いた結果
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図 4.10: 人工データに対してKLFCMQを用
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図 4.11: 人工データに対して REMアルゴリ
ズムに基づくクラスタリングを用いたクラ
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図 4.12: 人工データに対してKLFCMQを用
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図 4.13: 人工データに対して REMアルゴリ
ズムに基づくクラスタリングを用いたクラ
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図 4.14: 人工データに対してKLFCMQを用
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図 4.15: 人工データに対して REMアルゴリ
ズムに基づくクラスタリングを用いたクラ
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図 4.16: 人工データに対してKLFCMQを用
いたクラスタリング結果 (Wk = R 1argmax
j
uk j ,初
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図 4.17: 人工データに対して REMアルゴリ
ズムに基づくクラスタリングを用いたクラス
タリング結果 (Wk = R 1argmax
j
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図 4.18: 人工データに対してKLFCMQを用
いたクラスタリング結果 (Wk = R 1argmax
j
uk j ,初
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図 4.19: 人工データに対して REMアルゴリ
ズムに基づくクラスタリングを用いたクラ
スタリング結果 (Wk = R 1argmax
j
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図 4.20: 人工データに対してKLFCMQを用
いたクラスタリング結果 (Wk = R 1argmax
j
uk j ,初
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図 4.21: 人工データに対して REMアルゴリ
ズムに基づくクラスタリングを用いたクラス
タリング結果 (Wk = R 1argmax
j
uk j ,初期 k = 0:1)









元々の手法の分類特徴を崩すことなく組み込まれているといえる．また図 4.4，図 4.6，図 4.8
から，ペナルティ項の重みが小さすぎるとクラスタ中心とすべてのデータが一致してしまう．





















Algorithm  初期 k Wk 正答数 Rand Index値
KLFCMQ 2.0 0 10000I 77 0.614
KLFCMQ 2.0 0 100I 98 0.727
KLFCMQ 2.0 0 R 1argmax
j
uk j 108 0.782
KLFCMQ 2.0 0.01 10000I 93 0.678
KLFCMQ 2.0 0.01 100I 99 0.762
KLFCMQ 2.0 0.01 R 1argmax
j
uk j 147 0.974
KLFCMQ 2.0 0.1 10000I 86 0.627
KLFCMQ 2.0 0.1 100I 101 0.772
KLFCMQ 2.0 0.1 R 1argmax
j
uk j 143 0.942
REMアルゴリズムに基づくクラスタリング — 0 10000I 95 0.654
REMアルゴリズムに基づくクラスタリング — 0 100I 60 0.446
REMアルゴリズムに基づくクラスタリング — 0 R 1argmax
j
uk j 77 0.593
REMアルゴリズムに基づくクラスタリング — 0.01 10000I 115 0.791
REMアルゴリズムに基づくクラスタリング — 0.01 100I 100 0.691
REMアルゴリズムに基づくクラスタリング — 0.01 R 1argmax
j
uk j 90 0.66
REMアルゴリズムに基づくクラスタリング — 0.1 10000I 141 0.927
REMアルゴリズムに基づくクラスタリング — 0.1 100I 85 0.602
REMアルゴリズムに基づくクラスタリング — 0.1 R 1argmax
j
uk j 84 0.654
KFCM 2.0 — — 98 0.759
EMアルゴリズムに基づくクラスタリング — — — 145 0.957
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4.3.3 Breast Cancerデータに対するクラスタリング結果
最後に Breast Cancerデータに対して実験をおこなった結果を示す．Breast Cancerデータの
詳細は 2.4のとおりである．元々の Breast Cancerデータのラベルとクラスタリング結果との
一致性は Irisデータ同様，Rand Indexを用いて評価している．











表 4.2: Breast Cancerデータに対するクラスタリング結果の正答率
Algorithm  初期 k Wk 正答数 Rand Index値
KLFCMQ 2.0 0 10000I 332 0.614
KLFCMQ 2.0 0 100I 396 0.791
KLFCMQ 2.0 0 R 1argmax
j
uk j 395 0.788
KLFCMQ 2.0 0.01 10000I 325 0.599
KLFCMQ 2.0 0.01 100I 267 0.517
KLFCMQ 2.0 0.01 R 1argmax
j
uk j 395 0.788
KLFCMQ 2.0 0.1 10000I 326 0.601
KLFCMQ 2.0 0.1 100I 356 0.671
KLFCMQ 2.0 0.1 R 1argmax
j
uk j 400 0.805
REMアルゴリズムに基づくクラスタリング — 0 10000I 421 0.883
REMアルゴリズムに基づくクラスタリング — 0 100I 263 0.514
REMアルゴリズムに基づくクラスタリング — 0 R 1argmax
j
uk j 284 0.534
REMアルゴリズムに基づくクラスタリング — 0.01 10000I 419 0.875
REMアルゴリズムに基づくクラスタリング — 0.01 100I 306 0.565
REMアルゴリズムに基づくクラスタリング — 0.01 R 1argmax
j
uk j 327 0.603
REMアルゴリズムに基づくクラスタリング — 0.1 10000I 421 0.883
REMアルゴリズムに基づくクラスタリング — 0.1 100I 292 0.544
REMアルゴリズムに基づくクラスタリング — 0.1 R 1argmax
j
uk j 312 0.575
KFCM 2.0 — — 306 0.565
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