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The invention of the Jacquard weaving machine led to the
concept of a stored “program” and “mechanized” binary infor-
mation processing. This development served as the inspiration for
C. Babbage’s analytical engine—the precursor to the modern-day
computer. Today, more than 200 years later, the link between
textiles and computing is more realistic than ever. In this paper, we
look at the synergistic relationship between textiles and computing
and identify the need for their “integration” using tools provided
by an emerging new field of research that combines the strengths
and capabilities of electronics and textiles into one: electronic
textiles, or e-textiles. E-textiles, also called smart fabrics, have
not only “wearable” capabilities like any other garment, but
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also have local monitoring and computation, as well as wireless
communication capabilities. Sensors and simple computational
elements are embedded in e-textiles, as well as built into yarns,
with the goal of gathering sensitive information, monitoring vital
statistics, and sending them remotely (possibly over a wireless
channel) for further processing. The paper provides an overview
of existing efforts and associated challenges in this area, while
describing possible venues and opportunities for future research.
Keywords—Electronic textiles, fault tolerance, low-power
design, remote execution, smart fabrics, wearable computing,
wearable motherboard.
I. INTRODUCTION
J. Kay’s invention of the flying shuttle in 1733 sparked
the first Industrial Revolution, which led to the transforma-
tion of industry and subsequently of civilization itself. Yet
another invention in the field of textiles—the Jacquard head
by J.-M. Jacquard (circa 1801)—was the first binary infor-
mation processor. At any given point, the thread in a woven
fabric can be in one of two states or positions: on the face
or on the back of the fabric. The cards were punched or
cut according to the required fabric design. A hole in the
card signified that the thread would appear on the face of
the fabric, while a blank meant that the end would be left
down and appear on the back of the fabric. The Jacquard
head was used on the weaving loom or machine for raising
and lowering the warp threads to form desired patterns based
on the lifting plan or program embedded in the cards. Thus,
the Jacquard mechanism set the stage for modern-day bi-
nary information processing. A. Lovelace, the benefactor for
C. Babbage who worked on the analytical engine (the pre-
decessor to the modern-day computer), is said to have re-
0018-9219/03$17.00 © 2003 IEEE
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marked, “The Analytical Engine weaves algebraic patterns
just as the Jacquard loom weaves flowers and leaves.” The
Jacquard mechanism that inspired Babbage and spawned the
Hollerith punched card has been instrumental in bringing
about one of the most profound technological advancements
known to humans, namely, the second Industrial Revolution
also known as the Information Processing Revolution [1]. In
fact, when Intel introduced its Pentium class of micropro-
cessors, one of the advertisements had a “fabric of chips”
emerging from a weaving machine; this picture eloquently
captured the essence of chip making—a true blending of art
and science—much like the design and production of textiles.
Nowadays, more than two centuries later, researchers are
finding themselves looking at the possibility of integrating
textiles and computing, but in a different way. Electronic
textiles, or e-textiles, is an emerging interdisciplinary field
of research that brings together specialists in information
technology, microsystems, materials, and textiles. The focus
of this new area is on developing the enabling technologies
and fabrication techniques for the economical production
of flexible, conformable and, optionally, large-area tex-
tile-based information systems that are expected to have
unique applications for both civilian and military sectors.
The synergistic relationship between computing and tex-
tiles can also be characterized by specific challenges and
needs that must be addressed in the context of electronic tex-
tile-based computing.
• The Three Dimensions of Clothing and Personal-
ized Information Infrastructure: Humans are used
to wearing clothes from the day they are born and,
in general, no special “training” is required to wear
them, i.e., to use the interface. In fact, it is probably
the most universal of human–computer interfaces and
is one that humans need, use, have familiarity with, and
which can be easily customized [2]. Moreover, humans
enjoy clothing and this universal interface of clothing
can be “tailored” to fit the individual’s preferences,
needs, and tastes including body dimensions, budgets,
occasions, and moods. Textiles can also be designed
to accommodate the constraints imposed by the am-
bient environment in which the user interacts, i.e., dif-
ferent climates or operating requirements. In addition
to these two dimensions of functionality (or protection)
and aesthetics, if “intelligence” can be embedded or in-
tegrated into textiles as a third dimension, it would lead
to the realization of clothing as a personalized and flex-
ible wearable information infrastructure [3].
• Textiles and Information Processing: A well-de-
signed information processing system should facilitate
the access of information Anytime, Anyplace by
Anyone—the three As. The “ultimate” information
processing system should not only provide for large
bandwidths, but also have the ability to see, feel, think,
and act. In other words, the system should be totally
“customizable” and be in tune with the human. Of
course, clothing is probably the only element that is
“always there” (and, thus, pervasive) and in complete
harmony with the individual (at least in a civilized
society). Also, textiles provide the ultimate flexibility
in system design by virtue of the broad range of fibers,
yarns, fabrics, and manufacturing techniques that can
be deployed to create products for desired end-use
applications. Moreover, fabrics provide “large” surface
areas that may be needed for “hosting” the large
numbers of sensors and processors that might be
needed for deployment over large terrains, e.g., a
battlefield. The opportunities to build in redundancies
for fault tolerance make textiles an “ideal” platform
for information processing.
• Need for Convergence: Today’s consumer is de-
manding interactivity, connectivity, ease of use, and
a “natural” interface for information processing. The
enabling technologies of electronics, sensors, com-
puting, and communications are becoming pervasive.
Since textiles is pervasive—from clothes for newborns
to senior citizens, from fabrics in automobile seats
to tents in battlefields—and presents a “universal”
interface [2], it has the potential to meet this emerging
need of today’s dynamic individual. Moreover, an
individual is likely to be forgetful and leave a PDA
behind, but is unlikely to walk out of the home without
clothes. Therefore, there is a critical need to integrate
the enabling technologies into textiles so that the
traditionally passive, yet pervasive, textiles can be
transformed into an interactive, intelligent information
infrastructure for the demanding end user to facilitate
pervasive information processing. Such a system can
facilitate personalized mobile information processing
(PMIP) and give new meaning to the term “human–ma-
chine symbiosis” in the context of pervasive/invisible
computing [3].
This paper provides an overview of some of the existing
efforts in this area, starting with one of the earliest accounts
of on-fabric computing systems—the wearable motherboard
developed at the Georgia Institute of Technology, Atlanta,
in the mid-1990s (Section II). Section III introduces some
of the challenges inherited from other ubiquitous computing
environments, as well as some other ones, specific for
e-textiles. Cutting-edge industrial techniques for integrating
microelectronics in textiles are represented by Infineon’s
unique technology developed for a fabric-embedded MP3
player with voice control and capacitive sensing-based
keypad (Section IV). Acknowledging the importance of tex-
tile-embedded interconnects, Section V presents a detailed
analysis of signal transmission characteristics carried out at
in the Wearable Computing Laboratory at the Swiss Institute
of Technology, Zürich, Switzerland. Implications in failure
modeling are also discussed here.
As a possible application for an e-textile-based service
backplane, acoustic beamforming is described in Section
VI, along with another possible application—the mapper
garment, both developed at Virginia Tech, Blacksburg. Beam-
forming is also one of the driver applications for the dy-
namic power and fault-tolerance management developed
at Carnegie Mellon University, Pittsburgh, PA. Such tech-
niques are discussed in Section VII, which describes some
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Fig. 1. The wearable motherboard (smart shirt).
of the existing, as well as novel techniques for prolonging
lifetime of failure-prone e-textile-based applications. The
paper concludes with a discussion of possible directions
for future research and challenges related to this topic.
II. THE EARLY DAYS: THE GEORGIA TECH WEARABLE
MOTHERBOARD
The design and realization of the Georgia Tech Wear-
able Motherboard (GTWM) has represented a significant
advancement in the integration of textiles and computing
paving the way for the paradigm of “fabric is the computer.”
Funded initially in October 1996 by the U.S. Department
of the Navy, the GTWM (or the smart shirt) uses optical
fibers to detect bullet wounds and special sensors and inter-
connects to monitor the body’s vital signs during combat
conditions [4]. However, as the research progressed, new
vistas emerged for the deployment of the resulting tech-
nology (e.g., civilian applications) and the new paradigm of
personalized information processing through a “wearable
motherboard.” Just as special-purpose chips and processors
can be plugged into a computer motherboard to obtain the
desired information processing capability, the smart shirt
provides an extremely versatile framework for the incorpo-
ration of sensing, monitoring, and information processing
devices. The principal advantage of the smart shirt is that
it provides, for the first time, a very systematic way of
monitoring the vital signs of humans in an unobtrusive
manner.
Several generations of the woven and knitted versions of
the the GTWM have been produced (see Fig. 1). The details
of the design and development methodology have been dis-
cussed elsewhere [5]. Since the objective has been to create
a comfortable and wearable information infrastructure, user
requirements for the GTWM have been identified. These
include factors such as wearability, durability, manufactura-
bility, maintainability, connectivity, and affordability of the
GTWM. For example, wearability implies that the GTWM
should be lightweight, breathable, comfortable (form fit-
ting), easy to wear and take off, and provide easy access
to wounds. These are critical requirements in combat con-
ditions so that the soldier’s performance is not hampered
by the protective garment. The durability of the GTWM
is another important performance requirement. It should
have a wear life of 120 combat days and should with-
stand repeated flexure and abrasion—both of which are
characteristic of combat conditions. Manufacturability is
another key requirement, since the design (garment) should
be eventually produced in large quantities over the size
range for the soldiers; moreover, it should be compatible
with standard-issue clothing and equipment. Maintainability
of the GTWM is an important requirement for the hygiene
of the soldiers in combat conditions; it should withstand
field laundering,dry easily, and be easily repairable (for
minor damage). The developed GTWM should be easily
connectable to sensors and the communications module on
the soldier, known as the personal status monitor (PSM).
Finally, affordability of the proposed GTWM is another
major requirement so that the garment can be made widely
available to all combat soldiers to help ensure their per-
sonal survival, thereby directly contributing to the military
mission as force enhancers.
The developed interconnection technology has been
used to integrate sensors for monitoring the following vital
signs: heart rate, respiration rate, electrocardiogram (EKG),
and pulse oximetry and temperature, among others. These
sensors can be positioned anywhere on the body (locations
being determined by a medical specialist) and are easily
plugged into the smart shirt. The flexible data bus integrated
into the structure routes the information from the sensors to
a smart shirt controller that is seamlessly plugged into the
shirt. The controller can then wirelessly transmit the moni-
tored data to the desired display device, e.g., a wristwatch,
PDA, a personal computer, or over the World Wide Web,
using the appropriate communication protocol (Bluetooth,
802.11b, etc.). The bus also carries information to the
sensors (and, hence, the wearer) from external sources, thus
making the smart shirt a valuable information infrastructure.
The motherboard or “plug and play” concept means other
sensors can be easily integrated into the structure. For
instance, a sensor to detect oxygen levels or hazardous gases
can be integrated into a variation of the smart shirt that will
be used by firefighters. This information, along with the
vital signs, can be transmitted wirelessly to the fire station,
where personnel can continuously monitor the firefighter’s
condition and provide appropriate instructions including
ordering the individual to evacuate the scene, if necessary.
Although begun as a “textile engineering” endeavor, the
research has led to an even more groundbreaking contribu-
tion with significant implications: the creation of a wear-
able integrated information infrastructure that is lightweight,
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Table 1
The Wearable Motherboard/Smart Shirt: Potential Applications
(From [2])
comfortable, and launderable, and which has opened up new
frontiers in personalized information processing, health care,
and space exploration, to name a few [6].
Table 1 summarizes the broad range of applications of the
smart shirt technology (a detailed discussion of the benefits
of the technology in healthcare applications can be found
in [2] and [7]). Just as the spreadsheet pioneered the field
of information processing that brought “computing to the
masses,” it is anticipated that the GTWM will bring personal-
ized and affordable health care monitoring to the population
at large.
To demonstrate the feasibility of the wearable moth-
erboard paradigm [8], [9], an “in-fabric” network using
field-programmable gate arrays (FPGAs) and “soft” in-
terconnects has been created. The chosen FPGAs were
physically integrated into the fabric (see Fig. 2). Software
was developed to demonstrate the “in-fabric” network.
One of the FPGAs communicated with an external agent
(a Linux-based personal computer) that was responsible
for managing the global configuration of the FPGAs in the
fabric by sequencing the “discovery” in the fabric beginning
with that initial FPGA.
Two software modules were created. The first was
developed to “demonstrate” the pin-connection discovery
algorithm implemented in the system for identifying the
connections between the various pins on the FPGAs in the
fabric and to display the connection paths. This enables
discovery of interconnects “on the fly” after the manufac-
turing has been carried out, under no a priori knowledge of
the specific connections between the elements in the fabric.
The second module discovers the connections and displays
the paths on the screen as the discovery process proceeds
when the FPGA is powered. To demonstrate the flow of
information in the fabric network through the soft inter-
connects, a potentiometer was attached as a daughterboard
to one of the FPGAs and whenever it was “twiddled,” the
resulting change—from the steady state—was displayed
on the screen. The potentiometer is one example of an
“external” device that can be attached to the fabric network
through the FPGA. Depending on the intended application,
specific sensors, effectors, and communications devices
could be attached as daughtercards to the FPGAs to realize
the desired functionality—e.g., vital signs monitoring—in
the fabric.
Thus, the wearable motherboard fulfills the twin roles of
being: 1) a flexible information infrastructure that will facil-
itate the paradigm of ubiquitous or pervasive computing and
2) a system for monitoring the vital signs of individuals in
an efficient and cost-effective manner with a “universal” in-
terface of clothing. This “fabric is the computer” paradigm
exemplified by the GTWM demonstrates the feasibility of re-
alizing PMIP and sets the stage for e-textiles.
III. THE E-TEXTILES VISION
Fig. 3 depicts the vision for “e-textiles” or the paradigm of
“fabric is the computer” [10]. The major facets illustrate the
various building blocks of the system that must be seamlessly
integrated to realize the vision, starting with the underlying
physical fabric or platform.
The design of this platform or infrastructure involves the
exploration of materials, structures, and manufacturing tech-
nologies. The second key facet for realizing this paradigm
of a true computational fabric is the interconnect architec-
ture in the fabric, which involves the design and incorpora-
tion of physical data paths and interconnection technologies,
i.e., the realization of “textile electrical circuits.” Integration
of sensors, microchips, and other devices (e.g., for communi-
cation and control) is critical for the realization of an “intel-
ligent” e-textiles for any application, for example, battlefield
management; therefore, hardware integration constitutes the
third facet or building block shown in Fig. 3. Issues related
to information processing such as fault tolerance in light of
manufacturing defects and quality of service (QoS) within
the e-textile and between the e-textile and external agents/de-
vices are critical for the incorporation and optimal utiliza-
tion of computing resources;therefore, software is the fourth
facet of the e-textile continuum. And finally, as shown in the
figure, a set of underlying performance metrics ranging from
the physical dimensions (of the resulting structure/system) to
costs, manufacturability, and dataflow rates must be utilized
to assess the successful realization and performance of the
desired e-textile. Thus this paradigm of “fabric is the com-
puter” represents a fascinating area of research that fosters
collaboration among scientists and engineers from a variety
of disciplines including textiles, computing and communi-
cations, sensor technologies and application domains (e.g.,
medicine, space, military).
There have been a handful of attempts to design and build
prototype computational textiles. In one of the earliest ac-
counts [11], the authors demonstrate attaching off-the-shelf
electrical components such as microcontrollers, surface
1998 PROCEEDINGS OF THE IEEE, VOL. 91, NO. 12, DECEMBER 2003
Fig. 2. The PMIP network in a fabric.
mount LEDs, piezoelectric transducers, etc., to traditional
clothing material, transforming the cloth into a breadboard
of sorts. In fabrics that contain conductive strands, these
may be used to provide power to the devices, as well as to fa-
cilitate communication between devices. In [12], the authors
extend the work presented in [11], detailing methods by
which items such as user interfaces (keypads) and even chip
packages may be constructed directly by a textile process.
The routing of electrical power and communications,
through a wearable fabric, was addressed in [13], where the
authors provide a detailed account of physical and electrical
components for routing electricity through suspenders made
of a fabric with embedded conductive strands. Complete
apparel with embedded computing elements is described in
[14]. The authors describe a jacket designed for the arctic
environment, which augments the capabilities of the wearer
with a global positioning system, sensors (accelerometers,
conductivity electrode, heart rate monitors, and digital
thermometers) and heating. However, all these approaches
are single design points and do not provide a methodology
for the evaluation and validation of e-textile systems.
It is our belief that in support of e-textiles a new design
paradigm is needed, as well as a more general model of com-
putation, which supports local computation and inexpensive
communication among computational elements [15]–[17].
In the classic design cycle [Fig. 4(a)], the application is
mapped onto a given platform architecture, under specified
constraints (performance, area, power consumption). When
MARCULESCU et al.: ELECTRONIC TEXTILES: A PLATFORM FOR PERVASIVE COMPUTING 1999
Fig. 3. The e-textiles Vision (from [10]).
(a)
(b)
Fig. 4. (a) Classic design cycle versus (b) e-textile lifetime cycle.
these constraints are met, the prototype is tested, manufac-
tured, and used for running the application. In the case of
e-textiles [Fig. 4(b)], wide area textile networks are built
onto e-textiles, with no prescribed functionality. To achieve
high yields (that is, low defect rate), as well as high fault
tolerance later in the lifetime cycle, regularity is important.
The application is modified so as to expose as much local
computation as possible, via partitioning or refinement.
At power-up, the application is mapped so as to optimize
different metrics of interest (such as quality of results, power
consumption, operational longevity, and fault tolerance) and
later remapped whenever operating conditions change.
Although e-textiles ostensibly present distributive com-
puting challenges similar to those currently being pursued in
adaptive control network and silicon-based pervasive com-
puting systems, the specific characteristics and demands of
an e-textiles info-computing environment add new dimen-
sions to those challenges. In fact, e-textiles impose specific
challenges as opposed to other applications in the general
area of networked systems.
A. What E-Textiles Are Not
• Classical data networks. While the underlying structure
of an e-textile application implies the existence of many
processing elements, connected in a textile-area network
(TAN), they have limited processing and storage capabil-
ities, as well as very limited power consumption budgets.
Hence, classic techniques and inherent methodologies
for coping with mapping an application, communica-
tion among nodes, and dealing with network failures
(including congestion) are not appropriate. In addition,
having very limited processing capabilities, e-textiles
are not the equivalent of “desktops/laptops on a fabric,”
restricting significantly the range of applications that can
be mapped on them.
• Networked embedded systems (including wireless
sensor networks). Wireless sensor networks share with
e-textile-based applications the limited power budgets
and, somewhat, the limited processing and storage ca-
pabilities. However, communication among processing
elements is wired, and, thus, much more power efficient
than the wireless communication. In addition, as opposed
to ad hoc networks, the topological location of different
processing elements is fixed throughout the lifetime of
the application (although the mapping of the application
on processing elements may change). Lastly, e-textiles
must have low manufacturing costs; thus, the defect
rate of the processing nodes (and physical links) will
be much higher and very different than in the case of
wireless networks. More limited processing and storage
capabilities in conjunction with higher failure rates imply
that existing body of research for sensor networks is not
applicable directly to TANs.
B. What E-Textiles Are
E-textiles are “living designs,” consisting of low-cost,
simple components and interconnect, that are possibly un-
reliable or failure prone due to their operating environment.
These characteristics are in fact shared by other nonsilicon
computing systems (such as those based on nanoelectronics).
However, in many ways, e-textiles systems may be con-
sidered the conformable, fabric equivalent of rigid body,
embedded microelectromechanical systems (MEMS). How-
ever, unlike MEMS, e-textiles require coping with tears in
the fabric, whether it is due to regular wear of the fabric
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Fig. 5. Overview of the digital music player system with the proposed textile design-in. The dotted
lines indicate the textile wiring realized by a narrow fabric with conductive stripes.
or to unexpected damage. The salient features of e-textiles
are:
• limited processing, storage; and energy per computa-
tional node;
• potential failures for both nodes and communication
links;
• highly spatially and temporally correlated node and/or
link failures due to topological placement or due to ex-
ternal events;
• need for scalability and flexibility of resource man-
agement, as well as local versus global management
tradeoff;
• active or smart links which embed simple logic (passive
or active components).
In the following, we provide an overview of some of the
key research efforts in support of the paradigm of e-textile-
based computing. These efforts provide a vertical cut across
all layers of interest, from embedding microelectronics or in-
terconnect into fabric to providing system-level support for
dynamic power and fault-tolerance management via light-
weight middleware.
IV. INTEGRATED MICROELECTRONICS FOR SMART TEXTILES
For integration into everyday clothing, electronic com-
ponents should be designed in a functional, unobtrusive,
robust, small, and inexpensive way [18]–[21]. Therefore,
small single-chip microelectronic systems rather than
large-scale computer boxes are a promising approach.
Today, a number of entertainment, safety, and communi-
cation applications have become possible candidates for
deploying onto clothing using off-the-shelf chip systems.
Such examples include audio processing chips for MP31
music, fingerprint sensor chips for person identification,
Bluetooth chipsets for short-range wireless data exchange,
or smart electronic labels for logistics purposes [22]. With
the ongoing progress of miniaturization, many complex and
large electronic systems will soon be replaced by tiny silicon
microchips measuring just a few square millimeters.
In this section, we demonstrate the implementation of mi-
croelectronic components into clothes and textile structures
in a reliable and manufacturable way. The example presented
is a speech-controlled digital music player system [23]. At-
tention has been paid to an appropriate textile design for the
tailoring of smart clothes. Damage of the components by
washing processes and daily use must be avoided. Most so-
lutions known so far require removal of complex electronics
before starting the cleaning process. Our aim has been to
demonstrate technological solutions for the interconnect be-
tween textile structures and electronics and for a robust elec-
tronic packaging which does not impair wearing comfort and
offers ease of use to the customer.
A. Demonstrator System Overview
Fig. 5 gives an overview of the demonstrator system.
It is composed of four units: the central audio module, a
1MP3 is a digital data format, which allows for a compressed storage of
high-quality music and audio data.
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detachable battery and MultiMediaCard (MMC) module, an
earphone and microphone module, and a flexible keyboard
sensor module. All units are electrically connected via
ribbon-like narrow fabrics with conductive threads.
The core of the digital music player is the audio module.
The module contains an audio signal processing microchip,
which can be programmed to perform various functions, as
discussed later. Besides this chip, further components such
as program memory and a few auxiliary devices are imple-
mented. All together, the module measures approximately
25 25 3 mm . In principle, the audio module is a simple
miniaturized computer system. Microphones, earphones,
storage media, keypads, displays, sensors, actuators, and
a battery can be directly connected to its interfaces. The
functionality of the module is determined by the built-in
software. Speech recognition, MP3 decoding, text-to-speech
conversion, and music synthesis are only a few possible ap-
plications. An overview on the technical schematic and the
existing software of the core microchip has been presented
in [24].
The functionality of this main module is tailored for
the typical requirements in wearable electronics and smart
clothes, since speech recognition allows for hands-free
interaction with the system. The system can be extended to
establish a connection to standard networks like the Internet
(software modem function).
The detachable battery and MMC module features a
rechargeable lithium–ion polymer battery to supply the nec-
essary electric energy. Its capacity is sufficient for an op-
erating time of several hours. The battery module weighs
only 50 g and is fixed to the cloth by means of a simple
one-piece connector. A slot for the MMC has been integrated
into the housing of the battery module. Both battery and
MMC can thus be detached fast and easily. The MMC stores
up to 64 Mb of digital music or audio data. When detached
from the cloth, the battery and MMC module can be plugged
to a PC in order to recharge the battery and download new
music to the MMC. The MMC is a standardized memory
card, which can also be used with many other digital con-
sumer electronics products, such as digital cameras, PDAs,
or mobile phones.
The flexible keyboard sensor module consists of thin
metallic foils brought onto the conductive narrow fabric. The
metal foils are fixed using melting adhesives commonly used
in garment production. The metal foils are connected to a
small sensor chip module that detects whether a finger is
close to a specific pad or not. By means of the keys, the
user can activate the music player, control the volume or
activate voice control. Voice recognition (“Stop!”; “Start!”;
“Louder!”) is activated after a specific button of the keypad
has been touched. This measure avoids unintentional activa-
tion of control functions. The audio module recognizes the
spoken words, e.g., the number or title of the music track.
The earphone and microphone module simply consists of a
piece of narrow fabric connecting the audio module and con-
ventional earpieces and microphones, as depicted in Fig. 5.
Fig. 6. Two interconnect concepts for the audio module. The
module can be wire bonded to the narrow fabric (Ia–c) or connected
to a thin flexible plastic foil with patterned interconnects (IIa–c).
In both cases, the module and the interconnect areas are fully
encapsulated to ensure stability against mechanical and leakage
problems (steps lc and llc, respectively).
Special care is necessary for the textile design. All ma-
terials are chosen according to maximum wear comfort and
environmental compliance. For example, the audio module is
fully covered by garment. The wearer still has a comfortable
textile touch in case the electronic module gets into direct
contact with the skin. The supply voltages of the integrated
electronics are as harmless as of a standard Walkman or com-
parable device.
B. Interconnect Technology Between Textiles and
Electronics
Recent advances in microelectronics have enabled the
manufacturing of integrated electronic circuits with millions
of logic switching elements per square millimeter of silicon.
Since the feature sizes of these devices are in the micrometer
regime and the typical dimensions in textile and garment
technologies are in the order of several millimeters, a
novel technology for the electrical interconnects has been
developed.
The gap of the spatial dimensions can be overcome by
two methods that are described in the following. For test
purposes, a polyester narrow fabric with several groups of
parallel conductive warp threads has been used. In a first ap-
proach (Fig. 6, Ia–Ic), the endings of the conductive fabric are
prepared by soldering tiny metal contact plates. The module
is then connected by electrically isolated bonding wires. In
a last step, the module, the wires, and the contact plates are
molded for mechanical and chemical protection. A second
approach (Fig. 6, IIa–IIc) uses a thin flexible circuit board
with structured electrodes, which is glued and soldered to the
textile structure before being molded.
Copper wires qualified for textile applications coated with
silver and polyester have been used for the experiments.
Fig. 7 shows microphotographs of the interconnect areas.
The electrical isolation of the wires is removed by laser
treatment [Fig. 7(a)]. The resulting holes of the fabric are
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Fig. 7. Microphotographs of interconnect experiments performed on a woven test ribbon. (a) The
coating of the wires is removed by laser treatment. (b) The woven wires are soldered to a small
metal foil and connected to an electronic circuit by a thin wire. (c) Alternatively, the contact to an
electronic module can be established via a flexible circuit board soldered to the ribbon. (d) Finally,
the module and the contact areas are molded.
then filled with tiny metal plates of the same size. These
connect the woven wires by soldering. A mechanical con-
nection between metal and the fabric is achieved by melting
and resolidifying the synthetic polyester fibers during a
short high-temperature soldering step. The contact area
can be reisolated by covering it with a layer of melting
adhesive [Fig. 7(b)]. Finally, Fig. 7(c) and (d) show the
textile structure contacted to the electronics according to
Fig. 6(I) and (II), respectively.
First results, including the implementation of a miniatur-
ized MP3 player system, have been demonstrated, consid-
ering manufacturability aspects in a textile environment. The
system contains a central microchip module, headphones,
battery, and a storage card for music data, all interconnected
by conductive textiles. All electronic components are en-
capsulated in a robust package. The principal tasks are per-
formed by a single versatile chip, which is capable of MP3
decoding, speech recognition, and text-to-speech conversion.
The system has been integrated in specifically designed types
of clothing. Specific design aspects have been considered,
such as usability, comfort, and protection against mechan-
ical stress of the system.
In the future, the system is expandable by further modules,
such as fingerprint sensor chips or wireless data transceivers.
The generation of electrical power from body heat as a pos-
sible solution to the power supply problem for low-energy
applications has been demonstrated in [25]. The manifold
of new possible applications shows that smart clothes are a
prime example of the convergence of existing technologies
with new applications and markets.
V. TEXTILE-BASED INTERCONNECT FOR SIGNAL
TRANSMISSION IN WEARABLES
Electronic systems that are integrated into clothing can
serve us in a very unobtrusive and natural way. Being close
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Fig. 8. Woven fabric with metal fibers.
to the body, they enable an intimate human–computer in-
teraction. This interaction is necessary for the realization of
context-aware wearable computers as described in [26]. An
integration of electronics into clothing can be realized by
attaching conventional electronic components to garments.
However, humans prefer to wear textiles rather than “hard
boxes”; thus, in conjunction with the availability of textile-
embedded computing, the necessity of textile-based inter-
connect has also emerged.
Our approach is, thus, to use conductive textiles for
signal transmission. Conductive textiles already have found
application in the field of electromagnetic interference
(EMI) shielding and static dissipation, but there are special
requirements for data transmission. We need individually
addressable wires that are insulated to prevent shorts.
For transmitting signals at high frequency, we need high
bandwidth and sufficient signal integrity. It must be possible
to process the materials using textile machinery, and the
resulting materials must be robust to weaving, washing,
and wearing stresses. Textiles that are used for clothing
have to be made of fine and elastic fibers so that they are
comfortable and lightweight. Textile technologies have
been developed to manufacture fabrics out of conductive
fibers that fulfill the requirements concerning processability,
resistivity, and comfort. But the question still standing is
whether the electrical performance is suitable for signal
transmission.
To find out what range of frequencies and bandwidths
textile transmission lines can be used for, we have applied
methods of microwave technology. This means that wires
are not only characterized by their resistance, but also by
wave effects depending on the line geometries and the
surrounding material. Therefore, we had to consider also the
geometric structures that are created in the textile fabrication
processes.
A. Textiles Under Test
For our experiments, we have used fabrics that contain in-
sulated metal filaments. We chose conventional woven fab-
rics with a plain weave because this construction is the most
elementary and simple textile structure. In addition, this type
of material can provide a tight mesh of individually address-
able wires that can be used as basic transmission lines, as
well as whole circuits.
The examined fabrics contain polyester yarns that are
twisted together with a copper filament. The copper fila-
ments have a diameter of 40 m and are insulated with a
polyesterimide coating. Washing and weaving tests showed
that the metal fibers and the coating are extremely robust and
are not damaged during typical textile handling. The critical
point concerning the mechanical stability is the connection
between the conductive fibers and electronic components.
In the future the properties of the connections have to be
investigated and optimized. This work focuses on the signal
transmission characteristics.
As we wanted to find out the influence of textile geom-
etry, we varied the yarn thickness. All fabrics have about
20 threads/cm in both directions, but the density is different
according to the used polyester fineness. We manufactured
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Table 2
Examples of Geometric Variations of the Fabrics Used
in the Experiments
fabrics with metal fibers in just one or in both directions.
Fig. 8 shows a fabric with metal fibers in both directions.
Taking a closer look at the textile geometry, one can
observe that fibers follow a helical path within the yarn.
When the yarns are woven into a fabric, they are periodically
crimped. This means that the length of the metal filament
is greater than the length of the fabric. For the thinner
yarn type, the metal filament is about 7.5% longer than
the corresponding textile, with a tolerance of 0.5%. For
the thicker yarn type, where the metal fiber runs a larger
helical path, this difference increases to about 25.5% with
a tolerance of 2.0%
Explanation:
thread diameter
thread distance
There are several irregularities concerning the location of
the fibers within the yarn as well as concerning the location
of the yarns within the fabric. These variations are caused
by the deformability of the textile material and the degrees
of freedom in the manufacturing processes. At the level of
fibers and yarns there are variations of diameters and den-
sities (along the thread but also from thread to thread, e.g.,
the distance between yarns varies (as shown in Table 2). As
textile material has viscoelastic behavior, inner tensions de-
crease over time and the geometry may change (especially in
washing treatments).
B. Electrical Characterization
In order to evaluate the performance and limits of textile
transmission lines, we have extracted the electrical parame-
ters with time and frequency domain analysis and developed
a theoretical model that describes the signal transmission in
textiles.
1) Transmission Line Configuration: To minimize para-
sitic coupling at high frequencies the ground line should be
close to the signal line. We decided to take metal filaments
in warp direction (X-direction) as signal lines and the neigh-
boring metal filaments on each side as ground lines. The
block diagram of the measurement setup is depicted in Fig. 9.
This transmission line configuration is similar to conven-
tional coplanar waveguides (CPW) on printed wire boards.
Fig. 9. Measurement setup.
Table 3
Transmission Line Configurations
Fig. 10. Measured impedance of the different transmission line
configurations.
We varied the number of signal fibers S and ground fibers G.
A list of all investigated configurations is given in Table 3.
2) Impedance Measurement: We have investigated the
characteristic impedance of the textile transmission lines. As
we expect the textile geometric variations to have influence
on the impedance, we have measured the signal reflections
along the transmission line with time domain reflectometry.
Fig. 10 shows typical measured line impedances for the
investigated transmission lines.
Results for the same yarn and fabric types are connected
with lines to illustrate the relation between configuration
and line impedance. The XY-fabrics (metal fibers in both di-
rections) have lower impedances due to a higher capacitance
that is caused by coupling effects to the floating lines in Y
direction. The textiles with metal only in X direction have
lower capacitance and inductance and, therefore, provide
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Fig. 11. Impedance profile of 15-cm transmission line.
faster signal propagation than the textiles with metal in XY
direction.
The results of the four configurations are comparable
to coplanar waveguides on printed circuit boards (PCBs):
increasing the signal line width by adding more parallel
copper fibers decreases the line impedance. Using fabrics
with smaller distances between the threads (that means
between signal and ground lines) would enable a lower line
impedance, but 50- lines seem difficult to achieve. The
time-domain reflectometry measurements show impedance
variations along the textile signal lines (see Fig. 11: the time
on the horizontal axis corresponds to the position along the
signal line). These variations are caused by the geometric
irregularities in the fabrics. In the following, we show the
effects of these variations on the predictability of the line
impedance.
3) Impedance Simulation: In order to predict the
impedance of different fabrics and line configurations, we
modeled the textile transmission lines with a 2.5-dimen-
sional electromagnetic field solver (Sonnet EM Suite 7.0).
This way, we were able to have a better understanding of how
the textile fabrication tolerances affect the line impedance.
To simplify the model and reduce the computation time, the
woven fabric structure was regarded as homogenous mate-
rial with an equivalent dielectric permittivity determined by
measurements. The metal fibers are modeled as planar metal
strips between two dielectric textile layers (Fig. 12).
The simulated impedances matched well the measured
results. The simulation results showed that with the given
geometric variations an accuracy of 5 to 10 for
the characteristic impedances is achievable. Within this
tolerance, it is possible to effectively terminate a textile
signal bus. With our model, different fabrics and line config-
urations can be simulated, so that it is possible to optimize
the textile lines and to achieve defined impedance values.
4) Frequency Characterization: In order to determine
the bandwidth of textile transmission lines, we investigated
the frequency characteristics of textile transmission lines
and measured the transmission properties with a network
analyzer working at up to 6 GHz. The extracted frequency
characteristics revealed that the dielectric and ohmic losses
Fig. 12. Textile model for Sonnet showing a GSSG configuration.
Fig. 13. 100-MHz clock signals measured through four different
20-cm-long textile transmission lines.
do not determine the line insertion loss. The loss is mainly
influenced by nonuniform impedance profile along the lines
and by coupling to parasitic waves in higher frequency
ranges. These parasitic waves are caused by the variations of
wire lengths and distances that make unequal the phases of
neighboring lines. The coupling to these waves leads to loss
peaks and limits the usable bandwidth. One can observe a
nonmonotonic behavior of the losses and some deep minima
above 1 GHz. Below 1 GHz, the coupling to parasitic waves
is weak and the attenuation is less than 0.1 dB/cm. Based on
these frequency characterizations, we can draw conclusions
about possible line lengths, resulting losses, and usable
bandwidth. For example, for a line length of 10 cm, a usable
bandwidth of 1 GHz can be achieved.
5) Digital Signal Transmission: We tested digital signal
transmission with a line length of 20 cm and a clock signal
with a frequency of 100 MHz. Fig. 13 shows the signal
integrity of different line configurations. The more signal
lines we use, the better the signal integrity, but the more
energy is needed for transmitting the signal. These measure-
ments show that signal integrity is sufficient for a reliable
data transmission at 100 MHz. With a simple modulation
we can, therefore, achieve a data rate of 200 Mb/s. This
assumption does not take into account external interferences.
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Fig. 14. Crosstalk measured on 20-cm matched load lines with
and without shielding.
We expect that the most important sources of interference
are neighboring signal lines that transmit other signals. So
we have also investigated crosstalk effects. Fig. 14 presents
the results of the far-end crosstalk for the two neighboring
lines in GS and GSG configurations. The measurements
were performed on two 20-cm-long lines terminated in a
matched load. The amplitude of the aggressor signal was
2.5 V with a rise time of 6 ns. The ground fiber between
the neighboring lines in the GSG configuration, acting as
a shield, allowed reducing the crosstalk from 7.2% in GS
configuration down to 2.8%.
As our results show, it is possible to predict the electrical
properties of different textiles and to optimize the fabrics and
the signal line configurations. The final conclusion of this
work is that conductive textiles provide much more than EMI
shielding and power supply. Transmission lines with con-
trolled characteristic impedance and high signal integrity up
to several 100 MHz enable new options of interconnect for
e-textile-based computing.
VI. A SERVICE BACKPLANE FOR E-TEXTILE APPLICATIONS
Given the possibility of embedding both computation
and interconnect in e-textiles, the necessity of providing
a set of meaningful and reasonable set of “services” for
the application at hand has become important. Two broad
categories of e-textile applications are envisioned, wearable,
and large-scale nonwearable. Many specific applications in
the field of wearable computing have been envisioned and
realized, though most suffer bulky form factors [27]. In the
new field of large-scale nonwearable e-textiles, applications
include large-scale acoustic beamforming arrays [28], self-
steering parafoils [29], and intelligent, inflatable decoys.
Both categories of e-textile applications share three common
design goals: low-cost, durable, and long running.
1) Low-cost dictates the use of inexpensive, off-the-
shelf electronic components (COTS) and yarns as
well as the design of weaves/architectures that are
manufacturable in current or slightly modified textile
production systems.
2) Durable dictates that the system must tolerate faults,
both permanent and transient, that are inherent in
the manufacture and use of the device. In addition,
there is an expectation that individual components
may not be repairable and that system functionality
should gracefully decline as components fail.
3) Long Running dictates that the system must manage
power consumption in an application-aware fashion to
minimize the need for bulky batteries and/or external
power recharge. Power scavenging and distributed
power management are essential.
In addition to these constraints, wearable applications
should have a comfortable, flexible, and unobtrusive form
factor if they are to be adopted by a large number of users,
while nonwearable applications should be able to operate
with hundreds to thousands of components on fabrics that
are tens of meters in length. By their nature, wearable e-tex-
tiles have a more complex form factor and are in motion
more often than their nonwearable counterparts.
E-textiles are in a transition from a few isolated computing
and sensing elements on the fabric to a network of many
computing and sensing elements distributed over the entire
textile. Compared to previous work in distributed systems,
e-textiles will be physically spread over a relatively smaller
space, but will have a greater dependence on physical locality
of computation, lower bandwidth for communication, and
tighter constraints on energy usage. Thus, e-textiles represent
an extreme corner of the computing design space. Based on
this design space, this section seeks to rationalize a set of ser-
vices that form a “backplane” for a wide array of e-textile ap-
plications, including wearable and nonwearable applications.
A. Application Case Studies
This section describes two e-textile applications and iden-
tifies their common software service needs. In the category
of wearable computing, a garment designed to provide the
user with precise location information within a building is
analyzed. A large-scale, nonwearable acoustic beamforming
array is analyzed later in the section. Both textiles are woven
as opposed to alternative textile manufacturing techniques
such as knitting, embroidering, or nonwoven technologies.
The physical media for communication on these textiles will
be pliable, durable bundles of very fine metal fibers. Virtu-
ally all woven e-textiles are expected to use the new fiber
batteries and solar cells under development [30], [31]. This
will lead to highly distributed, redundant power supplies for
e-textiles in which some parts of the textile have more re-
maining power than others.
These two applications were chosen as reasonably rep-
resentative of the nascent e-textile technology in that each
combines a range of sensors, reasonable computing require-
ments, and a small number of actuators. Both applications
benefit from the wide distribution and large quantity of sen-
sors that can be distributed across the textile. The mapper gar-
ment is currently under design at Virginia Tech with aspects
currently in the prototyping phase. Single-cluster e-textile
beamforming arrays have been constructed at Virginia Tech
and a multicluster array is under construction.
MARCULESCU et al.: ELECTRONIC TEXTILES: A PLATFORM FOR PERVASIVE COMPUTING 2007
1) Mapper Garment: The mapper garment tracks the
motion of the user through a structure by monitoring the
user’s body position, the user’s movement, and the distance
of the user from surrounding obstacles. Such a garment
would allow users to be given directions in a building,
maintenance workers to be automatically shown blueprints
for their current room, or users to automatically map ex-
isting structures. The user’s body position is measured by
a set of piezoelectric strips woven into the clothing; by
measuring the deformation along tens of strips, the physical
configuration of the user’s body can be detected [32]. The
user’s activity, such as walking upstairs, climbing a ladder,
or walking on a flat surface, can be determined [32], [33].
The user’s movement rate can be measured by a small set of
discrete accelerometers as well as a digital compass attached
to the garment. The distance from obstacles is measured
using ultrasonic signals.
The primary challenge in this application is interfacing to
a large number of sensors and actuators in a reliable fashion.
Simply attaching the leads of every sensor/actuator to a
single processing unit and power supply would not meet
the design goal of a durable e-textile. In the event of a tear
in the fabric, single leads running to one collection point
could lead to significant rather than graceful degradation in
performance. The garment needs multiple points at which
analog data is converted to digital data; these conversion
units, likely in the microcontroller or digital signal processor
class, would need to communicate within a fault-tolerant
network.
By carefully managing which sensors and processing units
are active, the power requirements of the system can be re-
duced. For example, the computation of body position can be
accomplished with varying numbers of sensors depending on
the number and type of positions among which the garment is
trying to distinguish [35]. By selecting sensors from around
the garment according to local available power, power use
can be balanced across the e-textile.
When determining the location of a wall, the garment must
activate a transmitter in the direction desired and then sample
a receiver for the return signal. This will accurately com-
pute the distance, but gives no information on the direction in
which it is located. To compute direction, the location of the
transmitter on the body, the position of that part of the body
relative to the torso, and the direction in which the user’s
torso is pointing must be known. A number of techniques
are available for determining the location of one part of the
e-textile with respect to other parts of the e-textile; in this
garment, the body position is available.
2) Beamforming Array: The beamforming array textile
gathers data from a large array of acoustic sensors and an-
alyzes this data to determine the direction of an acoustic
emitter (e.g., a moving vehicle or a human voice). Through
the use of acoustic beamforming algorithms, a set of three
acoustic sensors can identify the direction of a single emitter
if the sensors and the emitter are all in the same plane. Given
noise and potential miscalibrations in the acoustic data, the
use of redundant acoustic sensors is advisable. As shown in
Fig. 15, if the fabric is large enough, then not only the direc-
Fig. 15. The e-textile contains four processor nodes, where each
processor manages a cluster of microphones. Each cluster can
find the direction of the emitter; by combining the beams from
each cluster, the location of the emitter can be determined. The
processors in this textile are connected by a pair of communication
lines.
tion, but also the location of an emitter can be found. Like the
mapper garment, for reasons of robustness, the large number
of sensors is not all handled by one conversion/processing
node; the fabric is sprinkled with many communicating pro-
cessing nodes, as shown in Fig. 15.
It is important to note that each acoustic sensor must know
its location precisely with respect to the other sensors; small
errors in sensor location result in increasingly larger errors
as the distance to the emitter increases. Although this is not a
wearable textile, it is flexible and, thus, subject to movement;
at a minimum, the initial position of each acoustic sensor
must be computed. In contrast to the mapper garment, the
positions of each sensor must be known quite accurately. To
accomplish this, the textile is augmented with speakers that
are physically colocated with a subset of the acoustic sen-
sors; by systematically activating the speakers, the distances
between the microphones can be determined. Once a suffi-
cient number of distances are known, the relative positions
of all of the microphones can be computed.
The frequency, direction, and distance of a potential target
all affect the optimal selection of a subset of sensors on
which to perform beamforming. Because beamforming is
fairly computationally demanding, it would be wasteful of
resources, including power, to collect and analyze the data
from the entire set of acoustic sensors. An efficient strategy,
therefore, is to have a small active set of sensors look for
emitters while the rest of the sensors sleep to conserve
power. Upon the tentative identification of an emitter’s char-
acteristics along with an assessment of remaining power at
processing nodes, an optimal set of sensors can be activated.
Once a set of sensors is selected, the time series data from
those sensors must be collected at a single processor where
the beamforming algorithm is to be run. If multiple beams
are formed (as in Fig. 15), then the direction and intensity
data must be combined at a single node; this is much less
demanding of communication resources than the exchange
of time series data. It is expected that some nodes along po-
tential routes may be asleep, others out of power, and some
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broken; routes must be found in spite of these drawbacks. In
addition, time series data from different nodes must be syn-
chronized; small errors in time can lead to large errors in the
computed results.
B. Backplane Services Challenge
Analysis of the application leads to the identification of
the need for three types of services that are required by
both applications and likely to be required by many other
e-textiles:
• fault-tolerant, low-power distributed digital communi-
cation;
• computation of the physical configuration of the textile;
• selection of processing elements for tasks based on lo-
cation, capability, and available energy.
Clearly, other services, such as distributed clock synchro-
nization, were identified explicitly or implicitly in the case
studies. This discussion, however, focuses on those services
that have aspects that are particularly challenging in the con-
text of e-textiles. Each of these services requires both hard-
ware and software support. These services are described in
the following sections, where the nature of the service pro-
vided is described, along with implementation issues specific
to e-textiles.
1) Communication: As the case study application anal-
ysis shows, the processing elements in the textile require
low-power, fault-tolerant communication. At the application
level, the addressing scheme used in e-textiles for most ap-
plications should resemble schemes proposed for distributed
sensor networks [36] more than it resembles TCP/IP. In the
garment mapper, the natural method of addressing an ultra-
sonic transmitter is to address a location on the user’s body,
e.g., “a sensor on the left arm.” In the beamforming applica-
tion, the sensors are selected based on their physical location,
e.g., “a time series from a sensor approximately five feet to
my left.”
The routing of data in an e-textile may be a completely
unique networking situation. The underlying physical con-
nections (wires) are connected in a two-dimensional (2-D)
interconnection pattern that, absent faults, does not change.
This 2-D structure is embedded in three-dimensional (3-D)
space, and because of the flexibility of the fabric, that em-
bedding will change over time. Thus, the route from node
A to node B does not change, absent faults in the network.
The node “five feet to your left” will change, however, as
the fabric changes shape. Note that in the case of wearables,
the embedding relative to the body is more or less constant;
the sleeve of your shirt generally stays on your arm in the
same orientation. The embedding of a nonwearable is sub-
ject to more change. Achieving “node A to node B” con-
nectivity, and to some extent addressing parts of the body,
is a relatively simple task that can rely on traditional net-
working approaches. Providing the application programmer
with a service in 3-D space that efficiently uses the under-
lying connectivity is more challenging.
2) Physical Configuration Information: As shown in the
previous section, it is clear that the implementation of
a high-level application programming interface (API) for
communication requires that the routing service know the
embedding of the e-textile in three-space (or at least on the
user’s body). To operate effectively, e-textile applications
must also have knowledge of this embedding; it is not enough
to merely address messages by location. For example, the
mapper garment must know the shape of the textile to infer
the activity of the user; it must also know which ultrasonic
sensors are in a position to sense a particular wall. Note
that the first requirement is for the shape of the textile
relative to itself, while the second requirement is for the
shape of the textile relative to its environment.
3) Processing Element Selection: As with any efficient
distributed system, a decentralized service for assigning
tasks must be implemented. Two features of e-textiles push
the requirements on this service into an extreme of the dis-
tributed system design space. First, the sensors and actuators
available to processors on the textile each have different
capabilities; even if every sensor/actuator is of the same
type, they are located in different parts of the fabric and,
therefore, provide different functions. By design, some level
of redundancy does exist to allow the e-textile to survive
faults. The second feature is the locally distributed power
on e-textile systems. Unlike existing low-power systems
that have a centralized power source, batteries and power
scavengers are distributed across the fabric, giving each
processor access to local power. Because the local power
supplies will be depleted and recharged at different rates, the
task assignment service must predict and balance remaining
power across the textile.
The API for task assignment will provide for two basic
interactions, advertising task capabilities, and advertising
task needs. Applications will advertise the capability to
perform application level functions such as “sense bending
at the knee,” “acquire a time series in the three meters
northeast of center,” or “move the west edge of the textile.”
VII. DYNAMIC POWER AND FAULT-TOLERANCE
MANAGEMENT
To support a given set of services for power and fault-tol-
erance management, several possible solutions exist under
given levels of redundancy (such as code migration or
remote execution) [37], [38], [16]. This section investigates
the benefits of a newly proposed scheme, precopying with
remote execution, over a baseline code migration tech-
nique. The investigation is performed in the context of
an e-textile-based system with energy and fault-tolerance
constraints. The study is performed using beamforming as
a driver application, as it lends itself well to partitioning
on the e-textile computing substrate. However, techniques
described in this section are general and can be applied to
many applications involving textile-area computing arrays,
such the prototypes currently developed by the COATNET
research group at Carnegie Mellon University.
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Fig. 16. Organization of beamforming application. Application
is partitioned across master and slave nodes. The arrows in the
figure indicate communication.
A. Driver Application—Beamforming
As a driver application, we have considered beamforming.
A beamformer consists of an array of sensors working in
conjunction with a centralized processor with the objective
of estimating source location and content of propagating
wave signals in the presence of noise. The beamforming
implementation considered in this work consists of repeti-
tive rounds in which all computational nodes participate in
accomplishing the overall goal of signal recovery. At the
beginning of a round, the master node sends a broadcast
message to all slave nodes instructing them to begin sam-
pling. Next, each slave obtains a sample from its attached
sensor and performs a -tap finite-impulse response (FIR)
filter operation on this sample. It then waits for its pre-
determined time slot, based on its identification number,
to send the result to the master node for analysis. During
this analysis step, the master node combines the individual
samples to obtain a composite reading for that sampling
period. Finally, at the completion of a round, the master
node waits for the beginning of the next round to send the
next sample request broadcast and continue operation. This
work focuses on the slave nodes, the master node, and the
network linking together the individual slaves to the master
node, as shown in Fig. 16.
B. Application Remapping
In the presence of exceptional conditions, such as
critically low levels of energy resources or increasingly ram-
pant intermittent failures, it is desirable to remap application
execution from one device (or set of devices) to another.
Deciding if and when to perform remapping involves trade-
offs. With low energy resources, remapping should occur
early enough so as to have sufficient energy to complete.
Acting too early can lead to unused energy resources going
to waste, while acting too late may result in failure. One
possibility for remapping the beamforming application is the
use of code migration to remap slave applications executing
on nodes with diminished energy resources to redundantly
deployed devices with ample energy supply. With this
baseline code migration, the energy resource threshold at
which migration is performed must be set conservatively so
as to ensure migration even in the presence of intermittent
link failures. To provide more flexibility over this baseline
code migration scheme, a new mechanism for performing
migration is proposed herein, which permits the staging of
the migration process so that effectively lower thresholds
may be used which still guarantee migration.
1) Code Migration: In the ideal case, migrating an
executing application will mean the application itself can
be unaware of this move and can continue execution on
the destination host without any change in behavior. This
transparent migration requires that the entire state of the
executing application (code, data, machine state, and state
pertinent to any underlying system software) must be
migrated faithfully. Such migration is, however, often too
costly in terms of data that must be transmitted to the target
host and in terms of implementation complexity.
A desirable compromise is to implement applications in a
manner in which they can be asynchronously restarted while
maintaining persistence for important state. Fig. 17 illus-
trates such a solution. The sensor node consists of a processor
and memory. The memory space is partitioned between that
used for the application, and memory dedicated to the de-
vice’s firmware. The memory region in which the application
runs is occupied by the different parts of the running applica-
tion—its code (text), initialized data (data), uninitialized
data (bss), stack, and heap, as illustrated by the blowup in
Fig. 17. By placing information that must be persistent across
restarts in the data and bss segments of the application,
it is possible to maintain state across migration while only
transferring the text, data, and bss segments. Each node
has preloaded into it firmware referred to as the monitor.
This firmware is responsible for receiving applications and
loading them into memory. Each application can transmit its
text, data, and bss segments, and when these are loaded
by a remote monitor, the migration is complete.
Each slave node attempts to migrate its application code
when the available energy left falls below a certain threshold
. This threshold must be chosen conservatively to ensure
that each slave node can successfully migrate in the presence
of bus collisions and link errors before they completely de-
plete their energy resource and die.
2) Precopying With Remote Execution: We propose pre-
copying with remote execution (PCRE) as a technique to im-
prove on code migration and remote execution, borrowing
ideas from both. The primary goal is to distribute the time at
which migration of application code occurs without actually
transferring execution of applications until energy resources
fall to a critical threshold. At this point, a single message is
sent to the destination where the application code was pre-
viously precopied, and execution is transferred. This enables
the threshold for migration to be set much lower, resulting
in more complete usage of the energy resource. As will be
shown in Section VII-D, the distribution of the migration of
different nodes in time has the added benefit of reducing the
number of network collisions during migration.
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Fig. 17. Lightweight migration of application code and state. Only program code, data, and
uninitialized data are transferred during migration.
Table 4
Simulation Variables and Their Associated Values
C. Experimental Setup
The simulator used in this study is built around a publicly
available energy estimating architectural simulator for the
Hitachi SuperH embedded processor architecture. It models
a network of embedded processors, each consisting of a Hi-
tachi SH3 microcontroller, memory, and communication in-
terface. The simulation environment permits the instantiation
of a large number of nodes as well as interconnection links (it
has been used to simulate networks on the order of hundreds
of nodes) and attached batteries. Failures are modeled in the
links that interconnect the processing elements in the fabric.
These failures are modeled after intermittent electrical fail-
ures, with an adjustable probability of failure (referred to as
the failure rate in Section IV). These probabilities of failure
are with respect to one simulation time step. For example, a
stated failure rate of 1E-8 implies a probability of failure of
1E-8 per simulation step. The correlation coefficient is the
likelihood that a link error will cause a node error on a node
connected to that link.
1) Simulation Setup: Several relevant simulation
variables and their associated values assigned for these
experiments are given in Table 4. All experiments employ
a beamforming implementation with one master node and
ten slave nodes. In every experiment, half the slave nodes
are inactive and used as targets for migration. As can be
seen from Table 4, each slave node is attached to a battery
with a capacity of 1.0 mAh. For the design alternative of
using a larger battery per slave node, each slave node is
attached to a battery with twice the capacity, or 2.0 mAh.
These battery capacities are on the order of ten times smaller
than a common wristwatch battery. Such a small battery in
today’s technology would have a size of 1 mm and cost
much less than a dollar. This size of battery was chosen to
limit the simulated system’s lifetime and make simulation
possible in a reasonable amount of real time. The master
node’s battery capacity is large enough to guarantee that
it continues functioning throughout the simulation. The
threshold for PCRE ( in Table 4) is ten times lower
than that for baseline migration because only one
frame needs to be transmitted to complete migration. Eleven
experiments are conducted to compare PCRE with two
other design solutions: using the baseline migration scheme
as defined in Section VII-B, and using a larger battery per
processing node instead of using code migration at all. The
details of each configured experiment are shown in Table 5.
Two topologies for interconnecting the master, slave and
redundant nodes are considered, and are depicted in Fig. 18.
In one topology, referred to as Dual-Bus, shared commu-
nication buses are employed, one for exchanging samples
between the master and slave nodes and the other for migra-
tion of slaves to redundant nodes. In the second topology,
the single shared bus for the exchange of samples is main-
tained, but Dedicated Migration Links are employed for
migrating the slaves to the redundant nodes. In Fig. 18,
the redundant nodes are the darker shaded nodes at the
bottom, and the slave nodes are the lighter shaded nodes
at the top. To investigate the robustness of the new code
migration technique in the presence of faults, simulations
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Table 5
Details Showing How Each Experiment Was Set Up
(L.E. = Link Errors, N.E. = Node Errors, Ind. = Independent,
Cor. = Correlated)
Fig. 18. Two topologies considered in experiments: Dual Bus and
Dedicated Migration Link topologies.
are performed with intermittent failures in the slave and
redundant nodes, failures in the links, as well as inde-
pendent and correlated failures in both the nodes and the
links. Table 4 shows the node and link failure probabilities
per simulation cycle. A 1E-8 per 16.6-ns cycle time error
probability, for a link operating at 200 kb/s, translates to
an error rate of 3.125E-6 per bit transmitted.
D. Results and Discussion
Fig. 19 shows the number of samples received by the
master node as well as the remaining usable battery energy
as the application evolves for Experiment 1. In the case
of PCRE, the solid line of Fig. 19 shows that the first
10 s is the time in which precopying is taking place by
each active node, and this unique “sawtooth” shape helps
to prevent possible link collisions during precopying. At
approximately 35 s, all nodes send their final frame to the
redundant node to complete migration. For the baseline
migration implementation, as is apparent in the solid line of
Fig. 19, nodes begin migration around 15 s and completely
resume normal operation by 20 s. The dotted lines show that,
for the baseline migration scheme, the amount of usable
battery energy decreases considerably in the region of 15 to
Fig. 19. Experiment 1—Dual Bus topology, no errors, 60-MHz
processors.
20 s because, in this region, each slave node is abandoning
what remaining energy it may have left by performing the
migration. The amount of usable energy remaining using
PCRE also drops during the final migration stage, but not as
drastically as in the baseline migration case. Summarizing
results for all the experiments are included in Figs. 19
and 20. On average, PCRE increases the system lifetime
over the baseline migration scheme by 57.9%. For baseline
migration, Experiment 9 did not successfully migrate mainly
due to random node and link errors, so this impressive in-
crease is largely due to the great improvement in lifetime
for this experiment (see Fig. 19). Removing this experiment
from consideration results in an average system lifetime
improvement of 28.6% for PCRE compared to baseline
migration. Fig. 20 shows these lifetimes, normalized to the
system lifetime of the “ideal” configuration where each
node has twice the battery capacity and no migration occurs.
Fig. 20 shows an improvement in system lifetime, the first
metric on the metrics list at the beginning of this section.
As it can be seen, PCRE achieves, in most cases, a system
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Fig. 20. System lifetime for two migration schemes, normalized to the system lifetime resulting by
simply using batteries with twice the capacity.
lifetime within 10% of the ideal case while baseline migra-
tion is usually 30% worse than the ideal system lifetime.
For the second metric, an improvement in the performance
of the beamformer using PCRE was observed. For example,
in Experiment 1, PCRE had an average of 4.698 samples
received during its lifetime per round, with a standard
deviation of 0.795. Baseline migration, meanwhile, suffered
somewhat, with only 4.498 samples received per round, with
a higher standard deviation at 1.273. Similar arguments can
be made for the other experiments, as well. Next, the energy
efficiency is also improved using PCRE as opposed to base-
line migration. For Experiment 1, PCRE consumes 115.26 J
of its 118.8-J total capacity with a system lifetime of 72.3 s,
and baseline migration consumes 95.2 J of its 118.8-J total
capacity with a system lifetime of 54.4 s. This gives PCRE
a ratio of 0.627-s lifetime per joule consumed, and the
baseline migration 0.571-s lifetime per joule consumed.
Therefore, for Experiment 1, PCRE enjoyed an energy
efficiency improvement of 9.8% compared to the baseline
migration scheme. The final metric of interest is the average
migration cost of an active node. The average migration
cost analysis for each experiment is given in Fig. 21. As can
be seen in Fig. 21, the migration cost is much higher for
baseline migration than for PCRE in the experiments where
a shared migration bus is employed. Many of the active
nodes experience collisions when attempting to migrate over
the shared bus, and this attributes to the increased migration
cost for those experiments.
Considering the two bar graphs of Fig. 21 together, it is
clear that systems with a higher network collision rate suffer
with higher average migration costs. The slight increase in
migration costs for Experiments 6–11 is an implementation
detail of the beamforming application, and does not reflect
on the PCRE approach itself.
The results of our study show that, in general, classic
techniques like code migration and remote execution pro-
vide reasonable solutions for application remapping in the
presence of failures or finite energy resources. Based on our
experimental results, we conclude that PCRE provides the
right amount of support for dynamic management of fault
tolerance and power consumption by reducing the overall
beamforming lifetime by 28.6% on average, as well as im-
proving energy efficiency and beamforming performance
compared to a baseline code migration technique.
VIII. E-TEXTILES: LOOKING IN THE CRYSTAL BALL
The various research efforts highlighted in Sections
IV–VII demonstrate the potential for cutting edge research
in the area of e-textiles. Looking ahead, the following key
questions are possible venues that could be explored by
researchers in the future.
• What will be the underlying computing substrate for
e-textiles: computing offline, onto, or into the fabric?
• What will be the solutions for dealing with limited and
finite energy resources in conjunction with faulty com-
munication and computation?
• What will next-generation e-textiles “compute” or how
they will “communicate”?
• Is it possible to achieve human performance enhance-
ment with e-textiles?
Addressing the first question, while it is generally believed
that (at least in the beginning) computation will still be done
in silicon, there exists the (albeit remote) possibility of having
computation really embedded into fibers [39]. Since for the
next five to ten years, computation will most likely be done
offline (that is, on a separate system, connected to the fabric
itself) or onto the fabric (on controllers attached onto the
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(b)
Fig. 21. Average costs of migration (time it takes to migrate code from one slave to a redundant
node) and average number of collisions per second for each experimental setup.
fabric), the underlying substrate will most likely be silicon. It
may be possible that, with the advent of alternative nonsilicon
technologies (nano, molecular, polymer based, etc.), in the
next two decades we may be able to see computation
embedded seamlessly into the fabric. Nonsilicon substrate-
based yarns could be woven just like regular fibers, providing
inconspicuous computing power for a variety of applications.
What is lacking in either case, however, is a set of tools and
methodologies that will be able to provide for e-textiles what
SPICE has provided for integrated circuits. Irrespective of
the underlying computing substrate, this research area is
still in its infancy, without much support from existing tools
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and methodologies, the most important reason for which
is the different model of computation and lifetime cycle
(as described in Section III).
While computation is still likely to be done in silicon,
and not into the yarns, the same may not be true for
energy resources. Distributed batteries, possibly fuel cells
or filament-type batteries woven into the fabric have already
been demonstrated [40]. Since reliable operation in the
presence of harsh or regular wear-and-tear environments
must be ensured, possible solutions include providing added
redundancy for both computation and interconnect, as well
as energy sources. On the other hand, if redundancy may
prove to be too expensive by requiring extra devices, a
possible solution is to make sure that the interconnect and
computation are designed fault free, thereby moving some
of the costs from the extra devices to the manufacturing
and testing costs. A common belief, though, is the fact
that energy scavenging and conservation is and will be of
prime importance, in conjunction with providing dynamic
support for reconfiguration and remapping.
The last two questions involve the type of applications that
are seen as potential candidates for mapping onto e-textiles.
When thinking about context awareness or enhancing human
performance awareness, e-textiles may just be the computing
substrate needed for achieving it. E-textiles may prove to
be the next successors of smart cards in allowing people
to seamlessly move from one ambient to the other, with
the clear advantage of being close to the human body
and, thus, being able to provide biometric authentication,
inconspicuously and without intrusion. At the same time,
e-textiles will be able to provide possibly the best support
to impaired individuals by enabling improved sensing, in
addition to actuation, both embedded in regular garments.
Finally, special segments of the market (such as medical,
military, law enforcement, as well as sports training) may also
benefit from the already available e-textile-based technology
for vital signs monitoring or remote triage.
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