ABSTRACT
INTRODUCTION
The success of the Web today has changed the way we receive and access information. While the Web has become the de facto information resource, it leads to an information overload problem in our everyday life and business. The enormous volume of information available on the Web, the broad coverage of the Web content, the phenomenal number of Web users and businesses, and their continued rapid growth have presented a major relevant information appropriate to individual needs. This is regarded as a problem of Web personalization, which deals with personalized information retrieval and access.
The Semantic Web is being developed as an extension to the current Web. It introduces a semantic layer over existing Web content, to support information processing and accessing more effectively. The semantic layer transforms Web content into a semantic information space that can provide a shared common understanding across humans and machines. The foundation of such a layer is provided by ontologies. Personalized ontologies, as the name suggests, are personalized to each user, and can be used to improve better meet individual needs. When applied to the Web, personalized ontologies can facilitate Web data discovery for individuals, for example, for e-business.
though many efforts have been attempted, many research issues remain open. Ontology learning is a new research area that aims to develop methodologies and tools for constructing ontologies in an engineering manner with a higher degree of automation. It is transdisciplinary and integrates techniques from knowledge representation, machine learning, statistics, logic, natural language processing, information extraction, and information retrieval. In the context of the Web, the problem of learning personalized ontologies has raised many new issues. In particular we consider the following issues:
• Richness of semantic representation: Can the user's interests and preferences be represented in a richer, more precise, and less ambiguous way than a keyword/item-based model? • Dependency of context: Can the user's interests and preferences be captured with the background knowledge of the Web page? • Dynamic capture of user's interests: Can the user's interests and preferences be capof the Web page?
• Validity of the Built Ontologies: What level of validity are the built ontologies, in terms of quality or accuracy in representing user's interests and preferences?
The goal of this chapter is to survey the main concepts, existing methods, and practices of learning personalized ontologies, with a focus on dealing with the issues described above. The survey will involve techniques from areas of ontology engineering, information extraction, information retrieval, unsupervised machine learning (e.g., neural networks and hierarchical clustering), and personalization. The rest of this chapter is organized as follows. The next section presents a review of the main concepts of ontologies, followed by a section that studies the state of the art in the area of ontology learning. Then, an overview of Web personalization, and issues and approaches for learning personalized ontologies are presented. Finally, a number of future research directions are described.
ONTOLOGIES: DEFINITIONS AND OVERVIEW
The importance of ontologies has been recognized in the computer science community. A good example is the key role they play in building Semantic Web applications. However, there are still different arguments as to the meaning of the term ontology. To begin the review, a study of the related necessary. This section is to provide an introduction and overview for such purpose.
The Origin
between the notions of Ontology (with capital "O") and ontology (with lower case "o") (Guarino, 1998) . The former is the philosophy that studies the nature of beings, while the latter refers to an object that accounts for a view of the world within a certain context (Gruber, 1993) . According to the Oxford English Dictionary (www.oed.com), ontology (with small "o") is a countable noun. It is "a theory or conception relating to the nature of being."
The Notion of Ontologies in Computer Science
veloped in intelligence (AI), which is a researchers use the term "ontology" to describe the world that is being represented within a context. -nition of ontology has changed and evolved over time. The most common citation in the literature conceptualization." Studer, Benjamins, and Fensel
a shared conceptualisation. Conceptualisation refers to an abstract model of some phenomenon in of that phenomenon. Explicit means that the type of concepts used, and the constraints on their use that the ontology should be machine readable, the notion that an ontology captures consensual knowledge, that is, it is not private of some individual, but accepted by a group.
It can be seen that the term "conceptualizawhich consists of a set of objects assumed to exist in a given domain and the inter-relationships of these objects. The set of objects and their interrelationships are expressed in a declarative formal vocabulary that represents the knowledge of the the account for the meaning of relevant objects and relations, a conceptualization is seen as a set of rules describing the structure of a piece words, a conceptualization is an abstract model 2004) and can be used to communicate meanings among agents (Maedche, 2003) .
A "shared conceptualization" promises a common understanding among agents in the agreements about objects and relations being communicated must exist (Gruber, 1993) . Given that the underlying concept of an ontology is to provide a shared conceptualization of the world that is being represented, an ontology promises a shared and common understanding among agents by capturing consensual knowledge in a general and formal manner (Corcho, Fernández-López, Therefore, fundamental to the notion of a computer science ontology (denoted as the term "ontology" in the rest of this chapter, unless conceptualization and communication. To reach a common conclusion in the communication, accurate, consistent, and meaningful distinctions among concepts and relations in the ontology must be made. To meet this requirement, logic-based languages are usually employed to express ontologies. However, logical theories are mainly used by skilled or trained with the fact that ontologies are used by human and machine agents. To minimize possible misunderstandings, ontologies should allow direct mappings to natural languages. In an attempt to address this issue, Maedche (2003) has proposed an ontology structure for formalizing domain theory and a lexicon to discover semantics for communication: 
Ontology Structure
ences separated from concept denotations. This separation enables avoiding an instantaneous ontologies a fundamental requirement of the inclusion of a lexicon makes an ontology representation explicitly at a lexical level, enabling a direct mapping to a natural language. An example can be found in Maedche (2003) .
Ontologies
The notion of ontology is sometimes "diluted" to the simplest case, in which taxonomies are considered full ontologies (Guarino, 1998; Studer et al., 1998) . For example, Lassila and McGuinness (2001) consider the Yahoo! Directory (www. yahoo.com) as ontologies based on the consensual conceptualization it provides for a given domain. To clarify the concept, the ontology community develops two criteria to categorize the ontologies: the depth of the domain model and the amount of restrictions on domain semantics (Corcho et al., 2003) . Based on these criteria, ontologies can be lightweight or heavyweight (Corcho et al., 2003; . Lightweight ontologies describe concepts and relationships that hold among them. Heavyweight ontologies add axioms with constraints to lightweight ontologies. Generally, lightweight ontologies hold simple relations such as "is-a" relation. Heavyweight ontologies offer the ability to include other complex types of relations et al., 2004) . The Cyc (Lenat, 1995) ontology is a good example of a heavyweight ontology. With the intention of covering common-sense knowledge, Cyc organizes the knowledge under microtheories, each of which is an ontology for to use the "subject of conceptualization" as the the level of generality (Guarino, 1998) , ontologies are distinguished as follows:
• Top-level ontology, which is the vocabulary of highly generic concepts and is independent of a particular problem or domain. This kind of ontology is also known as foundational ontology upper-level et al., 2004 ).
• Domain ontology, which is the vocabulary of a given domain. The vocabulary is a specialization of concepts introduced in the related top-level ontology.
• Task ontology, which is the vocabulary of a given task or activity. The vocabulary is a specialization of concepts introduced in the related top-level ontology.
• Application ontology, which is the vocabuparticular domain and task. Such concepts often correspond to roles played by domain entities for a certain activity.
Methodologies
Ontology building is a challenging task. A number of methodologies have been proposed to guide the building. However, different approaches focus on different aspects of the building process. For example, KACTUS (Schreiber, Wielinga, process from an initial knowledge base, while builds the skeleton of the ontology automatically from a large ontology. To compare the different approaches, Corcho et al. (2003) take account of the degree of dependency of the built ontology and its application. This is measured by the dependency of the development process and the uses of the ontology. In this aspect, KACTUS and application driven (Schreiber et al.,1995) , hence and METHONTOLOGY (Fernández-López, -tion independent.
Of these approaches, TOVE has a higher degree of formality. It has been applied and tested in business domains. However, as in Seletal and KACTUS, TOVE does not provide much guidance processes of ontology development, focusing on knowledge management applications. Compared to these approaches, METHONTOLOGY provides better guidance for each process. It focuses on acquisition and conceptualization, and enables ontology construction at the knowledge level. It was used by the Foundation for Intelligent Physical Agents (FIPA) ( ) for constructing ontologies. Moreover, METHONTOLOGY is the methodology that has most compliance with the IEEE standard of software development (IEEE, 1996) .
None of these approaches can be considered as mature, when compared to software engineering and knowledge engineering methodologies. The major issue is that these proposals are not different approach. The need for creating a consensual methodology for ontology construction has been noted. Collaboration between different groups to unify different approaches is thus proposed (Corcho et al., 2003) . A good attempt is an engineering approach, which develops an ontology construction process as an engineering task, namely ontology engineering. In the next sub-section we present this approach.
Ontology Engineering
An ontology engineering (OE) approach provides "a basis of building models of all things, in which information science is interested, in the world" -proach consists of a set of processes related to the development of ontologies for a particular domain and methodologies to guide the construction process. The set of processes is referred to as an ontology lifecycle. According to Pinto and conceptualization, formalization, implementation, maintenance, knowledge acquisition, evaluation, and documentation. Each of these processes Maedche, 2003) . Given the fact that the Semantic Web is a "meta-Web" of the current Web, ontologies need to be built. Building domaincontribute domain knowledge. Therefore, domain experts, together with ontology engineers, will be the developers of ontologies. The role of domain experts is to model and maintain ontologies. On the other hand, since the purpose of the Semantic Web is to support better information process and access to the existing Web content, it is to be used by humans and machines in different applications (Maedche, 2003) .
With these two issues in mind, Maedche (2003) has proposed a layered framework. The framework is based on the distinction between the notions of while ontologies are to capture the conceptual structures of the domain, knowledge bases aim to specify given concrete states. Since knowledge bases describing particular circumstances can be can be instantiated using an ontology structure. Therefore, a knowledge base structure can be Knowledge Base Structure 
A layered approach is thus proposed based on the ontology structure O, the knowledge base structure KB, and their corresponding lexicons L and L KB , respectively. The layered framework consists of three layers. From bottom to the top, they are: concepts L C , relations L R , and instances L KB .
The second layer includes elements from:
• Ontology structure O: The set of concepts C referenced by L C , the set of relations R referenced by L R , the concept taxonomy
Knowledge base structure KB: The set of instances I referenced by L KB , the set of concept C(I), and relation instantiations R(I 1 , I 2 ).
The third layer is the set of ontological axioms A O . The layered framework supports incremental and cyclic development of ontologies. The incremental model is based on the interaction between layers, and the dependency or overlap between ontology and knowledge base. Advantages of this layered approach can be seen from the following aspects (Maedche, 2003) Generally, ontologies can be built from different types of source data. The current trend is to learn ontologies from natural language textual data. The motivation comes from the following understandings:
• With the rapid increase of digital resources, valuable information tends to be stored in free text format. Therefore, the ability to capture a domain image from raw textual data has a higher value of using and sharing domain knowledge. Such a domain image can be presented in the form of ontologies (Chen, 2006) . On the other hand, much of the Web content data is unstructured textual the content of Web data in ontologies is the Web applications. Thus, natural language text is considered as the most important source data of ontologies for the Semantic Web (Maedche, 2003) .
• Although techniques and tools for ontology construction have been developed over the last decade, they provide little support to -ing manner. Many relevant ontologies were constructed in a more manual manner than Celjuska, 2004) . The labor-intensive and time-consuming manual construction has introduced a serious knowledge acquisition bottleneck in building ontologies. How to develop large and adequate ontologies within short timeframes to keep the cost down is an open question in the research community. One way to address this issue is to develop automatic techniques and tools for the construction of ontologies. However, current technologies do not support fully automatic processes. While automatic construction of ontologies remains in the distant future, achieving semi-automation has become a compelling goal. When building ontologies from textual data, existing unsupervised machine learning techniques can be integrated into the process to achieve a higher degree of automation. This integration process is often referred to as ontology learning.
The role of ontology learning has been recognized as an important process in ontology engineering; in particular, a semi-automatic learning process is considered to simplify the process of ontology engineering. In the next section we present the state of the art in ontology learning.
ONTOLOGY LEARNING FROM TEXT
Ontology learning has emerged as a new area aiming at the integration of multiple disciplines, to develop methodologies and techniques that can be used to facilitate the ontology construction process (Maedche, 2003) . Generally, ontology learning is concerned with knowledge acquisition (Buitelaar, no consensus about the precise tasks an ontology learning framework needs included (Buitelaar et al., 2005) . In the context of learning ontologies attempt that contributes to the understanding of ontology learning tasks. By analyzing the fundamental requirement of an ontology structure, they have proposed a set of subtasks. These subtasks are organized in a layer cake with an increasing order of complexity of the learning target. From the simplest task sitting at the bottom layer to the complex task at the top layer, these subtasks learn terms, synonyms, concepts, concept hierarchies, relations, and rules. The state of the art of these subtasks is presented below.
Layer 1: Terms
This layer is concerned with term extraction from text. When free text is used as the source of data for creating ontologies, the task of ontology learning is concerned with knowledge acquisition from text. Term extraction is designed to identify relevant terms from text. The most commonly used technique is of feature selection, which is a process that selects a subset of the original feature set according to a given criteria (Liu, Liu, Chen, reliable feature set that retains the original meaning of terms, help remove noise from source data, and provide a better understanding of the source 2003; Osiski, 2004) .
The extraction process is based on the weights the associated terms in the text. The technique used to derive such a weight is called term weighting. Many term weighting schemes have been proposed. Among these, the most popular ones are Term Frequency (TF) and Term Frequency-Inverse Document Frequency (TF-IDF). According to Salton and McGill (1983) , TF is a measure of proportion to the standard occurrence frequency of each term in the document. The Inverse Document Frequency (IDF) is the proportion to the total number of documents to which the term is assigned. IDF is often used with the TF to measure the similarity between documents, a scheme that is referred to as TF-IDF. Document Frequency of documents that contain a term. The idea behind Document Frequency Thresholding (DFT) is the assumption that rare terms make no contribution either to the category prediction or in the global performance. When used as a threshold, each unique term in the training set is compared to its DF. Terms are selected if their DFs are greater than some pre-determined threshold. For text categorization, it is simple and effective. It can be easily scaled to a large dataset with linear time not require class information, it can be applied to text clustering. The drawback is that each term is given the same importance in different documents to which they belong. For example, there might be common terms that are of high DF but uniformly distributed over different classes (Liu et al., 2003) . Pedersen, 1997; Liu et al., 2003) measures term importance based on the term's co-occurrences in pairs of related documents in the collection. It is computed as the probability of a term in a document related to any documents that contain the term. Let d i , d j be an arbitrary pair of related documents, and t a term, then the TS of term t
Term Strength
, where P r is the probability of t d i to t d j .
The selection of a pair of related documents d i and d j is based on the similarity between these documents. If the similarity value is above a threshold, then d i and d j are related documents. Thus, a similarity measure and a threshold parameter are required for the TS calculation. Since the computation of similarity is performed on every possible pair of documents, the time complexity is quadratic in the number of training documents.
Term Contribution (TC) (Liu et al., 2003) computes the contribution of a term by document similarity using the dot product:
, where f(t,d) denotes the tf*idf 1983) weight of term t in document d. The TC of contribution to the documents' similarities:
.
If the weights of all terms are equal, set f(t,d)=1, then the value TC(t) can be written as TC(t)=DF(t)(DF(t)-1).
When DF(t) is a positive integer, the transformation increases monotonously. Thus, DF is a special case of TC. TC has a time complexity of O(MN 2 ), where M is the dimension of the features and N the average number of documents in which per term occurs.
Liu et al. (2003) have found that TS and TC are better than DF. Compared to TS, TC has a lower time complexity. It is recommended as a better choice than TS as an unsupervised feature selection method for text clustering. These authors have also proposed an iterative feature selection method by utilizing some supervised methods. Details about this method can be found in Liu et al. (2003) .
Works on this layer applied to ontology learning have been limited. The main issue is that the learning process is only concerned with the extraction of relevant terms. This can easily result in a lack of identifying terms' internal semantic relations. For example, natural language text often contains a certain amount of synonyms. Thus, learning synonyms is important for knowledge acquisition from text.
Layer 2: Synonyms
A synonym is "a word having the same sense as another" (www.oed.com). Therefore, synonyms can reveal semantic similarity of terms. The main of the correct sense of a term in the given context. This issue is referred to as word sense disambiguation (WSD), which was originally considered as one of the linguistic problems in traditional text analysis. In the context of ontology learning, efforts have been channeled into utilizing WordNet (Fellbaum, 1998; WordNet, n.d.) and clustering algorithms.
WordNet is a lexical reference system. Inspired by current psycholinguistic theories of human lexical memory, WordNet organizes English nouns, verbs, adjectives, and adverbs into synonym sets, each representing one underlying lexical concept, referred to as synset. A word with multiple senses belongs to multiple synsets. WordNet consists of 115,424 concepts and 152,059 lexical words. Different relations (e.g., hypernym, hyponym, meronym, and holonym relations) are used to link the synonym sets in the form of ontologies. Since synsets are the basic building blocks of WordNet, the basic semantic relation in WordNet is synonymy (Fellbaum, 1998; WordNet, n.d.) . Since WordNet is a linguistic resource for generalpurpose reference and it is free to be downloaded and accessed online, it has attracted much attention by the research community. However, its "static" content and "general-purpose only" restrict its terms are references to the domain knowledge. Clustering techniques are therefore utilized to enable the dynamic acquisition of synonyms. On the other hand, recent research has found meanings in some domain areas (Buitelaar et al., 2005) . A learning approach at this layer needs to take these issues into account during the learning process.
Layer 3: Concepts
Recall that concepts and their inter-relationships are the fundamental elements of an ontology. In WordNet, a set of synonyms called synset is deStaab, and Stumme (2003) and Chen, Alahakoon, and Indrawan (2005) has followed this practice. From a linguistic point of view, some of these works overlap with the learning of terms and synonyms (Layers 2 and 3). Buitelaar et al. (2005) see a concept as a compound of:
• A set of concept instances, and • A set of linguistic realization.
In the case of natural language textual data, terms are linguistic realizations of concepts. In this light, ontology population (Etzioni et al., 2004) addresses the problem of learning concepts in an extensional context. With regard to the intentional -ship to other concepts must be included. In addition, a description of the concept is also required.
of the few works that can be found on learning relationships between concepts is considered a set of distinct tasks. Since relations in an ontology can vary, what kind of relations an ontology can hold depends on the application domain and the purpose of building the ontology. Often, concepts hold some taxonomic relationships among themselves. Each concept in the taxonomy is usually corresponding to different modules or sub-ontologies. Such a hierarchical architecture enables decomposition of the domain knowledge. Therefore, taxonomies are considered key components of ontologies. Learning taxonomic relations is seen as a key task in learning ontologies. In the layer cake framework, it is referred to as concept hierarchies at Layer 4.
Layer 4: Concept Hierarchies
Concept hierarchies are presented in taxonomies.
A taxonomic relation is subsumption, of which concept A subsumes concept B, if and only if any instances of B are necessarily instances of A (Gandon, 2002) . In other words, a taxonomy holds is-a (1996), three approaches can be used to build a taxonomy of concepts. These approaches are:
then generalizes and specializes them appropriately.
These approaches have been employed by many methodologies for identifying concepts. For example, KACTUS uses a top-down approach. Skeletal, TOVE, and METHONTOLOGY use a strategy, but rather, it chooses a strategy according to the application.
The choice of an approach is based on the domain, source data, and the purpose of building ontologies. Each approach results in a different level of detail. Top-down provides high-level philosophical considerations, making coherence maintenance facilitate. It enables better control of the level of detail and the reuse of ontologies. However, a risk of less stability and a miss of the commonality inherent in the complex web of interconnected concepts exist. Bottom-up
The trade-off is the higher overall effort and related concepts. Combination encourages the modularity and stability of the result. It offers a balance of the level of detail. While this approach is being acknowledged as a better approach, it suffers from the workload of identifying the most Gandon, 2002) .
Researchers have addressed the problem by integrating clustering and related techniques to form hierarchical clusters and label them. Labels are then extracted and presented in taxonomies.
The motivation of this line is to utilize unsupervised hierarchical clustering techniques to achieve a higher degree of automation in the learning process. As Maedche and Staab (2000) have noted, common approaches currently being researched are to collect relevant concepts and cluster them into a hierarchy using combinations of statistic and linguistic data. For example, ASIUM (Faure learns semantic knowledge from text. It forms basic clusters by head words that occur with the same verb after the same preposition or with the same syntactical role. Using these classes as input, ASIUM builds an ontology level by level. It aggregates the clusters and extracts concepts from newly formed clusters to represent the ontology of the domain. At each level the number of clusters to be aggregated is restricted to two. This restriction may lead to an enormous number of useless classes. Hence, a process of removing all useless classes is performed in a post-processing phase. Experiments have shown that ASIUM performs well on a corpus of cooking recipes; however, the nature of the algorithm might not give a promising result in a general domain (Celjuska, 2004) . Based on a top-down fashion, Khan and Luo (2002) modify the self-organizing tree (SOTA) topic tracking to construct a hierarchy. An automatic concept selection algorithm from WordNet (Fellbaum, 1998; WordNet, n.d.) is integrated into their model for labeling.
While these approaches attempt to address the problem of knowledge acquisition bottleneck by targeting a higher degree of automatic process, there is a lack of consideration given to the resultant ontologies in the level of meeting the requirements or expectations. For example, what is the impact of the resultant hierarchy on the target ontology, e.g., ASIUM uses a bottomthat may not meet the requirements of a practical application. When labeling clusters, how do you identify the abstraction level of clusters and the relationship between layers so that they can to construct the ontology? These two issues are referred to as taxonomic problem and semantic problem, respectively (Chen, 2006) .
It is apparent that the taxonomic problem is closely related to the clustering techniques employed. To address the issue carefully, selection of a clustering algorithm is required. Dimensions to be considered are the degree of automation and the ability to provide an adaptable hierarchy architecture. Since labels are based on the resultant clusters, the abstraction level of clusters and the number of layers in the hierarchy will have an impact on the semantic issues. Therefore, the clustering algorithm also needs to take these two dimensions into account. The Hierarchical GSOM Clustering (BHGSOM) (Chen et al., 2006 ) is a good example attempting to address these issues. It makes use of the spread factor of an unsupervised neural network model called Growing Self-Organizing Map (GSOM)
The model minimizes the workload needed for discovering necessary layers in the hierarchy, implicitly supporting the ability to identify and limit the depth of the target taxonomies.
The semantic problem requires semantic commitments that are methods to guide the construction of taxonomies. In the context of using the guiding of labeling process. Works at this level can be found in the semantic commitment OntoDiscFM (Chen, 2006) .
Semantic Commitment
language methodology called semantic commitment to guide the construction of taxonomies. The method takes a semantic approach to normalize the meaning of the concepts, which are the knowledge primitives of the ontology in a natural way by using natural language. It consists of three steps:
• Semantic normalization of terms that will be used later in the constructed ontology, by choosing linguistic labels and specifying the meaning of these labels used for naming the concepts. A taxonomy of notions is produced by using four principles of differential semantics:
• Interestingly, the authors have found that the swp and sws are shared among the notions of the same siblings. The dwp is the sum of sws and dws. The meaning of each node in the taxonomy is all the similarities and differences attached to all the notions from the most generic root to this node.
• Knowledge formalization of primitives obtained, where notions become concepts, performing as formal primitives, and become part of a referential ontology. Each concept has a set of domain objects. Hence, set operations can be used to obtain new concepts.
•
Ontology computation, where possible computational operations are performed on the referential concepts.
The semantic commitment approach has been implemented in a prototype and applied to build several ontologies. However, since semantic -tracted ontology is valid only for a domain or task. In addition to a limit on the scope, the approach takes domain terms as input source, requiring other tools to discover domain terms.
OntoDiscFM (Chen, 2006 ) is a hybrid framework for ontology discovery, which is a process of learning important lexical entries from a given set of text documents. Each of the learned lexical entries and relationships represent the underlying concepts and their taxonomic relationships that are contained in the documents. The learning process takes a clustering approach on a semantics base by integrating the lexical database WordNet and the neural network model BHGSOM. To improve the clustering performance and integrate the clusters into ontologies at the semantic level, three components called Semantic Feature Extraction, Cluster with the semantic aspect highlighted below:
• Semantic feature extraction extracts relevant features at the semantic level taking into account background knowledge of the source data. The extraction is supported by:
A concept tree of background knowledge for a given concept, A concept hierarchy that narrows the scope of background knowledge for identifying an appropriate concept in the concept tree, A stopping criterion that determines the appropriate generalization of a concept in the concept tree, A context factor degree of generalization of a layer in the concept tree, and A lookup table that contains semantics of the source data and their background knowledge. It is used to support the • Cluster labeling uses a semantically driven approach to label clusters. Labels contain background knowledge derived from the source data for clustering. Such labels cannot only uncover the meaning of clusters, but also reveal the relationship between layers of the hierarchy, providing a "foundation" for extracting taxonomy of concepts.
• uses a set of heuristic semantics and background knowledge. With human intervention and domain knowledge an ontology perspective.
The semantic approach taken in labeling and attempt in presenting taxonomic skeletons with a "self-presenting" manner, which is the use of the semantic references learned from the source data. This semantics-based approach retains the information contained in the source data at a higher level. In summary, taxonomies are key components of ontologies. Learning taxonomies is a key task in ontology learning. Works on this layer have been carried out; however, there remain issues. More research is required, in particular addressing the taxonomic problem and the semantic problem.
Layer 5: Relations
The task of this layer is to learn non-taxonomic relations. Although taxonomic relations is the key relation in ontologies, non-taxonomic relations may also play important roles in some application domains, for example, part-of relations in medical domains (e.g., an ontology for describing human body structure). Learning non-taxonomic can be extracted is unknown. In other words, the extraction is often used to discover new relationships between concepts. In case of natural language text as the source of data, statistical and linguistic analysis techniques are often used.
While non-taxonomic relation extraction is mostly in the acquisition of selection restrictions for verb arguments (Buitelaar et al., 2005) , taxonomic relations usually hold between nouns. A novel approach making use of the taxonomies for discovering non-taxonomic relations has been proposed by Maedche and Staab (2000) . The authors use a generalized association rule algorithm by analyzing statistical information about the linguistic output. They use background knowledge from the domain taxonomy to determine the appropriate level of abstraction at which Non-taxonomic relations appear as an important building block of ontologies. In some particular domain, it can be a major building block. However, work at this layer is still not well researched. More efforts are required.
Layer 6: Rules
The task at this layer is to learn rules from source data. Work in this area is rather rare. Recently, noticeable attention was raised by the PASCAL Recognizing Textual Entailment (RTE) Challenge -vation behind the RTE is that natural language can have variability of semantic expressions. Different texts can represent or infer the same meaning, often resulting in many-to-many relations between language expressions and meanings. A model that can recognize mappings between different text variants and a particular target meaning is needed. In other words, it is used to recognize whether the meaning of one text fragment can be inferred from the other. The RTE has been proposed as a generic task that captures major semantic inference needs across applications processing natural languages.
Although works in this area remain underresearched, the RTE has made an initial attempt to address the problem of learning semantic entailments for natural language applications such as question answering, information retrieval, information extraction, and (multi) document summarization. This research effort has greatly increased the awareness of the problem and could open up many new possibilities for the research community.
From the above study we can see that learning of terms, synonyms, concepts, and concept hierarchies are closely related to natural language processing and text clustering. Depending on definitions, these processes may overlap to some extent. There are taxonomic relations and non-taxonomic relations. While the former is necessary, the latter can vary, depending on the target and the application domain. The extraction of rules is a new area in ontology learning. The RTE has initiated an attempt in learning semantic entailments. All these learning tasks constitute the complex task of ontology learning. Central to the problem of these learning sub-tasks is the semantic problem. Ontology learning should aim at a higher degree of richness of semantic representation.
LEARNING ONTOLOGIES FOR PERSONALIZATION
To understand how ontologies can be applied to personalization, we start this section by introducing what personalization is in general, and Web -cuss how techniques presented above can be utilized to learn personalized ontologies as a means to personalization processes and services.
Personalization
Personalization is a process of customizing information access to end users. It has been regarded as one of the approaches to the problem of information overload. With the rapid increase of information available online, personalization has become a key component of Web applications to tailor information content, structure, and presentation to the needs of a particular user or a example is to create a personal gateway to a Web mail client such as Google or Yahoo! mail. This kind of personalization requires the user to specify the settings. More complex examples targeting automatic adjustment of information to meet the user's requirements can be found in e-business applications. For example, Amazon's (www.amazon.com) recommendation provides suggestions of books according to the similarities in the user's purchase history.
The type of personalization applied to the Web can be any action for example, browsing the Web, trading stocks, or purchasing a book that makes a user's Web experience personalized to his or her taste (Mobasher et al., 2000) . Eirinaki -tion process in four steps: collecting Web data, modeling and categorizing the collected data, analyzing the collected data, and determining actions to be performed. In the following we give are essential steps before a personalized action can be performed.
Web Data
Web data can vary. Generally, there are content data. Content data can be text, images, or structured data presented to the end user. Structure data represents the structure of the content, for example, HTML or XML tags used within a page and hyperlinks that connect pages. Usage data is data about a user's Web experience such as IP address, access time, and path accessed.
provides user data such as demographic information, and the interests and preferences of the user. Such information can be obtained from the user's input (e.g., registration form or questionnaires) or inferred by analyzing
Modeling and Categorizing Web Data
Depending on the application domain, the collected data is pre-processed, for example, data cleaning and important features extraction. The -egories for analyzing in the next step. Data mining the related data pre-processing techniques can be
Analyzing Web Data

Existing analysis techniques have been largely
Filtering -A tracks a user's browsing behavior to discover his or her personal -2003) . Often machine learning techniques are learning of the user's interest from the content of Web pages. A relies on the user's input. For example, input includes the rating of objects and explicitly expressing their preferences and interests. By making an assumption that users with similar behaviors have for common preferences of different users then returns information predicted to be of interest for the users. A requires users to answer a set of questions derived from a decision tree. The users' answers are then used interest.
Web mining is a research area that develops techniques and methods to discover knowledge from the Web. Works in this area can be divided Web content mining, Web usage mining, and Web structure mining. Web content mining is to discover knowledge from the content of Web pages, Web usage mining analyzes Web usage data to discover usage patterns, and Web structure mining aims at mining the structure of the Web graph. Of these three mining spaces, Web usage mining concerned with user behaviors has a close relationship to the Web personalization. Since usage data are often collected when a user browses a Web site, they can capture the user's navigation behaviors. Web usage mining based on such data is an approach to discover users' interests, and thus it can be used for Web personalization.
The Role of Ontologies in Personalization
An important issue to a personalization process is the degree of automation. In other words, does the process require human involvement, and if systems, a manual process is very labor intensive and time consuming. In the Web environment, a lower degree of automation will introduce a bottleneck in discovering interesting patterns for personalization.
approaches rely heavily on the users' participation since users may be reluctant to give true and/or complete data. In addition, users' interests and preferences may change over time, so the collected data can be easily out of date (Mobasher et al., mining approaches attempt to apply machine learning methods to alleviate this problem. The level of quality or accuracy that can be achieved by human experts. Since much of the Web content data is unstructured textual data, content-based a machine learning approach for text analysis has On the other hand, when there are limited textual contents, the semantic problem can be critical. Web mining usage approaches rely on the Web log data that captures users' navigation behaviors. Such data can facilitate the exploitation of usage patterns dynamically. Integrating unsupervised learning techniques into the approach enable automatic construction of user models. However, the fact that this group of techniques relies solely on usage data can result in failure to understanding the meaning of the user's interests. Consider that Sonja is reading a news article on The Australian newspaper Web site. The usage data captures her Web experience of browsing the Web site of the newspaper; however, it fails to capture the context of the story that has interested her. To better understand Sonja's interests, we need to look inside the story. This feature is not supported by usage mining techniques, but the content-based model. Thus, exploiting multiple sources of information, for example, the combination of usage data and Web page contents, is the key to building an efWhen applying a content-based filtering approach to the above example, we found that the article Sonja is reading describes kangaroo, koala, possum, and echidnas. Therefore we say that Sonja is interested in these animals. Given our knowledge that these animals are Australian animals, we can infer that Sonja is interested in Australian animals. However, without we humans -tralian animal" as a "general" interest of Sonja. This is a problem of context in natural language processing. In addition, if Sonja is interested in Australian animals, is she also interested in other animals? An issue raised here is: how can her interests be represented at an appropriate level of granularity, for example, "Australian animal" or "animal"? Building personalized ontologies from Web textual data is one way to address these problems.
Taxonomies are key components of ontologies. An ontology with taxonomic relations provides the ability to represent users' interests and preferences in a richer, more precise, and less ambiguous manner than a keyword-based model. With taxonomic relations, an ontology organizes users' interests and preferences at different levels of granularity in a hierarchical structure. In other words, users' interests and preferences can be represented from for example, interests for broad topics such as traveling and working in China or Australia vs. preference for traveling and working in particular cities such as Beijing, Shanghai, Sydney, and Melbourne. However, it can be assumed that a user interested in knowledge representation and reasoning techniques is interested in the area of Integrating ontology learning techniques into process (to a certain extent, the former overlaps with the latter), together with Web usage mining techniques to learn ontologies, can better discover an individual user's interests and preferences, explicitly or implicitly, at a conceptual level. Since ontologies are learned from Web data that they are personalized and can be referred to as personalized ontologies. Such personalized ontologies can enhance the information retrieval process by complementing implicit preferences to explicit requests.
On the other hand, ontologies promise a shared and common understanding across humans and machines. The ability to provide formal, machinesystems. Ontology-related languages such as RDF, OWL, and SRWL, which support inference mechanisms, can be used to improve the effectiveness of the personalization process.
How Personalized Ontologies Can Be Learned
As studied in the previous section, there are different levels of complexity on ontology learning of concepts and relations is the fundamental task of learning an ontology. In the above example, learning the concept of "Australian animal" and its relationships to "kangaroo", "koala", "possum", and "echidnas", as well as the relationships among these animals, is the key towards building an ontology to represent Sonja's interests. One of the main problems of this process is how to learn the concept "Australian animal" when the wording does not appear in the source data. In other words, the concept "Australian animal" is hidden behind the concepts of "kangaroo", "koala", "possum", and "echidnas". In this scenario, the concept of "Australian animal" is referred to as the background knowledge (Chen, 2006; Chen et al., 2005; Hotho et al., 2003) or contextual information of "kangaroo," "koala," "possum," and "echidnas." When we humans read the article, we can easily knowledge. However, can it be achieved without humans involved? This is a problem related to the semantic problem. The other challenge is: is Sonja interested in all of the animals? This is a give a perfect answer. Apparently this is related to the taxonomic problem.
and Web mining techniques, can lead to better quality or accuracy of personalized ontologies that are learned.
A number of attempts to address these issues from different aspects have been reported. Techniques from natural language processing, formal concept analysis (Ganter, 1999) , and text clustering have been integrated or extended into these works to improve the quality of automatically learning taxonomies (Bloehdorn, Cimiano, we study these research initiatives to understand how personalized ontologies can be learned in practice.
Formal Concept Analysis Approach
Formal Concept Analysis (FCA) (Ganter, 1999) is a systematic method mainly used for data analysis. It offers the ability to derive implicit inter-relationships between objects characterized by a set of attributes. Data is organized into several units, each of which is a formal abstraction of concepts. Central to the FCA is the notion of a formal context that includes the common attributes of a set of objects in the same class. As FCA provides an intentional description for the abstract concepts (data units), it can be used as a conceptual clustering technique.
Based on the FCA, Cimiano, Hotho, and Staab (2005) have proposed automatic taxonomy learnpart-of-speech is tagged. Each sentence in the corpus is then parsed to a tree, from which verb/ subject, verb/object, and verb/prepositional phrase dependencies are extracted. The verb and the head of the subject, object, or prepositional phrase are extracted as pairs such that the verb and the heads are lemmatized. The corresponding verbs for each head are then used as the attributes for building the formal context. The approach not only does output clusters, but also an intentional description for each cluster. However, a main shortcoming of using FCA is that it produces a large lattice which can become an exponential size of the context and lead to an exponential time complexity. In other words, the resultant taxonomy may be too Hence, the taxonomic problem remains an issue with FCA-based approaches.
Hierarchical Clustering Approach
Clustering is a division of data into clusters based on the similarity of features (Berkhin, 2002) . Hierarchical clustering builds a tree of clusters, which are changed on the similarity level. In other words, clusters at one level are different from those at another level. Representing data on such structure enables exploring data on different levels of granularity, providing a more intuitive view that is close to the way humans view the world (Chen et al., 2006) . Thus, hierarchical clustering concepts from textual data (Chen, 2006; Chen et al., 2004 Chen et al., , 2005 .
Hierarchical clusters can be built using a bottom-up or top-down mechanism. Traditionally, hierarchical clustering techniques are categorized into agglomerative and divisive approaches Flynn, 1999), where:
• Agglomerative clustering starts with onepoint clusters and recursively merges the two most similar clusters until all the clusters are stopping criterion is achieved (Jain et al., 1999 ).
• Divisive clustering considers the entire dataset as one cluster and then recursively splits it into smaller clusters until an appropriate stopping criterion is achieved.
Details of clustering techniques and hierarchical text clustering techniques relevant to ontology learning can be found in Berkhin (2002) and Chen (2006) , respectively.
Chien, 2005) is a clustering-based approach. The approach takes text segments as queries input into a real-world search engine, then uses the highly ranked search-result snippets as the contexts of input text segments. The motivation behind this idea is to exploit the Web. Short text segments extract reliable features, especially the contextual information. The authors believe that adequate information can be retrieved from large amounts of Web pages, as there are huge amounts of the available online indexed information. A agglomerative hierarchical clustering is developed to cluster text segments into a binary-tree hierarchy, which is then converted into a multi-way-tree hierarchy by using a top-down fashion based on the MinMax partitioning principle. The approach offers a higher chance to obtain adequate information for a text segment. However, the shortcomings are also apparent: it solely relies on a search engine and requires a lot of Web access in order to use the search results.
OntoLearn (Navigli et al., 2003; Missikof et al., 2002) was developed to automatically learn ontologies from domain texts. It consists of three phases:
1. Extracting terminologies from a corpus of domain text, then using natural language out the extracted terminologies that are not 2. Semantically interpreting terms to determine the appropriate sense (concept) for each component of a complex term, then identifying semantic relations among these concepts by using WordNet and SemCor (in Missikof et al., 2002) . A domain concept forest (DCF) is created to represent taxonomic and other semantic relations among the complex domain concepts. 3. Creating a specialized view of WordNet.
The DCF is used as a complementary component to expand a core domain ontology. If domain ontologies are not available, the DCF is integrated into WordNet to create a domain ontology. The integration is achieved by attaching the domain concept trees of the DCF to the appropriate nodes in WordNet, then it removes all branches that do not contain a domain node from the WordNet.
OntoLearn has been applied to automatically translate multiword terms from English to comparative analysis across different domains not seen in other domains. To a certain extent, this relies on the contents of other domain corpus. More importantly, the involvements of analysis of other domain corpus increase the complexity. Another shortcoming with this approach is the static semantic relation extraction, since the relations are derived solely based on WordNet and SemCor. Thus, the semantic problem requires an improvement to the approach.
2001) is a semi-automatic approach for ontology learning. The learning process is based on the ontology structure O and its lexicon L (see the lexical entries in L and concepts in C. Traditional text processing TF-IDF and shallow processing techniques are used to extract the L. Each entry in L is considered as a potential candidate for a concept in C. Based on a hierarchical clustering model, a taxonomy (conceptual hierarchy H C ) is extracted. The non-taxonomic relations R are then learned by using H C as a background knowledge resource and association rule mining technique. The approach allows import and reuse of existing ontologies. This process requires merging rules between structures. It is performed at the Note that the "internal" background knowledge (learned from the source data) is employed for labeling in the hierarchical clustering model and the relations R learning process.
Self-Organizing Map-Based Approach
Self-Organizing Map (SOM) (Kohonen, 1989 ) is an unsupervised neural network model that maps high-dimensional input space to low-dimensional output space. When the resulting map is a twodimensional topology, the intuitive visualization provides good exploration possibilities. It has been found that it has certain advantages for clustering high-dimensional data such as texts (Alahakoon et al., 2000; Nurnberger, 2001; Dittenbach, Merkl, context of learning ontologies from text, SOM and its variants have been utilized to learning clusters and mining semantics from textual data. Dittenbach, Berger, and Merll (2004) have proposed to improve domain ontologies by using SOM to exploit hidden semantics from domain text documents. By encoding word contexts of -tences consisting of nouns, verbs, and adverbs (e.g., "John walks fast"), terms are clustered based on their syntactic categories, namely nouns, verbs, and others (all other words). Each of these syntactic categories consists of a set of semantic classes. A semantic class is a group of relevant terms according to their semantic similarities that are measured by using statistical context analysis. These semantic and syntactic classes are presented on the resultant map. Such a map provides an intuitive view of the semantic relations among terms. It can also facilitate discovering synonyms, adding new relations among concepts, and detecting new concepts that can be added to the output space (a requirement of learning SOM clusters) can result in distort clusters, leading to inappropriate concepts and relations discovered. Since the visual map cannot tell the user what the resultant clusters are and where their boundaries semantic relations from the map relies on human input. In addition, it is well known that SOM lacks in providing hierarchical architecture. Using the standard SOM model limits this approach applied to learning taxonomic relations.
The advantages and disadvantages of using SOM have been noted. Many research attempts have been reported. However, in the aspect of building hierarchical architecture, many of the existing techniques make no contribution to the fundamental structure of the standard SOM. As a result they inherit the static architecture from the standard SOM (Chen, 2006) . BHGSOM (Chen, 2006; Chen et al., 2006) attempts to address these issues to support learning ontologies from text. It is built on the GSOM algorithm, which is a SOM variant that can produce an adaptive architecture and has potential to build hierarchical clusters.
Using BHGSOM as the hierarchical clustering base, Chen (2006) proposed a hybrid framework called OntoDiscFM to discover taxonomic skeletons for target ontologies. In an attempt to address the semantic problem and the taxonomic problem in a single mode, the framework introduces several novel concepts, combined with background knowledge, to detect the appropriate abstraction level of a concept with the goal of maximally retaining the original meaning of words and their inter-relationships. The initial background knowledge is derived from WordNet. Newly created ontologies are then used as a new background knowledge resource. Another novel aspect with this framework is that it learns semantic references from the source data to present taxonomies in a "self-presenting" manner; thus, it retains the information contained in the source data at a higher level. In addition, the set of semantic references is also utilized to support the discovery of a multiple inheritance relations, which is one of the critical issues in ontology-based systems but is still under-researched. Moreover, these references are used to guide the validation at the semantic level. On the other hand, the approach has the potential to address the incremental update issue by dynamically updating the semantic references. A limitation but interesting point is the relationship between the layer and the context factor. A context factor is used to identify the level of abstraction that a candidate concept should be. A linear scale of 10 between different layers of abstraction is given in the framework. Whether there are better scales for this parameter is a research question with this framework. The multiple inheritance gives another possibility to further research in combination with logical theories. Other challenges include exploiting more parts-of-speech in addition to the noun (the only part-of-speech exploited), integrating appropriate word sense disambiguation algorithms postponed in the framework, and considering semantic relations other than the is-a relation.
Discussion
niques, personalized ontologies can be learned from Web content data. Since much of the Web content data is unstructured textual data, the fundamental problem of learning personalized ontologies can be seen as the problem of learning ontologies from text. In this chapter, we focus on learning taxonomies, the core component for ontologies. A taxonomy of a personalized ontology can represent the user's interests and preferences on different levels of granularity. Such a representation is richer, more precise, and less ambiguous than a keyword/item-based model.
The above study highlights the important role of unsupervised hierarchical clustering in learning taxonomic concepts for ontologies. Therefore, selection of a hierarchical clustering model is critical. Not only do we need to consider algorithm issues such as agglomerative clustering vs. divisive clustering, but also knowing how it can address the taxonomic problem from an ontology's perspective. On the other hand, the semantic problem is a fundamental issue. It involves the problem of context, meaning the ability to discover the user's interests and preferences hidden in the source data. The context problem is extended to a validation problem when the ontologies are built. This is a question about whether the validation can be processed at the semantic level to ensure the built ontologies capture the user's interests and preferences semantically.
Research initiatives have shown that these problems can be addressed from different aspects by using different techniques such as FCA, traditional hierarchical clustering approaches, or SOM-based techniques with labeling algorithms, and different resources such as WordNet or do--tage might become the disadvantage of another. For example, FCA-based approaches can achieve automatic learning processes and derive an appropriate abstraction level of concepts; however, it may fail to address the taxonomic problem. The OntoLearn automatically performs the process with larger complexity and the dependence of WordNet and SemCor. OntoEdit allows reuse of existing ontologies, but requires human intervention. It uses background knowledge learned from the source data, but does not consider background knowledge during feature extraction. We can see that none of these approaches addresses the taxonomic problem and the semantic problem in a single model. The OntoDiscFM is developed to tackle this issue. It utilizes background knowledge during the whole process, addressing the semantic and taxonomic issues within a single model. Moreover, it supports multiple inheritance and validation at the semantic level. However, the design of a more appropriate context factor scale requires more efforts.
An important issue with taking a hierarchical clustering approach is the need of pre-processing source data. Since existing clustering algorithms require input in numeric form, coding text and scaling them to numbers can result in the loss of semantics ("meaning") in text. Therefore, careful pre-processing is essential. A common approach is to perform term extraction. Advanced techniques consider synonym/concept extraction with background knowledge (Chen, 2006; Chen et al., 2005) . Another important issue is the post-processing of resultant clusters, referred to as cluster labeling, a semantic problem. Background knowledge has been found that shows certain advantages to the semantic problem (Chen, 2006; Maedche, 2003;  The issue of dynamically capturing the user's of Web pages is regarded as the problem of ontology evolution. Although the OntoDiscFM has the potential to address the incremental update issue by dynamically updating the semantic references, it does not address many sub-problems of ontology evolution such as ontology versioning, merging, and alignment. As the Web becomes increasingly complex, it can lead to unreliable, inconsistent, invalid, and outdated information. To keep the constructed personalized ontologies up to date, issues like "how can the user's new interests and preferences be accommodated and still retain the logical integrity of the ontology" and "how can a collection of ontologies of the user be maintained consistently during the revision process" must be taken into account. Belief revision is a possible solution to such issues. It describes the change process in non-monotonic knowledge bases, providing mechanisms to incorporate new information into the knowledge base without compromising its integrity. It also deals with inconsistency when the new knowledge needs 1998). One well-known model in belief revision framework based on the principle of minimal change to model ideal and rational changes to repositories of information. It provides potential direction on how ontologies should evolve (Foo, logical theories that involve addition and removal of facts (Williams, 1998) . All potential facts and theories are assumed to reside within a given ontology (Foo, 1995) . Following the principle of proposed an approach called DMA to minimize the loss of information. Kang and Lau (2004) have discussed the feasibility of using the concept of belief revision based on the AGM model for ontology revision. As the authors have pointed out, investigation of maintaining ontology versions and a library to handle issues in ontology revision is needed. More research efforts are required before principles can be established and exploited.
In 
Contextual Information Extraction
Contextual information plays an important role in the quality and accuracy of personalization systems. Contextual information learning involves issues such as degree of automation vs. level of quality and accuracy. How to automatically extract contexts at a higher level of quality and accuracy is still an open question. Exploiting this problem would lead to a valuable contribution to future work.
Ontology Evolution
Since a user's needs, interests, and preferences change over time, personalized ontologies must also evolve. More work needs to be conducted to understand ontology dynamics and to build personalized applications which are elaboration tolerant (McCarthy, 2003) . An exciting application domain in which ontology evolution is crucial is robotics. Robots with an explicit representation about their knowledge are enabled because it allows them to ground their representations more effectively and to reason about their representations -
Parts-of-Speech
Most existing works have focused on extracting noun information. Although nouns play a key role in the information obtaining, other parts-ofspeech such as verbs, adjectives, and adverbs are also important, especially for learning semantic relations other than the "is-a" relation. Therefore, work on parts-of-speech is expected to generate potential future research fruits.
Word Sense Disambiguation
Word sense disambiguation (WSD) is necessary for natural language analysis. There is a research community dedicated to the WSD, which is a richer and expensive research topic. WSD in the ontology learning processes would open up many possibilities.
Semantic Relations and Rules
As studied above, there are few works on learning non-taxonomic relations and rules for ontologies. These two elements are important building blocks research work is expected to yield important results in the near future.
Multiple Inheritance
Multiple inheritance is an important issue in building ontologies. It is a problem that is strongly connected to the semantic problem and the taxonomic problem. There is also the potential to integrate fuzzy logic. To the best of our knowledge, very few efforts have been reported. In reality, multiple inheritance is prevalent and therefore research needs to be directed into this area particularly for ontology learning and personalization applications.
Personalized Web Services
Web services can enhance e-business management. While this is not a new concept, there remain potential developments such as how to use personalized ontologies to enable agents to -vices for personalization systems. On the other hand, to enable a service sharing context with other services, for example when it is requested to connect to a third-party Web service, it is essential to establish standard representations for the shared context. Can personalized ontologies dynamically capture the shared context and be the standard representations? Exploiting such issues to develop personalized Web services to enhance e-business management would be valuable.
Multi-Linguistics Web Personalization
The Web is worldwide. There are many types of natural languages used on the Web. Works presented in this chapter are applicable to English language only. Exploiting techniques that can be applied to languages other than English- 
