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INVARIANT MEASURES FOR MONOTONE SPDE’S WITH
MULTIPLICATIVE NOISE TERM
ABDELHADI ES–SARHIR, MICHAEL SCHEUTZOW, JONAS M. TO¨LLE, AND ONNO VAN GAANS
Abstract. We study diffusion processes corresponding to infinite dimensional semilinear sto-
chastic differential equations with local Lipschitz drift term and an arbitrary Lipschitz diffusion
coefficient. We prove tightness and the Feller property of the solution to show existence of an
invariant measure. As an application we discuss stochastic reaction diffusion equations.
1. Introduction and preliminaries
We are dealing with the following semilinear stochastic differential equation on a real separable
Hilbert space H {
du(t) =
(
Au(t) + F (u(t))
)
dt+B(u(t))dWt, for t ≥ 0,
u(0) = x ∈ H,
(1.1)
where A is a self adjoint operator with negative type ω on H and compact resolvent A−1,
F : H → H is a continuous nonlinear mapping, and (Wt)t≥0 is a cylindrical Wiener process in
a separable real Hilbert space U defined on a filtered probability space (Ω,F , (Ft)t≥0,P). The
coefficient B maps H into the space of Hilbert-Schmidt operators LHS(U,H) from U into H
and is assumed to be Lipschitz from H into LHS(U,H) with Lipschitz constant L.
Equation (1.1) can been seen as an abstract formulation of reaction diffusion equations perturbed
by random noise. In this model of equation the nonlinear drift F is locally Lipschitz and has
additional dissipative properties. This special structure of F has been used to analyze (1.1) in a
space of continuous functions as a subspace of L2 (see [4]). It is our main aim to analyze equation
(1.1) for locally Lipschitz F with suitable quasi-dissipative properties in a general Hilbert space
setting. We are mainly interested in the existence of an invariant measure for (1.1) without
condition on the Lipschitz constant of B. Our analysis is based on a Lyapunov type assumption
on the coefficient F and the compactness of the linear part. For a general theory of reaction
diffusion equations including both cases of additive and multiplicative noise perturbations we
refer to the monographs [3, 10] and the works [2, 4, 5, 13–16]. We note that the global mild
solution u satisfies the following integral equation
u(t) = etAx+
∫ t
0
e(t−s)AF (u(s))ds +
∫ t
0
e(t−s)AB(u(s))dWs, t ≥ 0, (1.2)
with transition semigroup
Ptϕ(x) = E(ϕ(u(t, x))), x ∈ H, t ≥ 0,
defined on the space of all bounded measurable functions on H. An invariant measure for (1.1)
is a Borel probability measure µ on H such that
P ∗t µ = µ for all t ≥ 0,
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where P ∗t denotes the adjoint of Pt.
In the literature there are several conditions ensuring the existence of such measures µ, one of
them is based on Krylov-Bogoliubov’s theorem using a compactness property for the underlying
semigroup generated by the linear part in (1.1) and boundedness in probability of solutions.
However, to have the latter property is not in general straightforward: In most cases one checks
the boundedness of the moments of solutions which requires some specific conditions on the
coefficients A, F and B. In [7] it was proved that if the coefficients of (1.1) satisfy a dissipativity
condition then (1.1) has a bounded solution which has an invariant measure by using so called
remote start method. However this dissipativity assumption is strong in the sense that the
Lipschitz constants of F and B should be small compared to the exponential growth of the
semigroup generated by A. Of course in the use of the compactness argument the dissipativity
on the term B can be relaxed and one can suppose the boundedness of B or the existence of
a bounded solution to show the existence of an invariant measure. Our hypothesis (H4) on
the drift F (see below) is inspired by [11], which discusses existence of an invariant measure
for stochastic delay equations in finite dimensions. It turns out that our condition on F allows
general terms B which are only Lipschitz. Let us now define the following interpolation spaces.
For γ ∈ R let
Vγ := (D((−A)
γ), ‖ · ‖γ), where 〈x, y〉γ = 〈(−A)
γx, (−A)γy〉 for x, y ∈ Vγ .
Note that, since A has a compact resolvent, the embedding Vγ →֒ H is compact for γ > 0.
In the following ‖ · ‖0 and ‖ · ‖HS denote the H-norm and the Hilbert-Schmidt operator norm
respectively. We shall formulate our assumptions:
(H0) A is selfadjoint and ‖e
tA‖ ≤ e−ωt for some ω > 0.
(H1) F : (E, ‖ · ‖E) −→ E is locally Lipschitz continuous and bounded on bounded sets of
the Banach space E ⊂ H. The part of A in E denoted by AE generates a strongly
continuous semigroup on E and E is a Banach space continuously, densely, and as a
Borel subset embedded in H. The embedding Vγ →֒ E is continuous, γ ∈ (
1
4 ,
1
2 ).
(H2) There exists an increasing function a : R
+ −→ R+ such that
E〈F (y + z), y
∗〉E∗ ≤ a(‖z‖E)(1 + ‖y‖E) for y, z ∈ E, y∗ ∈ ∂ ‖y‖E , (1.3)
where ∂‖y‖E denotes the subdifferential of ‖·‖E at y.
(H3) There exists κ > 0 such that
〈F (u) − F (v), u− v〉 ≤ κ‖u− v‖20, u, v ∈ E.
We end this introduction by the following definition.
Definition 1.1. A mild solution of equation (1.1) is an Ft-adapted process u such that u ∈
C([0,+∞), E) a.s. and which satisfies the following integral equation
u(t) = etAx+
∫ t
0
e(t−s)AF (u(s))ds +
∫ t
0
e(t−s)AB(u(s))dWs, t ≥ 0. (1.4)
2. Existence and uniqueness of solutions
In this section we show existence of a unique global solution (u(t))t≥0 for the equation (1.1).
We start by the following lemma. For a proof we refer to [8, 12] (see also the proof of Theorem
2.3 in [17].)
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Lemma 2.1. Let p > 2 and η : [0, T ] × Ω → LHS(U,H) be a progressively measurable process
with
E
∫ T
0
‖η(s)‖pHS ds <∞.
If γ + 1p <
1
2 , then
∫ t
0 e
(t−s)Aη(s) dW (s) has a continuous version in Vγ.
Theorem 2.2. Under hypotheses (H0), (H1), (H2) and (H3) equation (1.1) has a unique global
mild solution for each initial condition x ∈ E.
Proof. For T > 0, p > 4, and an E-valued, progressively measurable process v with
E
∫ T
0
‖v(s, ω)‖p0 ds < +∞
we introduce on [0, T ] the following differential equation{
dz(t) =
(
Az(t) + F (z(t))
)
dt+B(v(t))dWt, t ∈ [0, T ],
z(0) = x ∈ E.
(2.1)
We remark that since we assumed in (H1) that the embedding Vγ →֒ E is continuous we have
by Lemma 2.1 that the stochastic convolution
∫ t
0 e
(t−s)AB(v(s))dWs has a continuous version in
E. Hence by using hypothesis (H0)-(H2) and Theorem 7.10 in [9], equation (2.1) has a unique
mild solution z with paths in C([0,+∞), E). We now introduce the space K of all H-valued
predictable processes z defined on the interval [0, T ] such that
‖z‖K = sup
0≤t≤T
E (‖z(t)‖p0)
1/p
<∞.
Clearly, ‖ · ‖K is a norm on K and (K, ‖ · ‖K) is a Banach space. We define the map Λ on K by
Λ(v) = z,
where z is the mild solution to (2.1).
We shall prove that Λ is a contraction on K. For i = 1, 2, let vi in K and zi the solution
to (2.1) corresponding to vi, i = 1, 2. For n ≥ 1 we denote by An the Yosida-approximation
corresponding to A. It is well known that for n ≥ 1
An = AJn where Jn := n(n−A)
−1.
We now consider the approximating equation{
dzn(t) =
(
Anzn(t) + F (zn(t))
)
dt+ JnB(v(t))dWt, t ∈ [0, T ],
zn(0) = x ∈ E,
(2.2)
and let zni be the strong solution to (2.2) corresponding to vi, i = 1, 2. (The z
n
i are strong
solutions since An is a bounded operator.)
Hence by Itoˆ’s formula we have
1
p
‖zn1 (t)− z
n
2 (t)‖
p
0 =
∫ t
0
‖zn1 (s)− z
n
2 (s)‖
p−2
0 〈An(z
n
1 (s)− z
n
2 (s)), z
n
1 (s)− z
n
2 (s)〉 ds
+
∫ t
0
‖zn1 (s)− z
n
2 (s)‖
p−2
0 〈F (z
n
1 (s))− F (z
n
2 (s)), z
n
1 (s)− z
n
2 (s)〉 ds
+
∫ t
0
‖zn1 (s)− z
n
2 (s)‖
p−2
0 ‖JnB(v1(s))− JnB(v2(s))‖
2
LHS(U,H) ds+M(t),
(2.3)
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where
M(t) :=
∫ t
0
‖zn1 (s)− z
n
2 (s)‖
p−2
0 〈z
n
1 (s)− z
n
2 (s), (JnB(v1(s))− JnB(v2(s))) dW (s)〉.
By recalling the following inequality
〈An(n−A)−1x, x〉 ≤ 〈An(n−A)−1x, n(n−A)−1x〉, x ∈ D(A),
using the definition of An, hypotheses (H0) and (H3) it follows that
1
p
‖zn1 (t)− z
n
2 (t)‖
p
0 ≤ −ω
∫ t
0
‖n(n −A)−1(zn1 (s)− z
n
2 (s))‖
p
0 ds+ κ
∫ t
0
‖zn1 (s)− z
n
2 (s)‖
p
0 ds
+
∫ t
0
‖zn1 (s)− z
n
2 (s)‖
p−2
0 ‖B(v1(s))−B(v2(s))‖
2
LHS(U,H) ds+M(t)
≤ κ
∫ t
0
‖zn1 (s)− z
n
2 (s)‖
p
0 ds
+
∫ t
0
‖zn1 (s)− z
n
2 (s)‖
p−2
0 ‖B(v1(s))−B(v2(s))‖
2
LHS(U,H) ds+M(t)
≤ κ
∫ t
0
‖zn1 (s)− z
n
2 (s)‖
p
0 ds
+
p− 2
p
∫ t
0
‖zn1 (s)− z
n
2 (s)‖
p
0 ds+
2
p
Lp
∫ t
0
‖v1(s)− v2(s)‖
p
0 ds+M(t).
(2.4)
This yields
E‖zn1 (t)− z
n
2 (t)‖
p
0 ≤
(
p(κ+ 1)− 2
)
t sup
0≤s≤t
E‖zn1 (s)− z
n
p (s)‖
p
0 + 2L
pt sup
0≤s≤t
E‖v1(s)− v2(s)‖
p
0.
Now by arguments similar to those of Proposition 7.17 and Theorem 7.18 in [9] we have by
letting n→ +∞
sup
0≤t≤T
E‖z1(t)− z2(t)‖
p
0 ≤
(
p(κ+ 1)− 2
)
T sup
0≤s≤t
E‖z1(s)− z2(s)‖
p
0
+ 2LpT sup
0≤s≤t
E‖v1(s)− v2(s)‖
p
0.
Therefore, we have for T small enough that
sup
0≤t≤T
E‖z1(s)− z2(s)‖
p
0 ≤
1
2
sup
0≤t≤T
E‖v1(s)− v2(s)‖
p
0.
This shows that the mapping Λ is a contraction on K if T is sufficiently small, and so it has a
unique fixed point v in K. The case of general T > 0 can be treated by considering the equation
in intervals [0, T˜ ], [T˜ , 2T˜ ], · · · for small T˜ . The uniqueness follows by using the estimate in (2.4)
and taking expectation.
3. Invariant measures
In this section we will prove existence of an invariant measure µ for the process {u(t) : t ≥ 0}
given by (1.1). To this end we will use the Krylov-Bogoliubov Theorem. So in particular we
need to check tightness of the set of probability measures
{
µT :=
1
T
∫ T
0 µu(t,x) dt, T ≥ 1
}
. Here
µu(t,x) denotes the distribution of u(t, x), t ≥ 0 with u(0) = x. We remark that we will prove
existence of an invariant measure µ for (1.1) without condition on the size of the Lipschitz
constant L of the diffusion term B. Therefore we need an additional hypothesis on F .
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(H4) There exists a continuous function ρ : R
+ → R, with lim
r→+∞
ρ(r2)
r2 = −∞ such that
〈F (u), u〉 ≤ ρ(‖u‖20), u ∈ Vγ .
Note that hypothesis (H4) implies that for all λ > 0 there exists Kλ ≥ 0 such that
〈F (v), v〉 ≤ −λ‖v‖20 +Kλ. (3.1)
The following proposition shows tightness of the family of measures {µT , T ≥ 1}.
Proposition 3.1. Under hypotheses (H0)-(H4) the family of measures {µT , T ≥ 1} is tight.
Proof. Consider the solution u(·) of equation (1.1). If (u(t))t≥0 is a strong solution (i.e, u(t) ∈
D(A)), then by using Itoˆ’s formula and (3.1) we have for fixed t ≥ 0
E‖u(t)‖20 = E‖u(0)‖
2
0 + 2E
∫ t
0
〈A(u(s)), u(s)〉ds
+ 2E
∫ t
0
〈F (u(s)), u(s)〉 ds+ E
∫ t
0
‖B(u(s))‖2LHS(U,H) ds
≤ E‖u(0)‖20 + 2E
∫ t
0
(
− cω‖u(s)‖
2
γ − λ‖u(s)‖
2
0 +Kλ
)
ds
+D
(
t+
∫ t
0
E‖u(s)‖20 ds
)
,
(3.2)
where D := (L ∨ ‖B(0)‖LHS(U,H))
2 and cω > 0, such that cω‖x‖
2
γ ≤ ‖x‖
2
1
2
, x ∈ V 1
2
. In the
case where u(·) is a mild solution, starting in u(0) = x ∈ E, we shall consider the approximate
equation {
dun(t) = (Anun(t) + F (un(t))) dt+ JnB(un(t)) dWt, t ∈ [0, T ],
un(0) = x ∈ E,
compare with (2.2).
By Itoˆ’s formula,
E‖un(t)‖
2
0 = ‖x‖
2
0 + 2E
∫ t
0
〈An(un(s)), un(s)〉 ds
+ 2E
∫ t
0
〈F (un(s)), un(s)〉 ds + E
∫ t
0
‖JnB(un(s))‖
2
LHS(U,H) ds
≤ E‖x‖20 + 2E
∫ t
0
(
−‖(−An)
1
2un(s)‖
2
0 − λ‖un(s)‖
2
0 +Kλ
)
ds
+D
(
t+ E
∫ t
0
‖un(s)‖
2
0 ds
)
.
Pick λ∗ > 0 such that λ∗ > D/2. Then we have
E‖un(t)‖
2
0 + (2λ∗ −D)E
∫ t
0
‖un(s)‖
2
0 ds + 2E
∫ t
0
‖(−An)
1
2un(s)‖
2
0 ds ≤ ‖x‖
2
0 + (D + 2Kλ∗)t.
Now, by the results of Theorem 2.2, we get that un → u in C([0, T ];L
2(Ω;H)). Hence by
Proposition A.2 in the Appendix and by Fatou’s lemma,
E‖u(t)‖20 + (2λ∗ −D)E
∫ t
0
‖u(s)‖20 ds + 2E
∫ t
0
‖(−A)
1
2u(s)‖20 ds ≤ ‖x‖
2
0 + (D + 2Kλ∗)t,
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which implies that u(·) ∈ L2(Ω× [0, T ];V 1
2
) and hence
E‖u(t)‖20 + (2λ∗ −D)E
∫ t
0
‖u(s)‖20 ds+ 2cωE
∫ t
0
‖u(s)‖2γ ds ≤ ‖x‖
2
0 + (D + 2Kλ∗)t.
In particular, we have
E
1
t
∫ t
0
‖u(s)‖2γ ds ≤
1
2cω
(
E‖u(0)‖20 + 2Kλ∗ +D
)
for any t ≥ 1.
We now take ε > 0, and put Rε :=
1√
ε
. Then, for T ≥ 1 we obtain
µT (H \B(0, Rε)) = E
(
1
T
∫ T
0
1{‖u(s)‖γ≥Rε} ds
)
≤ εE
(
1
T
∫ T
0
‖u(s)‖2γ ds
)
≤ ε
1
2cω
(
E‖u(0)‖20 + 2Kλ∗ +D
)
.
Here, B(0, Rε) denotes the closed ball of radius Rε in Vγ . Since the embedding Vγ →֒ H
is compact, the family of probability measures {µT }T≥1 is tight on H. This completes the
proof.
Now in order to conclude the existence of an invariant measure for equation (1.1) we need to
prove the Feller property of (u(t))t≥0.
Proposition 3.2. Assume hypotheses (H0), (H1), (H2) and (H3). Let (xm)m∈N be a sequence
in H such that xm
‖·‖0
−−−−−→
m→+∞ x. Let u
m (resp. u) be the solutions to (1.1) with initial condition
xm (resp. x). Then for any t > 0,
E‖um(t)− u(t)‖20 → 0 as m→ +∞. (3.3)
In particular, (u(t))t≥0 is a Feller process.
Proof. Assume that there is a strong solution (u(t))t≥0, (i.e, u(·) ∈ D(A) and proceed by using
Yosida-approximation for the general case. By using Itoˆ’s formula we obtain
E‖um(t)− u(t)‖20 ≤ E‖x− xm‖
2
0 + 2E
∫ t
0
〈A(um(s))−A(u(s)), um(s)− u(s)〉ds
+ 2E
∫ t
0
〈F (um(s))− F (u(s)), um(s)− u(s)〉 ds
+ E
∫ t
0
‖B(um(s))−B(u(s))‖2LHS(U,H) ds
≤ E‖x− xm‖
2
0 + 2(κ − ω)
∫ t
0
‖u(s) − um(s)‖20ds+ L
∫ t
0
‖u(s)− um(s)‖20 ds.
(3.4)
Hence, by Gronwall’s inequality,
E‖um(t)− u(t)‖20 ≤ ‖xm − x‖
2
0 e
(2(κ−ω)+L)t. (3.5)
This implies in particular that for ψ : H → R bounded and continuous we have
lim
m→+∞Eψ(u
m(t)) = Eψ(u(t)) for any t > 0,
which yields the Feller property.
Now, by the Krylov-Bogoliubov Theorem (see Section 3.1 in [10]) we have the following result.
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Theorem 3.3. Under hypotheses (H0)− (H4) equation (1.1) has an invariant measure.
Remark 3.4. Assume hypotheses (H0)− (H4). Assume also that
ω >
L
2
+ κ. (3.6)
Then equation (1.1) has a unique, ergodic, strongly mixing invariant measure.
Proof. Taking (3.5) and (3.6) into account, the claim follows by standard arguments. See e.g. [1,
proof of Proposition 2.2].
4. Applications
Let I = [0, L] ⊂ R be a bounded interval and A = d
2
dx2
be the Laplacian with Dirichlet
boundary conditions. Clearly, A is a negative definite self-adjoint operator on H = L2(I). The
functions
en(x) =
√
2
L
sin
(nπ
L
x
)
, n ≥ 1 ,
form an orthonormal set of eigenfunctions of A with eigenvalues λn = −
(
pi
L
)2
n2. For γ > 14 ,
we set Vγ := D((−∆)
γ) and we define E := C0(I,R) to be the Banach space of continuous real
valued functions on I and vanishing at the boundary.
Let
f(t) = a2n+1t
2n+1 + . . .+ a1t (4.1)
be a polynomial of odd degree with leading negative coefficient a2n+1 < 0 and take B a globally
Lipschitz map from H into LHS(H). We are interested in the stochastic partial differential
equation{
du(t, x) =
(
d2u
dx2
(t, x) + f(u(t, x))
)
dt+B(u(t, x))dWt , (t, x) ∈ R+ × I ,
u(0, x) = u0(x), u0 ∈ E.
(4.2)
where (Wt)t≥0 is a cylindrical Wiener process on L2(I). For u ∈ E define
F (u)(x) = f(u(x)) , u ∈ E .
Clearly F maps E into E and is locally Lipschitz continuous and bounded on bounded sets
of E and by the Sobolev’s embedding theorem, the embedding Vγ →֒ E is continuous for γ >
1
4 . Furthermore it is well known that the part of the operator A in E generates a strongly
continuous semigroup on E. Hence hypothesis (H1) is satisfied. By using a characterization of
the subdifferential of the norm in E (see [9, Example D.3] it is not difficult to check hypothesis
(H2). Let us check hypothesis (H3). We can write
F (u) = G1(u) +G2(u),
where G1 is dissipative (i.e., 〈G1(u)−G1(v), u− v〉 ≤ 0, u, v ∈ E) and G2 Lipschitz continuous
and bounded on H. Indeed, let ζ1, ζ2 ∈ R with ζ1 ≤ ζ2 such that f(ζ1) > f(ζ2) and f is
decreasing on (−∞, ζ1] ∪ [ζ2,+∞). Then by setting
g1(ζ) =
{
f(ζ), ζ ∈ (−∞, ζ1] ∪ [ζ2,+∞)
ℓ(ζ), ζ ∈ [ζ1, ζ2],
and
g2(ζ) =
{
0, ζ ∈ (−∞, ζ1] ∪ [ζ2,+∞)
f(ζ)− ℓ(ζ), ζ ∈ [ζ1, ζ2],
8 A. ES–SARHIR, M. SCHEUTZOW, J. M. TO¨LLE, AND O. VAN GAANS
where ℓ(ζ) = f(ζ1)(ζ2 − ζ1)
−1(ζ2 − ζ) + f(ζ2)(ζ2 − ζ1)−1(ζ − ζ1) (the line which joins the points
(ζ1, f(ζ1) and (ζ2, f(ζ2)), and defining
G1(u)(x) = g1(u(x)), G2(u)(x) = g2(u(x)) , u ∈ E ,
we see that G1 and G2 have the required properties. Indeed, clearly G2 is Lipschitz and bounded.
For G1, let u, v in E and set
Ω1u := {x ∈ I, u(x) ∈ [ζ1, ζ2]}, Ω
1
v := {x ∈ I, v(x) ∈ [ζ1, ζ2]},
and
Ω2u := {x ∈ I, u(x) ∈ (−∞, ζ1) ∪ (ζ2,+∞)}, Ω
2
v := {x ∈ I, v(x) ∈ (−∞, ζ1) ∪ (ζ2,+∞)}.
Then
〈G1(u)−G1(v), u − v〉 =
∫
I
(G1(u(x)) −G1(v(x))) · (u(x)− v(x)) dx
=
∫
I∩Ω1u∩Ω1v
(G1(u(x)) −G1(v(x))) · (u(x) − v(x)) dx
+
∫
I∩Ω1u∩Ω2v
(G1(u(x)) −G1(v(x))) · (u(x) − v(x)) dx
+
∫
I∩Ω2u∩Ω1v
(G1(u(x)) −G1(v(x))) · (u(x) − v(x)) dx
+
∫
I∩Ω2u∩Ω2v
(G1(u(x)) −G1(v(x))) · (u(x) − v(x)) dx
≤
∫
I∩Ω1u∩Ω2v
(ℓ(u(x)) − f(v(x))) · (u(x)− v(x)) dx
+
∫
I∩Ω2u∩Ω1v
(f(u(x))− ℓ(v(x))) · (u(x)− v(x)) dx
+
∫
I∩Ω2u∩Ω2v
(f(u(x))− f(v(x))) · (u(x)− v(x)) dx
Clearly
∫
I∩Ω2u∩Ω2v(f(u(x))− f(v(x))) · (u(x) − v(x)) dx ≤ 0, since f is decreasing on (−∞, ζ1] ∪
[ζ2,+∞). On the other hand for x ∈ Ω
1
u ∩ Ω
2
v it is not difficult to see that
(ℓ(u(x)) − f(v(x))) · (u(x)− v(x)) ≤ 0.
Similarly, in case x ∈ Ω2u ∩ Ω
1
v we have
(f(u(x))− ℓ(v(x))) · (u(x)− v(x)) ≤ 0.
This yields the required property for G1 and therefore hypothesis (H3) is satisfied. Let us now
prove hypothesis (H4). To this end we write
〈F (u), u〉 = a2n+1
∫ 1
0
u2n+2(r) dr +
2n∑
k=1
ak
∫ 1
0
uk+1(r) dr.
By using Young’s inequality ab ≤ εpa
p + 1
qεq−1
bq, p, q > 1, pq = p+ q, ε > 0, we have∣∣∣∣∫ 1
0
uk+1(r) dr
∣∣∣∣ ≤ ε k + 12n+ 2
∫ 1
0
u2n+2(r) dr + ε−
k+1
2n−k+1 .
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Thus we can find some positive constant C such that
〈F (u), u〉 ≤
a2n+1
2
∫ 1
0
u2n+2(r) dr + C.
Since a2n+1 < 0 we have
a2n+1
2
∫ 1
0
u2n+2(r) dr ≤
a2n+1
2
‖u‖2n+20 .
Therefore, if we set ρ(r) := a2n+12 r
n+1 + C, r ∈ R+ we have clearly lim
r→+∞
ρ(r2)
r2 = −∞ and
〈F (u), u〉 ≤ ρ(‖u‖20), u ∈ Vγ .
This yields hypothesis (H4).
By applying now Theorems 2.2 and 3.3 we deduce that equation (4.2) has a global solution
which belongs to E and that (4.2) has an invariant measure.
Appendix A. Γ-convergence
Definition A.1. Let qn : H → [0,+∞], n ∈ N, q : H → [0,+∞] be closed, quadratic forms (i.e.
qn, q resp. have closed sublevel sets in H) with qn 6≡ +∞, n ∈ N, q 6≡ +∞. We say that {qn}
Γ-converges to q if the following holds true:
For xn ∈ H, n ∈ N, x ∈ H such that ‖xn − x‖0 → 0 as n→∞ it holds that
lim inf
n→∞ qn(xn) ≥ q(x). (A.1)
For each y ∈ H there exist yn ∈ H, n ∈ N, with ‖yn − y‖0 → 0 as n→∞ and
lim sup
n→∞
qn(yn) ≤ q(y). (A.2)
Proposition A.2. Let A be as in the main part and let An := nA(n − A)
−1 be its Yosida
approximation. Let
Φn(u) := ‖(−An)
1
2u‖20, u ∈ H,
furthermore, let
Φ(u) := ‖(−A)
1
2u‖20, u ∈ D((−A)
1
2 ).
Extend Φ to H by Φ(u) := +∞ whenever u ∈ H \D((−A)
1
2 ).
Then {Φn} Γ-converges to Φ.
Proof. First observe that Φ is a closed quadratic form on H associated to the positive self-
adjoint operator −A, see [6, Chapter 12]. By [6, Proposition 12.23], Φn equals the so-called
Moreau-Yosida approximation
inf
y∈H
[
Φ(y) + n‖y − x‖20
]
of Φ. By [6, Theorem 9.13, Corollary 9.14], we see that Φn ↑ Φ pointwise as n→∞. The claim
follows now by [6, Remark 5.5].
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