The purpose of this paper is to give answers for the problems given by Pan [9] associated with the mathematical theory of liquid crystals for any bounded smooth domain, and the boundary data satisfying some condition.
Introduction
In this paper, we shall consider the variational problem associated with the mathematical theory of liquid crystals. Since we treat the Dirichlet problem for director field, we use the modified Landau-de Gennes energy functional (cf. de Gennes and Prost [6] ).
E[ψ, n]
where Ω is a smooth bounded domain in R 3 occupied by liquid crystal material, κ, K i (i = 1, 2, 3) are positive constants called by the Ginzburg-Landau parameter and elastic coefficients, respectively and q ∈ R called by the wave number. We used the notation ∇ qÒ ψ = ∇ψ − iqnψ, i = √ −1. The state of liquid crystal can be described by a complex-valued function ψ called order parameter and a unit vector field n called director field. ψ = 0 means a nematic phase and ψ = 0 means a smectic phase. The functional 
By the standard variational arguments (cf. [8] , Pan [9] ), we can show that if e is a smooth unit vector field on ∂Ω and Ω is a bounded smooth domain in R 3 , for any K 1 , K 2 , K 3 , κ > 0, q ∈ R, the minimizers of the variational problem exist in W(Ω, e).
We also consider the following variational problem for the Oseen-Frank energy
We can also show that N(K 1 , K 2 , K 3 , e) is achieved. If we choose a minimizer n ∈ W 1,2 (Ω, S 2 , e), then (0, n) is a trivial critical point of E which corresponds with a nematic state. Aramaki [4] considered the behavior of minimizers when K 1 , K 2 or K 3 tends to the infinity, along to the line of [9] in which the author treated the case where K 2 = K 3 . In the present paper, we also consider the case where K 2 = K 3 . Thus the Landau-de Gennes functional and the OseenFrank functional and the variational problems have the following forms.
and
For the modified Oseen-Frank energy functional becomes 3) and
According to [9] , define
Then [9] got the following result.
Moreover define
If R(e) = ∅, we put 
Then there exist a subsequence {u j k } and u ∈ R(e) which is a minimizer of R(e) such that
Using these facts, [9] got the asymptotic behavior of
→ ∞, and [4] extended the results to the case where one of K 1 , K 2 and K 3 tends to the infinity.
Finally in the last section of the paper [9] the author proposed the following problems.
Problem 1. Find conditions on Ω and e such that G(e, Ω) = ∅. Problem 2. Find conditions on Ω and e such that R(e, Ω) = ∅.
In this paper, we shall concern with these problems. We shall see that if Ω is a general bounded smooth domain in R 3 , and e has a some condition, then we shall give a necessary and sufficient condition to be G(e, Ω) = ∅ or R(e, Ω) = ∅.
An equivalent condition to be G(e, Ω) = ∅
Let Ω ⊂ R 3 be a bounded smooth domain and e ∈ C 1 (∂Ω, S 2 ). According to Pan and Qi [10, Proposition 2.9], they proved that e ∈ C 1 (∂Ω, R 3 ) has a C 1 curl-free extension, that is to say, there exists φ ∈ C 2 (Ω) such that ∇φ = e on ∂Ω if and only if e τ = ∇ τ ψ for some ψ ∈ C 2 (∂Ω) where e τ is the tangential component of e: e τ = e − (e · ν)ν, ν is the unit outward normal vector field to ∂Ω, and ∇ τ ψ is the tangential component of ∇ψ. Therefore a necessary condition to be G(e) = ∅ is
In fact, if we assume (2.1), then the curl-free extension ∇φ is constructed as follows. First we extend ψ to be a function of C 2 (Ω). Choose a unique solution ζ of the equation
on ∂Ω. Thus the space
is not an empty set. The minimizing problem (1.6) is closely related with the following variational problem.
We have the following theorem. (
(ii) G(e) = ∅ if and only if {c g (ε)} ε>0 is uniformly bounded with respect to ε > 0.
In this case, c g (ε) → G(e) as ε → 0, and for any minimizer φ ε of c g (ε), there exist a subsequence {φ ε j } and φ ∈ G(e) which is a minimizer of
. Since φ j = ϕ 0 on ∂Ω, it follows from Girault and Raviart [7, p.12 
Passing to a subsequence, we may assume that φ j → φ weakly in W 2,2 (Ω) and strongly in W 1,4 (Ω). Therefore we have
, and
Hence φ is a minimizer of c g (ε).
(
If G(e) = ∅, it follows from Proposition 1.1 (cf. [9, Lemma 5.2]) that G(e) = inf φ∈W 2,2 (Ω) Ω |Δφ| 2 dx is achieved. We note that by the construction of ϕ 0 and ϕ 1 , we see that G(e) ⊂ W 2,2 (Ω, ϕ 0 , ϕ 1 ). Let φ 0 ∈ G(e) be a minimizer of G(e). Then
Thus {c g (ε)} is bounded. Conversely, let c g (ε) ≤ C for any ε > 0 where C is a constant independent of ε > 0. Then
Thus {φ ε } is bounded in W 2,2 (Ω). Passing to a subsequence, we may assume that φ ε → φ weakly in W 2,2 (Ω) and strongly in W 1,4 (Ω). We can see that
2 ) 2 dx = 0. Thus |∇φ| = 1 a.e. in Ω. Therefore, φ ∈ G(e), so G(e) = ∅. From (2.6), we have
Thus φ is a minimizer of G(e), and lim ε→0 c g (ε) = G(e). Moreover, since
Since Δφ ε → Δφ weakly in L 2 (Ω), we see that Δφ ε → Δφ strongly in L 2 (Ω). Since φ ε = φ = ϕ 0 on ∂Ω, we see from the similar estimate as (2.5), that φ ε → φ strongly in W 2,2 (Ω). This completes the proof.
More general setting
Let Ω ⊂ R 3 be a bounded smooth domain (not necessary to be simplyconnected). Define
We note that W 1,2 (Ω, curl , S 2 )∩C 1 (Ω, S 2 ) = ∅. In fact, for example, the vector field
, 0
. Here we choose a 1 so that x 1 − a 1 = 0 for any x = (x 1 , x 2 , x 3 ) ∈ Ω (cf. Aramaki [1] , [2] , [3] ). Assume that e ∈ C 1 (∂Ω, S 2 ) satisfies e τ = ∇ τ ψ (3.1)
for some ψ ∈ C 2 (∂Ω). Then we note that e has a C 1 curl-free extension. Define
If G(e) = ∅, we set the minimizing problem
Remark 3.1. [9] treated the set G(e) provided that Ω is a bounded, smooth simply-connected domain, and considered the minimizing problem (1.5)-(1.6). However if Ω is simply connected, this minimizing problem is precisely equivalent to (3.2)-(3.3). In fact, the map
is bijictive, and define equivalent norms. To show this, if Ω is simply-connected, for any u ∈ G(e), there exists φ ∈ W 2,2 (Ω) such that u = ∇φ. Therefore, the bijectiveness is clear.
For any [φ] ∈ G(e)/R, we can assume that Ω φdx = 0. By the Poincaré inequality,
Thus we have
∇φ W 1,2 (Ω,Ê 3 ) = ∇φ L 2 (Ω) + D 2 φ L 2 (Ω) ≥ c 1 [φ] W 2,2 (Ω)/Ê .
Lemma 3.2.
Assume that e ∈ C 1 (∂Ω, S 2 ) and G(e) = ∅. Then G(e) is achieved in G(e).
Proof. Let {u j } ⊂ G(e) be a minimizing sequence of G(e). Then
as j → ∞. According to Dautray and Lions [5, p.212] , for any u ∈ W 1,2 (Ω, R 3 ), we have
If we apply this inequality for u = u j , since |u j | = 1 a.e. in Ω, curl u j = 0 a.e. in Ω and u j = e on ∂Ω, we see that {u j } is bounded in W 1,2 (Ω, R 3 ). Passing to a subsequence, we may assume that u j → u 0 weakly in W 1,2 (Ω, R 3 ) and a.e. in Ω. Therefore, |u 0 | = 1 a.e. in Ω, curl u 0 = 0 a.e. in Ω and u 0 = e on ∂Ω. Hence u 0 ∈ G(e). Since div u j → div u 0 weakly in L 2 (Ω), we have
Thus u 0 is a minimizer of G(e).
The minimizing problem (3.2)-(3.3) is closely related to the following problem. Define
We note that if we assume that (3.1) holds, then W 1,2 (Ω, curl , e) = ∅. Define a functional
and set
The main theorem in this section is as follows.
Theorem 3.3.
Assume that e ∈ C 1 (∂Ω, R 3 ) satisfies (3.1) . Then the following holds.
(ii) G(e) = ∅ if and only if { c g (ε)} ε>0 is bounded uniformly with respect to ε > 0.
In this case, let u ε be a minimizer of c g (ε). Then there exist a subsequence {u ε j } and u 0 ∈ G(e) which is a minimizer of
Proof. (i) Fix ε > 0 and let {u j } ⊂ W 1,2 (Ω, curl , e) be a minimizing sequence of c g (ε). Then
Passing to a subsequence, we may assume that
and a.e. in Ω. Therefore curl u 0 = 0 a.e. in Ω, u 0 = e on ∂Ω. Thus we see that u 0 ∈ W 1,2 (Ω, curl , e). Hence we have
Thus u 0 is a minimizer of c g (ε).
(ii) Let u ε ∈ W 1,2 (Ω, curl , e) be a minimizer of c g (ε). If G(e) = ∅, we see that ∅ = G(e) ⊂ W 1,2 (Ω, curl , e). If we choose u ∈ G(e) so that u is a minimizer of G(e), we have
In particular, { c g (ε)} is uniformly bounded with respect to ε > 0. Conversely, if there exists a constant C > 0 independent of ε > 0 such that
Therefore we can see that {div
Passing to a subsequence, we may assume that u ε → u 0 weakly in
and a.e. in Ω. Thus we see that curl u 0 = 0 a.e. in Ω and u 0 = e on ∂Ω. Hence u 0 ∈ W 1,2 (Ω, curl , e). By (3.6), we have
Thus since |u 0 | = 1 a.e. in Ω, we see that u 0 ∈ G(e). Therefore, G(e) = ∅. In this case, from (3.5), we have
Thus u 0 is a minimizer of G(e) and
Moreover, since
we have
Finally we use the formulas (cf. [8] ): for any u ∈ W 1,2 (Ω, R 3 ),
where ∇ tan u = ∇u − (∇u)ν ⊗ ν depends only on u| ∂Ω and the first order tangential derivatives of u| ∂Ω . Using these formulas with u = u ε , we have
Auxiliary variational problem
In this section we consider the auxiliary variational problem under the divergencefree setting instead of the curl-free setting. Define
If R(e) = ∅, we set
The problem is closely related to the following problem. Let Proof. If there exists u ∈ W 1,2 (Ω, R 3 ) such that div u = 0 a.e. in Ω and u = e on ∂Ω, then it is easily seen from the Green theorem that In this case, let u ε be a minimizer of c r (ε). Then there exist a subsequence {u ε j } and u 0 ∈ R(e) which is a minimizer of R(e) such that u ε j → u 0 strongly in W 1,2 (Ω, R 3 ) as ε j → 0.
Since the proof of Theorem 4.4 is parallel to that of Theorem 3.3, we omit it.
