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ON THE COUNT PROBABILITY OF MANY CORRELATED
SYMMETRIC EVENTS
RU¨DIGER KU¨RSTEN
Abstract. We consider N events that are defined on a common probability space.
Those events shell have a common probability function that is symmetric with respect
to interchanging the events. We ask for the probability distribution of the number of
events that occur. If the probability of a single event is proportional to 1/N the resulting
count probability is Poisson distributed in the limit of N →∞ for independent events.
In this paper we calculate the characteristic function of the limiting count probability
distribution for events that are correlated up to an arbitrary but finite order.
1. Introduction
We might distribute N grains of rice randomly in a room and ask for the number of
grains that lie on a marked subset of the ground like e.g. a circle drawn on it. If we assume
that each grain lies on each position equally likely and furthermore that the positions of all
grains are independent, the resulting number of grains in the marked area will be binomial
distributed. If we increase the amount of rice grains and the area of the room such that the
ration between them remains constant, the binomial distribution will converge to a Poisson
distribution in the limit N → ∞ [1]. In this paper we generalize this result for the case
that the positions of the grains are not independent but still symmetric with respect to
interchanges of the grains. That means it is impossible to distinguish the different grains
statistically. We consider correlations of arbitrary but finite order. Later on we define
precisely what is meant by correlation order.
Clearly, the probabilistic analysis of the problem is not restricted to rice grain but it can
be applied to any large set of randomly positioned objects. The study of the distribution
of large sets of points in space is known as spatial point pattern analysis [2, 3]. It has
applications in divers fields such as for example ecology [4], astronomy [5] or statistics
of crimes [6]. Furthermore, large sets of points appear as the positions of molecules in
statistical physics.
For our purposes, the exact position of each point is not important because we only
care if it lies within the marked area or not. Hence we can consider the event that a given
particle lies within the marked space. In that way we obtain N events from the positions
of N particles. In statistical physics, those events are usually correlated due to interactions
between the particles and also other objects are often correlated. Formally, we consider N
events that are correlated and statistically indistinguishable. In that formulation it is not
important whether those events are related to positions of particles in space.
Our main result is an explicit formula for the characteristic function of the number of
events that occur in the limit N →∞. If correlations are limited to some order lmax, the
characteristic function will depend on exactly lmax parameters. The formula was already
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2 RU¨DIGER KU¨RSTEN
given in [7] for the particular application to spatial point distributions, however, without
proof. Ref. [7] also gives an efficient Monte Carlo algorithm to sample the parameters
of the distribution in the case of spatial point patterns. Furthermore, [7] investigates not
only the number of particles within a marked set in space but also the number of neighbors
of a randomly chosen particle. If the neighborhood is defined by some spatial relation,
e.g. if particles are considered to be neighbors if they lie within some given distance, the
problem will be equivalent to the number of particles within an arbitrarily placed circle
for independent homogeneously distributed particles. However, for correlated particles the
two problems are not identical, but related. In fact the number of neighbor distribution
can be obtained from our main result and depends on lmax additional parameters, cf. [7].
The paper is organized as follows. In Section 2 we give some basic definitions introducing
for example the common probability function ofN events, their correlation function of order
k, and the count probability function that gives the probability that exactly s of the N
events occur. Furthermore, we give some Lemma that are useful later on. In Section 3 we
give our main result, Theorem 3.1, together with its proof. In Section 4 we conclude with
a short discussion of the result.
2. Basic Definitions and some Lemma
Instead of explicitly writing the intersections, unions or complements of the considered
events we describe all relevant events using indicator functions.
Definition 2.1 (Indicator Function). Let E be an event defined on a probability space
(Ω,Σ, P ). We define its indicator function 1E : Ω→ {0, 1 } by
1E(ω) :=
{
1 if ω ∈ E
0 if ω /∈ E.(2.1)
Definition 2.2 (Symmetric Sequence of Events). We call a finite sequence of events
E1, · · · , EN that are defined on a common probability space symmetric, if for each finite
sequence r1, · · · , rN , with ri ∈ {0, 1} for i ∈ {1, · · · , N} it holds
P (1E1 = r1, · · · ,1EN = rN ) = P (1E1 = rσ(1), · · · ,1EN = rσ(N))(2.2)
for all permutations σ of the elements {1, · · · , N}.
That means it is impossible to distinguish the events statistically.
Definition 2.3 (Probability Function). Given a symmetric sequence of events E1, · · · , EN ,
we call the function Pk : {0, 1}k → [0, 1] defined by
Pk(r1, r2, · · · , rk) :=
∑
rl∈{0,1} for l∈{k+1,··· ,n}
P (1E1 = r1, · · · ,1EN = rN )(2.3)
the probability function of order k, where 1 ≤ k ≤ N and ri ∈ {0, 1}.
Remark 2.4 (Symmetry of the Probability Function). The probability functions are also
symmetric, that means
Pk(r1, . . . , rk) = Pk(rσ(1), . . . , rσ(k))(2.4)
for all permutations σ of the elements {1, . . . , k} and for all k ∈ {1, . . . , N}, which follows
immediately from the Definitions 2.2 and 2.3.
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Definition 2.5 (Correlation Function). Given a symmetric sequence of events E1, · · · , EN ,
we define the correlation function of order one G1 : {0, 1} → [0, 1] as G1 :≡ P1 and
the correlation functions of order k Gk : {0, 1}k → R for 1 < k ≤ N recursively by
Gk(r1, · · · , rk) :=Pk(r1, · · · , rk)
(2.5)
−
∑
σ
k−1∑
l=1
1
(l − 1)!
1
(k − l)!Gl(r1, rσ(2), · · · , rσ(l))Pk−l(rσ(l+1), · · · , rσ(k)),
where the sum over σ denotes the sum over all permutations of the elements {2, · · · , k}.
The idea of a decomposition in different correlation orders is due to Ursell who essentially
introduced the expansion given by Definition 2.5, however, not properly normalized to serve
as a probability [8]. Mayer and Montroll used exactly the expansion of Definition 2.5 [9].
Remark 2.6 (Alternative Formulation of the Definition of the Correlation Functions). We
can rewrite Eq. (2.5) of Definition 2.5 as Pl(. . . ) = Gl(. . . ) + . . . and insert it recursively
for all Pl of order l < k into Eq. (2.5) and eventually replace P1 by G1. Performing such
an expansion, only Pk and G-functions remain on the right hand side of Eq. (2.5). It
follows inductively from Eq. (2.5) that the indexes of all correlation functions on the right
hand side are ordered, that is for each term Gl(ri1 , . . . , ril) appearing in the expansion of
Eq. (2.5) it holds i1 < i2 < · · · < il. Thus, instead of Eq. (2.5) we might alternatively
write
Gk(r1, . . . , rk) = Pk(r1, . . . , rk)−
∑
{over all possible products of G-functions such that
each of the arguments r1, . . . , rk appears exactly once and for each G-function
the arguments are ordered.}
(2.6)
Example 2.7 (Three- and Four-Event Correlation Functions). Two examples of the alter-
native formulation of Definition 2.5 given in the Remark 2.6 are the three- and four-event
correlation functions G3 and G4 that are defined by
G3(r1, r2, r3) =P3(r1, r2, r3)−G1(r1)G1(r2)G1(r3)−G1(r1)G2(r2, r3)
−G1(r2)G2(r1, r3)−G1(r3)G2(r1, r2),(2.7)
G4(r1, r2, r3, r4) =P4(r1, r2, r3, r4)−G1(r1)G1(r2)G1(r3)G1(r4)
−G2(r1, r2)G1(r3)G1(r4)−G2(r1, r3)G1(r2)G1(r4)
−G2(r1, r4)G1(r2)G1(r3)−G2(r2, r3)G1(r1)G1(r4)
−G2(r2, r4)G1(r1)G1(r3)−G2(r3, r4)G1(r1)G1(r2)
−G2(r1, r2)G2(r3, r4)−G2(r1, r3)G2(r2, r4)−G2(r1, r4)G2(r2, r3)
−G3(r1, r2, r3)G1(r4)−G3(r1, r2, r4)G1(r3)
−G3(r1, r3, r4)G1(r2)−G3(r2, r3, r4)G1(r1).(2.8)
Lemma 2.8 (Symmetry of the Correlation Function). Let E1, . . . , EN be a symmetric
sequence of correlated events, then the corresponding correlation functions are symmetric,
that is
Gk(r1, . . . , rk) = Gk(rσ(1), . . . , rσ(k))(2.9)
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for all permutations σ of the elements {1, . . . , k}, where 1 ≤ k ≤ N .
Proof of Lemma 2.8. Obviously, the statement is satisfied for k = 1 as the identity is the
only permutation of one element. We assume that the statement is true for all k that satisfy
1 ≤ k < l and aim to show that it also holds for l. Considering the definition of Gl given in
the formulation of Eq. (2.6) we realize that Pl on the right hand side is symmetric due to
Remark 2.4. Thus it remains to show that the remaining terms (without Pl) on the right
hand side of Eq. (2.6) are symmetric. We notice that those terms only consist of products
of correlation functions Gk with k < l such that we can apply the induction hypothesis to
them. Therefore we identify the terms Gk(riσ(1), . . . , riσ(k)) for all permutations σ of the
elements {1, . . . , k}, where ij are some indexes.
Then, for any permutation σ of the elements {1, . . . , l}, we can assign for each term
in the sum in Eq. (2.6) Gk1(rik11
, . . . , r
i
k1
k1
)Gk2(rik21
, . . . , r
i
k2
k2
) . . . Gks(riks1
, . . . , riksks
) the term
Gk1(rσ(ik11 )
, . . . , r
σ(i
k1
k1
)
)Gk2(rσ(ik21 )
, . . . , r
σ(i
k2
k2
)
) . . . Gks(rσ(iks1 )
, . . . , rσ(iksks )
) which is due to
the above identification also a term in the sum in Eq. (2.6). Here, ikj are some indexes.
Hence the permutation σ only exchanges terms in the sum in Eq. (2.6) which does not
affect the result of the sum. 
Definition 2.9 (Correlation Coefficient). Given a symmetric sequence of events E1, · · · , EN
with correlation function of order k, Gk, with 1 ≤ k ≤ N we call Ck ∈ R defined by
Ck := N
kGk(1, · · · , 1)(2.10)
the correlation coefficient of order k associated with the symmetric sequence of events.
Lemma 2.10 (Vanishing Sum over Correlation Functions). Given a symmetric sequence
of correlated events it holds for any correlation function Gk of order k ≥ 2
Gk(1, r2, . . . , rk) = −Gk(0, r2, . . . , rk)(2.11)
for all values of ri ∈ {0, 1} for i ∈ {2, . . . , k}.
This result was already given by Mayer and Montroll [9].
Proof of Lemma 2.10. By Definition 2.5 we have for the two-event correlation function
G2(r1, r2) = P2(r1, r2)−P1(r1)P2(r2). Summing this equation over r1 = 1, 0 we obtain the
result for k = 2. For k > 2 we obtain the result by induction immediately from the Defini-
tion 2.5 when summing over r1 = 1, 0. The first term on the right gives Pk−1(r2, · · · , rk)
and the l = 1-term from the sum gives −Pk−1(r2, · · · , rk). All other terms of the sum are
zero by induction hypothesis. 
Lemma 2.11 (Reduction of Correlation Function). Given a symmetric sequence of events
E1, · · · , EN with correlation coefficient of order k, Ck, with 2 ≤ k ≤ N it holds for the
corresponding correlation function
Gk(r1, · · · , rk) = N−kCk
k∏
l=1
(−1)rl+1.(2.12)
Proof of Lemma 2.11. By Lemma 2.10 the ’flipping’ of r1 in Gk(r1, r2, · · · , rk) changes the
value of the function by a factor of −1. Due to the symmetry given by Lemma 2.8 we
obtain a factor of −1 also when flipping one of the other arguments of Gk. Thus, the claim
follows directly from the Definition 2.9. 
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Definition 2.12 (Correlation Free of Order k). We call a finite symmetric sequence of
events E1, · · · , EN correlation free of order k for 2 ≤ k ≤ N , if the corresponding correla-
tion parameter is zero, that is
Ck = 0.(2.13)
Definition 2.13 (Correlated of Order k). We call a finite symmetric sequence of events
E1, · · · , EN correlated of order k, if it is not correlation free of order k, that is if
Ck 6= 0.(2.14)
Definition 2.14 (Correlated up to Order k). We call a finite symmetric sequence of events
E1, · · · , EN correlated up to order one, if Ck = 0 for all k ≥ 2 and correlated up to order k
with k ≥ 2 if Ck 6= 0 and Cj = 0 for all j > k.
Definition 2.15 (Count Probability). Given a symmetric sequence of events E1, · · · , EN ,
we call the function pN : N0 → [0, 1] defined by
pN (s) := 〈δ(s−
N∑
l=1
1El)〉,(2.15)
the count probability of the sequence of symmetric events, where 〈·〉 denotes the expecta-
tion value and
δ(k) =
{
1 if k = 0
0 else.
(2.16)
3. Main Result
Theorem 3.1 (Poisson-like Distribution). Let (EN1 , E
N
2 , · · · , ENN )N∈N,N≥N0 be a sequence
of symmetric sequences of events such that for all N ≥ N0 the finite symmetric sequences
of events EN1 , · · · , ENN are correlated up to order lmax with the same correlation parameters
C1, · · · , Clmax . Let furthermore pN (s) be the count probability of the symmetric sequence of
events EN1 , · · · , ENN , then
lim
N→∞
pN (s) = p∞(s),(3.1)
where the characteristic function of the limiting distribution p∞ is given by
χ(u) =
∞∑
s=0
exp(ius)p(s) = exp
[ lmax∑
l=1
l∑
t=0
(−1)l−tCl
l!
(
l
t
)
exp(itu)
]
.(3.2)
Proof of Theorem 3.1. We start with Definition 2.15 which can be written as
pN (s) =
∑
ri∈{0,1}
PN (r1, · · · , rN )δ
(
s−
N∑
i=1
ri
)
.(3.3)
For simplicity we first investigate pN (N). In that case, only the term with all ri = 1
in Eq. (3.3) contributes to the sum, as only for this term the δ-function has the value
one. Next, we replace the probability function PN by correlation functions according to
Definition 2.5. In particular we insert Eq. (2.6) of remark 2.6. In the resulting sum, all
summands containing correlation functions of order greater than lmax are zero because we
assumed that those correlation functions are zero. From the remaining summands, many
are equal due to the symmetry given by Lemma 2.8. Each summand can be characterized
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by the numbers kl of factors of Gl(1, 1, · · · , 1) for l = 1, 2, · · · , N . The number of equal
summands, that is the number of summands characterized by the same set of numbers kl
is given by the combinatorial factor
N∏
l=1
(
1
l!
)kl
Mnll,kl ,(3.4)
where
nl = N −
l−1∑
l′=1
kl′ .(3.5)
The above sum is meant to have no terms if the upper bound is smaller than the lower. The
combinatorial factor Mnll,kl denotes the number of possibilities to choose l ordered kl-plets
from nl elements. It can be calculated by
Mnll,kl =
(
nl
lkl
)(
lkl
kl
)(
l(kl − 1)
kl
)
· · ·
(
kl
kl
)
(kl!)
l 1
kl!
.(3.6)
The first factor gives the number of possibilities to choose the lkl arguments of the l kl-
plets. The second factor gives the number of choices of the argument of the first kl-plet, the
next factor the number of possible choices for the second kl-plet and so on. The factor (kl!)
l
gives the number of possible orders of the arguments of the l kl-plets and the last factor
takes care of the fact that the l kl-plets are not ordered. The above formula, Eq. (3.6),
simplifies to
Mnll,kl =
nl!
(nl − lkl)!
1
kl!
.(3.7)
The construction of the combinatorial factors
(
1
l!
)kl
Mnll,kl in Eq. (3.4) is illustrated in
Figure 1. There are Mnll,kl possibilities to choose l ordered kl-plets. Than the arguments
for each factor Gl are chosen as the columns displayed in Figure 1. In that way we obtain
all possible permutations of the arguments for each Gl-factor. However, in Eq. (2.6) the
arguments of all correlation factors are ordered. This is compensated by the factor of(
1
l!
)kl
in Eq. (3.4).
Putting all together and collecting all the equal summands in PN (N) we obtain
pN (N) =
lmax∏
l=1
[ ∞∑
kl=0
(
Cl
N
)kl( 1
l!
)kl
Mnll,kl
]
δ
(
N −
lmax∑
l=1
kl
)
,(3.8)
where we inserted Cl/N for Gl(1, 1, · · · , 1) according to Definition 2.9. The delta-function
takes care of the fact that the total number of arguments of the correlation functions in
each summand equals N .
For general arguments s of pN (s) we go along the same lines. We insert PN from Eq. (2.6)
into Eq. (3.3) and collect equal summands from the sum over the values of the arguments
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kl-plets
Arguments of Gl
l rows
kl columns
Figure 1. Illustration of the combinatorial factor
(
1
l!
)kl
Mnll,kl .
ri and over the different products of correlation functions. In analogy to Eq. (3.8) we find
pN (s) =
∞∑
k1,0
[(
C1
N
)k1,0
M
n1,0
1,k1,0
]
×
∞∑
k1,1
[(
1− C1
N
)k1,1
M
n1,1
1,k1,1
]
×
lmax∏
l=2
{
l∏
q=0
[ ∞∑
kl,q=0
(
(−1)q Cl
N l
)kl,q
M
nl,q
l,kl,q
(
1
q!
1
(l − q)!
)kl,q]}
×δ
(
s−
lmax∑
l=1
l∑
q=0
(l − q)kl,q
)
δ
(
N −
lmax∑
l=1
l∑
q=0
lkl,q
)
,(3.9)
where
nl,q = N −
l−1∑
l′=1
l′∑
q′=0
kl′,q′ −
q−1∑
q′=0
kl,q′ .(3.10)
Here, kl,q denotes the number of factors Gl with q arguments that have the value zero and
l − q arguments that have the value one. That is l denotes the correlation order and q
denotes the number of arguments that are zero. The factors C1N and 1− C1N are, according
to Definition 2.9, the values of the correlation function G(1) and G(0), respectively. The
factor (−1)q Cl
N l
gives the value of Gl with q arguments with the value zero and l − q
arguments with the value one according to Lemma 2.11. The factor 1q!
1
(l−q)! is the analog
of 1l! in Eq. (3.8). However, here we do not divide by the number of possible permutations
of the arguments of Gl but by the number of possible permutation of only that arguments
that have the value one and only that arguments that have the value zero. The first delta-
function ensures that the total number of arguments of the correlation functions in each
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summand that have the value one equals s and the second delta-function ensures that the
total number of arguments of the correlation functions in each summand equals N .
Inserting the combinatorial factor M
nl,q
l,kl,q
given by Eq. (3.7) into Eq. (3.9) the product
of the first factor in Eq. (3.7) results in a factor N ! as most of the terms cancel. Eventually
we obtain from Eq. (3.7)
pN (s) = N !
∞∑
k1,0
[(
C1
N
)k1,0 1
k1,0!
]
×
∞∑
k1,1
[(
1− C1
N
)k1,1 1
k1,1!
]
×
lmax∏
l=2
{
l∏
q=0
[ ∞∑
kl,q=0
(
(−1)q Cl
N l
)kl,q 1
kl,q!
(
1
q!
1
(l − q)!
)kl,q]}
×δ
(
s−
lmax∑
l=1
l∑
q=0
(l − q)kl,q
)
δ
(
N −
lmax∑
l=1
l∑
q=0
lkl,q
)
.(3.11)
Evaluating the sum over k1,1 taking into account the second delta-function we obtain
pN (s) =
N !
(N −∑lmaxl=2 ∑lq=0 lkl,q − k1,0)!
∞∑
k1,0
[(
C1
N
)k1,0 1
k1,0!
]
×
(
1− C1
N
)N−∑lmaxl=2 ∑lq=0 lkl,q−k1,0
×
lmax∏
l=2
{
l∏
q=0
[ ∞∑
kl,q=0
(
(−1)q Cl
N l
)kl,q 1
kl,q!
(
1
q!
1
(l − q)!
)kl,q]}
×δ
(
s−
lmax∑
l=1
l∑
q=0
(l − q)kl,q
)
.(3.12)
The first factor can be written as
N !
(N −∑lmaxl=2 ∑lq=0 lkl,q − k1,0)! = N
∑lmax
l=2
∑l
q=0 lkl,q+k1,0 [1 +R(N)],(3.13)
where the remainder R(N) goes to zero as ∝ 1/N for N → ∞. Inserting Eq. (3.13) into
Eq. (3.12) almost all powers of N cancel and we obtain
pN (s) = [1 +R(N)]
∞∑
k1,0
[
C
k1,0
1
k1,0!
](
1− C1
N
)N−∑lmaxl=2 ∑lq=0 lkl,q−k1,0
×
lmax∏
l=2
{
l∏
q=0
[ ∞∑
kl,q=0
(
(−1)qCl
)kl,q 1
kl,q!
(
1
q!
1
(l − q)!
)kl,q]}
×δ
(
s−
lmax∑
l=1
l∑
q=0
(l − q)kl,q
)
.(3.14)
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Performing the limit N →∞ yields
p∞(s) =
∞∑
k1,0
[
C
k1,0
1
k1,0!
]
exp(−C1)
×
lmax∏
l=2
{
l∏
q=0
[ ∞∑
kl,q=0
(
(−1)qCl
)kl,q 1
kl,q!
(
1
q!
1
(l − q)!
)kl,q]}
×δ
(
s−
lmax∑
l=1
l∑
q=0
(l − q)kl,q
)
.(3.15)
Now, we perform the sum over k1,0 taking the delta-function into account to obtain
p∞(s) = Cs1 exp(−C1)
1
(s−∑lmaxl=2 ∑lq=0(l − q)kl,q)!
×
lmax∏
l=2
{
l∏
q=0
[ ∞∑
kl,q=0
(
(−1)qCl(C1)q−l
q!(l − q)!
)kl,q 1
kl,q!
]}
.(3.16)
The first line is independent of kl,l. Hence we can perform the sums over kl,l that result
in exponential factors yielding
p∞(s) = Cs1 exp
( lmax∑
l=1
(−1)lCl
l!
)
1
(s−∑lmaxl=2 ∑l−1q=0(l − q)kl,q)!
×
lmax∏
l=2
{
l−1∏
q=0
[ ∞∑
kl,q=0
(
(−1)qCl(C1)q−l
q!(l − q)!
)kl,q 1
kl,q!
]}
.(3.17)
Next, we substitute q by t = l − q and calculate the characteristic function resulting in
χ(u) =
∞∑
s=0
p∞(s) exp(ius)
=
∞∑
s=0
exp(ius)Cs1 exp
( lmax∑
l=1
(−1)lCl
l!
)
1
(s−∑lmaxl=2 ∑lt=1 tkl,t)!
×
lmax∏
l=2
{
l∏
t=1
[ ∞∑
kl,t=0
(
(−1)l−tCl(C1)−t
t!(l − t)!
)kl,t 1
kl,t!
]}
.(3.18)
We can evaluate the sum over s using
∞∑
s=0
[
C1 exp(iu)
]s
(s− a)! =
∞∑
s=a
(
C1 exp(iu)
)s
(s− a)!
= [C1 exp(iu)]
a
∞∑
s˜=0
(
C1 exp(iu)
)s˜
s˜!
= [C1 exp(iu)]
a exp
[
C1 exp(iu)
]
,(3.19)
where we used that 1/(s − a)! is considered to be zero if s − a < 0 in the first equation.
Furthermore we used the substitution s˜ = s − a. With a = ∑lmaxl=2 ∑lt=1 tkl,t we obtain
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from Eq. (3.18) with Eq. (3.19)
χ(u) = exp
[
C1 exp(iu)
]
exp
( lmax∑
l=1
(−1)lCl
l!
)
×
lmax∏
l=2
{
l∏
t=1
[ ∞∑
kl,t=0
(
(−1)l−tCl exp(iul)
t!(l − t)!
)kl,t 1
kl,t!
]}
.(3.20)
Eventually we can evaluate the remaining sums over kl,t which result in exponential func-
tions. Collecting all terms we obtain Eq. (3.2). 
It is remarkable that one could also evaluate the sums over kl,l−1 directly in Eq. (3.17).
However, evaluating the remaining sums directly seems to be not doable.
4. Summary and Discussion
We calculated the probability distribution of the number of occurring events from a
set of N correlated events in the limit N → ∞ under the assumption that the events are
statistically indistinguishable and correlations are limited to an arbitrary order lmax. The
limiting distribution is is given by Eq. (3.17) that can be further simplified evaluating the
sums over kl,l−1, however, this expression contains still infinite sums. Therefore it is not
suitable for practical evaluations. We calculate the characteristic function of the limiting
distribution, Eq. (3.2), which has a surprisingly simple form containing only finite sums.
Setting all correlation parameters Ck = 0 for k > 1 we recover the characteristic function
of the Poisson distribution.
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