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Abstract
This paper analyzes the support of the conditional distribution of optimal martingale
transport couplings between marginals in Rd for arbitrary dimension d ě 1. In the context of a
distance cost in dimension larger than 2, previous results established by Ghoussoub, Kim &
Lim [11] show that this conditional distribution is concentrated on its own Choquet boundary.
Moreover, when the target measure is atomic, they prove that the support of this distribution
is concentrated on d ` 1 points, and conjecture that this result is valid for arbitrary target
measure.
We provide a structure result of the support of the conditional distribution for general
Lipschitz costs. Using tools from algebraic geometry, we provide sufficient conditions for
finiteness of this conditional support, together with (optimal) lower bounds on the maximal
cardinality for a given cost function. More results are obtained for specific examples of cost
functions based on distance functions. In particular, we show that the above conjecture of
Ghoussoub, Kim & Lim is not valid beyond the context of atomic target distributions.
Key words. Martingale optimal transport, local structure, differential structure, support.
1 Introduction
The problem of martingale optimal transport was introduced as the dual of the problem of
robust (model-free) superhedging of exotic derivatives in financial mathematics, see Beiglböck,
Henry-Labordère & Penkner [3] in discrete time, and Galichon, Henry-Labordère & Touzi [10]
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by EDF and CA).
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in continuous-time. Previously the robust superhedging problem was introduced by Hobson
[18], and was addressing specific examples of exotic derivatives by means of corresponding
solutions of the Skorokhod embedding problem, see [6, 16, 17], and the survey [15].
Our interest in the present paper is on the multi-dimensional martingale optimal transport.
Given two probability measures µ, ν on Rd, with finite first order moment, martingale optimal
transport differs from standard optimal transport in that the set of all interpolating probability
measures Ppµ, νq on the product space is reduced to the subset Mpµ, νq restricted by the
martingale condition. We recall from Strassen [24] that Mpµ, νq ‰ H if and only if µ ĺ ν
in the convex order, i.e. µpfq ď νpfq for all convex functions f . Notice that the inequality
µpfq ď νpfq is a direct consequence of the Jensen inequality, the reverse implication follows
from the Hahn-Banach theorem.
This paper focuses on showing the differential structure of the support of optimal probabilities
for the martingale optimal transport Problem. In the case of optimal transport, a classical
result by Rüschendorf [22] states that if the map y ÞÝÑ cxpx0, yq is injective, then the optimal
transport is unique and supported on a graph, i.e. we may find T : X ÝÑ Y such that
P˚rY “ T pXqs “ 1 for all optimal coupling P˚ P Ppµ, νq. The corresponding result in the
context of the one-dimensional martingale transport problem was obtained by Beiglböck-Juillet
[5], and further extended by Henry-Labordère & Touzi [13]. Namely, under the so-called
martingale Spence-Mirrlees condition, cx strictly convex in y, the left-curtain transport plan
is optimal and concentrated on two graphs, i.e. we may find Td, Tu : X ÝÑ Y such that
P˚rY P tTdpXq, TupXqus “ 1 for all optimal coupling P˚ PMpµ, νq. In this case we get similarly
the uniqueness by a convexity argument.
An important issue in optimal transport is the existence and the characterization of optimal
transport maps. Under the so-called twist condition (also called Spence-Mirrlees condition in
the economics litterature) it was proved that the optimal transport is supported on one graph.
In the context of martingale optimal transport on the line, Beiglböck & Juillet introduced the
left-monotone martingale interpolating measure as a remarkable transport plan supported on
two graphs, and prove its optimality for some classes of cost functions. Ghoussoub, Kim &
Lim conjectured that in higher dimensional Martingale Optimal Transport for distance cost,
the optimal plans will be supported on d ` 1 graphs. We prove here that there is no hope
of extending this property beyond the case of atomic measure. This is obtained using the
reciprocal property of the structure theorem of this paper, which serves as a counterexample
generator. We further prove that for "almost all" smooth cost function, the optimal coupling
are always concentrated on a finite number of graphs, and we may always find densities µ and
ν that are dominated by the Lebesgue measure such that the optimal coupling is concentrated
on d` 2 maps for d even.
A first such study in higher dimension was performed by Lim [20] under radial symmetry
that allows in fact to reduce the problem to one-dimension. A more "higher-dimensional specific"
approach was achieved by Ghoussoub, Kim & Lim [11]. Their main structure result is that for
the Euclidean distance cost, the supports of optimal kernels will be concentrated on their own
2
Choquet boundary (i.e. the extreme points of the closure of their convex hull).
Our subsequent results differ from [11] from two perspectives. First, we prove that with the
same techniques we can easily prove much more precise results on the local structure of the
optimal Kernel, in particular, we prove that they are concentrated on 2d (possibly degenerate)
graphs, which is much more precise than a concentration on the Choquet boundary. Our main
structure result states that the optimal kernels are supported on the intersection of the graph of
the partial gradient cxpx0, ¨q with the graph of an affine function Ax0 P Affd. Second, we prove
a reciprocal property, i.e. that for any subset of such graph intersection tcxpx0, Y q “ ApY qu
for A P Affd, we may find marginals such that this set is an optimizer for these marginals.
Thanks to this reciprocal property we prove that Conjecture 2 in [11] that we mentioned above
is wrong. They prove this conjecture in the particular case in which the second marginal ν
is atomic, however in view of our results it only works in this particular case, as we produce
counterexamples in which µ and ν are dominated by the Lebesgue measure. Indeed, we prove
that the support of the conditional kernel is characterized by an algebraic structure independent
from the support of ν, then when this support is atomic, very particular phenomena happen.
Thus the intuition suggests that finding this kind of solution for an atomic approximation of a
non-atomic ν is not a stable approach, as in the limit there are generally 2d points in the kernel.
The paper is organized as follows. Section 2 gives the main results: Subsection 2.1 states the
Assumption and the main structure theorem, Subsection 2.2 applies this theorem to show the re-
lation between finiteness of the conditional support and the algebraic geometry of its derivatives,
Subsection 2.3 gives the maximal cardinality that is universally reachable for the support up to
choosing carefully the marginals, and finally Subsection 2.4 shows how the structure theorem
applied to classical costs like powers of the Euclidean distance allows to give precise descriptions
and properties of the conditional supports of optimal plans. Finally Section 3 contains all the
proofs to the results in the previous sections, and Section 4 provides some numerical experiments.
Notation We fix an integer d ě 1. For x P R, we denote sgpxq :“ 1xą0´1xă0. If f : R ÝÑ R
we denote by fixpfq the set of fixed points of f . A function f : Rd ÝÑ Rd is said to be
super-linear if lim|y|Ñ8 |fpyq||y| “ 8. Let a function f : Rd ÝÑ R and x0 P Rd, we say that
f is super-differentiable (resp. sub-differentiable) at x0 if we may find p P Rd such that
fpxq ´ fpx0q ď p ¨ px´ x0q ` opx´ x0q (resp. ě) when x ÞÝÑ x0, in this condition, we say that
p belongs to the super-gradient B`fpx0q (resp. sub-gradient B´fpx0q) of f at x0. This local
notion extends the classical global notion of super-differential (resp. sub) for concave (resp.
convex) functions.
For x P Rd, r ě 0, and V an affine subspace of dimension d1 containing x, we denote SV px, rq
the dimV ´ 1 dimensional sphere in the affine space V for the Euclidean distance, centered
in x with radius r. We denote by Affd the set of Affine maps from Rd to itself. Let A P Affd,
notice that its derivative ∇A is constant over Rd, we abuse notation and denote ∇A for the
matrix representation of this derivative. Let M PMdpRq, a real matrix of size d, we denote
detM the determinant of M , kerM is the kernel of M , ImM is the image of this matrix, and
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SppMq is the set of all complex eigenvalues of M . We also denote CompMq the comatrix of M :
for 1 ď i, j ď d, CompMqi,j “ p´1qi`j detM i,j , where M i,j is the matrix of size d´ 1 obtained
by removing the ith line and the jth row of M . Recall the useful comatrix formula:
CompMqtM “MCompMqt “ pdetMqId. (1.1)
As a consequence, whenever M is invertible, M´1 “ 1detMCompMqt. Throughout this
paper, Rd is endowed with the Euclidean structure, the Euclidean norm of x P Rd will be
denoted |x|, the p´norm of x will be denoted |x|p :“
´řd
i“1 |xi|p
¯ 1
p . We denote peiq1ďiďd the
canonical basis of Rd. Let B Ă E with E a vector space, we denote B˚ :“ Bzt0u, and |B|
the possibly infinite cardinal of B. If V is a topological affine space and B Ă V is a subset of
V , intB is the interior of B, clB is the closure of B, affB is the smallest affine subspace of
V containing B, convB is the convex hull of B, dimpBq :“ dimpaffBq, and riB is the relative
interior of B, which is the interior of B in the topology of affB induced by the topology of
V . We also denote by BB :“ clBzriB the relative boundary of B, and if V is endowed with a
euclidean structure, we denote by projBpxq the orthogonal projection of x P V on affB. A set
B is said to be discrete if it consists of isolated points.
We denote Ω :“ Rd ˆ Rd and define the two canonical maps
X : px, yq P Ω ÞÝÑ x P Rd and Y : px, yq P Ω ÞÝÑ y P Rd.
For ϕ,ψ : Rd ÝÑ R¯, and h : Rd ÝÑ Rd, we denote
ϕ‘ ψ :“ ϕpXq ` ψpY q, and hb :“ hpXq ¨ pY ´Xq,
with the convention 8´8 “ 8.
For a Polish space X , we denote by PpX q the set of all probability measures on `X ,BpX q˘.
For P P PpX q, we denote by suppP the smallest closed support of P. Let Y be another Polish
space, and P P PpX ˆ Yq. The corresponding conditional kernel Px is defined by:
Ppdx, dyq “ µpdxqPxpdyq, where µ :“ P ˝X´1.
Let n ě 0 and a field K (R or C in this paper), we denote KnrXs the collection of all
polynomials on K of degree at most n. The set ChomrXs is the collection of homogeneous
polynomials of CrXs. Similarly for k ě 1, we define KnrX1, ..., Xds the collection of multivariate
polynomials on K of degree at most n. We denote the monomial Xα :“ Xα11 ...Xαdd , and
|α| “ α1 ` ... ` αd for all integer vector α P Nd. For two polynomial P and Q, we denote
gcdpP,Qq their greatest common divider. Finally, we denote Pd :“ `Cd`1˘˚{C˚ the projective
plan of degree d.
The martingale optimal transport problem Throughout this paper, we consider two
probability measures µ and ν on Rd with finite first order moment, and µ ĺ ν in the convex
order, i.e. νpfq ě µpfq for all integrable convex f . We denote by Mpµ, νq the collection of all
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probability measures on Rd ˆ Rd with marginals P ˝X´1 “ µ and P ˝ Y ´1 “ ν. Notice that
Mpµ, νq ‰ H by Strassen [24].
AnMpµ, νq´polar set is an element ofXPPMpµ,νqNP. A property is said to holdMpµ, νq´quasi
surely (abbreviated as q.s.) if it holds on the complement of an Mpµ, νq´polar set.
For a derivative contract defined by a non-negative cost function c : Rd ˆ Rd ÝÑ R`, the
martingale optimal transport problem is defined by:
Sµ,νpcq :“ sup
PPMpµ,νq
Prcs. (1.2)
The corresponding robust superhedging problem is
Iµ,νpcq :“ infpϕ,ψ,hqPDµ,νpcqµpϕq ` νpψq, (1.3)
where
Dµ,νpcq :“
 pϕ,ψ, hq P L1pµq ˆ L1pνq ˆ L1pµ,Rdq : ϕ‘ ψ ` hb ě c(. (1.4)
The following inequality is immediate:
Sµ,νpcq ď Iµ,νpcq. (1.5)
This inequality is the so-called weak duality. For upper semi-continuous cost, Beiglböck, Henry-
Labordère, and Penckner [3], and Zaev [26] proved that strong duality holds, i.e. Sµ,νpcq “
Iµ,νpcq. For any Borel cost function, De March [8] extended the quasi sure duality result to the
multi-dimensional context, and proved the existence of a dual minimizer.
2 Main results
2.1 Main structure theorem
An important question in optimal transport theory is the structure of the support of the
conditional distribution of optimal transport plans. Theorem 2.2 below gives a partial structure
to this question. As a preparation we introduce a technical assumption.
We denote uK the collection of closed convex subsets of Rd, which is a Polish space when
endowed with the Wijsman topology (see Beer [2]). De March & Touzi [9] proved that we may
find a Borel mapping I : Rd ÞÝÑ uK such that tIpxq : x P Rdu is a partition of Rd, Y P cl IpXq,
Mpµ, νq´a.s. and cl IpXq “ cl conv suppPˆX , µ´a.s. for some Pˆ PMpµ, νq. As the map I is
Borel, IpXq is a random variable, let η :“ µ ˝ I´1 be the push forward of µ by I. It was proved
in [8] that the optimal transport disintegrates on all the "components" IpXq. The following
conditions are needed throughout this paper.
Assumption 2.1. (i) c : Ω ÞÝÑ R is upper semi-analytic, µ ĺ ν in convex order in PpRdq,
c ě α‘ β ` γb for some pα, β, γq P L1pµq ˆ L1pνq ˆ L0pRd,Rdq, and Sµ,νpcq ă 8.
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(ii) The cost c is locally Lipschitz and sub-differentiable in the first variable x P I, uniformly in
the second variable y P cl I, η´a.s.
(iii) The conditional probability µI :“ µ ˝
`
X|I˘´1 is dominated by the Lebesgue measure on I,
η´a.s.
The statements (i) and (ii) of Assumption 2.1 are verified for example if c is differentiable
and if µ and ν are compactly supported. On another hand, the statement (iii) is much more
tricky. It is well known that Sudakov [25] thought that he had solved the Monge optimal
transport problem by using the (wrong) fact that the disintegration of the Lebesgue measure on
a partition of convex sets would be dominated by the Lebesgue measure on each of these convex
sets. However, [1], provides a counterexample inspired from another paradoxal counterexample
by Davies [7]. This Nikodym set N is equal to the tridimensional cube up to a Lebesgue
negligible set. Furthermore it is designed so that a continuum of mutually disjoint lines which
intersect all N in one singleton each. Thus the Lebesgue measure on the cube disintegrates on
this continuum of lines into Dirac measures on each lines.
Statement (iii) is implied for example by the domination of µ by the Lebesgue measure
together with the fact that dim IpXq P t0, d´1, du, µ´a.s. (see Lemma C.1 of [11] implying that
the Lebesgue measure disintegrates in measures dominated by Lebesgue on the d´1´dimensional
components), in particular together with the fact that d ď 2, or together with the fact that
ν is the law of Xτ :“ X0 `
şt
0 σsdWs, where X0 „ µ, W a d´dimensional Brownian motion
independent of X0, τ is a positive bounded stopping time, and pσtqtě0 is a bounded cadlag
process with values in MdpRq adapted to the W´filtration with σ0 invertible. See the proof of
Remark 4.3 in [8].
Theorem 2.2. (i) Under Assumption 2.1 we may find pAxqxPRd Ă Affd such that for all
P˚ PMpµ, νq optimal for (1.2),
x P ri conv suppPx˚, and suppPx˚ Ă tcxpx, Y q “ AxpY qu for µ´ a.e. x P Rd.
(ii) Conversely, let a compact S0 Ă tcxpx0, Y q “ ApY qu for some x0 P Rd and A P Affd, be such
that x0 P int convS0, c is C2,0 X C1,1 in the neighborhood of tx0u ˆ S0, and cxypS0q ´∇A Ă
GLdpRq, then S0 has a finite cardinal k ě d ` 1 and we may find µ0, ν0 P PpRdq with C1
densities such that
P˚pdx, dyq :“ µ0pdxq
kÿ
i“1
λipxqδTipxqpdyq
is the unique solution to (1.2), with pTiq1ďiďk Ă C1psuppµ0,Rdq such that S0 “ tTipx0qu1ďiďk,
and pλiq1ďiďk Ă C1psuppµ0q.
Remark 2.3. We have ∇Axpxq “ ∇ϕpxq ´ hpxq in Theorem 2.2 from its proof. Under the
stronger assumption that ϕ and h are C1, we can get this result much easier. As for px, yq P Rd,
ϕpxq ` ψpyq ` hpxq ¨ py ´ xq ´ cpx, yq ě 0,
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with equality for px, yq P Γ. When y0 is fixed, x0 such that px0, y0q P Γ is a critical point of x ÞÑ
ϕpxq`ψpy0q`hpxq¨py0´xq´cpx, y0q. Then we get cxpx0, y0q “ ∇hpx0qpy0´x0q`∇ϕpx0q´hpx0q
by the first order condition.
We see that we have in this case Ax0pyq :“ ∇hpx0qpy ´ x0q `∇ϕpx0q ´ hpx0q, and Γx0 Ă
tcxpx0, Y q “ Ax0pY qu, for µ´a.e. x0 P Rd.
Remark 2.4. Even though the set S0 :“ tcxpx0, Y q “ ApY qu for x0 P Rd and A P Affd may
contain more than d` 1 points, it is completely determined by d` 1 affine independent points
y1, ..., yd`1 P S0, as the equations cxpx0, yiq “ Apyiq determine completely the affine map A.
Proof of Theorem 2.2 (i) By Theorem 3.5 (i) in [8], (and using the notation therein),
the quasi-sure robust super-hedging problem may be decomposed in pointwise robust super-
hedging separate problems attached to each components, and we may find functions pϕ, hq P
L0pRdq ˆ L0pRd,Rdq, and pψKqKPIpRdq Ă L0`pRdq with ψIpXqpY q P L0`pΩq, and domψI “
Jθ, η´a.s. for some θ P pT pµ, νq, such that c ď ϕpXq ` ψIpXqpY q ` hb, and Sµ,νpcq “
Sµ,ν
`
ϕpXq ` ψIpXqpY q ` hb
˘
. Then applying the theorem to c1 :“ ϕpXq ` ψIpXqpY q ` hb,
Sµ,νpcq “ Sµ,ν
`
ϕpXq ` ψIpXqpY q ` hb
˘ “ supPPMpµ,νq SµI ,νPI `ϕpXq ` ψIpXqpY q ` hb˘. Then if
P PMpµ, νq is optimal for Sµ,νpcq, then PIrc “ ϕ‘ψI ` hbs “ 1, η´a.s. By Lemma 3.17 in [8]
the regularity of c in Assumption 2.1 (ii) guarantees that we may chose ϕ to be locally Lipschitz
on I, and h locally bounded on I. In view of Assumption 2.1 (iii), ϕ is differentiable µI´a.e.
by the Rademacher Theorem. Then after possibly restricting to an irreducible component, we
may suppose that we have the following duality: for any x, y P Rd,
ϕpxq ` ψpyq ` hpxq ¨ py ´ xq ´ cpx, yq ě 0, (2.6)
with equality if and only if px, yq P Γ :“ tϕ ‘ ψ ` hb “ c ă 8u, concentrating all optimal
coupling for Sµ,νpcq.
Let x0 P ri conv domψ such that ϕ is differentiable in x0. Let y1, ..., yk P Γx0 such
that
řk
i“1 λiyi “ x0, convex combination. We complete py1, ..., ykq in a barycentric basis
py1, ..., yk, yk`1, ..., ylq of ri conv domψ. Let x P ri conv domψ in the neighborhood of x0, and
let pλ1iq such that x “
řl
i“1 λ1iyi, convex combination. We apply (2.6), both in the equality and
in the inequality case:
ϕpxq `
lÿ
i“1
λ1iψpyiq ě
lÿ
i“1
λ1icpx, yiq, ϕpx0q `
řl
i“1 λ1iψpyiq ` hpx0q ¨ px´ x0q “
řl
i“1 λ1icpx0, yiq.
By subtracting these equations, we get
ϕpxq ´ ϕpx0q ´ hpx0q ¨ px´ x0q ě
lÿ
i“1
λ1i
`
cpx, yiq ´ cpx0, yiq
˘
.
As c is Lipschitz in x, and λ1i ÝÑ λi when xÑ x0, we get:
`∇ϕpx0q ´ hpx0q˘ ¨ px´ x0q ` opx´ x0q ě kÿ
i“1
λi
`
cpx, yiq ´ cpx0, yiq
˘
.
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Then, x ÞÝÑ řki“1 λicpx, yiq is super-differentiable at x0, and ∇ϕpx0q ´ hpx0q belongs to its
super-gradient. As x ÞÝÑ cpx, yq is sub-differentiable by Assumption 2.1 (ii), it implies that
x ÞÝÑ cpx, yiq is differentiable at x0 for all i such that λi ą 0, and therefore
∇ϕpx0q ´ hpx0q “
kÿ
i“1
λicxpx0, yiq. (2.7)
Now we want to prove that we may find Ax P Affd such that Axpyq “ cxpx, yq for all y P Γx.
Let y01, ..., y0m P Γx0 generating affΓx0 and such that x P ri convpy01, ..., y0mq, let y P Γx0 . Ax is
defined in a unique way if ∇A “ 0 on paffΓx0 ´x0qK by its values on py01, ..., y0mq. Now we prove
that Axpyq “ cxpx0, yq. As y P affpy01, ..., y0mq, we may find pµiq so that
ř
i“1 µiy0i “ y, andř
i“1 µi “ 1. For ε ą 0 small enough, x0´ εpy´x0q P ri convpy01, ..., y0mq. Then x0´ εpy´x0q “ř
i“1 λ0i yi with λ0i ą 0. We take the convex combination: x0 “ 11`εpx0´ εpy´ x0qq` ε1`εy, and
x0 “ ři“1 ` 11`ελ0i ` ε1`εµi˘y0i . We suppose that ε is small enough so that λεi :“ 11`ελ0i ` ε1`εµi ą
0. Then applying (2.7) for pyiq “ py0i q and pλiq “ pλεi q,
∇ϕpx0q ´ hpx0q “
lÿ
i“1
λεi cxpx0, yiq “
lÿ
i“1
1
1` ελicxpx0, yiq `
ε
1` εcxpx0, yq.
By subtracting, we get cxpx0, yq “ Ax0
´
1`ε
ε
řl
i“1pλεi ´ 11`ελiqyi
¯
“ Ax0pyq. Now doing this
for all x P Rd so that ϕ is differentiable in x, by domination of µI by Lebesgue, this holds for
µI´a.e. x P Rd, η´a.s. and therefore µ´a.s.
(ii) Now we prove the converse statement. Let S0 Ă tApY q “ cxpx0, Y qu be a closed bounded
subset of Ω for some x0 P Rd, and A P Affd such that x0 P int convS0, c is C2,0 X C1,1 in the
neighborhood of S0, and cxypS0q ´∇A Ă GLdpRq. First, we show that S0 is finite. Indeed,
we suppose to the contrary that |S0| “ 8, we can find a sequence pynqně1 Ă S0 with distinct
elements. As S0 is closed bounded, and therefore compact, we may extract a subsequence
pyϕpnqq converging to yl P S0. We have cxpx0, yϕpnqq “ Apyϕpnqq, and cxpx0, ylq “ Apylq. We
subtract and get cxpx0, yϕpnqq ´ cxpx0, ylq ´ ∇Apyϕpnq ´ ylq “ 0, and using Taylor-Young
around yl, cxypx0, ylqpyϕpnq ´ ylq ` op|yϕpnq ´ yl|q ´ ∇Apyϕpnq ´ ylq “ 0. As yϕpnq ‰ yl for
n large enough , we may write un :“ yϕpnq´yl|yϕpnq´yl| . As un stands in the unit sphere which is
compact, we can extract a subsequence puψpnqq, converging to a unit vector u. As we have
cxypx0, ylquψpnq ` op1q ´∇Auψpnq “ 0, we may pass to the limit nÑ8, and get:
pcxypx0, ylq ´∇Aqu “ 0.
As u ‰ 0, we get the contradiction: cxypx0, yq ´∇A R GLdpRq.
Now, we denote S0 “ tyiu1ďiďk where k :“ |S0|. For r ą 0 small enough, the balls
B
`px0, yiq, r˘ are disjoint, cxyp¨q´∇A Ă GLdpRq on these balls by continuity of the determinant,
and c is C2,0 X C1,1 on these balls. Now we define appropriate dual functions. Let M ą 0 large
enough so that on the balls, pM ´ 1qId ´ p∇A`∇Atq ´ cxx is positive semidefinite.
We set hpXq :“ ∇ApX ´ x0q ´ Apx0q, and ϕpXq :“ 12M |X ´ x0|2. Now for 1 ď i ď k,
cxpx0, yiq ´ ∇A ¨ pyi ´ x0q “ ∇ϕpx0q ´ hpx0q, px, yq ÞÝÑ cxpx, yq ´ ∇A ¨ py ´ xq is C1, and
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its partial derivative with respect to y, cxy ´ ∇A is invertible on the balls. Then by the
implicit functions Theorem, we may find a mapping Ti P C1pRd,Rdq such that for x P Rd in the
neighborhood of x0,
cx
`
x, Tipxq
˘´∇A ¨ `Tipxq ´ x˘ “ ∇ϕpxq ´ hpxq. (2.8)
Its gradient at x0 is given by ∇Tipx0q “
`
cxypx0, yiq´∇A
˘´1`
MId´p∇A`∇Atq´cxxpx0, yiq
˘
.
This matrix is invertible, and therefore by the local inversion theorem Ti is a C1´diffeomorphism
in the neighborhood of x0. We shrink the radius r of the balls so that each Ti is a diffeomorphism
on B :“ X
´
B
`px0, yiq, r˘¯ (independent of i). Let Bi :“ TipBq, for y P Bi, let ψpyq :“
c
`
T´1i pyq, y
˘´ ϕ`T´1i pyq˘´ h`T´1i pyq˘ ¨ `y ´ T´1i pyq˘. These definitions are not interfering, as
we supposed that the balls Bi are not overlapping.
Let Γ :“ tpx, Tipxqq : x P B, 1 ď i ď ku. By definition of ψ, c “ ϕ ‘ ψ ` hb on Γ. Now
let px, yq P B ˆ Bi, for some i. px0, yq P Γ, for some x0 P B. Let F :“ ϕ ‘ ψ ` hb ´ c, we
prove now that F px, yq ě 0, with equality if and only if x “ x0 (i.e. px, yq P Γ). F px0, yq “ 0,
and Fxpx0, yq “ 0 by (2.8). However, FxxpX,Y q “ MId ´ p∇A `∇Atq ´ cxxpX,Y q which is
positive definite on B ˆBi, and therefore we get
F px, yq “ F px, yq ´ F px0, yq “
ż x
x0
Fxpz, yq ¨ dz “
ż x
x0
`
Fxpz, yq ´ Fxpx0, yq
˘ ¨ dz
“
ż x
x0
ż z
x0
dw ¨ Fxxpw, yq ¨ dz ě 0.
Where the last inequality follows from the fact that Fxx is positive definite and dw and dz are
two vectors collinear with px´ x0q. It also proves that F px, yq “ 0 if and only if px, yq P Γ.
Now, we define C1 mappings λi : B ÝÑ p0, 1s such that řki“1 λipxqTipxq “ x. We may do
this because we assumed that x P int convS0, and therefore, by continuity, up to reducing
B again, x P int convtT1pxq, ..., Tkpxqu for all x P B. Finally let µ0 P PpRdq such that
suppµ0 “ B with C8 density f (take for example a well chosen wavelet). Now for 1 ď i ď k,
we define ν0 on Bi by ν0pdyq “ λi
`
T´1i pyq
˘
f
`
T´1i pyq
˘ ˇˇ
det∇Ti
`
T´1pyq˘ˇˇ´1. Then P˚pdx, dyq :“
µ0pdxq břki“1 λipxqδTipxqpdyq is supported on Γ, is in Mpµ0, ν0q. As ϕ, and ψ are continuous,
and therefore bounded, and as µ0 and ν0 are compactly supported, P˚rcs “ µ0rϕs ` ν0rψs, and
therefore P˚ is an optimizer for Sµ0,ν0pcq.
Now we prove that this is the only optimizer. Let P be an optimizer for Sµ0,ν0pcq. Then
PrΓs “ 1, and therefore Ppdx, dyq “ µ0pdxq b řki“1 γipxqδTipxqpdyq, for some mappings γi.
Let 1 ď i ď k, as for y P Bi, there is only one x :“ T´1i pyq P B such that px, yq P Γ.
Then we may apply the Jacobian formula: ν0pdyq “ γi
`
T´1i pyq
˘
f
`
T´1i pyq
˘ ˇˇ
det∇Ti
`
T´1pyq˘ˇˇ´1.
As this density in also equal to ν0pdyq “ λi
`
T´1i pyq
˘
f
`
T´1i pyq
˘ ˇˇ
det∇Ti
`
T´1pyq˘ˇˇ´1, and as
f
`
T´1i pyq
˘ ˇˇ
det∇Ti
`
T´1pyq˘ˇˇ´1 ą 0, we deduce that λi`T´1pY q˘ “ γi`T´1pY q˘, ν0´a.s. and
λi “ γi, µ0´a.s. and therefore P “ P˚. l
The statement (i) of Theorem 2.2 is well known, it is already used in [13] (to establish
Theorem 5.1), [5] (see Theorem 7.1), and [11] (for Theorem 5.5). However, the converse
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implication (ii) is new and we will show in the next subsections how it gives crucial information
about the structure of martingale optimal transport for classical cost functions. This converse
implication will serve as a counterexample generator, similar to counterexample 7.3.2 in [5],
which could have been found by an immediate application of the converse implication (ii) in
Theorem 2.2.
Beiglböck & Juillet [5] and Henry-Labordère & Touzi [13] solved the problem in dimension
1 for the distance cost or for costs satisfying the "Spence-Mirless condition" (i.e. B3BxBy2 c ą 0),
in these particular cases, the support of the optimal probabilities is contained in two points
in y for x fixed. See also Beiglböck, Henry-Labordère & Touzi [4]. Some more precise results
have been provided by Ghoussoub, Kim, and Lim [11]: they show that for the distance cost,
the image can be contained in its own Choquet boundary, and in the case of minimization,
they show that in some particular cases the image consists of d ` 1 points, which provides
uniqueness. They conjecture that this remains true in general. The subsequent theorem will
allow us to prove that this conjecture is wrong, and that the properties of the image can be
found much more precisely.
2.2 Algebraic geometric finiteness criterion
2.2.1 Completeness at infinity of multivariate polynomial families
Algebraic geometry is the study of algebraic varieties, which are the sets of zeros of families
of multivariate polynomials. When the cost c is smooth, the set tcxpx0, Y q “ ApY qu for
x0 P Rd and A P Affd, behaves locally as an algebraic variety. This statement is illustrated by
Proposition 2.12 and Theorem 2.18.
Let k, d P N and pP1, ..., Pkq be k polynomials in RrX1, ..., Xds. We denote xP1, ..., Pi´1y
the ideal generated by pP1, ..., Pi´1q in RrX1, ..., Xds with the convention xHy “ t0u, and P hom
denotes the sum of the terms of P which have degree degpP q:
If P pXq “
ÿ
|α|ďdegP
aαX
α, then P hompXq :“
ÿ
|α|“degP
aαX
α.
Definition 2.5. Let k, d P N and pP1, ..., Pkq be k multivariate polynomials in RrX1, ..., Xds.
We say that the family pP1, ..., Pkq is complete at infinity if
QP homi R xP hom1 , ..., P homi´1 y, for all Q R xP hom1 , ..., P homi´1 y, for 1 ď i ď k.1
Remark 2.6. This notion actually means that the intersection of the zeros of the polynomials
Pi in the points at infinity in the projective space has dimension d´ k ´ 1 (with the convention
that all negative dimensions correspond to H), or equivalently by the correspondance from
Corollary 1.4 of [12], that P hom1 , ..., P homd is a regular sequence of RrX1, ..., Xds, see page 184 of
[12]. See Proposition 3.3 to understand why P hom1 , ..., P homd may be seen as the projections of
P1, ..., Pd at infinity. The algebraic geometers rather say that the algebraic varieties defined by
1In algebraic terms this means that Phomi is not a divider of zero in the quotient ring RrX1, ..., Xds{xPhom1 , ..., Phomi´1 y.
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the polynomials intersect completely at infinity. The ordering of the polynomials in Definition
2.5 does not matter. Notice that P1, ..., Pd is a regular sequence if P hom1 , ..., P homd is a regular
sequence, therefore the completeness at infinity of pPiq1ďiďk implies that the intersection of the
zeros of the polynomials in the points in the projective space has dimension d´ k.
Remark 2.7. Notice that in Definition 2.5, we restrict to RrX1, ..., Xds, whereas the algebraic
geometry results that we will use apply with the same definition where we need to replace
RrX1, ..., Xds by CrX1, ..., Xds. However, the families pPiq that we will consider here stem from
Taylor series of smooth cost functions. Therefore we only consider pPiq Ă RrX1, ..., Xds, and
we notice that in this case, Definition 2.5 is equivalent with RrX1, ..., Xds or with CrX1, ..., Xds,
up to projecting on the real or on the imaginary part of the equations.
Example 2.8. If d P N˚ and k P pN˚qd Then pXk11 , ..., Xkdd q is complete. Indeed, let 1 ď i ď d,
xXk11 , ..., Xki´1i´1 y “ tXk11 P1 ` ... ` Xki´1i´1 Pi´1, P1, ..., Pi´1 P RrX1, ..., Xdsu. Notice that for
this family of polynomials, P P xXk11 , ..., Xki´1i´1 y is equivalent to BXlP pX1 “ 0, ..., Xi´1 “
0, Xi, ..., Xdq “ 0 for all l P Nd such that lj ă kj for j ă i, and lj “ 0 for j ě i. Let
Q P RrX1, ..., Xds such that QXkii P xXk11 , ..., Xki´1i´1 y, then for all such l P Nd, we have
BXlpQXkii qpX1 “ 0, ..., Xi´1 “ 0, Xi, ..., Xdq “ Xkii BXlQpX1 “ 0, ..., Xi´1 “ 0, Xi, ..., Xdq “ 0,
and therefore BXlQpX1 “ 0, ..., Xi´1 “ 0, Xi, ..., Xdq “ 0, implying that Q P xXk11 , ..., Xki´1i´1 y.
The notion is also invariant by linear change of variables. For example, pX3 ` XY `
3, Y 3 ´X2 `Xq is complete at infinity because the homogeneous polynomial family pX3, Y 3q
is complete at infinity by Example 2.8 above.
Example 2.9. Let d P N and pP1, P2q be 2 homogeneous polynomials in RrX1, ..., XdszR, then
pP1, P2q is complete at infinity if and only if gcdpP1, P2q “ 1. Indeed, if gcdpP1, P2q “ Π ‰ 1,
then P1{Π R xP1y but P1{ΠP2 “ P1P2{Π P xP1y, and therefore pP1, P2q is not complete at
infinity. Conversely, if pP1, P2q is non complete at infinity, we may find P 1, Q P RrX1, ..., Xds
such that Q R xP1y and QP2 “ P1P 1. We assume for contradiction that gcdpP1, P2q “ 1, then
P1 is a divider of Q, and Q P xP1y, whence the contradiction.
Let k, d P N and pP1, ..., Pkq be k homogeneous polynomials in RrX0, X1, ..., Xds, we define
the set of common zeros of pP1, ..., Pkq: ZpP1, ..., Pkq “ tx P Pd : Pipxq “ 0, for all 1 ď i ď ku.
An element x P Rd is a single common root of P1, ..., Pk if x P ZpP1, ..., Pkq, and the vectors
∇Pipxq are linearly independent in Rd.
Remark 2.10. Let k P pN˚qd. It is well known by algebraic geometers that we may find
a polynomial equation system T P R“pXi,jq1ďiďd,jPpN˚qd:|j|ďki‰ such that for all pP1, ..., Pdq Pśd
i“1RkirX1, ..., Xds with Pi “
ř
jPpN˚qd:|j|ďki ai,jX
j1
1 ...X
jd
d , we have the equivalence
T
`pai,jq1ďiďd,jPpN˚qd:|j|ďki˘ ‰ 0 ðñ pP1, ..., Pdq is complete at infinity.
We provide a proof of this statement in Subsection 3.1. Furthermore, not all multivariate
polynomials families pP1, ..., Pdq P śdi“1RkirX1, ..., Xds are solution of T as shows Example
2.8. As a consequence T is non-zero and we have that almost all (in the sense of the Lebesgue
measure) homogeneous polynomial family is complete at infinity.
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2.2.2 Criteria for finite support of conditional optimal martingale transport
We start with the one dimensional case. We emphasize that the sufficient condition piq below
corresponds to a local version of [13].
Theorem 2.11. Let d “ 1 and let S0 “ tcxpx0, Y q “ ApY qu, for some A P affpR,Rq, such that
x0 P ri convS0, and c : Ω ÞÝÑ R.
(i) If y ÞÑ cxpx0, yq is strictly convex or strictly concave for some x0 P R, then |S0| ď 2.
(ii) If for all y0 P R, we can find kpy0q ě 2 such that y ÞÑ cxpx0, y0q is kpy0q times differentiable
in y0 and cxykpy0qpx0, y0q ‰ 0, then S0 is discrete. If furthermore cxpx0, ¨q is super-linear in y,
then S0 is finite.
Proof. (i) The intersection of a strictly convex or concave curve with a line is two points or
one if they intersect.
(ii) We suppose that S0 is not discrete. Then we have pynq P SN0 a sequence of distinct elements
converging to y0 P R. In y0, f : y ÞÑ cxpx0, yq is k times differentiable for some k ě 2 and
f pkqpy0q “ cxykpx0, y0q ‰ 0. We have fpynq “ Apynq. Passing to the limit yn Ñ y0; we get
fpy0q “ Apy0q. Now we subtract and get fpynq ´ fpy0q “ ∇Apyn ´ y0q. We finally apply
Taylor-Young around y0 to get
pf 1py0q ´∇Aqpyn ´ y0q `
kÿ
i“2
f piqpy0q
i! pyn ´ y0q
i ` op|yn ´ y0|kq “ 0
This is impossible for yn close enough to y0, as one of the terms of the expansion at least is
nonzero. If furthermore cxpx0, ¨q is superlinear in y, S0 is bounded, and therefore finite. l
Our next result is a weaker version of Theorem 2.11 (i) in higher dimension.
Proposition 2.12. Let x0 P Rd such that for y P Rd, cxpx0, yq “ řdi“1 Pipyqui, with for
1 ď i ď d, Pi P RrY1, .., Yds and puiq1ďiďd a basis of Rd. We suppose that the Pi have degrees
degpPiq ě 2 and are complete at infinity. Then if S0 “ tcxpx0, Y q “ ApY qu for some x0 P Rd,
and A P Affd, we have
|S0| ď degpP1q... degpPdq.
The proof of this proposition is reported in Subsection 3.1.
Remark 2.13. This bound is optimal as we see with the example: Pi “ pYi´1qpYi´2q...pYi´kiq,
for 1 ď i ď d. Then t1, 2, ..., k1u ˆ ... ˆ t1, ..., kdu “ tcxpx0, Y q “ ApY qu. (For A “ 0) And
this set has cardinal k1...kd “ degpP1q...degpPdq. But this bound is not always reached when we
fix the polynomials as we can see in the example d “ 1 and P “ X4, we can add any affine
function to it, it will never have more than 2 real zeros even if its degree is 4.
The following example illustrates this theorem in dimension 2.
Example 2.14. Let d “ 2 and c : px, yq P R2 ˆ R2 ÞÝÑ x1py21 ` 2y22q ` x2p2y21 ` y22q. Then
cxpx, yq “ py21 ` 2y22qe1 ` p2y21 ` y22qe2 for all px, yq, where pe1, e2q is the canonical basis of R2.
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Let A P Aff2, A “ A1e1 `A2e2. The equation cxpx0, yq “ Apyq can be written#
y21 ` 2y22 “ A1pe1qy1 `A1pe2qy2 `A1p0q
2y21 ` y22 “ A2pe1qy1 `A2pe2qy2 `A2p0q.
These equations are equations of ellipses C1 of axes ratio
?
2 oriented along e1, and C2 of axes
ratio
?
2 oriented along e2. Then we see visualy on Figure 1 that in the nondegenerate case, C1
and C2 are determined by three affine independent points y1, y2, y3 P tcxpx0, Y q “ ApY qu, and
that a fourth point y1 naturally appears in the intersection of the ellipses.
e1
e2
C2
C1
y1 y2
y3
y
0
x0
Figure 1: Solution of cxpx0, Y q “ ApY q for cpx, yq “ x1py21 ` 2y22q ` x2p2y21 ` y22q.
Now we give a general result. If k ě 1, we denote
cxi,ykpx0, y0qrY ks :“
ÿ
1ďj1,...,jkďd
Bk`1xi,yj1 ,...,yjk cpx0, y0qYj1 ...Yjk , (2.9)
the homogeneous multivariate polynomial of degree k associated to the Taylor term of the
expansion of the map cxipx0, ¨q around y0 for 1 ď i ď d.
We now provide e the extension of Theorem 2.11 (ii) to higher dimension.
Theorem 2.15. Let x0 P Rd and S0 “ tcxpx0, Y q “ ApY qu for some A P Affd. Assume that
for all y0 P Rd and any 1 ď i ď d, cxipx0, ¨q is ki ě 2 times differentiable at the point y0 and
that
´
cxi,yki px0, y0qrY kis
¯
1ďiďd
is a complete at infinity family of RrY1, ..., Yds, then S0 consists
of isolated points. If furthermore cxpx0, ¨q is super-linear in y, then S0 is finite.
The proof of this theorem is reported in Subsection 3.1.
2.3 Largest support of conditional optimal martingale trans-
port plan
The previous section provides a bound on the cardinal of the set S0 in the polynomial case,
which could be converted to a local result for a sufficiently smooth function, as it behaves locally
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like a multivariate polynomial. However, with the converse statement (ii) of the structure
Theorem 2.2, we may also bound this cardinality from below. Let c be a C1,2 cost function,
and x0 P Rd, we denote
Ncpx0q :“ sup
PPR1rY1,...,Ydsd
ˇˇ
Z1RpHcpx0q ` P q
ˇˇ
, where Hcpx0q :“
`
cxi,y2px0, x0qrY 2s
˘
1ďiďd .
where we denote by Z1RpQ1, ..., Qdq the set of real (finite) single common zeros of the multivariate
polynomials Q1, ..., Qd P RrY1, ..., Yds.
Definition 2.16. We say that c is second order complete at infinity at x0 P Rd if c is differen-
tiable at x “ x0 and twice differentiable at y “ x0, and Hcpx0q is a complete at infinity family
of R2rY1, ..., Yds.
Remark 2.17. Recall that by Remark 2.10, this property holds for almost all cost function.
We highlight here that this consideration should be taken with caution, indeed cost functions of
importance which are c :“ fp|X ´Y |q with f smooth fail to be second order complete at infinity,
even in the case of c smooth at px0, x0q, as the sets tcxpx0, Y q “ ApY qu for A P Affd may be
infinite and contradict Theorem 2.15, as they may contain balls, see Theorem 2.20 below.
Theorem 2.18. Let c : Ω ÝÑ R be second order complete at infinity and C2,0 X C1,2 in the
neighborhood of px0, x0q for some x0 P Rd. Then, we may find µ0, ν0 P PpRdq with C1 densities,
and a unique P˚ PMpµ0, ν0q such that
Sµ0,ν0pcq “ P˚rcs and |suppPX˚ | “ Ncpx0q, µ´ a.s.
The proof of this result is reported in subsection 3.2. Theorem 2.18 shows the importance
of the determination of the numbers Ncpx0q. We know by Remark 2.13 that for some cost
c : Ω ÝÑ R, the upper bound is reached: Ncpx0q “ 2d. We conjecture that this bound is
reached for all cost which is second order complete at infinity at x0. An important question is
whether there exists a criterion on cost functions to have the differential intersection limited to
d`1 points, similarly to the Spence-Mirless condition in one dimension. It has been conjectured
in [11] in the case of minimization for the distance cost. Theorem 2.22 together with (ii) of
Theorem 2.2 proves that this conjecture is wrong. Now we prove that even for much more
general second order complete at infinity cost functions, there is no hope to find such a criterion
for d even.
Theorem 2.19. Let x0 P Rd, and c second order complete at infinity and C1,2 at px0, x0q, then
d` 1` 1td evenu ď Ncpx0q ď 2d.
The proof of Theorem 2.19 is reported in Subsection 3.2.
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2.4 Support of optimal plans for classical costs
2.4.1 Euclidean distance based cost functions
Theorem 2.2 shows the importance of sets S0 “ tcxpx0, Y q “ ApY qu for x0 P ri convS0, and
A P Affd. We can characterize them precisely when c : px, yq P Rd ˆ Rd ÞÝÑ fp|x ´ y|q for
some f P C1pR`,Rq. In view of Remark 2.4, the following result gives the structure of S0 as a
function of d` 1 known points in this set. Let g : t ą 0 ÞÝÑ ´f 1ptq{t, notice that
cxpx, yq “ gp|y ´ x|qpy ´ xq, on tX ‰ Y u.
Furthermore, cpx, yq is differentiable in x “ y if and only if f 1p0q “ 0, in this case cxpx, xq “ 0.
We fix S0 :“ tcxpx0, Y q “ ApY qu, for some x0 P int convS0, and A P Affd. The next theorem
gives S0 as a function of A and x0. For a R Spp∇Aq, let ypaq :“ x0 ` paId ´∇Aq´1Apx0q. For
a P Spp∇Aq, if the limit exists, we write |ypaq| ă 8 and denote ypaq :“ limtÑa yptq.
Theorem 2.20. Let S0 :“ tcxpx0, Y q “ ApY qu for x0 P ri convS0, and A P Affd. Then
S0 “ Ypt,ρqPASρt Y
 
yptq : t P fixpg ˝ |y´ x0|q
(
,
where Sρt :“ SVt
´
pt,
a
ρ2 ´ |pt ´ x0|2
¯
, with Vt :“ yptq ` kerptId ´∇Aq, pt :“ projVtpx0q, and
A :“  pt, ρq : t P Spp∇Aq, |yptq| ă 8, gpρq “ t, and ρ ě |pt ´ x0|(.
(i) The elements in the spheres Sρt0 for all ρ from Theorem 2.20 will be said to be 2dt0 degenerate
points, where dt0 :“ dimVt0 . This convention corresponds to the degree 2dt0 of their associated
root t0 of the extended polynomial χptq :“ detptId ´∇Aq2g´1ptq2 ´ |ComptId ´∇AqtAp0q|2).
Notice that in the case dt0 “ 1, the sphere Sρt0 is a 0´dimensional sphere, which consists in
2dt0 “ 2 points.
(ii) We say that ypt0q P S0 is double for t0 P R if mint
!
g
`|yptq ´ x0|˘´ t) “ 0 (attained at t0)
where the minimum is taken in the neighborhood of t0. Notice that then in the smooth case, t0
is a double root of χ.
Corollary 2.21. S0 contains at least 2d possibly degenerate points counted with multiplicity.
The proofs of Theorem 2.20 and Corollary 2.21 are reported in Subsection 3.4.
2.4.2 Powers of Euclidean distance cost
In this section we provide calculations in the case where f is a power function. The particular
cases p “ 0, 2 are trivial, for other values, we have the following theorems.
Theorem 2.22. Let c :“ |X ´ Y |p. Let S0 :“ tcxpx0, Y q “ ApY qu, for some x0 P int convS0,
and A P Affd. Then if p ď 1, S0 contains 2d possibly degenerate points counted with multiplicity,
and if 1 ă p ă 2´ 25 or p ą 2` 23 , S0 contains 2d` 1 possibly degenerate points counted with
multiplicity.
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The proof of this theorem is reported in Subsection 3.4.
Remark 2.23. In both cases, for almost all choice of y0, ..., yd P Rd as the first elements of S0,
determining the Affine mapping A, we have di “ 0 for all i, and cxypx0, S0q ´∇A Ă GLdpRdq.
Then for ´8 ă p ď 1, and p ‰ 0, |S0| “ 2d, and for 1 ă p ă 2´ 25 or p ą 2` 23 , |S0| “ 2d` 1.
Therefore, by (ii) of Theorem 2.2, we may find µ, ν P PpRdq with C1 densities such that the
associated optimizer P PMpµ, νq of the MOT problem (1.2) satisfies |suppPX | “ 2d, µ´a.s. if
p ď 1, and |suppPX | “ 2d` 1, µ´a.s. if p ą 1.
Remark 2.24. Based on numerical experiments, we conjecture that the result of Theorem 2.22
still holds for 2´ 25 ď p ď 2` 23 , and p ‰ 2. See Section 4.
Remark 2.25. Assumption 2.1 implies that c is subdifferentiable. Then we can deal with cost
functions c :“ ´|X ´ Y |p with 0 ă p ď 1 only by evacuating the problem on tX “ Y u. If
0 ă p ď 1, it was proved by Lim [20] that in this case the value tX “ Y u is preferentially chosen
by the problem: Theorem 4.2 in [20] states that the mass µ ^ ν stays put (i.e. this common
mass of µ and ν is concentrated on the diagonal tX “ Y u by the optimal coupling) and the
optimization reduces to a minimization with the marginals µ´ µ^ ν and ν ´ µ^ ν. Therefore,
c is differentiable on all the points concerned by this other optimization, and the supports are
given by suppPx Ă tcxpx, Y q “ AxpY quYtxu, for µ´a.e. x P Rd. Then the supports are exactly
given by the ones from the maximisation case with eventually adding the diagonal.
Notice that Remark 2.25 together with (ii) of Theorem 2.2 and Theorem 2.22 prove that
Conjecture 2 in [11] is wrong, and explains the counterexample found by Lim [21], Example 2.9.
2.4.3 One and infinity norm cost
For ε P E1 :“ t´1, 1ud, we denote Q1ε :“
ś
1ďiďd εip0,8q the quadrant corresponding to the sign
vector ε. Similarly, for ε P E8 :“ t˘eiu1ďiďd, we denote Q8ε :“ ty P Rd : ε ¨ y ą |y ´ pε ¨ yqε|8u
the quadrant corresponding to the signed basis vector ε.
Proposition 2.26. Let c :“ |X ´Y |p with p P t1,8u, and S0 :“ tcxpx0, Y q “ ApY qu for some
x0 P ri convS0, and A P Affd, with r :“ rank∇A. Then, we may find 2 ď k ď 1p“12r`1p“82r,
ε1, ..., εk P Ep, and y1, ..., yk P Rd such that
S0 “ Yki“1px0 `Qpεiq X pyi ` ker∇Aq.
In particular, S0 is concentrated on the boundary of its convex hull.
This Proposition will be proved in Subsection 3.3. The case r “ d is of particular interest.
Remark 2.27. Notice that the gradient of c is locally constant where it exists (i.e. if c is
differentiable at px0, y0q, then c is differentiable at px, yq and ∇cpx, yq “ ∇cpx0, y0q for px, yq in
the neighborhood of px0, y0q). Then if r “ d, cxypx0, S0q ´∇A “ ´∇A P GLdpRq, S0 is finite
and |S0| ď 1p“12d`1p“82d. The bound is sharp (consider for example A :“ x0`Id). Therefore,
by (ii) of Theorem 2.2, we may find µ, ν P PpRdq with C1 densities such that the associated
optimizer P PMpµ, νq of the MOT problem (1.2) satisfies |suppPX | “ 1p“12d`1p“82d, µ´a.s.
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2.4.4 Concentration on the Choquet boundary
Recall that a set S0 is included in its own Choquet boundary if S0 Ă Ext
`
cl convpS0q
˘
, i.e. any
point of S0 is extreme in cl convpS0q. A result showed in [11] is that the image of the optimal
transport is concentrated in its own Choquet boundary for distance cost. We prove that this is
a consequence of (i) of the structure Theorem 2.2, and we generalize this observation to some
other cases.
Proposition 2.28. Let c : Ω ÝÑ R be a cost function, A P Affd, S0 Ă tcxpx0, Y q “ ApY qu,
and x0 P ri convS0. S0 is concentrated in its own Choquet boundary in the following cases:
(i) the map y ÞÑ cxpx0, yq ¨ u is strictly convex for some u P Rd;
(ii) c : px, yq ÞÝÑ |x´ y|p, with 1 ă p ă 8;
(iii) c : px, yq ÞÝÑ |x´ y|p, with ´8 ă p ď 1;
(iv) c : px, yq ÞÝÑ |x ´ y|p, with 1 ă p ă 2 ´ 25 or p ą 2 ` 23 , and p pminyPS0 |y ´ x0|qp´2 is a
double root of the polynomial detp∇A´XIdq2 ´ |p|
2
2´pX
2
2´p |Comp∇A´XIdqtAp0q|2.
Furthermore, if c : px, yq ÞÝÑ |x ´ y|p, with 1 ă p ă 2 ´ 25 or p ą 2 ` 23 , and S0 is not
concentrated on its own Choquet boundary, then we may find a unique y0 P S0 such that
|y0 ´ x0| “ minyPS0 |y ´ x0|, and S0zty0u is concentrated on its own Choquet boundary.
The proof of this proposition is reported in Subsection 3.5.
Remark 2.29. If p “ 1 or p “ 8, there are counterexamples to Proposition 2.28 (ii), as S0
may contain a non-trivial face of itself , see Proposition 2.26.
3 Proofs of the main results
3.1 Proof of the support cardinality bounds
We first introduce some notions of Algebraic geometry. Recall Pd :“ `Cd`1˘˚{C˚, the
d´dimensional projective space which complements the space with points at infinity. Re-
call that there is an isomorphism Pd « CdYPd´1, where Pd´1 are the "points at infinity". Then
we may consider the points for which x0 “ 0 as "at infinity" because the surjection of Pd in
Cd is given by px0, x1, ..., xdq ÞÝÑ px1{x0, ..., xd{x0q so that when x0 “ 0, we formally divide
by zero and then consider that the point is sent to infinity. The isomorphism Pd « Cd Y Pd´1
follows from the easy decomposition:
Pd “ tpx0, ..., xdq P Cd`1, x0 ‰ 0u{C˚ Y tp0, x1, ..., xdq, px1, ..., xdq P Cdzt0uu{C˚
“ tp1, x1{x0, ..., xd{x0q, px0, ..., xdq P Cd`1, x0 ‰ 0u
Y p0, x1, ..., xdq, px1, ..., xdq P `Cd˘˚({C˚
« Cd Y `Cd˘˚{C˚ « Cd Y Pd´1.
The points in the projective space Pd in the equivalence class of tx0 “ 0u are called points
at infinity.
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Definition 3.1. The map
P “
ÿ
nPNd,|n|ďdegpP q
anX
n ÞÝÑ P proj :“
ÿ
nPNd,|n|ďdegpP q
anX
nX
degpP q´|n|
0 ,
defines an isomorphism between CrX1, ..., Xds and ChomrX0, X1, ..., Xds. Let pP1, ..., Pkq be
k ě 1 polynomials in RrX1, ..., Xds, we define the set of common projective zeros of pP1, ..., Pkq
by ZprojpP1, ..., Pkq :“ ZpP proj1 , ..., P projk q.
This allows us to define the zeros of a nonhomogeneous polynomial in the projective space.
We finally report the following well-known result which will be needed for the proofs of
Proposition 2.12 and Theorem 2.19.
Theorem 3.2 (Bezout). Let d P N and P1, ..., Pd P RrX1, ..., Xds be complete at infinity. Then
|ZprojpP1, ..., Pdq| “ degpP1q...degpPdq, where the roots are counted with multiplicity.
Proof. By Corollary 7.8 of Hartshorne [12] extended to Pd and d curves, we haveÿ
V PIrr
`
ZprojpP1,...,Pdq
˘ i`ZprojpP1q, ..., ZprojpPdq, V ˘ “ degpP1q...degpPdq, (3.10)
where i
`
ZprojpP1q, ..., ZprojpPdq, V
˘
is the multiplicity of the intersection of ZprojpP1q,..., and
ZprojpPdq along V , and Irr
`
ZprojpP1, ..., Pdq
˘
is the collection of irreducible components of
ZprojpP1, ..., Pdq. By Remark 2.6, ZprojpP1, ..., Pdq has dimension d ´ d “ 0 by the fact that
pP1, ..., Pdq is complete at infinity. Therefore, its irreducible components (in the algebraic sense)
are singletons, and (3.10) proves the result. l
Notice that we have the identity P hom “ P projpX0 “ 0q. Then P hom may be interpreted as
the restriction to infinity of P proj and we deduce the following characterization of completeness
at infinity that justifies the name we gave to this notion. We believe that this is a standard
algebraic geometry result, but we could not find precise references. For this reason, we report
the proof for completeness. For P1, ..., Pd P RrX1, ..., Xds, we denote ZaffpP1, ..., Pdq :“ tx P
Cd : P1pxq “ ... “ Pdpxq “ 0u the set of their common affine zeros.
Proposition 3.3. Let P1, ..., Pd P RrX1, ..., Xds, Then the following assertions are equivalent:
(i) pP1, ..., Pdq is complete at infinity;
(ii) ZprojpP1, ..., Pdq contains no points at infinity;
(iii) ZaffpP hom1 , ..., P homd q “ t0u.
Proof. We first prove piiiq ùñ piiq, let x P Pd at infinity, i.e. such that x0 “ 0. Then by
definition of the projective space, x1 :“ px1, ..., xdq ‰ 0, and by (iii) we have that P homi px1q ‰ 0 for
some i. Notice that P homi px1q “ P proji pxq, and therefore P proji pxq ‰ 0 and x R ZprojpP1, ..., Pdq.
Now we prove piq ùñ piiiq. By definition of completeness at infinity, we have that
pP hom1 , ..., P homd q is complete at infinity by the fact that pP1, ..., Pdq is complete at infinity.
By Theorem 3.2, pP hom1 , ..., P homd q has exactly degP hom1 ...degP homd common projective roots
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counted with multiplicity. However, by their homogeneity property, p1, 0, ..., 0q is a projective
root of order degP hom1 ... degP homd , therefore it is the only common projective root of these
multivariate polynomials, in particular 0 is their only affine common root.
Finally we prove that piiq ùñ piq. In order to prove this implication, we assume to the con-
trary that piq does not hold. Then by Remark 2.6, we have that the dimension of this projective
variety is higher than d´ pd´ 1q “ 1. Then we may find some x P ZpP hom1 , ..., P homd´1 q which
is different from z “ p1, 0, ..., 0q, as if z was the only zero, the dimension of ZpP hom1 , ..., P homd´1 q
would be 0. Now we consider x1 :“ p0, x1, ..., xdq P Pd. As x10 “ 0, x1 is at infinity and
P homi pxq “ P homi px1q “ P proji px1q. Therefore, x1 P ZpP proj1 , ..., P projd q, contradicting (ii) by the
fact that x1 is at infinity. l
Proof of Remark 2.10 Let X :“ tx P Pd : x0 “ 0u the subset of points of Pd at
infinity, and Y :“ Hk1 ˆ ... ˆ Hkd , with Hn the set of homogeneous polynomials of de-
gree n for n P N. The set X is a projective variety as the set of zeros of the polyno-
mial X0, and the set Y is a quasi-projective variety as it is an affine space. The set
A :“ tpp, P1, ..., Pdq P X ˆ Y : P1ppq “ ... “ Pdppq “ 0u is a set of zeros of polynomials
in X ˆ Y (also called closed set for the Zariski topology by algebraic geometers). Notice that
the set of non-complete at infinity polynomials in RrX1, ..., Xds is exactly the projection of
A on Y by Proposition 3.3, and therefore this set is characterized by a polynomial equation
system on the coefficients of the Pi by Theorem 1.11 in [23], which states that the projec-
tion of closed sets for the Zariski topology in X ˆY stays closed for the Zariski topology of Y . l
Proof of Proposition 2.12 For 1 ď i ď d, let Ai :“ ui ¨A P affpRd,Rq. If for each 1 ď i ď d
we project this equation onto V ectpuiq along V ectpuj , j ‰ iq, we get:
Pipyq “ Aipyq, i “ 1, .., d.
Thanks to the completeness at infinity of pPiq, the rPi which are defined for 1 ď i ď d by
rPipZ0, Z1, ..., Zdq :“ P proji pZ1, ..., Zdq `∇AiZk´10 `Aip0qZk0
are also complete at infinity as for all i, we have rP homi “ P homi . By Bezout Theorem 3.2
there are degpP1q...degpPdq common projective roots to these polynomial. These roots may be
complex, infinite, or multiple, therefore the set S0 which is the set of these common roots that
are finite and real has its cardinal bounded by degpP1q...degpPdq. l
Proof of Theorem 2.15We suppose that S0 is not discrete. Then we have pynq P SN0 a sequence
of distinct elements converging to y0 P Rd. We denote PipY1, ..., Ydq :“ cxi,yki px0, y0qrY kis for
1 ď i ď d. We know that pPiq1ďiďd is a complete at infinity family of RrY1, ..., Yds. We have
fpynq :“ cxpx0, ynq “ Apynq. Passing to the limit yn Ñ y0, we get fpy0q “ Apy0q. Now
subtracting the terms, we get fpynq´ fpy0q “ ∇Apyn´ y0q, and applying Taylor-Young around
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y0, we get
p∇fpy0q ´∇Aq ¨ pyn ´ y0q `
k´1ÿ
i“2
f piqpy0q
i! rpyn ´ y0q
is ` P pyn ´ y0q ` op|yn ´ y0|kiq “ 0 (3.11)
With P “ pP1, ..., Pdq. By Proposition 2.12, the Taylor multivariate polynomial is locally
nonzero around y0 as it has a finite number of zeros on Rd. This is in contradiction with (3.11)
for yn close enough to y0.
If furthermore c is super-linear in the y variable at x0, T is bounded, and therefore finite.
l
3.2 Lower bound for a smooth cost function
As a preparation for the proof of Theorem 2.19, we need to prove the following lemma.
Lemma 3.4. Let pP1, ..., Pdq be a complete at infinity family in R2rX1, ..., Xds. Then the
multivariate polynomial detp∇P1, ...,∇Pdq is non-zero.
Proof. We suppose to the contrary that detp∇P q “ 0, where we denote P “ pP1, ..., Pdq. We
claim that we may find y0 P Rd, and a map u : Rd ÝÑ S1p0q which is C8 in the neighborhood of
y0 and such that upyq P kerp∇P pyqq for y in this neighborhood. Then we solve the differential
equation y1ptq “ upyptqq with initial condition yp0q “ y0. As a consequence of the regularity of u
in the neighborhood of y0, by the Cauchy-Lipschitz theorem, this dynamic system has a unique
solution for t in a neighborhood r´ε, εs of 0, where ε ą 0. However, we notice that P pyptqq is
constant in t, indeed, dpP pyptqqqdt “ ∇P pyptqqupyptqq “ 0. Since |y1ptq| “ 1, this solution is non
constant, then P ´ P py0q has an infinity of roots: ypr´ε, εsq. However, as P is non-constant,
P ´ P py0q is also complete at infinity, which is in contradiction with the fact that it has an
infinity of zeros by the Bezout Theorem 3.2.
It remains to prove the existence of y0 P Rd, and a map u : Rd ÝÑ Rd, C8 in the
neighborhood of y0, such that upyq P kerp∇P py0qq for y in this neighborhood. For all i ă d,
we consider the determinants of submatrices of ∇P which have size i. Let r ě 0 the biggest
such i so that at least one of these determinants is not the zero polynomial. By the fact that
detp∇P q “ 0, and that the polynomials are non-constant by completeness at infinity, we have
0 ă r ă d´ 1. We fix one of these non-zero polynomial determinants. Let x0 P Rd such that
this determinant is non-zero at y0. As this determinant is continuous in y, it is non-zero in
the neighbourhood of y0. Therefore, ∇P has exacly rank r in the neighbourhood of y0. Now
we show that this consideration allows to find a continuous map y ÞÝÑ upyq, such that upyq is
a unit vector in kerp∇P q. Notice that kerp∇P q “ Imp∇P tqK. We consider r columns of ∇P t
that are used for the non-zero determinant. We apply the Gramm-Schmidt orthogonalisation
algorithm on them. We get u1pyq, ..., urpyq, an orthonormal basis of Imp∇P pyqtq, defined and
C8 in the neighbourhood of y0. Then let u0 P kerp∇P py0qq, a unit vector. The map
upyq :“ u0 ´
řr
i“1xu0, uipyqyuipyq
|u0 ´řri“1xu0, uipyqyuipyq|
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is well defined, C8, and in Imp∇P pyqtqK “ kerp∇P pyqq in the neigbourhood of y0, and therefore
satisfies the conditions of the claim. l
Proof of Theorem 2.19
Step 1: Let Pi :“ pX1, ..., Xdqcxi,yypx0, x0qpX1, ..., Xdqt. Let y1, ..., yd`1 P Rd, affine independent.
We may find A P Affd such that Apyiq “ P pyiq for all i, where we denote P :“ pPiq1ďiďd. Now
we prove that ∇pP py1iq ´ Aq may be made invertible at points y1i at the neighborhood of
yi. Recall that A is a function of the d ` 1 vectors yi: A “ Apy1, ..., yd`1q. Then we look
for an explicit expression of ∇Apy1, ..., yd`1q (denoted ∇A for simplicity) as a function of
the yi. Let Y “ Matpyi ´ yd`1, i “ 1, ..., dq, the matrix with columns yi ´ yd`1, using the
equality ∇Ayi ` Ap0q “ P pyiq, we get the identity ∇AY “ M , where we denote M :“
MatpP pyiq ´ P pyd`1q, i “ 1, ..., dq. Then we get the result ∇A “ MY ´1 (Y is invertible as
the yi are affine independent). Then having ∇P pyd`1q ´∇A invertible is equivalent to having
∇P pyd`1qY ´M invertible. Notice that ∇P pyd`1qY ´M “ ´MatpP˜ pyiq, i “ 1, ..., dq, where
P˜ “ P´P pyd`1q´∇P pyd`1q¨pY ´yd`1q, and that the multivariate polynomials P˜i are complete
at infinity, as they only differ from the Pi by degree one polynomials. Consider the multivariate
polynomial D :“ detp∇P˜ q. Let 1 ď i ď d, by Lemma 3.4 we may find y1i in the neighborhood of
yi such that Dpy1iq ‰ 0, and therefore ∇P˜ py1iq is invertible. Thanks to this invertibility, we may
perturb the y1i to make M 1 :“MatpP˜ py1iq, i “ 1, ..., dq invertible. As SppM 1q is finite, for λ ą 0
small enough, M 1 ` λId is invertible. For 1 ď i ď d, we may find y2i in the neighborhood of
y1i so that P˜ py2i q “ P˜ py1iq ` λei ` opλq, thanks to the invertibility of ∇P˜ py1iq. Then for λ small
enough, pP py2i q, i “ 1, ..., dq “M 1 ` λId ` opλq is invertible.
We were able, by perturbing the yi for i ‰ d` 1 to make ∇pP py1d`1q ´ Aq invertible. By
continuity, this invertibility property will still hold if we perturb again sufficiently slightly
the yi. Then we redo the same process, replacing y1d`1 by another y1i. We suppose that the
perturbation is sufficiently small so that all the invertibilities hold in spite of the successive
perturbations of the yi. Finally, we found y11, ..., y1d`1 affine independent so that P py1iq “ Apy1iq
and ∇P py1iq ´∇A is invertible for all 1 ď i ď d` 1.
Step 2: Then Ncpx0q ě d`1 because y11, ..., y1d`1 are d`1 single real roots of P`A “ Hcpx0q`A,
and A P Affd, which may be identified to R1rY1, ..., Ydsd. As the Pi ´Ai are real multivariate
polynomials, all non-real zeros have to be coupled with their complex conjugate. Recall that
by Theorem 3.2, there are exactly 2d zeros to this system. There are no zeros at infinity by
Proposition 3.3, and there is an even number of non-real zeros by the invariance by conjugation
observation. Then there must be an even number of real roots. As the y1i are simple roots by
invertibility of the derivative of P ´A at these points, there must be an even number of real
roots, counted with multiplicity. If d is even, d ` 1 is odd, which proves the existence of a
possibly multiple d` 2´th zero y0, distinct from the yi. We assume, up to renumbering, that
y10, ..., y1d are affine independent, and we perturb again y10, ..., y1d to make y0 a single zero. We
need to check that y1d`1 is still a single zero of P ´A. Indeed, the map py11, ..., y1d`1q ÞÝÑ A if
locally a diffeomorphism around py1, ..., yd`1q, then by the implicit functions Theorem, we may
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write y1d`1 “ F py11, ..., y1d, Aq “ F
`
y11, ..., y1d, Apy10, ..., y1dq
˘
, where F is a local smooth function.
Then y1d`1 remains a single zero if the perturbation of y0, ..., yd is small enough. The result is
proved, if d is even we may find d` 2 single zeros to P ´A.
The reverse inequality is a simple application of Proposition 2.12. l
As a preparation for the proof of Theorem 2.18, we introduce the two following lemmas:
Lemma 3.5. Let Q1, ..., Qd, d complete at infinity multivariate polynomials of degree 2 and
x P Rd. Then, for all P1, ..., Pd multivariate polynomials of degree 1, we may find rP1, ..., rPd,
multivariate polynomials of degree 1 such that |Z1RpQ1` rP1, ..., Qd` rPdq| ě |Z1RpQ1`P1, ..., Qd`
Pdq| and x P int convZ1RpQ1 ` rP1, ..., Qd ` rPdq.
Proof. Let P1, ..., Pd multivariate polynomials of degree 1. We claim that we may find
R1, ..., Rd of degree 1 so that Z1RpQ1`R1, ..., Qd`Rdq has full dimension and contains Z1RpQ1`
P1, ..., Qd`Pdq. Then we may find x1 P int convZ1RpQ1`R1, ..., Qd`Rdq, and by the fact that
all Qi have degree 2, we may find rP1, ..., rPd of degree 1 such that pQ`P qpX ` x1´ xq “ Q` rP .
Finally, as the change of variables X ` x1 ´ x does not change the number of roots of Q` P
nor their multiplicity, and by the fact that x P int convZ1RpQ1 ` rP1, ..., Qd ` rPdq by translation,rP1, ... rPd solves the problem.
Now we prove the claim. We prove by induction that we may add dimensions to Z1RpQ1 `
R1, ..., Qd ` Rdq by changing the Ri. First by Theorem 2.19, we may assume that Z1RpQ1 `
R1, ..., Qd `Rdq is non-empty. Up to making a distance-preserving linear change of variables,
we may assume that Z1RpQ1, ..., Qdq Ă tXd “ 0u and that 0 P Z1RpQ1, ..., Qdq. We look for
D P RrX1, ..., Xdsd in the form D “ Xdv for some v P Rd, so that Q`D leaves Z1RpQ1, ..., Qdq
unchanged. In order to include some y P tXd ‰ 0u, we set D :“ ´Qpyq{ydXd. The constraint
that we have now is to fix y is that ∇pQ ` Dqpy1q P GLdpRq for all y1 P Z1RpQ1, ..., Qdq and
for y1 “ y. Notice that all these constraints have the form det `∇pydQ´QpyqXdqpy1q˘ ‰ 0 if
y1 ‰ y, and det `∇pydQ´QpyqXdqpyq˘ ‰ 0 for the case y1 “ y, therefore in all the cases this
is a polynomial equation in y. We claim that each of these equations on y have a solution.
Then as there is a finite number of such equations, the set of solutions is a dense open set,
in particular it is non-empty and we may find y P Rd so that tyu Y Z1RpQq Ă Z1RpQ`Dq and
dimZ1RpQ`Dq ą dimZ1RpQq. By induction, we may reach full dimension for dimZ1RpQ`Dq,
and the problem is solved.
Finally, we prove the claim that the solution set to det
`∇pydQ ´ QpyqXdqpy1q˘ ‰ 0 is
non-empty.
Case 1: y1 P Z1RpQq. Then, up to applying a translation change of variables, we may assume
that y1 “ 0. Then by the fact that Q has degree 2, the equation that we would like to satisfy is
det
´
yd∇Qp0q ´
`∇Qp0qy ` 12D2Qp0qry2s˘etd¯ ‰ 0.
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We make it more tractable by making operations on the columns:
det
´
yd∇Qp0q ´
`∇Qp0qy ` 12D2Qp0qry2s˘etd¯
“ det
˜
yd
dÿ
i“1
∇Qip0qeti ´
˜
dÿ
i“1
∇Qip0qyi ` 12D
2Qp0qry2s
¸
etd
¸
“ det
˜
yd
d´1ÿ
i“1
∇Qip0qeti ´ 12D
2Qp0qry2setd
¸
,
where we have subtracted the ith column multiplied by yi{yd to the dth column for all 1 ď i ď d´1.
Now we prove that this multivariate polynomial is non-zero. We assume for contradiction that
it is zero. Then for all y P tXd ‰ 0u, D2Qp0qry2s P H :“ V ectp∇Qip0q, 1 ď i ď d´ 1q, which is
d´1´dimensional by the fact that ∇Q P GLdpRq by simplicity of the root 0. By continuousness,
we have in fact that D2Qp0qry2s P H for all y P Rd. Therefore, for all y1, y2 P Rd, we have
the equality D2Qp0qry1, y2s “ 12
`
D2Qp0qrpy1 ` y2q2s ´D2Qp0qry1, y1s ´D2Qp0qry2, y2s
˘ P H.
Then we may find u P Rd non-zero such that řdi“1 uiD2Qip0q “ 0. Then pQhom1 , ..., Qhomd q is
d´1´dimensional and ZprojpQ1, ..., Qdq is at least 1´dimensional, then it intersects the variety
of points at infinity, which is a contradiction by Proposition 3.3 together with the fact that
pQ1, ..., Qdq is a complete at infinity family.
Case 2: y1 “ y. Then the equation that we would like to satisfy is
det
´
yd∇Qpyq ´
`∇Qp0qy ` 12D2Qp0qry2s˘etd¯ ‰ 0,
which may be expanded thanks to the fact that Q has degree 2:
det
´
yd
`∇Qp0q `D2Qp0qy˘´ `∇Qp0qy ` 12D2Qp0qry2s˘etd¯ ‰ 0.
Similar than in the previous case, by the same operations on the columns we get:
det
´
yd
`∇Qp0q `D2Qp0qy˘´ `∇Qp0qy ` 12D2Qp0qry2s˘etd¯
“ det
˜
yd
dÿ
i“1
`∇Qip0q `D2Qip0qy˘ eti ´
˜
dÿ
i“1
∇Qip0qyi ` 12D
2Qip0qyyi
¸
etd
¸
“ det
˜
yd
d´1ÿ
i“1
`∇Qip0q `D2Qip0qy˘ eti ` 12D2Qp0qry2setd
¸
,
Now we assume for contradiction that this polynomial in y is zero. Then for all y P tXd ‰ 0u
small enough so that ∇Qp0q ` D2Qp0qy P GLdpRq, D2Qp0qry2s P Hy :“ V ectp∇Qip0q `
D2Qip0qy, 1 ď i ď d ´ 1q. Notice that up to multiplying y by λ ą 0, we have that
λ2D2Qp0qry2s P Hλy, and therefore D2Qp0qry2s P Hλy. By passing to the limit λ ÝÑ 0,
we have D2Qp0qry2s P H0 thanks to the fact that ∇Q P GLdpRq. Therefore we obtain a
contradiction similar to case 1. l
23
Lemma 3.6. Let M ą 0, we may find RpMq such that for all F : Rd ÞÝÑ Rd and x0 P Rd such
that on BM´1px0q, F is C2 and we have that ∇F and D2F is bounded byM , and det∇F ěM´1,
we have that F is a C1´diffeomorphism on BRpMqpx0q.
Proof. The determinant is a polynomial application, therefore it is Lipschitz when re-
stricted to the compact of matrices bounded by M . Let LpMq be its Lipschitz constant.
Then on the neighbourhood BR0pMqpx0q, we have that det∇F is bigger than 12M´1, with
R0pMq “ min
´
M´1, 12LpMqM
¯
. We claim that F is injective on BR1pMqpx0q with R1pMq :“
min
´
M´1, 14M2CpMq
¯
, where CpMq is a bound for the comatrices of matrices dominated by
M . Then by the global inversion theorem, F is a C1´diffeomorphism on BRpMqpx0q with
RpMq “ min `R0pMq, R1pMq˘.
Now we prove the claim that F is injective on BR1pMqpx0q. Let x, y P BR1pMqpx0q,
F pyq ´ F pxq “
ż 1
0
∇F ptx` p1´ tqyqpy ´ xqdt
“ ∇F pxqpy ´ xq `
ż 1
0
ż t
0
D2F psx` p1´ sqyqrpy ´ xq2sdsdt
“ ∇F pxq
ˆ
y ´ x`∇F pxq´1
ż 1
0
p1´ sqD2F psx` p1´ sqyqrpy ´ xq2sds
˙
.
Then we assume that F pyq “ F pxq. Then
|y ´ x| “
ˇˇˇˇ
∇F pxq´1
ż 1
0
p1´ sqD2F psx` p1´ sqyqrpy ´ xq2sds
ˇˇˇˇ
ď }∇F pxq´1}M2 |y ´ x|
2
ď CpMqM2|y ´ x|2, (3.12)
where the last estimate comes from the comatrix formula (1.1). Then by the fact that
R1pMq ď 14M2CpMq , we have |y ´ x| ă 1M2CpMq , and therefore x “ y by (3.12). The injectivity
is proved. l
Proof of Theorem 2.18 By Taylor expansion of cx in y in the neighborhood of x0, we get
for h P Rd and ε ą 0 small enough that
cxpx0, x0 ` εhq “ cxpx0, x0q ` cxypx0, x0qεh`Qpεhq ` ε2Rεphq,
where, recalling the notation (2.9), QipY q :“ 12cxiyypx0, x0qrY 2s and the remainder
Rεphq “
ż 1
0
p1´ tq`cxyypx0, x0 ` εthq ´ cxyypx0, x0q˘rh2sdt.
Notice that ∇Rεphq “ 3
ş1
0p1´ tq
`
cxyypx0, x0 ` εthq ´ cxyypx0, x0q
˘rhsdt. By Proposition 2.12,
we see that Ncpx0q is finite by second order completeness at infinity of c at px0, x0q. We consider
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from the definition of Ncpx0q an affine map A P Affd such that the d´tuple of multivariate
polynomials of degree one ApX1, ..., Xdq satisfiesˇˇ
Z1R
`
Qi `ApX1, ..., Xdqi : 1 ď i ď d
˘ˇˇ “ n :“ Ncpx0q.
By Theorem By Lemma 3.5, let P “ pP1, ..., Pdq, d multivariate polynomials of degree 1 such
that |Z1RpQ1 ` rP1, ..., Qd ` rPdq| ě n and 0 P int convZ1RpQ1 ` rP1, ..., Qd ` rPdq.
Let Aεpyq :“ ´ε2P p0q ´ ε∇P py ´ x0q ` cxpx0, x0q ` cxypx0, x0qpy ´ x0q, we have that
cxpx0, x0`εhq “ Aεpx0`εhq and cxypx0, x0`εhq P GLdpRq if and only ifQphq`P phq`Rεphq “ 0
and p∇Q`∇P qphq `∇Rεphq P GLdpRq.
Now let h1, ..., hn P Rd the n elements of Z1RpQ1` rP1, ..., Qd` rPdq. By continuousness of cxyy
in the neighborhood of px0, x0q, up to restricting to a compact neighborhood, cxyy is uniformly
continuous on this neighborhood. For ε ą 0 small enough, each x0` εhi in in the interior of this
neighborhood. Therefore, by uniform continuousness Rε, and ∇Rε converges uniformly to 0
when ε ÝÑ 0. Let 1 ď i ď n, we have pQ`P `Rεqphiq “ Rεphiq, and ∇pQ`P qphiq P GLdpRq
by the fact that hi is a single root of Q` P , and therefore ∇pQ` P `Rεqphiq P GLdpRq for ε
small enough. Therefore we may apply Lemma 3.6 around hi: Q` P `Rε is a diffeomorphism
in a neighborhood of hi depending only on the lower bounds of det∇pQ ` P ` Rεqphiq and
of the bounds for ∇pQ ` P ` Rεq and D2pQ ` P ` Rεq, which may then work for all ε
small enough. Then for ε small enough, we may find hεi in this neighborhood of hi such that
pQ`P `Rεqphεi q “ 0. Furthermore, by the fact that ∇pQ`P `Rεqphiq ÝÑ ∇pQ`P qphiq when
ε ÝÑ 0, |hεi ´ hi| ď 2}∇pQ` P q´1phiq}|Rεphiq|, and therefore hεi ÝÑ hi when ε ÝÑ 0. Then
for ε small enough, the hεi are distinct, 0 P ri convpyεi , 1 ď i ď nq, Qphεi q ` P phεi q `Rεphεi q “ 0,
and p∇Q`∇P qphεi q `∇Rεphεi q P GLdpRq.
Now the theorem is just an application of (ii) of Theorem 2.2 to S0 :“ tx0`εhεi , i “ 1, ..., nu.
l
3.3 Characterization for the p-distance
Fot p ě 1 and x P Rd, we have cp¨, yq differentiable on pRdq˚ with
cxpx, yq “ 1|x´ y|p´1p
dÿ
i“1
|xi ´ yi|p´1 xi ´ yi|xi ´ yi|ei
For p “ 1 and p “ 8, it takes a simpler form.
If p “ 1, cp¨, yq is differentiable on śdi“1pRztyiuq and cxpx, yq “ dř
i“1
xi´yi|xi´yi|ei.
If p “ 8, cp¨, yq is differentiable on tx1 P Rd, |x1i´ yi| ą |x1j ´ yj |, j ‰ i, for some 1 ď i ď du,
let i :“ argmax1ďjďdp|xj ´ yj |q, we have cxpx, yq “ xi´yi|xi´yi|ei.
Proof of Proposition 2.26 We start with the case p “ 1. We suppose without loss of
generality that x0 “ 0. Recall that cp¨, yq is differentiable on pR˚qd and cxp0, yq “ řdi“1 yi|yi|ei.
Then the equation that we get is Apyq “ řdi“1 sgpyiqei. Let E :“ třdi“1 sgpyiqei : y P S0u Ă
ε P t´1, 1ud. We have E Ă ImA, which is an affine space of dimension r. Then there are
25
r coordinates i1, ..., ir that can be chosen arbitrarily in ImA, and the other coordinates are
affine functions of the previous one. We denote I :“ pi1, ..., irq and I :“ p1, ..., dqzI. Thus,
cardpImAX t´1, 1udq ď cardpt´1, 1uIq “ 2r. As 0 P riS0, r ě 1. Now for all ε P E, let yε P S0
such that cxp0, yεq “ ε. Then if y :“ yε ` y0 P Q1ε with y0 P ker∇A, we have Apyq “ cxp0, yq,
and therefore y P S0, proving the first part of the result.
Now we prove that S0 Ă BconvS0. Let us suppose to the contrary that y P ri convS0XS0. Let
y1, ..., yn P S0 such that y “ řni“1 λiyi, convex combination. Then cxp0, yq “ řni“1 λicxp0, yiq.
As |cxp0, yq| “ řni“1 λi|cxp0, yiq| “ ?d, we are in a case of equality in Cauchy-Schwartz
inequality. ε :“ cxp0, yq, cxp0, y1q, ..., cxp0, ynq are all non-negative multiples of the same unit
vector, and therefore all equal as they have the same norm. Then y, y1, ..., yn P Q1ε, and
y, y1, ..., yn P yε ` ker ∇A. As we may apply the same to any y1 P yε ` ker ∇A, these vectors
cannot be written as convex combinations of elements of S0 that do not belong to yε ` ker ∇A.
Therefore, pyε ` ker ∇Aq X S0 “ pyε ` ker ∇Aq X Q1ε is a face of convS0. As we assumed
that y P ri convS0, we have pyε ` ker ∇Aq XQ1ε “ ri convS0, by the fact that ri convS0 and
pyε ` ker ∇Aq XQ1ε are faces of convS0 (which constitute a partition of convS0, see Hiriart-
Urruty-Lemaréchal [14]) both containing y. This is impossible as 0 P ri convS0 and 0 R Q1ε.
Whence the required contradiction.
The proof of the case p “ 8 is similar to the proof of Proposition 2.26, replacing by
cardpt´1, 1upeiq1ďiďdq “ 2d instead of 2d, and by |cxp0, yq| “ 1 instead of
?
d. l
3.4 Characterization for the Euclidean p-distance cost
By the fact that int convS0 contains x0, we may find y1, ..., yd`1 P S0 that are affine independent.
Then we may find unique barycenter coefficients pλiqi such that x0 “ řd`1i“1 λiyi. For some
y1, ..., yd`1 P S0. For all a P R, we define
y1paq :“ Gpaq
d`1ÿ
i“1
λi
a´ ai yi, with Gpaq “
˜
d`1ÿ
i“1
λi
a´ ai
¸´1
, and ai :“ gp|yi ´ x0|q,(3.13)
where tb1, ..., bru :“ ta1, ..., ad`1u with r ď d` 1 and b1 ă ... ă br, and di :“
ˇˇtj : aj “ biuˇˇ´ 1,
the multiplicity of each bi for all i.
Proposition 3.7. We have y1paq “ ypaq for all a R Spp∇Aq. In particular the map y1
is independent of the choice of y1, ..., yd`1 P S0. Furthermore, Gpaq “ pa´a1q...pa´ad`1qdetpaId´∇Aq “
pa´b1q...pa´brq
pa´γ1q...pa´γr´1q where γ1 ă ... ă γr´1 are eigenvalues of ∇A. Finally if we have x0 P
int convpy1, ..., yd`1q, then we have b1 ă γ1 ă b2 ă ... ă γr´1 ă br.
Proof. We suppose that x0 “ 0 for simplicity. Let a R Spp∇Aq, ypaq is the unique vector such
that
paId ´∇Aqypaq “ Ap0q (3.14)
We now find the barycentric coordinates of ypaq. For any i, Apyiq “ aiyi with ai :“ gp|yi|q. As
pyiqi is a barycentric basis, we may find unique pλipaqqi Ă R such that ypaq “ ři λipaqyi, and
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1 “ ři λipaq. Then we apply A and get Apypaqq “ ři λipaqApyiq, so that aypaq “ ři λipaqaiyi.
Subtracting the previous equality on ypaq, we get 0 “ ři λipaqpa´aiqyi. As pyiqi is a barycentric
basis, it is a family or rank d. Then, by the fact that
řd`1
i“1 λiyi “ 0, we have pλiq1ďiďd`1 and
pλipaqpa´ aiqq1ďiďd`1 are in the same 1´dimensional kernel of the matrix py1, ..., yd`1q. Then
we may find Gpaq such that λipaqpa´ aiq “ Gpaqλi. Now we assume that a is not part of the
ai, then we have λipaq “ Gpaq λia´ai , and Gpaq “
´řd`1
i“1
λi
a´ai
¯´1
. Finally
ypaq “ y1paq “ Gpaq
d`1ÿ
i“1
λi
a´ ai yi with Gpaq “
˜
d`1ÿ
i“1
λi
a´ ai
¸´1
. (3.15)
Now we prove that Gpaq “ pa´a1q...pa´ad`1qdetpaId´∇Aq . We first assume that a1 ă ... ă ad`1 and that
x0 P int convpy1, ..., yd`1q (i.e. λ1, ..., λd`1 ą 0). Then Gpaq´1 has d` 1 single poles a1, ..., ad`1,
such that limaÒai Gpaq´1 “ `8, and limaÓai Gpaq´1 “ ´8 for all i. Therefore, Gpγiq´1 “ 0
for some ai ă γi ă ai`1 for all i ď d. Then γi is a pole of G, and |y1paq| goes to infinity when
aÑ γi, as the coefficient in the affine basis pyiqi go to ˘8. Therefore, γi is an eigenvalue of
∇A, as there are d such eigenvalues, we have obtained all of them. Finally, by the fact that the
rational fraction f has degree 1, as the set of its roots is restricted to the d ` 1 numbers ai.
Furthermore the γi are d poles, and a´1Gpaq ÝÑ přd`1i“1 λiq´1 “ 1, when a Ñ 8, we deduce
the rational fraction GpXq “ pX´a1q...pX´ad`1qpX´γ1q...pX´γdq “
pX´a1q...pX´ad`1q
detpXId´∇Aq .
Now if we chose other affine independent pyiq1ďiďd`1 (this time not necessary with x0 P
convpyi, 1 ď i ď d` 1q), let the associated barycenter coordinates λ1, ..., λd`1 P R˚, we suppose
that the paiqi are still distinct, the poles of y1paq are still the d distinct eigenvalues of ∇A
that are determined by the γi such that limaÑγi |ypaq|, independent of the choice of pyiqi
because y1paq “ paId ´∇Aq´1Ap0q is independent of this choice. However, the numerator of
the fraction can be determined in the same way than it is determined in the previous case.
Now we want to generalize this result to λ1, ..., λd`1 P R, and any paiqi. If we stay in the
open set in which pyiqi is an affine basis of Rd, the mapping pyi, aiqi ÞÝÑ A is continuous, and
so is the mapping pyiqi ÞÝÑ pλiqi. Therefore, as pyi, ai, λiqi ÞÝÑ řdi“0 λiX´ai is continuous as well,
the identity remains true for all ai, yi such that pyiqi is an affine basis and λi ě 0.
Let us now focus on the multiple ais. We consider 1 ď i ď r such that di ą 0. By passing
to the limit nÑ8 with some distinct ani converging to ai for all 1 ď i ď d, di eigen values of
∇A at least will be trapped between the ais, as ani ă γni`1 ă ani`1 ă ... ă γni`k ă ani`k becomes
at the limit ai “ γi`1 “ ai`1 “ ... “ γi`k “ ai`k. Now we prove that no other eigenvalue is
equal to ai. Indeed, rewriting (3.15) that equation become
ypaq “ y1paq “ Gpaq
rÿ
i“1
λ1i
a´ bi yi with Gpaq “
˜
rÿ
i“1
λ1i
a´ bi
¸´1
. (3.16)
with λ1i :“
ř
aj“bi λj . And Gpaq “ pX´b1q
d1`1...pX´brqdr`1
detpXId´∇Aq . By a similar reasoning than when
the paiqi are distinct, we may find b1 ă γ1 ă b2 ă ... ă γr´1 ă br, eigenvalues of ∇A. Then, as
deg detpXId ´∇Aq “ d, and pX ´ b1qd1 ...pX ´ brqdr is a divider to detpXId ´∇Aq, we have
detpXId ´∇Aq “ pX ´ γ1q...pX ´ γr´1qpX ´ b1qd1 ...pX ´ brqdr . l
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Remark 3.8. Notice that in Proposition 3.7, the eigenvalues of ∇A are given by the γi, and
by each bi such that di ą 0, which has multiplicity di, in particular, these coefficients (up to
their numbering) do not depend on the choice of y1, ..., yd`1.
Proof of Theorem 2.20 We suppose again that x0 “ 0 for simplicity. We know that if y P S0,
cxp0, yq “ gp|y|qy “ Apyq. We denote a :“ gp|y|q and get,
paId ´∇Aq y “ Ap0q (3.17)
Let a P fixpg˝|y´x0|q, then paId´∇Aqypaq “ Ap0q, andA
`
ypaq˘ “ aypaq “ g`|ypaq|˘ypaq “
cx
`
0,ypaq˘, and therefore ypaq P S0. Conversely, if y P S0 and a :“ gp|y|q is not an eigenvalue
of ∇A, y “ paId ´∇Aq´1Ap0q “ ypaq, and finally gp|ypaq|q “ a, hence a P fixpg ˝ |y´ x0|q.
Now let t P Spp∇Aq such that |yptq| ă 8. Let y P Sρt , we have ptId ´ ∇Aqy “
ptId ´ ∇Aqpy ´ yptqq ` Ap0q “ Ap0q, by passing to the limit a ÝÑ t in the equation
paId ´ ∇Aqypaq “ Ap0q. Finally, as |y|2 “
a
ρ2 ´ |pt|22 ` |pt|2 “ ρ2 by Pythagoras theo-
rem, Apyq “ cxp0, yq, and therefore y P S0. Conversely, if y P S0 with gp|y|q “ t, then we have
y ´ yptq P kerptId ´ ∇Aq, and |y ´ pt| “
a
ρ2 ´ |pt|2 by Pythagoras theorem: by definition
y P Sρt . l
Proof of Corollary 2.21 We use the notations from Proposition 3.7 and assume that
x0 P int convpy1, ..., yd`1q. By Theorem 2.20, S0 contains 2řri“1 di degenerate points. Further-
more, for all 1 ď i ď r´1, limtÑγi |yptq´x0| “ 8, therefore, as bi`1 is a root of g
`|yptq´x0|˘´t
between γi and γi`1, there is another root b1i, possibly multiple equal to bi, by continuity of
g. Finally we have 2
řr
i“1 di`r`pr´2q “ 2d elements in S0 at least, with possible degeneracy. l
Proof of Theorem 2.22 We assume again that x0 “ 0 for simplicity. We suppose again
that x0 “ 0 for simplicity. By identity (1.1), if we multiply (3.14) by the comatrix, we get
detpλId ´ ∇Aqy “ CompλId ´ ∇AqtAp0q. Now taking the square norm, we get: detpλId ´
∇Aq2|p| 2p´2λ 2p´2 ´ |CompλId ´ ∇AqtAp0q|2 “ 0. The polynomial with real exponents χ :“
detpH ´XIdq2 ´ |p|
2
2´pλ
2
2´p |CompXId ´∇AqtAp0q|2 is continuous in pyiqi, then similar to the
proof of Theorem 2.20, we can pass to the limit from sequences of yni converging to yi for all i
such that for all n ě 1, the vectors yni have distinct norms. It follows that bi is a di-eigenvalue
of ∇A, and a p2di ´ 1q-root of χ. By Theorem 2.20, we have
Si “ SVi
ˆ
pi,
b
b2i ´ |pi|2
˙
Ă tcxp0, Y q “ ApY qu.
With the radius
a
b2i ´ |pi|2 ą 0 as there are more than one elements in the sphere. We have a
single sphere as the function g is monotonic, and therefore injective.
Now we prove that if ´8 ă p ď 1, then the polynomial with real exponents
χpXq :“ detpXId ´∇Aq2 ´ |p|
2
2´pX
2
2´p |CompXId ´∇AqtAp0q|2 (3.18)
has exactly 2d positive roots, counted with multiplicity. By Corollary 2.21, it has at least
2d roots, counted with multiplicity. Now we prove that there are at most 2d roots.
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By Theorem 2.20, the roots of detpXId ´ ∇Aq all have the same sign (same than p).
Consequently, the coefficients of detpXId ´ ∇Aq are alternated or all have the same sign.
The same happens for detpXId ´ ∇Aq2. Now we use the Descartes rule2 for polynomials
with non integer exponents in order to dominated the number of roots of χ. Recall that
χ “ detpXId ´∇Aq2 ´ |p|
2
2´pX
2
2´p |CompXId ´∇AqtAp0q|2. We saw that the coefficients from
the part detpXId ´∇Aq2 are alternated or all of the same sign. The exponent sequences from
detpXId ´∇Aq2, and from |p|
2
2´pX
2
2´p |CompXId ´∇AqtAp0q|2 have both integer differences
between two exponents from the same sequence. Then the exponents of |p| 22´pX 22´p |CompXId´
∇AqtAp0q|2 are located between the ones of detpXId ´∇Aq2 in the exponent sequence of χ,
i.e. the sequence of χ consists in one exponent from detpXId ´∇Aq2, then one exponent from
|p| 22´pX 22´p |CompXId ´∇AqtAp0q|2, and so on. By the fact that degpdetpXId ´∇Aq2q “ 2d
and degp|CompXId ´ ∇AqtAp0q|2q “ 2d ´ 2, and 0 ă 22´p ď 2. Then χpXq has at most 2d
alternations in its coefficients, and therefore it has at most 2d positive roots according to the
Descartes rule.
Now, assume that 1 ă p ă 2´ 25 or p ą 2` 23 , then
χpXq :“ detpXId ´∇Aq2 ´ |p|
2
2´pX
2
2´p |CompXId ´∇AqtAp0q|2 (3.19)
has exactly 2d` 1 positive roots counted with multiplicity.
Let us first prove that the polynomial has less than 2d ` 1 roots. Similar to above, the
coefficients of detpXId´∇Aq are alternated. And the same happens for detpXId´∇Aq2. Using
the Descartes rule for polynomials with non integer coefficients, by the fact that the coefficients
of |p| 22´pX 22´p |CompXId´∇AqtAp0q|2 are located between the ones of detpXId´∇Aq2, except
strictly less than 3, and as degpdetpXId ´ ∇Aq2q “ 2d, it follows that degp|CompXId ´
∇AqtAp0q|2q “ 2d ´ 2 and ´3 ă 22´p ă 5. Then χpXq has at most 2d ` 2 alternations in its
coefficients by the same reasoning than the case p ď 1. Furthermore, the sign of the coefficients
in front of the extreme monomials are opposed (because χ is a difference of positive polynomials)
then the maximum number of positive roots is odd, and therefore it has at most 2d` 1 positive
roots according to Descartes rule.
By Corollary 2.21, we have 2d elements in S0, more precisely, which range between b1 and
br. Furthermore, between 0 and b1 we can find some a P D:
Case 1: We assume that p ą 2. Then χpXq Ñ ´8 whenX Ñ 0 as we have that´|p| 22´pX 22´p |CompXId´
∇AqtAp0q|2 becomes dominant.
Case 2: We assume that p ă 2. Then χpXq Ñ ´8 when X Ñ `8 as we have that
´|p| 22´pX 22´p |tCompXId ´∇AqAp0q|2 becomes dominant.
Therefore there is one more real root, on the side where the polynomial goes to ´8 as there
is already one. Finally χ has 2d` 1 roots at least and less than 2d` 1 roots, it follows that it
has exactly 2d` 1 roots. We proved the second part of the theorem. l
2The Descartes rule states that for a polynomial with possibly non integer real coefficients, the number of positive
roots is dominated by the number of alternations of signs of its coefficients ordered by their associated exponents, see
[19].
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3.5 Concentration on the Choquet boundary for the p-distance
Proof of Proposition 2.28 (i) Let y0, y1, ..., yk P S0 such that y0 “
kř
i“1
λiyi, convex combi-
nation. Then as cxpx0, yiq ¨ u “ tuApyi ´ x0q, we have řki“1 λicxpx0, yiq ¨ u “ utApy0 ´ x0q “
cxpx0, y0q ¨ u. As y ÞÑ cxpx0, yq ¨ u is strictly convex, this imposes that λi “ 1 and yi “ y0 for
some i. Finally, y0 is extreme in S0, S0 is concentrated in its own Choquet boundary.
(ii) We know that for any y P S0 we have cxpx0, yq “ Apyq. As the situation is invariant in x0,
we will assume x0 “ 0 for notations simplicity. We consider 1 ă q ă `8 such that 1p ` 1q “ 1.
For any y P pRdq˚,
|cxp0, yq|q “
ˇˇˇˇ
ˇ 1|y|p´1p
dÿ
i“1
|yi|p´1 yi|yi|ei
ˇˇˇˇ
ˇ
q
“ 1|y|p´1p
˜
dÿ
i“1
|yi|pp´1qq
¸ 1
q
“ 1
|y|
p
q
p
|y|
p
q
p “ 1,
as we know that y ‰ 0 because c is superdifferentiable. Then for any y P S0, we have
|Hy ` v|q “ 1. We now assume that y0 “
kř
i“1
λiyi is a strict convex combination with
pyiq0ďiďk P Sk`10 .
1 “ |Apy0q|q “
ˇˇˇˇ
ˇ kÿ
i“1
λi
`
Apyiq
˘ˇˇˇˇˇ
q
ď
kÿ
i“1
λi|Apyiq|q “
kÿ
i“1
λi “ 1
We are in a case of equality for the triangular inequality for the norm | ¨ |q. We know then that all
the λiApyiq and Apy0q are positively multiples. As we know that all their q-norm is λi ‰ 0 and 1,
therefore Apy0q “ ... “ Apykq and 1|y0|p´1p
dř
i“1
|py0qi|p´1 py0qi|py0qi|ei “ ... “ 1|yk|p´1p
dř
i“1
|pykqi|p´1 pykqi|pykqi|ei.
Notice that for y P Rd, we have 1|y|p´1p
dř
i“1
|yi|p´1 yi|yi|ei “ fpy{|y|pq, where f : y ÞÝÑ
dř
i“1
|yi|p´1 yi|yi|ei
is bijective Rd ÝÑ Rd for p ą 1. Then we have y0|y0|p “ ... “ yk|yk|p . It means that they
all belong to the same semi straight line originated in 0. As we supposed that y0 is not
extreme, 0 can be included in the convex combination as we must have 1 ď i ď k such that
|yk| ą |y0|. Then increasing the corresponding λi while decreasing all the others, 0 can be
included. As 0 P ri convS0, we can then put any element of S0 in the convex combination
and S0 Ă t0u ` y0|y0|R`. As 0 P ri convS0, then S0 “ t0u and y0 “ 0, which is the required
contradiction because we supposed that y0 is not extreme in S0.
(iii) We use the notations from Theorem 2.22. We suppose again without loss of generality
that x0 “ 0. Let d :“ dimS0, for any y1, ..., yd`1 P S0 with full dimension d, we may find
unique barycentric coordinates pλiq1ďiďd`1 such that
dř
i“0
λiyi “ 0. Let y P S0 such that
p|y|p´2 “ gp|y|q R Spp∇Aq. By Proposition 3.7, y can be expressed as
y “ GpXq
d`1ÿ
i“1
λi
X ´ ai yi with GpXq “
˜
d`1ÿ
i“1
λi
X ´ ai
¸´1
.
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with X “ p|y|p´2 ą 0. To have y P convpS0q we then need to have all the λiX´ai of the same
sign. As we supposed that the paiqi is an increasing sequence, there must be a 0 ď i0 ď d´ 1
such that λi ă 0 if i ď i0 and λ ě 0 if i ě i0 ` 1 (or λi ą 0 if i ď i0 and λ ď 0 if i ě i0 ` 1 but
we will only treat the first case as this one can be dealt with similarly). Then the idea consists
in proving that χ defined by (3.18) has no zero in sai0 , ai0`1r.
First let us prove that G has no pole on sai0 , ai0`1r. G´1 can hit 0 at most d times (It is a
polynomial of degree d divided by another polynomial). It hits 0 in any sai, ai`1r for i ‰ i0, as
the limits on the bounds are `8 and ´8. This provides d ´ 1 zeros. If there where a zero
in sai0 , ai0`1r, it would be double, as the infinity limits at a`i0 and a´i0`1 have the same sign.
Which would be a contradiction.
Finally, as the poles of G are the eigenvalues of ∇A and do not depend on the choice of
y1, ..., yd`1, we know that there are exactly two roots of χ between two poles. As ai0 and ai0`1
are two zeros surrounded by two consecutive poles, there are not other zeros between these two
poles. χ has no zero on sai0 , ai0`1r.
If X “ ai0 or X “ ai0`1, then it is a zero of ai0 ´X, and all the elements in the convex
combination have same size than y. By the fact that we are in the case of equality in the
Cauchy-Schwartz inequality, this proves that the combination only contains one element. Hence,
y P S0 has to be extreme in S0.
Now if y corresponds to an eigenvalue of ∇A, let b :“ gp|y|q. We suppose that y “ řd`1i“1 µiyi,
convex combination with y1, ..., yd`1 P S0, affine basis. Recall that all ypaq for a R Spp∇Aq
can be written ypaq “ Gpaqřd`1i“1 λia´ai yi “ Gpaqřri“1 λ1ia´bi y1i where λ1i “ řaj“bi λj , and y1i “ř
aj“bi
λj
λ1i
yj . Let i0 such that bi0 “ b, let ty11, ..., y1di0 u :“ ty1 P ty1, ..., yd`1u : gp|y1|q “ bi0u.
y P affpy11, ..., y1di0 q, therefore µi “ 0 if ai ‰ b. As Si is a sphere, it is concentrated on its own
Choquet boundary, and therefore the convex combination y “ řd`1i“1 µiyi is trivial, y “ yi for
some i and µi “ 1.
(iv) In the first case, if p|y0|p´2 is a double root of χ defined by (3.19), then if p ă 2 ´ 25 or
p ą 2` 23 , χ has 2d` 1 roots and at most 2d distinct roots set around the poles of G in the
same way than in the case p ď 1 in the proof of (iii).
The same happens when we remove the smallest element y0 of S0. Similarly S0zty0u is
concentrated on its own Choquet boundary.
Now we prove that S0 is not concentrated on its own Choquet boundary. If p|y0|p´2 is a
single root of χ, we select y11, ..., y1d`1 P S0 such that 0 is in their convex hull. By Proposition
3.7, if y P S0 and X :“ p|y|p´2, then
y “ GpXq
d`1ÿ
i“1
λi
X ´ ai yi with GpXq “
˜
d`1ÿ
i“1
λi
X ´ ai
¸´1
. (3.20)
Case 1: We assume that y11 “ y0. Then we apply (3.20) to X :“ p|y|p´2 the second smallest
zero of χ which is strictly smaller than the first pole by Theorem 2.22 (which also means that
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GpXq ě 0): y :“ GpXqřdi“0 λiai´X yi P S0, or written otherwise:
λ0GpXq
X ´ a0 y0 “ GpXq
d`1ÿ
i“2
λi
X ´ ai yi ´ y
G has its first zero at a0 which is smaller than its first pole which is between a1 and a2 strictly,
so that GpXq ą 0. This gives the result, rewriting the barycenter equation, we get:
y0 “
d`1ÿ
i“2
λipX ´ a0q
λ0pX ´ aiqyi `
GpXq
λ0
y
Therefore, y0 P convpS0zty0uq.
Case 2: Now we assume that y10 ‰ y0. We write the barycenter equation for X “ p|y0|p´2, we
get:
y0 “
dÿ
i“0
λiGpXq
X ´ ai y
1
i with GpXq “
˜
dÿ
i“0
λi
X ´ ai
¸´1
.
Then for any i, λiGpXqX´ai ą 0 as all the λiX´ai have the same sign. Therefore y0 P convpS0zty0uq.
l
4 Numerical experiment
In the particular example cpX,Y q “ |X ´ Y |p, the computations are easy as the important
unknown parameter λ “ p|y|p´2 is one-dimensional. We coded a solver that generates random
y1, ..., yd`1 P Rd and determines the missing yd`2, ..., yk, with k “ 2d if p ď 1, and k “ 2d` 1 if
p ą 1 such that ty1, ..., yku “ tcxp0, Y q “ ApY qu for some A P Affd, see Theorem 2.22. (As we
chose randomly these vectors, we are in a non-degenerate case with probability 1). Theorem
2.28 only covers the case in which p ă 2´ 25 or p ą 2` 23 , however the numerical experiment
seems to show that the result of this theorem still holds for all 2 ‰ p ą 1. Figures 2, 3, 4,
5, and 6 show configurations (S0, on the left) for p “ 1.9 and p “ 2.1 in which the result of
the theorem holds, and the graphs of 1p´2 log
´
λ
p
¯
compared to log
`
yp´pλp´2q˘ as functions
of logpλq (on the right). The intersections are in bijection with the points in S0 because of
the non-degeneracy by Theorem 2.20 with the change of variable t “ ´pλp´2. The color of
the points need to be interpreted as follows: d` 1 blue points are chosen at random so that 0
belongs to their convex hull. Then the new d points given by Theorem 2.20 are colored in red.
Finally the point corresponding to the first intersection of the curves on the right is colored in
yellow because this special intersection differentiates the case p ď 1 and the case p ą 1. We
begin with Figures 2 and 3, in two dimensions.
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Figure 2: S0 for d “ 2 and p “ 1.9.
−1.0 −0.5 0.0 0.5 1.0
−0.6
−0.4
−0.2
0.0
0.2
0.4 0.6 0.8 1.0 1.2
−8
−6
−4
−2
0
2
4
Figure 3: S0 for d “ 2 and p “ 2.1.
Now Figures 4 and 5, in three dimensions.
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Figure 4: S0 for d “ 3 and p “ 1.9.
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Figure 5: S0 for d “ 3 and p “ 2.1.
Finally, Figure 6 shows two experiments in which |S0| contains exactly 17 elements for
d “ 8.
Figure 6: S0 for d “ 8, p “ 1.9 on the left and p “ 2.1 on the right.
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