Abstract. We define Poincaré series associated to a toric or analytically irreducible quasiordinary hypersurface singularity, (S, 0), by a finite sequence of monomial valuations, such that at least one of them is centered at the origin 0. This involves the definition of a multigraded ring associated to the analytic algebra of the singularity by the sequence of valuations. We prove that the Poincaré series is a rational function with integer coefficients, which can be defined also as an integral with respect of the Euler characteristic, over the projectivization of the analytic algebra of the singularity, of a function defined by the valuations. In particular, the Poincaré series associated to the set of divisorial valuations corresponding to the essential divisors, considered both over the singular locus and over the point 0, is an analytic invariant of the singularity. In the quasi-ordinary hypersurface case we prove that this Poincaré series determines and it is determined by the normalized sequence of characteristic monomials. These monomials in the analytic case define a complete invariant of the embedded topological type of the hypersurface singularity.
1. Introduction 1.1. Poincaré series of singularities. In recent times there has been many papers which analyze the structure of a germ of complex analytic (or algebroid) singularity (S, 0) of pure dimension d by attaching to it a suitable notion of Poincaré series (see for instance [GDC] , [CDG1] , [CDG2] , [CHR] , [Lem] , [EbG1] and [EbG2] ).
The basic case, when (S, 0) is an irreducible complex analytic plane curve germ in (C 2 , 0) defined by an equation f (x, y) = 0, was analyzed by Gusein-Zade, Delgado and Campillo in [GDC] . They show by a direct computation that if Γ ⊂ Z ≥0 is the semigroup of the curve, the Poincaré series γ∈Γ t γ coincides with the zeta function of geometric monodromy of the function f : (C 2 , 0) → (C, 0). Relevant to this case is the idea of studying a germ of singularity by analyzing the properties of the filtrations of the analytic algebra O S and the associated graded rings, in particular using valuations (see for instance the work of Lejeune and Teissier [LejT] ). Lejeune's observation, applied to this basic case, was that the semigroup Γ is determined by the graded ring associated to O S , by the filtration induced by the maximal ideal of its integral closure (see [T] page 161).
Given a finite sequence ν = (ν 1 , . . . , ν r ) of divisorial valuations of the analytic algebra O S , Campillo, Delgado and Gusein-Zade defined in several context a multi-index filtration of the analytic algebra O S , associated to a finite sequence ν = (ν 1 , . . . , ν r ) of divisorial valuations. An ideal of the filtration, which have index n = (n 1 , . . . , n r ) ∈ Z r , is of the form I n = {g ∈ O S | ν(g) ≥ n}, where ≥ means coordinate-wise and ν(g) = (ν 1 (g), . . . , ν r (g)). If all the valuations in the sequence are centered at the origin 0 ∈ S then the dimension (1) c n := dim C (I n /I n+1 ) are finite for all n ∈ Z r . These authors define then the associated Poicaré series as the formal power series in the indeterminates t = (t 1 , . . . , t r ) given by:
(2) P = ( For technical reasons this definition is more convenient than P ′ = n∈Z r ≥0 c n t n .
They actually compute these series, for instance, when (S, 0 ) is a germ of plane curve using the valuations defined by the parametrizations of its irreducible components, or when (S, 0) is a germ of rational surface singularity using the divisorial valuations of the irreducible components of the exceptional divisor of its minimal embedded resolution. The computation passes through a suitable notion of integration with respect to the Euler characteristic, over the projectivization of the algebra of the singularity, of a function defined by the valuations. The result in the case of plane curves coincides with the Alexander polynomial, which is a topological invariant. In the case of rational surface singularities the Poincaré series is a rational function in t, with denominator determined explicitly by the intersection matrix of the exceptional divisor in the minimal resolution of the surface singularity, which is also a topological invariant.
More generally if (S, 0 ) is a germ of normal surface singularity Cutkosky, Herzog and Reguera associated to a fixed resolution of singularities of (S, 0) a Poincaré series defined by
l n t n , where l n = length(O S /I n ), where I n is defined as before with respect to the divisorial valuations associated to the irreducible components of the exceptional divisor. This series, which is studied in a general algebraic setting, even if the residue field of the local algebra O S is of positive characteristic, is not in general a rational function of t. In the particular case of rational surface singularities this series is rational and it is related with the Poincaré series (2) (see [CHR] and [CDG2] ). Recent results on Poincaré series of surface singularities are announced in [N] .
Lemahieu studies the Poincaré series associated to a toric singularity by a sequence of monomial valuations centered at the origin using definition (2) and finds out a formula in terms of integration with respect to Euler characteristic over the projectivization of the ring of functions [Lem] .
1.2. Essential divisors and the Nash map. The divisors corresponding to the irreducible components of the minimal embedded resolution of a germ of surface singularity provide the basic example of essential divisors. Roughly speaking, essential is a property of the associated divisorial valuation which must hold in every resolution of singularities. This notion is much more interesting if the dimension of the variety is ≥ 3, since we do not dispose then of a unique minimal resolution of singularities. We say that the divisorial valuation associated to a essential divisor is also essential.
Essential divisors appear naturally in relation with the Nash map. Nash introduced a map from the set of families of arcs passing through the singular locus of a variety to the set of essential divisors over the singular locus. This map is called the Nash map. We can also consider a similarly defined map from the set of families of arcs passing through a fixed singular point and the divisors over this point which are essential. This map is called the local Nash map. If we have a variety with an isolated singular locus both maps coincide.
Both maps are injective (see [Nash] , [IK] ). Nash's question was on the surjectivity of these maps. Ishii and Kollár showed a four dimensional isolated hypersurface singularity for which the Nash map is not surjective (see [IK] ). Nash problem is still open in dimensions two and three and it is of particular interest to understand which are the singularities such that the associated Nash map is bijective.
With this view-point it is very natural to consider an invariant of the germ (S, 0) defined by the Poincaré series associated to (S, 0) by the finite sequence of essential divisorial valuations. If (S, 0) is an isolated singularity then we can define the Poincaré series using the multi-index filtration and definition (2). Notice that if (S, 0 ) is a non isolated singularity it is possible that no essential valuation over the singular locus of S is centered over 0, for instance if d = 2 and S is the total space of an equisingular family of plane branches (the preimage of the singular locus in the normalization, which in this case is a smooth surface, is the only essential divisor). However, if one of the valuations is not centered at 0 we cannot use definition (2) to define the Poincaré series since the dimensions (1) become infinite. On the other hand, considering only essential divisors over a fixed singular point of S, does not take in to account the variety of information hidden in the singular locus, when the singularity S is not isolated.
We develop this program, extending to this case the definition of the Poincaré series, when (S, 0) is an toric singularity or an irreducible germ of quasi-ordinary hypersurface singularity, two classes or singularities which are not isolated in general.
1.3. Quasi-ordinary singularities and equisingularity. Quasi-ordinary singularities arise classically in Jung's approach to analyze surface singularities by using a finite projection to a smooth surface (see [Ju] ). We say that a germ (S, 0) ⊂ (C d+1 , 0) of complex analytic hypersurface with equation f = 0 is quasi-ordinary if there exists a finite morphism π : (S, 0) → (C d , 0) (called a quasi-ordinary projection) such that the discriminant locus is a germ of normal crossing divisor. We will suppose from now on that the germ (S, 0) is analytically irreducible, for simplicity. Quasi-ordinary hypersurface singularities are parameterized by quasi-ordinary branches, certain class of fractional power series in several variables having a finite set of distinguished or characteristic monomials, which generalize the characteristic pairs associated to a plane branch (see [Z] ). Since different quasi-ordinary projections may define different sequence of characteristic monomials Lipman showed that any quasi-ordinary hypersurface admits a normalized quasi-ordinary projection, a technical condition which adapts to this case the notion of transversal projection. Then he proved in the embedded surface case, using a detailed analysis of monoidal and quadratic transforms, that the sequence of normalized characteristic monomials, which in principle depends on the corresponding quasi-ordinary projection, is in fact an analytic invariant of the singularity (see [L1] , see also [Lu] ). Lipman and Gau studied the topological invariants of a germ of quasi-ordinary singularity. Recall that two hypersurface germs, (S i 
, have the same embedded topological type if and only if both have the same sequence of normalized characteristic monomials (see [L3] , [Gau2] and [Gau1] ).
Suppose that the reduced discriminant locus of the quasi-ordinary projection π has equation x 1 · · · x c = 0. Then we can define for I ⊂ {1, . . . , c} the sets:
). Lipman showed that the sets {Z • I } I define an equimultiple complex analytic stratification of (S, 0) . As a corollary he proved that the characteristic monomials determine the singular locus of (S, 0) (see Theorem 7.3, [L3] and Theorem 3.8). We have that the restriction of π to W = Z 1,...,c defines an isomorphism with {0} × C d−c . We can consider then S as the total space of a family, S t for t ∈ (C d−c , 0), of hypersurfaces of dimension c, which are given with a quasiordinary projection π t : S t → C c for each fiber. Gau and Lipman results imply that (S, 0) is topologically equisingular along W , i.e., at each point of W all fibers S t have the same topological type. Ban showed indeed that {Z • I } I defines a Whitney stratification of (S, 0) and hence (S, 0) is differentially equisingular along (W, 0), i.e., the pair (S, W ) satisfies the Whitney conditions at 0; conversely, if (S, 0) is differentially equisingular along a smooth subgerm (W, 0) and the fibers S t are quasi-ordinary hypersurfaces of dimension c for the same projection, then all the fibers S t have the same embedded topological type (see [Ban] ). The integer c is called in [PP2] the equisingular dimension of (S, 0) , since (S, 0) may be viewed as an equisingular deformation of a quasi-ordinary hypersurface germ of dimension c, but not smaller. See [Ban] and also Lipman's work [L4] .
Quasi-ordinary singularities play also an important role in the comprehension of the different notions of equisingularity, in particular with respect to Zariski equisingularity and equiresolution (see [L4] ). Villamayor proved that if W is a nonsingular irreducible subvariety in an algebraic hypersurface S inside a smooth algebraic variety, then if S is equisingular along W in the sense of Zariski, then S is weakly equiresolvable along W (see [Vi] ). His proof passes through a construction of embedded resolution of quasi-ordinary hypersurfaces, which is not constructed by blowing up smooth centers. Embedded resolutions of a quasi-ordinary hypersurface (S, 0) are also constructed, using toric modifications, from the associated characteristic monomials in [GP3] . In the irreducible case this method provides, after a suitable re-embedding of the germ in a larger affine space, an embedded resolution with only one toric modification, which desingularizes simultaneously the quasi-ordinary germ (S, 0) and an affine toric variety Z, which can be seen respectively as a generic fiber and special fiber of a faithfully flat equisingular deformation. This approach generalizes results of Teissier and Goldin for plane branches in [GoT] . The toric variety Z is equal to SpecC[Γ π ] where the semigroup Γ π , defined in terms of the characteristic monomials, was associated to the quasi-ordinary projection π by Kiyek and Micus in [Mic] , [KiM] and also in [GP1] , [GP2] independently (the reference [KiM] was not known by the first author at the time of writing these works).
1.4. The notion of semigroup of a quasi-ordinary hypersurface. Several papers have been made in the effort to settle down an intrinsic notion of semigroup of an irreducible quasiordinary hypersurface, which generalize to some extent the properties of the semigroups of plane branches. These papers and results are a partial motivation for this paper.
- Kiyek and Micus in [KiM] proved in the embedded surface case that the semigroup Γ π determines the normalized characteristic monomials, giving another proof of Lipman's result.
-In [GP1] it was shown that the semigroups Γ π and Γ π ′ associated respectively to a quasi-ordinary projection π and normalized quasi-ordinary projection π ′ , defined from π by Lipman, are isomorphic. It follows from the characterization of Lipman and Gau that the isomorphy type of this semigroup is a complete invariant on the embedded topological type (see [GP2] ).
-In the embedded surface case Popescu-Pampu proved that the semigroup Γ π is an analytic invariant of the germ f = 0, by using the structure of the minimal embedded resolution of the surface (see [PP1] ).
-Popescu-Pampu showed recently the analytical invariance of the sequence of normalized characteristic monomials associated to quasi-ordinary projection of (S, 0) ⊂ (C d+1 , 0), without passing through their embedded topological invariance. The argument involves the definition of a canonical semigroup Γ ′ (S) associated to the germ (S, 0) as follows. First, he constructed a canonical morphism of germs
with source a smooth germ of dimension d, together with a canonical germ of normal crossing divisor H at the point P . The morphism θ and the divisor H are constructed by using the structure of the pair (S, SingS) as follows: in order to obtain a smooth source the normalization map n :S → S is composed with a finite canonical morphism, µ : S ′ →S, defined intrinsically in topological terms and called the orbifold mapping. Then (S ′ , 0) ∼ = (C d , 0) and choosing suitable local coordinates we have that (n • µ) −1 (SingS) is a union of finite number of coordinate subspaces. The map η :S → S ′ is a sequence of blow ups with smooth centers determined in combinatorial terms by (n • µ) −1 (SingS). Then θ := n • µ • η and this data defines a germ of normal crossing divisor germ H := θ −1 (SingS) at a point P ∈S with c ′ irreducible components, which correspond to the first c ′ elements of a system u 1 , . . . , u d of local coordinates at P . The subset of functions
is stable under multiplication and it is determined by the pair (S, H). The semigroup:
is an analytic invariant of the germ (S, 0) . He proved that the semigroup Γ ′ (S) is isomorphic to the projection Γ ′ π of the semigroup Γ by the map
The information encoded by the semigroup Γ ′ (S), completed in certain cases by the equisingularity type of certain transversal plane sections to the singular locus of S (a technique which is also used in [Gau2] ), is enough to recover a normalized sequence of characteristic monomials of some quasi-ordinary projection of (S, 0) .
-The first author and Gonzalez-Sprinberg gave also a completely algebraic proof of the analytic invariance of the sequence of normalized characteristic monomials, which passes through the invariance of the semigroup Γ π (see [GPGS] ). The approach is to use valuations defined in an intrinsic way from the quasi-ordinary germ (S, 0) . Those considered in that paper are the divisorial valuations associated to the irreducible components of the exceptional divisor obtained after blowing up the origin 0 ∈S, whereS denotes the normalization of S. Any of these valuations induces a filtration of O S with associated graded ring isomorphic to C[Γ π ], with a suitable graduation (notice here that the toric variety Z mentioned before is Z = SpecC[Γ π ]). These data determines the semigroup Γ π up to isomorphism by a theorem of Gubeladze (see [Gu] ).
Both papers [PP2] and [GPGS] used that the normalizationS of a quasi-ordinary singularity is a germ of normal toric singularity explicitly determined by the characteristic monomials (see [GP3] and also [PP2] ). The comprehension of the phenomena however was not completely satisfactory and unified, for instance it is not clear why in certain cases part of the topological information is missed in the combinatorial analysis of the preimage of the singular locus of S in S ′ . On the other hand in [GPGS] the use of the theorem of Gubeladze, though useful to prove the result, does not provide a deep insight on the reasons of the invariance.
1.5. The zeta function of geometric monodromy. Another motivation of this paper comes from the study of the zeta function of geometric monodromy of the germ f : (C d+1 , 0) → (C, 0), for f = 0 a quasi-ordinary hypersurface, which was done by McEwan and Némethi in [MN2] in the irreducible case and by these authors and González Pérez in [GPMN] in the general case. It was proven that the zeta function ζ(t) coincides with zeta function of
, if the coordinates are suitably chosen. This result was used by Artal, Cassou-Noguès, Luengo, and Melle in the proof of the Monodromy Conjecture for the local Igusa and motivic zeta functions of a quasi-ordinary polynomial in arbitrary dimension (see [ACLM] ).
The zeta function of geometric monodromy is not a complete invariant of the embedded topological type of the germ f = 0 if d > 1. Since quasi-ordinary hypersurface singularities generalize analytically irreducible plane curve singularities, for which the zeta function and the Poincaré series of its semigroup coincide, Némethi and McEwan state the following question in [MN1] :
"What is the right analog for d ≥ 2 of the Gusein-Zade, Delgado and Campillo result [GDC] ?" This question is also an important motivation for this paper.
1.6. Structure of the paper and results. We associate a Poincaré series to a finite sequence of monomial valuations ν = (ν 1 , . . . , ν r ), of a germ of complex analytic (or algebroid) singularity (S, 0) , when at least one of these valuations is centered at the origin and -the germ (S, 0) is a toric singularity of dimension d, defined by
d a finite type semigroup, at its special point, or, -the germ (S, 0) is an irreducible germ of quasi-ordinary hypersurface singularity of dimension d.
Both types of singularities are non necessarily normal and rarely isolated. In our context we can not use Campillo, Delgado and Gusein-Zade multi-index filtrations to define the Poincaré series by (2), as in [Lem] , since the vector space dimensions (1) may become infinite, if one of the monomial valuations is not centered at the origin. We deal with this difficulty by showing that monomial valuations are compatible, a notion which allow us to define a multi-graded ring,
associated to the analytic algebra O S of the germ by the sequence of monomial valuations ν = (ν 1 , . . . , ν r ), when at least one of them is centered at the origin. This condition also guarantees that the homogeneous component J(a) of this multi-graded ring are vector spaces of finite dimension over C. This is done carefully in section 4. Some of the methods introduced here might be of application to other classes of non isolated singularities. It should be noticed that the graded ring associated to an analytic algebra by the filtration induced by a divisorial valuation is not necessarily Noetherian (see examples in [CuS] and [CPG] ).
Then we define the Poincaré series of (S, 0) relative to the sequence ν as:
for t = (t 1 , . . . , t r ). This can be expressed as the Poincaré series of an extended semigroup associated with the multi-graded ring gr ν O S . The Poincaré series is a rational function in t with integer coefficients. We exhibit then the Poincaré series as an integral with respect to the Euler characteristic, of a function defined by ν, on the projectivization of the analytic algebra of the singularity (see Theorem 5.7 and 5.10).
In the toric case, our results generalize those obtained by Lemahieu [Lem] . In particular, if we assume that all the monomial valuations are centered at the origin our notion of Poincaré series, coincides a fortiori with the one introduced by Lemahieu [Lem] using a different definition based on (2).
The class of singularities we are dealing with, toric and hypersurface quasi-ordinary, possesses essential divisors which are invariant by the torus action of the normalization. These divisors define then essential divisorial valuations, which are monomial valuations. This characterization in different cases is done in [Bo] , [IK] , [I1] , [I2] and [GP4] . Since in our construction we need at least one valuation centered at the origin we combine two different notions of essential valuation, those centered at the origin and those centered at some component of the singular locus of S.
A detailed combinatorial description of the essential divisors in the quasi-ordinary case in terms of the structure of the singular locus of (S, 0) is given in section 6. Of essential use is Lipman's characterization of the singular locus of a quasi-ordinary hypersurface (see Theorem 3.8). The information on the normalized characteristic monomials provided by the essential valuations is encoded in a matrix M which is defined and studied in section 6.1.
If ν is the sequence of essential divisorial valuations, then the associated Poincaré series, P (S,0) , is an analytical invariant of the singularity. In the quasi-ordinary case we show that this Poincaré series has a unique short form as product/quotient of terms of cyclotomic form 1 − t a . The main result of this paper is the following (see Theorem 7.5). Theorem. The Poincaré series P (S,0) determines and it is determined by the sequence of normalized characteristic monomials of (S, 0) .
The proof is constructive, and passes trough the analysis of this short form of the Poincaré series, determining from it the dimension d, the number of codimension one components, the equisingular dimension c and finally the characteristic monomials by resolving a sequence of linear systems defined by certain minors of the matrix M. The proof is divided in two cases: the case d = 2 is simpler and similar to the one given in [PP1] . The case d > 2 is treated with different arguments depending on the number s 2 of essential divisors over codimension two irreducible components of the singular locus.
In comparison with the approach in [PP2] the combinatorial structure of the preimage of the singular locus in the orbifold S ′ , which is analyzed by an smart procedure of successive blow ups of smooth centers, missed the singularity type of the preimage of the components in the normalizationS. In our context the essential divisors keep record of this fundamental information. For instance, if there is only one irreducible component of the singular locus of S, which in addition is of codimension 2, and there is only one essential divisorial valuation over this component then (S, 0) must be isomorphic to the germ defined by
We find out that the Poincaré series characterizes equisingularity in an equisingular family of quasi-ordinary hypersurfaces (see Corollary 7.7).
In section 7.1 we compare the zeta function of geometric monodromy with the Poincaré series in the quasi-ordinary hypersurface case and we find out that the zeta function appears as a product of cyclotomic terms in the numerator or denominator of the rational function in one variable obtained by specializing the indeterminates t 1 , . . . , t p in one variable t. Corollary 7.9 gives a partial answer to McEwan and Némethi question H in [MN1] , and involves a new related question.
We finish the article with an example.
A reminder of toric geometry
We give some definitions and notations (see [O] , [Ew] or [Fu] for proofs). If N is a lattice we denote by M the dual lattice, by N R the real vector space spanned by N and by , the canonical pairing between the dual lattices N and M (resp. vector spaces N R and M R ). A rational convex polyhedral cone τ in N R , a cone in what follows, is the set τ := pos(a 1 , . . . , a s ) of non negative linear combinations of vectors a 1 , . . . , a s ∈ N. The cone τ is strictly convex if τ contains no linear subspace of dimension > 0. We denote by
A fan Σ is a family of strictly convex cones in N R such that any face of such a cone is in the family and the intersection of any two of them is a face of each. If τ is a cone in the fan Σ, the semigroup τ ∨ ∩ M is of finite type, it spans the lattice M and the variety
, which we denote by Z τ when the lattice is clear from the context, is normal. The affine varieties Z τ corresponding to cones in a fan Σ glue up to define the normal toric variety Z Σ . The torus
as an open dense subset and there is an action of T N on Z Σ which extends the action of the torus on itself by multiplication. We have a bijection between the relative interiors of the cones of the fan and the orbits of the torus action,
, which inverses inclusions of the closures. We denote the orbit orb Z Σ (τ ) also by orb(τ ) when the toric variety Z Σ is clear from the context. Let Λ be a sub-semigroup of finite type of a rank d lattice M := Λ + (−Λ) which it generates as a group. Any affine toric variety is of the form 
] by ν(φ) = min cu =0 n, u . If the vector v is primitive the valuation ν is a divisorial valuation, associated to the divisor D v corresponding to the ray vR ≥0 in any suitable subdivision Σ of σ, containing this ray. Then the composite of π Σ with the normalization map of Z Λ defines a toric modification in which the divisor D v appears and we have that the divisorial valuation associated to D v is equal to ν (see [Bo] , [BoGS] or [GPGS] ).
Quasi-Ordinary Singularities
A germ of algebroid hypersurface (S, 0) -ordinary projection) such that the discriminant locus is contained (germ-wise) in a normal crossing divisor. In suitable coordinates depending on this projection, the hypersurface (S, 0) 3.1. Characteristic data associated to a quasi-ordinary projection. We will suppose from now on that the germ (S, 0) is irreducible, i.e., the polynomial f is irreducible. In this subsection we recall some numerical data which are associated to the fixed quasi-ordinary projection, or equivalently to the quasi-ordinary polynomial f . We use these data to describe the singular locus and some invariants of the germ (S, 0) . The Jung-Abhyankar theorem guarantees that all the roots {ζ (l) } n l=1 of f , which are called quasi-ordinary branches, are fractional power series in the ring C{x 1/n } for x 1/n = (x 1/n 1 , . . . , x 1/n d ) and n := deg f ∈ Z ≥0 (see [Abh] ). Since the discriminant of f is equal to
is of the form a monomial times a unit in
. These monomials (resp. their exponents) are called characteristic or distinguished, of the quasi-ordinary polynomial f , i.e., these exponents depend on the quasi-ordinary projection considered.
The characteristic exponents can be relabelled in the form
where < means ≤ coordinate-wise and = (see [L3] ). Without loss of generality we relabel the variables x 1 , . . . , x d in order to have that if,
), where lex is lexicographic order.
Definition 3.1. The characteristic exponents determine the following nested sequence of lattices:
where M j := M j−1 + Zλ j for j = 1, . . . , g with the convention λ g+1 = +∞. The index n j of the lattice M j−1 in the lattice M j is > 1. We call n 1 , . . . , n g the characteristic integers associated to f (see [L3] , [GP1] , [GP2] and [PP2] ).
Since the polynomial f is irreducible, we can identify the analytic algebra
, for ζ any fixed quasi-ordinary branch ζ parameterizing (S, 0) .
We denote by N (resp. by N j ) the dual lattice of M (resp. of M j , for j = 1, . . . , g) and by σ ⊂ N R the cone spanned by the dual basis of the canonical basis of M 0 . With these notations we have that the homomorphism
which maps x i → X e i , for e i running through the primitive integral vectors of the lattice M 0 in the edges of σ ∨ , is an isomorphism of C-algebras since {e i } i=1,...,d is a basis of M 0 . Remark that X e denotes a monomial of the semigroup algebra, without making any reference to a choice of basis of the lattice. Since the exponents of the quasi-ordinary branch ζ belong to the semigroup σ ∨ ∩ M we obtain a ring extension
, which is the inclusion of O S in its integral closure in its field of fractions.
is the normalization map.
More generally the normalization of a germ of quasi-ordinary singularity, non necessarily hypersurface, is a toric singularity (see [PP2] ).
The elements of M defined by:
together with the semigroup
are associated with the quasi-ordinary polynomial f (see the introduction for more on the notion of semigroup in this case).
We have that for 1 ≤ j < g
where < means = and ≤ coordinate-wise. The equality
determines an element γ of the semigroup Γ π and any element of this semigroup has a unique expansion of the form (10), (see [GP2] Lemma 3.3).
Definition 3.4. The generating series of the semigroup Γ π is the series
Proposition 3.5. The generating series of the semigroup Γ π is a rational function:
where
Proof: We use the unique expansion form (10) of the elements of the semigroup:
Notice by construction the semigroup
Then, rewriting this expression using elementary properties of the geometric series gives the result.
In the plane branch case we have a similar computation (see [CDG1] ). If this is the case we say that the quasi-ordinary polynomial f or the associated quasiordinary projections are also normalized. Lipman showed how to associate a normalized quasi-ordinary polynomial f ′ , to a given quasi-ordinary polynomial f , in such a way that f = 0 and f ′ = 0 define the same germ and the characteristic exponents associated to f ′ , are related with those associated to f by certain inversion formulas (see [Gau2] Appendix or [L1] ).
Remark 3.7. We assume that the characteristic exponents and quasi-ordinary polynomials are normalized unless the contrary is stated.
Suppose that the reduced discriminant locus of the quasi-ordinary projection π :
The following result is a reformulation of part of Theorem 7.3, [L3] , using our notations. 
The graded ring associated with finitely many monomial valuations
We define a graded ring associated to the analytic algebra of a toric or a quasi-ordinary singularity by a sequence of toric divisorial valuations. We continue in this section to extend the approach and the results obtained in [GPGS] (corresponding to the case of a single valuation).
A discrete valuation ν of the field of fractions of a ring R, which is centered on R, defines a filtration of R with ideals I(b) = {φ ∈ R | ν(φ) ≥ b}, for b ∈ Z ≥0 . The associated graded ring is gr ν R := b≥0 I(b)/I(b + 1).
Suppose now that the ring R is graded over the semigroup Z r ≥0 , i.e., it is of the form:
where J(a) denotes the homogeneous component associated to a ∈ Z r ≥0 . In this case we say that R is multi-graded or simply that R is graded. In general an ideal I(b) ⊂ R associated to the valuation is not homogeneous with respect to the grading of R. 4.1. Toric case. Let (Z Λ , 0) be the germ of an affine toric variety at its zero orbit, which is assumed to exist. The normalization ZΛ is of the form ZΛ = Z σ,N .
Let v = (v 1 , . . . , v r ) be a finite sequence of non zero vectors in σ ∩ N, we consider then the graduation of the C-algebra C[Λ],
where the homogeneous terms H(a) are defined by:
We then h |v denotes the symbolic restriction of h to the face defined by the vector v on its Newton polyhedron (see [GPGS] ). Proposition 4.3. With the above notations the mapping:
extends to an isomorphism of graded rings:
on homogeneous elements by,
and in general if 0 = φ = ah a ∈ gr ν R is a sum of homogeneous terms 0 =h a ∈ J(a) then defineω
Then we have thatω = ω • ψ, henceω is a monomial valuation of gr ν R compatible with the graded structure.
Proof: For the first assertion see the proof of [GPGS] Proposition 3.2. For the second assertion we use that ψ is an isomorphism of graded rings, hence induces an isomorphism of homogeneous components: J(a) → H(a).
If 0 =h ∈ J(a) let us take a representative h 0 ∈ I(a) − I(a + 1), then we have ψ(h) = (h 0 ) |v ∈ H(a). Notice also that (h 0 ) |v +I(a+1) =h and that max{ω((h 0 ) |v +h ′ ) | h ′ ∈ I(a+1)} is reached, for instance, when h ′ = 0. This implies that on each homogeneous component J(a) we have thatω = ω • ψ. Notice now that both maps ω • ψ andω coincide on gr ν R. This implies thatω is a monomial valuation of gr ν R, with respect to the toric structure defined by ψ.
We callw an induced valuation on the graded ring gr ν R. 
such that ν i • ψ =ν i for i = 1, . . . , r.
Proof: We generalize the proof of Proposition 4.3 by induction on r. At step k we have by induction hypothesis a graded ring gr (ν 1 ,...,ν k ) R with valuationsν i , for i = 1, . . . , r and a graded isomorphismψ :
such that ν i •ψ =ν i , for i = 1, . . . , r. This implies thatν i can be seen as a monomial valuation of gr (ν 1 ,...,ν k ) R which is compatible with the graded structure. If k < r it follows from Proposition 4.3 thatψ induces a graded isomorphism:
which is given in homogeneous components, with the above notations by,
Notice that this is a natural way of extending the map ψ defined in Proposition 4.3, and makes ofψ an isomorphism of the graded rings quoted above. Then the last assertion on the induced valuations is implied by Proposition 4.3.
Remark 4.5. Taking a different order on the monomial valuations in Proposition 4.4 provides isomorphic pairs of graded rings with induced valuations. The graded ring gr ν (R) is graded on the semigroup
. Indeed, we have that a ∈ v, Λ if and only if J(a) = (0).
4.2.
Quasi-ordinary hypersurface case. Let (S, 0) be an irreducible germ of quasi-ordinary hypersurface given with a normalized quasi-ordinary projection π, inducing a toric structure on the normalization (S, 0) 
by the inclusion (7). The associated graded ring is gr ν O S = a≥0 J(a) where J(a) = I(a)/I(a + 1) and I(a) denotes the ideals of the filtration associated to ν. 
Proof: The sequence ν corresponds to a sequence of vectors v = (v 1 , . . . , v r ) in σ ∩N, with v 1 ∈ • σ ∩N. The assertion corresponding to the case of one monomial valuation, necessarily centered at the maximal ideal of R is similar to the statement of Proposition 4.3. For the proof see Proposition 3.2 of [GPGS] . Remark that the hypothesis, v 1 ∈ • σ ∩N, is essential in this case. The rest of the assertion follows formally from the proof of Proposition 4.4. 
The Poincaré series as an integral with respect to the Euler characteristic
Given a germ of affine toric singularity (Z Λ , 0) or an irreducible germ of quasi-ordinary singularity (S, 0) provided with a sequence of monomial valuations ν = (ν 1 , . . . , ν r ) (with at least one say ν 1 centered at the origin) we define a notion of Poincaré series from the extended semigroup associated with the graded ring gr ν R,
we show that this Poincaré series is an integral with respect to the Euler characteristic over the projectivization of R of certain function defined by ν.
Toric case.
We consider a notion of extended semigroup, Λ := {(a, φ) | a ∈ v, Λ , and φ ∈ J(a)}, associated to the graded ring
following Campillo, Delgado and Gusein-Zade (see [CDG1] , [GDC] , [CDG2] and also [Lem] ). The operation in the semigroup Λ is additive in the first entry and multiplicative in the second. The projection ρ : Λ → Z r has fibers ρ −1 (a) = J(a) if a ∈ v, Λ and ρ −1 (a) = {0} otherwise.
If L is a C-vector space we denote by PL its projectivization, notice that if the dimension of L is finite, then it is equal to the Euler characteristic χ(PL).
If the sequence of monomial valuations ν = (ν 1 , . . . , ν r ) corresponds to the sequence of vectors v = (v 1 , . . . , v r ), then our hypothesis is equivalent to v 1 ∈ • σ ∩N. This implies that for any a we have:
Definition 5.1. The Poincaré series associated to the germ (Z Λ , 0) and the sequence of monomial valuations ν:
Remark 5.2. We often denote P
, for v the sequence of vectors in σ ∩ N defining the sequence of monomial valuations ν. 
Then we have:
.
Proof: This is a direct consequence of the existence of a graded isomorphism between gr v R and C [Λ] v (see Proposition 4.4), since the number χ(PJ(a)) is equal to the dimension of the C-vector space J(a), which is isomorphic to H(a). It follows that this dimension is the number of elements in the set {λ ∈ Λ | v j , λ = a j , j = 1, . . . , r} (which is assumed to be finite for every a ∈ Z r ≥0 ).
Remark 5.4. The notion of Poincaré series associated to a finite number of monomial valuations on a toric variety Z
Λ was studied by Lemahieu [Lem] using only valuations centered at 0 ∈ Z [S] , apply to this particular case Theorem 8.20 [MiS] , or [Bar] 
Λ and the definition of multi-index filtration of the form (2). The same statement of Theorem 5.3 holds, with a different proof (see Theorem 1 in [Lem]). The definition of the Poincaré series presented here (when at least one of the vectors of the sequence v belongs to

Remark 5.5. It is well known that the generating series of the semigroup
Λ, P = X λ ∈ C[[Λ]
] is a rational function, i.e., it belongs to the ring of fractions of C[Λ] (see
for an algorithmic approach). It follows from Theorem 5.3 that the Poincaré series
is also a rational function in t. For any k ≥ 0 we denote by (16) J k R (ν 1 ) := R/I ν 1 (k + 1) the k-jet of functions in R, relative to the divisorial valuation ν 1 (where I ν 1 (k + 1) = {φ ∈ R | ν 1 (φ) ≥ k + 1}). This is the analogous for a smooth source of the classical k-jet of functions
The important fact is that ν 1 is centered at the origin, hence the k-jet space
The symbol P * L denotes the disjoint union of PL and a point * , for L a finite dimensional vector space. We have natural maps π k :
This notion is well defined since the map π k,k ′ over PJ
R is a locally trivial fibration, with fibers complex affine spaces of dimension d(k) − d(k ′ ). Let Φ : PR → G be a function with values in an abelian group G. We say that Φ is cylindric if for each g ∈ G, g = 0 the set Φ −1 (g) ⊂ PR is cylindric. The integral of the cylindric function Φ over the space PR with respect to the Euler characteristic is defined if the sum in the right-hand side of the following formula makes sense in G,
In this case we say that the function Φ is integrable. We apply this construction for G = Z [[t] ] and Φ := t ν , which is well defined on PR.
Theorem 5.7. With the above notations we have that:
This set is cylindrical since
, where H(a) is seen as a subset of J a 1 R (ν 1 ). Then it follows that
by the isomorphism H(a) → J(a) = ρ −1 (a) of Proposition 4.4. We have deduced that
. Remark 5.8. A fortiori it follows that the integral PR t ν dχ is independent of the valuation ν 1 centered at the origin, chosen among the sequence ν to define the cylinders of PR.
5.2.
The Poincaré series of a quasi-ordinary hypersurface. Let (S, 0) denote an irreducible germ of quasi-ordinary hypersurface defined by a normalized quasi-ordinary polynomial f , and with associated toric normalization of the form (S, 0) = (Z σ v (see (11)). It follows that:
for Γ π the semigroup associated to (S, 0) by the quasi-ordinary projection π (see section 3.1). We deduce from Proposition 3.5 and Theorem 5.3 that the Poincaré series expresses as the quotient of two polynomials in C[t], which are products of cyclotomic terms.
Corollary 5.9. We have that
We exhibit the Poincaré series as an integral with respect to the Euler characteristic of the projectivization of the space of the local ring O S . First we define the k-jet space of functions in R = O S , relative to the divisorial valuation ν 1 by (16). Then define cylindrical sets in PR and their Euler characteristic by using Definition 5.6. Then we have that:
Theorem 5.10. (17) hold. By remark 3.3 for any γ ∈ Γ π we fix an element φ γ ∈ R such that φ γ = X γ ǫ γ , with ǫ γ a unit in the integral closure of R. Then the set {φ γ | v, γ = a} has exactly dim C J(a) elements for any a, by Proposition 4.4. These elements have linearly independent images in the a 1 -jet space J
Then it follows that Φ −1 (t a ) is a cylinder and
We deduce that t ν is integrable and:
Essential divisors
In this section we recall the definition and characterization of essential divisors on germs of toric varieties and of quasi-ordinary hypersurface singularities. Using the divisorial valuations associated with essential divisors we define a Poincaré series as an analytic invariant of the germ section 7.
We give some definitions in the algebraic case. Let ψ i : W i → V be two modifications, with W i normal for i = 1, 2. If E ⊂ W 1 is a divisor then ψ −1 2 • ψ 1 is defined on a dense open subset E
• of E and we say then that the closure of ψ
is the center of the divisor E on W 2 . We identify frequently exceptional divisor with the associated divisorial valuation.
For a variety V , a resolution of singularities φ : V ′ → V is a modification, with V ′ smooth and such that φ is an isomorphism over V − SingV . If E is an exceptional divisor of φ then φ(E) ⊂ SingV , i.e., E is an exceptional divisor over the singular locus of V . If φ(E) is contracted to a point x ∈ SingV we say that E is an exceptional divisor over x. An exceptional divisor E over the singular locus of V (resp. exceptional divisor over a point x ∈ SingV ) is essential (resp. essential over x) if for all resolution φ :
In the normal toric case the essential divisors admit a combinatorial description shown by Bouvier, for essential divisors over 0-dimensional orbits (see [Bo] ), and by Ishii and Kollar in general (see [IK] ).
Let Z σ be an affine toric variety defined by a rational strictly convex cone σ ⊂ N R . We suppose that Z σ is not smooth. Recall that the singular locus of Z σ is the union of orbits corresponding to non regular faces τ of σ. We denote by σ the partial order on N defined by:
Proposition 6.1. (see [Bo] , [IK] ) (1) The essential divisors of the toric variety Z σ are the divisors corresponding to the minimal elements with respect to the order σ in the set
(2) The essential divisors over o σ are the divisors corresponding to the minimal elements with respect to the order σ in the set
By passing it is convenient to give the characterization of essential divisors of an affine toric variety of the form (V, 0) = (Z Λ , 0) for Λ a semigroup as in section 2. We denote by n :V → V the normalization map. We have that the essential divisors of V = Z Λ over 0 coincide with the essential divisors of its normalizationV = Z σ over the closed orbit. The key point to determine the essential divisors over the singular locus is that the preimage of the singular locus of V is union of orbits (the normalization map n been equivariant). Some of these orbits are contained in the singular locus of the normalizationV = Z σ,N , while other orbits are formed of non singular points. If τ is a regular face of σ we denote by v τ the sum of the primitive vectors of N lying in the edges of τ . The following description is due to Ishii (see [I1] ).
Proposition 6.2. Let us define
D ′ := {v τ | τ regular and orb(τ ) ⊂ n −1 (SingV )}.
Then the essential divisors of V over its singular locus are the divisors corresponding to the minimal elements with respect to the order σ in the set
The notion of essential divisor extend to the algebroid situation (see [I2] ). We describe precisely the essential divisors associated to an irreducible germ of quasi-ordinary hypersurface. Ishii proved that the essential divisors of (S, 0) over the origin coincide with the essential divisors of the normalization (S, 0) over the origin (see [I2] ), where (S, 0) = (Z σ,N , o σ ) by Proposition 3.2. For the essential divisors over the singular locus, the first author proved the following description, which is based on previous results of Ishii in [I2] and [I1] . The key point as in the affine toric case is that the preimage by the normalization map of the singular locus of S is the germ of certain union of orbits closures.
The statement of Proposition 6.2 is true when we replace the toric variety V by the germ (S, 0). 6.1. The essential matrix. Using the characterization of the essential valuations of (S, 0) we extract some more combinatorial information on the characteristic data associated with the quasi-ordinary polynomial f . The content of this section is a technical part needed to prove the main results of the paper in the next section.
We consider the ring extension
, which maps x i → X e i , and was introduced in Section 3.1. The orbit closures of codimension two correspond to two dimensional faces of σ of the form τ i,j := pos(u i , u j ) such that Z i,j is an irreducible component of the singular locus of (S, 0) . There are n g − 1 essential divisors over each codimension two component of SingS, where n g is the last characteristic integer of Definition 3.1.
• If n g > 2 any two vectors in
• If n g = 2 there is exactly one essential valuation over any irreducible component of the form Z i,j , which is defined by the vector (u i + u j )/2.
Proof: We use the notations and results on the structure of the singular locus, Theorem 3.8 (see [L3] Theorem 7.3 and Corollary 7.3.3) combined with the description of the essential divisors of Proposition 6.3.
We have a natural isomorphism of pairs
which is deduced from Remark 6.4 by the following argument: if v = (v 1 , . . . , v d ) ∈ τ i,j ∩N, for τ i,j a face of σ corresponding to a two dimensional component, then we have that v, γ k = 0
It follows immediately from this and Proposition 6.3 that there are exactly n g − 1 minimal vectors in the set • τ i,j ∩N with respect to the order σ , and if n g > 2 any two of these vectors are linearly independent. If n g = 2 then there is only one minimal vector v such that v i = v j = 1 and v k = 0 for k = i, j and then it follows that v = (1/2)(u i + u j ). Notice that in the quasi-ordinary case the cone τ i,j , corresponding to a codimension two component of the singular locus of S, is never regular for the lattice N.
Definition 6.6. We denote by w 1 , . . . , w s 1 (resp. w s 1 +1 , . . . , w s 1 +s 2 ) the sequence of integral vectors in σ ∩ N corresponding to essential valuations of the germ (S, 0) centered on codimension one (resp. two) components of SingS. We denote by w s 1 +s 2 +1 , . . . , w s 0 +s 1 +s 2 the sequence of integral vectors in • σ ∩N corresponding to essential valuations of (S, 0) over 0. We denote by p the number p = s 0 + s 1 + s 2 . We denote by w the following sequence of essencial valuations: (20) w := (w 1 , . . . , w p ).
In the case d = 2 notice that if the singularity is isolated, s 1 = 0, and the notions of essential valuations over the singular locus and over the origin coincide.
By Theorem 3.8 and Lemma 6.5 we have that:
Remark 6.7. Notice that s 0 ≥ 1 by definition of essential valuations of (S, 0) over 0. We denote by w, e j the vector ( w 1 , e j , . . . , w p , e j ). (1) The submatrix D := ( w i , e j ) 1≤i,j≤s 1 is diagonal with non zero determinant.
(2) The submatrices ( w i , e j ) 
1≤i≤p is of rank c if s 2 = 1. Proof: By Lemma 6.5 we have that w 1 = u 1 , . . . , w s 1 = u s 1 . Then the first assertion follows from this since u i , e j = 0 ⇔ i = j, for 1 ≤ i, j ≤ d.
By Lemma 6.5 we have that if s 1 + 1 ≤ i ≤ s 1 + s 2 then there are s 1 < j 1 < j 2 < c such that w i ∈ pos(u j 1 , u j 2 ). Then assertion 2 follows from:
Notice that 
is the intersection of the cone σ (resp. the lattice N) with the subspace spanned by {u 1 , . . . , u c }. This implies that the vectors w corresponding to essential divisors in σ are of the form w = w ′ + u c+1 + · · · + u d where w ′ corresponds to a vector defining an essential divisor in σ ′ . This shows statement 3. For assertion 4 we have that if s 2 ≥ 2 = c − s 1 the vectors w s 1 +1 , w s 1 +2 , viewed as forms on M, have linearly independent restrictions to the sublattice spanned by e c−1 , e c .
Otherwise if c−s 1 > 2 then the number s 2 is greater equal than the number of codimension two components of SingS, which is ≥ c − s 1 . It is easy to check the result using (21).
For statement 5 it is enough to verify the result in the case c − s 1 = 1 (and then s 2 = 0) by 1 and 4. The forms w 1 , . . . , w c−1 , w c , restricted to the subspace generated by e 1 , . . . , e c , are linearly independent by assertion 1, since w c ∈ • σ takes non zero value on e c , while w 1 , . . . , w c−1 vanish on e c .
The Poincaré series as an analytical invariant of the singularity
This definition of Poincaré series of the toric or quasi-ordinary hypersurface singularity depends obviously on the set of vectors v 1 , . . . , v r . However we get rid of this dependency by considering the Poincaré series associated with the essential valuations, which in this case are monomial valuations.
In the toric case we have:
is the Poincaré series associated to the sequence of essential valuations of (Z Λ , 0) over the singular locus together with the essential valuations of (Z Λ , 0) over the origin.
This series is well defined since any essential valuation over the origin corresponds to a primitive vector in
] is an analytic invariant of the germ (Z Λ , 0) up to permutation of the variables t 1 , . . . , t r . If (S, 0) is an analytically irreducible germ of quasi-ordinary hypersurface singularity we define an intrinsic notion of Poincaré series:
Definition 7.2. The Poincaré series P (S,0) of the germ (S, 0) is the Poincaré series associated to the sequence (20) of essential valuations of (S, 0) over the singular locus and the essential valuations of (S, 0) over the origin.
Remark 7.3. The indeterminates t = (t 1 , . . . , t p ) in Definition 7.2 are distinguished in groups as follows : If d > 2 then t 1 , . . . , t s 1 (resp. t s 1 +1 , . . . , t s 2 ) corresponding to the essential valuations w = (w 1 , . . . , w p ) over codimension one (resp. two) components of SingS, while t s 1 +s 2 +1 , . . . , t p corresponding to those essential valuations over the origin. If d = 2 we consider only two groups as in the case of essential valuations (see the remarks after Definition 6.6). The Poincaré series of (S, 0) is an analytic invariant of the germ (S, 0) , up to permutations of t 1 , . . . , t p respecting these groups of indeterminates introduced before.
Example 7.4. We consider the quadratic cones
(1) If d = 2 then there is only one essential valuation over the singular locus, which is reduced to the origin. It follows that the associated Poincaré series depends only on one variable t and we find that:
(2) If d > 2 then there are two essential valuations, one over the singular locus, and the other over the origin, corresponding respectively to the variables t 1 , t 2 in the associated Poincaré series
The main result of this paper is the following:
Theorem 7.5. The Poincaré series of an irreducible germ (S, 0) of quasi-ordinary hypersurface determines (and it is determined by) the sequence of normalized characteristic monomials of (S, 0) .
We analyze the terms appearing in the Poincaré series P (S,0) when the sum is obtained as in (18), from a normalized quasi-ordinary projection and the indeterminates t = (t 1 , . . . , t p ) are labelled as in Remark 7.3. Proof: The assertion one is trivial. By (9) we have that
(where < above means = and ≤ coordinate-wise). Since w s 1 +s 2 +1 ∈ • σ we deduce that (22) w, γ 1 < w, n 1 γ 1 < · · · < w, γ g < w, n g γ g .
A ray of the form R ≥0 γ j may contain only the vector e 1 in {e 1 , . . . , e d }, and if this is the case, since the quasi-ordinary projection is normalized, we have that e 1 < γ 1 = λ 1 and then (23) w, e 1 < w, γ 1 .
A cancellation between terms in the numerator and denominator of (18) implies the existence 1 ≤ j ≤ g and 1 ≤ i ≤ d such that:
(24) w, n j γ j = w, e i .
By definition γ j is an element in the Q-vector space generated by e 1 , . . . , e c . Then Proposition 6.10 number 3, implies that any such i has to be ≤ c, since some positive power of t k , for 1 ≤ k ≤ s 1 + s 2 divides t w,γ j . We distinguish two cases: -If s 2 = 1 there is no possible cancellation between terms in the numerator and denominator of (18) since the matrix ( w i , e j ) 1≤j≤c 1≤i≤p is of maximal rank c by Proposition 6.10.
-If s 2 = 1 and if 1 ≤ j < g and 1 ≤ i < c − 1 equality in (24) may not occur: the previous discussion implies that e i = e 1 but then (22) and (23) give a contradiction. By remark 6.7 number 2 we have that n g = 2 and
It is clear that this term is not equal to t w,n j γ j for j = 1, . . . , g − 1 while the exponent of t s 1 +1 in t w,2γg is equal to two by remark 6.7 number 2. No cancellation is possible in this case. Example 7.4 is a particular case of this situation. Now assertion 2 is clear. Statement 3 follows from Proposition 6.10, number 3, taking into account that if d > c then the column vectors w, e c , w, e d of M w f may be equal. The statement 5 is similar. The first statement in assertion 4 follows from Proposition 6.10, number 3 and 4. The second statement follows from Remark 6.7 and a simple computation.
Finally, no other cyclotomic term appears with multiplicity > 1 since Proposition 6.10 number 5 implies that the column vectors w, e j j=1,...,c are linearly independent and determine w, λ i by linearity over Q (see Remark 6.9).
Proof of Theorem 7.5 After eventual simplification we have that by Lemma 7.6 the Poincaré series of S expresses uniquely in the form:
where d is the dimension of S and g is the number of normalized characteristic exponents.
By (22) we can relabel if necessary in order to have β 1 < · · · < β g . It may happen that the ray β 1 R ≥0 contains several of the α i or at most one. We denote in the first case by α 1 the smallest (coordinate-wise) and by α d+1 the following one with this property. In the second case we denote by α d+1 the unique exponent with this property. By Lemma 7.6 we have that n 1 α d+1 = β 1 for n 1 > 1. We repeat the procedure relabelling if necessary in order to have that n i α d+i = β i for i = 1, . . . , g. Notice that the integers n 1 , . . . , n g are characteristic integers associated with the normalized characteristic exponents of (S, 0) . We deal first with the case d > 2. The Poincaré series distinguish the s 2 indeterminates corresponding to the essential divisors over a codimension two component of the singular locus of (S, 0) (see Remark 7.3).
-If s 2 ≥ 2 we have that by Lemma 7.6 the term 1−t s 1 +s 2 +1 · · · t p appears in the denominator of P (S,0) with multiplicity d − c. This determines c. Notice that by Remark 6.7 the case c − s 1 = n g = 2 is excluded. We relabel then the exponents α 1 , . . . , α d in such a way that
The matrix M, which has columns the vectors α 1 , . . . , α c , is equal to ( w i , e j ) 1≤j≤c 1≤i≤p up to a permutation of the columns, by Lemma 7.6. By Proposition 6.10 number 5 the matrix M is of maximal rank c. The linear equation Mλ = α d+j has exactly one solution, which give the first c coordinates of γ j , eventually under a fixed permutation, for j = 1, . . . , g. We recover the vectors γ 1 , . . . , γ g in the minimal sequence of generators of the semigroup Γ π ⊂ Q d by adding to each solution d − c zeroes in order to have a d-tuple and relabelling the coordinates of the resulting vectors in such a way that (6) holds. Formula (8) determines from these data the normalized sequence of characteristic exponents.
-If s 2 = 0 then by Lemma 7.6 the term 1 − t s 1 +1 · · · t p appears in the denominator of P (S,0) with multiplicity d − c ′ where c ′ ∈ {c − 1, c}. We relabel the exponents α 1 , . . . , α d in such a way that those corresponding to t s 1 +1 · · · t p appear with the highest index (as in (25) above). By Lemma 7.6 the matrix M, with columns the vectors α 1 , . . . , α c ′ is equal to ( w i , e j ) 1≤j≤c ′ 1≤i≤p , up to a permutation of the columns. By Proposition 6.10 number 5 the matrix M is of maximal rank c ′ . In order to determine c we study the linear equation Mλ = α d+g . If this equation has no solution then c = c ′ + 1 and then we replace M by the matrix, denoted with the same letter, with columns the vectors α 1 , . . . , α c ′ +1 . In this case this matrix is equal to ( w i , e j )
, up to a permutation of the columns, and it is of rank c ′ + 1 = c, by Proposition 6.10 number 5. Then in both cases the linear system Mλ = α d+j has exactly one solution for j = 1, . . . , g from which we recover the normalized characteristic exponents as in the previous case.
-If s 2 = 1 then the term 1−t s 1 +2 · · · t p appears in the denominator of P (S,0) with multiplicity d − c and the term (1 − t s 1 +1 · · · t p ) appears also with multiplicity 2 or 3. We relabel the exponents α 1 , . . . , α d in such a way that those corresponding to the monomial t s 1 +2 · · · t p appear with the highest index (as in (25) above) followed by those exponents corresponding to the monomial t s 1 +1 · · · t p . Notice that we can distinguish these monomials in the Poincaré series by remark 7.3. We denote by ξ ′ the s 1 -tuple obtained from ξ ∈ Q p by keeping only the first s 1 coordinates. By Lemma 7.6 the matrix M, with columns the vectors α ′ 1 , . . . , α ′ s 1 is equal to ( w i , e j ) 1≤j≤s 1 1≤i≤s 1 , up to a permutation of the columns. By Proposition 6.10 number 1 we have that M is then of maximal rank s 1 . The linear equation Mλ = α ′ d+j has exactly one solution, for j = 1, . . . , g − 1, which give the first c − 2 = s 1 coordinates of γ ′ j , eventually under a fixed permutation, for j = 1, . . . , g. We form d-tuples from these terms putting zeroes in the new coordinates for j = 1, . . . , g − 1. For j = g we put two new coordinates equal to 1/2 and the remaining ones equal to zero (we use Remark 6.7, Theorem 3.8 and Formula 8). Then the proof finish as in case s 2 ≥ 2.
Finally we deal with the surface case. If the singularity is normal it is isolated hence it follows that s 1 = 0, c = 2 and the essential valuations over the singular locus coincide with the essential valuations over the origin. In this case the singularity is isomorphic to y n − x 1 x 2 by [L3] . It is a A n−1 singularity possessing n − 1 exceptional divisors in the minimal resolution, all of them essential divisors corresponding to integral lattice vectors pair-wise linearly independent if n > 2 (see [Fu] ). If n = 2 then there is only one of such exceptional divisor in the minimal resolution and hence only one essential valuation (see Example 7.4). If the singularity is not normal then its singular locus of S has one or two irreducible components. If we have two components then the assertion is consequence of Lemma 6.5: the corresponding vectors w 1 = u 1 , w 2 = u 2 are obviously linearly independent. Otherwise if there is only one component, corresponding the vector w 1 = u 1 , then we have that the vector w p ∈ • σ is linearly independent with w 1 . In any of these cases,with the exception of the quadratic cone y 2 = x 1 x 2 , the matrix M with columns the vectors α 1 , . . . , α 2 is equal to a permutation of the columns of ( w i , e j ) 1≤j≤2 1≤i≤p . Since this matrix is non singular we recover the vectors γ 1 , . . . , γ g , up to a fixed permutation of the coordinates by resolving the linear systems Mγ = α 2+i for i = 1, . . . , g. Then we conclude as in the previous cases. .
Notice that the procedure is completely algorithmic once the reduced form of the Poincaré series is given, and uses only elementary linear algebra operations.
Let (S, 0) ⊂ (C d+1 , 0) be an irreducible germ of quasi-ordinary hypersurface singularity defined by a normalized quasi-ordinary polynomial f ∈ C[[x 1 , . . . , Notice that the minimal possible value of d ′ in Corollary 7.7 is equal to c, the dimensional type of (S, 0). 7.1. The Poincaré series and the zeta function. In this section we compare the zetafunction of geometric monodromy of an irreducible quasi-ordinary polynomial function f : (C d+1 , 0) → (C, 0) with the Poincaré series of the germ f = 0 at 0, for d ≥ 2. This zeta function is studied by McEwan and Némethi in [MN2] . See also [GPMN] for a description when f is not irreducible.
We suppose that f ∈ C{x 1 , . . . , x d }[y] is a normalized irreducible quasi-ordinary polynomial, with characteristic exponents λ j = (λ j,1 , . . . , λ j,d ) ∈ Q d for j = 1, . . . , g.
Theorem 7.8. (Theorem A. McEwan, Némethi[MN2] ) The zeta function of geometric monodromy of f : (C d+1 , 0) → (C, 0) is equal to: ζ(f )(t) = ζ(f | x 2 =···=x d =0 )(t).
More precisely, there are two cases:
A: If λ 1,2 = 0 then we have that ζ(f )(t) = 1 − t n with n = deg y (f ). B: If λ 1,2 = 0 and if i 0 denotes the maximum among those index 1 ≤ i ≤ g such that λ i,2 = 0 let h(x 1 , y) ∈ C{x 1 , y} be the irreducible series with the Puiseux expansion y = λ i ≤λ i 0 x 1 λ i,1 then we have that ζ(f )(t) = ζ(h)(t n/n 1 ...n i 0 ).
Denote by P the result of substituting the indeterminates t 1 , . . . , t p by t in the Poincaré series P (S,0) . Remark that P coincides with the Poincaré series P 
1 − t w,n j γ j 1 − t w,γ j Notice that the cyclotomic factor (1 − t 3 2 t 9 1 ) appears in both numerator and denominator of (26). This does not contradicts Lemma 7.6 since the quasi-ordinary projection is not normalized (see section 3.1). We obtain then the sort form of the Poincaré series a quotient of products of cyclotomic polynomials,
