Credit risk assessment model for Jordanian commercial banks: Neural scoring approach  by Bekhet, Hussain Ali & Eletter, Shorouq Fathi Kamel
Aa
p
m
c
f
p
i
©
J
K
1
T
t
c
s
d
i
c
d
r
W
i
d
P
1
B
hAvailable  online  at  www.sciencedirect.com
ScienceDirect
Review of Development Finance 4 (2014) 20–28
Credit risk assessment model for Jordanian commercial banks: Neural
scoring approach
Hussain Ali Bekhet ∗, Shorouq Fathi Kamel Eletter
Graduate Business School, College of Graduate Studies, Universiti Tenaga Nasional (UNITEN), 43000 Kajang, Selangor, Malaysia
bstract
Despite the increase in the number of non-performing loans and competition in the banking market, most of the Jordanian commercial banks
re reluctant to use data mining tools to support credit decisions. Artificial neural networks represent a new family of statistical techniques and
romising data mining tools that have been used successfully in classification problems in many domains. This paper proposes two credit scoring
odels using data mining techniques to support loan decisions for the Jordanian commercial banks. Loan application evaluation would improve
redit decision effectiveness and control loan office tasks, as well as save analysis time and cost. Both accepted and rejected loan applications,
rom different Jordanian commercial banks, were used to build the credit scoring models. The results indicate that the logistic regression model
erformed slightly better than the radial basis function model in terms of the overall accuracy rate. However, the radial basis function was superior
n identifying those customers who may default.
 2014 Africagrowth Institute. Production and hosting by Elsevier B.V.   
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.  Introduction
Credit loans constitute a cornerstone of the banking industry.
he performance of credit department in good standing guaran-
ees profitability and stability of a bank. Therefore, screening the
ustomer’s financial history and financial background is a very
ignificant factor before making any credit decision and is a key
eterminant in reducing credit risk (Bekhet and Eletter, 2012).
Credit risk is the most critical and the biggest challenge fac-
ng banks’ management. In fact, risk estimate is a major factor
ontributing to any credit decision, and the inability to precisely
etermine risk adversely affects credit management. In addition,
isk affects both approved and unapproved financing decisions.
hen credit manager approves a loan, he/she risks the possibil-
ty that the customer may be unable to repay his/her obligation.∗ Corresponding author. Tel.: +603 8928 7326.
E-mail addresses: profhussain@uniten.edu.my,
rbekhet1953@hotmail.com (H.A. Bekhet).
eer review under responsibility of Africagrowth Institute.
879-9337 © 2014 Africagrowth Institute. Production and hosting by Elsevier
.V. 
ttp://dx.doi.org/10.1016/j.rdf.2014.03.002
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onversely, when loan is rejected, there is a risk of losing a
otentially profitable customer to competitors and the risk of
pportunity cost. Hence, credit risk evaluation is essential before
aking any lending decision.
Lahsasna et al. (2010) emphasized that credit risk decisions
re key determinants for the success of financial institutions
ecause of huge losses that result from wrong decisions. Poor
valuation of credit risk can cause money loss (Gouvea, 2007).
u et al. (2010) stressed that credit risk assessment is the basis
f credit risk management in commercial banks and provides
he basis for loan decision-making. Furthermore, Angelini et al.
2008) stressed that risk continues to provide a major threat
o successful lending despite advancements in credit evaluation
echniques and portfolio diversification. Due to the significance
f credit risk, a number of studies have proposed embracing
ata mining tools in banks to improve their risk assessment
odels and hence increase the prediction accuracy of exist-
ng models (Akkoc, 2012; Chen and Huang, 2003; Gao et al.,
006; Huang et al., 2006; Malhorta and Malhorta, 2003; Martens
t al., 2007; Tsai and Wu, 2008; West, 2000). Artificial neu-
al networks, genetic algorithms, genetic programming, support
ector machines, and some hybrid models have been used to
valuate credit risk with promising results in terms of perfor-
ance accuracy.
Commercial banks in Jordan are regarded as vitally impor-
ant and competitive financial organizations that seek profit by
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roviding various financial services to households and business
rms while managing different types of risk. Consequently, risk
aking is often viewed as the basic driver for financial behav-
or and profitability (Bekhet and Eletter, 2012). In addition, the
anking sector contributes significantly to the Jordanian GDP
n average by 20% of the country’s GDP during 2000–2010
CBJ, 2002, 2006, 2010; Bekhet and Eletter, 2012; Khrawish,
011). However, the ratio of non-performing loans to total
oans has rapidly increased and reached 7.9% in 2010 com-
ared to 4% in 2007 (Association of Banks in Jordan, 2010).
his reflects a slowdown in the country’s economic activities
s a consequence of the global financial crisis. The rise of
he ratio for non-performing loans indicates that some clients
re trying to delay paying their financial obligations to banks.
uch a situation will increase credit risk and might cause
ocal financial crisis. In fact, bad loans and foreign currency
peculations had led to the bankruptcy of Petra Bank (the
hird largest Jordanian bank) in 1989 and the bankruptcy of
rade and Credit Bank in 1991 (CBJ, 1988, 1989, 1990, 2010,
011).
As a matter of fact, loan application evaluation at the Jorda-
ian banks is subjective in nature. This entails reviewing each
oan application manually, which imposes biases including per-
onal insights, knowledge, and intuition of the credit manager.
his method nevertheless has been replaced in a few banks by
redit scoring models or a combination of objective and subjec-
ive reviews to make proper credit decisions. In fact, subjective
ecision-making in lending institutions might cause financial
risis or distress. Simultaneously, credit risk assessment is sig-
ificant in reducing manual errors in credit decisions. On the
ther hand, banks store data about their customers in data ware-
ouses which can be viewed as hidden knowledge assets that
an be accessed and utilized through data mining tools. How-
ver, despite the increase in the number of non-performing loans
nd competition in the banking market, most of the Jordanian
ommercial banks are unwilling to use data mining tools to sup-
ort credit decisions. Nevertheless, credit managers at Jordanian
anks need to develop more effective models to improve the clas-
ification accuracy of credit risk decisions, and recently, artificial
eural networks (ANNs) represent a statistical technique and an
uspicious data mining tool that have been used successfully in
lassification problems in many domains.
Therefore, the aim of the current study is to explore the
ffectiveness of two credit scoring models in the Jordanian
ommercial banks. Radial basis function (RBF) and logistic
egression model in evaluating credit applications were used.
he paper also aims to investigate the superiority of the RBF
odel over logistic regression in screening out potential default-
rs. Furthermore, using data mining techniques in application
valuation would improve credit decision effectiveness and
ontrol loan officer tasks, as well as save analysis time and
ost.
The structure of the paper is as follows: Section 2 discusses
he credit scoring models. Section 3 introduces the literature
eview. Section 4 defines the data sources and definitions of
ariables. Section 5 describes the methodology and models
hile Section 6 presents the experimental results and relevant
C
e
Mvelopment Finance 4 (2014) 20–28 21
iscussion. Finally, Section 7 provides the conclusions and rec-
mmendations for further research.
.  Credit  scoring
Credit scoring is a group of decision models and their under-
ying techniques which give support to lenders when providing
redit to customers (Heiat, 2012; Thomas et al., 2002). In addi-
ion, credit scoring model is a decision support system that helps
he managers in financial decision-making process. Chen and
uang (2003) stated that with the rapid development in credit
ndustry, credit scoring models are used on decisions related to
redit admission evaluation. These models are developed to clas-
ify credit applications as “accepted” or “rejected” with respect
o applicants’ characteristics such as age, income, and marital
tatus. An application is accepted or rejected based on expecta-
ion that the applicant is able or not able to repay his financial
bligation. Besides, they emphasized that creditors can build
lassification rules using previous accepted and rejected appli-
ations. Furthermore, they are used to predict borrower’s credit
isk (Thomas, 2000; Yap et al., 2011). The objective of the credit
coring model is to determine credit applicant’s capacity to repay
nancial obligations by evaluating the credit risk of loan appli-
ation (Emel et al., 2003; Lee et al., 2002). Credit scoring is a
ystem that aims to classify loan applications; those that have
igh probability of fulfilling financial obligations are classified
s “good” and those that have low probability of fulfilling finan-
ial obligations are classified as “bad” (Akkoc, 2012; Gao et al.,
006; Lahsasna et al., 2010; Lee et al., 2002; West, 2000). In
ddition, Khashman (2010) pointed out that application scoring
s one of the two credit scoring tasks which use financial and
emographic information of credit applicant in order to classify
oan application into “good” or “bad” risk groups.
However, it is necessary to rely on models and algorithms
ather than human judgment in consumer lending because of the
ast number of decisions involved (Khandani et al., 2010). This
ighlights the need for accurate decision support model for credit
dmission evaluation and also for monitoring the ongoing health
f credit customers (West et al., 2005). A small improvement in
he accuracy of the credit decision might reduce credit risk and
ranslate into important future savings (Chen and Huang, 2003;
and and Henley, 1997; West, 2000; West et al., 2005; Tsai and
u, 2008; Lahsasna et al., 2010). In the light of that, credit sco-
ing has been studied widely in accounting and finance literature
ecause of its impacts in lending decisions and profitability of
nancial institutions (Tsai and Wu, 2008).
Usually, a credit scoring model is built using statistical tech-
iques such as linear discriminant analysis (LDA) and logistic
egression (LR). However, artificial neural networks (ANNs) are
ntroduced as promising data mining tools that provide an alter-
ative to statistical techniques in building credit scoring models.
urthermore, artificial neural networks have recently been used
uccessfully in different business applications (Akkoc, 2012;
hen and Huang, 2003; Eletter, 2012; Gao et al., 2006; Huang
t al., 2004a; Khashman, 2010; Malhorta and Malhorta, 2003;
artens et al., 2007; Tsai and Wu, 2008; West, 2000).
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definition, coding, type, and descriptive of each these variables
were shown in Table 1.2 H.A. Bekhet, S.F.K. Eletter / Review
.  Literature  review
Many studies have been emphasizing on the use of data min-
ng techniques such as statistical techniques, artificial neural
etworks, and many others in business applications. The current
aper will survey the latest studies to highlight the importance
f utilizing data mining techniques to build credit scoring mod-
ls that support credit decision in the Jordanian commercial
anks.
Artificial neural networks (ANNs) have been used in many
usiness applications in problems such as classification, pattern
ecognition, forecasting, optimization, and clustering. ANNs are
istributed information-processing systems composed of many
imple interconnected nodes inspired biologically by the human
rain (Eletter, 2012). Paliwal and Kumar (2009) asserted that
NNs have been applied widely in research focused on pre-
iction and classification in a mixture of fields’ applications.
hey viewed neural networks and traditional statistical tech-
iques as competing model building tools. Angelini et al. (2008)
ointed out that ANNs have emerged effectively in credit scoring
ecause of their ability to model non-linear relationship between
 set of inputs and a set of outputs. They viewed ANNs as black
oxes because it is impossible to extort any symbolic infor-
ation from their internal configurations. Khashman (2010)
mployed neural networks to credit risk evaluation using the
erman dataset. Three neural network models with nine learning
chemes were developed and then the different implementation
utcomes were compared. The experimental results showed that
ne of the learning schemes achieved high performance with an
verall accuracy rate of 83.6%. Similarly, Angelini et al. (2008)
eveloped two neural networks credit scoring models using Ital-
an data from small businesses. The overall performance assured
hat neural networks can be applied successfully in credit risk
ssessment.
Witkowska et al. (2004) used multilayer perceptron and RBF
etworks to classify customers into “good” or “bad” credit
isk. They stressed that ANNs are useful tools for supporting
ecision-making in financial institutions. Gao et al. (2006) used
eed forward neural network with a structured tuning particle
warm algorithm to optimize the structure and weights for the
etwork simultaneously. The training algorithm improved data
andling efficiency and generalization ability of the neural net-
ork. The results showed that the fitting classification model
as reduced the creditor’s risk and thereby provides a promis-
ng alternative for credit analysis system. Additionally, Malhorta
nd Malhorta (2003) used a collective dataset of twelve credit
nions to evaluate the ability of ANNs in classifying loan appli-
ations into “good” or “bad”. The effectiveness of the ANNs
odel in screening loan applications was compared with multi-
le discriminant analysis (MDA) models. They found that neural
etwork models outperformed the discriminant analysis model
n identifying potential loan defaulters.
In their study, Jagric et al. (2011) emphasized that a bank’s
ain challenge is to build up new credit risk models withigher predictive accuracy. They stressed on using ANNs to
onstruct a credit scoring model because of its ability to cap-
ure non-linearity in financial data. They developed a credit
c
avelopment Finance 4 (2014) 20–28
ecision model using learning vector quantization (LVQ) neu-
al network for retail loans and logistic regression model for
enchmarking. A real life dataset from Slovenian banks was
sed. The results showed that LVQ model outperformed the
ogistic model and achieved higher accuracy results in the vali-
ation set. Boguslauskas and Mileris (2009) further asserted
hat ANNs and logistic regression are the most efficient, widely
sed methods for credit risk measurement. They described rates
f credit risk estimation models and their calculation for the
nalysis of Lithuanian enterprises credit risk. They stressed that
eural networks models achieved higher rates of classification
ccuracy.
Recently, Blanco et al.  (2013) used the multilayer perceptron
eural network (MLP) to develop a specific microfinance credit
coring model. They compared the performance of the MLP
odel against three statistical techniques: linear discriminant
nalysis, quadratic discriminant analysis, and logistic regres-
ion. The MLP model achieved higher accuracy with lower
isclassification cost. The findings confirmed the superiority
f the MLP over the parametric statistical techniques.
In another study, Bensic et al. (2005) tried to characterize
he main features for small business credit scoring and com-
ared the performance using logistic regression (LR), neural
etwork (NN), and classification and regression trees (CART)
n a small dataset. The results showed that the probabilistic NN
odel achieved the best performance. Furthermore, the find-
ngs provided new knowledge about credit scoring modeling in
 transitional country. Additionally, West (2000) examined the
otential of five neural network architectures in credit scoring
ccuracy and benchmarked the results with traditional statisti-
al methods: linear discriminant analysis and logistic regression,
nd other non-parametric methods: decision trees, kernel density
stimation, and nearest neighbor. The results showed that neu-
al networks credit models were able to improve credit scoring
ccuracy from 0.5 to 3%. Moreover, Koh et al.  (2006) asserted
hat the best performing credit scoring models are obtained using
ogistic regression, neural network, and decision tree.
.  Data  collection  and  variable  deﬁnition
Drawn from the existing literature, we employ a pooled data
f both accepted and rejected applications from different Jorda-
ian commercial banks for the 2006–2011 period.1 The number
f observations from each bank was concealed in order to protect
he confidentiality of the banks. The data content is composed
f 492 cases. In the provided sample, 292 (59.3%) applications
ere credit worthy while 200 (40.3%) applications were not.
he data collection resulted in the total of 13 variables: seven
ariables were scale while six variables were categorical. The1 An alternative approach of building a credit scoring model is to use a binary
lassification of good vs. bad firms, where good firms are those that have survived
nd bad are those that went bankrupt.
H.A. Bekhet, S.F.K. Eletter / Review of De
Table 1
Proposed variables for building the credit scoring model.
Variable Type Variable definition
Age, A Scale Applicant’s age
Gender, G Binary Male or female
Total income, TI Scale Total monthly income, and used log
for transformed it.
Company’s type, CT Binary Applicant works in a credible
company or not
Guarantor, GU Binary Existence of alternative source of
repayment if required
Loan amount, LA Scale Loan amount, and used log for
transformed it.
Loan purpose, LP Nominal For different purposes: car, housing,
and personal commitments, i.e.
Education, marriage, etc.
Period with current
employer, PE
Scale Job experience with current employer
Duration of credit, D Scale Loan duration in months
Nationality, N Binary If the applicant is Jordanian or
foreigner?
Interest rate, IR Scale Real interest rate
Debt payment ratio,
DPR
Scale Total debt divided by total income
(i.e. DPR measures the applicant’s
repaying ability: high DPR ratio
points to high credit risk, whereas
low DPR ratio points to a good credit
application).
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et al., 2004b). A typical RBF network comprises of three lay-redit decision, CD Binary 1 for accepted/good application & 0
for rejected/bad application.
The dependent variable was the credit decision (CD), a binary
ariable with two values 1 for accepted application or 0 for
ejected application. The tendency to work with only two values
accepted” or “rejected” applications is noticed by many studies
Hand and Henley, 1997; Thomas et al., 2002; Lee et al., 2002;
ensic et al., 2005; West et al., 2005; Huang et al., 2006; Abdou
t al., 2007; Tsai and Wu, 2008; Khashman, 2010; Akkoc, 2012;
ap et al., 2011; Blanco et al., 2013). Categorical variables were
onverted into numerical values in order to be utilized by neural
etwork model. All scale variables were standardized using the
escaling of covariates option in SPSS to improve the network
raining. SPSS software (version 20) was used to perform the
nalysis for the current study.
.  Research  methodology
.1.  Logistic  regression  model
Logistic regression (LR) is a predictive model widely used
n classification. According to Thomas (2000), LR is a linear
egression in which the target variable is a non-linear function
f the probability of being good. In addition, he stressed that
he classification results of LR model are sensitive to correla-
ions between the independent variables. Therefore, variables
sed in developing the model should not be strongly corre-
ated. Lahsasna et al. (2008) asserted that the non-linearity of
he credit data decreases LR accuracy. Furthermore, Yap et al.
2011) stressed that LR credit scoring model aims to determine
he conditional probability of each application belonging to one
e
f
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lass, i.e. good or bad given the values of the explanatory vari-
bles of the credit applicant. Lee and Chen (2005) supported this
iew by stressing that each application will be assigned only to
ne class of the dependent variable.
However, the logistic regression model limits generation of
he predicted values of the dependent (response) variable to lie
n the interval between zero and one. Logistic regression is a
ommon modeling technique that classifies between two groups
sing a set of predictor variables (Akkoc, 2012). The LR model
s represented as in Eq. (1).
n(pi/1 −  pi) =  β0 +  β1A +  β2G +  β3TI +  β4DPR
+ β5LA +  β6IR + β7LP +  β8PE +  β9DM
+ β10GU +  β11N +  β12CT +  ε  (1)
pi is the probability of being good for a particular customer,
, which is also a function of the predictor variables, Xi (age,
ender, total income, DPR, loan amount, interest rate, loan pur-
ose, period in months with current employer, duration in month,
uarantor, nationality, and company’s type) that represent the
pplicant’s characteristics. β0 is the intercept, βj = 1, .  .  ., 12) are
he coefficients associated with the corresponding predictor xi
i  = 1, .  .  ., 12); (ln(pi/1 − pi)) represents the credit decision (CD),
nd ε is errors’ terms. Multicollinearity is unfavorable feature of
ogistic regression, but it is not critical issue because the credit
coring is developed for prediction. Multicollinearity can be
iagnosed using VIF (VIF = 1/(1 −  R2)). Furthermore, Gujarati
2003, p. 359) stated that correlations above 0.80 are crucial.
evertheless, in the current research correlation between pre-
ictor variables were considered and the highest correlation was
0.6 (correlation matrix was provided in Appendix).
.2.  Radial  basis  function  scoring  model
Artificial neural networks (ANNs) are fruitful non-linear
odeling tools. ANNs have a biologically inspired capability
hat mimics processing capabilities of the human brain (Cao
nd Parry, 2009). ANN is capable to learn from examples. A
eural network model is composed of a number of process-
ng units called neurons cooperating across different layers
Akkoc, 2012) and connected through several connections or
eights.
The feed forward is a popular neural network architecture
sed in many applications. The feed forward architecture implies
hat neurons are organized in layers in a layered network. Simul-
aneously, information flows from source to destination through
he net. RBF is a popular architecture of multilayer feed forward
eural network which produces a predictive model for a target
ariable based on a set of predictor variables. The benefit of the
BF network is that it uses local approximations to find the input
o output map and it needs fewer training cases as well (Huangrs: input layer, hidden layer, and output layer. The input layer
eeds network inputs; the hidden layer remaps inputs to make
hem linearly separable; then the output layer performs linear
2  of Development Finance 4 (2014) 20–28
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Table 2
Change in −2 log likelihood ratio.
Variable Change in −2 log
likelihood
df P value
Loan purpose, LP 11.81 2 0.003
Company type, CT 17.77 1 0.000
Guarantor, GU 11.22 1 0.003
Debt payment ratio, DPR 142.02 1 0.000
Duration in months, DM 5.93 1 0.005
Interest rate, IR 7.99 1 0.005
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the hypotheses [null hypothesis (H0: βi = 0) and the alterna-
tive hypothesis (H1: βi /=  0)] for each particular variable. The
findings show that all variables have a statistically significant
Table 3
Omnibus tests of model coefficients.
Chi-square df Sig.
Step 74 H.A. Bekhet, S.F.K. Eletter / Review
eparation (Xie et al., 2011). Bruzzone and Fernandez (1998)
ointed that training RBF neural network is carried out in two
teps. The connection weights between input and hidden layers
re determined first. And then the connection weights between
idden and output layers are found using a supervised algorithm
hile trying to minimize the sum of squares error function.
Therefore the basic computation in the RBF networks is per-
ormed as follows.
After input layer feeds, the predictor variables are the hidden
ayer. Each hidden neuron receives a p-dimensional input vector,
, of all inputs in the input layer, then it computes the Euclidian
istance between a weight vector, W, (centers of hidden neu-
ons) and input vector, X  (i.e. d =  |X  −  W|). Subsequently, each
idden neuron produces Ø(d) to the output layer where Ø(·) is
 transfer (activation) function such as soft max, Gaussian, etc.
Bruzzone and Fernandez, 1998; Memarian and Balasundram,
012). The output layer has a linear transfer which is responsible
f producing the predicted value, Y. Therefore, Y  is the weighted
inear combination m  radial basis functions and is expressed as
n Eq. (2).
 =
m∑
j=1
Wjφ(d) +  W0 (2)
here m  refers to the number of hidden neurons, Wj is the con-
ection weight between the jth hidden neuron and the output
ayer, and W0 is the bias term (Xie et al., 2011) for each neuron
n the output layer (Memarian and Balasundram, 2012). Finally,
he output layer produces an outcome, Y. West (2000) stated that
he output, Y, is calculated only from the radial basis function
hose weights (centers) are close to the input vector, X, i.e.
hen the distance, d, is small or close to zero. The activation
unction is a symmetrical function with a maximum value equals
. Therefore, the output increases as the distance, d, decreases.
nformation transmitted outside the net is statistically referred to
s dependent variable (Akkoc, 2012). The outcome of the out-
ut neuron is the solution of the problem. Moreover, the neural
etwork learn the desired relationship between the independent
nd dependent variables using a representative training set of
input, target) pairs. The net compares the actual output, Y, with
he desired output, T, and if it is not satisfied then it adjusts the
onnection weights during training in an iterative process until
 desirable result is reached.
In the current study, the input layer has 18 neurons, which
qual the number of covariates (seven in this case) plus the total
umber of factor levels; a separate neuron was created for each
ategory of gender, loan purpose, nationality, company  type,  and
uarantor. Likewise, the output layer has two neurons with iden-
ity activation function; a separate neuron was created for each
ategory of the credit decision. The automatic architecture selec-
ion in the SPSS chose six neurons for the hidden layer with
oftmax activation function. The number of hidden neurons was
etermined as the best number of hidden units that minimizes
he sum of squares error in the testing set.otal income, TI 5.54 1 0.019
.  Results  analysis
.1.  Logistic  regression  credit  scoring  analysis
In the current study, 440 cases were used to build the logistic
egression scoring model and 52 cases were used to evaluate
he developed model. In addition, the forward stepwise method
as used in order to extract the most influential variables for
odel building. Hence, variables were added to the model on
equential steps. At each step, a variable with the largest score
tatistic and whose significance value is less than 0.05 was added
o the model. Additionally, each variable added to the model
hould have change in the −2 log likelihood ratio of probability
ess than 0.05.
Table 2 shows that only seven predictor variables out of
2 were significant and most influential to the credit decision
P value < 0.05). These variables are: loan purpose, company
ype, guarantor, DPR, duration in months, interest rate, and total
ncome.
Table 3 presents the chi-square result that tests the signif-
cance of the LR model. It provides statistical evidence that
here exists relationship between the selected variables and the
ependent variable (credit decision, CD). It shows that the prob-
bility of the chi-square (288.280) is less than 0.05. Therefore,
he null hypothesis (βi = 0) that there is no relationship between
he predicted variables (as listed in Table 2) and the dependent
ariable (CD) is rejected. Hence, it can be confirmed that there
xists a relationship between the selected variables and the credit
ecision.
Table 4 reveals the Wald Statistic results that provide a sta-
istical evidence of the presence of relationship between the
D and each predictor variable entered into the model (as
hown in Table 2). The Wald Statistic test was used to examineStep 5.538 1 0.019
Block 288.280 8 0.000
Model 288.280 8 0.000
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Table 4
Variables in the model.
Variables β S.E. Wald df Sig. Exp. (B)
Loan purpose 9.893 2 0.007
Loan purpose 1, LP1 −1.89 0.759 6.178 1 0.013 0.15
Loan purpose 2, LP2 −1.21 0.544 4.943 1 0.028 0.30
Company type, CT −3.54 1.143 9.588 1 0.002 0.03
Guarantor, GU −2.58 0.881 8.544 1 0.003 0.08
Debt payment ratio, DPR −.9.68 1.028 88.732 1 0.000 0.00
Duration in months, DM −0.01 0.004 6.082 1 0.014 0.99
Interest rate, IR −33.66 11.907 7.99 1 0.005 0.00
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function was used as the stopping criterion.
Table 8 presents the classification results for the RBF model.
The overall classification rate in the training and the testing
Table 6
Case processing summary.
Frequency %
Sample
Training 440 89.4
Testing 52 10.6
Valid 492 100.0
Excluded 0
Total 492
Table 7
Model summary.
Training
Sum of squares error 57.775
Percent incorrect predictions 19.1%
Training time 00:00:02.236otal income, TI −1.28 0.546 
onstant 14.47 2.563 
elationship and impact on the credit decision (Sig. < 0.05).
dditionally, the coefficients (βi′s) can be used in Eq. (1) to
alculate the probability of accepting or rejecting an applica-
ion. However, the sign of each βi determines the direction of
he relationship between each variable and the credit decision.
n fact, those variables with positive βi increase the likelihood
f a yes answer (accept) to an application, while variables with
egative βi will decrease the probability of accepting an appli-
ation. This suggests that an increase in the values of DPR, DM,
nd IR will decrease the probability of accepting an application.
Additionally, Table 5 summarizes the classification capability
f the LR model. The correct predictions are presented in diago-
al cells while the off diagonal cells have the wrong predictions.
t can be observed that 79.6% of the rejected applications were
lassified correctly, 88.4% of the accepted applications were
lassified correctly and overall, the correct classification rate of
he LR model was 84.8% with a 0.5 cut-off point.
Furthermore, the developed model was tested using a testing
ubset of 52 cases (19 rejected applications and 33 accepted
pplications) that was not used to create the model. The overall
lassification rate for the testing sample was 90.4%. In fact,
he LR credit scoring model performed better when classifying
ccepted applications (97%) than classifying bad applications
78.9%).
.2.  RBF  credit  scoring  functionThe RBF credit scoring model was built using the same
ataset used in developing the LR model and the 12 indepen-
ent variables. Table 6 shows that the dataset were partitioned
able 5
ogistic regression classification results.
bserved Predicted
Model building cases Testing Cases
CD % Correct Target % Correct
Rejected Accepted Rejected Accepted
D
Rejected 144 37 79.6 15 4 78.9
Accepted 30 229 88.4 1 32 97
Overall % 84.8 90.4
T
T
R
S
T
T5.503 1 0.019 0.28
31.872 1 0.000 1,930,182.42
nto two subsets: 89.4% of the cases were used for training and
0.6% for model testing.
The network comprises of three layers: input layer with 18
eurons, hidden layer of six neurons, and output layer of two
eurons. Table 7 displays the model summary in which the per-
entage of incorrect prediction in the training and testing sets
as 19.1% and 13.5%, respectively. The sum of squares erroresting
Sum of squares error 6.621
Percent incorrect predictions 13.5%
able 8
BF Classification.
ample Observed Predicted
Rejected Accepted % Correct
raining Rejected 159 22 87.8
Accepted 62 197 76.1
Overall % 50.2 49.8 80.9
esting Rejected 16 3 84.2
Accepted 4 29 87.9
Overall % 38.5 61.5 86.5
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Table 9
Independent variables importance.
Variable Importance Normalized
importance
(%)
Gender, G 4.3 28.3
Loan purpose, LP 4.5 29.6
Company’s type, CT 5.2 33.7
Guarantor, GU 4.2 27.6
Nationality, N 4.6 30.0
Age, A 11.1 72.8
Debt payment ratio, DPR 15.3 100.0
Loan amount, LA 11.8 77.3
Total income, TI 10.6 69.1
Period in months with current employer, PE 9.3 61.0
Duration in months, DM 10.9 71.1
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m
sification models. In addition, it represents the percentage ofnterest rate, IR 8.3 54.3
ample was 80.9% and 86.5%, respectively. However, the RBF
odel correctly classified: 87.8% of rejected applications and
6.1% of the accepted applications of the training set. Also in
he testing set, 84.2% of rejected applications and 87.9% of the
ccepted applications were classified correctly.
Table 9 shows the importance and the normalized importance
f all variables in the RBF model. The importance of an inde-
endent variable measures how much the network’s predicted
alue varies for different values of the independent variable.
he results show that DPR scored the highest importance, fol-
owed by loan amount, age, duration in months, and total income.
owever, DPR scored 15.3%, which indicates that DPR strongly
a
i
r
Fig. 1. Normalized importance fovelopment Finance 4 (2014) 20–28
nfluence the predicted value of the model (credit decision).
n the other hand, guarantor has the lowest importance level
f 4.2% which suggests that guarantor has no influence on the
BF predicted value of the credit decision. Normalized impor-
ance in column 3 is the importance values divided by the
PR’s importance value (highest importance) and displayed as a
ercentage.
Fig. 1 reveals the descending ranking of the importance
nd normalized importance values. It suggests that the vari-
bles DPR, loan amount, age, duration in months, and total
ncome have high effect on how the network classifies credit
pplications, whereas guarantor has the least influence on credit
ecision. However, the way in which the independent variables
re correlated to the predicted value of the credit decision is not
bvious. Based on commonsense, one could guess that a larger
mount of DPR points to a higher probability to reject the credit
pplication being rejected.
.3.  Comparing  performance  of  different  credit  scoring
odels
The classification accuracy rate, as well as Type I and Type
I errors for the two models are reported in Table 10. In general,
lassification accuracy rate is the most common quantitative
easure used in evaluating the predictive accuracy of clas-pplications that are classified correctly (Abdou et al., 2007). It
s evident from Table 10 that the overall classification accuracy
ate for the LR model is higher than the overall classification
r the independent variables.
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Table 10
Classification results.
Model Sample Classification
rate (%)
Overall % Type I
error (%)
Type II
error (%)
LR Training 84.8 85.4 11.6 20.4
Testing 90.4 3.0 21.1
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lBF Training 80.9 81.5 23.9 12.2
Testing 86.5 12.1 15.8
ccuracy rate for the RBF (85.4% against 81.5%) with an accu-
acy improvement of 3.9%. However, it is interesting to note
hat the individual group accuracy rate of the two models vary
reatly (see Tables 5 and 8). For the accepted applications, the
R is more accurate than the RBF (88.4% vs. 76.1%) for the
raining set and (97% vs. 87.9%) for the testing set. In contrast,
hen predicting rejected applications the RBF outperformed the
R (84.2% vs. 78.9%) for the training set and (87.8% vs. 79.6%)
or the testing set. This indicates that the RBF is better and more
owerful than the LR in screening bad applications.
Furthermore, Type I error results occur when a good applica-
ion is misclassified as a bad application. In contrast, Type II error
esults when a bad application is incorrectly classified as good
pplication (credit risk). Additionally, it is believed that type II
rror is more costly and has higher impact (Kurum et al., 2012;
est, 2000; Yap et al., 2011). As reported in Table 10, the LR has
ower Type I error than the RBF (11.6% vs. 23.9%) for the train-
ng set and (3% vs. 12.1%) for the testing set. Conversely, RBF
ype II error is lower than the LR (12.2% vs. 20.4%) and (15.8%
s. 21.1%) for the training and testing samples, respectively. A
G LP CT GU N A 
G 1
LP 0.05 1
CT 0.02 0.14 1
GU 0.05 −0.05 −0.11 1
N −0.04 0.07 −0.02 0.02 1
A 0.01 −0.04 −0.09 −0.01 0.03 1
DPR 0.09 −0.07 −0.01 −0.02 −0.01 0.06 
LA 0.09 0.02 −0.02 −0.09 −0.06 0.07 
TI 0.06 0.19 0.03 −0.12 0.03 0.08 
PE −0.03 −0.03 −0.03 −0.05 0.04 0.57 
D 0.13 −0.26 −0.23 0.04 −0.17 −0.01 
IR −0.09 −0.37 −0.20 0.16 −0.04 0.01 
CD −0.06 0.34 0.25 0.07 0.10 −0.12 velopment Finance 4 (2014) 20–28 27
Furthermore, the non-parametric nature of the RBF model is a
ey deficiency in explaining the strength and the direction of the
elationship between the input variables and the credit decision,
nd as a consequence makes it hard to justify the credit decision.
.  Conclusions  and  further  research
Both models (LR and RBF) have shown promising results
nd it can be concluded that there is no an overall best model for
redit application evaluation. The LR performed better than the
BF with regard to the overall classification rate. On the other
and, the RBF model outperformed the LR model in screening
ejected applications, identifying potential defaulters and hence
inimizing Type II error. As mentioned earlier, accepting the
ad applications is more costly to the financial institution. This
eans extending credit to those customers who have a high
robability of default which could lead to financial distress and
usiness failure.
The current paper provides insights into the potential and lim-
tation of using two quantitative models: the RBF and the LR for
redit scoring applications in the Jordanian commercial banks.
he results suggest that the LR is more accurate and interpre-
ive than the RBF model although the RBF showed encouraging
esults for screening bad applications. However, the decision on
he best model is up to the bank’s management. Furthermore,
his study proposes a further study that compares between dif-
erent types of ANNs with other statistical techniques such as
inear discriminant analysis and decision trees.
ppendix  A.  Correlation  matrix  for  the  variables
DPR LA TI PE D IR CD
1
0.43 1
0.27 0.52 1
−0.07 −0.01 −0.03 1
0.23 0.29 −0.04 0.04 1
−0.50 −0.54 −0.46 0.11 −0.09 1
−0.58 −0.17 −0.06 0.03 −0.30 0.07 1
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