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Sufficient conditions for existence and nonuniqueness of positive solutions of 
the singular boundary value problem g(x) g”(x) + h(x) = 0, -k < x < 1, k > 0, 
g’( -k) = C, g(1) =0 are obtained. Also, it is proved that the solutions with 
g(-k)> -Ck (for CcO) and g(-k)>(k/2)J-2h(-k) (for C>O) are unique. 
Furthermore, it is shown numerically that for h(.u)=.u there are exactly two 
solutions for the problem. cn 1991 Academic Press, Inc. 
1. INTRODUCTION 
Blasius [3] considered the boundary-layer flow past a flat plate and 
obtained analytical solutions for the boundary-layer equations using 
similarity transformations. Later Bairstow [ 11 and Goldstein [lo] 
modified the solution of the problem considered by Blasius. Numerical 
solutions of the Blasius equation have been obtained by Topfer [ 171 and 
Howarth [ll]. Subsequently Weyl [ 191 established the existence of a 
unique solution by using a function theoretic technique. 
Using Crocco variable transformation [8], Callegari and Friedman [S] 
developed an analytical solution for the incompressible flow of a uniform 
stream past a semi-infinite flat plate at zero incidence. Subsequently, 
Callegari and Nachman [6] obtained results for uniqueness and analyticity 
for boundary value problems corresponding to the flow behind weak 
expansion and shock waves and for the flow above a moving conveyor belt 
by standardizing the initial conditions. Recently, Vajravelu, Soewono, and 
Mohapatra [IS] studied the above two problems (see [S, 61) under the 
influence of suction and injection and developed an alternative procedure 
to obtain existence and uniqueness of solutions since the standardization 
technique failed to yield appropriate results. 
Klemp and Acrivos [14] studied the Blasius problem when the plate 
moves in the direction opposite to that of the main stream. Subsequently 
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Hussaini and Lakin [12] showed that the solutions of such boundary-layer 
problems exist only up to a certain critical value of the velocity ratio 
parameter. Analyticity of the solutions were studied by Hussaini, Lakin, 
and Nachman [ 133. 
Since the effects of suction (or injection) on the boundary-layer flow is 
of interest in increasing (or reducing) the drag force and in controlling the 
boundary-layer separation (see [16]), we study the problem of Hussaini, 
Lakin, and Nachman [ 131 under the effect of suction/injection. Existence, 
nonuniqueness, and analyticity results are established for a class of 
boundary value problems from which results of [12, 131 can be obtained 
as a special case. Furthermore, the analytical results are compared with 
numerical solutions in Section 6. The numerical evidence reveals the 
existence of exactly two solutions. 
2. FORMULATION OF THE PROBLEM 
Consider a moving porous flat plate aligned with a uniform flow of 
constant speed U, and moving in the direction opposite to that of the 
stream. The boundary-layer equations for the flow are 
au au a2u 
Uz$Vy=vdyt7 
g+gy=o, 
(2.1) 
(2.2) 
where X and Y axes are taken along and perpendicular to the plate and the 
other symbols have their usual meanings. The appropriate boundary condi- 
tions are 
u= -u,, v= V,(X) at Y=O, 
(2.3, 1, 2, 3) 
u-t u, as Y-tco. 
In terms of the stream function $ defined by 
u = a*fa Y, v= - a*/ax, 
Eq. (2.1) becomes 
a* w a* ajb a’$ -----=v- 
ayaxay ayay2 ay3’ 
and Eq. (2.2) is satisfied automatically. Defining new variables, 
rl= Y( U,/2vX)‘J2 and $ = (2vXU, P2 f(V), 
(2.4) 
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Eq. (2.4) and the boundary conditions (2.3, 1, 2, 3) can be written as 
f”’ + ff” 4 0, (2.5) 
f=-c, f'=-k at q=O, 
(2.6, 1, 2, 3) 
f'-1 as v-+z, 
where k= UJU,, the velocity ratio parameter and C= V,.(~X/VU,)“~, 
the suction/injection parameter. Here C can be positive, negative, and zero. 
Physically C > 0 means the injection of fluid into the boundary layer and 
CtO implies the suction of the fluid from the boundary layer. 
Using Crocco variable formulation, that is, in terms of shear stress 
g( = f “) as the dependent variable and tangential velocity x( =f’) as the 
independent variable, Eq. (2.5) and the boundary conditions (2.6, 1, 2, 3) 
can be written as 
g(x) g”(X) + x = 0, (2.7) 
g’( -k) = C and g(l)=O, k > 0. (2.8, 1, 2) 
A general form of (2.7 and 2.8,1,2) for the case k = 0 and C = 0 has been 
studied in [4, 9, 151 in the form of 
y”+f(x, y)=O, 
UY(O) - BY’(O) = 0, 
Yv(l)+~y’(l)=O, 
wheref: (0, 1) x (0, co) 3 (0, co) is continuous and lim,.,,, f(x, Y)= cc. It 
has been shown that this problem under appropriate conditions onf(x, y) 
has a unique positive solution. 
In what follows we study the existence, uniqueness, and analyticity 
results for the system 
g(x) g”(X) + 0) = 0, -k<x<l, (2.9) 
g’(-k)=C and g(l)=& k>O (2.10, 1, 2) 
(where h is a continuous and increasing function defined on [I-k, m) 
satisfying 
M* l-4 < Ih(x)l GM, 1x1 for -k<x<l 
and lim X _ ,(h(x)/x) 2 M) which arises in the study of the compressible 
laminar boundary layers over a semi-infinite flat plate with zero incidence 
in a uniform stream. 
409/159/l-17 
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Note that h(x) changes sign at x = 0. When h(x) = x and C = 0, we get 
the results of Hussaini and Lakin [ 121 and Hussaini, Lakin, and Nachman 
[ 131. In Sections 3 and 4, we prove the existence and nonuniqueness of the 
solutions. And in Sections 5 and 6 we present the numerical results. 
3. MAIN RESULTS 
Consider a boundary value problem 
g(x) g”(x) + h(x) = 0, -k<x<l, (k > O), (3.1) 
g’(-k)=C and g(l)=09 (3.2) 
where h is a continuous and increasing function defined on C-k, 03) 
satisfying 
M, 1x1 G P(x)1 GM, 1x1 for -k<x<l, (3.3) 
and 
lim ho>M > 
x-02 x 
(3.4) 
for some positive constants M,, M2, and M. The above growth restrictions 
on h are crucial to the proof of Lemma 5. For a special case when h(x) = x, 
we have M, = M, = M= 1. The second inequality in (3.3) is naturally 
satisfied when h is continuously differentiable, although this is not needed 
in the theorems. The first inequality in (3.3) may be improved by replacing 
Mz 1x1 by M, Ixln f or some positive number n without changing the idea 
of the proofs of the results. 
We are interested in positive solutions g in C-k, 1); therefore (3.1) can 
be written as 
h(x) g”(x) = - - 
g(x)’ 
-k<x<l. (3.5) 
Instead of solving (3.1) and (3.2) directly, we consider the initial value 
problem 
h(x) g”(x) = - - 
g(x)’ 
-k<x 
g(-k)=a>O, g’( -k) = c. (3.7) 
This formulation of the problem is an adaptation of the shooting 
technique (see the general idea in [2, Chap. 21). The problem now is to 
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find a > 0 such that the solution g of (3.6) and (3.7) is defined and positive 
on C-k, 1) and lim,,,- g(x)=O. 
Concerning the existence and uniqueness of the positive solution g of 
(3.6) and (3.7), it can be remarked that by using standard techniques the 
following result (Theorem 1) can be established. 
THEOREM 1. For any C and tl > 0, the initial value problem (3.6), (3.7) 
has a unique positive solution g on its maximal interval of existence 
C-k, x:). Moreover g(x,*) = 0. 
In the next two theorems we show that the boundary value problem (3.1) 
(3.2) has at least two solutions, This shows a d!fferent behavior of the solu- 
tions from the case when -k 2 0 where the solution is unique (see [S, 6, 12, 
13, IS]). 
THEOREM 2. Zf C < 0 and M,, M,, k satisfy 
(i) -C2 n M, 
(ii) jyk sh(s) ds < 2M,/27 
(iii) k > M&M, ,/!A, 
then the boundary value problem (3.1), (3.2) has a monotonic decreasing 
solution with c1> - Ck and another solution with a negative local minimum 
point and a positive maximum point with c1< - Ck. 
THEOREM 3. [f C > 0 and 
a, E+a,E+b,< 1, 
where 
a,=Ck+kJ’Kk, 
and 
bz=& [a:+J a‘i-t-2M2a,a21, 
2 
then the boundary value problem (3.1), (3.2) has at least two solutions, one 
with cy > (k/2) J’m and the other with c1< (k/2) J - 2h( - k). Both 
256 SOEWONO, VAJRAVELU, AND MOHAPATRA 
solutions are increasing from -k to its positive maximum point p and 
decreasing in (/?, 1). 
Remark. The conditions in Theorem 3 are satisfied if C and k are 
sufficiently small. For C = 0 and h(x) = x, the conditions are reduced to 
k < l/(4 + a). 
THEOREM 4. If C<O and 
(i) -C>JA4,(k+(1/2)k2) 
(ii) l”k s/z(s) ds d 2M,/27 
(iii) k > M,/rcMz fi 
(iv) 2k2 + (4/3)k3 c 2M,/M2, 
then the boundary value problem (3.1), (3.2) has exactly one monotonic 
decreasing solution with a > - Ck. 
THEOREM 5. If C> 0 and in additiorz to the conditions in Theorem 3, C 
and k satisfy 
(i) d, 2 k JM,(l/2 -t (1/3)k) 
(ii) d2 < (k/2) dq, 
where 
then the boundary value problem (3.1), (3.2) has exactly one solution with 
a > (k/2) ,/q. 
Remark. The conditions in Theorem 5 are satisfied if C and k are 
relatively small. Numerical evidence shows that the second solution is 
also unique for C > 0 and C < 0 although we are not able to prove this 
conjecture. 
4. PROOFS OF THE RESULTS 
Since M > 0, the standard existence theorem (see [7]) gives a unique 
positive solution of (3.6), (3.7) on its maximal interval of existence 
C-k, x,*), In this interval, (3.6), (3.7) is equivalent to 
(4.1) 
g( -k) = ~1. (4.2) 
The following lemma is needed to prove our results. 
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LEMMA 1. For any C and any IX > 0, we have x,* > 0. Zf C > 0, the strict 
inequality x,* > 0 occurs. 
Proof. For C>,O, g’ is positive, increasing, and bounded from above 
by C - (l/a) Jtk h(s) ds in c-k, x,), where x0 = min(O, x,*). Since 
g”(x) = - h(x)/g(x) is decreasing in [ -k, x,), g(x) is bounded by 
- (h( - k)/2cr)(x + k)2 + C(x + k) + sl, for -k d x < x,,. By definition of 
maximal interval of existence we conclude that x,* > 0. For C < 0, suppose 
x,* < 0. We have from (4.1), g’(x) is initially negative and increasing. If 
lim x _ + g’(x) > 0, then the argument in the case of C 3 0 implies x: > 0. 
However, lim,Y _ + g’(x) ~0 implies g(x,*) =O. Using the fact that 
g”(x) > 0 for -k < x < x,*, we have 
g(x) d 
a(x,* -x) 
x,*+k =f(x) for -kdx<x,*. 
But this implies 
as x + x,* which contradicts g’(x) < 0 for -k < x < x:. 
LEMMA 2. For any fixed C, x, is a continuous function of a. 
Proof of this lemma is similar to that of Lemma 2 in [ 181. 
LEMMA 3. For fixed C, x,* -+ a3 as CI + m. 
Proof For C > 0, g(0) >g( -k) = tl and for C < 0 and c( large, 
g(0) > c( + Ck. Therefore, if CI is large, the solution g of (3.6), (3.7) will 
intersect the line y = 1 at ~i,~ >O and g(x)> 1 for -k<x<x,,,. Then we 
can follow the proof of Lemma 3 in [ 181. Integrate (4.1) over [ -k, x ,,,I; 
1 = a + c(x, + k) - jy; (x1,‘,.r,’ h(s) ds. 
Since g(x) > 1 on [ -k, x),~] we have from the last equation 
s x1.x C(x,,,+k)+a-l< (x~.z -s) h(s) & -k 
which implies that x1 oL -+ cc as a -+ cc and consequently x,* -+ cc as a --) cc; 
otherwise the right side of the above inequality is bounded while the left 
side is unbounded. 
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LEMMA 4. If C-co, ct= -Ck and 
(i) -C>m 
(ii) syk A(s) ds ,< 2M,/27, 
then x,*-cl. 
Prooj For a > - Ck, since g”(x) > 0 for -k & x < 0, we have 
Therefore 
dx)>a+C(x+k) for -k<x<O. 
The assumption on h in (3.3) implies 
d(O) G 
C2-MMlk 
C 
60 if -c>m. 
This implies g’(x) < 0 for -k <x < 0. For a = - Ck, integrate 
[-k, 01; we have 
(4.1) over 
or 
(4.4) 
Next we find a bound for x,* for a = - Ck. Since g”(0) = 0, we obtain a 
majorant f of g given by 
1 a-%(x-E)2, &<X<X,* g(x) <f(x) = a, O<X<&, 
where E = (a2/2M,) ‘I3 The function f intersects the x-axis at . 
x=e+a&=3(&)1’3G1 
if a2 < 2MJ27. This completes the proof of Lemma 4. 
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Remark. From Lemmas 2, 3, and 4, we have the existence of a solution 
of (3.1), (3.2) with c1> - Ck, if C and k satisfy the conditions in Lemma 4. 
The following lemma is needed for the existence of a second solution for 
c-co. 
LEMMA 5. Suppose C and k satisfy the conditions in Lemma 4. !f 
k > M&M, $, then a second solution g of (3.1), (3.2) exists with 
0 < c1< - Ck. Furthermore, g has a negative local minimum point and a 
positive maximum point. 
Proof. If a is small enough, since C is negative, g attains its local mini- 
mum at y, -k < y < 0. This follows immediately from Lemma 1 and (4.1). 
Consider now the solution g of (3.6), (3.7) in C-k, y] with c( small enough. 
Since g(x) d 01 for -k < x d y, we have from (4.1) 
-C= -e,$ds> -$jIkh(s)ds. 
This implies y + -k and therefore g(y) -+ 0 as c[ -+ 0. Consider now the 
solution g of (3.6), (3.7) for small CI in [y, 01. We have from (4.1) 
The solution g is increasing in [y, 01 and 
g(x)<f(x)= -M, 
MY 1 i 
(~-+~}. 
I 
Therefore (4.5) yields 
&T(Y) o 
g’(0) 2 - s 
4s) 
M,Y ;a (S-d2-2g2(WW 
> 2M2 g(y) 
’ M,Y i 
Y Jq arc tan - Y J--?IM, 
g(Y) fi J?(Y) Jz 
+iln(y2--F/(s)j 
=${J~arctan-~~~M1+g+ln(l-~)}. 
1 
Using the result that y -+ -k and g(y) + 0 as x + 0, we have from the last 
inequality 
- 
(4.6) 
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Similarly, integrating (4.1) over [y, O], we have 
Then we have 
(4.7) 
For small CI > 0, we have from (4.6) g’(0) >O. Following the proof of 
Theorem 1, g attains its maximum at j? > 0 and intersects the x-axis at x,*. 
Let x1 > 0 be such that g(xr) =g(O). Then integrate (4.1) over [0, x1] to 
get 
g(x,) = g(o) -t- gyo)xl - J;’ (xl --;;jh(S) A, 
or 
g’(0)x, = J;’ (x1 -$+ ds 
1 J 
XI 
QC)O 
(~~-~)h(s)dsQ~. 
6dO) 
Therefore 
XI 2 &g(O) g’(O)/M,. 
We conclude from (4.6), (4.7), and (4.8) 
(4.8) 
if k > M&M, ,,h. 
The conclusion of Lemma 5 follows immediately from Lemma 2, 
Lemma 4, and (4.9). 
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Proof of Theorem 2. It follows immediately from Lemmas 1, 2, 3, 4, 
and 5. The following lemmas are needed to prove Theorem 3. 
LEMMA 6. Let C > 0 and g be the solution of (3.6), (3.7) with 
ci = (k/2 ) J’-. Zf 
where 
a,=CktkJm 
.,;c+!p 
b,g+GT 
and b,=(l/M,)[ai+ a~+2M,a,a,], then xz < 1. 
Proof. We first derive upper bounds for g(0) and g’(0). We have for 
-k<x<O 
g(x) <f(x) = -v (x+k)*+C(x+k)+rl. 
By use of (3.3) and the choice of CC, we have from the last inequality 
g(0)sa+Ck-k2h:;k)<Ck+k~~=rr,. (4.10) 
Again use (3.3) and g(x)>g(-k) for -k<x<O in (4.1) to obtain 
2 
s 
0 
g’(0) < c- 
k,l’-2ho -k 
h(s) ds 
Next, the 
(3.5) over 
obtain 
bounds for fl and g(p), where g’(p) = 0, are derived. Integrate 
[0, fl] and use the inequality g(0) <g(x) < g(/?) for 0 <x < @ to 
(4.11) 
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and 
g(P) <g(O) + k’(0). 
From (4.1) and (3.3) we have 
which gives 
g(0) g’(0) > Car + $M*k*. 
Combine (4.12), (4.14), and (3.3) to get 
$M, ,!?’ 3 g(0) g’(0) > cc( + ;M,k’, 
or 
(4.13) 
(4.14) 
(4.15) 
Combine (4.12), (4.13), and (3.3) to get 
;MzP2 <g’(O) g(B) <g(O) g’(0) + pg’(0)2 
or 
P Q &- L-d(O)* +&(0)4 + 2M2 g(O) g’(O)l. 
2 
By use of (4.10) and (4.11), the last inequality is reduced to 
D<- ; [a;+Jm]=b,. (4.16) 
2 
The last step is to find an upper bound for x,*. Since g is dominated by 
f(x) =g(B) - 2g(B) !I!$~)’ for p<x<x,“, 
we have 
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Use (4.10), (4.11), (4.13), (4.15), (4.16), and (3.3) to conclude 
x:~P+n(o)~+d~o~J-g 
<b,+a, g+a2& 1. 
LEMMA 7. Let C 2 0 and g be the solution of (3.6), (3.7). Then g(0) -+ xi 
as a-+0. 
Proof. We have from (3.3) and integrating (4.1) over [ -k, 0] 
M,k3 
>a+Ck+- 
MO) 
or 
M2k3 
sW2 - (a + Ck) g(O) - 3 > 0, 
which implies 
g(O)+a+Ck)+; 
Therefore 
lim g(O)atCk+t 
x-0 
Also we have from integrating (4.1) over [ -k, 0) 
I 
0 
2a+Ck+M2 
s2 
-kg(OJ+((g(0)-a)lk)sds 
g(“)k2 
g(O) - a 
(4.17) 
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Suppose g(0) is bounded as c( --) 0, using (4.17), then the right-hand side 
the above inequality is unbounded as CI -+ 0, while the left-hand side 
bounded. Therefore g(0) + co as tl -+ 0. 
Remark. Lemma 7 implies that x,* -+ cc as CI -+ 0. 
Proof of Theorem 3. This follows immediately from Lemmas 3, 
and 7. 
In the next two lemmas we show the uniqueness of the first solutions 
(3.1), (3.2). 
LEMMA 8. In addition to conditions (i), (ii), and (iii) in Theorem 
suppose C and k satisfy 
(iv) -Ca dM,(k + ( 1/2)k2) and 
(v) 2k2 + (4/3)k3 < 2M2/3M,, 
of 
is 
6, 
of 
2, 
then the boundary value problem (3.1), (3.2) has at most one decreasing 
solution. 
Proof We first derive a, a lower bound of tl of any decreasing solution 
g of (3.1), (3.2). Integrate (4.1) over C-k, l] to get 
By use of (3.3) we have 
From the last inequality and condition (v), we conclude 
a> -C(l+k). (4.18) 
Suppose g, and g, are decreasing solutions of (3.1), (3.2) corresponding to 
a1 and a2, a1 > az > - Ck. In any subinterval [ -k, a] of C-k, O], where 
g,(x) >gg2(x), we have from integrating (4.1) over C-k, a] 
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Since g,(x)-g,(x) decreases in C-k, a] and g,(x)= Cx in C--k, a], 
i = 1, 2, we have from the last equation 
g](a)-g,(a)>(cr,--a,) l+$ M,oln~M,(o+k) 
L i II 
By use of condition (iv) we conclude 
for -k<x<O. (4.19) 
This also implies that g,(x) -g,(x) > 0 for -k < x < 1. Now, we derive an 
upper bound for Ig’r(0)-gg;(O)l. We have from (4.1) and (4.18) 
From (4.1) we have 
g’(x) = g’(0) - ‘-;, 3 ds. 
We integrate the last equation over [0, l] for g, and g, and use (4.19), 
(4.20) and condition (iv) to obtain 
ds=g,(O)-gz(O)+g;(O)-g;(O) 
which is a contradiction. 
Proqf of Theorem 4. This follows immediately from Theorem 2 and 
Lemma 8. 
LEMMA 9. Let C> 0 and 
(i) 4 3 k ,/MM,(1/2 + (l/3&) 
(ii) d, < (k/2) dm, 
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where 
dl,z=;[@$-Ck-C+ (JM,/6-Ck-C)2-22Ml(k2+k3)]; 
then the boundary value problem (3.1), (3.2) has at most one solution with 
a > (k/2) ,/n. 
Proof. Let g be a solution of (3.1), (3.2) corresponding to 
a> (k/2) jr-). It is first proven that a>d,. Integrate (4.1) over 
[0, l] for g to get 
O=g(l)=g(O)+g’(O)-1; (l--;;;(j,,. 
Since g(x) d g(0) + g’(0) for 0 < x G 1, we have from the last equation 
which implies 
From (4.1) we have 
g(O) + g’(O) ’ &GE. (4.21) 
(4.22) 
Since g(x) < ( - h( - k)/2a)(x + k)2 + C(x + k) + a for -k 6 x < 0, we have 
M,k3 
g(O) G - 2a +Ck+a. (4.23) 
Combine (4.21), (4.22), and (4.23) to get 
2~1~ - 2cI(\/;M?/6 - Ck - C) + M,(k2 + k3) > 0. 
By use of condition (ii) and the last inequality we conclude a > dl. Let g1 
and g, be solutions of (3.1), (3.2) corresponding to a1 and a2 respectively, 
where a1 > a2 > (k/2) ,/m. This implies a1 > a2 > d,. Using the 
same argument as in the derivation of (4.19) we get 
g,(O) - g2(0) = a2 - a2 - s r, g~~;~)-g~;~) sh(s) ds 
>(I-$)(a,--a2). (4.24) 
SINGULARBOUNDARY-LAYER PROBLEM 267 
Also using the same argument as in the derivation of (4.20) we have 
(4.25) 
Combine (4.24), (4.25), and condition (i) to conclude 
The conclusion of the lemma follows similarly to the last proof of 
Lemma 8. 
Proof of Theorem 5. It follows immediately from Lemma 9 and 
Theorem 3. 
5. METHOD OF NUMERICAL SOLUTIONS 
The nonlinear differential equation (2.5), subject to conditions (2.6), is 
now to be solved for the dependent variable f as a function of u. Let the 
range of numerical integration be restricted to finite dimensions (that is, 
? max = 20 is considered). Numerical integration of (2.5) cannot be started at 
q= 0 because f" is not known there. Boundary conditions (2.6) provide 
only two of the three values, f and f ‘, that are required at q = 0, but 
provide another value off’ at infinity. At the beginning of numerical com- 
putation a value fb: is arbitrarily guessed and a positive increment Af b: is 
picked. By letting f = - C, f' = -k and f" = fg at q = 0 Eq. (2.5) is 
integrated using fourth-order Runge-Kutta formulas and a shooting 
technique. The shooting technique takes care of the infinity condition on f' 
at vmax; if not, the initial guess for ,f” at q = 0 will be replaced by f 6 + Af 6 
and this process will be repeated until the infinity condition is satisfied. 
It is observed that whatever value we may pick for f fl at q = 0, that value 
converges to one of the two values, say cxl and c(*, to satisfy the infinity 
condition on f ‘. This strongly suggests that there are only two solutions for 
Eq. (2.9) with conditions (2.10) when h(x) =x (i.e., f'). Let the solutions 
corresponding to c1r and CI* be called g, (i.e., f ;) and g, (i.e., f ;) respec- 
tively. The solutions g, and g, are calculated for several sets of values of 
r, , Q, k, and C. Some of the interesting results thus obtained are presented 
in Figs. 1 and 2. 
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6. DISCUSSION OF THE RESULTS 
In Fig. 1, numerical results for g,(x) and g*(x) are presented when 
C= - 0.1, 0, 0.1, and k = 0.1. From Fig. 1, it is evident that both g,(x) and 
g2(x) decrease with an increasing C. Physical meaning of this is that the 
values of g, and g, decrease with injection and increase with suction. This 
qualitatively agrees with the expectations. Also, gl(x) and gJx) are 
concave up in the interval ( -k, 0). However for a range of values of C 
used in the computation g,(x) is higher than g*(x). 
Figure 2 describes the behavior of the skin friction coefficients CI~ and M* 
with changes in the parameters k and C. From this figure we note that the 
effects of the parameters k and C are to decrease CI,. However, this 
phenomenon is quite opposite in the case of ~1~. As in Fig. 1, here for all 
-0.1 0.1 0.3 0.5 0.7 0.9 1.1 
X 
(a) 
-0.1 0.1 0.3 0.5 0.7 0.9 1.1 
X 
(b) 
FIG. 1. Skin friction profiles: (a) g, and (b) g2. 
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FIG. 2. Skin friction coefficient: (a) czI and (b) q. 
C, the value of a, is higher than the value of c(,. Further the numerical 
result of Hussaini, Lakin, and Nachman [ 131 is a special case of this study 
when C = 0. Finally it may be said that these numerical results qualitatively 
agree very well with the analytical predictions. 
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