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Abstract Bent functions are of great importance in both mathematics and information
science. The PS class of bent functions was introduced by Dillon in 1974, but functions
belonging to this class that can be explicitly represented are only the PSap functions, which
were also constructed by Dillon after his introduction of the PS class. In this paper, a
technique of using finite pre-quasifield spread from finite geometry to construct PS bent
functions is proposed. The constructed functions are in similar styles with the PSap functions.
To explicitly represent them in bivariate forms, the main task is to compute compositional
inverses of certain parametric permutation polynomials over finite fields of characteristic
2. Concentrated on the Dempwolff-Mu¨ller pre-quasifield, the Knuth pre-semifield and the
Kantor pre-semifield, three new subclasses of the PS class are obtained. They are the only
sub-classes that can be explicitly constructed more than 30 years after the PSap subclass was
introduced.
Keywords Bent function; partial spread; finite prequasifield; permutation polynomial;
compositional inverse
1 Introduction
Bent functions were introduced by Rothaus in 1976 [1]. Roughly speaking, a bent function
is a Boolean function whose Walsh transform has a constant magnitude. Since they were
introduced, bent functions have attracted a lot of attention both in theory and application
as they are of interest in various aspects of mathematics and information science. In com-
binatorics, they are related to difference sets in elementary Abelian 2-groups and Hadamard
matrices. In cryptography, they are functions attaining maximal nonlinearity, which have
best resistance to the powerful linear attack when used as primitives in designing such key
stream generators as filter generator and combiner generator in stream cipher. In the coding
context, they are equivalent to deep holes of a well-known class of code called Reed-Muller
code. Therefore, constructions of bent functions, especially large classes of bent functions,
are very meaningful and have been extensively studied. However, it is far from simple to
construct bent functions and there are only a few constructions are known. We refer to [2]
for a survey of this topic.
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In his PhD thesis in 1974, Dillon proposed a construction of a very large class of bent
functions known as the partial spread class, or PS class for short [3]. He also studied
a subclass of it named the PSap class, functions belonging to which could be explicitly
represented by bivariate polynomials over finite fields. In fact, Dillon’s construction of PS
bent functions is more like a principle of construction than an explicit construction. In
other words, Dillon just showed how to construct bent function along his rule, but did not
expressed what these functions are like, except the functions in the PSap class. Thus the
following question is natural.
Question 1.1 How to explicitly represent other subclasses of the PS class except the PSap
subclass by (univariate or multivariate) polynomials over finite fields?
In fact, it is not a simple matter to answer this question. To the best of the author’s
knowledge, the PSap class is the only subclass of the PS class that can be explicitly repre-
sented up to present. That means no progress in explicitly constructing PS bent functions
has been made in more than 30 years since the PS and PSap classes were introduced.
In this paper, we devote to giving an answer to the above question. By carefully exam-
ining the structure of partial spreads, we find that a subclass of the PS class can be derived
from an algebraic structure called pre-quasifield, which is an important tool in studying finite
geometry (geometry over finite fields). To explicitly represent functions of a subclass, the
main difficulty is to compute compositional inverse of a parametric permutation polynomial
determined by the multiplication of the pre-quasifield deriving this subclass. Generally speak-
ing, to compute compositional inverses of permutation polynomials over finite fields is not
easy, and there are rare classes of permutation polynomials whose compositional inverses can
be explicitly determined. But for some known pre-quasifields, namely, the Dempwolff-Mu¨ller
pre-quasifield, the Knuth pre-semifield and the Kantor pre-semifield, we can explicitly derive
the compositional inverses of the parametric permutation polynomials determined by their
multiplications. Hence we obtain three new subclasses of the PS class that can be explicitly
represented by bivariate polynomials over finite fields.
The rest of the paper is organized as follows. In Section 2, we recall some necessary
backgrounds. In Section 3, we propose the general technique to construct PS bent functions
from pre-quasifield spreads. As special examples, three new subclasses of the PS class are
explicitly obtained in Section 4. Concluding remarks are given in Section 5.
2 Notations and preliminaries
Let n be a positive integer and F2n be the finite field with 2
n elements. For any x ∈ F2n , we
sometimes distinguish 1
x
with x2
n−2. Denote by “trn1” the trace function from F2n to F2, i.e.
trn1 (x) =
∑n−1
i=0 x
2i for any x ∈ F2n .
2.1 Boolean functions and their representations
An n-variable Boolean function is a map from F2n to F2. We denote by Bn the set of all
n-variable Boolean functions. The support of a Boolean function f ∈ Bn is defined by
supp(f) = {x ∈ F2n | f(x) = 1},
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and the cardinality of supp(f) is often known as the Hamming weight of f , denoted by wt(f).
f is called balanced if wt(f) = 2n−1.
By Lagrange interpolation, we can represent f by a univariate polynomial over F2n of
the form
f(x) =
2n−1∑
i=0
aix
i.
deg f = max0≤i≤2n−1{wt(i) | ai 6= 0} is called the algebraic degree of f , where wt(i) represents
the Hamming weight, i.e. the number of 1’s in the binary expansion, of the integer i. In fact,
representations of Boolean functions are more flexible than what we can fully describe. For
example, when n = 2m is an even integer, we can represent f by a bivariate polynomial over
F2m of the form
f(x, y) =
2m−1∑
i=0
2m−1∑
j=0
aijx
iyj
according to the isomorphism F2n ∼= F2m×F2 between F2-vector spaces. Under this bivariate
representation, the algebraic degree of f is deg f = max0≤i,j≤2m−1{wt(i) + wt(j) | aij 6= 0}
[2].
2.2 Bent functions and Dillon’s PS class
Let f ∈ Bn. The Walsh transform of f at w ∈ F2n is defined by
fˆ(w) =
∑
x∈F2n
(−1)f(x)+tr
n
1
(wx).
When n = 2m and we use the bivariate representation of f , its Walsh transform at (u, v) ∈
F2m × F2m can be expressed as
fˆ(u, v) =
∑
(x,y)∈F2m×F2m
(−1)f(x,y)+tr
m
1
(ux+vy).
Definition 2.1 [1] A Boolean function f ∈ Bn is called a bent function if fˆ(w) = 2
n/2 for
any w ∈ F2n.
It is implied by Definition 2.1 that the number of variables of a bent function must be
even.
Now we assume n = 2m. In [3] Dillon proposed a principle of constructing bent functions
using partial spreads from finite geometry. Firstly we give the definition of spreads over an
F2-vector space.
Definition 2.2 Let V be an n-dimensional vector space over F2. Assuming V1, . . . , V2m+1
are all m-dimensional subspaces of V satisfying that
V =
2m+1⋃
i=1
Vi
3
and for any 1 ≤ i 6= j ≤ 2m + 1,
Vi ∩ Vj = {0}.
Then S = {Vi}
2m+1
i=1 is called a spread of dimension m over V and each element of S is called
a component of it.
Example 2.3 For any a ∈ F2m, let
Va = {(x, ax) | x ∈ F2m}.
Besides, let
V∞ = {(0, x) | x ∈ F2m}.
It is direct to prove that S = {Va | a ∈ F2m ∪ {∞}} becomes an m-dimensional spread of
F2m × F2m, which is an n-dimensional vector space over F2.
For a given m-dimensional spread S = {Vi}
2m+1
i=1 of F2n (viewed as an F2-vector space),
Dillon proposed the following construction of n-variable Boolean functions: choose any 2m−1
components of S, say, V1, . . . , V2m−1 without loss of generality, and set
f(x) =
2m−1∑
i=1
1Vi mod 2,
where 1S(x) represents the character function on a set S, i.e.
1S(x) =
{
1 if x ∈ S,
0 if x 6∈ S.
The function f is named a PS− function by Dillon. He similarly defined a PS+ function by
choosing 2m−1+1 instead of 2m−1 components of S in the construction and called a function
that was PS− or PS+ a PS function. It can be proved that all PS functions are bent.
Obviously f +1 is a PS+ function for a PS− function f , so we just need to talk about PS−
functions in the following.
It is clear that Dillon’s construction of PS− bent function is just a principle of construc-
tion since there are various spreads over F2n . If the spread is fixed to be the S in Example
2.3, the corresponding PS− functions can be explicitly represented by bivariate polynomials
over F2m of the form
f(x, y) = g
(y
x
)
,
where g is anm-variable balanced Boolean function (represented in univariate form) satisfying
g(0) = 0. All such functions form a subclass of the PS− class named PSap class by Dillon.
It is the only subclass of the PS− class that can be explicitly represented up to now.
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2.3 Finite pre-quasifield and its spread
Definition 2.4 [4] A binary system (Q,+, ⋄) is called a finite left pre-quasifield, if |Q| <∞
and the follow axioms holds:
(1) (Q,+) is an Abelian group;
(2) (Q∗, ⋄) is a quasigroup where Q∗ = Q\{0} (0 is the identity of (Q,+)), i.e. for any
a ∈ Q∗, the left multiplication operator
La : Q
∗ −→ Q∗
x 7−→ a ⋄ x
and the right multiplication operator
Ra : Q
∗ −→ Q∗
x 7−→ x ⋄ a
are both bijective;
(3) For any x, y, z ∈ Q,
x ⋄ (y + z) = x ⋄ y + x ⋄ z;
(4) For any x ∈ Q, 0 ⋄ x = 0.
Similarly we can define finite right pre-quasifield by replacing axiom (3) in Definition
2.4 by “for any x, y, z ∈ Q, (y + z) ⋄ x = y ⋄ x + z ⋄ x” and axiom (4) by “for any x ∈ Q,
x ⋄ 0 = 0”. Furthermore, (Q,+, ⋄) is called a pre-semifield if it is simultaneously a left
and right pre-quasifield. In fact, for a right pre-quasifield (Q,+, ⋆), we can obtain a left
pre-quasifield (Q,+, ⋄) by defining
x ⋄ y = y ⋆ x, ∀x, y ∈ Q,
thus we need only to talk about left pre-quasifield in the following and omit “left” for sim-
plicity. In addition, it can be proved that the additive group of a pre-quasifield must be
elementary Abelian, so we can define a pre-quasifield by defining a multiplication in a vector
space over a finite field, whose characteristic is also defined to be the characteristic of the
corresponding pre-quasifield.
Now we assume (F2m,+, ⋄) is a pre-quasifield. Set
E∞ = {(0, x) | x ∈ F2m}
and for any a ∈ F2m , set
Ea = {(x, a ⋄ x) | x ∈ F2m}.
According to the axioms in Definition 2.4, it can be proved that E = {Ea | a ∈ F2m ∪ {∞}}
is a m-dimensional spread over F2m × F2m [4]. This spread is often known as a pre-quasifield
spread. Further results shows that for any spread S over F2m × F2m , there always exists a
pre-quasifield such that S can be induced by it in the above manner [4].
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2.4 Permutation polynomials over finite fields and their composi-
tional inverses
Let Fq be the finite field with q elements where q is a prime or a prime power. For any
polynomial F (x) over Fq, it can induce a map from Fq to itself. F (x) is called a permutation
polynomial if the map induced by it is bijective [5]. It is clear that under the operation
of composition of polynomials and subsequent reduction modulo (xq − x), the set of all
permutation polynomials over Fq forms a group which is isomorphic to Sq, the symmetric
group on q letters. Hence for any permutation polynomial F (x) over Fq, there always exists
a unique polynomial F−1(x) such that
F (F−1(x)) ≡ F−1(F (x)) ≡ x mod (xq − x).
F−1 is called the compositional inverse of F (or vice versa).
Permutation polynomials have many important applications in cryptography, coding
theory and combinatorics. However, it is far from easy to construct them. There are only
a few classes of permutation polynomials known. See [6, 7] for a survey of this topic and
[8, 9, 10], for example, for some recent progresses. On the other hand, for a given class
of permutation polynomials, it is simple to verify whether the other class of permutation
polynomials represent their compositional inverses, but it seems very difficult to explicitly
derive their compositional inverses. In fact, there are rare classes of permutation polynomial
whose compositional inverses can be explicitly determined. We refer to [11, 12, 13] for some
results on this topic. We involve the following results which will be used in Section 4.
Theorem 2.5 [14] Let
Dk(x) =
⌊k
2
⌋∑
i=0
k
k − i
(
k − i
i
)
xk−2i.
Then Dk(x) is a permutation polynomial over Fq if and only if (k, q
2− 1) = 1. Furthermore,
if k′ satisfies kk′ ≡ 1 mod q2 − 1, then D−1k (x) = Dk′(x).
Remark 2.6 The polynomial Dk(x) in Theorem 2.5 is often called a Dickson polynomial,
which belongs to an important class of special polynomials over finite fields.
Theorem 2.7 [15] Let m be odd and a ∈ F2m with tr(1/a) = 1. Then
La(x) = ax+ a
2x2 + tr(x)
is a permutation polynomial over F2m. Furthermore, the compositional inverse of La(x) is
L−1a (x) =
1
a
Ca(x) +
1
a
tr
(x
a
)
,
where Ca(x) =
∑m−1
i=0 cix
2i with coefficients given by
c0 =
1
a
〈1, 3, 5, . . . , m− 3〉,
ci =
{
1 + 1
a
〈1, 3, 5, . . . , i− 2, i+ 1, i+ 3, . . . , m− 1〉 if i is odd,
1
a
〈0, 2, 4 . . . , i− 2, i+ 1, i+ 3, . . . , m− 2〉 if i is even,
1 ≤ i ≤ m− 1.
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Remark 2.8 The meaning of the symbol 〈·〉 in Theorem 2.7 is as follows: for any c ∈ F2m
and i1, . . . , is ∈ Z/mZ = {0, 1, . . . , m− 1},
c〈i1, . . . , is〉 :=
s∑
j=1
c2
ij
.
3 Constructing PS bent functions form pre-quasifield
spreads
Let (F2m ,+, ⋄) be a pre-quasifield and E be its spread. For any a ∈ F2m ∪ {∞}, it is called
the slope of the component Ea. It is clear that each component of E is fully determined by
its slope.
Now we introduce a new operation on (F2m,+, ⋄) named (left) division and denote it by
“⋄ ·
·
”. For any a, x ∈ F∗2m , y ∈ F2m, we define ⋄
y
x
= a if y = a ⋄ x. Besides, we fix ⋄y
0
= 0.
Then it is clear that (x, y) ∈ Ea if and only if ⋄
y
x
= a for any a ∈ F2m .
Recall the construction of PS− bent functions. It is not difficult to see that the feature
of a PS− function is that its limitation to all nonzero elements of each component of the
spread is a constant (0 or 1). Hence we obtain the following representation of PS− bent
functions.
Theorem 3.1 Let n = 2m and (F2m ,+, ⋄) be a pre-quasifield. Assum g ∈ Bm is a balanced
Boolean function with g(0) = 0. Then the function
f(x, y) = g
(
⋄
y
x
)
is a PS− bent function.
The proof of Theorem 3.1 is obvious and will be omitted. Since every spread over
F2m × F2m can be induced by a pre-quasifield as mentioned before, we can represent every
PS− bent function in the form indicated by Theorem 3.1 with the aid of the division operation
of the corresponding pre-quasifield. To explicitly represent them, the rest problem is just to
explicitly represent the division operation by a polynomial over finite fields. For this purpose,
we need to examine the characterization of the multiplication operation of a pre-quasifield.
Obviously for the pre-quasifield (F2m,+, ⋄), there exists a bivariate polynomial F (x, y)
over F2m such that
x ⋄ y = F (x, y).
We view F (x, y) as a univariate polynomial Fy(x) by considering the variable y to be a
parameter. Then Fy(x) has the following property.
Lemma 3.2 F0(x) = 0 and for any y ∈ F
∗
2m, Fy(x) is a permutation polynomial over F2m.
Proof According to axiom (3) in Definition 2.4, we have
F0(x) = x ⋄ 0 = x ⋄ (0 + 0) = x ⋄ 0 + x ⋄ 0,
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thus F0(x) = 0. Besides, for any y ∈ F
∗
2m , if we assume Fy(x1) = Fy(x2), i.e.
x1 ⋄ y = x2 ⋄ y,
then according to axiom (2) we get that x1 = x2. This is equivalent to say f is a permutation
polynomial. 
Now for any a, x ∈ F∗2m , y ∈ F2m , if y = a ⋄ x = F (a, x) = Fx(a), we can clearly get
⋄
y
x
= a = F−1x (y).
That is to say if we want to explicitly represent the division operation ⋄ y
x
by a bivariate
polynomial over F2m , we need only to compute the compositional inverse of the parametric
permutation polynomial Fy(x) derived from the multiplication operation of the pre-quasifield
and reverse the role of x and y in its formula afterwards.
Example 3.3 Assume the multiplication of the pre-quasifield is just defined by
x ⋄ y = F (x, y) = xy.
Then it is obvious that
⋄
y
x
= F−1x (y) =
y
x
.
Hence the functions derived from this multiplication according to Theorem 3.1 are just the
PSap functions.
To summarize, we have related the problem of constructing PS bent functions with the
problem of computing compositional inverses of special parametric permutation polynomials
over finite fields. Though it is challenging in general to determine compositional inverse of a
permutation polynomial, we can overcome the difficulty if it is derived from the multiplication
of certain special pre-quasifield. In the next section we will focus on three known pre-
quasifields and explicitly represent the bent functions derived from them.
4 Three classes of PS bent functions constructed form
pre-quasifield spreads
In this section, we talk about three well-known classes of pre-quasifields of characteristic 2,
namely, the Dempwolff-Mu¨ller pre-quasifield, the Knuth pre-semifield and the Kantor pre-
semifield. We will explicitly derive formulas of divisions for them, then three new subclasses
of the PS class can be directly obtained from Theorem 3.1.
4.1 The Dempwolff-Mu¨ller pre-quasifield and the PSD-M class
Assume k and m are odd integers with (k,m) = 1. Let e = 2m−1−2k−1−1, L(x) =
∑k−1
i=0 x
2i ,
and define a multiplication in F2m as
x ⋄ y = xeL(xy).
Then (F2m ,+, ⋄) becomes a pre-quasifield, called the Dempwolff-Mu¨ller pre-quasifield [16].
To get the representation of ⋄ y
x
, we need the following lemma.
8
Lemma 4.1 Let f(x) = xeL(x) and d(2k − 1) ≡ 1 mod (22m − 1). Then
f−1(x) =
1
Dd(x2)
,
where Dd(x) is the Dickson polynomial.
Proof According to the proof of [16, Theorem 3.2], we know that
f(x) = D2k−1
(
1
x
)1/2
= x1/2 ◦D2k−1(x) ◦
(
1
x
)
(the symbol “◦” stands for “composition”). Then by Theorem 2.5 we get
f−1(x) =
(
1
x
)
◦Dd(x) ◦ x
2 =
1
Dd(x2)
.

Theorem 4.2 Use the same notations as that of Lemma 4.1. Then
⋄
y
x
=
1
xDd
(
y2
x2k+1
) .
Proof Let F (x, y) = x ⋄ y. Then
F (x, y) = xeL(xy) =
1
ye
f(xy),
thus
F−1y (x) =
1
y
f−1(xye).
By Lemma 4.1 we can directly get
F−1y (x) =
1
y
·
1
Dd(y2ex2)
=
1
yDd
(
x2
y2k+1
) .
Then the conclusion follows. 
By Theorem 3.1 and Theorem 4.2, we obtain a subclass of the PS class. We call this
subclass the PSD-M class.
9
4.2 The Knuth pre-semifield and the PSKnu class
Assume m is odd. For any β ∈ F∗2m , define a multiplication in F2m by
x ⋄ y = xy + x2tr(βy) + y2tr(βx).
Then (F2m ,+, ⋄) becomes a pre-semifield, called the Knuth pre-semifield [17].
To get the representation of ⋄ y
x
, we firstly give the following lemma.
Lemma 4.3 Let a ∈ F∗2m and La(z) = az + a
2tr
(
1
a
)
z2 + tr(z). Then
L−1a (z) =
(
1 + tr
(
1
a
))
z
a
+
1
a
tr
(z
a
)
+
1
a
tr
(
1
a
)
Ca(z),
where Ca(z) is the polynomial defined in Theorem 2.7.
Proof When tr
(
1
a
)
= 0, we have La(z) = az + tr(z), then it can be easily checked that
L−1a (z) =
z
a
+
1
a
tr
(z
a
)
;
When tr
(
1
a
)
= 1, we have La(z) = az+ a
2z2+ tr(z), then according to Theorem 2.7 we have
L−1a (z) =
1
a
Ca(z) +
1
a
tr
(z
a
)
.
Finally by Lagrange interpolation we obtain
L−1a (z) =
(
z
a
+
1
a
tr
(z
a
))(
1 + tr
(
1
a
))
+
(
1
a
Ca(z) +
1
a
tr
(z
a
))
tr
(
1
a
)
=
z
a
(
1 + tr
(
1
a
))
+
1
a
tr
(z
a
)
+
1
a
tr
(
1
a
)
Ca(z).

Theorem 4.4
⋄
y
x
= (1 + tr(βx))
y
x
+ xtr
(
β
y
x
)
+ xtr(βx)C 1
βx
( y
x2
)
.
Proof Let La(z) be the polynomial defined in Lemma 4.3 and F (x, y) = x ⋄ y. Then
Fy
(
x
β
)
=
x
β
y +
x2
β2
tr(βy) + y2tr(x)
= y2
[
x
βy
+
(
x
βy
)2
tr(βy) + tr(x)
]
= y2L 1
βy
(x).
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Hence by Lemma 4.3 we have
F−1y (x) =
1
β
L−11
βy
(
x
y2
)
=
1
β
[
βy
x
y2
(1 + tr(βy)) + βytr
(
βy
x
y2
)
+ βytr(βy)C 1
βy
(
x
y2
)]
=
x
y
(1 + tr(βy)) + ytr
(
β
x
y
)
+ ytr(βy)C 1
βy
(
x
y2
)
.
Then the result follows from ⋄ y
x
= F−1x (y). 
By Theorem 3.1 and Theorem 4.4, we obtain a subclass of the PS class. We call this
subclass the PSKnu class.
4.3 The Kantor pre-semifield and the PSKan class
Assume m is odd. Define a multiplication in F2m by
x ⋄ y = x2y + tr(xy) + xtr(y).
Then (F2m ,+, ⋄) becomes a pre-semifield, called the Kantor pre-semifield [18].
To get the representation of ⋄ y
x
, we firstly give the following lemma.
Lemma 4.5 Let La(z) = az
2 + tr(az) + tr(a)z. Then
L−1a (z) =
tr(a)
a

(az)2m−1 +
m−1
2∑
i=0
(az)2
2i−1 +

m−32∑
i=0
a2
2i

 tr(az)


+a2
m−1−1z2
m−1
+ a2
m−1−1tr(az).
Proof It is obvious that the formulation of L−1a (z) is
L−1a (z) =
(z
a
)1/2
+
tr(ax)
a1/2
when tr(a) = 0, and is
L−1a (z) =
1
a

m−12∑
i=0
(az)2
2i−1 +

m−12∑
i=0
a2
2i

 tr(az)


when tr(a) = 1. Hence when tr(a) = 0, we have
L−1a (La(z)) = L
−1
a (az
2 + tr(az))
=
(
z2 +
tr(az)
a
)1/2
+
tr(a2z2 + atr(az))
a1/2
= z +
tr(az)
a1/2
+
tr(az) + tr(a)tr(az)
a1/2
= z,
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and when tr(a) = 1, we have
L−1a (La(z)) = L
−1
a (az
2 + tr(az) + z)
=
1
a

m−12∑
i=0
z2
2i−1 +

m−12∑
i=0
a2
2i

 tr(z)

 ◦ (az) ◦ (z2
a
+
z
a
+ tr(z)
)
◦ (az)
=
1
a

m−12∑
i=0
z2
2i−1 +

m−12∑
i=0
a2
2i

 tr(z)

 ◦ (z2 + z + atr(z)) ◦ (az)
=
1
a

m−12∑
i=0
(z2 + z + atr(z))2
2i−1 +

m−12∑
i=0
a2
2i

 tr(z)

 ◦ (az)
=
1
a

m−12∑
i=0
z2
2i
+
m−1
2∑
i=0
z2
2i−1 +

m−12∑
i=0
a2
2i−1 +
m−1
2∑
i=0
a2
2i

 tr(z)

 ◦ (az)
=
1
a
(z + tr(z) + tr(a)tr(z)) ◦ (az)
=
z
a
◦ (az)
= z.
To summarize, we have L−1a (La(z)) = z. (We have to remark that all operations of polyno-
mials above are considered modulo (x2
m
+ x).) 
Theorem 4.6
⋄
y
x
=
tr(x)
x

(xy)2m−1 +
m−1
2∑
i=0
(xy)2
2i−1 +

m−32∑
i=0
x2
2i

 tr(xy)


+x2
m−1−1y2
m−1
+ x2
m−1−1tr(xy).
Proof Let F (x, y) = x ⋄ y. Then F (x, y) = Ly(x), where La(z) is the polynomial defined
in Lemma 4.5. Thus ⋄ y
x
= L−1x (y) can be directly obtained from Lemma 4.5. 
By Theorem 3.1 and Theorem 4.6, we obtain a subclass of the PS class. We call this
subclass the PSKan class.
5 Concluding remarks
In this paper, we propose a technique of constructing PS bent functions from finite pre-
quasifield spreads. In fact, all PS bent functions can be constructed in this manner. Via
this approach, we can represent all subclasses of the PS class in similar styles with the PSap
class. To explicitly represent these subclasses, we need to compute compositional inverses
of certain parametric permutation polynomial over finite fields derived from multiplication
operations of pre-quasifields. Concentrated on three special classes of pre-quasifields, we
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realize this goal and obtain three new subclasses of the PS class, namely, the PSD-M class,
the PSKnu class and the the PSKan class. They enlarge our knowledge of functions in the
PS class more than 30 years after it was introduced.
We have to point out that other subclasses of the PS class can also be obtained by our
technique from other pre-quasifields, say, the generalized Kantor pre-quasifield, the Albert
pre-quasifield, etc. Besides, we can also talk about equivalence between these subclasses and
derive the classes of their dual functions (every bent function admits a unique dual function
[2]). Furthermore, we can also generalize our technique to construct bent functions over finite
fields of odd characteristic [19]. All these results will be presented in a full version of this
paper.
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