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Abstract
In this paper, we present a so-called interlaced sparse
self-attention approach to improve the efficiency of the self-
attention mechanism for semantic segmentation. The main
idea is that we factorize the dense affinity matrix as the
product of two sparse affinity matrices. There are two suc-
cessive attention modules each estimating a sparse affinity
matrix. The first attention module is used to estimate the
affinities within a subset of positions that have long spatial
interval distances and the second attention module is used
to estimate the affinities within a subset of positions that
have short spatial interval distances. These two attention
modules are designed so that each position is able to receive
the information from all the other positions. In contrast to
the original self-attention module, our approach decreases
the computation and memory complexity substantially es-
pecially when processing high-resolution feature maps. We
empirically verify the effectiveness of our approach on six
challenging semantic segmentation benchmarks.
1. Introduction
Long-range dependency plays an essential role for vari-
ous computer vision tasks. The conventional deep convolu-
tional neural networks model the long-range dependencies
mainly by stacking multiple convolutions. According to the
recent work [37], we need to stack nearly hundreds of con-
secutive 3 × 3 convolutions to enable the model capturing
the dependencies between any positions given the input of
size 256 × 256, and we can see that the stacking scheme
leads to very deep models that suffers from poor practical
value.
The recent self-attention [41] (or non-local [44]) mech-
anism proposes to model the long-range dependencies
through computing the context information of each output
position by attending to all the input positions. We can
model the dependencies between any positions in the in-
put with a single layer equipped with self-attention mecha-
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Figure 1. GPU memory/FLOPs/Time comparison between self-
attention mechanism (SA) and our approach. All the numbers are
tested on a single Titan XP GPU with CUDA8.0 and an input fea-
ture map of 1 × 512 × 128 × 128 during inference stage. The
lower, the better for all metrics. It can be seen that our approach
only uses 10.2% GPU memory and 24.6% FLOPs while being
nearly 2× faster when compared with the self-attention.
nism. The self-attention scheme has been used for various
vision tasks including: video understanding [44], object de-
tection [44], semantic segmentation [12, 53, 56] and person
re-identification [23]. The computation complexity of self-
attention mechanism is aboutO(N2) given input of sizeN ,
and the cost can become very huge for the task that requires
high-resolution input such as the object detection [44] and
semantic segmentation [53].
The high-resolution inputs, which are essential for high-
performance in various fundamental vision tasks, take
heavy computation/memory cost, preventing the potential
benefit of self-attention mechanism from practical applica-
tion. For example, the recent works [12, 53, 56] apply the
self-attention for semantic segmentation and require more
than 64 GB of GPU memory to train a model even for a
small batch size such as 8. In summary, we argue that how
to decrease the computation/memory cost of self-attention
mechanism is of great practical value for various vision
tasks that are sensitive to the computation and memory cost.
Considering that the heavy computation and memory
cost mainly comes from the O(N2) complexity1 of com-
puting the dense affinity matrix A, where each entry indi-
1The size of the dense affinity matrix is of size 16384× 16384 for an
input feature map of spatial size 128× 128.
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Figure 2. Information propagation path of (a) Self-Attention and
(b) Interlaced Sparse Self-Attention. We use A1,B1, ...,B3 to
represent different positions. The gray arrows represent the in-
formation propagation path from one input position to one output
position. In (a), each output position receives the propagated infor-
mation from all the input positions and the connections are fully
dense. In (b), we propagate the information with two steps and
each step only contains very sparse connections. The first/second
permute operation is used to group the positions originally have
long/short spatial interval distances together.
cates the similarity between one output position and each
input position. We present a simple yet efficient scheme
to factorize the computation of the dense affinity matrix A
as the product of two sparse affinity matrices includingAL
andAS. In our implementation, bothAL andAS are sparse
block affinity matrices and their product ASAL is a dense
affinity matrix. Computing these two sparse affinity matri-
ces is much cheaper and saves large amount of cost. We the-
oretically show that the computation complexity of our ap-
proach is much smaller than the conventional self-attention
mechanism. We illustrate the advantage of our approach
over the conventional self-attention in terms of the GPU
memory cost (measured by MB), computation cost (mear-
sured by GFLOPs), and inference cost (measured by ms) in
Figure 1.
The implementation of our approach is inspired by the
interlacing mechanism [1]. First, we divide all the input
positions to Q subsets of equal size, where each set is con-
sisted of the P positions 2. For the long-range attention, we
sample a position from each subset to construct a new sub-
set of Q positions, and we can construct P subsets follow-
ing the above sampling strategy. The positions within each
constructed subset are of long spatial interval distances. We
apply the self-attention on each subset to compute the sparse
block affinity matrixAL. We propagate information within
each sub-group according to AL. For the short-range at-
tention, we directly apply self-attention on the original Q
subsets to compute the sparse block affinity matrixAS. We
then propagate information within the nearby positions ac-
cording toAS. Combining these two attention mechanisms,
we can propagate information from each input position to
all the output positions. We have illustrated an example for
our approach when processing 1-D input in Figure 2.
2N = P ×Q, N is the input size.
We empirically evaluate the proposed approach on var-
ious vision tasks including semantic segmentation, object
detection and instance segmentation. In summary, the con-
tributions of this paper are summarized as below,
• We present an interlaced sparse self-attention scheme
to capture the dense long-range dependencies more ef-
ficiently.
• We demonstrate the effectiveness of the interlaced
sparse self-attention scheme on semantic segmentation
and achieve similar or even better performance com-
pared to the conventional self-attention mechanism.
• We empirically compare the interlaced sparse self-
attention scheme with other mechanisms (such as
CGNL [52], RCCA [16]) to illustrate the advantages
of the proposed approach.
2. Related Work
Self-Attention/Non-local. The self-attention [41] is orig-
inally proposed to solve the machine translation, and the
following work [44] further proposed the non-local neural
network for various tasks such as video classification, object
detection and instance segmentation. [15] also applies the
self-attention mechanism to model the relations between the
objects for better object detection. The recent [12, 53, 56]
applies the similar mechanism for semantic segmentation
and achieves good performance. Our work is closely related
to the above works and we are mainly interested in improv-
ing the efficiency of the self-attention when processing the
high-resolution input.
CGNL/RCCA. The recent works [52, 16, 6, 21, 19] all
attempt to improve the efficiency of self-attention scheme
and propose various solutions. For example, the CGNL [52]
(Compact Generalized Non-local) applies the Taylor series
of the RBF kernel function to approximate the pair-wise
similarities, RCCA [16] (Recurrent Criss-Cross Attention)
applies two consecutive criss-cross attention to approximate
the original self-attention scheme and A2-Net [6] applies
a set of global representations to propagate the informa-
tion between all the positions more efficiently. Compared
with the above works, our work is more simple and easy to
implement for various tasks that originally depend on self-
attention mechanism. We also empirically verify the advan-
tages of our approach over both CGNL and RCCA.
Interlacing/Interleaving. The previous works have ap-
plied the interlacing mechanism for network architecture
design such as the Interleaved Group Convolution [40, 47,
58], ShuffleNet [59, 31] and the Channel Local Convolu-
tion [54]. Besides, the previous space-to-channel mech-
anism [38, 36, 49] is also very similar to the interlacing
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Figure 3. Interlaced sparse self-attention. Our approach is consisted of a long-range attention module and a short-range attention
module. The feature map in the left-most/right-most is the input/output. First, we colour the input feature mapX with four different colors.
We can see that there are 4 local groups and each group is consisted of four different colors. For the long-range attention, we permute
and group (divide) all the positions with the same color having long spatial interval distances together in X, which outputs XL. Then,
we divide the XL to 4 groups and apply the self-attention on each group independently. We merge all the updated feature map of each
group together as the output ZL. For the short range attention, we permute the ZL to group the originally nearby positions together and
get XS. Then we divide and apply self-attention following the same manner as long-range attention, obtain the final feature map ZS. We
can propagate the information from all the input positions to each output position with the combination of the long-range attention and the
short-range attention (Best viewed in color).
mechanism. Our work is different from them as we mainly
apply the interlacing mechanism to decompose the dense
affinity matrix within self-attention mechanism with the
product of two sparse affinity matrices, and we apply the
interlacing mechanism to group the pixels with long spatial
interval distances together for the long-range attention. No-
tably, the concurrent work Sparse Transformer [7] also ap-
plies similar factorization scheme to improve the efficiency
of self-attention on sequential tasks while we are focused
on semantic segmentation.
3. Approach
In this section, we first revisit the self-attention mecha-
nism (Sec.3.1) and illustrate the details of the proposed in-
terlaced sparse self-attention scheme (Sec.3.2). Last, we
present the implementation of our approach with a short
code based on PyTorch, which is also very easy to be im-
plemented on other platforms (Sec.3.3).
3.1. Self-Attention
The self-attention scheme is described as below,
A = Softmax(
θ(X)φ(X)>√
d
), (1)
Z = Ag(X), (2)
where X is the input feature map, A is the dense affinity
matrix, and Z is the output feature map. We set their shapes
asX,Z ∈ RN×C andA ∈ RN×N (N is the number of pix-
els and C is the number of channel), and each element ofA
records the similarities between two positions. The self-
attention [41] uses two different transform functions θ and
φ to transform the input to lower dimensional space, where
θ(X), φ(X) ∈ RN×C2 . The inner product on the lower di-
mensional space is used to compute the dense affinity ma-
trix A. The scaling factor d is used to to solve the small
gradient problem of softmax function according to [41] and
d = C2 . Self-attention uses the function g to learn a better
embedding and g(X) ∈ RN×C .
3.2. Interlaced Sparse Self-Attention
The key spirit of the proposed interlaced sparse self-
attention is to decompose the dense affinity matrixA in the
self-attention scheme with the product of two sparse block
affinity matrices including AL and AS. We illustrate how
to estimate theAL with the long-range attention and theAS
with the short-range attention. With the combination of the
long-range attention and the short-range attention, we can
propagate information from all the input positions to each
output position. We illustrate our approach with an exam-
ple in Figure 3.
Long-range Attention. The main point of the long-range
attention is to apply the self-attention on the subsets of po-
sitions that have long spatial interval distances.
As illustrated in Figure 3, we first apply a permutation on
the input feature map X to compute XL = Permute(X).
Then, we divide theXL into P partitions and each partition
contains Q neighboring positions (N = P × Q) follow-
ing: XL = [XL1
>
,XL2
>
, · · · ,XLP
>
]>, where each XLp is
a subset of XL and its shape is RQ×C . We apply the self-
attention on eachXLp independently as below,
ALp = Softmax(
θ(XLp )φ(X
L
p )
>
√
d
), (3)
ZLp = A
L
pg(X
L
p ), (4)
where ALp ∈ RQ×Q is a small affinity matrix based on all
the positions from XLp and Z
L
p ∈ RQ×c is the updated rep-
resentation based onXLp . All the other choices including d,
θ, φ and g are the same as the self-attention scheme.
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Figure 4. FLOPs vs. input size. The x-axis represents the height
or width of the input feature map (we assume the height is equal to
the width for convenience) and the y-axis represents the computa-
tion cost measured with GFLOPs. It can be seen the GFLOPs of
self-attention mechanism increases much faster than our approach
with higher resolution inputs.
Last, we merge all the ZLp from different groups and get
the output ZL = [ZL1
>
,ZL2
>
, · · · ,ZLP
>
]>. We illustrate
the actual affinity matrix of the long-range attention AL as
below,
AL =

AL1 0 · · · 0
0 AL2 · · · 0
...
...
. . .
...
0 0 · · · ALP
 , (5)
where we can see that only the affinity values in the di-
agonal blocks are non-zero. We can also use AL =
diag(AL1 ,A
L
2 , · · · ,ALP) to represent the sparse block ma-
trix for convenience.
Short-range Attention. The main point of the short-range
attention is to apply the self-attention on the subsets of po-
sitions that have short spatial interval distances.
According to Figure 3, we apply another permutation on
the output feature map from the long-range attention follow-
ing XS = Permute(ZL). Then, we divide XS into Q par-
titions and each partition contains P neighboring positions
following: XS = [XS1
>
,XS2
>
, · · · ,XSQ
>
]>, where each
XSq is of size RP×C . We apply the self-attention on each
XSq independently, which is similar with the Equation 3 and
Equation 4 in the long-range attention. Accordingly, we can
get ASq and Z
S
q , where A
S
q ∈ RP×P is a small affinity ma-
trix based onXSq , Z
S
q ∈ RP×C is the updated representation
based onXSq .
Last, we merge all the updated representation as ZS =
[ZS1
>
,ZS2
>
, · · · ,ZSQ
>
]>. The sparse block affinity for the
short-range attention is illustrated as below,
AS = diag(AS1 ,A
S
2 , · · · ,ASQ), (6)
where we can see that the actual affinity matrix AS for the
short-range attention is also very sparse and most of the
affinity values are zero.
def InterlacedSparseSelfAttention(x, P h, P w):
# x: input features with shape [N,C,H,W]
# P h, P w: Number of partitions along H and W dimension
N, C, H, W = x.size()
Q h, Q w = H // P h, W // P w
x = x.reshape(N, C, Q h, P h, Q w, P w)
# Long−range Attention
x = x.permute(0, 3, 5, 1, 2, 4)
x = x.reshape(N ∗ P h ∗ P w, C, Q h, Q w)
x = SelfAttention(x)
x = x.reshape(N, P h, P w, C, Q h, Q w)
# Short−range Attention
x = x.permute(0, 4, 5, 3, 1, 2)
x = x.reshape(N ∗ Q h ∗ Q w, C, P h, P w)
x = SelfAttention(x)
x = x.reshape(N, Q h, Q w, C, P h, P w)
return x.permute(0, 3, 1, 4, 2, 5).reshape(N, C, H, W)
Figure 5. Python code of our approach based on PyTorch.
Finally, we directly fuse the output ZS from the short-
range attention and the input feature map X following the
previous works [44, 53]. Especially, all of our above analy-
sis can be generalized to higher dimensional inputs easily.
Complexity. Given an input feature map of sizeH×W×C,
we analyze the computation / memory cost of both the self-
attention mechanism and our approach.
The complexity of self-attention mechanism is
O(2HWC2 + 32 (HW )2C). And the complexity of our
approach is O(4HWC2 + 32 (HW )2C( 1PhPw + 1QhQw )),
where we divide the height dimension to Ph groups and the
width dimension to Pw groups in the long-range attention
and Qh and Qw groups during the short-range attention,
and H = PhQh, W = PwQw. The complexity of our
approach can be minimized to O(4HWC2 + 3(HW ) 32C)
when PhPw =
√
HW . We compare the numerical com-
plexity of our approach and the self-attention in Figure 4. It
can be seen that our approach is much more efficient than
the conventional self-attention when processing inputs of
high resolution.
3.3. Implementation
Our approach can be easily implemented with a few lines
of code in Python. We show the code of our approach in 5
based on PyTorch. For the self-attention operation, we di-
rectly use the open-source implementation from [53]. As
illustrated in Figure 5, we implement the Permutaion and
Divide operation in the long-range attention / short-range
attention by calling the default permute and reshape func-
tions. Besides, we implement all the transform functions
including θ, φ and g with 1× 1 convolution + BN + ReLU.
The output channels of θ function and φ function are set
as half of the input channels, whereas the output channel
of g(·) remains the same as the input channels. Follow-
ing [41, 44, 53], we fuse the input feature map and the fea-
ture map output from our interlaced sparse self-attention via
residual connection or concatenation.
4. Experiments
We first compare our approach with the recent state-of-
the-art on six challenging semantic segmentation bench-
marks including: Cityscapes [8], ADE20K [62], LIP [20],
PASCAL VOC 2012 [11], PASCAL-Context [33] and
COCO-Stuff [2]. Then we study the application of our
method to the Mask R-CNN baseline [14] on the object de-
tection and instance segmentation benchmark COCO [26].
Finally, we conduct extensive ablation studies on our ap-
proach.
4.1. Semantic Segmentation
We first illustrate the details of all six benchmarks, and
then we provide the related results on each benchmark. Es-
pecially, we use mIoU (mean of class-wise intersection over
union) and pixel accuracy as evaluation metrics on all six
semantic segmentation benchmarks.
Cityscapes. The dataset contains 5, 000 finely annotated
images with 19 semantic classes. The images are in 2048×
1024 resolution and captured from 50 different cities. The
training, validation, and test sets consist of 2, 975, 500,
1, 525 images respectively.
ADE20K. The dataset is very challenging that contains 22K
densely annotated images with 150 fine-grained semantic
concepts. The training and validation sets consist of 20K,
2K images respectively.
LIP. The dataset is a large-scale dataset that focuses on se-
mantic understanding of human bodies. It contains 50K im-
ages with 19 semantic human part labels and 1 background
label for human parsing. The training, validation, and test
sets consist of 30K, 10K, 10K images respectively.
PASCAL VOC 2012. The dataset is a conventional object-
centric segmentation dataset. It contains more than 13K
images with 20 object labels and 1 background label. The
training, validation and test sets consist of about 10K, 1K
and 1K images respectively.
PASCAL-Context. The dataset is a scene parsing dataset
that contains 59 semantic classes and 1 background class.
The training and validation set consist of about 5K and 5K
images respectively.
COCO-Stuff. The dataset is a very challenging segmen-
tation dataset that involves 80 object classes and 91 stuff
classes. The training and validation set consist of 9K and
1K images respectively.
Network. We use ImageNet-pretrained ResNet-50/ResNet-
101 as our backbone [29]. Following the common prac-
tice [5], we remove the last two down-sample operation
in the ResNet-50/ResNet-101 and employ dilated convolu-
tions in last two stages, thus the size of the output feature
map is 8× smaller than input image. Following [53, 12],
we reduce the number of channels of the output feature map
to 512 with a 3 × 3 convolution. Then we apply interlaced
sparse self-attention module on the reduced feature map and
obtain a feature map Z of size 512 ×H ×W . We directly
predict (and upsample) the segmentation map based on Z.
Training setting. For all the six semantic segmentation
benchmarks, we use the ”poly” learning rate policy where
the learning rate is multiplied by (1− ( iteritermax )power) with
power as 0.9. We choose momentum of 0.9 and a weight
decay of 0.0005. Besides, we also apply an auxiliary loss
on the intermediate feature map after res-4 stage of ResNet
with a weight of 0.4 following the PSPNet [60]. For the
data augmentation, we apply random horizontal flip, ran-
dom scaling (from 0.5 to 2.0) and random crop over all the
training images. Especially, we use the synchronized batch
normalization [35] in all of our experiments. We use 4×
P100 GPUs for the training of all of our experiments.
We adopt different initial learning rates, batch sizes
and training epochs by following the previous works. For
Cityscapes, we choose initial learning rate of 0.01, batch
size of 8 and crop size of 769× 769 [5, 60]. For ADE20K,
we choose initial learning rate of 0.02, batch size of 16 and
crop size of 520 × 520 following [60, 53]. For LIP, we
choose initial learning rate of 0.007, batch size of 40 and
crop size of 473× 473 following [27]. For PASCAL VOC
2012 and PASCAL-Context, we choose initial learning rate
of 0.01, batch size of 16 and crop size of 513× 513 follow-
ing [4, 55]. For COCO-Stuff, we choose initial learning rate
of 0.01, batch size of 16 and crop size of 520×520. We train
the models for 110 epochs on Cityscapes, 120 epochs on
ADE20K, 150 on LIP, 80 epochs on PASCAL VOC 2012,
PASCAL-Context and 100 epochs on COCO-Stuff.
Results on Cityscapes. We report the results in Table 1
to compare our approach with the recent state-of-the-arts
on the test set of Cityscapes, where we apply the multi-
scale testing and flip testing following the previous works.
Our approach outperforms most of other approaches when
only using the fine datasets for training. For example,
our approach achieves 80.3% and outperforms the previ-
ous AAF [17] by 1.2%. Compared with DANet [12] (based
on channel self-attention and spatial self-attention), our ap-
proach requires much smaller computation cost according
to the complexity comparison in Table 13.
Results on ADE20K. In Table 2, we compare our approach
with the state-of-the-arts on the validation set of ADE20K.
For fair comparison, we employ ResNet-101 backbone and
multi-scale testing following other methods. From the re-
sults, we can see that our approach achieves better perfor-
mance compared to all other methods. For example, our
Table 1. Comparison with state-of-the-arts on the test set of
Cityscapes. We report both results trained with and without vali-
dation set.
Method Backbone Validation set mIoU (%)
PSPNet [60] ResNet-101 7 78.4
PSANet [61] ResNet-101 7 78.6
AAF [17] ResNet-101 7 79.1
RefineNet [24] ResNet-101 3 73.6
DUC-HDC [43] ResNet-101 3 77.6
DSSPN [22] ResNet-101 3 77.8
SAC [57] ResNet-101 3 78.1
DepthSeg [18] ResNet-101 3 78.2
BiSeNet [50] ResNet-101 3 78.9
DFN [51] ResNet-101 3 79.3
TKCN [45] ResNet-101 3 79.5
PSANet [61] ResNet-101 3 80.1
DenseASPP [48] DenseNet-161 3 80.6
SVCNet [10] ResNet-101 3 81.0
DANet [12] ResNet-101 3 81.5
Ours ResNet-101 7 80.3
Ours ResNet-101 3 81.4
Table 2. Comparison with state-of-the-arts on the validation set of
ADE20K.
Method Backbone mIoU (%)
RefineNet [24] ResNet-101 40.20
RefineNet [24] ResNet-152 40.70
UperNet [46] ResNet-101 42.66
PSPNet [60] ResNet-101 43.29
PSPNet [60] ResNet-152 43.51
DSSPN [22] ResNet-101 43.68
PSANet [61] ResNet-101 43.77
SAC [57] ResNet-101 44.30
SGR [21] ResNet-101 44.32
EncNet [55] ResNet-101 44.65
GCU [19] ResNet-101 44.81
Ours ResNet-101 45.04
approach achieves 45.04% mIoU, which improves the re-
cent GCU [19] that using the same backbone by 0.2%. Es-
pecially, improving 0.2% is not neglectable considering the
improvements on ADE20K is very challenging.
Results on LIP. We compare our approach to the previous
state-of-the-arts on LIP and illustrate the results in Table 3.
According to the results, it can be seen that our approach
achieves new state-of-the-art performance 55.07%, which
outperforms all the other methods using the same backbone
by a large margin. Notably, we only employ single scale
testing following CE2P [27] and multi-scale testing can be
further incorporated to improve performance.
Results on PASCAL VOC 2012. The PASCAL VOC 2012
dataset is one of gold standard benchmarks for semantic
segmentation. Following [55, 5], we first train the model on
the trainaug set and then finetuned the model on the train-
val set. As reported in Table 4, we achieve 83.2% mIoU on
Table 3. Comparison with state-of-the-arts on the validation
dataset of LIP.
Method Backbone mIoU (%)
Attention+SSL [13] ResNet-101 44.73
MMAN [30] ResNet-101 46.81
SS-NAN [57] ResNet-101 47.92
MuLA [34] ResNet-101 49.30
JPPNet [20] ResNet-101 51.37
CE2P [27] ResNet-101 53.10
Ours ResNet-101 55.07
Table 4. Comparison with state-of-the-arts on the test set of PAS-
CAL VOC 2012 (w/o COCO data).
Method Backbone mIoU (%)
FCN [29] VGG-16 62.2
DeepLab-CRF [3] VGG-16 71.6
DPN [28] DPN 74.1
PSPNet [60] ResNet-101 82.6
DFN [51] ResNet-101 82.7
EncNet [55] ResNet-101 82.9
DANet [12] ResNet-101 82.6
Ours ResNet-101 83.2
Table 5. Comparison with state-of-the-arts on the validation set
of PASCAL-Context. mIoU is evaluated on 60 classes w/ back-
ground.
Method Backbone mIoU (%)
DeepLabv2 [4] ResNet-101 45.7
UNet++ [63] ResNet-101 47.7
PSPNet [60] ResNet-101 47.8
CCL [9] ResNet-101 51.6
EncNet [55] ResNet-101 51.7
DANet [12] ResNet-101 52.6
SVCNet [10] ResNet-101 53.2
Ours ResNet-101 54.1
the PASCAL VOC 2012 test set and slightly outperforms
the DANet while being much more efficient.
Results on PASCAL-Context. As illustrated in Table 5,
we compare our approach with the previous state-of-the-
arts on the validation set of PASCAL-Context. Our ap-
proach achieves 54.1% mIoU and outperforms all the other
approaches.
Results on COCO-Stuff. We further compare our method
with the previous state-of-the-arts on the validation set of
COCO-Stuff benchmark. According to the results illus-
trated in Table 6, our method also achieves competitive per-
formance while being more efficient than the conventional
self-attention based approaches.
4.2. Application to Mask-RCNN
Dataset. We use COCO [26] dataset to evaluate our ap-
proach. The dataset is one of the most challenging datasets
for object detection and instance segmentation, which con-
Image FCN Ours Ground Truth Image FCN Ours Ground Truth
Figure 6. Visual improvements of our approach over the baseline on both Cityscapes (first two rows) and ADE20K (last two rows). We
mark the improved regions with white dashed boxes (Best viewed in color).
Table 6. Comparison with state-of-the-arts on the validation set of
COCO-Stuff.
Method Backbone mIoU (%)
FCN [29] VGG-16 22.7
DAG-RNN [39] VGG-16 31.2
RefineNet [24] ResNet-101 33.6
CCL [9] ResNet-101 35.7
SVCNet [10] ResNet-101 39.6
DANet [12] ResNet-101 39.7
Ours ResNet-101 39.2
tains 140K images annotated with object bounding boxes
and masks of 80 categories. We follow the COCO2017 split
as in [14], where the training, validation and test sets con-
tains 115K, 5K, 20K images respectively. We report the
standard COCO metrics including Average Precision (AP),
AP50 and AP75 for both bounding boxes and masks.
Training settings. We use Mask-RCNN [14] as baseline to
conduct our experiments. Similar to [44], we insert 1 non-
local or interlaced sparse self-attention block before the last
block of res-4 stage of the ResNet-50 FPN [25] backbone.
All models are initialized with ImageNet pretrained weights
and built upon open source toolbox [32]. We train the mod-
els using SGD with batch size of 16 and weight decay of
0.0001. We conduct experiments using training schedules
including ‘1× schedule’ and ‘2× schedule’ [32]. The 1×
schedule starts at a learning rate of 0.02 and is decreased by
a factor of 10 after 60K and 80K iterations and finally ter-
minates at 90K iterations. We train for 180K iterations for
2× schedule and decreases the learning rate proportionally.
The other training and inference strategies keep the same
with the default settings in the [32].
Results. We report the results on COCO dataset in Ta-
ble 7. We can see that adding one non-local block [44]
or interlaced sparse self-attention module consistently im-
proves the Mask-RCNN baseline by ∼ 1% on all metrics
Table 7. Comparison with non-local [44] (NL) on the validation
set of COCO. We use Mask-RCNN [14] as baseline and employ
ResNet-50 FPN backbone for all models.
Method Schedule AP box AP box50 AP box75 APmask APmask50 AP box75
Mask-RCNN 1× 37.7 59.2 41.0 34.2 56.0 36.2
+ NL 1× 38.8 60.6 42.3 35.1 57.4 37.3
+ Ours 1× 38.8 60.7 42.5 35.2 57.3 37.6
Mask-RCNN 2× 38.7 59.9 42.1 34.9 56.8 37.0
+ NL 2× 39.7 61.3 43.4 35.9 58.3 38.2
+ Ours 2× 39.7 61.1 43.3 35.7 57.8 38.1
Table 8. Influence of Ph and Pw within the interlaced sparse self-
attention on the validation set of Cityscapes.
Method Ph Pw Pixel Acc (%) mIoU (%)
Baseline - - 96.08 75.90
+ Ours
4 4 96.30 78.97
4 8 96.31 78.95
8 4 96.32 79.31
8 8 96.33 79.49
8 16 96.29 79.04
16 8 96.19 78.90
16 16 96.32 79.40
involving both object detection and instance segmentation.
Similar gains are observed for both 1× schedule and 2×
schedule. For example, our approach improves the box AP/-
mask AP of Mask-RCNN from 38.7/34.9 to 39.7/35.7 with
2× schedule. Especially, the performance of our approach
is comparable with the non-local block on all metrics while
decreasing the computation complexity significantly.
4.3. Ablation Study
Influence of the partition numbers. We investigate the in-
fluence of the partition numbers of our approach, e.g., P ,Q.
We conduct the experiments with various choices of P and
Q, and present the related results in Table 8. Especially, we
can determine the value ofQh andQw according to Ph and
Pw. According to the results in Table 8, it can be seen that
our approach consistently improves over the baseline under
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Figure 7. Visualization of the object detection and instance segmentation results of Mask-RCNN [14] and our approach on the validation
set of COCO (Best viewed in color).
Table 9. Impact of the order of long-range and short-range atten-
tion on the validation set of Cityscapes.
Method Pixel Acc (%) mIoU (%)
Baseline 96.08 75.90
+ Ours (Short + Long) 96.26 79.10
+ Ours (Long + Short) 96.33 79.49
various choices of the hyper-parameters. And the choice
Ph = Pw = 8 achieves slightly better results than others.
We simply set Ph = Pw = 8 for all of our experiments for
convenience. All the above experiments use the ResNet-101
FCN as the backbone and use the same training and testing
settings.
Long+Short vs. Short+Long. Considering that we can
achieve the fully dense information propagation with either
long-range attention first or short-range attention first, we
study the influence of the order of the long-range attention
and the short-range attention on the semantic segmentation
task. We simply conduct another group of experiments to
firstly apply the short-range attention and then the long-
range-attention. The related results are summarized in Ta-
ble 9. It can be seen that changing the order still improves
over the baseline for a large margin. Applying the long-
range attention firstly seems to be prefered for the semantic
segmentation tasks. We use the ResNet-101 FCN as the
backbone for all the above experiments. In all of our ex-
periments, we apply the long-range attention firstly unless
otherwise specified.
Comparison with Self-Attention/Non-local. We com-
pare our approach with the self-attention/non-local mech-
anism on three semantic segmentation datasets. We re-
port the related results in Table 10. We use ResNet-50
as the backbone for experiments on ADE20K and ResNet-
101 as the backbone for all the other experiments. We can
see that our approach outperforms the self-attention on all
three datasets. For example, our approach outperforms the
self-attention based approach by 0.56%/0.96%/0.84% on
ADE20K/Cityscapes/LIP respectively.
Table 10. Comparison with self-attention (SA) and Pyramid Pool-
ing Module (PPM) on three datasets. We use CE2P [27] as
our baseline for LIP and ResNet based FCN for Cityscapes and
ADE20K.
Method Dataset Backbone Pixel Acc (%) mIoU (%)
Baseline
ADE20K ResNet-50
76.41 34.35
+ PPM 80.17 41.50
+ SA 80.19 41.55
+ Ours 80.27 42.11
Baseline
Cityscapes ResNet-101
96.08 75.90
+ PPM 96.20 78.50
+ SA 96.21 78.53
+ Ours 96.33 79.49
CE2P
LIP ResNet-101
87.37 53.10
+ PPM 87.21 54.18
+ SA 87.23 54.23
+ Ours 87.69 55.07
Comparison with Pyramid Pooling Module. We also
compare our approach with the well verified Pyramid Pool-
ing Module (PPM) [60] under the same training/testing set-
tings. We report the related results in Table 10. We can see
that our approach consistently outperforms the PPM on all
three datasets. Specifically, our approach outperforms the
PPM by 0.61%/0.99%/0.89% on ADE20K/Cityscapes/LIP
respectively. In fact, the advantage of self-attention over
PPM has also been convincingly verified in the previ-
ous works including DANet [12], CFNet [56], and OC-
Net [53]. The (further) advantage of our approach com-
pared with [12, 56, 53] is the significant efficiency improve-
ment.
Comparison with CGNL. The recently proposed compact
generalized non-local module (CGNL) [52] also attempts
to improve the efficiency of the original non-local mecha-
nism. Considering the CGNL is extensively evaluated on
the fine-grained classification dataset, we compare our ap-
proach with CGNL on CUB-200-2011 [42] dataset.
We use ResNet-50 as backbone to for all the experi-
ments. Following [44, 52], we compare our approach with
Table 11. Comparison with CGNL [52] on the validation set of
CUB-200-2011.
Method Top1 Acc (%) Top5 Acc (%)
ResNet-50 84.37 96.53
+ 1× CGNL [52] 85.14 96.88
+ 5× CGNL [52] 85.68 96.69
+ 1× CGNL (Our impl.) 85.69 96.95
+ 5× CGNL (Our impl.) 86.31 97.05
+ 1× Ours 86.28 97.03
+ 5× Ours 86.54 97.10
Table 12. Comparison with SA [41] with 2× downsampling,
RCCA [16] and CGNL [52] on the validation set of Cityscapes.
All methods choose ResNet-101 FCN as the backbone.
Method Pixel Acc (%) mIoU (%)
Baseline 96.08 75.90
+ RCCA [16] - 79.12
+ SA-2× (Our impl.) 96.12 76.49
+ RCCA (Our impl.) 96.28 78.63
+ CGNL (Our impl.) 96.01 77.01
+ Ours 96.33 79.49
CGNL under two different settings: (1) insert one CGNL
or interlaced sparse self-attention module (to res-4); (2) in-
sert 5 CGNL or interlaced sparse self-attention modules (2
modules to res-3 and 3 modules to res-4). We report the
Top-1 and Top-5 classication accuracy on the validation set
of CUB-200-2011 in Table 11. It can be seen that our ap-
proach outperforms the previous CGNL under both kinds of
settings. Besides, we also verify the advantages of our ap-
proach over CGNL on a segmentation dataset (Cityscapes)
and illustrate the performance in Table 12.
Comparison with Down-Sampling/RCCA. We compare
our approach with other two kinds of mechanisms that
are conventionally used to improve the efficiency of self-
attention/non-local such as the down-sampling scheme [44]
and RCCA [16]. For the down-sampling scheme, we di-
rectly down-sample the feature map for 2× before comput-
ing the dense affinity matrix. We evaluate both kinds of
mechanisms on the validation set of Cityscapes and report
the related performance in Table 12. It can be seen that our
approach outperforms the above two mechanisms according
to the results in Table 12. Especially, we use the average
performance (79.12%) reported in [16] for fairness.
Efficiency Comparison. We compare our approach
with PPM [60], SA [41], DANet [12], RCCA [16] and
CGNL [52] in terms of efficiency in this section. We re-
port the GPU memory, GFLOPs and inference time when
processing input feature map of size 2048 × 128 × 128 in
Table 13. It can be seen that our approach is much more
efficient than all the other approaches.
Visualization. First, we visualize the segmentation maps
Table 13. Efficiency comparison given input feature map of size
[2048× 128× 128] in inference stage.
Method Memory (MB) GFLOPs Time (ms)
PPM [60] 664 619 75
SA [41] 2168 619 77
DANet [12] 2339 1110 121
RCCA [16] 427 804 131
CGNL [52] 266 412 75
Ours 252 386 45
Image Ground Truth Attention Map
Figure 8. Visualization of attention maps learned with our ap-
proach on the validation set of Cityscapes. We present an input
image, the ground truth label map and attention map for the pixel
marked by red cross in each row.
predicted with our approach and the baseline in Figure 6.
The first two rows show the examples from the validation
set of Cityscapes and the other two rows show the examples
from the validation set of ADE20K. It can be seen that our
method produces better segmentation maps compared with
the baseline. We mark all the improved regions with white
dashed boxes.
Second, inspired by the recent [53], we also visualize the
attention maps learned with our approach on the validation
set of Cityscapes in Figure 8. For each row, we randomly
select a pixel (marked by red cross) in the image and visu-
alize its attention map learned with our approach. It can be
seen that our approach also pays more attention to the pixels
that belong to same category as the chosen pixel, which is
similar to the observation of [53].
Last, we visualize the object detection and instance seg-
mentation results of our approach and the Mask-RCNN on
the validation set of COCO in Figure 7. It can be seen that
our approach improves the Mask-RCNN consistently on all
the examples. For example, the Mask-RCNN fails to de-
tect multiple cars in the last example while our approach
achieves better detection performance.
5. Conclusion
In this work, we have presented the interlaced sparse
self-attention mechanism to improve the efficiency of self-
attention scheme. The main idea of our approach is very
clear and simple: factoring the dense affinty matrix as the
product of two sparse affinity matrices. Especially, our
approach is easy to implement based on the existing im-
plementation for self-attention scheme. We empirically
compare our approach with various existing approaches
and show that our approach achieves competitive perfor-
mance on various semantic segmentation datasets while be-
ing much more efficient compared with the conventional
self-attention mechanism.
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