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ABSTRACT 
A complete characterization f banded block circulant matrices that have banded 
inverse is derived by factorizations similar to those used for orthogonal matrices of this 
kind. The nonorthogonal part of these matrices is shown to be related to block 
companion type matrices that are nilpotent. It also follows from this characterization 
that the width of the band of the inverse is bounded in terms of the number and size 
of the blocks generating the block circulant matrix. Matrices of this type appear in the 
description of the action of perfect reconstruction filter banks as well as in applica- 
tions of discrete biorthogonal higher mldtiplicity wavelet ransforms. 
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1. INTRODUCTION 
We study real valued banded block circulant matrices, i.e., matrices 
having the form 
CN(A)  = 
A o A 1 "" Ap_  2 Ap_  1 0 ... 0 0 
0 A o ... Ap_  a Ap_  2 Ap_  1 ... 0 0 
• • 
A 2 A 3 "" 0 0 0 "" A o A 1 
A 1 A 2 " "  Ap_  1 0 0 "'" 0 A o 
Here the Aj are m × m blocks (m is called the multiplicity) and the 
whole matrix has size Nm × Nm where, typically, N >> p. In this paper we 
characterize all block sequences 
A=(A0 A1 ... Ap_ l}  
for which CN(A) is invertible and 
CN(A)  -1 = C~(B)  7" (1) 
for some finite block sequence B = {B 0 B 1 "" Bq_ 1}. 
Matrices of this type appear in the engineering literature, when the action 
of a perfect reconstruction filter bank is being studied, as well as in the 
description of biorthogonal higher multiplicity wavelet ransforms. The block 
sequences then consist of the time reversed impulse responses of filters 
forming the bank or coefficients of refinement equations, respectively. The 
requirement of bandedness corresponds to both the analysis and synthesis 
filters having finite impulse responses [5, 6]; in the case of wavelets this is 
necessary if bases consisting of functions with compact support are to be 
developed [1, 2]. 
In the special case of orthogonal banded block circulant matrices everal 
possible complete characterizations are known [3-6]. They are usually based 
on factorizations of corresponding block sequences into products of short 
factors• This makes it possible to construct such matrices in an easy way and 
even to include additional constraints. 
A necessary and sufficient condition for a banded block circulant matrix to 
have a banded inverse has already been given by Vetterli [5, 6]. Unfortu- 
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nately, this condition is not well suited for the construction of such matrices; 
they are usually built, as in the orthogonal case, as special products of some 
simple factors. However, orthogonality is a very strong property, and when it 
is relaxed, the range of all possible solutions increases to such an extent hat it 
cannot be covered by a straightforward generalization of products of basic 
building blocks of the type used in the orthogonal case. 
In this paper we give an alternative complete characterization f banded 
block circulant matrices that have a banded inverse. This enables us to 
describe new kinds of factors which can be derived from nilpotent matrices. 
It also follows from this characterization that, for a given width of the band in 
a block circulant matrix, the width of the band of the inverse, if finite, is 
bounded from above and below. The bounds depend also on the size m of 
the blocks. 
2. PRELIMINARIES 
We use ~'(A) and M/(A) to denote the range and null space of matrix A. 
Other calligraphic letters will be reserved for the following concept. 
The pair of block sequences atisfying (1) can be combined into a 
biorthogonal pair 
(A0 A1 Arl) 
,3~ = 
Ao A1 "'" Z~r-1 ' 
where, however, the leading and trailing blocks in either of the block 
sequences may be zero and therefore their essential length can be smaller 
than r blocks. Note the importance of the relative positions in the block 
circulant matrices. For example, the three pairs 
(AoA1 0)/0A1A )(AoAl0 0 
/~0 A1 A2 ' Ao A1 A2 ' 0 AI A2 /~3 
have sequences of the same essential length (2 and 3), but the biorthogonality 
conditions (1) impose different constraints because of the way the nonzero 
blocks of the two sequences overlap. To describe exactly the extent of zero 
blocks we use the following definition. 
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DEFINITION 2.1. We say that ~¢ is a (1, p, k, q)-biorthogonal pair [or a 
biorthogonal pair of type (l, p, k, q)] if 
Aj =0 whenever 0~<j < l  or j t> l+p,  
A t --/= 0, Al+p_  1 ~ O, 
,~j = 0 whenever 0 ~< j < k or j 1> k + q, 
Ak ~ O, Ak+q-1 ~ O. 
This means that 1 (k) leading zero blocks in the first (second) block 
sequence are followed by p (q) possibly nonzero blocks; the first and the last 
of these blocks do not vanish. The trailing blocks are then zero. We may 
assume that at least one of A r_  1 and A r_  1 is not zero, i.e., the total length is 
r= max(l + p ,k  + q). 
Note that if both the block sequences in a biorthogonal pair start with 
zero blocks and we discard the same number of these blocks in both 
sequences, we again obtain a biorthogonal pair. We identify such pairs and 
assume that, in the type description, k or l equals zero, even though the 
corresponding block circulant matrices are different. This difference, how- 
ever, can be considered negligible from the point of view of applications, 
where the m outputs are the vectors formed by every mth element of the 
input vector multiplied by the block circulant matrix. 
An orthogonal banded block circulant matrix is a special type of banded 
block circulant matrix that has a banded inverse. The block sequences in such 
a biorthogonal pair coincide ( A = ,~), and thus it is always of type (0, p, 0, p), 
for some p. We call such a pair orthogonal. 
The definition of the block circulant matrix CN(A), generated by the 
p-element block sequence A = {A 0 A 1 "'" Ap_l} , is clear for N/> p. We 
may extend the definition for N < p by the following wraparound: 
Cp-l( A) = Cp-I((  Ao + Ap-1 
Cp_2( A) = Cp_2(( Ao -4- Ap-2 
A 1 ... Ap_2}), 
A 1 + Ap_I . . .  Ap_3)),  
CI(A ) =A 0 + A 1 + . . .  +Ap_  1. 
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The following theorem describes the biorthogonality of two block se- 
quences in terms of the so called shifted orthogonality conditions (and their 
dual conditions) and shows how this concept is, for banded block circulant 
matrices, essentially independent of their size. 
THEOREM 2.2. Let A = {A 0 A 1 " "  Al+p_l} and A = 
{A0 A1 "'" Ak+q-1} be two block sequences. Then the following four 
statements are equivalent: 
(a) Shifted orthogonality conditions: 
~T Y'~AjAj+ t = 6otI for all t 
J 
(here, as later, "out of range'" blocks are defined to be zero); 
(b) dual shifted orthogonality conditions: 
(c) 
T ~AjA j+ t = 6otI foral lt ;  
J 
C~( A)-' = C~( i )~ 
for at least one N >l p + q - 1; 
(d) 
T 
CN( A) -1 = CN( A ) 
for all N. 
Proof. Writing out  CN(A)CN(A) T= I blockwise for N sufficiently 
large gives (a); similarly, CN(A)TCN(A) = I gives (b); thus both are equiva- 
lent to (c). As (a) and (b) are independent of N, equivalence of (d) follows; 
for N < p + q - 1 the cross terms in the sums vanish due to (a). • 
Applying this theorem, we can list several simple operations which 
preserve biorthogonality. 
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COROLLARY 2.3. Let 
Ao Aa . . .  A r_  1 
be a biorthogonal pair. Then the following are also biorthogonal pairs: 
(A~o A~ ~ ) • .. Ar_ 1 
;~o i~ . .  ~ ' r-1 
Ao A1 . . .  A r_  1 ' 
Ar- 1 Ar- 2 "'" A° I 
Ar-1 Ar -  2 "'" Ao 
(2) 
HAo HA1 "'" HAt- 1 
H_T~ ° H_T~ J ... H_r~r_ 1 ] foranynonsingularH, (3) 
Ao H A1H ... Ar_IH 
Ao H-T A,H -T ... Ar_l H-T 
for any nonsingular H. (4) 
3. GROUP STRUCTURE OF THE SET 
OF BIORTHOGONAL PAIRS 
The product of banded block circulant matrices is again block circulant 
and banded. This enables us to define the product of block sequences as the 
block sequence xtracted from the product of corresponding (sufficiently 
large) block circulant matrices. Equivalently, we can express this in terms of 
block sequences. 
DEFINITION 3.1. Let A = {A o A 1 " ' "  Ap_l} and B = {B o B~ "" 
Bq_ l} be two block sequences. We define the product of A and B to be 
C = {Co Cl "'" Cp+q_2}, 
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where 
and write C = A [] B. 
Cj = E&Bj -k ,  
k 
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LEMMA 3.2. Let A, [~, and C be block sequences forming biorthogonal 
pairs with A, 13, and C, respectively, and let C = A [] B. Then 
6=anL  
Proof. The statement can be proved by a straightforward calculation 
using the definition of the product and the shifted orthogonality conditions. 
However, one can also verify it using the fact that the product of block 
sequences i  derived from the multiplication of block circulant matrices: 
c~(6)  = c~(c )  -~ = [C~(A)C~(B)]  -~ = C~(a )C~(k  ). • 
The previous lemma enables us to extend Definition 3.1 and to introduce 
the product of biorthogonal pairs 
ADB} 
~D~ = ~,D ~ " 
THEOREM 3.3. Biorthogonal pairs form a group under the []-product 
defined above. The unit element is the (0, 1, O, 1)-biorthogonal pair where 
both block sequences are formed by the identity matrix. The element inver- 
se to 
Ao A1 ... A r 
,3~ = . 
Ao ffq "" A, 
is 
~°v = {;~r ;C1 ", ~o 
ATr A T ... Aro r - I  
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Proof. Again, the statement can be proved by using the correspoT,. 
block circulant matrices. •~ 
Orthogonal pairs, which we have already mentioned, are an important 
special ease. They fit into the group context quite naturally. 
LEMMA 3.4. Orthogonal pairs form a subgroup of the group of biorthog- 
onal pairs. 
Proof. The proof is trivial--the product, inverse, and transpose of 
orthogonal matrices are orthogonal. • 
Factorizations of orthogonal pairs (wavelet matrices, parannitary filter 
banks) into products of short factors were proposed in [3-6], etc. The product 
of block sequences as defined by Definition 3.1 corresponds to the 0-shift 
product [4] and is closely related (the normalization is removed) to the Pollen 
product [3]. For these products there exist factorizations using the basic 
building blocks of length 2, the linear factors. 
THEOREM 3.5. A = {A 0 A 1 "'" Ap_ 1} is the block sequence of an 
orthogonal pair if  and only if there exist an orthogonal matrix H and 
symmetric projectors P~, i = 1 . . . . .  p - 1, (i.e., PiP~ = Pi, P]" = P~) such 
that 
A = {H}r I{P  1 I -P ,} Iq{P  2 I -P2} lq . . . ln{Pp_  1 I -Pp_ l} .  (5) 
Proof. First, A defined by (5) is the block sequence of an orthogonal 
pair, since all the factors are orthogonal pairs. 
To show that such a factorization always exists, it is enough to prove that 
for arbitrary p > 1, the block sequence A can be written as the product of 
some block sequence C comprising p - 1 blocks and some linear factor 
{Pp-1 I -  Pc-l}, where e -1  is a symmetric projector. As both A and 
{Pp-1 l Pc-1} are the b~ock sequences of orthogonal pairs, so is C, and, 
the statement of the theorem then follows by recursion. 
Let us choose an arbitrary symmetric projector Pp_ 1 such that 
ep_laTo = ZTo, ep_lAp_l =0. 
Such a projector always exists because A satisfies the shifted orthogonality 
conditions, in particular, A 0 A~_ 1 = 0. We can choose, for example, Pp_ 1 = 
UUr, where U is such a matrix that its columns form an orthonormal basis for 
the range of A~. The actual ength of 
c =AUiZ-e _, 
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is then at most p - 1 blocks, because C O = Ao(I - Pp-1) =" 0 and Cp = 
Ap 1ep+l  = 0. On the other hand, C cannot be shorter, since A = C [] 
{/~;- 1 I -- P._ 1} has length p. • 
In fact, t~e concept of orthogonal linear factors can be easilygeneralized 
to the biorthogonal case--the orthogonal matrix is then replaced by a 
nonsingular matrix, the symmetric projector by a general projector. 
LEMMA 3.6. ~" is a biorthogonal linear factor (i.e., a (0,2,0,2) 
biorthogonal pair) if and only if there exist a nonsingular matrix H and a 
projector P such that 
~¢= T [] pT I -P  T . (6) 
Proof. 
other hand, suppose that 
~¢ defined by (6) is a biorthogonal pair by inspection. On the 
A0 A1) 
and let H = A o + A 1. The shifted orthogonality conditions imply 
( Ao -{- A1)( ~lo --~- AI)T = I, 
and therefore H is invertible; H -v = fi'o + A1. Hence we can write 
B1 
where B o+B 1=/~o +BI=I .  Furthermore, B o~r=B~/~o r=0,  which 
gives 
Bo( - L)T = o, 
( i  - Bo)~o ~ = 0. 
These equations can be rewritten as 
Bo = Bo ~o ~ = ho ~, 
402 JAROSLAV KAUTSKY AND RADKA TURCAJOVA 
and thus 
B 0 = B 0 B0 ,  
from which the rest follows immediately. • 
By a slight modification of the proof we can obtain a similar form with the 
normalizing (0, 1, 0, 1) factor on the right hand side. 
Biorthogonal linear factors can be used to construct general biorthogonal 
pairs--a product of r - 1 such factors is, generally, a biorthogonal pair of 
total length r. Unfortunately, the analogy with orthogonal pairs ends here. 
One can find biorthogonal pairs of total length r that cannot be decomposed 
into a product of r - 1 linear factors. To show that, it is enough to find a 
biorthogonal pair ~ such that ~¢ [] 5 r- is at least as long as 5~' for any 
biorthogonal linear factor 5E. A sufficient condition is given by the following 
lemma. 
A° A1 "'" Ar-1) .  If 
LEMMA 3.7. Let ~ = "4o "41 "'" A,-- 1 
n (A r_i) * /01 or n * {01, (7) 
then the total length of ~ = s¢ [] S r is at least r for any biorthogonal linear 
factor 
(P  I -P )  (Pbeingaprojector). ,.~0-= pT I - -  pT 
Proof. For any projector P, I - P is a projector onto ~4/~P) which has 
just trivial intersection with ~(P) .  Thus C 1 = Ao(I - P) + AlP = 0 if and 
only if both the summands are zero. If also C O = A 0 P = 0, then, necessarily, 
A 0 = 0. Similarly, C0 = C1 = 0 implies A 0 = 0, and therefore the simulta- 
neous vanishing of the first two blocks in both sequences contradicts our 
assumptions on either or both A 0 and "40 being nonzero. Analogously, 
cannot be made shorter than .~¢ by causing the last two blocks in both the 
block sequences to vanish. 
So suppose the first and the last blocks vanish, i.e., 
C O = A 0 P = 0, 
C0 = A0 Pr = 0, 
C r = Ar_I( I  - P) = O, 
~r = ~r--1(I  -- pT) = 0. 
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Let us express the projector P in the form P = UV T, where U and V are 
some m × n matrices, n being the rank of P. Note that p2 = p implies 
V TU = L The four conditions above are then equivalent to 
Suppose that 
T) cx(v 
AT_I) 
0 
Then UTx = 0 and x = Vy for some y. However, this implies 
O --/= y = UTVy = UTx =0,  
which is a contradiction. Similarly, if 
0 , 
then V TTC = O, U-k = ~/ for some ~/ and 
O ~ ~t = vTU'y = VTSc = O, 
which is also contradictory. • 
Here is an example of a biorthogonal pair with common directions in the 
extreme blocks of the first sequence: 
0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 ~ 
0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 -1  - I  0 0 0 1 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 1 1 1 0 0 -1  0 
0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 
0 1 0 0 -1  -1  1 0 1 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 1 0 -1  1 0 1 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 
This biorthogonal pair thus 
biorthogonal linear factors. 
cannot be factorized into a product of three 
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4. ORTHOGONAL FACTORIZATIONS AND ATOMS 
In this section we derive a factorization of any biorthogonal pair into a 
product of a biorthogonal pair of a special form and an orthogonal pair. This 
allows us to concentrate on the nonorthogonality of any biorthogonal pair. 
There are, essentially, two special forms to choose from: with either maximal 
or minimal overlap. Neither of them is necessarily unique. However, the 
maximal overlap factor may have, for p g= q, a variety of types depending on 
where the overlapping section occurs. We thus prefer the minimal overlap 
form; it also appears to lead to a clearer understanding of the properties of 
biorthogonal pairs. 
LEMMA 4.1. Let s¢ be a biorthogonal pair of type (l, p, k, q) ~ (0, p, p 
- 1, q). Then there exists an orthogonal linear factor J such  that ~6~ = 5g [] o ~r 
is of type (1, ~, k, ~), where ~ <<, q and exactly one of the following three 
possibilities occur: 
l= l ,  ~3=p, f~=k+l ;  
l= l -1 ,  /3=p,  k=k;  
f=l, k=k. 
(8) 
Proof. If ( l ,p ,k ,q )#(0 ,  p ,p -  1, q), then k ¢=l+p-  1 and the 
shifted orthogonality conditions imply that Al+p_lATk = 0. Now, let us 
choose any matrices U and V such that their columns form orthonormal 
bases for ,-~(AT+p_I ) and ~9~(A~), respectively, and if rank Al+e_ 1 + 
rank A~ < m, let us extend them arbitrarily in such a way that (U V) is an 
m × m orthogonal matrix. Then UU r is a symmetric projector, I - UU r = 
VV r, and 
oqr= { UUr wr}  
UU r W r 
is an orthogonal linear factor. Furthermore, 
Bl+ p -= AI+p_IVV r = O, 
Bk = Ak UUr = O, 
and thus ~ ~ q. Gener~ly, /3 = p, and if k = 0, then k = O and/~ = l - 1; if 
1 = O, then l = O and k = k + 1. This does not hold when B l vanishes, but 
then /3 = p - 1. Let us point out that simultaneous vanishing of two neigh- 
boring extreme blocks of the sequences in ~ is impossible--it contradicts d 
being of type (1, p, k, q). 
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The conditions (8) mean that we have moved the upper block sequence to 
the left, we have moved the lower one to the right, or their relative position 
has remained essentially the same, but the upper sequence has been short- 
ened. We can repeat the process until we finish (after a finite number of 
steps) with a biorthogonal pair of the type (0,/~, ~ - 1, c~) for some /3 ~< p, 
~< q. To prove this formally, we note that for all three cases in (8) we have 
l+~-k=l+p-k -1 .  
The process thus finishes after l + p - k - 1 steps, when 
[+/3 -k=( /+p-k )  - ( l+p-k -  1) = 1. 
This happens exactly when [ = 0 and/~ =/3 - 1. 
DEFINITION 4.2. A biorthogonal pair of type (0, p, p - 1, q) will be 
called a biorthogonal atom [or more precisely an atom of type (p, q)]. If 
Ap_ 1 = Ap_ 1 = l, we will say the atom is normalized. 
From the shifted orthogonality conditions it follows that in every (p, q) 
atom Ap_ 1 ~T _ 1 = I, and so these overlapping blocks must be nonsingular 
matrices. Therefore, every atom can be factorized into the product of a 
normalized atom and a (0, 1, 0, 1) biorthogonal pair, in either order [see (3) 
and (4) in Corollary 2.3]. 
We can summarize these results in the following theorem. 
THEOREM 4.3. Every (/, p, k, q) biorthogonal pair can be factorized 
into the product of a (0, 1, 0, 1) biorthogonal pair, a normalized atom, and 
l + p - k - 1 orthogonal linear factors. 
Note that if an atom is orthogonal, then it is necessarily of type (0, 1, 0, 1). 
Thus, the atom really represents the nonorthogonality of the pair, and the 
factorization above can be viewed as the decomposition of the biorthogonal 
pair into its orthogonal and nonorthogonal part. 
5. ATOMS OF NONORTHOGONALITY 
We now turn our attention to the analysis of biorthogonal toms. Unless 
specified, we will deal with normalized atoms only. We start with a special 
case .  
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LEMMA 5.1. 
where Rq = O. 
A (2, q)-atom has the form 
0} 
se= 0 i -R  T ... ( -RT)  q -1  ' (9 )  
Proof. The statement follows immediately from the shifted orthogonality 
conditions. • 
The nilpotent matrix R must have all eigenvalues equal to zero, and the 
index q (n  q = 0 ~ a q - l )  equals the size of its largest Jordan block. This 
observation has an important consequence--the length of such atoms is 
necessarily imited. 
COROLLARY 5.2. There are no (2, q) atoms with q > m. Atoms of type 
(2, m) exist; they have the form (9) with R = MSM -1 where M is a 
nonsingular matrix and S is the Jordan block of order m with zero eigenvalue 
(the shift matrix). 
Nilpotent matrices are also of importance for the understanding of 
general (p, q) atoms. Let us return to the question of when a finite 
biorthogonal counterpart to a given p-block sequence {A 0 A 1 ... Ap_ 1} 
exists, this time to form a normalized (p, q) atom, with possibly unbound- 
ed q, 
A o A 1 "" Ap_ z I 0 0 "" 
"~¢~- t 
o o ... o i x~ x~ . . .  
The shifted orthogonality conditions require that the X n, n = 1, 2 . . . . .  be 
given by the following difference quation: 
X n = - (Ap_2Xn_  1 + Ap_sXn_  2 + ... +AoXn_v+O, 
X 0 = I, X_ 1 . . . . .  X_p+ 2 = O. 
Let us define 
and denote Ej 
position. Then 
-- (0 
T T 
Yn ~ (X  T XTn_l ... Xn_p+2) 
• " 0 I 0 ... 0) r with the order m identity in the j th 
Yn = GY,_ 1, Yo = E l ,  
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where 
-Ap_  2 -Ap_  3 -Ap-  4 . . . .  A 1 -A  o 
I 0 0 . . .  0 0 
G= 0 I 0 ... 0 0 
0 0 0 ... I 0 
is a block-companion-like matrix. Consequently, 
Yn = Gnyo = GnE1, 
and the nilpotency of G is related to the finiteness of the block sequence 
{I X0 v -.. } as follows. 
THEOREM 5.3. The sequence { Xn}, n = O, 1 . . . . .  is of  a finite length q 
(i.e., X n = 0 for  all n >. q, Xq_ 1 4:0 for  some q), and sg is thus of  type 
( p, q), i f  and only if  the matrix G is nilpotent with index p + q - 2 (i.e., 
G p+q-2 -~ 0 --/: GP+q-3). 
Proof. Suppose that X~ =- 0 for all h >/q. Then the following holds for 
a l ln  >~p +q-2 .  First, 
0 = Yn = G"E1 • 
Next, for j = 1 . . . . .  p - 2, 
c"+% = = c"( j+l - E Ap_j_I) = 
and therefore 
G"Ej+ 1 = cn+ lEj . . . . .  G"+JE1 = O. 
Thus G"Ej = 0 for j = 1 . . . . .  p - 1, in other words, G" = 0. 
On the other hand, let G ~ =0 for all h >>.p +q-2 ,  GP+q-3--/:O. 
Then, for all n >t q, 
X,  = EVl G"E1 = E T G"+P-eE1 = O. p-1 
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Furthermore, X_ 1 ¢: 0, because otherwise the first part of the proof w,~ d q-  
imply that G p + q- 3 = 0. 
Let us now return to the first part of the proof and suppose that X~ = 0 
for all f i>/q,  but Xq_l ~0.  Then, as we have shown, G"=0 for all 
n >t p + q - 2. I f  also G P + q- 3 = 0, it would follow from the second part of 
the proof that Xq_ 1 = 0 and hence G P ÷ q- 3 ~ 0. II 
The maximal index of a nilpotent G is its size, (p  - 1)m. Unlike when 
p = 2, it is not clear that this maximum can be reached, due to the special 
structure of G. Nevertheless, we have a bound on q in terms of p and the 
multiplicity m. 
COROLLARY 5.4. There are no ( p, q) atoms with q > (m - 1)p - m 
+2. 
Note that, because of Corollary 2.3, this also means that there are no 
(p,  q) atoms with p > (m - 1)q - m + 2, and we thus have a lower bound 
for q as well. 
We know that any (l, p, k, q) biorthogonal pair can be written as a 
product of some ( f ,  ~) atom (~ ~< p, ~ ~< q) and p + l - k - 1 orthogonal 
linear factors. For the purpose of length estimates, we can assume that p ~< q 
and l ~< (q - p ) /2  (again, Corollary 2.3 can be used). Hence 
~<(m-  1 )~3-m+2~< (m-  1 )p -m+2,  
q<~+(p+l -k -1 )  <~+ q+P . 
This gives 
q ~<2~+p-2~< (2m-  1 )p -2m+2,  
and we have an upper bound for q, in terms of m and p, for any 
biorthogonal pair. 
Finally, observe that the nilpotency of G can be expressed as 
det(AI - G) = }t (p-1)m. 
When the formula 
( A B) = det Ddet( A _ BD-1C) det D 
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is applied recursively (with D being an m × m block), it is not difficult o see 
that 
det ( ) t I -G)  = det(jP~__iAjAJ). 
Vetterli and Le Gall [6] showed that the inverse of CN(A) is banded if and 
only if det(~P-olAj~t j) is a monomial in )t. We see that we have derived here 
(by different means) Vetterli's condition for atoms. 
6. MAPPING THE ATOMS OF NONORTHOGONALITY 
Biorthogonal pairs with minimal overlap are of two types: (0, p, p - 1, q) 
or (q - 1, p, 0, q). Atoms of each type form a group under the product [3. 
Denote them G L and G R. Note that the product 5~¢ [] ~', ~¢ ~ G L, ~'  ~ GR, 
can be of any type. 
In the previous section we have characterized the group G L by the 
nilpotency of a certain block companion matrix. The other group can be 
characterized similarly. We also know, by applying a factorization of the kind 
discussed in Section 4, that atoms of either type can be expressed as a 
product of an atom of the other type and an orthogonal pair. Furthermore, 
atoms in G L can be obtained from atoms in G R (and vice versa) by the 
operation (2) in Corollary 2.3. 
Let us discuss the possibilities and limitations of constructing all biorthog- 
onal atoms from some elementary building blocks. The obvious candidates, 
because they are the simplest, are the (2, 2) atoms. A product of r - 1 atoms 
of type (2, 2) generally has type (r, r). However, we will demonstrate by an 
example that some of the extreme blocks can vanish and the actual type can 
be (p, q) where p ~ q. Unfortunately, it turns out that (2,2) atoms do not 
suffice for factorization, atleast in the following sense: there are ( p, q) atoms 
(even with p = q) which cannot be factorized into a product of r - 1 = 
max( p, q) - 1 atoms of type (2, 2). In this section, we give the necessary and 
sufficient conditions for the existence of a (2, 2) atomic factor decreasing the 
type of a given atom of a type larger than (2, 2) (in fact, Lemma 6.1 solves the 
problem in a slightly more general setting). We also present a (3, 3) atom for 
which these conditions do not hold. Thus, it appears that at least (2, q) atoms 
are needed for building up general biorthogonal toms. However, the ques- 
tions of factorizing into products of larger number of factors, or using larger 
building blocks like (2, q) or (q, 2) atoms, which are also quite easy to 
construct, remain open. 
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LEMMA 6.1. Let d be of type (O, p, k, q) where p >2,  k > 0, and 
q > 2. Let U and V be matrices with orthonormal columns such that 
~'(U)  =A/(A0) and oq'(V) =A/(Aq+k_i) .  Then there exists a (2,2) atom j r  
such that ~q~ = ~" [] 9- has type (0, p - 1, k - 1, q - 1) if and only if the 
three equations 
A o + A1UXV T = 0, (10) 
Aq÷k-1 -- Aq+k-2 VXrUr  = O, (11) 
xvTux  = 0 (12) 
have a common solution X. Alternatively, ~q~ will have type (0, p - 1, k - 
1, q) (type (0, p, k, q - 1)) if and only if the two equations (10) and (12) 
((11) and (12)) have a common solution. 
Proof. The factor 9 -must  have the form g ivenby  Lemma 5.1 with 
q = 2 and some R. For B 0 = AoR and Bq+k+l = --Aq+k 1Rr to vanish it 
is necessary and sufficient hat R = UXV T for some X. Equations (10), (11), 
and (12) are obviously equivalent to  B 1 = 0 ,  Bq+ k = 0 ,  and R 2 = 0, respec- 
tively, from which the required types follow. • 
Note that if ~¢ is nondeficient, in the sense that rank A 0 + rank Aq+ k_ 1 
= m, then VrU = 0, (12) holds trivially, and (10) and (11) can be replaced 
by somewhat simpler equations 
AoV + AIUX = 0, (13) 
Aq+k_lU -- Aq+k_2VX T = 0. (14) 
Otherwise, when ~ is deficient, (13) and (14) together with (12) are only 
necessary for the existence of the atomic factor. 
Consider the following (3, 3) type atom: 
0 0 1 0 1 0 1 0 0 0 0 0 0 0 O~ 
,/ 0 0 0 0 0 2 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 o 3~ 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 -1  0 0 0 0 
0 0 0 0 0 0 0 0 1 0 -2  0 1 0 
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~¢ has A o = ex eT and A4 = e3eT; thus 
(0 
U= , V= 1 
0 
and 
vTu= ( 0 ~) =e l  eT. 
(° ~) Setting X = , we have from (12) 
3' 
T=0,  a~5 = 0. 
The equation (10) becomes 
(00 ) (0 
0 0 + 0 
0 0 0 
1) (o 
0 X 
0 
1O) o 
0 
which implies 
T=0,  6=1.  
The equation (11) can be rewritten as 
(o o i)(1 o)( 
0 0 + 0 1X  0 
0 0 0 0 0 o°~)° 
and therefore 
2a+1=0,  /3=0.  
1 This is a contradiction, because a6  = - 7 ¢: 0 and thus ~', due to Lemma 
6.1, cannot be a product of two atoms of type (2, 2). 
Finally, we give an example of a ( p, q) atom, p ~: q, which is a product 
of (2, 2) atoms. Let p = 2 and q = 3. The two factors must be given by index 
2 nilpotent matrices R 1 and R 2 such that R1R 2 = 0 but R2R 1 ~ 0 [it is easy 
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to check that then (R 1 + R2) 3 = 0, as required for the resulting (2, 3) atom]. 
Obviously, the multiplicity m must be at least 3 and an easy example is 
a 1 = ~1(~2 -]- ~3) T, 8 2 = (e 2 - ea )e  ~. 
The product of such factors is 
0 1 1 1 0 0 0 0 0 0 0 0' 
1 0 0 0 1 0 0 0 0 0 0 0 
-1  0 0 0 0 1 0 0 0 0 0 0 
0 0 0 1 0 0 0 -1  1 0 0 0 
0 0 0 0 1 0 -1  0 0 0 1 -1  
0 0 0 0 0 1 -1  0 0 0 1 -1  
7. CONCLUDING REMARKS 
We have investigated the possibility of using elementary orthogonal and 
nonorthogonal building blocks to construct banded block circulant matrices 
that have banded inverses. We have shown that all such matrices can be 
obtained as products of orthogonal matrices of this type (for which the 
characterization is well known [3, 4]) and a special type of nonorthogonal 
banded block circulant matrices called atoms. Although the complete factor- 
ization of atoms into more elementary building blocks remains an open 
question, we have shown that there is an equivalence between atoms and 
nilpotent block companion matrices. This representation gives a concise 
characterization f certain short atoms, the products of which appear to form 
quite a rich class of atoms. 
In the application to discrete wavelet ransforms, discrete moments of the 
first row of the matrix, formed by the blocks of one of the sequences, are of 
importance. Similarly to the orthogonal case, the vanishing of these moments 
is related to the properties of the first row of the matrix obtained from the 
other block sequence. Consequently, there arises the problem of constructing 
the biorthogonal pairs from some of their rows. For the orthogonal case, we 
presented recursive algorithms for such a construction i  [3] and [4]. The 
factorizations derived in this paper appear to offer the possibility to general- 
ize these algorithms for biorthogonal wavelets. 
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