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Vector nonlinearities determined by a scalar function arise in various mathematical models.
The numerical solution of the corresponding partial differential equations often rely
on the Lipschitz continuity of the derivative of the nonlinear operator. In this paper
a simple suﬃcient condition is given for the required Lipschitz continuity, also providing
an easily computable estimate of the Lipschitz constant. Some discussion is included for
the corresponding elliptic operators.
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1. Introduction
Nonlinearities of the form
f (x, p) = a(x, |p|2)p (x, p ∈ Rn), (1.1)
where a is a positive, scalar (i.e. real-valued) function, arise in various mathematical models that describe physical
phenomena, e.g. in electromagnetics, elasto-plasticity or ﬂuid dynamics [10,12,16]. These nonlinearities determine the prop-
erties of the corresponding partial differential equations. The weak formulation of the latter usually lead to problems in the
form 〈
F (u), v
〉
H =
∫
Ω
gv (∀v ∈ H) (1.2)
to ﬁnd the weak solution u in some Sobolev space H , where〈
F (u), v
〉
H ≡
∫
Ω
f (x, Du) · Dv =
∫
Ω
a
(
x, |Du|2)Du · Dv (1.3)
describes the associated nonlinear elliptic operator in weak form. (Here · denotes the standard inner product on Rn .) It
is well known that the ellipticity and boundedness of the operator F can be reduced to suitable estimates for the scalar
function a, see e.g. [13,14]. These relations will be quoted later. Thus the well-posedness of these nonlinear PDEs can be
recast to elementary properties in 1D.
When one solves such boundary value problems numerically, normally Newton’s method or some of its variants is used
for the iterative solution of the discretized boundary value problem. Both the construction and the convergence estimation
of Newton-like iterative methods is based on the Lipschitz continuity of the derivative of the nonlinear operator and on
some estimate of the corresponding Lipschitz constant, see e.g. [2–5,8,11].
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for the required Lipschitz continuity, which also provides an easily computable estimate of the Lipschitz constant. Some
discussion is included for the corresponding elliptic operators.
2. Background
2.1. Some models with scalar nonlinearities
We brieﬂy quote some physical problems where nonlinearities (1.1) arise.
The nonlinear Maxwell equations form the general model that describe magnetic ﬁelds [12]. When a stationary magnetic
ﬁeld is studied in a planar cross-section of a device, then the relation between the magnetic ﬁeld H and the magnetic
induction B for isotropic media is in general given by the nonlinear relation
H(x) = ν(x, ∣∣B(x)∣∣2)B(x) (x ∈ Ω), (2.1)
where ν is the magnetic reluctance.
The elasto-plastic torsion of bars is described in detail in [10], where the model under plane deformation conditions in
the hardening state is based on the Saint-Venant model. The tangential stress vectors τ act in cross-sections parallel to the
(x, y)-plane, i.e., denoting by τxz and τyz the x and y coordinates of τ , respectively, we can neglect the third coordinate and
write τ = (τxz, τyz). Similarly, for the shear strain we write γ = (γxz, γyz). The condition of the hardening state involves the
single curve model. Therein the connection between strain and stress is given as Γ = g(T )T via a stress-strain function g
(linear in the elastic state owing to Hooke’s law, and nonlinear in the plastic state), for the vectors themselves leading to
the corresponding relation
γ = g(|τ |)τ . (2.2)
A similar nonlinearity arises in the description of elasto-plastic bending of plates [14].
The nonlinearity
f (p) = (|p|2)p, with (|p|2)= ∞
(
1+ 1
5
(
M2∞ − |p|2
))5/2
, (2.3)
where M∞ is the Mach number at inﬁnity and ∞ the air density at inﬁnity, describes potential ﬂow in a wind tunnel
section; the ﬂow is subsonic if |p| < c and transonic if |p| > c (see e.g. [4]).
The model of nonlinear elasticity that involves material but not geometric nonlinearity [5,15] describes the connection of
strain and stress via a matrix-valued nonlinear expression σ(x) = T (x, ε(u(x))), where T : Ω ×R3×3 → R3×3. Here T (x, A) =
T1(x,vol A) + T2(x,dev A), where
T1(x, P ) = 3k
(
x, |P |2)P , T2(x, P ) = 2μ(x, |P |2)P (x ∈ Ω, P ∈ R3×3), (2.4)
with notations vol A = 13 tr A · I , dev A = A − vol A, A : B =
∑3
i,k=1 AikBik , |A|2 = A : A where tr A =
∑3
i=1 Aii is the trace of
A and I is the identity matrix. Here k(x, s) is the bulk modulus of the material and μ(x, s) is Lamé’s coeﬃcient.
Each of the above-mentioned models leads to an appropriate boundary value problem, where the nonlinearity appears
in the coeﬃcient of the corresponding partial differential equation. The weak form of these problems falls into the type
(1.2)–(1.3), where Du = ∇u is the gradient in the magnetic, elasto-plastic and ﬂow models, Du = ∇2u is the Hessian in the
plastic plate model, and Du = ∇u is the gradient of the corresponding vector-valued deformation vectors in the nonlinear
elasticity model.
2.2. Conditions for uniform ellipticity
Let Ω ⊂ Rn be a given domain, a : Ω × R+ → R+ be a scalar-valued function that is measurable and bounded w.r.t. the
variable x ∈ Ω and C1 in the variable r ∈ R+ , and satisﬁes
0 <m a(x, r) M, 0 <m ∂
∂r
(
a
(
x, r2
)
r
)
 M (x ∈ Ω, r  0). (2.5)
Proposition 2.1. If (2.5) holds, then the function
f (x, p) = a(x, |p|2)p (x ∈ Ω, p ∈ Rn) (2.6)
is C1 w.r.t. the variable p, and its Jacobians w.r.t. p are symmetric and satisfy
m|h|2  ∂ f (x, p)
∂p
h · h M|h|2 (x ∈ Ω, p,h ∈ Rn). (2.7)
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gives for all h,k ∈ Rn that
∂ f (x, p)
∂p
h · k = 2a′r
(
x, |p|2)(p · h)(p · k) + a(x, |p|2)(h · k), (2.8)
in particular,
∂ f (x, p)
∂p
h · h = 2a′r
(
x, |p|2)|p · h|2 + a(x, |p|2)|h|2,
whence using |p · h|2  |p|2|h|2 and (2.5),
m|h|2 min{a(x, |p|2),b(x, |p|)}|h|2  ∂ f (x, p)
∂p
h · hmax{a(x, |p|2),b(x, |p|)}|h|2  M|h|2. 
The above result has basic importance for the boundary value problems that correspond to such nonlinearities, men-
tioned in the previous subsection. It leads to a uniform ellipticity property that ensures well-posedness for problems
(1.2)–(1.3). Namely, Proposition 2.1 yields that the operator (1.3) has symmetric derivatives satisfying
m‖v‖2H 
〈
F ′(u)v, v
〉
H  M‖v‖2H (∀v ∈ H). (2.9)
The left-hand side of (2.9) implies well-posedness for problems (1.2), see e.g. [8,18], and the whole estimate yields that
simple or suitable quasi-Newton iterations (both on a Sobolev space level and for ﬁnite element discretizations) converge at
least with ratio (M −m)/(M +m), see e.g. [8,13,14].
The above results concern in particular the physical model problems mentioned in the previous subsection. Namely,
the nonlinearities (2.1), (2.2) and (2.4) satisfy property (2.5) for all admissible physical quantities, see [12,14] and [5], re-
spectively, further, the nonlinearity (2.3) satisﬁes property (2.5) if |p| < c, i.e. if the ﬂow is subsonic [4]. In general such
nonlinearities are determined from measurements; in a few cases explicit formulae also exist, see Example 4.1.
3. A suﬃcient condition for the Lipschitz continuity of the derivative
Let a : Ω × R+ → R+ be a scalar-valued function that is measurable and bounded w.r.t. the variable x ∈ Ω and C2 in the
variable r ∈ R, and satisﬁes∣∣∣∣ ∂2∂r2
(
a
(
x, r2
)
r
)∣∣∣∣ L1 (x ∈ Ω, r  0) (3.1)
for some constant L1 > 0.
Proposition 3.1. If (2.5) and (3.1) hold, then the function
f (x, p) = a(x, |p|2)p (x ∈ Ω, p ∈ Rn) (3.2)
is C2 w.r.t. the variable p, and its second derivative w.r.t. p satisﬁes∥∥∥∥∂2 f (x, p)∂p2
∥∥∥∥ L (x ∈ Ω, p ∈ Rn), (3.3)
where L := max{L1,3L2} < ∞ for L1 in (3.1) and L2 := sup ∂∂r (a(x, r2)), further, ‖.‖ denotes the operator norm.
Proof. Let a′r(x, r) := ∂∂r a(x, r) and a′′r (x, r) := ∂
2
∂r2
a(x, r), further, let c(x, r) := ∂
∂r (a(x, r
2)) = 2a′r(x, r2)r and d(x, r) :=
∂2
∂r2
(a(x, r2)r) = 6a′r(x, r2)r + 4a′′r (x, r2)r3. Here c(x,0) = 0 for all x ∈ Ω , hence c is uniformly bounded for r  r0 if r0 > 0 is
ﬁxed, further, c(x, r) = 1/r(b(x, r) − a(x, r2)) M/r by (2.5) (with b(x, r) from the proof of Proposition 2.1), hence c is also
uniformly bounded for r  r0; therefore L2 < ∞. Using (2.8), an elementary calculation shows
∂2 f (x, p)
∂p2
(h,k, z) = 2a′r
(
x, |p|2)((p · h)(k · z) + (p · k)(h · z) + (p · z)(h · k))+ 4a′′r (x, |p|2)(p · h)(p · k)(p · z)
for all x ∈ Ω , p,h,k, z ∈ Rn . Let us ﬁx x ∈ Ω and p ∈ Rn , then for all h ∈ Rn∣∣∣∣∂2 f (x, p)∂p2 (h,h,h)
∣∣∣∣= ∣∣6a′r(x, |p|2)(p · h)|h|2 + 4a′′r (x, |p|2)(p · h)3∣∣
 |p||h|∣∣6a′r(x, |p|2)|h|2 + 4a′′r (x, |p|2)(p · h)2∣∣
= |h|3
∣∣∣∣6a′r(x, |p|2)|p| + 4a′′r (x, |p|2)|p|3 (p · h)22 2
∣∣∣∣|p| |h|
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= |h|3 max{3∣∣c(x, |p|)∣∣, ∣∣d(x, |p|)∣∣}
 |h|3 max{3L2, L1} = L|h|3.
Since ∂
2 f (x,p)
∂p2
is a symmetric trilinear form, the absolute-value estimate [17] implies that we also have∣∣∣∣∂2 f (x, p)∂p2 (h,k, z)
∣∣∣∣ L|h||k||z|
for all h,k, z ∈ Rn , which means that the operator norm of ∂2 f (x,p)
∂p2
satisﬁes (3.3). 
Corollary 3.1. If (2.5) and (3.1) hold, then the function (3.2) is Lipschitz continuous w.r.t. p with the constant in (3.3), i.e.∥∥∥∥∂ f∂p (x, p1) − ∂ f∂p (x, p2)
∥∥∥∥ L|p1 − p2| (x ∈ Ω, p1, p2 ∈ Rn). (3.4)
Remark 3.1. Condition (3.1) has been given to ensure property (3.3), which is somewhat stronger than (3.4): in fact, as
follows from Rademacher’s theorem (see e.g. [9]), if (3.4) holds then ∂
2 f (x,p)
∂p2
exists and satisﬁes (3.3) almost everywhere.
Besides its simplicity, Proposition 3.1 is also suitable for most models since a function a, ﬁtted to a ﬁnite set of measure-
ments, may be prescribed to be C2.
Remark 3.2. In general, the question arises how much the condition (3.1) is stronger than (2.5). For simplicity, we only
consider dependence on r, i.e. when (2.5) and (3.1) reduce to 0 <m a(r) M ,
0 <m t(r) := (a(r2)r)′  M (3.5)
and ∣∣t′(r)∣∣= ∣∣(a(r2)r)′′∣∣ L1 (3.6)
(for all r  0), respectively. Clearly, (3.5) does not imply (3.6) for a general C2 function, as shown e.g. by the oscillating
function t(r) := M−m2 + M+m2 sin(r2), whose range is [m,M] but has arbitrarily large derivatives. On the other hand, if t′ is
monotone for large enough r, then limr→∞ t′(r) = 0 since otherwise t(r) cannot be bounded. Therefore t′(r) is also bounded
as required.
4. Applications to integral and differential operators
4.1. General properties with Lipschitz continuity
As usual for Hölder’s inequality, we call the numbers α,β  1 conjugate values if 1α + 1β = 1, and the latter is also
understood to hold formally if α = ∞ and β = 1 (or conversely).
Proposition 4.1. Let Ω ⊂ Rn be a given domain, f : Ω × Rn → Rn be a vector-valued function that is measurable and bounded w.r.t.
the variable x ∈ Ω and C1 in the variable p ∈ Rn, and assume that ∂ f
∂p is Lipschitz continuous w.r.t. p according to (3.4).
Let us deﬁne an operator A, acting on certain functions v : Ω → Rn, by
A(v)(x) := f (x, v(x)) (x ∈ Ω). (4.1)
Then A has a Gateaux derivative A′ that is Lipschitz continuous from Lq(Ω) to B(Ls(Ω), Lt∗ (Ω)) with the same Lipschitz constant L,
whenever 1 q, s ∞ and 1 < t∗ < ∞ are constants satisfying 1q + 1s = 1t∗ . (Here B(Ls(Ω), Lt
∗
(Ω)) denotes the space of bounded
linear operators from Ls(Ω) to Lt
∗
(Ω).)
Proof. The existence of A′ comes from a standard calculation, similar to those in [18] for Nemyczki operators. We show
here similarly the desired Lipschitz continuity of A′ . Let t be the conjugate value with t∗ . Then 1q + 1s + 1t = 1, hence, using
(the generalized) Hölder’s inequality, we obtain
∣∣〈(A′(v) − A′(w))y, z〉∣∣= ∣∣∣∣
∫
Ω
(
∂ f
∂p
(x, v) − ∂ f
∂p
(x,w)
)
y · z
∣∣∣∣ L
∫
Ω
|v − w||y||z| L‖v − w‖Lq‖y‖Ls‖z‖Lt (4.2)
for all v,w ∈ Lq(Ω), y ∈ Ls(Ω), z ∈ Lt(Ω). Since Lt∗ (Ω) is the dual of Lt(Ω), we have∥∥(A′(v) − A′(w))y∥∥Lt∗ = sup‖z‖ =1
∣∣〈(A′(v) − A′(w))y, z〉∣∣ L‖v − w‖Lq‖y‖LsLt
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∥∥(A′(v) − A′(w))y∥∥Lt∗  L‖v − w‖Lq
for all v,w ∈ Lq(Ω). 
Now we turn to nonlinear elliptic differential operators. For simplicity, let us ﬁrst consider the second order operator
T (u) := −div f (x,∇u), where f : Ω × Rn → Rn is given as in Proposition 4.1. The associated weak elliptic operator, arising
in the weak form of boundary value problems like (1.2), is given for ﬁxed u ∈ W 1,q0 (Ω) (where 1 q∞) by
〈
F (u), v
〉≡ ∫
Ω
f (x,∇u) · ∇v (∀v ∈ W 1,q0 (Ω)). (4.3)
Here F maps into W−1,q∗ (Ω), the dual space of the Sobolev space W 1,q0 (Ω), see [1]. (We note that u ∈ W 1,q0 (Ω) corresponds
to Dirichlet boundary conditions. Further, it would be more precise to write f (x,∇u(x)) · ∇v(x)dx in the integral, but the
above standard notation causes no misunderstanding.)
Proposition 4.2. Let Ω ⊂ Rn be a given domain and f : Ω × Rn → Rn be as in Proposition 4.1. Then the operator F , deﬁned in (4.3),
has a Gateaux derivative F ′ that is Lipschitz continuous from W 1,q0 (Ω) to B(W
1,s
0 (Ω),W
−1,t∗ (Ω))with the same Lipschitz constant L,
whenever 1 q, s∞ and 1 < t∗ < ∞ are constants satisfying 1q + 1s = 1t∗ .
Proof. Similarly to (4.2), we have
∣∣〈(F ′(u) − F ′(v))h,k〉∣∣= ∣∣∣∣
∫
Ω
(
∂ f
∂p
(x,∇u) − ∂ f
∂p
(x,∇v)
)
∇h · ∇k
∣∣∣∣ L
∫
Ω
|∇u − ∇v||∇h||∇k|
 L‖∇u − ∇v‖Lq‖∇h‖Ls‖∇k‖Lt = L‖u − v‖W 1,q0 ‖h‖W 1,s0 ‖k‖W 1,t0
for all u, v ∈ W 1,q0 (Ω), h ∈ W 1,s0 (Ω), k ∈ W 1,t0 (Ω)), which implies the desired statement similarly as in Proposition 4.1. 
Remark 4.1. The most important case in practice is q = ∞, s = t = t∗ = 2. Then we obtain that F ′ is Lipschitz continuous
from W 1,∞0 (Ω) to B(W
1,2
0 (Ω),W
−1,2(Ω)). Since W 1,20 (Ω) = H10(Ω) is now a Hilbert space whose dual can be identiﬁed
with itself, we simply obtain that F ′ is Lipschitz continuous from W 1,∞0 (Ω) to B(H10(Ω)).
The main application is that this property is inherited by ﬁnite element discretizations in some FEM subspace Vh ⊂
H10(Ω), in which case F
′
h is also Lipschitz continuous from Vh to B(Vh), where Fh denotes the projection of F into Vh .
Moreover, one can use the H10(Ω)-norm instead of the W
1,∞-norm such that the corresponding Lipschitz constant Lh
can be obtained explicitly from the above L by a simple calculation, see e.g. [5,6,8]. The obtained Lipschitz constant Lh
can be used for both the construction and the convergence estimation of Newton-like iterative methods for the discretized
boundary value problem. For instance, in the globally convergent damped version of Newton’s method, the sequence un+1 =
un − τn F ′h(un)−1Fh(un) with τn = min{1, m
2
L‖Fh(un)‖ } satisﬁes ‖Fh(un+1)‖
Lh
2m2
‖Fh(un)‖2 (n n0).
Finally, Proposition 4.2 can be rewritten similarly to analogous fourth order elliptic operators or for vector-valued second
order operators, in which case ∇u in (4.3) is replaced by the Hessian D2u or the gradient of vector-valued functions,
respectively. These results can be used (as referred to in Remark 4.1) for Newton-like iterative solution of fourth order
boundary value problems and for second order systems.
4.2. Scalar nonlinearities
The results of the previous subsection can be coupled with the suﬃcient condition given in Section 3. First, Corollary 3.1
and Proposition 4.1 yield
Corollary 4.1. Let a : Ω × R+ → R+ satisfy (2.5) and (3.1). Let us deﬁne an operator A, acting on certain functions v : Ω → Rn, by
A(v)(x) := a(x, ∣∣v(x)∣∣2)v(x) (x ∈ Ω). (4.4)
Then A has a Gateaux derivative A′ that is Lipschitz continuous from Lq(Ω) to B(Ls(Ω), Lt∗ (Ω)) with the same Lipschitz constant L,
whenever 1 q, s∞ and 1 < t∗ < ∞ are constants satisfying 1 + 1 = 1∗ .q s t
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Corollary 4.2. Let a : Ω × R+ → R+ satisfy (2.5) and (3.1). Then the operator F , deﬁned for given u ∈ W 1,q0 (Ω) by
〈
F (u), v
〉≡ ∫
Ω
a
(
x, |∇u|2)∇u · ∇v (∀v ∈ W−1,q∗ (Ω)), (4.5)
has a Gateaux derivative F ′ that is Lipschitz continuous from W 1,q0 (Ω) to B(W
1,s
0 (Ω),W
−1,t∗ (Ω))with the same Lipschitz constant L,
whenever 1 q, s∞ and 1 < t∗ < ∞ are constants satisfying 1q + 1s = 1t∗ .
Remark 4.2. By Remark 4.1, the most important case in practice is q = ∞, s = t = t∗ = 2, when F ′ is Lipschitz continuous
from W 1,∞0 (Ω) to B(H10(Ω)), and as a result, the Lipschitz constant for FEM discretizations can be obtained explicitly from
the above L, to be used for Newton-like iterative methods for the discretized boundary value problem. We also note that
the estimation of L for given a is an elementary extreme value problem, moreover, when a only depends on r (or can be
recast to this case like in (4.7) in Example 4.1), it is numerically very cheap to ﬁnd L as a maximum.
Further, as before, Corollary 4.2 can be rewritten similarly to analogous fourth order elliptic operators or for vector-
valued second order operators, and the results can be used for Newton-like iterative solution of fourth order boundary
value problems and for second order systems. Finally, the result can be obviously generalized to the case when the sum of
two such scalar nonlinearities is involved, as in the elasticity problem quoted in Section 2.1.
Example 4.1. Elliptic boundary value problems with an operator of the form (4.5) arise e.g. in electromagnetics or elasto-
plasticity. The weak form of such problems is given by setting (4.5) in (1.2), i.e. one should ﬁnd u ∈ H10(Ω) such that∫
Ω
a
(
x, |∇u|2)∇u · ∇v = ∫
Ω
gv
(∀v ∈ H10(Ω)). (4.6)
The arising scalar nonlinearities a satisfy (2.5), which implies well-posedness for problem (4.6), as discussed in Section 2.2.
Such problems are normally solved by FEM discretization and then by a Newton-like iteration, and as said above, the
construction and convergence estimation of this method requires the Lipschitz continuity and the Lipschitz constant for F ′
in the FEM subspace Vh . Corollary 4.2 shows that property (3.1) suﬃces for the above.
A typical class of nonlinearity arising in this context is
a(x, r) :=
{
b(r) := rk+
rk+τ (if x ∈ Ω1),
σ (if x ∈ Ω \ Ω1),
(4.7)
where Ω1 ⊂ Ω is a given subdomain, k is a positive integer and ,σ , τ > 0 are constants. For instance [12], the reluctance
of stator sheets in the cross-sections of an electrical motor is characterized by
b(r) = 1
μ0
(
α + (1− α) r
8
r8 + β
)
,
where μ0 is the vacuum permeability and α,β > 0 are characteristic constants, and in [7] the magnetostatic ﬁeld is de-
scribed via the nonlinearity
b(r) =
(
1− (c − d) 1
r2 + c
)
,
where c > d > 0 are constant. It is easy to see that (4.7) satisﬁes (3.1). For this, it clearly suﬃces that b(r) satisﬁes∣∣(b(r2)r)′′∣∣ L1 (r  0).
Here b(r2)r = p(r)q(r) , where p(r) = r(r2k + ) and q(r) = r2k + τ . By simple derivation
(
b
(
r2
)
r
)′′ = p′′q − pq′′ − 2p′q′
q2
+ 2p
′(q′)2
q3
.
Here (b(r2)r)′′(0) = 0, and each polynomial in the nominators above has a smaller degree than that of the denominator,
hence the limit at ∞ is also zero. Therefore (b(r2)r)′′ is bounded as required.
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