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Abstract
The aim of this work is to study the optimality conditions and the adaptive
multi-mesh fully discrete ﬁnite-element schemes for quadratic nonlinear parabolic
integro-diﬀerential optimal control problems. We derive a posteriori error estimates in
L2(J;H1())-norm and L2(J; L2())-norm for both the coupled state and control
approximation. Such estimates can be used to construct reliable adaptive
ﬁnite-element approximation for nonlinear parabolic integro-diﬀerential optimal
control problems.
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1 Introduction
Parabolic integro-diﬀerential optimal control problems are very important for modeling
in science. They have various physical backgrounds in many practical applications such
as population dynamics, visco-elasticity, and heat conduction in materials with memory.
The ﬁnite-element approximation of parabolic integro-diﬀerential optimal control prob-
lems plays a very important role in the numerical methods for these problems. The ﬁnite-
element approximation of an optimal control problemby piecewise constant functions has
been investigated by Falk [] andGeveci []. The discretization for semilinear elliptic opti-
mal control problems is discussed by Arada et al. in []. In [], Brunner and Yan analyzed
the ﬁnite-elementGalerkin discretization for a class of optimal control problems governed
by integral equations and integro-diﬀerential equations. Systematic introductions of the
ﬁnite-element method for optimal control problems can be found in [–].
The adaptive ﬁnite-element approximation is the most important method to boost the
accuracy of the ﬁnite-element discretization. It ensures a higher density of nodes in a cer-
tain area of the given domain, where the solution is discontinuous or more diﬃcult to
approximate, using an a posteriori error indicator. A posteriori error estimates are com-
putable quantities in terms of the discrete solution and measure the actual discrete errors
without the knowledge of exact solutions. They are essential in designing algorithms for
a mesh which equidistribute the computational eﬀort and optimize the computation. The
©2014 Lu; licensee Springer. This is an Open Access article distributed under the terms of the Creative Commons Attribu-
tion License (http://creativecommons.org/licenses/by/2.0), which permits unrestricted use, distribution, and reproduction in any
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literature for this is huge. Some techniques directly relevant to our work can be found in
[, ]. Recently, in [–], we derived a priori error estimates and superconvergence for
linear quadratic optimal control problems usingmixed ﬁnite-elementmethods. A posteri-
ori error estimates ofmixed ﬁnite-elementmethods for general semilinear optimal control
problems were addressed in [].
In this paper, we adopt the standard notation Wm,p() for Sobolev spaces on  with a
norm ‖ · ‖m,p given by ‖v‖pm,p =∑|α|≤m ‖Dαv‖pLp(), a semi-norm | · |m,p given by |v|pm,p =∑
|α|=m ‖Dαv‖pLp(). We set Wm,p () = {v ∈ Wm,p() : v|∂ = }. For p = , we denote
Hm() =Wm,(), Hm () =Wm, (), and ‖ · ‖m = ‖ · ‖m,, ‖ · ‖ = ‖ · ‖,. We denote by
Ls(,T ;Wm,p()) the Banach space of all Ls integrable functions from J intoWm,p() with




s for s ∈ [,∞), and the standardmodiﬁcation for
s =∞. The details can be found in [].
The problems that we are interested in are the following nonlinear parabolic integro-













subject to the state equations
yt – div
(




ψ(t, τ )∇y(x, τ ))dτ + φ(y) = f + Bu, x ∈, t ∈ J , (.)
y(x, t) = , x ∈ ∂, t ∈ J , (.)
y(x, ) = y(x), x ∈, (.)
where the bounded open set  ⊂ R is a  regular convex polygon with boundary ∂,
J = (,T], f ∈ L(), ψ =ψ(x, t, τ ) =ψi,j(x, t, τ )× ∈ C∞(,T ;L(¯))×, y ∈H(), α is a
positive constant, and B is a continuous linear operator from K to L(). For any R >  the
function φ(·) ∈ W ,∞(–R,R), φ′(y) ∈ L() for any y ∈ L(J ;H()), and φ′(y) ≥ . We as-
sume the coeﬃcient matrix A(x) = (ai,j(x))× ∈ (W ,∞())× is a symmetric positive def-
inite matrix and there is a constant c >  satisfying for any vectorX ∈R,XtAX≥ c‖X‖
R .
Here, K denotes the admissible set of the control variable, deﬁned by
K =
{
u(x, t) ∈ L(J ;L()) : ∫

u(x, t)dx≥ , t ∈ J
}
. (.)
The plan of this paper is as follows. In the next section, we construct the optimality
conditions and present the ﬁnite-element discretization for nonlinear parabolic integro-
diﬀerential optimal control problems. A posteriori error estimates of ﬁnite-element solu-
tions for those problems are established in Section . Finally, we analyze the conclusion
and future work in Section .
2 Finite elements for integro-differential optimal control
We shall now construct the optimality conditions and the ﬁnite element discretization of
the nonlinear parabolic integro-diﬀerential optimal control problem (.)-(.). Let V =




(A∇y) · ∇w, ∀y,w ∈ V , (.)
Lu Advances in Diﬀerence Equations 2014, 2014:15 Page 3 of 14
http://www.advancesindifferenceequations.com/content/2014/1/15
ψ(t, τ ; z,w) =
(








ff, ∀f, f ∈W . (.)


























= (f + Bu,w), ∀w ∈ V , t ∈ J , (.)
y(x, ) = y(x), x ∈, (.)
where the inner product in L() or L() is indicated by (·, ·).
It is well known (see, e.g., []) that the optimal control problem has a solution (y,u), and
that if a pair (y,u) is the solution of equations (.)-(.), then there is a co-state p ∈ V
such that the triplet (y,p,u) satisﬁes the following optimality conditions:











= (f + Bu,w), ∀w ∈ V , (.)
y(x, ) = y(x), x ∈, (.)











= (y – y,q), ∀q ∈ V , (.)
p(x,T) = , x ∈, (.)∫ T

(
αu + B∗p, v – u
)
dt ≥ , ∀v ∈ K , (.)
where B∗ is the adjoint operator of B.
Let us consider the ﬁnite-element approximation of the optimal control problem
(.)-(.). Again here we consider only n-simplex elements and conforming ﬁnite ele-
ments.
For ease of exposition we will assume that  is a polygon. Let T h be regular partition
of . Associated with T h is a ﬁnite-dimensional subspace Vh of C(¯), such that χ |τ are
polynomials of order m (m≥ ) ∀χ ∈ Vh and τ ∈ T h. It is easy to see that Vh ⊂ V . Let hτ
denote the maximum diameter of the element τ in T h, h =maxτ∈T h{hτ }. In addition C or
c denotes a general positive constant independent of h.
Due to the limited regularity of the optimal control u in general, there will be no advan-
tage in considering higher-order ﬁnite element spaces rather than the piecewise constant
space for the control. So, we only consider piecewise constant ﬁnite elements for the ap-
proximation of the control, though higher-order ﬁnite elements will be used to approxi-
mate the state and the co-state.
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Let P(τ ) denote the piecewise constant space over τ . Then we take Kh = {u ∈ K :
u(x, t)|τ ∈ P(τ )}. By the deﬁnition of the ﬁnite-element subspace, the ﬁnite-element dis-
























= (f + Buh,wh), (.)
yh(x, ) = yh(x), x ∈, (.)
where wh ∈ Vh, yh ∈ Vh is an approximation of y.
Again, it follows that the optimal control problem (.)-(.) has a solution (yh,uh),
and that if a pair (yh,uh) is the solution of equations (.)-(.), then there is a co-state
ph ∈ Vh such that triplet (yh,ph,uh) satisﬁes the following optimality conditions:











= (f + Buh,wh), (.)
yh(x, ) = yh(x), x ∈, (.)











= (yh – y,qh), (.)
ph(x,T) = , x ∈, (.)(
αuh + B∗ph, vh – uh
)
U ≥ , (.)
where wh,qh ∈ Vh, vh ∈ Kh.
We now consider the fully discrete ﬁnite-element approximation for the semidiscrete
problem. Let t > , N = T/ t ∈ Z, and ti = i t, i ∈R. Also, let




, dtξ i =
ξ i – ξ i–
t .
For i = , , . . . ,N , construct the ﬁnite-element spaces Vhi ∈ V with the mesh T ih (similar
toVh). Similarly, construct the ﬁnite-element spacesKhi ∈ L() with themesh T ih (similar
as Ih). Let hiτ denote themaximumdiameter of the element τ i in T ih . Deﬁnemesh functions
τ (·) andmesh size functions hτ (·) such that τ (t)|t∈(ti–,ti] = τ i, hτ (t)|t∈(ti–,ti] = hτi . For ease of
exposition, we shall denote τ (t) and hτ (t) by τ and hτ , respectively. Then the fully discrete
ﬁnite-element approximation of equations (.)-(.) is as follows: compute (yih,uih) ∈





































f (x, ti) + Buih,wh
)
, (.)
∀wh ∈ Vhi , i = , , . . . ,N , yh(x) = yh(x), x ∈, (.)
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where yh ∈ Vh is an approximation of y.
Now, it follows that the optimal control problem (.)-(.) has a solution (Y ih,Uih),
i = , , . . . ,N , and that if a pair (Y ih,Uih), i = , , . . . ,N , is the solution of (.)-(.), then
























































Y ih – y,qh
)
, ∀qh ∈ Vhi , i =N , . . . , , , PNh (x) = , x ∈, (.)(
αUih + B∗Pih, vh –Uih
)≥ , ∀vh ∈ Khi , i = , , . . . ,N . (.)
For i = , , . . . ,N , let
Yh|(ti–,ti] =
(











For any function w ∈ C(,T ;L()), let wˆ(x, t)|t∈(ti–,ti] = w(x, ti), w˜(x, t)|t∈(ti–,ti] =
w(x, ti–). Then the optimality conditions (.)-(.) can be restated as











= (fˆ + BUh,wh), (.)
∀wh ∈ Vhi , i = , , . . . ,N , Y h (x) = yh(x), x ∈, (.)











= (Yˆh – y,qh), (.)
∀qh ∈ Vhi , i =N , . . . , , , Ph(x,T) = , x ∈, (.)(
αUh + B∗P˜h, vh –Uh
)≥ , ∀vh ∈ Khi , i = , , . . . ,N . (.)
In the rest of the paper, we shall use some intermediate variables. For any control func-























= (f + BUh,w), (.)































, ∀q ∈ V , p(Uh)(x,T) = , x ∈. (.)
Now we restate the following well-known estimates in [].
Lemma . Let πˆh be the Clément type interpolation operator deﬁned in [].Then for any
v ∈H() and all elements τ ,
‖v – πˆhv‖L(τ ) + hτ
∥∥∇(v – πˆhv)∥∥L(τ ) ≤ Chτ ∑
τ¯ ′∩τ¯ =∅
|v|L(τ ′), (.)




where l is the edge of the element.
3 A posteriori error estimates
In this section we will obtain a posteriori error estimates in L(J ;H()) and L(J ;L())
for the coupled state and control approximation. Firstly, we estimate the error ‖y(Uh) –
Yˆh‖L(J ;H()).
Theorem. Let (y(Uh),p(Uh)) and (Yh,Ph) be the solutions of equations (.)-(.) and
equations (.)-(.), respectively. Then






































ψ(t, τ )∇Yˆh(τ )














ψ(t, τ )∇Yˆh(τ )
) · n)dτ] dt,
η = ‖f – fˆ ‖L(J ;L()),
η = ‖Yh – Yˆh‖L(J ;H()),
η =
∥∥Yh(x, ) – y(x)∥∥L(),
where l is a face of an element τ , hl is the size of face l, [A∇yh ·n] is the A-normal derivative
jump over the interior face l, deﬁned by
[A∇Yh · n]l = (A∇Yh|τ l –A∇Yh|τl ) · n,
where n is the unit normal vector on l = τ¯ l ∩ τ¯ l outwards of τ l .
Lu Advances in Diﬀerence Equations 2014, 2014:15 Page 7 of 14
http://www.advancesindifferenceequations.com/content/2014/1/15
Proof Let ey = y(Uh) – Yh, and let eyI be the Clément type interpolator of ey deﬁned in























) dx – 
∥∥Yh(x, ) – y(x)∥∥L(). (.)




yt(Uh) – Yht , ey
)
dt + 
∥∥Yh(x, ) – y(x)∥∥L() ≥ . (.)



































































yt(Uh) – Yht , ey – eyI
)
dt + 




















yt(Uh) – Yht , eyI
)
dt. (.)

































ψ(t, τ )∇Yˆh(τ )













ψ(t, τ )∇Yˆh(τ )
) · n)dτ)(ey – eyI )dt



















f – fˆ , ey
)
dt + 
∥∥Yh(x, ) – y(x)∥∥L()
≡ I + I + I + I + I + I + 
∥∥Yh(x, ) – y(x)∥∥L(). (.)


















































































ψ(t, τ )∇Yˆh(τ )














ψ(t, τ )∇Yˆh(τ )






























ψ(t, τ )∇Yˆh(τ )
















ψ(t, τ )∇Yˆh(τ )














ψ(t, τ )∇Yˆh(τ )
















∣∣∇(ey – eyI )∣∣ dt















ψ(t, τ )∇Yˆh(τ )
) · n)dτ) dt
+Cδ
∥∥ey∥∥L(J ;H()). (.)





















φ˜′(Yh)(Yh – Yˆh), ey
)
dt







f – fˆ , ey
)
dt
≤ C‖f – fˆ ‖L(J ;L()) +Cδ
∥∥ey∥∥L(J ;H()). (.)
Let δ be small enough, and add inequalities (.)-(.) to obtain




This completes the proof. 
Analogously to the proof of Theorem ., we can obtain the following estimates.
Theorem. Let (y(Uh),p(Uh)) and (Yh,Ph) be the solutions of equations (.)-(.) and
equations (.)-(.), respectively. Then
























ψ∗(τ , t)∇P˜h(τ )
)
















ψ∗(τ , t)∇P˜h(τ )
) · ndτ] dt,















ψ∗(τ , t)∇P˜h(τ )
) · ndτ] dt,
η = ‖Ph – P˜h‖L(J ;H()),
η = ‖Yh – Y˜h‖L(J ;H()),
where η-η are deﬁned in Theorem ., l is a face of an element τ , [A∗∇P˜h · n] is the A-









where n is the unit normal vector on l = τ¯ l ∩ τ¯ l outwards of τ l .
For given u ∈ K , let M be the inverse operator of the state equation (.), such that
y(u) =MBu is the solution of the state equation (.). Similarly, for givenUh ∈ Kh,Yh(Uh) =
MhBUh is the solution of the discrete state equation (.). Let
S(u) = ‖MBu – y‖





 + α ‖Uh‖
.
It is clear that S and Sh are well deﬁned and continuous on K and Kh. Also the functional

































αUh + B∗P˜h, v
)
,
where p(Uh) is the solution of equations (.)-(.).
In many applications, S(·) is uniform convex near the solution u (see, e.g., []). The
convexity of S(·) is closely related to the second-order suﬃcient conditions of the control
problems, which are assumed in many studies on numerical methods of the problems. If




S′(u) – S′(Uh),u –Uh
)≥ c‖u –Uh‖L(J ;L()), (.)
where u and Uh are the solutions of equations (.) and (.), respectively. We will as-
sume the above inequality throughout this paper.
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In order to have sharp a posteriori error estimates, we divide  into some subsets:
–i =
{
x ∈ : (B∗P˜h)(x, ti)≤ –αUih},
i =
{
x ∈ : (B∗P˜h)(x, ti) > –αUih,Uih = },
+i =
{
x ∈ : (B∗P˜h)(x, ti) > –αUih,Uih > }.
Then, it is clear that the three subsets do not intersect, and =–i ∪i∪+i , i = , , . . . ,N .
Let p(Uh) be the solution of equations (.)-(.); we establish the following error
estimate, which can be proved similarly to the proofs given in [].
Theorem . Let u and Uh be the solutions of equations (.) and (.), respectively.
Then
‖u –Uh‖L(J ;L()) ≤ C
(
η +









∣∣B∗P˜h + αUh∣∣ dxdt.














































































(Uh – u)dx ≤
∫
–i
∣∣B∗P˜h + αUh∣∣ dx + δ‖u –Uh‖L(J ;L())
= Cη + δ‖u –Uh‖L(J ;L()). (.)
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Since Uh is piecewise constant, Uh|s >  if s ∩ +i is not empty. If uh|s > , there exist
ε >  and β ∈ Uh, such that β ≥ , ‖β‖L∞(s) =  and (uh – εβ)|s ≥ . For example, one can
always ﬁnd such a required β from one of the shape functions on s. Hence, uˆh ∈ Kh, where





















Uh – (Uh – εβ)
)
dx≤ . (.)
Note that on +i , B∗P˜h + αUh ≥ B∗P˜h >  and from equation (.) we have∫
s∩+i
















∣∣B∗P˜h + αUh∣∣dx. (.)
Let sˆ be the reference element of s, s = s∩+i , and sˆ ⊂ sˆ be a part mapped from sˆ. Note
that (
∫
s | · |)/,
∫
s | · |β are both norms on L(s). In such a case for the function β ﬁxed
above, it follows from the equivalence of the norm in the ﬁnite-dimensional space that
∫
s∩+i




∣∣B∗P˜h + αUh∣∣ dx≤ Chs
∫
sˆ



















∣∣B∗P˜h + αUh∣∣ dx, (.)
where the constant C can be made independent of β since it is always possible to ﬁnd the






(Uh – u)dx ≤ C
∫
+i




∣∣B∗P˜h + αUh∣∣ dx + δ‖u –Uh‖L(J ;L())
≤ Cη + δ‖u –Uh‖L(J ;L()). (.)






It is easy to show that
(
S′h(Uh) – S′(Uh),u –Uh
)


















≤ C∥∥P˜h – p(Uh)∥∥L(J ;L()) + δ‖u –Uh‖L(J ;L())
≤ C∥∥P˜h – p(Uh)∥∥L(J ;H()) + δ‖u –Uh‖L(J ;L()). (.)
Therefore, equation (.) follows from equations (.)-(.) and (.)-(.). 
Hence, we combine Theorems .-. to conclude that
Theorem . Let (y,p,u) and (Yh,Ph,Uh) be the solutions of equations (.)-(.) and
equations (.)-(.), respectively. Then




where η-η are deﬁned in Theorems .-., respectively.












































































































































By using the stability results in [, ], then we obtain
∥∥y – y(Uh)∥∥L(J ;H()) ≤ C‖u –Uh‖L(J ;L()), (.)
and
∥∥p – p(Uh)∥∥L(J ;H()) ≤ ∥∥y – y(Uh)∥∥L(J ;H()) ≤ C‖u –Uh‖L(J ;L()). (.)
Finally, combining Theorems .-. and equations (.)-(.) leads to equation (.).

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4 Conclusion and future work
In this paper we discuss the ﬁnite-element methods of the nonlinear parabolic integro-
diﬀerential optimal control problems (.)-(.). We have established a posteriori error
estimates for both the state, the co-state, and the control variables. The posteriori error
estimates for those problems by ﬁnite-element methods seem to be new.
In our future work, we shall use the mixed ﬁnite-element method to deal with nonlinear
parabolic integro-diﬀerential optimal control problems. Furthermore, we shall consider
a posteriori error estimates and superconvergence of mixed ﬁnite-element solution for
nonlinear parabolic integro-diﬀerential optimal control problems.
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