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Abstract 
We consider a prospect for working with big data in an open and critical frame- work, focusing 
on a set of issues underlying the collection and analysis of big data. In particular we consider the 
issues of critical data analysis and placing individual data sci- ence studies in a wider social and 
economic context, the role of inferential theory in the presence of big data, and issues relating to 
messiness and complexity in big data. 
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Motivation 
Big data has, for a few years, been a dominant concept in many fields requiring empirical 
evidence. Possibly terms such as big data and data analytics are replacing more traditional terms 
such as data set and statistical analysis. This is generally true, but here we note that it is 
becoming the case in the area of applied quantitative geography. However, it is worth asking 
what are the differences between these sets of terms. Is the idea underpinning big data simply 
conventional data sets with very large 𝑛 values or something more complex? Similarly,does data 
analytics imply a practice that is different from statistical analysis? To some extent both 
questions are difficult to answer because there are no clear boundaries about what constitutes a 
data set, a data analytics technique and so on. Focusing once more on geographical work, one 
could adopt a very simple idea of a ‘data cube’ - basically a three dimensional array of location, 
time and variable - see for example Berry (1964). In many situations this is simply a ‘data 
rectangle’ representing a snapshot in time (for example a census taken during a given year). 
Several now well established multivariate statistical analysis techniques may then be applied to 
such data - one example being factor analysis, an approach outlined in Clark, Davies, and 
Johnston (1974), where the authors explicitly draw upon the data cube idea. The dates of these 
citations suggest that this kind of data, and these analytical methods are far from new. One could 
argue that as well as size, big data encompasses more sophisticated data structures that the data 
cube. 
However, this can be countered by noting that many more kinds of data and analytical techniques 
have been introduced between those days and the current era of big data. In the late 1980s and 
early 1990s the use of Geographical Information Systems became widespread (Brunsdon and 
Singleton 2015) - and many applications made use of vector models of geographical information 
- which in addition to the data cubes considered above also incorporated data to describe the 
boundaries of regions, the paths of roads and rivers, and the point locations of simpler objects. 
They also offered tools for processing these - for example identifying where two geographical 
regions intersected. In addition, many other approaches applicable to spatial data have been used 
prior to the ‘big data’ era - for example a considerable amount of work made use of agent-based 
models for geographical simulations (Gimblett 2002). Again, this work involved the use of 
sophisticated data models and analytical approaches. All of this suggests that perhaps at least 
some of the ideas of big data and data analytics are the result of a gradual evolution - a steady 
state universe rather than a big bang. 
However, whether steady state or big bang, the big data/data science/data analytics universe now 
exists - understanding its origin is important in understanding how it functions, but 
understanding how it works on a day to day basis is essential. In particular we may ask how, as 
geographers, we can think about the implications. 
Hammer or anvil? 
…‘the hammer and the anvil’, now always used with the implication that the anvil gets the worst 
of it. In real life it is always the anvil that breaks the hammer, never the other way about: a 
writer who stopped to think what he was saying would avoid perverting the original phrase. - 
Orwell (1950) 
One interesting aspect of data analytics is the prominence of spatial data. Whereas, within the 
statistics community spatial statistics may have been regarded as a niche area, in data analytics 
(and particularly marketing) dealing with locational data is seen as a core activity. As noted by 
Singleton and Arribas-Bel (2019): 
many contemporary “Big Data” are generated by companies whose activities are also mediated 
digitally, but often have clear spatial and geographical dimensions to their operations. 
It looks as though GI Scientists and geographers are starring in the show whether they planned to 
or not. However, as with data analytics and statistics, there is a danger that the emergent 
discipline ignores some important lessons learned from its predecessors. If GI science has 
become a key player here, it is vital that it ensures such lessons are heeded - for example ideas 
about ecological fallacy (Robinson 1950) will not go away simply because one uses state of the 
art machine learning algorithms on spatially aggregated data. Thus it is felt that quantitative 
geographers must simulateously embrace and influence these trends. The theoretical community 
must participate in debates, and those involved in practice must lead by example, and remain 
informed about such debates. The remainder of this paper outlines a number of specific issues 
that we feel should be considered. 
Big Data 
There’s always been big data - too big for a Commodore 64, too big for an IBM PC, too big for 
Excel, too big to fit on a hard drive. Each time, workarounds have been considered - sometimes 
by updating the hardware or software - eg new version of Excel, bigger hard drives, cloud 
computing. When the limitation was due to software packages, temporary solutions were often 
related to writing code (possibly in FORTRAN, C/C++ or more recently R or Python) - although 
often updates of the software packages subsequently removed the original limitation. However, 
more recently the term “Big Data” has taken on a broader meaning - considering not only 
technical issues, but a sea-change in approach, with social and cultural implications attracting 
much media attention. Addressing technical issues of dealing with data with inconveniently large 
data sets is an evolving process - what was ‘big’ a decade ago is no longer big in this sense - but 
it continues challenges having similar structure. This is perhaps ‘big data’, but not ‘Big Data’. 
Cukier and Mayer-Schoenberger (2013) argue that the “Big Data” phenomenon is characterised 
by three things: 
• Collecting and using a lot of data rather than small samples. 
• Accepting messiness in your data. 
• Giving up on knowing the causes. 
(summary due to O’Neil and Schutt (2014)) 
The first of these has implications in terms of inference - to be discussed in the Inference 
section. The second will be addressed in the Big Data vs. Bad Data section. The third - which 
we would regard as the most concerning - we consider in the Critical Data Analysis section. 
Critical Data Analysis 
As well as considering techniques of data analysis, many argue – for example Kitchin (2014) – 
for critical reflection on the assumptions often adopted by the media and technical literature, in 
particular challenging the notion of big data as objective, and all-encapsulating (Iliadis and 
Russo 2016). This has led to the field of critical data studies (CDS) (Kitchin and Lauriault 2014) 
- who propose that CDS should consider ‘the technological, political, social and economic 
apparatuses and elements that constitutes and frames the generation, circulation and deployment 
of data’ and that ultimately Iliadis and Russo (2016) argue that CDS should encourage us to 
‘think about big data science in terms of the common good and social contexts’. We consider 
that an important goal here is to encourage the practioners of big data/ data science to do this. 
We would also extend this remit to consider critical views on some of the more technical aspects 
of the data analysis. Quoting O’Neil and Schutt (2014) 
‘We’d like to encourage the next-gen data scientists to become problem solvers and question 
askers, to think deeply about appropriate design and process, and to use data responsibly and 
make the world better, not worse.’ 
Taking on board Derman’s (2011) Hippocratic Oath of Modeling, in particular the declaration 
‘I understand that my work may have enormous effects on society and the economy, many of 
them beyond my comprehension’ 
One could easily add ‘the environment’ to ‘society and the economy’ in that statement. This sits 
uneasily with Cukier and Mayer-Schoenberger’s outlining of the characteristics of Big Data - 
although they do argue also that ‘… we must adopt this technology with an appreciation not just 
of its power but also of its limitations’. A typical concern may then be the wider implications of 
mistinterpreting the inferential aspects of a particular analysis? Returning to O’Neil and Schutt 
(2014) (p354) - ‘Even if you are honestly skeptical of your model, there is always the chance that 
it will be used the wrong way in spite of your warnings’. 
There is perhaps a concern that critical data theorists rarely ‘crunch numbers’ but conversely 
number crunchers rarely consider critical data analysis. An awareness of work such as the above 
may help to provide a more grounded approach to data science. 
Inference 
Inference has played a central role in statistical theory throughout the twentieth century and 
beyond - a key task of applied statistics is to connect data collected to the estimation of some 
quantity or the validation of a hypothesis. Put more simply, does the data support a given theory? 
However, although much of the earlier stages of statistical methodology hinged on one particular 
approach to inference, this theory has not passed uncontested. If Fisher is thought of as the 
instigator of ‘classical’ inference (Fisher 1925), the method has been critiqued almost as long as 
as it has been proposed. Neyman and Pearson (1928) suggested an approach that was 
superficially similar to that of Fisher, although actually different in a number of ways - for 
example it is only here that the idea of an alternative hypothesis is considered. A useful 
explanation may be found in Perezgonzalez (2015). Fisher then disagreed with this approach. As 
Perezgonzalez (2014) notes, the two approaches are easily confused, particularly by those less 
familiar with their more sophisticated epistomological aspects. The two ideas are frequently 
amalgamated into a rather vague notion of the null hypothesis significance test (NHST); 
(Gigerenzer 2004). However, NHST is adopted as though it were a gold standard in many 
scientific disciplines. 
There are alternatives to NHST - possibly adopting a more faithful methodological adoption of 
either the Fisher or Neyman-Pearson approaches, or making use of Bayesian approaches. In 
addition, the use of data visualisation (especially in geographical applications, where spatial 
pattern is of primary importance), and exploratory approaches may well provide useful, if more 
informal, inferential tools. 
The above issues are perhaps not specific to Big Data - however, they certainly do apply when 
statistical tests are applied to large data sets - and so deserve attention in this context. However, 
there are some others that come to the fore when Cukier and Mayer-Schoenberger’s 
characteristic of larger data sets occurs. 
One particular problem relates to their idea that 𝑛=all. Suppose this was literally true - one had 
an entire population’s worth of data. To make this more concrete, assume that house prices are 
being considered, and there are copious details of every house sold in the UK in a given year. 
Suppose also we wished to test a null hypothesis that the kind of letter box influenced house 
price - and that there wwere two kinds - up-down or left-right. Given we have all houses and 
their attributes in the data set, one can simply split the data in two and compute the average price 
for each group. Suppose on doing this, we find that there is a £25 difference in favour of left-
right. We we to carry out a significance test, it would almost certainly reject an 𝐻! of no 
difference (𝑛 would be huge and the standard error of the estimated difference tiny). However, is 
the actual difference of any consequence? In this case, the answer may well be ‘no’. 
In part this is due to a poorly formulated hypothesis - perhaps the question here should have been 
‘is the difference greater than £50?’ or some other quantity deemed to be of practical 
significance. Or perhaps emphasis should be placed on the size of the effect, rather than the truth 
or falsehood of a very specific statement. If this is done, it is context, rather than a numerical 
procedure, that determines what is ‘significant’. However, given the tenacity that many 
quantitative researchers demonstrate in holding on to the NHST, there is work to be done in 
bringing about change. 
Another issue with the ‘𝑛=all’ idea is that in reality, although 𝑛 is large, it isn’t ‘all’ - and the 
discrepancy is problematic. Most sample-based statistical procedures make use of an assumption 
of random samples - so that any member of the population is equally likely to be sampled, or in 
the case of stratified sampling (Moser and Kalton 1985) that at least the probability of inclusion 
in the sample is independent of the effect being measured. This is a well-known issue, and 
traditionally designers of experiments take measures to ensure that this is the case. However, 
perhaps another characteristic of Big Data outlined above, is that of ‘messiness’. This could refer 
to the format it is stored in (this will be addressed later), or the way in which it is acquired. Here, 
the latter may be the problem. Quite often the mode of collection of the data is not well 
documented, or at least there is no evidence that it was collected as the outcome of a designed 
experiment. Thus, although 𝑛 may be very large (possible, say 80% of the population), it is hard 
to guarantee that the missing 20% is representative of the population. It may be some distinct 
subgroup having different characteristics - so that the remaining 80% is essentially a biased 
sample (albeit a very large one). This implies that statistics such as the sample mean, or a 
correlation between a pair of variables, will also be biased. Meng (2016) considers this 
quantitatively for the estimation of sample means and proportions, by considering the correlation 
between whether observation 𝑖 is included in the sample (the binary variable 𝑤") and 𝑥" - the 
observed value whose mean is to be computed - 𝜌. He uses this to address a motivating question: 
‘Which one should I trust more: a 1% survey with 60% response rate or a self-reported 
administrative dataset covering 80% of the population?’ - and finds that |𝜌| < 0.0034 in order to 
trust the latter. Thus, with even quite slight bias, the admistrative data set (more typical of Big 
Data) proves to be the worst option for this particular task. It seems it is quite difficult to 
exchange quality for quantity - and that an unquestioning belief that 𝑛 being very large makes 
hypothesis testing infallible could lead to some problematic decision making and policy 
implimentation. 
Both of these issues suggest that one must look closely at the idea of statistical testing and 
inference when working with Big Data - it seems that even if one is willing to accept that 
standard techniques may work reasonably well when data sets are smaller (not everyone does - 
see the discussion above), their largeness pushes their utility to the limit (or possibly beyond). 
Thus we feel it is timely to consider debate surrounding these issues as well. 
Big Data vs messy data: 
A third characteristic of Big Data - already touched on - is its messiness. As considered above, 
messiness can manifest itself in bias, or in undesigned data collection - which although does not 
explicitly cause bias, certainly makes no effort to prevent it. However, there are other ways in 
which data can be messy. Some possibilities are: 
• Erroneous information recorded. 
• Missing information. 
• Complicated data formats. 
• Awkward data formats. 
These issues frequently occur in traditional data analysis, as well as when working with Big 
Data. In particular, errors in data recording will lead to difficulties for any kind of analysis. 
These can be due to mistyping, or some malfunction of an automated recording system. The 
influence of this can vary in severity - for example a common error in manual data recording is 
transposition. If the data recorded is numeric this involves entering two consecutive numbers in 
the wrong order - for example recording 12.965 for 12.956. In this case the error involved is 
minor (0.009) but a similar error of transposition might be to record 21.956 - giving an error of 9. 
When the latter occurs, it is much easier to spot the anomaly - the recorded value may be a long 
way outside the expected range of values - or not even a valid observation (for example a 
percentage that is greater than 100) - but in the former case it would be much harder to identify 
that an error in recording had occurred. One possible way of addressing this problem, if data is 
manually recorded, is by employing more than one person to record the data, and in cases when 
discrepancies occur to return to the original source and assess which recording is correct - for 
example in creating the data set described in Noone et al. (2017) and Ryan et al. (2018). 
Although this is not a practical issue for Big Data it is arguably a data science issue. 
Missing information presents a similar problem to the one discussed above. Typically 
information can be missing due to non-response to a question in a survey, or in the case of 
automated data collection, when a data recording instrument fails. In terms of impact, one issue 
to consider is the similarity between this phenomena and that of biased sampling discussed 
earlier. If the chance pf an observation being missing is not independent of the outcome, then 
simply omitting the missing data in an analysis could lead to a biased analysis. For example if a 
temperature sensor measuring temerature at noon malfunctions over a number of days in July in 
the UK, this would very likely lead to an underestimate of mean annual temperature at noon. 
There are some techniques to overcome this - in the above example, given the data form a time 
series, one can simulate potential data series during the time when the sensor provided no data by 
noting the correlation between consecutive daily temperatures and simulating several series of 
observations that match the last observation before breakdown, and the first after the sensor 
began to function again. One could then estimate the missing information by averaging the 
simulations (grouped by day) - and even gain some insight into the uncertainty of these 
estimations by computing standard deviations. However, it is important to flag the estimated 
values rather than treat them as though they were direct measurements. One reason for this is that 
in the future, someone analysing the data may fit a similar model to the one used to estimate the 
missing observations - giving rise to an over-optimistic belief in the reliability of that model. 
We used the phrase complicated data formats to describe formats of data that differ notably from 
a single ‘data frame’ model - where a number of rows (cases or observation) consist of a fixed 
number of variables. Each variable is therefore a column. Every observation in a column is of the 
same type (ie integer, character variable and so on). In some cases the complication may be fairly 
minor - for example if a data frame relating to house sales stores a postcode or zip code for each 
house, along with some other details, of the house. Some further information relating to the 
postcode may exist in another data frame (socioeconomic indicators for example). By carrying 
out a join operation, using the postcode as a linking key, we could augment the first data frame, 
so that the data relating to the postcode of each house were appended to the record. All of the 
information is now in a single data frame, although if several houses were in each postcode a 
great deal of data would be duplicated. Storing the data in two distinct data frames and 
performing a join (possibly using tidyverse features in R) when that is required would - in the 
situation described - provide a more compact data storage format. 
Another ‘complicated’ format is that used to store geographical information. Typical ‘vector’ 
formats for geographical data record objects as collections of points, lines or polygons. The last 
two of these store the coordinates of geographical features in a ‘join the dots’ style sequence of 
varying length. Thus a road may be stored as a sequence of line segments, of varying length 
depending on the shape of the road. The variable length feature essentially separates this format 
from that of a simple data frame. A further complication is that there are a number of possible 
map projections that could be used to represent the geographical coordinates. Thus, to represent a 
geographical data object complete one needs a set of geographical descriptors as described about 
- one for each road in the given example, a data frame corresponding to each road with non-
positional information relating to the road, and map projection information. Fortunately, the sf 
package in R provides data objects that contain this information, together with a number of 
functions to process these objects. 
A final example we consider is that of textual data - such as the content of tweets. A great deal of 
Big Data involves processing this kind of information. This is perhaps the most ‘complex’ in our 
definition - the previous examples can be fairly easily represented by modifications of the data 
frame format. Although tweets can be represented in this way (for example a series of columns 
such as ‘Tweeter’,‘Time of Tweet’,‘Content of Tweet’) a great deal of valuable in formation is 
embedded in a complex way in the ‘Content of Tweet’ field. In the Twitter case this is helped by 
the use of hashtags (#) and @ symbols to identify who engage in dialogs, and subject matter - but 
even here there is content in the remainder of the tweet. There are ways of dealing with this in a 
standard data frame, but in this case quite a large amount of pre-processing and data 
transformation is required - a technique referred to by some as text mining. A very good 
introduction to this (using R) is given in Silge and Robinson (2017). The notion of textual data is 
extended when working with web data. A number of tools are used to extract information from 
web sites. Again it is often possible to reoganise at least part of this into a data frame (or a series 
of frames). 
Finally, graph or network data is another form of data frequently encountered. It is possible to 
represent graphs as a series of data frames. Essentially one frame has a set of columns for edge 
ID, from-node ID and to-node ID and two further ones provide node and edge attributes, using 
the IDs as linking keys. it is also possible to store the edge attributes on the first data frame, since 
this consists of one record per edge. However a very powerful tool is provided in the igraph 
package for R (Kolaczyk and Csárdi 2014) which deals with storage issues, and provides a 
number of tools for graph manipulation, analysis and visualisation. Arguably the graph or 
network is rapidly becoming another standard data structure for Big Data. 
Overall, complicated data formats (as viewed here) are formats that are consistently defined, but 
in raw form they are not in the standard data frame format. However, the raw form is 
consistently defined, and can generally be analysed by providing some code to process the raw 
data. Although the examples here are generally processed using R there may well be parallel 
examples where Python, SQL or C++ are uused instead. A key point here is that as well as data 
openness, in order to prove an open analysis, the code used should also be reproducible. 
A further issue we will consider is that of awkward data formats. These are differentiated from 
complicated data sets in that although the latter may diverge from a simple format, they are well 
defined. Awkward data sets consist of formats that may be mis-specified, partially specified or 
not well designed. The problems can occur in inappropriate structures, lack of structure or more 
technical issues. An example of a technical issue may be Excel’s inconsistent date storage format 
between Windows-based systems and Apple Macs (Mott 2013). As Woo (n.d.) observes: 
’ As it turns out, Excel ‘supports’ two different date systems: one beginning in 1900 and one 
beginning in 1904. Excel stores all dates as floating point numbers representing the number of 
days since a given start date, and Excel for Windows and Mac have different default start dates 
(January 1, 1900 vs. January 1, 1904). Furthermore, the 1900 date system purposely 
erroneously assumes that 1900 was a leap year to ensure compatibility with a bug in - wait for it 
- Lotus 123. 
You can’t make this stuff up. ’ 
This results in a 4-year difference in recorded dates between the two systems. It also adds a new 
dimension to reproducibility issues - not only are the data and code required to be made open, 
but also information about the operating systems involved. On occasion, code must then be used 
to correct for this. 
Another technical issue relating to dates is that Excel sometimes autoformats numbers not 
intended to be dates (such as serial numbers) as though they were dates. This can also lead to 
difficulties, as internally dates are actually stored as floating point numbers (the number of days 
since January 1st 1904 - or 1900), but these are unlikely to be the same number as the one 
initially entered as erroneously converted to a date. Indeed, some character strings may also be 
‘automatically’ and inapropriately converted to dates - an example being the gene sequence 
number Oct-4 (Broman and Woo 2018). 
The above article also provides much useful advance on the storage and representation of 
information in spreadsheets. Some key points are: 
• Choose sensible - and consistent - names for variables, factor levels and file names 
• Write dates as “YYYY-MM-DD” (largest units first as is the case in ordinary numbers) 
• Format date columns as “Text” explicitly 
• Avoid empty cells (use NA or similar if information is missing) 
• Store one item of information in each cell 
• Keep the format rectangular - that is, in the standard data frame format. In particular, restrict 
variable names to the top row only. 
The idea here is to maintain interoperability. Data following the above guidelines can easily be 
read into R (or pandas for Python users) minimising the risk of accidental data mutation. Largely 
the storage of data in Excel files should just be a means for data exchange - and the goal is to 
make files easily machine readable, rather than human readable. In particular, adding notes 
against particular data rows, incorporating graphics, highlight or colouring cells is probably best 
avoided. Usually in data science visualisation and analysis is done independently, via a number 
of data visualusation tools (for example d3) or analytical tools (such as R or Python). Making 
notes about particular observations is good practice, but should be done in a separate file. 
Attempting to mix metadata, visualisation and analysis generally impedes the data sharing 
process, and introduces the possibility of errors being introduced without being noticed. In one 
sense, the guidelines here are also valid guidelines for creating csv files to exchange data. 
Certainly, one practical requirement is that any Excel spreadsheet intended to share information 
can be saved in csv format, without any loss or distortion of the original information. A final 
requirement, to prevent other forms of accidental damage, is to make the original file read only. 
Any ‘experiments’ should be made on a copy of the file, to avoid accidentally damaging the 
original source of information. 
Finally, it is important to note that even if one works with csv files that are compliant with the 
guidelines above, there is still scope for problems. A key issue here is that of character 
encoding. The original ASCII encoding covers 127 characters and control codes, but a number of 
characters (mainly those involving accents) are omitted - such as ‘á’ or ‘é’. Several 8-bit 
extensions of the original ASCII scheme were created to accomodate this, although they differed 
in the codes for the extended character set. They have largely been superceded by the 16-bit 
Unicode system, but several of these formats are still in use. In addition, other non-Western Latin 
alphabets are represented. Thus, is important to be aware of the encoding convention being used 
with csv files. 
Closing Comments 
The above discussion has considered a number of issues that we feel should be kept in mind 
when working with Big Data (or more generally, data analytics) - an understanding of inference, 
a critical approach to the broader issues surrounding the data analysis carried out, and an 
awareness of the practical problems of working with data. Establishes statistical communities 
have obviously focussed much attention on inference, but perhaps the other two areas have not 
enjoyed similar attention. It is perhaps here that data science, or data analytics, changes the 
focus. In some respect this is historical - early statisticians developed thier set of practices in an 
era where there were not computers, and data were often recorded manually - so that many of the 
practical issues addressed now did not exist. There is perhaps a further dimension to the practical 
issues which must also be addressed now. The final section above proposes a number of ‘good 
practice’ approaches to sharing data, but in many cases legacy data was not created in this way, 
and discrepancies must be dealt with. On occasion this may involve detective work - essentially 
recreating details of the data formats that are vaguely specified, not specified, or mis-specified - 
many case studies are given in McCallum (2013). This too is a part of data science. 
As stated earlier, a number of these issues are general to data analytics, but some - particularly 
the representation of networks and geographical data, and the critical issues surrounding broader 
context, are geographical in nature, and as such provide a core of the ideas needed to provide a 
theoretical and practical framework for spatial data science. 
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