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Abstract
This paper aims at giving some equivalent conditions for that a collec-
tion of finitely many of Hermitian matrices can be simultaneously diagonaliz-
able via congruence (SDC) by a nonsingular matrix. It surprisingly turns out
that one of such equivalent conditions applies the semidefinite programming
(SDP), which leads to a practical usefulness. As a consequence, this certainly
solves such SDC-problem for collections of real symmetric matrices listed
in [J-B. Hiriart-Urruty, Potpourri of conjectures and open questions in non-
linear analysis and optimization, SIAM Review 49(2), 2007]. Corresponding
algorithms and illustrating examples by hand/coding are also presented.
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1 Introduction
The problems of simultaneously diagonalizing a collection of matrices appear in
a number of research areas, for examples, quadratic equations and optimization
[10, 13], multi-linear algebra [6],. . . . They have also become to an important tool
for other fields of applications, eg., signal processing, data analysis [6]. The con-
sidered matrices here may be all same-size square, symmetric or Hermitian, and
the simultaneous diagonalizations here may be via matrix similarity or via congru-
ence. The most interesting and applicable problem is to real symmetric matrices
via congruence since it has become to be a long standing [10].
It is shown in, eg., [11] that there is a relationship of two concepts of simultane-
ous diagonalizations via similarity (SDS) and via congruence (SDC). One should
hence need to distinguish these two concepts as follows.
Notations. Let F denote the field of real numbers R or complex ones C, Fn×n
be the set of all n×nmatrices with entries in F. Let Sn (resp.,Hn) denote the set of
real symmetric (resp., Hermitian) matrices in Fn×n. By .∗ we denote the conjugate
transpose of a matrix. For A ∈ Hn, by A  0 (resp., A ≻ 0) we mean A is positive
semidefinite (resp., positive definite) as usual. For matrices C1, . . . , Cm ∈ Fn×n,
C(λ) will denote the pencil C(λ) =:
∑m
i=1 λiCi, for λ ∈ Fm. Finally, matrices
C1, . . . , Cm ∈ Fn×n are said to be
(i) simultaneously diagonalizable via similarity on F, shortly called F-SDS, if
there exists a nonsingular matrix P ∈ Fn×n such that P−1CiP ’s are all diag-
onal matrices in Fn×n.Whenm = 1, we will say “C1 is F-DS”.
(ii) simultaneously diagonalizable via congruence on F, abbreviated F-SDC, if
they are all Hermitian and there exists a nonsingular matrix P ∈ Fn×n such
that P ∗CiP is diagonal for every i = 1, . . . , m. Here P ∗ means the conjugate
transpose of P.Whenm = 1, we will say “C1 is DC”.
It is worth mentioning that P ∗CiP is always real sinceCi is Hermitian. More-
over, P can be chosen to be real if Ci’s are all real as in Theorems 5 and 8
below.
(iii) commuting if they pairwise commute, i.e., CiCj = CjCi for every i, j =
1, . . . , m.
In the rest of this paper, the term “SDC” will mean either “simultaneous diag-
nalization via congruence” or “simultaneously diagnalizing via congruence”, or
“simultaneously diagnalizable via congruence”. It is analogous to the term “SDS”.
History. The SDC problem can be dated back to 1868 by Weierstrass [19],
1930s by Finsler [1, 7, 9], and later studies developed some conditions ensuring a
collection of quadratic forms are SDC (see, eg., in [15,17] and references therein).
However, these provide only sufficient conditions for a SDC collection, except for
that of two complexmatrices (see, eg., in the famous books [11,12] with a summary
of some equivalent conditions). Numerical methods for simultaneously diagonal-
izing two matrices are proposed in, eg., [3]. Recently, the work in [13] presents
some (equivalent or sufficient) conditions for a collection of real symmetric ma-
trices either having a positive semidefinite linear combination or consisting of the
identity matrix can be simultaneously diagonalizable via congruence. In the very
recent work [4], the authors deal with the SDC problem for complex symmetric
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matrices. Their method needs to know the maximal rank among which of linear
combinations of the initial matrices. In the previous work of the authors and their
collaborators [16], an equivalent R-SDC condition for real symmetric matrices has
been provided.
The simultaneous diagonalizableness of complex symmetric matrices does not
absolutely guarantee that of real setting. In other words, there is some collections
of real symmetric matrices that are C-SDC but not R-SDC. It is proved in [4] that
the matrices
C1 =
[
0 1
1 1
]
, C2 =
[
1 1
1 0
]
∈ S2
are C-SDC. The brief formula for the nonsingular matrix simultaneously diagonal-
izingC1 andC2 there further shows that this nonsingular matrix cannot be real. The
corresponding diagonal matrices P TC1P, P
TC2P are properly complex. When
viewing real symmetric matrices are Hermitian, Theorem 5 below shows that the
C1, C2 are R-SDC only if C
−1
1 C2 is similar to real diagonal matrix. But in this
situation,
C−11 C2 =
[
0 −1
1 1
]
has only complex eigenvalues 1±i
√
3
2
. Theorem 8 gives another proof that these two
matrices are not R-SDC, see in Section 5.
Auxiliary results. We now recall some well-know results that will be fre-
quently used in the rest of this paper.
Lemma 1. [13, Thm. 10] Suppose there is 0 6= λ ∈ Rm such that C(λ) ≻ 0,
where, without loss of generality, we assume λ1 6= 0. Then C1, . . . , Cm ∈ Sn is
SDC if and only if PTCiP and P
TCjP commute for all 2 ≤ i 6= j ≤ m, where P
is determined such that PTC(λ)P = I (the identity matrix).
As shown in [13], the matrix P in Lemma 1 is determined as P = UD1/2,
where U is orthogonal and D1/2 is the square root of the diagonal matrix D in an
eigenvalue decomposition of C(λ) :
D = UTC(λ)U.
Lemma 2. Let A,B ∈ Fn×n be A = diag(α1In1, . . . , αkInk), αi’s are distinct. If
AB = BA then B = diag(B1, . . . , Bk) with Bi ∈ Fni×ni for all i = 1, . . . , k.
Furthermore, B is Hermitian (resp., symmetric) if and only if so are Bi’s.
Proof. Partitioning B as B = [Bij ]i,j=1,...,k, where Bii is a square submatrix of
order ni, i = 1, . . . , k. It then follows fromα1B11 . . . α1B1k... . . . ...
αkBk1 . . . αkBkk
 = AB = BA =
α1B11 . . . αkB1k... . . . ...
α1Bk1 . . . αkBkk

that αiBij = αjBij , ∀i 6= j. Thus Bij = 0 for every i 6= j.
The last claim is trivial.
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Lemma 3. (See, eg., in [11]) (i) Every A ∈ Hn can be diagonalized via similarity
by a unitary matrix. That is, it can be written as A = UΛU∗, where U is unitary, Λ
is real diagonal and is uniquely defined up to a permutation of diagonal elements.
Moreover, if A ∈ Sn then U is picked to be real.
(ii) Suppose each of C1, . . . , Cm ∈ Fn×n is F-DS. Then, they are F-SDS if and
only if they are commuting.
(iii) Let A ∈ Fn×n, B ∈ Fm×m. The matrixM = diag(A,B) is diagonalizable
via similarity if and only if so are both A and B.
(iv) A complex symmetric matrixA is diagonalizable via similarity, i.e., P−1AP
is diagonal for some invertible matrix P ∈ Cn×n, if and only if it is complex or-
thogonally diagonalizable, i.e., Q−1AQ is diagonal for some complex orthogonal
matrix Q ∈ Cn×n : QTQ = I.
Proof. The first and last parts can be found in [11]. We prove (ii) and (iii) for real
matrices, the complex setting was proved in [11].
(ii) Suppose C1, . . . , Cm ∈ Rn×n are commuting. We prove by induction on n.
For n = 1, there are nothing to prove. Suppose that n ≥ 2 and that the assertion
has been proved for all collections of m commuting matrices of size k × k, 1 ≤
k ≤ n − 1. By the hypothesis, C1 is R-DS, let us say by a nonsingular matrix
P ∈ Rn×n,
P−1C1P = diag(α1In1 , . . . , αkInk), n1 + . . .+ nk = n, αi 6= αj , ∀i 6= j.
The commutativity of C1, Ci implies that of P
−1C1P and P−1CiP. By Lemma 2,
P−1CiP = diag(Ci1, . . . , Cik), Cit ∈ Rnt×nt , ∀t = 1, . . . , k.
Furthermore, P−1CiP and P−1CjP commute due to the commutativity of Ci, Cj.
So,Cit andCjt commute for every t = 1, . . . , t. This meas the matricesC2t, . . . , C2mt
are commuting for every t = 1, . . . , k. By the induction hypothesis, C2t, . . . , C2mt
are R-SDS by a nonsingular matrix Qt ∈ Rnt×nt, and so are Int , C2t, . . . , C2mt.
Let
Q = diag(Q1, . . . , Qk) ∈ Rn×n,
and set U = PQ. One can check C1, . . . , Cm are R-SDS by U.
The converse is trivial.
(ii) SupposeM is DS in R(n+m)×(n+m). Then there exists a nonsingular matrix
S ∈ R(n+m)×(n+m) such that
S−1MS = Λ = diag(α1, . . . , αm+n), αi ∈ R.
Let sj be the j-th column of S with
sj =
[
ξj
νj
]
, ξj ∈ Rn, νj ∈ Rm.
Let E = [ξ1 . . . ξn+m] ∈ Rn×(n+m), N = [ν1 . . . νn+m] ∈ Rm×(n+m). If rank(E) <
n or rank(N) < m then
m+ n = rank(S) ≤ rank(E) + rank(N) < m+ n,
which is impossible. Thus rank(E) = n and rank(N) = n. Moreover, it follows
from MS = SΛ that the jth column ξj of E is the eigenvector of A w.r.t the
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eigenvalue λj. This means A has n linearly independent eigenvectors. By the same
reasoning, B also has m linearly independent eigenvectors. Thus A and B are
diagonalizable via similarity in Rn×n and Rm×m, respectively.
Contribution of the paper. In this paper, we develop some equivalent con-
ditions for a collection of Hermitian matrices can be simultaneously diagonalized.
Such conditions immediately true for real symmetric matrices. The correspond-
ing algorithms are also presented and implemented. From the practical point of
view, one of these equivalent conditions surprisingly shows that SDC property for
Hermitian matrices can be checked by using semidefinite programming (SDP).
Construction of the paper. In Section 2 we study a comprehensive description
about SDC property of a collection of Hermitian matrices. A relationship between
the SDC and SDS properties is included as well. However, the main result in this
section, Theorem 5, asks to find a maximum rank linear combination of the ini-
tial matrices. A method responding to this requirement is devoted in Section 3.
From the practical point of view, Section 4 presents some other equivalent SDC
conditions among which proposes to use semidifinite programs to detect the SDC
property. Examples illustrating our methods are presented in Section 5. The con-
clusion is devoted in the last section.
2 The SDC problem for Hermitian matrices
The following can be viewed as a Hermitian version of Theorem 9 in [13] that helps
us to develop some equivalent SDC conditions later.
Theorem 4. The matrices I, C1, . . . , Cm ∈ Hn, m ≥ 1, are SDC if and only if
they are commuting.. Moreover, when this is the case, these are SDC by a unitary
matrix, and the resulting diagonal matrices are all real.
Proof. If I, C1, . . . , Cm are SDC then there is a nonsingular matrix U ∈ Cn×n such
that U∗IU, U∗C1U, . . . , U∗CmU are diagonal. Note that
U∗IU = diag(d1, . . . , dn) ≻ 0. (1)
Let D = diag( 1√
d1
, . . . , 1√
dm
) and V = UD. Then V must be unitary and
V ∗CiV = DU
∗CiUD is diagonal for every i = 1, . . . , m.
So
(V ∗CiV )(V
∗CjV ) = (V
∗CjV )(V
∗CjV ), ∀i 6= j,
and hence CiCj = CjCi for every i 6= j. It is worth mentioning that each V ∗CiV
is real since it is Hermitian.
We now prove the opposite direction by induction onm.
The casem = 1, the proposition is clearly true since any Hermitian matrix can
be diagonalized (certainly via similarity as well as congruence) by a unitary matrix.
Form ≥ 2, we suppose the theorem holds true form− 1.
We now consider an arbitrary collection of matrices I, C1, . . . , Cm. Let P be a
unitary matrix that diagonalizes C1 :
P ∗P = I, P ∗C1P = diag(α1In1, . . . , αkInk),
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where αi’s are distinctly real eigenvalues of C1. Since C1, Ci commute for every
i = 2, . . . , m, so do P ∗C1P and P ∗CiP. By Lemma 2, for every i = 2, . . . , m, we
have
P ∗CiP = diag(Ci1, . . . , Cik),
where every Cit is Hermitian of order nt.
Now, for each t = 1, . . . , k, since CitCjt = CjtCit for all i, j = 2, . . . , m,
provided by CiCj = CjCi, the induction hypothesis leads to the fact that
Int , C2t, . . . , Cmt (2)
are SDC by a unitary matrix Qt. Set
U = Pdiag(Q1, . . . , Qk).
Then
U∗C1U = diag(α1In1, . . . , αkInk), (3)
U∗CiU = diag(Q
∗
1Ci1Q1, . . . , Q
∗
kCikQk), i = 2, . . . , m,
are all diagonal.
The proof of Theorem 4 suggests us the following algorithm that gives a non-
singular matrix simultaneously diagonalizing the input matrices.
Algorithm 1. SDC Hermitian matrices including the identity matrix.
INPUT: Commuting matrices I, C1, . . . , Cm ∈ Hn.
OUTPUT: A unitary matrix U that SDC the matrices I, C1, . . . , Cm.
Step 1: Find an eigenvalue decomposition ofC1 :C1 = P
∗diag(λ1In1 , . . . , λkInk)P,
n1 + . . .+ nk = n, R ∋ λi’s are distinct and P ∗P = I.
Step 2: Computing diagonal blocks of P ∗CiP, i ≥ 2 :
P ∗CiP = diag(Ci1, . . . , Cik), Cit ∈ Hni , ∀t = 1, . . . , k.
Note that thematricesC2t, . . . , Cmt are commuting. for each t = 1, . . . , k.
Step 3: For each t = 1, . . . , k, simultaneously diagonalizing the collection of
matrices Int , C2t, . . . , Cmt by a unitary matrix Qt.
Step 4: Define U = Pdiag(Q1, . . . , Qk) and V
∗CiV.
From Theorem 4, we comprehensively describes the SDC property of a collec-
tion of Hermitian matrices as follows.
Theorem 5. Let C1, . . . , Cm ∈ Fn×n\{0} be Hermitian with dimF (
⋂m
t=1 kerCt) =
k (always k < n).
1) When k = 0,
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(a) If detC(λ) = 0 for all λ ∈ Rm (only real m-tuples λ) then C1, . . . , Cm
are not SDC (on F);
(b) Otherwise, C(λ) is nonsingular for some λ ∈ Rm. Then C1, . . . , Cm are
SDC by a nonsingular matrix in Fn×n if and only if every C(λ)−1Ci,
i = 1, . . . , m, is similar to a real diagonal matrix, and the matrices
C(λ)−1C1, . . . ,C(λ)−1Cm are commuting..
2) If k > 0 then there exists a nonsingular matrix P such that
P ∗CiP =
[
0k 0
0 Cˆi
]
, ∀i = 1, . . . , m, (4)
where 0k is the k × k zero matrix and Cˆi ∈ Hn−k with
⋂m
t=1 ker Cˆt = 0.
Moreover, C1, . . . , Cm are SDC (on F) if and only if Cˆ1, . . . , Cˆm are SDC (on
F).
Proof. 1) Suppose dimF
⋂m
t=1 kerCt = 0.
For the part (a), if C1, . . . , Cm are SDC by a nonsingular matrix P ∈ Fn×n then
Ci = P
∗DiP, Di = diag(αi1, . . . , αin), ∀i = 1, . . . , m,
where we note Di is real since Ci = C
∗
i . Then the real polynomial (with variable
λ)
detC(λ) = | det(P )|2
n∏
j=1
(
m∑
i=1
λiαij) (5)
is identically zero because of the hypothesis. Since R[λ1, . . . , λm] is an integral
domain, there exists a factor being identically zero, say, (α1j , . . . , αmj) = 0 for
some j = 1, . . . , n. Then, picking x satisfying Px = ej , the jth unit vector in F
n,
we obtain
Cix = P
∗DiPx = P
∗Diej = 0.
This means 0 6= x ∈ ∩mi=1 kerCi, contradicting to the hypothesis. This proves the
part (a).
We now prove the part (b). Suppose C(λ) is nonsingular for some λ ∈ Rm.
If C1, . . . , Cm are SDC then there exists a nonsingular matrix P ∈ Fn×n such that
P ∗CiP ∈ Fn×n are all diagonally real, and so hence is P ∗C(λ)P = [P ∗C(λ)P ]∗
since λ ∈ Rm. Then
P−1C(λ)−1CiP = [P
∗
C(λ)P ]−1(P ∗CiP ) (6)
is diagonal for every i = 1, . . . , m.
Conversely, take a nonsingular matrix P ∈ Fn×n such that
P−1C(λ)−1C1P := D1 ∈ Rn×n (7)
is diagonal. Up to rearrangement of diagonal elements, we can assume
D1 = diag(α1In1, . . . , αkInk), n1 + . . .+ nk = n, αi 6= αj ∀i 6= j.
For every i = 2, . . . , m, sinceD1 and P
−1
C(λ)−1CiP commute, Lemma 2 implies
P−1C(λ)−1CiP = diag(Ci1, . . . , Cik), Cit ∈ Fnt×nt , i = 2, . . . , m.
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The proof finishes after we prove two following claims.
Claim 1. For each t = 1, . . . , k, the collection C2t, . . . , Cmt, is SDS by a nonsin-
gular matrix Qt. Indeed, since P
−1
C(λ)−1CiP is diagonalizable via similarity, so
is Cit ∈ Fnt×nt for every t = 1, . . . , k, provided by Lemma 3(iii). Moreover, the
pairwise commutativity of the collection C(λ)−1C2, . . . , C(λ)−1Cm implies that
of P−1C(λ)−1C2P, . . . , P−1C(λ)−1CmP ; and hence that of
C2t, . . . , Cmt,
for each t = 1, . . . , k. By Lemma 3, the later collection is thus SDS by an invertible
matrix Qt, i.e.,
Q−1t C2tQt =: D2t, . . . , Q
−1
t CmtQt =: Dmt
are all diagonal for each t = 1, . . . , k.
Claim 2. There exists a nonsingular matrix U so that U∗C1U, . . . , U∗CmU are
commuting.. This collection is then SDC by Theorem 4. Indeed, let
U = Pdiag(Q1, . . . , Qk),
we then have
U−1C(λ)−1C1U = diag(α1In1, . . . , αkInk) = D1
U−1C(λ)−1CiU = diag(Di1, . . . , Dik) = Di, i = 2, . . . , m,
Note thatDi is real for every i = 1, . . . , m because of the hypothesis. From (6) we
have
[U∗C(λ)U ]Di = U
∗CiU = (U
∗CiU)
∗ = Di[U
∗
C(λ)U ], ∀i = 1, . . . , m.
Then
(U∗CiU)(U
∗CjU) = [U
∗
C(λ)U(DiDj)U
∗
C(λ)U ] = [U∗C(λ)U(DjDi)U
∗
C(λ)jU ]
= (U∗CjU)(U
∗CiU),
for every i 6= j. Theorem 4 allows us to finish this part.
2) Pick an orthonormal basis ~p1, . . . , ~pk, ~pk+1, . . . , ~pn of F-vector space F
n ≡
Fn×1 such that ~p1, . . . , ~pk is an orthonormal basis of
⋂m
t=1 kerCt. The matrix P
whose the columns are ~pj’s will satisfy the conclusion that P
∗CiP = diag(0k, Cˆi)
and
⋂m
t=1 ker Cˆt = 0.
The last claim is trivial.
Algorithm 2. Detect the SDC property of a collection of Hermitian matrices.
INPUT: Matrices C1, . . . , Cm ∈ Hn.
OUTPUT: Conclude whether C1, . . . , Cm are SDC or not.
Compute a singular value decomposition C = UΣV ∗ of C = [C∗1 . . . C
∗
m]
∗,
Σ = diag(σ1, . . . , σn−k, 0, . . . , 0), σ1 ≥ . . . ≥ σn−k > 0, 0 ≤ k ≤ n − 1. Then
dimF (
⋂m
t=1 kerCt) = k.
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Case 1: k = 0.
Step 1: If detC(λ) = 0 for all λ ∈ Rm then C1, . . . , Cm are not SDC.
Else, go to Step 2.
Step 2: Find a λ ∈ Rm such that C := C(λ) is nonsingular.
(a) If C−1Ci is not similar to a diagonally real matrix for some i =
1, . . . , m, then concluding the given matrices are not SDC.
Else, go to (b).
(b) C−1C1, . . . ,C−1Cm do not pairwise commute, which is equivalent
to that CiC
−1Cj is not Hermitian for some pair i 6= j, then conclude
the given matrices are not SDC.
Else, concluding the given matrices are SDC.
Case 2: k > 0.
Step 1: For C = UΣV ∗ determined at the beginning, the k last columns of
V, say ~q1, . . . , ~qk, span kerC =
⋂m
t=1 kerCi. Pick P ∈ Fn×n a non-
singular matrix whose k first columns are ~q1, . . . , ~qk. Then P satisfies
(4).
Step 2: Apply Case 1 to the resulting matrices Cˆ1, . . . , Cˆm ∈ Hn−k.
Theorem 5 only check whether a collection of matrices is SDC or not. However,
there are two problems that need to be addressed:
(1) How to find a nonsingular element of the Hermitian pencil C(λ), as fast as
possible?
(2) Determine a nonsingular matrix that simultaneously diagonalizes the given
Hermitian matrices?
In the next section, we partly answer the first question. Thanks to Schmu¨dgen’s
idea on diagonalizing a matrix over a commutative ring [18], we will provide an
equivalent condition for that a matrix collection having a nonsingular linear com-
bination. This also leads to a method that determine a linear combination with
maximal rank among elements of the pencil C(λ). The second question will be
answered in Section 4.
3 Linear combinations with maximal rank
Schmu¨dgen’s procedure for diagonalizing a matrix over a commutative ring [18] is
summarized as follows: for F ∈ Rn×n partitioned as
F =
[
α β
β∗ C
]
,
we then the following relations
X+X− = X−X+ = α
2I, α4F = X+F˜X
∗
+, F˜ = X−FX
∗
−, (8)
where
X± =
[
α 0
±β∗ αI
]
, F˜ =
[
α3 0
0 α(αC − β∗β)
]
∈ Rn×n, (9)
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where α, β and C are parts of F in the following partition
We now apply F = C(λ) = λ1C1 + . . . + λmCm, where Ci are all Hermitian
while λ ∈ Rm.We recall the following result by Schmu¨dgen [18], and, because of
our situation, we present a detail proof that leads to a procedure for determining a
maximum rank linear combination as well.
Lemma 6. Let C ∈ F[λ]n×n, λ ∈ Fm, satisfying C∗ = C. Then there exist poly-
nomial matrices X+,X− ∈ F[λ]n×n and polynomials b, dj ∈ F[λ], j = 1, . . . , n,
such that
X+X− = X−X+ = b
2In, (10a)
b4C = X+diag(d1, . . . , dn)X
∗
+, (10b)
X−CX
∗
− = diag(d1, . . . , dn). (10c)
Proof. The lemma is proved by induction as follows. It is shown in, eg., [18]
and [5], that if the (1, 1)st entry ofC is zero then one can find a nonsingular matrix
F for that of FCF∗ is nonzero. In logically similar way, we can assume every
matrix which is applied Schmu¨dgen’s procedure at any step below has nonzero
(1, 1)st entry.
By partitioningC = C∗ as
C =
[
α β
β∗ Cˆ
]
, Cˆ∗ = Cˆ ∈ F(n−1)×(n−1), α 6= 0,
we set
X± := X±(λ) =
[
α 0
±β∗ αIn−1
]
.
Then
X+X− = X−X+ = α2In,
X−CX∗− =
[
α3 0
0 α(αCˆ− β∗β)
]
, α4C = X+
[
α3 0
0 α(αCˆ− β∗β)
]
X
∗
+.
If C˜ := α(αCˆ − β∗β) is not diagonal then we continue applying Schmu¨dgen’s
procedure for this matrix we obtain
X˜−C˜X˜
∗
− =
[
α˜3 0
0 α˜(α˜ ˜˜C− β˜∗β˜)
]
.
Setting
α1 = α, α˜ = α2, C˜ = C1, α˜(α˜
˜˜
C− β˜∗β˜) = C2, X˜± := X1±,
we then have[
α2 0
0 X1−
]
X−CX
∗
−
[
α2 0
0 X1−
]∗
=
α31α22 0 00 α32 0
0 0 C2
 := [diag(d1, d2) 0
0 C2
]
= D.
For convenience, we will write
X− =
[
α2 0
0 X1−
]
X−, X+ = X+
[
α2 0
0 X1+
]
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as an update ofX± which satisfy
X−X+ = X+X− = α
2
1α
2
2I = b
2I.
So, suppose we have
X−CX
∗
− =
[
diag(d1, . . . , dk) 0
0 Ck
]
, αj 6= 0, Ck = C∗k ∈ F[λ](n−k)×(n−k).
If Ck is not diagonal (and suppose that its (1, 1)st entry is nonzero), one can check
the following update holds true:
αk+1 = Ck(1, 1), b = bαk+1,
X+ = X+ ·
[
αk+1Ik 0
0 Xk+
]
, X− =
[
αk+1Ik 0
0 Xk−
]
·X−,
(11)
D =
[
α2k+1 · diag (d1, . . . , dk, αk+1) 0
0 Ck+1
]
.
Remark 1. The proof of Lemma 6 gives a nice procedure for diagonalizing C(λ).
However, only (10c) is needed for our diagonalization. However, the last update
formula in (11) shows that the diagonal elements of D are not simply updated.
Indeed, at step k, we can update as follows:
αk+1 = Ck(1, 1), b = bαk+1, X− =
[
Ik 0
0 Xk−
]
·X−, (12)
D =
[
diag
(
α31, . . . , α
3
k, α
3
k+1
)
0
0 Ck+1
]
.
We also note that if Ck+1 has order greater than 1 then αt divides αt+1 for all
t = 1, . . . , k.
The following allows us to determine a maximal-rank linear combination.
Corollary 7. In (12) we reset di = α
3
i for every i = 1, . . . , k + 1. Then λˆ ∈ Fm
gives a maximal rank linear combination, i.e.,
r =: rankFC(λˆ) = max{rankFC(λ)| λ ∈ Fm},
if and only if dj is identically zero for all j = r + 1, . . . , n, and
b(λˆ) 6= 0, di(λˆ) 6= 0, ∀i = 1, . . . , r.
Proof. The procedure (12) stops when Ck+1 is identically zero or has order 1.
Furthermore, if Ck+1 has order 1 then Ck+1 = αk+1.γ := dk+2. At the end of the
procedure, there hence exists 1 ≤ r ≤ n such that D = diag(d1, . . . , dr, 0, . . . , 0),
where dr 6≡ 0, dt(λ) 6= 0 implies dt−1(λ) 6= 0 for all 2 ≤ t ≤ r, and Cr+1 is
identically zero with order n− r. It is clear that λˆ can be picked such that dr(λˆ) 6=
0.
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4 SDC via semidefinite programming
As a consequence of Theorem 4, every commuting collection of Hermitianmatrices
can be SDC. However, this is just a sufficient but not necessary condition. For
example, the matrices
C1 =
−1 −2 0−2 −28 0
0 0 5
 , C2 =
1 2 02 20 0
0 0 −3
 , C3 =
2 4 04 1 0
0 0 7

are SDC by
P =
1 0 −20 0 1
0 1 0

but C1C2 6= C2C1. The following provides some equivalent SDC conditions for
Hemitian matrices. It turns out that the SDC property of a collection of such ma-
trices is equivalent to the feasibility of positive semidefinite program (SDP). This
also allows us to use SDP solvers, for example, “CVX” [8], . . . to check the SDC
property of Hermitian matrices.
Theorem 8. The following conditions are equivalent:
(i) Matrices C1, . . . , Cm ∈ Hn are SDC.
(ii) There exists a nonsingular matrix P ∈ Cn×n such that P ∗C1P, . . . , P ∗CmP
are commuting.
(iii) There exists a positive definite matrixQ = Q∗ ∈ Hn such thatQC1Q, . . . , QCmQ
are commuting.
(iv) There exists a positive definite X = X∗ ∈ Hn solves the following system of
m(m+1)
2
linear equations
CiXCj = CjXCi, ∀1 ≤ i < j ≤ n. (13)
If C1, . . . , Cm are real then so are all other matrices in the theorem.
Proof. (i⇒ii). If C1, . . . , Cm are SDC then P ∗CiP is diagonal for every i =
1, . . . , m, for some nonsingular matrix P. This yields the later matrices are com-
muting..
(ii⇒iii). Applying polar decomposition to P, P = QU (Q = Q∗ positive definite,
U unitary), we have
(U∗Q∗CiQU)(U
∗Q∗CjQU) = (P
∗CiP )(P
∗CjP ) = (P
∗CjP )(P
∗CiP )
= (U∗Q∗CjQU)(U
∗Q∗CiQU),
and hence (QCiQ) and QCjQ commute.
(iii⇒i). This implication is clear by Theorem 4.
(iii⇔iv). The existence of a positive definite matrix P such that
(PCiP )(PCjP ) = (PCjP )(PCiP ), ∀i 6= j,
in other words CiP
2Cj = CjP
2Ci, is equivalent to which of the positive defi-
nite matrix X satisfying CiXCj = CjXCi, for all i 6= j. It is clear that the last
equations are just linear in X. Conversely, if X is positive definite which satisfies
CiXCj = CjXCi, for all i 6= j, then P is just picked as the square root of X.
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Algorithm 3. SDC a collection of Hermitian matrices without the identity matrix.
INPUT: Hermitian matrices C1, . . . , Cm ∈ Cn×n.
OUTPUT: A nonsingular matrix U such that U∗CiUP ’s are diagonal.
Step 1: If the system (13) has a positive definite solution P, go to the next step.
Otherwise, conclude the initial matrices are not SDC.
Step 2: Compute the square root Q of P : Q2 = P by using eigenvalue decom-
position of P.
Step 3: Apply Algorithm 1 for simultaneously diagonalizing the matrices I,
Q∗C1Q, . . . , Q∗CmQ by a unitary matrix V. Then U = QV.
Remark 2. In Algorithm 3, the output data will be automatically real if the input is
real.
In this situation, the input matrices are all real symmetric. Let ciαβ be the
(α, β)th entry of Ci ∈ Sn. A positive definite matrix X = [xuv] that solves (13)
will equivalently satisfy
X ≻ 0, Tr(AijX) = 0, 1 ≤ i < j ≤ m, (14)
where Aij = [a
ij
uv] ∈ Sn with
aijuv =
{ ∑n
p,q=1(c
i
puc
j
qu − cjpuciqu) if u = v,
2
∑n
p,q=1(c
i
puc
j
qv − cjpuciqv) if u 6= v.
It is well known, see eg., in [2, 14], that
{X ∈ Sn+ : Tr(AijX) = 0, 1 ≤ i < j ≤ m} 6= {0} ⇔ span{Aij}1≤i<j≤m∩ Sn++ = ∅.
We then have the following. ⋄
Corollary 9. If span{Aij}1≤i<j≤m ∩ Sn++ 6= ∅ then C1, . . . , Cm are not SDC.
5 Examples
Example 1. The matrices
C1 =
[
0 1
1 1
]
, C2 =
[
1 1
1 0
]
are not SDC by Theorem 5 since C1 is invertible and
C−11 C2 =
[
0 −1
1 1
]
has only complex eigenvalues 1±i
√
3
2
.
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We can check this by applying Theorem 8 as follows. The matrices are SDC
if and only if there is a positive semidefinite matrix X =
[
x y
y z
]
≻ 0, which is
equivalent to x > 0 and xz > y2, such that
C1XC2 = C2XC1 (= (C1XC2)
∗) .
This is equivalent to {
x > 0, xz > y2
x+ y + z = 0.
But the last condition is impossible since there do not exist x, z > 0 such that
xz > y2 = (x+ z)2. Thus C1 and C2 are not SDC on R. ⋄
Example 2. Let
C1 =
 1 3 −23 16 −10
−2 −10 6
 , C2 =
0 0 00 −3 2
0 2 −1
 , C3 =
−1 −3 2−3 −5 4
2 4 −3
 .
One can check that kerC1 ∩ kerC2 ∩ C3 = {0} since rankC1 = 3.
SDC via SDS. We consider two matrices
M2 = C
−1
1 C2 =
0 1 −10 −1 0
0 −1 −1
2
 , M3 = C−11 C3 =
−1 −5 30 0 0
0 −1 1
2
 ,
which has distinct eigenvalues−1, 1
2
, 0 and−1,−1
2
, 0, respectively, and hence they
are diagonalizable via similarity. Moreover, M2 and M3 commute. Theorem 5
yields that C1, C2, C3 are SDC.
SDC via SDP. We want to find
X =
x y zy t u
z u v
 ≻ 0 (⇔ x > 0, xt > y2, det(X) > 0) (15)
such that
C1XC2 = (C1XC2)
∗, C1XC3 = (C1XC3)
∗, C2XC3 = (C2XC3)
∗.
By directly computing,
C1XC2 = (C1XC2)
∗ ⇔

12u −9t −4v −3y +2z = 0
−7u +6t +2v +2y −z = 0
2u +2t −2v +z = 0,
C1XC3 = (C1XC3)
∗ ⇔

40u −33t −12v −11y +6z = 0
7u −6t −2v −2y +z = 0
18u −14t −6v −4y +3z = 0,
C2XC3 = (C2XC3)
∗ ⇔

−12u +9t +4v +3y −2z = 0
4u −2t −2v +z = 0
7u −6t −2v −2y +z = 0.
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Combining the linear equations above we obtain
u = 2y, t = y, v = 3y +
z
2
.
We then pick y = 1, z = 4, x = 6 and
X =
6 1 41 1 2
4 2 5
 ≻ 0
makes
√
XC1
√
X,
√
XC2
√
X,
√
XC3
√
X to be commuting by Theorem 8. Thus
three initial matrices are SDC on R, and so are they on C.
We next compute the square root of P (with the help of MATLAB):
• Computing an eigenvalue decomposition of X :
U∗XU = D := diag(0.0516, 1.9359, 10.0125), U =
 0.1922 −0.6718 0.71540.8460 0.4828 0.2261
−0.4973 0.5618 0.6611
 .
Then
√
X = U
√
DU∗ = Udiag(0.2271, 1.3914, 3.1642)U∗ =
2.2558 0.0975 0.94980.0975 0.6487 0.7548
0.9498 0.7548 1.8784
 .
Then
√
XCi
√
X,
√
XCj
√
X commute for all i 6= j.
• Finally, we simultaneously diagonalize I3,
√
XC1
√
X,
√
XC2
√
X,
√
XC3
√
X
via congruence with the help of MATLAB as follows.
◦ P ∗(√XC1
√
X)P = diag(2, 1,−1), P =
 0.7548 −0.6487 0.0975−0.5425 −0.5338 0.6487
0.3687 0.5425 0.7548
 .
◦ Since√XC1
√
X has three distinct eigenvalues, P ∗(
√
XC2
√
X)P and P ∗(
√
XC3
√
X)P
are all diagonal:
P ∗(
√
XC2
√
X)P = diag(−1, 0, 1), P ∗(
√
XC3
√
X)P = diag(1,−1, 0).
Thus C1, C2, C3 are SDC on R by V =
√
XP. ⋄
We now consider other examples in which all given matrices are singular.
Example 3. The matrices
C1 =
 1 3 −13 6 0
−1 0 −2
 , C2 =
0 0 00 −3 2
0 2 −1
 , C3 =
−1 −3 2−3 −5 4
2 4 −3
 .
are all singular since rank(C1) = rank(C2) = rank(C3) = 2.
SDC via SDS. Since rank[C1 C2 C3]
T = 3, dim(kerC1 ∩ kerC2 ∩ C3) = 0.
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Consider the linear combination
C = xC1 + yC2 + zC3 =
 x− z 3x− 3z 2z − x3x− 3z 6x− 3y − 5z 2y + 4z
2z − x 2y + 4z −2x− y − 3z
 .
Applying Scmu¨dgen’s procedure we have
X−CX
∗
− =
[
(x− z)3 0
0 A
]
, X− =
 x− z 0 03z − 3x x− z 0
x− 2z 0 x− z
 ,
where
A = (x− z)
[
3y − 6x+ 5z − 9(x− z)2 (3x+ 2y − 2z)(x− z)
(3x+ 2y − 2z)(x− z) −(x− 2z)2 − (x− z)(2x+ y + 3z)
]
:=
[
α β
β γ
]
.
Let
Xi− =
1 0 00 α 0
0 −β α
 .
We then have
Xi−(X−CX
∗
−)X
∗
i− =
(x− z)3 0 00 α3 0
0 0 α(αγ − β2)
 ,
where
α = (x− z)[3y − 6x+ 5z − 9(x− z)2],
β = (3x+ 2y − 2z)(x− z)2,
γ = −(x− z)(x− 2z)2 − (x− z)2(2x+ y + 3z)
If we pick (x, y, z) = (2, 0, 3) then α = 6, β = 0, γ = 3, and α(αγ − β) = 108 6=
0. Then
X− =
−1 0 03 −1 0
−4 0 −1
 , C = 2C1 + 3C3 =
−1 −3 4−3 −3 12
4 12 −13
 , rankC = 3.
Note that for β = 0 then we do not need to computeXi− sinceA is diagonal. In this
case, (C)−1C1, (C)−1C2, (C)−1C3 all have real eigenvalue but (C−1C1)(C−1C2) 6=
(C−1C2)(C−1C1), the initial matrices are not SDC by Theorem 5.
SDC via SDP. We will check if there existsX as in (15) satisfying the follow-
ing:
C1XC2 = (C1XC2)
∗ ⇔

9u −9t −2v −3y +2z = 0
−5u +6t +v +2y −z = 0
−12u +12t +4v +3y −z = 0,
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C1XC3 = (C1XC3)
∗ ⇔

−5u −3t +4v −y −z = 0
19u −12t −7v −x −7y +5z = 0
28u −24t −8v −3x −19y +11z = 0,
C2XC3 = (C2XC3)
∗ ⇔

−12u +9t +4v +3y −2z = 0
4u −2t −2v +z = 0
7u −6t −2v −2y +z = 0.
The system of linear equations combined by three conditions above has only trivial
solution (since its argument matrix is full rank). This means there is no positive
definite matrix satisfying (13). The given matrices are hence not SDC on R. ⋄
Example 4. The matrices
C1 =
−1 −4 4−4 −16 16
4 16 −16
 , C2 =
0 0 00 −1 2
0 2 −4
 , C3 =
−1 −3 2−3 −9 6
2 6 −4
 .
are all singular and dim(kerC1∩kerC2∩kerC3) = 1. This intersection is spanned
by x = (−4, 2, 1).
SDC via SDS. Consider the linear combination
C = xC1 + yC2 + zC3 =
 −x− z −4x− 3z 4x+ 2z−4x− 3z −16x− y − 9z 16x+ 2y + 6z
4x+ 2z 16x+ 2y + 6z −16x− 4y − 4z
 .
Applying Schmu¨dgen’s procedure we have
X−CX
∗
− =
[
(−x− z)3 0
0 A
]
, X− =
 −x− z 0 0−4x− 3z −x− z 0
4x+ 2z 0 −x− z
 ,
where
A = (−x− z)
[
xy + yz + zx −2(xy + yz + zx)
−2(xy + yz + zx) 4(xy + yz + zx)
]
:=
[
α β
β γ
]
.
Let
Xi− =
1 0 00 α 0
0 −β α
 .
We then have
Xi−(X−CX
∗
−)X
∗
i− =
(−x− z)3 0 00 α3 0
0 0 α(αγ − β2)
 ,
where
α = (−x− z)(xy + yz + zx),
β = 2(−x− z)(xy + yz + zx),
γ = 4(−x− z)(xy + yz + zx).
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It is easy to check that αγ − β2 = 0 for all x, y, z. then we have α(αγ − β2) = 0.
On the other hand, we have
Xi−Xi+ = Xi+Xi− =
1 0 00 α2 0
0 0 α2
 ,
The procedure stops. We have r = rankC(λ) = 2. Since ∩3i=1 kerCi = {x =
(−4a, 2a, a)/a ∈ R}, dim(∩3i=1 kerCi) = 2.
We can choose
Q =
1 0 −40 1 2
4 −2 1
 ,
such that
Q∗C1Q =
−225 180 0180 −144 0
0 0 0
 , A1 = [−225 180180 −144
]
Q∗C2Q =
−64 40 040 −25 0
0 0 0
 , A2 = [−64 4040 −25
]
Q∗C3Q =
−49 49 049 −49 0
0 0 0
 , A3 = [−49 4949 −49]
We have
A := A(λ) = −A2 + A3 =
[
15 9
9 −24
]
and detA(λ) = −441 6= 0.
On the other hand, we have
A−1A2 =
−83 −53−8
3
5
3
 ;A−1A1 =
607 48775
7
60
7
 ;
A−1A1.A
−1A2 =
−2887 −203−360
7
−25
7
 ;A−1A2.A−1A1 =
−2857 −2287−35
7
4
 ;
By Theorem 5, A1, A2, A3 are not SDC. We have therefore C1, C2, C3 are not
SDC.
SDC via SDP. We will check if there existsX as in (15) satisfying the follow-
ing:
C1XC2 = (C1XC2)
∗ ⇔

y −2z +4t −12u +8v = 0
−2y +4z −8t +24u −16v = 0
4y −8z +16t −48u +32v = 0,
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C1XC3 = (C1XC3)
∗ ⇔

x +7y −6z +12t −20u +8v = 0
2x +14y −12z +24t −40u +16v = 0
4x +28y −24z +48t −80u +32v = 0,
C2XC3 = (C2XC3)
∗ ⇔

y −2z +3t −8u +4v = 0
−2y +4z −6t +16u −8v = 0
4y −8z +12t −32u +16v = 0.
The systems of linear equations have solutions as following
x = −4y −16u +16v
t = 4u −4v
z =
y
2
+2u −4v.
We have
xt = −16y(u− v)− 64(u− v)2 > y2 ⇔ (y + 8u− 8v)2 < 0
There do not exist x, t such that xt > y2. This means there is no positive definite
matrix satisfying (13).We have C1, C2 and C3 are not real SDC. ⋄
6 Conclusion
We have provided some equivalent conditions for that a collection of Hermitian
matrices can be simultaneously diagonalized via congruence. These lead to two
methods for detecting the SDC property and numerical computing a nonsingular
matrix simultaneously diagonalizing the initial matrices.
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