Abstract-This
I INTRODUCTION
In this paper, performance of a diesel engine and exhaust emission content of the diesel engine when using Biodiesel blended with diesel has been analyzed. Data collected from the engine for various loads / speed were used to train polynomial vector back propagation (PVBPA) neural networks.. Subsequently, the PVBPA was used to estimate the performance of the diesel engine and estimate the quality of the exhaust gas for different loads / speeds and combinations of fuel other than that used for training of the PVBPA.
Biodiesel refers to a vegetable oil or animal based diesel fuel consisting of long chain (methyl, propyl or ethyl) esters. Biodiesel [1] [2] [3] 
Biodiesel preparation
In the present investigation, biodiesel was produced from waste cooking oil from the canteen of 
Experimental set up and test procedure
The experimental setup consists of single cylinder diesel engine, an engine test bed and a gas analyzer. The engine setup is shown in Figure 1 Table 1 presents experimental data obtained. Table 2 presents the CO and HC emissions value obtained from exhaust gas analyzer. 
III POLYNOMIAL INTERPOLATION
The experimental data presented in Table 1 are further processed to make the data orthogonal to An outer product matrix X op of the original input vector is formed, and it is given by:
Using the X op matrix, the following polynomials are generated:
1) Product of inputs (NL1) it is denoted by: ∑w ij x i (i≠j) = Off-diagonal elements of the outer product matrix.
The pre-processed input vector is a 6-dimensional vector.
2) Quadratic terms (NL2)
It is denoted by:
Σw ij x i2 = Diagonal elements of the outer product matrix.
The pre-processed input vector is a 4-dimensional vector.
3) A combination of product of inputs and quadratic terms (NL3)
It is denoted by: Σw ij x i (i≠j) + Σw ij x i2 = Diagonal elements and
Off-diagonal elements of the outer product matrix.
The pre-processed input vector is a 10(6+4) dimensional vector.
4) Linear plus NL1 (NL4)
The pre-processed input vector is a 10-dimensional vector.
5) Linear plus NL2 (NL5)
The pre-processed input vector is a 8-dimensional vector.
6) Linear plus NL3 (NL6)
The pre-processed input vector is a 14-dimensional vector.
In the above polynomials such as NL4, NL5 and NL6 vector, the term 'linear' represents the normalized input pattern without pre-processing.
When the training of the network is done with a fixed pre-processing of the input vector, the number of iterations required is less than that required for the training of the network without pre-processing of the input vector to reach the desired MSE.
The combinations of different pre-processed methods with different synaptic weight update algorithms are shown in Table 3 . As shown in Table 3 , BPA weight update algorithms have been used with fixed preprocessed input vectors for learning. which perform simple mathematical operations, [5] .
Neural networks are characterized by their topologies, weight vectors and activation function which are used in the hidden layers and output layer, [9] . The topology refers to the number of hidden layers and connection between nodes in the hidden layers. The activation functions that can be used are sigmoid, hyperbolic tangent and sine. The network models can be static or dynamic [7] . Static networks include single layer perceptrons and multilayer perceptrons. A perceptron or adaptive linear element (ADALINE), [4, 6] , refers to a computing unit. This forms the basic building block for neural networks.
The input to a perceptron is the summation of input pattern vectors by weight vectors. In most of the applications one hidden layer is sufficient. The activation function which is used to train the ANN, is the sigmoid function.
TRAINING STEPS INVOLVED.

Forward propagation
Step 1: The weights of the network are initialized.
Step 2: The inputs and outputs of a pattern are presented to the network.
Step 3: The output of each node in the successive layers is calculated.
o (output of a node) = 1/(1+exp( -∑w ij x i )) (1)
Step 4: The error of a pattern is calculated
Reverse propagation
Step 1: The error for the nodes in the output layer is calculated.
Step 2: The weights between output layer and hidden layer are updated.
W(n+1) = W(n) + ηδ (output layer) o (hidden layer) (4)
Step 3: The error for the nodes in the hidden layer is calculated δ (hidden layer) =o(1-o) ∑δ (output layer) W (updated weights between hidden and output layer)
Step 4: The weights between hidden and input layer are updated.
Where o is the actual output of a node in hidden or output layer. η is the learning factor.
δ is the error of node.
P is the pattern number.
E is the errors of nodes in the output layer for a pattern.
The above steps complete one weight updation.
Second pattern is presented and the above steps are 
Properties of waste cooking oil biodiesel fuels
Torque and Power
Fuel rack is placed in maximum fuel injection position for full load conditions. The engine is loaded slowly. The engine speed is reduced with increasing load. Range of speed was selected between 1200 -3600 rpm. Engine test results with net diesel fuel showed that maximum torque was 64.2
Nm which occurred at 2400 rpm. The maximum power was 18.12 kW at 3200 rpm. Power and torque for fuel blends at full load is shown in Table 1 (Table 2 ).
