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Abstract—Technical drawings are commonly used across dif-
ferent industries such as Oil and Gas, construction, mechanical
and other types of engineering. In recent years, the digitization
of these drawings is becoming increasingly important. In this
paper, we present a semi-automatic and heuristic-based approach
to detect and localise symbols within these drawings. This
includes generating a labeled dataset from real world engineering
drawings and investigating the classification performance of three
different state-of the art supervised machine learning algorithms.
In order to improve the classification accuracy the dataset
was pre-processed using unsupervised learning algorithms to
identify hidden patterns within classes. Testing and evaluating
the proposed methods on a dataset of symbols representing
one standard of drawings, namely Process and Instrumentation
(P&ID) showed very competitive results.
I. INTRODUCTION
Engineering drawings are commonly used across different
domains such as Oil and Gas, mechanical engineering [1],
logical circuits representation [2] and others. Attempts aiming
at digitising these drawings can be traced back to the late 80’s
[3], and the 90s, [4] [5], [6], [7].
In recent years, the digitisation of these drawings is be-
coming increasingly important and attracting more attention
from the research communities [8], [9], [10], [11]. This is
partly due to the legacy and rich source of information that
these drawings can provide, and also due to the advances
in hardware and underlying machine learning and vision
methods.
Process and Instrumentations (P&ID) diagrams such as the
ones shown in Figure 1 represents one class of such drawings.
These can be defined as schematic diagrams representing
the different components of the process and the connectivity
information. Digitising these drawings also received large
attention from a commercial standpoint1, 2, 3 given the wide
range of applications that can be developed from a digital
output, such as security assesment, graphic simulations or data
analytics.
More than thirty years ago, Furuta et al. [12] and Ishii
et al. [13] proposed methods towards implementing a fully
automated P&ID digitisation framework. These approaches
have now become obsolete given the incompatibility with
1http://www.pidpartscount.com
2http://www.radialsg.com/viewport
3https://www.rolloos.com/en/solutions/analytics-documents/viewport
current software and hardware requirements. Around ten years
later, Howie et al. [14] presented a semi-automatic method in
which symbols of interest were localised using the template
of the symbols as input. Most recently, Gellaboina et al.
[9] presented a symbol recognition method which applied
an iterative learning strategy based on the recurrent training
of a neural network (NN) using the Hopfield model. This
method was designed to find the most common symbols in
the drawing, which were characterised by having a prototype
pattern.
Broadly speaking, processing and analysing these drawings
is very much similar to any typical image-processing task,
where the aim is to find the object/s of interest, and then
classify these objects. However, the digitisation of engineering
drawing proved to be more challenging. For example, it is
estimated that on average a single P&ID drawing contains
around 100 different types of shapes [11]. These could be
symbols of a specific types (i.e. valves, compressors, etc), text,
annotations, and others. Another challenging problem with
these types of drawings is the presence of large amount of
connecting lines. These represent both physical and logical
relations between symbols and are often depicted using lines
of different styles and thickness. For example, dotted lines,
dashed lines, and lines with and without arrows (Figure 1).
Fig. 1. Class distribution in the dataset
Classifying objects of interest is another potential challenge
in the digitisation process. This is due to the within-class and
cross-class similarity. Figure 2 shows a subset of the standard
symbols that may appear in any P&ID drawing, while the
highlighted areas shows symbols that have been extracted from
a typical drawings. It can be seen that these symbols exist in
any drawings in different orientation, and may be occluded
by text, or other symbols, which adds more complexity to the
classification task. Another challenge with the classification
of these symbols is the lack of a benchmark and publicly
available dataset. This makes it difficult to compare results
and performance of algorithms. Finally, not only that here is
no publicly available dataset, but in fact there is no one single
data repository that is structured and labelled, which could
be used for evaluating and testing different machine learning
algorithms.
Fig. 2. Class distribution in the dataset
It can be argued that despite the massive advancement in ma-
chine vision and machine learning algorithms, real applications
that are required by important industries such as the Oil and
Gas for example, haven’t yet benefited from these advances.
This is in particular the case with Engineering and P&ID
drawings, where large volumes of such data exists, however, it
is not utilised at all despite the urgent need for having methods
and techniques to transform such unstructured volumes of
data into knowledge. In this paper, we are proposing a semi-
automatic method for detecting and localising symbols within
engineering drawings, and we evaluate three state-of the art
supervised machine learning algorithms against a real dataset
of symbols that have been extracted from a collection of P&ID
drawings. The main contributions of the paper can be outlined
as follows:
• A heuristic-based approach to localise and detect symbols
in P&ID drawings, and use these symbols to create a
structured and labelled repository of symbols that can be
use for classification purposes
• Apply state-of the art machine learning methods to ad-
dress an overlooked and important industrial problem
aiming at classifying symbols in engineering drawings
• Transform the dataset into a decomposed set by means of
kmeans clustering to identify genuine subclasses within
the class symbols and significantly improve the models
performance
• Establish the importance of class decomposition in
classification of symbols in engineering drawings by
carrying out extensive experiments using an experimental
framework for validating results on a dataset of 1187
symbols extracted from P&ID drawings
The rest of this paper is organised as follows: Section 2 gives
the necessary background and discusses related literature.
Section 3, discusses the dataset used and the proposed meth-
ods, while section 4 presents the experimental framework for
validating results. Section 5 concludes the paper and discusses
possible future direction.
II. RELATED WORK
Engineering drawings are very common across several indus-
tries, such as Oil and Gas, constructions, planning and others.
These drawings can be defined as a schematic representation,
which depicts the flow or constitution of a circuit, device,
process or facility. Some examples of these drawings include
logical gate circuits, mechanical or architectural drawings,
P&ID drawings and others. There is an increasing demand
in different industries for developing digitisation frameworks
for processing and analysing these diagrams. Having such
framework will provide a unique opportunity for relevant
industries to make use of large volumes of diagrams in
informing their decision-making process and future practices.
Digitising and analysing engineering drawings require ap-
plying a set of image processing techniques through a se-
quence of steps including pre-processing, symbol detection
and localisation, and classification. In other words, several
common image pre-processing and analysis steps can be
borrowed from other domains and applied to the digitisation
of engineering drawings such as analysis of musical notes
[15], processing and conversion of paper-based mechanical
drawings into CAD files [16], optical character recognition
(OCR) [17], [18], [19], and others.
Due to the complexity of these drawings, having a fully
automated framework for reading, processing and analysing
such drawings is still far from being reality. In some types of
these diagrams, for example P&IDs, part of the digitisation
also requires intelligence inference (i.e. relations between
symbols and pipelines within the drawings [11]). This adds
more complexity to the digitisation process, and often requires
manual intervention. That said, there are many review papers
in the literature that addresss specific component/s of the
digitisation of these drawings, such as symbols detection [20],
[21], symbols representation [22], and symbols classification
[23], [8].
Deep Convolutional Neural Networks (CNN) have achieved
tremoundus progress in the machine vision domain, where
orders of magnitued of improvement in classification of objects
in images were recorded [24]. It has been sucessfully applied
across several domains such as document recognition [25],
image classification [26], [24], and other machine vision
related problems.
Despite its power and success in recent years, the straight-
forward application of CNNs for the digitization of engi-
neering drawings is still a challenging task. This mainly
due to the complexity of the problem and also due to the
lack of sufficient annotated examples or publicly available
datasets. Another reason, is that there are no clear guidelines
on how to interpret these drawings, for example in the case
of P&IDs where inference is also required as part of the
digitisation process. Despite these difficulties, there are some
methods where CNNs have been applied to specific task of
the engineering drawings digitisation process. For instance,
Fu et. al [27] presented a CNN based method to recognize
symbols in engineering drawings produced by computer-aided
systems or hand sketches and convert them into CAD designs.
The method proposed requires large amount of training data
to achieve acceptable level of accuracy.
It can be argued that despite the recent significant advances
in image processing, and in particular in Deep Neural Net-
works, automatic analysis and processing of these engineering
drawings is still far from being complete.
III. METHODS
A. Symbols Detection
A set of heuristic-based methods have been developed and
applied sequentially to localise symbols within a collection of
P&ID drawings provided by an industrial partner. By applying
these heuristics sequentially, it was possible to extract the main
components of the engineering drawings. These include circles
which constitute the most frequent existing symbols within
P&ID drawings and often referred to as sensors, text, lines,
and then the rest of all other symbols as will be discussed
later.
Following the work presented in [11] and as part of the pre-
processing stage, a thresholding method was first applied to
reduce the noise. Areas of interest of the drawing were then
identified interactively to discard boundaries, text and annota-
tion outside the border of the drawing. This was followed by
applying a method based on blurring the image and circle
detection through the Hough transform [28] to identify all
symbols of a class known as sensors. It is worth pointing out
that each detected sensor (circle) contains text within it. Based
on the average sizes of the text within the detected circles, two
values were set empirically as Hav , Wav to represent height
and width of a text character in the drawing respectively.
Using these empirical values and in order to separate text
from the engineering drawing, a text/graphics segmentation
method based on [29] was implemented. The CC generation
algorithm described in [30] which involves grouping together
black pixels which are eight-connected to one another was
used to select all contours all contours with an approximate
area of Aav = Hav×Wav . Then, each of these contours were
defined as either:
• Noise if the area enclosed within these contours falls
below a certain threshold value. For the set of P&ID
drawings we used, this value was found empirically to
equal Aav/4.0
• Small elongated component such as text characters (i.e. I ,
l,−,/, etc...) and dashed segments (which often constitute
lines) were defined as in Equation 1, where t is a
threshold value
max(Hav,Wav)
min(Hav,Wav)
≤ t (1)
• Otherwise, the contour would be considered as text.
All candidate text characters were then grouped into strings
following the work presented in [31], and strings were ex-
panded by a factor of 1.5×Wav to account for any false posi-
tive noises or small elongated components which were true text
characters. It is worth pointing out that with such approach,
we are not taking into account any potential character/text
overlapping. This is simply because we haven’t encountered
such problem within the collection of drawings we used for
the experiment. However, the method can easily be expanded
to take such problem into consideration with methods such as
[32]. Once the above heuristics are applied, all the elements
of the drawings such as text, circles, dashed segments, etc...
are extracted. This results in an image with a set of lines and
symbols as can be seen in Figure 3.
Fig. 3. Processed P&ID drawing
This image is used as an input for the following state, where
the line detection algorithm in [33] is applied to identify line
segments which length and thickness exceeds certain threshold
values. These lines constitutes the portion of the P&ID often
referred to as the pipework, which is the section where all
symbols of interest are attached. As a result, all remaining
contours which lie between the pipework were isolated and
stored in the symbol repository. Figure 4 shows a portion of
the resulting P&ID drawing where elements such as the ones
below are detected:
• Sensors (blue circle).
• Text (green).
• Pipe lines (brown).
• Symbols of interest (red)
It is important to note that the labelling of these symbols
have been done manually with experts from the industry due
to the lack of a labelled dataset. Also, it is worth pointing
out that the approach presented above applies only to one
standard of P&ID drawings, hence, such approach may require
Fig. 4. Elements detected in a P&ID drawing
customisation, or extension to account for other standards of
P&ID and for other types of engineering drawings.
B. Dataset
Using the method presented above, a collection of P&ID
drawings have been processed and analysed. This resulted
in a collection of symbols that represent different types of
equipments within the drawings. These have been scaled to a
standard size of 100×100 pixels as can be seen in Equation 2,
where n is the total number of symbols, and xji represents the
jth pixel value of the ith symbol or instance in the dataset.
X =

x11 x
2
1 . . . x
10000
1
x12 x
2
2 . . . x
10000
2
...
...
. . .
...
x1n
... . . . x10000n
 , Y =

y1
..
..
ym
 (2)
The dataset contains 1187 symbols and shapes distributed
over 37 different classes. These include valves, connectors and
types of components.
Fig. 5. Class distribution in the dataset
The distribution of these symbols is shown in Figure 5.
The average number of instances per class is 30.21, while the
standard deviation is 28.6. It can be noted that the data is not
hugely imbalanced, however, some classes are way beyond the
average with 114, and 157 instance/ class.
C. Data Preprocessing
Before applying classification models, and aiming at im-
proving prediction accuracy, we applied class decomposition
to the dataset of symbols as a preprocessing step. Class
decomposition is the process breaking down labelled datasets
to a larger number of subclasses by means of applying
clustering to the instances that belong to one class at a time.
As such, the decomposition can be applied to one or more
class/s in the dataset [34], [35] by applying unsupervised
learning algorithms (i.e. kmeans). In other words, for a set
of instances Xi = x1, x2, ..., xn ∈ Y1 belonging to a dataset
A, where Y1 is the class label, then by decomposing X into
a set of subclasses we can obtain a new set of class labels
Y11, Y12, ..., Y1K . This approach can be tracked back to 2003
[36], and was presented then to mitigate the issue of low
variance classification methods.
The motivation behind adopting such approach is that
genuine subclasses can be detected and as such improving
the classification accuracy. In [35], Random Forests over class
decomposed medical diagnosis data sets has been adopted. In
this work, the authors performed an exhaustive search over
a set of iterations to find the best k values for each class
and then decomposed the classes accordingly. A heuristic
was used to discard minority classes from the decomposi-
tion process. Experiments showed that by decomposing the
datasets into subclasses favorable results can be achieved. The
impvement of the resulted was attributed to the diversified
search space resulting from the decomposition process. In
[34], an evolutionary-based method namely Genetic Algorithm
was used to optimise a set of parameters including the best
k values, and again an improved classification accuracy was
achieved when the proposed method was tested on 22 different
life science and medical datasets.
In this paper class decomposition is adopted to boost
classification accuracy. The motivation behind adopting this
approach is that by applying class decomposition to the
symbols dataset will help identify any hidden pattern within
the class symbols, diversify the search space and potentially
improve classification accuracy. .Unlike the work presented in
[36], [35] and more recently in [34], class decomposition in
this paper is achieved by computing the k values based on the
average number of instances /class as shown in Equation 3 .
ki =
⌊
ci
Avg
+ 1
⌋
(3)
where ci is the total number of instances of a specific class,
and Avg is the mean of the class distribution in the dataset.
This ensures that only classes that exceeds the average class
distribution will be subject to decomposition (clustering). Also
according to this formula, the maximum value k can take is
dependant on the maximum number of instances per class.
By adopting this approach, we end up having a dataset of 57
different class and with different class distribution as can be
seen in Figure 6. It is also worth pointing out that the mean
of the class distribution is now reduced to 19.61 with standard
deviation equals to 7.80.
Fig. 6. Class distribution in the decomposed dataset
Upon decomposing the dataset, and for a any set of instances
belonging to class label (Yi), these instances are now assigned
to different clusters within this class (Yi1, Yi2, , Y iki) which
constitute the new class labels for these instances. Notice that
k value here could take any value that ranges from 1 which
means apply no decomposition (i.e. clustering) to this class,
all the way up to a maxK which is bounded by Equation 3.
It is worth pointing out that with such an arrangement, for
any classifier h(x) where x belongs to class yi , h(x) = yij
is considered as a correct classification ∀j ∈ yi subclasses.
This requires different approach to compute the classification
accuracy.
TABLE I
CONFUSION MATRIX OF h(x)
y11 y12 y13 . . . yi1 yi2
y11 1 3 4 . . . 0 10
y12 5 4 10 . . . 4 4
y13 17 3 20 . . . 4 4
...
...
...
...
...
...
yi1 9 8 4 . . . 5 7
yi1 1 3 4 . . . 0 10
Consider Table I, and assume that this is the resulting
confusion matrix of the classifier h(x), then classification
accuracy (Acc) can be computed as follows:
Acc(h) =
∑nClasses
i=0
∑ki
j=0 hc(i, j + [ki−1 ∗ i])
m
(4)
Where m is the number of instances in the dataset, and
nClasses represents the number of discrete classes in the data
set, while ki represents the number of clusters applied to each
class. In short, Equation 4 will result in summing all the bold
elements of the confusion matrix in Table I and divide it by
the m (total number of instances in the dataset).
D. Classification Models
Three different models have been used to classify symbols
in the dataset. These have been also used to assess and evaluate
the impact of decomposing classes on classification accuracies.
The models are Random Forest (RF), Support Vector Machine
(SVM), and Deep Convolutional Neural Networks (CNN).
Random Forests is an Ensemble classification that proved
to be highly accurate prediction and classification technique.
According to the winning solutions in Kaggle4, the state-
of-the-art ensemble methods are Random Forests [37] and
Gradient Boosting trees [38]. It has also proved superiority
experimentally in a relatively recent large experiment when
compared with all widely adopted classifiers (179 classi-
fication model) using 121 different dataset from the UCI
repository5 [39].
Support Vector Machines (SVM) [40] is another supervised
machine learning algorithm that boosts classification accuracy
by projecting the data points to a higher dimensional space
aiming at finding an optimal hyperplane that separates positive
and negative classes. SVM has also proven its superiority over
other classification methods. In [39] and when compared to
other widely adopted learning algorithms, SVM with Gaussian
kernel ranked second after Random Forests without statisti-
cally significant difference.
Deep Convolutional Neural Network was chosen in this
paper for its recent success in particular in the machine
vision domain [24]. CNN architecture for recognizing visual
patterns was first proposed by Fukushima under the name
Neocognitron [41]. Since then, Deep convolutional neural
network algorithms have been successfully applied for doc-
ument recognition [25], image classification [26], [24], and
other vision related problems. The typical CNN architecture
consists of an input layer, hidden layers made of convolutional,
pooling and fully connected layers, and an output layer. The
convolutional layers enable sharing of weights and detecting
the same patterns in different parts of the image while the
pooling layers merge similar features and create an invariance
to small shifts and distortions [42]. The CNNs are easier
to train as they have fewer parameters than fully connected
networks with the same number of hidden units. CNNS are
trained using back propagation algorithms similarly to fully
connected neural networks [42].
E. Experimental Framework
A framework for implementing and evaluating the learning
algorithms and establish the impact of class decomposition on
classification accuracy was designed. Here, the dataset was
decomposed using kmeans algorithm where the k values for
each class was computed based on Equation 3. As can be seen
in Algorithm 1, for any given dataset A, first A is decomposed
into a new dataset denoted by Ac, the learning algorithm ML
is then applied on the original dataset A and then applied
on the decomposed dataset Ac, results are then returned for
comparison purposes.
4Kaggle: www.kaggle.com
5UCI repository:http://archive.ics.uci.edu/ml/
Algorithm 1 Compute Classification Accuracy
Data: Dataset, ML
Result: Accuracy
begin
A←− Dataset;
Ac ←− decomposeSet(A,Kvalues);
model←−Model(A,ML);
modelc ←−Model(Ac,ML);
r = Accuracy(model);
rc = Accuracy(modelc);
return(r, rc);
end
With this arrangement, the aim is to evaluate the classification
of symbols in engineering drawings and also to asses and
evaluate the impact of class decomposition on classification
accuracy.
IV. EXPERIMENT
A. Setup
Extensive experiments were carried out to establish the
validity and stability of the proposed method using repeated
hold-out approach. The dataset was split into training and
testing sets where 80% of the data was used for training and
the remaining 20% for testing. The dataset was decomposed
by means of kmeans clustering as discussed in the previous
section. RF, SVM and CNN denotes the application of the
classification models discussed in the previous section, while
RFc, SVMc and CNNc denotes the application of the clas-
sification models (RF, SVM, and CNN) on the preprocessed
dataset (decomposed dataset).
The parameters settings for each learning model were kept
the same in both experiments. Number of trees for Random
Forest (RF ) was chosen to be equal to 500, while the mtry
was set to equal the square root of the total number of features
(this is the default settings in Random Forest). Same settings
were used in RFc. Support Vector machines with Gaussian
kernels were used in both experiments SVM and SVMc.
The CNN architecture in this experiment consists of the
input layer [100x100] of the raw pixel values of the image;
conv layer of 32 (5x5) filters; relu layer which applies an
element wise activation function the max(0, x); max pooling
layer (2,2); fully-connected layer of 300 hidden units and the
output layer of 37 units with softmax activation function. The
CNNc has similar architecture except the fully connected
layer consists 500 hidden units and the output layer 57 units.
The parameters of the networks were established experimen-
tally using (3x3), (5x5) and (7x7) filters, and 200, 300, 400,
500 hidden units. Dropout was used in the max pooling layer
and in the fully connected layer with rates 0.25 and 0.5
respectively. Dropout [43] is a regularization method that sets
to zero the activations of the hidden units stochastically and it
is used to address the over-fitting problem. It is also considered
as a form of model averaging of training a large collection of
networks with extensive weight sharing.
B. Results & Discussion
Table II shows the results of the 10 runs of the experiment
across the three classification models (SVM, RF and CNN). It
can be seen that overall, SVM and RF models performed better
when they were applied on the preprocessed (decomposed)
dataset.
TABLE II
RESULTS OF 10 RUNS ON THE DATASET WITH AND WITHOUT CLUSTERING
Run CNN CNNc RF RFc SVM SVMc
1 93.75 92.41 96.17 98.56 95.07 96.41
2 94.20 99.55 95.69 97.61 95.96 96.41
3 98.21 96.88 97.13 97.13 93.72 94.62
4 98.21 95.98 95.69 97.61 96.41 96.86
5 95.09 95.54 95.69 98.56 93.72 95.96
6 94.64 93.30 96.17 97.13 95.52 96.41
7 95.98 96.88 95.22 96.65 95.52 95.52
8 97.32 94.64 97.61 98.09 95.96 98.21
9 93.75 96.43 95.69 98.09 96.86 96.41
10 97.32 94.20 96.17 97.13 94.17 95.96
Figure 7 shows the median results of the 10 runs in Table II.
This clearly indicates the benefits of preprocessing and decom-
posing the dataset as described in the previous section where
significant improvement in the classification accuracy has
been achieved when using Random Forest or Support Vector
Machines with Gaussian kernels. It can also be noted from
Figure 7 that although the median of CNN is slightly higher
than CNNc, CNN overall performs better on the original
dataset (on average) than when applied on the decomposed
dataset. This could be attributed to the limited number of
instances in the dataset, compared to the requirements of
CNNs in terms of large collection of instances.
Summary statistics shown in Table III shows that on average
the classification accuracy benefits from decomposing the
dataset, apart from the case when applying CNN method. It
is also worth pointing out that the reported standard deviation
of the methods indicate stability of the proposed method.
TABLE III
SUMMARY OF THE RESULTS
Stat RF RFc SVM SVMc CNN CNNc
Avg 96.12 97.66 95.29 96.28 95.84 95.58
SD 0.73 1.10 0.92 0.02 1.79 2.05
To assess the statistical significance of the results, t− test
was carried out to compare the performance of each model’s
performance on the two datasets (original one and the de-
composed one) using the results presented in Table II with
with 95% confidence interval. In other words comparing RF
against RFc, CNN against CNNc and so on. It was found
that the performance of RF is significantly better when applied
on the decomposed dataset with a p − value of 0.0005339,
and similar results were obtained for SVM with p − value
equals to 0.007869 which indicates evident improvement of
the mode. Although CNN performed better than CNNc on
average, however the results are not statistically significant
with p − value equals to 0.757, and this could be attributed
to the size of the symbols dataset.
Fig. 7. Summary results of clustering datasets across the three classification
models
The results clearly indicate that classification accuracy is
hugely benefiting from decomposing the dataset of the sym-
bols. As was shown, the performance of the two models (RF,
SVM), improved when was applied on the decomposed dataset
in comparison with performance on the original dataset. It is
important to point out here that the purpose of this experiment
wasn’t to compare the performance of these models against
each other. Therefore, while RF appear to be outperforming
the other two models on this dataset, these results are not
conclusive, taking into consideration that CNN’s often require
larger volumes of data to achieve good performance. This
opens a platform for a future research direction where the
aim would be to assess the impact of class decomposition on
the performance of CNNs when enough data is available. To
overcome the limited amount of available data, data augmen-
tation [44] which proved to be improving the robustness and
the training of the neural networks might be utilised.
V. CONCLUSION
Despite the recent advancements in the domain of machine
vision, automatic processing and analysis of engineering draw-
ings is still one of the challenging tasks. This is due to the lack
of standard benchmark datasets and the inherent complexity
of these drawings.
In this paper, we presented a semi-automatic and heuristic-
based approach to localise symbols within these drawings.
This method was then used to create a dataset of 1187
instances of these symbols. Three state-of the art machine
learning methods (RF, SVM and CNN) were then applied
and relatively accurate results were obtained. Classification
accuracy was then boosted and significantly improved by
applying class decomposition to identify hidden and genuine
subclasses within the symbols classes.
Applying CNNs produced comparable results with SVM
and RF, despite the limited size of the dataset. However, CNNs
and unlike SVM and RF performed better on the original
dataset. This can be attributed to the limited size of the
dataset. Part of the future work will include deploying methods
such as data augmentation, which proved to be improving
the performance of CNNs and then investigate the impact of
decomposing the dataset on the performance of CNNs.
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