Qualitative analysis and applications of a kind of state-dependent impulsive differential equations  by Wang, Fengyan et al.
Journal of Computational and Applied Mathematics 216 (2008) 279–296
www.elsevier.com/locate/cam
Qualitative analysis and applications of a kind of state-dependent
impulsive differential equations
Fengyan Wanga,∗, Guoping Pangb, Lansun Chenc
aCollege of Science, Jimei University, Xiamen Fujian 361021, PR China
bDepartment of Mathematics and Computer Science, Yulin Normal University, Yulin Guangxi 537000, PR China
cDepartment of Applied Mathematics, Dalian University of Technology, Dalian 116024, PR China
Received 12 September 2005; received in revised form 6 May 2007
Abstract
This paper analyzes a certain type of impulsive differential equations (IDEs). Several useful theorems for its periodic solutions and
their stabilities are given. The key idea is that a periodically time-dependent IDE can be transformed into the state-dependent IDE.As
applications of our theory, the optimization problems in population dynamics are studied. That is, the maximum sustainable yields
of single population models with periodically impulsive constant harvesting are discussed. Furthermore, we apply these results to
the studies of the order-1 periodic solutions and their stability of a single population model with stage structure in which the mature
is impulsively proportionally harvested while the immature is impulsively added with the constant.
© 2007 Elsevier B.V. All rights reserved.
MSC: 34D05; 34D20
Keywords: Impulsive semi-dynamical system; Order-k periodic solution; Asymptotically stable; Population models
1. Introduction
Impulsive differential equations (IDEs) are more and more widely used to simulate the evolutionary processes that
are subjected to impulsive effects. These processes are submitted to short temporary perturbations that are negligible
compared to the process duration. Recently, the IDEs are widely applied in experimental physics, chemistry, biology,
engineering, and population dynamics. The basic monographs on this subject are in Refs. [2,3,5–8].
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Considering integrated pest management (IPM) strategies, Tang and Chen [9] proposed and investigated a state-
dependent IDE as follows:
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
dx(t)
dt
= ax(t) − bx(t)y(t),
dy(t)
dt
= bx(t)y(t)
1 + bhx(t) − y(t),
⎫⎪⎬⎪⎭ x = hmax,
x = −px,
y = ,
}
x = hmax,
x(0+) = x0 <hmax, y(0+) = y0,
(1.1)
where a, b, c, , , p, and  are positive constants. In the model, hmax denotes the ET (Economic Threshold, i.e.,
pest population density at which control measures should be instigated to prevent an increasing pest population from
reaching the economic injury level). This model describes that in the productive practice for controlling the pest, people
always take such a strategy that when the pests arrive at a given economic threshold hmax they will begin to kill the
pests with chemical pesticides and at the same time release natural enemy of the pest with constant amounts. Taking
such a strategy people can not only control the pests but also protect the natural environment.
Based on their study, in this paper we want to discuss the impulsive system:
⎧⎪⎪⎪⎨⎪⎪⎪⎩
dx(t)
dt
= f (x(t), y(t)),
dy(t)
dt
= g(x(t), y(t)),
x <h,
x = −px, y = b, x = h.
(1.2)
We notice that in using IDE to population models, many IDEs show such a kind of impulsive subsystem. In this paper,
we want to introduce a method to solve this kind of impulsive systems. As applications, we want to use these methods
to discuss the maximum sustainable yields of single population models with periodically impulsive constant harvesting
and a ﬁsh population model, which is with stage structure and with the mature population of proportional harvesting
and the immature of impulsive adding.
Clearly the system (1.2) is an impulsive semi-dynamical system. We take the transformation u = x
h
, v = y
h
, then the
system (1.2) takes the form of⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
u′(t) = 1
h
f (hu, hv),
v′(t) = 1
h
g(hu, hv),
u< 1,
u = −p, v = b
h
, u = 1,
(1.3)
where 0<p< 1, b are constants. We denote x = u, y = v, b
h
with b, 1
h
f (hu, hv) and 1
h
g(hu, hv) with f (x, y) and
g(x, y), respectively. For convenience, we use 1 − p to reform p in the system (1.3), then the system (1.3) takes the
form of⎧⎪⎪⎪⎨⎪⎪⎪⎩
dx(t)
dt
= f (x(t), y(t)),
dy(t)
dt
= g(x(t), y(t)),
x < 1,
x+ = p, y+ − y = b, x = 1,
(1.4)
here 0<p< 1, b are constants.
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Furthermore, we can ﬁnd that the following periodically time-dependent IDE can be changed into this kind of
state-dependent IDE, which takes the form of
dy
dt
= g(t, y), t = k (k = 1, 2, 3, . . .),
y = b, t = k. (1.5)
Taking the transform x = t/, system (1.5) can be written as⎧⎪⎪⎪⎨⎪⎪⎪⎩
dx
dt
= 1

,
dy
dt
= g(x, y),
x < 1,
x+ = 0, y+ − y = b, x = 1.
(1.6)
In the next section, we give deﬁnitions and the systems we want to discuss. In Section 3, we give the main theorems
about the periodic solutions’ existences and stabilities. The applications are given in Sections 4 and 5.
For the deﬁnitions of the semi-dynamical system, the impulsive semi-dynamical system, their trajectories, and the
order-k periodic solution of the impulsive semi-dynamical system and its period, one can refer to [2,3].
2. Preliminaries
For our discussion, about system (1.4) we introduce some hypotheses (H) and deﬁnitions. We suppose that the
autonomous differential equation⎧⎪⎨⎪⎩
dx(t)
dt
= f (x(t), y(t))
dy(t)
dt
= g(x(t), y(t))
, (2.1)
is able to deﬁne a continuous autonomous semi-dynamical system (R2,, R+). We suppose that Eq. (2.1) has ﬁrst
integral
(x, y) = C. (2.2)
We introduce the following hypotheses (H).
(H1). Let yL, yM be two constants. Assume that for any impulsive point E(1, y1), y1 ∈ (yL, yM), there always
exists a unique initial point F(p, yp), such that the trajectory starts from F(p, yp) after the time (y1)> 0 to arrive at
the point E(1, y1). That is to say, (p, yp)=(1, y1), y1 ∈ (yL, yM). Denote that the trajectory which starts from the
initial point F(p, yp) as [t;F(p, yp)], t0. Then the hypothesis (H1) implies that
∃(y1)> 0 such that E(1, y1) =[(y1);F(p, yp)]. (2.3)
In this paper, for convenience, we denote that the piece of trajectory starts from F to E as the following:
[ypy1] := {[t;F(p, yp)] : 0 t < (y1)}. (2.4)
(H2).Assume thatwhen y1 varies in (yL, yM), the yp, which can be deﬁned by(p, yp)=(1, y1), y1 ∈ (yL, yM), is
a continuous differential function of y1. For any [yl, ym] ⊂ (yL, yM), since the different trajectories of the autonomous
dynamical system are not intersected, the trajectories [ylpyl1], [ymp ym1 ] and the line segments ElEm, F lFm can
enclose a single closed area [ylpyl1; ymp ym1 ]. Suppose that (x, y) is a continuous function on [ylpyl1; ymp ym1 ] and for
any y1, y∗1 ∈ (yL, yM)
lim
y1→y∗1
d([ypy1],[y∗py∗1 ]) = 0, (2.5)
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where d(·, ·) are deﬁned by
d([ypy1],[y∗py∗1 ]) := sup
P∈[ypy1]
inf
M∈[y∗py∗1 ]
d(P,M). (2.6)
(H3). Suppose that
∀[yl, ym] ⊂ (yL, yM), ∀y∗1 ∈ [yl, ym] (2.7)
satisﬁes that [y∗py∗1 ] ⊂ [ylpyl1; ymp ym1 ].
The hypothesis (H3) implies that yp is y1’s monotonic function in (yL, yM).
Lemma 2.1. Let condition (H3) hold. Then yp is y1’s monotonic function in (yL, yM)
Proof. Suppose that there exist yL1 <y∗1,1 <y∗1,2 <yM1 and y∗p,1 <y∗p,2 (or y∗p,1 >y∗p,2), we will prove that for all
yL1 <y1,1 <y1,2 <y
M
1 , satisfy that yp,1 <yp,2 (or yp,1 >yp,2).
Set y∗1,1 <y1 <y∗1,2. Since [ypy1] ⊂ [y∗p,1y∗1,1; y∗p,2y∗1,2], we get y∗p,1 <yp <y∗p,2 (or y∗p,1 >yp >y∗p,2).
Set y1 <y∗1,1 <y∗1,2. Since [y∗p,1y∗1,1] ⊂ [ypy1; y∗p,2y∗1,2], we get yp <y∗p,1 <y∗p,2 (or yp >y∗p,1 >y∗p,2).
Set y∗1,1 <y∗1,2 <y1. Since [y∗p,2y∗1,2] ⊂ [y∗p,1y∗1,1; ypy1], we get y∗p,1 <y∗p,2 <yp (or y∗p,1 >y∗p,2 >yp). We
complete the proof. 
Based on these assumptions (H), we can rewrite system (1.4) as following, we denote = {(1, y) : y ∈ (yL, yM)}.⎧⎪⎪⎪⎨⎪⎪⎪⎩
dx(t)
dt
= f (x(t), y(t)),
dy(t)
dt
= g(x(t), y(t)),
⎫⎪⎬⎪⎭ (x, y)∈¯,
x+ = p, y+ − y = b, (x, y) ∈ ,
(2.8)
and we want to discuss system (2.8) on single connected closed set
0 := Cl
⎛⎝ ⋃
y1∈(yL,yM)
([ypy1])
⎞⎠
. (2.9)
Set z := (x, y), F(z) := (f, g) and I (z) = (p − 1, b), then the autonomous impulsive equation (2.8) has the form
dz
dt
= F(z), z∈¯,
z = I (z), z ∈ . (2.10)
Suppose that z(t)=	˜(t; t0, z0), t ∈ R+ denote the solution ofEq. (2.10), for all t0 ∈ R, z0 ∈ 0 and t > t0, and forwhich
	˜(t+0 ; t0, z0)= z0. Suppose that z(t)= 	˜(t; 0, z0), t ∈ R+ with moments of the impulsive effect sk : 0<s1 <s2 < · · ·,
limk→∞ sk = ∞, denote s0 = 0. Then the solutions z(t) = 	˜(t; 0, z0) and the trajectories ˜(z0, t) can be written as
	˜(t; 0, z0) =
{	(t; sk, zk), sk t < sk+1
z+k+1, t = sk+1
(k = 0, 1, 2, . . .), (2.11)
˜(t, z0) =
{(t − sk, zk), sk t < sk+1
z+k+1, t = sk+1
(k = 0, 1, 2, . . .). (2.12)
Deﬁnition 1 (Bainov and Simeonov [1]). A trajectory ˜(t, z0) is said to be periodic of period T and order-k if there
exist positive integers m1 and k1 such that k is the smallest integer for which z+m = z+m+k and T =
∑m+k−1
i=m si .
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Let z = 	˜(t) be a solution of (2.10) with moments of the impulsive effect sk : 0<s1 <s2 < · · ·, limk→∞ sk = ∞,
denote s0 = 0 and L+ = {z ∈ 0 : z = 	˜(t), t ∈ R+} . Let z˜(t; t0, z0) denote the solution of (2.10) for which
z˜(t+0 ; t0, z0) = z0 and let J+(t0, z0) denote the right maximal interval of existence of this solution.
Deﬁnition 2 (Bainov and Simeonov [2]). The solution z = 	(t) of Eq. (2.10) is said to be:
1. orbitally stable if
(∀
> 0) (∀> 0) (∀t0 ∈ R+, |t0 − sk|> ) (∃> 0),
∀z0 ∈ Rn, d(z0, L+)< , z0∈¯B¯(	˜(sk)) ∪ B¯(	˜(s+k )) (∀t ∈ J+(t0, z0)),
d(z˜(t; t0, z0), L+)< 
;
2. orbitally attractive if
(∀> 0) (∀t0 ∈ R+, |t0 − sk|> ) (∃> 0),
∀z0 ∈ Rn, d(z0, L+)< , z0∈¯B¯(	˜(sk)) ∪ B¯(	˜(s+k )) (∀
> 0)(∃> 0),
t0 +  ∈ J+(t0, z0) (∀t > t0 + ,∀t ∈ J+(t0, z0)),
d(z˜(t; t0, z0), L+)< 
;
3. orbitally asymptotically stable if it is orbitally stable and orbitally attractive.
For convenience, we denote the trajectory (2.12) (or (2.11)) of the system (2.8) which starts from F0(p, yp,0) ∈ 0
as
˜[t, (p, yp,0)] = {[yp,0y1,0]; · · · ;[yp,ky1,k]; · · ·}, (2.13)
correspondingly with it, we have two impulsive points’ sequences {Fk(p, ypk)} and {Ek(1, y1k)} (k = 0, 1, 2, . . .). We
notice that the coordinates satisfy the following equations:
(p, yp,k) = (1, y1,k); yp,k+1 := y+1,k = y1,k + b; (k = 0, 1, 2, . . .). (2.14)
If a solution satisﬁes
yp,0 = y1,0 + b, (2.15)
then it is an order-1 periodic solution and we denote it as
˜[t, (p, yp,0)] = ˜[yp,0y1,0]. (2.16)
If a solution satisﬁes
yp,0 = y1,1 + b, yp,1 = y1,0 + b, (2.17)
then it is an order-2 periodic solution and we denote it as
˜[t, (p, yp,0)] = {[yp,0y1,0];[yp,1y1,1]}. (2.18)
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Remark 1. For system (2.1), the conditions (H) are easily satisﬁed. Generally, if system (2.1) has no any equilibrium
in the 0 (see (2.9)), then (H) will be satisﬁed.
3. Main results
We suppose that system (1.2) satisﬁes the following hypotheses (H). We introduce the function
(y1) = yp − y1
p − 1 , y1 ∈ (y
L, yM). (3.1)
Theorem 3.1. Let condition (H1) hold. Then (2.1) in (yL, yM) has order-1 periodic solution if and only if the equation
(y1) = bp−1 has a solution.
Proof. Necessary. Eq. (2.8) has order-1 period solution ˜[y∗py∗1 ], that is to say, y∗p − y∗1 = b, (y∗1 ) =
y∗p−y∗1
p−1 = bp−1 .
So the equation (y1) = bp−1 has a solution.
Sufﬁciency. It is obvious. 
Theorem 3.2. Let conditions (H1) and (H2) hold. Assume that the function(y1) is a decreasing function with respect
to y1 ∈ (yL, yM) and the equation (y1) = bp−1 has a solution. Then
(1) Eq. (2.8) in (yL, yM) has a unique and orbitally asymptotically stable order-1 periodic solution;
(2) Eq. (2.8) has no order-2 periodic solution in (yL, yM).
Proof. (1) The function (y1) is a decreasing function with respect to y1 ∈ (yL, yM) and the equation (y1) = bp−1
has a solution. From Theorem 3.1, (2.8) in (yL, yM) has a unique order-1 periodic solution ˜[y∗py∗1 ].
Let y∗1 <y1,0 <yM , in the following we analyze the trajectory ˜[t; (p, yp,0)]. At the state (1, y1,0), the solution
of system (2.8) is subjected by impulsive effect to jump to (p, y+1,0), y+1,0 = y1,0 + b. Since the function (y1) is a
decreasing function with respect to y1, then
(y∗1 ) =
y∗p − y∗1
p − 1 =
b
p − 1 >(y1,0) =
yp,0 − y1,0
p − 1 ,
b<yp,0 − y1,0, y+1,0 − y1,0 <yp,0 − y1,0, y+1,0 <yp,0. (3.2)
At the same time, y
+
1,0−y1,0
p−1 =
y∗p−y∗1
p−1 , y1,0 >y
∗
1 , so we get y
∗
p <y
+
1,0 <yp,0. Now we denote that yp,1 = y+1,0. From
Lemma 2.1 and (H3), for the trajectory [yp,1y1,1] we have the inequalities y∗1 <y1,1 <y1,0. Repeating the above
process, that is,
y+1,k = y1,k + b, yp,(k+1) = y+1,k (k = 0, 1, 2, . . .),
we can get two impulsive points’ sequences {Fk(p, yp,k)} and {Ek(1, y1,k)} (k= 0, 1, 2, . . .). Their coordinates satisfy
the following:
y∗p < · · ·<yp,k < · · ·<yp,1 <yp,0, y∗1 < · · ·<y1,k < · · ·<y1,1 <y1,0,
yp,(k+1) = y1,k + b (k = 0, 1, 2, . . .).
Notice that two monotonous decreasing sequences {y1,k}, {yp,k} have lower bounds y∗1 , y∗p, respectively. So suppose
that limk→∞ y1,k = y∗1,∞, limk→∞ yp,k = y∗p,∞. Since yp,k is the y1,k’s continuous function,
lim
k→∞ yp(y1,k) = yp(y
∗
1,∞) = y∗p,∞,
we get y∗p,∞ and y∗1,∞ in the same trajectory [y∗p,∞y∗1,∞]. On the other hand,
lim
k→∞ yp,(k+1) = limk→∞ y
+
1,k = lim
k→∞ y1,k + b = y
∗
1,∞ + b.
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Hence, y∗p,∞=y∗1,∞+b. FromTheorem 3.1, we notice that the trajectory[y∗p,∞y∗1,∞] is the order-1 periodic solution.
Since we have known that (2.8) has a unique order-1 periodic solution ˜[y∗py∗1 ], we obtain that y∗p,∞ = y∗p, y∗1,∞ = y∗1 .
To conclude the above results, we have
˜[t, (p, yp,0)] = {[yp,0y1,0]; · · · ;[yp,ky1,k]; · · ·}.
From limk→∞ y1,k = y∗1 , limk→∞ yp,k = y∗p, we have seen that any trajectory which starts from the initial point
F0(p, yp,0), yp,0 >y∗p will be asymptotically stable to the order-1 periodic solution ˜[y∗py∗1 ].
When any trajectory, which starts from the initial point F0(p, yp,0), yL <y1,0 <y∗1 , is asymptotically stable to the
order-1 periodic solution ˜[y∗py∗1 ], the analysis process will be analogical to the above.
(2) Suppose that (2.8) has an order-2 periodic solution
{[yp,1y1,1];[yp,2y1,2]} = {[y+1,2y1,1];[y+1,1y1,2]}, y1,1 <y1,2,
that is to say yp,1 =y+1,2 =y1,2 +b, yp,2 =y+1,1 =y1,1 +b. Since y1,1 <y1,2, yp,1 >yp,2. But that is a contradiction with
the function (y1) which a decreasing function with respect to y1 ∈ (yL, yM). Hence, (2.8) has no order-2 periodic
solution in (yL, yM). 
Theorem 3.3. Let conditions (H1), (H2) hold. If (2.8) has an order-2 periodic solution in (yL, yM), then it has an
order-1 periodic solution in (yL, yM).Furthermore, if the derivative d(y1)dy1 or
dyp
dy1 exists in (y
L, yM), then the equation
d(y1)
dy1 = 21−p or
dyp
dy1 = −1 has a solution in (yL, yM).
Proof. Set (2.8) has an order-2 periodic solution {[yp,1y1,1];[yp,2y1,2]} = {[y+1,2y1,1];[y+1,1y1,2]}, y1,1 <y1,2,
that is to say yp,1 = y+1,2 = y1,2 + b, yp,2 = y+1,1 = y1,1 + b. Hence
yp,2 − y1,2
p − 1 <
yp,2 − y1,1
p − 1 =
b
p − 1 <
yp,1 − y1,1
p − 1 .
The function (y1) is a continuous function with respect to y1 ∈ (yL, yM). Then there exists y∗1 ∈ (y1,1, y1,2), such
that (y∗1 ) = bp−1 ; by Theorem 3.1 the result has been proved. 
At same time, by yp,1 = y+1,2 = y1,2 + b, yp,2 = y+1,1 = y1,1 + b, we obtain that
(y1,1) −(y1,2) = yp,1 − y1,1
p − 1 −
yp,2 − y1,2
p − 1 =
2
p − 1 (y1,2 − y1,1).
On the other hand, there exists y∗1 ∈ (y1,1, y1,2) such that
(y1,1) −(y1,2) = ddy1 (y
∗
1 )(y1,1 − y1,2).
So we get ddy1 (y
∗
1 ) = −2p−1 or dypdy1 (y∗1 ) = −1.
Remark 2. Lemma 2.1 has shown that yp is y1’s increasing or decreasing function. Theorems 3.2 and 3.4 have shown
only if yp is y1’s decreasing function, Eq. (2.8) can have order-2 periodic solution.
Deﬁnition 3. Let (2.8) have order-1 periodic solution ˜[y∗py∗1 ]. If there exist y∗1 ’s right neighborhood (y∗1 , y∗1 + ),
(> 0), for any trajectory, which starts from point E0(1, y1,0), y1,0 ∈ (y∗1 , y∗1 + ), the impulsive points’ sequence{Fk(p, yp,k)} (or {Ek(1, y1,k)}), (k = 0, 1, 2, · · ·) monotonously decreases to tend to E∗(p, y∗p) (or E∗(1, y∗1 )); we
call the order-1 periodic solution [y∗py∗1 ] upper-attractive, simply call y∗p or y∗1 upper-attractive. Similarly, we can
provide the deﬁnitions of the order-1 periodic solution ˜[y∗py∗1 ], y∗p, or y∗1 as upper-repelling, under-attractive, or
under-repelling.
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Theorem 3.4. Let conditions (H1), (H2) hold. Assume that y0 is an increasing function with respect to y1 ∈ (yL, yM),
and the equation(y1)=b/(p−1) is a solution y∗1 in (yL, yM) or (2.8) in (yL, yM) has the order-1 periodic solution
˜[y∗py∗1 ].
(1) If for y1 ∈ (y∗, y∗ + ), (> 0), (y1) is an increasing function, then order-1 periodic solution ˜(y∗0y∗1 ) is
upper-repelling; if (y1) is a decreasing function, then order-1 periodic solution ˜(y∗0y∗1 ) is upper-attractive.
(2) If for y1 ∈ (y∗ − , y∗), (> 0), (y1) is an increasing function, then order-1 periodic solution ˜(y∗0y∗1 ) is
under-repelling; if (y1) is a decreasing function, then order-1 periodic solution ˜(y∗0y∗1 ) is under-attractive.
Proof. Let y∗1 <y1,0 <y∗ + . The state (1, y1,0) is subjected by impulsive effect to jump to (p, y+1,0), y+1,0 = y1,0 + b.
Since the function (y1) is a increasing function with respect to y1, then
(y∗1 ) =
y∗p − y∗1
p − 1 =
b
p − 1 <(y1,0) =
yp,0 − y1,0
p − 1 ,
b>yp,0 − y1,0 y+1,0 − y1,0 >yp,0 − y1,0, y+1,0 >yp,0.
Now we denote yp,1 = y+1,0 . Since y0 is y1’s increasing function, we have the inequalities y∗1 <y1,0 <y1,1. Repeating
the above process, that is
y+1,k = y1,k + b, yp,(k+1) = y+1,k (k = 0, 1, 2, . . .),
we can get an impulsive state’s sequence {Ek(1, y1,k) : k = 0, 1, 2, . . .} and {Fk(p, yp,k) : k = 0, 1, 2, . . .}. Their
coordinates satisfy the following:
y∗p <yp,0 <yp,1 < · · ·<yp,k, y∗1 <y1,0 <y1,1 < · · ·<y1,k ,
yp,(k+1) = y1,k + b (k = 0, 1, 2, . . .).
We ﬁnd that the impulsive points Fk(p, yp,k) and Ek(1, y1,k), (k = 0, 1, 2, . . .) move away from the points F ∗(p, y∗p)
and E∗(1, y∗1 ), respectively. So the order-1 periodic solution ˜(y∗0y∗1 ) is upper-repelling.
If y∗ − <y10 <y∗1 , the analysis process is analogical to the above. We complete the proof. 
Theorem 3.5. Let conditions (H1), (H2) hold. Assume that y0 is an increasing function with respect to y1 ∈ (yL, yM).
Set [yl, ym] ⊂ (yL, yM) and suppose that the equation (y1) = bp−1 has no solution in [yl, ym]. We have that:
(1) if b
p−1miny1∈[yl ,ym](y1), then any trajectory of (2.8), which starts from y1 ∈ [yl, ym], is up-jumping and
after ﬁnite times of impulsive effects, the trajectory leaves the interval [yl, ym].
(2) if b
p−1maxy1∈[yl ,ym](y1), then any trajectory of (2.8), which starts from y1 ∈ [yl, ym], is down-jumping and
after ﬁnite times of impulsive effects, the trajectory leaves the interval [yl, ym].
Proof. Since the equation (y1) = bp−1 has no solution in [yl, ym] and (y1) is a continuous function in [yl, ym],
b
p−1miny1∈[yl ,ym](y1) or
b
p−1maxy1∈[yl ,ym](y1).
(1) If b
p−1miny1∈[yl ,ym](y1), set a trajectory to start from point F0(p, yp,0) along with the trajectory[yp,0y1,0]
to reach E0(1, y1,0), then by impulsive effect the E0(1, y10) jumps to F1(p, yp,1)= F1(p, y1,0 + b). In the following,
let us prove yp,1 >yp,0. We have
(y1,0) = yp,0 − y1,0
p − 1  infy1∈[yl ,ym] (y1)
b
p − 1 =
yp,1 − y1,0
p − 1 , (3.3)
and in (3.3) two equals cannot be satisﬁed at the same time. So we obtain
yp,0 <yp,1. (3.4)
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We know that the trajectory is up-jumping and after k = [ |ym0 −yl0||b| ] + 1, the trajectory must leave [yl, ym].
(2) If b
p−1maxy1∈[yl ,ym](y1), the analyzing process is analogical to the above, we know that all trajectories with
y10 ∈ [yl, ym] are down-jumping. We complete the proof. 
Remark 3. In the above theorems, if y0 is an increasing function with respect to y1, then the conclusions are also
correct for y0, when we want to choose y0 as a free variable.
4. The maximum sustainable yields of single population models with periodically impulsive constant
harvesting
In this section, by using IDE some optimization problems from population dynamics for isolated population are
solved. The population Y is considered to be isolated, if there is neither immigration nor emigration. Most of the
models of single species dynamics have been derived from the differential equation (DE):
dy
dt
= yF(y), (4.1)
where y = y(t)> 0 is the population biomass (size) in time t0; yF(y) is the total and speciﬁc growth rates of the
population biomass, and the function F(y) is called the accommodation function. We suppose that F(y) satisﬁes the
conditions:
(1) there exists K > 0, such that F(K) = 0;
(2) F ′(y)< 0 is continuous for all y > 0.
For example,
(1) if yF(y) = ry(1 − y/K) we obtain the logistic DE;
(2) if yF(y) = ry[1 − ( y
K
)] we obtain the Gilpin and Ayala DE;
(3) if yF(y) = ry(1 − ln y
K
) we obtain the Gompertz DE;
(4) if yF(y) = −y ln( y
K
) we obtain the Swann and Vincent DE.
In the above models, all coefﬁcients are positive.
Now, we consider the population Y, described by (4.1), has periodically harvested a constant yield b> 0 for every
period > 0. Equation of the impulsively harvested population reads
dy
dt
= yF(y), t = k (k = 1, 2, 3, . . .),
y = −b, t = k. (4.2)
Many authors have discussed the optimal harvesting policy. In their study, there is an important concept for the harvesting
policy, which is the maximum sustainable yield hmsy. For system (4.3), the maximum sustainable yield hmsy is deﬁned
as: if 0<b<hmsy, for some y0 > 0 the populationY will be persistence; if b>hmsy, for any y0 > 0 the populationY
will tend to extinct. In this section, we want to study the maximum sustainable yield of system (4.2).
Taking the transform of x = t , the system (4.2) can be written as⎧⎪⎪⎪⎨⎪⎪⎪⎩
dx
dt
= 1

,
dy
dt
= yF(y),
x < 1,
x+ = 0, y+ − y = −b, x = 1.
(4.3)
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Let us solve the initial problem
dy
dx
= y(x)F (y(x)); (4.4)
we get
ln y1 − ln y0 = 
∫ 1
0
F(y(x, y0)) dx = F(y0 + (y0)(y1 − y0)), 0< (y0)< 1,
y1 = y0 exp
(

∫ 1
0
F(y(x, y0))
)
dx = y0 exp(F(y0 + (y0)(y1 − y0))).
Introduce the function
(y0) = y1 − y0 = y0
[
exp()
∫ 1
0
F(y(x, y0)) dx − 1
]
= y0[exp(F(y0 + (y1 − y0))) − 1], (4.5)
where y0 ∈ [0,+∞). We can know that
(1) (0) = 0, (K) = 0;
(2) (y0)< 0, y0 >K; (y0)> 0, 0<y0 <K .
We notice that(y0) is a continuously differential function y0 ∈ [0,+∞), so we obtain that there exists y∗0 ∈ (0,K),
such that(y∗0 )=maxy0∈[0,+∞) {(y0)} := hmsy.We can prove that hmsy is the maximum sustainable yield. Since the
function(y0) is a continuous differential function, we obtain that′(y∗0 )= 0. If b>maxy0∈[0,+∞) {(y0)} := hmsy,
by Theorem 3.5, all trajectories of the system (4.2) with y0 > 0 are down-jumping, after ﬁnite times will jump to below
zero, so the population Y tends to extinct. For b ∈ (0,(y∗0 )), there exist at least y0,+ ∈ (y∗0 ,K) and y0,− ∈ (0, y∗0 ),
such that(y0,±)=b, by Theorem 3.1, the trajectories ˜[y0,+y1,+] and ˜[y0,−y1,−] of the system (4.3) all are order-1
periodic trajectories. By Theorems 3.1 and 3.4, in all such order-1 periodic trajectories, there at least exists an order-1
periodic trajectory which is upper-attractive. So we obtain the following theorem.
Theorem 4.1. For system (4.2), if bhmsy := maxy0∈[0,K] {(y0)}, the size of population Y will tend to extinguish
and hmsy is the maximum sustainable yield.
Furthermore, if we suppose that y∗0 is unique in (0,K), and′(y0)< 0 for y0 ∈ (y∗0 ,K),′(y0)> 0 for y0 ∈ (0, y∗0 ).
Then for b ∈ (0,(y∗0 )), there exist only one y0,+ ∈ (y∗0 ,K) and a unique y0,− ∈ (0, y∗0 ), such that (y0,±) = b.
By Theorem 3.1, the order-1 periodic trajectory ˜[y0,+y1,+] is the attractive trajectory which starts from (y∗0 ,K),
since ′(y0)< 0. Because b> 0 and 0 = max{(y0) : y0 ∈ [K,+∞)}, using Theorem 3.5, all the trajectories which
start from [K,+∞) are down-jumping and after ﬁnite times impulsive effects leave this area. For all the trajectories
which start from (y0,−, y0,+), we can use Theorem 3.5 and obtain that all such trajectories are up-jumping. So we
get that the order-1 periodic trajectory ˜[y0,+y1,+] has the attracting range (y0,−,+∞). Bythe same way, we can see
that order-1 periodic trajectory ˜[y0,−y1,−] is upper-repelling and under-repelling. If b := (y∗0 ), then the order-1
periodic trajectory ˜[y∗0y∗1 ] is unique. ByTheorem3.4, it is upper-attractive and under-repelling,which is semi-orbitally
asymptotically stable. For the logistic DE, the Gompertz DE and the Swann–Vincent DE, we can calculate their ﬁrst
integrals, and we have shown that these models all have the properties, those have been described above. By directly
calculating, we can obtain the maximum sustainable yields of these four models, those are shown in the Table 1.
According to Theorems 3.1, 3.4, and 3.5, we know that the stability of the order-1 periodic trajectories can be decided
by the function (y0) is a decreasing or increasing function at the neighbor area of the order-1 periodic trajectories.
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Table 1
The maximum sustainable yields hmsy
Models yF(y) ′(y∗0 ) = 0 Maximum sustainable yield
ry(1 − y/K) y∗0 = Ker/2+1 hmsy = K e
r/2−1
er/2+1
ry(1 − ln( y
K
)) K exp(1 + r
e−r−1 ) K(e
r − 1) exp(1 + r
e−r−1 )
−y ln( y
K
) K exp( 
e−+1 ) K(e
 − 1) exp( 
e−+1 )
For analyzing d(y0)dy0 , we can have the following formats:
d
dy0
∫ 1
0
F(y(x, y0) dx) =
∫ 1
0
F ′y(y(x, y0))
y(x, y0)
y0
dx
=
∫ 1
0
F ′y(y(x, y0))
[
y(x, y0)
x
(
dy0
dx
)−1
+ y(x, y0)
y0
]
dx
= (y0F(y0))−1
∫ y1
y0
F ′y(y) dy +
∫ 1
0
F ′y(y(x, y0))
y(x, y0)
y0
dx
= F(y1) − F(y0)
y0F(y0)
+
∫ 1
0
F ′y(y(x, y0))
y(x, y0)
y0
dx (4.6)
and
d(y0)
dy0
= exp
[

∫ 1
0
F(y(x, y0)) dx
]
− 1
+ y0 exp
[

∫ 1
0
F(y(x, y0)) dx
]
d
dy0
(∫ 1
0
F(y(x, y0)) dx
)
,
=
[
F(y1)
F (y0)
+ y0
∫ 1
0
F ′y(y(x, y0))
y(x, y0)
y0
dx
]
exp
[

∫ 1
0
F(y(x, y0)) dx
]
− 1, (4.7)
in (4.6), we have used dy0dx = y0F(y0).
Now using (4.7), we can analyze some properties of the Gilpin–Ayala DE, which is yF(y) = ry[1 − ( y
K
)]. By
calculating, we obtain
d(y0)
dy0
=
[
1 − (y1/K)
1 − (y0/K)
− ry0
K
∫ 1
0
(y(x, y0))
−1 y(x, y0)
y0
dx
]
× exp
[
r
∫ 1
0
(
1 −
(
y(x, y0)
K
))
dx
]
− 1. (4.8)
Now, we want to prove that
lim
y0→0+
d(y0)
dy0
= er − 1 and lim
y0→K−
d(y0)
dy0
 − r. (4.9)
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Firstly, we have that
lim
y0→0+
1 − (y1/K)
1 − (y0/K)
= 1,
lim
y0→0+
ry0
K
∫ 1
0
(y(x, y0))
−1 y(x, y0)
y0
dx
= lim
y0→0+
r
K
∫ 1
0
(y(x, y0))

(
y0
y(x, y0)
)
y(x, y0)
y0
dx
 lim
y0→0+
rM
K
y1 = 0,
lim
y0→0+
exp
[
r
∫ 1
0
(
1 −
(
y(x, y0)
K
))
dx
]
= er.
In the above, we have used 0< y(x,y0)y0 M and
y0
y(x,y0)
1 for y0 ∈ (0,K). We obtain that limy0→0+ d(y0)dy0 = er− 1.
Secondly, for y0 ∈ (0,K), we have y0 <y1 <K and 1 − ( y1K )1 − ( y0K ). We obtain that
lim
y0→K−
1 − (y1/K)
1 − (y0/K)
1,
lim
y0→K−
ry0
K
∫ 1
0
(y(x, y0))
−1 y(x, y0)
y0
dx = r,
lim
y0→K−
exp
[
r
∫ 1
0
(
1 −
(
y(x, y0)
K
))
dx
]
= 1.
We obtain that limy0→K−
d(y0)
dy0  − r.
We suppose that
y∗0,+ := max{y0 : ′(y0) = 0, y0 ∈ (0,K)},
y∗0,− := min{y0 : ′(y0) = 0, y0 ∈ (0,K)}.
Using (4.9) and d(y0)dy0 is continuous in (0,K), we have 0<y∗0,−y0,+ <K , 
′(y0)> 0 for y0 ∈ (y∗0,+,K) and
′(y0)< 0 for y0 ∈ (0, y∗0,−). If y∗0,− = y∗0,+, then we can have that the Gilpin–Ayala DE has the similar properties as
the other three models.
5. A stage-structure single population model with periodically impulsive adding and harvesting
In this section we present a ﬁsh population model which exhibits impulsive behavior in its state variable and may
have applications in ﬁsheries management.
Consider a ﬁsh population in a lake. The model takes the form⎧⎪⎨⎪⎩
dx(t)
dt
= ay(t) − x(t),
dy(t)
dt
= x(t) − y(t) − ay(t),
x < x1,
x+ = px, y+ − y = b, x = x1,
(5.1)
where y is the immature population density, x is the mature population density, > 0 represents the birth rate, > 0
is the population death rate, a > 0 is the transforming rate of the immature to mature, 0<p< 1 is the harvesting
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rate. Suppose that the natural growth of the ﬁsh population is exploited by harvesting the mature population when its
density increases to x1 and adding the immature population (b > 0) or subtracting (b0) with harvesting the mature
population.
Eq. (5.1) can be reduced to⎧⎪⎨⎪⎩
dx(t)
dt
= ay(t) − x(t),
dy(t)
dt
= x(t) − y(t) − ay(t),
x < 1,
x+ = p, y+ − y = b, x = 1,
(5.2)
here a, , , p are all positive real numbers.
According to the relation of the values +a ,

a
, we have known the differential equation
dx(t)
dt
= ay(t) − x(t), dy(t)
dt
= x(t) − y(t) − ay(t) (5.3)
has the following properties.
Case 1: +a <

a
. In the cone R2+, all positive solutions asymptotically tend to the equilibrium O(0, 0).
Case 2: +a = a . The states in the line l : ay − x = 0 are all equilibria. In the cone R2+, each positive solution
asymptotically tends to an equilibrium in l .
Case 3: +a >

a
. Denote the cone 0 := {(x, y) ∈ R2 : x > 0, 0<x < yk1 }, here k1 = − 12 +
√
1/4 + /a. In the
cone 0, all positive solutions tend to +∞ and the mature population always increases.
As an exploitative model, we always hope that the mature population is increasing with respect to t : 0 → +∞.
Hence, we consider the impulsive equation in the case +a >

a
and the cone 0.
Lemma 5.1. Let +a >

a
. System (5.2) has asymptotical lines l1 : y = k1x and l2 : y = k2x, here k1, k2 are roots of
the equation
k = − (+ a)k
ak −  . (5.4)
We can get that k1,2 = − 12 ±
√
1/4 + /a.
Lemma 5.2. Let +a >

a
. The differential equation dydx = x−y−ayay−x has ﬁrst integral
|y − k1x|A|y − k2x|B = C, (5.5)
here A = k1a−
k1−k2 , B = −k2ak1−k2 .
We can calculate that A = −2−a+a
√
1+4(/a)
2
√
1+4(/a) and B =
2+a+a√1+4(/a)
2
√
1+4(/a) .
Lemma 5.3. Let +a >

a
. Then A> 0, B > 0.
Proof. B > 0 is obvious. Since +a >

a
, we get
2 + a− a< 0, 0< 2< − a +
√
a2 + 4a, (5.6)
hence we get A> 0. We complete the proof. 
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The autonomous equation dx(t)dt = ay(t) − x(t), dy(t)dt = x(t) − y(t) − ay(t) is able to deﬁne a continuous
autonomous semi-dynamical system (0,, R+). It has the ﬁrst integral (x, y)= (y − k1x)A(y − k2x)B =C. Then:
(1) it is obvious that the impulsive stateE(1, y1), y1 ∈ (k1,+∞) can always be reached when the motion starts from
the initial state F(p, yp), yp ∈ (k1p,+∞) after the time (> 0). Then yp can be deﬁned by
(yp − k1p)A(yp − k2p)B = (y1 − k1)A(y1 − k2)B, y1 ∈ (k1,+∞). (5.7)
Denote the trajectory which starts from the initial state F(p, yp) as[t;F(p, yp)], t0. Then ∃> 0, s.t. E(1, y1)=
[;F(p, yp)]. Then we denote that [ypy1] := {[t;F(p, yp)] : 0 t < }.
(2) when y1 varies in (k1,+∞), yp is y ′1s continuous function. For any [yl, ym] ⊂ (k1,+∞), the trajectories
[ylpyl1],[ymp ym1 ] and the line segments ElEm, F lFm can enclose a single closed area [ylpyl1; ymp ym1 ]. (x, y) is a
continuous function on [ylpyl1; ymp ym1 ] and for any y1, y∗1 ∈ (k1,+∞), the following conclusion is obvious:
lim
y1→y∗1
d([ylpyl1],[y∗py∗1 ]) = 0.
(3) it is obvious that ∀[yl, ym] ⊂ (yL, yM),∀y∗1 ∈ [yl, ym] and satisﬁes that [y∗py∗1 ] ⊂ [yl1ym1 ].
We introduce the function (y1) = yp−y1p−1 , y1 ∈ (k1,+∞).
Lemma 5.4. Let +a >

a
. The function (y1) is a continuous derivative decreasing function in (k1,+∞) and has a
value range R((y1)) = (− a+a , k1).
Proof. From (5.7), we can know that there exist d(y1)dy1 and
dyp
dy1 for y1 ∈ (k1,+∞). We know that
d(y1)
dy1
= 1
1 − p
[
1 − dyp
dy1
(y1)
]
. (5.8)
If dypdy1 > 1, then
d(y1)
dy1 < 0 and the function (y1) will be a continuous differential decreasing function in (k1,+∞).
The derivative (5.7) by y1 gives[
A
yp − k1p +
B
yp − k2p
] dyp
dy1
(y1) = A
y1 − k1 +
B
y1 − k2 .
We obtain that
dyp
dy1
(y1) = A(y1 − k1)
−1 + B(y1 − k2)−1
A(yp − k1p)−1 + B(yp − k2p)−1
. (5.9)
Firstly, we calculate limy1→k1+
dyp
dy1 (y1) and limy1→+∞
dyp
dy1 (y1).
lim
y1→k1+
dyp
dy1
(y1) = lim
y1→k1+
[
A + B(y1 − k1/y1 − k2)
A(yp − k2p/y1 − k2)B/A + B(y1 − k1/yp − k2p)
]
=
(
1
1 − p
)B/A
> 1. (5.10)
Here we have used that y1 → k1, yp → k1p.
Since dydx = x−y−ayay−x , there exists (x∗, y∗) ∈ [ypy1], such that y1 − yp = x
∗−y∗−ay∗
ay∗−x∗ (1 − p). From (y1) =
yp−y1
p−1 = x
∗−y∗−ay∗
ay∗−x∗ , p<x
∗ < 1; y1 → +∞, y∗ → +∞; we then have
lim
y1→+∞
(y1) = lim
y∗→+∞
x∗ − y∗ − ay∗
ay∗ − x∗ = −
a + 
a
. (5.11)
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So we have that
yp = y1 + (1 − p)a + 
a
+ o(1) (y1 → +∞). (5.12)
Then we obtain
lim
y1→+∞
dyp
dy1
(y1) = lim
y1→+∞
[
A + B(y1 − k1/y1 − k2)
A + B(yp − k1p/yp − k2p)
](
yp − k1p
y1 − k1
)
= 1. (5.13)
Now, we disprove that dypdy1 (y1)> 1.We suppose that there exists y1 =0 ∈ (k1,+∞), such that
dyp
dy1 (0)=1.We notice
that (0, yp(0)) is a solution of the following equation:{
A(y1 − k1)−1 + B(y1 − k2)−1 = A(yp − k1p)−1 + B(yp − k2p)−1,
A ln(y1 − k1) + B ln(y1 − k2) = A ln(yp − k1p) + B ln(yp − k2p).
(5.14)
We notice that⎧⎪⎪⎪⎨⎪⎪⎪⎩
A
(y1 − k1)2
+ B
(y1 − k2)2
=
[
A
(yp − k1p)2
+ B
(yp − k2p)2
]
dyp
dy1
(y1),
A
y1 − k1 +
B
y1 − k2 =
[
A
yp − k1p +
B
yp − k2p
] dyp
dy1
(y1).
(5.15)
By (5.15), we ﬁnd that in the ﬁrst and second equations of (5.14), the yp are always y1’s increasing function. So we
can see that Eq. (5.14) has a unique solution 0. Now, we notice that (5.10), (5.13), and dypdy1 (y1) to be continuous, we
obtain
dyp
dy1
(y1) = A(y1 − k1)
−1 + B(y1 − k2)−1
A(yp − k1p)−1 + B(yp − k2p)−1
> 1 for y1 ∈ (k1, 0),
dyp
dy1
(y1) = A(y1 − k1)
−1 + B(y1 − k2)−1
A(yp − k1p)−1 + B(yp − k2p)−1
< 1 for y1 ∈ (0,+∞). (5.16)
At the same time, if for all y1 ∈ (k1,+∞),
A(y1 − k1)−2 + B(y1 − k2)−2
A(yp − k1p)−2 + B(yp − k2p)−2
 A(y1 − k1)
−1 + B(y1 − k2)−1
A(yp − k1p)−1 + B(yp − k2p)−1
(or ) (5.17)
holds, then (5.14) has no solution. By the assumption, Eq. (5.14) has a solution, we have that the equation⎧⎨⎩
A
(y1−k1)2 +
B
(y1−k2)2 =
A
(yp,1−k1p)2 +
B
(yp,1−k2p)2 ,
A
y1−k1 + By1−k2 = Ayp,1−k1p + Byp,1−k2p
(5.18)
has a solution in y1 = 1 ∈ (k1,+∞). We notice that⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
A
(y1 − k1)3
+ B
(y1 − k2)3
=
[
A
(yp,1 − k1p)3
+ B
(yp,1 − k2p)3
]
dyp,1
dy1
(y1),
A
(y1 − k1)2
+ B
(y1 − k2)2
=
[
A
(yp,1 − k1p)2
+ B
(yp,1 − k2p)2
]
dyp,1
dy1
(y1).
(5.19)
294 F. Wang et al. / Journal of Computational and Applied Mathematics 216 (2008) 279–296
By (5.19), we ﬁnd that in the ﬁrst and second equations of (5.18), the yp,1 are always y1’s increasing function. So we
can see that Eq. (5.18) has a unique solution 1. From the second equation of (5.18), we can see dypdy1 (1)=1. By (5.16),
we have 0 = 1. So we have that the following equations⎧⎪⎨⎪⎩
A ln(y1 − k1)) + B ln(y1 − k2) = A ln(yp − k1p) + B ln(yp − k2p),
A(y1 − k1)−1 + B(y1 − k2)−1 = A(yp − k1p)−1 + B(yp − k2p)−1,
A(y1 − k1)−2 + B(y1 − k2)−2 = A(yp − k1p)−2 + B(yp − k2p)−2
(5.20)
have a unique solution. But it is a contradiction with ln x, x and x2 being linear independence. We have proved
dyp
dy1 (y1) = 1. By (5.10) and (5.12), we obtain
dyp
dy1 (y1)> 1. We get that (y1) is a decreasing function. By (5.11), we
obtain that the value range of function (y1) is R((y1)) = (− a+a , k1). We complete the proof. 
Theorem 5.1. Let +a >

a
. For Eq. (5.2)
(1) if− a+
a
< b
p−1 <k1, then yp ∈ (pk1,+∞) has a unique orbitally asymptotically stable order-1 periodic solution;
(2) if b
p−1 − a+a , then any trajectory ˜[t, (p, yp,0)], (yp,0 ∈ (pk1,∞), t ∈ R+) is up-jumping and yp,k → +∞
(k → +∞); if b
p−1 >k1, any trajectory ˜[t, (p, yp,0)], (yp,0 ∈ (pk1,∞), t ∈ R+) is down-jumping and
yp,k < 0 after ﬁnite times of impulsive effects;
(3) Eq. (5.2) has no order-2 periodic solution in yp ∈ (pk1,+∞).
Proof. By Theorem 3.1 and Lemma 5.4, (1) and (3) can be obtained directly. For (2), we can use Theorem 3.5 and
prove (2). We complete the proof. 
In the following, we want to estimate the period T of the order-1 periodic solution.We use the formula T =∫ 1
p
dx
ay−x .
Case 1: When b → −(1 − p)k1, y = k1x + o(1),
T =
∫ 1
p
dx
(ak1 − )x + o(1) =
1
ak1 −  ln
1
p
(1 + o(1)). (5.21)
In this case, the harvesting rate 1 − p has the main effect on period T , with harvesting the mature population, the
immature population is harvested by b; it is very dangerous that p tends to 0, for T will tend to +∞, which means it
will be impossible for the population to recover from human’s greedy harvesting and it will become extinct.
Case2:Whenb → (1−p)a+ , order-1 periodic solution is denoted by ˜[y∗py∗1 ], theny∗1 → +∞,y=y∗1− a+ (x−1),
T =
∫ 1
p
dx
ay∗1 + a + − (a + 2)x
= 1
a + 2
[
ln
(
1 + (a + 2)(1 − p)
ay∗1 − 
)]
, (5.22)
that is, T = 1−p
ay∗1− + o(1).
In this case, the immature population adding quantity b will become very important, b → (1 − p)a+ , y∗1 → +∞,
and T → 0, which was impossible for the following two factors of reason. The lake has a density restriction of
the immature population. On the other hand, adding large amount of immature population will increase the cost and
inﬂuence of the income.
Example 1. In the model (5.1), we set that a = 0.8, = 0.2, = 0.8, p = 0.15, x1 = 4, b = 0.2, that is,⎧⎪⎨⎪⎩
dx(t)
dt
= 0.8y(t) − 0.2x(t),
dy(t)
dt
= 0.8x(t) − 0.2y(t) − 0.8y(t),
x < 4,
x+ = 0.6, y+ − y = 0.2, x = 4.
(5.23)
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Fig. 1. In the model (5.1), we set that a=0.8, =0.2, =0.8, p=0.15, x1 =4, b=0.2. The two trajectories start from F0(0.6, 4) and F0(0.6, 0.4).
By calculating, we have that +a = 0.8> a = 0.25 and k1 = 0.618, k2 = −1.618, A= −0.13167 and B = 0.66833.
Taking initial values x0 = 0.6, y0 = 0.4 and x0 = 0.6, y0 = 4, we simulate the two trajectories of system (5.10); the
results have been shown in the Fig. 1. The trajectory which starts from F0(0.6, 4) is down-jumping to be attractive to
the unique order-1 periodic trajectory; the trajectory which starts from F0(0.6, 0.4) is up-jumping to be attractive to
the same unique order-1 periodic trajectory.
6. Conclusion
In this paper, we discussed the state-dependent IDEs (1.2) (or (1.4)). About this system, we have obtained the
existence and orbitally asymptotically stable conditions of the order-1 trajectory, the results are in Theorem 3.1, and
some necessary conditions for the existence of the order-2 periodic trajectory are also found, those are shown in
Theorems 3.1 and 3.3. For analyzing the stability of periodic trajectories, we introduce Theorems 3.4 and 3.5.
As applications,wehavediscussed themaximumsustainable yields of someclassical single populationgrowthmodels
with periodically constant harvest. The population models with continuous constant harvest have been introduced and
studied by Clark [4]. The maximum sustainable yields of logistic growth model with periodically constant harvest
have been studied by Zhang et al. [10] and Angelova et al. [1]. In this paper, we can use our method to obtain more
results, those that have been given in Theorem 4.1, and we obtain Table 1 to show the maximum sustainable yields.
Furthermore, we analyzed a single population growth model with stage-structure, and with periodically impulsive
adding and harvesting, we obtain the existence and stability of order-1 periodic trajectory and analyze the dynamical
behavior of trajectory of the system, which are shown in Theorem 5.1.
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