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The Office of the Secretary of Defense (OSD) Joint Ground Robotics Enterprise 
(JGRE) seeks to develop a plan for integrating unmanned technologies and platforms (to 
include autonomous systems) into war games to improve socialization with the warfight-
er and the development and experimentation of various concepts for employment by the 
Armed Forces.  JGRE is the principal organization in the United States (U.S.) Depart-
ment of Defense (DoD) for providing oversight, policy, and program direction to estab-
lish definitive robotics operational requirements and to pursue critical technologies to 
satisfy those requirements. The organization focuses on interoperability, modeling and 
simulation, and test and evaluation. Currently there are numerous emerging advanced 
unmanned systems technologies that have the potential for dramatically enhancing the 
military effectiveness of U.S. forces. JGRE seeks to accelerate the transition of un-
manned systems technology concepts into the field and increase warfighter trust and con-
fidence in autonomous unmanned systems by leveraging modeling and simulation (M&S) 
in war games.  
As one thrust of this effort, in fiscal year 2016 (FY16) the JGRE funded the Naval 
Postgraduate School (NPS) Modeling, Virtual Environments, and Simulation (MOVES) 
Institute to investigate, design, and develop modeling of unmanned ground system capa-
bilities into the Army/Marine Corps Combined Arms Analysis Tool for the 21st Century 
(COMBATXXI), a constructive simulation used by the U.S. Army and U.S. Marine 
Corps to conduct analyses of future force structures, effectiveness of new system capabil-
ities and operational concepts, and other study questions. The approach considers possi-
ble integration of existing robotics code bases or functional capabilities, such as the Vir-
tual Autonomous Navigation Environment (VANE), Autonomous Navigation Virtual 
Environment Laboratory (ANVEL), or Advanced Explosive Ordnance Disposal Robotic 
Systems (AEODRS) software, to obtain realistic functionality in the simulation.  
B. OBJECTIVES 
The goal of this initial effort is investigate approaches for improving the represen-
tation of unmanned systems in combat simulations, specifically focusing on the 
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COMBATXXI simulation. The ultimate project goal is to develop simulation capabilities 
that enable quantitative assessment and demonstration of the utility of unmanned systems 
in future warfighting by addressing such areas as the benefits and risks of different levels 
of autonomy and human/unmanned system teaming. 
C. APPROACH 
The following activities were performed in this effort: 
• Conduct a literature review and background research on modeling of manned and 
unmanned systems in combat simulations to examine state-of-the-art and current 
modeling challenges. 
• Obtain software for government-owned robot architectures. 
• Investigate methods for integrating government-owned robot architecture soft-
ware with the COMBATXXI simulation software. 
• Investigate methods for representing robotic systems, manned systems, and hu-
man-robot teams in the COMBATXXI simulation software. 
• Design and develop preliminary representations of manned and unmanned sys-
tems in the COMBATXXI simulation software. 
• Recommend next steps in advancing the representation of manned and unmanned 
systems in COMBATXXI simulation software. 
D. ORGANIZATION OF THIS REPORT 
This report is organized as follows. Chapter 1 provides background, objectives, 
approach and organization of the report. Chapter 2 describes challenges in modeling 
manned and unmanned systems, as well as the synergies expected in manned/unmanned 
system teams. Chapter 3 describes robotic system software architectures and simulation 
frameworks that show potential for integration into a combat simulation such as 
COMBATXXI, work performed to obtain those systems for project use, and initial inves-
tigations into methods for integrating the software into COMBATXXI. Chapter 4 de-
scribes software changes made or proposed for COMBATXXI to improve representations 
of human (in light of the findings described in Chapter 2) and unmanned systems. Chap-
ter 5 gives recommendations for follow-on work to further develop the capabilities inves-
tigated in FY16. The body of the report is followed by a glossary of acronyms and abbre-




II. CHALLENGES IN REPRESENTING MANNED AND 
UNMANNED SYSTEMS IN COMBAT SIMULATIONS 
A. INTRODUCTION 
Part of the work performed in FY16 extended the preliminary findings of an earli-
er study (FY15) funded by the NPS Consortium for Robotics and Unmanned Systems 
Education and Research (CRUSER; see http://my.nps.edu/web/CRUSER/). The objective 
of the earlier work was to evaluate the representation of unmanned systems in Naval ana-
lytical models, such as COMBATXXI, the theater-level simulation Synthetic Theater 
Operations Research Model (STORM) developed jointly by the U.S. Air Force and the 
U.S. Navy, and the Naval Simulation System (NSS), a mission-level analytical simula-
tion occasionally used in Navy studies (C. Blais 2015a). Continuation and expansion of 
this work under the FY16 JGRE funding resulted in identification and discussion of chal-
lenges facing the modeling and simulation community in improving representation of 
manned and unmanned systems in combat simulations. Much of the material presented in 
this chapter is published in (C. Blais 2016a), a paper prepared for and presented at the 
2016 Modeling and Simulation for Autonomous Systems (MESAS) workshop sponsored 
by the North Atlantic Treaty Organization (NATO) Modeling and Simulation Center of 
Excellence. However, here we augment the paper’s original content with additional mate-
rials and discussion. The reader is referred to the published paper for the original treat-
ment of this topic. During the period of performance of this project, derivations of this 
work also were presented at the NPS MOVES Institute Academic Working Group meet-
ing (May 2016), MESAS Workshop (June 2016), Military Operations Research Society 
(MORS) Symposium (June 2016), CRUSER Technical Continuum (July 2016), and the 
COMBATXXI Model User Group meeting (August 2016). Informing and stimulating the 
modeling and simulation community of the challenges that need to be addressed to im-




Based on the evidence of the first 16 years of the 21st Century, we could very 
well call this the “Century of Unmanned Systems”1. While robotic systems have long 
played a significant role in manufacturing, we are now seeing a widespread proliferation 
of unmanned systems across all industries, including the military. In  (McCaney 2015), 
Secretary of the United States Navy Ray Mabus is quoted as saying the F-35 Joint Strike 
Fighter “should be, and almost certainly will be, the last manned strike fighter aircraft the 
Department of the Navy will ever buy or fly.” While this may or may not strictly come to 
pass, there is clear determination on the part of the United States government to move in 
this direction. The recent House of Representatives DoD Appropriations Bill for 2017 
(House of Representatives Committee on Appropriations 2016) states the following (p 
104):  
“Section 220 of the Floyd D. Spence National Defense Authorization Act 
for Fiscal Year 2001 (Public Law 106-398) mandated a goal, regarding 
unmanned advanced capability combat aircraft and ground combat vehi-
cles, that by the year 2010, one-third of the aircraft in the operational deep 
strike force fleet would be unmanned, and that by year 2005, one-third of 
the operational ground combat vehicles would be unmanned.”  
Furthermore, the House report calls for an update from the DoD on progress to-
ward these congressionally mandated goals by no later than 15 September 2016, request-
ing a briefing that “shall include an assessment of progress towards meeting the goals 
identified for the subset of unmanned air and ground systems established in Section 220 
of Public Law 106-398, as well as an assessment of existing, viable unmanned ground 
vehicle technologies that can be economically used for making significant progress to-
ward the achievement of the 2001 goal within the next 5 years.” The budget authorizes 
funds to address such issues as manned-unmanned system teaming, human-machine au-
tonomous command and control environment, carrier-based operations for unmanned 
aerial vehicles, immersive operator control stations for unmanned systems, unmanned 
advanced capability combat aircraft and ground combat vehicles, armed robotic platforms 
deployable with manned platforms, and many other related areas. 
                                                 
1 Or, the “Age of Unmanned Systems” – see (Darrah 2015). 
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The Defense Science Board recently completed a study on autonomy with the ex-
pressed purpose of widening “the use of autonomy, … strengthening the operational pull 
for autonomous systems,” and “accelerating the advancement of the technology for au-
tonomy applications and capabilities” (Defense Science Board 2016, i), focusing also on 
the issue of trust in accepting the contribution of autonomous systems in military opera-
tions (recall from Section I.A that increasing warfighter trust in these systems is a funda-
mental objective of JGRE’s effort to improve representation of these systems in combat 
simulations). The study concluded that “DoD must take immediate action to accelerate its 
exploitation of autonomy while also preparing to counter autonomy employed by adver-
saries” (ibid., iii). The United States clearly does not have a monopoly on research and 
development of autonomous systems, or in the underlying foundations of autonomy 
based on artificial intelligence, deep learning, and other computational technologies. 
Therefore, it will become increasingly difficult to maintain a technological edge in this 
area in future warfighting.  
In light of the growing commitment to research, development, and deployment of 
unmanned (including autonomous) systems, enhancement of robotics education, im-
provement of the representation of robotic systems in combat simulations, and interoper-
ability standards for military robotics systems have become critical areas of study.  
The rest of this chapter discusses the challenges we face in developing improved 
models of human systems, robotic systems, and human-robot teams in combat simula-
tions, with examples posed in the context of the COMBATXXI. Throughout the discus-
sion, we will use the term “robot” or “unmanned system” somewhat interchangeably to 
refer to a general class of automated systems, whether under direct human control (as in 
remote-controlled or tele-operated systems) or through semi-autonomous or fully auton-
omous control (we will look at definitions for these terms later in this section). The next 
section elaborates on the problem description under investigation. We then establish 
some basic terminology to guide the discussion and to illustrate various dimensions of 
concern in modeling unmanned systems. This is followed by discussion of challenges 
faced in modeling unmanned systems and human systems separately, elaborating on cur-
rent deficiencies in modeling humans in combat, and leading to a subsequent discussion 
of the challenges in distinguishing human systems from unmanned systems in combat 
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models. We conclude the chapter with a brief discussion of synergies that will need to be 
represented in human-robot teams and recommendations of possible actions for moving 
forward to begin addressing the challenges presented herein.  
C. PROBLEM STATEMENT 
According to many sources, unmanned systems are changing the nature of future 
warfare. U.S. Air Force Chief of Staff Gen Mark A Welsh III is quoted as saying, “In-
creased levels of system autonomy will ensure enhanced capabilities in responding to a 
range of operations and global challenges” (Secretary of the Air Force Public Affairs 
2015). Such statements have been made in various military-industry-academia workshops 
as well (e.g., the aforementioned MESAS workshops), such as: “The more and more fre-
quent adoption of Robotic & Autonomous Systems (RAS) into operations improves the 
operational efficiency and the soldiers’ safety” (Fedi and Nasca 2015, 78). As we saw in 
the previous section, there is a clear commitment to unmanned systems and related tech-
nologies in the U.S. military, and a growing concern over threats from unmanned systems 
employed by other actors. The Unmanned Systems Integrated Roadmap FY2013-2038 
(Department of Defense 2013, 3) indicates the Presidential Budget for Fiscal Year 2014 
was over four billion dollars (covering research, development, test and evaluation, pro-
curement, and operations and maintenance), with similar authorizations each year 
through 2018. 
Even with these many claims and the significant commitment to system acquisi-
tion and employment, one wonders if the projections are well ahead of the analysis of 
operational effectiveness. Some may argue that the veracity of these statements is self-
evident; but if so, then how do we quantify the effects? What is the extent of improve-
ment in soldier efficiency? On the surface, it is clear the introduction of unmanned sys-
tems (at anything below fully autonomous operation) requires new and challenging activ-
ities that soldiers did not perform previously. Regarding safety, there are clear benefits in 
employment of robotic systems for activities such as explosive ordnance demolition 
(EOD) and other applications in clearly dangerous environments; but are there other, 
even unexpected, dangers? For example, some have been surprised that pilots of remotely 
operated unmanned aircraft can experience significant stress even though they may be 
thousands of miles from the operating area (Dao 2013). If unmanned systems (UMS) and 
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increasing levels of autonomy are truly game-changers, do we have the analytical means 
to substantiate Gen. Welsh’s statement or the many other claims? Can we quantify this 
change in warfighting capability through our principal simulations used to conduct major 
service and joint analyses? 
Combat simulations attempt to represent essential elements of warfare to support 
training, analysis, and testing, among other purposes. For example, combat simulations 
are used in major assessments such as Quadrennial Defense Reviews for Naval system 
acquisition and future force structure decisions. For several years, the Navy has been add-
ing capabilities to STORM originally developed by the U.S. Air Force. Similarly, the 
Army and Marine Corps employ COMBATXXI to evaluate major proposed changes in 
materiel and associated warfighting operations and tactics. In the earlier review of these 
simulations, we found very little explicit representation of unmanned systems. In particu-
lar, we found very little capability to distinguish the performance of unmanned systems 
from human systems in these simulations. This is making it difficult to impossible to con-
sider questions of future manned/unmanned system mix, levels of unmanned system au-
tonomy required to achieve mission success most effectively, and other relevant ques-
tions. Some might think the situation is straight-forward, that replacing humans with fully 
autonomous unmanned systems, such as in unmanned convoys, results in identical mis-
sion performance with the added benefit of a decrease in loss of human life. However, 
this is a naïve line of reasoning when one considers that unmanned systems cannot react 
to the battlespace environment with the same level of flexibility and resilience as humans. 
Unfortunately, we have not yet been able to represent and explore such distinctions in 
combat models. It would appear, then, that significant decisions regarding procurement 
and employment of unmanned systems are being made without an analytical basis that 
can show the benefits, limitations, and challenges (manpower, training, logistics, combat 
service support, vulnerabilities, etc.) of introduction of such systems into the battlespace. 
Furthermore, at this point in time, we are ill-equipped to validate the various claims 
through modeling and simulation. 
Interestingly, the earlier research into the representation of unmanned systems in 
primary analytical simulations raised a new thesis—that current analytical models actual-
ly possess, though unintentionally, a higher fidelity representation of autonomous sys-
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tems than they do of human-operated systems! If this is true, users of current models 
must change their perspectives considerably. It is well recognized that a major challenge 
in modeling and simulation is representation of the human element in combat, reflecting 
human characteristics such as training, fatigue, unit cohesion, intuition, etc. Early excur-
sions into such modeling, such as by the U.S. Marine Corps Project Albert program 
(Horne and Leonardi 2001) (Horne and Johnson 2002) (Horne and Johnson 2003), met 
with limited success and were discontinued many years ago, to be replaced by recent 
studies to be examined later in this chapter. The lack of such modeling extends to the op-
eration of systems by humans, including the operation of unmanned systems (e.g., re-
mote-controlled, tele-operated, etc.). In many respects, it may be argued that current 
models of the battlespace provide a reasonably accurate depiction of diverse land, air, and 
sea autonomous systems interacting in the battlespace, while poorly representing the hu-
man element in the operation of warfare systems. How this change in perspective in un-
derstanding the capabilities and validity of current models will affect the analytical and 
modeling and simulation communities remains to be seen but clearly needs further study. 
A key issue becomes determining how to better distinguish humans and human-operated 
systems from unmanned systems (of various levels of autonomy) so that the models can 
more correctly represent the effectiveness of all of these systems, and their interactions, 
in the battlespace. 
Having posed this problem, the purpose of this exposition is not to solve the prob-
lem, as a full solution is beyond the scope of this single study, but to illuminate relevant 
issues and considerations to enable the modeling and simulation community to see the 
need and to begin efforts in earnest to address the problem. 
D. TERMINOLOGY 
In a vision of the future of unmanned systems, Paul Scharre spoke of human-
inhabited and uninhabited systems, with the statement that incorporation of increasing 
automation in uninhabited systems helps them become “true robotic systems” (Scharre 
2014). Such perspectives make one wonder how to classify the emerging “driverless” 
automobiles that transport humans and allow human override, or autonomous medical 
evacuation aircraft transporting human casualties – are those “true” robotic systems? In 
2008, the National Institute of Standards and Technology (NIST) issued Special Publica-
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tion 1011-I-2.0 (National Institute of Standards and Technology 2008) in an attempt to 
standardize terminology for this field. Below, we examine key terms and their respective 
NIST definitions in light of our interest in improving the representation of human and 
unmanned systems in combat simulations (note: this was also presented in the September 
2015 CRUSER Newsletter; see (C. Blais 2015b)). 
• Unmanned System. NIST defines an unmanned system as: “A powered physi-
cal system, with no human operator aboard the principal components, which acts 
in the physical world to accomplish assigned tasks. It may be mobile or station-
ary. It can include any and all associated supporting components such as OCUs 
[Operator Control Units, the computer(s), accessories, and data link equipment 
that an operator uses to control, communicate with, receive data and information 
from, and plan missions for one or more UMSs]. Examples include unmanned 
ground vehicles (UGV), unmanned aerial vehicles/systems (UAV/UAS), un-
manned maritime vehicles (UMV)—whether unmanned underwater vehicles 
(UUV) or unmanned water surface borne vehicles (USV)—unattended munitions 
(UM), and unattended ground sensors (UGS). Missiles, rockets, and their submu-
nitions, and artillery are not considered the principal components of UMSs.” 
• Autonomy. NIST defines autonomy as: “A UMS’s own ability of integrated 
sensing, perceiving, analyzing, communicating, planning, decision-making, and 
acting/executing, to achieve its goals as assigned by its human operator(s) through 
designed Human-Robot Interface (HRI) or by another system that the UMS com-
municates with. UMS’s Autonomy is characterized into levels from the perspec-
tive of Human Independence (HI), the inverse of HRI. Autonomy is further char-
acterized in terms of Contextual Autonomous Capability (CAC). A UMS’s CAC 
is characterized by the missions that the system is capable of performing, the en-
vironments within which the missions are performed, and human independence 
that can be allowed in the performance of the missions.”2 
• Autonomous. NIST defines autonomous as: “Operations of a UMS wherein the 
UMS receives its mission from either the operator who is off the UMS or another 
system that the UMS interacts with and accomplishes that mission with or with-
out further human-robot interaction.” 
• Fully Autonomous. NIST defines fully autonomous as: “A mode of UMS opera-
tion wherein the UMS accomplishes it assigned mission, within a defined scope, 
without human intervention while adapting to operational and environmental 
conditions.” 
• Semi-Autonomous. NIST defines semi-autonomous as: “A mode of UMS opera-
tion wherein the human operator and/or the UMS plan(s) and conduct(s) a mission 
                                                 
2 The Defense Science Board Summer Study report (Defense Science Board 2016) derives its definition of 
autonomy—“The ability of an intelligent system to independently compose and select among different 
courses of action to accomplish goals based on its knowledge and understanding of the world, itself, and 
the situation” —from (Shattuck 2015). 
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and requires various levels of HRI. The UMS is capable of autonomous operation 
in between the human interactions.” 
• Remote Control. NIST defines remote control as: “A mode of UMS operation 
wherein the human operator controls the UMS on a continuous basis, from a loca-
tion off the UMS via only her/his direct observation. In this mode, the UMS 
takes no initiative and relies on continuous or nearly continuous input from the 
human operator.” 
• Teleoperation. NIST defines teleoperation as: “A mode of UMS operation 
wherein the human operator, using sensory feedback, either directly controls the 
actuators or assigns incremental goals on a continuous basis, from a location off 
the UMS.” 
Some key distinctions in the definitions are indicated in bold italics above. Of 
course, by virtue of having specific terms for different kinds of systems, we can infer at 
least the possibility that the pertinent distinctions will result in different operational effec-
tiveness in the battlespace (otherwise, why choose one mode of operation over another?). 
From the above definitions for unmanned systems, one might even consider if the defini-
tions can be applied to humans, as in: “Should human warfighters be considered as fully 
autonomous or semi-autonomous entities?” Human warfighters (soldier, sailor, Marine, 
airman, etc.) are often considered as fully autonomous entities, even though they report to 
some higher command and their actions can be overridden by modified orders from high-
er command (moreover, those orders are subject to interpretation, which may or may not 
correctly align with the commander’s intent, and even so are not guaranteed to be 
obeyed). Or, it may be reasonable to consider humans as semi-autonomous systems when 
trained to operate in a strict hierarchy, as in military organizations, but tending toward 
greater autonomy when the chain of command breaks down for some reason. This further 
accentuates our discussion—our combat simulations are unable to represent these subtle-
ties, and yet we suspect these considerations make a difference in warfighting capabili-
ties. In summary, we are not advocating a particular point of view here, but suggesting 
that there are important considerations that should be included in representations of hu-
mans, just as the different kinds of control over unmanned systems should be an im-
portant consideration in the representation of unmanned systems. 
Before we turn to the question of modeling human-robot teams, let’s consider the 
state of modeling of human systems and unmanned systems taken separately. 
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E. MODELING UNMANNED SYSTEMS AND HUMAN SYSTEMS 
In the following subsections, we discuss some of the considerations that may be 
important in modeling human systems and unmanned systems, as well as in identifying a 
set of distinctive characteristics that may enable us to distinguish human system perfor-
mance from unmanned system performance in future combat simulations. 
1. Modeling Unmanned Systems 
Although explicit representation of unmanned systems may be lacking from cur-
rent combat simulations, there is active research and development in the use of simulation 
to represent robotic systems in synthetic environments. For example, many recent activi-
ties in the international community have been reported in the 2014 and 2015 MESAS 
Workshops sponsored by the North Atlantic Treaty Organization (NATO) Modeling and 
Simulation Center of Excellence (CoE). In (Alejo, et al. 2014), the authors describe syn-
thetic environments as “a powerful tool to perform system testing,” providing a “cost-
effective option when facing large and/or complex system testing” (p 281). They go on to 
state that “simulation-based testing reduces resources use, eliminates risks of failure on 
real experimentation and increments the safety level.” Such sentiments are shared by nu-
merous authors. Tolk points out the preeminent role of modeling and simulation in au-
tonomous systems, even to forming the very “brain” of the autonomous system (Tolk 
2015). One perspective is that this is a result of the idea that the cognitive component of 
an autonomous unmanned system must form a mental model of its situation and environs, 
just as is the case for human cognition (Lipschitz and Shaul 1997). Tolk also intimates 
that robotic systems will likely have numerous unexpected failure modes due to the fun-
damental computational limitations of software, a consideration unique to unmanned sys-
tems that will need careful attention in future simulation development. 
Several papers from the MESAS Workshops provide useful lists of robotic system 
simulation frameworks (e.g., see (Ferrati, Settimi and Pallottino 2014), (Vonasek, et al. 
2014), (Hoffman, et al. 2014)), with experimental frameworks and their drawbacks dis-
cussed in (Hodicky 2014). Given that modeling and simulation are key components of the 
systems engineering process, one path forward for improving the representation of un-
manned systems in combat models is to employ the system’s internal decision-making 
logic directly in the combat model. That is, there is no reason to simulate a robotic system 
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when the actual decision-making logic of a particular robotic system is already available 
in software (this approach is discussed further in Chapter III of this report). The challenge 
becomes how to represent the objects and characteristics of the synthetic environment 
with sufficient fidelity to drive effectively the internal robotic system logic. This is, of 
course, exactly what the robotic systems engineers are doing in their test environments. 
There needs to be greater intellectual collaboration between the military modeling and 
simulation community and the robotics engineering community (C. L. Blais 2016b).  
2. Deficiencies in Modeling Human Behaviors 
To reiterate the earlier concern, we assert that combat simulations have long been 
representing autonomous (unmanned) systems, but doing so under the guise of represent-
ing human systems. In the U.S. Marine Corps, for example, combat simulations devel-
oped to support command staff training have represented human systems in a highly con-
strained way, enabling very limited (if any) representation of the variations in human per-
formance from one individual to another and, perhaps more importantly, across different 
force sides.3 We turn now to consideration of these deficiencies in modeling human be-
haviors. 
Recognition of the need for greater understanding and representation of human 
behaviors is not new. In 2002, Vince Roske challenged the analytical community to con-
sider a new class of problems he termed “open” systems (Roske 2002). Insertion of a 
human into a process is one way to change a “closed” system into an “open” system: 
“The presence of the human being … produces emergent and adaptive behaviors from the 
system” (p 7). He goes on to say, “In a classic command post exercise we inject human 
decision making into a structured system, a simulated combat environment, to generate 
open systems behaviors.” In a response to Mr. Roske’s perspective, Vern Wing very 
clearly spelled out the shortcomings of human behavior modeling (Wing 2002, 26-27): 
“Traditional approaches to modeling may well be considered ‘closed’ rep-
resentations in the sense that human interactions in model event execution 
have mostly been limited to rule-based control of simulation objects and a 
                                                 
3 One exception may be representation of the difference in hit probabilities for different weapon systems 
used by different forces; such probabilities can be considered to reflect systemic characteristics of the 
weapons themselves as well as the aggregated skill level of the weapon operators. However, it is also the 
case that there generally is no difference in performance when identical systems are employed by forces 
from different nations. 
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priori stipulation of plans (e.g., air tasking orders, scheme of maneuver, 
etc.) embedded in the model and executed at run time. As a result, our pre-
sent ‘closed’ constructive simulations don’t account for the impact of hu-
man interaction realistically─or at all. … Our ability to represent the ef-
fects of systems within systems and human impacts on them is, at present, 
virtually non-existent. … we need to devise a means to inject human-
behavior-representation-in-the-loop in constructive simulations.” 
We would hope, given recognition of the shortcoming, that in the intervening 
years the industry made significant strides toward addressing the issue. Unfortunately, we 
find that not to be the case. In 2015, the Army Research Laboratory (ARL) completed a 
study identifying eleven areas of deficiencies in human modeling; specifically, the areas 
are identified below with a brief description from the ARL report as well as key citations 
from that report (Fefferman, et al. 2015): 
• Cognition: the thought process design comprised of two forms of judgment, ra-
tional analysis and intuition. (p 4) 
• Decision science: understanding of “human decision making” and the methods 
and tools to assist in gaining that understanding. (p 5) 
• Human physiology: the branch of biology that deals with the mechanical, physi-
cal, bioelectrical, and biochemical functions of humans in good health, their or-
gans, and the cells of which they are composed; physiological factors include 
load, hydration, sleep, nutrition, personal, family factors, and unit ethical climate. 
(p 6, including (Belenky 2004)) 
• Human psychology: the scientific study of mental functions and behaviors; major 
Soldier psychological effects resulting from combat operations are (1) psychiatric 
casualties suffered during combat; (2) arousal and fear; (3) the effects of close 
combat; (4) the effects of killing; and, (5) post-traumatic stress disorder (PTSD). 
(p 8, including (Grossman and Siddle 2000)) 
• Leadership: the ability to influence the actions of others through (1) having a vi-
sion about what can be accomplished; (2) making a commitment to the mission 
and the people you lead; (3) taking responsibility for the accomplishment of the 
mission and the welfare of those you lead; (4) assuming risk of loss and failure; 
and (5) accepting recognition for success. (p 9, including (Mills 2005)) 
• Morale: the capacity of people to maintain belief in an institution or a goal, or 
even in oneself and others; comprising six components: (1) the warrior spirit; (2) 
unit loyalty and pride; (3) a common shared purpose and goal; (4) trust among 
Soldiers of all ranks; (5) self-less service; and (6) self-sacrifice. (p 10, including 
(Cox 1995)) 
• Soldier as family member: examines military family issues associated with readi-
ness, where military readiness is defined as a combination of a Soldier’s willing-
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ness and ability to do the job during both peacetime and in combat, and the Ar-
my’s ability to retain that Soldier beyond one enlistment. (pp 11-12) 
• Soldier resilience: the ability to adaptively respond to challenges and adverse 
events; Soldier resilience is: (1) an essential part of successful transitions in the 
deployment cycle; (2) critical to facilitating recovery from symptoms of combat 
stress; and (3) an important way to enhance the effectiveness and decrease the ad-
verse effects of stress in all aspects of military service. More than just stress re-
sistance, resilience is a proactive and adaptive process that emphasizes turning 
challenges into opportunities. (p 13; also see http://www.realwarriors.net) 
• Stress: the complex and constantly changing result of processes inside a Soldier 
while performing a combat-related mission, resulting in short-term behaviors that 
decrease a Soldier’s fighting efficiency; common symptoms are fatigue, slower 
reaction times, indecision, disconnection from one’s surroundings, and the inabil-
ity to prioritize (p 14, including (U.S. Army Medical Department 2014)) 
• Unit as a complex adaptive system: the self-organizing properties of a unit that 
emerge from the complex interactions of the Soldiers within the unit and interac-
tions of the unit with external influences, such as other units, enemy forces, the 
environment, etc. (p 16) 
• Unit cohesion: interpersonal bonds among unit members (social cohesion) or a 
shared commitment to the unit’s mission (task cohesion). (p 17, including (Evans, 
et al. 1996)) 
Of these eleven areas, there were only two considered sufficiently “mature and 
accessible enough to support the initial prototyping and demonstration effort;” namely, 
human physiology, as implemented in the ARL Soldier Load Augmented Training Envi-
ronment (SLATE) application, and stress, as implemented in a new application called the 
Effect of Stress (EoS) application “to simulate the cumulative effects of stress on the 
marksmanship of the individual Soldier” (Fefferman, et al. 2015, viii). We assume work 
in these areas has progressed over the past year, but we have been unable to obtain updat-
ed information from ARL on current status or, preferably, obtaining copies of current 
versions of software for study in the context of COMBATXXI. We will continue to try to 
obtain the ARL software prototypes for use in investigating integration of these models in 
COMBATXXI, and to work closely with ARL as models of other areas become availa-
ble.  
There have been significant advances in the modeling of human cognition in re-
cent years, as best exemplified in the success of products such as Soar (see 
http://www.soartech.com) and ACT-R (see http://act-r.psy.cmu.edu/). Recent efforts have 
seen Soar introduced into constructive simulations such as the Naval Simulation System 
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(NSS; see http://www.metsci.com/Division/ORCA/Naval-Simulation-System-NSS-2), 
but such capabilities have not been studied for simulations such as COMBATXXI. This 
may be an area of potential benefit to efforts to improve models of human performance. 
It is also interesting to compare the ARL findings with Mr. Wing’s observations 
from 2002. He identified the following areas as being critical for representing human be-
havior: learning and competence; cognition; and adaptive behavior. Regarding the latter, 
he observed that humans have a unique capacity for adapting the environment rather than 
adapting to it (Wing 2002, 28): 
“The soldier who hears a round fired and ducks is adapting to his envi-
ronment. The soldier who digs a foxhole, stacks sand bags, erects fortifica-
tions, seeds a minefield to limit avenues of approach, employs jamming to 
deny communications or surveillance, is adapting the environment. These 
behaviors are markedly different, and while we may be able to simulate 
the former, I am not convinced we have scratched the surface of the lat-
ter.”4 
In COMBATXXI, developers had the foresight to include a software package for 
Human Physiology, but very little capability is implemented there at this time. The pack-
age contains Java classes for human health that currently deal with treatment of wounds, 
transitions from wounded to killed in the case of untreated severe wounds, suppression, 
and military operational protective posture (MOPP) level. The code documentation ad-
mits to the possibility of the logic dealing with other aspects concerning the health and 
well-being of combatants, such as fatigue, hunger, and thirst. This part of COMBATXXI 
is well-suited to incorporating new models related to human physiology, and raises the 
possibility of creating additional packages for Human Psychology and other constructs 
designed to address the areas identified in the ARL study. This area of potential future 
work is discussed further in Chapter IV. 
                                                 
4 Actually, it can be argued that electronic warfare and combat engineering capabilities in simulations like 
COMBATXXI do address such concerns. Still, such capabilities may just “scratch the surface” as he posits. 
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3. Identifying Distinctions in Human and Unmanned Systems 
As we move forward, it is necessary to find ways to distinguish human systems 
from unmanned systems in our simulations. The areas of deficiency in human modeling 
identified by ARL may provide a framework for consideration of the distinctions between 
representation of human and unmanned systems. For example, without trying to address 
the idea exhaustively, consider the notional contrasts/comparisons presented in Table 1. 





Cognition Individual; highly variable and in 
complex interplay with other fac-
tors;  attempt to enhance through 
training and education 
Programmed; highly con-
strained; low to no variability 
in manufactured devices of a 
certain model 
Decision science Individual; highly variable and in 
complex interplay with other fac-
tors; attempt to regularize 
through training 
Programmed; highly con-
strained; low to no variability 
in manufactured devices of a 
certain model 
Human physiology Individual; highly variable and in 
complex interplay with other fac-
tors; attempt to meet standard 
levels (e.g., strength, endurance, 
speed) through training 
Mechanical/physical charac-
teristics (e.g., reliability, fa-
tigue, energy requirements) 
defined by hardware specifi-
cations; low to no variability 
in manufactured devices of a 
certain model (within manu-
factured tolerances) 
Human psychology Individual; highly variable and in 
complex interplay with other fac-
tors; attempt to meet standard 
capabilities through training 
Not Applicable 
Leadership Individual; highly variable and in 
complex interplay with other fac-
tors; attempt to meet standard 
capabilities and build capacity 
through training 
Programmed; highly con-
strained (e.g., as in leader-
follower movement behav-
iors) 
Morale Individual; highly variable and in 
complex interplay with other fac-
tors; attempt to maintain within 
tolerances through training., es-
prit d’corps, etc. 
Not Applicable 
Soldier as family 
member 
Individual; highly variable and in 
complex interplay with other fac-
tors; attempt to maintain within 








Soldier resilience Individual; highly variable and in 
complex interplay with other fac-
tors; attempt to regulate through 
training 
Programmed (as in agility to 
handle unexpected inputs); 
highly constrained; low to no 
variability in manufactured 
devices of a certain model 
Stress Individual; highly variable and in 
complex interplay with other fac-
tors; attempt to regulate through 
training 
Physical/mechanical in ac-
cordance with hardware and 
software specifications; low 
to no variability in manufac-
tured devices of a certain 
model (within manufactured 
tolerances) 
Unit as a complex 
adaptive system 
Individual (by unit) quality 
emerging from internal and ex-
ternal interactions (including in-
teractions with unmanned sys-
tems); attempt to regulate 
through training  
Some systems will have a 
programmed opportunity to 
display self-organizing or 
emergent behaviors based on 
interactions with other sys-
tems, but highly constrained 
by design 
Unit cohesion Individual perception of cohe-
sion; highly variable and in com-
plex interplay with other factors; 




While any of the entries in Table 1 are open to debate (a welcomed debate), the 
considerations laid out in the table for humans suggest that the models of several of these 
factors will be difficult to develop, since several factors apparently are highly dependent 
on other factors and, in fact, may emerge from the complex interplay of several of the 
other factors. It is small wonder that such modeling has been postponed in favor of more 
simplified approaches in representing humans. However, there are clear distinctions in 
the considerations for humans and those for unmanned systems across these eleven fac-
tors that need to be addressed if we are to create effective distinctions between capabili-
ties and performance of these systems. 
When considering modeling approaches such as those embodied in products like 
Soar and ACT-R, there is an interesting technical dilemma. If human cognition can be 
modeled in software, then that decision-making logic can be incorporated into an un-
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manned system (indeed, companies like SoarTech are currently doing so), in which case 
we have again lost or confounded the distinction between humans and unmanned sys-
tems. Clearly, there are intangible characteristics of human behaviors that must be repre-
sented in software logic in a different way to make the resulting behaviors explicitly dis-
tinguishable from unmanned system behaviors. Humans and even the most highly auton-
omous of unmanned systems will remain significantly different for many years to come. 
We need to focus attention on what makes them different in future modeling. 
F. REPRESENTING SYNERGIES IN HUMAN-ROBOT TEAMING 
In the discussion above, we have laid out the principal difficulty in moving for-
ward in the representation of human-robot teams. We contend that is it not enough to 
simply insert additional “human-like” entities into the simulations and call them “un-
manned systems” possessing nearly the same behaviors implemented in nearly the same 
ways. Something more needs to be represented, as pointed out in the section on distin-
guishing humans from unmanned systems. If we can solve the problem of representing 
humans and unmanned systems separately, the next challenge will be in characterizing 
the synergies, or complications, that will be achieved in humans and robots working to-
gether to achieve mission objectives. If the first part is done well, the latter should ex-
press itself as an emergent quality of the interaction of humans and unmanned systems. 
This is not how the problem is currently being addressed. 
The NIST document referenced earlier (National Institute of Standards and 
Technology 2008) also identifies a variety of roles that humans will perform in human-
robot interactions, to include Supervisor, Teammate/Wingman, Operator, Mechan-
ic/Developer, and Bystander. In (Woolven, Vernall and Skinner 2014), the authors relate 
human roles (in their case, tasking user, planner, and pilot) to levels of autonomy, show-
ing that there are differences in the way humans will perform when working with differ-
ent kinds of unmanned systems. (Mahalik 2016) investigates the proportion of human 
input time to total operating time of an unmanned system mission for different levels of 
unmanned system decision-making ability in what he calls an “automation continuum” (p 
157). While preliminary, the work illustrates that there are clear differences, and the per-
formance of human-unmanned system teams operating in various role-mission configura-
tions will need to be distinguished from each other in future combat models to provide 
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critical guidance to the formation of effective tactics, techniques, and procedures. Other 
studies of the change in warfighting effectiveness based on employment of unmanned 
systems are only beginning to appear in the literature (Bowden, et al. 2016). 
One approach to representation of human-robot teams may be in considering the 
combined entities as new kinds of objects with extended surveillance, mobility, and 
weapon capabilities. Perhaps a new modeling abstraction that internalizes the communi-
cations necessary between/among the human-robot system components (while allowing 
for degradation in different environments) could better represent the synergies of the 
manned-unmanned teams. This will require more research as we seek ways to create 
greater distinctions in manned and unmanned system performance.  
Moreover, teaming of humans and robots raises numerous questions regarding po-
tential changes in the psychology of the human operators compared to their command of 
other humans. For example, will humans be less concerned over loss of materiel when 
operating unmanned systems than if they were commanding humans in the field? What 
will be the effect on the human operator when he/she has grown dependent on employ-
ment of unmanned systems and the system is damaged or destroyed? How will the human 
adapt to the change in capability? How will future training cope with such issues? These 
are nuanced considerations, but again, there is no foundation currently in our simulations 
to be able to address such questions. 
G. NEXT STEPS 
As greater numbers of unmanned systems, in ever-increasing levels of complexi-
ty, are introduced into the military inventory, we must modernize our representations of 
these systems, and the humans who interact with them, to begin to address a new wave of 
analytical questions related to future warfighting. It is not enough to simply accept the 
extraordinary claims made about the effects of unmanned systems on future warfare. We 
have come to a point in combat modeling where we can no longer be satisfied with sim-
plistic models of human performance. We must be able to investigate the complex inter-
play that will occur among humans and unmanned systems. Suffice to say, we are in the 
early stages of a fascinating era of research and development that will bring about greater 
precision in our concepts and terminology relating to unmanned systems, while likely 
redefining our notions of manned systems as well. It is recommended that the robotics 
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community and modeling and simulation community come together with human perfor-
mance researchers to begin to address these issues, and that models like COMBATXXI 
be leveraged as platforms for incorporating and exploring new representations enabling 
analysts to begin to better understand future combat effectiveness and challenges that will 
emerge from the employment of unmanned systems. In the next two chapters, we begin 
to explore these possibilities in the context of COMBATXXI. 
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III. ROBOTIC SYSTEM SIMULATION FRAMEWORKS 
A. INTRODUCTION 
One objective of this project is to evaluate the possibility of integrating existing 
code bases used in current and emerging robotic systems into a combat model such as 
COMBATXXI. If effective, this would enable the representation of robotic systems 
without redeveloping robotic system internal logic that may or may not faithfully recreate 
internal decision-making and performance.  
In the previous chapter, we introduced some of the research that has been done in 
the international community on robotics simulation frameworks (e.g., (Alejo, et al. 2014), 
(Ferrati, Settimi and Pallottino 2014), (Vonasek, et al. 2014), (Hoffman, et al. 2014)). In 
(C. L. Blais 2016b), the author identifies a number of interoperability standards used for 
robotic system intra-system communications (between components of a robotic system), 
inter-system communications (between robotic systems), and extra-system communica-
tions (between robots and other, non-robotic systems, including simulation systems) (also 
see (Heffner and Hassaine 2010)). In (J. Hodicky 2014), the author describes the use of 
the Institute of Electrical and Electronics Engineers (IEEE) High Level Architecture 
(HLA) standard, developed by the Simulation Interoperability Standards Organization 
(SISO), as a means for implementing interactions between robot simulations and other 
systems. An international standard, the Coalition Battle Management System (C-BML), 
is already established for interactions across command and control (C2) systems, simula-
tion systems, and robotics systems (Simulation Interoperability Standards Organization 
2014). Existing standards of interoperability, such as HLA, Distributed Interactive Simu-
lation (DIS) (Institute for Electrical and Electronics Engineers 2012), and C-BML are 
clear possibilities for information interchange between COMBATXXI and various robot-
ics systems. Moreover, there are numerous avenues for greater collaboration among 
M&S and robotics professionals in creating effective synthetic environments for system 
testing, operator training, mission rehearsal, and other critical purposes. 
For the present study, the goal was to obtain active government-off-the-shelf 
(GOTS) robotics system software packages to investigate approaches for integrating with 
the COMBATXXI simulation software, and the potential benefits or technical issues in 
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those approaches. Obtaining the software serves an additional purpose of providing 
GOTS products for use in robotics education at NPS as instruction in real-world robotics 
software architectures, laboratory resources, and products supporting student and faculty 
research. Targeted software packages included:  (1) the Virtual Autonomous Navigation 
Environment (VANE); (2) the Autonomous Navigation Virtual Environment Laboratory 
(ANVEL); and (3) the Advanced Explosive Ordnance Disposal Robotic Systems 
(AEODRS) software. Unfortunately, the managers of these software products were una-
ble to provide access early enough for us to perform the planned work. In the case of 
VANE and ANVEL (both managed by the U.S. Army Engineer Research and Develop-
ment Command (ERDC)), a user agreement needed to be put into place, including inter-
nal plans and controls (Technology Control Plan) at NPS for controlling software access. 
The agreements were in place by late June 2016, and the ANVEL software was made 
available for NPS download. However, by the end of the project, the VANE software was 
not yet provided for NPS use. As will be discussed in the following sections, these soft-
ware packages work in concert. In the case of the AEODRS software, managed by the 
Naval Surface Weapons Center, Indian Head, Maryland, the product was not available 
for NPS download until late July 2016. While the software is now available for NPS use, 
there was insufficient time for configuring the software for internal educational and re-
search use, as well as for beginning the investigation of integration with COMBATXXI. 
Continuation of these efforts is included in recommendations from the present study. 
In addition to the above GOTS products, NPS has developed simulation environ-
ment for unmanned systems modeling and research developed over the past 20 years 
called the Autonomous Unmanned Vehicle Workbench (AUV-Workbench) (D. P. 
Brutzman 1994). A brief description will be provided in the subsections below. 
There are many other robotics simulation frameworks and control software in the 
open-source, commercial, and academic environments available for study, such as the 
free Player, Stage, and Gazebo products from the Player Project5, the open-source Robot 
Operating System (ROS)6, the open-source YARP software7, the Webots commercial 
                                                 




robot simulator8, the previously cited ASCARI research project (Ferrati, Settimi and 
Pallottino 2014), the Sim research project (Vonasek, et al. 2014), and the Microsoft Ro-
botics Developer Studio9, to name a few. In addition to the GOTS products identified 
above, we provide some additional information on some of these other products in the 
following subsections.  
B. SOFTWARE PACKAGE: VIRTUAL AUTONOMOUS NAVIGATION 
ENVIRONMENT 
The Virtual Autonomous Navigation Environment (VANE) is a software package 
managed by the U.S. Army Engineer Research and Development Center (ERDC). The 
product integrates a number of high-resolution, physics-based models of the environment, 
terrain, vehicles, and sensors. The software simulates geo-environmental influences on 
sensor responses and vehicle dynamics to predict robotic behavior in a given environment 
(Durst 2012). The software provides models of several kinds of sensors, including light 
detection and ranging (LIDAR), Global Positioning System (GPS), cameras, and Inertial 
Measurement Unit (IMU). VANE uses ERDC’s Vehicle Terrain Interface (VTI) to simu-
late vehicle-terrain interactions (there is likely commonality in mobility modeling capa-
bilities between COMBATXXI and VANE since the software components have a com-
mon history). To produce simulated environments, ERDC has developed methodologies 
for data collection and model building (e.g., working from LIDAR, aerial imagery, and 
other sources to produce geometry; addition of attributes such as textures, spectral reflec-
tance, soil strength, and vegetation; scene creation; and vehicle/object model insertion). 
The high resolution of VANE models requires high performance computing (HPC) for 
simulation computation in reasonable amounts of time. This may mean certain processing 
needs to be performed and results stored before integration with a simulation like 
COMBATXXI. This may indicate that integration, if possible at all, may need to be im-
plemented between ANVEL and COMBATXXI rather than between VANE and 
COMBATXXI. These remain open issues until further research can be performed. 
Principal VANE components are pictured in Figure 1. 





Figure 1. VANE functional components (from (Durst 2012, 4)) 
 
Although a usage agreement is now in place between NPS and ERDC, we have 
not yet received the software and will continue to pursue this in FY17 whether for fol-
low-on JGRE project activities as well as for internal robotics instruction and research. 
C. SOFTWARE PACKAGE: AUTONOMOUS NAVIGATION VIRTUAL 
ENVIRONMENT LABORATORY 
The Autonomous Navigation Virtual Environment Laboratory (ANVEL) is a 3D 
visualization environment for products from the VANE software. ANVEL software sup-
ports pre- and post-processing with the goal of making VANE software components more 
accessible and user-friendly. In ANVEL, views are modifiable (e.g., view angle and posi-
tion) and can be static or dynamic (following simulation objects). ANVEL uses the Open 
Dynamics Engine (ODE) for its physics-based modeling. ANVEL can execute as a stand-
alone simulation with lower-fidelity camera and LIDAR models than in the core VANE 
software. 
Example visualizations in ANVEL are shown in Figure 2. 
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Figure 2. Example visualizations from ANVEL (from (Durst 2012, 16)) 
 
There may be multiple concepts for integrating COMBATXXI and ANVEL. On 
the one hand, ANVEL may be a useful 3D visualization environment for COMBATXXI 
scenarios, and could possibly be used to test or observe unmanned system behaviors 
modeled in COMBATXXI to help with scenario debugging prior to conduct of a study. It 
may be possible to update objects in ANVEL using DIS packets produced during 
COMBATXXI execution, either directly or through a gateway (i.e., translated and insert-
ed through the ANVEL Command application program interface).10  
NPS has received ANVEL software under its own usage agreement with ERDC 
and has started becoming familiar with the software configuration for eventual use for 
follow-on JGRE project activities as well as for internal robotics instruction and research. 
D. SOFTWARE PACKAGE: ADVANCED EXPLOSIVE ORDNANCE 
DISPOSAL ROBOTIC SYSTEMS 
The Advanced Explosive Ordnance Disposal Robotics System (AEODRS) is 
managed by the Naval Surface Warfare Center, Indian Head Explosive Ordnance Dispos-
al Technology Division. The program describes a common architecture for developing 
next-generation Explosive Ordnance Disposal (EOD) robotic systems. The program was 
initiated in 2007 to replace commercial-off-the-shelf (COTS) bomb disposal robots that 
were quickly rushed into theater at the outset of the Iraq War (many of those are now 
passed to law enforcement agencies through the DoD’s 1033 program managed by the 
                                                 
10 From (Quantum Signal, LLC 2015, 144): “ANVEL uses the wxWidgets socket-based API for its net-
working solution. A simple client/server set of classes allows various communication [sic] to take place, 
mainly through the Command API. Commands and their results can be serialized to XML, which can then 
be transmitted through network sockets to external applications or other instances of ANVEL.” 
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Defense Logistics Agency Law Enforcement Support Office). All four branches of the 
military have EOD teams and jointly contributed to drafting the AEODRS requirements. 
AEODRS specifies a robotic family of systems based on size. The smallest weighs about 
35 pounds and fits into a backpack. The next size weighs up to 165 pounds and will need 
to be transported in tactical trucks and carried short distances by a two-person team. The 
largest weighs about 750 pounds and is a large, vehicle-sized robot that will be towed by 
a trailer. 
The full acquisition is occurring incrementally (Increments One, Two, and Three) 
based on the increase in weight and size as noted above. The system components are in-
tended to “plug and play” and be interoperable via a standard interface. AEODRS Incre-
ment One is the first joint open architecture EOD robot. The Increment One system com-
prises a handheld operator control unit; communications link; capability modules (CMs) 
providing a mobility capability, master capability, power capability, manipulator capabil-
ity, end effector capability, visual sensors capability, and autonomous behaviors capabil-
ity; and other minor components. Advanced capabilities in later increments will increase 
autonomy in mobility and manipulation, enhance tele-presence and 2D/3D world model-
ing, and enable plug-and-play payloads (M. J. Del Signore 2015).  
The acquisition approach is based on a government-owned architecture that uses 
common physical, electrical, and logical interfaces, in addition to module performance 
specifications and supporting implementation information. This allows for a family of 
EOD unmanned ground robots with a high degree of interoperability and inter-
changeability that permits rapid integration of new technologies across the family of sys-
tems. The modular open systems architecture also enables industry to conduct independ-
ent research and development to provide innovative technology to the program at a com-
ponent level. This concept is shown in Figure 3.  
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Figure 3. The AEODRS open system architecture promotes innovation and competi-
tion across multiple component vendors (from (Del Signore 2015, 16)) 
 
The Naval Sea Systems Command (NAVSEA) announced in August 2015 a con-
tract award for AEODRS Increment One integration and most recently the selected team 
successfully completed Critical Design Review (CDR) (Kreisher 2016).11 NAVSEA also 
recently approved Milestone B for AEODRS Increment 2, which clears the way to move 
on to the engineering and manufacturing development phase. 
NPS has received AEODRS software and has started becoming familiar with the 
software configuration for eventual use in follow-on JGRE project activities as well as 
for internal robotics instruction and research. An example test configuration is shown in 
Figure 4. A goal of the project would be to set up a similar configuration at NPS for use 
by students and faculty in robotics instruction, lab sessions, and student/faculty research. 
A particularly beneficial side effect could be development of products through stu-
dent/faculty research that can be provided back to the AEODRS program as enhance-
ments to program capabilities. 
                                                 
11 Unfortunately, the Army and Air Force have dropped out of the joint effort and are separately acquiring 
commercially available systems to meet their service requirements. This has the danger of perpetuating 
interoperability problems across service-specific devices within DoD.  
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Figure 4. Example configuration of AEODRS test equipment and software capabili-
ties (from (Del Signore 2015, 18)) 
 
E. SOFTWARE PACKAGE: PLAYER PROJECT 
The Player Project (see http://playerstage.sourceforge.net/) is a collection of free, 
open-source software tools for use in developing robot and sensor applications. The pro-
ject has the following three main software packages (as described on the project site): 
• Player robot device interface, providing “a network interface to a variety of robot 
and sensor hardware. Player’s client/server model allows robot control programs 
to be written in any programming language and to run on any computer with a 
network connection to the robot. Player supports multiple concurrent client con-
nections to devices, creating new possibilities for distribute and collaborative 
sensing and control.” 
• Stage multiple robot simulator, enabling simulation of a population of mobile ro-
bots moving and sensing in a two-dimensional environment. Sensor models pro-
vided include sonar, scanning laser rangefinder, and pan-tilt-zoom camera. Fur-
thermore, “Stage devices present a standard Player interface so few or no changes 
are required to move between simulation and hardware,” and “many controllers 
designed in Stage have been demonstrated to work on real robots.” 
• Gazebo 3-dimensional (3D) multiple robot simulator, enabling simulation of mul-
tiple robots, sensors, and objects in a 3D environment. Gazebo “generates both 
realistic sensor feedback and physically plausible interactions between objects,” 
including a simulation of rigid-body physics (interoperates with several high-
performance physics engines, including Open Dynamics Engine (ODE), Bullet, 
Simbody, and DART). Furthermore, “Gazebo presents a standard Player interface 
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in addition to its own native interface,” and “controllers written for the Stage sim-
ulator can generally be used with Gazebo without modification (and vice versa).” 
Several activities described in the MESAS workshops involve these products, 
such as (Hoffman, et al. 2014). (Kulich, Vonasek and Preucil 2014), and the Simulated 
Interactive Robotics Initiative (SIRI) project (Fedi and Nasca 2015).  
F. SOFTWARE PACKAGE: ROBOT OPERATING SYSTEM 
The Robot Operating System (ROS; see http://www.ros.org) is a free, open-
source set of software libraries and tools for building robot applications. The software 
includes drivers, state-of-the-art algorithms, visualizers, and powerful developer tools. 
Several projects described in the MESAS workshops are based on ROS, including 
(Ermacora, et al. 2014) and (Settimi, et al. 2014). Good references for programming for 
ROS include (O'Kane 2013) and (Quigley, Berkey and Smart 2015) 
During the interim period while working to obtain the GOTS software, the NPS 
project team made preliminary investigations into mechanisms for interfacing ROS and 
other software (such as COMBATXXI). The initial software (using Python scripts) sends 
DIS packets when it receives a location update from a global positioning system (GPS) 
sensor onboard a robot.12 ROS uses an architecture of communicating processes (nodes) 
that are connected via a publish/subscribe system similar to that of the Java Messaging 
System (JMS). The publish/subscribe system is only a way for passing data. The messag-
es themselves are somewhat standardized. In the initial implementation, we used the pre-
defined message format called NavSatFix13. A dis_sender node subscribes to the 
NavSatFix topic, and receives GPS position update messages over the publish/subscribe 
channel. In turn, it creates a DIS message and sends it on the network. The next step 
would be to develop a Java implementation, and then pull in the COMBATXXI codebase 
to allow COMBATXXI to be accessed by the logic of the robot code. Development of 
such an approach could provide a foundation for interaction/integration of ROS-based 
robotic systems with COMBATXXI, expanding the collection of real-world robotic sys-
tems that could interact with COMBATXXI software beyond the limited GOTS-based 
robotic systems. 
                                                 




G. SOFTWARE PACKAGE: AUTONOMOUS UNMANNED VEHICLE 
WORKBENCH AND AUTONOMOUS VEHICLE COMMAND LANGUAGE 
The Autonomous Unmanned Vehicle (AUV) Workbench is a software package 
developed at NPS. The Workbench provides a virtual environment with high-fidelity 
physics simulation for testing planned unmanned vehicle missions and for replaying the 
telemetry of actual unmanned vehicle missions. Missions are specified using the Auton-
omous Vehicle Command Language (AVCL) (D. T. Davis 2006). AVCL is an Extensible 
Markup Language (XML) structure for describing missions using either high-level orders 
(e.g., search an area) or vehicle-specific actuator commands. The trace of an example 
UUV mission is visualized in AUV Workbench in Figure 5. 
 
Figure 5. AUV Workbench visualization of the trace of unmanned underwater vehi-
cle executing a goal-oriented mission with ethical constraints defined using AVCL 
(from (Brutzman, et al. 2016)) 
 
The AUV Workbench is principally designed for simulating underwater, surface, 
and aerial vehicles; it does not have a terrain representation and associated physics for 
effective simulation of unmanned ground vehicles. However, these are features that are 
modeled in COMBATXXI, so it may be feasible for an integration of the programs to 
provide greater overall capability. Enabling specification of missions in AVCL for all 
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unmanned vehicle missions in all domains (underwater, surface, ground, and aerial vehi-
cles) that can be executed in both simulation environments could be a valuable capability. 
H. SUMMARY 
Simulation is integral to the engineering of robotic systems. There are numerous 
government-owned, commercial, and open source frameworks available for simulating 
robot operations and for controlling robot actions. We have described a few in this chap-
ter, with particular focus on government-owned products (VANE, ANVEL, and 
AEODRS). We see particular benefit in working with the GOTS products, both in poten-
tial integration with simulation systems such as COMBATXXI as well as in robotics ed-























THIS PAGE INTENTIONALLY LEFT BLANK 
 
 33 
IV. COMBATXXI CODE INVESTIGATION AND PROPOSED 
MODIFICATIONS 
A. INTRODUCTION 
During the period of performance, we investigated several changes to 
COMBATXXI software to begin to address some of the issues discussed in this report. 
Ultimately, we want to be able to answer a number of key questions using a tool like 
COMBATXXI: 
• How to model manned and unmanned systems to be able to distinguish the per-
formance of manned systems from unmanned systems? 
• For what tasks are unmanned systems suitable and for what tasks are they unsuit-
able?  
• How do we represent or obtain the synergies that may result from manned-
unmanned system teaming? 
As an initial effort towards these goals, the project did not achieve significant new 
capability, but identified approaches toward creating a foundation in the software for ad-
dressing such questions. The following subsections describe some areas in 
COMBATXXI that can be modified to provide initial capabilities or to create a founda-
tion for future development. 
B. IMPROVING HUMAN MODELING IN COMBATXXI 
A central concept to the COMBATXXI software architecture is the identification 
of Functionality Modules (FMs) to encapsulate physical processes, such as movement, 
engagement, etc.  A COMBATXXI entity has a Decision Module that interacts with the 
appropriate set of FMs for that entity through Decision Module Interaction (DMI) ob-
jects. One purpose this supports is separating entity level knowledge and ground truth. 
One of the implemented FMs in COMBATXXI is HumanHealthFM (subclass of the 
FM Java class). This class deals solely with the treatment of wounds (and the transition 
from wounded to killed) when a human entity takes damage from some source.   
As mentioned earlier, COMBATXXI developers had the foresight to create a 
software package called Physiology, but containing very little functional content at 
this time beyond the HumanHealthFM discussed above. The developers envisioned the 
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Physiology package as a place to implement other physiological considerations, such 
as fatigue, thirst, and hunger.  
There is clear opportunity to create a similar component for human psychology, to 
contain representations of several of the deficient areas of modeling identified in the ARL 
study (Table 1), such as cognition, morale, soldier resilience, psychology, unit cohesion, 
stress, and leadership. For purposes of future development of models of humans, we add-
ed this software structure to the COMBATXXI architecture with the expectation of intro-
ducing code for stress (and code for physiology for the Physiology package) from the 
prototype models discussed in the ARL report (Fefferman, et al. 2015). For example, the 
Effects of Stress (EoS) application is purported to generate and maintain a dynamic, 
overall level of stress for each individual Soldier based on battlefield conditions (such as 
being under fire, becoming a casualty, observing friendly casualties, etc.)—capabilities 
that would be exactly what we want to implement and evaluate in COMBATXXI. How-
ever, we were unable to obtain that software, or even to confirm that working models 
exist, from authors of that report. We will continue to pursue those materials in FY17 if 
this work continues. We have also contacted developers of the Infantry Warrior Simula-
tion (IWARS; (Borgman 2007)) to determine if they have software models that could be 
used to improve the representation of humans in COMBATXXI. At the time of this writ-
ing, IWARS developers have been unable to provide information for use in this project.  
C. MODELING UNMANNED SYSTEMS IN COMBATXXI 
Following the lead of the possible improvements to modeling of human systems, 
functional counterparts for unmanned systems can be formulated, following the ideas 
presented in Table 1. For example, the counterpart to Human Physiology can be Un-
manned System Physical Characteristics, and the counterpart to Human Psychology can 
be Unmanned System Logical Characteristics. In these classes, algorithms appropriate to 
the mechanical and computational characteristics of unmanned systems can be imple-
mented. The parallel structures will enable direct comparison of approaches and clear 
delineation of the distinctions between human systems and unmanned systems. One area 
of unmanned system modeling prototyped during the period of performance was the 
specification of goal-directed unmanned system missions under ethical constraints. This 
is discussed further in Section E below. 
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D. MODELING MANNED-UNMANNED SYSTEM TEAMS IN COMBATXXI 
As discussed earlier, it is not possible to move forward with modeling of manned-
unmanned system teaming until there are suitable models of human systems and un-
manned system models separately. Even so, we can project the kind of work that will be 
needed based on the distinguishing characteristics stated in the NIST publication 
(National Institute of Standards and Technology 2008). The definitions of fully autono-
mous, semi-autonomous, tele-operated, and remote-controlled provide guidance on the 
level of communications connectivity (or, from the opposite perspective, human inde-
pendence) needed between the human operators and the unmanned systems. As we saw, 
researchers are beginning to examine the ramifications of these distinctions (Mahalik 
2016). Moreover, there are considerations of role played by the human and the unmanned 
system in a mission that will have operational consequences that need to be represented 
and examined. In COMBATXXI, software will be needed to enable specification of mis-
sions and the roles assumed by the humans and the unmanned systems, with associated 
behavior logic to perform the missions in accordance with those roles. The model will 
also need to deal with the various failure modes that can occur—intermittent or loss of 
communications, hardware failures, hostile actions (kinetic, cyber), etc. In addition, the 
earlier considerations of human performance will have a bearing on the effectiveness of 
the combined manned-unmanned system team. Much work needs to be done to create 
initial representations of these various considerations that can then be refined through 
testing, validation, and conduct of studies.  
E. ETHICALLY-CONSTRAINED MISSION SPECIFICATION AND 
EXECUTION 
In the project statement of work, JGRE stated that one of the primary goals of this 
project is to engender trust in the use of unmanned systems through improved modeling 
and simulation. This concern is echoed in the 2016 Defense Science Board Summer 
Study on Autonomy, which states:  
“The issue of trust is core to DoD’s success in broader adoption of autonomy. 
On the one hand, an autonomous system must be designed to operate in a 
trustworthy fashion with respect to the missions for which it was designed. 
On the other hand, an autonomous system must be designed so that humans 
(and/or machines) can straightforwardly determine whether, once it has been 
deployed, it is operating reliably and within its envelope of competence — 
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and, if not, that appropriate action can be taken.” (Defense Science Board 
2016, 1) 
NPS researchers have been investigating this concern for several years. Trust can 
be achieved if commanders or operators have the same confidence in the performance of 
an unmanned systems as they would have in a trained subordinate. Where we rely on 
training and operational experience to gain trust in a human subordinate, the confidence 
in the ability of an unmanned system to perform an operation must come from the sys-
tems engineering (on the unmanned system side) and operational experience (on the op-
erator side). In (Brutzman, et al. 2016), the authors describe the conditions that need to be 
satisfied to obtain trust: 
“All robots possess a finite set of operational and sensory capabilities, the 
complexity of which varies from robot to robot. It is reasonable, then, to 
trust a robot to execute those atomic capabilities. It follows that an opera-
tor can assume moral and legal liability for missions comprised of these 
trusted capabilities (Lokhorst and van den Hoven 2012). For this frame-
work to be practically feasible, robot operators must be provided adequate 
mission assurance and understanding to assume responsibility. This can be 
achieved by meeting three requirements: 
• Robot missions must be defined in a mathematically sound manner 
that ensures that the mission will progress as intended in all cir-
cumstances.  
• There must be no means by which an approved mission can be se-
mantically modified between approval and execution by the target 
vehicle. 
• Mission tasking and associated constraints must be comprised en-
tirely of trusted atomic vehicle-specific behaviors, and the vehicle 
must be able to continually evaluate both behavior and constraint 
status at run time.” 
 
Their approach assigns ethical constraints to the specification of an unmanned 
system mission that is exhaustively testable in a Mission Execution Engine. The work has 
been implemented in various languages and demonstrated with simulated and actual un-
manned vehicles. The generic execution logic is illustrated in Figure 6a. An implementa-
tion of the engine as a Hierarchical Task Network (with data structures and logic in py-
thon) created in the COMBATXXI Behavior Studio tool is shown in Figure 6b.  
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 (a) (b) 
    
Figure 6. Representation of a generic mission execution engine (a) and its realiza-
tion as an HTN in COMBATXXI (b) 
 
An example mission specification is pictured in Figure 7. The boxes describe 
goals or actions for the vehicle to perform, with transitions to subsequent goals based on 
success, failure, or constraint violations. Figure 8 shows sample trace output from execu-
tion of this mission in a test mode in COMBATXXI, demonstrating the control flow 




Figure 7. Canonical mission specification, with ethical constraints 
 
 
Figure 8. Trace output from testing the unmanned system mission execution HTN in 
COMBATXXI. 
 
The robot ethics work to date has also created a formal ontology of concepts and 
concept relationships for specifying missions, as shown in Figures 9. Figure 10 is a 
graphical representation of an implementation of the ontology using the Web Ontology 
Language (OWL) in the Protégé14 ontology development tool. 
                                                 




Figure 9. Graphical view of primary concepts and concept relationships in a mission 
specification with ethical constraints based on vehicle capabilities 
 
Figure 10. Graphical representation produced in the Protégé tool illustrating the mis-
sion ontology (right-hand side) and an example mission (left-hand side) to be vali-
dated against the ontology 
 
While the initial proof-of-concept implementation of this mission specification 
formalism in COMBATXXI was coded using python classes, it would be feasible to cre-
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ate an editor to accept mission information from a user, validate the information against 
the ontology, and generate data structures (python, Java, database) that could be used di-
rectly in COMBATXXI execution. This would provide COMBATXXI with a state-of-
the-science approach to specifying unmanned system missions that incorporate ethical 
constraints and the mechanisms for executing those mission specifications in the simula-
tion. Looking back to the definitions from the NIST publication, it states that autonomy 
“is further characterized in terms of Contextual Autonomous Capability (CAC)”, where 
an unmanned system’s CAC is “characterized by the missions that the system is capable 
of performing, the environments within which the missions are performed, and human 
independence that can be allowed in the performance of the missions” (National Institute 
of Standards and Technology 2008, 15-16). This concept identifies additional semantic 
dimensions to be considered in specifying unmanned system missions. Continuing inves-
tigation of implementation approaches involving such formalisms is a key next step for 
future work in representing unmanned systems in COMBATXXI. 
F. SUMMARY 
Project work performed in FY16 has laid a foundation for significant design and 
development of capabilities in FY17. While there has been significant frustration in ef-
forts to obtain software and information from various sources, with respect to both GOTS 
robotics architecture software and Army prototype human modeling efforts, project per-
sonnel have used the time to gain greater familiarity with software designs and technical 
approaches while stimulating the M&S community (in the U.S. and internationally 
through SISO and the NATO M&S CoE) to consider challenges in distinguishing 
manned systems from unmanned systems in future combat simulations. Groundwork also 
has been established with the COMBATXXI software developers to begin to introduce 
software changes and behavioral capabilities that will enable development of these dis-
tinguishing characteristics in future COMBATXXI functionality. 
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V. SUMMARY AND RECOMMENDATIONS 
A. SUMMARY OF PROJECT ACTIVITIES 
The following described principal activities performed during the project period 
of performance relating to the M&S part of the statement of work: 
• Obtained points of contact for requesting government-owned robotics architecture 
software (VANE, ANVEL, and AEODRS) for use in investigating methods for 
modeling unmanned systems in COMBATXXI by employing the actual robotics 
software logic rather than creating separate simulations of that logic. Made con-
tact with those representatives and negotiated usage agreements for project tech-
nical work as well as for use in robotics education and research at NPS. Obtained 
access to ANVEL and AEODRS software. Created in-house software configura-
tions for using the software in technical activities. By the time software became 
available, very little technical development work could be performed. 
• In COMBATXXI, implemented a mission specification data construct and mis-
sion execution logic permitting association of ethical constraints with mission 
goals. Demonstrated execution of the mission control logic.  
• Conducted research into current capabilities and challenges in modeling manned 
system, unmanned systems, and manned-unmanned teaming. Prepared a paper 
and made several presentations to the U.S. and international M&S and robotics 
communities to stimulate interest and collaboration in addressing the challenges.  
• Identified areas in the COMBATXXI architecture that can be changed to address 
specific deficiencies in modeling manned systems and unmanned systems. Devel-
oped software class structures for future implementation of model improvements. 
Reached out to ARL and industry representatives to request information and pro-
totype software for use in follow-on modeling efforts in COMBATXXI. 
B. RECOMMENDATIONS 
Several doors have been opened during the FY16 work. These need to be exploit-
ed in follow-on work; specifically: (1) ARL, to obtain prototype software addressing 
some of the physiological/psychological deficiencies in human modeling;  (2) IWARS 
developers, to obtain information and models for prior work performed and lessons 
learned with the IWARS program15; (3) finish obtaining the target government-owned 
robotic system architecture software (i.e., VANE) for use in investigations of modeling 
approaches and for NPS robotics education and research. Once NPS becomes active in 
                                                 
15 One of the issues here is that continuing IWARS development has not been funded in recent years, so the 
available corporate knowledge of that system is diminishing. 
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these areas, there are opportunities for mutual benefits through collaborations across the 
school and these other organizations. 
With respect to the first recommendation above, given access to the various soft-
ware products, work needs to continue to complete the objectives from FY16, examining 
use of the software to improve representations of manned systems and unmanned systems 
in COMBATXXI. It is also interesting to note that the Defense Science Board Summer 
Study on Autonomy recommended that “USD(AT&L) should require the acquisition 
community to establish and implement a consistent and comprehensive M&S strategy 
throughout the lifecycle of the [autonomous] system” (Defense Science Board 2016, 99). 
Follow-on work can monitor efforts in that regard, and attempt to inform key decision-
makers of the critical need for analytical models that can distinguish manned systems 
from unmanned systems. In this report, Table 1 provided an initial perspective on the na-
ture of differences that exist between manned systems and unmanned systems. These dis-
tinctions need to be further developed to create a conceptual model for manned and un-
manned systems that can be implemented in a simulation such as COMBATXXI. Specif-
ic study questions and objectives should be specified that require representation of these 
distinctions. One area of study is determining what missions or tasks are appropriate for 
unmanned systems (at particular levels of autonomy) and what missions or tasks must be 
performed by manned systems (or manned-unmanned system teams operating under var-
ious role relationships). The work needs to characterize the distinctions that make certain 
tasks or missions appropriate to manned systems, unmanned systems, or manned-
unmanned teams. One approach can be careful examination of military task lists to make 
this determination, at least on a preliminary basis for greater study (i.e., some task that 
may not be suitable for unmanned systems today could be appropriate in the future based 
on technology trends). This activity may reveal important considerations that are largely 
being ignored today in the rapid deployment of unmanned systems to the field. 
In pursuing improved approaches to modeling manned and unmanned systems in 
COMBATXXI, further research into well-established cognitive models such as Soar and 
ACT-R needs to be performed.  
We have come to a point in combat modeling where we can no longer be satisfied 
with simplistic models of human performance. We must be able to investigate the com-
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plex interplay that will occur among humans and unmanned systems. Suffice to say, we 
are in the early stages of a fascinating era of research and development that will bring 
about greater precision in our concepts and terminology relating to unmanned systems, 
while likely redefining our notions of manned systems as well. It is important for the ro-
botics community and M&S community to come together with human performance re-
searchers to begin to address these issues, and that models like COMBATXXI be lever-
aged as platforms for incorporating and exploring new representations enabling analysts 
to begin to better understand future combat effectiveness and challenges that will emerge 
from the employment of unmanned systems. JGRE and this project are well-positioned to 
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APPENDIX A. GLOSSARY OF TERMS AND ACRONYMS 
2D/3D  Two-dimensional / 3-dimensional 
ACT-R  Adaptive Control of Thought - Rational 
AEODRS  Advanced Explosive Ordnance Disposal Robotics System 
ALFUS  Autonomous Levels for Unmanned Systems 
ANVEL  Autonomous Navigation Virtual Environment Laboratory 
ARL   Army Research Laboratory 
AT&L  Acquisition, Technology, and Logistics 
AUV   Autonomous Unmanned Vehicle 
C2   Command and Control 
C2SIM Command and Control Systems - Simulation Systems Interopera-
tion 
CAC Contextual Autonomous Capability 
C-BML  Coalition Battle Management Language 
CM   Capability Module 
CoE   Center of Excellence 
COMBATXXI Combined Arms Analysis Tool for the 21st Century 
COTS  Commercial Off-the-Shelf 
CRUSER Consortium for Robotics and Unmanned System Education and 
Research 
DIS Distributed Interactive Simulation 
DM Decision Module 
DMI Decision Module Interaction 
DoD   Department of Defense 
EOD   Explosive Ordnance Disposal 
EoS   Effects of Stress 
ERDC  Engineer Research and Development Center 
FM   Functionality Module 
FY   Fiscal Year 
GOTS  Government Off-The-Shelf 
GPS   Global Positioning System 
HI   Human Independence 
HLA   High Level Architecture 
HPC   High Performance Computing 
HRI   Human-Robot Interface 
HTN   Hierarchical Task Network 
IEEE   Institute of Electrical and Electronics Engineers 
IMU   Inertial Measurement Unit 
IWARS  Infantry Warrior Simulation 
JGRE   Joint Ground Robotics Enterprise 
JMS   Java Messaging System 
LIDAR  Light Detection and Ranging 
M&S   Modeling and Simulation 
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MESAS  Modeling and Simulation for Autonomous Systems 
METL  Mission Essential Task List  
MOPP  Mission Oriented Protective Posture 
MORS  Military Operations Research Society 
MOVES  Modeling, Virtual Environments, and Simulation 
MUM-T  Manned-Unmanned Teaming 
NATO  North Atlantic Treaty Organization 
NIST   National Institute of Standards and Technology 
NPS   Naval Postgraduate School 
NSS   Naval Simulation System 
OCU   Operator Control Unit 
ODE   Open Dynamics Engine 
OSD   Office of the Secretary of Defense 
OUSD  Office of the Under Secretary of Defense 
OWL   Web Ontology Language 
PDG   Product Development Group 
PTSD  Post-Traumatic Stress Disorder 
RAS   Robotic and Autonomous System 
ROS   Robot Operating System 
SIRI   Simulated Interactive Robotics Initiative 
SISO   Simulation Interoperability Standards Organization 
SLATE  Soldier Load Augmented Training Environment 
STORM  Synthetic Theater Operations Research Model 
TRAC  TRADOC Analysis Center 
TRADOC  Training and Doctrine Command 
UAS   Unmanned Aircraft System 
UAV   Unmanned Aerial Vehicle 
UCS   UAS Control Segment 
UGS   Unattended Ground Sensors 
UGV   Unmanned Ground Vehicle 
UM   Unattended Munition 
UMS   Unmanned System 
UMV   Unmanned Maritime System 
U.S.   United States 
USD   Under Secretary of Defense 
USV   Unmanned Surface Vehicle 
UUV   Unmanned Underwater Vehicle 
VANE  Virtual Autonomous Navigation Environment 
VTI   Vehicle Terrain Interface 
YARP  Yet Another Robot Protocol 
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