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Abstract
We investigate two ergodicity coefficients φ‖ ‖ and τn−1, originally introduced to bound
the subdominant eigenvalues of nonnegative matrices. The former has been generalized to
complex matrices in recent years and several properties for such generalized version have
been shown so far. We provide a further result concerning the limit of its powers. Then
we propose a generalization of the second coefficient τn−1 and we show that, under mild
conditions, it can be used to recast the eigenvector problem Ax = x as a particular M-matrix
linear system, whose coefficient matrix can be defined in terms of the entries of A. Such
property turns out to generalize the two known equivalent formulations of the Pagerank
centrality of a graph.
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1 Introduction
In this note we discuss measures of ergodicity from the point of view of linear algebra and
in the context of finite Markov chains. Loosely speaking a Markov chain involves a sequence
of stochastic matrices, and the chain is ergodic if the product of such matrices converges.
Coefficients of ergodicity were introduced to estimate how fast, if at all, these products
converge. In the simplest case all factors in the product are identical to the same stochastic
matrix A, and, in this case, ergodicity coefficients have been used essentially to bound
the subdominant eigenvalues of A. Indeed, when A is stochastic, the powers Ak converge
to a stochastic matrix all of whose rows are equal, with a convergence rate depending on
the magnitude of the subdominant eigenvalue |λ2|, whose estimation is therefore extremely
interesting.
According to [19, §1], ergodicity coefficients can be subdivided into two classes: The first
one consists of coefficients defined in terms of a vector norm ‖ ‖, maximized over a suitable
subspace; the second one is the class of coefficients defined in terms of a deflation of the
original matrix. Consider a nonnegative irreducible matrix A, let x > 0 be its dominant
eigenvector Ax = ρ(A)x and let λ2 denote an eigenvalue of A, different from ρ(A), having
largest absolute value. The following scalar functions
µ‖ ‖(x,A) = max
‖y‖ ≤ 1
yTx = 0
y ∈ Cn
‖yTA‖, τ‖ ‖(x,A) = max
‖y‖ ≤ 1
yTx = 0
y ∈ Rn
‖yTA‖ , (1)
are an example of ergodicity coefficients belonging to the first class. To our knowledge µ‖ ‖
and τ‖ ‖ were introduced in [18] and [16], respectively. A number of relevant properties are
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investigated in those papers, in particular it is shown that
|λ2| ≤ µ‖ ‖(x,A) , |λ2| ≤ τ‖ ‖(x,A) , (2)
|λ2| = lim
k→∞
µ‖ ‖(x,A
k)1/k , |λ2| = lim
k→∞
τ‖ ‖(x,A
k)1/k . (3)
The coefficients in (1) have been studied and extended by various authors afterwards (see
e.g. [?, 7, 12, ?]). In particular Ipsen and Selee consider in [12] a generalized version of the
coefficients in (1), defined for any complex matrix A by1
φ‖ ‖(W,A) = max
x ∈ Cn
‖x‖ ≤ 1
W∗x = 0
‖x∗A‖ ,
being W a given (possibly rectangular) matrix. Several properties of φ‖ ‖ are shown in
[12], in particular it is proved that φ‖ ‖ provides an upper bound for the absolute value of
a generic eigenvalue of A [12, Thm. 7.4], extending and improving the results in (2). In
Section 2 we give a short overview of the results proposed in [12], then we show in Theorem
2.4 that the modulus of a generic eigenvalue of a complex matrix A can be represented as a
limit involving φ‖ ‖, obtaining that also the property (3) carries over to φ‖ ‖. We conclude
the section discussing the relation among µ‖ ‖, τ‖ ‖ and φ‖ ‖, observing in particular that
properties (2) and (3) can be easily recovered as a consequence of the proposed results.
In Section 3 we analyze another coefficient of ergodicity which was defined in [9] for
nonnegative matrices A having a positive dominant left eigenvector y, and there used to
bound the second largest eigenvalue of A. This coefficient is an example of ergodicity
coefficient belonging to the second class, as indeed it can be related to a deflation of the
considered matrix A (c.f. [9]). Its original definition is
τ (A, y) = ρ(A)−
n∑
i=1
(
min
j=1,...,n
y
−1
j aij
)
yi .
We obtain an alternative formula for τ (A, y), which suggests a possible generalization that
may be useful to estimate the other eigenvalues of A. Moreover we show in Theorem 3.6
that when A is column stochastic, τ (A, y) can be used to prove that the dominant right
eigenvector of A (i.e. x such that Ax = x) can be computed by solving a suitable M-
matrix linear system of equations, whose coefficient matrix is explicitly defined in terms of
the entries of A. When applied to the Google matrix G associated with the web graph,
Theorem 3.6 implies the well known result that the Pagerank centrality problem pT = pTG
is equivalent to a linear system problem.
Notation
We briefly fix here our notation. Given two integers n and m, the symbol Mn,m(F) denotes
the set of n×m matrices over the field F. When n = m we shorten the notation by writing
Mn(F) in place of Mn,n(F). For our purposes F will be either C or R. For A ∈ Mn(F) let σ(A)
be the set of its eigenvalues and ρ(A) = maxλ∈σ(A) |λ| be its spectral radius. The symbol 1
denotes the vector of all ones, 0 denote the vector of all zeros and O the zero matrix.
A square matrix A is called
• nonnegative, if its entries are nonnegative numbers, in symbols A ≥ O (analogous
notation is used for vectors).
• positive, if its entries are positive numbers, in symbols A > O (analogous notation is
used for vectors).
1That coefficient is actually denoted in [12] using the same symbol τ‖ ‖ used in the first pioneering works. We
use, though, a different notation for the sake of clearness.
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• reducible, if there exists a permutation P such that PAP T is block triangular
• irreducible, if it is not reducible.
We shall make freely use of the Perron-Frobenius theory for nonnegative matrices.
2 Ergodicity coefficients for complex matrices
Given any n× n complex matrix A, let λ1, λ2, . . . , λs be its distinct eigenvalues, ordered so
that
|λ1| ≥ |λ2| ≥ · · · ≥ |λs| .
Definition 1. Given A ∈ Mn(C), a vector norm ‖ ‖, and any W ∈ Mn,t(C), we define
φ‖ ‖(W,A) = max
x ∈ Cn
‖x‖ ≤ 1
W∗x = 0
‖x∗A‖ .
In [12, §7] Ipsen and Selee give a generalization of some known results [16, 18], concerning
the second largest eigenvalue of a nonnegative matrix, essentially extending to complex ma-
trices, and thus to φ‖ ‖, several properties of the coefficient of ergodicity τ‖ ‖ firstly proposed
by Seneta in [18] and then deeply investigated by Rothblum and Tan in [16]. In particular
Theorem 3.3 in the latter paper shows that the modulus of the second largest eigenvalue of
a nonnegative irreducible matrix can be expressed in terms of a limit involving the powers
of τ‖ ‖. In this section we summarize the properties of φ‖ ‖ which have been proved in [12,
§7], by collecting them into the following Theorem 2.1, and then we complete such theorem
by proving for complex matrices the limit property shown in [16, Thm. 3.3] (see also (3))
for real matrices .
We recall that φ‖ ‖ is a continuous scalar function and is probably the most general form
of an ergodicity coefficient defined by a vector norm. It is often denoted by τ‖ ‖ ([12, §7],
[16, §7] or [7, §3] for instance) but here we prefer to use a different symbol for the sake of
clearness, whereas we use the symbol τ‖ ‖ to denote the “original” coefficient introduced in
[16, p. 59].
Theorem 2.1. The coefficient φ‖ ‖ is bounded and both well-conditioned and weakly submul-
tiplicative in the second argument. Precisely, let A,A1, A2 ∈ Mn(C) and let W ∈ Mn,t(C),
then
1. 0 ≤ φ‖ ‖(W,A) ≤ ‖A
∗‖.
2. |φ‖ ‖(W,A1)− φ‖ ‖(W,A2)| ≤ φ‖ ‖(W,A1 − A2).
3. φ‖ ‖(W,A1A2) ≤ ‖A
∗
2‖φ‖ ‖(W,A1).
4. For any X ∈ M t,n(C) it holds that φ‖ ‖(W,A) ≤ ‖A
∗ −X∗W ∗‖.
5. If W spans the Jordan space associated to the first λ1, . . . , λt distinct eigenvalues of A,
then
|λt+1| ≤ φ‖ ‖(W,A) .
As the above theorem is a collection of results taken from [12], its proof is omitted.
Actually points 1, 2, 3, 4 are not difficult to prove, whereas 5 is proved in a slightly more
general and selfcontained form in the forthcoming Lemma 2.3.
In what follows K is any closed bounded subset of Cn with nonempty interior and con-
taining properly the origin (i.e. it does not lie on the boundary of K). Also, ‖ ‖ is any norm
on Cn. We shall need a couple of important lemmas.
Lemma 2.2. Let A ∈ Mn(C), K ⊆ C
n be any compact set that contains properly the origin,
and Wt the matrix whose columns span the Jordan subspace associated with the eigenvalues
λ1, . . . , λt of A. Then
|λt+1| ≥ lim sup
k→∞
(
max
x ∈ K
W∗t x = 0
‖x∗Ak‖
) 1
k
.
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Proof. Let Jt and J
′
t be the direct sums of the elementary Jordan blocks corresponding to
λi, respectively for 1 ≤ i ≤ t and t+ 1 ≤ i ≤ s, being s the number of distinct eigenvalues
of A. Then the Jordan canonical form of A can be assumed to be as follows
A = XJX−1 =
[
Wt W
′
t
] [ Jt
J ′t
] [
Wt W
′
t
]−1
.
Set Ω = K ∩ kerW ∗t . Now, if x ∈ Ω then
x∗Ak = x∗XJkX−1 =
[
0 x∗W ′t
]
JkX−1 ,
since by definition x∗Wt = 0 . It is clear therefore that replacing the Jordan block (Jt)
k
inside Jk with the zero matrix, does not affect the product x∗Ak. Now let µ > |λt+1| and
define the functions
fk : C
n → R+, fk(x) =
∥∥∥∥x
∗Ak
µk
∥∥∥∥ .
Note that fk(x) converges pointwise to zero for any x ∈ Ω. Also note that x
(k)
0 = arg
(
supx∈Ω fk(x)
)
belongs to Ω, therefore fk(x) converges uniformly as well. As a consequence (fk(x))k is
bounded in Ω, i.e. there exists M =Mµ > 0 such that
∀µ > |λt+1|, sup
x∈Ω
∥∥∥∥x
∗Ak
µk
∥∥∥∥ = sup
Ω
fk ≤M .
Now, taking the lim sup over k, we observe that, for any µ > |λt+1|, it holds
lim sup
k→∞
(
max
x∈Ω
‖x∗Ak‖
)1/k
= lim sup
k→∞
(
max
x∈Ω
∥∥∥∥x
∗Ak
µk
∥∥∥∥µk
)1/k
≤ lim sup
k→∞
(Mµk)1/k = µ .
The thesis thus follows by continuity allowing µ to decrease to |λt+1|.
Lemma 2.3. Let A ∈ Mn(C), let K be any compact set in C
n containing the origin, and let
Wt be the matrix whose columns span the Jordan subspace associated with the eigenvalues
λ1, . . . , λt of A. Given any p columns w1, . . . , wp ofWt, p ≥ 1, setWt,p =
[
w1 · · · wp
]
.
Then (
min
y∈∂K
‖y‖
)
· |λt+1|
k ≤ max
x ∈ K
W∗t,px = 0
‖x∗Ak‖ , ∀ k ≥ 1
being ∂K the boundary of K.
Proof. It is easy to see that the left (right) eigenvectors of an eigenvalue λ are orthogonal
to the right (left) eigenvectors of any other eigenvalue µ, such that µ 6= λ. Therefore the
set ∂K ∩ kerW ∗t,p contains a left eigenvector u of A relative to λt+1, that is there exists
u ∈ ∂K ∩ kerW ∗t,p such that u
∗A = λt+1u
∗.
The proof is now straightforward since
|λt+1|
k min
y∈∂K
‖y‖ = min
y∈∂K
‖λkt+1 y‖ ≤ ‖λ
k
t+1 u‖
and of course u∗Ak = λkt+1u
∗.
We are ready to state the limit property for φ‖ ‖ that we announced.
Theorem 2.4. Let A ∈ Mn(C) and let Wt be the matrix whose columns span the Jordan
space relative to the eigenvalues λ1, . . . , λt of A. Then
|λt+1| = lim
k→∞
φ‖ ‖(Wt, A
k)1/k .
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Proof. The inequality |λt+1| ≤ lim infk φ‖ ‖(Wt, A
k)1/k follows by Lemma 2.3 when K is the
unit ball K = {z ∈ Cn : ‖z‖ ≤ 1}, p is the number of columns in Wt, and then taking
the infimum over k. Analogously, by Lemma 2.2, the same choice for K gives |λt+1| ≥
lim supk φ‖ ‖(Wt, A
k)1/k. Combining the two bounds we conclude the proof.
On the relation among µ‖ ‖, τ‖ ‖ and φ‖ ‖
Given an irreducible nonnegative matrix A, Rothblum, Seneta and Tan considered in [16, 18]
the following scalar functions
µ‖ ‖(x,A) = max
‖y‖ ≤ 1
yTx = 0
y ∈ Cn
‖yTA‖, τ‖ ‖(x,A) = max
‖y‖ ≤ 1
yTx = 0
y ∈ Rn
‖yTA‖ ,
where x is a real positive right eigenvector of A corresponding to the eigenvalue ρ(A), i.e.
Ax = ρ(A)x, x > 0 . The function φ‖ ‖ is a generalized version of both µ‖ ‖ and τ‖ ‖. In
order to support this claim we devote the remaining part of this section to show that several
properties proved for µ‖ ‖ and τ‖ ‖ in [16, 18] can be derived from Lemma 2.3 and Theorem
2.4. Although some of the considerations that follow are quite easy, to our knowledge none
of them have been stated in explicit form before.
In [18, pp. 579-580] Seneta observed that µ‖ ‖(x,A) is a bound for the second largest
modulus of the eigenvalues of A. One can easily derive this fact by noting that φ‖ ‖(W1, A) ≤
µ‖ ‖(x,A), for any nonnegative matrix A, where W1 spans the Jordan space associated with
ρ(A). The equality holds when A is irreducible, as in that case the Perron-Frobenius theorem
implies that W1 = x.
More precisely, given any A ≥ O, Lemma 2.3 and Theorem 2.4 imply the following
inequalities
|λ2| ≤ φ‖ ‖(W1, A
k)1/k ≤ µ‖‖(x,A
k)1/k, ∀k ≥ 1 , (4)
|λ2| = lim
k→∞
φ‖ ‖(W1, A
k)1/k ≤ lim
k→∞
µ‖ ‖(x,A
k)1/k , (5)
being λ1, λ2, λ3, . . . the distinct eigenvalues of A. Again, equality holds in (5) when A is
irreducible.
Rothblum and Tan [16, Thms. 3.1, 3.3, 7.1] have shown that the same properties (4)
and (5) hold for τ‖ ‖. Inspiring our argument to the approach they used, here we draw their
result from Theorem 2.4 and the following further Lemma 2.5.
Given any vector x ∈ Cn, decompose it as the sum x = Rex + i Imx, where Rex and
Imx are the unique real vectors defined in the obvious way by the real and imaginary parts
of the entries of x. Consider the following norm over Cn
ν(x) = sup
α∈R
‖Rex cosα+ Imx sinα‖ ,
Note that ν is a norm if and only if ‖ ‖ is a norm.
Lemma 2.5. Let A ∈ Mn(R) and let W ∈ Mn,p(R). Then
max
x ∈ Cn
ν(x) ≤ 1
W
T
x = 0
ν(x∗A) = max
x ∈ Rn
‖x‖ ≤ 1
W
T
x = 0
‖xTA‖ .
Proof. Since W is real, if W Tx = 0 then both Rex and Imx belong to kerW T and
(Rex cosα + Imx sinα) ∈ kerW T as well. As a consequence, for any x ∈ kerW T such
that ν(x) ≤ 1, we have
ν(x∗A) = sup
α∈R
‖(Rex cosα+ Imx sinα)TA‖ ≤ max
z ∈ Rn
‖z‖ ≤ 1
WTz = 0
‖zTA‖ ,
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thus by taking the maximum over x ∈ Cn such that W Tx = 0 and ν(x) ≤ 1 we get
max
x ∈ Cn
ν(x) ≤ 1
WTx = 0
ν(x∗A) ≤ max
x ∈ Rn
‖x‖ ≤ 1
WTx = 0
‖xTA‖ .
As the reverse inequality is straightforward, the proof is complete.
It is now not difficult to obtain the analogous of (4) and (5) for τ‖ ‖. Assume that A
is real and that the matrix Wt, spanning the Jordan space relative to the first t distinct
eigenvalues of A has p real columns. By using Lemma 2.3, with K = {x ∈ Cn : ν(x) ≤ 1},
and Lemma 2.5, we get
|λt+1| ≤ φν(Wt,p, A) = max
x ∈ Rn
‖x‖ ≤ 1
WTt,px = 0
‖xTA‖ , (6)
where Wt,p is the matrix made by the p real columns of Wt and, as before, λ1, λ2, λ3, . . .
are the distinct eigenvalues of A. In particular, if A ≥ O and x is a real nonnegative right
eigenvector associated to ρ(A), then (6) and Theorem 2.4 imply
|λ2| ≤ φν(W1, A
k)1/k ≤ τ‖‖(x,A
k)1/k, ∀k ≥ 1 ,
|λ2| = lim
k→∞
φν(W1, A
k)1/k ≤ lim
k→∞
τ‖ ‖(x,A
k)1/k , (7)
where W1 spans the Jordan space of A relative to the eigenvalue ρ(A). As for µ‖ ‖, if A ≥ O
is irreducible, then W1 = x and the equality holds in (7).
3 Nonnegative matrices with a positive dominant
eigenvector
In this section we slightly change the notation: given a n×n matrix A, we let λi, 1 ≤ i ≤ n
denote its eigenvalues, this time counting multiplicities. As before we assume them ordered
according to decreasing magnitude
|λ1| ≥ |λ2| ≥ · · · ≥ |λn| .
Consider now a n × n nonnegative matrix2 A 6= O and let y ≥ 0 be a left dominant
eigenvector, i.e. yTA = ρ(A)yT. When y > 0 we may consider another functional τ (A, y)
given by
τ (A, y) = ρ(A)−
n∑
i=1
(
min
j=1,...,n
y
−1
j aij
)
yi . (8)
Haviv, Ritov and Rothblum introduced that functional in [9] and showed therein that τ (A, y)
has properties somehow analogous to those of τ‖ ‖. In fact (see [9, Thm. 1])
|λ2| ≤ τ (A, y) and |λ2| = lim
k→∞
τ (Ak, y)1/k . (9)
Now let S+ be the set of nonnegative column stochastic matrices, that is S ∈ S+ if and
only if S ≥ O and 1TS = 1T, and let A+ be the set of nonnegative and nonnull matrices
having a positive dominant left eigenvector. Note that any matrix A ∈ A+ is such that
2Recall that ρ(A) = λ1 ≥ |λ2| ≥ · · · ≥ |λn| for any n× n nonnegative matrix A.
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ρ(A) > 0. It is known that any A ∈ A+ is similar, via a positive definite diagonal similarity,
to a nonnegative matrix whose columns sum up to ρ(A) (see for instance [13, 23]). Thus
A+ = {µDS+D−1 : µ > 0, D diagonal, dii > 0 ∀i} .
As a consequence the spectrum of any A ∈ A+ is the spectrum of an element of S+ scaled
by a positive factor. It follows that, if y > 0 is a left dominant eigenvector of A ∈ A+, and
S ∈ S+ is such that DSD−1 = ρ(A)−1A (note that such an S may be not uniquely defined
since the geometric multiplicity of ρ(A) can be larger than 1 in general), then
τ (A, y) = ρ(A)τ (DSD−1, y) = ρ(A)τn−1(S) ,
where τn−1(S) = τ (S,1) = 1−
∑
iminj sij .
So we reduce our attention to S+ and to τn−1 : S
+ → R rather than on (8). Such τn−1
is sometimes denoted by β (see for instance [12, p. 157] or [21, p. 137]) and is one of the
earlier proper ergodicity coefficients. A proper ergodicity coefficient was originally defined
as a continuous scalar function f from S+ to the real interval [0, 1] and such that f(M) = 0
if and only if M is a rank-one matrix in S+ [17, p. 509]. For the sake of completeness, and
in order to justify our choice of the symbol τn−1, we state the following proposition, which
nonetheless will be used to prove Theorem 3.6.
Proposition 3.1. Let A be a matrix of S+. Then
• τn−1(A) = maxj=1,...,n
∑
i∈V aij−
∑
i∈V mink=1,...,n aik, for any subset V ⊂ {1, . . . , n}
such that |V | = n− 1.
• τn−1 : S
+ → [0, 1]. In particular τn−1(A) = 0 if and only if A = x1
T, for some vector
x ≥ 0 , xT1 = 1. Whereas τn−1(A) = 1 if and only if each row of A has at least one
zero entry (or, in other words, τn−1(A) < 1 if and only if maximinj aij > 0).
Proof. Let A ∈ S+ and let V = {1, . . . , n} \ {h}, then maxj
∑
i∈V aij = 1 − minj ahj .
This proves the first statement. A direct inspection easily shows 0 ≤ τn−1(A) ≤ 1 and
τn−1(A) = 1 ⇐⇒ maximinj aij = 0. Finally, if τn−1(A) = 0 then we see from its definition
that 1 =
∑
i aij =
∑
iminh aih for all j = 1, . . . , n. This implies aij = minh aih ∀j, therefore
the rows of A must be entrywise constant, i.e. A = x1T, for some x ≥ 0 , xT1 = 1. The
reverse implication is straightforward.
Therefore we can rewrite τn−1(A) as the maximum of a certain function of the entries
of A over the subsets V ⊂ {1, . . . , n} of cardinality n− 1. This fact immediately suggests a
generalization to τm, given by
τm(A) = max
V ⊂ {1, . . . , n}
|V | = m
max
j∈{1,...,n}
∑
i∈V
(
aij − min
k∈{1,...,n}
aik
)
, (10)
where m = 1, . . . , n− 1. Observe that
Proposition 3.2. For any A ∈ S+, if k ≤ m then τk(A) ≤ τm(A).
Proof. Let Vk ⊂ {1, . . . , n}, |Vk| = k, be the subset realizing τk(A). For any Vm ⊇ Vk we
have
τk(A) = maxj
∑
i∈Vk
(aij −minhaih)
≤ maxj
{∑
i∈Vk
(aij −minhaih) +
∑
i∈Vm\Vk
(aij −minhaih)
}
= maxj
∑
i∈Vm
(aij −minhaih)
≤ τm(A)
since aij ≥ minh aih for any i and j.
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Let 1 = λ1 ≥ |λ2| ≥ · · · ≥ |λn| be the eigenvalues of A ∈ S
+. Let us point out that
τ1, as τn−1, is a proper coefficient of ergodicity. Indeed it is not difficult to observe that
τ1(A) = 0 if and only if A has all constant rows, that is τ1(A) = 0 if and only if A is a rank
one matrix A = x1T where x ≥ 0 and xT1 = 1. We obtain in turn that τ1(A) = 0 implies
λn = 0, therefore the inequality |λn| ≤ τ1(A) holds when either A is singular (as in that
case |λn| = 0) or when τ1(A) is zero. We have moreover
Proposition 3.3. If A ∈ S+ is symmetric, then |λn| ≤ τ1(A).
Proof. As A is real symmetric, the quantity λ = minx 6=0
xTAx
xTx
belongs to σ(A). Let 1 ≤
h, k ≤ n be distinct indices such that ahh ≥ akk ≥ 0, and let ei denote the i-th canonical
vector. Then
|(eh − ek)
T
A(eh − ek)| = |ahh + akk − 2 ahk| ≤ 2 |ahh − ahk|
≤ 2 (maxjahj −minrahr)
≤ 2maxi(maxjaij −minrair) = 2 τ1(A) .
Therefore, as (eh − ek)
T(eh − ek) = 2 for any h 6= k, we have
|λn| ≤ |λ| =
∣∣∣∣minx 6=0
xTAx
xTx
∣∣∣∣ ≤
∣∣∣∣ (eh − ek)
TA(eh − ek)
2
∣∣∣∣ ≤ τ1(A) .
To our opinion it is reasonable to guess at this stage that the inequality
|λk| ≤ τn−k+1(A) (11)
holds for several values of k ∈ {2, . . . , n}. There are indeed a number of evidences in
support of such a guess: Proposition 3.2 shows that τn−k+1(A), as |λk|, is monotonically
non-increasing with respect k, moreover the suggested inequality (11) holds for k = 2 and
any A ∈ S+ (see (9) and the discussion after Lemma 3.4). Finally, Proposition 3.3 and
the considerations immediately before show that, when A is either singular or symmetric, or
τ1(A) = 0, then (11) holds also for k = n. This leaves us with the nontrivial open question to
determine those matrices A ∈ S+ and those indices 3 ≤ k ≤ n−1 for which (11) is satisfied.
We firmly think that further investigations on this direction would be of significant interest.
Remark 1. Given m ∈ {1, . . . , n− 1}, consider the following further coefficient
τ˜m(A) = min
V ⊂ {1, . . . , n}
|V | = m
max
j∈{1,...,n}
∑
i∈V
(
aij − min
k∈{1,...,n}
aik
)
,
obtained by replacing the maximum over V with the minimum over V in the definition
(10) of τm. It is straightforward to observe that τ˜m(A) ≤ τm(A), for all m = 1, . . . , n − 1,
moreover τ˜n−1(A) = τn−1(A) ≥ |λ2|, due to Proposition 3.1, and τ˜1(A) = 0 implies |λn| = 0,
as any column stochastic matrix with a constant row must be singular. Therefore one could
in principle use τ˜m to generalize the ergodicity coefficient τn−1, rather than τm, as we
propose. Note furthermore that τ˜m, as τm, is monotonically non-decreasing with respect
to the index m, that is the statement of Proposition 3.2 holds unchanged if τm is replaced
by τ˜m (the proof can be easily obtained by an argument analogous to the one used in
Proposition 3.2, but starting with the subset Vm realizing τm(A) and then considering any
Vk ⊆ Vm). However, the magnitude of the eigenvalues λ3, λ4, . . . may happen to be larger
than the numbers τ˜n−2(A), τ˜n−3(A), . . . , respectively. The following 3 × 3 matrix provides
an example:
A =

 0 0.29 0.550.63 0.4 0.12
0.37 0.31 0.33

 |λ2| = 0.3341 τ2(A) = 0.57 τ˜2(A) = 0.57
|λ3| = 0.0641 τ2(A) = 0.55 τ˜1(A) = 0.06
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Note instead that for such 3× 3 matrix the inequality (11) holds for both k = 2 and k = 3.
We want to point out that we tested (11) on many random matrices, generated according to
several different distributions (e.g. uniform, normal, preferential attachment, small world),
but we was not able to find any matrix A ∈ S+ and any integer 2 ≤ k ≤ n such that (11)
does not hold.
3.1 The computation of the dominant eigevector
Given A ∈ S+ let x be a right nonnegative dominant eigenvector of A, such that 1Tx = 1. In
this subsection we show that, under mild conditions and using τn−1, x can be characterized
as the solution of a linear system of the form
Mx = y ,
where M is an M-matrix, and the entries of both M and y are explicitly defined in terms of
the elements of A.
Lemma 3.4. Let A ∈ S+ and α ∈ R. Given h ∈ {1, . . . , n} consider the vector y = y(α)
such that yi = minj aij, i 6= h, yh = 1− (
∑
i6=h yi)− α, and note that 1
Ty = 1− α. Then
1. The columns of 1
α
(A− y1T) sum up to one, for any α 6= 0,
2. C = A− y1T is nonnegative, for any α ≥ τn−1(A).
Proof. (1) By definition we have 1
α
(A− y1T)T1 = 1
α
(1− (1− α)1) = 1. (2) Simply observe
that if i 6= h, then cij = aij −mink aik ≥ 0 and
chj = ahj − yh = 1−
∑
i6=h
aij − (1− α−
∑
i6=h
yi) ≥ α− τn−1(A) ≥ 0
for j = 1, . . . , n.
Observe that due to the previous lemma, for any nonnegative column stochastic A and
any α ≥ τn−1(A), we have the decomposition A = αB + y1
T, where B is still nonnegative
column stochastic. As a direct consequence of this fact we obtain an alternative proof of the
well known upper bound in (9), namely: |λ| ≤ τn−1(A), for any λ ∈ σ(A) such that λ 6= 1.
In fact, given 1, let {1, y2, . . . , yn} be a set of linearly independent vectors and let Y be the
nonsingular matrix whose rows are such vectors. Then
Y AY
−1 = αY BY −1 + Y y1TY −1 = α
[
1 0T
w Q
]
+
[
1− α 0T
z O
]
,
which implies σ(A) = {1} ∪ σ(αQ). Note that for all λ ∈ σ(αQ) we have |λ| ≤ α, since
the eigenvalues of Q are eigenvalues of B. The claimed bound now follows by taking the
infimum over α.
Recall that any irreducible nonnegative column stochastic matrix A with σ(A) \ {1} ⊆
{z ∈ C : |z| < 1} is such that Ak > O for some k ≥ 1. Then observe that, combining
this observation with Proposition 3.1, one gets the following interesting consequence, whose
simple proof is omitted for brevity
Corollary 3.5. Let A be a nonnegative irreducible column stochastic matrix such that
maximinj aij > 0. Then there exists k ≥ 1 such that A
k > O.
The main theorem of this section now follows
Theorem 3.6. Given A ∈ S+ let y be the vector yi = minj aij and B ∈ S
+ the matrix
τn−1(A)B = A − y1
T. If y is not the zero vector and x is a right nonnegative dominant
eigenvector of A s.t. 1Tx = 1, then I − τn−1(A)B is nonsingular and
x = (I − τn−1(A)B)
−1
y .
Viceversa if I − τn−1(A)B is invertible then the vector yi = minj aij is nonzero and x =
(I − τn−1(A)B)
−1y is a right nonnegative dominant eigenvector of A such that 1Tx = 1.
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Proof. If y 6= 0 then maximinj aij > 0 implying that τn−1(A) < 1 and, thus, I − τn−1(A)B
is invertible. Moreover, by computing the product (I−τn−1(A)B)x, and using the equalities
Ax = x and 1Tx = 1, we get (I − τn−1(A)B)x = y. Viceversa, if I − τn−1(A)B is invertible,
then τn−1(A) 6= 1 (i.e. τn−1(A) < 1), thus by Proposition 3.1 maximinj aij > 0, that is y is
nonzero and x =
∑
k≥0 τn−1(A)
kBky ≥ 0 . Moreover, since 1Ty = 1− τn−1(A),
1
T
x = 1T
∑
k≥0
τn−1(A)
k
B
k
y =
∑
k≥0
{
τn−1(A)
k − τn−1(A)
k+1
}
= 1 .
Now expand the equation (I − τn−1(A)B)x = y to observe that x is a nonnegative fixed
point of A.
Theorem 3.6 is interesting from a computational point of view. Indeed it shows that
the eigenvector problem Ax = x can be interchanged with the linear system problem (I −
τn−1(A)B)x = y, when dealing with nonnegative stochastic matrices A. In other words,
even though the problem of computing the eigenvector Ax = x is in general substantially
different with respect the problem of solving a linear system, Theorem 3.6 shows that when
τn−1(A) 6= 1, or equivalently maximinj aij > 0, or equivalently y is not the zero vector, then
actually we can compute the eigenvector x as the solution of the system of linear equations
(I − τn−1(A)B)x = y, allowing the use of possibly any linear system solver to approximate
x.
Theorem 3.6 has possibly several applications. To our opinion a relevant example is
the Google’s Pagerank index problem where the particular structure of the model allows to
recast the stationary distribution problem in terms of a linear system ([11, 15] e.g.). The
Google engine web matrix (or Pagerank transition matrix), here denoted by G = (gij), is
a convex combination of a row stochastic matrix T (the transition matrix of the graph)
and a rank-one row stochastic matrix: G = cT + (1 − c)1vT, where v is a positive vector
whose elements sum up to one, and 0 < c < 1. Due to the very high dimension of G,
various algorithms essentially based on the power method have been proposed to compute
the stationary distribution p such that
p
T = pTG , (12)
as for instance in [1, 2, 10, 14]. As the asymptotic convergence of the power method depends
on the magnitude of the subdominant eigenvalue of G, ergodicity coefficients are strongly
related with such approach. Several authors have investigated this relation in details [8,
10, 20, 22]. On the other hand, the original formula by S. Brin and L. Page [3] defines the
Pagerank vector p as the solution of a M-matrix linear system of the type
γ(I − cT )Tp = v, γ ∈ R , (13)
usually referred to as the Pagerank system. We can recover that linear system by means of
Theorem 3.6. Assume for the sake of simplicity that each column of T has at least one zero
entry (i.e. that there is no node in the graph pointed by all nodes). Since maximinj(G
T)ij =
(1− c)maxi vi > 0 then
p = (I − τn−1(G
T)B)−1y ,
where τn−1(G
T) = 1−
∑
iminj(G
T)ij = c, y = (1− c)v and B =
1
c
(GT − y1T) = T T. This
shows, indeed, that p is both the solution of the eigenvector problem (12) and of the linear
system (13), with γ = 1
1−c
.
Starting from the linear system formulation of the Pagerank problem (13), some other
approaches to compute p have been investigated and compared to the power method, as
in [4, 5, 6, 24]. Therefore Theorem 3.6 provides a useful tool as it allows to approach in a
similar way many other (large scale) problems of the type (12), and reveals a further relation
between ergodicity coefficients and the Pagerank centrality.
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