Abstract. This paper deals with two different asymptotically fast algorithms for the computation of ideal sums in quadratic orders. If the class number of the quadratic number field is equal to 1, these algorithms can be used to calculate the GCD in the quadratic order. We show that the calculation of an ideal sum in a fixed quadratic order can be done as fast as in Z up to a constant factor, i.e., in O(µ(n) log n), where n bounds the size of the operands and µ(n) denotes an upper bound for the multiplication time of n-bit integers. Using Schönhage-Strassen's asymptotically fast multiplication for n-bit integers, we achieve µ(n) = O(n log n log log n).
Introduction
In this paper we present two asymptotically fast algorithms for the greatest common divisor (GCD) computation in quadratic orders or, generally, for the computation of ideal sums if the class number is not equal to 1 (Algorithms 3. 16 SGCD O D and 4.2 IDEALSUM O D ). We show that the calculation of an ideal sum in a chosen quadratic order can be performed as fast as in Z up to a constant factor (depending on the chosen order), i.e., in running time O(µ(n) log n), where n is the size of the operands and µ(n) an upper bound for the running time of the multiplication of nbit integers. It follows from these algorithms that the class number is a much more suitable algebraic invariant than the property of a quadratic order being euclidean. If the quadratic order is a principal domain, a euclidean algorithm with a suitable chosen euclidean function may fail to calculate the generator of an ideal sum (e.g., in the case of quadratic orders with discriminants D = −19, −43, −67, −163), however, there always exists such a generator.
At first we give a historical overview of GCD computations in Z and in quadratic number fields. Then we introduce some terminology regarding quadratic number fields and binary quadratic forms. In Section 2 we generalize Schönhage's technique of a controlled euclidean descent and corresponding algorithm to a newly introduced class of rings, the S-euclidean domains. In Section 3 we apply this concept in order to calculate the sum of two principal ideals (for each of them we know one generator)
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in the ring of algebraic integers of an imaginary quadratic number field with any class number. Apart from the initial calculation of an S-euclidean descent we compute the valuation of ideals at finitely many places, where the places are only depending on the chosen order, and not on the operands. Due to this valuation step our novel Algorithm 3.16 is not very closely related to the concept of a euclidean domain. In Section 4 we present a different approach for the calculation of ideal sums. Our Algorithm 4.2 computes the sum of two ideals (for which we know a suitable coding) in any quadratic order-independent of the class number or the discriminant D. This Algorithm 4.2 is uniformly fast because it does not need any precalculations. It uses the representation of ideals in the Hermite normal form and the correspondence between ideals in quadratic orders and binary quadratic forms. Its running time only depends on the size of the operands and the size of the discrimant.
We present both of these algorithms in this paper because Algorithm 3.16 also calculates a representation of the GCD g, ax + by = g, in the case of the five imaginary quadratic norm-euclidean maximal orders, while Algorithm 4.2 does not, but is uniformly fast for all quadratic orders.
Historical overview.
The history of efficient GCD computations is based on Euclid's algorithm [14, Book VII, Propositions 1 and 2] (about 330 B.C.) that does not need any factorization of the integers. The algorithm calculates euclidean steps, i.e., divisions with remainders, as long as the remainder is not equal to zero. One can show that every step of the euclidean descent is reducing the size of the operands by at least a factor larger than 1. The last remainder which is not equal to zero is the greatest common divisor of the operands. One can calculate cofactors in the euclidean steps in order to represent the GCD as a linear combination of the operands.
Improvements to Euclid's algorithm were made only in the last 60 years due to the possibility of using computers for calculations. Lehmer [22] presented an improved version of Euclid's algorithm that calculates euclidean steps in single precision using the top-bits of the operands as long as possible. Another GCD algorithm is Stein's binary algorithm [36] (or, [19, Section 4.5.2, Algorithm B]) that uses only addition, subtraction and shifting (division by powers of two). This algorithm has a running time of O(n 2 ) if the inputs are n-bit integers. There exist many further improvements to these algorithms, but none of these achieve a nearly linear running time. For a more detailed overview, we refer the reader to [40, Abschnitt 1.2] .
In 1971 Schönhage and Strassen [32] presented an asymptotically fast algorithm using FFT methods for the multiplication of n-bit integers which achieves a running time of µ(n) = O(n log n log log n). Knuth [18] , who used this fast multiplication, found an efficient GCD algorithm with running time O(µ(n)·(log n) 4 ). Based on these algorithms, in 1971 Schönhage [28] used the correspondence between the euclidean descent and the continued fraction decomposition and developed an asymptotically fast GCD algorithm with running time O(µ(n) log n). Until Schönhage implemented his GCD algorithm, it was doubted that this algorithm could be faster than the other known algorithm in practice; see [31, Sections 1.3.6, 6.1.3] and [29] . Schönhage used for his implementation the so-called technique of a controlled euclidean descent instead of the correspondence to the continued fraction decomposition. Later he was able to transfer this concept to the fast reduction of If D is a fundamental discriminant, i.e., O D is the maximal order of a quadratic number field, then we call Cl(O K ) the class group and h(O K ) the class number of K. It is known that there exist only nine imaginary quadratic number fields with h(D) = 1, namely D = −3, −4, −7, −8, −11, −19, −43, −67, −163 . On the other hand, real quadratic number fields generally seem to have small class numbers, but it is not known whether there exist infinitely many real quadratic number fields with class number 1.
The maximal order O K is always a Dedekind domain, which does not hold true for every quadratic order. In particular, every fractional ideal I can be written in a unique way as
the product being over a finite set of prime ideals, and the exponents v p (I) being in Z (nonnegative if I is an integral ideal The ideal a has a = aZ + (b + cω)Z as its Z-module representation. Moreover, a is the smallest positive integer in a, and Norm(a) = ac [8, Proposition 5.2.1]. Now we would like to introduce some terminology related to binary quadratic forms which was already introduced by Gauß [12, Section 5] . A binary quadratic form f is a homogeneous quadratic polynomial in two variables
, because c is determined by a, b and D. We call f primitive if the greatest common divisor of a, b, c is equal to 1.
Define the operation of a matrix M = α β γ δ ∈ PSL 2 (Z) for a quadratic form f (identifying a matrix M ∈ SL 2 (Z) with −M because the operation of −M is the same as the operation of M ) as
Two quadratic forms f = (a, b, c) and
This can also be written as
The module group Γ := PSL 2 (Z) is generated by the matrices S = 1 1 0 1 and
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Now we show the correspondence between quadratic forms of discriminant D and ideals in the quadratic order with discriminant D. In particular, the multiplication of ideals corresponds to the composition of binary quadratic forms. The Z-module aZ
m ∈ Z} ⊂ Γ be a multiplicative subgroup of the module group that operates on quadratic forms. Then we define 
where (ω 1 , ω 2 ) is a Z-basis of a with ω 1 ∈ Q (always possible, e.g., using a HNF representation of a) and (ω 2 σ(
These mappings are inverse isomorphisms and induce isomorphisms on the level of the equivalence classes:
Denote the set of reduced forms by R(D). There exists an equivalent reduced form for every quadratic form. The mapping
where
is reducing, i.e., after finitely many steps we have calculated an equivalent reduced form. If the discriminant is negative, there exists exactly one equivalent reduced form for every quadratic form, which does not hold true for D > 0. In the case of a positive discriminant there exists more than one equivalent reduced form for a quadratic form. The restriction of ρ to R(D) is a permutation of R(D); the ρ-orbits of R(D) are called cycles. Every cycle contains an even number of elements because the sign of the first coefficient alternates. Two reduced forms are equivalent if and only if they belong to the same cycle. Schönhage [30] showed that the reduction of a binary quadratic form with coefficients bounded by 2 n can be calculated in running time O(µ(n) log n) by using his technique of a controlled descent. In particular, the sign of the discriminant D does not significantly affect the calculation steps in Schönhage's algorithm. 
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This defines a measure for the size of the operands. Schönhage's algorithm for fast reductions of binary quadratic forms is based on the following theorem. . We obtain an equivalent quadratic formf = (ã,b,c) minimal above 
Concept of S-euclidean domains
Now we generalize the class of euclidean domains to the class of S-euclidean domains which contains euclidean domains as a special case. This generalization is based on algorithmic aspects such that we are able to present the asymptotically fast Algorithm 2.19 (DESCENT R ) that computes a controlled S-euclidean descent in an S-euclidean domain where the triangle inequality is satisfied for the S-euclidean function. After this general introduction to S-euclidean domains we will focus only on quadratic orders and apply the novel concept.
Generalization of euclidean domains.
While we now introduce the concept of S-euclidean domains, we show in the next section that all the rings of algebraic integers of imaginary quadratic number fields are S-euclidean. Definition 2.1. Let R be an integral domain, and let S ⊂ R \ {0} be a finite subset. We call R S-euclidean w. r. t. a euclidean function f :
(1) The finiteness of S ensures a practical calculation of an S-euclidean step as in (S2) if there exists a computable division with remainder in R, because one can calculate the division for every s ∈ S. (2) If R is {1}-euclidean, then R is euclidean. (3) The conditions (S1), (S2) and (S3) do not necessarily imply that R is a unique factorization domain (which is true if R is euclidean).
Definition 2.3. Let R be an S-euclidean domain w. r. t. f. Then there exist s ∈ S and q, r ∈ R for all x, y ∈ R \ {0} according to (S2) such that s·x = qy + r with f (r) < f(y). We call such a division step an S-euclidean step (not unique in general).
Definition 2.4. Let R be an integral domain, let f : R → R ≥0 , and let S ⊂R \ {0} be a finite subset. Assume that (S1) and (S3) are satisfied. Then we define the S-euclidean minimum of R w. r. t. f as
We now show that the cofactors of an S-euclidean descent are bounded w. r. t. the S-euclidean function f . Assume that f is multiplicative, satisfies the triangle inequality, and f (x) = 0 or f (x) ≥ 1 for x ∈ R. Denote the field of fractions with K := Quot(R). Let x, y ∈ R. Without loss of generality we assume f (x) ≥ f (y). Set
is an S-euclidean step w. r. t. x j−1 , x j . Thereby, let E R < 1 be a good upper bound for the S-euclidean minimum with 0 < E(R, S, f) ≤ E R < 1 such that one can calculate every single S-euclidean step in an efficient manner. An S-euclidean descent is a sequence of S-euclidean steps, as long as the remainder x j+1 does not equal zero. It follows from (2.1) and (S3), that this sequence is always finite, i.e., x r+1 = 0 for a minimal r ∈ N. We can rewrite an S-euclidean step using a 2 × 2-matrix as
The matrix on the left-hand side is not generally invertible in R because s j ∈ S is not necessarily a unit. Another representation for this S-euclidean step is
The matrix Q j is not generally invertible in R, but always in K because the determinant does not vanish due to 0 ∈ S. Define the product of the matrices Q κ and the product of the S-factors s κ as M j ∈ R 2×2 and, respectively, S j ∈ R \ {0} for 1 ≤ j ≤ r. Set M 0 as the identity matrix and S 0 := 1.
, it follows that
Therefore we get the representation
and from this (using the K-
Now we are going to show that M j 's coefficients are bounded w. r. t. the S-euclidean function f. To prove that we use the notations as introduced above. Under these assumptions it is easy to show that f (ε) = 1 for every R-unit ε, and that f can be canonically extended to the field of fractions, f :
Lemma 2.5. Let 1 ≤ j ≤ r, and let q j be a quotient of an S-euclidean descent.
, and in case of j ≥ 2 we calculated x j in an S-euclidean step. Considering the
Assume that q j = 0. This yields s j ·x j−1 = x j+1 , which is a contradiction to the inequality above. Therefore we have q j = 0, thus f (q j ) ≥ 1, because f avoids every value between 0 and 1.
Lemma 2.6. u j = 0 for 1 ≤ j ≤ r, and v j = 0 for 2 ≤ j ≤ r.
Proof. We defined u 1 = 1 = 0. Thus we have to show the statements for u j , v j only for 2 ≤ j ≤ r. Using (2.6) we get
, which is a contradiction. The proof for u j = 0 for 2 ≤ j ≤ r is almost the same.
Remark 2.8. U j , V j are well defined because the occurring denominators do not vanish (Lemma 2.6). We calculate
Proof. We have S j ·x 1 = v j+1 x j + v j x j+1 in R using (2.7). Dividing this equation by x j (does not vanish for 2 ≤ j ≤ r) and separating v j+1 , we get
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Applying the S-euclidean function f to this equation yields
we can bound the denominator as follows:
This estimate and (2.
Now we introduce the f -maximum of the S-set in order to eliminate the factor f (S j ) in the proven estimate. Definition 2.10. Let R be an S-euclidean domain w. r. t. f. Then we define the f -maximum of the euclidean set S as S := max s∈S f (s).
Lemma 2.11. There exists
Proof. There is nothing to show in the case of j = 1. Thus assume j ≥ 2. Then we
Corollary 2.12. Let c ∈ R >0 be a fixed chosen constant with c ≥ 1
Proof. The claim follows from the Lemmas 2.9 and 2.11 due to f (S j ) ≤ S·f (S j−1 ). In particular, we have c ≥ 1, because E −1
Proof. The estimate (2.9) holds true in the case of j = 0 and j = 1, because v 1 = 0 and v 2 = s 1 .
In the case of j = 2 we have V 2 = q 2 . Lemma 2.5 implies f (V 2 ) ≥ 1, such that the claim follows from Corollary 2.12.
Now let 3 ≤ j ≤ r, and assume that the claim holds true for j − 1. Then either f (V j ) ≥ 1 such that the claim (2.9) follows from Corollary 2.12, or we have f (V j ) < 1. The inductive assumption for j − 1 yields
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The claim (2.9) follows from this inequality using
) in order to show the estimate (2.10). From this we obtain f (u j+1 x 1 ) ≤ f (v j+1 x 0 ) + f (x j+1 ) using the triangle inequality. Furthermore, it follows from (2.9) that f (u j+1 ) ≤
Controlled S-euclidean descent in S-euclidean domains.
Let R be an S-euclidean ring, where the S-euclidean function · is multiplicative, satisfies the triangle inequality, and avoids every value between 0 and 1. Under these assumptions we are able to transfer the concept of a controlled euclidean descent 2 and its fast computation to the S-euclidean domains.
The GCD calculation for imaginary quadratic maximal orders consists of the computation of such an asymptotically fast S-euclidean descent and the subsequent valuation at finitely many certain prime places. For this reason we need the imaginary quadratic order to be a Dedekind domain, i.e., we are able to calculate the ideal sum in this way in maximal orders only.
A controlled S-euclidean descent in the ring R can be specified as follows. In particular, we do not need any information about the group of units, apart from the fact that +1 and −1 is contained.
Theorem 2.14. Let x, y ∈ R and let
Furthermore the coefficients of the matrix M = (m ij ) i,j are bounded by
where C R := 1 + log 1/E R S R and S R := max s∈S s .
Proof. We give a constructive proof for this theorem because we calculate Seuclidean steps in the algorithm in an efficient manner in the same way as in this proof.
Without loss of generality assume x ≥ y ≥ σ > 0. Set u := x, v := y and M := I. If we have (2.14)
then we have a representation as in (2.11) where (2.12) holds true. Otherwise
and we calculate an S-euclidean step 
If the newly calculated operands (called u, v again) still satisfy condition (2.15), we calculate further S-euclidean steps as described. The set { z : z ∈ R, z < y } is finite and contains 0 because R is S-euclidean. Thus we are going to calculate a remainder r < σ after finitely many steps in (2.16) 
Note that no further euclidean step for u = u new , v = v new has to be calculated because it holds true that u − εv = r + εv old − εv old = r < σ. This satisfies condition (2.14) which means that we have found a suitable representation as in (2.11) which satisfies the conditions (2.12) as well.
We call such a modification of the remainder r to r + εv a size modification after an S-euclidean step.
Altogether we calculate r S-euclidean steps where a size modification is done at most by the last S-euclidean step. We obtain a matrixQ j = 0 1 s j −q j for every calculated quotient q j (1 ≤ j ≤ r), whereq j := q j for 1 ≤ j < r, andq r = q r − ε with ε ∈ {−1, 0, +1} as above. Note that ε = 0 means that no size modification has to be made in the r-th S-euclidean step.
The matrix M is the product of the matricesQ j , 1 ≤ j ≤ r. M is invertible in Quot(R) because s j = 0, thus detQ j = 0.
It remains to show that the coefficients of M are bounded as stated. For 1 ≤ j < r, it holds true thatQ j = Q j , where Q j is defined in (2.2). Thus we have the representationQ
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We can calculate the product of the matrices
using (2.3). The coefficients of M r−1 are bounded as was shown in Proposition 2.13.
In order to calculate M we can multiply the matrix M r−1 byQ r after the r-th Seuclidean step:
Using the estimate of Proposition 2.13 we obtain an upper bound for the size of the coefficients of M :
The estimate for − v r+1 + εv r can be shown in an analogous manner. The stated size bound (2.13) follows from x r ≥ σ.
If R is a Dedekind domain, we can use the technique of a controlled S-euclidean descent to calculate nearly the GCD of two elements apart from a finite set of places.
Definition 2.15. Let S be a finite subset of R, e.g., the set for which R is Seuclidean. Then we define
p ⊃ sR} which is a set of prime ideals of R that contains the ideal ( S). In other words V ( S) contains the prime ideals which are divisors of elements of S.
In particular, V ( S) is a finite set due to the finiteness of S.
Lemma 2.16. Let R be a Dedekind domain, and let
Proof. Both implications are proven by inductions. Let 
) ≥ k, which holds true for every prime ideal p of R. It follows that v p (x r ) ≥ k via induction, where the induction starts with the trivial case j = 1. Now we are going to prove the other implication.
Thereby, the first equation sign holds true because we provided that v p (s j ) = 0. The claim follows with j = 1 using decreasing induction in j, where the induction starts with j = r.
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Corollary 2.17. Let the conditions be the same as in Lemma
Proposition 2.18. Let R be an S-euclidean Dedekind domain. If one calculates an S-euclidean descent from x, y ∈ R to u, v ∈ R with σ = 1 according to Theorem 2.14,
Proof. We obtain min( u + v , u − v ) < 1 using Theorem 2.14, thus u + v = 0 or u − v = 0. Therefore we have u = εv with ε ∈ {−1, +1}, hence v q (u) = v q (v) for all prime ideals q. The claim that for every prime ideal p ∈ V ( S) follows directly from Lemma 2.16 and Corollary 2.17. Now we are able to present our Algorithm 2.19 DESCENT R for the calculation of an asymptotically fast S-euclidean descent. The algorithm is based on Lehmer's ideas that were improved by Knuth [18] and Schönhage [28, 29] for an asymptotically fast GCD calculation in Z. This concept, which does not need special properties of Z, was transferred to Z[i] [39] , and is now generalized for S-euclidean domains.
If the operands have large size, we split them into heads and tails w. r. t. a fixed chosen basis b ∈ R \ (R × ∪ {0}) using a remainder-division for each of them, and we calculate an S-euclidean descent only with the heads (i.e., the calculated quotient of the remainder-division). If we apply a remainder-division for one of the operands and for b T , then we know that the tail w. r. t. · is bounded by b T ·E(R, · ), where E(R, · ) denotes the euclidean minimum for the integral domain R. Set B := b . We have B > 1 because b is not a unit.
In order to give a general description of the Algorithm 2.19 DESCENT R , we are going to introduce some constants which depend only on the S-euclidean domain, and not on the operands:
21)
These constants serve different purposes. Because we are going to calculate Seuclidean steps with the head parts of the operands, we cannot guarantee a reduction w. r. t. · by E R for the entire operands. Thus we introduce E R as the reduction factor for the entire operands, even if we calculate S-euclidean steps with only the heads (with E R as the reduction factor).
The constant C R determines whether we use the divide-and-conquer technique in order to calculate an S-euclidean descent. We choose
is an upper bound for S R . This constant is also involved in an estimate for the coefficients of the cofactor matrix according to Proposition 2.13. The factor of this estimate is bounded by m R (cf. Theorem 2.14).
The constant γ R is chosen such that the operands satisfy the minimum size requirement σ if they are transferred from the head parts using the cofactor matrix.
The constant δ R determines that only operands larger than B L+1+δ R are split into heads and tails. Furthermore, it controls that we are able to guarantee E R as a reduction factor for the entire operands, even if we calculated the S-euclidean steps only with the heads.
We are able to bound the number of iterations in the "while" loop (D9) of the Algorithm 2.19 by R . We can distinguish between two cases in order to bound the number of iterations in (D9). Either no splitting was done so that we calculate S-euclidean steps with the original operands, or a splitting was done so that we transferred the S-euclidean descent to the entire operands (D8) satisfying some size bound.
Algorithm 2.19 (Fast computation of a controlled S-euclidean descent in R)
.
, invertible in Quot(R), according to Theorem 2.14 (with the parameter E R instead of E R for the size bound of the matrix coefficients) such that Proof. We calculate every S-euclidean step in the algorithm such that we can guarantee a reduction by the factor E R w. r. t. · . If we compute an S-euclidean step only for the heads of the operands, we are not able to guarantee the factor E R for the entire operands (calculated using the cofactor matrix). Anyway, we can always guarantee E R as a reduction factor for the entire operands as we will show in Lemma 2.22.
If a size modification is made after an S-euclidean step in the "while" loop (D5) or (D9), then the minimum condition in (D5) or (D9) is not satisfied anymore such that the loop iteration terminates.
After these general remarks we will follow the algorithm step by step in order to prove its correctness. Without loss of generality we assume x ≥ y . If step (D1) branches to (D9), we have y < B L+1+δ R . In every S-euclidean step in (D9) the intermediate operands are reduced w. r. t. · by the factor E R at least. Thus we achieve a remainder less than B L after finitely many steps such that a size modification has to be made. After this no further iteration is executed. Otherwise, if (D1) does not branch to (D9), we always have N ≥ 2 in (D2).
In case the operands x, y have to be split, we calculate the splitting for x (y in an analogous manner) using a remainder-division w. r. t. to the euclidean minimum Figure 2 . Now we can estimate
Because the operands x, y are both greater than B L+1+δ R w. r. t. · (no branch in (D1)), we can conclude that
as an upper bound. In addition to that,
Splitting with tails we assume that N was chosen minimal such that x < B L 1 +N −1 . Therefore N can be determined in the following manner. Let N min be the smallest N which satisfies x < B L+N min . Then we can choose N with N min ≤ N ≤ N min + ∆, where ∆ := max (0, log B E(R, · ) − (γ R + 3)) + log B 2 + 1 independent of the operand x. In particular, we have ∆ > log B E(R, · ) − (γ R + 3) + log B 2 which yields
Thus we choose N as the smallest N ≥ N min which satisfies x < B L 1 +N −1 . The explanation above shows that there exists such an N which is at most ∆ larger than N min . Now we show that the number of iterations of the "while" loop (D5) is bounded by 2 at most. Denote the heads of the operands x, y withx,ỹ in case of T > 0, and assume x ≥ ỹ . Otherwise, if T = 0, we setx := x,ỹ := y. We are calculating a descent of N "bits" (for example in case of R = Z and B = 2) from L 1 + N to L 1 bits for the operandsx,ỹ. In order to achieve this, we first calculate a descent of N/2 bits to H := L 1 + N/2 bits in (D4) and (D5).
If ỹ < B H in (D3), we calculate one S-euclidean step and get a remainder r with r ≤ E R ·B
, then a size modification withỹ is made (u :=ỹ and v := r + εỹ with ε ∈ {−1, +1} such that v ≥ ỹ ). Then u − εv < B L 1 such that no further loop iteration is done. In the other case, i.e., if we called DESCENT R in (D4) recursively, there exists an ε ∈ {−1, +1} such that u + εv < B H . After the calculation of an S-euclidean step we get a remainder less than B H . Either a size modification is necessary for the remainder which terminates the "while" loop, or a further S-euclidean step is calculated. This leads to a remainder less than B H for which a size modification can be done. In this case, the "while" loop terminates, and otherwise both operands are less than B H such that no further iteration is done due to the maximum condition.
If the "while" loop (D5) terminates because min( u − v , u + v ) < B L 1 is satisfied, then the condition in the following "if" clauses holds true such that no further DESCENT R (D6) is calculated. If T = 0, no splitting was done, the condition (D8) does not hold true, and L = L 1 such that no iteration in (D9) is executed.
From now on we assume T > 0 that implies
The parameters T and L 1 are chosen such that T + L 1 = L + 1. We are calculating a descent from the heads x , y (D3) to intermediate operandsũ,ṽ (D7). In addition to that there exists an ε ∈ {−1, +1} such that
We calculate u, v in (D8) as
Because of B L 1 ≤ x , y < B L 1 +N −1 and because of the minimum size ofũ,ṽ, Lemma 2.23 implies that the coefficients m ij (i, j ∈ {1, 2}) of the cofactor matrix 
(cf. Theorem 2.14 with
This means that u , v cannot become too small. In addition to that it follows from (2.24) using the size bound (2.23) that
In the case where the operands were split (T > 0), one of the operands is less than (3·B − 2)·B L w. r. t. · after at most one S-euclidean step in (D9). Every further S-euclidean step reduces the remainder w. r. t. · at least by the factor E R (we can guarantee E R instead of E R because we are calculating S-euclidean steps with the entire operands, and not only with the heads). After k ≥ log 1/E R (3·B − 2) S-euclidean steps we achieve at least a reduction by
L . In the case T = 0 one of the operands is less than B L+1+δ R w. r. t. · , and after one S-euclidean step in (D9) this size bound holds true for both operands. One can bound the number of further S-euclidean steps in (D9) in an analogous manner as above in order to achieve a remainder less than B L . Altogether, the number of S-euclidean steps in (D9) can be bounded by
This statement holds true because we get a remainder less than B L w. r. t. · after at most R iterations (D9) such that a size modification is done which implies an afterwards termination of the "while" loop.
Remark 2.21. The constants were chosen in such a way that the estimates hold true in the proof above. In addition to that one can be interested in discussing strategic aspects of the choice of the constants. For example, on the one hand it is an advantage to choose γ R as small as possible in order to achieve a splitting in the recursive calls as often as possible. On the other hand, γ R should be as large as possible in order to achieve a small factor B + 4m R ·E(R, · )·B 1−(C R +γ R ) in (2.25). Such a strategic discussion about the choice of the ring constants is not in the scope of this article.
We have omitted the proof of two statements in the proof of Theorem 2.20 which we now present as Lemmas 2.22 and 2.23. Proof. Let x, y be the operands in the outermost recursion level. During the recursive calls of DESCENT R , these operands are split severals times in heads and tails, hence
Thereby we have T κ > 0 because a splitting was done in the recursion level κ. In the innermost recursion level we have split the operands in heads x , y and tailŝ x,ŷ as
Now we are able to bound the size of the tails by
because the splitting was done by calculating a euclidean step w. r. t. the euclidean minimum E(R, · ) for the ring R. Now we return to the k-th recursion level, and let L 1 , N be the parameter of the corresponding splitting. It follows from both the S-euclidean steps s·x = q·y + r and s·x = qy + r (dividing them by y or, respectively, y, and subsequent subtraction in order to eliminate q) that
We know r /y ≤ E R , thus it remains to show that the second term can be bounded by
Then the statement follows from (2.27) using the definition of E R (2.17).
Lemma 2.23. The coefficients (m ij ) of the cofactor matrix M are bounded by
Proof. We calculate an S-euclidean descent with several S-euclidean steps for the heads of the entire operands. Each of these steps reduces the remainder at least by a factor of E R w. r. t. · . If the remainder is smaller than a certain minimum size σ, we calculate a size modification of the remainder. Let s·x = qy + z, z ≤ E R · y , be an S-euclidean step for x, y of an S-euclidean descent (in particular, e.g., the last calculated S-euclidean step in a recursive call), which is followed by a size modification z + εy. Then the calculation of a further S-euclidean step 1·(z + εy) = εy + z, z ≤ E R · y removes the previous size modification such that we can guarantee a reduction by the factor E R . For that reason we must not consider the size modification in general, apart from the size modification after the last S-euclidean step (if done) of an S-euclidean descent in order to bound the matrix coefficients. Lemma 2.22 says that all S-euclidean steps w. r. t. the full operands (not only for the heads) are reducing the size at least by the factor E R such that we can bound M 's coefficients in the same manner as in Theorem 2.14 (replacing E R by E R ).
These two lemmas complete the proof of Theorem 2.20. Finally we prove an estimate for the running time of Algorithm 2.19 DESCENT R .
Proposition 2.24. Let t(l, n) denote the maximum running time of algorithm DESCENT R (x, y, L) for every L ≤ l and any x, y with x , y < B
L+N , where N ≤ n. Then we have t(l, n) ≤ O(μ R (l + n)· log(n + 1)), whereμ R (l + n) denotes a smooth upper bound for the multiplication time or, respectively, for the calculation of an S-euclidean step of two operands smaller than B l+n w. r. t. · .
Proof. Set C R := C R + γ R /2. In the case of a splitting of the operands in heads and tails we have
Except for the recursive calls in (D4) and (D6) the algortihm calculates only a bounded number of operations with operands smaller than B l+n . The case
The divide-and-conquer technique of the algorithm yields
(In other words one calculates a descent of 2n bits by calculating recursively up to two descents of n bits each. In these recursive calls a splitting is done such that a running time of t(C R ·n, n) is sufficent.) The estimated running time t(l, n) ≤ O(μ R (l + n)· log(n + 1)) follows from (2.28) and (2.29).
Remark 2.25. This running time with parameter l = 0 is an upper bound for the calculation of a complete S-euclidean descent for operands x, y ∈ R with x , y < B n . It should be mentioned that some algorithmic properties of the domain R are encoded in the functionμ R and in the constant of the O-notation, for example the cardinality of the set S.
GCD computation in imaginary quadratic rings of algebraic integers
Now, after having introduced S-euclidean domains, we are able to apply this concept and the corresponding fast Algorithm 2.19 DESCENT R to imaginary quadratic orders. We show that every imaginary quadratic order is S-euclidean w. r. t. the absolute value and that, for every imaginary quadratic maximal order, we can compute the sum of two principal ideals using the concept of S-euclidean domains and valuations at certain places (it is necessary that the order is a Dedekind domain).
If the reader is interested in more general computations of ideal sums in quadratic number fields, e.g., for the real quadratic case, we refer to Section 4.
Imaginary quadratic orders as examples of S-euclidean domains.
Now we would like to show that every imaginary quadratic order (not only the maximal order) is an S-euclidean domain. In particular, we need an applicable description for the "S-euclidean" property in order to use it for an algorithm. This requirement is satisfied by 
. . , |D|/3 such that O D is an S-euclidean domain w. r. t. the absolute value | · | (considering O D canonically embedded in C).
We postpone the proof of this theorem to the end of this section such that we can discuss some important conclusions for our following Algorithm 3.16 SGCD O D . Even if this theorem holds true for every imaginary quadratic order, our Algorithm 3.16 is defined only for Dedekind domains, i.e., for rings of algebraic integers (maximal orders). 
Corollary 3.4. Every imaginary quadratic order O D is S D -euclidean w. r. t. | · |.
We restrict our considerations on S-euclidean sets for imaginary quadratic orders to subsets of positive integers because there exists an easy way to prove in a uniform manner that these orders are S-euclidean. There may exist smaller S-euclidean sets (not only consisting of integers, but also of "general" ring elements) such that an order is S-euclidean w. r. t. such a set. A lower bound for the cardinality of such an S-euclidean set of an imaginary quadratic order depends on the class number or, respectively, on the structure of the class group in a nontrivial manner.
Before we prove Theorem 3.1, we need some preparations. 
Thus we have covered J with a countable infinite system of open sets. Because of the compactness of J there exists a finite subset of this system whose sets cover J already.
Remark 3.6. For any c ∈ R >0 we can define an upper bound for the occuring denominators s by S := c/η . Furthermore, it follows from the above proof that one is able to find such a finite set M. For every fixed denominator s with 0 < s ≤ S, there exist a finite number of I k,s,η which are intersecting with J. All these pairs (k, s) form a suitable finite set M.
Let O D be an imaginary quadratic order with discriminant D < 0. O D is a discrete subring in C such that we can define c := min{Im(x) > 0 : x ∈ O D } which can be calculated as c = (In particular, S can be chosen as a finite set which follows from Remark 3.6.) Thus we have s·z ∈ c·k + I, and this can be transformed into s·z ∈ B η,k because of Im(s·z) = s·z .
Remark 3.8.
(1) In the case of 0 < η < √ 3/2, it follows that the distance between z ∈ C ∩ B η,k for any k ∈ Z to the nearest lattice point (consider O D embedded canonically in C) is less than 1. In other words, there Proof of Theorem 3.1. We have to show that the conditions (S1), (S2) and (S3) are all satisfied. Obviously, (S1) holds true for the absolute value f = | · |. (S3) is satisfied because O D is a discrete subring of C. It follows from Proposition 3.7 that for every z ∈ Quot O D there exists an s ∈ S ⊂ N >0 such that s·z ∈ B η,k . For a fixed chosen η < √ 3/2 the distance between s·z to a nearest lattice point in O D w. r. t. the absolute value | · | is less than 1, which shows that (S2) holds true.
We have to show that S can be chosen as the stated finite set of the positive integers. We can bound the set S ⊂ N >0 by S = c/η with c = 
Thus we have |D|/3 < c/η < |D|/3 + 1 using the definition of γ such that we conclude that S = c/η = |D|/3 .
Fast GCD computation in rings of algebraic integers of imaginary quadratic number fields using the concept of S-euclidean domains.
On the one hand we have shown how to compute asymptotically fast an S-euclidean descent, on the other hand we have proved that the imaginary quadratic (maximal) orders are S-euclidean domains. Now we combine these two facts in order to compute the sum of two principal ideals (quasi a GCD) in such rings of algebraic integers asymptotically fast. Let K be an imaginary quadratic number field with fundamental discriminant D < 0, and let O K = O D be its ring of algebraic integers. We know that the multiplication time is bounded by µ O D (n) = O(µ(n)) for this maximal order and a fixed chosen integral basis. In addition to that we know the euclidean minimum 
Fast computation of valuations in quadratic rings of algebraic integers.
We can calculate the sum of two principal ideals (given by one generator each) in an imaginary quadratic ring of algebraic integers O D , using the Algorithm DESCENT O D in order to compute an S D -euclidean descent, and then modifying the intermediate ideal at 
In (V7) we treat the special case that p is ramified and double v because the ramification index is e = 2. Then it remains to test whether p is contained in an odd power in the ideal I (all nonzero even powers are removed from I).
Altogether, the algorithm calculates the p-valuation correctly, and the stated running time holds true.
Calculation of the sum of two principal ideals. Now we are prepared to present the fast Algorithm 3. 16 
(using the corresponding composition of binary quadratic forms); (S7) return g · gcd Z (x , y ). Proof. In order to prove the correctness of the Algorithms 3. 16 Thus it remains to prove the stated running time. The norm is a positive definite quadratic form for the coefficients of an algebraic integer in O D to a fixed chosen integral basis (1, ω) . Set x = x 0 + ωx 1 . Because Norm(x) is bounded, it follows that |x 0 |, |x 1 | are bounded. Without loss of generality let the absolute values of the coefficients x 0 , x 1 be bounded by 2 n , hence the absolute values of the nonprimitive part of the operands |x |, |y | are bounded by 2 n in step (S1). The multiplicativity of the norm implies that Norm(x ), Norm(y ), Norm(g), Norm(g ) are bounded by 2 n as well. We precalculate the Z-part of the GCD ideal g in order to discuss primitive elements or, respectively, primitive principal ideals. Thus we are allowed to reduce g to a primitive g in (S4) because g cannot contain a nonprimitive relevant part of g. 
Algorithm 3.17 (GCD calculation in O
If we apply a column operation to this matrix which reduces b by multiples of Norm(z) to b with 0 ≤ b < Norm(z), we obtain the HNF of the primitive ideal zO D . It represents the ideal zO D , which has the following 2-generator representation as a Z-module (one integer generator) according to (1.1):
The running time of the calculation of the Z-module representation is O(µ(n) log n), because the running time of the GCD computation dominates the whole computation.
The number of iterations in the loop (S6) for a fixed chosen ring of algebraic integers O D is bounded by O(1), because there are at most two prime ideals lying above a prime number, and the number of prime ideals in S D is uniformly bounded, independent of the operands x, y. The calculation of the valuations in (S6a) requires O(µ(n) log n) running time according to Proposition 3.15. The multiplication of the ideals in (S6b) is possible in the same time, because the calculation of powers of p can be done in an analogous manner as the calculation of a prime power in Algorithm 3.14, and the subsequent ideal multiplication can be done using the composition of binary quadratic forms. Altogether the norms of the occuring ideals are bounded because of the multiplicativity of the norm, and because the norm of the GCD ideal divides the norm of the principal ideals xO D , yO D .
In the case of a principal ideal domain O D we can simplify Algorithm 3.16 to Algorithm 3.17, because the whole ideal arithmetic can be done with generators of principal ideals. The calculation of the S D -euclidean descent is possible in time O(µ(n) log n); the calculation of each step in the loop (S 2) can be done in time O(µ(n)) such that the stated running time holds true for Algorithm 3.17 as well. It is only faster by a constant factor than Algorithm 3.16.
Remark 3.19. Now we will discuss some possible improvements of the Algorithms 3.16 and 3.17. We conclude this section by discussing how the running times of these algorithms depend on the fundamental discriminant. We assume that a fundamental discriminant D < 0 and the minimal polynomial for ω, where (1, ω) . These inputs can be specified as two 2 × k matrices (e.g., the matrix in HNF for the two ideals). Now we show how to convert different codings of ideals in O D into the preferred coding for the algorithm.
(
κ ∈ Z, be the unique representation w. r. t. the integral basis (1, ω). Then we have
such that the Z-module I w. r. t. the integral basis (1, ω) can be represented by the 2 × 2k matrix
We see that I has a representation with finitely many Z-generators (see case (2)). Furthermore we can assume that k is bounded by 2 because We can assume that k is bounded by 8. Let the coefficients be bounded by 2 n in absolute value. Then we are able to compute the HNF of A in time O(µ(n) log(n)) [ 
Now we have to show that this algorithm is correct, i.e., f and s are a unique representation for the ideal I + J, and that the running time of the algorithm is bounded. Denote by σ the nontrivial automorphism of the number field K. Then we calculate the discriminant D as
This implies that ω − σ(ω) = √ D, and this defines which of the two conjugates is chosen for ω. One can calculate that 
using (1.2), wheref,ĝ are the corresponding matrices to the quadratic forms f, g. Now we have to consider the behaviour of the ideals with the S-and T -operations applied to the corresponding quadratic forms. Let g = (A, B, C) ∈ F(D) be a quadratic form. An S-operation applied to g, S m ·g, does not change the corresponding ideals, i.e.,
In contrast to this, the corresponding ideals of g and T ·g differ by an element t ∈ K, 
by the definition of the operation (cf. (1.2) ). Let g, f ∈ F(D) be equivalent quadratic forms with
Then we have to show that the following relation for the corresponding ideals holds true:
In order to prove this we use induction in the length r of a minimal representation of M (4.2).
In the case of r = 0 we have M = S m 0 such that the S m 0 -operation yields the trivial factor t = 1 (γ = 0, δ = 1 in M ). Now assume r ≥ 1, and assume that the statement is valid for r − 1. We decompose M into the factors M , T and S m r with M = M T S m r .
(1) Let (a , b , c ) = M ·g. Using the induction assumption we get the factor
with the transition from φ F I (g) to φ F I (a , b , c ), i.e.,
(2) Now we are able to apply an operation of T to (a , b , c ). Then we get 
Using equations (4.5), (4.6) and (4.7) we get
The transformation from g to the reduced equivalent quadratic form f yields the factor t 1 ·t 2 ∈ K with
,
We have shown that we calculate the factor s = C ·t ∈ K from the coefficients of M and f in (I5). These coefficients are bounded by O(2 N ) such that we can bound the running time of this algorithm by O(µ(N ) log N ). Now we would like to discuss two different cases for the application of this algorithm, one for an imaginary quadratic order, and one for a real quadratic order. In terms of quadratic forms we get g = (7, −8, 3) for the ideal a which is equivalent to the reduced positive definite quadratic form f = (2, 2, 3):
We get a representation of a consisting of the canonical element of the class group (Because there does not exist a unique reduced form f which is equivalent to g, we recommend using the HNF representation of the ideal sum for tests of equality or inclusion.) Calculations in the cycle of f with the ρ-mapping help us to find out whether the ideal sum is principal or not. In our example (class number 1, i.e., every ideal is principal) we arrive at the form (−1, 319, 60) which can be identified with 1 D after 324 ρ-steps: Thus we calculated a factor s ∈ K which is approximately half as long as the fundamental unit because f is lying roughly halfway between (1, 319, * ) and (−1, 319, * ) in the cycle. Altogether we achieve as a factor s = s · s , Remark 4.6. There exists at least one different kind of coding for the fundamental unit and for generators of principal ideals which has only a length of O(ln D) [4] . We do not discuss such a coding because it has no main focus on generators of principal ideals. Even for the representation of the ideal sum (despite the question of whether it is a principal ideal) we can use the HNF which can be calculated in an asymptotically fast manner. Note that the precalculation is at least as expensive as the calculation of the class number of an order for which no polynomial-time algorithm is known. The fastest known algorithm for the calculation of a class number is Buchmann's Algorithm [8, Section 5 .9] and has a sub-exponential running-time.
Conclusion
We presented two different approaches and corresponding Algorithms 3. 16 SGCD O D and 4.2 IDEALSUM O D for the calculation of an ideal sum in a quadratic order. In order to calculate the sum of two principal ideals in a fixed chosen imaginary quadratic ring of algebraic integers with fundamental discriminant D < 0, we can use both algorithms and achieve the same asymptotically running time O(µ(N ) log N ).
If we consider D as input for the algorithms, then the running time of Algorithm 3.16 SGCD O D contains additional factors which correspond to the ringspecific constants for the imaginary quadratic ring of algebraic integers. The running time for a single S D -euclidean step depends on the size of the euclidean set S D and can be bounded by O( |D|/3·µ(N )) for a fixed chosen integral basis. In addition to that, further factors, not monotone in |D|, influence the running time, e.g., the S D euclidean minimum E O D depends on the distance of |D|/3 to the next integer (cf. Table 1 ). It remains to discuss whether other S-euclidean sets can be found for this algorithm which would lead to a smaller running time in D. Assuming the GRH one can conjecture that the size of the S-euclidean set can be bounded by 6 ln 2 |D|, because the prime numbers p ≤ 6 ln 2 |D| generates the class group [40, Section 4.4].
However, the running time of Algorithm 4.2 IDEALSUM O D is not changed by a factor if we consider D as an input. Furthermore the discriminant D is coded in the chosen integral basis, and a suitable integral basis can be coded in O(log |D|) bits. For that reason this algorithm is uniformly fast for any discriminant and class number such that it is well suited for large discriminants.
Both different approaches are not suitable in an obvious manner for the computation of ideal sums in number fields of higher degrees because we used the correspondence between ideals and binary quadratic forms and their fast reduction. It is not possible to transfer the concept of the S-euclidean domains to number fields of higher degrees because their rings of algebraic integers are not discrete subrings of C [33, Theorem 30] . Certainly the theory of S-euclidean domains can be applied to number fields of higher degrees whose rings of algebraic integers are euclidean w. r. t. | · |.
