Abstract-The isometric feature mapping (Isomap) is one of the widely used low-dimensional embedding methods. However, Isomap has three bottlenecks: sensitivity to outliers, high computational complexity and topological instability caused by short-circuit edges. To address above problems, by introducing the concepts of linear patch (LP) and k-nearest center (k-NC), a LP-center based Isomap (LPC-Isomap) approach is proposed in this paper. Firstly, before constructing a neighborhood graph, outliers are eliminated by LPC-Isomap. Then LP-centers are selected reasonably as landmark points by LPC-Isomap to reduce computational complexity. We compute the intersections between k-NC of each pair of points. If an intersection is empty, the edge connecting the corresponding pair of points is considered as a short-circuit edge. Lastly, the useful behavior of LPC-Isomap is verified through numerical examples with several data sets.
INTRODUCTION
Isomap is one of representative algorithms [1-3] in manifold learning community, which extends classical multidimensional scaling (MDS) by exploiting geodesic distances instead of Euclidean distances. In contrast to previous algorithms for nonlinear dimensionality reduction, Isomap computes a globally optimal solution and has lower residual variance [1] . Despite of the superiority of global optimization, there also exist some problems about Isomap.
The first problem of Isomap is its sensitivity to outliers, which may collapse the total manifold structure [4] . A lot of algorithms have been developed to detect outliers [5] [6] [7] . However, they also caused mis-deletion of normal points when neighborhood size is large. In order to overcome this situation, BORDER algorithm [8] is adopted in this paper, which detects the outliers with their reverse k-nearest neighbor (RkNN) number.
The second problem is the high computational complexity of Isomap. Isomap with landmark points (L-Isomap) was developed to solve this bottleneck [9] . In L-Isomap algorithm, some points are selected to be landmark points and it only calculates the distances from each data point to each landmark point. But it is a hard work to pick out the appropriate landmark points. Fast Isomap based on minimum set coverage is a feasible road to solve the problem [10] . Unfortunately, it only applies to the situation of low curvature. The centers of the linear patches (LP-centers) are taken as the landmark points to solve this problem.
The third problem is the topological instability caused by short-circuit edges which may devastate global manifold structure. An easy way to avoid this short-circuit edge is to decrease the neighborhood size. Several methods of selecting neighbourhood size were presented [11] , [12] , and an adaptive neighbourhood selection algorithm proposed [13] has achieved a better result. In addition, some algorithms select neighborhood according to the dissimilarity costs between each pair of points [14] , [15] . Another feasible method is to find out all the short-circuit edges and remove them from the neighborhood graph. Obviously, the latter is better because of the free choice of the neighborhood size. To realize the latter idea, we compute the LP-centers, and find out the k-nearest center (k-NC) for each data point. An edge will be regarded as a short-circuit edge if there is no intersection between the k-NC of the two points it connects.
The rest of this paper is organized as follows. Next section introduces relevant definitions proposed in this paper. The projection error ε of data set Xis measured by the form:
, λ i is the eigenvalues of the covariance matrix of X, andλ 1 ≥λ 2 ≥ ... ≥λ D .
A linear patch LP can be considered as a class, which employs Gaussian distribution as its discriminant function [16] , denoted as N(x). We can split a D-dimensional sample data S into several linear patches LP 1 , LP 2 ,..., when take appropriate values for projection error thresholdε 0 and destination dimensionalityd. A center of LP i , denoted as μ i , refers to the Ddimensional mean vector of LP i . For ∀x∈S, the k-nearest center (k-NC)of x can be defined as follows:
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Definition 2 (k-Nearest Center): Given a set of linear patches LP i with centersμ i and subordinate degree functions N i (•), and a data point x, k nearest centers of x are a set of centersμ i j where N i j (x) is the first k largest values of N i (x)(1jk).
III. MAIN RESULTS
In this section, LPC-Isomap will be proposed based on the concepts of section 2. BORDER algorithm is originally designed to find boundary points and outliers are extraordinary boundary points, being away from densely distributed data. The data points whose RkNN number equals a user defined threshold η or less are output as outliers. Generally, η is set to 1. 
) ARE ORTHONORMALEIGENVECTORS OF COVARIANCE MATRICES OF LPA AND LPB, RESPECTIVELY.EDGE(XR, XQ) IS A SHORT-CIRCUIT EDGE CONNECTING
After BORDER, we will divide the sample data set Sin to several linear patches LP 1 , LP 2 ,…, with the user defined projection error threshold ε 0 and destination dimensionalityd. Firstly, we calculate the projection error ε i of each point x i ∈S and its k-NN, and search the point x m with minimum projection error x m satisfying ε m <ε 0 . Then x m and its k-NN are marked as a new linear patch LP j , and points not in LP j nearest to the LPcenter μ j are added to LP j continuously until projection error ε Pj of LP j ≥ε 0 . The above procedures are repeated until all points are added to the linear patches or there is no point x satisfying ε<ε 0 .
Considering the flexibility of our proposed algorithm, we design an overlapping factorα(0 α1). According the properties of Gaussian distribution, the contour of a linear patch LP is a hyper-ellipsoid, with the center at μ and axes oriented along the eigenvectors of covariance matrix ofLP, and with scaling factors in the directions of the axes givenby corresponding eigenvalues. When we shrink the contour ofLP j , the point x i belongs to overlapping region if it satisfies:
where M j (x) is the Mahalanobis distance [16] .The points not covered by linear patches are considered as outliers.
For ∀x r ∈LP a ,x q ∈LP b , if Edge(x r ,x q ) is a short-circuit edge connecting x r and x q , Edge(x r ,x q ) passes through a region containing few data points and the variances of LP a and LP b along the direction of Edge(x r ,x q ) are very small. Therefore, both N a (x q ) and N b (x r ) are so small that the inequality
holds for most of the linear patches LP j in sample data. Therefore, there is no intersection between k-nearest center(k-NC) of x r and x q . An edge will be marked as a short-circuit edge if there is no intersection between k-NC of the two points it connects(see fig. 1 ).
The principle of selecting landmark points is that the information of intrinsic manifold structure can be recoveredas much as possible according to the landmark points. In other words, more landmark points are required in the regionwith relatively large curvature. More linear patches will be generated in the place of large curvature because of containing fewer points. Therefore, the LP-centers can be exploited as landmark points. For convenience, we select a point which is nearest to the LP-center and in the same linear patch as a landmark point instead. Based on above analysis, we summarize the proposed LPCIsomap algorithm in Table 1 . Furthermore, an incremental PCA algorithm can be utilized to reduce the computational complexity of recalculating ε P j in step 4.4.2 of LPC-Isomap [17] . When the dimensionality D of data set is very high and the data set size N is insufficient, we only calculate the first p largest Then we ver wiss-Roll data oisy points (se = 0.7, and k c = s shown in f trinsic manifo PC-Isomap, w ructure in fig.2 rcuit edges, w 00 based on th eefig.3). Tabl [2]
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