Introduction
The use of seasonally unadjusted data in empirical applications is increasing and so is the need to adequately characterize the properties of those series, see for example Franses (1996) for an overview. As many data in economics display trends and also signs of stochastic seasonality, this has led to the development of a large number of seasonal unit root tests over the last two decades, see Dickey, Hasza and Fuller (1984) , Hylleberg, Engle, Granger and Yoo [HEGY] (1990) , Osborn, Chui, Smith and Birchenhall (1988) , among many others. Among the tests proposed, the most widely used procedure is the HEGY test.
A characteristic common to unit root tests, as well as to seasonal unit root tests, is their poor power performance in small samples, see for example Ghysels, Lee and Noh (1994) and Rodrigues and Osborn (1999) for Monte Carlo evidence on the performance of quarterly and monthly seasonal unit root tests, respectively. Also, the power deteriorates, the more unit roots one has to examine. For instance, in a simple test regression with no deterministic variables, the HEGY test procedure in the quarterly context requires the estimation of four parameters, whereas in a monthly context this number increases to twelve.
In this paper, we propose a sequential procedure for higher frequency data, which should have better power. For this, we use information on the properties of a series under different periodicities, like quarterly and monthly, to devise more parsimonious test regressions. We show that the characteristics of a quarterly series, for example, can be useful to justify the use of more parsimonious test regressions at a monthly level. Naturally, other periodicities can be considered, but for the purpose of presentation, in this paper we focus only on quarterly and monthly data.
The paper is organized as follows. Section 2 shows how seasonal unit roots in monthly data appear in their temporally aggregated quarterly data. We use extensive simulation experiments to substantiate the results. Section 3 introduces new test procedures, their asymptotic limits and critical values. In Section 4 an empirical application is presented, and, finally, Section 5 concludes the paper.
Temporal Aggregation
We first determine the implications of monthly seasonal unit roots when the observations are aggregated to quarterly series. That is, we identify relationships between monthly and quarterly unit roots.
Preliminaries
Consider the monthly autoregressive process
where
is a polynomial of order twelve and the index t M refers to monthly data. The (seasonal) unit roots allowed for in α(L) for monthly data are those given in the first panel of Table 1 , while the second panel gives the unit roots for the quarterly data. When all unit roots occur simultaneously,
has, what is called, a seasonal random walk.
From Table 1 , we use the length of the cycles corresponding to the roots in the quarterly and monthly context, to establish that several relationships can be identified. Obviously, there is a link between the monthly and the quarterly zero frequency roots. Next, there is a link between the monthly root occurring at frequency 2π/3 and the quarterly π/2 frequency root. Finally, there is a link between the monthly root at frequency π/3 and the quarterly π frequency root.
Seasonal unit root test
In order to identify other potential, but not immediately obvious, relationships between monthly and quarterly roots, as well as to confirm the ones put forward above, we resort to an application of the HEGY seasonal unit root test procedure.
The HEGY approach was originally derived for quarterly data, and has been extended to the monthly case by Franses (1991) and Beaulieu and Miron (1993) .
The HEGY test is based on a root decomposition of a general polynomial of at least order S, where S represents the periodicity of the data, and it has the ∆ S filter as its overall underlying null hypothesis.
Following Smith and Taylor (1999) , linearizing ∆ S around the unit roots at different frequencies yields the test regression
where π S/2 x S/2, t S −1 needs to be omitted if S is odd, and where For the purpose of the present paper, concerning quarterly and monthly data, the relevant transformations are for S = 4 given by
and for S = 12 they are
Before we turn to a discussion of temporal aggregation, a few remarks can be made. The precise transformations of the regressors of the HEGY test regression depend on the periodicity of the data. For quarterly data (S = 4) these transformations can be found in Hylleberg et al. (1990) , for the monthly case (S = 12) in Franses (1991) and Beaulieu and Miron (1993) , and for the general case see Smith and Taylor (1999) .
Typically, with the HEGY approach, the roots in monthly data are tested as follows. The zero frequency unit root and the bi-monthly unit root (π 0 = 0 and π 6 = 0) are tested using left-sided t-statistics, whereas the complex roots, π α,k = π β,k = 0 (for k = 1, ..., 5) are tested using joint tests. These t and F type tests have nonstandard distributions.
Additionally, in the context of quarterly data, Ghysels et al. (1994) propose two new F -statistics. One of these concerns the hypothesis that π 0 = π 2 = π α,1 = π β,1 = 0, and hence provides an overall test of the null hypothesis of seasonal integration.
The other test concerns unit roots at all seasonal frequencies (π 2 = π α,1 = π β,1 = 0).
These test statistics have been extended to the monthly case by Taylor (1998) .
A potential problem with the HEGY test, which is inherent to the multiple testing procedure, is related to the size of the test. That is, the large number of tests of individual parameters used with this procedure has a substantial impact on the significance level implied for the overall null hypothesis. Consequently, one major difficulty is the choice of an appropriate level of significance for each of the individual tests mentioned above. On the other hand, the advantage of the HEGY test over other available seasonal unit root test procedures is that more general processes are considered under the alternative hypothesis, by allowing the possibility that some but not all unit roots implied by ∆ S could be present.
Finally, given the orthogonality of the regressors, the joint tests computed from HEGY test regressions are equivalent to averages of squared t-statistics, see for example, Chan and Wei (1988) , Ghysels, Lee and Noh (1994) , and others for details.
From monthly to quarterly data
To understand the implications of monthly unit roots on aggregated quarterly data, we carry out a Monte Carlo investigation. The DGP considered is
Based on the aggregation of data generated from (7), quarterly data are obtained such that
The resulting quarterly observations do not have overlapping monthly observations as they are systematically sampled.
In order to determine the implications that the monthly roots have on quarterly data, we consider the application of a HEGY test regression with S = 4, on samples of 500 quarterly observations obtained through the aggregation of 1500 monthly observations. For each case, we use 20000 replications. The earlier expected effects of temporal aggregation anticipated this result. Next, the monthly root at frequency π/3 impacts on the quarterly π frequency root as expected. Moreover, also the monthly π frequency root affects the quarterly π frequency root. Finally, the quarterly π/2 frequency root emerges when monthly unit roots at frequencies 5π/6, π/6 and π/2 are present in the DGP. And, the monthly unit root at frequency 2π/3 seems to affect the phase of the quarterly π/2 root.
Based on these outcomes, we see opportunities to design more parsimonious monthly unit root test regressions, which are based on the outcomes of tests for monthly data when first aggregated to quarterly data.
A sequential testing procedure
The results in the previous section conveyed that an application of the quarterly HEGY procedure could be informative for the presence of unit roots at different frequencies in the monthly polynomial denoted as φ M (L). Consequently, the following can be considered: 1) If a zero, bi-annual and an annual unit root are detected in the quarterly data, then, in the monthly context one should consider the overall null hypothe-
is adequate. Hence, one should apply the procedure proposed by Beaulieu and Miron (1993) , and others.
2) If only a zero frequency and π frequency unit root are detected in the quarterly data, then for the monthly data one only has to consider the filter φ
3) If a long-run (zero frequency) and an annual root ( π 2 frequency) are present in the quarterly series, then, in the monthly context, the filter to be considered
In sum, in cases 2) and 3), one can save on variables (and hence parameters) in the monthly test regression, and hence increase power.
Test Procedures
To derive the necessary test regressions, the following DGP will be considered,
where κ = 1, 2, 3, refers to the three scenarios mentioned above. For each case, one
should consider the following test regressions.
1) When κ = 1, the adequate test regression is the one proposed by for example Beaulieu and Miron (1993) . In the notation of Smith and Taylor (1999) , the adequate test regression is
where the regressors correspond to the linear combinations provided earlier; see Section 2.
, the corresponding test regression is
and the relevant test regression in
where the test regression variables are defined as
Hence, cases 2) and 3) have a smaller amount of variables.
Asymptotic Results
In order to derive the asymptotic results of the test procedures presented, we will refer to Chan and Wei (1988) and Smith and Taylor (1999) .
2, 3 and setting the initial values to zero, the t-ratios obtained from (9), (10) and (11) can be shown
to converge in each case to 1) when κ = 1, the distributions can be found in Beaulieu and Miron (1993) 2) when κ = 2, we observe that
3) When κ = 3, it can be established that
where W i (r) are standard Brownian motions.
Proof:
The results follow from Lemmas 3.3.1 and 3.3.2 in Chan and Wei (1988) .
Given the orthogonality of the regressors (see Chan and Wei (1988) 2) For κ = 2, we have
3) For κ = 3, it can be established that
Proof: The proof of this theorem follows straightforwardly from the asymptotic orthogonality of the regressors. Tables 3, 4 
Empirical size and power
We now contrast the performance of the new procedures proposed with that of the monthly version of the HEGY test (κ = 1) via Monte Carlo simulations. Two data generation processes (DGPs) are considered, that is,
where ε t ∼ nid(0, 1) and φ = {0.7, 0.8, 0.9, 0.95, 1.00}.
The procedures are applied on artificial samples of 120 and 300 observations and in each case 20000 replications are used. The results are summarized in Tables 6   and 7 . The overall conclusion from the results in these tables is that the sequential procedure has higher power in most instances, and in particular in smaller samples.
Illustration
In this section, we illustrate our sequential procedure and compare it with the standard HEGY approach for five monthly series. These series are five US industrial production series, concerning Automotive products, Food and Tobacco, Clothing, So we have three times the situation with κ = 2 and twice that κ = 3.
Application of the HEGY tests, where we include seasonal dummies and a trend in each auxiliary regression, leads to the results summarized in Table 8 . Note that we decide on the lag structure using LM tests for 1 to 12-th order serial correlation.
Clearly, the differences between the test results are not major for most series, except for the Food and Tobacco series, for which our method does not indicate that there are seasonal unit roots at frequency 5π 6
. On the other hand, for Clothing, we do not reject the presence of the seasonal unit roots at the frequency 2π 3
, whereas the standard HEGY approach does.
Conclusion
In this paper we proposed a sequential approach to testing for seasonal unit roots in high frequency data. Our ideas were framed in the context of monthly data, but of course, it can be extended to any frequency, like for example daily data within a year. Through simulations we showed that our new approach has more power than the standard HEGY method, especially in small samples. We expect these outcomes to hold a fortiori when considering higher frequency data. 
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