Machine learning techniques are a standard approach in spam detection. Their quality depends on the quality of the learning set, and when the set is out of date, the quality of classification falls rapidly. The most popular public web spam dataset that can be used to train a spam detector-WEBSPAM-UK2007-is over ten years old. Therefore, there is a place for a lifelong machine learning system that can replace the detectors based on a static learning set. In this paper, we propose a novel web spam recognition system. The system automatically rebuilds the learning set to avoid classification based on outdated data. Using a built-in automatic selection of the active classifier the system very quickly attains productive accuracy despite a limited learning set. Moreover, the system automatically rebuilds the learning set using external data from spam traps and popular web services. A test on real data from Quora, Reddit, and Stack Overflow proved the high recognition quality. Both the obtained average accuracy and the F-measure were 0.98 and 0.96 for semiautomatic and full-automatic mode, respectively.
Introduction
Despite several existing algorithms for web spam detection, which were, for example, presented in works [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] , unsolicited messages are still a major issue for the Internet community. The main reason is the evolution of web spam. Several works have shown that the classifiers learned from old data cannot recognise new web spam cases [1, [11] [12] [13] [14] . Several solutions have been proposed to avoid the issue of outdated learning sets [1, 2, 11, 15, 16] , but the obtained results have only been a partial success. The reduction of quality over time was limited but not stopped. Moreover, most of the solutions ignored the lack of appropriate learning sets during initiation of a web spam recognition system in a new site.
In practice, web spam recognition should include a lifelong learning mechanism. The system-dedicated to protecting a specific site-should evolve during its lifecycle according to the current phase identified by knowledge of spam and nonspam data.
Let us discuss the lifecycle of a web spam recognition system presented in Figure 1 . At first, the system is initialised to protect a new site (a new blog or forum). The history of previously published comments or entries does not exist. Therefore, during the initial starting-up phase, the classifier cannot learn from patterns of typical nonspam messages. The classification of all messages is based on spam examples only. The spam examples-unlike the nonspam ones-have a global character and can be collected using a honey pot.
The next phase is the development phase. In this phase, a set of regular nonspam data already exists, but the number of entries is relatively small in comparison to known spam examples. An appropriate classifier to analyse the entries is a method developed for imbalanced sets. Other methods tend to classify all the entries to the dominating class.
When a sufficient number of nonspam messages are collected, the system enters the mature phase. During this third phase, the number of nonspam messages is growing. Now, the system can use the messages to create a balanced dataset from both types of messages. The classification during this phase brings the best results.
Over time, the system enters the descending phase. New spam messages are significantly different from the ones used for the initialisation of the system. As a result, the classification accuracy fails regularly. Most of the works on spam detection propose a classification algorithm that is based on a stable learning set and masters the accuracy obtained from a static learning set. The evolution of the classification process is not discussed, or it is limited to a specific issue as a reduction of the recognition accuracy over time.
In this work, we have proposed a new system for spam classification that addresses all problems connected with the described phases. The novelty of our proposition lies in an automaton that selects a proper classification methodology according to the current phase of the system lifecycle. Additionally, the proposed system offers full automatisation in the creation of the learning sets using an external data source. Therefore, the system can be implemented by raising blog platforms without substantial datasets of labelled comments.
We focused on web spam as it is still one of the most challenging issues. The most common type in the list is web spam that exploits vulnerabilities and gaps in the web 2.0 to inject links to spam content into dynamic and shareable content such as blogs, comments, reviews, or wiki pages.
We tested the system on three popular web services: Quora, Reddit, and Stack Overflow. The test proved high recognition quality. Using the datasets, we discussed practical issues of lifelong machine learning, including the spam classification in the case of an insufficient number of nonspam learning examples and the descending accuracy of the system over time.
The remainder of this work is organised as follows. First, other works on web spam detection are described in Section 2. That is followed by a description of the proposed dynamic web spam recognition system in Section 3. Section 4 presents the testing methodology. Section 5 contains the results, while Section 6 discusses the obtained results. That is followed by the conclusions in Section 7.
Related Work
Several works have analysed the web spam recognition issue. In works [23] [24] [25] , the authors summarised and compared the results obtained by various machine learning techniques used for web spam recognition.
Some original approaches were proposed in the following works. Yin et al. [26] proposed a general mathematical framework, which proves beneficial for grouping classifiers using a convex ensemble diversity measure. Goh et al. [10] incorporated weight properties to enhance the web spam detection algorithms. The weight properties were defined as the influences of one Web node on another one. Manaskasemsak et al. [27] discussed the ant colony optimisation designed to let an ant start from a nonspam seed and a compilation of the created path to nonspam classification rules.
The problem of the decrease in classification accuracy over time was stressed in [1, 2, 11, 15, 16] . The works showed-using WEBSPAM-UK2006 and WEBSPAM-UK2007 datasets [28] -that it is impossible to keep the same classification quality over a number of years. We present a new approach to this issue. Our spam rejector evolves over time. Some other works proposed a dynamically changing spam detector before. Hao et al. [29] presented a method for detecting domains used for email spamming at the time of registration and evaluated their method with sliding time windows for training and testing data. Veeramachaneni et al. [30] described a system that combined outlier detection methods with a supervised learning module to improve the accuracy of intrusion detection. The supervised learning module is parametrised with the learning time window. We replaced the time factor by the size of the learning set. The two approaches are compared in Section 6.3.
Our solution depends on features that discriminate against web spam. Several works proposed their own set of features. Alarifi et al. [31] examined changes in the distribution of the set of selected detection features according to the page language. Dai et al. [17] proved that historical web page information was an essential factor in spam classification. Works [32, 33] showed the importance of the analysis of URL addresses in spam detection. Urvoy et al. [34] described how to use the HTML style similarity cluster to pinpoint dubious pages and enhance the quality of spam classifiers. Piskorski et al. [35] proved that specific linguistic features could be useful for a spam-detection task when combined with features studied elsewhere. Also, Islam et al. [36] used tokens (words) to create a set of 21 hand-crafted features from each e-mail message to recognise spam. The abovementioned papers inspired part of the features used in our system. We used a data mining process to select useful features among the created ones. A similar approach is presented in several works, i.e., [4, 37] .
Our rejector is based on Deterministic Finite Automaton. Dolzhenko et al. [38] also proposed a model called mandatory results automata (MRAs). MRAs could monitor and transform security-relevant actions and their results. However, the model was theoretical and not tested on real data. Another interesting application was presented in [39] . The authors proposed estimator learning automaton-based subset selection as a new method for feature selection in highdimensional spaces.
We propose a complete system for web spam rejection from blogs. The following systems aimed at email spam were created before. Bruckner et al. [16] evaluated spam filters derived from different optimisation problems on chronologically ordered emails. The Nash-equilibrial prediction models used outperformed reference methods. However, the execution time is 10 thousand times higher for the Nash-equilibrial prediction models than for Support Vector Machines (SVM). Colbaugh et al. [15] presented two mechanisms. The predictive defence algorithm combined game theory with machine learning to model and predict future adversary actions for synthesising robust defences. The extrapolative defence algorithm involves extrapolating the evolution of defence configurations forward in time, as a way of generating defences. A new web spam filtering framework (WSF2) was presented in works [40, 41] . The system proposed by the authors dynamically adjusts different parameters to ensure continuous improvement in filtering precision over time. The framework was tested using combinations of different filtering techniques including regular expressions and well-known classifiers.
Methodology
The main feature of the proposed system is the dynamic selection of a classification method according to the current phase of the system lifecycle. The lifecycle is modelled by a finite automaton that switches spam rejectors according to data flow.
A second important aspect is the collection of learning data from third-party sources to keep the system up to date even if the flow of data is too small to fulfill machine learning requirements.
Web Spam Rejection. Let us assume that set
− contains comments on a web platform. The comments are described by a feature vector x ∈ R and belong to classes, where ≥ 1. The classes can describe topics, usefulness, aggression levels, or other. The classes are detected by the classification function : R → 1 . . . .
Let us define set + as the set of web spam comments. Web spam comments are generated automatically. Mostly, such comments cannot be correctly classified to any of the known classes. Results of the classification function on set + are not useful and obscure evaluation of the classification function. Therefore, we need an independent method-not integrated with function-to eliminate web spam comments.
Let us define a membership function for elements of the known classes : R → 0 . . . . Elements {x ∈ R : (x) > 0} are elements of known classes called native elements. When the membership function returns zero the element does not belong to any of classes. Such elements are called foreign elements. The task of the rejection function is the separation of the native elements from the foreign elements. In our case, the rejection function eliminates spam from the comments.
For that, the rejection function is used on the elements from the set = + ∪ − to create a new set = {x ∈ R : (x) > 0}. The number of the foreign elements in the set should be reduced. The reduction task can formulate the following minimisation condition:
where ( ) = 1 ⇐⇒ ̸ = 0 and (0) = 0. Formula (1) reaches a minimum if ⊆ + . However, the condition is also fulfilled if = Ø and that means the elimination of the native elements. Therefore, a second condition is introduced. The condition, in contrast to the previous one (1) , is a maximisation condition
If Formula (1) and Formula (2) obtain the minimum and maximum, respectively, then = − and all spam examples are eliminated.
In practice, the rejection can be implemented as a binary classification of the native and foreign elements [42] . However, the quality of implementation depends on the knowledge of both classes. In machine learning techniques, the knowledge of classes comes from the learning set. Let us define two learning sets 0 ⊂ + and 1 ⊂ − as
We can define three cases according to the learning sets. In the first case, the learning set is 1 = Ø. That raises two problems. First, the group of one-class classifiers that we can implement is limited. Second, the quality of the classifier is doubtful because Formula (1) cannot be used in the evaluation process and the whole optimisation is limited to Formula (2).
In the second case, 1 ̸ = Ø but 1 << 0 . That allows us to optimise both conditions. However, the disproportion between the learning sets may cause a bias in the classification process.
The third case assumes that the sizes of the learning sets are similar. This case is the most desirable. However, if the number of learning cases is too high, the classifier may not be flexible enough to learn new forms of spam and its quality may decrease in time.
A good web spam detection system should work correctly in all three cases. Therefore, we propose, for web spam rejection, a finite automaton, which switches between various types of rejections according to the parameters of the learning set. 
The notation
+ means that the -th rule is fulfilled, while − means otherwise.
The transition function : × Σ → is defined by the following transitions:
(4) Figure 2 shows the structure of the automaton. While some final state is reached, the system rebuilds the web spam rejector using a new learning dataset. In states , the system uses the lastly created classifier because there is no need to create a new one.
In most cases, a more extensive dataset allows us to create a better rejector and the automaton goes from 0 to 2 when new data is being collected. However, there are some exceptions. Firstly, the automaton can go back to the previous final state when changes in the sets break a relevant rule. This is possible if we have a rapid growth of spam messages or if some nonspam messages are removed from the system by a moderator. Secondly, when the learning set is too big and too old, the classifier must be rebuilt. This is done in states 2 and 2 . The new classifier is trained on selected newest messages.
There is some similarity between our model and the model proposed in [30] , which switches between outlier detection and supervised learning. However, there are several important differences between two models. Our model changes states using three rules 0 , 1 , and 2 based on relations between classes in the learning set. Meanwhile, the model proposed in [30] switches between two states, where the initial unsupervised state is activated for a minimal set of events. Moreover, the dynamic learning set is based on a time factor when we analyse the structure of the set to rebuild it. We compare and discuss those two approaches in Section 6.3.
3.3.
System. Two aspects distinguish the proposed web spam detection solution from the others. The first aspect is the dynamic classification module that chooses a proper classification method according to the current phase of the system lifecycle. The automaton that models the lifecycle was described in Section 3.2. The second aspect is the mechanism of learning set creation that allows the operator to use external data sources to increase recognition quality especially in the initial phase of a protected web service.
The creation of the learning set from the labelled documents is critical for the quality of the system. Figure 3 presents a detailed schema of this process.
The learning set 0 ∪ 1 , used in the system, consists of two sets: the learning web spam set 0 and the learning nonspam set 1 . The system can work even if one of the learning subsets is empty.
The learning set can be created from several independent sources defined as subsets of spam data + and nonspam data − introduced in Section 3.1. We discuss two approaches to labelling the data.
The classification subsystem identifies the incoming comments on the protected web services. Usually, the classification is not perfect and must be supervised by the operator. nonspam comments from various popular web 2.0 services with a scoring system. The notation for data is summarised in Table 1 . Our system communicates with the scoring system through an existing API or by web scraping to collect comments commonly acknowledged as nonspam. The technical details of the comments collection are presented in Section 4.3. The discussion of usage of external sets is presented in Section 6.2.
The automaton controls the classification in the system. The automaton reacts to changes in the learning set. For a small set, specialised machine learning algorithms are used to create an appropriate classifier. A proposition of implementation is given in Section 4.1.
When the set is too large, the learning set is relaxed. The relaxation process removes old data from the learning set and rebuilds the classifier using data from the last period. The importance of the relaxation and comparison of relaxation strategies is presented in Section 6.3.
Tests

System
Implementation. An implementation of the automaton described in Section 2 needs three classifiers. Each classifier solves another classification issue and should be implemented by a specialised algorithm.
The first classifier works in the initial phase when only a few examples represent one of the classes. A good candidate is a One-Class Support Vector Machine (OSVM) [43] , which is an implementation of an SVM classifier [44] for a single class.
Assume that ∈ are vectors of features of training elements, for = 1, 2, . . . , and for being the cardinality of the training set. Assume also ( , ) is a kernel function. Then a OSVM decision function is implemented as where and are obtained by maximization of the following convex quadratic programming (QP) problem:
with constrains:
where ] is an equivalent of the regularization coefficient in the binary SVM classification. Homenda et al. [42] compared OSVM with other SVM techniques applied in recognition with rejection. The second classifier works with imbalanced sets. The RUSBoost algorithm [45] is dedicated to discriminate imbalanced classes. The algorithm creates an ensemble of weak classifiers similarly as bagging techniques. However, in the created learning set the number of examples from the majority class is reduced to reach a given percentage of the minority class.
The last classifier works using full knowledge of data from the previous periods to classify data from the current period. The classifier should provide high accuracy and be a quick learner. An excellent candidate is Random Forest [46] . The algorithm generates many replicas of the training dataset and grows decision trees on them. The final classification decision is a derivation of an ensemble of the created weak classifiers.
All three described classifiers were implemented for the tests.
Datasets. The data was collected from June 2013 to
February 2014 and divided into ten monthly periods labelled where = 0 . . . 9. The first period 0 is unique because the preceding period does not exist and it is not possible to use any previous data to create a classifier.
During each period , the system collects two datasets. The first set + contains web spam comments collected by a spam trap. Figure 4 (a) presents examples of web spam. The examples are comments on WordPress blogs. The comments are diversified. The first comment looks like a valid comment but hides a link in the username. The second comment contains starts as normal text and ends with several injected links that do not resemble the normal text anymore. This spam was created to promote link farms and provide credibility to the spammer website.
The second set, labelled as nonspam, consists of nonspam comments. This set is heterogeneous and contains nonspam comments from the three web communities: Quora, Reddit, and Stack Overflow. Examples of comments are presented in Figure 4 (b). In the test, the comments from one web service are treated as an internal dataset − when the other two are treated as separate external datasets − .
Quora dataset consists of the best answers to the most popular questions posted on Quora.com. Quora does not provide an API to the rating system. Therefore, a web scraping method was chosen. A bot started crawling from pages with most followed topics in 2014 (https://www.quora.com/Whatwere-the-most-followed-topics-on-Quora-in-2014) and in 2015 (https://www.quora.com/What-were-the-most-followedtopics-on-Quora-in-2015). Next, the bot collected 105 links to top topic pages.
On each topic page, the bot visited an overviewed top answers and FAQ page to extract the total of 2804 links to Security and Communication Networks 7 Spam trap  2588  7673  7371  4176  1783  7746  17419  15323  14112  2065  3648  Quora  45  40  41  53  59  47  54  53  73  49  23  Reddit  105  362  51  555  319  40  24  867  626  343  150  Stack Overflow  1104  951  972  1028  1057  1007  849  717  884  689  421 individual question pages. On each question page, up to 5 top answers were extracted and saved, for a total of 9520 answers. The Reddit JSON API was used to collect nonspam comments for Reddit dataset. The bot started with top topics page (http://www.reddit.com/top.json?sort=top&t=all) and entered each topic in the order. On each topic page, all comments were examined. Comments were considered nonspam when the following conditions were met:
(i) A comment was parsed correctly according to Reddit API docs.
(ii) A comment was ranked positively; it has 5 more thumbs-up than thumbs-down.
(iii) A comment was not too short; it has at least 100 characters.
(iv) A comment was not reported as offensive by any user.
When feed was collected a total of 6521 topic pages were visited, and 529158 comments were parsed. Among them, 130604 were rejected because they had the ups/downs balance lower than 5. Among all the comments, 176688 comments were considered too short (less than 100 characters). Finally, 221866 were collected and included in the feed data.
The Stack Exchange API was used to download all answers to top-rated questions on Stack Overflow. When feed has collected a list of 68410 top rated questions was downloaded via API and a total of 500000 answers were extracted and saved. Answers with an upvoted score greater or equal to 30 were selected for a total of 101161 highly rated answers.
The collected comments were limited to comments that overlap the monthly periods when the spam comments were collected. The number of data in the division on data sources and periods and the average monthly volume is given in Table 2 .
Features Extraction.
In the preprocessing, before calculating actual features, each analysed comment was transformed into three separate forms to calculate the features proposed in our previous work [11] .
The first form was a Visible Text. The HTML document was stripped of all mark-up using the BeatifulSoup4 library with lxml backend. In the result, we obtained the pure text between tags. The second form was a Nonblank Visible Text. To obtain this form, we removed all space characters from the Visible Text. The third created form was Distinct Domains. The Distinct Domains is a set of unique domain names including the domains defined by Internationalized Domain Names in Application (IDNA) standards [47] , which were in a language-specific script or alphabet, such as Arabic, Chinese, Russian, or the Latin alphabet-based characters with diacritical marks, such as Polish. Table 3 presents groups of features used to describe the analysed comments. We have analysed HTML tags and metadata section, domains present in the message, global text features, lexical items, and alphanumeric and nonalphanumerics characters.
The features in the groups based mostly on count and length of described objects in all created forms. Simple statistics such as the average, maximum, and standard deviation were calculated. In summary, we created 63 features.
Evaluation.
The following measures were used during the tests described in Section 5: 
8 Security and Communication Networks 
F-measure the weighted average of the spam predictive value and sensitivity,
The comparison of web spam recognition mechanisms [25] shows that the F-measure (11) is the most popular evaluator. Therefore, the F-measure is used instead of Area under the Curve (AUC) that we calculated in our previous work [11] .
Results
Comparison with Other Works.
For a preliminary evaluation of the proposed method, we compared our classifier with selected works mentioned in the newest list of web spam detectors presented in [25] . Among all works, we selected ones that used data from the WEBSPAM-UK repository and evaluated the results using some measures from Section 4.4. Table 4 compares the results obtained on data from the WEBSPAM-UK repository. We always present the best result obtained by the authors.
For our tests, we created a set of 600 thousand pages from 2006 and took all data from 2007. The data was evenly divided into the learning and testing sets. Luckner at al. [11] used the same dataset and an SVM as a classifier. Despite the higher TPR in 2006 and SPC in 2007 than in this work, the currently obtained accuracy is better.
The other compared works use the same repository, but the division into learning and testing sets was different than in this work. Therefore the results are hard to compare. Specifically, the better results obtained in [20, 21] were computed using tenfold cross-validation. We should remember that although such a test allows us to compare solutions, in practice, we should expect worse results when the training and testing sets are collected in different periods.
Shengen at al. [3] obtained the better results on a smaller testing set contained 204 spam hosts and 300 regular hosts.
The obtained F-measure was in the range 0.64-0.73 for an SVM and 0.72-0.80 for genetics operators. Our results are better than most of these results.
Several other works obtained a better F-measure than we on data from 2006. However, in works [12, 13, 22 ] the best results were obtained for a vector of over 200 features. When we compare the results for the vectors of similar length to us the obtained F-measure is smaller than 0.63. Therefore, one may prefer our method to limit the number of observed features. Although the difference in size of the feature vector does not play a significant role during the classification process, it can increase the training time significantly. Also, the storage issue may be relevant when we want to create a historical learning set.
Our results on WEBSPAM-UK2007 are highly satisfactory. Except for work [4] where tenfold cross-validation was used, we obtained the best results.
However, the quality of the web spam detector decreases over time. Therefore, the rest of the tests were performed on separate online data collected in the consecutive monthly periods.
Tests on Online Data.
We considered ten monthly periods from 0 to 9 . During the periods both spam comments and nonspam comments were collected. The nonspam comments − were collected from three separate sources denoted as Q (Quora), R (Reddit), and S (Stack Overflow). The spam comments + were taken from the spam trap. In the test, the learning set was always a subset of data from period while the testing set was a subset of data from the following period +1 . We tested scenarios that represent the various lifecycle phases of the web spam detection system. Table 5 presents the accuracy obtained by the rejection system during ten periods. The results are presented individually for each source of nonspam comments. For each source, the results are presented for the internal and external learning sets and their union. The external sets were created using the power set of the nonspam sets Q, R, and S excluding the internal set. The table shows the average accuracy. The best result for the testing set and period is in bold.
The results for the period 0 are presented in two columns. The first column presents the results obtained in state 0 . The second column shows the results obtained in state 1 . The transition between states 0 and 1 depends on coefficient in rule 0 . The coefficient was fixed at 20 to stabilise the learning set accuracy (see Section 6.1).
For the following periods, the rejector was in state 2 and the random forest was used to reject the spam. According to rule 2 , the training set size should be limited by coefficient . The coefficient was taken as the average number of messages collected in one period (see Table 2 ). Tables 5, 6 , 7, and 8 have the same structure. Table 5 shows that the accuracy obtained by the rejection system exceeded 0.90 in the initial phase for the learning set − 0 . In the following periods, the classifier trained on − obtained results from 0.93 to 1.00 depending on the period and data source. The average accuracy reached 0.99, 0.98, and 0.96 for Q, R, and S, respectively. However, the best accuracy was not always obtained using the internal learning set. A more detail detailed discussion of external sets usage is presented in Section 6.2 Table 6 shows an interesting fact in the initial phase. The classifier trained in state 0 obtains a better result than the second one trained in state 1 . We should remember that the number of nonspam in the initial phase is relatively small. Therefore, the One-Class SVM classifier could obtain excellent results in detection for the dominant class. In the following periods, the sensitivity, for the internal learning set, is very high for sets R and S and varies from 0.97 to 1.00. For the set Q the sensitivity is lower and varies from 0.91 to 0.97. This could be connected with the smaller cardinal number of this set. Table 7 presents the specificity. The specificity obtained in the initial phase is similar for all testing sets. The classifiers worked on the same spam set and the number of nonspam examples is small and did not influence the final results. In the following periods, the specificity varies more. The average specificity-calculated on periods for the internal learning set-reaches 0.99, 0.98, and 0.95 for Q, R, and S sets, respectively. Once again, the worst result for the set S is connected with the number of nonspam examples in the testing set. For the set S, the number of nonspam examples is relatively higher than for the other sets.
Finally, Table 8 presents the F-measure, which is the weighted average of the spam predictive value and the sensitivity. In the initial phases, the first classifier reaches about 0.94 and the second varies from 0.88 to 0.99. It is the influence of the sensitivity, which is visible in Table 6 . However, results in the following periods are similar and stay on a high level for all internal sets. The results vary from 0.94 to 1.00. The differences between the extremes for the various datasets are not higher than 0.02.
Discussion
This section presents a more detailed discussion of the following issues. Section 6.1 discusses the results for the initial period. Section 6.2 summarises the usage of external datasets as the learning set. Finally, Section 6.3 discusses the need for system relaxation.
Initial Period.
During the initial period 0 , the system does not possess the full characteristics of either the web spam + or the nonspam comments − from the previous period. However, to create any classifier, we have to present a representation of at least one of the classes.
Because the historical web spam datasets exist-spam collected before the system start-up or spam from public repositories such as WEBSPAM-UK [7] -we assume that a set + 0 can be created. We have used the set + 0 to create a One-Class SVM classifier. The results obtained by the classifier are promising. The accuracy of the system exceeds 0.90. Moreover, both the sensitivity and the specificity stay at a similarly high level.
However, to optimise the classification process, the knowledge on web spam characteristic should be supplemented by a partial knowledge of the nonspam comments. This knowledge is represented by a set − that contains examples of the comments. Especially for a small value of the sets are imbalanced. Therefore, a dedicated classifier-such as RUSBoost-should be used as a discriminator. Figure 5 presents the accuracy and F-measure obtained by the RUSBoost algorithm on the set The accuracy and F-measure obtained on the testing set stabilise fast for the datasets Q and R. The set S displays higher diversity and reaches a similar accuracy as Q and R for > 12.
We have compared the results obtained by One-Class SVM trained on However, we should notice that in some cases the RUSBoost algorithm reduces the obtained F-measure. This is because of the lower sensitivity obtained in several cases. To sum up, the usage of the additional set − 0 in the learning process is recommended, but the obtained results are not better in all aspects.
External Dataset as Learning Set. Using an external dataset
− that contains information on nonspam data one can eliminate the initial period issue. The historical data from the external set − in combination with spam data from the spam traps + create the complete learning set. However, the external set can reduce the accuracy of the classification process. To check the influence of the external dataset, we analysed the accuracy and F-measure in all periods except 0 . The data was analysed separately for external and internal data. Figure 6 shows the distribution for three groups. The first group contains the results obtained using − as the learning set. The second group consists of results obtained using only external data − . The last group contains learning data from both sets − ∪ − . The learning sets were created separately for each testing set Q, R, and S.
The best results were obtained using − as the learning set. Figure 6 (a) shows that additional knowledge of nonspam messages from other sources does not increase the accuracy. However, the main aim of the analysis was to determinate whatever an external source can be used as the learning set. The results obtained using − confirm that. Except for the outliers the distributions for − and − are similar. The situation looks different when we analyse F-measure. Figure 6(b) shows that when the results for sources Q and R are similar the results for S are entirely different. In this case, we should remember that for specific web services such as Stack Overflow (S) the usage of external datasets may reduce the obtained sensitivity (see Table 6 ). Therefore, the system should preferably be used to protect web services with a more conventional form of comments.
The results show that the whole classification process can be fully automated. The average accuracy for all − sets is 0.98. The same measure for the sets + is 0.96, similarly to the average F-measure that reaches 0.98 and 0.96 for the internal and external sets, respectively. Therefore, using spam data from the spam traps + and comments obtained from a public API from the popular web services − one can create a dynamical classifier that rebuilds itself periodically to improve the accuracy.
System Relaxation.
The proposed system uses relaxation of the learning set and compared this solution with two alternative approaches. First, the learning set can be static [1, 11, 14] . The created classifier was tested on periods for = 1 . . . 9. Second, the learning set can increase. We simulated that by using data from ∑
−1 =0
to train a classifier tested on for = 1 . . . 9. In the case of our dynamic system, data from −1 were taken to train a classifier tested on for = 1 . . . 9. Figure 7 shows that the results obtained for the static learning set are much worse than for the other approaches.
When we analyse the results for the last period, the average accuracy for the static learning set is 0.70 while the other approaches reach 0.99. Similarly with the F-measure which is 0.70 and nearly 1.00 for the static learning set and other approaches, respectively. This shows clearly that a static learning set cannot be used to create a reliable lifelong solution.
However, comparison of the results for the dynamic and incremental approaches is not so simple. Neither accuracy in Figure 7 (a) nor F-measure in Figure 7 (b) shows any clear difference between them. To prove that there is a significant difference between the results obtained by the two strategies, we performed Wilcoxon's Signed-Rank test for paired scores [48] .
If the accuracy obtained by our strategy is significantly better the test should show that the calculated accuracy is higher than for the incremental learning set strategy in most of the tests and smaller in a few tests by only a small amount. We compared the two strategies in all 27 combinations of datasets and periods. For 16 pairs the accuracy calculated for our strategy was greater. The opposite situation occurred in 8 cases. In the rest of the cases, the results were the same for both strategies.
Wilcoxon's Signed-Rank test rejected the null hypothesis (p = 0.084), which stated that the results obtained by the two strategies were not significantly different, at the 0.1 level. Moreover, the modified test accepted (p = 0.044), at the 0.1 level, the alternate hypothesis that the difference in the accuracy between our strategy and the alternative strategy and the incremental strategy come from a distribution with median greater than 0.
A similar test on 27 combinations of datasets and periods was performed for F-measure. For 13 pairs the F-measure calculated for our strategy was greater. The opposite situation occurred in 8 cases. In the rest of the cases, the results were the same for both strategies.
Wilcoxon's Signed-Rank test rejected the null hypothesis (p = 0.099), which stated that the results obtained by the two strategies were not significantly different, at the 0.1 level. Moreover, the modified test accepted (p = 0.051), at the 0.1 level, the alternate hypothesis that the difference in F1 between our strategy and the alternative strategy come from a distribution with median greater than 0.
Therefore, the results obtained by our strategy are significantly better than the results obtained by the other strategies when the strategies are evaluated using the accuracy and the F-measure.
Let us discuss the approach that uses sliding time windows for training data. Such an approach is proposed in several works, e.g., [15, 29, 30] . The approach looks natural but is not as stable as our method. In the tests of the dynamic approach, we rebuild the learning set when the size of learning classes exceeds some fixed value . Therefore, the classifier is always trained on a similar structure of the learning sets. Using the time window we work with changing classes and the ratio between them. That influences classification quality as it shows the comparison between the dynamic and the incremental learning sets. We should stress that optimisation of coefficient is still an open issue, which could be the subject of future works that will enhance the advantages of the proposed strategy.
Finally, let us discuss why the idea of the static learning set fails. It is because the mathematical definition of spam and nonspam changes over time in an unforeseen way. Therefore, the predictions become less accurate as time passes. To prove this reasoning, we tested changes of features importance in the classification process.
An estimation of predictor importance for decision trees was calculated. Feature importance is calculated for a split defined by the given feature. Importance is computed as the difference between the Mean Squared Error (MSE) for the parent node and the total MSE for the two children in the regression task. In the classification task, the Gini coefficient is used instead to estimate how the data space in the node is divided among classes. The Gini coefficient equals 2( ) − 1, where is the area underneath the Receiver Operating Characteristic Curve (ROC Curve).
For a random forest, the used function computes predictor importance for all weak learners. For every decision tree, the sum of changes in the MSE is calculated due to splits on every feature used in the recognition process. Next, the sum is divided by the number of branch nodes.
Importance is normalised to the range [0, 1] with 0 representing the smallest possible importance. Figure 8 shows the distribution of the normalised importance over time. For clarity, we have limited the number of presented features to the set of features that obtained importance 1 for some sets. Each distribution was calculated for each set separately. The influence of the other features on the classification results may still be important, but we can limit the current discussion to the essential features.
The distribution shows that the essential feature in one period can be less critical in other periods. Therefore, it is not possible to create a classifier using a static learning set that obtains a stable accuracy of web spam detection.
Conclusions
In this paper, we have proposed an intelligent machine learning system for web spam detection. As an engine of the system, we proposed an automaton that creates a reliable lifelong machine learning solution by switching classification mechanisms according to the current learning set (see Section 3.2).
The proposed solution can protect newly created web pages. In the initial phase-when nonspam messages typical for the web page are not well known-the system uses dedicated algorithms to protect the pages with accuracy that exceeds 0.9 (see Table 5 ). In the subsequent stages, the system stabilises on 0.96-0.99 depending on the data source (see Table 5 ).
The system does not rely on a static learning set. The builtin mechanism collects data on new web spam received from the spam traps as well as on nonspam comments from thirdparty Web 2.0 platforms (see Section 3.3) .
This mechanism forms a fully automated high-level protection system. We have compared the results of spam classification obtained using learning sets consisting of data from the protected system and from the external sources. In the first case, when an operator must label the nonspam examples, the accuracy reached 0.98 and F-measure 0.98. The fully automated system based on external data achieved accuracy and F-measure of 0.96 and 0.96, respectively (see Figure 6 ).
In comparison to the static learning set approach, the results obtained by the system were better by nearly 0.3 both for the accuracy and F-measure (see Figure 7) . Also, it was proved by a statistical test that the proposed solution is significantly better than the approach based on an incrementally extended learning set (see Section 6.3).
All elements of the classification process were tested on real data from spam traps and common known web services: Quora, Reddit, and Stack Overflow. The obtained average accuracy over time was 0.99, 0.98, and 0.96, respectively (see Table 5 ). This shows that the system is immune to accuracy failure over time and that the proposed solution can be used successfully to protect real services against web spam.
Future works will focus on increasing automation of the system by estimation of the parameters of the transition function in the automation. The changes should pay off in the optimisation of the qualification results and higher stability of the system.
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