Abstract
Introduction
The problem of segmenting and registering 3-D medical images is very important to physicians. For instance, information contained in X-ray Scanner or MRI images must be extracted and fused to help physicians for diagnosis or surgical planning. Our work is the continuation of the work accomplished by Monga [BMGA92] , Thirion [TGM+92] or Cohen et al. [CCA92] that used differential geometry of surfaces to extract robust and useful features from 3-D volumes of data, that are also invariant to some classes of deformations.
In our formulation of the problem, the segmentation with deformable surfaces is decomposed into two parts: Part (1) consists in characterizing contour points and computing a 3 -D distance potential.
When done with a sequential machine, this operation may take prohibitive computing time. Part (2) consists in piloting a parametric surface towards zeros of the potential. We concentrate on part (2). The advantages of deformable surfaces for segmentation are the following: (i)Coutour or edge points belong necessarily to a unique surface, and the topology of the resulting surface is simple. For instance, These are key features when dealing with the segmentation and the representation of the human face; (ii)The lack of information in small regions can be overcome by the regulan'tyof the surface; (iii) Diflerentialstructures can be easily inferred from the surface representation.
In Section 2, we present our original contribution in detail with copious experimental evidence. We see the surface deformation process as a sequence of least squares approximations of dense data. To our knowledge, this approach is original, even though it is very related to earlier works, especially from Cinquin's team [LMLCSI] or MBdioni's team [MSMMSO] , who pioneered in the development of spline deformable curves and surfaces. We thus design a very efficient algorithm which is able to deal with really large meshes with a moderate computational burden. The number of iterations is reduced thanks to a local quadratic fit of the potential field in which the surface evolves. After few iterations, the shape has converged towards an acceptable solution, except from isolated points or regions.
We take advantage of the di'erentiability of our model and compute curvature and crest lines that are invariants of the euclidian group and are thus used for Figure 1 : After 14 iterations with a surface that counts finally as many as 256 x 128 control vertices and 280 x 160 sample points, the segmentation is exhaustive. For this really huge model, which consists of one single B-spline mesh, the computing time is still tolerable: with a Dec 5900, one iteration takes in average 42 sec. CPU.
matching. For instance, we represent in Figs. 3 and 4 the sum of squared principle curvatures or "global curvature". We can also measure the evolution of the curvature as the surface deforms. Lines of extrema1 curvature of a surface were previously computed inside the volume of 3-D data [BMGA92] . As an alternative, we can also draw the crest lines on a smooth parametric representation of the surface, like ours. We have developed an original algorithm for this purpose that we depict in section 3.
Next, we concentrate in section 3 on surfaces with spherical topology. We will see how to use Ostrogradsky's theorem to compute the exact volume that is bounded by the spline surface, e. g. to measure the volume of organs before transplantation.
In summary, we significantly extend previous 3-D segmentation methods using deformable surfaces and give a complementary approach for the extraction and the matching of crest lines. 
Surface
We suppose that contour points are characterized with a contour detector such as Canny and Deriche's and represented as a 3 -D bitmap. Further, a distance transformation (see Danielsson [DansO] ) maps the contour image to a distance image d that takes zero values on contour points. This distance ima e This potential integrates elastic forces that would pull the surface towards the contour points as if springs were attached from each surface point to some contour point. In order to minimize the integral of this potential over ,the surface, several approaches exist, using finite differences or finite elements as well as physically based methods including modal analysis [NA93] .
Note that analogies exist between different formulations, e.g. the stiffness matrix in the mechanical formulation is equivalent to the spline matrix A of section 2.3, thus a modal analysis would be possible using splines.
can be seen as representing a 3-D potential field d B .
Energy Minimization as an Approximat ion Problem
Let us write an "energy" term E for a surface plunged in a square-distance potential field. This ener y includes a surface (or internal) energy expressef with the surface =(U, v ) derivatives. The first derivatives au and a, measure the tension. The second derivatives z,,,zu, and z , , measure the bending. We believe that energy terms can be extended to higher deriva tives, which measure less intuitive but equally interesting energies.
t also includes an external energy term E,, corresponding for instance to elastic forces that are attached between the surface and the contours. Although these forces are not known directly from the 3 -D ori inal image, they can be inferred from an euclidian-fistance potential that gives everywhere the distance d between the surface and the contour. We have for instance, with the choice of a 4th order energy term which is classical for bicubic surfaces, by analogy with the bending energy for a rod in 1 -D:
The objective is now to minimize €, that is to solve an optimization problem. In order to perform this optimization, we distinguish between the following techniques: (i)Finite Elements: We derive first an euler differential equation. We project 2 on a limited number of finite support basis function, and solve a linear system. (ii)Finite Differences: We also derive first an euler differential equation. We discretize the surface in sa,mples a i j , we discretize also the differential euler equation and again obtain a linear system. (iii)Approzimaiion problem: We discretize the surface in sample,s a t ' , and write a discrete energy term. We choose smooth approximating functions that will minimize the discrete energy. A new Euler equation corresponds to this discrete ener provided we differentiate with respect to the coegients of the functions. Schematically, we approximate integrals in (i) by Riemann sums.
Solution (iii) was not explored to our knowledge, yet it permits to combine advantages of finite differences (no integrals to compute over basis functions) and of finite elements (smoothness of the solution, which is also known between sample points, flexibility in the size of basis functions).
We thus take on solution (iii), and write the discrete energy term E as:
2 E = 7-z~,,, + d2
If instead of d2, we have a quadratic function of the surface point 2, i.e. ( 2 -e , e = x+dVd extrapolated solve a penalized least squares problem, i.e. miminize:
Although the two notations d2 and (z -c )~ lead to the same solution, they induce a great difference in the speed of the convergence. The second notation represents a quadratic approximation of the potential in terms of the surface parameters, and we will find a minimum in a reduced number of iterations.
We believe that B-splines are especially well suited for solving such a problem, in virtue of their best and smoothest approximation properties (see De Boor [dB78]), and also because of their algorithmic advantages. For these reasons, we choose B-spline basis functions for the representation of the surface and we derive the Euler equation. Assuming a quadratic potential field, this equation has a closed form solut ion.
edge point from the know 1' " edge of the potential, we can
Spline Formulation is Best
People familiar with spline surfaces might skip this section. It is not in the scope of this article to give a survey on B-spline functions. Splines have been extensively studied and we recommend to consult the following bibliography: Ahlberg et al.
[JAJ67], De Boor [dB78], and Bohm et al. [BFK84] for a good survey. However, we give a simple and minimal introduction that will be enough to understand fully our implementation of the problem.
B-spline basis functions are piecewise polynomials with a finite support and a recursive definition. The basis splines of degree 1 are simply the characteristic functions of the intervals between real { u j } values called knots:
Successively higher-order splines are formed by convolving lower-order splines:
It can be seen from this construction that B j , K + 1 funcl tions are globally C K -' . Evaluation (2) is especially efficient (i.e. can be computed with divided differences) and permits to implement splines of all orders. We plot in Fig. 2a quadratic B-spline functions. In order to model a curve, we associate a control point c, (3 coefficients for a 3 -D curve, 1 coefficient in the nonparametric case) to each function. Note that with the shape of the functions in Fig. 2a , endpoints will be interpolated. We call them ''straight" functions. It is also possible to obtain a closed curve, with the help of functions as in Fin. 2b. We call them "ctrculaf)' -functions. We plot here quadratic functions for simplicity, but we implement splines of all order. Particularly, we make ample use of cubic splines, because of their property to minimize the bending energy in 1 -D.
We now recall briefly the best and smoothest approximation properties for interpolating splines of odd
1. smoothest approximation: the spline Sz interpolating data 2, minimizes the norm 2. best approximation: the m-th derivative of the interpolant S Z (~) approximates the m-th derivative of the underlying function dm) in the least squares sense. Recall that interpolation is equivalent to the least squares approximation of selected sample points. Taking these considerations into account, we prefer to use cubic splines in the sequel.
In order to model a surface, we consider a tensor product of spline functions, i.e. a current surface point z ( u , v ) will be written as z ( u , v ) = xkl Bk(u)B~(v)c,kl. We are already able to write the discrete energy E( 1) in terms of B-splines. We write in matrix z(i, j ) of size dim, x dim, x 3, all surface sample points z(iii, Gj). We also define a control point matrix cz(kl I ) , dim% x dimc, x 3. Notice that because we approximate, there are necessarily more sample points than control points. We gather all spline
We next write matrix B, for the common cubic splines: for each sample point only 4 functions are non zero. Analogously, we define B, , dim, x dimc, . 
Closed Form Solution for Euler
no theoretical proof that we can find the global minimum of the potential, as with classical "snakes". (ii) there is however an exact measure of the residual external energy E,, provided directly by the potential image. This information is very useful for piloting the convergence process.
The mlatrices A, and A, are symmetric positive because the associated quadratic form is positive (cztAc, I= cZtBBtc, = IIBtcrl12, llB*~,(1~ is a seminorm) anld because A and B have the same rank from the same equality cZtBBtc, = IIBtczl12 (c, is in the nullspace of B* if and only if it is in the nullspace of BB').
Equation

Resolution Separated for U and v
With the above introduced notations, the discrete energy 2 E (1) can be written:
The separability, which is the second key advantage of our method is exdained in this section. We could
+ lld(12 with the norm llz(i,j)\\2 = Assuming cubic splines, we prefer to write the energy in terms of the third derivative: l l B~'~, B~1 1~. This derivative is piecewise constant and thus discontinuous. By constraining this derivative norm to be minimum, we implicitly constrain lower order derivatives and we reduce the roughness component of the surface. Note that since this derivative is constant on each interval between knots, one evaluation suffices to compute exact quadratures, and also an exact expression for penalized least squares, where the customary regularization term involves an integral rather than a discrete sum E. (4) is a linear system, i.e. the promised closed form. However, we would have here the global minimum if the potential was truly quadratic. Instead, (z -e> is only a local fit of dVd and the exact solution will issue from the iteration of the process. No step size needs to be specified. Note that (i) there is here consider c, as as (which we classify as "NOT separated") :
vector and write our system (4) HugeAc, = B,eBt.
(5)
Much inore elegant is to solve (which we classify as "separated" ) : 
instead of T~~E~~C~B~~~~. The addition of matrix TA"' to matrix A decreases its condition number. This is an important fact in of the theory of regularization. We adopt the compromise for the energy term (7), use equation (6) In sum, the advantage of the separated method (6) is immense, both in terms of space and time complexities, and the shortcomings due to energy term (7) are not obvious.
Spline Interpolation of Potential d
We describe in this section the use of a continuous potential field, which is the third principal characteristic of our method. Two main problems arise with poten- Cardinal sines are often considered too cost y Nearest neighbor and linear interpolation suffer from well known shortcomings, viz. they respectively shift or smooth the data (loss of sharpness). In addition, the gradient would be respectively zero and constant, thus we eliminate these methods. Cubic spline interpolation was considered one of the best methods in [Mae88], after comparison of the spectra of the kernels involved for different functions. This particular spectrum has a higher response in the pass band and a lower response in the stop band than any other spectrum tested. We implement this method.
Crest Lines and Matching
We tested our method on various data. We focus in this section on MRI and X-ray scanner data. Each We exploit the differentiability of t h e model by drawing lines of extrema1 curvature on the surface with two algorithms. We will not recall here the expressions for the surface curvatures. The reader may refer to Do Carmo [dC76] whose notations are adopted. The quantity IC: + A$, or "global curvature" is of special importance to us. It is a local measure of the bending energy density for a thin plate (see Courant and Hilbert [CH57] ). For instance, in Figs. 3  and 4 , the grey level indicates the density of potential energy gained by the surface during the convergence. In addition, it can be seen from the equality In general, local extrema of curvature will appear as lines. This has been studied for instance in TGM+92].
is to represent level curves of the quantity lkll and to remark that extremality is also a measure of "medialness" for this family of level curves. With our differentiable spline representation of the surface, we can define crest lines as zero crossings of the quantity:
An intuitive way to discover that we will o b tain lines, Vkl . el (8) (el is the principle direction associated with curvature kl and V is the gradient in the u,v) space . We plot the zero-crossings of (8) An alternalive algorithm consists in sampling 1rt.l I values on a regular rectangular grid. When scanning this grid, we test if the current point corresponds to a local discrete extremum of curvature along the axis South-North, and then explore the 6 directions East, SE, NE, West, SW, NW for a next extremum. If we find an extremum along axis East-West, we then explore recursively the 6 complementary directions to find a next crest point. Thus we assume the 4-connectivity for the surface and the 8-connectivity for the crest curves. The result of the procedure is shown on the example of Carl, in Figs. 3 and 4,Right and 6.
We next test experimentally the stability of the crest lines. We consider the example of Arthur, a "phantom" available in two different positions (A and The result of segmentation (algorithm of section 2) is shown in Fig. 7 . In Figs. 8 and 9 we show the crest lines as zero crossings of (8) 
Spherical Topology, Exact Volume
We brie:fly describe the characteristics of the spherical topology for spline surfaces. As in the toric case, circular B-splines functions are used for variables U and TI. We must distinguish between odd order and even order splines. With odd order splines, two control vertices, the north and the south poles, play a Crest lines on the view A of phantom special role. Numerically, the problem of solving equation (4) is delicate because the system is sparse and badly conditioned (We use the Lanczos algorithm).
There are no poles with even order splines. Figure 11 visualizes the mesh for a bi-quadratic spline in spherical topology. On each meridian, the last control vertice is the same as the first vertice on the opposite meridian.
We cannot separate the problem along discretization variables U and U as in equation (6), because we cannot write the sample points matrix z as B:c,B,. Thus we must solve system (5). This can be done with Cholesky's method and the computational complexity is given in section 2.4.
Splines with spherical topology have been fully implemented and tested on synthetic data (note that div is the divergence operator, N is the surface normal pointing outwards, and E , F and G are coefficients of the first fundamental form of the surface.
Conclusion
We presented an original and efficient algorithm to pilot a spline surface towards contours inside a 3 -D image representing a square distance potential d2. Our approach, including approximating spline formulation (section 2.3 , separability (section 2.4) and iterative refinement [section 3), constitutes a step further towards real time convergence. Since the differentiability is costly, real time could be achieved with a combination of a model with a low degree of differentiability for convergence (such as, for instance [NA93] ), and a C2 fit of the model when it has converged. In addition, the differentiable deforming surfaces provide an excellent tool for measuring the evolution and the stability of surface curvatures and crest lines. 
