Early investigations of operator stable laws and operator self-similar stochastic processes on a finite-dimensional vector space V = R d lead--under fullness assumption--to results of the following type: Given a continuous one-parameter group {exp(t · E) : t ∈ R} ⊆ GL(V) (normalizing matrices) and a compact group K ⊆ GL(V) (symmetries) such that exp(t · E) normalizes K for all t, then there exists a modification (exp (
Introduction. Investigations of operator limit distributions in probability theory lead in a natural way to problems of linear algebra: Let K ⊆ := GL(R, d) be a compact group and let a belong to the normaliser N(K, ).
(1) Is a or a suitable power a k embeddable into a continuous one-parameter group {exp(t · E) : t ∈ R} ⊆ N(K, )? (2) Do there exist suitably shifted powers b := a p · κ, p ∈ N, κ ∈ K belonging to the centraliser Cent(K, )? (3) Furthermore, is b in (2) embeddable into a continuous one-parameter group {(exp(t · E c ) : t ∈ R} ⊆ Cent(K, )?
These questions originated from early investigations of operator-stable laws on vector spaces (existence of exponents resp. of commuting exponents), and in a similar way in connection with operator-self-decomposability and self-similarity, defined by the behaviour of random variables and probability laws under normalization by continuous one-parameter groups of linear operators, where K is the group of symmetries. See the pioneer work [9] , or the monographs [12, 17] , or e.g. [5] for probabilities on groups. Starting with investigations of operator-semistable laws and corresponding convolution semigroups--normalization by discrete operator groupsthe above mentioned problems turn out to be crucial for the description of corresponding limit laws. In fact, the embedding of discrete groups into suitable oneparameter groups (existence of (commuting) semistable exponents) allows to interpolate continuously between discrete points of the time axis, normalizing respectively centralizing the group of symmetries. Similar applications are natural for operatorsemi-self-decomposability, i.e. (semi-) stable convolution hemigroups, and semi-selfsimilarity. (For surveys on operator-(semi-)stable resp. -self-decomposable laws see [12, 17] or [5] , Ch. I. For recent investigations in semi-self-decomposability and -similarity see e.g. [1, [13] [14] [15] [16] or [18] .)
The probabilistic background for (1)-(3), applications and hints to further references are found in [4, 3] and [5] , 1.8, 1.11, 1.12, 1.15 VII. There the questions (1)-(3) are answered affirmatively, however the proofs rely on Lie group theory, Iwasawa's structure theory of compact groups or on some basic results from the theory of algebraic groups while the problems (1)- (3) are formulated in the context of linear algebra. Therefore it is challenging to find elementary proofs relying on linear algebra only. This is the aim of the following lines: Collecting properties of the Jordan decomposition of real resp. complex matrices it is shown that (1), (2) and (3) have a solution for some power a N . However, it seems not to be possible to find really elementary proofs. Either it is necessary to use the fact that a compact matrix group and hence its normaliser is an algebraic group (cf. Theorem 2.6) or--the way we follow in Section 3--to make use of a well-known result from compact Lie groups: discreteness of Aut(K)/lnt(K).
Even if the proof presented in the sequel is still not merely relying on linear algebra it appears to be simpler than previous ones and more natural, in particular from the point of view of possible applications. Appendix A contains a sketch of the "non-elementary parts" of the proof. Furthermore, it contains a short overview of the probabilistic applications mentioned above.
Jordan decompositions and generalized eigenspaces
Let K denote the field R or C, let (K, +) and (K × , ·) denote the additive group and the multiplicative group
denote the ring resp. the linear group of d × dmatrices acting on the vector space V := K d .
The case
) let Spec(a) denote the spectrum, and for any eigenvalue λ ∈ Spec(a) let
denote the algebra of (holomorphic) complex functions defined on some relatively compact neighbourhood U f of Spec(a), where functions f , g which coincide on some neighbourhood V ⊆ U f ∩ U g of Spec(a) are identified. In fact, for our purpose it is sufficient to consider the subalgebra F(a) := F(Spec(a), K) of functions f admitting a power series representation around some
We define the matrix subalgebra of M(K, d)
In fact, V being finite dimensional obviously implies that
According to the holomorphic functional calculus the mapping f → f (a) is an algebra homomorphism. Let K = C as before, a = a s + a n denotes the additive Jordan decomposition with semisimple a s and nilpotent a n . If a ∈ GL(K, d) then with a u := id + a −1 s · a n , the unipotent part, we obtain the multiplicative Jordan decomposition a = a s · a u .
The Jordan components commute. More precisely: There exist polynomials p s , p n , h λ ∈ K[x] depending on the spectral decomposition of a such that a s = p s (a), a n = p n (a), π λ = h λ (a) and hence a u = ϕ(a) where ϕ is the rational function ϕ = 1 + p n /p s . Therefore, a s , a n , a u and π λ belong to F(a, K), hence commute and commute with any matrix c commuting with a. For a detailed description of the Jordan decompositions see e.g. [7] , 6.4, Theorems 12 and 13, or [2] , §4.
The Jordan decomposition: basic facts
To make the paper more self-contained, and since the polynomial representation is crucial in the sequel we include a sketch: Let P = p 
Then
Hence, if we define p s := λ j · h j and define p n by p n (x) := x − p s (x) we obtain a s = p s (a) and a n = p n (a) as asserted.
In
with * = 0 or 1 on the upper diagonal. Thus, observing that V = ⊕V λ j we obtain the usual form of the Jordan decomposition.
The real case
where σ is the anti-automorphism defined by complex conjugation.
Since for real a the spectrum Spec(a) is invariant under complex conjugation the Jordan componentsã s ,ã n ,ã u of the complexificationã are real elements, i.e. invariant under σ . Hence we obtain the real Jordan decompositions a = a s + a n and a = a s · a u respectively with properties analogous to 1.1.
For real matrices a ∈ M(R, d) and correspondingã ∈ M(C, d) we arrange Spec(a) = Spec(ã) = {λ i : 1 i r} in such a way that for 2r 0 < j r the eigenvalues λ j are real and λ j = λ j +r 0 , 1 j r 0 . Put W j := V λ j +r 0 for r 0 < j r − r 0 and W j := V λ j ⊕ V λ j for 1 j r 0 . Let j denote the projections to W j . Put finally λ j = |λ j | · e i·v j for complex eigenvalues 1 j 2r 0 and (real) arguments v j .
Then the matrix representation of the (complex) Jordan decomposition ofã yields w.r.t. suitable bases of W j , 1 j r 0 :
(The corresponding real 2×2 matrices U j are rotations.) And for the real eigenvalues we obtain as before
The normalisers and centralisers are defined as follows:
For later use we define more generally:
The polynomial representations in 1.1 and 1.2 immediately yield the following result:
Then a s , a u , a n and π λ , λ ∈ Spec(a), belong to F(a, K) and hence to Cent(C, ) and Z(C) respectively.
Embeddability in the centraliser Cent(C, )
The first aim is to show that a suitable power a k of a ∈ Cent(C, ) is embeddable into an Abelian subgroup homomorphic to a direct product of (K, +) and (K × , ·)
respectively. We introduce the following notation:
a is called spectrally free in this case.
Obviously, condition (2.1) guarantees that the eigenspace decompositions of a and of all its powers coincide, i.e.
Let a ∈ M(K, d). Then there exists a k
0 ∈ N such that b := a k 0 is spectrally free, i.e.
satisfies (2.1).
[[Obvious, since Spec(a k 0 ) = {λ k 0 : λ ∈ Spec(a)} : Let C denote the subgroup of the torus (finitely) generated by {λ/|λ| : λ ∈ Spec(a)} and let C f denote its maximal finite subgroup. Then we can choose
Then there exists a continuous homomorphism
such that a ∈ im( ) =: A(a).
Since id − a u is nilpotent the series is finite, i.e. the exponent c u is a polynomial of a u , hence of a.
In particular, by Proposition 1.5 we obtain {ψ 0 (t) :
For λ ∈ Spec(a) = {λ 1 , . . . , λ r } we define
The assertion follows with (s, t 1 , . . . , t r ) :
The real case
In the case K = R we obtain--with the notations introduced in 1.3--an analogous result: 
Proof. Proposition 2.2 yields the existence of the desired homomorphism in the complex case, i.e. forã. Simple calculations yield:
the assertion follows. (d) For 1 j r 0 we have representations and λ j = |λ j | · e i·v j and λ j +r 0 = |λ j | · e −i·v j for some set of (real) arguments {v j }. Then for any choice {v j } the mappings
have real images, hence are continuous homomorphisms
Putting things together we obtain in particular the existence of "exponents" belonging to Cent(C, ) (therefore called "commuting exponents"): Hence we obtain with c u := log b u : In particular, put σ j := log |λ j | + i · v j , and put
Let E c denote the corresponding real matrix. Then {γ (t) := exp(t · E c ) : t ∈ R} ⊆ Cent(C, ) and we have γ (1) = exp(E c ) = b.
In the following we assume throughout K = R and C = K, a compact subgroup of . The above considerations, in particular Theorem 2. N(K, ) . This is main tool in [3] , §1. But in contrast to 2.5 it seems not to be possible to prove this result by "elementary" methods.
If we were able to prove (in an elementary way) the results of Theorem 2.5 for N(K, ) instead of Cent(K, ) the main result--and the above mentioned probabilistic applications--would follow immediately by standard methods: Theorem 2.6. Let K ⊆ be a compact subgroup. Assume furthermore a ∈ N(K, ) and furthermore assume the existence of an exponent, i.e. assume {γ (t) :
Then there exist commuting exponents
In particular, exp(E c ) · κ = a with κ = κ(1) ∈ K, hence the centralizing one-parameter group γ c (t) := exp(t · E c ) joins the unit id and a · κ −1 .
Proof. Let ω K denote the normalized Haar measure of the compact group K. Define
ω K can be approximated by measures with finite support. E.g. for an equidistrib-
Then, according to the Lie Trotter product formula with U m·N
Observing that for X ∈ N(K, ), x, y ∈ K we have xXy = Xz for some z = z(x, X, y) ∈ K we obtain: There exist z
Obviously, κ(·) is a one-parameter subgroup, and continuity implies κ(t) = exp(t · H ) for some matrix H.
To find a more elementary approach avoiding results from algebraic groups we have to use different arguments. This will be done in the following Section 3.
Embedding in the normaliser N(K, )
As mentioned before, we were not able to find a completely elementary proof relying only on linear algebra. We need the (obvious) fact that [K : K 0 ] is finite for a compact real Lie group K (where K 0 denotes the connected component of the unit of a topological group), and furthermore the following well known but deeper result concerning the structure of compact groups: Then we observe:
Proof. By assumption, aκa 
Respecting that O(K) is a compact Lie group, hence O(K)/O(K) 0 is finite we conclude that there exists a power u n 0 =: v ∈ O(K) 0 . [[Note that this could be proved easily by "elementary" methods considering the common spectral representation of
Obviously, τ c ∈ Aut(K) 0 for c ∈ O(K) 0 , whence by Proposition 3.1 we observe
Applying now Theorem 2.5, the embedding result for centralisers, to δ we obtain: There exists a m 0 ∈ N such that δ m 0 is embeddable into a continuous one (In fact, this result is proved in [4] for the class of almost connected Lie groups. Here we considered the special case = GL(R, d).)
To formulate the main result of this paper in its final form we introduce a class of matrix groups defined by a property which is obviously shared by algebraic groups. In fact, all examples beyond GL(R, d) which appear in applications, e.g. automorphism groups of simply connected nilpotent Lie groups, belong to this class of groups. Then for any a ∈ N(K, G) there exist N ∈ N and χ ∈ K such that b := a N · χ is embeddable into a continuous one-parameter group γ (t) = exp(t · E c ), t ∈ R, belonging to the centraliser Cent(K, G) and such that b = exp(E c ).
Proof. Let a ∈ N(K, G), hence a ∈ N(K, ).
Choose N and χ according to Proposition 3.3 to obtain b = a N · χ ∈ Cent(K, ) and furthermore {γ (t) = exp(t · E c ) :
On the other hand we have b ∈ G, and according to property (3.1) we observe {γ (t) : t ∈ R} ⊆ A(b) ⊆ G. Therefore, b and γ (·) belong to the centraliser Cent(K, G), as asserted.
Remarks. (a) Note that we did not assume further restrictive properties for G. In particular, we did not assume that a ∈ G resp. a ∈ N(K, G) imply a * or a * a to belong to G or N(K, G). For the proof of Theorem 3.5 it was sufficient to know that the larger group possesses this property (Proposition 3.2).
(b) Once the existence of "commuting exponents" E c of b = exp(E c ) is proved (Theorem 3.5), the probabilistic applications follow by standard methods. In particular, existence and shape of all "exponents" and "commuting exponents" of full semistable convolution semigroups is now investigated as in [3] , §2 ff. See part II of Appendix A for a survey.
In contrast, for a ∈ N(K, ) we obtain
This condition seems to be too complicated to be verified in an elementary way. To make the paper more self-contained and in order to make the "non-elementary" step (Proposition 3.1) in the proof of Now we follow the steps of the proof of Lemma 1 in [11] :
Obviously, ϕ is a continuous homomorphism with ϕ(I * ) = Int(K 0 ), moreover in [11] it is shown that ϕ −1 (Int(K 0 ))/I * is finite. Hence, as before it is sufficient to show {v t } ⊆ Int(K 0 ) = ϕ(I * ) in order to prove {v t } ⊆ I * ⊆ Int(K).
• Hence, w.l.o.g. we may assume K to be connected, K = K 0 .
• Let k denote the Lie algebra of K.
is an injective homomorphism, da denoting the differential at the unit element. Since K is compact we obtain a decomposition k = z ⊕ s where the centre z is characteristic and Abelian--i.e. a vector space--and s is a semisimple Lie algebra. Let Z = exp(z) denote the connected component of Cent(K 0 ), a finite dimensional torus. Therefore Aut(Z) is discrete, isomorphic to a subgroup of matrices with integer entries. Hence, arguing as before, we conclude v t | z ≡ id.
• Hence w.l.o.g. we may assume that k = s is semisimple. There exists a derivation D such that v t = exp(t · D), t ∈ R. For semisimple Lie algebras it is well known that any derivation is an inner derivation, i.e. Der(k) = ad(k). (See e.g. [6] , Pro-position 6.1, p. 132: The proof there is "elementary", it relies on basic properties of Lie algebras only.) In other words, there exists a continuous one-parameter group {κ t } t∈R ⊆ K such that
And therefore {v t }--and hence v = v 1 --belong to Int(K) 0 , as asserted.
A.2. Some probabilistic applications. A survey
In order to complete the paper we indicate some applications of the aforementioned results to probability theory, in particular to operator limit theory on vector spaces. Most of the results hold true also for simply connected nilpotent Lie groups and for normalisation by affine transformations. But in this sketch we restrict the considerations to matrix normalisations (without shift terms) on (finite dimensional) vector spaces. For complete descriptions including proofs the reader is referred to e.g. [12, 17] or [5] , Ch. I (for operator stable laws) and to [3] (for the semistable case) and furthermore, to the literature mentioned there.
First we need some
Notations. Let V ∼ = R d . Let M 1 (V) denote the probabilities on V, an affine topological semigroup w.r.t. convolution * and the topology of weak convergence.
µ ∈ M 1 (V) is called full iff µ is not concentrated on a proper linear subspace. µ is operator-semistable iff µ is infinitely divisible and hence embeddable into a continuous convolution semigroup {µ t , t 0} and if there exist a ∈ GL(R, d), α ∈ (0, ∞)\{1} such that a(µ t ) = µ α·t for t 0.
Dec(µ) denotes the group {(a, α) ∈ GL(R, d) × (0, ∞) fulfilling the semistability condition}, called decomposability group.
Let furthermore D(µ) := {a : (a, α) ∈ Dec(µ) for some α ∈ R (α E , α) ∈ Dec(µ)}. (Hence, SEXP α (µ) ⊆ n(µ), the Lie algebra of the normaliser N (Inv(µ), ) .) The set of commuting semistability exponents is defined as SEXP c,α (µ) := SEXP α (µ) ∩ Cent (Inv(µ), ) . I.e., E c ∈ SEXP c,α (µ) iff {t E c : t > 0} centralizes the invariance group Inv(µ) and (α E c , α) belongs to the decomposability group. 
4.2.
Furthermore, the set of commuting semistability exponents is non-empty, there exist some power γ = α q and κ ∈ Inv(µ) such that a q · κ = γ E c for some commuting semistability exponent E c ∈ SEXP c,γ .
Moreover, the structure of the set of (commuting) semistability exponents is described in the following way:
4.3.
Let E ∈ SEXP β (µ) be a fixed semistability exponent. Then we have SEXP β (µ) = E + inv(µ).
4.4.
Let E c ∈ SEXP c,γ (µ) be a fixed commuting semistability exponent. Then we have SEXP c,γ (µ) = E c + inv c (µ).
Remark. Note that according to Proposition 3.2 for a ∈ D(µ)\Inv(µ) we have a * ∈ N(Inv(µ), ) and (a * a) t ∈ Cent(Inv(µ), ), t > 0, but in general these elements do not belong to D(µ).
