In this paper a distributional theory of test statistics in various problems of multivariate analysis involving inequality constraints is examined. A unified point of view based on geometrical properties of convex cones is presented. Chi-bar-squared and E-bar-squared test statistics are introduced. Their applications to hypothesis testing problems are discussed.
closed and convex. Convex cones share many useful properties of linear spaces. In particular it is meaningful to consider an orthogonal (minimum norm, metric) projection onto a convex cone C. Let U be a given m x m positive-definite symmetric matrix. We denote by (x, y) = x'Uy and Ilxll = (x'Ux)i the inner product and the norm, respectively, associated with U. The orthogonal projection P(., C) onto C assigns to each x the closest point in C, that is i-= P(x, C) is the solution of the program: minimize (x -q)'U(x -q) subject to ' E C. 
If C = L is a linear subspace of Rm", then CO = L' is the usual orthogonal complement of L, L' = {y: (x, y) = 0 for all x E L).
Similarly to the case of linear spaces, it follows that, if C is closed and convex, then (Co)o = C and, for all x, x -P(x, C) = P(x, CO).
(2.4) In order to obtain the orthogonal projection P(x, C) corresponding to a given vector x, one must solve the mathematical programming problem (2.1). In applications the cone C is often defined by a number of equality and inequality linear constraints C= {x:ax= 0, i = 1,..., s;ax0, i = s + 1,..., t}.
(2.5) Then (2.1) becomes a quadratic programming problem. An interesting algorithm exploiting specific features of problem (2.1) has been proposed by Dykstra & Robertson (1982b) and Dykstra (1983) . For a closely related problem of finding the nearest point in a polytope see Mitchell, Demyanov & Malozemov (1974) and Wolfe (1976) .
Finally we note that, if C is given by (2.5), then the polar cone CO is generated by linear combinations of vectors U-'ai (i =s + 1,..., t), with nonnegative coefficients, and vectors U-lai (i = 1, ..., s), with unrestricted coefficients.
Chi-bar-squared statistics
In this section we discuss the so-called chi-bar-squared statistics which will play a major role in our considerations. Let y -N(0, V) be an m x 1 normal variable, C be a convex cone and consider f2 = y'V-ly -min (y -q)'V-1(y -q).
(3.1) qEC It follows from (2.2) that the chi-bar-squared statistic defined in (3.1) can be written as 22= P(y, C)112, where the norm and inner product are taken with respect to the matrix V-1. where Xi is a chi-squared random variable with i degrees of freedom, X20 =0, and wi are nonnegative weights such that wo +... + Wm = 1. The weights wi = wi(m, V, C) depend on V and C and will be discussed later. The distribution of f2 is determined by V and C and will be denoted by V2(V, C). We also write f2 -~ 2(V, C).
The distributional result (3.2) has a long history. Particular cases of it appeared in earlier works of Bartholomew (1959 Bartholomew ( , 1961 . A decisive step was made by Kudo (1963) and independently by Nuiesch (1964 Nuiesch ( , 1966 where this result was proved for the nonnegative orthant C = Rm. Later their approach was extended by Kud6 & Choi (1975) , and recently Shapiro (1985a) proposed a simple proof for any convex cone C.
Often we will be interested in the following form of chi-bar-squared statistics 2 = min (y -q)'V-(y -q), 
Applications to linear models
In this section we discuss in detail an illustrative example of the linear regression model y= XpS+ e, (4.1) where X is a known N x k matrix of rank k, P is a k x 1 vector of unknown parameters and e is N(Ip, ). Throughout the paper we denote by P0 the true value of the parameter vector P corresponding to a given model. In this section we consider the case where the covariance matrix E is known. The mean vector Ip will be specified later. Suppose that we wish to test the null hypothesis that o0 satisfies a set of equality constraints Rp = r (4.2) against the restricted alternative Rlpa> r1, (4.3) where R1 is a q x k submatrix of the p x k matrix R and r, is the corresponding subvector of r. (The inequality sign between two vectors is understood to be applied componentwise.) It will be assumed that equations (4.2) are consistent, i.e. they define a nonempty (affine) subspace of Rk. Of course this assumption holds if R has full row rank p. The testing problem above has been discussed, at various degrees of generality, by several authors. Gouridroux, Holly & Monfort (1982) considered the case where R is equal to R1 and has the full rank p. A discussion of a more general situation and additional references is given by Farebrother (1986). Subsequently we rederive and extend some of their results. In particular it will be shown that the null distribution of an appropriate test statistic is chi-bar-squared, which gives a confirmative answer to the question raised by Farebrother (1986 The likelihood ratio test rejects the null hypothesis for large values of the test statistic ? which is given by the difference between the minimum of (y -Xp)'I-'(y -XI) subject to constraints (4.7) and the unrestricted minimum IIy -P(y, L)112. It can be shown that the least favorable distribution (Lehmann, 1959 Consequently we obtain by (5.9) that Wp-q+j(k, I, C*) = wi(q, RlR'I) (j = 0,... , q) (5.10) and the remaining weights vanish. It is interesting to note that here the weights depend on the dimensionality p of the matrix R but not on R itself. Therefore it is sufficient to make the full row rank assumption apply to the matrix R1 rather than R, and subsequently to replace the number p in (5.10) by the rank of R.
Asymptotic results
The distributional results associated with linear model (4.1) we have discussed in ? 4 are exact. Often similar results hold asymptotically. A relevant theory for the maximum likelihood method is given by Chernoff (1954); see also Feder (1968) for some extensions to the noncentral case. Basic asymptotics can be described as follows. Suppose we are interested in testing a null hypothesis that a k x 1 parameter vector 0 belongs to a subset w of Rk against an alternative 0 e r. Furthermore, let the true value 00 of 0 be a boundary point of w and (or) r. More specifically we assume that the sets w and r are approximated at 00 by cones Co, and C,, respectively; for a detailed discussion and characterizations of cone approximations see Shapiro (1987) J-1, C,) . When 00 is an interior point of r, the approximating cone C, coincides with the space Rk and hence the second term in (6.1) is identically zero. In this case -2 log A is asymptotically t2 (-1', Co) .
The situation of boundary solutions often happens in the analysis of structural models. (Shapiro, 1985b) . We suppose that the weight matrix Vo is a generalized inverse r-of the matrix r. Discrepancy functions satisfying this condition are said to be correctly specified (Browne, 1984) . It is well known that the discrepancy function (6.3) is correctly specified and the discrepancy function (6.4) is correctly specified if the data is drawn from a normally distributed population.
It can be shown that under the null hypothesis 0 = g(0o), 00 e E, and some regularity conditions the test statistic nF is asymptotically distributed as It can be seen that asymptotically the situation here is quite analogous to the one of ? 4. Therefore, similarly to (4.2) and (4.3), it is possible to test (linear) equality constraints against the associated inequality constrained alternative. Or, as in (4.7), to test inequality and equality constraints against the unrestricted alternative. Of course, the corresponding distributional results will hold asymptotically (Chacko, 1966; Robertson, 1978; Dykstra & Robertson, 1982a) .
E-bar-squared statistics
In this section we study the case where the covariance matrix V is equal to u2U where the matrix U is completely known but the scalar a2 is unknown. Let C be a convex cone, y -N(0, a2U) and i be the corresponding minimizer i = P(y, C) in the right-hand side of (3.1). Of course the minimizer i will not be altered if we replace the unknown matrix V-' by U-'. Then the E-bar-squared statistic is defined as follows 2 = y .'' In the situation above the distance IIy -P(y, C)II from y to C is greater than or equal to the distance l|y -P(y, L)II, which is greater than zero with probability one. Therefore in this case it is possible to define the statistic F y= (Y U-(y -)(7.5) It follows from (7.2) that E2 = F/(1 + F) and hence the tests based on statistics E2 and F are equivalent. In the definition of the P statistic we do not make an adjustment for the degrees of freedom which are random variables in the present situation (Barlow et al., 1972, p. 122 ). However, the F statistic is less useful than E2 since if the cone C has a nonempty interior, then with a positive probability the denominator in ratio (7.5) is zero in which case P is not defined. Similarly to (7.4) it can be shown that F is distributed as a mixture of distributions corresponding to the ratio of chi-squared variables; that is This result can be extended to the noncentral case as follows. Let yi be independent normal variables N(,i, u2A) and suppose that the mean vector t of y is null. Then E2 has a distribution which is a mixture of noncentral beta with the same shape parameters as in (7.7), zero noncentrality parameter and
The corresponding weights remain the same as in (7.7). Similar results can be obtained for the F statistic. Now consider the linear model (4.1). As earlier we assume ~ = o2A such that A is known but a2 is unknown. Suppose that it is required to test the null hypothesis In a similar way F statistics can be introduced. For example the denominator of ratio (7.11) can be replaced by the unrestricted minimum Q(O). Then the obtained ratio statistic has a least favorable distribution which is a mixture of distributions associated with variables X/~iN-k. The corresponding weights w, will be the same as in (7.12).
Concluding remarks
It was mentioned in ?? 4 and 7 that in the case of testing inequality constraints against an unrestricted alternative the least favorable distribution occurs when all inequality constraints of the null hypothesis are active. This is not necessarily so if we have two nested hypotheses both of which involve inequality constraints. A discussion of an interesting example of that type where the least favorable configuration occurs at 'infinity' is given by Warrack & Robertson (1984) . In the analysis of structural models the situation is complicated further by the fact that the asymptotic covariance matrix r usually depends on the population value of the parameter vector.
Under alternative hypotheses the f2 and L2 statistics in general are not mixtures of (noncentral) chi-squared and beta distributions, respectively. This makes an exact calculation of the corresponding power functions, and for that matter a comparison of competing test statistics, quite a difficult problem. Available results are limited in scope and only some rather simple examples have been analysed analytically (Barlow et al., 1972, ? 3.4; Pincus, 1975) . Monte Carlo experiments support an intuitive conjecture that the power function increases with the restrictiveness of the alternative hypothesis (Barlow et al., 1972, p. 158) . In an extreme case when the alternative region is reduced to a ray, the corresponding chi-bar-squared test is most powerful as follows from the NeymanPearson fundamental lemma.
The problem of testing the multivariate normal mean r =0 against the alternative TE K, when the covariance matrix E is completely unknown, has been considered by Perlman (1969) . His results, which are not reproducible in our framework, can be summarized as follows. Suppose that n > k and let The distributional result (8.2) is exact. As n tends to infinity S and Y converge in probability to M and r, respectively. Therefore under the null hypothesis T = 0, nU is asymptotically equivalent to the f2 statistic nf't-i. Note that by the law of large numbers X2-k/n tends in probability to one and hence asymptotically (8.2) coincides with the corresponding result for the f2 statistic.
