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BALIAN-LOW TYPE THEOREMS ON HOMOGENEOUS GROUPS
KARLHEINZ GRÖCHENIG, JOSÉ LUIS ROMERO, DAVID ROTTENSTEINER,
AND JORDY TIMO VAN VELTHOVEN
Abstract. We prove strict necessary density conditions for coherent frames and
Riesz sequences on homogeneous groups. Let N be a connected, simply connected
nilpotent Lie group with a dilation structure (a homogeneous group) and let (pi,Hpi)
be an irreducible, square-integrable representation modulo the center Z(N) of N on a
Hilbert space Hpi of formal dimension dpi. If g ∈ Hpi is a phase-space localized vector
and the set {pi(λ)g : λ ∈ Λ} for a discrete subset Λ ⊆ N/Z(N) forms a frame for
Hpi, then its density satisfies the strict inequality D−(Λ) > dpi, where D−(Λ) is the
lower Beurling density. An analogous density condition D+(Λ) < dpi holds for a Riesz
sequence in Hpi contained in the orbit of (pi,Hpi). The proof is based on a deformation
theorem for coherent systems, a universality result for coherent frames and Riesz
sequences, some results from Banach space theory, and tools from the analysis on
homogeneous groups.
1. Introduction
Let G be a compactly generated, locally compact group of polynomial growth, and
let (π,Hπ) be an irreducible, square-integrable representation of G on a Hilbert space
Hπ of formal dimension dπ. We consider the spanning properties of discrete systems in
the orbit of a vector g ∈ Hπ under (π,Hπ),
π(Λ)g =
{
π(λ)g : λ ∈ Λ
}
, (1)
and study their relation with the density of the index set Λ ⊆ G. The existence of frames
and Riesz sequences of the form (1) for “sufficiently dense” respectively “sufficiently
sparse” index sets is well-known [14, 20, 22]. Necessary density conditions follow from
the abstract theory of localized frames [3, 4, 38], or sampling in reproducing kernel
Hilbert spaces [21, 33]. For example, [21, Theorem 5.3] asserts that:
If π(Λ)g forms a frame for Hπ, then D
−(Λ) ≥ dπ. (2)
If π(Λ)g forms a Riesz sequence in Hπ, then D
+(Λ) ≤ dπ. (3)
The quantities D−(Λ) and D+(Λ) denote certain lower respectively upper Beurling
densities of Λ; see [21, Section 5.3] for the precise details.
In this paper we consider the question of the strictness of the density conditions (2)
and (3). This problem has been studied extensively in the setting of the Heisenberg
group and is generally known as the Balian-Low theorem in Gabor theory. Precisely, the
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Balian-Low theorem asserts that if g ∈ L2(R) is a phase-space localized function, then
the family of functions {e2πil·g(·+ k) : k, l ∈ Z} does not form a Riesz basis for L2(R);
see [5, 9]. In view of recent constructions of orthonormal bases in the orbit of unitary
representations of nilpotent Lie groups [27] and solvable semi-direct products [36, 37],
it is of interest whether a Balian-Low type theorem holds for other groups than the
Heisenberg group. In this regard we recall the famous Kirillov lemma asserting that
any nilpotent Lie group admits a subgroup isomorphic to the Heisenberg group. Hence
it is expected that a Balian-Low type theorem holds for general nilpotent Lie groups.
While the Balian-Low theorem is usually studied as a no-go result, it also has a
fruitful interpretation as a strict necessary density condition. The index set of the
system {e2πil·g(·+ k) : k, l ∈ Z} is Z2 and possesses the critical density 1. The Balian-
Low theorem now states that the index set of a frame consisting of time-frequency shifts
with a “phase-space localized” generator must necessarily have super-critical density.
Our goal is to prove that for coherent systems of the form (1) with a “phase-space
localized” generator g ∈ Hπ the inequalities in (2) and (3) must be strict. One successful
approach to derive such strict density conditions is to study the deformations of frames
and Riesz sequences first and then proceed by contradiction. Suppose that a coherent
system (1) is a frame, and that Λ ⊆ G attains the critical density. The challenge is to
produce a suitable deformation of Λ that still yields a frame, but has smaller density,
thus contradicting the non-strict density conditions (2). A similar argument can be
used to contradict (3). This line of argument goes back to Beurling [6], and variations
of this program have been implemented several times, e.g., in complex analysis in [35]
and [28] and in Gabor analysis in [2, 16] and [25].
In the setting of a non-Abelian group, we first need to find an adequate deformation.
Here the theory of Lie groups offers a natural setting with an obvious choice: these are
groups endowed with a family of dilations compatible with the group structure, namely
the so-called homogeneous nilpotent Lie groups. Although these groups are non-Abelian
and possess a rich representation theory that is rather different from Rd, their geometry
and measure theory are quite similar in the sense that they form a space of homogeneous
type and many real-variable methods carry over to homogeneous groups [18]. These
structural similarities allow us to prove the following Balian-Low type theorem, phrased
in terms of the (homogeneous) lower and upper Beurling densities.
Theorem 1.1. Let N be a homogeneous Lie group and let (π,Hπ) be an irreducible
representation of N that is square-integrable modulo its center Z(N). Let Λ ⊂ N/Z(N)
be a discrete subset. Let g ∈ Hπ be such that
∫
N/Z(N)
|〈g, π(x)g〉| dµN/Z(N)(x˙) <∞.
(i) If π(Λ)g forms a frame for Hπ, then D
−(Λ) > dπ.
(ii) If π(Λ)g forms a Riesz sequence in Hπ, then D
+(Λ) < dπ.
Corollary 1.2. If {π(λ)g : λ ∈ Λ} is an orthonormal basis or a Riesz basis for Hπ,
then
∫
N/Z(N)
|〈g, π(x)g〉| dµN/Z(N)(x˙) = ∞; in particular, g ∈ Hπ cannot be a smooth
vector of (π,Hπ).
For the proof of Theorem 1.1, we will revisit the theory of deformations [25] and
localizable reproducing kernel Hilbert spaces [28] and follow their outline. Once it is
understood how to move from Rd to a general homogeneous group, many arguments
carry over almost word-by-word. However, several important steps require technical
modifications. In particular, we will prove the existence of coherent frames whose
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canonical dual frame consists of a set of molecules in the sense of [26]. Although this
is only an auxilliary result, our Proposition B.4 may be of independent interest as it
enriches our knowledge of abstract coorbit theory.
From a larger perspective one might aim at more abstract Balian-Low type theorems
for certain classes of frames. This program leads to several interesting problems in
frame theory that are still open. According to our current understanding at least the
following ingredients are required:
(i) One needs an appropriate deformation theory for frames. As argued in [25], one
must go beyond local jitter errors and must consider global deformations.
(ii) One needs a class of suitable deformations that change the density of the frame.
For simplicity here we treat only dilations. We remark, however, that the more refined
nonlinear deformation theory developed in [25] can be proved for other types of Lie
groups and is applicable in other contexts, including the evolution of coherent systems
through Hamiltonian flows [10]. An interesting open problem is to find an appropriate
notion of deformation for general nilpotent groups or groups of polynomial growth.
(iii) One needs some off-diagonal decay of the Gramian matrix of the frame. In the
context of Theorem 1.1 this is expressed by the condition that g ∈ Hπ is an integrable
vector. The off-diagonal decay paves the way for the application of Banach algebra
techniques, in particular statements about spectral invariance and the off-diagonal decay
of the inverse matrix. See [24] for a survey. Our version for homogeneous groups is
contained in Propositions B.3 and B.5 with almost the same proof as Sjöstrand’s [44].
The spectral invariance is usually hidden in the technical part, but in our opinion it
is at the heart of strict density conditions. This view is supported by the fact that
the Paley-Wiener space admits an orthonormal basis at the critical density (this is the
Shannon-Whittaker-Kotelnikov sampling theorem) when at the same time its kernel
lacks sufficient decay. Likewise there are orthonormal Gabor bases, but their generating
function is not phase-space localized.1
(iv) Last but not least, one needs some translation structure so that the underlying
configuration space looks the same everywhere. This is evident in the context of groups,
but far from obvious in other examples. In fact, the construction of suitable translation
operators in general Fock spaces was one of the major innovations in [35] for the proof
of strict density conditions.
The paper is organized as follows: In Section 2 we collect the required facts about
homogeneous groups and their representations and the background on coorbit spaces. In
Section 3 we study the stability of coherent frames and Riesz sequences under dilations.
The main theorems are then stated and proved in Section 4. The appendix offers
the necessary tools about the stability and off-diagonal decay of matrices indexed by
discrete subsets of a homogeneous group. We prove a new result about the canonical
dual frame of a coherent frame.
2. Coorbit space theory
2.1. Homogenous groups. This section consists of preliminary results on homoge-
neous groups and sets up the notation used throughout the paper. Standard references
on homogeneous groups are [17, 18].
1We note that this picture cannot be completely accurate, as there are shift-invariant spaces with
exponentially decaying generator that admit a frame of reproducing kernels at the critical density.
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Definition 2.1. (i) A family of dilations {Dgr}r>0 of a Lie algebra g is a family of
Lie algebra automorphisms Dgr : g → g of the form D
g
r = expGL(g)
(
A ln(r)
)
for
some diagonalizable linear operator A : g → g with positive eigenvalues, called
the dilations’ weights.
(ii) A connected, simply connected Lie group G is called homogeneous if its Lie algebra
g is equipped with a family of dilations. The homogeneous dimension of G is the
number Q := trace(A).
Throughout this paper, it will be assumed, without loss of generality, that the dila-
tions’ lowest weight equals 1. We have Q ≥ dim(G).
A Lie algebra admitting a family of dilations is nilpotent, and hence so is its associated
connected, simply connected Lie group. The converse does not hold, i.e., not every
nilpotent Lie group is homogeneous [12], although they exhaust a large class [31].
Any dilation Dgr on g induces a continuous group automorphism Dr : G→ G defined
by
Dr := exp ◦D
g
r ◦ exp
−1,
where exp : g→ G is the exponential map.
Definition 2.2. Let G be a homogeneous group. A homogeneous norm on G is a
continuous mapping | · |G : G→ [0,∞) satisfying
(i) |x−1|G = |x|G for all x ∈ G;
(ii) |Dr(x)|G = r|x|G for all x ∈ G and r > 0;
(iii) |xy|G ≤ |x|G + |y|G for all x, y ∈ G;
(iv) |x|G = 0 if, and only if, x = e.
Every homogeneous group admits a homogeneous norm, and the mapping
dG : G×G→ R
+, (x, y) 7→ |x−1y|G
forms a left-invariant metric on G, the so-called homogeneous metric.
The open ball in G of radius R > 0 and center x ∈ G is denoted by BR(x) := {y ∈
G : |x−1y|G < R}. For any x, y ∈ G and R > 0, we have yBR(x) = BR(yx) and
BR(e) = DR(B1(e)). The Haar measure µG on G satisfies µG(Dr(E)) = r
QµG(E) for
every Borel measurable set E ⊆ G. Any ball BR(x) is relatively compact in G, and
thus Borel measurable.
In the sequel, we will repeatedly pass to the quotient G/Z(G) of G and its center
Z = Z(G). The group G/Z(G) is homogeneous itself. For the precise details, see
Appendix A.
2.2. Discrete sets. A subset Λ ⊂ G of a homogeneous group G is called relatively
separated if
rel(Λ) := sup
x∈G
#
(
Λ ∩B1(x)
)
<∞
and is called separated if
sep(Λ) := inf
λ6=λ′∈Λ
|λ−1λ′|G > 0.
A set Λ ⊂ G is called relatively dense if there exists anR > 0 such thatG =
⋃
λ∈ΛBR(λ).
A (uniform) lattice Λ ⊂ G is a discrete, co-compact subgroup of G. By Malcev’s
theorem [8, Theorem 5.1.8], a nilpotent Lie group G admits a lattice only if its Lie
algebra has a rational structure. More generally, any nilpo
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so-called quasi-lattice [20, Proposition 5.10]. A set Λ ⊂ G is called a quasi-lattice in
G if there exists a relatively compact Borel set Ω ⊂ G such that G =
⋃
λ∈Λ λΩ with
λΩ ∩ λ′Ω = ∅ for λ 6= λ′. The set Ω is called the complement of Λ.
The (homogeneous) lower and upper Beurling density of a discrete set Λ ⊂ G are
defined by
D−(Λ) := lim inf
R→∞
inf
x∈G
#
(
Λ ∩ BR(x)
)
µG(BR(e))
and D+(Λ) := lim sup
R→∞
sup
x∈G
#
(
Λ ∩ BR(x)
)
µG(BR(e))
,
respectively. For r > 0, we haveD−(Dr(Λ)) = r
−QD−(Λ) andD+(Dr(Λ)) = r
−QD+(Λ).
A set Λ ⊂ G is relatively separated if, and only if, D+(Λ) < ∞. For a quasi-lattice
Λ ⊂ G with complement Ω ⊂ G, we have D+(Λ) = D−(Λ) = (µG(Ω))
−1.
2.3. Projective and square-integrable representations. Let N be a connected,
simply connected nilpotent Lie group. A unitary representation (π,Hπ) of N is said to
be square-integrable modulo its centre Z(N) if there exists a non-zero g ∈ Hπ such that∫
N/Z(N)
|〈g, π(x)g〉|2 dµN/Z(N)(x˙) <∞,
where x˙ = xZ(N). We write π ∈ SI/Z if (π,Hπ) is irreducible and square-integrable
modulo Z(N). A π ∈ SI/Z is called a relative discrete series representation.
The representations π ∈ SI/Z of N can be completely characterized in terms of the
orbit geometry of the Lie algebra n, namely πl ∈ SI/Z if, and only if, the associated
coadjoint orbit Ol = Ad(N)
∗l is flat if, and only if, Ol = l + z(n)
⊥ if, and only if, the
symplectic form Bl( . , . ) := l([ . , . ]) is non-degenerate on n/z(n). See [34, Theorem 1].
Given π ∈ SI/Z, there exists a dπ > 0, called the formal degree or formal dimension
of π, such that the orthogonality relations∫
N/Z(N)
〈π(x˙)f1, g1〉〈π(x˙)f2, g2〉 dµN/Z(N)(x˙) = d
−1
π 〈f1, f2〉〈g1, g2〉 (4)
hold for all f1, f2, g1, g2 ∈ Hπ.
In the sequel, we will often treat a representation π ∈ SI/Z as a projective repre-
sentation of the quotient N/Z(N). A (continuous) projective representation (π,Hπ) of
a connected, simply connected nilpotent Lie group G is a strongly continuous map π :
G→ U(Hπ) satisfying π(e) = I and such that there exists a continuous σ : G×G→ T,
called the cocycle, satisfying π(xy) = σ(x, y)π(x)π(y) for x, y ∈ G.
Let q : N → N/Z(N) denote the quotient map and let s : N/Z(N) → N be a
cross-section of q such that q ◦ s = idN/Z(N). Then, given π ∈ SI/Z, the map
π : N/Z(N)→ U(Hπ), x˙ 7→ π(s(x˙))
forms a projective representation (π,Hπ) of G := N/Z(N) whose representation coeffi-
cients satisfy 〈f, π(·)g〉 ∈ L2(G) for all f, g ∈ Hπ. A projective representation obtained
in this manner is independent of the choice of the cross-section and will be referred to
as a projective relative discrete series representation. In the sequel, we will often simply
write π = π.
A vector g ∈ Hπ is called a smooth vector of a relative discrete series representation
(π,Hπ) of N if the vector-valued map x 7→ π(x)g from N into Hπ is smooth. The space
of smooth vectors will be denoted by H∞π . In particular, given k ∈ C
∞
c (N) and h ∈ Hπ,
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the associated Gårding vector π(k)h :=
∫
N
k(x)π(x)h dµN(x) ∈ Hπ is a smooth vector.
Moreover, by the Dixmier-Malliavin theorem [11],
H∞π = span
{
π(k)h : k ∈ C∞c (N), h ∈ Hπ
}
.
The set of Gårding vectors is norm dense in Hπ, and hence so is H
∞
π .
If (π,Hπ) is a relative discrete series representation of N , then for any two smooth
vectors g, h ∈ H∞π , the map 〈f, π(·)g〉 ∈ S(G), where S(G) denotes the Schwartz space
on the quotient group G = N/Z(N), e.g, see [8]. Consequently, any discrete series
representation (π,Hπ) is also integrable in the sense that there exists a g ∈ Hπ \ {0}
such that 〈g, π(·)g〉 ∈ L1(N/Z(N)).
For more information on projective and relative discrete series representations, the
interested reader is referred to the books by Wolf [47] and Corwin and Greenleaf [8].
2.4. Amalgam spaces. Let G be a homogeneous group. For F ∈ L∞loc(G), the associ-
ated (left-sided) control function F ♯ : G→ C is given by F ♯(x) = ess supu∈B1(e) |F (xu)|
for x ∈ G. The (left-sided) Wiener amalgam space W (L∞, L1)(G) is defined by
W (L∞, L1)(G) :=
{
F ∈ L∞loc(G) : F
♯ ∈ L1(G)
}
and endowed with the norm ‖F‖W (L∞,L1) := ‖F
♯‖L1 . Instead of taking the supremum
over the unit ball B1(e), one might take the supremum over an arbitrary compact
neighborhood of e and obtain an equivalent norm on W (L∞, L1)(G). See [19, 30] for
background on amalgam spaces on the Euclidean space, and [13] for their generalization
to groups and norms that measure smoothness.
Similarly, the right-sided control function of an element F ∈ L∞loc(G) is defined by
F♯(x) := ess supu∈B1(e) |F (ux)| and the associated amalgam spaceWR(L
∞, L1)(G) is en-
dowed with the norm ‖F‖WR(L∞,L1) := ‖F♯‖L1. Note that ‖F‖WR(L∞,L1) = ‖F
∨‖W (L∞,L1),
where F∨(x) := F (x−1).
The (closed) subspaces of W (L∞, L1)(G) and WR(L
∞, L1)(G) consisting of continu-
ous functions are denoted by W (C0, L
1)(G) and WR(C0, L
1)(G), respectively.
For technical reasons, we will need some non-standard amalgam spaces considered
in [40]. The strong amalgam space W st(L∞, L1)(G) (or two-sided amalgam space) is
defined with the control function
F ♯♯ (x) = ess sup
u,v∈B1(e)
|F (uxv)| = (F ♯)♯(x) = (F♯)
♯(x) ,
and with norm ‖F‖W st(L∞,L1) := ‖(F
♯
♯ )‖L1 . By definition, the space W
st(L∞, L1)(G) is
contained in W (L∞, L1)(G) ∩WR(L
∞, L1)(G) and F ∈ W st(L∞, L1)(G) if and only if
F∨ ∈ W st(L∞, L1)(G), because G is unimodular. For all x ∈ G, it is easy to see that
(F1 ∗ F2)
♯
♯(x) ≤ ((F1)♯ ∗ (F2)
♯)(x) and thus it follows that
WR(L
∞, L1) ∗W (L∞, L1) →֒ W st(L∞, L1). (5)
See [40, Section 2.4] for similar estimates.
For α ∈ R, define the weight wα : G→ R
+, x 7→ (1 + |x|G)
α and equip the Beurling
algebra L1wα(G) with the norm ‖F‖L1wα := ‖wα · F‖L1. Then weighted versions of the
amalgam spaces are defined as above using L1wα instead of L
1.
Identifying the dual space (C0(G))
′ with the space of complex regular Borel measures
M(G), we may identify the dual space (W (C0, L
1)(G))′ with W (M,L∞)(G), the space
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of all (locally) complex regular Borel measures µ : B(G)→ C satisfying
‖µ‖W (M,L∞) := sup
x∈G
|µ|(xU) <∞.
The space W (M,L∞)(G) is endowed with the norm ‖ · ‖W (M,L∞) and is often called the
space of translation-bounded measures. If Λ ⊂ G is a relatively separated set, then the
measure XΛ :=
∑
λ∈Λ δλ belongs to W (M,L
∞)(G), with ‖XΛ‖W (M,L∞) ≍ rel(Λ).
2.5. Coorbit spaces. Let (π,Hπ) be a projective relative discrete series representation
of a homogeneous group G. For a fixed non-zero g ∈ Hπ, define the associated map
Vg : Hπ → L
∞(G) by Vgf(x) := 〈f, π(x)g〉. The class of analyzing vectors Aπ is then
defined by Aπ := {g ∈ Hπ : Vgg ∈ L
1(G)}. The integrability of (π,Hπ) implies that
Aπ 6= ∅. For a fixed g ∈ Aπ \ {0}, define
H1π := {f ∈ Hπ : Vgf ∈ L
1(G)}
and equip it with the norm ‖f‖H1pi := ‖Vgf‖L1 . Let (H
1
π)
q denote the anti-dual space of
H1π, i.e., the space of all conjugate-linear functionals on H
1
π. The associated sesquilinear
dual pairing is denoted by 〈·, ·〉 : (H1π)
q × H1π → C. The extended representation
coefficients are defined by Vgf(x) := 〈f, π(x)g〉 for f ∈ (H
1
π)
q and g ∈ H1π.
For p ∈ [1,∞] and g ∈ Aπ \ {0}, the associated coorbit space is defined as the space
Co(Lp(G)) :=
{
f ∈ (H1π)
q : Vgf ∈ L
p(G)
}
equipped with the norm ‖f‖Co(Lp(G)) := ‖Vgf‖Lp.
The spaces H1π, (H
1
π)
q, and Co(Lp(G)) are π-invariant Banach spaces independent of
the choice of g ∈ Aπ \ {0}, with equivalent norms for different choices. Moreover, we
have Aπ = H
1
π = Co(L
1(G)) and Hπ = Co(L
2(G)). See [7, 14, 15] for more details.
As an auxillary space, we define the closed subspace
Co(C0(G)) :=
{
f ∈ Co(L∞(G)) : Vgf ∈ C0(G)
}
of Co(L∞(G)). By duality of coorbit spaces, we then have Co(C0(G))
′ = Co(L1(G))
and (Co(L1(G)))′ = Co(L∞(G)) with the duality pairing 〈f, h〉 := 〈Vgf, Vgh〉.
2.6. Coherent systems and associated operators. Let (π,Hπ) be a projective
discrete series representation of a homogeneous group G. In the treatment of coherent
systems π(Λ)g and their associated operators, we will occasionally use the smaller class
of better vectors Bπ ⊆ Aπ, defined by
Bπ :=
{
g ∈ Hπ : Vgg ∈ WR(C0, L
1)(G)
}
.
In particular, any smooth vector g ∈ H∞π of a discrete series representation is in Bπ.
Given g ∈ Bπ and a relatively separated set Λ ⊂ G, the coefficient and reconstruction
operators are defined by
Cg,Λf =
{
〈f, π(λ)g〉
}
λ∈Λ
, f ∈ Co(L∞(G))
and
Dg,Λc =
∑
λ∈Λ
cλπ(λ)g, c = {cλ}λ∈Λ ∈ ℓ
∞(Λ),
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respectively.
For p ∈ [1,∞], the maps Cg,Λ : Co(L
p(G)) → ℓp(Λ) and Dg,Λ : ℓ
p(Λ) → Co(Lp(G))
are well-defined and bounded, with
‖Cg,Λf‖ℓp . rel(Λ)‖f‖Co(Lp(G))
‖Dg,Λc‖Co(Lp(G)) . rel(Λ)‖c‖ℓp,
where the implicit constants only depend on g ∈ Bπ, see [22, 26].
The coherent system π(Λ)g = {π(λ)g}λ∈Λ is said to be a p-frame for Co(L
p(G)) if
‖Cg,Λf‖ℓp ≍ ‖f‖Co(Lp(G)) for all f ∈ Co(L
p(G)), while it is called a p-Riesz sequence
in Co(Lp(G)) if ‖Dg,Λc‖Co(Lp(G)) ≍ ‖c‖ℓp for all c ∈ ℓ
p(Λ). For p = 2, the terminology
coincides with the standard definitions for frames and Riesz sequences in a Hilbert
space.
We mention the following necessary conditions without proof.
Lemma 2.3. Let g ∈ Hπ and let Λ ⊂ G be a discrete set.
(i) If π(Λ)g forms a frame for Hπ, then Λ is relatively separated and relatively dense.
(ii) If π(Λ)g forms a Riesz sequence in Hπ, then Λ is separated.
2.7. Universality of frames and Riesz sequences. We state the following univer-
sality result. Its proof relies on the stability and spectral invariance of localized matrices
and is deferred to the appendix.
Theorem 2.4. Let (π,Hπ) be a projective relative discrete series representation of a
homogeneous group G. Let g ∈ H∞π and let Λ ⊆ G be relatively separated.
(i) If π(Λ)g forms a p-frame for Co(Lp(G)) for some p ∈ [1,∞], then π(Λ)g forms a
p-frame for Co(Lp(G)) for all p ∈ [1,∞].
(ii) If π(Λ)g forms a p-Riesz sequence in Co(Lp(G)) for some p ∈ [1,∞], then π(Λ)g
forms a p-Riesz sequence in Co(Lp(G)) for all p ∈ [1,∞].
Remark 2.5. The smoothness condition g ∈ H∞π in Theorem 2.4 is sufficient for our
purposes, but it can be weakened to the assumption g ∈ Co(Lwα(G)) for α ≥ Q+ 1.
3. Stability of frames and Riesz sequences
This section is devoted to the stability of coherent frames and Riesz sequences under
weak limits of translates and homogeneous dilations of the index set.
3.1. Weak limits of translates. We start by introducing the notion of weak conver-
gence of sets in the setting of a homogeneous group.
Definition 3.1. Let G be a homogenous group and let Λ ⊆ G be arbitrary. A sequence
{Λn}n∈N of subsets Λn ⊂ G is said to converge weakly to Λ if for every R > 0 and ε > 0,
there exists an n0 ∈ N such that, for all n ≥ n0,
Λ ∩BR(e) ⊆ Bε(e)Λn and Λn ∩BR(e) ⊆ Bε(e)Λ.
The weak convergence of {Λn}n∈N to Λ will be denoted by Λn
w
−→ Λ.
Given a relatively separated set Λ ⊂ G, we denote by W (Λ) the set of Γ ⊂ G for
which there exists a sequence {xn}n∈N ⊂ G such that x
−1
n Λ
w
−→ Γ. Note that any weak
limit Γ ∈ W (Λ) is relatively separated, and hence closed.
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Theorem 3.2. Let (π,Hπ) be a projective relative discrete series representation of a
homogeneous group G. Let p ∈ [1,∞] and let Λ ⊆ G be relatively separated.
If g ∈ H∞π and π(Λ)g is a p-frame for Co(L
p(G)), then π(Γ)g is a p-frame for
Co(Lp(G)) for any Γ ∈ W (Λ).
Proof. By Theorem 2.4, the adjoint map Cg,Λ = D
∗
g,Λ : Co(L
∞(G)) → ℓ∞(Λ) of
Dg,Λ : ℓ
1(Λ) → Co(L1(G)) is bounded from below, hence C∗g,Λ : ℓ
1(Λ) → Co(L1(G)) is
surjective by the closed range theorem [41, Theorem 4.13].
We will show that also C∗g,Γ : ℓ
1(Γ) → Co(L1(G)) is surjective. Fix f ∈ Co(L1(G))
and let {xn}n∈N be a sequence in G such that x
−1
n Λ
w
−→ Γ. For n ∈ N, define Λn := x
−1
n Λ.
Then, for fixed n ∈ N, the map C∗g,Λn : ℓ
1(Λn)→ Co(L
1(G)) is also a bounded surjection.
Moreover, by the open mapping theorem, the maps C∗g,Λn have bounds on preimages
independent of n ∈ N. Thus there exists a sequence {c
(n)
λ }λ∈Λn satisfying ‖c
(n)‖ℓ1 . 1,
with a constant independent of n, and such that f =
∑
λ∈Λn
c
(n)
λ π(λ)g, with norm
convergence in Co(L1(G)).
Define µn :=
∑
λ∈Λn
c
(n)
λ δλ ∈ M(G), and note that ‖µn‖M := |µn|(G) = ‖c
(n)‖ℓ1 .
1, with a bound independent of n. By Banach-Alaoglu’s theorem, there exists a
subsequence, also denoted by {µn}n∈N, such that µn → µ ∈ M(G) in the vague
topology σ(M,C0). Since supp(µn) ⊆ x
−1
n Λ and x
−1
n Λ
w
−→ Γ by assumption, it fol-
lows that supp(µ) ⊆ Γ = Γ - see [25, Section 4] for details. Consequently, we can
write µ =
∑
λ∈Γ cλδλ for some sequence c = {cλ}λ∈Γ satisfying ‖c‖ℓ1 = |µ|(G) ≤
lim infn→∞ ‖µn‖M . 1. Using this, we define f
′ ∈ Co(L1)(G) by
f ′ :=
∑
λ∈Γ
cλπ(λ)g.
Since Vgπ(x)g ∈ W (C0, L
1)(G) →֒ C0(G) for arbitrary, but fixed x ∈ G, a direct
calculation yields
〈f, π(x)g〉 =
∑
λ∈Λn
c
(n)
λ Vgπ(x)g =
∫
G
Vgπ(x)g dµn →
∫
G
Vgπ(x)g dµ = 〈f
′, π(x)g〉,
hence f = f ′. This shows that C∗g,Γ : ℓ
1(Γ) → Co(L1(G)) is a surjection. Another
application of the closed range theorem yields that Cg,Γ : Co(L
∞(G)) → ℓ∞(Γ) is
bounded from below, thus showing that π(Γ)g forms an ∞-frame for Co(L∞(G)), and,
more generally, a p-frame for Co(Lp(G)), p ∈ [1,∞], by Theorem 2.4. 
The following result provides the stability of Riesz sequences under weak limits of
translates.
Theorem 3.3. Let (π,Hπ) be a projective relative discrete series representation of a
homogeneous group G. Let p ∈ [1,∞] and let Λ ⊆ G be separated.
If g ∈ H∞π and π(Λ)g is a p-Riesz sequence in Co(L
p(G)), then π(Γ)g is a p-Riesz
sequence in Co(Lp(G)) for any Γ ∈ W (Λ).
Proof. The map C∗g,Λ : ℓ
∞(Λ) → Co(L∞(G))) is bounded from below by Theorem 2.4.
Thus, by the closed range theorem, the map Cg,Λ : Co(L
1(G))→ ℓ1(Λ) is surjective.
Consider a sequence Λn = x
−1
n Λ
w
−→ Γ. For an arbitrary, but fixed γ ∈ Γ, choose a
sequence {γn}n∈N of points γn ∈ Λ such that x
−1
n γn → γ. Since Cg,Λ : Co(L
1(G)) →
ℓ1(Λ) is open and surjective, for any c ∈ ℓ1(Λ) with ‖c‖ℓ1 = 1 there exists an f ∈
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Co(L1(G)) with ‖f‖Co(L1(G)) . 1 such that c = Cg,Λf . Moreover, for each n ∈ N, there
exists an fn ∈ Co(L
1(G)) with ‖fn‖Co(L1(G)) . 1 such that c = Cg,Λnfn for Λn := x
−1
n Λ.
In particular, there exists an hn ∈ Co(L
1(G)) with ‖Vghn‖L1 . 1, and Vghn(x
−1
n γn) = 1
and Vghn = 0 on x
−1
n Λ \ {x
−1
n γn}. By passing to a subsequence if necessary, it may
be assumed that hn → h in σ(Co(L
1(G)), Co(C0(G))) for some h ∈ Co(L
1(G)) with
‖h‖Co(L1(G)) . 1. By [14, Theorem 4.1], it follows that Vghn → Vgh with uniform
convergence on compacta in G. Hence
Vgh(γ) = lim
n→∞
Vghn(x
−1
n γn) = 1.
Similarly, for γ′ ∈ Γ\{γ}, there exists a sequence {γ′n}n∈N in Λ such that x
−1
n γ
′
n → γ
′
and Vghn(x
−1
n γ
′
n) = 0 for sufficiently large n, yielding that Vgh(γ
′) = 0.
Combining the above, it follows that for each γ ∈ Γ, there exists a function hγ ∈
Co(L1(G)) with ‖hγ‖Co(L1(G)) . 1, and Vghγ(γ) = 1 and Vghγ ≡ 0 on Γ \ {γ}. Thus,
for a fixed c ∈ ℓ1(Γ), defining f ∈ Co(L1(G)) by
f :=
∑
γ∈Γ
cγhγ
gives Cg,Γf = c, which shows that Cg,Γ : Co(L
1(G))→ ℓ1(Γ) is surjective. Consequently
C∗g,Γ : ℓ
∞(Γ) → Co(L∞(G)) is bounded below, and π(Γ)g forms an ∞-Riesz sequence
in Co(L∞(G)), and hence a p-Riesz sequence in Co(Lp(G)) by Theorem 2.4. 
3.2. Stability under dilations. In this section we prove the stability of coherent
frames and Riesz sequences under dilations. For this, we use the following relation
between dilations and weak limits of translates.
Lemma 3.4. Let G be a homogeneous group. Let Λ ⊂ G be relatively separated, let
{xn}n∈N ⊆ G arbitrary and {rn}n∈N ⊆ R
+ be such that limn→∞ rn = 1. Then there
exists a subsequence of {x−1n Drn(Λ)}n∈N that converges weakly to a relatively separated
set Γ ⊂ G. Moreover, for any sequence x−1n Drn(Λ)
w
−→ Γ, the limit Γ ∈ W (Λ).
Proof. Throughout the proof, we define Λn := Drn(Λ) for n ∈ N. The proof is divided
into two steps:
Step 1. (Existence of a subsequence). We use the uniform relative separation
lim sup
n∈N
rel(x−1n Λn) = lim sup
n∈N
rel(Λn) <∞,
and the norm equivalence ‖Xx−1n Λn‖W (M,L∞) ≍ rel(Λn), and obtain the existence of
a subsequence {Xx−1nkΛnk
}k∈N that converges to an element µ ∈ W (M,L
∞)(G) in the
weak∗-topology σ(W (M,L∞)(G),W (C0, L
1)(G)). Since Xx−1n Λn(E) ∈ N∪{∞} for any
Borel set E ∈ B(G), the convergence Xx−1n Λnk
→ µ yields that
x−1n Λnk = supp(Xx−1n Λnk
)
w
−→ supp(µ) =: Γ,
See [25, Section 4] for details. The set Γ is relatively separated, and hence closed.
Step 2. (Weak limit of translates). By the above, there exists a sequence {x−1n Λn}n∈N
converging weakly to a relatively separated set Γ ⊂ G. For n ∈ N, write
x−1n Λn = Drn
(
(D−1rn (x
−1
n ))Λ
)
.
By passing to a subsequence, it may be assumed that D−1rn (x
−1
n )Λ
w
−→ Γ′. We claim that
Γ = Γ′.
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For the inclusion Γ′ ⊆ Γ, let R > 0 and ε ∈ (0, 1], and take a z ∈ D−1rn (x
−1
n )Λ∩BR(e).
Then z = D−1rn (x
−1
n )λ for some λ ∈ Λ and |D
−1
rn (x
−1
n )λ|G ≤ R. Choose n0 ∈ N such that
|x−1n Drn(λ)z
−1|G = |D
−1
rn (x
−1
n )λ(Drn(λ))
−1xn|G < ε for all n ≥ n0. Then, if n ≥ n0, it
follows that z−1 ∈ (Drn(λ))
−1xnBε(e), and hence
D−1rn (x
−1
n )Λ ∩ BR(e) ⊆ Bε(e)x
−1
n Λn.
Using that D−1rn (x
−1
n )Λ
w
−→ Γ′ and x−1n Λn
w
−→ Γ, it follows that Γ′ ⊆ Γ.
For the converse, let again R > 0 and ε ∈ (0, 1]. Take an arbitrary z ∈ x−1n Λn∩BR(e).
Then z = x−1n Drn(λ) for some λ ∈ Λ and |x
−1
n Drn(λ)|G ≤ R. Hence there exists an
R′ > 0 such that |D−1rn z|G = |D
−1
rn (x
−1
n )λ|G ≤ R
′. Consequently, we can choose an
n0 ∈ N such that |D
−1
rn (x
−1
n )λz
−1|G = |D
−1
rn (x
−1
n )λDrn(λ)
−1xn|G < ǫ for all n ≥ n0.
Thus, if n ≥ n0, then z
−1 ∈ λ−1D−1rn (xn)Bǫ(e), which shows that
x−1n Λn ∩BR(e) ⊆ Bǫ(e)D
−1
rn (x
−1
n )Λ
Since x−1n Λn
w
−→ Γ and D−1rn (x
−1
n )Λ
w
−→ Γ′, it follows that Γ ⊆ Γ′.
Combining the obtained inclusions yields Γ = Γ′, whence Γ ∈ W (Λ). 
The following result shows the stability of coherent frames with respect to dilations.
Theorem 3.5. Let (π,Hπ) be a projective relative discrete series representation of a
homogeneous group G. Let g ∈ H∞π and let Λ ⊂ G be a discrete set. Let {Λn}n∈N =
{Drn(Λ)}n∈N for some {rn}n∈N ⊂ R
+ with rn → 1. If π(Λ)g forms a frame for Hπ,
then π(Λn)g forms a frame for Hπ for all sufficiently large n.
Proof. By Lemma 2.3, the set Λ ⊂ G is relatively separated and relatively dense.
Arguing indirectly, assume that π(Λn)g fails to be a frame for sufficiently large n.
Then, by passing to a subsequence, we assume that π(Λn)g fails to be a frame for all
n ∈ N. In particular, every π(Λn)g fails to be an ∞-frame for Co(L
∞(G)) by Theorem
2.4. Hence, there exists a sequence {fn}n∈N in Co(L
∞(G)) such that ‖Vgfn‖L∞ = 1 and
‖Cg,Λnfn‖ℓ∞(Λn) = sup
λ∈Λ
|Vgfn(Drn(λ))| → 0 as n→∞.
Given n ∈ N, let xn ∈ G be such that |Vgfn(xn)| ≥ 1/2 and let hn := π(x
−1
n )fn. By
passing to a subsequence, we assume that hn → h ∈ Co(L
∞(G)) in the w∗-topology
σ(Co(L∞(G)), Co(L1(G))). Then h 6= 0 since |Vghn(0)| = |Vgfn(xn)| ≥ 1/2 implies
|Vgh(0)| ≥ 1/2.
By Lemma 3.4, it may be assumed that x−1n Λn
w
−→ Γ for some relatively separated
set Γ ∈ W (Λ). Let γ ∈ Γ be arbitrary and choose a sequence {γn}n∈N ⊆ Λ such that
x−1n Drn(γn) → γ as n → ∞. By [14, Theorem 4.1], the convergence Vghn → Vgh is
uniform on compact subsets of G, so
|Vgh(γ)| = lim
n→∞
|Vghn(x
−1
n Drn(γn))| = lim
n→∞
|Vgfn(Drn(γn))| = 0.
Since γ ∈ Γ was arbitrary, this implies that Vgh ≡ 0 on Γ ∈ W (Λ). Thus, π(Λ)g does
not form an ∞-frame for Co(L∞(G)) and, by Theorem 2.4, neither for Hπ, which is a
contradiction. 
The following result is the analogue of Theorem 3.5 for Riesz sequences.
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Theorem 3.6. Let (π,Hπ) be a projective relative discrete series representation of a
homogeneous group G. Let g ∈ H∞π and let Λ ⊂ G be a discrete set. Let {Λn}n∈N =
{Drn(Λ)}n∈N for some {rn}n∈N ⊂ R
+ with rn → 1. If π(Λ)g forms a Riesz sequence in
Hπ, then π(Λn)g forms a Riesz sequence in Hπ for all sufficiently large n.
Proof. The set Λ ⊂ G is separated by Lemma 2.3. Arguing indirectly, assume that
π(Λn)g fails to be a Riesz sequence for all n ∈ N. Then there exist sequences c
(n) ∈
ℓ∞(Λn) with ‖c
(n)‖ℓ∞ = 1 and such that
‖Dg,Λnc
(n)‖Co(L∞) =
∥∥∥∥ ∑
λ∈Λn
c
(n)
λ π(λ)g
∥∥∥∥
Co(L∞(G))
→ 0 as n→∞.
We will next construct a subsequence (nk)k∈N ⊆ N, corresponding points λnk ∈ Λnk, a
separated set Γ ⊆ G and a non-zero c ∈ ℓ∞(Γ) such that λ−1nkΛnk
w
−→ Γ as k →∞, and∑
γ∈Γ
cγπ(γ)g = 0. (6)
For n ∈ N, choose a point λn ∈ Λn such that |c
(n)
λn
| ≥ 1/2. Write θλ,n ∈ T for the cocy-
cle satisfying θλ,nπ(λ
−1
n λ) = π(λ
−1
n )π(λ). Define the measure µn :=
∑
λ∈Λn
θλ,nc
(n)
λ δλ−1n λ.
Since |µn| ≤ ‖c
(n)‖ℓ∞|Xλ−1n Λn |, it follows that ‖µn‖W (M,L∞) . rel(Λn)‖c
(n)‖ℓ∞ . 1.
By passing to a subsequence, we may assume that {µn}n∈N converges to some µ ∈
W (M,L∞)(G) in σ
(
W (M,L∞)(G),W (C0, L
1)(G)
)
, and that λ−1n Λ
−1
n
w
−→ Γ, for some
relatively separated set Γ, which necessarily satisfies supp(µ) ⊆ Γ - see [25, Section 4]
for details. It follows that µ =
∑
γ∈Γ cγδγ for some c ∈ ℓ
∞(Γ). To see that c 6= 0, let
r := infn∈N sep(Λn). Then r > 0 since rn → 1 and sep(Λ) > 0 by assumption. Hence
Br/2(λn) ∩ Λn = {λn} for n ∈ N. Choosing a bump function ϕ ∈ C(G) supported on
Br/2(e) with ϕ(e) = 1 gives∣∣∣∣
∫
G
ϕ dµ
∣∣∣∣ = limn→∞
∣∣∣∣
∫
G
ϕ dµn
∣∣∣∣ = limn→∞ |c(n)λn | ≥ 1/2,
thus c 6= 0, as claimed. Lastly, to show (6), it suffices to show that Vg
(∑
γ∈Γ cγπ(γ)g
)
=
0. But since Vgπ(x)g ∈ W (C0, L
1)(G) for any x ∈ G, it follows that∣∣∣∣
〈∑
γ∈Γ
cγπ(γ)g, π(x)g
〉∣∣∣∣ =
∣∣∣∣∑
γ∈Γ
cγVgπ(x)g(γ)
∣∣∣∣ = limn→∞
∣∣∣∣
∫
G
Vgπ(x)g dµn
∣∣∣∣
= lim
n→∞
∣∣∣∣
〈 ∑
λ∈Λn
θλ,nc
(n)
λ π(λ
−1
n λ)g, π(x)g
〉∣∣∣∣
≤ lim
n→∞
∥∥∥∥π(λ−1n ) ∑
λ∈Λn
cnλπ(λ)g
∥∥∥∥
Co(L∞(G))
‖g‖Co(L1(G)) = 0
for all x ∈ G. This shows (6).
Since Γ ∈ W (Λ) by Lemma 3.4, it follows that π(Λ)g does not form a Riesz sequence,
which contradicts the assumption. 
4. Balian-Low type theorems
In this section we obtain Balian-Low type theorems for coherent systems forming a
frame or Riesz sequence.
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4.1. Necessary density conditions. The following necessary density condition for
frames and Riesz sequences, with respect to the homogeneous Beurling density, are
well-known, e.g., see [21, Theorem 5.3].
Theorem 4.1. Let (π,Hπ) be a projective relative discrete series representation of a
homogeneous group G. Let g ∈ Bπ and let Λ ⊂ G be a discrete set.
(i) If π(Λ)g forms a frame for Hπ, then D
−(Λ) ≥ dπ.
(ii) If π(Λ)g forms a Riesz sequence in Hπ, then D
+(Λ) ≤ dπ.
Proof. The result follows from [21, Corollary 4.1] applied to the metric measure space
(G, dG, µG) and the reproducing kernel Hilbert space Vg(Hπ) :=
{
Vgf : f ∈ Hπ
}
.
The hypotheses of [21, Corollary 4.1] on the metric measure space (G, dG, µG) are easily
verified, using the homogeneity of the Haar measure µG, and the reproducing kernel
satisfies the homogeneous approximation property by [23]. 
Remark 4.2. (a) Both the formal dimension dπ and the densities D
+, D− depend on
the choice of the Haar measure µG, but the quotients D
+(Λ)/dπ and D
−(Λ)/dπ do
not.
(b) The densities D+, D− do not depend on the choice of the homogeneous norm as
can be shown by adapting the original arguments by Landau [32]. See [29] for the
details.
(c) The formal dimension of a π ∈ SI/Z can be computed explicitly by use of the
Pfaffian polynomials. The interested reader is referred to [8, 34] for the details.
4.2. Strict density inequalities. In order to prove Theorem 1.1, we will use the
following two auxillary results.
Lemma 4.3. The space of smooth vectors H∞π is norm dense in Co(L
1(G)).
Proof. Let f ∈ Co(L1(G)) be arbitrary. Fix a g ∈ H∞π \ {0}. By the atomic decompo-
sition result [14, Theorem 6.1], there exists a relatively separated set Λ = {λi}i∈N ⊂ G
and a sequence {ci}i∈N ∈ ℓ
1(Λ) such that f =
∑
i∈N ciπ(λi)g. For n ∈ N, define
fn =
∑n
i=1 ciπ(λi)g. Then fn ∈ H
∞
π , and fn → f in Co(L
1(G)) as n→∞. 
Proposition 4.4. Let (π,Hπ) be a projective relative discrete series representation of
a homogeneous group G. Let g ∈ Co(L1(G)) and let Λ ⊂ G be discrete. Then
(i) If π(Λ)g forms a frame for Hπ, then there exists g˜ ∈ H
∞
π such that π(Λ)g˜ forms
a frame for Hπ.
(ii) If π(Λ)g forms a Riesz sequence in Hπ, then there exists g˜ ∈ H
∞
π such that π(Λ)g˜
forms a Riesz sequence in Hπ.
Proof. Let g˜ ∈ H∞π be arbitrary. Throughout the proof, fix a vector h ∈ Bπ \ {0} such
that Vh : Hπ → L
2(G) forms an isometry.
(i) Let f ∈ Hπ. By [40, Lemma 2], there exists a constant C > 0 such that∥∥(Cg,Λ − Cg˜,Λ)f∥∥ℓ2(Λ) = ∥∥〈f, π(λ)[g − g˜]〉Hpi∥∥ℓ2(Λ) = ∥∥〈Vhf, Vh(π(λ)[g − g˜])〉L2(G)∥∥ℓ2(Λ)
≤ C‖Vhf‖L2(G)
∥∥Vh(g − g˜)∥∥WR(L∞,L1)
= C
∥∥Vh(g − g˜)∥∥WR(L∞,L1)‖f‖Hpi .
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The pointwise estimate |Vh(g − g˜)| ≤ |Vh(g − g˜)| ∗ |Vhh| and the convolution relation
L1(G) ∗WR(L∞, L1) →֒ WR(L∞, L1) yield that
‖Vh(g − g˜)
∥∥
WR(L∞,L1)
≤ ‖Vh(g − g˜)‖L1‖Vhh‖WR(L∞,L1). (7)
Thus
∥∥(Cg,Λ − Cg˜,Λ)f∥∥ℓ2(Λ) ≤ C‖Vh(g − g˜)‖L1(G)‖Vhh‖WR(L∞,L1)‖f‖Hpi .
Suppose π(Λ)g forms a frame forHπ satisfying ‖Cg,Λf‖ℓ2(Λ) ≥ A‖f‖Hpi for all f ∈ Hπ.
Lemma 4.3 yields a g˜ ∈ H∞π such that K := C‖Vhh‖WR(L∞,L1)‖Vh(g− g˜)‖L1 < A. Hence
‖Cg˜,Λf‖ℓ2(Λ) ≥ ‖Cg,Λf‖ℓ2(Λ) − ‖(Cg,Λ − Cg˜,Λ)f‖ℓ2(Λ) ≥ (A−K)‖f‖Hpi
for all f ∈ Hπ, which shows (i).
(ii) Let c = {cλ}λ∈Λ ∈ ℓ
2(Λ). An application of [14, Theorem 5.2] yields a constant
C > 0 such that∥∥∥∥(Dg,Λ −Dg˜,Λ)c
∥∥∥∥
Hpi
=
∥∥∥∥∑
λ∈Λ
cλπ(λ)[g − g˜]
∥∥∥∥
Hpi
=
∥∥∥∥∑
λ∈Λ
cλVh(π(λ)[g − g˜])
∥∥∥∥
Hpi
≤ C
∥∥Vh(g − g˜)∥∥WR(L∞,L1)‖c‖ℓ2(λ)
≤ C‖Vhh‖WR(L∞,L1)
∥∥Vh(g − g˜)∥∥L1‖c‖ℓ2(λ)
Suppose π(Λ)g forms a Riesz sequence with ‖Dg,Λc‖Hpi ≥ A‖c‖ℓ2 for all c ∈ ℓ
2(Λ). By
Lemma 4.3, there exists g˜ ∈ H∞π such that K := C‖Vhh‖WR(L∞,L1)‖Vh(g − g˜)‖L1 < A.
Hence ∥∥Dg˜,Λc∥∥Hpi ≥ ∥∥Dg,Λc∥∥Hpi − ∥∥(Dg,Λ −Dg˜,Λ)c∥∥Hpi ≥ (A−K)‖c‖ℓ2(Λ)
for all c ∈ ℓ2(Λ). This completes the proof. 
We now prove Theorem 1.1, which asserts that the density inequalities in Theorem
4.1 are strict.
Proof of Theorem 1.1. (i) We argue indirectly and assume that π(Λ)g is a frame with
D−(Λ) = dπ. Then, by Proposition 4.4, there exists a g˜ ∈ H
∞
π such that π(Λ)g˜ forms
a frame for Hπ. Let {Λn}n∈N = {Drn(Λ)}n∈N with rn > 1 for all n ∈ N and rn → 1 as
n → ∞. Then, by Theorem 3.5, there exists an n0 ∈ N such that for all n ≥ n0, the
system π(Λn)g˜ is a frame for Hπ. But D
−(Λn) = r
−Q
n D
−(Λ) < dπ, which contradicts
Theorem 4.1(i).
The proof of (ii) is similar. Assume that π(Λ)g forms a Riesz sequence in Hπ with
D+(Λ) = dπ. By Proposition 4.4, there exists g˜ ∈ H
∞
π such that π(Λ)g˜ forms a Riesz
sequence in Hπ. Let {rn}n∈N ⊂ (0, 1) be such that rn → 1 as n → ∞, and set
Λn = Drn(Λ). By Theorem 3.6, the system π(Λn)g˜ forms a Riesz sequence in Hπ for
all sufficiently large n ∈ N, and D+(Λn) > dπ. This contradicts Theorem 4.1(ii) and
completes the proof. 
Corollary 4.5. Let (π,Hπ) be a projective relative discrete series representation of a
homogeneous group G. Suppose that g ∈ H∞π .
(1) Let Λ ⊂ G be relatively separated and relatively dense. If π(Λ)g is a p-frame for
Co(Lp(G)) for some p ∈ [1,∞], then D−(Λ) > dπ.
(2) Let Λ ⊂ G be separated. If π(Λ)g is a p-Riesz sequence for Co(Lp(G)) for some
p ∈ [1,∞], then D+(Λ) < dπ.
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Appendix A. Homogeneous quotient groups
The purpose of this appendix is to show that the quotient G/Z(G) of a homogeneous
group G and its center Z(G) can be made into a homogeneous group in a canonical
fashion.
Lemma A.1. Let G be a homogeneous group. Then the quotient G/Z(G) is also ho-
mogeneous.
Proof. Write the family of dilations {Dgr}r>0 on the Lie algebra g as a one-parameter
subgroup
Dgr = expGL(g)(A ln(r)) = expGL(g)(tA) =: V (t)
of GL(g) in the parameter t ∈ R. Since each Dgr is an automorphism of g, it leaves the
center z(g) invariant, that is, Dgr
(
z(g)
)
= z(g) for all r > 0. Thus, for fixed Z ∈ z(g),
the map t 7→ V (t)Z from R+ into z(g) is a C1-curve. Since z(g) ≤ g is an ideal, it
follows that limh→0
1
h
(
V (h)Z − Z
)
= AZ ∈ z(g). Thus we have that A(z(g)) ⊆ z(g).
We next show that g := g/z(g) admits a family of dilations
Dgr = expGL(g)(A log(r)), r > 0,
for a diagonalizable matrix A with eigenvalues greater 0.
Let {X1, ..., Xdim(g)} be the eigenvectors of A. Define a linear map A : g→ g by
A(X) = A(X + z(g)),
where X ∈ g is such that X = X + z(g). Note that A : g → g is well-defined since
Az(g) ⊆ z(g). Let vj be an eigenvalue of A with corresponding eigenvector Xj. Then
A(Xj) = vjXj. Thus, if Xj /∈ z(g), then Xj is a non-zero eigenvector of A with vj > 0.
On the other hand, if Xj ∈ z(g), then Xj = 0. Since g = R-span{X1, ..., Xdim(g)}, it
follows that, by removing finitely many vectors if necessary, we obtain an eigenbasis of
g. 
Appendix B. Universality of frames and Riesz sequences
B.1. Weighted Schur algebra. The following is a Wiener-type lemma for the Schur
class on a homogeneous group. The result is a special case of an analogous results for
matrices over discrete metric spaces possessing the polynomial growth property [45].
Theorem B.1. Let G be a homogeneous group and let Γ ⊆ G be a relatively separated
set. For α > 0, let vα : Γ× Γ→ R
+, (γ, γ′) 7→ (1 + |γ−1γ′|G)
α. Then the Schur class
A1vα(Γ) :=
{
A ∈ CΓ×Γ : sup
γ∈Γ
∑
γ′∈Γ
vα(γ, γ
′)|Aγ,γ′|+ sup
γ′∈Γ
∑
γ∈Γ
vα(γ, γ
′)|Aγ,γ′| <∞
}
forms a Banach ∗-algebra. Moreover, it is inverse-closed and pseudo-inverse closed in
B(ℓ2(Γ)).
Proof. The result follows by combining [45, Theorem 4.1] and [45, Theorem 5.1] once
we verified the standing hypotheses [45, Section 2] on the index set Γ and weight wα.
Consider the metric space (Γ, dΓ), with dΓ := dG|Γ being the restriction of the homo-
geneous metric dG. The triple (G, dG, µG) is a space of homogeneous type and the Haar
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measure µG satisfies the doubling property [17, Lemma 3.2.12]. Using this, together
with the relative separatedness of Γ ⊆ G, it follows by a packing argument that
µc(Γ ∩ Br(γ)) . rel(Γ)µG(Br+1(γ)) ≤ rel(Γ)2
QrQµG(B1(e)) . r
Q
for all γ ∈ Γ and r ≥ 1, where µc is the counting measure on Γ. This shows that the
triple (Γ, dΓ, µc) satisfies the so-called polynomial growth property [45, Section 2.1].
The weight vα is admissible [45, Section 2.2] for all α > 0 by [45, Example A.2]. 
B.2. Envelopes in the strong amalgam space. The following result is essentially
[40, Lemma 6]. For completeness, we include the proof.
Lemma B.2. Let Γ ⊂ G be a relatively separated set in a homogeneous group G. If
F1, F2 ∈ W
st(L∞, L1wα)(G) for α ≥ 0, then also the function H : G→ C,
H(x) = sup
y∈G
∑
γ∈Γ
F1(γ
−1y)F2(γ
−1yx)
belongs to W st(L∞, L1wα)(G).
Proof. Let x, y ∈ G be fixed. Then∑
γ∈Γ
F1(γ
−1y)F2(γ
−1yx) .
∑
γ∈Γ
∫
G
(F1)♯(z
−1γ−1y)(F2)♯(z
−1γ−1yx)1B1(e)(z) dµG(z)
=
∫
G
(F1)♯(z
−1)(F2)♯(z
−1x)
∑
γ∈Γ
1B1(e)(γ
−1yz) dµG(z).
Since Γ ⊂ G is relatively separated, it follows
∑
γ∈Γ 1B1(e)(γ
−1yz) =
∑
γ∈Γ 1B1(γ)(yz) .
1, and hence
H(x) .
∫
G
(F1)♯(z
−1)(F2)♯(z
−1x) dµG(z).
Direct calculations next entail that
H♯(x) . sup
v∈B1(e)
∫
G
(F1)♯(z
−1v−1)(F2)♯(z
−1x) dµG(z) ≤
∫
G
((F1)♯)
♯(z−1)(F2)♯(z
−1x) dµG(z)
and
(H♯)
♯(x) .
∫
G
((F1)♯)
♯(z−1)((F2)♯)
♯(z−1x) dµG(z).
Using the submultiplicativity wα(x) ≤ wα(z)wα(z
−1x) and Fubini’s theorem gives
‖H‖W st(L∞,L1) .
∫
G
wα(x)
∫
G
((F1)♯)
♯(z−1)((F2)♯)
♯(z−1x) dµG(z)dµG(x)
≤
∫
G
((F1)♯)
♯(z−1)wα(z)
∫
G
((F2)♯)
♯(z−1x)wα(z
−1x) dµG(x)dµG(z)
= ‖((F2)♯)
♯‖L1wα
∫
G
((F1)♯)
♯(z)wα(z
−1) dµG(z)
= ‖F1‖W st(L∞,L1wα)‖F2‖W st(L∞,L1wα),
as desired. 
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B.3. ℓp-stability of matrices. The following result elaborates on Sjöstrand’s Wiener-
type lemma [44]. Variations of this result have been derived multiple times [1,42,43,46],
but none of these seem to be directly applicable for a version required for our purposes.
We present a version valid on homogeneous groups. The proof structure follows [25,
Proposition A.1] very closely. However, in contrast to [25, Proposition A.1], in the
non-commutative case a strictly polynomial weight is assumed.
Proposition B.3. Let Λ,Γ ⊂ G be relatively separated subsets in a homogeneous group
G, with homogeneous dimension Q. Let α ≥ Q. Suppose that A ∈ CΛ×Γ is a matrix for
which there exists a Θ ∈ W st(L∞, L1wα)(G) such that
|Aλ,γ| ≤ Θ(λ
−1γ), λ ∈ Λ, γ ∈ Γ. (8)
Moreover, suppose there exists a p ∈ [1,∞] and C = C(p) > 0 such that, for all
c ∈ ℓp(Γ),
C‖c‖ℓp ≤ ‖Ac‖ℓp. (9)
Then there exists a C ′ > 0 such that, for all q ∈ [1,∞] and all c ∈ ℓq(Γ),
C ′‖c‖ℓq ≤ ‖Ac‖ℓq .
Proof. We prove the result in several steps.
Step 1. (Partition of unity). Let {B1/2(xk)}k∈N be a maximal family of disjoint
balls, with centers X = {xk}k∈N ⊆ G. Then, by maximality, the balls {B1(xk)}k∈N
form a cover of G. Moreover, for arbitrary Cb ≥ 1, no point x ∈ G belongs to more
than ⌈(4Cb)
Q⌉ many of the balls {BCb(xn)}n∈N - see for example [17, Lemma 5.7.5].
Associated to {xk}k∈N, there exists a partition of unity {ψk}k∈N of functions ψk ∈
C∞c (G) satisfying suppψk ⊂ B2(xk), ψk(G) ⊂ [0, 1] and
∑
k∈N ψk(·) = 1. For fixed
ε ∈ (0, 1], let ψεk := ψk ◦Dε. Then suppψ
ε
k ⊆ D1/ε(B2(xk)) = B2/ε(D1/ε(xk)) and Ψ
ε :=∑
k∈N(ψ
ε
k)
2 ≍ 1, with constants independent of ε. Moreover, by an application of the
mean value theorem [17, Proposition 3.1.46], it follows that |ψεk(x)−ψ
ε
k(y)| . ε
N |x−1y|NG
for some N ∈ N and all x, y ∈ G. Combined with ψεk ≤ 1, this gives
|ψεk(x)− ψ
ε
k(y)| . min{1, ε
N |x−1y|NG} (10)
for all x, y ∈ G.
Step 2. (Norm equivalence.) Let p ∈ [1,∞]. For fixed ε ∈ (0, 1] and k ∈ N, define
the multiplication by ψεk|Γ ∈ ℓ
∞(Γ) as the operator ψεk : ℓ
p(Γ) → ℓp(Γ), c 7→ ψεk|Γ · c.
We show that, for every q ∈ [1,∞] and c ∈ ℓq(Γ),∥∥(‖ψεkc‖ℓp)k∈N∥∥ℓq ≍ ‖c‖ℓq , (11)
with constants independent of p, q ∈ [1,∞]. Note that, for every fixed ε > 0, we
have Nε := supk∈N#supp(ψ
ε
k|Γ) < ∞ since Γ ⊂ G is relatively separated. From this,
it follows that, for every q ∈ [1,∞] and c ∈ ℓ∞(Γ), we have ‖ψεkc‖ℓp ≤ ‖ψ
ε
kc‖ℓ1 ≤
Nε‖ψ
ε
kc‖∞ ≤ Nε‖ψ
ε
kc‖ℓq and ‖ψ
ε
kc‖ℓq ≤ Nε‖ψ
ε
kc‖ℓp. Consequently, for all c ∈ ℓ
q(Γ),∥∥(‖ψεkc‖ℓp)k∈N∥∥ℓq ≍ ∥∥(‖ψεkc‖ℓq)k∈N∥∥ℓq , (12)
with constants independent of p, q ∈ [1,∞]. Since X = {xk}k∈N is relatively separated,
it follows ηε := supx∈G#{k ∈ N : ψ
ε
k(x) 6= 0} ≤ supx∈G#{k ∈ N : Dε(x) ∈ B2(xk)} =
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supx∈G#{k ∈ N : xk ∈ B2(Dε(x))} . rel(X). Therefore η := supε∈(0,1] ηε < ∞. Hence
1 =
∑
k∈N ψ
ε
k(x) ≤ η supk∈N ψ
ε
k(x) for all x ∈ G, and
1
η
≤ sup
k∈N
ψεk(x) ≤
(∑
k∈N
(ψεk(x))
q
) 1
q
≤
∑
k∈N
ψεk(x) = 1.
Therefore, if q ∈ [1,∞) and c ∈ ℓq(Γ), then
1
ηq
∑
γ∈Γ
|cγ|
q ≤
∑
γ∈Γ
∑
k∈N
(ψεk(γ))
q|cγ|
q ≤
∑
γ∈Γ
|cγ|
q.
Similarly, if q =∞ and c ∈ ℓ∞(Γ), then
η−1 sup
γ∈Γ
|cγ| ≤ sup
γ∈Γ
sup
k∈N
ψεk(γ)|cγ| ≤ sup
γ∈Γ
|cγ|.
Thus, for any q ∈ [1,∞], ∥∥(‖ψεkc‖ℓq)k∈N∥∥ℓq ≍ ‖c‖ℓq , (13)
with constants independent of q ∈ [1,∞]. Combining (12) and (13) yields (11).
Step 3. (Matrix entries V εj,k.) Let A ∈ C
Λ×Γ. Consider [A,ψεk] := Aψ
ε
k − ψ
ε
kA. As-
sume, without loss of generality, that (9) holds with C = 1. We setK := maxx(Ψ
ε(x))−1
and V εj,k := ‖[A,ψ
ε
k]ψ
ε
j‖Schur(Γ→Λ) for j, k ∈ N, where
‖B‖Schur(J→I) := max
{
sup
i∈I
∑
j∈J
|Bj,i|, sup
j∈J
∑
i∈I
|Bj,i|
}
denotes the Schur norm of a matrix B ∈ CI×J . Then a direct calculation entails
‖ψεkc‖ℓp ≤ ‖ψ
ε
kAc‖ℓp +
∑
j∈N
‖[A,ψεk]ψ
ε
j (Ψ
ε)−1ψεjc‖ℓp
≤ ‖ψεkAc‖ℓp +K
∑
j∈N
V εj,k‖ψ
ε
jc‖ℓp. (14)
Step 4. (Uniform convergence of the entries V εj,k.) We claim that
sup
j,k
V εj,k → 0 as ε→ 0
+. (15)
For this, note that ([A,ψεk]ψ
ε
j )λ,γ = −Aλ,γψ
ε
j (γ)
(
ψεk(λ) − ψ
ε
k(γ)
)
. Combining (8) and
(10) yields ∣∣([A,ψεk]ψεj )λ,γ∣∣ . Θ(λ−1γ)min{1, εN |λ−1γ|NG}.
Set Θε(x) := Θ(x)min{1, εN |x|NG}. Using the estimate
∑
γ∈Γ |f(γ)| . rel(Γ)‖f‖W (C0,L1)
then gives
V εj,k . max{rel(Γ), rel(Λ)}.‖Θ
ε‖W st(L∞,L1),
An application of Lebesgue’s dominated convergence theorem therefore yields (15).
Step 5. (Refined estimates of the entries V εj,k,) For estimating V
ε
j,k, fix j, k ∈ N.
Note that ψεj (γ)ψ
ε
k(γ) 6= 0 only if Dǫ(γ) ∈ B2(xj)∩B2(xk). Thus, if |x
−1
k xj |G > 4, then
B2(xj) ∩ B2(xk) = ∅, and the entries of [A,ψ
ε
k]ψ
ε
j simplify to
([A,ψεk]ψ
ε
j )λ,γ = −Aλ,γψ
ε
j (γ)ψ
ε
k(λ).
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Together with the envelope assumption (8), this gives
sup
λ∈Λ
∑
γ∈Γ
|([A,ψεk]ψ
ε
j )λ,γ| ≤ sup
λ∈Λ
∑
γ∈Γ
Θ(λ−1γ)ψεj (γ)ψ
ε
k(λ)
for all j ∈ N satisfying |x−1k xj |G > 4. Similarly, it follows that
sup
γ∈Γ
∑
λ∈Λ
|([A,ψεk]ψ
ε
j )λ,γ| ≤ sup
γ∈Γ
∑
γ∈Γ
Θ∨(γ−1λ)ψεj (γ)ψ
ε
k(λ),
yielding the desired estimates for V εj,k.
Step 6. (Schur norm of V ε.) In this step, we will show that
sup
k∈N
∑
j∈N
V εj,k → 0 and sup
j∈N
∑
k∈N
V εj,k → 0 (16)
as ε → 0+, yielding that ‖V ε‖Schur(N→N) → 0 as ε → 0
+. We only show the first limit
in (16); the second limit follows analogously by interchanging the role of j, k ∈ N.
Fix k ∈ N. Then∑
j∈N
V ǫj,k =
∑
j∈N : |x−1k xj |G≤5
V ǫj,k +
∑
j∈N : |x−1k xj |G>5
V ǫj,k. (17)
The first series in the right-hand side of (17) can be estimated by∑
j∈N : |x−1k xj |G≤5
V ǫj,k ≤ #{j ∈ N : |x
−1
k xj |G ≤ 5} sup
j∈N
V ǫj,k . sup
j∈N
V ǫj,k,
with a constant independent of k. Thus
∑
j∈N : |x−1k xj |G≤5
V ǫj,k → 0 as ǫ→ 0
+ by (15).
For fixed j, k ∈ N, choose λj,k ∈ Λ ∩ suppψ
ε
k such that
sup
λ∈Λ
∑
γ∈Γ
Θ(λ−1γ)ψεj (γ)ψ
ε
k(λ) =
∑
γ∈Γ
Θ(λ−1j,kγ)ψ
ε
j (γ)ψ
ε
k(λj,k)
=
∑
λ∈Λ
δλj,k(λ)
∑
γ∈Γ
Θ(λ−1γ)ψεj (γ)ψ
ε
k(λ).
Hence, defining T :=
∑
j∈N : |x−1k xj |G>5
supλ∈Λ
∑
γ∈ΓΘ(λ
−1γ)ψεj (γ)ψ
ε
k(λ) gives
T =
∑
j∈N : |x−1k xj |G>5
∑
λ∈Λ
∑
γ∈Γ
Θ(λ−1γ)ψεj (γ)ψ
ε
k(λ)δλj,k(λ).
Interchanging sums and using that
∑
j δλj,k(λ)ψ
ε
j (γ) ≤ 1 for λ ∈ Λ, γ ∈ Γ yields
T ≤
∑
λ∈Λ
∑
γ∈Γ
Θ(λ−1γ)ψεk(λ) . rel(Γ)‖Θ‖W (L∞,L1)
∑
λ∈Λ
ψεk(λ) . ε
−Q‖Θ‖W (L∞,L1), (18)
where the last step follows from
∑
λ∈Λ ψ
ε
k(λ) ≤ #
(
Λ ∩B2/ε(D1/ε(xk))
)
. ε−Q rel(Λ).
For ε ∈ (0, 1], write Θ = Θ1+Θ2, where Θ1 := Θ·1B1/ε(e) and Θ2 := Θ·(1G−1B1/ε(e)).
If ψεj (γ) 6= 0 and ψ
ε
k(λ) 6= 0, then |Dε(λ
−1γ)|G ≥ |x
−1
k xj |G − 4. Thus, if |x
−1
k xj |G > 5,
then |λ−1γ|G > 1/ε, yielding that Θ1(λ
−1γ) = 0. Combining this with (18) gives
T . ε−Q‖Θ · (1G − 1B1/ε(e))‖W (L∞,L1). (19)
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For a sequence {xn}n∈N of points xn ∈ G as in Step 1, the norm
‖f‖W (L∞,ℓ1wα ) :=
∑
n∈N
(1 + |xn|G)
α‖f‖L∞(B1(xn))
defines an equivalent norm on W (L∞, L1wα)(G). Therefore
‖Θ · (1G − 1B1/ε(e))‖W (L∞,L1) ≤
∑
|xn|>
1
ε
−1
‖Θ‖L∞(B1(xn))(1 + |xn|G)
α(1 + |xn|G)
−α
≤ εα
∑
|xn|>
1
ε
−1
‖Θ‖L∞(B1(xn))(1 + |xn|G)
α.
Combining this with the estimate (19) thus gives
T =
∑
j∈N : |x−1k xj |G>5
sup
λ∈Λ
∑
γ∈Γ
Θ(λ−1γ)ψεj (γ)ψ
ε
k(λ)
. εα−Q
∑
|xn|>
1
ε
−1
‖Θ‖L∞(B1(xn))(1 + |xn|G)
α,
with the right-hand side tending to 0 as ε→ 0+ since Θ ∈ W st(L∞, L1wα)(G) and α ≥ Q.
By interchanging the role of Γ and Λ, it follows similarly that∑
j∈N : |x−1k xj |G>5
sup
λ∈Λ
∑
γ∈Γ
Θ∨(γ−1λ)ψεj (γ)ψ
ε
k(λ)→ 0 as ε→ 0
+.
Combining both limits gives
∑
j∈N : |x−1k xj |G>5
V ǫj,k → 0 as ε→ 0
+. This proves the first
limit in (16).
Step 7. (Conclusion.) By Step 6, there exists an ε > 0 such that, for all a ∈ ℓq(N),
we have ‖V εa‖ℓq ≤ (2K)
−1‖a‖ℓq uniformly for all q ∈ [1,∞]. Applying this in (14)
yields
1
2
∥∥(‖ψεkc‖ℓp)k∈N∥∥ℓq ≤ ∥∥(‖ψεkAc‖ℓp)k∈N∥∥ℓq . (20)
Combining the norm equivalences (20) and (11) completes the proof. 
B.4. Existence of a localized reference frame. In order to apply results on the
spectrum of matrices to problems in frame theory we need to know that there exist
an adequate (reference) frame. The following proposition serves that purpose, see also
the first sections of [39] and [28, Section 7]. The result improves the existence results
in [14, 22] by adding fine information about the canonical dual frame.
Proposition B.4. Let (π,Hπ) be a projective relative discrete series representation of
a homogeneous group G. Suppose that h ∈ H∞π . Then there exists a relatively separated
and relatively dense set Γ ⊂ G such that π(Γ)h forms a p-frame for Co(Lp(G)) for all
p ∈ [1,∞]. The canonical dual frame {h˜γ}γ∈Γ of π(Γ)h in Hπ is W
st(L∞, L1wα)-localized
for every α ≥ 0 in the sense that there exists a Θ˜ ∈ W st(L∞, L1wα) such that
|Vhh˜γ(x)| ≤ Θ˜(γ
−1x) (21)
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for all γ ∈ Γ and x ∈ G. As a consequence, any f ∈ Co(Lp(G)) admits an expansion
f =
∑
γ∈Γ
〈f, π(γ)h〉h˜γ =
∑
γ∈Γ
〈f, h˜γ〉π(γ)h
with norm convergence if p ∈ [1,∞) and weak∗-convergence in (H1π)
q, otherwise. More-
over,
‖f‖Co(Lp(G)) ≍ ‖{〈f, h˜γ〉}γ∈Γ‖ℓp (22)
for all f ∈ Co(Lp(G)).
Proof. Let α ≥ 0. Let h ∈ H∞π ⊂ Bπ. By the main results of [14, 22] there exists a
relatively separated and relatively dense set Γ ⊂ G such that π(Γ)h forms a frame for
Hπ, see also [7]. Let {h˜γ}γ∈Γ be the canonical dual frame of π(Γ)h in Hπ. To show the
localization estimate (21), write
h˜γ =
∑
γ′∈Γ
〈h˜γ, h˜γ′〉π(γ
′)h
and let G˜ ∈ CΓ×Γ be defined by G˜γ,γ′ = 〈h˜γ′ , h˜γ〉. Then G˜ = G
†, where G† denotes
the pseudo-inverse of the Gramian matrix G ∈ CΓ×Γ of π(Γ)h, defined by Gγ,γ′ =
〈π(γ′)h, π(γ)h〉. Since Vhh ∈ S(G), where S(G) denotes the Schwartz space on G, for
every N ∈ N, there exists a C = C(N) > 0 such that
|〈π(γ)h, π(γ′)h〉| = |Vhh(γ
−1γ′)| ≤ C(1 + |γ−1γ′|G)
−N
for all γ, γ′ ∈ Γ. By choosing N ∈ N sufficiently large, it follows that G ∈ A1vs(Γ)
for every s > 0, where A1vs(Γ) denotes the weighted Schur algebra over Γ defined
in Appendix B.1. By Theorem B.1, it follows that also G˜ = G† ∈ A1vs(Γ). As a
consequence, this yields in particular that |G˜γ,γ′ | ≤ vs(γ, γ
′)−1 = (1 + |γ−1γ′|G)
−s for
γ, γ′ ∈ Γ. Consider Θ(x) = w−s(x) = (1 + |x|G)
−s for x ∈ G. Then (Θ♯)
♯(x) .
(1 + |x|G)
−s for all x ∈ G, with an implicit constant independent of x. Thus, choosing
s > 0 sufficiently large, it follows that (Θ♯)
♯ ∈ L1wα(G) and Θ ∈ W
st(L∞, L1wα)(G).
Consequently, for any γ ∈ Γ and x ∈ G,
|Vhh˜γ(x)| ≤
∑
γ′∈Γ
|〈h˜γ, h˜γ′〉||Vhπ(γ
′)h(x)| ≤
∑
γ′∈Γ
Θ(γ′−1γ)|Vhh|(γ
′−1γ(γ−1x))
≤ sup
γ∈Γ
∑
γ′∈Γ
Θ(γ′−1γ)|Vhh|(γ
′−1γ(γ−1x)) =: Θ˜(γ−1x)
where Θ˜ ∈ W st(L∞, L1wα)(G) by Lemma B.2. This shows (21).
Lastly, by [26, Lemma 3.4] the operators CH˜ : Co(L
p(G))→ ℓp(Γ), f 7→ {〈f, h˜γ〉}γ∈Γ
and DH˜ : ℓ
p(Γ) → Co(Lp(G)), (cγ)γ∈Γ 7→
∑
γ∈Γ cγ h˜γ are well-defined and bounded,
with DH˜ satisfying the desired convergence properties. As a consequence, the identity
f = Ch,ΓDH˜f = CH˜Dh,Γf holds for all f ∈ Co(L
p(G)). The norm equivalence (22)
follows from
‖f‖Co(Lp(G)) = ‖Dh,ΓCH˜f‖Co(Lp(G)) ≤ ‖Dh,Γ‖op‖CH˜‖op‖f‖Co(Lp(G)).
Similarly, it follows that ‖f‖Co(Lp(G)) ≍ ‖Ch,Γ‖ℓp, showing that π(Γ)h forms a p-frame
for Co(Lp(G)) for all p ∈ [1,∞]. This completes the proof. 
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B.5. Boundedness below on a subspace. The reference frame provided by Propo-
sition B.4 allows us to reformulate certain properties of a general frame in terms of
corresponding properties of its Gram matrix. The redundancy of the reference frame
poses certain obstacles that can be circumvented with an extension of Proposition B.3,
as done in [28, Section 7]. We quote [28, Theorem 7.1] here and repeat its proof in the
context of a homogeneous group.
Theorem B.5. Let G be a homogeneous group with homogeneous dimension Q. Let
Λ,Γ ⊆ G be relatively separated sets, and let P : ℓ2(Γ) → ℓ2(Γ) and A : ℓ2(Γ) → ℓ2(Λ)
be bounded linear operators. Suppose that P is idempotent, i.e., P 2 = P , and that there
exist Θ1,Θ2 ∈ W
st(L∞, L1wα)(G) for α ≥ Q + 1 such that
|Aλ,γ| ≤ Θ1(λ
−1γ), λ ∈ Λ, γ ∈ Γ
and
|Pγ,γ′| ≤ Θ2(γ
−1γ′), γ, γ′ ∈ Γ.
If there is some p ∈ [1,∞] and C = C(p) > 0 such that, for all c ∈ ℓp(Γ),
C‖Pc‖ℓp ≤ ‖APc‖ℓp, (23)
then there exists a C ′ > 0, independent of q, such that for all q ∈ [1,∞] and all
c ∈ ℓq(Γ),
C ′‖Pc‖ℓq ≤ ‖APc‖ℓq .
Proof. Consider A˜ : ℓ2(Γ)→ ℓ2(Λ)⊕ ℓ2(Γ), c 7→ ((AP )c, (I − P )c). Then the operators
AP and I − P defining A˜ satisfy envelope conditions
|(AP )λ,γ| ≤ Θ
′
1(λ
−1γ), λ ∈ Λ, γ ∈ Γ (24)
and
|(I − P )γ,γ′| ≤ Θ
′
2(γ
−1γ′), γ, γ′ ∈ Γ (25)
for some Θ′1,Θ
′
2 ∈ W
st(L∞, L1wα)(G). The envelope condition (24) follows by Lemma
B.2, whereas (25) is immediate.
We will show that (23) implies that A˜ is q-bounded below for all q ∈ [1,∞]. For this,
we construct an auxillary operator B to which Proposition B.3 applies. For this, note
that G×R is a homogeneous of homogeneous dimension Q+1, when equipped with the
canonical dilations. Define the relatively separated sets Λ∗ := Λ×{0} and Γ∗ := Γ×{1}
in G×R, and set Ω∗ := Λ∗∪Γ∗. Then the operator A˜ can be identified with the operator
B : ℓ2(Γ∗) → ℓ2(Ω∗) with entries defined by B(λ,0),(γ,1) := (AP )λ,γ and B(γ,1),(γ′,1) :=
(I−P )γ,γ′ . To see that B possesses an envelope, take a bump function η ∈ C
∞
c (R) with
supp η ⊆ [−2, 2] and η ≡ 1 on [−1, 1], and define Θ′ = Θ′1+Θ
′
2 and Θ˜(x, t) := Θ
′(x)η(t).
Then Θ˜ ∈ W (L∞, L1w˜α)(G×R), with w˜α : G×R → R
+, (1+ |x|G+ |t|)
α. The estimates
(24) and (25) entail that
|B(λ,0),(γ,1)| ≤ Θ
′(λ−1γ) = Θ′(λ−1γ)η(1− 0) = Θ˜((λ, 0)−1(γ, 1))
and
|B(γ,1),(γ′,1)| ≤ Θ
′(γ−1γ′) = Θ′(γ−1γ′)η(1− 1) = Θ˜((γ, 1)−1(γ′, 1))
respectively. Thus, if (23) holds, then, for all c ∈ ℓp(Γ), we have
‖A˜c‖ℓp⊕ℓp = ‖APc‖ℓp + ‖(I − P )c‖ℓp ≥ C‖Pc‖ℓp + ‖(I − P )c‖ℓp & ‖c‖ℓp,
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where the last step follows from the equivalence ‖c‖ℓp ≍ ‖Pc‖ℓp + ‖(I − P )c‖ℓp. Thus
B is p-bounded from below. By Proposition B.3, the matrices B and A˜ are q-bounded
from below on ℓ2(Γ∗) and ℓq(Γ), respectively, for all q ∈ [1,∞]. Since
‖A˜c‖ℓq⊕ℓq = ‖APc‖ℓq + ‖(I − P )c‖ℓq & ‖c‖ℓq
for c ∈ ℓq(Γ), it follows that ‖APc‖ℓq = ‖A˜P c‖ℓq⊕ℓq ≥ C
′‖Pc‖ℓq for all c ∈ ℓ
q(Γ), which
completes the proof. 
B.6. Proof of Theorem 2.4. We apply Theorem B.5. For this, let π(Γ)h and {h˜γ}γ∈Γ
be canonical dual frames as guaranteed by Proposition B.4. Define the operators
A := Cg,ΛC
∗
h,Γ : ℓ
p(Γ)→ ℓp(Λ) and P := CH˜C
∗
h,Γ : ℓ
p(Γ)→ ℓp(Γ), where CH˜ is the coeffi-
cient operator of {h˜γ}γ∈Γ. By the orthogonality relations (4), the matrices representing
A and P are easily seen to satisfy |Aλ,γ| = |〈π(γ)h, π(λ)g〉| ≤ d
1/2
π (|Vgh|∗|Vhh|)(λ
−1γ) re-
spectively |Pγ,γ′ | = |〈π(γ
′)h, h˜γ〉| ≤ d
1/2
π (Θ˜∗ |Vhh|)(γ
−1γ′), where Θ˜ ∈ W st(L∞, L1wα)(G)
is as in (21). Since |Vgh| ∗ |Vhh| ∈ S(G) ⊆W
st(L∞, L1wα)(G) and
Θ˜ ∗ |Vhh| ∈ WR(L
∞, L1wα)(G) ∗W (L
∞, L1wα)(G) →֒ W
st(L∞, L1wα)(G)
for any α ≥ Q+ 1, the hypotheses of Theorem B.5 are satisfied.
(i) Suppose π(Λ)g forms a p-frame for Co(Lp(G)) for some p ∈ [1,∞]. For every
f ∈ Co(Lp(G)), there exists a c ∈ ran(CH˜) such that f = C
∗
h,Γc. Therefore, for any
c ∈ ℓp(Γ), we have
‖APc‖ℓp = ‖Cg,Λf‖ℓp ≍ ‖f‖Co(Lp(G)) ≍ ‖CH˜f‖ℓp = ‖CH˜C
∗
h,Γc‖ℓp = ‖Pc‖ℓp.
An application of Theorem B.5 therefore gives ‖APc‖ℓq & ‖Pc‖ℓq for all q ∈ [1,∞].
To show that the system π(Λ)g forms a q-frame for Co(Lq(G)), let f ∈ Co(Lq(G))
and c := CH˜f ∈ ran(CH˜) such that f = C
∗
h,Γc. Then
‖Cg,Λf‖ℓq = ‖APc‖ℓq & ‖Pc‖ℓq = ‖CH˜f‖ℓq ≍ ‖f‖Co(Lq(G)),
which proves (i).
(ii) Suppose that ‖C∗g,Λc‖Co(Lp(G)) ≍ ‖c‖ℓp for all c ∈ ℓ
p(Λ). Then A∗ = Ch,ΓC
∗
g,Λ
is bounded from below on all of ℓp(Λ). By Theorem B.5, it follows then that A∗ =
Ch,ΓC
∗
g,Λ is bounded from below on all of ℓ
q(Λ) for any q ∈ [1,∞], and hence so is
C∗g,Λ : ℓ
q(Λ)→ Co(Lq(G)). 
References
[1] A. Aldroubi, A. Baskakov, and I. Krishtal. Slanted matrices, Banach frames, and sampling. J.
Funct. Anal., 255(7):1667–1691, 2008.
[2] G. Ascensi, H. G. Feichtinger, and N. Kaiblinger. Dilation of the Weyl symbol and Balian-Low
theorem. Trans. Amer. Math. Soc., 366(7):3865–3880, 2014.
[3] R. Balan, P. G. Casazza, C. Heil, and Z. Landau. Density, overcompleteness, and localization of
frames. I. Theory. J. Fourier Anal. Appl., 12(2):105–143, 2006.
[4] R. Balan, P. G. Casazza, C. Heil, and Z. Landau. Density, overcompleteness, and localization of
frames. II. Gabor systems. J. Fourier Anal. Appl., 12(3):309–344, 2006.
[5] G. Battle. Heisenberg proof of the Balian-Low theorem. Lett. Math. Phys., 15(2):175–177, 1988.
[6] A. Beurling. The collected works of Arne Beurling. Vol. 1. Contemporary Mathematicians.
Birkhäuser Boston, Inc., Boston, MA, 1989. Complex analysis, Edited by L. Carleson, P. Malli-
avin, J. Neuberger and J. Wermer.
[7] O. Christensen. Atomic decomposition via projective group representations. Rocky Mountain J.
Math., 26(4):1289–1312, 1996.
24 K. GRÖCHENIG, J.L. ROMERO, D. ROTTENSTEINER, AND J.T. VAN VELTHOVEN
[8] L. J. Corwin and F. P. Greenleaf. Representations of nilpotent Lie groups and their applications.
Part I, volume 18 of Cambridge Studies in Advanced Mathematics. Cambridge University Press,
Cambridge, 1990. Basic theory and examples.
[9] I. Daubechies. The wavelet transform, time-frequency localization and signal analysis. IEEE Trans.
Inform. Theory, 36(5):961–1005, 1990.
[10] M. A. de Gosson, K. Gröchenig, and J. L. Romero. Stability of Gabor frames under small time
Hamiltonian evolutions. Lett. Math. Phys., 106(6):799–809, 2016.
[11] J. Dixmier and P. Malliavin. Factorisations de fonctions et de vecteurs indéfiniment différentiables.
Bull. Sci. Math. (2), 102(4):307–330, 1978.
[12] J. L. Dyer. A nilpotent Lie algebra with nilpotent automorphism group. Bull. Amer. Math. Soc.,
76:52–56, 1970.
[13] H. G. Feichtinger. Banach convolution algebras of Wiener type. In Functions, series, operators,
Vol. I, II (Budapest, 1980), volume 35 of Colloq. Math. Soc. János Bolyai, pages 509–524. North-
Holland, Amsterdam, 1983.
[14] H. G. Feichtinger and K. H. Gröchenig. Banach spaces related to integrable group representations
and their atomic decompositions. I. J. Funct. Anal., 86(2):307–340, 1989.
[15] H. G. Feichtinger and K. H. Gröchenig. Banach spaces related to integrable group representations
and their atomic decompositions. II. Monatsh. Math., 108(2-3):129–148, 1989.
[16] H. G. Feichtinger and N. Kaiblinger. Varying the time-frequency lattice of Gabor frames. Trans.
Amer. Math. Soc., 356(5):2001–2023, 2004.
[17] V. Fischer and M. Ruzhansky. Quantization on nilpotent Lie groups, volume 314 of Progress in
Mathematics. Birkhäuser/Springer, [Cham], 2016.
[18] G. B. Folland and E. M. Stein. Hardy spaces on homogeneous groups, volume 28 of Mathematical
Notes. Princeton University Press, Princeton, N.J.; University of Tokyo Press, Tokyo, 1982.
[19] J. J. F. Fournier and J. Stewart. Amalgams of Lp and lq. Bull. Amer. Math. Soc. (N.S.), 13(1):1–
21, 1985.
[20] H. Führ and K. Gröchenig. Sampling theorems on locally compact groups from oscillation esti-
mates. Math. Z., 255(1):177–194, 2007.
[21] H. Führ, K. Gröchenig, A. Haimi, A. Klotz, and J. L. Romero. Density of sampling and interpo-
lation in reproducing kernel Hilbert spaces. J. Lond. Math. Soc. (2), 96(3):663–686, 2017.
[22] K. Gröchenig. Describing functions: atomic decompositions versus frames. Monatsh. Math.,
112(1):1–42, 1991.
[23] K. Gröchenig. The homogeneous approximation property and the comparison theorem for coherent
frames. Sampl. Theory Signal Image Process., 7(3):271–279, 2008.
[24] K. Gröchenig. Wiener’s lemma: Theme and variations. an introduction to spectral invariance. In
B. Forster and P. Massopust, editors, Four Short Courses on Harmonic Analysis, Appl. Num.
Harm. Anal. Birkhäuser, Boston, 2010.
[25] K. Gröchenig, J. Ortega-Cerdà, and J. L. Romero. Deformation of Gabor systems. Adv. Math.,
277:388–425, 2015.
[26] K. Gröchenig and M. Piotrowski. Molecules in coorbit spaces and boundedness of operators. Studia
Math., 192(1):61–77, 2009.
[27] K. Gröchenig and D. Rottensteiner. Orthonormal bases in the orbit of square-integrable represen-
tations of nilpotent Lie groups. J. Funct. Anal., 275(12):3338–3379, 2018.
[28] K. H. Gröchenig, H. Haimi, J. Ortega-Cerda, and J. L. Romero. Strict density inequalities for
sampling and interpolation in weighted spaces of holomorphic functions. J. Funct. Anal., To
Appear.
[29] A. Höfler. Necessary density conditions for frames on homogeneous groups. PhD thesis, Universität
Wien, 2014.
[30] F. Holland. Harmonic analysis on amalgams of Lp and 1q. J. London Math. Soc. (2), 10:295–305,
1975.
[31] R. W. Johnson. Homogeneous Lie algebras and expanding automorphisms. Proc. Amer. Math.
Soc., 48:292–296, 1975.
[32] H. J. Landau. Necessary density conditions for sampling and interpolation of certain entire func-
tions. Acta Math., 117:37–52, 1967.
BALIAN-LOW TYPE THEOREMS ON HOMOGENEOUS GROUPS 25
[33] M. Mitkovsi and A. Ramirez. Density results for continuous frames. Preprint. arXiv:1702.05285.
[34] C. C. Moore and J. A. Wolf. Square integrable representations of nilpotent groups. Trans. Amer.
Math. Soc., 185:445–462 (1974), 1973.
[35] J. Ortega-Cerdà and K. Seip. Beurling-type density theorems for weighted Lp spaces of entire
functions. J. Anal. Math., 75:247–266, 1998.
[36] V. Oussa. Frames arising from irreducible solvable actions I. J. Funct. Anal., 274(4):1202–1254,
2018.
[37] V. Oussa. Compactly supported bounded frames on Lie groups. J. Funct. Anal., 277(6):1718–1762,
2019.
[38] J. Ramanathan and T. Steger. Incompleteness of sparse coherent states. Appl. Comput. Harmon.
Anal., 2(2):148–153, 1995.
[39] J. L. Romero. Surgery of spline-type and molecular frames. J. Fourier Anal. Appl., 17(1):135–174,
2011.
[40] J. L. Romero. Characterization of coorbit spaces with phase-space covers. J. Funct. Anal.,
262(1):59–93, 2012.
[41] W. Rudin. Functional analysis. International Series in Pure and Applied Mathematics. McGraw-
Hill, Inc., New York, second edition, 1991.
[42] C. E. Shin and Q. Sun. Stability of localized operators. J. Funct. Anal., 256(8):2417–2439, 2009.
[43] C. E. Shin and Q. Sun. Polynomial control on stability, inversion and powers of matrices on simple
graphs. J. Funct. Anal., 276(1):148–182, 2019.
[44] J. Sjöstrand. Wiener type algebras of pseudodifferential operators. In Séminaire sur les Équations
aux Dérivées Partielles, 1994–1995, pages Exp. No. IV, 21. École Polytech., Palaiseau, 1995.
[45] Q. Sun. Wiener’s lemma for infinite matrices. Trans. Amer. Math. Soc., 359(7):3099–3123, 2007.
[46] R. Tessera. Left inverses of matrices with polynomial decay. J. Funct. Anal., 259(11):2793–2813,
2010.
[47] J. A. Wolf. Harmonic analysis on commutative spaces, volume 142 of Mathematical Surveys and
Monographs. American Mathematical Society, Providence, RI, 2007.
Faculty of Mathematics, University of Vienna, Oskar-Morgenstern-Platz 1, A-1090
Vienna, Austria
E-mail address : karlheinz.groechenig@univie.ac.at
Faculty of Mathematics, University of Vienna, Oskar-Morgenstern-Platz 1, A-1090
Vienna, Austria, and Acoustics Research Institute, Austrian Academy of Sciences,
Wohllebengasse 12-14 A-1040, Vienna, Austria
E-mail address : jose.luis.romero@univie.ac.at, jlromero@kfs.oeaw.ac.at
Faculty of Mathematics, University of Vienna, Oskar-Morgenstern-Platz 1, A-1090
Vienna, Austria
E-mail address : david.rottensteiner@univie.ac.at
Faculty of Mathematics, University of Vienna, Oskar-Morgenstern-Platz 1, A-1090
Vienna, Austria
E-mail address : jordy-timo.van-velthoven@univie.ac.at
