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Abstract— In this paper, we discuss the methodology of gen-
eralizing the optimal control law from learned component tasks
to unlearned composite tasks on Multi-Agent Systems (MASs),
by using the linearity composition principle of linearly solvable
optimal control (LSOC) problems. The proposed approach
achieves both the compositionality and optimality of control
actions simultaneously within the cooperative MAS framework
in both discrete and continuous-time in a sample-efficient man-
ner, which reduces the burden of re-computation of the optimal
control solutions for the new task on the MASs. We investigate
the application of the proposed approach on the MAS with
coordination between agents. The experiments show feasible
results in investigated scenarios, including both discrete and
continuous dynamical systems for task generalization without
resampling.
I. INTRODUCTION
Stochastic optimal control problems [1], located at the
intersection of Reinforcement Learning (RL) [2] and control
theory, attracted a wide community of researchers over the
last few years. However, they are difficult and computation-
ally expensive to solve for high dimensional problems [3]. To
overcome the challenges in computational efficiency, some
approximation-based approaches were introduced to achieve
optimal control solutions, such as cost parameterization [4],
path integral formulation [5], [6], value function approxima-
tion [7] and policy approximation [8]. In [9], an exponential
transformation was applied to represent the cost function
in a form of KullbackLeibler (KL) divergence between
probability distributions, such that the optimal solution was
obtained in a linear form. Furthermore, the linearly solvable
optimal control (LSOC) problem was generally formulated
in [10] to summarize the class of optimal control problems
whose solutions can be obtained by solving a reduced linear
equation. The LSOC problems allow for control composi-
tion and path-integral representation of the optimal solution
[11]. The compositionality of LSOC can also improve the
computational efficiency by generalizing existing controllers
towards constructing new controllers for solving a general
class of problems according to the contribution of each
component problem [12], [13]. The composite controller
can be obtained by immediate computation via weighing
on existing controllers, and generalizing to complex prob-
lems in a certain class without resampling. However, the
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aforementioned work on the compositionality of LSOC only
considers single-agent problems, and the compositionality of
the optimal control actions in networked MASs is seldomly
discussed in prior work.
Networked multi-agent systems allow team coordination
and provide flexibility in many application scenarios, includ-
ing robotics [14], sensor networks [15] and transportation
systems [16], etc. Theoretical foundations of MASs research
include the framework of Decentralized Partially Observable
Markov Decision Process (Dec-POMDP) in [17] for finding
an optimal policy for MASs, and Distributed Constraint
Optimization Problems (DCOP) in [18] for handling the co-
ordination of multiple agents. Though broadly applied, MAS
problems are typically intractable to solve and scale. In [19],
the author proposed factored representations as extension
of Dec-POMDP for scalability. The Decentralized Partially
Observable Semi-Markov Decision Process (Dec-POSMDP)
framework was proposed in [20] for efficient computation
in large scale discrete- and continuous-time problems as
an extended version of Dec-POMDP. Meanwhile, some
RL techniques were integrated in the MAS framework for
achieving coordination and optimality simultaneously [21]
from the perspective of machine learning [22]–[26] and game
theory [27], [28].
This paper presents integration of compositionality into the
optimal control framework of networked MASs; numerical
examples are provided validating the proposed approach in
both discrete and continuous time. This paper is organized
as follows: Section II formulates the control problem in net-
worked MAS setting; Section III investigates the main results
on achieving both compositionality and optimality in MASs
and the task generalization capacity; Section IV provides
numerical examples validating the proposed approach; the
conclusion and future work are discussed in Section V.
II. PROBLEM FORMULATION
A. Stochastic Optimal Control of Single-Agent Systems
1) Discrete-time Systems: For the discrete-time single-
agent problems, also known as Markov Decision Processes
(MDPs), the passive dynamics are defined by the transition
probability. For agent i, let
x′i ∼ pi(·|xi). (1)
The controlled dynamics of the agent i are described by
x′i ∼ ui(·|xi) = pi(·|xi, ui). (2)
The running cost for the agent i is separated into state-
related cost qi(·) ≥ 0 and action cost, where the latter is
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defined by the KL divergence between the controlled and
passive dynamics. This way, the running cost is in the form
of
ci(xi, ui) = qi(xi) + KL(u(·|xi)‖pi(·|xi))
= qi(xi) + Ex′i∼u(·|xi)
[
log
u(x′i|xi)
p(x′i|xi)
]
. (3)
Let tf denote the terminal time, and I,B represent sets of
interior and boundary states, respectively (i.e. xi ∈ Ii, xtfi ∈
Bi). The cost-to-go function for first-exit total cost setting
introduced in [9] calculates the expected cumulative cost
starting from state xt0i and time t0 under control law ui in
the form of
Juii (x
t0
i , t0) = E
ui
[
φi(x
tf
i ) +
∑tf−1
τ=t0
ci(x
τ
i , u
τ
i )
]
, (4)
with φi(xi) denoting the final cost function. In this formu-
lation, the terminal time tf is determined online, when the
target state xtfi ∈ B is first reached.
For discrete-time stochastic optimal control problem, the
goal is to obtain the optimal policy u∗i such that the dynami-
cal system starting from the state xt0i and time t0 behaves op-
timally thereafter, and thus the value function defined as the
optimal cost-to-go function by Vi(xi) = minuiJuii (x
t0
i , t0)
satisfies the Bellman equation:
Vi(xi) = min
ui
{ci(xi, ui) + Ex′i∼ui(·|xi)[Vi(x′i)]}. (5)
With the exponential transformation provided by the de-
sirability function Zi(xi) = exp(−Vi(xi)) for agent i, the
optimization problem in (5) has a linear solution in the form
of
u∗i (x
′
i|xi) =
p(x′i|xi)Zi(x′i)
G[Zi](xi)
=
p(x′i|xi)Zi(x′i)∑
x′i
p(x′i|xi)Zi(x′i)
. (6)
The Bellman equation in (5) is thus reduced to a linear
equation of the form
exp(ci(xi))Zi(xi) = G[Zi](xi), (7)
under the optimal control law u∗i , which can be further
concentrated in the matrix form:
ZI = MZI +NZB ,
where M = diag(exp(−ciI))PII , N = diag(exp(−ciI))PIB ,
with i being the agent number, and the probability matrix
indexed with IB being the transition probability between
the interior and the boundary states, correspondingly. The
matrix M is guaranteed to have a spectral radius less than
1, and an iterative solver gives a closed-form solution to the
optimal control problem [12].
2) Continuous-time Systems: For the continuous-time dy-
namical system of agent i, the dynamics are usually de-
scribed as an Itoˆ diffusion process:
dxi = gi(xi, t)dt+Bi(xi)[ui(xi, t)dt+ σidωi] (8)
= fi(xi, ui, t)dt+ Fi(xi, ui)dωi.
Similar to the discrete-time scenario, the immediate cost
penalizes in both state and action, in the form of
ci(xi, ui) = qi(xi) +
1
2
ui(xi, t)
>Riui(xi, t), (9)
with Ri being a positive definite matrix. The cost-to-go
function calculates the expected cumulative cost starting
from state xi under control ui. Through defining the value
function Vi as the optimal cost-to-go function and a stochas-
tic second-order differentiator L(ui)[Vi] = f>i ∇xiVi +
1
2 trace(FiF
>
i ∇2xixiVi), the stochastic Hamilton-Jacobian-
Bellman (HJB) equation takes the form of
0 = min
ui
{ci(xi, ui) + L(ui)[Vi](xi)}. (10)
Defining the desirability function Zi(xi, t) =
exp(−Vi(xi, t)), and under the nonlinearity cancellation
conditions, the optimal control law in continuous-time is
reduced to
u∗i (xi, t) = σiσ
>
i Bi(xi)
>∇xiZi(xi, t)
Zi(xi, t)
, (11)
satisfying the transformed HJB equation in the form of
0 = L[Zi]− qiZi, (12)
where σi and Bi depict the continuous dynamics as in (8).
3) Composition Theory for Linearly Solvable Optimal
Control: Considering the optimal control law takes the form
of (6) and (11) and based on the linearity of equations, we
can develop the compositionality of optimal control laws.
Assume there are F component problems governed by
identical dynamics, cost rates, set of interior and boundary
states, and differed at the final cost. For agent i, let Z{f}i (xi)
denote the desirability function in the component problem
f , u∗i
{f} denote the corresponding optimal control law and
ω
{f}
i denote the weight of the problem f . The desirability
function satisfies the following weighted combination rela-
tionship between the component problems and the composite
problem on the boundary states:
Zi(xi) =
∑F
f=1
ω
{f}
i Z
{f}
i (xi), (13)
which is equivalent to the following relationship on the final
cost h:
hi(xi) = − log(
∑F
f=1
ω
{f}
i exp(−h{f}i (xi))). (14)
Since the desirability function Zi solves a linear equation
by nature ((7) in discrete-time and (12) in continuous-
time), once condition (13) holds on the boundary, it holds
everywhere, and the compositionality of the optimal control
laws follows in a task generalization setting. This formulation
creates a straightforward application scenario in the physical
world. For example, a UAV may deliver packages to different
warehouses with different terminal costs.
In discrete time, the compositionality of desirability func-
tion directly applies to the control law in equation (6), and
we have
u∗i (·|xi) =
∑F
f=1
ωfZ
{f}
i (xi)∑F
e=1 ωeZ
{e}
i (xi)
u∗
{f}
i (·|xi), (15)
where u∗i (x
′
i|xi) denotes the transition probability from xi
to x′i under control.
In continuous time, the desirability functions between
component and composite problems satisfy the following
relationship for all the states:
Zi(xi, t) =
∑F
f=1
ω
{f}
i Z
{f}
i (xi, t), (16)
and the corresponding compositionality on control actions
becomes
u∗i (xi, t) =
∑F
f=1
ω
{f}
i Z
{f}
i (xi, t)∑F
e=1 ω
{e}
i Z
{e}
i (xi, t)
u∗
{f}
i (xi, t).
(17)
B. Stochastic Optimal Control of MASs
1) MASs and Factorial Subsystems: We use a connected
and undirected graph G = {V, E} to describe the networked
MAS, where vi ∈ V denotes the graph vertex representing
agent i, and eij ∈ E represents the edge connecting agents
i and j, enabling bidirectional information exchange. Thus,
the networked MAS is factorized into multiple subsystems
(i.e. N¯j), each of which includes a central agent {j} and
index sets of its neighboring agents Nj . The notation con-
siders both existing coordination between agents and the
complexity in computation of optimal control laws. An
illustrative example of a MAS and factorial subsystems is
provided in Figure 1. Here, x¯i denotes the joint states for
the factorial subsystem i, Ii,Bi represent the sets of interior
and boundary states for the factorial subsystem i, respectively
(i.e. x¯i ∈ Ii, x¯tfi ∈ Bi).
Fig. 1: MAS G and factorial subsystems N¯3 and N¯5.
For the cooperative control framework, we calculate the
local control action uj depending on the local observation
of agent j within the factorial subsystem N¯j , where j is the
central agent. In this representation, dependency on irrelevant
states is removed and exponential computational complexity
on global states is avoided.
In discrete time, the uncontrolled dynamics for the facto-
rial subsystem i can be interpreted as:
x¯′i ∼ p¯i(·|x¯i) =
∏
j∈N¯i
pj(·|xj), (18)
where p¯i(x¯′i|x¯i) denotes the transition probability from fac-
torial states x¯i to x¯′i. The running cost follows a similar
definition as in the single-agent problem in the form of
ci(x¯i, u¯i) = qi(x¯i) + KL(u¯i(·|x¯i)||p¯i(·|x¯i))
= qi(x¯i) +
∑
j∈N¯i
KL(uj(·|x¯i)||pj(·|xj)). (19)
In continuous time, the uncontrolled dynamics for the
factorial subsystem i can be represented by the diffusion
process:
dx¯i(τ) = f¯i(x¯i, τ)dτ + B¯i(x¯i)σ¯i · dω¯i(τ). (20)
The running cost is defined correspondingly in the form of
ci(x¯i, u¯i) = qi(x¯i) +
1
2
u¯i(x¯i, t)
>R¯iu¯i(x¯i, t). (21)
2) Joint Optimal Control Actions in Factorial Subsystems:
In discrete time, let Zi(x¯i) = exp(−Vi(x¯i)) define the
desirability function for the factorial subsystem i. Then we
have the joint optimal control action
u¯∗i (x¯
′
i|x¯i) =
p¯i(x¯
′
i|x¯i)Zi(x¯′i)∑
x¯′i
p¯i(x¯′i|x¯i)Zi(x¯′i)
, (22)
where u¯i(x¯′i|x¯i) denotes the transition probability from fac-
torial subsystem states x¯i to x¯′i in the controlled dynamics.
According to the factorization architecture, the local control
action can be obtained immediately by marginalization, and
we have
u∗i (x
′
i|x¯i) =
∑
j∈Ni
u¯∗i (x
′
i, x
′
j∈Ni |x¯i). (23)
In continuous time, define Zi(x¯i, t) = exp[−Vi(x¯i, t)/λi]
as the desirability function of the factorial subsystem i
dependent on the joint states x¯i, where λi ∈ R is a scalar.
Then the joint optimal control action can be obtained as
u¯∗i (x¯i, t) = σ¯iσ¯
>
i B¯
>
i (x¯i)
∇x¯iZi(x¯i, t)
Zi(x¯i, t)
. (24)
Similarly, the local control action can be obtained by sam-
pling on the marginal distribution of joint optimal control
action in continuous-time.
III. MAIN RESULTS
The compositionality of optimal control laws can be
extended to networked MASs in a cooperative control frame-
work, and the main results are formulated through the
following two theorems.
Theorem 1. (Discrete-time MAS compositionality) For F
multi-agent LSOC problems in discrete-time governed by the
same dynamics (18), the running cost rates (19), and the set
of interior states Ii, but various terminal costs denoted by
h
{f}
i , let x¯
d{f}
i denote the state targets of the component
problem f and x¯di denote the state target for the new task
(composite problem) for the factorial subsystem i. Define the
weights
ω¯
{f}
i = exp(−
1
2
(x¯di − x¯d
{f}
i )
>P(x¯di − x¯d
{f}
i )), (25)
with P being a positive definite diagonal matrix representing
the kernel widths. The terminal cost for the new task becomes
hi(x¯
tf
i ) = − log(
∑F
f=1
ω˜
{f}
i exp(−h{f}i (x¯tfi ))), (26)
where x¯tf denotes the boundary states, and the coefficients
ω˜
{f}
i =
ω¯
{f}
i∑F
f=1 ω¯
{f}
i
can be interpreted as probability weights.
The control law solving the new problem is obtained by
composition of the existing controllers
u¯∗i (x¯
′
i|x¯i) =
∑F
f=1
W¯
{f}
i (x¯i)u¯
∗{f}
i (x¯
′
i|x¯i), (27)
with
W¯
{f}
i (x¯i) =
ω˜
{f}
i H{f}i (x¯i)∑F
e=1 ω˜
{e}
i H{e}i (x¯i)
,
H{f}i (x¯i) =
∑
x¯′i
p¯i(x¯
′
i|x¯i)Z{f}i (x¯′i).
Proof. From the composition on the final cost relation in
equation (26), and the exponential transformation given by
the desirability function, we have
Zi(x¯
tf
i ) =
∑F
f=1
ω˜
{f}
i Z
{f}
i (x¯
tf
i ). (28)
Furthermore, considering that the desirability function
Zi(x¯i) solves a linear PDE, as long as the solution holds on
the boundary states, the linear combination of the solutions
holds everywhere. Thus, we have
Zi(x¯i) =
∑F
f=1
ω˜
{f}
i Z
{f}
i (x¯i). (29)
For the composite problem, the joint optimal control
actions introduced in equation (22) can thus be reduced by
the compositionality of the desirability functions:
u¯∗i (x¯
′
i|x¯i) =
p¯i(x¯
′
i|x¯i)Zi(x¯′i)∑
x¯′i
p¯i(x¯′i|x¯i)Zi(x¯′i)
=
p¯i(x¯
′
i|x¯i)
∑F
f=1 ω˜
{f}
i Z
{f}
i (x¯
′
i)∑
x¯′i
p¯i(x¯′i|x¯i)
∑F
e=1 ω˜
{e}
i Z
{e}
i (x¯
′
i)
=
∑F
f=1 ω˜
{f}
i p¯i(x¯
′
i|x¯i)Z{f}i (x¯′i)∑F
e=1 ω˜
{e}
i
[∑
x¯′i
p¯i(x¯′i|x¯i)Z{e}i (x¯′i)
]
=
∑F
f=1
ω˜
{f}
i p¯i(x¯
′
i|x¯i)Z{f}i (x¯′i)∑F
e=1 ω˜
{e}
i
[∑
x¯′i
p¯i(x¯′i|x¯i)Z{e}i (x¯′i)
] . (30)
The terms in the denominator and numerator of (30) can be
multiplied by a normalization term
∑
x¯′i
p¯i(x¯
′
i|x¯i)Z{f}i (x¯′i)
simultaneously, and after term reordering, the equation is
reduced to
u¯∗i (x¯
′
i|x¯i) =
∑F
f=1
ω˜
{f}
i H{f}i (x¯i)∑F
e=1 ω˜
{e}
i H{e}i (x¯i)
u¯∗
{f}
i (x¯
′
i|x¯i)
(31)
=
∑F
f=1
W¯
{f}
i (x¯i)u¯
∗{f}
i (x¯
′
i|x¯i), (32)
with
W¯
{f}
i (x¯i) =
ω˜
{f}
i H{f}i (x¯i)∑F
e=1 ω˜
{e}
i H{e}i (x¯i)
,
H{f}i (x¯i) =
∑
x¯′i
p¯i(x¯
′
i|x¯i)Z{f}i (x¯′i).

Theorem 2. (Continuous-time MAS compositionality) For F
multi-agent LSOC problems in continuous-time governed by
the same dynamics (20), running cost rates (21), and the
set of interior states Ii, but various terminal costs denoted
by h{f}i , let x¯
d{f}
i denote the state targets of the component
problem f and x¯di denote the state target for the new task
(composite problem) for the factorial subsystem i. Define the
weights
ω¯
{f}
i = exp(−
1
2
(x¯di − x¯d
{f}
i )
>P(x¯di − x¯d
{f}
i )), (33)
with P being a positive definite diagonal matrix representing
the kernel widths. The terminal cost for the new task becomes
hi(x¯
tf
i ) = − log(
∑F
f=1
ω˜
{f}
i exp(−h{f}i (x¯tfi ))), (34)
where x¯tf denotes the boundary states, and ω˜{f}i =
ω¯
{f}
i∑F
f=1 ω¯
{f}
i
can be interpreted as the probability weights.
The control law solving the new problem is obtained by
composition of the existing controllers
u¯∗i (x¯i, t) =
∑F
f=1
W¯
{f}
i (x¯i, t)u¯
∗{f}
i (x¯i, t), (35)
with
W¯
{f}
i (x¯i, t) =
ω˜
{f}
i Z
{f}
i (x¯i, t)∑F
e=1 ω˜
{e}
i Z
{e}
i (x¯i, t)
.
Proof. From composition of the final cost function in
continuous-time given by equation (34), and similar reason-
ing as in the discrete-time case, we have the compositionality
of desirability functions holding everywhere:
Zi(x¯i, t) =
∑F
f=1
ω˜
{f}
i Z
{f}
i (x¯i, t). (36)
For the composite problem, the joint optimal control
actions, introduced in equation (24), can thus be reduced
to
u¯∗i (x¯i, t) = σ¯iσ¯
>
i B¯
>
i (x¯i)
∇x¯iZi(x¯i, t)
Zi(x¯i, t)
= σ¯iσ¯
>
i B¯
>
i (x¯i)
∇x¯i
[∑F
f=1 ω˜
{f}
i Z
{f}
i (x¯i, t)
]
∑F
f=1 ω˜
{f}
i Z
{f}
i (x¯i, t)
=
∑F
f=1 σ¯iσ¯
>
i B¯
>
i (x¯i)∇x¯i
[
ω˜
{f}
i Z
{f}
i (x¯i, t)
]
∑F
e=1 ω˜
{e}
i Z
{e}
i (x¯i, t)
=
∑F
f=1 σ¯iσ¯
>
i B¯
>
i (x¯i)Z
{f}
i (x¯i, t)∇x¯i
[
ω˜
{f}
i Z
{f}
i (x¯i, t)
]
∑F
e=1 ω˜
{e}
i Z
{e}
i (x¯i, t)Z
{f}
i (x¯i, t)
=
F∑
f=1
ω˜
{f}
i Z
{f}
i (x¯i, t)
F∑
e=1
ω˜
{e}
i Z
{e}
i (x¯i, t)
σ¯iσ¯
>
i B¯
>
i (x¯i)
∇x¯iZ{f}i (x¯i, t)
Z
{f}
i (x¯i, t)
=
∑F
f=1
W¯
{f}
i (x¯i, t)u¯
∗{f}
i (x¯i, t),
with
W¯
{f}
i (x¯i, t) =
ω˜
{f}
i Z
{f}
i (x¯i, t)∑F
e=1 ω˜
{e}
i Z
{e}
i (x¯i, t)
.

IV. SIMULATION RESULTS
For demonstration of the proposed results, we validate the
method on a cooperative UAV team governed by probability
distribution in discrete-time as (18) and stochastic dynamics
modeled by the Itoˆ diffusion process in continuous-time
as (20). In the team, agent 1 and agent 2 are closely
coordinated by distance minimization using the running cost,
while agent 3 is loosely connected only by the terminal cost.
The networked architecture is illustrated in Figure 2.
Fig. 2: Communication of the UAV team with agent 1 and agent
2 tightly-connected through running cost and agent 3 loosely-
connected through the terminal cost.
A. Discrete-time example of task generalization
For discrete-time systems, we consider a cooperative UAV
team described by the probability distribution model. The
states are described by cells within a 5×5 grid, and the pas-
sive dynamics can be explained by the influence of random
wind. We also consider the obstacle states (shaded region in
Figures 3 and 4), which are penalized by larger state-related
costs. The position of UAV i is described by a state vector
xi = [ri, ci]
>, where ri and ci ∈ {1, 2, 3, 4, 5}. The goal of
the cooperative UAV team is to achieve coordination between
UAV 1 and UAV 2, by minimizing the distance between
them for simulating the teamwork, and allow UAV 3 to fly
to the target state individually under the controlled dynamics.
Meanwhile, all the three UAVs are tasked with collision
avoidance and cost minimization for optimal performance
(i.e. travel time minimization).
For a factorization given by Figure 2, we have
x¯1 = [x1;x2]
>, x¯2 = [x1;x2;x3]>, x¯3 = [x2;x3]>.
Here, UAV 1 and UAV 2 are designed to fly cooperatively
by getting close with each other, and the cost functions
corresponding to the factorial subsystem states x¯1 and x¯2
are thus defined to contain terms penalizing on the row
coordinate difference (|r2 − r1|) and column coordinate
difference (|c1 − c2|). The state-related running cost rates
corresponding to three factorial subsystems are given by:
q1(x¯1) = 3.5 · (|r2 − r1|+ |c2 − c1|) + o(x1) · o(x2),
q2(x¯2) = 3.5 · (|r2 − r1|+ |c2 − c1|)
+ o(x1) · o(x2) · o(x3),
q3(x¯3) = 3.5 · o(x2) · o(x3),
with o(·) denoting the state value (50 for the obstacle states
and 2.5 for the other states).
We consider how the composite control action from ex-
isting controllers generalizes to a new task. In the first
component problem, the target states of UAV 1, 2 and 3
are assigned to be [2; 2]>, [2; 2]>, and [4; 5]>, respectively.
In the second component problem, the target states of UAV
1, 2 and 3 are assigned to be [3; 3]>, [3; 3]>, and [5; 4]>.
We apply the iterative solver approach in [12] for solv-
ing the desirability function. We choose the P matrix in
composite weight computation as a diagonal matrix with all
identical elements representing the equal kernel width case.
The composition weights are designed to penalize on the
target state difference between the component problems and
the composite problem. Then the composite control actions
computed by weighing on the existing controllers according
to Theorem 1, solve a new optimal control problem, with
target states of [2; 3]>, [2; 3]>, and [5; 5]> assigned to UAV
1, 2 and 3.
The trajectories for the UAV team following the optimal
control actions in the component and composite problem
settings are provided in Figures 3 and 4, where ‘S’ denotes
the initial states and ‘T’ denotes the terminal states. From
Figure 4, we notice that the composite control action solves
the new problem successfully following some initial back and
forth steps, while achieving the goal of cost minimization
without re-computation of the optimal control actions. From
the execution trajectory of composite control in Figure 4,
UAV 1 and UAV 2 try to fly together most of time, while
avoiding the obstacles as desired. Meanwhile, the solution is
achieved in far less computational complexity than running
the iterative solver algorithm again for the new task.
B. Continuous-time example of task generalization
For continuous-time systems, we demonstrate our results
in two different experimental settings. For both cases, we
consider the UAV team with continuous-time dynamics de-
scribed by the following equations:dxidyi
dvi
dϕi
 =
vi cosϕivi sinϕi
0
0
 dt+
0 00 0
1 0
0 1
[(ui
ωi
)
dt+
(
σi 0
0 νi
)
dwi
]
,
(37)
where (xi, yi), vi, φi denote the position coordinate, forward
velocity and heading angle of the agent i, respectively, and
(xi, yi, vi, φi)
> is used as a state vector. Forward accel-
eration ui and angular velocity ωi are the control inputs,
and disturbance wi is a standard Brownian motion. We set
the noise level parameters as σi = 0.05 and vi = 0.025
throughout the simulation.
In both examples, the optimal solution to the component
problems is achieved in a path-integral approximation frame-
work. The P matrix in the composite weight computation
is chosen as a diagonal matrix with all identical elements
representing the equal kernel width case. We compute the
composite control law using the existing controllers accord-
ing to Theorem 2.
1) Example 1: All component problems only differ at the
terminal cost: In the first example, we consider the new
problem holding the composition relationship on the final
cost. We are interested in the final cost in the linear form of
h =
d
2
(|x− xd| − c) + α
and the three concerned component problems are designed
with different sets of cost parameters c, d and α. The
coordination between agents is considered in the running cost
in the following form:
q1(x¯1) = 0.9 · (‖(x1, y1)− (xtf1 , ytf1 )‖2 − dmax1 ) (38)
+ 1.5 · (‖(x1, y1)− (x2, y2)‖2 − dmax12 ),
q2(x¯2) = 0.9 · (‖(x2, y2)− (xtf2 , ytf2 )‖2 − dmax2 ) (39)
+ 1.5 · (‖(x2, y2)− (x1, y1)‖2 − dmax21 ),
(a) Execution trajectory of component problem 1.
(b) Execution trajectory of component problem 2.
Fig. 3: Component Problems.
Fig. 4: Execution trajectory when the composite control law is
applied in the new problem.
q3(x¯3) = 0.9 · (‖(x3, y3)− (xtf3 , ytf3 )‖2 − dmax3 ), (40)
where ‖(xi, yi)− (xtfi , ytfi )‖2 calculates the distance to the
goal position for UAV i, ‖(xi, yi) − (xj , yj)‖2 calculates
the distance between UAV i and UAV j, dmaxi denotes the
distance between the initial position and target position for
UAV i, and dmaxij denotes the initial distance between UAV
i and UAV j. These parameters can be tuned for improving
the stability and the performance of the algorithm.
For each component problem, one individual run is im-
plemented towards given target states. For three UAVs with
initial states x01 = (5, 5, 0.3, 0)
>, x02 = (5, 35, 0.3, 0)
> and
x03 = (5, 20, 0.3, 0)
>, we want them to fly cooperatively
towards the same target states of (30, 20, 0, 0)>. The execu-
tion trajectories for the component problems are illustrated
in Figure 5, where ‘S’ denotes the initial states, and ‘T’
denotes the terminal states. As the figure demonstrates,
the trajectories are not obviously different from each other
except noise, since the target states for different problems
are identical, and the effect of terminal cost in obtaining the
optimal control law is mild. The performance of executing
the composite control actions on the new problem satisfying
the final cost composition relationship in (14) is given in
Figure 6.
Fig. 5: Component problems for composition on the optimal control
law when all problems differ only at the final cost (with lines in
red, blue, and green denoting agents 1, 2, and 3, respectively).
Fig. 6: Performance of applying the composite control actions
directly computed from component control actions to the new
problem with composite terminal cost.
2) Example 2: All component problems differ both at the
terminal cost and terminal states (generalization to new
tasks): In this example, we consider the case when both
terminal costs and terminal states differ among different
component problems. The running costs and final costs
follow the definition in Example 1, and the difference lies
in the final state generalization. For the UAVs, the initial
states are x01 = (10, 10, 0.3, 0)
>, x02 = (10, 30, 0.3, 0)
>
and x03 = (10, 20, 0.3, 0)
>, and they are designed to fly
cooperatively towards the same target: x{1} = (35, 28, 0, 0)>
and x{2} = (35, 14, 0, 0)> in the two component problems;
the trajectories are presented in Figure 7. The optimal
control actions are obtained in the path integral framework
introduced in [5].
Fig. 7: Component problems targeted with different terminal states
are considered for composition on the optimal control law (with
lines in red, blue and green denoting agents 1, 2 and 3, respectively).
These two component problems are set with target states of the
upper and lower points, respectively. For each component problem,
one individual run is implemented for composition purposes.
When the composite weights are calculated according to
equation (33) measuring the target state difference between
the component problems and the composite problem, the
composite control result can be generalized to a new task
with target state of x = (35, 20, 0, 0)>. The composite
control actions associated with the new task are immediately
achieved with existing controllers according to Theorem 2,
and thus the approach provides a solution to a composite
LSOC problem in a sample-efficient manner. The trajectory
of the UAV team directly driven by the composite control
law is shown in Figure 8.
In the discrete-time scenario, when the dimension of state
space is finite, the exact composition on the value function is
feasible, which enables the exact compositionality of optimal
control actions. However, in the continuous-time case, the
state-space dimension is infinite. In this case usually the
value function gets treated as a time-dependent function, and
the compositionality of optimal control law gets extended
similar to its counterpart in the discrete-time setting [13].
The disparity between the ending position and set targets
in Figure 8 can be explained by the error introduced in
applying this composite time-dependent control laws directly
to the system in an offline manner. This issue in executing
composite control laws directly may also be risky in high-
Fig. 8: Composite problem demonstrating the generalization on
unlearned tasks (with lines in red, blue and green denoting agent
1, 2 and 3, respectively). The red circle centered at (35,20) (target
coordinate for the UAV team) denotes the acceptable error region
considering noise from the nature of stochasticity.
dimensional single-agent problems except for fine-tuned
parameters. However, after parameter tuning and selecting
optimal control actions independently for three factorial
subsystems in multiple runs, the error can be restricted to
the red circle denoting the tolerance considering the presence
of noise in the stochastic systems and the approximation
error in applied research. It is noteworthy that the result is
achieved with far less computational complexity (away from
resampling), which provides more attractive benefits as com-
pared to the preciseness of control in some problem setting,
when e.g. the component problem solution is obtained by
sampling-based approach and is computationally costly to
achieve.
V. CONCLUSIONS AND FUTURE WORK
Discrete-time and continuous-time distributed LSOC al-
gorithms and composition theory on optimal control laws
for networked MASs have been investigated in this paper.
For both scenarios, existing controllers can be immediately
composited to solve a new problem once certain weight
conditions are satisfied on the final cost under the assumption
of identical dynamics, cost rates, and set of interior states
among all the component problems. The composite weights
are computed in a square exponential kernel weight function
measuring the target state difference between the component
problems and the composite problem, and the composite con-
trol actions, achieved by weighing on the existing controllers,
solve a new task in a sample-efficient manner.
There are some directions worthwhile for further investiga-
tion in depth. For example, in the continuous-time task gen-
eralization setting, in our proposed approach the control laws
are time-dependent, which makes it unrealistic for tracking
control updates at each time step for composition purposes,
and this may lead to some open-loop issue similar to the case
when offline-calculated control actions are directly applied
to the new problems. The deviation or error can be mitigated
by using interpolation techniques on time steps in the future.
Meanwhile, for the computation of continuous-time optimal
control laws, we applied the path-integral framework, and
hence some approximation approaches such as random sam-
pling estimator and Relative-Entropy Policy Search (REPS)
algorithm are yet to be explored.
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