In recent years, models of social opinion dynamics have gained interest in the physics community. A special case of the opinion-spreading problem is collective prediction processes, where the "opinion" can be either true or false. We investigate a model of collective prediction on different underlying complex networks. The effect of the network structure on the dynamics is investigated. Among other things we find that whereas the network structure locally affects the success of the agents, it plays surprisingly little role for the population as a whole.
I. INTRODUCTION
Simple mechanistic models of social phenomena have been an off-the-mainstream theme in economics and sociology literature for several decades (1) . Such models turn out to be very apt for the methods of statistical physics. As the statistical physics community gets increasingly interdisciplinary it is not surprising that there has been a growing interest in this area from physicists lately. One of the most common topics is the spread of opinions (2; 3; 4; 5) or fads (6; 7) in a population. In these models, the agents do not usually actively use information to optimize their behavior; the spread takes place more or less like an infection process. Another example of social systems studied by physicists are spatial, or networked, games (see Refs. (8; 9; 10) and references therein). In that case the agents actively try to maximize their individual gain. Between these two extremes is the problem of the present paper-collective decision, or prediction, making (11; 12) . This is the situation when a population, through social interaction and individual action, has to make up their mind about a specific question. This problem differs from the opinion dynamics in that an individual can do better or worse (be right or wrong about the question). It also differs from usual spatial games in that there is no conflict built into the problem-the success of one agent is not to the harm of others.
In this paper we model collective predictions as one at the same time social and individual process. The basic idea is that how an individual making a prediction is a function of both social influence and individually obtained information. This is, ever since Janis' "groupthink" model (13) , a well-established idea in psychology. Our model is a non-equilibrium, agent-based model for how a system of N individuals reaches their prediction in a binary problem that can be either true or false. The dynamic model is grounded on two precepts: First, the information that an agent base its prediction on is a sum of contributions from its social network and direct sources. This direct information can be thought of as the agents own research into the question (12) . Second, when the information in favor of one prediction exceeds a certain threshold, the agent fixates its prediction. Furthermore we assume the underlying network to be static. To study the effect of the network topology we test network models generating different topologies.
In the rest of the paper we will first give a derivation and a detailed description of the dynamic model and the models to generate the underlying networks, then we present our simulation results and discuss them in context of findings in the psychology literature.
II. PRELIMINARIES A. Definition of the model
We will restrict ourselves to a binary prediction process-a process where the outcome can be either correct or false. Without loss of generality we let +1 represent the correct outcome. Consider a population of N agents connected via an underlying, static, social network. The social network is represented by a graph G consisting of N vertices, V ; and M edges, E. The accumulated information used by an agent i at time t of the prediction making process is represented by a variable S t (i). The initial value of this variable, S 0 (i), will represent the contribution to the prediction based on direct information obtained by i. For each i we assign S 0 (i) = 1 with probability p i −1 otherwise .
The probability that p i is itself a random variable distributed according to P p . The social information spreading process then takes place iteratively until all agents have reached a fix state. At an instant t the binary pre-diction of agent i would be sgn (S t (i)) where
In our simulations sgn(S t (i)) = 0 represents the rare situation the agent i is completely undecided at time t. If the information in favor of a particular prediction is strong enough, i.e. |S t (i)| > θ i for a threshold θ i , the agent will fixate its prediction (i.e. S t (i)) for the rest of the run. The threshold θ i is individual and assigned from a distribution P θ before the iterations representing information diffusion commence. The iterations proceed by picking a random vertex i and a random vertex j in i's neighborhood and let
(unless |S t (i)| are larger than θ).
To summarize the algorithm, one:
2. Assigns S 0 (1), · · · , S 0 (N )-1 with probability p i and −1 otherwise.
4. Picks a random vertex i and a random of i's neighbors j.
If
6. If |S t (i)| > θ for all i ∈ V terminates the run.
7. Increments t and goes to step 4.
Given a network, our model is thus given by: 1. The probability distribution of the correctness of the directly obtained observation P p . 2. The distribution of individual thresholds P θ . In general these two distributions does not have to be independent. The θ-value of a vertex can be a function of its p-value and vice versa.
B. The model: considerations and possible extensions
In this section we discuss the model, its interpretation and implementation further.
In a real situation the direct information retrieval (that we model through the initial conditions S 0 (i)) may occur any time during a group prediction process. We believe this does not change the qualitative behavior of the model. The sensible range of P p is thus in the interval [1/2, 1]-if p = 1/2 the directly gathered information does not guide an agent towards a correct prediction at all; if p = 1 the directly obtained information accurately indicates the correct prediction.
The main function of the individual thresholds θ i is that agents may fixate their predictions with different amount of information. An indirect function of the individual thresholds is that they influence how much an agent trusts the directly obtained observation as opposed to the information obtained from the network. A high threshold means that an agent need much influence from its social surroundings to reach the final conclusion. If the agent has a low threshold it will quickly reach a prediction, likely (but not certainly) in favor of the directly obtained information. If one would like to separate these effects one can let the strength of the directly obtained information (which is unity in our description above) be individual too. On a technical note, for faster convergence, rather than drawing the θ-values from a distribution, one might want to assign the average numbers of specific θ-values to the individuals. For example, if P (θ) is bimodal, so θ can only take two values θ ′ and θ ′′ , then we assign θ ′ to N P (θ ′ ) vertices and θ ′′ to N P (θ ′′ ) vertices rather than draw a θ value every time step. This procedure decreases the fluctuations for small system sizes (and thus speed up the simulations). But the N → ∞ limit (that we are primarily interested in) is the same.
Another consideration is how to select edges that the socially transmitted information propagates over. In our implementation we select one vertex i and one of i's incident edges (i, j). This means that, if the network has neutral degree-degree correlations, the probability information is obtained from a vertex with degree k j is proportional to k j . I.e., vertices with many connections are more likely to influence others. We argue that this reflects a plausible situation: People with many social ties function, to some extent, as opinion-makers. Optionally one can pick an edge (i, j) and a direction randomly, so that either the opinion of i adds to j's information or vice versa.
C. Network models
The model we present can be applied to any underlying network. In this paper we will use three types of model networks:
The first model is random graphs (14) constructed such that M edges are iteratively added between random pairs of N vertices such that no multiple edge or loop (selfedge) occurs. Such graphs have a binomial degree distribution (which becomes Poissonian in the N → ∞ limit) and no other network structure. Thus random graphs make a good starting point for investigating a dynamic model such as ours.
As mentioned the random networks have a very narrow degree distribution. To test the effect of a heterogeneous set of degrees we also use a model producing networks with a power-law degree distribution. These networks, that we will refer to as "scale-free networks," are constructed by the configuration model (15) . In this model one first assigns desired degrees from some distribution, in our case a power-law distribution P k ∼ k dom pairs of vertices such that no multiple edge of selfedge occur and the degree of a vertex does not exceed the pre-assigned degree. This process is terminated when M edges are added.
Furthermore we will also use regular two-dimensional lattices with von Neumann neighborhoods (i.e. vertices are located on a square grid and a vertex at coordinates (x, y) is connected to (x − 1, y), (x + 1, y), (x, y − 1) and (x, y + 1)) and periodic boundary conditions. Square grids are not small-world networks, i.e. the average graph distance between vertices scales super-exponentially. The fact that every vertex is in the same position in the graph also makes square grids rather different. Nevertheless, square grids have, unlike random network models, a natural geometric embedding. Thus they make suitable substrates for problems where geometry matters. (Such spatially explicit agent based models are commonly called cellular automata.)
III. NUMERICAL RESULTS
In this section we turn to the numerical behavior of our model. We present simulations for different parameter values. Since P θ and P p are in general unspecified, the parameter space needs to be restricted. We will start with the simplest case of θ and p being the same for all vertices and continue to more complex situations.
A. Identical agents
We start investigating the case where all vertices are identical. In other words P θ = δ(θ) and P p = δ(p) where δ( · ) is Dirac's δ-function so θ and p are the only two input parameters. Let φ be the fraction of the population making a correct prediction when the dynamics has converged:
We note that there are two types of qualitatively different behavior that can emerge. Either the system benefit from the social communication, or it does not. To study this behavior we define the order parameter
i.e., the improvement of the prediction during the communication relative to the theoretically largest improvement. If no improvement of the prediction accuracy is made then ψ = 0, if all agents predict correctly (i.e. the improvement is maximal) ψ = 1. In Fig. 1(a) we display ψ, for random networks. We see that the predictionpower increase with both p and θ. With a higher threshold the agents need more information, and thus more iterations to converge. During these iterations information will thus spread further. As this spreading proceed the values of S t (i) will likely converge to the average initial value of S 0 (or, more precisely, the connected component i belongs to). In unusual cases when, in an early stage, information spreads from one neighborhood with opposite S t -values (i.e. S t (i) = −sgn S 0 ), a majority of the agents might reach another conclusion than sgn S 0 . For larger p and θ the relative average improvement ψ converges to its maximal value 1.
As mentioned, the model can have two qualitatively different behaviors: one where a finite fraction of the vertices benefit from communication as N → ∞, one where no improvement is seen so lim N →∞ ψ = 0. In Fig. 1(b) we display ψ(p) for different system sizes. ψ seems to increase for all p > 0.5 which leads us to believe p = 0.5 is a critical point. In other words, when direct information becomes helpful to the prediction the system undergoes a phase transition from a phase where communication is irrelevant to a situation where agents, in the large system limit, benefit from the information diffusion. We conjecture that the critical p value is 0.5 for all threshold values, but that the ψ(p, θ) value for 0.5 < p ≪ 1 is not necessarily one, but an increasing function of theta, even in the N → ∞ limit. How does the position of a vertex in the network affect its prediction ability? In Fig. 2 we plot the average success of vertices as a function of their eccentricity-their maximal distance among other vertices in the networkfor random networks. A central vertex, having a low eccentricity-value, has a higher probability of making a correct prediction than a mode eccentric vertex. Since centrality measures are usually strongly correlated (16) this suggests that being central in the information flow is beneficial for the individual vertex.
From Fig. 2 we see that the local network structure affects the prediction ability of the vertex. If this conclusion extends to the whole network, then networks of different sizes and structures would have different behaviors. To test this hypothesis we plot the average normalized largest cluster size of vertices having the same prediction (after the iterations converged) as a function of θ in Fig. 3(a) . For all but p ≈ 0.5 S will most likely be the size of the largest correctly predicting cluster. The S/Ncurves increase steeply with θ. This is just what can be expected from the sharp increase in slope as θ is increased in Fig. 1(a) . More unexpectedly the curves are very sizeindependent (except for very small networks). Fig. 3(a) displays the situation for random graphs but this observation holds for scale-free and square grid topologies as well. Even more surprisingly is that the S/N -curves are qualitatively the same, and even quantitatively very similar, for different networks (as seen in Fig. 3(b) ). So even though the pathlengths scale very differently (like √ N for square grids, like log N for random graphs and possibly even slower for scale-free graphs (17) correctly predicting cluster is almost topology independent. An explanation is that the iterations stop when agents have got enough information (so that the threshold is reached) so the convergence takes longer time for networks with larger pathlength (due to larger fluctuations initially) but eventually the result is very similar. Another observation is that the two extremes (in terms of pathlength-scaling)-have slightly lower S/Nvalues than the random networks. That square-grids can be expected to have lower S-values can be explained by length-scale arguments above. The lower S-values for scale-free networks are probably a result of the larger fluctuations in these networks. If one of the high-degree vertices have an S 0 -value opposite to sgn S 0 it will effectively be like having a lower p-value in the system as a whole (since a high degree vertex affects more other vertices). Thus larger fluctuations in all quantities can be expected and since fluctuation create the distance to S/N = 1 the average S/N value becomes smaller for scale-free networks. 
B. Differentiated values of θ and p
In the previous section we investigated the case when all agents have the same threshold to fixation of their prediction. Now we turn to the case when the θ-distribution is strictly bimodal, i.e. theta can take only two values θ ′ and θ ′′ . To simplify further we set θ ′ = 0 so that vertices with θ i = θ ′ are fixated to their initial value (given by the directly obtained information). One further assumption is that the vertices that are not influenced by the information spreading over the social network, are so because they make a bigger effort (or an effort at all) to obtain useful direct information, thus they should have a higher p value. To model this we let one class of N 
). Just as for the case of identical thresholds, for a given fraction of θ ′ -vertices, the overall performance increase with increasing average threshold value. But, more interestingly, ψ reaches a maximum as the fraction N ′ /N , of vertices with threshold θ ′ , increases. Note that for each curve the p increase with N ′ /N . By analogy to Fig. 1(a) we would expect ψ to grow continuously. This is not the case, instead ψ reach a maximum. The explanation is that when the number N ′ of vertices whose predictions are already fixated when the iteration begin the fraction of the network that can evolve a new prediction gets fragmented. In other words, the agents deciding themselves early may, even if their prediction from direct information is more accurate, be a disadvantage for the population as a whole.
For the situation with identical agents, the network topology does not change the qualitative behavior of the system. Does this result hold for the system with two different kinds of agents? In Fig. 5 we display the ψ as a function of N ′ /N . The peaked functional form of Fig. 4 is the same for all network types. So, just as for the S/N statistics above, we find that the system is rather (qualitatively at least) independent of the network structure. In this case there are parameter values where the scale-free networks are more beneficial than the random network. For larger edge-densities, however, ψ for the random networks are higher than for the scale-free networks. Nevertheless, the functional form stays the same as M/N increases.
IV. SUMMARY AND DISCUSSION
We have proposed a model for collective prediction processes over social networks. Each agent make their prediction based on a sum of inputs from both individually (directly) gathered information and the opinion of neighbors in the network. When the absolute value of the sum surpasses a threshold the agent fixates its prediction. We let both the quality of the individually gleaned information and the threshold be input parameters of the model. In the case where all agents are identical we find that the community will perform better as a whole than an individual alone provided the direct information have some quality (i.e. that it guide the individual toward a correct prediction) and that the threshold of finalizing the prediction is non-zero. The prediction ability of the population increases with these two parameters (information quality and prediction threshold). We also test our model for a case with two types of agents, one class of agents with high-quality information and low threshold (i.e. agents making an effort to gather high-quality information and trusting this information much compared to the information gleaned from social neighbors), and another class with low-quality information and higher thresholds. We find that the optimal collective prediction ability occurs for an intermediate fraction N ′ /N of agents having highquality information. If N ′ /N is too small the benefit of many agents having high-quality information gets low, if N ′ /N the benefit of the social information diffusion gets low. A similar effect in a non-networked setting (and a rather different model) was observed in Ref. (12) . The effect of network structure is large at a local level-vertices with low-eccentricity (high centrality) tend to perform better than eccentric vertices. On the other hand, different global network topologies do not affect the prediction performance qualitatively. This is in stark contrast to many other dynamical network systems-like spatial games (9; 10; 18), disease spreading (19; 20) , congestion sensitive transport (21) , and so on-that are highly sensitive to the structure of the underlying networks.
Generally speaking for the sensible range of parameter values the population reach, on average, a prediction that is more correct than a random guess. There will however be clusters of incorrect predictions, occasionally spanning a majority of the population. In psychology this result, that collective predictions may be irrational, has traditionally been explained by the "groupthink" concept of Irving Janis (13) . In Janis' work the driving force is that the members of a tight-knit group try to conform to, what they believe, is the group's consensus, this creates an instable situation that may lead to an illogical conclusion. For modern works see Refs. (11; 22; 23) and further references therein. In our model, in contrast, the agents do not actively try to avoid behaving aberrant; furthermore, the underlying network need not be a fully connected network; yet sometimes the majority of the population may predict falsely. To epitomize, the dynamics of social information diffusion may, in rare cases, be enough to misguide a population and this is another process that may lead to the same result as groupthink.
Finally we note that there is a potential application of collective prediction models to computer science. In the theory of distributed computing the Byzantine agreement problem is to coordinate concurrent processes where a number of the processes are faulty (24; 25) . In our context that would be to make all vertices converge to the +1-prediction. We will not go into details about algorithms to solve the Byzantine agreement problem, but note that there is an area in common for mechanistic models of social processes and algorithmic computer science.
