Transcriptomes are key to understanding the relationship between genotype and phenotype. The ability to infer the expression state (active or inactive) of genes in the transcriptome offers unique benefits for addressing this issue. For example, qualitative changes in gene expression may underly the origin of novel phenotypes, and expression states are readily comparable between tissues and species. However, inferring the expression state of genes is a surprisingly difficult problem, owing to the complex biological and technical processes that give rise to observed transcriptomic datasets. Here, we develop a hierarchical Bayesian mixture model that describes this complex process, and allows us to infer expression state of genes from replicate transcriptomic libraries. We explore the statistical behavior of this method with analyses of simulated datasets-where we demonstrate its ability to correctly infer true (known) expression states-and empirical-benchmark datasets, where we demonstrate that the expression states inferred from RNA-seq datasets using our method are consistent with those based on independent evidence. The power of our method to correctly infer expression states is generally high and, remarkably, approaches the maximum possible power for this inference problem. We present an empirical analysis of primate-brain transcriptomes, which identifies genes that have a unique expression state in humans. Our method is implemented in the freely-available R package zigzag.
. Therefore, detecting transcripts of a given gene in 48 a given tissue does not necessarily indicate that it is active. 49 Second, we may fail to detect transcripts of a given gene owing 50 to biological and technical factors, including its expression level, 51 its length, and the sequencing depth of the library. Therefore, 52
Significance Statement
How do the cells of an organism-each with an identical genome-give rise to tissues of incredible phenotypic diversity? Key to answering this question is the transcriptome: the set of genes expressed in a given tissue. We would clearly benefit from the ability to identify qualitative differences in expression (whether a gene is active or inactive in a given tissue/species). Inferring the expression state of genes is surprisingly difficult, owing to the complex biological processes that give rise to transcriptomes, and to the vagaries of techniques used to generate transcriptomic datasets. We develop a hierarchical Bayesian mixture model that-by describing those biological and technical processes-allows us to infer the expression state of genes from replicate transcriptomic datasets.
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imagine using it to generate data. We begin in the upper level We introduce our model by describing how it could be used to simulate transcriptomic libraries. Panel A depicts the true expression state-inactive(blue) or active(red)-and expression level of all genes in the transcriptome. We simulate each gene by randomly sampling from this mixture distribution. Our first four draws include two inactive genes-one with zero expression (gene 1, in the "spike" at left) and one with non-zero expression (gene 2)-and two active genes (3 and 4). Panel B depicts the probability that a gene is not detected (left) and-given detection-the observed expression level of each gene across libraries (right). For each simulated gene, we first determine whether it is detected in each library; if a gene is not detected in a given library, it will have an observed expression level of zero (i.e., be assigned to the library-specific spikes at left). If a gene is detected in a given library, its observed expression level will be drawn from a normal distribution (the gene-specific distributions at right) that describes its variation across all libraries in which it is detected. These normal distributions have a mean equal to the true expression level of each gene and a gene-specific variance. Panel C depicts the observed expression level of all genes-with zero transcripts (left) or non-zero transcripts (right)-in two replicate libraries. For example, gene 1 was not detected in either library because its true expression is zero (panel A). The observed expression levels of genes 2-4 were drawn from their corresponding normal distributions (panel B), resulting in zero transcripts for gene 2 in library b, and non-zero transcripts for the remaining genes in both libraries. To generate a complete library with n genes, we repeat the above procedure n times. Like real datasets, transcriptomes simulated under our model have bimodal expression levels, albeit the active and inactive distributions are obscured by library-specific factors (e.g., sequencing depth) and gene-specific factors (e.g., gene length, true expression level, and gene-specific variance). When used as a generative model, we assume the parameter values are known and the data are unknown; conversely, when used as an inference model, we assume the data are known (observed) and the parameter values are unknown (inferred). sion state is active, its expression level will be drawn from the 112 active (red) normal distribution.
113
Having simulated the true expression level for each gene, 114 we now simulate their observed expression levels ( Fig. 1B) . 115 For each gene, we first determine whether it is detected in 116 each transcriptomic library. The probability that a gene is 117 detected in a given library depends on its true expression level, 118 its length, and library-specific factors (e.g., sequencing depth). 119
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For any library in which the gene is not detected, the observed 120 expression level will be zero ( Fig. 1B, left ). For all libraries in 121 which the gene is detected, we draw its observed expression 122 level from a normal distribution, with a mean equal to its true 123 expression level and a gene-specific variance ( Fig. 1B, with a dominant right mode and a left shoulder (Fig. 1C) . 127 We simulate a set of transcriptomic libraries by repeatedly 128 drawing from the gene-specific distributions described above. impact the probability that a gene is detected in each library. 162 We represent all of the parameters in the lower level of our 163 model with the container parameter θ1. 164 The upper level of our hierarchical Bayesian model de-165 scribes the distribution of true (unobserved) expression levels, 166 which we denote Y. We assume that the true expression levels 167 of genes can be divided into two components; those genes 168 that are actively expressed, and those that are not actively 169 expressed. The assignment of each gene to these in/active 170 expression-state components is described by parameter z a g ,
171
where z a g = 1 indicates that the gene is assigned to the active component, and z a g = 0 indicates that it is assigned to the in-173 active component. We refer to the assignments of all genes to 174 the in/active-expression states as z a . We further assume that 175 inactive genes can be subdivided into two subcomponents: one 176 with zero expression, and another with non-zero expression.
177
Similarly, active genes may be subdivided into one or more 178 subcomponents with distinctly different expression levels (e.g.,
179
housekeeping genes may collectively have higher true expres-180 sion levels relative to other genes). A given model assumes 181 a specific number of active subcomponents, e.g., the model 182 in Figure 1A has a single active subcomponent; a model with 183 two active subcomponents would have two red distributions. 184 We can specify a set of distinct models with different numbers 185 of active subcomponents, and compare their fit to a given 186 dataset (see below). We represent all of the parameters in the 187 upper level of our model-describing true active and inactive 188 distributions-with the container parameter θ2. 189 We infer the joint posterior probability distribution of the 190 hierarchical model parameters-including the set of parameters 191 describing the expression state of all genes, z a -given our 192 observed transcriptomic data, X, by applying Bayes' theorem: 193
where the first term in the numerator is the joint probability of 194 the lower level of the hierarchical model given the local model 195 parameters, θ1, the second term is the joint probability of the 196 upper level of the hierarchical model given the local model 197 parameters, θ2, and the denominator is the average probability 198 of the data under the model (the marginal likelihood).
199
The posterior probability distribution, P (z a , θ1, θ2, Y | X), 200 cannot be calculated analytically because the marginal like-201 lihood, P (X), is impossible to evaluate. Accordingly, we use 202 a numerical algorithm-Markov chain Monte Carlo (MCMC; 203 22-25)-to approximate the posterior probability distribution. 204 The MCMC algorithm samples parameter values in proportion 205 to their posterior probability. From these MCMC samples, we 206 compute the posterior probability that a given gene is active 207 as the fraction of MCMC samples where z a g = 1. We validated 208 our MCMC implementation by running it under the prior, and 209 by measuring coverage probabilities using simulated data.
210
Model Checking. The Bayesian approach for assessing model 211 adequacy is called posterior-predictive assessment (26). This 212 approach is based on the following premise: if our inference 213 model provides an adequate description of the process that 214 gave rise to our observed data, then we should be able to use 215 that model to simulate datasets that resemble our original data. 216 The resemblance between the observed and simulated datasets 217 is quantified using a summary statistic. We use three summary 218 statistics: (1) the upper-level Wasserstein statistic (which 219 measures the discrepancy between the expected and realized 220 true expression levels), (2) the lower-level Wasserstein statistic 221 (which measures the discrepancy between the expected and 222 realized observed expression levels), (3) the Rumsfeld statistic 223 (which measures the discrepancy between the observed and 224 expected number of undetected genes).
225
Simulation Study 226 We explored the ability of our hierarchical Bayesian mixture 227 model to correctly infer the expression state (active or inactive) 228 of genes via simulation. First, we characterize the power to 229 correctly identify the expression state of genes as a function 230 of: (1) the degree of overlap between the true inactive and 231 active distributions of expression levels, and; (2) the number 232 of replicate transcriptomic libraries used to estimate the model 233 D i.e., when the model is misspecified. The model may either 264 include too many active subcomponents (overspecified) or too 265 few active subcomponents (underspecified). 266 We simulated datasets with one or two active subcompo-267 nents. In the latter scenario, we varied the degree of overlap 268 (low, moderate, and high) between the active subcomponents.
269
For each scenario, we simulated 100 datasets, each with four Left panel: We explored the power of our method by simulating datasets with 2, 4, and 6 replicate libraries under varying degrees of overlap (low, moderate and high) between the true active (red) and inactive (blue) distributions. The power to infer the true expression state is generally high, and increases with the number of replicate libraries and/or the degree of separation between the true in/active distributions. Right panel: We explored the robustness of our method to model misspecification by simulating datasets with one or two active (red) subcomponents. For simulated datasets with two active subcomponents, we varied their degree of overlap (low, moderate, and high). We analyzed each simulated dataset under two models: a model with one active subcomponent, and a model with two active subcomponents. The power of the method to correctly infer expression states is robust to model overspecification: estimates from datasets with one active subcomponent are virtually identical under the correct and overspecified models (leftmost pair of boxplots). Similarly, the power of the method is robust to moderate model underspecification: estimates from datasets with two active subcomponents are virtually identical under the correct and underspecified models (two middle pairs of boxplots), except when the degree of disparity between the two active subcomponents is extreme (rightmost pair of boxplots).
developmental-genetic studies). These special cases-where 292 expression states have been determined by independent means-293 provide a rare opportunity to empirically benchmark the per-294 formance of our method. We provide detailed descriptions 295 of the empirical analyses and results in Section 2.3 of the 296 Supplemental Material.
297
Human-lung transcriptomes. Our first empirical benchmark 298 is a human-lung dataset comprising 427 libraries with 19,154 299 protein-coding genes sourced from the GTEx RNA-seq 300 database (27, 28). We inferred the expression state of each gene 301 using the extensive epigenomic dataset for human-lung tissues 302 from the Roadmap Epigenomics Consortium (27, 29, 30); this 303 dataset includes 15 epigenetic marks that are strongly associ-304 ated with expression state. Using this epigenetic evidence, we 305 were able to confidently classify the expression state of 11,968 306 genes (see Supplemental Material for details); we identified 307 7,261 active and 4,707 inactive genes (Fig. 3, left) . These 308 expression-state assignments (treated as known) provide an 309 empirical benchmark to assess the power of our method.
310
Next, we used our hierarchical Bayesian mixture model to 311 infer the expression state of all 19,154 protein-coding genes. 312 We analyzed data subsets consisting of 2, 4, 8, and 16 randomly 313 selected replicate libraries. For each number of libraries, we 314 sampled 10 independent datasets (e.g., 10 sets of 2 libraries, 315 10 sets of 4 libraries, etc.). We measured power by evaluating 316 the posterior probability of the true expression state for each 317 gene, averaged across all of the genes in the transcriptome. 318 The results of these empirical analyses confirm the findings 319 of our simulation study; the power is generally high (> 90% 320 in all cases), and the method performs well with a modest 321 number (four) of libraries (Fig. 3, right) . Left panel: Average observed expression levels of genes in the human-lung transcriptome; active (red) and inactive (blue) genes are known from epigenetic marks, providing an empirical benchmark to assess the performance of our method (genes that could not be classified using epigenetic marks are shown in gray). Note that the expression levels of active and inactive genes fall into two distinct but overlapping distributions. Center panel: We used our model to infer the expression state of all genes from datasets consisting of 2, 4, 8 and 16 randomly selected libraries: we depict estimates for three example genes, where active (red) or inactive (blue) expression states were inferred from a dataset with four randomly selected, replicate libraries (gray distributions). Right panel: We compared our inferred expression states to the known expression states; the power of our method to correctly infer the known expression states is generally high. The use of multiple replicate libraries improves power, and this benefit is realized with only a modest number (four) of replicate libraries. Boxplots represent variation in estimates of power across the 10 sets of randomly selected datasets for each number of libraries. Table S .4 for a list studies).
322
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Drosophila-testis transcriptomes. Our second empirical
334
Conversely, we identified 119 genes that are known to encode 335 odorant and gustatory receptors that are unlikely to be active 336 in the testis; we therefore classify these genes as inactive. 337 We used our method to infer the expression state of all 338 genes in the Drosophila-testis dataset. We measured power 339 by evaluating the posterior probability of the true expression 340 state for each gene, averaged across all of the genes in the 341 transcriptome. As previously, the power of our method is 342 generally high, even for genes that are actively expressed in a 343 tiny fraction of cells in the tissue (Fig. S10 ). Among genes 344 that are known to be actively expressed in the stem-cell niche, generally has high power to infer true/known expression states.
355
Here, we attempt to evaluate the absolute power of our method.
356
To this end, we first establish an upper bound on the power to Specifically, we imagine a threshold-based method; i.e., 361 where a gene is inferred to be active if its relative expression 362 level exceeds a fixed threshold value. Unlike actual threshold-363 based methods (28, 31, 32), this "omniscient" threshold-based 364 method knows the true expression state of each gene. Because 365 this method is aware of the true expression states, it can choose 366 the perfect threshold value that simultaneously maximizes the 367 number of true active genes it infers to be active (the true-368 positive rate) and minimizes the number of true inactive genes 369 it infers to be active (the false-positive rate). 370 We first characterize the power of the omniscient-threshold 371 method by applying it to the empirical-benchmark datasets 372 (where the expression state of each gene is known). Specifi-373 cally, we characterize its power by plotting receiver operating 374 characteristic (ROC) curves: for each possible threshold value, 375 we compute the true-and false-positive rate, and plot the true-376 positive rate as a function of the false-positive rate (Fig. 4, 377 orange curves). Note that a method with perfect power would 378 exhibit an L-shaped ROC curve, as it would simultaneously 379 achieve a 100% true-positive rate and a 0% false-positive rate. 380 Conveniently, we can compare the power of two methods by 381 comparing their ROC curves.
382
Next, we plot ROC curves for our method based on the 383 same empirical-benchmark datasets. Our method infers the 384 posterior probability that each gene is in/active. In principle, 385 we could adopt any posterior-probability threshold to classify 386 the expression state of each gene. Accordingly, we plot ROC 387 curves by computing the true-and false-positive rate for all 388 posterior-probability thresholds between 0 and 1 (Fig. 4 , blue 389 curves).
390
Remarkably, the power of our method is virtually identical 391 to that of the omniscient threshold-based method for both 392 the human-lung and the Drosophila-testis datasets (Fig. 4) . 393 These results demonstrate that our method-under the typical 394 inference scenario, where the true expression states of genes 395 are unknown-is able to correctly infer expression states as 396 well as a method that requires a priori knowledge of the true 397 expression states. . 4 . The power of our method to infer expression states approaches the practical limit for this inference problem. We used our method to infer expression states of all genes in the two empirical-benchmark datasets, human-lung (left) and Drosophila-testis (right) transcriptomes. A gene is assigned to the active expression state if its posterior probability of being active is greater than P . For all possible values of P , we plot the true-positive rate (the fraction of active genes correctly assigned porter in the human striatum may underly changes in the 434 function of this brain region, either through the gain of a novel 435 cell type or a change in the activity of an ancestral cell type. 436
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Discussion
437
Inferring the expression state (active or inactive) of a given 438 gene from transcriptomic datasets is surprisingly difficult, ow-439 ing both to the complexity of the underlying biological pro-440 cesses that give rise to transcriptomes, as well as the vagaries 441 of the techniques that we use to generate RNA-seq libraries. 442 Inferring the expression state of a gene based on its pres-443 ence/absence in a library is unreliable: non-functional genes 444 are often expressed at low levels, while we may fail to de-445 tect a functional gene in a given library for technical reasons. 446 Moreover, variation in the relative expression level of a given 447 gene among libraries will cause its rank order to vary among 448 libraries. As a result, inferring the expression state of a given 449 gene based on its relative-expression level in single libraries is 450 unreliable: transcriptional noise may cause a non-functional 451 gene to have a higher observed expression level than some 452 functional genes that are expressed at low levels. Such con-453 siderations complicate our ability to infer expression states, 454 especially from single libraries.
455
In this paper, we have developed a hierarchical mixture 456 model that captures both important biological features-457 including the characteristic bimodal distribution of expression 458 levels reflecting active expression of functional genes and back-459 ground expression of nonfunctional genes (16-18, 20, 37-45)-460 and relevant technical factors-including differences in the 461 detection probability of individual transcripts among replicate 462 libraries owing to differences in their sequencing depth-that 463 give rise to observed replicate transcriptomic libraries. We 464 implemented our model in a Bayesian inference framework, 465 which confers numerous benefits, including the ability to gauge 466 uncertainty in expression-state estimates, the ability to choose 467 among alternative models, and the ability to assess the fit of 468 a given model to an empirical dataset. We have implemented 469 all of the methods described in this paper in the R package, 470 zigzag.
471
Encouragingly, our analyses of simulated and empirical-472 benchmark datasets demonstrate that our method has gener-473 ally high power to recover true/known expression states, and 474 this power increases with the number of replicate libraries. In 475 fact, the power of our method approaches the upper bound for 476 this inference problem (Fig. 4) . Additionally, our simulations 477 demonstrate that our method is relatively robust to model 478 misspecification (i.e., the assumed number of active subcompo-479 nents). Interestingly, our use of posterior-predictive checking 480 indicates that our model adequately describes the processes 481 that gave rise to all of the empirical datasets evaluated in our 482 study (Figs. S6, S8, S11). These findings provide an empirical 483 validation of the biological and technical features that we chose 484 to incorporate in our model.
485
Our method provides a powerful means to infer expres-486 sion states; this ability will play a direct role in answering 487 many questions about the processes that give rise to transcrip-488 tomes. For example, our analyses of human-lung transcrip-489 tomes reveal that, although ≈ 98% of protein-coding genes are 490 transcribed at detectable levels, only 67% of those genes are ac-491 tively expressed in this tissue. Our method can also play a less 492 direct-but key-role in transcriptomic/developmental-genetic 493 We used our method to infer the expression state of 12,000 1:1:1 orthologous genes in the transcriptomes of six brain regions of macaques, chimpanzees, and humans. We then identified the subset of these genes with unique expression states in humans. (A) Across the six brain regions, we identified between between 9 to 20 genes that were uniquely active in humans (red histogram) and 16 and 23 genes that were uniquely inactive in humans (blue histogram). (B) Here, we depict the expression state of the Slc17a6 gene in two brain regions, amygdala and striatum, for the three species inferred from replicate transcriptomic libraries (gray distributions); active and inactive expression states are indicated with red and blue dots, respectively. In the amygdala, Slc17a6 is active in all three species; in the striatum, Slc17a6 is uniquely active in humans. For many purposes, qualitative comparisons of gene-520 expression states between tissues and species will provide a 521 useful complement to quantitative measures of expression level. 522 Although it remains an open question whether changes in ex-523 pression state play a particularly prominent role in phenotypic 524 evolution, we emphasize that it is impossible to address this 525 question without an objective method for identifying expres-526 sion states. We are optimistic that-by providing a reliable 527 and powerful means to infer the expression state of genes-our 528 method will greatly enhance our ability to understand tran-529 scriptome evolution, and thereby illuminate the relationship 530 between genotype and phenotype.
531
Materials and Methods
532
We provide details of the methods and analyses in the Supplementary 533 Material.
534
ACKNOWLEDGMENTS. The authors thank Li Zhao and David 535
Begun for technical advice and comments on the manuscript. We 
