In this paper we illustrate the influence of prior probabilities of diseases on diagnostic reasoning. For various prior probabilities of classified groups characterized by volatile organic compounds of breath profile, smokers and non-smokers, we constructed the ROC curve and the Youden index with related asymptotic pointwise confidence intervals.
INTRODUCTION
HE PRIOR PROBABILITIES are independent of measured data and known before taking any observations. The change of this information changes the probability of a correct output of a diagnostic test [5] . In this paper we show how radical these changes are in classification of measured concentrations of volatile organic compounds of smokers and non-smokers.
The ROC (receiver operating characteristic) curve is a metric for comparing predicted and actual target values in a classification model. The ROC curve plots sensitivity and (1 -specificity) of the diagnostic test. The sensitivity measures the proportion of actual positives which are correctly identified as such (i.e. the percentage of sick people who are identified as having the condition); and the specificity measures the proportion of negatives which are correctly identified (i.e. the percentage of healthy people who are identified as not having the condition).
Different classification algorithms use different techniques for finding relationships between the measured values of subjects (e.g. concentrations of selected volatile organic compounds, VOCs, of breath profile) and the known targets (association with groups, e.g. smokers or non-smokers). We use the discriminant function g(X) with a threshold (the decision point used by the model for classification) dependent on prior probabilities of groups, [5] . The ROC curve measures the impact of changes in the threshold. For the ROC curve related to changes of prior probabilities we constructed the asymptotic pointwise confidence interval, [4] (CI describes the range where the true ROC curve lies with some specific probability, e.g. 95% CI).
To evaluate effectiveness of classification based on different prior probabilities of discriminated classes we use the Youden index [3] . This index ranges between 0 and 1, with a value close to 1 indicating that the effectiveness of algorithm is relatively large and a value close to 0 indicating limited effectiveness. For the Youden index we constructed the asymptotic pointwise confidence interval, too.
We apply the classification on breath analysis data. Breath analysis as a non-invasive technique is very attractive because it can be easily applied to sick patients, including children and elderly people. It offers potential for detection of some aaaaaaa diseases, e.g. diabetes, lung and esophageal cancer etc. In our study we consider measured values of breath profile of smokers and non-smokers measured by proton transfer reaction mass spectrometry PTR-MS, for more details see e.g. [6] . The measured quantities (counts) are transformed [6] to concentrations of volatile organic compounds in ppb (particles per billion) levels. From previous studies [6] we see that the measured data have better properties after logarithmic transformation. Therefore the raw data were log-transformed.
ROC ANALYSIS
Let us have a random vector X = (X 1 ,…,X n ) where X j represents random variable of log-transformed concentrations of the j-th volatile organic compound (VOC) and n is the number of selected VOCs. For each subject i, i = 1,…,N where N is number of all subjects, defined by measured values x i = (x i1 ,…,x in ) we have categorization to a population y i , i.e. the target
For the population of the group of smokers ω 1 , and the group of non-smokers ω 2 we assume n-dimensional normal distribution.
For classification we use the quadratic discriminant function
where x is a vector of observed values of a subject, µ 1 database is divided into a training and a testing set in some ratio, e.g. 3:2). For a new observation from the testing set x = (x 1 ,…,x n ) we evaluate the value of the discriminant function g(x). This value is compared with a threshold value k, -∞ < k < ∞. In our case the threshold value k is defined as ) (
where P(ω 1 ) and P(ω 2 ) are prior probabilities of group membership, more in [5] . When g(x) > k the subject is classified to the group of positives
and otherwise when
From results of classification of testing data we can evaluate sensitivity Se and specificity Sp as The sensitivity can be expressed as
where G(k) and F(k) can be interpreted as cumulative distribution functions (cdfs) of discriminant function g(X) for positive group ω 1 and negative group ω 2 . The alternative definition of the ROC curve is
For 0 ≤ t ≤ 1 where F-1(t) = inf{k: F(k) ≥ t} denotes the generalized inverse function of F. However, since empirical cdfs F and Ĝ are discontinuous, the estimate of R(1 -t) might have a very erratic appearance [4] . For this reason, it can be advantageous to use smooth empirical cdfs for calculating the estimator of R (1 -t) . From empirical cumulative distribution functions we construct estimates of probability density functions (pdfs) f and g, based on normalized histograms. We smooth the functions fˆa nd ĝ , too. Next we assume that f and g are continuous and f /g is bounded on any subinterval (a,b) of (0,1), and n/m → λ (a constant) as min(n,m) → ∞, where n and m are sample sizes of training sets of the populations. The asymptotic pointwise estimate of a CI for R(1 -t) is defined as
where z(α/2) is the α/2-quantile of the standard normal distribution, α is a chosen level of significance and σ is estimated standard deviation of the ROC curve defined later. In [4] it is shown that a probability space exists on which one can define two independent Brownian bridges B 1
For a Brownian bridge B (n) we have E(B (n) (t)) = 0 and E(B (n) (t)B
(n) (s)) = t (1-s), for more details see [2] . It can be shown that
, (7) with zero mean and variance
, (8) where after replacing F, G, f and g by the respective estimators F , Ĝ , fˆand ĝ we obtain an estimator of σ 2 for
for all possible threshold values k [3] . It is the maximum vertical distance between the ROC curve and the diagonal or the chance line, Fig. 1 . The Youden index can be rewritten as
where F(k) = t is regarded as a constant. So for the Youden index we can write an asymptotic pointwise CI
where σ is estimator σ of the ROC curve
. The optimal choice of prior probabilities of groups used in classification is at the point where the Youden index is maximal.
RESULTS
Recent results suggest that breath-concentrations could be expected to be log-normally distributed and that the logarithmic transformation of the data could be profitable, e.g. [6] . We verified the assumption of normal distribution of transformed database by the test of skewness and kurtosis of n-dimensional normal distribution [7] . In the database, we have measured concentrations of selected VOCs for 44 smokers and 173 non-smokers.
The sensitivity Se and specificity Sp was estimated by (3), where TN, TP, FP, FN values were computed as arithmetic means based on 100 times divided database in 3:2 ratio for different k defined by the prior probabilities P(ω 1 ) = 0.001:0.001:0.999 and P(ω 2 ) = 1-P(ω 1 ).
From proportion Se and Sp empirical cdfs of discriminant function g(X) were evaluated for the positive group Ĝ and the negative group F . The functions fˆa nd ĝ , pdfs of discriminant Fig.1 The ROC curve with 95% confidence interval for discriminant function for two groups with threshold dependent on prior probabilities of groups, optimal threshold point with related Youden index and other threshold points characterized by prior probability of positive group. function were computed from normalized histogram from empirical cdfs. For computing the ROC curve by (4) and the standard deviation of the ROC curve by (8), we smoothed F , Ĝ , fˆa nd ĝ functions with Gaussian window. The Youden index was evaluated by (9) with 95% confidence interval by (10).
The results of classification of smokers and non-smokers are plotted in Fig.1 and Fig.2 . The most effective classification is for prior probability of smokers P(ω 1 ) = 0.05. We also see that the effectiveness of classification is different for different prior probabilities of group membership.
DISCUSSION/CONCLUSIONS
The ROC analysis is an important tool to summarize the performance (sensitivity and specificity, measures used in medicine) of a medical diagnostic test. By the Youden index we see effectiveness of classification.
The confidence bands are a useful graphical tool for visualizing the statistical variability of the ROC curve and the Youden index estimated from clinical data.
The choice of the prior probabilities of group membership, e.g. insurance company estimates the prior probabilities from knowledge about population but a doctor assesses them based on his own knowledge about the patient, has impact on the results of classification. Our classification method minimizes the total error of classification under the given prior probabilities of group membership. Fig.2 shows the wellknown problem: for very high prior probability of one of the groups the classification method has a tendency to classify almost all data to this group. This behavior is not shown in the total error. Therefore we evaluate the Youden index (in place of total error) for the classification of the groups. 
