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I. INTRODUCTION
The choice of exchange rate regime and its macroeconomic implications-a well-debated subject since the collapse of the Bretton-Woods system in the early 1970s-gained renewed interest and scrutiny of researchers and policy makers with a series of financial crisis in the late 1990s. Most of the ensuing research focused on the influence of exchange rate regimes on economic growth and inflation, but the seminal work of Rose (2000) , which investigates the effect of monetary unions on bilateral trade, has generated considerable interest in determining the effects of exchange rate regimes on international trade (see, for example, Klein and Shambaugh, 2006; Adam and Cobham, 2007; and Egger, 2008) .
While relevant studies almost unanimously find that exchange rate regimes with lower uncertainty and transaction costs-namely, conventional pegs and currency unions-are significantly more pro-trade than flexible regimes, these analyses focus on de facto exchange rate classifications.
1 This approach is based on the premise that such classifications offer an improved characterization of the exchange rate regime in place since actual outcomes are likely to matter more than policy commitments. In fact, since pervasive differences were highlighted by earlier research-notably, Obstfeld and Rogoff (1995) and Calvo and Reinhart (2002) -between the officially announced exchange rate regimes and those followed in practice, the use of the former in empirical analysis has been significantly reduced. This paper questions the presumed irrelevance of the de jure classification, and argues that to the extent that central banks' commitments affect market expectations, the de jure exchange rate arrangement-which captures these commitments-may also have an important impact on international trade. Disparate economic agents depend on signals of government's policy intentions, and the official announcement of the exchange rate regime provides one such signal. Thus, for example, the announcement of a stable exchange rate regime could anchor inflation expectations, reduce exchange rate risk and uncertainty, and boost trade, particularly in the shortrun. 2 The effect may of course be magnified if the announcement is backed up by actions, lowering actual transaction costs for traders. In the long run, however, official past behavior may also send a signal, and persistent deviations from policy commitments could undermine government credibility and the effect of official declarations. The de jure peg is thus likely to be associated with higher trade if the monetary authority demonstrates a history of following through its words thereby sending a stronger signal of its commitments to market participants.
Viewed in this light, official declarations and actions could be seen as reflecting different aspects of exchange rate stability, and a full understanding of the impact of exchange rate arrangements on cross-border trade activity requires assessing both "words" and "deeds". The objective of this paper is therefore to empirically revisit the relationship between exchange rate regimes and bilateral trade, and systematically investigate if differences exist between the trade generating effects of official announcements on exchange rate policy relative to actual outcomes. While doing so, we also examine the extent to which the alignment between words and deeds matters, and if long-run policy credibility-defined in terms of past deviations of deeds from words-has any influence on the effect of commitments on trade flows.
Importantly, the empirical analysis presented here addresses some of the important econometric concerns-particularly those pertaining to the treatment of omitted variables-raised in previous literature in the context of currency unions and bilateral trade. Applying recent developments in the estimation of bilateral trade flow models, known as gravity models, and focusing on various subsamples in addition to the world sample, we put forward improved quantitative estimates obtained through a range of estimation methods including controlling for dyadic fixed effects (with and without time varying country specific effects), and the Hausman Taylor approach, which permits the estimation of time invariant variables. We also modify our model to allow for the effects of currency unions (CUs) and pegs to evolve over time, and explore the dynamic properties of exchange rate regimes in relation to trade.
In addition, we use a novel dataset of the International Monetary Fund's (IMF) de jure and de facto exchange rate regime classifications compiled by Anderson (2008) , which offers two notable advantages. First, it is the only available de facto classification which assesses central bank behavior (in addition to supplementary indicators such as exchange rate movements); and second, it has the same cross-country and time coverage for both de jure and de facto classifications, ensuring that any differences in results are not driven by sample differences. 3 We combine this dataset with recent bilateral trade data covering 159 countries over , which includes the post-European Monetary Union (EMU) period that has not been taken into account by most previous studies analyzing trade and exchange rate regimes.
Our findings suggest that, on average, both de jure and de facto pegs promote bilateral tradethrough channels in addition to reduced exchange rate volatility. The trade generating effect of policy commitments and actions to maintain exchange rate stability is similar (35-39 percent), but is amplified when they are aligned, that is, words are backed by deeds. Further, we find evidence that (i) while countries belonging to a CU trade significantly more with each other than with comparable countries that do not share a currency, the effect is broadly in the same order of magnitude as direct pegs; (ii) exchange rate stability created with trading partners as a result of pegging to an anchor currency may promote trade, but the effect appears to be conditional on the geographical proximity of the trading partner; (iii) the bilateral trade benefits from CU and direct pegs evolve over time-while CUs have clear anticipatory effects, the effect of direct pegs could be persistent up to, on average, three years after they have been put in place; and (iv) the effect of fixed exchange rate regimes varies across subsamples with, for example, nonindustrialized dyads benefiting relatively more from CUs than the industrialized trading pairs.
This study contributes to the relevant literature in several dimensions. First, while a few studies, notably Klein and Shambaugh (KS, 2006) , and Adam and Cobham (2007) , investigate the importance of exchange rate regimes for trade, and others examine the macroeconomic implications of policy announcements and actions on exchange rates (for example, Genberg and Swoboda, 2005; and Guisinger and Singer, 2009) , to our best knowledge, this is the first attempt to systematically analyze the significance of words and deeds for international trade. Second, we employ a comprehensive and updated de jure and de facto classification from the same sourcethus ensuring a consistent comparison-that also covers recent years and includes the formation of the EMU. Finally, our analysis provides more reliable estimates based on improved econometric specifications and methods that control for potential endogeneity biases.
In what follows, Section II outlines the empirical strategy adopted in the paper, and discusses relevant estimation issues. Section III describes the data in detail. Section IV presents the estimation results and the sensitivity analysis. Section V concludes.
II. EMPIRICAL STRATEGY

A. Analytical Framework
In line with recent literature, we employ the workhorse gravity model of bilateral trade flows to investigate the effect of exchange rate regimes on trade. The gravity model represents trade between two countries as a function of their respective economic sizes and obstacles to trade such as the distance between them. The initial criticism that these models lack a proper theoretical foundation has been addressed by several studies that use different approaches to establish a theoretical justification for these models (for example, Anderson, 1979; Bergstrand, 1985; and Deardorff, 1998) . In its simple form, the gravity equation can be expressed as:
where X ij represents the exports from country i to j, Y is total domestic output, P i and P j are the overall price indices in country i and j, respectively, T ij are the iceberg trading costs (such that T X ′ < 0), and σ is the elasticity of substitution between products (σ > 1).
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Benchmark specification
Traditionally, T ij in equation (1) includes transportation costs that are proxied by geographical attributes (such as bilateral distance, access to sea, and contiguity). In recent years, other factors that may affect trade costs, for example, common language, historical ties, free trade agreements, tariffs, and non-tariff barriers have also been included. To the extent that exchange rate policy choices influence currency conversion costs, exchange rate volatility as well as uncertainty, trading costs would also depend on the exchange rate regime in place, making its inclusion in T ij appropriate.
Thus, to examine the trade effects of exchange rate regimes, we augment the traditional gravity equation, and include variables for hard pegs (CUs), conventional (soft) pegs, and any exchange rate links created with trading partners as a consequence of pegging with an anchor currency. Our benchmark specification therefore takes the following form: 
where X ijt denotes bilateral trade between countries i and j in year t; Z is a vector consisting of traditional time varying and invariant trade determinants; 5 CU is binary variable that is unity if i and j share the same currency; DirPeg is also a binary variable that is unity if i's exchange rate is pegged to j, or vice versa (but i and j are not members of the same currency union); IndPegdefined in a similar manner to KS (2006)-is a binary variable that takes the value of 1 if i is indirectly related to j through its peg with an anchor country;
6 Vol refers to real exchange rate volatility defined over a specific horizon; λ t are the year-specific effects indicating common shocks across countries; and u ij is the error term, assumed to be independently and normally distributed (u ij ~ N(0,σ)).
To construct direct and indirect pegs, we need information on anchor countries. Our list of anchors includes major currencies as well as regionally important currencies (Table A4) . We focus on strict (or explicit) anchors, whereby countries serving as anchors of monetary policy or multiple anchors (basket pegs) are not included. Further, since the depth or level of the indirect peg relation between a trading pair may imply a different impact on trade, we use two alternative coding schemes for indirect pegs. In the first scheme, we include the shortest indirect linkage where a dyad pegged to the same base is considered as having an indirect peg. In the second, we include longer indirect linkages, such as those between two countries that are pegged to different base countries, but their base countries are pegged to the same anchor country.
7 Overall, the three exchange rate regime categories included in our estimation-currency unions, direct and indirect pegs-are mutually exclusive such that at a point in time, each country pair is coded as one of the three.
The reason for including exchange rate volatility in the benchmark specification is to examine if more stable exchange rate regimes improve trade through channels other than reduced volatility (such as a reduction in transaction costs, increased transparency, and competition). The construction of the n-horizon real exchange rate volatility measure, Vol, follows Ghosh, Gulde, and Wolf (GGW, 2003) , and is done in two steps. First, for each month in a given year, we take the absolute value of the percentage change in the exchange rate over the previous n months. Next, we take the average of the absolute values over n months to obtain a measure corresponding to that particular year, given by: 5 The time variant variables are: the (log of) product of real gross domestic product (GDP) and real GDP per capita of the trading pair; and a binary variable equal to one if the pair shares a free trade agreement. The time invariant variables are: the (log of) product of land areas of the pair, and the distance between them, whether the countries are landlocked or island, and binary variables equal to one if the pair shares colonial ties, language, and border. 6 By this definition, two countries (B and C) that are pegged to the same anchor (A) are classified as having an indirect peg with each other. Similarly, if another country, D, is pegged to B, then D would also have indirect pegs with A and C, and so forth. See Figure A1 for a diagrammatic illustration of possible indirect peg relations. 7 Specifically, the first definition of indirect peg includes relation=2 between pairs (which is equivalent to the "sibling" relationship of KS) in Figure A1 . The second definition includes indirect relations=2, 3, 4 and 5.
where R is the bilateral real exchange rate between countries i and j. We define Vol over two horizons-12 and 36 months-to represent short and long-run volatility, respectively. We also construct two other measures of volatility to verify the robustness of our results to different definitions of the variable, as follows: 
where r is the natural log of bilateral real exchange rate between countries i and j; and R is the average bilateral real exchange rate over the given period. Vol2 defines volatility as the standard deviation of the first difference of (logs of) the real exchange rate. The first difference is computed over one month (with end-of-month data), while the standard deviation is calculated over 12 and 36 months to measure short and long-run volatility, respectively. Vol3 represents a linear transformation of the coefficient of variation of real exchange rates, and is also computed over the short and long horizons.
Words versus deeds
While estimating equation (2) is important to assess the relative importance of de jure vis-à-vis de facto pegs, and for comparing the trade generating effects of CUs versus conventional pegs, we are also interested in knowing if the alignment of words with deeds has any additional impact on bilateral trade. For this purpose, we consider the matrix of four possible scenarios arising from similarities and discrepancies between de jure and de facto exchange rate arrangements: (i) words match deeds on pegs, that is, both de jure peg and de facto arrangements indicate a peg; (ii) "mirage of fixed", that is, the de jure arrangement is a peg but de facto is a nonpeg; (iii) "fear of float", that is, the de jure arrangement is a nonpeg but de facto is a peg; and (iv) words match deeds on nonpegs, that is, both de jure and de facto arrangements indicate nonpegs. We create binary variables to represent these cases and take the fourth scenario as the reference category to modify equation (2) as follows:
where Deedsmatchwords, Mirageoffixed, and Fearoffloat are dummy variables equal to one if both de jure and de facto classifications indicate a peg; de jure is a peg while de facto is a nonpeg; and de jure is a nonpeg but de facto indicates a peg, respectively, and are equal to zero otherwise.
The extent to which words and deeds matter for each other could be assessed by a comparison of the estimated δ 1 , δ 2 and δ 3 from equation (3). If policy commitments matter for de facto exchange rate stabilization, then the de facto peg supported by words should have a larger trade generating effect than the de facto peg not supported by words (that is, 1 3δ δ > ). By this account, the estimated δ 1 would also be larger than the estimated δ obtained from equation (2), which represents the average impact of de facto pegs. Similarly, if there exists any costs of deviating from the announced policy to maintain a peg, then the de jure peg not backed by actions would have a smaller effect vis-à-vis the scenario when commitments are kept (that is, 1 2δ δ > ).
Nevertheless, as discussed earlier, the consensus between policy commitments and actions may not only be important in the short-run but also in the long-run. By observing exchange rate movements, market participants could detect defections from official proclamations, and the government risks losing credibility (thereby creating greater uncertainty) over time, if it reneges too often on its commitments. Consequently, all else being constant, the effect of words on exchange rate stability is likely to be lower in such cases than if the government maintains a good track record of following through its official commitments.
To investigate the importance of long-run policy credibility, we construct two measures based on the share of mismatches between de jure and de facto classifications over the prior three and five years. These measures take values in the range of 0 and 1 such that if a country does not abide by its committed exchange rate regime in all of the previous three or five years, it receives the score of 1-which indicates weak credibility-while the country which does not defect at all receives the score of zero. We interact our credibility measures with the de jure peg in equation (2) to test whether the impact of words and deeds in time period t is determined by past government behavior on exchange rate policy. If weaker policy credibility lowers the effectiveness of signaling, then the estimated coefficient of the interaction term (ψ) is expected to be negative in the equation below:
Dynamic effects
Estimates of exchange rate regimes based on a static specification such as equation (2) ignore the possibility that the trade generating effects of more stable exchange rate arrangements may phase in over time instead of jumping to a new long-run equilibrium as soon as a CU or direct peg is in place. This could be the outcome of, for example, entry and exit decisions of firms in response to official announcements or actions on exchange rate-where the decision taken in the current period may affect output and trade in subsequent time periods. In addition, stable exchange rate regimes could also have anticipatory effects. This is particularly true for CUs where the commitment is typically made a few years in advance, which may lead traders to strengthen links with other member countries and build networks in the run up to CU formation.
To take into account the dynamic effects of exchange rate regimes on trade, we extend our benchmark specification in two ways. First, we include binary variables indicating years before adopting a common currency or a conventional peg to capture the anticipatory effects of these regimes. Second, we add lags of CU and direct peg variables to examine any persistence in the impact. The estimated equation thus takes the following form:
Equation (5) measures the impact of CUs and direct pegs five years prior to their adoption and up to five years after they start (with s = 0 representing the year of adoption). The cumulative effect of these arrangements is hence given by the sums of estimated γ and δ, respectively.
B. Estimation Issues
Estimation of the gravity model raises several methodological issues that have been discussed extensively in the literature, foremost being the potential endogeneity of regressors, essentially arising from their correlation with the error term u ijt in equations (2)-(4). The two important sources of this endogeneity are omitted variables and reverse causality (or simultaneity). To the extent that these concerns relate to the analysis presented in this paper, we discuss our attempts to address them in the estimation, and through the sensitivity analysis of the obtained results.
Omitted variable bias
The omitted variable bias may originate from the correlation of any pro-trade omitted variables with the explanatory variables in the gravity equation. For example, the error term in equation (2) may be representing unobserved political and institutional variables, which affect trade between two countries and are not accounted for in the model, but may also be correlated with the decision to adopt a particular exchange rate regime. The pooled Ordinary Least Squares (OLS) approach essentially assumes that there is no unobserved individual heterogeneity across countries. However, if such heterogeneity exists, and the error term is correlated with Z k , then the OLS estimator is likely to be biased and inconsistent.
Research following Rose (2000) attempts to control for this bias by introducing country-specific idiosyncrasies in the gravity model-both for cross-sectional and panel estimations. In crosssection analysis, country fixed-effects (CFE) are used to account for Anderson and van Wincoop's (2003) "multilateral resistance" terms-the price indices P i and P j in equation (1)-according to which trade between two countries does not only depend on the characteristics of the countries, but also on the barriers between them and the rest of the world. However, given that there is a time-series element to the potential bias that is not eliminated with this procedure, Anderson and van Wincoop (2004) propose that separate country fixed-effects should be included for each year (CYFE) to take into account changes in multilateral resistance over time.
The CYFE capture any time varying country-specific shocks to trade flows, as well as other factors that are not included in the model due to lack of data or measurement difficulties (for example, infrastructure, factor endowments, and institutions).
Glick and Rose (2002) argue that including CFE or CYFE may still not resolve the omitted variables problem. This is because the unobserved variables could be correlated with the bilateral characteristics of the dyads (such as the propensity to opt for a particular exchange rate regime) and the trade between them, which may bias the CFE/CYFE estimates. They therefore propose using the panel data fixed-effects estimator that adds country-pair specific effects (CPFE) to the gravity equation, thereby controlling for any strong bilateral likelihood to trade. The CPFE, however, does not provide coefficient estimates for the time invariant variables. This may have implications for estimating equation (2) since, as noted by KS (2006) , any country pair that has had the same exchange rate regime (currency union or direct peg) during the sample period will not yield information in the estimated impact of the regime on bilateral trade.
In our analysis, we address the endogeneity concern resulting from the omitted variable bias and the estimation of time invariant (or with little variation) regressors using the Hausman and Taylor (HT, 1981) estimation technique. The HT estimator-based on the instrumental variable approach-yields consistent and efficient estimates in the presence of correlation between some explanatory variables and the error term. 9 To construct instruments, the HT method exploits the panel dimension of the data, and instruments the endogenous time varying variables by the deviation from their individual means, and the endogenous time invariant variables by the deviation of the exogenous time varying variables from their individual means.
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The two most obvious advantages of the HT estimator are the construction of valid instruments from within the model, and using the means of exogenous time variant variables as instruments to estimate the effect of time-invariant variables. However, despite its useful features, the HT method has been less widely applied. Egger (2002 ), and Egger and Pfaffermayr (2003 , 2004 argue that the HT method is superior to the traditional OLS, random and fixed effects methods in the context of bilateral trade models. Carrére (2008) applies it to study the endogenous link between regional trade agreements and bilateral trade flows, and Serlenga and Shin (2007) use the HT method to examine intra-EU trade during . Both studies find evidence that the HT method is more suitable than the fixed and random effect methods.
Simultaneity bias
Another potential source of endogeneity stems from the fact that the choice of exchange rate regime may not be exogenous, but depend itself on trade links between partner countries. If this holds true then some of the large trade-creating effects of these regimes may actually be a reflection of reverse causality. Most studies ignore endogeneity concerns because of the difficulty in finding plausible instruments, but exceptions include Alesina, Barro, and Tenreyro (2002) and Barro and Tenreyro (2007) , who exploit client country decisions to peg to an anchor country to construct instruments. Frankel (2008) addresses endogeneity by conducting a "natural experiment" where he examines the effect of the French franc's conversion to the Euro in 1999 on the bilateral trade of CFA members with other European countries. Similarly, KS (2006) use information on the share of pegs to potential reference currencies in neighboring countries to construct their instrument. These studies find that the significantly positive effect of fixed exchange rate regimes remains even after controlling for simultaneity, and in some cases becomes larger in magnitude.
While endogeneity may be an important issue in cross-sectional studies, an advantage of using the panel specification is that it could be addressed through the inclusion of unobserved dyad specific effects. Taking into account the dyad fixed effects captures the impact of all timeinvariant factors (such as historical, cultural, political, and geographical ties) that are specific to the trading pair but are likely to have an impact on trade as well as on the choice of exchange rate arrangement between them. This makes the assumption of exogenous exchange rate arrangements-which in this context implies that countries do not base their exchange rate policy choices in response to random shocks to trade-much more plausible.
11 Nevertheless, to address any concerns that the exchange rate regime responds to changes in trade due to timevarying bilateral effects not controlled for in the regression, we also estimate equation (2) using the fixed effects-Generalized Method of Moments (GMM) and the system-GMM estimators in the sensitivity analysis.
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Model specification
Finally, several issues relating to misspecification of the gravity model have been discussed extensively in earlier literature (see, for example, Baldwin (2006) ). These include those pertaining to the: (i) construction of the dependent variable; (ii) possible nonlinear effect of the income variable on trade; (iii) sample selection bias; (iv) sensitivity of the results to the sample; and (v) the inclusion of zero-trade flows. We attempt to address all these issues in an extensive set of robustness tests, discussed in Section IV.B.
III. DESCRIPTION OF DATA
A. Exchange Rate Regime Classification
An important issue in the empirical study of exchange rate regimes is that of regime classification. Early literature used the de jure classification-the regime declared by national authorities, and published in the IMF's Annual Report on Exchange Arrangements and Exchange Restrictions (AREAR). However, since the work of Obstfeld and Rogoff (1995) and Calvo and Reinhart (2002) highlighted pervasive differences in the de jure and de facto currency regimes through the "mirage of fixed rates" and the "fear of floating", respectively, the use of de jure classification in empirical exchange rate analysis has been significantly reduced. 13 Thereafter, de facto classifications that seek to categorize regimes based on movements in the exchange rate or international reserves have been developed-the best known of which include GGW (2003) , Levi-Yeyati and Sturzenegger (LYS, 2003) , Reinhart and Rogoff (RR, 2004) , and Shambaugh (JS, 2004) . 14 Any attempt to examine the differences in macroeconomic implications of the de facto regime vis-à-vis the de jure regime using the above classifications is however beset with two problems. First, the sources and data coverage underlying the above classifications are different from IMF's de jure classification, making it difficult to judge whether any difference in findings reflect substantive variation across the two classifications or simply differences in the sample and sources. Second, there is little agreement among the various de facto classifications, making it hard to know whether results are driven by genuine differences in performance across regimes or simply idiosyncrasies in the classification schemes.
To address these problems, we define the exchange rate arrangement between trading partners using the IMF's de jure and de facto classifications. This enables us to capture the stated and implemented policies of the central bank using data from a common source, with similar sample coverage. The IMF's de facto classification scheme-adopted since 1999-combines available information on central bank's policy framework with the actual exchange rate and international reserves movements to form a judgment about the exchange rate regime in place. In this respect, it is the only de facto classification that takes into account central bank behavior where the necessary information is compiled from different primary (for example, IMF's surveillance and technical assistance reports) and secondary (such as reports of the press and other multinational organizations) sources. The classification is extended backwards for the period 1990-2000 by Bubula and Ötker-Robe (2002) , and further backwards up to 1972 by Anderson (2008) . The IMF's de facto classification also has the benefit of being less idiosyncratic than the others. This means that-on average-for each (country-year) observation, the other de facto classifications agree more with the Fund's classification than with each other. Figure 1 compares the IMF's de facto (DF) and de jure (DJ) classifications with the classifications of LYS and RR using a composite measure of similarity when regimes are grouped as fixed, intermediate and floating.
15 13 The "mirage of fixed" and "fear of floating" refer to the facts that some countries that claim to peg do not do so in practice, and those that claim to have a float, intervene heavily to stabilize the exchange rate, respectively.
The constructed "similarity" index-which is a weighted average of the consensus between the classifications across the three regimes-takes a value between 0 and 1, with a value of 1 indicating perfect similarity of the classifications. Specifically, to construct the index based on DJ, DF, RR and LYS (DF, RR, and LYS), each classification is assigned a value of 1 if it agrees with any of the other classifications. Hence, for every classification, a country-year observation receives a score of 1/3 (1/2) for each other classification that agrees with it. The overall index is constructed as the weighted sum of the scores for the three regimes, with the weights being equal to the proportion of pegs, intermediate, and floats in the particular classification.
A comparison of the indices reveals that the IMF's classification has overall greater similarity with the other two. It receives an average score of about 0.75 if the de jure classification is included in the comparator category (and of about 0.72 if it is not), while LYS and RR receive overall scores of 0.66, and 0.58, respectively. The JS classification is not included in the similarity indices as it is available as a binary variable (pegs versus nonpegs) only. To include it in the comparison, we group the other exchange rate regimes (IMF, LYS, and RR) into binary variables, and compute the correlation matrix. The IMF's de facto classification is found to be the closest to the JS classification and the least similar to LYS (Table 1) . About 87 percent of the observations in the IMF de facto classification are coded (as pegs or nonpegs) in the same way as in the JS classification, and the overall correlation between the two series is 0.76. The temporal comparison of the classifications reported in Table 2 also reveals three other interesting trends. First, the share of pegs in the de facto classification is consistently higher than in the de jure classification, supporting the "hidden pegs" hypothesis of LYS (2003) . Second, there appears to be a consistent decline in the share of intermediate regimes, as suggested by Eichengreen's (1994) "hollowing-out" hypothesis, which seems to be largely driven by the advanced and emerging countries ( Figure 2 ). In fact, the share of intermediate regimes appears to be broadly stable for the developing economies since the late 1980s under both de jure and de facto classifications. Third, the share of de facto floating regimes is lower than the de jure floats throughout, particularly for the emerging markets and developing economies, providing support for Calvo and Reinhart's (2000) "fear of floating" hypothesis.
B. Data and Summary Statistics
The exchange rate regime classification data described above is available in country-year format. Using the information on anchor currencies-also obtained from Anderson (2008)-we construct bilateral binary variables for CUs and direct pegs, and combine them with the annual bilateral trade data obtained from the IMF's Direction of Trade Statistics. The binary variable for indirect pegs is defined using an algorithm to associate bilateral exchange rate relations with anchor currencies, along the lines discussed in Section III.A.
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The other data required for estimation purposes has been compiled from multiple sources. We estimate the benchmark and augmented gravity specifications for a range of samples including dyads belonging to different or similar income groups, but for brevity report the results of four samples (world, industrial-industrial (Ind-Ind), industrial-nonindustrial (Ind-Nind), and nonindustrial-nonindustrial (Nind-Nind)). The first sample covers all countries for which the required data are available; the second comprises those observations where both trading partners belong to industrial countries; the third includes those dyads where one partner is an industrial country and the other is a nonindustrial country; and the fourth covers the pairs where both countries are nonindustrial. Table 3 presents the distribution of currency unions, direct pegs, and indirect pegs in the bilateral dataset used for estimation purposes. The dataset covers 159 countries over the period 1972-2006, yielding 10,894 individual country pairs (rather than 159×158/2=12,561 because of missing observations), and 177,270 observations. Over half of the observations in the sample belong to Nind-Nind dyads but interestingly they account for only 7 percent of world trade conducted in the sample period; while the Ind-Ind pairs constitute about 5 percent of the observations, and represent over 50 percent of world trade. Almost 40 percent of the observations are Ind-Nind pairs that make up 40 percent of world trade.
In the full sample, the number of observations coded as de facto pegs is higher than de jure pegs. Of the direct de jure and de facto pegs, about 90 percent of the dyadic observations are Ind-Nind pairs. Since one direct peg can generate several indirect pegs, we have 8,092 and 16,705 indirect pegs based on the de jure and de facto classifications, respectively, the majority of which are between the Nind-Nind pairs. Further, of the 124 country pairs that have a de jure direct peg, 107 show a change in regime (both on and off a peg), with a total of 194 switches in our sample. The number of switches to a de jure peg is 71, while the number of exits is 123, with several countrypairs switching regimes more than once. Based on the de facto classification, 121 country pairs switched regimes 251 times, with 107 switches to a peg and 144 exits from it.
About 178 country pairs in the full sample share a currency. Of the total 2,121 observations coded as currency unions, about 80 percent are nonindustrialized pairs, largely comprising African trading partners, and 15 percent are industrialized pairs. There are 67 country pairs that switch to enter a currency union, of which 59 are the Ind-Ind dyads. These mainly represent the EMU member countries that adopted the Euro between 1999 and 2006. 19 Table 4 presents the distribution of dyads across the various exchange rate arrangements based on the official announcements and actual exchange rate behavior. Of the four possibilities-de jure peg-de facto peg; de jure peg-de facto nonpeg; de jure nonpeg-de facto peg; and de jure nonpeg-de facto nonpeg-the majority of observations fall in the last category, and the least where the central bank announces a conventional peg but does not maintain it (the "mirage of fixed rates" scenario). It is interesting to note that the mean (long-run) exchange rate volatility is higher for the de jure peg-de facto peg case, relative to where the declared regime is a nonpeg, but the country manages its exchange rate (the "fear of floating" scenario). If policy announcements do not matter, the behavior of exchange rates should be broadly similar in both cases. The fact that average exchange rate volatility is almost twice as large in the former case supports the observation of Genberg and Swoboda (2005), and reinforces the argument that words could matter significantly.
IV. EMPIRICAL RESULTS
A. Benchmark specification
World sample
The estimation results for equation (2) for the full sample are presented in Table 5 . For completeness and comparison to the results reported in previous studies, we estimate the benchmark specification using both the de jure and de facto classifications with all the estimators discussed earlier, namely, pooled OLS, CFE, CYFE, CPFE, and HT. 20 We then follow the sequential testing procedure suggested in Baltagi, Bresson and Pirotte (2003) , and conduct the HT specification tests to select between the various estimation methods.
The results for the de jure and de facto classifications are presented in columns (1)-(5) and columns (6)-(10) of Table 5 , respectively. In both cases, for the OLS estimation when only time effects are included along with the other gravity variables, CUs and direct pegs have a significantly positive effect on bilateral trade. The signs and magnitude of the estimated coefficients of the traditional gravity variables are plausible and in line with earlier studies, and a majority of these variables are statistically significant at the 1 percent level. The estimated impact of long-run exchange rate volatility is significantly negative, while indirect pegs are also found to have a negative effect. These results do not change much when the CFE are included to control for unobserved country-specific characteristics, but the significant F-test on fixed effects indicates the inappropriateness of the OLS method. The addition of CYFE in columns (3) and (8) does little to improve the fit of the model. However, the estimated effect of CUs becomes larger, and we obtain a counter-intuitive result for exchange rate volatility, which is estimated to have a significantly positive effect on bilateral trade flows.
Controlling for the CPFE as in columns (4) and (9), we observe that the estimated trade generating CU and direct peg effects fall substantially but remain statistically significant. Nevertheless, we lose the cross-sectional information of the data, and all time invariant variables drop from the estimation. To take into account the cross-sectional dimension while allowing for the correlation of some regressors with the individual effects, we estimate equation (2) with the HT method specifying several possible sets of endogenous variables. The choice of endogenous variables rests on economic reasoning but the final set is selected based on a comparison of the HT specification (or Hausman) test for these estimations with the fixed effects estimator. The test results (as reported in the last row of Table 5) suggest that the difference between the CPFE and HT estimators is not significant enough to reject the appropriateness of the HT estimator when CU, direct peg, real GDP, real GDP per capita, distance, and free trade agreement are considered as endogenous variables. Hence, the HT specifications reported here take this set of variables as endogenous.
21
The estimated trade generating effect of CUs and direct pegs based on the HT method is quite similar to that obtained from the CPFE approach but different from the CYFE. We interpret the estimated coefficients to indicate that the membership of a CU-on average-increases bilateral trade by about 36-39 percent. 22 This result is in line with the estimates of recent studies, which report a smaller effect than Rose (2000) . Both de jure and de facto direct pegs have a significantly positive effect on bilateral trade, with the size of the estimated effect (35-39 percent) being close to that of CUs. Considering that the estimated positive impacts of more stable exchange rate regimes are significant despite controlling for exchange rate volatility supports the notion that these regimes promote trade through channels in addition to reduced exchange rate volatility.
23
The estimated impact of exchange rate volatility is strongly negative. The obtained point estimate implies that increasing exchange rate volatility by one standard deviation leads to a 21 We try several possible combinations of the regressors as endogenous variable in the HT method, but present the results for the final (selected) estimation for brevity. 22 The effect of CUs or direct pegs may include both the direct effect, and the estimated indirect effect through exchange rate volatility. Following previous literature, we identify the two effects separately and refer to the estimated direct impact only. The direct effect of CU is obtained as e 0.33 -1 = 0.39 and e 0.31 -1 = 0.36 for the de jure and de facto classifications, respectively. Removing the CU, direct and indirect peg variables from the equation makes no different to the coefficient of volatility, while removing volatility has a small effect on the magnitude of regime coefficients but not on their significance. 23 Our significantly positive estimated coefficient for de jure pegs is in contrast to KS (2006) , who-despite considerable similarities between the de jure classification and their de facto classification-find it to be insignificant in their sensitivity analysis. To make sure, this difference is not driven by the longer time dimension of our sample, we restrict the sample to 1972-99, but still obtain the same result. reduction in bilateral trade by about 5 percent. 24 Interestingly, indirect pegs between dyads are estimated to lower bilateral trade. This result, somewhat surprising, is similar to that obtained by Adam and Cobham (2007) .
25 KS (2006) also report a negative estimated coefficient for indirect pegs, but find it to be insignificant. To investigate this result further, we split the indirect peg variable based on the anchor currencies generating the indirect pegs-that is, instead of a composite indirect peg variable, we include four binary variables in equation (3) indicating the indirect peg generated through the currencies of the United States, United Kingdom, France and Germany. Table 6 (panel [a] ) presents the results obtained from this exercise, which show that indirect pegs generated through all currencies except for the US dollar, increase bilateral trade. While most of the indirect pegs in the sample are generated through the US dollar, it is worth noting that they largely comprise nonindustrialized dyads that are geographically located far apart (for example, those between trading partners in East Asia and Latin America). This is in contrast to the indirect pegs generated through, for example, the Deutsche Mark and the French Franc that are mostly between trading partners in Europe and Africa, respectively, with comparatively smaller distances. Geographical location could play an important role in determining the effect of indirect pegs as the benefits associated with greater exchange rate stability vis-à-vis the partner countries may diminish if other trading costs, such as transportation and information, increase.
To examine if the effect of indirect pegs is indeed conditional on distance, we include an interaction term between indirect pegs and distance in equation (3) and reestimate the model for both de jure and de facto classifications. 26 It is interesting to see in Table 6 (panel [b] ) that in both cases the effect of indirect peg turns positive while that of the interaction term is negative, supporting our hypothesis that geographical distance dampens the effect of exchange rate stability created through indirect relationships.
27 However, the indirect peg effect is significant for the de facto peg only, indicating that for indirect relationships, the actual outcome of exchange rate policy is more important.
The results presented here hold when we estimate the benchmark specification using short-run exchange rate volatility, define indirect pegs to include more distant relationships, and include a quadratic term for exchange rate volatility in the benchmark specification (see Tables B1-B4 ). In the latter case, we find a strongly positive estimated coefficient, indicating a non-linear relationship between exchange rate volatility and bilateral trade. Table 7 presents the results of the benchmark specification with the HT method for different groups of countries. The results show a strong trade generating effect of CUs for the Ind-Ind and Nind-Nind samples, which is almost twice as large for the latter as compared to the former. Both de jure and de facto direct pegs increase bilateral trade between Ind-Ind and Ind-Nind pairs. Interestingly, the effect of direct pegs is larger for pegs between Ind-Nind pairs, than those between industrialized dyads. Further, the latter appear to benefit more from CUs than from direct pegs. For the Nind-Nind sample, we find a significantly negative effect of de jure direct pegs and an insignificant de facto direct peg effect. However, considering the small number of (non-CU) de jure direct pegs in the Nind-Nind sample (only 6 of a total of 92,391 observations), not much weight can be given to this result.
Subsamples
In contrast to KS (2006)-who find a significantly negative effect of indirect pegs for the industrialized pairs-we find a small trade creating effect for this sample. This difference in result is likely to be driven by our extended dataset, which includes years immediately preceding the creation of the EMU, when several countries were pegged to the Deutsche Mark.
28 These indirect pegs created in the run-up to the EMU are likely to have boosted trade between the potential member countries in anticipation of the formation of the union. However, our results for the other two subsamples indicate that indirect pegs reduce bilateral trade when at least one country in the dyad is a nonindustrialized country. This result confirms the observation made earlier that the negative indirect peg effect for the world sample is likely driven by nonindustrialized countries that are geographically located far apart. Repeating the same exercise as above, and including an interaction term for indirect pegs and distance, shows that the indirect peg effect for nonindustrialized countries is indeed dependent on distance, with dyads located farther away reaping lower benefits from exchange rate stability (Table 6, panel [b] ). Tables 6 and 7 also support the view that there may be systematic differences in country characteristics that imply a varying effect of regimes on bilateral trade across countries groups. This underscores the importance of going beyond one large sample comprising heterogeneous countries in order to draw specific inferences about the impact of exchange rate regimes on trade, as suggested by Baldwin (2006) .
The findings reported in
B. Words versus deeds
The results presented through Tables 5-7 suggest that, on average, de facto pegs have a slightly higher effect than de jure pegs. To investigate if this effect is augmented when words coincide with actual policy behavior, we estimate equation (3) and report the results in Table 8 . Clearly, the positive effect of direct pegs on trade is the largest when deeds match words as in column (1). Interestingly, the estimated coefficient for direct pegs is also larger than those reported for the de jure and de facto pegs in Table 5 , suggesting that increased transparency of exchange rate regime choice amplifies the impact of more stable regimes. For the case where central bank behavior indicates a peg but the announced regime is a nonpeg-the fear of float scenario-the estimated coefficient of the binary variable reflecting direct pegs is positive, but smaller than when deeds are aligned with words. In contrast, when the de jure classification is a peg but the de facto classification indicates otherwise-the mirage of fixed scenario-the effect of direct pegs is found to be negative but statistically weak.
Looking across the subsamples, we find that the strong effect of words complemented by deeds also holds for the Ind-Ind and Ind-Nind dyads. In both cases, the impact of direct pegs are larger than those reported in Table 7 . For the scenarios when deeds do not match words, it is difficult to draw meaningful inferences for the individual subsamples since the number of observations coded as a de jure peg and a de facto nonpeg, or, a de jure nonpeg and a de facto peg, is relatively small across the three groups.
The results for policy credibility, reported in Table 9 , indicate that the effectiveness of direct pegs, particularly, de jure pegs, depends not only on commitments maintained in the short-run but also on the reputation of meeting policy announcements in the long-run. The interaction term between de jure direct peg and the credibility variable is significantly negative, suggesting that deviations from words in preceding (five) years are costly for bilateral trade and reduce the positive impact of official proclamations on maintaining exchange rate stability.
29 Thus, for example, the trade generating effect of de jure pegs is estimated to be, on average, about 18 percentage points lower for a country that defected once in the previous five years (credibility measure=0.2) vis-à-vis a country with an unsullied reputation for keeping its words (credibility measure=0). This effect is the most pronounced for nonindustrial countries where weaker credibility appears to substantially dilute the benefits achieved from pegging.
C. Dynamic effects
The estimation results for the dynamic specification outlined in equation (5) are presented in Table 10 . The CU and direct peg coefficients are jointly significant, but most are insignificant individually because of collinearity between the variables. The collinearity is however not an issue when the interest primarily lies in the cumulative effect of variables (Magee, 2007) . Although we estimate different specifications for equation (5), including anticipatory and lagged effects up to five years for both CUs and direct pegs, their total impact on bilateral trade appears to occur by 3 years as there is no significant change in the cumulative effect of more stable regimes beyond that point.
The cumulative effect for both CU and direct pegs, presented in the last rows of Table 10 , is larger than the average effect in the static specification. Specifically, the cumulative effect is in the range of 54-58 percent for CUs, and about 45 and 60 percent for de jure and de facto pegs, respectively. CUs have a clear anticipatory effect on trade flows-there is a significant increase in trade during the three years leading up to the CU-which is much larger in magnitude than for direct pegs. This result makes intuitive sense since, as mentioned earlier, the formation of a common currency area is announced in advance, enabling market participants to react in anticipation. 30 It should be noted, however, that in our sample this result is likely driven by EMU creation since the other major CUs (for example, the CFA Franc zone) were created much before the start of the sample and their anticipatory effects are not captured in the estimation.
The estimation also indicates some persistence in the trade creating effects of stable regimes, which is, on average, larger for de facto pegs than de jure pegs. This suggests that the actual exchange rate behavior affects bilateral trade in the current and subsequent periods, with the full impact being realized after a few years. The phasing in of the trade generating effect of direct pegs is also supported by an alternate dynamic specification where we include a variable representing the inverse of the years since adopting a peg. This variable is equal to one for the first year of the peg, 0.5 for the second year, and so forth, and asymptotically approaches zero. The estimated coefficient for this variable is significantly negative and, when combined with the estimate for direct pegs, shows that the effect of the latter in the first year is negligible. However, as the duration of the peg increases, the trade generating effect also increases-becoming about 34 and 39 percent in the fifth and tenth years, respectively.
D. Sensitivity Analysis
The results presented above verify the robustness of our estimates to various estimation methods (for example, OLS, CFE, CYFE, CPFE and HT). However, several other concerns pertaining to model specification, methodology, variable definitions, and sample coverage raised in earlier literature may be relevant to our analysis. In what follows, we attempt to address these concerns through a battery of sensitivity checks.
Model specification and estimation
To check the robustness of our main set of results, we change the model specification and estimation methodology in several ways. First, we construct the dependent variable as the average of the logarithm of exports and imports (rather than the logarithm of the average) as proposed by some critics, and re-estimate the benchmark specification using both the de jure and de facto classifications. Second, we add quadratic terms for output and output per capita to equation (2) to control for possible sample nonlinearities. In both cases, the results are similar to those obtained earlier: the estimated impact of currency unions and de jure pegs remains significantly positive, while exchange rate volatility reduces bilateral trade (see Table B5 ).
Third, we control for the possible sample selection bias in gravity model estimation. As discussed in Carrère (2006), unbalanced samples could be subject to a selection bias if the probability of a trading pair being included in the sample is dependent on the model error term, and, in particular, to the unobserved bilateral effects. Following Nijman and Verbeek (1992), we control for the selection bias by including variables that reflect each dyad's presence in the sample, such as: (i) the number of years the pair is present in the sample; and (ii) a dummy variable equal to unity if the pair is observed during the entire period, and zero otherwise.
31 Once again, the results are similar to those reported earlier, and the estimated coefficients of the variables of interest retain their signs and significance.
In a recent paper, Baier and Bergstand (2007) note that in a panel setting, the multilateral price variables (P i and P j ) are likely to be time varying. Controlling for them through CPFE may not fully account for the omitted variable problem hence they therefore propose to include both the CPFE as well as the CYFE to control for possible correlation between the unobserved omitted and time invariant bilateral variables, and between the omitted and time-variant variables, respectively. Next, we estimate the benchmark specification controlling for both the dyadic effects and the country year fixed effects, and denote this estimation approach as country-year and county-pair fixed effects (CYPFE). The results support the earlier findings and we obtain a similar trade generating effect for both de jure and de facto direct pegs. However, the size of the estimated effect is almost half of that obtained in Table 5 , and smaller than the CU effect.
Finally, we address the issue of zero-trade observations that commonly arises in bilateral datasets either because some dyads do not trade, or because of rounding errors and missing observations. Using the log-linear form of the gravity equation as in equation (3) implies including only those observations for which the dependent variable is positive. Given that trade flows between some pairs of countries-typically pairs of small countries-tends to be zero, truncation at zero may result in inconsistent estimators when OLS is used. We check the sensitivity of our results to the inclusion of zero-trade observations by applying the Poisson pseudo maximum likelihood (PPML) approach proposed by Santos Silva and Tenreyro (2006) . The PPML estimator provides consistent estimates for the gravity model in the presence of heteroskedastic errors, and takes the real value of trade as the dependent variable thereby allowing countries with no trade to be included in the analysis. The results obtained from this approach-presented in Table B5 -are broadly similar to those obtained earlier, except for the effect of indirect pegs, which appears positive for the de jure classification, and insignificant for the de facto classification.
Simultaneity bias
The results for GMM estimation, which address potential endogeneity concerns, are presented in Table B5 . We first estimate the static fixed effects model with GMM using the lagged exchange rate arrangements as instruments, and then include the lagged dependent variable as a regressor to estimate with the FE-GMM and system-GMM approaches. The system-GMM estimatorproposed by Blundell and Bond (1998)-transforms the model by taking first differences to eliminate the fixed effects and supplements it with the levels equation, using lagged levels as instruments for the former equation and lagged differences as instruments for the latter.
The reported p-values for the Hansen test statistic indicate acceptance of the null hypothesis that the over identifying restrictions are valid for both the levels and differences equations. The pvalue for the second order serial correlation test-statistic supports the absence of such correlation, as is required to obtain consistent estimates from system-GMM. The estimation results show that the strong positive impact of fixed exchange rate arrangements on bilateral trade is robust to GMM estimation and the dynamic panel specification of the model. In all cases, the coefficients for CU and direct pegs are significantly positive, but their magnitude is relatively larger-and closer to what was obtained earlier through the HT method-for the system-GMM estimator.
Measures of exchange rate volatility and distance
Using the other two volatility measures-Vol2 and Vol3-described earlier does not alter the main set of results. Like before, fixed exchange rate regimes are found to promote bilateral trade, while, on average, exchange rate volatility has a dampening effect.
In addition to volatility, we check the sensitivity of our results to different definitions of distance. For example, Melitz (2003) argues that distance between the most populous cities of bilateral trading partners is a better proxy for transport costs than the commonly used definition of distance between geographic centers. Thus, we estimate equation (3) using two other bilateral distance measures: distance between the capital cities; and, distance between the largest cities of the two countries, with the inter-city distances being weighted by the share of the city in total population of the country. Neither of the two measures is found to have a significant impact on the trade-generating effect of CUs or direct pegs.
Alternate subsamples
To make sure that our results are not being driven by economies with certain characteristics, or because of the inclusion of a particular time period in our sample, we estimate the benchmark specification for three alternate subsamples: (i) non-oil exporting economies; (ii) countries with a population of over 1 million; and (iii) exlcuding the immediate post-Bretton Woods period . We drop oil exporting economies from the sample as determinants of oil trade are different from other trade flows. 32 However, this exercise leaves the results of the benchmark specification completely unchanged. We also drop the micro states (with population less than 1 million) from the sample on the ground that they are not representative of the average country in our sample. In fact, critics argue that the currency union effect may be driven by the inclusion of small states in the sample, which tend to gain the most from joining a currency union. We lose about one-fourth of the observations in this case, but the estimated currency union effectalthough slightly smaller-remains significant at the one percent level. The results for the sample restricting the time dimension to the 1975-2006 period are also close to those obtained earlier, and show a strongly positive effect of fixed exchange rate regimes on trade.
Trade stability
In addition to the impact on the level of bilateral trade, we also examine if the (de jure and de facto) exchange rate regimes associated with lower exchange rate volatility reduce trade instability. To this end, we follow Rose (2005) and estimate an equation similar to the benchmark specification but with the coefficient of variation of real bilateral trade as the dependent variable. We calculate the dependent variable over a (non-overlapping) five-year period, which gives us five observations per pair for the sample, while all the explanatory variables are averaged over the corresponding time period.
As above, we estimate this equation using the OLS, CFE, CYFE, CPFE and HT, but present the results for the HT method in Table B6 . The results for the world sample show that trading pairs with direct pegs experience less volatile trade. The effect is statistically significant, and of the same magnitude for both de jure and de facto classifications. Despite indicating a stronger commitment to exchange rate stability, CU do not appear to have a strong impact on reducing trade instability (except through reduced exchange rate volatility). This finding is consistent with those obtained by Tsangarides et al. (2008) , who find an ambiguous effect of currency unions on trade stability using a much longer sample .
V. CONCLUSION AND POLICY IMPLICATIONS
This paper provides additional insights into the impact of exchange rate arrangements on bilateral trade while arguing that actual policy behavior as well as commitments to a stable nominal anchor could matter. Using an extended dataset on IMF's de jure and de facto classifications, and addressing potential endogeneity concerns, we find support for this hypothesis and show that both de jure and de facto fixed exchange rate regimes strongly promote bilateral trade. The impact is however more pronounced when words are complemented by deeds, indicating that increased transparency in regime choice anchors expectations and improves credibility, amplifying the effect of fixed regimes on trade outcomes. These results are robust to different model specifications, variable definitions, and econometric methodologies.
The results also reveal that the impact of fixed exchange rate regimes differ across subsamples, hence caution should be exercised in drawing generalized inferences. For example, the currency union effect holds for both industrialized and nonindustrialized trading pairs, but the impact is almost twice as large for the latter. In addition, we find evidence that the effect of indirect pegs-generated through relations as a result of pegging with an anchor currency-is conditional on the distance between trading partners such that countries, particularly nonindustrialized countries, located geographically close to each other benefit the most. This finding suggests that lowering transportation and information costs through, for example, improved infrastructure, could be important elements to increase trade gains from maintaining stable exchange rates.
Further, the bilateral trade benefits from CU and direct pegs appear to evolve over time. CUs have clear anticipatory effects with bilateral trade rising between member countries in the years immediately preceding the adoption of the common currency, while the effect of direct pegs could be persistent up to, on average, three years after they have been put in place. The cumulative trade generating effects of CUs and conventional pegs are however broadly similar. Thus, notwithstanding the costs of fixed exchange rate arrangements, countries aspiring to expand cross-border trade activity through more stable exchange rate regimes while retaining some flexibility could opt for conventional pegs rather than complete monetary integration. Figure A1 . ***, ** and * indicate significance at the 1%, 5% and 10% significance levels, respectively. a Refers to long-run volatility over the 36-month horizon.
1 Hausman test applied to the difference between the within (fixed effects) and HT estimators.
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