Using the Sum of Roots and Its Application to a Control Design Problem by Hirokazu Anai et al.
MATHEMATICAL ENGINEERING
TECHNICAL REPORTS
Parametric Polynomial Spectral Factorization
Using the Sum of Roots and
Its Application to a Control Design Problem
Hirokazu ANAI, Shinji HARA, Masaaki KANNO,
and Kazuhiro YOKOYAMA
(Communicated by Kazuo MUROTA)
METR 2008{04 January 2008
DEPARTMENT OF MATHEMATICAL INFORMATICS
GRADUATE SCHOOL OF INFORMATION SCIENCE AND TECHNOLOGY
THE UNIVERSITY OF TOKYO
BUNKYO-KU, TOKYO 113-8656, JAPAN
WWW page: http://www.keisu.t.u-tokyo.ac.jp/research/techrep/index.htmlThe METR technical reports are published as a means to ensure timely dissemination of
scholarly and technical work on a non-commercial basis. Copyright and all rights therein
are maintained by the authors or by other copyright holders, notwithstanding that they
have oered their works here electronically. It is understood that all persons copying this
information will adhere to the terms and constraints invoked by each author's copyright.
These works may not be reposted without the explicit permission of the copyright holder.Parametric Polynomial Spectral Factorization
Using the Sum of Roots and
Its Application to a Control Design Problem
Hirokazu ANAI, Shinji HARAy, Masaaki KANNOz,
and Kazuhiro YOKOYAMAx
January 25th, 2007
Abstract
This report presents an algebraic approach to polynomial spectral factor-
ization, an important mathematical tool in signal processing and control. The
approach exploits an intriguing relationship between the theory of Gr¨ obner
bases and polynomial spectral factorization which can be observed through
the sum of roots, and allows us to perform polynomial spectral factorization
in the presence of real parameters. It is discussed that parametric polynomial
spectral factorization enables us to express quantities such as the optimal cost
in terms of parameters and the sum of roots. Furthermore an optimization
method over parameters is suggested that makes use of the results from para-
metric polynomial spectral factorization and also employs quantier elimi-
nation. The proposed approach is demonstrated on a numerical example of a
particular control problem.
Keywords: Sum of roots, parametric polynomial spectral factorization, para-
metric optimization, Gr¨ obner basis, quantier elimination, H2 control
1 Introduction
In various elds of science and engineering, it is often desired to keep several cru-
cial parameters as variables in the course of analysis and design so that the effect
of such parameters may be directly observed. Algebraic computation tools have
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1been satisfying such desires and been proven of signicant use [1]. Not only the
capability of exact symbolic manipulation but also sophisticated algebraic methods
have started nding their ways in the solution of complicated problems of practi-
cal signicance that cannot be reliably solved by ordinary numerical approaches.
Algebraic approaches are now perceived as effective and promising means.
Spectral factorization is an important mathematical tool in signal processing
and control for nite-dimensional linear systems. A number of approaches have
been proposed for the solution of spectral factorization. Methods proposed so
far are based almost exclusively on standard numerical routines designed for high
speed oating point arithmetic. While numerically reliable routines are now avail-
able, those approaches cannot deal with systems with parameters, and spectral fac-
torization have been a hindrance for the analysis/design of systems with parame-
ters. It is recently pointed out that the notion of the `sum of roots' allows us to
observe an intriguing relationship between polynomial spectral factorization and
the theory of Gr¨ obner bases [2]. This approach is expected to have the potential for
the parametric case since the required computation is all algebraic.
This report explores this potential and devises an algebraic algorithm that uses
the sum of roots and can deal with parametric polynomial spectral factorization.
The result indicates that many analysis/design problems (e.g., optimal design) in
signal processing and control can be solved in the presence of parameters, thus al-
lowing engineers to carry out optimization, leaving parameters as they are. Hence
postoptimal analysis become doable by means of various kinds of approaches. This
report also suggests an optimization method based on quantier elimination (QE),
making use of a nice property of the sum of roots, that chooses the most suited val-
ues of parameters. As a demonstration, a particular control problem is employed.
A difculty in such a problem lies in the fact that the optimal cost cannot in gen-
eral be expressed in closed form in terms of parameters. Instead of trying to nd
an explicit expression for the cost in parameters alone, the approach employs the
sum of roots and nds an algebraic relationship between the plant parameters and
the sum of roots, and moreover the approach computes an expression for the cost
in terms of plant parameters and the sum of roots. The crucial point here is that
one quantity (sum of roots) is added only in the expression and that this may make
the obtained expression amenable to analysis/optimization that follows. Moreover
we suggest a particular QE-based optimization approach that utilizes the obtained
algebraic expressions in order to nd parameter values that maximize/minimize the
optimal cost. In short this report proposes
 a parametric optimization method which expresses the optimal cost in terms
of parameters and the sum of roots (i.e., to nd the `best' in the presence of
parameters); and
 an algebraic approach that employs the obtained expressions for further op-
timization over parameters (i.e., to nd the `best of the best').
The sum of roots, initially introduced in [3] as merely an index of average sta-
2bility, is shown to be an essential quantity in signal processing and control that can
directly express performance indices and also that can be utilized for computation.
The two algebraic tools, namely, the Gr¨ obner basis and quantier elimination, have
proven to be crucial to visualize the relationship between the sum of roots and
spectral factorization and also to achieve mathematically rigorous optimality for
the optimization problem over parameters. This revelation may only be made with
the help of algebraic geometry, and the computational aspect can only be exploited
with the aid of algebraic algorithms.
This report is a full version of [4]. This report includes a number of proofs and
detailed explanations which are omitted in [2] and [4] due to space limitation. In
addition an extensive discussion on the parametric case is given, which is one of the
contributions of the report. Several numerical examples are provided to elucidate
the results presented in this report.
The rest of the report is organized as follows. Section 2 reviews the solution
of the polynomial spectral factorization problem by means of the sum of roots and
further extends it to the parametric case. Section 3 then proposes an optimization
algorithm that utilizes the results from parametric polynomial spectral factorization
and employs quantier elimination. In Section 4, the development is summarized
in the form of algorithms. Moreover, in order to demonstrate the suggested ap-
proach, an H2 control problem is considered and a numerical example is solved.
Some concluding remarks are made in Section 5.
2 Parametric Polynomial Spectral Factorization
In ordinary numerical approaches in control, it is common practice to use the so-
called state-space representation of a system and the algebraic Riccati equation is
fundamental to analysis and design of systems. Once the solution to a Riccati equa-
tion is obtained, the optimal controller etc. can be computed in a straightforward
manner using simple matrix arithmetic. In a similar vein, when the transfer func-
tion representation of a system is employed, the essential step of analysis/design
is the execution of spectral factorization and the rest of the computation is direct
[5]. Indeed performing polynomial spectral factorization is another way of solving
a Riccati equation and also one of numerical solution approaches to spectral fac-
torization is via the solution of an algebraic Riccati equation [6]. As is pointed out
in [2] and also stated in the following, polynomial spectral factorization exhibits
an intriguing as well as useful connection to the Gr¨ obner basis theory. We exploit
the property to solve problems for systems with parameters in this report.
Firstly we review the problem formulation of polynomial spectral factorization
in Subsection 2.1. Then Subsections 2.2 through 2.4 review the solution approach
via the sum of roots for the non-parametric case, which is reported in [2] but with-
out proofs/detailed explanations. In this report ideal theoretical fundamentals are
given and furthermore proofs and in-depth explanations are provided for complete-
ness. Subsection 2.2 reviews the sum of roots and denes some polynomials that
3have the sum of roots as one of their roots. In Subsection 2.3, we discuss what
we call the ideal of spectral factorization and observe an intriguing relationship
between the Gr¨ obner basis theory and polynomial spectral factorization. Subsec-
tion 2.4 then investigates characterization of the Gr¨ obner basis of the ideal of spec-
tral factorization. Finally, in Subsection 2.5, we extend the results to the parametric
case and gives a detailed discussion on the computation for parametric polynomial
spectral factorization. It is noted here that, in the actual algorithms implemented
on a computer, every polynomial computation shall be carried out over the ratio-
nal numbers Q, but that the exposition below assumes computation over the real
numbers R. This is because we consider real parameters and also for generality.
Readers unfamiliar with the Gr¨ obner basis theory are referred to [7, 8].
2.1 Polynomial Spectral Factorization
Consider the following even polynomial of degree 2n in R[x]:
f(x) = a2nx2n + a2n 2x2n 2 +  + a2x2 + a0 ; (1)
where a2k 2 R for k = 0;1;:::;n. It can be assumed without loss of generality
that a2n > 0. Assume that f(x) has no roots on the imaginary axis. (This assump-
tion naturally arises from the formulation of a wide class of control problems and
thus is relevant to a broad range of practical applications. See Subsection 4.2.) If
 is a root of f(x), then so is   because f(x) is an even polynomial. Since f(x)
has no imaginary axis root, there are exactly n roots in the open left half plane and
n roots in the open right half plane. The task in the polynomial spectral factoriza-
tion problem is to decompose f(x) into two real polynomials: one that captures all
the left half plane roots and its `mirror image'.
Denition 1 The spectral factorization of f(x) in (1) is a decomposition of f(x)
of the following form:
a2nf(x) = ( 1)ng(x)g( x) ; (2)
where
g(x) = bnxn + bn 1xn 1 +  + b1x + b0 2 R[x] ; (3)
bn = a2n ;
and g(x) has roots in the open left half plane only. The polynomial g(x) is called
the spectral factor of f(x).
2.2 Sum of Roots
This subsection reviews the notion of the sum of roots (SoR), and the results that
reveal the relationship between the SoR and polynomial spectral factorization are
provided from here through Subsection 2.4. A solution approach to polynomial
4spectral factorization is given based on this relationship. [2] already reported most
of the results in this subsection, but few explanations/proofs are provided. In this
report we present proofs and some detailed accounts.
Firstly the relationship between the roots of f(x) and the coefcients of the
spectral factor g(x) is investigated. Let 1;:::;n be the n roots of f(x) in the
open left half plane. The n roots in the open right half plane can be written as
 1;:::; n. Then, f(x) and g(x) can be expressed as
f(x) = a2n
n Y
i=1
(x   i)(x + i) = a2n
n Y
i=1
(x2   2
i) ;
g(x) = a2n
n Y
i=1
(x   i) ; (4)
respectively.
Now the sum of roots is dened as the following quantity:
 =  (1 + 2 +  + n) : (5)
The name derives from the fact that   is (literally) the sum of roots of the spectral
factor g(x). Since Re( i) > 0 and moreover, for each non-real root of f(x), its
complex conjugate has the same real part, the following fact is immediate.
Fact 2 ([3]) The quantity  is real and positive.
The quantity  can in principle be found by computing each individual i,
i = 1;:::;n. Such an approach is not attractive in that it cannot deal with the
parametric case. A way to get some expression for  without explicitly computing
i's is sought. Also, by expanding the right hand side of (4) and comparing it with
the right hand side of (3), we can immediately see that
bn 1 = a2n : (6)
The question is then whether there is a method to nd simple relationships between
 and other coefcients. The results presented in the subsections to follow help us
to obtain a polynomial that has  as one of its roots and also to express other
coefcients bi of the spectral factor g(x) in terms of . Until Subsection 2.4, we
focus on the case without parameters in the coefcients of f(x). The discussion
of the parametric case is deferred until Subsection 2.5. We rst dene several
polynomials which have  as one of their roots.
Denition 3 ([3]) Let P =

(1;:::;n) j i 2 f1; 1g
	
, and C(1;:::;n) =
11 ++nn for each (1;:::;n) in P. The characteristic polynomial Sf(z)
of  is dened as
Sf(z) =
Y
(1;:::;n)2P
 
z   C(1;:::;n)

: (7)
Also the minimal polynomial Rf(z) of  is dened as the square-free part of Sf.
5Using the `C' notation,  can be written as
 = C( 1; 1;:::; 1) : (8)
Note that Sf belongs to R[z] and moreover that Rf belongs to R[z], as Rf =
Sf=gcd(Sf;
dSf
dz ). Furthermore, in the case of f(x) 2 Q[x], Sf and Rf belong to
Q[z], as well (while g(x) 62 Q[x] in general).
The following lemma states a characterization of the SoR  as a root of Rf(z)
(or Sf(z)).
Lemma 4 ([2]) The SoR  dened in (5) coincides with the largest real root of
Rf(z) (or Sf(z)). Moreover, under the assumption that f(x) does not have an
imaginary axis root,  is always a simple root.
Here we give a proof which is omitted in [2] due to space limitation.
Proof: Since Rei < 0, if 1, say, in (8) is changed from  1 to 1, the real part of
C(1; 1;:::; 1) = 1   2      n =  + 21
is smaller than that of . Any number of sign changes of i (from  1 to 1) thus
makes the real part of C smaller. Therefore,  has the largest real part among the
roots of Rf(z) (or Sf(z)). This along with Fact 2 implies that  is the largest real
roof of Rf(z) (or Sf(z)). What is more, since i is in the open left half plane and
the real part of i is strictly smaller than 0,  is always strictly larger than the real
part of any C from P n( 1; 1;:::; 1). This implies that  is a simple root of
Rf(z) (or Sf(z)). 
This rather simple fact is nevertheless extremely benecial because it enables
us to focus on the largest real root only. A general case would require that all the
roots should be found rst and those candidates should be examined in order to nd
the `true' solution; in contrast we know beforehand which one to nd. This prop-
erty is exploited appropriately in optimization over parameters in Subsection 3.2.
2.3 Ideal of Spectral Factorization
Wenowinvestigatethecharacteristicsoftheidealofpolynomialsinthecoefcients
bi of the spectral factor g(x) which are immediately obtained from the formulation
of polynomial spectral factorization. Denote fb0;:::;bn 1g by B. Firstly the
following observation is the seminal point of the whole development.
Lemma 5 ([2]) Given f(x) and g(x) as in (1) and (3), respectively, consider bi,
i = 0;:::;n   1, as variables. A system of algebraic equations in terms of bi's is
6obtained by comparing the coefcients of (2):
( 1)b2
n 1 + 2a2nbn 2   a2na2(n 1) = 0 ;
( 1)2b2
n 2   2bn 1bn 3 + 2a2nbn 4   a2na2(n 2) = 0 ;
. . .
( 1)kb2
n k +
X
1i2k 1
i6=k
( 1)ibn ibn 2k+i + 2a2nbn 2k   a2na2(n k) = 0
for 2k  n ;
. . .
( 1)kb2
n k +
X
2k nin
i6=k
( 1)ibn ibn 2k+i   a2na2(n k) = 0 for 2k > n ;
. . .
( 1)n 1b2
1 + ( 1)n 22b2b0   a2na2 = 0 ;
( 1)nb2
0   a2na0 = 0 :
Then the set G of the polynomials obtained from the polynomial parts of the equa-
tions (i.e., the left hand sides of the above equations) forms the reduced Gr¨ obner
basis (up to sign) of the ideal generated by itself in R[B] with respect to the graded
reverse lexicographic order bn 1    b0.
The result is reported in [2] without a proof. Here a proof is also provided for
completeness.
Proof: We rstly show that G is a Gr¨ obner basis. Each element gi in G is of the
form
gi := b2
i + (sum of monomials of total degree 2 consisting of distinct bk's)
| {z }
W
+ (a monomial of total degree 1 and a constant term)
(ignoring the sign of the coefcient of b2
i), and any monomial in W contains vari-
able b`  bi, which implies that b2
i is the leading monomial. Also the leading
monomials of any pair of polynomials in G are prime to each other. Thus Buch-
berger's criterion [8, Section 2-2, Theorem 6] is satised and G is a Gr¨ obner basis
of hGi.
Now, for any gi 2 G,
hLT(G   fgig)i = fb2
n 1;b2
n 2;:::;b2
0gnfb2
ig ; (9)
where LT() denotes the set of leading terms of elements. It is immediate that no
monomial of gi lies in (9). That is, G satises the denition of the reduced Gr¨ obner
7basis [8, Section 2-2, Denition 5] and is thus the reduced Gr¨ obner basis, which
concludes the proof. 
We call the ideal hGi of R[B] the ideal of spectral factorization. As the set of
the leading monomials of the elements of G is fb2
n 1;b2
n 2;:::;b2
0g,
LB :=

b
k0
0 b
k1
1 b
kn 1
n 1 j ki 2 f0;1g
	
forms a basis of the residue class ring R[B]=hGi as an R-linear space, and
dimR R[B]=hGi = #LB = 2n. Moreover each zero (n 1;:::;0) of hGi cor-
responds to some C(1;:::;n) in that a2nxn + n 1xn 1 +  + 1x + 0 =
a2n
Qn
i=1(x   ii). Thus the following lemma can be deduced.
Lemma 6 ([2]) The ideal of spectral factorization is 0 dimensional and the num-
ber of its zeros with multiplicities counted is 2n.
Iff(x)hasnomultipleroots, thenthereareexactly2n distinctzerosofhGiand,
moreover, hGi is radical. In this situation, there are 2n different g(x) satisfying (2)
(but ignoring the root location requirement). There is however only one `true' g(x)
that meets the requirement, and that particular g(x) corresponds to the largest real
root of Rf(z) (or Sf(z)); remember that the SoR is the largest real root of Rf(z)
(or Sf(z)). With regard to the system of equations stated in Lemma 5, what we
seek is the solution with the largest real bn 1.
2.4 Shape Basis of the Ideal of Spectral Factorization
We have seen that the formulation of polynomial spectral factorization directly
gives a Gr¨ obner basis of the ideal of spectral factorization. Now we are in the
position of discussing another Gr¨ obner basis which shows the relationship between
the SoR and the coefcients of the spectral factor.
Before going into the main part, some polynomials related to the ideal of spec-
tral factorization and situations differentiating the relationship among these poly-
nomials are dened. The characteristic polynomial ^ Sf(y) (resp., the minimal poly-
nomial ^ Nf(y)) of bn 1 modulo hGi can be dened as the characteristic polynomial
(resp., the minimal polynomial) of the linear map derived from the multiplication
map [9]:
R[B]=hGi 3 g ! bn 1g 2 R[B]=hGi :
Then, ^ Sf(y) has ^ Nf(y) as its factor and also their square-free parts coincide with
Rf(y=a2n) (remember the relationship (6)). Moreover, by considering each root
i as a variable, we can show that ^ Sf(y) coincides with Sf(y=a2n); this point will
be discussed in detail before Theorem 14.
Denition 7 Given f(x), when distinct (1;:::;n) 2 P give distinct 11++
nn, we call the situation a generic case. Otherwise it is called a singular case.
8It is noted that almost all f(x) arising from practical applications fall into the
generic case.
The notion of `generic case' is closely related to that of `separating element
modulo ideal'. (See [10] for details on the separating element.)
Denition 8 LetI bea0dimensionalidealinapolynomialringK[X]invariables
XoveraeldK. Apolynomialh(X)iscalledaseparatingelementifh() 6= h(0)
for any distinct pair ;0 in VL(I). Here we denote by VL(I) the afne variety of
I in L, that is, the set of all distinct zeros of I in an algebraically closed eld L
containing K. (In our setting, if L can be inferred trivially, we use V instead of
VL.)
Because, in the generic case, Sf is square-free and thus Sf = Rf, which
also implies ^ Sf(y) = ^ Nf(y) = Sf(y=a2n). Then it is immediate that bn 1 is
a separating element, as the ideal of spectral factorization has at most 2n distinct
zeros. Moreover in this case the ideal is radical as f cannot have multiple roots.
Remark 9 If f(x) has multiple roots and thus the number of distinct zeros of hGi
is strictly less than 2n, then it is a singular case. However the converse is not true.
That is, a singular case may occur even if f(x) does not have multiple roots. This
is because the generic/singular case deals with the roots of Sf only (i.e., deals with
bn 1 only), while the zeros of the ideal hGi considers the n-tuple (n 1;:::;0)
(i.e., considers all bi). This difference is illustrated in the numerical example at the
end of this subsection.
Due to the facts that hGi is 0 dimensional and radical and that bn 1 is a sep-
arating element, we can get a special Gr¨ obner basis called the shape basis. More
formally:
Theorem 10 ([2]) In the generic case the ideal of spectral factorization has a
Gr¨ obner basis of so-called shape form with respect to any elimination ordering
fb0;:::;bn 2g  bn 1:
F :=
^ Sf(bn 1); bn 2   ^ hn 2(bn 1); :::; b0   ^ h0(bn 1)
	
;
where ^ Sf is a polynomial of degree exactly 2n and ^ hi's are polynomials of degree
strictly less than 2n.
With respect to any elimination ordering fb0;:::;bn 2g  bn 1, the min-
imal polynomial ^ Nf(bn 1) appears as the rst element of the reduced Gr¨ obner
basis. In the generic case, since ^ Sf = ^ Nf, ^ Sf appears as the rst element.
The theorem states that all coefcients bi of the spectral factor g(x) can thus
be described as polynomials in bn 1 and therefore that the polynomial spectral
factorization problem reduces to nding the largest real root of ^ Sf(y). This result
9along with (6) implies that there is a polynomial of degree 2n that denes the SoR
 and that each coefcient of g(x) is described as a polynomial in :
Sf() = 0 ; bn 1 = a2n ; bn 2 = hn 2() ; ::: ; b0 = h0() ;
where Sf() := ^ Sf(a2n) and hi() := ^ hi(a2n). Also, due to the symmetricity,
Sf() turns out to be a polynomial in 2 in the generic case. In general we can
efciently compute a shape basis from the set G of polynomials by means of the
basis conversion (change-of-order) technique [10].
The singular case, where ^ Sf has multiple roots, happens when, for instance,
f(x) has multiple roots. In such a case, the Gr¨ obner basis of shape form may
not immediately be computable. However, by adding the `simple part' of ^ Sf, we
can have a polynomial set of shape form. Let ^ Tf(y) be the factor of ^ Sf(y) (or
^ Nf(y)) obtained as the product of y   i for all simple roots i's of ^ Sf(y). Then
the polynomial ^ Tf can be computed via square-free factorization. Indeed, letting
^ U1(y) = gcd(^ Sf(y);d^ Sf=dy) and ^ U2(y) = gcd(^ U1(y);d^ U1(y)=dy), we have
^ Tf = ^ Sf ^ U2=^ U2
1. Here we call ^ Tf the simple part of ^ Sf.
Consider the ideal J = hG; ^ Tf(bn 1)i. For each root  of ^ Tf,  is a simple
root of ^ Sf. This implies that the system of equations in Lemma 5 with bn 1 = 
has a unique solution corresponding to g(x) = a2n
Qn
i=1(x   iji) with  =
a2n(11 +  + nn). Then it follows that bn 1 is again a separating element
with respect to the ideal J. Since ^ Tf(bn 1) is the minimal polynomial of bn 1
modulo J, J is radical and has a Gr¨ obner basis of shape form with respect to
any elimination ordering fb0;:::;bn 2g  bn 1. Also remember that, under the
assumption that there is no imaginary axis roots in f(x), the SoR  is always a
simple root of Sf and a2n is a simple root of ^ Sf (Lemma 4). Therefore, ^ Tf has
a2n as its root and hG [f ^ Tf(bn 1)gi has the zero yielding the true spectral factor
of f. The discussion here is summarized in the form theorem.
Theorem 11 The ideal hG [f ^ Tf(bn 1)gi has a Gr¨ obner basis of shape form with
respect to any elimination ordering fb0;:::;bn 2g  bn 1:
^ Tf(bn 1); bn 2    hn 2(bn 1); :::; b0    h0(bn 1)
	
; (10)
where  hi's are polynomials of degree strictly less than that of ^ Tf. Moreover the
ideal hG [ f ^ Tf(bn 1)gi has the zero yielding the true spectral factor of f.
Remark 12 Even if f has imaginary axis roots, Theorems 10 and 11 still hold
except for the condition that those ideals have the zero yielding the spectral factor-
ization.
Here a numerical example is presented to illustrate some points made so far.
Consider the following even polynomial:
f(x) = 2x6   28x4 + 98x2   72
= 2(x + 1)(x   1)(x + 2)(x   2)(x + 3)(x   3) :
10This polynomial does not have an imaginary axis root and thus polynomial spectral
factorization is possible (in fact it has an obvious spectral factor). Also notice that
there is no multiple roots in f(x). We employ the approach developed above. First
write the spectral factor g(x) as
g(x) = 2x3 + b2x2 + b1x + b0 :
Comparing the coefcients of the both sides of (2), we get a set of polynomial
equations:
8
<
:
b2
0   144 = 0 ;
b2
1   2b0b2   196 = 0 ;
b2
2   4b1   56 = 0 :
Lemma 5 states that the polynomial parts G (i.e., the left hand sides of the above
equations) forms the reduced Gr¨ obner basis of the ideal generated by itself with
respect to the graded reverse lexicographic order b2  b1  b0. Since f(x) has
no multiple roots, there are exactly 23 = 8 distinct g(x) satisfying (2) (but not
necessarily fullling the root location requirement). Since each g(x) corresponds
to a zero of the ideal hGi, hGi has 23 = 8 distinct zeros:
(b2;b1;b0) =(0; 14;12); (0; 14; 12); (4; 10; 12); ( 4; 10;12);
(8;2; 12); ( 8;2;12); (12;22;12); ( 12;22; 12):
(11)
We can see that any of the zero is simple.
If we simply compute a Gr¨ obner basis with respect to, e.g., the pure lexico-
graphic order b0  b1  b2, we get

b7
2   224b5
2 + 12544b3
2   147456b2;
b1   1
4b2
2 + 14;b0b2   1
32b4
2 + 7
2b2
2;b2
0   144
	
:
(12)
Note the degree of the rst polynomial (in b2 only); it is 7, which is smaller than
23 = 8. This happens because two different 3-tuples of (1;2;3) give an identical
value of C:
C(1;1; 1) = ( 1) + ( 2)   ( 3) = 0
=   ( 1)   ( 2) + ( 3) = C( 1; 1;1) ;
where 1 =  1;2 =  2;3 =  3. Indeed this `singularity' appears in the zeros
of hGi in (11); b2 = 0 is contained in the two zeros. Computing the characteristic
polynomial of b2, we get
^ Sf(b2) = b8
2   224b6
2 + 12544b4
2   147456b2
2
= b2
2(b2   4)(b2 + 4)(b2   8)(b2 + 8)(b2   12)(b2 + 12) :
11Adding to hGi a polynomial ^ Tf(b2) computed from the simple roots of ^ Sf(b2),
^ Tf(b2) = b6
2   224b4
2 + 12544b2
2   147456
= (b2   4)(b2 + 4)(b2   8)(b2 + 8)(b2   12)(b2 + 12) ;
and computing the shape basis of hG; ^ Tf(b2)i, we can get a Gr¨ obner basis of shape
form:

b6
2   224b4
2 + 12544b2
2   147456;b1   1
4b2
2 + 14;b0   1
32b3
2 + 7
2b2
	
: (13)
The largest real root of ^ Tf(b2) is b2 = 12, and the corresponding zero of (13) is
(b2;b1;b0) = (12;22;12) ;
which gives the (correct) spectral factor
g(x) = 2x3 + 12x2 + 22x + 12 :
2.5 Parametric Case
This subsection deals with our main target where each coefcient a2k is some poly-
nomial in parameters q = (q1;:::;qm) over Q. Even in the parametric case, it
often happens that the ideal of spectral factorization is generic for almost all com-
binations of parameter values. Nevertheless we need to pay special attention to
singular situations so that analysis/optimization that follows may be carried out
thoroughly. It is shown here that such singularities can also be dealt with. To do
so, the notion of `comprehensive Gr¨ obner system' is crucial and we can apply sev-
eral techniques for its computation [11, 12, 13, 14]. However our situation is very
special, as what we need to do is `basis conversion' only, that is, transforming a
Gr¨ obner basis to another one with respect to a different order. In such computation,
computation over the rational function eld in parameters is in general straightfor-
ward and effective.
From now on we regard the even polynomial f(x) as a multivariate polynomial
f(x;q) in Q[x;q]. For each element c = (c1;:::;cm) in Rm, we denote by 'c
the ring homomorphism from Q[q][B] to R[B] obtained by substitution of q with
c. Moreover, for simplicity, we denote by fc(x) the polynomial 'c(f) which is
obtained from f(x;q) by substituting the parameters q with c 2 Rm.
2.5.1 Regular Region
To perform spectral factorization, we consider a semi-algebraic set C  Rm such
that, for any c 2 C, a2n(c) 6= 0 and there exist no imaginary axis roots (equiva-
lently, the number of roots of fc(x) with positive real parts is n).
Denition 13 A semi-algebraic set C  Rm is called a regular region if, for any
c 2 C, a2n(c) 6= 0 and there exist no imaginary axis roots in fc(x).
12The condition that f has no imaginary axis roots can be computed by the quan-
tier elimination technique or real root counting methods (e.g., the Sturm-Habicht
sequence [15]). Consider the polynomial ~ f(x;q) = f(
p
 1x;q) 2 Q[x;q]. For
c 2 Rm, the number of imaginary axis roots of fc coincides with the number of
real roots of 'c( ~ f). Thus the condition on c such that fc has no such roots is
equivalent to the condition that 'c( ~ f) is positive for all x 2 R.
As an example, we consider
f(x) = a6x6 + a4x4 + a2x2 + a0 ;
where a6;a4;a2;a0 are parameters and a6 > 0. By the quantier elimination
technique, the condition that f has no imaginary axis roots is derived to be
a0 < 0 ^
 
27a2
6a2
0   18a6a4a2a0 + 4a3
4a0 + 4a6a3
2   a2
4a2
2 > 0
_ (a4 < 0 ^ a2 > 0)

:
2.5.2 Parametric Basis Conversion
Now assume that C is a regular region for f(x;q). We can compute the polyno-
mial set G from (2) and (3), where all the polynomials are treated as ones over
Q[q]  Q(q). Also, for each c 2 C, we can compute the polynomial set Gc from
(2) and (3) with parameters q substituted by c. Then, Gc = 'c(G). Thus, G is
a unique component of the comprehensive Gr¨ obner systems with respect to the
graded reverse lexicographic order bn 1    b0.
We now consider the ideal hGi of spectral factorization in Q(q)[B] and the
ideal hGci of spectral factorization in R[B]. We note that all arguments in the
previous subsections can be applied to the ideals in Q(q)[B], as Q(q) is a eld.
Let us consider the characteristic polynomial ^ Sf(y) of bn 1, which shall be the
rst element of the shape basis. Since all the leading coefcients of the elements
of G are constant, LB =

b
k0
0 b
kn 1
n 1 j ki 2 f0;1g
	
is still a linear basis for
Q(q)[B]=hGi. Considering the linear map derived from the multiplication map
Q(q)[B]=hGi 3 g ! bn 1g 2 Q(q)[B]=hGi, we can show that the matrix repre-
sentation Mq of the linear map with respect to LB is a matrix over Q[q]. Since the
characteristic polynomial ^ Sf is the determinant of yE  Mq, where E denotes the
identity matrix, ^ Sf is a polynomial in y over Q[q]. In the same manner, for each
c 2 C, we can compute the characteristic polynomial ^ Sfc as the characteristic poly-
nomial of the matrix Mc derived from the linear map. Then, Mc coincides with the
matrix obtained from Mq by substituting q with c, and thus 'c(^ Sf) = ^ Sfc. The
above discussion leads to the following theorem.
Theorem 14 The characteristic polynomial ^ Sf is a monic polynomial over Q[q],
and, for each c 2 C, the characteristic polynomial ^ Sfc can be computed by
^ Sfc(bn 1) = 'c
 ^ Sf(bn 1)

.
13Again there are the generic case and the singular case. In the generic case,
^ Sf(y) is square-free over Q(q) and the ideal hGi is radical. This situation corre-
sponds to Denition 7 in Subsection 2.4. In this case the ideal hGi in Q(q)[B] has
a shape basis F with respect to any elimination ordering fb0;:::;bn 2g  bn 1,
as in Theorem 10:
F =
^ Sf(bn 1); bn 2   ^ hn 2(bn 1); :::; b0   ^ h0(bn 1)
	
;
where ^ hi 2 Q(q)[y] for i = 0;1;:::;n   2.
For the singular case, we compute the simple part ^ Tf of ^ Sf by using GCD
computation, and consider the ideal hG [ f ^ Tfgi. Then Theorem 11 implies that it
has a shape basis  F with respect to any elimination ordering fb0;:::;bn 2g 
bn 1:
 F =
^ Tf(bn 1); bn 2    hn 2(bn 1); :::; b0    h0(bn 1)
	
;
where  hi 2 Q(q)[y] for i = 0;1;:::;n   2. Moreover, for any c 2 C, one of
the roots of 'c(^ Tf) is 'c(a2n)   (where  is the SoR of fc) since 'c(a2n)  
is a simple root of ^ Sfc = 'c(^ Sf). Thus, 'c(G [ f^ Tfg) has the zero yielding the
spectral factor of fc.
Now we investigate the generic case in detail. Let ^ di(q) be the denominator
of ^ hi. Then both G and F are Gr¨ obner bases, and by using the argument in [8,
Section 6-3, Exercises 7], the following theorem can be shown.
Theorem 15 For c = (c1;:::;cm) 2 C, if 'c(di) 6= 0 for any i, then there is the
zero in V ('c(F)) which yields the spectral factor of fc. Moreover, in this case,
'c(F) forms a Gr¨ obner basis of hGci.
Proof: We show that 'c(F) forms a Gr¨ obner basis of hGci, from which the rst
statement directly follows. As F is a Gr¨ obner basis, each gi in G has its standard
representation:
gi =
n X
j=1
ri;jfj ;
where fi denotes the i-th element of F. As ri;j can be computed by sequential re-
duction of fj's, the denominator of ri;j is a factor of some products of ^ d0;:::; ^ dn 2
and thus it does not vanish at any c in C n V
 Qn 2
i=1 ^ di

= C n
 
V (^ d0) [  [
V (^ dn 2)

. This implies that
Gc = 'c(G)  h'c(F)i :
Also, repeating the same argument, we can show that
'c(F)  hGci :
Thus we have hGci = h'c(F)i, which concludes the proof. 
14Next we deal with the singular case. Let  di(q) be the denominator of  hi. In
this case, G [ f ^ Tfg is not a Gr¨ obner basis. However what we need is the zero of
Gc that corresponds to the spectral factor of fc.
Theorem 16 For c = (c1;:::;cm) 2 C, if 'c( di) 6= 0 for any i, then there is the
zero in V
 
'c(  F)

which gives the spectral factor of fc. Moreover, if 'c(^ Tf) is the
simple part of 'c(^ Sf), then 'c(F) forms a Gr¨ obner basis of hGci.
Proof: From the assumption that 'c( di) 6= 0 for any i and by the same argument
as in the rst half of the proof of Theorem 15, it follows that
Gc [ f'c(^ Tf)g = 'c(G [ f^ Tfg)  h'c(  F)i :
ThisimpliesthatV ('c(F))  V (Gc[f'c(^ Tf)g). Asthezeroyieldingthespectral
factor of fc comes uniquely from the largest real root of 'c(^ Tf), there is the zero
in V
 
'c(  F)

which gives the spectral factor of fc.
Moreover, if 'c(^ Tf) is the simple part of 'c(^ Sf), then the ideals h'c(  F)i
and hGc [ f'c(^ Tf)gi are radical and the numbers of those zeros coincide with the
degree of 'c(^ Tf). Hence, V ('c(F)) = V (Gc [ f'c(^ Tf)g) and so h'c(F)i =
hGc [ f'c(^ Tf)gi. This implies that 'c(F) forms a Gr¨ obner basis of hGci. 
Thus we may introduce the following notion.
Denition 17 For the generic case, the semi-algebraic set C0 = C n V
 Qn 2
i=1 ^ di

is called the generic region for parametric spectral factorization. Also, for the
singularcase, thesemi-algebraicsetC0 = CnV
 Qn 2
i=1  di

isalsocalledthegeneric
region for parametric spectral factorization.
Remark 18 In the generic case, there is a strong relation between
Qn 2
i=0 ^ di and
D(^ Sf), where D(^ Sf) denotes the discriminant of ^ Sf. We note that D(^ Sf) can
be computed by the resultant of ^ Sf(y) and d^ Sf(y)=dy, and thus that D(^ Sf) is a
polynomial in q. As ^ Sf is assumed to be square-free, D(^ Sf) is non-zero poly-
nomial. Then we can show that each irreducible factor of ^ di is also a factor of
D(^ Sf(x;q)). Thus, for each irreducible factor w of
Qn 2
i=0 ^ di, ^ Sf is not square-free
over the quotient eld of Q[q]=hwi.
This fact can be shown by considering algebraic extensions of Q(q) by the
roots of ^ Sf. For each bi, its characteristic polynomial ^ Ui is also computed by the
multiplication map and it can be shown in the same manner as in Theorem 14
that ^ Ui is a monic polynomial in q. Therefore each root  of ^ Sf, in the algebraic
closure of Q(q), is integral over Q[q], and so is any root ^ hk() of ^ Uk. Then, using
the fact that Q[q] is integrally closed in Q(q), we can draw the conclusion that
each irreducible factor of ^ di is also a factor of D(^ Sf).
15Now, as an example, we compute the shape basis for f = a6x6 + a4x4 +
a2x2 + a0. As ^ Sf is square-free, it is a generic case, and we have the following
shape basis:
^ Sf(b2) =b8
2 + 4a4a6b6
2 + ( 8a2a3
6 + 6a2
4a2
6)b4
2
+ (64a0a5
6   16a2a4a4
6 + 4a3
4a3
6)b2
2 + 16a2
2a6
6   8a2a2
4a5
6 + a4
4a4
6 ;
^ h1(b2) =
b2
2 + a4a6
2a6
;
^ h0(b2) =
b7
2 + 4a4a6b5
2 + ( 4a2a3
6 + 5a2
4a2
6)b3
2 + (64a0a5
6   8a2a4a4
6 + 2a3
4a3
6)b2
32a2a5
6   8a2
4a4
6
:
Then irreducible factors of ^ d0 ^ d2 are a6 and 4a2a6   a2
4. (These factors are also
factors of the discriminant D(^ Sf).) Also, due to the condition of C presented in
Subsection 2.5.1, only one factor 4a2a6   a2
4 remains.
We then consider the `singular region' C \ V
 Qn 2
i=0 ^ di

, or C \ V
 Qn 2
i=0  di

.
To deal with it, the notion of `comprehensive Gr¨ obner system' is useful and the
strategy for its computation can also be applied. However, as pointed out in Theo-
rem 16, we can make good use of Gr¨ obner basis computation over rational function
elds.
Here we employ the notation for the generic case. For the singular case, we can
execute the same procedure only by replacing the notation. Let fw1;:::;wsg be
thesetofallirreduciblefactorsof
Qn 2
i=0 ^ di, andsetCi = (C\V (wi))nV (
Q
j>i wj).
Then, C \ V (
Qn 2
i=0 wi) = [n 2
i=0 Ci. If Ci = ;, then of course we discard such
Ci. (For checking this, we can use the Gr¨ obner basis computation and quantier
elimination.)
Based on Theorem 11, we can compute a shape basis in each singular region
Ci as follows:
Procedure for singular region
Step I: Compute the simple part ^ Ti(y) of ^ Sf(y) by using GCD computation over
the quotient eld of the residue class ring Q[q]=hwii. (As hwii is a prime ideal,
Q[q]=hwii is an integral domain. Computation over the quotient eld will be
explained in Remark 20.)
Step II: Perform basis conversion to the ideal hG; ^ Tf(bn 1)i over the quotient eld
of Q[q]=hwii to obtain the shape base Fi = f^ Ti(y);bn 2 ^ hi;n 2(y);:::;b0 
^ hi;0(y)g. Further let the denominator of ^ hi;j be ^ di;j.
Step III: Compute the ideal Wi = hwi;
Qn 2
j=0 ^ di;ji. If Wi is trivial, we do not
need further computation. Otherwise, by prime decomposition, we obtain all
its prime divisors Wi;1;:::;Wi;t. Then we have new singular regions Ci;j =  
C \ V (Wi;j)

n
 
V (
Q
k>j Wi;k) [ V (
Q
k>i wj)

to deal with. (Here, Ci =
[t
j=1Ci;j.)
For actual algorithms for prime decomposition, see [7, 16].
16Using Theorem 16, where we consider the ring homomorphism 'c from
(Q[q]=hwii)[B] to R[B] for c 2 C n V (wi), we have the following.
Theorem 19 For any c 2 Ci n V
 Qn 2
j=1 ^ di;j

, 'c(Fi) has the zero giving the
spectral factor of fc.
Along with the strategy as in the comprehensive Gr¨ obner system, we deal with
a region (C \ V (J1)) n V (J2), where J1 is a prime ideal in Q[q].
Then we apply Procedure for singular region with the following modi-
cation: inStepI,GCD computations aredoneoverthe quotienteld oftheresidue
class ring Q[q]=J1, and in Step III, we compute J 0
1 = hJ1 [ f
Qn 2
j=0 ^ di;jgi and its
prime divisors. For the computed shape basis, Theorem 19 holds, where we con-
sider the ring homomorphism 'c from (Q[q]=J1)[B] to R[B].
Remark 20 The arithmetic computation over the quotient eld of the residue class
ring Q[q]=J1 can be done in the following manner:
We take a maximal independent set q0 in q with respect to the prime ideal J1,
which can be efciently computed by a strongly independent set. (See [7, 16] for
the independent set and related topics.) Then the cardinality of q0 is the dimension
of J1. Consider another polynomial ring Q(q0)[q n q0] and the extension ideal
J e
1 of J1, which is the ideal generated by J1 in Q(q0)[q n q0]. Then, J e
1 is a
maximal ideal. Thus the residue class ring Q(q0)[q n q0]=J e
1 is a eld containing
Q[q]=J1, and hence it can be identied with the quotient eld of Q[q]=J1. Thus
all arithmetic computation can be done over Q(q0)[q n q0]=J e
1 .
Remark 21 For the computation of shape bases, we may ignore the conditions of
C except that for a2n 6= 0 rst. This is because, even if fc has imaginary axis roots,
Theorems 15, 16, and 19 hold except for the condition that those ideals have the
zero yielding the spectral factorization. Then we can pick up all cases which are
consistent with the whole condition of C.
Finally we discuss the termination of our whole procedure. In Step III, we
compute J 0
1 = hJ1 [ f
Qn 2
j=0 ^ di;jgi. If, in every non-empty singular region, J 0
1
becomes larger than J, the termination is guaranteed by the noetherian property of
Q[q].
When J 0
1 = J occurs for a non-empty singular region
 
C \ V (J1)

n V (J2),
we can apply the following special treatment for it. (Such cases seem unusual.)
First compute the decomposition
 
C \ V (J1)

n V (J2) = [s
i=1
 
C \ V (Li;1)

n V (Li;2) ;
where, for each i, a factor  Tf of ^ Sf over the quotient eld of Q[q]=Li;1 is computed
and 'c( Tf) is still the simple part of ^ Sfc for any c 2 (C\V (Li;1))nV (Li;2). This
decomposition can be done by `parametric square-free factorization' ([14]) based
on comprehensive Gr¨ obner system computation.
17Then we also apply a comprehensive Gr¨ obner system computation algorithm
(e.g., one proposed in [12]) to the `parametric ideal' G [ f  Tfg, with condition that
c 2 Li;1;c 62 Li;2 and the condition of C for parameters c, in the ring Q[q][B].
(We may ignore inequalities on the condition of C; see Remark 21.) For any c 2
(C\V (Li;1))nV (Li;2), as 'c( Tf) is still the simple part of ^ Sfc, hGc [f'c( Tf)gi
is radical and has its shape basis; see Theorem 11 and the proof of Theorem 16.
Therefore, for each component fK;Eg of the computed comprehensive Gr¨ obner
system, where K is the condition on c and E is a nite subset of Q[q [ B] n Q[q],
the evaluation 'c(E) forms a Gr¨ obner basis. Moreover, by making it to be reduced
in a symbolic way if necessary, the desired shape basis can be obtained. (See [12]
for the `reduced comprehensive Gr¨ obner system'.)
Onclosingthissubsection, wecontinueourcomputationforf = a6x6+a4x4+
a2x2 +a0. The remaining singular region is C\V (4a2a6  a2
4). Over the quotient
eld of Q[a6;a4;a2;a0]=h4a2a6  a2
4i, the GCD of ^ Sf(b2) and d^ Sf(b2)=db2 is b2,
and so the simple part ^ T1 of ^ Sf(b2) is b6
2+4a4a6b4
2+4a2
4a2
6b2
2+64a0a5
6. (We note
that 64a0a5
6 6= 0 from the condition of C.) We add ^ T1 to G and compute the shape
basis F1 with respect to the lexicographical ordering b2  b1  b0 to get
^ T1(b2) = b6
2 + 4a4a6b4
2 + 4a2
4a2
6b2
2 + 64a0a5
6 ;
^ h11(b2) =
b2
2 + a4a6
2a6
;
^ h10(b2) =
b3
2 + 2a4a6b2
8a2
6
:
Notice that the product ^ d10 ^ d11 of the denominators has unique irreducible factor
a6. Nevertheless the factor cannot be consistent with the condition of C and our
computation is just nished. Here all eld arithmetic computations were done over
Q(a6;a4;a0)[a2]=h4a2a6   a2
4ie.
In the previous subsection, we dealt with a non-parametric polynomial f(x) =
2x6 28x4+98x2 72, which is a special case of the polynomial considered here
with a6 = 2; a4 =  28; a2 = 98 and a0 =  72. Substituting those values, we
have the same shape basis as presented in (13).
3 Optimization over Parameters Using the Sum of Roots
3.1 Optimization via Quantier Elimination
A variety of problems in signal processing and control boil down to spectral factor-
ization and the solutions to such problems can be expressed explicitly in terms of
the spectral factor [5]. More specically the optimal cost or the optimal controller
to be obtained may be written as functions in the coefcients of the polynomial
spectral factor. The results presented in the preceding section therefore enable us
to express such quantities in terms of the SoR. In particular parametric polynomial
spectral factorization allows us to carry out parametric optimization and thus to
18obtain an explicit expression of the quantity in terms of parameters and the SoR.
Using the resulting expression, we can further employ various kinds of polynomial
optimization algorithms for optimization over parameters.
Here we indicate that another algebraic method, quantier elimination, is ap-
plicable to the latter task. The QE-based optimization approach has already been
proposed to solve possibly non-convex optimization problems under polynomial
constraints (e.g. [17]). The novelty of the method proposed in this report is:
 theintroductionoftheSoRthatallowsustolinkparameterswiththequantity
to be optimized;
 simple formulation of the original control problem in the algebraic form
along with the `largest real root' condition.
More specically the results in Section 2 suggest that, if the cost function (i.e., the
quantity), which we denote by J?, is expressed as a polynomial/rational function in
parameters and the coefcients of the spectral factor, then it can also be expressed
algebraically in terms of parameters and the SoR.
Let q = (q1;q2;:::;qm) be a vector of real parameters and Q  Rm the
permissible region of the parameters (i.e., it is required that q 2 Q). Suppose
that the set of constraints on parameters (i.e., q 2 Q) can be written as '(q) where
'(q) is assumed to consist of a set of algebraic expressions (equalities/inequalities)
in parameters. By introducing an intermediate variable  to hold the value of J?,
the optimization problem can be recast as
9 9q (    J?(q;) = 0 ^ [ is the largest real root of Sf] ^ '(q) ) :
The vital thing is to write down the condition `[ is the largest real root of Sf]' as a
set of algebraic expressions, which is dealt with in the following subsection. Once
this is done, quantier elimination can then be applied to eliminate all variables
but one (i.e.,  and q, but not ) and return an equivalent condition, which is a
set of polynomial inequalities in  only. The resulting condition then reveals the
range that J? can take when parameters vary in the permissible range Q. In the
course of the QE procedure, the combination of parameter values that achieves the
maximum/minimum can also be obtained. In this way we can optimize J? over
parameters.
Remark 22 In the above approach a general QE algorithm is assumed to be used.
Many of QE algorithms such as QEPCAD B [18] rely on Cylindrical Algebraic De-
composition (CAD). However it seems possible to tailor an efcient CAD-based
algorithm to optimization problems such as the one considered here. Some po-
tential areas for improvement are in order. It is observed that a general CAD
algorithm yields projection factors unnecessary for this particular optimization.
By constructing a special algorithm that computes projection factors required for
nding the optimal J?, the computation time may be much reduced. Also, in most
19problems derived from practical engineering problems, the range of J? is an in-
terval (or a semi-interval) (rather than a set of disjoint intervals). Hence it is not
necessary to examine all the candidates of sample points of J? during the lifting
phase, unlike a general QE algorithm. That is, starting from the value of J? for
the nominal values of parameters, for instance, one would have to check adjacent
values of sample points of J? until one nds the infeasible value(s). A similar idea
is exploited in [19]. Lastly, the choice of variable ordering and the way to spec-
ify the SoR have a signicant effect for the computation time [20]. This point is
discussed further in Remark 23. The efcacy of the suggested approach is under
investigation and will be reported elsewhere.
3.2 Specifying the SoR with the Sturm-Habicht Sequence
In order to use the QE technique, all the conditions are to be expressed alge-
braically. In the particular problem under consideration, the description that  is
the largest real root of Sf needs to be translated into algebraic expressions. Given a
polynomial, the fact that a particular number is its largest real root can be described
as the condition
 that the value is a root of the polynomial; and also
 that there is no real root between that value and +1.
The Sturm-Habicht sequence [15] gives an algebraic condition for the number of
polynomial roots in an interval on the real axis when a polynomial with real para-
metric coefcients is provided. This fact directly yields a condition stating that
a particular number is the largest real root of the given polynomial. That is, the
QE-based optimization approach proposed in Subsection 3.1 is in fact executable.
Readersarereferredto[15]foranexpositionofanalgorithmtocomputetheSturm-
Habicht sequence.
For simplication of the resulting condition, we further exploit the structure
of the problem. As is stated in Subsection 2.2, Sf is a polynomial in 2 in the
generic case. Therefore the condition to be found is that the square of the SoR is
the largest real root of Sf seen as polynomial in 2 and that  > 0. This simplies
the computation of the Sturm-Habicht sequence since it can half the degree of the
polynomial for which the sequence is calculated. It is noted here that the number
of inequality constraints derived from this approach grows exponentially with the
degree of Sf. Simplication of these constraints is crucial when solving high order
cases.
Remark 23 The language of Extended Tarski formulas accepted in QEPCAD B
[18] allows indexed roots of polynomials, e.g., an expression like
xk = rootj f(x1;:::;xk), to be specied. This may be used instead of the con-
ditions derived from the Sturm-Habicht sequence. The restriction in QEPCAD B
is that the variables need to be ordered as x1  x2    xk. In the case
20of the problem considered in this report, this variable ordering requires that the
SoR  should be eliminated rst. Nevertheless some empirical results indicate
that, for some cases, the computation terminates faster if the conditions from the
Sturm-Habicht sequence are used and  is eliminated last (i.e., all parameters are
eliminated before ), than using the indexed root and eliminating  rst; for other
cases, using the indexed root yields shorter computation time. Variable ordering
and the method of specifying the SoR are two of potential sources of improvement
and their effect is to be further investigated.
4 Optimization Approach and Application to a Control
Problem
4.1 Algorithms
In this subsection we summarize in the algorithm form the development in the
preceding sections. The rst algorithm, corresponding to Section 2, is to solve
parametric optimization and to express, for instance, the optimal cost in terms of
parameters and the SoR. The second algorithm, corresponding to Section 3, is to
carry out optimization over parameters using the results from the rst algorithm. It
is implicitly assumed that numbers provided in the input to the algorithms are all
in Q.
Algorithm 1 For a problem that reduces to polynomial spectral factorization and
that seeks a quantity which can be expressed in terms of the input data and the
coefcients of the spectral factor.
Input: Coefcients of polynomial f(x) to be decomposed, in the polynomial form
in parameters q.
Output: Polynomial Sf() relating q and the SoR ; expression for the quantity
in q and .
Step I: Convert the original problem into a polynomial spectral factorization prob-
lem. More specically, obtain expressions for the coefcients of f(x) in the
polynomial form in q.
Step II: Carry out polynomial spectral factorization according to Section 2. Get
a polynomial Sf() relating q and  and also polynomial/rational expressions
for the coefcients bi of g(x) in terms of q and .
Step III: Compute an expression for the pursued quantity in terms of q and . (This
step is totally dependent on the problem that the user wants to solve.)
Algorithm 2 For a problem that has the quantity to be optimized in polynomial/
rational form in q and  and that species the ranges of q as algebraic con-
straints.
Input: Polynomial/rational expression for the quantity in q and ; polynomial
relating q and ; algebraic constraints on q:
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Figure 1: Standard feedback conguration.
Output: Maximum/minimum values of the quantity and parameter values that
achieve them.
StepI:RewritetheproblemasinSubsection3.1, usingtheSturm-Habichtsequence
as in Subsection 3.2.
Step II: Execute quantier elimination.
Step III: Find out maximum/minimum values of the quantity and also identify opti-
mizers.
4.2 A Control Problem: LQG Control
In order to demonstrate the approach proposed in this report, this and the fol-
lowing subsections consider a particular H2 control problem, which is called the
normalized linear quadratic Gaussian (LQG) control [21, 22]. The problem is
formulated as follows. Consider the feedback conguration depicted in Fig. 1.
Suppose that the plant (i.e., the system to be controlled) is a single-input-single-
output continuous-time, linear, time-invariant plant and that its transfer function
is given as an n-th order, strictly proper P(s)1. The task is then to design a con-
troller (denoted by its transfer function K(s)) which stabilizes the closed-loop sys-
tem and minimizes the H2-norm of the transfer function matrix Twz(s) from
w = (d1 d2)T to z = (y1 y2)T:
Twz(s) =
1
1   PK

P PK
PK K

:
Namely we are interested in the optimal performance level
J? := min
K stabilizing

Twz(s)

2
2 ;
and the controller Kopt(s) that achieves J?.
Here we briey review the H2-norm. The H2-norm of the transfer function
matrix G(s) of a system is dened as

G(s)


2 :=
 1
2
Z 1
 1
tr
n
GT(
p
 1!)G(
p
 1!)
o
d!
 1
2 ;
1A transfer function is a rational function in the Laplace variable s. Its degree is dened as the
degree of the denominator, and it is called strictly proper if the degree of the denominator is strictly
greater than that of the numerator.
22and the square of the H2-norm of a system is equal to the energy of the system
output when an impulse signal is applied to the input [23]. The H2-norm therefore
indicates how promptly the system attenuates impulse-type disturbance. Once the
transfer function of G is given, computation of kGk2
2 in essence requires solution
of a set of linear equations and the resulting expression will be a rational function
in the coefcient of G [2, 23].
Given a particular plant, the optimal controller and the optimal performance
level can be found by means of spectral factorization [2, 5]. However, in practice,
there is some freedom in designing a plant, e.g., the mass of a weight may be
chosen from a certain range. Parametric polynomial spectral factorization can thus
help engineers to exploit the freedom and to decide parameter values so that they
may construct a desirable plant which is easier to control. It is emphasized that,
at this point, we are focusing on the design of the plant (because we are deciding
plant parameters) rather than the controller, on the assumption that the optimal
controller can be found once the plant is xed.
Suppose that there is a set q of parameters in the plant P, and write P as
P(s;q) to explicitly express the existence of the parameters. Given a particular
value for each parameter, one can compute the optimal cost for the normalized
LQG control, which we denote by J?(q), again to explicitly express the depen-
dence on the parameter values. Write the permissible region of the parameters as
Q. Our task is
 to derive an expression of J?(q) in terms of q and ; and further
 to nd the best choice of parameter values that achieves the smallest value
of J?(q) from the permissible region, i.e., to nd
min
q2Q
J?(q) = min
q2Q
min
K stabilizing
 Twz(s)
 2
2
and q that achieves the above.
A solution approach to this problem by means of polynomial spectral factor-
ization may be stated in the following way [24]. Note that the approach presented
here mainly corresponds to Step III of Algorithm 1 in the preceding subsection.
Write the transfer function of the plant as
P(s) =
PN(s)
PD(s)
; (14)
where PN and PD are polynomials in s. Also let PD be monic. In the parametric
case, we suppose that the coefcients of PN and PD are polynomials in q, and
further assume that PN and PD are coprime for all q 2 Q (see the comment at
the end of this section for the legitimacy of this assumption). If the plant is n-th
order, then the degree of PD is n where seen as a polynomial in s and that of PN
is strictly less than n due to the strict properness of P. Firstly polynomial spectral
23factorization is carried out for the following even polynomial constructed from PN
and PD:
PN( s)PN(s) + PD( s)PD(s) : (15)
Its polynomial spectral factor MD(s) in this case is an n-th order monic polyno-
mial.
Next, in order to nd the optimal controller, polynomials VN(s), UN(s) of
degrees n and (at most) n   1, respectively, are found that satisfy
PD(s)VN(s)   PN(s)UN(s) = fMD(s)g2 : (16)
By comparing the coefcients on the both sides, a set of linear equations in terms
of the coefcients of VN and UN can be obtained and the coefcients of VN and
UN satisfying (16) can be computed by solving the set of equations. The optimal
controller is then given as
Kopt(s) =
UN(s)
VN(s)
: (17)
Note that, due to the coprimeness of PN and PD, VN and UN are uniquely deter-
mined. It is further pointed out that the coefcients of VN and UN are polynomials
in the coefcient bi of MD and rational functions in the parameters q.
Once Kopt is found, J? can be computed in a straightforward manner. The
transfer function matrix in that case can be written as
Twz(P;Kopt) =  
1
M2
D

PNVN PNUN
PNUN PDUN

=:

T11 T12
T12 T22

:
Since
 Twz(P;Kopt)
 2
2 =
 T11
 2
2 + 2
 T12
 2
2 +
 T22
 2
2 ;
what we have to do is to compute
 T11
 2
2 etc. separately. If we write T11 as
T11(s)

=  
PN(s)VN(s)
fMD(s)g2

=
2n 1s2n 1 + 2n 2s2n 2 +  + 0
s2n + 2n 1s2n 1 + 2n 2s2n 2 +  + 0
;
then its H2-norm may be obtained by solving a Lyapunov equation. Write T11 in
state-space form, e.g., in the observer canonical form:
T11(s) =
2
6 6 6
6 6 6 6
4
 2n 1 1 0  0 2n 1
 2n 2 0 1  0 2n 2
. . .
. . .
...
. . .
. . .
 1 0 0  1 1
 0 0 0  0 0
1 0 0  0 0
3
7 7 7
7 7 7 7
5
=:

A B
C 0

:
24Then, by using the (unique) solution Lo (which is a symmetric matrix) to the Lya-
punov equation
ALo + LoA + CC = 0 ; (18)

T11

2
2 may be computed as
 T11
 2
2 = trfBLoBg :
The remaining
 T12
 2
2 and
 T22
 2
2 can be computed in the same way. Adding
them all, we can get an expression for J?. Notice that (18) yields a set of linear
equations in terms of the elements `jk of Lo. This implies that `jk are expressed as
rational functions in bi, concluding that J? is a rational function in bi and q.
The above solution approach thus indicates that this problem falls into the cat-
egory of problems tackled by the algorithms in the previous subsections. It is
mentioned that a wide range of H2 control problems can be dealt with in a similar
manner (see e.g. [25]).
On closing this subsection, we mention how the assumption that the polyno-
mial to be decomposed has no roots on the imaginary axis arises from the formula-
tion of the control problem. When the transfer function of the plant is written as in
(14), control theory requires that PN and PD should be coprime so that the plant
is controllable/observable [23]. Polynomial spectral factorization is executed for
(15), but, due to the coprimeness, the polynomial (15) has no roots on the imag-
inary axis. In the case where the plant has parameters, i.e., PN and PD contain
parameters, the coprimeness of PN and PD under parameter variations needs to
be examined beforehand since the structure (the degree) of the plant may change
and there can be some singularity. That is, special attention must be paid before
the design of a controller. Therefore we can safely assume the non-existence of
imaginary axis roots.
Remark 24 The quantier elimination technique have been successfully applied
to some control problems (see .e.g. [26, 27]). Most problems assume a xed plant,
and are solved by parametrizing the controller/control strategy and nding feasi-
ble/optimal parameters. The problem considered here is different in that parame-
ters in the system to be controlled are dealt with and optimization is executed over
those parameters, assuming that the optimal controller can always be employed.
The SoR and parametric polynomial spectral factorization are instrumental to this
approach.
4.3 Numerical Example
As a demonstration of the algorithms stated in Subsection 4.1, we employ the fol-
lowing numerical example for the control problem formulated in Subsection 4.2:
P(s;q1;q2) =
s   q1
s(s + 1
10q2)
=:
PN(s;q)
PD(s;q)
;
25where q = (q1;q2) is the vector of tuning parameters restricted to the permissible
region
Q =

q = (q1;q2)
  q1 2 [1
5;1];q2 2 [ 9
10; 11
10]
	
:
First note that the numerator and the denominator are always coprime in the per-
missible region.
We follow the steps of Algorithms 1 and 2.
Step 1-I: The even polynomial (15) to be decomposed is computed:
PN( s;q)PN(s;q) + PD( s;q)PD(s;q) = s4  

1
100q2
2 + 1

s2 + q2
1 : (19)
It is easy to see that (19) does not have an imaginary axis root unless q1 = 0. So the
regular region is C = fq1 6= 0g. Notice that q1 = 0 yields a common factor s in the
numerator and the denominator of the transfer function, and that this singularity
agrees with the observation of P. Since the permissible region Q is contained in C,
the method stated in Subsection 2.5 is applicable.
Step 1-II: We carry out polynomial spectral factorization for (19). Write its spec-
tral factor as
MD(s) = s2 + b1s + b0 :
Comparing the coefcients of (19) and those of MD(s)MD( s), we get the fol-
lowing set of algebraic equations:

b2
1   2b0   1
100q2
2   1 = 0 ;
b2
0   q2
1 = 0 :
As is stated in Lemma 5, the left hand sides of the equations forms the reduced
Gr¨ obner basis with respect to the graded reverse lexicographic order b1  b0. By
meansof`parametric'basisconversion, ashapebasisisobtained, andthefollowing
relationship is obtained:
8
<
:
Sf() = 4  
  1
50q2
2 + 2

2   4q2
1 + 1
10000q4
2 + 1
50q2
2 + 1 ;
b1 =  ;
b0 = 1
22   1
200q2
2   1
2 :
(20)
Step 1-III: First we compute the optimal controller. According to the degree re-
quirements, write VN and UN as
VN(s) = s2 + v1s + v0 ;
UN(s) = u1s + u0 :
Comparing the coefcients of the both sides of (16), we can get a set of linear
equations in terms of vi and uj. By solving it, vi and uj are obtained and the
26optimal controller can be written as in (17), where
VN(s) = s2 +
 
2b1   1
10q2

s +
b1
 
100b2
1 + 200q1b1   20q1q2   q2
2   100

10
 
10q1 + q2
 ;
UN(s) =
 
100b3
1   20q2b2
1 + q2
2b1   100b1 + 10q2 + 100q1

10(10q1 + q2)
s + q1 :
Notice that the coefcients of VN and UN are polynomials in the coefcient bi of
MD and rational functions in the parameters q.
Now, J? is computed. As is suggested in Subsection 4.2, three transfer func-
tions, namely, T11, T12, and T22, are computed from PN, PD, VN, and UN. Then
the square of the H2-norm is calculated for each transfer function by solving the
Lyapunov equation (18). We then get an expression for J? as a rational function
in bi and q. Using the relationship (20), we can introduce  to eliminate b1 and
b0. Moreover, nding the inverse of the denominator using Sf, we can convert the
expression for J? into an expression polynomial in :
J? =
(1500q2
2 +50000)3 +(100000q1  200q3
2  10000q2)2
+(150000q2
1  10000q1q2  5q4
2  1500q2
2  50000)
  40000q2
1q2 + q5
2 + 200q3
2 + 10000q2
250
 
100q2
1 + 20q1q2 + q2
2
 :
This concludes Algorithm 1. Notice that J? is in Q(q1;q2)[] and is suited for the
input to Algorithm 2.
We carry on Algorithm 2.
Step 2-I: We rst specify the SoR  in Sf using the Sturm-Habicht sequence. The
Sturm-Habicht sequence for Sf (when seen as a polynomial in 2) is

16q2
1; 22   2   1
50q2; Sf()

: (21)
The signs in (21) at  = +1 are

+;+;+

:
When  becomes the true SoR, the sign of the rst element of (21) is again + and
the last element becomes 0. Since no change of sign is allowed, the permissible
signs in the sequence is

+;+;0

:
The condition that  is the largest real root of Sf is thus equivalent to
Sf = 0 ^ 22   2   1
50q2 > 0 ^  > 0 :
By using this, optimization of J? over parameters q can be formulated as the
following QE problem:
9 9q1 9q2 (    J? = 0 ^ Sf = 0 ^ 22   2   1
50q2 > 0 ^  > 0
^ 2
10  q1  1 ^ 9
10  q2  11
10 ) ; (22)
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Figure 2: J? drawn from exact expression.
where  is a new variable that is assigned to J?.
Step 2-II: QEPCAD B is then applied to the rst-order formula (22), and we obtain
the following quantier-free formula in :
  1 ^ () := 1051250002   2299018951   8523088490  0 ; (23)
where 1 is the second root of
13750003   589900002 + 635959650   71455341 ;
which is the unique root between 21675
1024 and 5419
256 (1 ' 21:1672). The formula (23)
thus implies the feasible range of J?: J? 2 [1;2] where 2 is the unique root of
() between 25701
1024 and 12851
512 (2 ' 25:0996).
Step 2-III: Tracing down the CAD tree created during the QE process, we can
know the parameter values achieving the minimum/maximum explicitly as alge-
braic numbers. For this example, it is found that the minimum and maximum
values are achieved at (q1;q2) ' (0:7096; 11
10) and (q1;q2) = (1
5; 9
10), respectively.
Remark 25 Since Sf in (20) is 4-th order, the exact expression for  can in fact
be obtained. Using this expression, we can nd a closed-form expression for J? in
terms of q1 and q2, and J? is plotted against q1 and q2 in Fig. 2. The optimization
28resultshownaboveagreeswiththeplot, anditcanbeconrmedthatthealgorithms
successfully found the optimal values.
It is noted however that the approach nding an exact expression cannot be ap-
pliedforgeneralhighorderSf. AlsotheobtainedexpressionforJ? ofthisexample
contains many nested radicals and is judged too complicated to apply general opti-
mization methods for. Moreover observe the non-convexity of J?, which may make
it difcult for an ordinary optimization problem to nd the (exact) global optimum.
By solving the parametric polynomial spectral factorization problem by way of the
SoR and carrying out optimization over parameters using QE, the true optimal
value can in principle be obtained without failure.
5 Conclusion
This report has exploited the relationship between the sum of roots and polynomial
spectral factorization and devised an algebraic approach to the parametric poly-
nomial spectral factorization problem. It has also been shown that, based on the
result and quantier elimination, optimization over parameters can be performed
for problems in signal processing and control. The effectiveness of the proposed
approach is demonstrated on a numerical example of a control problem. Further
efforts are to be made to nd out and exploit more structural properties so that the
proposed approach may become truly useful for practical applications.
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