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Bayesian Neural Networks: An
Introduction and Survey
Ethan Goan, Clinton Fookes
Abstract Neural Networks (NNs) have provided state-of-the-art results for
many challenging machine learning tasks such as detection, regression and
classification across the domains of computer vision, speech recognition and
natural language processing. Despite their success, they are often imple-
mented in a frequentist scheme, meaning they are unable to reason about
uncertainty in their predictions. This article introduces Bayesian Neural Net-
works (BNNs) and the seminal research regarding their implementation. Dif-
ferent approximate inference methods are compared, and used to highlight
where future research can improve on current methods.
1 Introduction
Biomimicry has long served as a basis for technological developments. Scien-
tists and engineers have repeatedly used knowledge of the physical world to
emulate nature’s elegant solutions to complex problems which have evolved
over billions of years. An important example of biomimicry in statistics and
machine learning has been the development of the perceptron [1], which pro-
poses a mathematical model based on the physiology of a neuron. The ma-
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chine learning community has used this concept1 to develop statistical models
of highly interconnected arrays of neurons to create Neural Networks (NNs).
Though the concept of NNs has been known for many decades, it is only
recently that applications of these network have seen such prominence. The
lull in research and development for NNs was largely due to three key fac-
tors: lack of sufficient algorithms to train these networks, the large amount
of data required to train complex networks and the large amount of com-
puting resources required during the training process. In 1986, [3] introduced
the backpropagation algorithm to address the problem of efficient training
for these networks. Though an efficient means of training was available, con-
siderable compute resources was still required for the ever increasing size of
new networks. This problem was addressed in [4, 5, 6] where it was shown
that general purpose GPUs could be used to efficiently perform many of the
operations required for training. As digital hardware continued to advance,
the number of sensors able to capture and store real world data increased.
With efficient training methods, improved computational resources and large
data sets, training of complex NNs became truly feasible.
In the vast majority of cases, NNs are used within a frequentist perspec-
tive; using available data, a user defines a network architecture and cost
function, which is then optimised to allow us to gain point estimate predic-
tions. Problems arise from this interpretation of NNs. Increasing the number
of parameters (often called weights in machine learning literature), or the
depth of the model increases the capacity of the network, allowing it to rep-
resent functions with greater non-linearities. This increase in capacity allows
for more complex tasks to be addressed with NNs, though when frequen-
tist methodologies are applied, leaves them highly prone to overfitting to the
training data. The use of large data sets and regularisation methods such as
finding a MAP estimate can limit the complexity of functions learnt by the
networks and aid in avoiding overfitting.
Neural Networks have provided state-of-the-art results for numerous ma-
chine learning and Artificial intelligence (AI) applications, such as image
classification [6, 7, 8], object detection [9, 10, 11] and speech recognition
[12, 13, 14, 15]. Other networks such as the AlphaGo model developed by
DeepMind [16] have emphasised the potential of NNs for developing AI sys-
tems, garnering a wide audience interested in the development of these net-
works. As the performance of NNs has continued to increase, the interest in
their development and adoption by certain industries becomes more promi-
nent. NNs are currently used in manufacturing [17], asset management [18]
and human interaction technologies [19, 20].
Since the deployment of NNs in industry, there have been a number of
incidents where failings in these systems has led to models acting unethically
and unsafely. This includes models demonstrating considerable gender and
1 While also relaxing many of the constraints imposed by a physical model of a natural
neuron [2]. It should be emphasised that there is very little evidence to suggest that that
arrangement of neurons seen in NNs are an accurate model of any physiological brain.
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racial bias against marginalised groups[21, 22, 23] or to more extreme cases
resulting in loss of life[24, 25]. NNs are a statistical black-box models, meaning
that the decision process is not based on a well-defined and intuitive protocol.
Instead decisions are made in an uninterpretable manner, with hopes that
the reasonable decisions will be made based on previous evidence provided
in training data2. As such, the implementation of these systems in social
and safety critical environments raises considerable ethical concerns. The
European Union released a new regulation3 which effectively states that users
have a “right to an explanation” regarding decisions made by AI systems
[26, 27]. Without clear understanding of their operation or principled methods
for their design, experts from other domains remain apprehensive about the
adoption of current technology [28, 29, 30]. These limitations have motivated
research efforts into the field of Explainable AI [31].
Adequate engineering of NNs requires a sound understanding of their capa-
bilities and limitations; to identify their shortcomings prior to deployment as
apposed to the current practice of investigating these limitations in the wake
of these tragedies. With NNs being a statistical black-box, interpretation and
explanation of the decision making process eludes current theory. This lack
of interpretation and over-confident estimates provided by the frequentist
perspective of common NNs makes them unsuitable for high risk domains
such as medical diagnostics and autonomous vehicles. Bayesian statistics of-
fers natural way to reason about uncertainty in predictions, and can provide
insight into how these decisions are made.
Figure 1 compares Bayesian methods for performing regression with that
of a simple neural network, and illustrates the importance of measuring un-
certainty. While both methods perform well within the bounds of the training
data, where extrapolation is required, the probabilistic method provides a full
distribution of the function output as opposed to the point estimates provided
by the NN. The distribution over outputs provided by probabilistic methods
allows for the development of trustworthy models, in that they can identify
uncertainty in a prediction. Given that NNs are the most promising model
for generating AI systems, it is important that we can similarly trust their
predictions.
A Bayesian perspective allows us to address many of the challenges cur-
rently faced within NNs. To do this, a distribution is placed over the network
parameters, and the resulting network is then termed a Bayesian Neural Net-
work (BNN). The goal of a BNN is to have a model of high capacity that
exhibits the important theoretical benefits of Bayesian analysis. Recent re-
search has investigated how Bayesian approximations can be applied to NNs
2 Due to this black-box nature, the performance of these models is justified entirely through
empirical means.
3 This regulation came into effect on the 25th of May, 2018 across the EU [26].
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Fig. 1: Comparison of neural network to traditional probabilistic methods
for a regression task, with no training data in the purple region. (a) Re-
gression output using a neural network with 2 hidden layers; (b) Regression
using a Gaussian Process framework, with grey bar representing ±2 std. from
expected value.
in practice. The challenge with these methods is deploying models that pro-
vide accurate predictions within reasonable computation constraints4.
This document aims to provide an accessible introduction to BNNs, accom-
panied by a survey of seminal works in the field and experiments to motivate
discussion into the capabilities and limits of current methods. A survey of all
research items across the Bayesian and machine learning literature related to
BNNs could fill multiple text books. As a result, items included in this survey
only intend to inform the reader on the overarching narrative that has moti-
vated their research. Similarly, derivations of many of they key results have
been omitted, with the final result being listed accompanied by reference to
the original source. Readers inspired by this exciting research area are en-
couraged to consult prior surveys: [32] which surveys the early developments
in BNNs, [33] which discusses the specifics of a full Bayesian treatment for
NNs, and [34] which surveys applications of approximate Bayesian inference
to modern network architectures.
This document should be suitable for all in the statistics field, though the
primary audience of interest are those more familiar with machine learning
concepts. Despite seminal references for new machine learning scholars almost
equivalently being Bayesian texts [2, 35], in practice there has been a diver-
gence between much of the modern machine learning and Bayesian statistics
research. It is hoped that this survey will help highlight similarities between
4 The term “reasonable” largely depends on the context. Many neural networks are cur-
rently trained using some of the largest computing facilities available, containing thousands
of GPU devices.
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some modern research in BNNs and statistics, to emphasis the importance of
a probabilistic perspective within machine learning and to encourage future
collaboration/unison between the machine learning and statistics fields.
2 Literature Survey
2.1 Neural Networks
Before discussing a Bayesian perspective of NNs, it is important to briefly
survey the fundamentals of neural computation and to define the notation
to be used throughout the chapter. This survey will focus on the primary
network structure of interest, the Multi-Layer Perceptron (MLP) network.
The MLP serves as the basis for NNs, with modern architectures such as
convolutional networks having an equivalent MLP representation. Figure 2
illustrates a simple MLP with a single hidden layer suitable for regression or
classification. For this network with an input x of dimension N1, the output
of the f network can be modelled as,
φj =
N1∑
i=1
a(xiw
1
ij), (1)
fk =
N2∑
j=1
g(φjw
2
jk). (2)
The parameters w represent the weighted connection between neurons from
subsequent layers, and the superscripts denoting the layer number. Equa-
tion 1 represents the output of the hidden layer, which will be of dimension
N2. The k
th output of the network is then a summation over the N2 outputs
from the prior hidden layer. This modelling scheme can be expanded to in-
clude many hidden layers, with the input of each layer being the output of
the layer immediately prior. A bias value is often added during each layer,
though is omitted throughout this chapter in favour of simplicity.
Equation 1 refers to the state of each neuron (or node) in the hidden layer.
This is expressed as an affine transform followed by a non-linear element wise
transform φ(·), which is often called an activation. For the original perceptron,
activation function used was the sign(·) function, though the use of this func-
tion has ceased due to it’s derivative being equal to zero5. More favourable
activation functions such as the Sigmoid, Hyperbolic Tangent (TanH), Rec-
tified Linear Unit (ReLU) and Leaky-ReLU have since replaced this the sign
function [36, 37]. Figure 3 illustrates these functions along with their cor-
5 When the derivative is defined, as is a piece-wise non-differentiable function at the origin.
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Fig. 2: Example of a NN architecture with a single hidden layer for either
binary classification or 1-D regression. Each node represents a neuron or
a state where the summation and activation of input states is performed.
Arrows are the parameters (weights) indicating the strength of connection
between neurons.
responding derivatives. When using the Sigmoid function, expression 1 is
equivalent to logistic regression, meaning that the output of the network
becomes the sum of multiple logistic regression models.
For a regression model, the function applied to the output g(·) will be the
identity function6, and for binary classification will be a Sigmoid.
Equations 1 and 2 can be efficiently implemented using matrix represen-
tations, and is often represented as such in machine learning literature. This
is achieved by stacking the input vector in our data set as a column in X.
Forward propagation can then be performed as,
Φ = a(XTW1), (3)
F = g(ΦW2). (4)
Whilst this matrix notation is more concise, the choice to use the summation
notation to describe the network here is deliberate. It is hoped that with the
summation notation, relations to kernel and statistical theory discussed later
in this chapter becomes clearer.
In the frequentist setting of NN learning, a MLE or MAP estimate is
found through the minimisation of a non-convex cost function J(x, y) w.r.t.
6 Meaning no activation is used on the output layer, g(x) = x.
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Fig. 3: Examples of commonly used activation functions in NNs. The output
for each activation is shown in blue and the numerical derivative of each
function is shown in red. These functions are (a) Sigmoid; (b) TanH; (c)
ReLU; (d) Leaky-ReLU. Note the change in scale for the y-axis.
network weights. Minimisation of this cost-function is performed through
backpropagation, where the output of the model is computed for the current
parameter settings, partial derivatives w.r.t parameters are found and then
used to update each parameter,
wt+i = wt − α∂J(x, y)
∂wt
. (5)
Equation 5 illustrates how backpropagation updates model parameters, with
α representing the learning rate and the subscripts indicate the iteration in
the training procedure. Partial derivatives for individual parameters at differ-
ent layers in the network is found through application of the chain rule. This
leads to the preference of discontinuous non-linearities such as the ReLU for
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deep NNs, as the larger gradient of the ReLU assists in preventing vanishing
gradients of early layers during training.
2.2 Bayesian Neural Networks
In the frequentist setting presented above, the model weights are not treated
as random variables; weights are assumed to have a true value that is just
unknown and the data we have seen is treated as a random variable. This
may seem conterintuitive for what we want to achieve. We would like to learn
what our unknown model weights are based of the information we have at
hand. For statistical modelling the information available to us comes in the
form of our acquired data. Since we do not know the value for our weights,
it seems natural to treat them as a random variable. The Bayesian view of
statistics uses this approach; unknown (or latent) parameters are treated as
random variables and we want to learn a distribution of these parameters
conditional on the what we can observe in the training data.
During the “learning” process of BNNs, unknown model weights are in-
ferred based on what we do know or what we can observe. This is the problem
of inverse probability, and is solved through the use of Bayes Theorem. The
weights in our model ω are hidden or latent variables; we cannot immedi-
ately observe their true distribution. Bayes Theorem allows us to represent
a distribution over these weights in terms of probabilities we can observe,
resulting in the distribution of model parameters conditional on the data we
have seen p(ω|D)7, which we call the posterior distribution.
Before training, we can observe the joint distribution between our weights
and our data p(ω,D). This joint distribution is defined by our prior beliefs
over our latent variables p(ω) and our choice of model/likelihood p(D|ω),
p(ω,D) = p(ω)p(D|ω). (6)
Our choice of network architecture and loss function is used to define the
likelihood term in Equation 6. For example, for a 1-D homoscedastic regres-
sion problem with a mean squared error loss and a known noise variance, the
likelihood is a Gaussian distribution with the mean value specified by the
output of the network,
p(D|ω) = N (fω(D), σ2).
Under this modelling scheme, it is typically assumed that all samples from
D are i.i.d., meaning that the likelihood can then be written as a product of
the contribution from the N individual terms in the data set,
7 D is used here to denote the set of training data (x,y).
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p(D|ω) =
N∏
i=1
N (fω(xi), σ2). (7)
Our prior distribution should be specified to incorporate our belief as to
how the weights should be distributed, prior to seeing any data. Due to
the black-box nature of NNs, specifying a meaningful prior is challenging.
In many practical NNs trained under the frequentist scheme, the weights of
the trained network have a low magnitude, and are roughly centred around
zero. Following this empirical observation, we may use a zero mean Gaussian
with a small variance for our prior, or a spike-slab prior centred at zero to
encourage sparsity in our model.
With the prior and likelihood specified, Bayes theorem is then applied to
yield the posterior distribution over the model weights,
pi(ω|D) = p(ω)p(D|ω)∫
p(ω)p(D|ω)dω =
p(ω)p(D|ω)
p(D) . (8)
The denominator in the posterior distribution is called the marginal likeli-
hood, or the evidence. This quantity is a constant with respect to the un-
known model weights, and normalises the posterior to ensure it is a valid
distribution.
From this posterior distribution, we can perform predictions of any quan-
tity of interest. Predictions are in the form of an expectation with respect to
the posterior distribution,
Epi[f ] =
∫
f(ω)pi(ω|D)dω. (9)
All predictive quantities of interest will be an expectation of this form.
Whether it be a predictive mean, variance or interval, the predictive quan-
tity will be an expectation over the posterior. The only change will be in the
function f(ω) with which the expectation is applied to. Prediction can then
be viewed as an average of the function f weighted by the posterior pi(ω).
We see that the Bayesian inference process revolves around marginalisation
(integration) over our unknown model weights. By using this marginalisation
approach, we are able to learn about the generative process of a model, as
opposed to an optimisation scheme used in the frequentist setting. With
access to this generative model, our predictions are represented in the form
of valid conditional probabilities.
In this description, it was assumed that many parameters such as the noise
variance σ or any prior parameters were known. This is rarely the case, and as
such we need to perform inference for these unknown variables. The Bayesian
framework allows us to perform inference over these variables similarly to how
we perform inference over our weights; we treat these additional variables as
latent variables, assign a prior distribution (or sometimes called a hyper-
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prior) and then marginalise over them to find our posterior. For more of a
description of how this can be performed for BNNs, please refer to [33, 38].
For many models of interest, computation of the posterior (Equation 8)
remains intractable. This is largely due to the computation of the marginal
likelihood. For non-conjugate models or those that are non-linear in the la-
tent variables (such as NNs), this quantity can be analytically intractable.
For high dimensional models, a quadrature approximation of this integral can
become computationally intractable. As a result, approximations for the pos-
terior must be made. The following sections detail how approximate Bayesian
inference can be achieved in BNNs.
2.3 Origin of Bayesian Neural Networks
From this survey and those conducted prior [39], the first instance of what
could be considered a BNN was developed in [40]. This paper emphasises key
statistical properties of NNs by developing a statistical interpretation of loss
functions used. It was shown that minimisation of a squared error term is
equivalent to finding the Maximum Likelihood Estimate (MLE) of a Gaus-
sian. More importantly, it was shown that by specifying a prior over the net-
work weights, Bayes Theorem can be used to obtain an appropriate posterior.
Whilst this work provides key insights into the Bayesian perspective of NNs,
no means for finding the marginal likelihood (evidence) is supplied, meaning
that no practical means for inference is suggested. Denker and LeCun [41]
extend on this work, offering a practical means for performing approximate
inference using the Laplace approximation, though minimal experimental re-
sults are provided.
A NN is a generic function approximator. It is well known that as the limit
of the number of parameters approaches infinity in a single hidden layer net-
work, any arbitrary function can be represented [42, 43, 44]. This means that
for the practical case, our finite training data set can be well approximated
by a single layer NN as long as there are sufficient trainable parameters in
the model. Similar to high-degree polynomial regression, although we can
represent any function and even exactly match the training data in certain
cases, as the number of parameters in a NN increases or the degree of the
polynomial used increases, the model complexity increases leading to issues
of overfitting. This leads to a fundamental challenge found in NN design; how
complex should I make my model?
Building on the work of Gull and Skilling [45], MacKay demonstrates
how a Bayesian framework naturally lends itself to handle the task of model
design and comparison of generic statistical models [46]. In this work, two
levels of inference are described: inference for fitting a model and inference for
assessing the suitability of a model. The first level of inference is the typical
application of Bayes rule for updating model parameters,
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P (ω|D,Hi) = P (D|ω,Hi)P (ω|Hi)
P (D|Hi) , (10)
where ω is the set of parameters in the generic statistical model, D is our
data and Hi represents the i’th model used for this level of inference8. This
is then described as,
Posterior =
Likelihood× Prior
Evidence
.
It is important to note that the normalising constant in Equation 10 is re-
ferred to as the evidence for the specific model of interest Hi. Evaluation of
the posterior remains intractable for most models of interest, so approxima-
tions must be made. In this work, the Laplace approximation is used.
Though computation of the posterior over parameters is required, the key
aim of this work is to demonstrate methods of assessing the posterior over
the model hypothesis Hi. The posterior over model design is represented as,
P (Hi|D) ∝ P (D|Hi)P (Hi), (11)
which translates to,
Model Posterior ∝ Evidence×Model Prior.
The data dependent term in Equation 11 is the evidence for the model.
Despite the promising interpretation of the posterior normalisation constant,
as described earlier, evaluation of this distribution is intractable for most
BNNs. Assuming a Gaussian distribution, the Laplace approximation of the
evidence can be found as,
P (D|Hi) =
∫
P (D|ω,Hi)P (ω|Hi)dω (12)
≈ P (D|ωMAP,Hi)
[
P (ωMAP|Hi)∆ω
]
(13)
= P (D|ωMAP,Hi)
[
P (ωMAP|Hi)(2pi) k2 det− 12 A
]
(14)
= Best Likelihood Fit×Occam Factor.
This can be interpreted as a single Riemann approximation to the model
evidence with the best likelihood fit representing the peak of the evidence,
and the Occam factor is the width that is characterised by the curvature
around the peak of the Gaussian. The Occam factor can be interpreted as
the ratio of the width of the posterior ∆ω and the range of the prior ∆ω0
for the given model Hi,
8 H is used to refer to the model “hypothesis”.
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Occam Factor =
∆ω
∆ω0
, (15)
meaning that the Occam factor is the ratio of change in plausible parameter
space from the prior to the posterior. Figure 4 demonstrates this concept
graphically. With this representation, a complex model able to represent a
large range of data will have a wider evidence, thus having a larger Occam
factor. A simple model will have a lower capacity to capture a complex gen-
erative process, but a smaller range of data will be able to be modelled with
greater certainty, resulting in a lower Occam Factor. This results in a natural
regularisation for the complexity of a model. An unnecessarily complex model
will typically result in a wide posterior, resulting in a large Occam factor and
low evidence for the given model. Similarly, a wide or less informative prior
will result in a reduced Occam factor, providing further intuition into the
Bayesian setting of regularisation.
D
Evidence
P (D|H2)
P (D|H1)
Fig. 4: Graphical illustration of how the evidence plays a role in investigating
different model hypotheses. The simple model H1 is able to predict a small
range of data with greater strength, while the more complex model H2 is able
to represent a larger range of data, though with lower probability. Adapted
from [46, 47].
Using this evidence framework requires computation of the marginal like-
lihood, which is an expensive (and the key challenge) within Bayesian mod-
elling. Given the large investment required to approximate the marginal like-
lihood, it may be infeasible to compare many different architectures. Despite
this, the use of the evidence framework can used to assess solutions for BNNs.
For most NN architectures of interest, the objective function is non-convex
with many local minima. Each local minima can be regarded as a possible
solution for the inference problem. MacKay uses this as motivation to com-
pare the solutions from each local minimum using the corresponding evidence
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function [48]. This allows for assessment of model complexity at each solution
without prohibitive computational requirements.
2.3.1 Early Variational Inference for BNNs
The machine learning community has continuously excelled at optimisation
based problems. While many ML models, such as Support Vector Machines
and Linear Gaussian Models result in a convex objective function, NNs have
a highly non-convex objective function with many local minima. A difficult
to locate global minimum motivates the use of gradient based optimisation
schemes such as backpropagation [3]. This type of optimisation can be viewed
in a Bayesian context through the lens of Variational Inference (VI).
VI is an approximate inference method that frames marginalisation re-
quired during Bayesian inference as an optimisation problem [49, 50, 51].
This is achieved by assuming the form of the posterior distribution and per-
forming optimisation to find the assumed density that closest to the true
posterior. This assumption simplifies computation and provides some level of
tractability.
The assumed posterior distribution qθ(ω) is a suitable density over the
set of parameters ω, that is restricted to a certain family of distributions
parameterised by θ. The parameters for this variational distribution are then
adjusted to reduce the dissimilarity between the variational distribution and
the true posterior p(ω|D)9. The means to measure similarity for VI is often
the forward KL-Divergence between the variational and true distribution,
KL
(
qθ(ω)||p(ω|D)
)
=
∫
qθ(ω) log
qθ(ω)
p(ω|D)dω. (16)
For VI, Equation 16 serves as the objective function we wish to minimise
w.r.t variational parameters θ. This can be expanded out as,
KL
(
qθ(ω)||p(ω|D)
)
= Eq
[
log
qθ(ω)
p(ω)
− log p(D|ω)]+ log p(D) (17)
= KL
(
qθ(ω)||p(ω)
)
− Eq[log p(D|ω)] + log p(D) (18)
= −F [qθ] + log p(D), (19)
where F [qθ] = −KL
(
qθ(ω)||p(ω)
)
+ Eq[log p(D|ω)]. The combination of
terms into F [q] is to separate the tractable terms from the intractable log
marginal likelihood. We can now optimise this function using backpropaga-
tion, and since the log marginal likelihood does not depend on variational
9 The model hypothesis Hi used previously will be omitted for further expressions, as
little of the remaining key research items deal with model comparison and simply assume
a single architecture and solution.
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parameters θ, it’s derivative evaluates to zero. This leaves only term of con-
taining variational parameters, which is F [qθ].
This notation used in Equation 19, particularly the choice to include the
negative of F [qθ] is deliberate to highlight a different but equivalent derivation
to the identical result, and to remain consistent with existing literature. This
result can be obtained by instead of minimising the KL-Divergence between
the true and approximate distribution, but by approximating the intractable
log marginal likelihood. Through application of Jensen’s inequality, we can
then find that F [qθ] forms a lower bound on the logarithm of the marginal
likelihood [49, 52]. This can be seen by re-arranging Equation 19 and noting
that the KL divergence is strictly ≥ 0 and only equals zero when the two
distributions are equal. The logarithm of the marginal likelihood is equal to
the sum of the KL divergence between the approximate and true posterior and
F [qθ]. By minimising the KL divergence between the approximate and true
posterior, the closer F [qθ] will be to the logarithm of the marginal likelihood.
For this reason, F [qθ] is commonly referred to as the Evidence Lower Bound
(ELBO). Figure 5 illustrates this graphically.
KL
(
qθ(ω)||p(ω|D)
)
F [qθ]
log p(D)
Fig. 5: Graphical illustration of how the minimisation of the KL divergence
between the approximate and true posterior maximises the lower bound on
the evidence. As the KL Divergence between our approximate and true pos-
terior is minimised, the ELBO F [qθ] tightens to the log-evidence. Therefore
maximising the ELBO is equivalent to minimising the KL divergence between
the approximate and true posterior. Adapted from [53].
The first application of VI to BNNs was by Hinton and Van Camp [54],
where they tried to address the problem of overfitting in NNs. They argued
that by using a probabilistic perspective of model weights, the amount of
information they could contain would be reduced and would simplify the
network. Formulation of this problem was through an information theoretic
basis, particularly the Minimum Descriptive Length (MDL) principle, though
Bayesian Neural Networks: An Introduction and Survey 15
its application results in a framework equivalent to VI. As is common in VI,
the mean-field approach was used. Mean-Field Variational Bayes (MFVB) as-
sumes a posterior distribution that factorises over parameters of interest. For
the work in [54], the posterior distribution over model weights was assumed
to be a factorisation of independent Gaussians,
qθ(ω) =
P∏
i=1
N (wi|µi, σ2i ), (20)
where P is the number of weights in the network. For a regression network
with a single hidden layer, an analytic solution for this posterior is available.
The ability to achieve an analytic solution to the approximation is an desir-
able property, as analytic solutions significantly reduce the time to perform
inference.
There are a few issues with this work, though one of the most prominent
issues is the assumption of a posterior that factorises over individual network
weights. It is well known that strong correlation between parameters in a
NN is present. A factorised distribution simplifies computation by sacrific-
ing the rich correlation information between parameters. MacKay highlighted
this limitation in an early survey of BNNs [32] and offers insight into how a
preprocessing stage of inputs to hidden layers could allow for more compre-
hensive approximate posterior distributions.
Barber and Bishop [53] again highlight this limitation, and offer a VI
based approach that extends on the work in [54] to allow for full correlation
between the parameters to be captured by using a full rank Gaussian for
the approximating posterior. For a single hidden layer regression network
utilising a Sigmoid activation, analytic expressions for evaluating the ELBO is
provided10. This is achieved by replacing the Sigmoid with the appropriately
scaled error function.
An issue with this modelling scheme is the increased number of parameters.
For a full covariance model, the number of parameters scales quadratically
with the number of weights in the network. To rectify this, Barber and Bishop
propose a restricted form for the covariance often used in factor analysis, such
that,
C = diag(d21, ..., d
2
n) +
s∑
i=1
sis
T
i , (21)
where the diag operator creates a diagonal matrix from the vector d of size n,
where n is the number of weights in the model. This form then scales linearly
with the number of hidden units in the network.
These bodies of work provide important insight into how the prominent
backpropagation method can be applied to challenging Bayesian problems.
This allows for properties of the two areas of research to be merged and offer
10 Numerical methods are required to evaluate certain terms in the analytic expression for
the ELBO.
16 Ethan Goan, Clinton Fookes
the benefits nominally seen in isolation. Complex regression tasks for large
bodies of data sets could now be handled in a probabilistic sense using NNs.
Despite the insight offered by these methods, there are limitations to these
methods. Both the work of Hinton and Van Camp and Barber and Bishop
focus on development of a closed form representation of the networks11. This
analytic tractability imposes many restrictions on the networks. As discussed
previously, [54] assume a factorised posterior over individual weights which is
unable to capture any correlation in parameters. Covariance structure is cap-
tured in [53], though the authors limit their analysis to the use of a Sigmoid
activation function (which is well approximated by the error function), which
is seldom used in modern networks due to the low magnitude in the gradi-
ent12. A key limitation common to both of these approaches is the restriction
of a single hidden layer network.
As stated previously, a NN can approximate any function arbitrarily well
by adding additional hidden units. For modern networks, empirical results
have shown that similarly complex functions can be represented with fewer
hidden units by increasing the number of hidden layers in the network. This
has lead to the term “deep learning”, where depth refers to the number of
hidden layers. The reduction in number of weight variables is especially im-
portant for when trying to approximate the full covariance structure between
layers. For example, correlation between hidden units within a single layer
may be captured, while assuming that parameters between the different lay-
ers are independent. An assumption such as this can significantly reduce the
number of correlation parameters. With modern networks having hundreds
of millions of weights across many layers (with these networks only being able
to offer point estimates), the need to develop practical probabilistic interpre-
tations beyond a single layer is essential.
2.3.2 Hybrid Monte Carlo for BNNs
It is worthwhile at this point to reflect on the actual quantities of interest.
So far the emphasis has been placed on finding good approximations for the
posterior, though the accurate representation of the posterior is usually not
the end design requirement. The main quantities of interest are predictive
moments and intervals. We want to make good predictions accompanied by
confidence information. The reason we emphasise computation of the poste-
rior is that predictive moments and intervals are all computed as expectations
of the posterior pi(ω|D)13. This expectation is listed in Equation 9, and is
repeated here for convenience,
11 Although there are a large number of benefits to such an approach, as illustrated earlier.
12 Analytic results may be achievable using other activation functions, such as TanH, which
suffer less from such an issue.
13 Note that pi is used to represent the true posterior distribution here, as appose to q used
previously to denote an approximation of the posterior.
Bayesian Neural Networks: An Introduction and Survey 17
Epi[f ] =
∫
f(ω)pi(ω|D)dω.
This is why computation of the posterior is emphasised; accurate predictions
rely on accurate approximations of the intractable posterior.
The previous methods employed optimisation based schemes such as VI
or Laplace approximations of the posterior. In doing so, strong assumptions
and restrictions on the form of posterior are enforced. The restrictions placed
are often credited with inaccuracies induced in predictions, though this is not
the only limitation.
As highlighted by [55, 56], the expectation computed for predictive quan-
tities not just a probability mass, it the product of the probability mass and
a volume. The probability mass is our posterior distribution pi(ω|D), and the
volume dω over which we are integrating. It is likely that for all models of
interest, the contribution of the expectation from this product of the density
and volume will not be at the maximum for the mass. Therefore optimisation
based schemes which consider only the mass can deliver inaccurate predictive
quantities. To make accurate predictions with finite computational resources,
we need to evaluate this expectation not just when the mass is greatest, but
when the product of the mass and volume is largest. The most promising way
to achieve this is with Markov Chain Monte Carlo (MCMC).
MCMC algorithms remains at the forefront of Bayesian research and ap-
plied statistics14. MCMC is a general approach for sampling from arbitrary
and intractable distributions. The ability to sample from a distribution en-
ables the use of Monte Carlo integration for prediction,
Epi[f ] =
∫
f(ω)pi(ω|D)dω ≈ 1
N
N∑
i=1
f(ωi), (22)
where ωi represents an independent sample from the posterior distribution.
MCMC enables sampling from our posterior distribution, with the samples
converging to when the product of the probability density and volume are
greatest [55].
Assumptions previously made in VI methods, such as a factorised posterior
are not required in the MCMC context. MCMC provides convergence to the
true posterior as the number of samples approaches infinity. By avoiding
such restrictions, with enough time and computing resources we can yield a
solution that is closer to the true predictive quantities. This is an important
challenge for BNNs, as the posterior distributions is typically quite complex.
Traditional MCMC methods demonstrate a random-walk behaviour, in
that new proposals in the sequence are generated randomly. Due to the
complexity and high dimension of the posterior in BNNs, this random-walk
behaviour makes these methods unsuitable for performing inference in any
reasonable time. To avoid the random-walk behaviour, Hybrid/Hamiltonian
14 MCMC is regarded as one of the most influential algorithms of the 21st century [57].
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Monte Carlo (HMC) can be employed to incorporate gradient information
into the iterative behaviour. While HMC was initially proposed for statisti-
cal physics [58], Neal highlighted the potential for HMC to address Bayesian
inference and specifically researched the applications to BNNs and the wider
statistics community as a whole [38].
Given that HMC was initially proposed for physical dynamics, it is ap-
propriate to build intuition for applied statistics through a physical analogy.
Treat our parameters of interest ω as a position variable. An auxiliary vari-
able is then introduced to model the momentum v of our current position.
This auxiliary variable is not of statistical interest, and is only introduced to
aid in development of the system dynamics. With a position and momentum
variable, we can represent the potential energy U(ω) and the kinetic energy
K(v) of our system. The total energy of a system is then represented as,
H(ω,v) = U(ω) +K(v). (23)
We now consider the case of a lossless system, in that the total energy H(ω,v)
is constant15. This is described as a Hamiltonian system, and is represented
as the following system of differential equations [59],
dwi
dt
=
∂H
∂vi
, (24)
dvi
dt
= − ∂H
∂wi
, (25)
where t represents time and the i denotes the individual elements in ω and
v.
With the dynamics of the system defined, we wish to relate the physical
interpretation to a probabilistic interpretation. This can be achieved through
the canonical distribution16,
P (ω,v) =
1
Z
exp
(−H(ω,v)) = 1
Z
exp
(− U(ω)) exp (−K(v)), (26)
where Z is a normalising constant and H(ω,v) is our total energy as defined
in Equation 23. From this joint distribution, we see that our position and
momentum variable are independent.
Our end goal is to find predictive moments and intervals. For a Bayesian
this makes the key quantity of interest the posterior distribution. Therefore,
we can set the potential energy which we wish to sample from to,
15 The values for ω and v will change, though the total energy of the system will remain
constant
16 As is commonly done, we assume the temperature variable included in physical repre-
sentations of the canonical distribution is set to one. For more information, see [59, p. 11],
[60, p. 123].
Bayesian Neural Networks: An Introduction and Survey 19
U(ω) = − log
(
p(ω)p(D|ω)
)
. (27)
Within HMC, the kinetic energy can be freely selected from a wide range of
suitable functions, though is typically chosen such that it’s marginal distri-
bution of v is a diagonal Gaussian centred at the origin.
K(v) = vTM−1v, (28)
where M is a diagonal matrix referring to the “mass” of our variables in this
physical interpretation. Although this is the most common kinetic energy
function used, it may not be the most suitable. [55] surveys the selection the
design of other Gaussian kinetic energies with an emphasis on the geometric
interpretations. It is also highlighted that selection of appropriate kinetic
energy functions remains an open research topic, particularly in the case of
non-Gaussian functions.
Since Hamiltonian dynamics leaves the total energy invariant, when im-
plemented with infinite precision, the dynamics proposed are reversible. Re-
versibility is a sufficient property to satisfy the condition of detailed bal-
ance, which is required to ensure that the target distribution (the posterior
we are trying to sample from) remains invariant. For practical implementa-
tions, numerical errors arise due to discretisation of variables. The discretisa-
tion method most commonly employed is the leapfrog method. The leapfrog
method specifies a step size  and a number of steps L to be used before pos-
sibly accepting the new update. The leapfrog method first performs a half
update of the momentum variable v, followed by a full update of the position
w and then the remaining half update of the momentum [59],
vi(t+

2
) = vi(t) +

2
dvi
dt
(v(t)), (29)
wi(t+ ) = wi(t) + 
dwi
dt
(w(t)), (30)
vi(t+ ) = vi(t+

2
) +

2
dvi
dt
(v(t+

2
)). (31)
If the value of  is chosen such that this dynamical system remains stable, it
can be shown that this leapfrog method preserves the volume (total energy)
of the Hamiltonian.
For expectations to be approximated using 22, we require each sample ωi
to be independent from subsequent samples. We can achieve practical inde-
pendence17 by using multiple leapfrog steps L. In this way, after L leapfrog
steps of size , the new position is proposed. This reduces correlation be-
tween samples and can allow for faster exploration of the posterior space. A
Metropolis step is then applied to determine whether this new proposal is
accepted as the newest state in the Markov Chain [59].
17 Where for all practical purposes each sample can be viewed as independent.
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For the BNN proposed by [38], a hyper-prior p(γ) is induced to model the
variance over prior parameter precision and likelihood precision. A Gaussian
prior is used for the prior over-parameters and the likelihood is set to be
Gaussian. Therefore, the prior over the γ was Gamma distributed, such that
it was conditionally conjugate. This allows for Gibbs sampling to be used
for performing inference over hyperparameters. HMC is then used to update
the posterior parameters. Sampling from the joint posterior P (ω,γ|D) then
involves alternating between the Gibbs sampling step for the hyperparameters
and Hamiltonian dynamics for the model parameters. Superior performance
of HMC for simple BNN models was then demonstrated and compared with
random walk MCMC and Langevin methods [38].
2.4 Modern BNNs
Considerably less research was conducted into BNNs following early work of
Neal, MacKay and Bishop proposed in the 90s. This relative stagnation was
seen throughout the majority of NN research, and was largely due to the
high computational demand for training NNs. NNs are parametric models
that are able to capture any function with arbitrary accuracy, but to capture
complex functions accurately requires large networks with many parameters.
Training of such large networks became infeasible even for the traditional
frequentist perspective, and the computational demand significantly increases
to investigate the more informative Bayesian counterpart.
Once it was shown that general purpose GPUs could accelerate and allow
training of large models, interest and research into NNs saw a resurgence.
GPUs enabled large scale parallelism of the linear algebra performed during
back propagation. This accelerated computation has allowed for training of
deeper networks, where successive concatenation of hidden layers is used.
With the proficiency of GPUs for optimising complex networks and the great
empirical success seen by such models, interest into BNNs resumed.
Modern research into BNNs has largely focused on the VI approach, given
that these problems can be optimised using a similar backpropagation ap-
proach used for point estimate networks. Given that the networks offering
the most promising results use multiple layers, the original VI approaches
shown in [54, 53], which focus on analytical approximations for regression
networks utilising a single hidden layer became unsuitable. Modern NNs now
exhibit considerably different architectures with varying dimensions, hidden
layers, activations and applications. More general approaches for viewing net-
works in a probabilistic sense was required.
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Given the large scale of modern networks, large data sets are typically
required for robust inference18. For these large data sets, evaluation of the
complete log-likelihood becomes infeasible for training purposes. To combat
this, a Stochastic Gradient Descent (SGD) approach is used, where mini-
batches of the data are used to approximate the likelihood term, such that
our variational objective becomes,
L(ω,θ) = −N
M
N∑
i=1
Eq[log
(
p(Di|ω)
)
] + KL
(
qθ(ω)||p(ω)
)
, (32)
where Di ⊂ D, and each subset is of size M . This provides an efficient way to
utilise large data sets during training. After passing a single subset Di, back-
propagation is applied to update the model parameters. This sub-sampling of
the likelihood induces noise into our inference process, hence the name SGD.
This noise that is induced is expected to average out over evaluation of each
individual subset [61]. SGD is the most common method for training NNs
and BNNs utilising a VI approach.
A key paper in the resurgence of BNN research was published by Graves
[62]. This work proposes a MFVB treatment using a factorised Gaussian
approximate posterior. The key contribution of this work is the computation
of the derivatives. The VI objective (ELBO) can be viewed as a sum of two
expectations,
F [qθ] = Eq[log
(
p(D|ω))]− Eq[log qθ(ω)− log p(ω)] (33)
It is these two expectations that we need to optimise w.r.t model parameters,
meaning that we require the gradient of expectations. This work shows how
using the gradient properties of a Gaussian proposed in [63] can be used to
perform parameter updates,
∇µ Ep(ω)[f(ω)] = Ep(ω)[∇ωf(ω)], (34)
∇Σ Ep(ω)[f(ω)] = 1
2
Ep(ω)[∇ω∇ωf(ω)]. (35)
MC integration could be applied to Equations 34 and 35 to approximate the
gradient of the mean and variance parameters. This framework allows for
optimisation of the ELBO to generalise to any log-loss parametric model.
Whilst addressing the problem of applying VI to complex BNNs with more
hidden layers, practical implementations have shown inadequate performance
which is attributed to large variance in the MC approximations of the gradi-
ent computations [64]. Developing gradient estimates with reduced variance
has become an integral research topic in VI [65]. Two of the most common
18 Neal [38] argues that this not true for Bayesian modelling; claims that if suitable prior
information is available, complexity of a model should only be limited by computational
resources.
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methods for deriving gradient approximations rely on the use of score func-
tions and path-wise derivative estimators.
Score function estimators rely on the use of the log-derivative property,
such that,
∂
∂θ
p(x|θ) = p(x|θ) ∂
∂θ
log p(x|θ). (36)
Using this property, we can form Monte Carlo estimates of the derivatives of
an expectation, which is often required in VI,
∇θEq[f(ω)] =
∫
f(ω)∇θqθ(ω)∂ω
=
∫
f(ω)qθ(ω)∇θ log
(
qθ(ω)
)
∂ω
≈ 1
L
L∑
i=1
f(ωi)∇θ log
(
qθ(ωi)
)
. (37)
A common problem with score function gradient estimators is that they ex-
hibit considerable variance [65]. One of the most common methods to reduce
the variance in Monte Carlo estimates is the introduction of control variates
[66].
The second type of gradient estimator commonly used in the VI literature
is the pathwise derivative estimator. This work builds on the “reparame-
terisation trick” [67, 68, 69], where a random variable is represented as a
deterministic and differentiable expression. For example, for a Gaussian with
θ = {µ,σ},
ω ∼ N (µ,σ2)
ω = g(θ, ) = µ+ σ   (38)
where  ∼ N (0, I) and  represents the Hadamard product. Using this
method allows for efficient sampling for Monte Carlo estimates of expecta-
tions. This is shown in [68], that with ω = g(θ, ), we know that q(ω|θ)dω =
p()d. Therefore, we can show that,∫
qθ(ω)f(ω)dω =
∫
p()f(ω)d
=
∫
p()f(g(θ, ))d
≈ 1
M
M∑
i=1
f(g(θ, i)) =
1
M
M∑
i=1
f(µ+ σ  i) (39)
Since Equation 39 is differentiable w.r.t θ, gradient descent methods can be
used to optimise this expectation approximation. This is an important prop-
erty in VI, since the VI objective contains expectations of the log-likelihood
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that are often intractable. The reparameterisation trick serves as the basis
for pathwise-gradient estimators. Pathwise estimators are favourable for their
reduced variance over score function estimators [68, 65].
A key benefit of having a Bayesian treatment of NNs is the ability to ex-
tract uncertainty in our models and their predictions. This has been a recent
research topic of high interest in the context of NNs. Promising develop-
ments regarding uncertainty estimation in NNs has been found by relating
existing regularisation techniques such as Dropout [70] to approximate in-
ference. Dropout is a Stochastic Regularisation Technique (SRT) that was
proposed to address overfitting commonly seen in point-estimate networks.
During training, Dropout introduces an independent random variable that is
Bernoulli distributed, and multiplies each individual weight element-wise by
a sample from this distribution. For example, a simple MLP implementing
Dropout is of the form,
ρu ∼ Bernoulli(p),
φj = θ
( N1∑
i=1
(xiρu)wij
)
. (40)
Looking at Equation 40, it can be seen that the application of Dropout intro-
duces stochasticity into the network parameters in a similar manner as to that
of the reparameterisation trick shown in Equation 38. A key difference is that
in the case of Dropout, stochasticity is introduced into the input space, as
appose to the parameter space required for Bayesian inference. Yarin Gal [39]
identified this similarity, and demonstrated how noise introduced through the
application of Dropout can be transferred to the networks weights efficiently
as,
W1ρ = diag(ρ)W
1 (41)
Φρ = a
(
XTW1ρ
)
. (42)
Where ρ is a vector sampled from the Bernoulli distribution, and the diag(·)
operator creates a square diagonal matrix from a vector. In doing this it can
be seen that a single dropout variable is shared amongst each row of the
weight matrix, allowing some correlation within rows to be maintained. By
viewing the stochastic component in terms of network weights, the formula-
tion becomes suitable for approximate inference using the VI framework. In
this work, the approximate posterior is of the form of a Bernoulli distribution
multiplied by the network weights.
The reparameterisation trick is then applied to allow for partial deriva-
tives w.r.t. network parameters to be found. The ELBO is then formed and
backpropagation is performed to maximise the lower bound. MC integration
is used to approximate the analytically intractable expected log-likelihood.
The KL divergence between the approximate posterior and the prior distri-
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bution in the ELBO is then found by approximating the scaled Bernoulli
approximate posterior as a mixture of two Gaussians with very small vari-
ance.
In parallel to this work, Kingma et al. [71] identified this same similarity
between Dropout and it’s potential for use within a VI framework. As appose
to the typical Bernoulli distributed r.v. introduced in Dropout, [71] focuses
attention to the case when the introduced r.v. is Gaussian [72]. It is also shown
how with selection of an appropriate prior that is independent of parameters,
current applications of NNs using dropout can be viewed as approximate
inference.
Kingma et al. also aims to reduce the variance in the stochastic gradients
using a refined, local reparameterisation. This is done by instead of sampling
from the weight distribution before applying the affine transformation, the
sampling is performed afterwards. For example, consider a MFVB case where
each weight is assumed to be an independent Gaussian wij ∼ N (µij , σ2ij). Af-
ter the affine transformation φj =
∑N1
i=1(xiρi)wij , the posterior distribution
of φj conditional on the inputs will also be a factorised Gaussian,
q(φj |x) = N (γj , δ2j ), (43)
γj =
N∑
i=1
xiµi,j , (44)
δ2j =
N∑
i=1
x2iσ
2
i,j . (45)
It is advantageous to sample from this distribution for φ as appose to the dis-
tribution of the weights w themselves, as this results in a gradient estimator
whose variance scales linearly with the number of mini-batches used during
training.19
These few bodies of work are important in addressing the serious lack of
rigour seen in ML research. For example, the initial Dropout paper [70] lacks
any significant theoretical foundation. Instead, the method cites a theory for
sexual reproduction [73] as motivation for the method, and relies heavily
on the empirical results given. These empirical results have been further
demonstrated throughout many high impact20 research items which utilise
this technique merely as a regularisation method. The work in [39] and [71]
show that there is theoretical justification for such an approach. In attempts
to reduce the effect of overfitting in a network, the frequentist methodology
relied on the application of a weakly justified technique that shows empirical
success, while Bayesian analysis provides a rich body of theory that naturally
leads to a meaningful understanding of this powerful approximation.
19 This method also has computational advantages, as the dimension of φ is typically much
lower than that of ω.
20 At the time of writing, [70] has over ten thousand citations.
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Whilst addressing the problem of applying VI to complex BNNs with more
hidden layers, practical implementations have shown inadequate performance
which is attributed to large variance in the MC approximations of the gra-
dient computations. Hernandez et al.[64] acknowledge this limitation and
propose a new method for practical inference of BNNs titled Probabilistic
Back Propagation (PBP). PBP deviates from the typical VI approach, and
instead employs an Assumed Density Filtering (ADF) method [74]. In this
format, the posterior is updated in an iterative fashion through application
of Bayes rule,
p(ωt+1|Dt+1) = p(ωt|Dt)p(Dt+1|ωt)
p(Dt+1) . (46)
As opposed to traditional network training where the predicted error is the
objective function, PBP uses a forward pass to compute the log-marginal
probability of a target and updates the posterior distribution of network pa-
rameters. The moment matching method defined in [75] updates the posterior
using a variant of backpropagation, whilst maintaining equivalent mean and
variance between the approximate and variational distribution,
µt+1 = µt + σt
∂ log p(Dt+1)
∂µ
(47)
σt+1 = σt + σ
2
t
[(∂p(Dt+1)
∂µt
)2 − 2∂p(Dt+1)
∂σ
]
. (48)
Experimental results on multiple small data-sets illustrate reasonable per-
formance in terms of predicted accuracy and uncertainty estimation when
compared with HMC methods for simple regression problems [64]. A key
limitation of this method is the computational bottleneck introduced by the
online training method. This approach may be suitable for some applications,
or for updating existing BNNs with additional data as it becomes available,
though for performing inference on large data sets the method is computa-
tionally prohibitive.
A promising method for approximate inference in BNNs was proposed by
Blundell et al., titled “Bayes by Backprop” [76]. The method utilises the
reparameterisation trick to show how unbiased estimates of the derivative of
an expectation can be found. For a random variable ω ∼ qθ(ω) that can be
reparameterised as deterministic and differentiable function ω = g(,θ), the
derivative of the expectation of an arbitrary function f(ω,θ) can be expressed
as,
∂
∂θ
Eq[f(ω,θ)] =
∂
∂θ
∫
qθ(ω)f(ω,θ)dω (49)
=
∂
∂θ
∫
p()f(ω,θ)d (50)
= Eq()
[∂f(ω,θ)
∂ω
∂ω
∂θ
+
∂f(ω,θ)
∂θ
]
. (51)
26 Ethan Goan, Clinton Fookes
In the Bayes by Backprop algorithm, the function f(ω,θ) is set as,
f(ω,θ) = log
qθ(ω)
p(ω)
− log p(X|ω). (52)
This f(ω,θ) can be seen as the argument for the expectation performed in
Equation 17, which is part of the lower bound.
Combining Equations 51 and52,
L(ω,θ) = Eq[f(ω,θ)] = eq
[
log
qθ(ω)
p(ω)
− log p(D|ω)
]
= −F [qθ] (53)
which is shown to be the negative of the ELBO, meaning that Bayes by
Backprop aims to minimise the KL divergence between the approximate and
true posterior. Monte Carlo integration is used21 to approximate the cost in
Equation 53,
F [qθ] ≈
N∑
i=1
log
qθ(ωi)
p(ωi)
− log p(X|ωi) (54)
where ωi is the i
th sample from qθ(ω). With the approximation in Equa-
tion 54, the unbiased gradients can be found using the result shown in Equa-
tion 51.
For the Bayes by Backprop algorithm, a fully factorised Gaussian posterior
is assumed such that θ = {µ,ρ}, where σ = softplus(ρ) is used to ensure
the standard deviation parameter is positive. With this, the distribution of
weights ω ∼ N (µ, softplus(ρ)2) in the network are reparameterised as,
ω = g(θ, ) = µ+ softplus(ρ) . (55)
In this BNN, the trainable parameters are µ and ρ. Since a fully factorised
distribution is used, following from Equation 20, the logarithm of the approx-
imate posterior can be represented as,
log qθ(ω) =
∑
l,j,k
log
(
N (wljk;µljk, σ2ljk)
)
. (56)
The complete Bayes by Backprop algorithm is described in Algorithm 1.
21 Some terms may be tractable in this integrand, depending on the form of the prior and
posterior approximation. MC integration allows for arbitrary distributions to be approxi-
mated.
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Algorithm 1 Bayes by Backprop (BbB) algorithm [76]
1: procedure BbB(θ,X, α)
2: repeat
3: F [qθ ]← 0 . Initialise cost
4: for i in [1, ..., N ] do . Number of samples for MC estimate
5: Sample i ∼ N (0,1)
6: ω ← µ+ softplus(ρ) · i
7: L ← log q(ω|θ)− log p(ω)− log p(X|ω)
8: F [qθ ]+ = sum(L)/N . Sum across all log of weights in set ω
9: end for
10: θ ← θ − α∇θF [qθ ] . Update parameters
11: until convergence
12: end procedure
2.5 Gaussian Process Properties of BNNs
Neal [38] also provided derivation and experimentation results to illustrate
that for a network with a single hidden layer, a Gaussian Process (GP) prior
over the network output arises when the number of hidden units approaches
infinity, and a Gaussian prior is placed over parameters22. Figure 6 illustrates
this result.
This important link between NNs and GPs can be seen from Equations 1
and 2. From these expressions, it can be seen that a NN with a single hidden
layer is a sum of N parametric basis functions applied to the input data. If
the parameters for each basis function in Equation 1 are r.v.’s, Equation 2
becomes the sum of r.v.’s. Under the central limit theorem, as the number
of hidden layers N → ∞, the output becomes Gaussian. Since the output
is then described as an infinite sum of basis functions, the output can be
seen to become a GP. Following from a full derivation of this result and
the illustrations show in Figure 6, [38] shows how an approximate Gaussian
nature is achieved for finite computing resources and how the magnitude of
this sum can be maintained. Williams then demonstrated how the form of the
covariance function could be analysed for different activation functions [77].
The relation between GPs and infinitely wide networks with a single hidden
layer work has recently been extended to the case of deep networks [78].
Identification of this link has motivated many research works in BNNs.
GPs provide many of the properties we wish to obtain, such as reliable uncer-
tainty estimates, interpretability and robustness. GPs deliver these benefits
at the cost of predictive performance and exponentially large computational
resources required as the size of data sets increase. This link between GPs and
BNNs has motivated the merging of the two modelling schemes; maintaining
the predictive performance and flexibility seen in NNs while incorporating
22 For a regression model with no non-linear activation function placed on the output
units.
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Fig. 6: Illustration of GP prior induced on output when placing a Gaussian
prior over parameters as the network size increases. Experimentation repli-
cated from [38, p. 33]. Each dot corresponds to the output of a network with
parameters sampled from the prior, with the x-axis as f(0.2) and the y-axis
as f(−0.4). For each network, the number of hidden units are (a) 1, (b) 3,
(c) 10, (d) 100.
the robustness and probabilistic properties enabled by GPs. This has led to
the development of the Deep Gaussian Process.
Deep GPs are a cascade of individual GPs, where much like a NN, the
output of the previous GP serves as the input to a new GP [79, 80]. This
stacking of GPs allows for learning of non-Gaussian densities from a com-
bination of GPs23. A key challenge with GPs is fitting to large data sets,
as the dimensions of the Gram matrix for a single GP is quadratic with
the number of data points. This issue is amplified with a Deep GP, as each
individual GP in the cascade induces an independent Gram matrix. Further-
23 A complete introduction to Deep GPs, along with code and lectures has been offered
by Neil Lawrence [81].
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more, the marginal likelihood for Deep GPs are analytically intractable due
to non-linearities in the functions produced. Building on the work in [82],
Damianou and Lawrence [79] use a VI approach to create an approximation
that is tractable and reduces computational complexity to that typically seen
in sparse GPs [83].
Deep GPs have shown how the GPs can benefit from methodology seen in
NNs. Gal and Ghahramani [84, 85, 86] built of this work to show how a Deep
GP can be approximated with a BNN24. This is an expected result; given
that Neal [38] identified an infinitely wide network with a single hidden layer
converges to a Gaussian process, by concatenating multiple infinitely wide
layers we converge to a deep Gaussian process.
Alongside this analysis of deep Gaussian processes, [84, 85, 86] build on
the work in [77] to analyse the relationship between the modern non-linear
activation used within BNNs and the covariance function for a GP. This is
promising work that could allow for more principled selection of activation
functions in NNs, similar to that of GPs. Which activation functions will yield
a stationary process? What is the expected length scale for our process? These
questions may be able to be addressed using the rich theory existing for GPs.
The GP properties are not restricted to MLP BNNs. Recent research has
identified certain relationships and conditions that induce GP properties in
convolutional BNNs [87, 88]. This result is expected since CNNs can be im-
plemented as MLPs with structure enforced in the weights. What this work
identifies is how the GP is constructed when this structure is enforced. Van
der Wilk et al.[89] proposed the Convolutional Gaussian Process, which im-
plements a patch based operation similar to that seen in CNNs to define the
GP prior over functions. Practical implementation of this method requires
the use of approximation methods, due to the prohibitive cost of evaluating
large data sets, and even evaluation at each patch. Inducing points are formed
with a VI framework to reduce the number of data points to evaluate and
the number of patches evaluated.
2.6 Limitations in Current BNNs
Whilst great effort has been put into developing Bayesian methods for per-
forming inference in NNs, there are significant limitations to these methods
and many gaps remaining in the literature. A key limitation is the heavy re-
liance on VI methods. Within the VI framework, the most common approach
is the Mean Field approach. MFVB provides a convenient way to represent
an approximate posterior distribution by enforcing strong assumptions of
independence between parameters. This assumption allows for factorised dis-
tributions to be used to approximate the posterior. This assumption of inde-
24 Approximation becomes a Deep GP as the number of hidden units in each layer ap-
proaches ∞.
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pendence significantly reduces the computational complexity of approximate
inference at the cost of probabilistic accuracy.
A common finding with VI approaches is that resulting models are over-
confident, in that predictive means can be accurate while variance is consid-
erably under estimated [90, 91, 92, 51, 93]. This phenomenon is described in
Section 10.1.2 of [2] and Section 21.2.2 of [35], both of which are accompanied
by examples and intuitive figures to illustrate this property. This property of
under-estimated variance is present within much of the current research in
BNNs [39]. Recent work has aimed to address these issues through the use
of noise contrastive priors [94] and through use of calibration data sets [95].
The authors in [96] employ the use of the concrete distribution [97] to ap-
proximate the Bernoulli parameter in the MC Dropout method [85], allowing
for it to be optimised, resulting in posterior variances that are better cali-
brated. Despite these efforts, the task of formulating reliable and calibrated
uncertainty estimates within a VI framework for BNNs remains unsolved.
It is reasonable to consider that perhaps the limitations of the current VI
approaches are influenced by the choice of approximate distribution used,
particularly the usual MFVB approach of independent Gaussians. If more
comprehensive approximate distributions are used, will our predictions be
more consistent with the data we have and haven’t seen? Mixture based ap-
proximations have been proposed for the general VI approach [98, 49], though
introduction of N mixtures increases the number of variational parameters
by N . Matrix-Normal approximate posteriors have been introduced to the
case of BNNs [99], which reduces the number of variational parameters in
the model when compared with a full rank Gaussian, though this work still
factorises over individual weights, meaning no covariance structure is mod-
elled25. MCDropout is able to maintain some correlation information within
the rows of weight matrix, at the compromise of a low entropy approximate
posterior.
A recent approach for VI has been proposed to capture more complex pos-
terior distributions through the use of normalising flows [100, 101]. Within a
normalising flow, the initial distribution “flows” through a sequence of invert-
ible functions to produce a more complex distribution. This can be applied
within the VI framework using amortized inference [102]. Amortized inference
introduces an inference network which maps input data to the variational pa-
rameters of generative model. These parameters are then used to sample from
the posterior of the generative process. The use of normalising flows has been
extended to the case of BNNs [103]. Issues arise with this approach relating to
the computational complexity, along with limitations of amortized inference.
Normalising flows requires the calculation of the determinant of the Jaco-
bian for applying the change of variables used for each invertible function,
which can be computationally expensive for certain models. Computational
complexity can be reduced by restricting the normalising flow to contain in-
25 Though this work highlights that even with a fully factorised distribution over weights,
the outputs of each layer will be correlated.
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vertible operations that are numerically stable [102, 104]. These restrictions
have been shown to severely limit the flexibility of the inference process, and
the complexity of the resulting posterior approximation [105].
As stated previously, in the VI framework, an approximate distribution
is selected and the ELBO is then maximised. This ELBO arises from the
applying the KL divergence between the true and approximate posterior, but
this begs the question, why use the KL? The KL divergence is a well known
measure to assess the similarity of between two distributions, and satisfies
all the key properties of a divergence (ie. is positive and only zero when the
two distributions are equal). A divergence allows us to know whether our
approximation is approaching the true distribution, but not how close we are
to it. Why not use of a well defined distance as appose to a divergence?
The KL divergence is used as it allows us to separate the intractable quan-
tity (the marginal likelihood) out of our objective function (the ELBO) which
we can optimise. Our goal with our Bayesian inference is to identify the pa-
rameters that best fit our model under prior knowledge and the distribution
of the observed data. The VI framework poses inference as an optimisation
problem, where we optimise our parameters to minimise the KL divergence
between our approximate and true distribution (which maximises our ELBO).
Since we are optimising our parameters, by separating the marginal likelihood
from our objective function, we are able to compute derivatives with respect
to the tractable quantities. Since the marginal likelihood is independent of
the parameters, this component vanishes when the derivative is taken. This
is the key reason why the KL divergence is used, as it allows us to separate
the intractable quantity out of our objective function, which will then be
evaluated as zero when using gradient information to perform optimisation.
The KL divergence has been shown to be part of a generic family of di-
vergences known as α-divergences [106, 107]. The α-divergence is represented
as,
Dα[p(ω)||q(ω)] = 1
α(1− α)
(
1−
∫
p(ω)αq(ω)1−αdω
)
. (57)
The forward KL divergence used in VI is found from Equation 57 in the limit
that α → −1, and the reverse KL divergence KL(p||q) occurs in the limit
of α → 1, which is used during expectation propagation. While the use of
the forward KL divergence used in VI typically results in an under-estimated
variance, the use of the reverse KL will often over-estimate variance [2]. Sim-
ilarly, the Hellinger distance arises from 57 when α = 0,
DH(p(ω)||q(ω))2 =
∫ (
p(ω)
1
2 − q(ω) 12
)2
dω. (58)
This is a valid distance, in that it satisfies the triangle inequality and is
symmetric. Minimisation of the Hellinger distance has shown to provide rea-
sonable compromise in variance estimate when compared with the two KL
divergences [107]. Though these measures may provide desirable qualities,
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they are not suitable for direct use within VI, as the intractable marginal
likelihood cannot be separated from the other terms of interest26. While
these measures cannot be immediately used, it illustrates how a change in
the objective measure can result in different approximations. It is possible
that more accurate posterior expectations can be found by utilising a different
measure for the objective function.
The vast majority of modern works have revolved around the notion of VI.
This is largely due to its amenability to SGD. Sophisticated tools now exist
to simplify and accelerate the implementation of automatic differentiation
and backpropagation [108, 109, 110, 111, 112, 113, 114]. Another benefit of
VI is it’s acceptance of sub-sampling in the likelihood. Sub-sampling reduces
the computational expense for performing inference required to train over
large data sets currently available. It is this key reason that more traditional
MCMC based methods have received significantly less attention in the BNN
community.
MCMC serves as the gold standard for performing Bayesian inference due
to it’s rich theoretical development, asymptotic guarantees and practical con-
vergence diagnostics. Traditional MCMC based methods require sampling
from the full joint likelihood to perform updates, requiring all training data
to be seen before any new proposal can be made. Sub-sampling MCMC, or
Stochastic Gradient MCMC (SG-MCMC) approaches have been proposed in
[61, 115, 116], which have since been applied to BNNs [117]. It has since been
shown that the naive sub-sampling within MCMC will bias the trajectory of
the stochastic updates away from the posterior [118]. This bias removes the
theoretical advantages gained from a traditional MCMC approach, making
them less desirable than a VI approach which is often less computationally
expensive. For sampling methods to become feasible, sub-sampling methods
need to be developed that assure convergence to the posterior distribution.
3 Comparison of Modern BNNs
From the literature survey presented within, two prominent methods for ap-
proximate inference in BNNs was Bayes by Backprop [76] and MC Dropout [85].
These methods have found to be the most promising and highest impact
methods for approximate inference in BNNs. These are both VI methods
that are flexible enough to permit the use of SGD, making deployment to
large and practical data sets feasible. Given their prominence, it is worth-
while to compare the methods to see how well they perorm.
To compare these methods, a series of simple homoskedastic regression
tasks were conducted. For these regression models, the likelihood is repre-
26 This may be easier to see for the Hellinger distance, but perhaps less so for the reverse
KL divergence. Enthusiastic readers are encouraged to not take my word for it, and to put
pen and paper to prove this for themselves!
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sented as Gaussian. With this we can write that the un-normalised posterior
is,
p(ω|D) ∝ p(ω)N (fω(D), σ2I), (59)
where fω(D) is the function represented by the BNNs. A mixture of Gaus-
sians was used to model a spike-slab prior for both models. The approximate
posterior qθ(ω) was then found for each model using the respective meth-
ods proposed. For Bayes by Backprop, the approximate posterior is a fully
factorised Gaussian, and for MC Dropout is a scaled Bernoulli distribution.
With the approximate posterior for each model, predictive quantities can be
found using MC Integration. The first two moments can be approximated as
[39],
Eq[y∗] ≈ 1
N
N∑
i=1
fωi(x∗) (60)
Eq[y∗Ty∗] ≈ σ2I + 1
N
N∑
i=1
fωi(x∗)T fωi(x∗) (61)
where the star superscript denotes the new input and output sample x∗,y∗
from the test set.
The data sets used to evaluate these models were simple toy data sets from
high impact papers, where similar experimentation was provided as empirical
evidence [76, 119]. Both BNN methods were then compared with a GP model.
Figure 7 illustrates these results.
Analysis of the regression results shown in Figure 7 shows contrasting
performance in terms of bias and variance in predictions. Models trained
with Bayes by Backprop and a factorised Gaussian approximate posterior
show reasonable predictive results withing the distribution of training data,
though variance outside the region of training data is significantly under es-
timated when compared with the GP. MC Dropout with a scaled Bernoulli
approximate posterior typically exhibits greater variance for out of distribu-
tion data, though maintains unnecessarily high variance within the distri-
bution of training data. Little tuning of hyperparameters was done to these
models. Better results may be achieved, particularly for MC Dropout, with
better selection of hyperparameters. Alternatively, a more complete Bayesian
approach can be used, where hyperparameters are treated as latent variables
and marginalisation is performed over these variables.
It is worthwile noting the computational and practical difficulties encoun-
tered with these methods. The MC Dropout method is incredibly versitle, in
that it was less sensitive to the choice of prior distribution. It also managed
to fit to more complex distributions with fewer samples and training itera-
tions. On top all this is the significant savings in computational resources.
Given that training a model using MC Dropout is often identical to how
many existing deep networks are trained, inference is performed in the same
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Fig. 7: Comparison of BNNs with GP for a regression task over three toy data
sets. The top row is a BNN trained with Bayes By Backprop [76], the centre
row is trained with MC dropout [39], and the bottom a GP with a Mattern52
kernel fitted with the GPflow package [120]. The two BNNs consisted of two
hidden layers utilising ReLU activation. Training data is shown with the dark
grey scatter, the mean is shown in purple, the true test function is shown in
blue, and the shaded regions representing ± one and two std. from the mean.
Best viewed on a computer screen.
time as traditional vanilla networks. It also offers no increase in the num-
ber of parameters to a network, where Bayes by Backprop requires twice as
many. These factors should be taken into account for practical scenarios. If
the data being modelled is smooth, is in sufficient quantity and additional
time for inference is permitted, Bayes by Backprop may be preferable. For
large networks with complex functions, sparse data and more stringent time
requirements, MC Dropout may be more suitable.
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3.1 Convolutional BNNs
Whilst the MLP serves as the basis for NNs, the most prominent NN archi-
tecture is the Convolutional Neural Network (CNN) [121]. These networks
have excelled at challenging image classification tasks, with predictive per-
formance far exceeding prior kernel based or feature engineered methods. A
CNN differs from a typical MLP through it’s application a convolution-like
operator as oppose to inner products27. The output of a single convolutional
layer can be expressed as,
Φ = u(XT ∗W) (62)
where u(·) is a non-linear activation and ∗ represents the convolution-like
operation. Here the input X and the weight matrix W are no longer restricted
to either vectors or matrices, and can instead be multi-dimensional arrays. It
can be shown that CNNs can be written to have an equivalent MLP model,
allowing for optimised linear algebra packages to be used for training with
back-propagation [122].
Extending on the current research methods, a new type of Bayesian Con-
volutional Neural Network (BCNN) can be developed. This is achieved here
by extending on the Bayes by Backprop method [76] to the case of models
suitable for image classification. Each weight in the convolutional layers is
assumed to be independent, allowing for factorisation over each individual
parameter.
Experimentation was conducted to investigate the predictive performance
of BCNNs, and the quality of their uncertainty estimates. These networks
were configured for classification of the MNIST hand digit dataset [123].
Since this task is a classification task, the likelihood for the BCNN was
set to a Softmax function,
softmax(fωi ) =
fωi (D)∑
j exp
(
fωj (D)
) . (63)
The un-normalised posterior can then be represented as,
p(ω|D) ∝ p(ω)× softmax(fω(D)). (64)
The approximate posterior is then found using Bayes by Backprop. Predictive
mean for test samples can be found using Equation 60, and MC integration
is used to approximate credible intervals [35].
Comparison with a vanilla CNN was made to evaluate the predictive per-
formance of the BCNN. For both the vanilla and BCNN, the popular LeNet
architecture [123] was used. Classification was conducted using the mean
27 Emphasis is placed on “convolution like”, as it is not equivalent to the mathematical
operation of linear or circular convolution.
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output of the BCNN, with credible intervals being used to assess the models
uncertainty. Overall predictive performance for both networks on the 10,000
test images in the MNIST dataset showed comparative performance. The
BCNN showed a test prediction accuracy of 98.99%, while the vanilla net-
work showed a slight improvement with a prediction accuracy of 99.92%.
Whilst the competitive predictive performance is essential, the main benefit
of the BCNN is that we yield valuable information about the uncertainty
of our predictions. Examples of difficult to classify digits are shown in the
Appendix, accompanied by plots of the mean prediction and 95% credible
intervals for each class. From these examples, we can see the large amount of
predictive uncertainty for these challenging images, which could be used to
make more informed decisions in practical scenarios.
This uncertainty information is invaluable for many scenarios of interest.
As statistical models are increasingly employed for complex tasks containing
human interaction, it is crucial that many of these systems make responsible
decisions based on their perceived model of the world. For example, NNs
are largely used within the development of autonomous vehicles. Develop-
ment of autonomous vehicles is an incredibly challenging feat, due to the
high degree of variability in scenarios and the complexity relating to human
interaction. Current technologies are insufficient for safely enabling this task,
and as discussed earlier, the use of these technologies have been involved in
multiple deaths [24, 25]. It is not possible to model all variables within such a
highly complex system. This accompanied by imperfect models and reliance
on approximate inference, it is important that our models can communicate
any uncertainty relating to decisions made. It is crucial that we acknowledge
that in essence, our models are wrong. This is why probabilistic models are
favoured for such scenarios; there is an underlying theory to help us deal with
heterogeneity in our data and to account for uncertainty induced by variables
not included in the model. It is vital that models used for such complex sce-
narios can communicate their uncertainty when used in such complex and
high risk scenarios.
4 Conclusion
Throughout this report, the problems that arise with overconfident pre-
dictions from typical NNs and ad hoc model design have been illustrated.
Bayesian analysis has been shown to provide a rich body of theory to ad-
dress these challenges, though exact computation remains analytically and
computationally intractable for any BNN of interest. In practice, approxi-
mate inference must be relied upon to yield accurate approximations to the
posterior.
Many of the approximate methods for inference within BNNs have revolved
around the MFVB approach. This provides a tractable lower bound to opti-
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mise w.r.t variational parameters. These methods are attractive due to their
relative ease of use, accuracy of predictive mean values and acceptable num-
ber of induced parameters. Despite this, it was shown through the literature
survey and experimentation results that the assumptions made within a fully
factorised MFVB approach result in over-confident predictions. It was shown
that these MFVB approaches can be extended upon to more complex models
such as CNNs. Experimental results indicate comparable predictive perfor-
mance to point estimate CNNs for image classification tasks. The Bayesian
CNN was able to provide credible intervals on the predictions, which were
found to be highly informative and intuitive measure of uncertainty for dif-
ficult to classify data points.
This review and these experiments highlight the capabilities of Bayesian
analysis to address common challenges seen in the machine learning commu-
nity. These results also highlight how current approximate inference methods
for BNNs are insufficient and can provide inaccurate variance information.
Additional research is required to not only determine how these networks
operate, but how accurate inference can be achieved with modern large net-
works. Methods to scale exact inference methods such as MCMC to large
data sets would allow for a more principled method of performing inference.
MCMC offers diagnostic methods to assess convergence and quality of infer-
ence. Similar diagnostics for VI would allow researchers and practitioners to
evaluate the quality of their assumed posterior, and inform them with ways
to improve on this assumption. Achieving these goals will allow us to obtain
accurate posterior approximations. From this we will be able to sufficiently
determine what our models know, but also what they don’t know.
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Fig. 8: Examples of difficult to classify images from each class in MNIST.
True class for each image is 0-9 arranged in alphabetical order. The bottom
plot illustrates the 95% credible intervals for these predictions. Best viewed
on a computer screen.
