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Abstract
The classical Mountain Pass Lemma of Ambrosetti-Rabinowitz has been stud-
ied, extended and modified in several directions. Notable examples would cer-
tainly include the generalization to locally Lipschitz functionals by K.C. Chang,
analyzing the structure of the critical set in the mountain pass theorem in the
works of Hofer, Pucci-Serrin and Tian, and the extension by Ghoussoub-Preiss to
closed subsets in a Banach space with recent variations. In this paper, we utilize
the generalized gradient of Clarke and Ekeland’s variatonal principle to generalize
the Ghoussoub-Preiss’s Theorem in the setting of locally Lipschitz functionals.
We give an application to periodic solutions of Hamiltonian systems.
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1 Introduction
Saddle points in the Mountain pass Lemma ([1]-[23]) are different from maximum points
and minimum points. Maximum and Minimum problems in infinite dimensional space
∗Corresponding Author, Email: lify0308@163.com
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have a very long and prominent history ([21]) with ”isoperimetric problems” and the
”problem of the brachistochrone” as two notable examples. In the 19th century Dirich-
let principle we essentially encountered the problem of minimizing a functional; how-
ever, complete rigor was mostly lacking and we had to wait for Hilbert for satisfactory
completion of the Dirichlet principle. Continuing in the 20th century, Italian math-
ematician Tonelli introduced the concept of a weakly lower semi-continuous(w.l.s.c)
functional and proved that a w.l.s.c functional defined on a weakly closed subset of
a reflexive Banach space can attain its infimum if it is coercive([21]). At times, the
existence of a saddle point, which is neither a maximum nor minimum point, is of
considerable importance. Minimax methods in the finite dimensional case([21], [23])
can be traced back to Birkhoff in 1917 and von Neumann’s minimax theorem in 1928.
We can also observe that the Mountain Pass Lemma of Ambrosseti-Rabinowitz([1])
in 1973 is a type of minimax theorem, which can be traced back to Courant in 1950
for the finite dimensional case([21]). From the finite dimensional case to the infi-
nite dimensional case, the key step is using a Palais-Smale type compactness condi-
tion(PS) which implies Palais’s Deformation Lemma. We should note the original
proof of the Ambrosseti-Rabinowitz’s Mountain Pass Lemma used Palais’s Deforma-
tion Lemma([21]). In the 1970’s, Ekeland discovered a very important principle for
lower semi-continuous functions on a complete metric space. Until the middle of the
1980’s, Aubin-Ekeland([3]), Shi([20]) discovered the relationship between the Moun-
tain Pass Lemma of Ambrosseti-Rabinowitz and Ekeland’s variational priciple. The
Mountain Pass Lemma of Ambrosseti-Rabinowitiz has been intensively studied and
has found numerous applications ([1]-[23]). Of special note, it was generalized to the
case of locally Lipschitz functionals by K.C. Chang([5]) where he also obtained more
minimax theorems by using a deformation lemma.
In this paper, we use Ekeland’s variational principle to prove a generalized Mountain
Pass Lemma for locally Lipschitz functionals related with a closed subset, and we also
found an applications to Hamiltonian systems with local Lispschtiz potential and a
fixed energy.
2
2 Classic Mountain Pass Theorem and Generaliza-
tions
In 1973, Ambrosetti and Rabinowitz [1] published the famous Mountain-Pass Theorem:
Theorem 1.1. ([1]) Let f be a C1−real functional defined on a Banach space X
satisfying the following (PS) condition:
Every sequence {xn} ⊂ X such that {f(xn)} is bounded and ‖f
′(xn)‖ → 0 in X
∗
has a strongly convergent subsequence.
Suppose there is an open neighborhood Ω of x0 and a point x1 /∈ Ω¯ such that
f(x0), f(x1) < c0 ≤ inf∂Ω f, and let
Γ := {g ∈ C([0, 1];X) : g(0) = x0, g(1) = x1}.
Then c := infg∈Γmaxt∈[0,1] f(g(t)) ≥ c0 is a critical value of f : that is, there is x¯ ∈ X
such that f(x¯) = c and f ′(x¯) = 0, where f ′(x¯) denotes the Fre´chet derivative of f at x¯
.
Let C1−0(X ;R) be the space of locally Lipschitz mappings from X to R. For
Φ ∈ C1−0(X ;R) set (Clarke[6])
∂Φ(x) := {x∗ ∈ X∗ :< x∗, v >≤ Φ0(x, v), ∀v ∈ X},
where Φ0(x, v) := lim sup
w→x
t↓0
Φ(w+tv)−Φ(w)
t
denotes the generalized directional derivative of
Φ at the point x along the direction v. We should note that if Φ ∈ C1, then Φ0(x, v)
reduces to the Gaˆteaux directional derivative and ∂Φ reduces to the classical derivative.
K.C. Chang [5] generalized the classical (PS) condition and the Mountain Pass
Theorem to local Lipschitz functions. Ribarska-Tsachev- Krastanov [19] gave a gener-
alization of a result of Chang for the case when ”the separating mountain range has zero
altitude” which is a version of the general mountain pass principle of Ghoussoub-Preiss
for locally Lipschitz functions.
The generalization of the Mountain Pass Lemma of Ghoussoub-Preiss [9] involves
the modification of the classical Palais-Smale condition:
Definition 1.2. Let X be a Banach space, F a closed subset of X and ϕ a Gaˆteaux-
differentiable functional on X . The (PS)F,c condition is the following: if {xn} ⊂ X is
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a sequence satisfying the three conditions
(i) d(xn, F )→ 0.
where d(x, F ) := inf
y∈F
||x− y|| denotes the distance between the point x and the set F ,
(ii) ϕ(xn)→ c,
(iii) ϕ′(xn)→ 0,
then {xn} has a strongly convergent subsequence.
Definition 1.3. Let X be a Banach space, and F ⊂ X a closed subset. We say
Φ ∈ C1−0(X ;R) meets the (CPS)F,c condition when the following is true: if {xn} ⊂ X
satisfies
(1) d(xn, F )→ 0,
(2) Φ(xn)→ c,
(3) (1 + ‖xn‖) · min
y∗∈∂Φ(xn)
‖y∗‖ → 0,
then {xn} has a convergent subsequence.
We can define the δ-distance ([8]):
δ(x1, x2) := inf{l(c) : c ∈ C
1([0, 1], X), c(0) = x1, c(1) = x2}, (1)
where
l(c) :=
∫ 1
0
‖c˙(t)‖
1 + ‖c(t)‖
dt. (2)
Then set distδ(x, F ) = inf{δ(x, y) : y ∈ F}.
Definition 1.4. Let X be a Banach space, and F ⊂ X a closed subset. We say
Φ ∈ C1−0(X ;R) meets the (CPS)F,c;δ condition when the following is true: if {xn} ⊂ X
satisfies
(1) distδ(xn, F )→ 0,
(2) Φ(xn)→ c,
(3) (1 + ‖xn‖) · min
y∗∈∂Φ(xn)
‖y∗‖ → 0,
then {xn} has a convergent subsequence.
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We can now state the Mountain-Pass Theorem generalized by Ghoussoub-Preiss[9]
for a continuous and Gaˆteaux-differentiable functional statisfying the (PS)F,c condi-
tion:
Theorem 1.5. ([9]) Let ϕ : X → R be a continuous and Gaˆteaux-differentiable func-
tional on a Banach space X such that ϕ′ : X → X∗ is continuous from the norm
topology of X to the w∗−topology of X∗. Take u, v ∈ X, and let
c := inf
g∈Γ
max
t∈[0,1]
ϕ(g(t))
where Γ = Γvu is the set of all continuous paths joining u and v. Suppose F is a closed
subset of X such that F ∩ {x ∈ X : ϕ(x) ≥ c} separates u and v and ϕ satisfies the
(PS)F,c condition, then there exists a critical point x¯ ∈ F for ϕ on F with critical value
c: ϕ(x¯) = c, ϕ′(x¯) = 0.
In 2009, Goga [10] studied a general Mountain Pass Theorem for local Lipschitz
function. Let (E, ‖ · ‖) be a Banach space, S a compact metric space and S0 a closed
subset of S. Let C(S,E) be the Banach space of all E−valued bounded continuous
mapping on S with the norm ‖γ‖ := sup
x∈S
‖γ(x)‖. Let γ0 ∈ C(E, S) be a fixed element
and define
Γ = {γ ∈ C(S,E) : γ(s) = γ0(s), ∀s ∈ S0}, c := inf
γ∈Γ
sup
s∈S
f(γ(s)),
where f is a real-valued function defined on E. Goga’s result is the following:
Theorem 1.6. Let f : E → R be a locally Lipschitz function and F a closed nonempty
subset of E. Assume that
(a) γ(S) ∩ F ∩ Fc 6= ∅, ∀γ ∈ Γ, where Fc = {x ∈ E : f(x) ≥ c},
(b) dist(γ0(S0), F ) > 0, where dist(·, F ) is the distance function to F in E.
Then for every ε > 0 there exist xε ∈ E such that
(i) dist(xε, F ) <
3ε
2
,
(ii) c ≤ f(xε) < ε+
5ε2
4
,
(iii) dist(0, ∂f(xε)) ≤ 2ε, where ∂f(x) is the Clark sub-differential of f at x.
5
A key ingredient in the proof of Theorem 1.5 is provided by the following funda-
mental theorem in non-convex and nonlinear functional analysis established in the 1974
paper of Ivar Ekeland [7].
Theorem 1.7. ([7]) Let (X, d) be a complete metric space with metric d and f :
X → R ∪ {+∞} a lower semi-continuous functional not identically +∞ which is
bounded from below. Let ε > 0 and u ∈ X such that f(u) ≤ infx∈X f(x) + ε. Then
for any given λ > 0, there exists vλ ∈ X such that f(vλ) ≤ f(u), d(u, vλ) ≤ λ, and
f(w) > f(vλ)−
ε
λ
d(vλ, w), ∀w 6= vλ.
Ekeland’s variational principle has found numerous applications; in particular, we
would like to observe that prior to Ghoussoub-Preiss[9] it was used by Shi [20] to
prove a Mountain Pass Lemma and general min-max theorems for locally Lipschitz
functionals (K.C.Chang[5]). In this paper, we will use Ekeland’s variational principle
to generalize the Ghoussoub-Preiss Theorem to the case of locally Lipschitz functional
of class C1−0 satisfying the conditions (CPS)F,c;δ or (CPS)F,c.
Theorem 1.8. Let X be a Banach space with norm ||.||, C0([0, 1];X) the space of
continuous mappings from [0, 1] to X, and Φ : X → R a locally Lipschitz functional.
For z0, z1 ∈ X, define
Γ := {c ∈ C0([0, 1];X) : c(0) = z0, c(1) = z1}, γ := inf
c∈Γ
max
0≤t≤1
Φ(c(t)), (3)
and set Φγ := {x ∈ X : Φ(x) ≥ γ}. If F ⊂ X is a closed subset such that F ∩ Φγ
separates z0 and z1, then there exists a sequence {xn} ⊂ X such that distδ(xn, F )→ 0,
Φ(xn)→ γ and (1 + ‖xn‖) min
y∗∈∂Φ(xn)
‖y∗‖ → 0.
Theorem 1.9. Under the assumptions of Theorem 1.8, if we add that the set F is
norm-bounded in the Banach space X, then a sequence {xn} ⊂ X such that d(xn, F )→
0, Φ(xn)→ γ and (1 + ‖xn‖) min
y∗∈∂Φ(xn)
‖y∗‖ → 0.
Theorem 1.10. Under the assumptions of Theorem 1.8, if Φ satisfies (CPS)F,γ;δ
condition, then γ is a critical value for Φ: Φ(x¯) = γ, 0 ∈ Φ′(x¯).
Theorem 1.11. Under the assumptions of Theorem 1.8, if we add the condition that
the set F is bounded in the norm of the Banach space X, then we can change the
(CPS)F,γ;δ condition to the (CPS)F,γ condition, and conclude there exists a critical
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point x¯ ∈ F for Φ on F with critical value
γ : Φ(x¯) = γ, 0 ∈ Φ′(x¯).
Remark 1.12. The conclusions (i)-(iii) of Goga’s Theorem 1.6 and the condition (PS)c
in Ribarska- Tsachev- Krastanov [19] are different from the conditions (CPS)F,c and
(CPS)F,c;δ stated here. Our results Theorem 1.8 and Theorem 1.9 are stronger since
(1+‖xn‖) min
y∗∈∂Φ(xn)
‖y∗‖ → 0 implies (iii) of the Theorem 1.6. We would also like to note
the assumptions in Theorem 1.10 and Theorem 1.11, and our (CPS)F,γ;δ and (CPS)F,γ
conditions are weaker than those used [10] and [19]; therefore, the arguments in our
paper differ from [10] and [19] since they could utilize the Borwein-Preiss variational
principle or a deformation lemma, whereas we use the classical Ekeland’s variational
principle.
Remark 1.13. We should note the difference between our Generalized Mountain Pass
Lemma (GMPL) and the following theorem of Struwe([21]): Suppose M is a closed
convex subset of a Banach space V and E ∈ C1(V ) satisfies (P. − S.)M on M . Any
sequence {un} ⊂M such that |E(un)| ≤ c uniformly, while
g(um) = sup
v∈M
‖um−v‖<1
〈um − v,DE(um)〉 → 0 (m → ∞), is relatively compact. Suppose
further that E admits two distinct relative minima u1, u2 in M . Then either E(u1) =
E(u2) = β and u1, u2 can be connected in any neighborhood of the set of relative
minima u ∈M of E with E(u) = β, or there exists a critical point u¯ of E in M which
is not a relative minimizer of E.
In Struwe’s Theorem, M is a closed convex subset of a Banach space, but in our
GMPL we don’t assume any convexity. We also don’t assume that E : M → R
possesses an extension E ∈ C1(V ;R) to V , but only that the functional is locally
Lipschitz. Struwe’s Theorem assumes the existence of two local minimizers, but we
only require the existence of two valleys which may not be local minimizers. In these
ways, we see the premise in our GMPL is weaker than the corresponding conditions in
Struwe’s Theorem.
Remark 1.14. The classical Mountain Pass Lemma and its many generalizations are
primarily concerned with saddle points, but we should note the saddle points encoun-
tered in these various Mountain Pass Lemmas are different from those in the Von
Neumann Minimax Theorem([23]). The Minimax Theorem of Neumann is essentially
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related with convexity and concavity, whereas the Mountain Pass Lemma is not related
with convexity and concavity which is related with (PS) compactness condiction and
two valleys for functional. It seems interesting to use Ekelands variational principle to
prove von Neumann Minimax Theorem.
2 The Proofs of Theorems 1.8-1.11
Proof. : Since the main ingredient is still Ekeland’s variational principle, we utilize
some notations and ideas from [8] and [9], but must deviate in a few key steps. Since
the closed set Fγ := Φγ
⋂
F separates z0 and z1, we can write X \Fγ := Ω0
⋃
Ω1 where
z0 ∈ Ω0, z1 ∈ Ω1 for open sets Ω0 and Ω1 with Ω0 ∩ Ω1 = ∅.
Choose ε which satisfies
0 < ε <
1
2
min{1, distδ(z0, Fγ), distδ(z1, Fγ)}. (1)
By the definition of Γ, we can find c ∈ Γ such that
max
0≤t≤1
Φ(c(t)) < γ +
ε2
4
. (2)
If we define t0 and t1 by
t0 := sup{t ∈ [0, 1] : c(t) ∈ Ω0, distδ(c(t), Fγ) ≥ ε},
t1 := inf{t ∈ [t0, 1] : c(t) ∈ Ω1, distδ(c(t), Fγ) ≥ ε},
then since c(0) = z0, we have by (1) and the continuity of c that t0 > 0; moreover,
by c(t0) ∈ Ω¯0 and distδ(c(t0), Fγ) ≥ ǫ, we have c(t0) ∈ Ω0. Then Ω0 ∩ Ω1 = ∅
implies t1 > t0. Again by (1) and the continuity of c we have t1 < 1. So altogether
0 < t0 < t1 < 1. Let
Γ(t0, t1) := {f ∈ C
0([t0, t1], X) : f(t0) = c(t0), f(t1) = c(t1)}, (3)
and consider the following distance in Γ(t0, t1):
ρ(f1, f2) := max
t0≤t≤t1
δ(f1(t), f2(t)), (4)
where
δ(x1, x2) := inf{l(c) : c ∈ C
1([0, 1], X), c(0) = x1, c(1) = x2} (5)
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with
l(c) :=
∫ 1
0
‖c˙(t)‖
1 + ‖c(t)‖
dt. (6)
For x ∈ X , we define the function
Ψ(x) := max{0, ε2 − εdistδ(x, Fγ)}. (7)
A map ϕ : Γ(t0, t1)→ R is defined by
ϕ(f) := max
t0≤t≤t1
{Φ(f(t)) + Ψ(f(t))}. (8)
Since f(t0) = c(t0) ∈ Ω0, f(t1) = c(t1) ∈ Ω1, there exists tf ∈ (t0, t1) satisfying
f(tf) ∈ ∂Ω0 ⊂ Fγ ; therefore,
distδ(f(tf), Fγ) = 0, (9)
and for ∀f ∈ Γ(t0, t1), we have
ϕ(f) ≥ Φ(f(tf )) + Ψ(f(tf)) ≥ γ + ε
2. (10)
On the other hand, if we denote cˆ = c|[t0,t1], then
ϕ(cˆ) ≤ max
0≤t≤1
{Φ(c(t)) + Ψ(c(t))} ≤ γ +
5
4
ε2. (11)
Notice that Γ(t0, t1) is a complete metric space [7],[8]. Since Φ and Ψ are lower semi-
continuous, so is ϕ. Now (10) implies φ has a lower bound, and by (10) and (11) we
have
ϕ(cˆ) ≤ inf ϕ+
ε2
4
. (12)
In Ekeland’s variational principle, we use ε
2
4
in place of ǫ, and take λ = ǫ
2
, then there
exists fˆ ∈ Γ(t0, t1) such that
ϕ(fˆ) ≤ ϕ(cˆ), ρ(fˆ , cˆ) ≤ ε
2
, ϕ(f) ≥ ϕ(fˆ)− ε
2
ρ(f, fˆ), ∀f ∈ Γ(t0, t1). (13)
Let
M := {t ∈ [t0, t1] : Φ(fˆ(t)) + Ψ(fˆ(t)) = ϕ(fˆ)}. (14)
The claim is that M is a non-empty compact set which avoids t0 and t1.
By the definitions of t0 and t1, we have
distδ(c(ti), Fγ) ≥ ε, i = 0, 1, (15)
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so Ψ(cˆ(ti)) = 0. By (2) and (10) we have
Φ(fˆ(ti)) + Ψ(fˆ(ti)) ≤ Φ(cˆ(ti)) + Ψ(cˆ(ti)) ≤ γ +
ε2
4
< ϕ(fˆ), i = 0, 1, (16)
which implies t0, t1 /∈ M .
Claim: There exists t ∈ M such that
min
x∗∈∂Φ(fˆ(t))
‖x∗‖(1 + ‖fˆ(t)‖) ≤
3ε
2
; (17)
Proof. : If not, for any t ∈M ,
min
x∗∈∂Φ(fˆ(t))
‖x∗‖(1 + ‖fˆ(t)‖) >
3ε
2
. (18)
It is well known that ‖x∗‖ = supv 6=0
<x∗,v>
‖v‖
where
x∗ ∈ ∂Φ(fˆ (t)) = {x∗ ∈ X∗ :< x∗, v >≤ Φ0(fˆ(t), v), ∀v ∈ X}, (19)
where the following definition
Φ0(x, v) = lim sup
w→x
t↓0
Φ(w + tv)− Φ(w)
t
denotes the generalized directional derivative of Φ at the point x along the direction
v. Notice that
Φ0(x, v) = max{< x∗, v >: x∗ ∈ ∂Φ(x)}. (20)
Then for all t ∈M there exists u(t) ∈ X such that ‖u(t)‖ = (1 + ‖fˆ(t)‖) and
Φ0(fˆ(t), u(t)) < −
3ε
2
. (21)
Let t ∈ M be such that (18) holds, then ∂Φ(fˆ (t))
⋂
3ǫ
2(1+||fˆ(t)||)
BX∗ = ∅. Notice
that sets ∂Φ(fˆ (t)) and 3ǫ
2(1+||fˆ(t)||)
BX∗ are convex and w
∗ compact, so by the separation
theorem, the two sets can be separated by an element of X ; that is, there is v0 ∈ X
such that ||v0|| = 1 and
sup{< x∗, v0 >: x
∗ ∈
3ǫ
2(1 + ||fˆ(t)||)
BX∗} < inf{< x
∗, v0 >: x
∗ ∈ ∂Φ(fˆ (t))}
Notice that the left side of the above inequality is just 3ǫ
2(1+||fˆ(t)||)
. Hence if we let
h = −(1 + ||fˆ(t)||)v0, then we have
sup{< x∗, h >: x∗ ∈ ∂Φ(fˆ (t))} < −
3ǫ
2
.
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Notice that the left side of the above inequality is equal to Φ0(fˆ(t), h), so we get (21)
for u(t) = h. Let N(t) := {s ∈ M : Φ0(fˆ(s), u(t)) < −3
2
ǫ}. Since x 7→ Φ0(x, v) is
upper semicontinuous for any given v, N(t) is an open subset of M and M can be
covered by the open sets N(t) for t ∈M. SinceM is compact, we can pick a finite open
sub-cover for M , {N(tk) : 0 ≤ k ≤ K}. Then for the partition of unity associated with
this cover on M , there are continuous functions ξk(t) : 0 ≤ ξk(t) ≤ 1 for 0 ≤ k ≤ K
with
∑K
1 ξk(t) = 1.
Let v(t) :=
∑K
k=0 ξk(t)u(tk) and observe the continuous map v : M → X satisfies
Φ0(fˆ(t), v(t)) < −
3ε
2
, ‖v(t)‖ ≤
K∑
k=0
ξk(t)(1 + ‖fˆ(t)‖ = (1 + ‖fˆ(t)‖). (22)
Since M ⊂ [t0, t1] and M is a nonempty compact set with t0, t1 /∈ M , so by Tietze
extension theorem, we can extend v to a continuous function defined on [t0, t1] (which
we still denote by v) which satisfies v(t0) = v(t1) = 0 and
‖v(t)‖ ≤ (1 + ‖fˆ(t)‖), ∀t ∈ [t0, t1]. (23)
Since v(t0) = v(t1) = 0, ∀h > 0, fˆ + hv ∈ Γ; hence,
ϕ(fˆ + hv) ≥ ϕ(fˆ)−
ε
2
ρ(fˆ + hv, fˆ). (24)
Choose th ∈ [t0, t1] which satisfies:
ϕ(fˆ + hv) = (Φ + Ψ)(fˆ(th) + hv(th)). (25)
Notice that here th is defined for each h > 0. By the definition of ϕ, we know that for
any h > 0, there holds ϕ(fˆ) ≥ (Φ + Ψ)(fˆ(th)).
So ∀h > 0 we have
(Φ + Ψ)(fˆ(th) + hv(th)) ≥ (Φ + Ψ)(fˆ(th))−
ε
2
ρ(fˆ + hv, fˆ); (26)
that is,
Φ(fˆ(th) + hv(th))−Φ(fˆ(th)) ≥ −Ψ(fˆ(th) + hv(th)) +Ψ(fˆ(th))−
ε
2
ρ(fˆ + hv, fˆ)). (27)
If we recall the definition of Ψ, then Ψ is ε−Lipschitz, and so the above inequality
implies
Φ(fˆ(th) + hv(th))− Φ(fˆ(th)) ≥ −
3ε
2
ρ(fˆ + hv, fˆ)). (28)
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Notice that if hn → 0
+, we can pass to a sequence {thn} with thn → τ ∈M since M is
compact. Calculating
lim sup
n→+∞
Φ(fˆ(thn) + hnv(thn))− Φ(fˆ(thn))
hn
≥ −
3ε
2
lim inf
n→+∞
ρ(fˆ + hnv, fˆ))
hn
. (29)
and further by Φ ∈ C1−0 and the definitions of Clark’s generalized gradient and the
metric ρ, we have
Φ0(fˆ(τ), v(τ)) ≥ −
3ε
2
max
t0≤t≤t1
(
‖v(t)‖
1 + ‖fˆ(t)‖
) ≥ −
3ε
2
. (30)
In fact, by Φ ∈ C1−0 and the continuity for v(t), we know that
Φ(fˆ(thn) + hnv(thn))− Φ(fˆ (thn) + hnv(τ))
hn
≤ L|v(thn)− v(τ)| → 0,
hence
lim sup
n→+∞
Φ(fˆ (thn) + hnv(thn))− Φ(fˆ(thn))
hn
≤ lim sup
n→+∞
Φ(fˆ(thn) + hnv(thn))− Φ(fˆ(thn) + hnv(τ))
hn
+ lim sup
n→+∞
Φ(fˆ(thn) + hnv(τ))− Φ(fˆ(thn)
hn
= Φ0(fˆ(τ), v(τ))
Using the definition (4) of the metric ρ, we have
ρ (fˆ + hnv, fˆ))
= max
t0≤t≤t1
inf{
∫ 1
0
||c˙(s)||
1 + ||c(s)||
ds, c(s) ∈ C0([0, 1], X), c(0) = fˆ , c(1) = fˆ + hnv}.
Specifically, if we take the following loop connecting fˆ and fˆ + hnv:
c(s) = (1− s)fˆ(t) + s(fˆ(t) + hnv(t)),
then we have c˙(s) = hnv(t), and so
c(s) = (1− s)fˆ(t) + s(fˆ(t) + hnv(t))→ fˆ(t), n→ +∞.
So we have that
lim inf
n→+∞
ρ(fˆ + hnv, fˆ))
hn
≤ max
t0≤t≤t1
(
‖v(t)‖
1 + ‖fˆ(t)‖
),
12
and (30) is proved, which violates (22) and shows that we cannot have the inequality
(18); therefore, there is t¯ ∈M such that
min
x∗∈∂Φ(fˆ(t¯))
‖x∗‖(1 + ‖fˆ(t¯)‖) ≤
3ε
2
. (31)
By the definitions of t0 and t1, we have that d(cˆ(t), Fγ) ≤ ǫ for t0 < t < t1;
furthermore, by continuity of cˆ(t) and d(x, Fγ) on x, we have that
d(cˆ(t), Fγ) ≤ ǫ, ∀t ∈ [t0, t1].
Notice that here d(cˆ(t), Fγ) is the distance between cˆ(t) and Fγ deduced by the norm in
the Banach space X . We use the notation disδ(cˆ(t), Fγ) to denote the distance between
cˆ(t) and Fγ deduced by δ in (5). By the definitions of δ and the norm, we have that
δ(x1, x2) ≤ ||x1 − x2||
so
disδ(cˆ(t), Fγ) ≤ d(cˆ(t), Fγ) ≤ ǫ, ∀t ∈ [t0, t1].
We notice that ρ is the distance deduced by δ in (5). Since ρ(fˆ , cˆ) ≤ ε
2
, the triangle
inequality implies that for all t ∈ [t0, t1] we have
disδ(fˆ(t), Fγ) ≤
ε
2
+ disδ(cˆ(t), Fγ)) ≤
ε
2
+ ε =
3ε
2
. (32)
Set x = fˆ(t¯), we get disδ(x, Fγ) ≤
3ε
2
.
If F is bounded and a closed subset of X , then by the definition of δ, we know
that ([7]) δ distance is equivalent to the norm distance, so there is c > 0 such that
disδ(x, Fγ) ≥ cd(x, Fγ). Then ϕ(fˆ) ≤ ϕ(cˆ) yields
γ + ε2 ≤ Φ(fˆ (t¯)) + Ψ(fˆ(t¯)) ≤ γ +
5ε2
4
. (33)
Then we get
minx∗∈∂Φ(x) ‖x
∗‖(1 + ‖x‖) ≤ 3ε
2
,
d(x, Fγ) ≤
1
c
3ε
2
,
γ ≤ Φ(x) ≤ γ + 5ε
2
4
.
(34)
If we let ε = 1
n
→ 0, then we arrive at a sequence {xn} which satisfies the requirements
of Theorems 1.8 and 1.9. Theorems 1.10 and 1.11 follow from Theorems 1.8 and 1.9.
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2 An Application to Hamiltonian systems
Let V ∈ C1−0(Rn,R); that is, V is a locally Lipschitz potential function defined on
R
n. Let us consider the second order Hamiltonian systems

−q¨(t) ∈ ∂V (q) (1)
1
2
|q˙|2 + V (q) = h ∈ R (2)
Theorem 1.1. Suppose V ∈ C1−0(Rn,R) and h ∈ R satisfy
(V1) V (−q) = V (q);
(V2) ∃µ1 > 0, µ2 ≥ 0, such that 〈y, q〉 ≥ µ1V (q)− µ2, ∀y ∈ ∂V (q), ∀q ∈ R
n;
(V3) V (q) ≥ h, |q| → +∞.
Then for any h > µ2
µ1
, the system (1)−(2) has at least one non-constant periodic solution
with the given energy h which can be obtained by Theorem 1.10.
Corollary 1.2. For a > 0, µ1 > 0, µ2 ≥ 0, let V (q) = a|q|
µ1 + µ2
µ1
. Then for any
h > µ2
µ1
, the system (1) − (2) has at least one non-constant periodic solution with the
given energy h which can be obtained by Theorem 1.10.
Remark 1.3. If µ1 > 1, then V (q) = a|q|
µ1 + µ2
µ1
∈ C1(Rn,R); but if 0 < µ1 ≤ 1 it is
not in C1(Rn,R), but V ∈ C1−0(Rn,R).
In order to prove Theorem 1.1, we define the Sobolev space
H1 := W 1,2(R/TZ,Rn) = {u : R→ Rn, u ∈ L2, u˙ ∈ L2, u(t+ 1) = u(t)}. (3)
Then the standard H1 norm is equivalent to
‖u‖ := ‖u‖H1 =
(∫ 1
0
|u˙|2dt
)1/2
+ |
∫ 1
0
u(t)dt|. (4)
Lemma 1.4. ([2]) Let f(u) := 1
2
∫ 1
0
|u˙|2dt
∫ 1
0
(h − V (u))dt and u˜ ∈ H1 be such that
f ′(u˜) = 0 and f(u˜) > 0. Set
1
T 2
:=
∫ 1
0
(h− V (u˜))dt
1
2
∫ 1
0
| ˙˜u|2dt
. (5)
Then q˜(t) = u˜(t/T ) is a non-constant T -periodic solution for (1)-(2).
14
In a manner similar to Ambrosetti-Coti Zelati[2], from the symmetry condition (V1)
we let E := {u ∈ H1 = W 1,2(R/Z,Rn), u(t+ 1/2) = −u(t)}. A similar proof as in [2],
we have
Lemma 1.5. If u¯ ∈ E is a critical point of f(u) and f(u¯) > 0, then we have q¯(t) =
u¯(t/T ) is a non-constant T -periodic solution of (1)-(2).
We define a weakly closed subset of H1,
F := {u ∈ E :
∫ 1
0
[V (u) +
1
2
min
y∈∂V (u)
〈y, u〉]dt = h}. (6)
Lemma 1.6. If (V2)− (V3) hold, then F 6= ∅.
Proof. : Take u ∈ E satisfying min
t∈[0,1]
|u(t)| > 0. By condition (V2), we know V (0) ≤
µ2/µ1. We define
gu(a) := g(au) =
∫ 1
0
[V (au) +
1
2
min
x∈∂V (au)
〈x, au〉]dt.
Then we have gu(0) = g(0) = V (0) ≤
µ2
µ1
.
We use (V2)− (V3) to get
gu(a) = g(au) =
∫ 1
0
[V (au) +
1
2
min
x∈∂V (au)
〈x, au〉]dt (7)
≥ (1 +
µ1
2
)
∫ 1
0
V (au)dt−
µ1
2
(8)
→ +∞, as a→ +∞ (9)
Hence ∀h > µ2
µ1
, we know there is a(u) > 0 such that a(u)u ∈ F .
Lemma 1.7. If (V1) − (V3) hold, then for any given c > 0, f(u) satisfies (CPS)F,c;δ
condition; that is, if {un} ⊂ E satisfies
distδ(un, F )→ 0, f(un)→ c > 0, (1 + ‖un‖) min
y∗∈∂f(un)
‖y∗‖ → 0, (10)
then {un} has a strongly convergent subsequence.
Proof. : Notice that ∀u ∈ E,
∫ 1
0
u(t)dt = 0; hence, we know ‖u‖E := (
∫ 1
0
|u˙|2dt)1/2 is
an equivalent norm on E. By f(un)→ c, we have
−
1
2
‖un‖
2
E ·
∫ 1
0
V (un)dt→ c−
h
2
‖un‖
2
E. (11)
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By (V2) we know that ∀y
∗ ∈ ∂f(un), ∀x ∈ ∂V (un),
〈y∗, un〉 = ‖un‖
2
E ·
∫ 1
0
[h− V (un)−
1
2
〈x, un〉]dt
≤ ‖un‖
2
E
∫ 1
0
[h +
µ2
2
− (1 +
µ1
2
)V (un)]dt. (12)
By (11) and (12) we have
〈y∗, un〉 ≤ (h+
µ2
2
)‖un‖
2
E + (1 +
µ1
2
)(2c− h‖un‖
2
E)
= (−
µ1
2
h+
µ2
2
)‖un‖
2
E + α (13)
where α = 2(1 + µ1
2
)c.
Since h > µ2
µ1
, then (10) and (13) imply ‖un‖E is bounded.
The rest of the argument to show {un} has a strongly convergent subsequence is
standard.
Lemma 1.8. Let
G = {u ∈ E :
∫ 1
0
[V (u) +
1
2
min
y∈∂V (u)
〈y, u〉]dt < h}. (14)
Then
(i). F is the boundary of G.
(ii). If (V1) holds, then F is symmetric with respect to the origin 0.
(iii). If V (0) < h holds, then 0 ∈ G.
It’s not difficult to prove the following two Lemmas:
Lemma 1.9. f(u) is weakly lower semi-continuous on F.
Lemma 1.10. F is weakly closed subsets in H1.
Lemma 1.11. The functional f(u) has positive lower bound on F .
Proof. : By the definitions of f(u) and F , we have
f(u) =
1
4
∫ 1
0
|u˙|2dt
∫ 1
0
min
y∈∂V (u)
〈y, u〉dt, u ∈ F. (15)
For u ∈ F and (V2), we have
1
2
∫ 1
0
min
y∈∂V (u)
〈y, u〉dt =
∫ 1
0
[h− V (u)]dt ≥
∫ 1
0
[h−
1
µ1
min
y∈∂V (u)
〈y, u〉 −
µ2
µ1
]dt, (16)
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∫ 1
0
min
y∈∂V (u)
〈y, u〉dt ≥
h− µ2
µ1
1
2
+ 1
µ1
> 0. (17)
So we have the functional f(u) ≥ 0. Furthermore, we claim that inf f(u) > 0; other-
wise, u(t) = const attains the infimum 0.
If u ∈ F , then by the symmetry u(t + 1/2) = −u(t) or u(−t) = −u(t), we know
u(t) = 0, ∀t. By (V2) we have V (0) ≤
µ2
µ1
, by h > µ2
µ1
we get V (0) < h. From the
definition of F , 0 /∈ F . So infF f(u) > 0. Now by Lemmas 1.9-1.11, we know f(u)
attains the infimum on F , and the minimizer is nonconstant.
Lemma 1.12. ∃z1 ∈ H
1 such that z1 6= 0 and f(z1) ≤ 0.
Proof. : For any given y1 6= const, y˙1 6= 0, so min |y˙1(t)| > 0. Let z1(t) = Ry1(t), then
when R is large enough, by condition (V3) we have∫ 1
0
(h− V (z1))dt ≤ 0; (18)
that is, f(z1) ≤ 0.
Lemma 1.13. f(0) = 0.
Lemma 1.14. F separates z1 and 0.
Proof. : By V (0) < h, we have that 0 ∈ G. By (V2) and (V3) and h >
µ2
µ1
, we can
choose R large enough such that
z1 = Ry1 ∈ {u ∈ H
1 :
∫ 1
0
[V (u) +
1
2
min
y∈∂V (u)
〈y, u〉]dt (19)
≥ (1 +
µ1
2
)
∫ 1
0
V (u)dt−
µ1
2
(20)
≥ (1 +
µ1
2
)h−
µ1
2
> h}. (21)
So F separates z1 and 0.
Theorem 1.1 now follows from Theorem 1.10
2 Conclusions
Since Ekeland’s variational principle imposes less restriction on the functional, we
found it very useful in proving our Generalized Mountain Pass Lemma with weaker
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assumptions. We were able to establish an immediate application for our Generalized
Mountain Pass Lemma to Hamiltonian systems with Lipschtitz potential and a fixed
energy. It would be interesting to see what role it can play for other differential
equations.
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