B. Study 1 Supplemental Tables: What roles do students prefer to play in peer discussions?
A combination of grounded theory and content analysis was used to code students' open-ended responses to the question "What role do you prefer to play in peer discussions?" (Glaser and Strauss, 2009; Strauss and Corbin, 1990) . We identified four categories: leader, collaborator, listener, and recorder and sample quotes for each of these is in Suppl Table 1 . Two independent reviewers coded the responses and came to consensus when they disagreed. 
Suppl

Social Comparison Concern
Reliability Analyses for Study 3: Differential Item Functioning (DIF) Analyses for Study 3:
Researchers, specifically measurement specialists, are concerned with the fairness of the scales, and in particular the possibility that developed scales may be biased against male or female groups. For example, equal response levels of an item are expected for examinees who are matched in their observed total scores which reflect the trait being measured by the scale. In other words, the probability of answering an item correctly or of attaining a particular response level is modeled as a function of an individual's ability or latent trait. Unequal item correct response rates or item response levels between score-matched males and females indicates the potentially biased items that may favor males or females. Differential items functioning (DIF) is developed to detect scale item which function differently between groups of examinees matched in their scores measured by scales. An item showing differential item correct response rates or levels between score-matched males and females is identified as DIF items, especially referred to as gender DIF items as males and females are matched.
An item identified with DIF may be a biased item, but it is not necessarily the case. As Zumbo (1999) pointed out, biased items refer to the condition where examinees respond to scale items differently because they are unrelated to traits or constructs the scale is developed to measure. Thus, DIF is required, but not sufficient to claim that an item is biased, until the DIF for the item is proven to be unrelated to what the scale is developed to measure (Zumbo, 1999) . If DIF items are proven to be biased after a substantial investigation following the identification of DIF items, scale scores should be adjusted to correct for the resulting DIF effect in the scale scores.
Concern about DIF items has led measurement professionals to develop various DIF detecting methods for investigating such occurrences. DIF analyses are typically conducted at the individual item level. It is assumed that the absence of DIF items will lead to an unbiased scale.
Methods:
The simultaneous Item Bias Test (SIBTest), developed by Stout, 1993a, 1993b) , is a statistical method to detects items with DIF implemented by a computer software program called DIFPACK. In this study, SIBTest was selected based on the following reasons. The SIBTest DIF method was selected in my DIF study is based on the following reasons. First, the SIBTest has been found to be more effective in detecting DIF than the Mantel-Haenszel and logistic regression DIF methods (Bolt and Stout, 1996; Jiang and Stout, 1998) . Second, the SIBTest uses non-parametric approach to design its DIF detection model, which is different from those DIF methods developed by the parametric approach. The parameter-oriented DIF method requires stronger assumptions that a dataset may fail to meet its assumption. Third, after items identified as DIF, they can be grouped as a bundle to examine the potential sources that contribute to the DIF effect. Fourth, instead of using observed test score, the SIBTest runs a regression to estimate the true score used to match students on ability, which results in an improved estimation of ability level where the examinees should stay. Because the collected data includes both dichotomously and polytomously scored items, the Poly-SIBTest option in the DIFPACK v1.7 software application was selected to perform gender DIF item analysis. To identify items as DIF status, a nominal α equal to .01, which is commonly used, was selected in the hypothesis testing to control Type I error rate. In such a circumstance, 1% of the items would be falsely identified as DIF when they did not truly show DIF. When items identified as DIF, the guidelines developed by Roussos and Stout (1996) can be used to evaluate magnitude of the DIF as negligible, moderate or large effect. Student records with missing data were eliminated from the data to meet the requirement of PolySIBTest DIF method. The number of students involved in the gender DIF analysis was smaller than the collected ones.
Results and Conclusions:
For other 10 items administered to the participants in peer discussions, there were 279 males and 388 females involved in the DIF analysis. Three items including, Q1, Q2, and SG4, were flagged with DIF (B = .116, -.239, and .117, p < .01). Items Q1 (I feel comfortable offering my own ideas in my group) and SG4 (I often leave class feeling like I'm not as smart as the other students in my group) favored males whereas item Q2 (I feel different from other students in my group) favored females. For the identical 10 items administered to the participants in large class discussion, there were 275 males and 391 females involved in the DIF analysis. The DIF analysis showed there is only one item Q4 (I feel different from the other students in this class.) identified as DIF favoring females (B = -.225, p < .01). All five identified gender DIF items were classified as large magnitude of DIF effects as the estimated betas were larger than .08.
Four out of 31 items were identified as DIF status which indicate unequal response levels between males and females matched in their observed survey scores. Consistent with the previous studies, the finding supports that the gender DIF items do occur in a survey. However, as pointed out, they do not count as biased items unless the source of DIF contributing to unequal possibilities can be proved irrelevant to the ability or trait a scale developed to measure. The identified gender DIF items may place a threat to the validity of the scale. Thus, further comprehensive investigation aiming at flagged DIF items is suggested to ensure the validity of the items before those items are allowed to use to reflect what the scale is designed to measure.
Model Selection Results for Social Comparison Concern and Comfort Being Yourself factors
Suppl. Methods were the same as those applied to the survey in Study 3. It's important to note that for this data set, the number of students dramatically decreased because of the missing data elimination procedure.
The gender DIF analysis is summarized as follows. For 11 items only administered to the participants in peer discussion, there were 112 males and 159 females involved in the DIF analysis. As a result, only one item, Q22 (After discussing a clicker question in my group, I am more likely to answer it correctly than if I had worked by myself), was flagged with DIF (B = -.233, p < .01). The item favored females indicating higher response level than that of males.
Factor Analysis:
Suppl. 
Model Selection for Factor 1: Group Function and Factor 2: Comfort and Confidence with Group work
Seven potential variables were initially considered tocontribute to responses on the survey questions: 1) a student's overall performance in the course (BI.GPA); 2) student gender identity (a factor with twolevels; Stu.Gender); 3) student race/ethnicity/nationality (afactor with 4 levels; Ethn); 4) an interaction betweenstudent gender identity and race/ethnicity/nationality (Stu.Gender*Ethn); 5) whether not a student had a friend in the group (a factor with two levels; Friend); 6) an interactions between gender identity and friend (Stu.Gender*Friend); and 7) an interaction between race/ethnicity/nationality and friend (Ethn*Friend).Only students with a complete setof these variables were included in this analysis.
Combinations of these 7 variables produced a total of 72 potential models to describe our data. The total number of models tested was substantially lower than our number of observations (n=360 students), which justified fully exploring this set of models. Thus, we systematically explored the possible models for our data and ultimately chose the model that best fits the data according to the model-selection statistics. We also calculated the model averaged regression coefficients for the fixed effects in our model. Our initial full model was as follows:
Factor =BI.GPA + Stu.Gender + Ethn + Stu.Gender * Ethn + Friend + Stu.Gender * Friend + Ethn*Friend
Factor 1: Group Function. Model selection identified 9 models that had the strongest support (∆i< 4) for predicting student responses on this factor. The top three models had the majority of support (summed ω = 0.53; Supp. Table 11 ). The top two models had almost equal support and differed only in whether or not a the dichotomous variable indicating whether a student had a friend in the group was present. The best model included Friend as well as Exam Performance, Term, Race/Ethnicity/Nationality and explained 14% of the variation in student responses. This low R 2 along with the instability in terms present in the top model indicates our explanatory variables capture some of the variation in this factor, but are not sufficient for capturing the main causes of variation.
Specifically, exam performance, the iteration of the course, and Race/Ethnicity/Nationality all significantly predicted student responses on Factor 1 (Supp. Table 12 ). As student exam performance increased so did their sense that their group functioned well (β = 0.135 ± 0.190). Relative to White American students Asian and International students felt their groups functioned less well (β = -0.371 ± 0.161 and β = -0.561 ± 0.278 respectively).
Suppl. Factor 2 -Comfort and Confidence with Contributions to Group. Model selection identified 6 models that predicted student responses on this factor. The top 2 models had the majority of the support (summed ω = 0.53; Supp. Table 13 ). The top model is 1.65 times more likely to be the best model than the second best model. The best model includes Friend, Race/Ethnicity/Nationality, Exam Performance and Gender. The second best model includes the additional variable Term. The best model has a low R 2 (17%) indicating that our explanatory variables were not able to capture the majority of the variation in this factor.
Across all the potential models, Exam Performance, Friend, and Race/Ethnicity/Nationality were the only variables that significantly explained student responses on this factor (Supp . Table 12 ). Both having a friend in the group and performing better on exams caused students to answer more positively on this factor. Asian American and international students were less likely to respond as positively on this factor as White American students.
