Introduction
It is often useful to approximate the behaviour of a Markov population process, when population sizes are large, by an essentially deterministic motion, with a random diffusion of smaller order superimposed upon it. This approach has been used by, among others, Daley and Kendall (1965), Nagaev and Startsev (1970), Kurtz (1971) , Barbour (1972) and McNeil and Schach (1973). The approximation may prove satisfactory on its own, but there will usually be certain phases of a process, for example near boundaries, which need separate treatment. For instance, in the closed epidemic, a diffusion approximation is for some finite N-independent set J of integers, where the functions g,(x) are assumed to be polynomials in x. Such sequences of processes arise in the derivation of large population approximations for Markov population processes: for details of the procedure, see Barbour (1972) For a general sequence of processes {XN}, the asymptotic distribution of exit times from larger regions than those specified in Theorem l(iii) involves more than the local diffusion parameters, and depends on the discrete nature of the state space. The appropriate limit distribution can often be shown, on general grounds, to be negative exponential; but, even then, the difference equations for the normalising factor are usually intractable. However, for birth and death processes, of which the stochastic logistic process is a particular case, the equations are soluble (Bartlett (1960)): here, if TN N is interpreted as a typical population size, and NxN(t) as the numbers (XI, X2) of each species alive at time t. Reuter shows that, with probability one, one or other of the species eventually becomes extinct: we use the methods described above to give approximations to the probability that it is species 1 that dies out, for various choices of initial conditions. The deterministic equations (3.4) for the process are 
