Abstract: Fusion of remote sensing data often improves vegetation mapping, compared to using data from only a single source. The effectiveness of this fusion is subject to many factors, including the type of data, collection method, and purpose of the analysis. In this study, we compare the usefulness of hyperspectral (HS) and Airborne Laser System (ALS) data fusion acquired in separate flights, Multiple Flights Data Fusion (MFDF), and during a single flight through Instrument Fusion (IF) for the classification of non-forest vegetation. An area of 6.75 km 2 was selected, where hyperspectral and ALS data was collected during two flights in 2015 and one flight in 2017. This data was used to classify three non-forest Natura 2000 habitats i.e., Xeric sand calcareous grasslands (code 6120), alluvial meadows of river valleys of the Cnidion dubii (code 6440), species-rich Nardus grasslands (code 6230) using a Random Forest classifier. Our findings show that it is not possible to determine which sensor, HS, or ALS used independently leads to a higher classification accuracy for investigated Natura 2000 habitats. Concurrently, increased stability and consistency of classification results was confirmed, regardless of the type of fusion used; IF, MFDF and varied information relevance of single sensor data. The research shows that the manner of data collection, using MFDF or IF, does not determine the level of relevance of ALS or HS data. The analysis of fusion effectiveness, gauged as the accuracy of the classification result and time consumed for data collection, has shown a superiority of IF over MFDF. IF delivered classification results that are more accurate compared to MFDF. IF is always cheaper than MFDF and the difference in effectiveness of both methods becomes more pronounced when the area of aerial data collection becomes larger.
Introduction
Data fusion is a collection of methods and tools for combining data collected from various sources. The purpose of data fusion is to achieve a better quality of information. The exact definition of 'better quality' depends on the application [1] . The fusion of data from various sources can increase the reliability of collected data [2] . The purpose of multisensor data fusion is to reach "a sum beyond the sum of all parts." Data fusion combines readings from more than one sensor, position or time to infer The cost of remote sensing products is high, mostly due to the high cost of data acquisition [24] . Therefore, one of the aspects of this analysis is the comparison of data collection costs using IF and MFDF methods. Ultimately, it was assumed that the effectiveness of both methods needs to be assessed based on the quality of classification results and the cost of airborne data acquisition. The main purpose of this study is to verify the following hypothesis: Instrument Fusion and Multiple Flights Data Fusion of HS and ALS sensor data have the same effectiveness in classification of non-forest vegetation.
Materials and Methods

Study Area
The study area was the lower Biebrza basin (NE Poland), about 150 km northeast of Warsaw. It covers an area of 6.75 km 2 in the fork of two rivers, Biebrza and Narew. The Biebrza Valley is one of Europe's best preserved river valley systems. It is an area of conservation referred to as the Biebrzański National Park and Natura 2000 area, Biebrza Valley (Special Protection Area code PLH200008). The studied area is dominated by non-forest ecosystems that were formed through agricultural use. The lower Biebrza basin is home to numerous valuable Natura 2000 habitats protected at the European level, i.e., Xeric sand calcareous grasslands (code: 6120), alluvial meadows of river valleys of the Cnidion dubii (code: 6440), and species-rich Nardus grasslands (code: 6230).
The majority of this valuable conservation study area is used for agriculture. The most common type of agriculture is grasslands, mowed once or twice a year. Both the phenology of diagnostic species and mowing schedule were considered to determine optimum time to collect airborne and ground data. This is a very short window, around two weeks, starting in early July.
Airborne Data Acquisition
Multiple Flights
Remote sensing data were collected using three types of sensors (LiDAR scanner and Visual-Near Infrared (VNIR) and Short Wave Infrared (SWIR) hyperspectral scanners) installed on board two different aircraft and collected during two flyovers carried out at different times ( Table 1) . The first flyover, for ALS collection, was conducted by VulcanAir Partenavia P.68 Observer on 2 July 2015 at an altitude of 500 m AGL (Above Ground Level). The ALS system was a RIEGL LMS scanner (Riegl Laser Measurements Systems GmbH, Horn, Austria), used with a scan angle of 60 • and side overlap of 60%. The flight parameters allowed the recording of a point cloud with the density of 8 point per m 2 . The second flyover, for HS collection, was conducted by a Cessna 402 on 3 July 2015 at an altitude of 1450 m AGL. The HS system comprised of HySpex VNIR-1800 and SWIR-384 (Norsk Elektro Optikk, Skedsmokorset, Norway) cameras. The spectral range of the hyperspectral scanner set covered from 400 nm to 2500 nm and the scan angle was 32 • ; this resulted in data with a Ground Sampling Distance (GSD) of 2 m with swath width of 813 m. Remote sensing data were collected using an array of three sensors (Aerial Laser Scanner, HySpex VNIR-1800 and SWIR-384 hyperspectral cameras) together referred to as "HabitARS" (Habitat Airborne Remote Sensing) integrated onto a single aircraft ( Table 2 ). The flyover was conducted by a Cessna CT206H aircraft on 27 June 2017 and 1 July 2017, at an altitude of 730 m AGL (Above Ground Level). A RIEGL LMS scanner (Riegl Laser Measurements Systems GmbH, Horn, Austria) was used with a scan angle of 60 • and side overlap of 60%. The flight parameters allowed the recording of a point cloud with the density of 7 pts/m 2 . The spectral range of the hyperspectral scanner set covered from 400 nm to 2500 nm and the scan angle was 32 • ; this resulted in data with a GSD of 1 m with the swath width of 450 m. The collected hyperspectral aerial data was initially pre-processed to create a mosaic of atmospherically corrected, bottom-of-atmosphere reflectance images. The pre-processing included radiometric calibration, geo-referencing, atmospheric compensation, and mosaicking. The radiometric calibration was executed on raw.hyspex files using HySpex RAD software (Norsk Elektro Optikk AS, Skedsmokorset, Norway) [25] supplied by the equipment manufacturer. Digital Number values were converted to at-sensor radiance (W·nm −1 ·sr −1 ·m −2 ). PARGE software (ReSe-Remote Sensing Applications, Wil, Switzerland) [26] was used for parametric geocoding using flight navigation data and camera sensor model. Orthorectification was executed using DSM (Digital Surface Model) created using ALS data. As a result, pixel location accuracy of RMS = 0.77 m was obtained for data collected in the year 2017, and RMS = 0.94 m for 2015, as compared to orthophotomap with 0.1 m GSD. VNIR and SWIR range data were combined into a single hyperspectral data cube, setting split wavelength at 935 nm, and trimming the rows to a spatial range of SWIR imagery. Atmospheric compensation was made using ATCOR4 software (ReSe Applications GmbH, Wil, Switzerland) [27] omitting corrections for terrain topography using variable water vapor and visibility estimation and pre-determined aerosol type (rural). The bands covering wavelengths longer than 2.35 µm contained high noise, were cropped, leaving 430 bands that were subjected to the spectral polishing process using the Savitzky-Golay algorithm with a range of 13 bands. The processed images were mosaicked into a single file with bottom-of-atmosphere reflectance values recorded in 430 spectral bands. The mosaicking process was carried out in PARGE (ReSe Applications GmbH, Wil, Switzerland) [26] , using the "Center Cropped" option that finds the middle of the overlapping areas between the images as a cut line. The collected ALS data was first processed into a point cloud. Further processing included orientation, decomposition, and point cloud classification. The ALS point cloud orientation was carried out using RiProcess software (RIEGL Laser Measurement Systems GmbH, Horn, Austria) [28] . The accuracy of this process was assessed at the level of 1 Σ = 0.010 cm for data collected in 2017, and 1 Σ = 0.015 cm for 2015. Full waveform decomposition into a point cloud was carried out using RiAnalyze software (RIEGL Laser Measurement Systems GmbH, Horn, Austria) [29] with the following parameters: threshold 3, amplitude and length values for individual reflections saved in .LAS files as extra bytes. Point cloud classification was carried out using the TerraSolid software (Terrasolid Ltd., Helsinki, Finland) [30] for three classes: noise 7, ground 2, and vegetation 5 in an automated manner with further manual verification of classes. There was no need for the building class to be used, as there are no buildings in the studied area.
Data Fusion
The hyperspectral mosaic and point cloud raster derivative products were integrated into a single set with a common coordinate system, matrix start point and pixel size equal to 2 m, using the nearest neighbor resampling method. The process was carried out twice, separately for the data collected in 2015 and 2017.
The hyperspectral mosaic was transformed using Minimum Noise Fraction using the ENVI API "ForwardMNFTransform" feature [31] . The first 30 bands resulting from the transformation were selected basing on MNF eigenvalues and used in the analysis. Additionally, 65 spectral indices were calculated and implemented with the "SpectralIndices" function available in the ENVI 5.4 software (Harris Geospatial Solutions, Broomfield, CO, USA) [31] .
Based on the point cloud, the Digital Terrain Model (DTM) was calculated using Opals software [32], which was created by interpolating points in class 2. During this process, the following rasters were also calculated: ΣZ (interpolated points), slope, aspect, and DSM, which was created by interpolating points from class 2 and 5. Next, the following parameters for the respective points were calculated: Echo Ratio, NormalizedZ (based on the DTM calculation described above). The last step was to generate rasters with statistical parameters (number of points per raster cell) for the point cloud in three variants: all points in ground and vegetation classes, ground point class, and vegetation point class. For the parameters of NormalizedZ (of class 2 and class 5), Intensity, Echo Ratio, Pulse Width, and Amplitude, the following were calculated: variance, minimum value, maximum value, average, median, RMS, and spread. Furthermore, for the NormalizedZ parameter, the following quantiles were calculated: 0.05, 0.10, 0.25, 0.75, 0.90 and 0.95. Using the SAGA GIS version 7 software (SAGA Software Company, San Francisco, CA, USA) [33] , based on DTM and DSM, subsequent raster layers were calculated. DTM was median filtered with a window size of 5 × 5 pixels and the following topographical indices were calculated: TPI (Topographic Position Index), MRVBF (Multiresolution Index of Valley Bottom Flatness), MrRTF (Multi-resolution Ridge Top Flatness), MCA (Modified Catchment Area), and TWI (Topographic Wetness Index). On the basis of DSM, the DirI (Direct Insolation), DiffI (Diffuse Insolation), Durl (Duration of Insolation), and TI (Total Insolation) indices were calculated.
The assumption of data fusion was to create the exact same products using data collected in 2015 and 2017. Two identical product sets were created using the aforementioned methods and scaled to the same spatial resolution. The products were combined into groups, creating layer stacks. Four product sets were created, two for different years and two for different data types referred to as ALS15, ALS17, HS15, and HS17 (Table 3 ). Subsequently, they were merged in various combinations depending upon the fusion approach. The Multiple Flight Data Fusion (MFDF) approach combined data collected during different flyovers (ALS15HS15, ALS15HS17, and ALS17HS15), while the Instrument Fusion (IF) approach combined different data collected during the same flyover (ALS17HS17). 
Botanical Reference Study
The team of botanists collected reference data from 707 polygons of the studied habitats and backgrounds in June and July 2016 and 2017. Reference polygons were located to represent the range of plant communities included in the studied natural habitats and background types as much as possible. Reference polygons of circular shape, 3 m in diameter, were located using GPS devices with an accuracy of 0.3 m. For each reference polygon, an observation card was completed. Reference polygons were located at representative and typical locations for habitat patches, homogeneous in terms of vegetation and structure of the vegetation community; undisturbed, i.e., in places not ridden by machines, tractors, or dug up by wild boars; in places of old haystacks or biomass storage; not shaded; not flooded, and in areas where there are no trees or shrubs above 1.5 m in height. The location and number of reference polygons was deemed to adequately sample the range of habitats within the study area.
In order to ensure consistency of the set of reference polygons in terms of mowing and shadows between both 2015 and 2017, all 707 reference polygons were additionally visually verified based on the RGB mosaics collected in 2015 and 2017. This process eliminated 105 polygons, whilst the remaining 602 reference polygons were used in the study (Table 4) . 
Data Fusion Effectiveness
In order to evaluate the influence of each remote sensing modality and the way in which remote sensing data were collected, the common study area ( Figure 1 ) was classified using ALS, hyperspectral and data combined using the MFDF and IF methods.
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Classification
Eight classification scenario were created using differed sets of raster data (Table 5) . Four classifications were performed using Single Sensor data (HS15, ALS15, HS17, ALS17); the next three were performed using the MFDF approach (ALS15HS15, ALS15HS17, ALS17HS15); the last classification was performed using the IF approach (ALS17HS17). The reference data set and classification method were the same for all eight classification scenarios. In each scenario, the reference set was randomly split into training and validation sets in equal (50%/50%) proportions. The split was done at the polygon level, so that pixels belonging to the same polygon could never be used for both training and testing at the same time. Stratified random sampling was used in order to assure proportional representation of each class in the training and validation sets. In order to minimize the impact of random validation and training sets on the classification outcome, for each scenario, the randomized split into training and validation sets and classification was repeated 1000 times. For classification, the Random Forests (RF) supervised classification algorithm was used; this creates multiple decision trees based on a random subset of the dataset [34] . The RF classifier is popular in the remote sensing community, with a range of commonly cited advantages, including its low parameterization requirements [34] , good classification results [35] , and ability to handle noisy observation data or outliers in a complex measurement space and small training data relative to the study area size [36] [37] [38] . Ensembles of 500 trees were used for each classification, which was sufficient to obtain consistent and stable results, with a number of variables considered for splitting equal to the square root of the number of features. For each result, the Cohen's Kappa accuracy was computed. The whole classification workflow was used in Vegetation Classification Studio (VCS), using its YAML-based Experiment Definition Language [39] . Utilizing its multi-classification functionality allowed automatic execution of thousands of individual classifications with consistently applied settings, thus enabling perfect reproducibility and meaningful comparison of the results. 
Statistical Analysis
Statistical differences in the classification accuracy results of the compared classifications were verified by running One-Way ANOVA (analysis of variance) with the significance level set at 0.05. Normality was checked with the Kolmogorov-Smirnov test and homogeneity of variance with the Levene's test. The Tukey post-hoc test was used following one-way ANOVA for multiple comparisons of individual groups. The above comparisons were carried out using STATISTICA software version 12 [40] .
Data Collection Efficiency
One of the differentiating factors in MFDF and IF data collection is the time required to collect the data. The time consumption analysis included the time required to collect aerial data, comprising of the flight time over the studied area as well as transit time. First, the effectiveness of the flyover was calculated by calculating the efficiency of individual sensors working separately (MFDF) and combined (IF). The effectiveness of aerial data collection was analyzed as the proportion of the time it takes to collect data using MFDF and IF. The IF data collection time was assumed as 100%. In order to make the analysis results comparable, MFDF data collection was simulated with the parameters of the actually collected IF data ( Table 2 ). The time was calculated based on flight logs. For the purpose of the analysis, it was assumed that the flight time to reach the scanned area and back was 1 h each way. A single flight of Cessna CT206H, Vulcan Air P68 Observer 2 or Cessna 402B type plane may last up to six hours. Thus, the effective time of data acquisition may last up to 4 h.
Results
Results of Vegetation Classification
The best of the Single Sensor (SS) classifications was based on hyperspectral data collected in 2017 (HS17 average accuracy from 1000 classification trials -0.79 ± SD 0.02) (Figure 2 ). The differences between all the classification results were statistically significant (One-Way ANOVA). The least accurate classification came from the classification of ALS data from 2017 (ALS17 Kappa = 0.70 ± 0.02). When comparing SS classification results, it is impossible to say which sensor type is more accurate. In 2015, the result obtained using ALS (ALS15) was better than HS (HS15). However, in 2017, the classification results were better when using HS data (HS17) than ALS (ALS17). Yet, it is noticeable that classification accuracy results were always better when using data from multiple sensors (MFDF, IF) than SS classification results. The highest accuracy was when the classification was based on input data with the highest individual accuracy MFDF (ALS15HS17 0.82 ± 0.02). In fact, classification accuracy obtained using IF (ALS17HS17 0.81 ± 0.02) was significantly higher than using MFDF (ALS15HS15 0.79 ± 0.02) when comparing data from the same year. The lowest accuracy was when the classification was based on input data with the lowest individual accuracy MFDF (ALS17HS15 0.78 ± 0.02). Remote Sens. 2018, 10, x FOR PEER REVIEW 9 of 17 
Classification Accuracy Change in Data Fusion
The comparison of Kappa accuracy changes between SS, MFDF, and IF scenarios shows that combining two data sources increases classification accuracy every time (Table 6 ). This gain varies from 0.02 to 0.11 in terms of Kappa accuracy. When analyzing the accuracy increases of the better of the pair, the dependence becomes visible where the accuracy growth in MFDF and IF is higher, when less accurate data are combined (single sensor data); see ALS17HS15. The accuracy growth in MFDF and IF is lower when good quality data (HS17) are combined with lower quality data of another sensor; see ALS15HS17 and ALS17HS17. At the same time, the IF accuracy increases more, compared with MFDF, when combining HS17 with ALS17 data (gain of 0.11 Kappa accuracy) than with ALS15 data (gain of 0.07 Kappa accuracy). 
Data Collection Efficiency
In the case of MFDF, each sensor can be operated at optimum efficiency (altitude, airspeed and flight line overlap). In our MFDF case, the speed of data collection for each single sensor is 29.1 km 2 /h for HS data 42.3 km 2 /h for ALS data. Thus, ALS data are more effectively collected (by 13.2 km 2 /h) than hyperspectral data. In the case of IF, one (or more) sensor may be forced to operate at sub-optimal efficiency to accommodate another sensor (or sensors) (Tables 2 and 7 ). In our IF case, the altitude was adjusted to maintain the resolution of hyperspectral images, which in turn meant decreasing airspeed and adding double overlap to maintain ALS parameters. The efficiency of HS and ALS data collection conducted simultaneously is 27.4 km 2 /h. As a result of IF collection, the efficiency of the HS sensor dropped by 6% and that of ALS dropped by over 54%, compared to MFDF collection. The efficiency of data collection using IF is greater than that using MFDF (Figure 3 ). The time needed to collect MFDF and IF data over an increasing area does not follow a linear pattern. The jumping curve is the result of including the flight time from and to the airport and the different angles of the curves for IF and MFDF are the result of differences in sensor operating efficiency. The time ratio of MFDF data collection, compared to IF, is the highest for an area of 1 km 2 (195%) and drops to 173% for an area of 110 km 2 . For areas larger than 110 km 2 , the MFDF to IF time ratio remains at around 160% and the nonlinearity connected with sensor efficiency, and to and from flight time becomes reduced. 
Discussion
Airborne Laser Scanning vs. Hyperspectral Images
The results of single sensor classifications (ALS15, HS15, ALS17, and HS17) confirm the high data relevance, generating high Kappa values ranging from 0.70 to 0.79 (Table 6 ). These results conform with findings of other researchers who successfully classified Natura 2000 habitats using only ALS [8, 41, 42] or only HS data [43, 44] with similar accuracies. This allows us to claim that for the purposes of non-forest Natura 2000 habitats classification, for which the data sets are correctly matched in terms of spatial resolution (2 m 2 ) and point cloud density (8 pts./m 2 ), both sensors can be useful. In addition to the claim that both sensors can be useful, it should be noted that, depending on the year and manner of data collection (MFDF, IF), the ALS and HS data achieve interchangeably high Kappa accuracy (Figure 2) . Thus, it is not possible to conclude that either HS or ALS data has more relevance. This has had significant practical implications for planning remote sensing data collection for the purpose of non-forest vegetation classification. When planning and executing of remote sensing HS or ALS data collection is in process, there is no way of telling which single sensor data source would yield a more accurate classification. The researchers are assured that the parameters and conditions of ALS and HS data collection in different years were comparable, yet the classification results remain statistically different ( Table 6 ). The spread of output values ranged around Kappa 0.09 and result recurrence was not achieved. The reason behind the lack of recurrence is argued to be an unknown variable that determines the performance of remote sensing data.
For the adopted data collection parameters, ALS (8 pts./m 2 ) and HS (GSD = 2m), the analysis of efficiency of aerial data collection of ALS and HS data (Figure 3) indicates that ALS aerial data collection was approximately 40 per cent more efficient. It should be noted that the speed of sensor data collection depends on technical parameters, which, in turn, depend on technological development [45] . Sensor efficiency can be also compared in terms of the conditions required for aerial data collection. As an active sensor, ALS can be used regardless of lighting conditions or the 
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Airborne Laser Scanning vs. Hyperspectral Images
For the adopted data collection parameters, ALS (8 pts./m 2 ) and HS (GSD = 2m), the analysis of efficiency of aerial data collection of ALS and HS data (Figure 3) indicates that ALS aerial data collection was approximately 40 per cent more efficient. It should be noted that the speed of sensor data collection depends on technical parameters, which, in turn, depend on technological development [45] . Sensor efficiency can be also compared in terms of the conditions required for aerial data collection. As an active sensor, ALS can be used regardless of lighting conditions or the presence of cloud shadows [46] . In case of the passive HS sensor, lighting conditions, altitude, azimuth of the sun and cloud shadows significantly reduce the time window for HS data collection [47] . The conditions of HS aerial data collection that determine data quality significantly limit the time window when it can be effectively collected [48] .
IF vs. MFDF Instrument Fusion vs. Multiple Flights Data Fusion
To our knowledge, until now, there have been no studies comparing results of classifications carried out using real data collected through MFDF or IF. Theoretical and experimental considerations suggest that IF data would yield higher accuracy [15, 21] , focusing on the analysis of the influence of the data's geometric accuracy. Considering the conclusions from previous research, this study achieved subpixel co-registration accuracy of all integrated data in both MFDF and IF approaches. The results shown in Figure 2 and Table 6 indicate the resulting increase of Kappa accuracies of the classification on three non-forest Natura 2000 habitats when using MFDF or IF compared to using SS data (Table 6 ). Employing data fusion results in increased Kappa values regardless of the fusion type (IF, MFDF). Similar findings were observed by other researchers who used IF to increase the accuracy of tree species identification [49] , or invasive species classification [50] compared to SS data classification.
MFDF data fusion of ALS17HS15 data with inherently low SS accuracy yielded an average increase in Kappa values by 0.10. As a comparison, the lowest increase in Kappa values, an average of 0.07, was recorded for MFDF data fusion of ALS15HS17 with inherently high SS accuracy ( Figure 2 , Table 6 ). Similar trends were observed in the classification of tree species, achieving an average Kappa value increase of 0.21 by fusing data with varying accuracy (0.53 using ALS, 0.73 using HS and 0.74 using IF) [49] . The range of output classifications of non-forest Natura 2000 habitats using data fusion remained in the Kappa 0.04 range (Table 6 ). This confirms the increased stability of output classification results, regardless of the type of data fusion used and the information load of SS data for which Kappa stayed within the 0.09 range ( Table 6 ).
The two top classification results (ALS15HS17 and ALS17HS17) differed by only 0.01, leaning to the advantage of MFDF over IF (Figure 2 , Table 6 ). It should be noted, however, that MFDF fusion results (ALS15HS17) were obtained by combining highly accurate SS data created artificially by combining data from different years. Conversely, when MFDF fusion was executed on SS data from the same year (ALS15HS15), the resulting classification accuracy was below that of IF data fusion (ALS17HS17). At the same time, the ALS17HS17 data fusion yielded the highest increase in Kappa value of 0.16, compared to ALS17, by fusing SS data with significantly differing accuracy ( Figure 2 , Table 6 ). Without complete knowledge of the influence of factors determined by the conditions of aerial data collection on SS data relevance, the application of data fusion minimizes the risk of not yielding consistent results that meet the expected classification accuracy levels. This finding is inconsistent with the findings of researchers studying savanna ecosystems [49] , who argue that based on obtained tree classification results, the "classification with HS achieved results close enough to a fused classification approach and as such negated the need to include costly LiDAR". Such conclusions were drawn with only one repetition and not considering the influence of data fusion on output stability, and without ensuring the application of comparable HS and ALS data parameters.
The differences in classification between MFDF and IF were expected to result from data incoherence ensuing from changes occurring in the study area between individual data collection runs using MFDF. The dynamic environment of a river valley can see changes in natural habitats occur in a matter of days due to varying water conditions or agricultural use, or in a matter of 1-2 years due to growth of expansive species or differing patterns of land use [51] . The 0.01 difference in Kappa values between the best classification results using MFDF (ALS15HS17) and IF (ALS17HS17) may lead to a conclusion that data coherence pursuant to simultaneous data collection (IF) is of lesser importance, compared to the data relevance of MFDF. However, we need to remember that during preparation of the set of reference polygons using MFDF, samples exhibiting real change that occurred between 2015 and 2017 were eliminated. The resulting number of reference polygons dropped by 17% (Table 4) ; this mitigated any inconsistency in training and validation datasets at the stage of machine learning. However, the data inconsistency problem remained unresolved at the stage of extrapolating the model onto the map-outside the reference polygon areas. Considering the above and Kappa differences of 0.01 between the two top classification results using MFDF (ALS15HS17) and IF (ALS17HS17), the use of IF classification seems to prevail over MFDF in terms of effectiveness.
The most natural and simple solution for the application of data fusion is to combine data collected in MFDF [52] [53] [54] . This kind of data fusion does not require the use of non-standard technical solutions. There is evidence indicating that this method of data collection is prone to the risk of geometric incoherence [21] of terrain coverage of the data being fused. As a natural consequence, it became necessary to identify a solution to mitigate this risk. The solution was the application of IF, which yielded higher Kappa accuracy. In addition, the cost-effectiveness analysis of data fusion favors IF over MFDF. According to the assumptions used in similar analyses, the costs of collecting aerial data for similar purposes have been compared [55] . It was assumed that the data collection flights account for the highest cost in the remote sensing analysis budget [56] and the costs relating to processing and analysis of aerial remote sensing data are the same for MFDF and IF. As a consequence, the comparison of data collection flight time using MFDF and IF illustrates the benefit of using the IF method. MFDF data collection time equals the sum of total time collecting HS and ALS data, while the same data collected using IF equals to 106% of the HS data collection time. The time required to collect the data depends on the size of the studied area. Considering these two variables, the greater the area of data collection, the greater the difference between the time necessary for data collection using both data fusion methods. The greatest difference-of nearly 200%-in efficiency between IF and MFDF occurs when the collection area allows simultaneous data collection using IF during a single flight. For sensors used in the study, this was a study area of 110 km 2 . For areas larger than 330 km 2 , the difference in effectiveness between MFDF and IF stabilizes, oscillating (+/− 10%) at around 160%. The efficiency thresholds connected with the studied area size depend on attainable airspeed, single flight time, and selection of sensors with comparable efficiency at the given flight parameters. This is confirmed by similar findings [56] comparing the effectiveness of UAV airborne and orbital platforms. This is of particular importance, because aerial remote sensing data analysis using HS and ALS data fusion is most commonly conducted for areas up to 100 km 2 e.g., [18, 38] rarely reaching an area of 300 km 2 e.g., [57, 58] .
The shorter time required for IF aerial data collection reduces the risk of data collection interruption caused by atmospheric conditions or another force majeure. Furthermore, IF ensures data consistency in terms of changes of the studied object over time. This is particularly important for areas undergoing dynamic changes in vegetation even within days (due to agricultural use or floods).
Further Development of Instrument Fusion
The development of IF is determined by the availability of applicable remote sensing equipment. During the last decade, several IF platforms have been engineered to integrate existing LiDAR and hyperspectral sensors, such as the CAO platform described by Asner et al. [14] , the AOP platform by Kampe et al. [59] and the HabitARS platform built by the authors of this study. Cook et al. [15] created the G-LiHT platform combining LiDAR, hyperspectral and thermal scanners. It is to be expected that more and more sensors will be integrated and their working parameters can be optimized in a more consistent way, thus allowing data collection with even greater spatial resolution and data collection efficiency.
Conclusions
Based on these findings, it is impossible to determine which sensor-HS or ALS-used independently leads to higher classification accuracy of non-forest vegetation. Using only one data source is risky in terms of yielding consistent expected classification accuracy. The information relevance of ALS or HS data becomes known only during the data analysis stage. The findings show ALS sensors to be 40% more efficient than HS, with the difference depending on data parameters and employed sensors. ALS prevails over HS as an active sensor able to operate irrespective of lighting conditions.
The study shows the application of data fusion increases classification accuracy regardless of the type of data fusion (IF, MFDF). Findings also confirm the increase in stability and consistency of classification results irrespective of the type of data fusion and the degree of data relevance variation of collected SS data. Data collection using MFDF or IF does not determine the relevance level of ALS or HS data. Without complete understanding of the influence of factors determined by the conditions of aerial data collection on SS data relevance, the application of data fusion does minimize the risk of not yielding consistent and sufficiently accurate classification results. In comparison, IF yielded more accurate results than MFDF.
Data collection costs are 6% higher with the application of IF and 69% higher for MFDF, compared to the cost of SS data collection using HS. IF is always cheaper than MFDF. The difference in the efficiency of both methods becomes greater when the area of aerial data collection is larger. The highest efficiency of IF is for areas smaller than 110 km 2 , when data collection requires a single flight only. The efficiency of data collection using data fusion depends on the speed and duration of a single flight and the application of sensors with similar operating parameters to the given flight parameters. IF eliminates the risk of mutual data incoherence of HS and ALS data, in terms of geometry, terrain coverage and atmospheric conditions due to different collection times. The individual and specific need to combine data collection sensors for remote sensing studies ensures that the application of IF in the aerial data collection market is determined by the availability of existing technological solutions.
