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Introduction
A finite undirected graph G(V, E) consists of a finite set I/= V(G) of vertices and a set E=E(G)c(r) of edges. For a vertex UEV, T(u)={PvEVI {v,w}~E} denotes the set of all neighbors of u. A real-valued functionf : I/-, R is said to have a local maximum at 0 E V if f(w)Sf(o) for all wEr(u).
Consider the following problem: Given a pair (G(V,E), f: V-t R), find a local maximum off. At the beginning G(V,E) is known, but all values off are unknown. In every elementary unit of time the f-value of one vertex is allowed to be revealed. A deterministic sequential algorithm consists of a sequence S = (s~)~?, of mappings s *P1xlR~'+ Vfort~2andastartingvertexs,.s,(xl,...,x,~,,f(x,),...,f(xt_.,)) I' is the vertex whose f-value is revealed at time t, where the value f(x,) of x, has been revealed at time i for Ilist-1.
Let be Xt={xI,...,xt}. We define D(G,S, f) = min{ t 1 there exists some XEX, with T(x)CX, and f(x) 2f 0) for all Y E Ux)},
WG, S) = fyxR WG, S f 1,
Correspondence to: Professor I. Althiifer, Fakultlt fiir Mathematik, Universitlt Bielefeld, Postfach 100131, W-4800 Bielefeld 1, Germany.
where the minimization is done over all deterministic sequential algorithms S.
D(G) is called the deterministic complexity of searching a local maximum in G. Observe that all real-valued functions f are allowed; we don't postulate any regularity conditions.
In a recent paper Llewellyn, Tovey and Trick [3] showed how tight lower and upper bounds for D(G) (which they denoted as L(G)) can be derived for arbitrary graphs.
Independently of these authors we investigated the same problem [l] . Only after our work was completed we become aware of [3] , which includes most of the results obtained by us and some additional results. The purpose of this paper is to present the essence of that part of our results, that is not covered by [3] . We also want to point out that often good lower bounds for D(G) can be derived from isoperimetric theorems.
The results

As in [3], our lower bounds on D(G) are based on an adversary argument.
A simple consequence of the analysis of our adversary strategy is the following result. Though it seems to be a rather rough estimation, it turns out that in many cases C(G) in fact is a sufficiently tight lower bound for D(G). In the n-dimensional grid Gn,k of uniform length k we have 1/= [k]" := (0,. . . , k-l}". Vertices (x1, . . . ,x,,) and (y,, . . . , y,) are neighbors if Cr=, Ix; -y, / = 1. Typically n is fixed and k is large.
To obtain a lower bound for D(G,k) we can apply Theorem 1 and hence use any lower bound for C (G,,,) . Now, a lower bound for C(G,k) can easily be derived from an isoperimetric theorem. For A c V let a,(A) denote the set of all edges between A and its complement I/-A.
The result below is a simple consequence of an edge-isoperimetric theorem by Bollobas and Leader [2] .
(1) (2) (1) and (2) together yield 1 C 12 P/(2& + 1). 0
Conjecture. C(G,,) I k" ' for all n 2 2 and all kr k,, where k, is an appropriate constant.
We now have proved the lower bound of the following theorem. The upper bound is obtained by a straightforward analysis of a divide and conquer strategy.
Regularity restrictions on the function f can simplify the search. When for instance f has to be integral and has to satisfy the Lipschitz condition 1 f(x) -f(y) j I d for all neighboring pairs (x, y}, then a local maximum in [k]" can be found deterministically after no more than O(d"-' log k) steps.
