An assumption inherent in the theory and practice of operant psychology is that response rate is relatively invariant during steadystate procedures. Recent research has refuted this assumption, demonstrating instead that response rate changes in a large and systematic fashion during many steady-state operant procedures. This finding mandates that operant researchers take into account these within-session changes in response rate when designing and conducting research . Because behavioral pharmacologists use operant techniques and principles, these within-session changes in response rate must be taken into account when conducting behavioral pharmacological research as well. This paper briefly reviews what is known about within-session response patterns and poses the question: Might similar factors contribute to within-session changes in response rate when both drug and nondrug reinforcers are used? Finally, the paper explores some implications of within-session changes in response rate for behavioral pharmacology.
Behavioral pharmacology is an eclectic field in which practitioners make use of techniques from several traditional areas of psychology. One area to which behavioral pharmacology owes a particularly strong allegiance is the experimental analysis of behavior (i.e., operant psychology) (Higgins, Bickel, & Hughes, 1993; Thompson & Schuster, 1968) . Both basic and applied researchers in behavioral pharmacology make use of techniques and principles which were originally developed by researchers and practitioners of operant psychology. For example, clinical behavioral pharmacologists frequently employ contingency-management strategies to promote abstinence in substance abusers (Bigelow, Stitzer, & Liebson, 1984) . Behavioral pharmacologists engaged in basic research often employ preparations in which an organism self-administers a drug Allen, 1990, Behavioural Processes, 22, p. 182; copyright 1990 by Elsevier, Inc.; adapted with permission), for rats pressing levers on a VI 15-s schedule (middle: from 'Within-Session Changes in Responding During Variable Interval Schedules," by F. K. McSweeney, J. N. , Behavioural Processes, 36, p. 72: copyright 1990 by Elsevier, Inc.; adapted with permission), and for pigeons pecking keys on a variable ratio (VR) 15-sec schedule (bottom: from 'Within-Session N. Weatherly, 1994 , Journal of the Experimental Analysis of Behavior, 62, p. 119; copyright 1994 by the Society for the Experimental Analysis of Behavior, Inc., reprinted with permission). All results are for the mean of all subjects responding during the last 5 of the 30 sessions for which each schedule was available. The results presented in the top set of axes were averaged over five delays to postsession feedings. (Meisch & Lemaire, 1993; Thompson & Boren, 1977) . Both procedures are based on research from operant psychology (Ferster & Skinner, 1957; Skinner, 1938; Ullman & Krasner, 1965) . As much of behavioral pharmacology has as its foundation principles and methodologies from operant psychology, it behooves behavioral pharmacologists to be sensitive to issues that continue to shape that field.
Inherent in operant psychology is the notion that once a behavior has been acquired it occurs at a relatively invariant rate during an experimental session (Le., steady-state) (Sidman, 1960) . Acceptance of this steadystate assumption is suggested by the fact that researchers will, on occasion, introduce an independent variable or change the level of an independent variable during an ongoing session and infer an effect, or lack thereof, on the basis of a change in response rate that follows the manipulation (see Petry, 1998) . Obviously, a procedure such as this would not be employed if there were reason to suspect that response rate was not constant during the session in the absence of the independent variable manipulation. Furthermore, one of the most commonly employed dependent measures in operant psychology is average rate of responding during individual sessions (Sidman, 1960) . Use of rate of responding averaged over an experimental session as a dependent measure would be risky unless one were confident that response rate was fairly constant during that experimental session. For example, if response rate was not constant and average response rate was employed as a dependent measure, simple manipulations such as changing session length could readily confound response rate. Thus, the notion that steady-state response rate is relatively invariant (constant rate assumption) appears to be endemic in the practice of operant psychology.
Recent research has questioned the constant rate assumption. Instead, response rate changes in a robust manner during many steadystate operant procedures (McSweeney & Roll, 1993) . These changes in response rate are systematic. Response rate either increases, decreases, or increases and then decreases during individual experimental sessions (McSweeney, Hinson, & Cannon, 1996) (see Figure 1) . Changes in response rate are also ubiquitous. Rate changes have been reported for a wide variety of species responding in a variety of experimental settings for a variety of reinforcers (McSweeney & Roll, 1993) . Finally, these changes in response rate may be very large (McSweeney, Roll, & Weatherly, 1994) .
Several reports have explored some implications of these within-session changes in responding for operant psychology (McSweeney, Hinson, & Cannon, 1996; McSweeney & Roll, 1993 , 1998 McSweeney & Weatherly, 1998) . The purpose of the present paper is to compare the within-session changes in response rate that occur when nondrug reinforcers are used to the within-session changes in response rate that occur when drug reinforcers are used. We will argue that similar factors playa role in the production of the two classes of response patterns. We will conclude by examining several implications of these within-session response patterns for behavioral pharmacology.
Within-Session Patterns of Responding
This section will briefly review current knowledge concerning withinsession response patterns. This section will not be exhaustive but will provide the reader with a basic knowledge of the topic. For a more detailed description and in-depth consideration the interested reader is referred to McSweeney and Roll (1993) and McSweeney, Hinson, and Cannon (1996) .
Within-session changes in responding are large, orderly, and reliable (e.g., McSweeney & Hinson, 1992) . They occur for a wide variety of species, responses, and reinforcers (e.g., McSweeney & Roll, 1993) . As mentioned, these within-session changes in responding generally assume one of three forms (see Figure 1) . The primary factor that appears to determine which type of pattern is observed is the rate at which reinforcement is delivered (McSweeney, 1992; McSweeney, Hinson, & Cannon, 1996) . As the rate of reinforcement increases the peak rate of responding is generally shifted to the left (i.e., occurs earlier in the session) and responding declines more rapidly. Several putative explanations have been put forth to account for within-session changes in response rate including: satiation, fatigue, warm-up, changes in attention, effects or anticipation of handling, anticipation of post-session feeding (i.e., anticipatory contrast), and sensitization and habituation to the delivery of reinforcers and to the experimental context. Currently, We favor the latter explanation, sensitization-habituation. Evidence suggests that the other proposed explanations do not account for the within-session changes in responding and other evidence suggests that sensitization-habituation does. In lieu of a detailed account of why these other explanations are inadequate, a brief description of one empirical study arguing against each explanation will be provided along with related citations.
Within-session changes in responding are probably not caused by satiety produced by an accumulation of reinforcement during an experimental session. Several variables that should alter satiation do not alter the within-session patterns. For example, Roll , McSweeney, Johnson, and Weatherly (1995) varied the deprivation level of rats responding for food from 75 to 95% of free-feeding body weight and varied the caloric density of the reinforcer from 0 to 15.2 calories per gram without altering the within-session pattern of responding (see also Cannon & McSweeney, 1995; McSweeney & Johnson, 1994; McSweeney & Roll, 1997; ; but see also Bizo, Bogdanov, & Killeen, 1998; Palya & Walter, 1997) .
Within-session changes in responding are probably not the product of factors related to responding such as fatigue or warm-up (i.e., an increased muscular efficacy following repeated use) . McSweeney, Weatherly, Roll, and Swindell (1995) changed the effective manipulandum from a lever to a key (rats) or from a key to a treadle (pigeons) during an experimental session. Operation of these different manipulanda require different muscles. The operative manipulanda changed after 10, 20, 30, or 40 min had elapsed in a 60-min session. The response pattern was not different during these conditions from that during a baseline session in which the manipulandum was constant throughout the session . Warm-up and fatigue would not transfer across muscle groups, hence, neither warm-up nor fatigue appear to account for the within-session changes in responding (see also McSweeney, 1992; McSweeney & Johnson, 1994; Melville, Rybiski , & Kamrani , 1996; .
Within-session changes in responding are probably not produced by changes in "attention." Attention is a term that enjoys many operational definitions. Changes in the accuracy of responding during delayed-matching-to-sample (DMTS) procedures are frequently taken as a metric of changes in attention (McCarthy & Voss, 1995) . However, reported that the accuracy of responding (percent correct) during a DMTS procedure failed to change within-sessions even though the rate of responding on the sample stimulus did change. Thus, it appears that within-session response patterns are not produced by changes in attention defined this way (see also McSweeney, Roll, & Weatherly, 1994) .
Handling an organism before or immediately following an experimental session probably does not produce the within-session changes in responding. Bringing an organism from its home cage to an experimental enclosure can be aversive and this aversion can take some time to dissipate once the experimental session has begun. Rate of responding might not peak until the aversion had dissipated. Anticipation of handling following a session may also result in a classically conditioned slowing of responding (e.g., Estes & Skinner, 1941) . McSweeney and Johnson (1994) studied pigeons during successive experimental sessions that were separated by approximately 0, 10, or 30 minutes. During one condition, pigeons remained in the operant chamber between sessions so the end of the first session was not followed by handling and the beginning of the second session was not preceded by handling. Within-session response patterns did not differ between the first and second sessions suggesting that handling did not cause the within-session changes in responding (see also .
Within-session changes in responding are probably not produced by anticipatory contrast (e.g., Flaherty & Checke, 1982) occurring to postsession feedings. McSweeney, Hatfield, and Allen (1990) conducted a study in which delays to postsession feeding were varied from 0-240 minutes. These delays had no effect on the within-session response patterns questioning the role of anticipatory contrast as an explanation (McSweeney & Johnson, 1994 ) (see also .
Sensitization-Habituation
Our position is that within-session changes in responding are produced by sensitization and habituation to stimuli that are presented repeatedly (e.g., reinforcers) or for a long period of time (e.g., the experimental context). This section will briefly present the evidence in support of this explanation. For a more detailed account see McSweeney, Hinson, and Cannon (1996) and McSweeney and Roll (1998) .
Sensitization refers to an increase in responsiveness to repeated presentation of stimuli and habituation refers to a decrease in responsiveness to repeated presentation of stimuli (Groves & Thompson, 1970) . Sensitization dominates during early stimulus presentations and habituation dominates during later stimulus presentations. Throughout this paper we refer to the combination of sensitization and habituation as sensitization-habituation.
Sensitization-habituation shares many characteristics with withinsession patterns of responding (Groves & Thompson, 1970; McSweeney, Hinson, & Cannon, 1996) . In both cases, peak response rate occurs earlier and declines more rapidly when stimuli (reinforcers) are presented at higher than at lower rates. Both within-session changes in responding and sensitization-habituation show spontaneous recovery; that is, response patterns reappear after the passage of time in both cases (McSweeney, Hinson, & Cannon, 1996) . Both are produced by retrospective factors.
Although there are many theories of sensitization-habituation (e.g. , Kandel, Castelluci, Pinker, & Kupferman, 1970; Sokolov, 1963; Stein, 1966) all agree that retrospective factors such as the presentation of stimuli produce these changes. Likewise, retrospective factors such as the presentation of reinforcers appear to produce within-session changes in response rate (see . Neither sensitization-habituation nor within-session changes in responding is produced by fatigue (McSweeney & Johnson, 1994; Thorpe, 1966) . Sensitization-habituation and within-session response patterns occur for many species and in many contexts (McSweeney, Hinson, & Cannon, 1996) . Both show dishabituation when stimulus changes occur during a time when habituation dominates (McSweeney & Johnson, 1994; McSweeney & Roll, 1998) , and both show stimulus specificity; that is sensitization-habituation is specific to the stimulus that is presented. For example, reported that within-session patterns of responding differed during the two components of concurrent food-water (rats) or concurrent wheat-mixed grain (pigeons) schedules even when the components provided similar rates of reinforcement, indicating that the within-session patterns were relatively specific to the stimulus used as the reinforcer. Furthermore, both habituation and within-session decreases in responding occur more rapidly when less intense stimuli or reinforcers are used (Melville, Rue, Rybiski, & Weatherly, 1997; Thompson & Spencer, 1966) . Finally, a single quantitative model (described below) accounts for a large percentage of the variance in both within-session and sensitization-habituation data (McSweeney, Hinson, & Cannon, 1996) . These factors and the . failure of any other reasonable explanation to readily account for within-session response patterns lead us to conclude that they are, most likely, produced by sensitization and habituation to reinforcers and to the experimental context.
Although theorists can debate the merits of the sensitization-habituation account of within-session changes in response rate, they can not debate the existence of the response patterns (Bizo, Bogdanov, & Killeen, 1998; McSweeney & Roll, 1998; Palya & Walter, 1997) . Acknowledgment of these patterns during steady-state operant preparations requires modification of some very basic beliefs about behavior.
Most of the research on this topic to date has been conducted with traditional, appetitive, nondrug reinforcers (see Roll, McSweeney, Meil, Hinson, & See, 1996 , for an exception). The next section examines within-session response patterns produced when organisms respond for drug reinforcers and it explores the possibility that these patterns are produced by the same factors that produce within-session response patterns for nondrug reinforcers.
Drug Reinforcers
When organisms self-administer drugs, response rate frequently changes during an experimental session (Koob, Vaccarino, Amaltrick, & Swerdlow, 1987; Pettit & Justice, 1991; Yokel, 1987) . Two explanations are typically put forth to account for these changes in response rate. The first is based on the ability of some drugs to produce stereotypy when sufficient amounts are in the system (Lewander, 1977; Randrup & Munkvad, 1967; Tyler & Tessel, 1979) . This explanation postulates that the low rates of responding, frequently observed in the middle and later portions of a session, are a result of increased stereotypy interfering with operant responding (Yokel, 1987) . The second explanation is based on the effects of many drugs on mesolimbic dopaminergic function (Caine & Koob, 1994; Galloway, 1988; Pettit & Justice, 1991; Weiss et aI., 1992) . For instance, self-administration of cocaine is correlated with an increase in nucleus accumbens (NAcc) dopamine (DA) levels (Pettit & Justice, 1989 Weiss et aI., 1992) . Some have argued (Pettit & Justice, 1989; Weiss et aI., 1992 ) that rats self-administer cocaine in order to obtain an optimal level of DA, and the response pattern reflects this process. For example, the high rates of responding, observed early in the session, reflect an attempt to elevate DA to some optimal level. Lower response rates, later in the session, are an attempt to titrate or maintain the optimal DA levels established early in the session. For a more general discussion of direct effects see Yokel and Pickens (1974) .
An obvious question is: Are the response patterns produced by drug reinforcers controlled by the same factors as the response patterns produced when nondrug reinforcers are used or are they the result of DA loading, drug-induced stereotypy, or some other direct effect? To answer this question, we can examine several pieces of evidence. First, the form of the response functions for drug and nondrug reinforcers can be compared for similarities. Second, the influence of several independent variables on both classes of response patterns can be examined to ascertain whether they influence both patterns in a similar fashion. Finally, a quantitative model for nondrug reinforced response patterns can be applied to response patterns produced when using drug reinforcers and the percentage of variance accounted for examined. In the following sections we will touch briefly on each of these topics.
Comparison of Response Pattern Form
Recall from Figure 1 that there are three typical patterns of responding for nondrug reinforcers. Rate either increases early in the session and remains stable for the remainder of the session (McSweeney, Roll , & Cannon, 1994) , decreases throughout the session (McSweeney & Roll , 1993) , or increases and then decreases during a session (McSweeney & Hinson, 1992 ). An examination of the literature on drug self-administration reveals the same three patterns of responding. · Rate increased during experimental sessions when rats responded for heroin (Wise, Leone, Rivest, & Loeb, 1995, top panel Fig. 2 ). Rate decreased throughout the session when rats self-administered cocaine (Weiss et aI., 1992) . Finally, rate increased and then decreased within an experimental session when rats self-administered ethanol (Meisch & Thompson , 1974) . We are not suggesting that the type of response pattern is determined by the drug used as the reinforcer. Differences in other factors, such as the schedule of reinforcement may have produced the different functional forms. We are demonstrating that when drugs are used as reinforcers, the same patterns of responding are observed as occur when nondrug reinforcers are used. We do not believe that demonstrating similar response patterns guarantees a similar underlying cause of the patterns. However, if we were not able to demonstrate similar response patterns for drug and nondrug reinforcers, then there would be no point in proceeding with further comparison.
Influence of Other Variables
The effect of altering two independent variables (reinforcer magnitude and frequency) will be considered in this section. When operant responding is maintained by food, increasing the magnitude of the reinforcer (food) decreases response rate averaged over the session , but it does not influence the within-session pattern of responding until very large magnitude reinforcers are used (Cannon & McSweeney, 1995; Roll et aI., 1995) . For instance, Roll et al. demonstrated that changing the magnitude of reinforcement by a factor of 3 did not alter the with in-session response pattern when responding by rats was maintained with condensed milk but did substantially decrease the rate of responding . Response patterns were not altered until the magnitude of the reinforcer was increased by a factor of 5 (see also Cannon & McSweeney, 1997) . Similarly, Meisch and Thompson (1974) demonstrated that, when rats self-administered ethanol, as the dose of ethanol increased the number of reinforcers earned (and average response rate) changed in a typical inverted U-shaped function. However, the within-session pattern of responding appears to have been relatively similar during experimental sessions conducted with each dose of ethanol (see Meisch & Thompson, 1974, Fig. 1, 3, & 5) .
Response rate generally peaks earlier in the session and decreases more rapidly when nondrug reinforcers are delivered by richer (more frequent reinforcers) than by leaner (less frequent reinforcers) reinforcement schedules (McSweeney, Roll , & Weatherly, 1994) . Although there are a number of studies examining the influence of schedule parameters on average measures of responding maintained by drugs (e.g. , rate, number of reinforcers delivered, IRTs) (Meisch & Thompson, 1973; Pickens & Thompson, 1968; Poling & Appel, 1979) , we are aware of no studies that directly examine the influence of rate of reinforcement on within-session patterns of responding for drugs. Examination of cumulative records from several sources (Meisch & Thompson, 1973, Fig. 4 ; Pickens & Thompson , 1968, Fig. 4) suggests, however, that results for drug reinforcers are similar to those obtained for nondrug reinforcers. At a minimum it can be said that the rate of reinforcement alters the within-session pattern of responding when drug reinforcers are used.
The apparent similarity in the manner in wh ich both classes of response patterns are influenced by these two variables does not prove that the patterns are produced by the same factors in both instances. However, finding similar effects of independent variables such as reinforcer magnitude and frequency is a necessary condition to eventually establishing that these response patterns are under the control of the same variables when either drug or nondrug reinforcers are used.
Quantitative Similarities
McSweeney, Hinson, & presented a quantitative model which usually accounts for a large proportion of the variance in studies of sensitization-habituation and in studies of within-session operant response patterns when nondrug reinforcers are used. If this model also accounts for a large proportion of the variance in the within-session operant response patterns for drug reinforcers, then the case for similar causes in the production of the response patterns for the two classes of reinforcers will be strengthened.
The quantitative model is presented below in Equation 1 ( P = proportion of total-session responses emitted during a specified temporal interval; t = ordinal number of interval (P); a, b, C = free parameters) . The inclusion of three free parameters is not excessive, a minimum of two are required to describe a bitonic response pattern (see McSweeney, Hinson, & Cannon, 1996 , for further discussion of the development of this model).
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Equation 1
We fit Equation 1 to data taken from a study in which rats selfadministered iv cocaine according to five different FI schedules of reinforcement (FI 5-s, FI 10-s, FI 20-s, FI 40-s, and FI 80-s) (Roll, McSweeney, Meil, Hinson, & See, 1996) . The model accounted for an average of 79.4% of the variability in responding , which is considerable but it is somewhat lower than the amount of variability generally accounted for by Equation 1 when food is used as a reinforcer (see McSweeney, Hinson, & Cannon, 1996) . Several reasons for the poorer fit of the model to the drug self-administration data are apparent. First, the self-administration data is taken from only one study which used only three rats per group. Second, the response pattern from the self-administration study may reflect a combination of sensitization-habituation and some direct effect of the cocaine (e.g. , stereotypy). Regardless, finding that the same model accounts for a considerable portion of the variability in within-session response patterns produced by both drug and nondrug reinforcers further strengthens the case that the two share similar causal factors.
Comment on Similarities
The preceding sections provide evidence that within-session response patterns produced when drugs are used as reinforcers share some important characteristics with the response patterns produced when nondrug reinforcers are used. Finding these similarities does not establish that the response patterns produced in drug and nondrug reinforced sessions are controlled by the same factors. The similarities do, however, suggest that that possibility deserves consideration.
Parsimony provides another argument for assuming that within-session patterns of responding are produced by similar variables for drug and nondrug reinforcers. A sensitization-habituation account of within-session response patterns removes the need for multiple explanations while still accounting for the data, and thus it is to be preferred (Johnston & Pennypacker, 1993) .
Furthermore, we are aware of no principles of behavior that are reinforcer specific. Principles of operant psychology readily transfer from drug to nondrug reinforcers. To give one example, animals produce characteristic "scallops" when responding on FI schedules for food reinforcement (Ferster & Skinner, 1957) , they also produce these "scallops" when responding for drug reinforcers (Balster & Schuster, 1973) . Further support for similar causes of the response patterns produced when drug and nondrug reinforcers are used comes from the generality observed for within-session response patterns for nondrug reinforcers. These response patterns have been observed for a variety of species ranging from cockroaches (McSweeney & Roll, 1993) to humans (Roll, McSweeney, Cannon, & Johnson , 1996) . They have been observed for a variety of nondrug reinforcers ranging from those that are consumed (e.g., food and water) to those that are not consumed (e.g., light onset) (McSweeney & Roll, 1993) . Finally, these patterns have been observed in a variety of settings ranging from tightly controlled operant preparations (McSweeney, 1992) to applied settings (McSweeney, Mellville, & Coleman, 1993) . In all of these contexts and regardless of the type of reinforcer or the species used, similar factors are believed to have been operative. We see no reason, at this time, to conclude any differently about drug reinforcers.
It is important to note that we are not arguing that dopamine loading and drug-induced stereotypy do not occur. They do and when they do occur they may modify the temporal pattern of responding. However, we take the position that these factors are not solely responsible for the within-session patterns of responding observed when drug reinforcers are used. Clearly, factors such as drug-induced stereotypy can alter existing within-session response patterns, which have been produced by sensitization and habituation to context and delivery of reinforcement, but we believe factors such as drug-induced stereotypy do not produce these original, underlying within-session patterns of responding.
Implications
Regardless of the cause of these within-session patterns of responding , they have several implications for methodology in behavioral pharmacology research. This section will briefly discuss two implications. First, withinsession procedures (e.g., those procedures in which an independent variable is introduced or its level changed during an ongoing operant session) should be used with caution. This procedure is not as uncommon as one might assume. Recently, Reid and colleagues conducted a rigorous set of studies examining the potential efficacy of naltriben in reducing cocaine consumption in rats (Reid et aI. , 1996) . In several of their studies, rats were trained to press a lever for intracranial stimulation (ICS) during 20-min sessions. Once rats responded for ICS they were tested under a variety of drug conditions. During these sessions, the intensity of ICS was high during the first and last 5-min portions of the session and low during the middle 10 min of the session. The primary dependent variable during these studies was rate of responding during high and low intensity ICS. This was obtained by averaging the response rate from the 10 min of each intensity of ICS. Unless response rate occurred at a steady rate during these experimental sessions in the absence of a change in ICS intensity, this procedure could lead to incorrect conclusions. Changes in response rate attributed to interactions between drug conditions and ICS intensity could have been the result of the within-session response pattern that would occur in the absence of the independent variable changes. If within-session manipulations are to be conducted , the underlying response pattern should be observed prior to implementation of the within-session manipulation . The study conducted by Reid et al. (1996) is an otherwise excellent study and we have selected it for illustrative purposes only because of its recency.
A similar argument could be made against the use of cumulative dosing procedures in which the dosage of drug administrations is incrementally increased within an experimental session. Changes in response rate attributed to changes in dose could, in fact, be the result of changing levels of sensitization and habituation. Prior to conducting experiments utilizing a cumulative dosing procedure the underlying within-session pattern of responding should be observed.
Second, finding within-session patterns of responding questions the use of response rate, averaged over relatively long periods of time, as the sole dependent measure. Rate of responding averaged over the course of an experimental session is one of the most commonly employed dependent measures in behavioral pharmacology. However, the use of average response rate may mask variability at a more molecular level. To the extent that the goal of behavior-based sciences such as behavioral pharmacology is to account for as much variability in behavior as possible, using average response rate as a sole dependent measure will be a deterrent to achieving this goal (see Johanson & Ainger, 1981, for further arguments against the use of average response rate).
We are not advocating the abandonment of average response rate as a dependent measure. The use of average response rate data produces some orderly relationships such as dose-response curves. Instead, we are suggesting that average response rate should be supplemented by the inclusion of within-session response pattern data. Many behavioral pharmacologists provide cumUlative records of session performance in their published reports. However, as noted elsewhere cumulative records only poorly reveal within-session response patterns (Hineline, 1978;  McSweeney & Roll, 1993; McSweeney, Roll, & Weatherly, 1994) . Withinsession response data beyond that found in a cumulative record, such as provided in Figure 1 , should be presented to provide a complete account of an organism's behavior during an experimental session.
Utility of Adopting the Sensitization-Habituation Account
The acceptance of the sensitization-habituation account of withinsession changes in responding by behavioral pharmacologists will undoubtedly depend on how useful the account is as an explanatory construct. In the following discussion we raise one basic and one applied research area in which we believe that adoption of the sensitization-habituation account will prove helpful.
The first area we discuss is priming. Priming is generally operationalized as an increased level of responding for a reinforcer following a noncontingent administration of the reinforcer substance. This increase occurs following a period in which responding is not occurring, or is occurring at a low level. In a recent review, de Wit (1996) points out that although priming is normally observed using drug reinforcers, similar results are also obtained with food. As de Wit (1996) discusses in her review, there have been several attempts to account for priming including classical conditioning (Bouton & Swartzentruber, 1991) , motivation (Stewart, de Wit, & Eikelboom, 1984) , cognitive constructs (Spear, 1978) , and operant conditioning (Bickel & Kelly, 1988) . However, no consensus exists among researchers as to the validity of any of these accounts.
We believe that sensitization-habituation should be added to this list. A sensitization-habituation account of priming postulates that the balance between sensitization and habituation changes with repeated exposure to a stimulus. Sensitization predominates during early exposure and habituation predominates later. Because sensitization is an increase in responsiveness with repeated stimulus presentations, reinforcers become progressively more effective and response rate increases early in the session producing priming. Because habituation is a decrease in responsiveness with repeated stimulus presentations response rate decreases late in the session and priming disappears. For example, a noncontingent stimulus presentation (Le., a prime) given at the beginning of a session increases the amount of sensitization and results in increased responding.
Finally, it should be recalled that changes in within-session patterns of responding are not only found in the realm of animal research . These changes have been reported for humans in a variety of settings (Broadbent & Gregory, 1963; Mackworth, 1950; McSweeney, Melville, & Coleman, 1993; Roll, McSweeney, Cannon, & Johnson, 1996) . Given the verbal capacity of humans, it is not unreasonable to assume additional factors mediate our response rate; however, we see no reason to conclude that sensitization-habituation should be relegated to an unimportant status in explaining human behavior. Therefore, applied behavioral pharmacology may also benefit from adopting the sensitization-habituation account. One instance in which this may be useful is understanding relapse. Relapse is said to occur when an individual resumes taking a drug following a period of abstinence. While there are many theories of relapse, there is no consensus on which is correct (see Stitzer & Cox, 1996) . Data, however, indicate that relapse can be prevented or decreased. One mechanism involves repeatedly exposing individuals to cues associated with drug use (Chlidress, McLellan , Ehrman , & O'Brien, 1988) . From a sensitization-habituation point of view this would be expected to put the individual in a state of habituation during which it is less likely that drug taking behavior will occur.
Adopting a sensitization-habituation account of this type of relapse prevention technique makes the interesting prediction that early on in the procedure (i.e., after only a few exposures to drug associated stimuli) the likelihood of relapse should increase because the individual is in a sensitized state. Although we are aware of no direct evidence on the topic a study by Hughes et al. (1992) does pertain. They reported that among those who quit smoking cigarettes of their own volition , the likelihood of relapse was greatest during the 48 hours immediately following their last cigarette. It is likely that these 48 hours correspond to the time during which sensitization to stimuli associated with smoking is greatest and habituation is weakest. Of course, other explanations for this effect, such as extinction, can not be ruled out.
Conclusion
We have shown how the assumption that steady-state operant behavior occurs at a relatively constant rate is false. We have questioned several common explanations for this finding and suggested that sensitization followed by habituation to the delivery of reinforcers and contextual cues most likely accounts for the observed changes in response rate. We then explored the possibility that sensitization and habituation may contribute to the changes in response rate observed when behavior is maintained by drug reinforcers. We found that response patterns produced when both drug and nondrug reinforcers were used shared several features. Both classes of response patterns occurred in the same form , and both were apparently influenced in a similar manner by other variables such as rate and magnitude of reinforcement. A single quantitative model accounted for a large percentage of the variance in within-session response patterns for both drug and nondrug reinforcers. Finally, parsimony favors attributing within-session changes in responding for drug and nondrug reinforcers to the same factors.
We conclude, on the basis of these similarities, that sensitizationhabituation deserves careful consideration as an explanation for withinsession changes in responding for drug reinforcers. We do not argue that other factors such as drug-induced stereotypy can not alter within-session response patterns. Instead, we argue only that they do not cause the original, underlying response pattern.
