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ПРО НАБЛИЖЕНЕ РОЗВ’ЯЗАННЯ МАТРИЧНОГО
АЛГЕБРАЇЧНОГО РIВНЯННЯ РIККАТI МЕТОДОМ
НАЙМЕНШИХ КВАДРАТIВ
У статтi для наближеного розв’язання матричного алгебраїчного рiвняння Рiккатi побудовано
iтерацiйну схему за класичною схемою методу найменших квадратiв, а також знайденi умови її
збiжностi до розв’язку матричного алгебраїчного рiвняння Рiккатi. Запропоновану схему набли-
женого розв’язання та перевiрку умов збiжностi до розв’язку матричного алгебраїчного рiвняння
Рiккатi детально проiлюстровано на прикладi. Крiм того, запропонована схема розв’язання та
отриманi умови збiжностi до розв’язку матричного алгебраїчного рiвняння Рiккатi можуть бути
перенесенi на нелiнiйнi матричнi диференцiально-алгебраїчнi крайовi задачi, у тому числi, у ча-
стинних похiдних.
MSC: 34B15, 15A24.
Ключовi слова: матричне алгебраїчне рiвняння Рiккатi, метод найменших квадратiв, мат-
риця Грама.
1. Вступ. Лiнiйнi та нелiнiйнi матричнi алгебраїчнi рiвняння широко викори-
стовуються при розв’язаннi диференцiальних рiвнянь Рiккатi та Бернуллi, в теорiї
стiйкостi руху, у теорiї оптимального керування, а також у задачах на вiдновлен-
ня та покращення зображень. Ключовими проблемами при розв’язаннi лiнiйних та
нелiнiйних матричних рiвнянь є визначення умов розв’язностi та побудова схеми
знаходження розв’язкiв таких рiвнянь. У 2001 р. О.А. Бойчук та С.А. Кривошея
з використанням теорiї узагальнених обернених операторiв встановили критерiй
розв’язностi матричних рiвнянь вигляду AX - XB = D та X - AXB = D типу Ляпу-
нова та дослiдили структуру сiм’ї розв’язкiв цього рiвняння, при цьому суттєвим
було псевдообернення лiнiйного матричного оператора, вiдповiдного до однорiд-
ної частини рiвнянь AX - XB = D та X - AXB = D типу Ляпунова. У роботах
С.М. Чуйка визначено оператор M, який перетворює лiнiйне матричне рiвняння
загального вигляду до традицiйного лiнiйного матричного рiвняння з прямокут-
ною матрицею i таким чином встановлено критерiй розв’язностi лiнiйних матрич-
них рiвнянь загального вигляду та побудовано сiм’ю розв’язкiв таких рiвнянь. У
роботах О.А. Бойчука, С.А. Кривошеї та С.М. Чуйка суттєво використовується
технiка псевдообернених (за Муром–Пенроузом) матриць i проекторiв. У даннiй
роботi суттєво використовується також класичний метод найменших квадратiв,
побудований К.Ф. Гаусом та А.М. Лежандром i розвинутий А.А. Марковим та Н.I.
Ахiєзером. Таким чином, дослiджуємо задачу про знаходження розв’язкiв
Z 2 Rnn
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матричного алгебраїчного рiвняння Рiккатi
AZ Z +BZ + C = 0; (1)
тут A; B; C 2 Rnn – сталi (n n) – вимiрнi матрицi. Визначимо оператор
M[A] : Rmn ! Rmn;
як оператор, який ставить у вiдповiднiсть матрицi A 2 Rmn вектор b := M[A];
утворений з n стовпцiв матрицi A; а також обернений оператор [8]:
M 1[b] : Rmn ! Rmn;
який ставить у вiдповiднiсть вектору b 2 Rmn матрицю A 2 Rmn: Визначений
оператор приводить матричне алгебраїчне рiвняння Рiккатi (1) до рiвнозначного
f(z) = 0; f(z) :=M[AZ Z +B Z + C ]; z :=M[Z]: (2)
Для побудови iтерацiйної схеми fzkg; збiжної до розв’язку ~z 2 Rn2 рiвняння (2),
використовуємо класичний метод найменших квадратiв [9, 10]. Припустимо, що
знайдено наближення zk; досить близьке до точного розв’язку ~z рiвняння (2). У
малому околi точного розв’язку ~z рiвняння (2) має мiсце наближена рiвнiсть
f(zk) + Jk (~z   zk)  0; Jk := f 0(zk) 2 Rn2n2 ;
тому для знаходження наступного наближення zk+1 до точного розв’язку ~z при-
родно покласти
f(zk) + Jk xk+1 = 0; xk+1 := zk+1   zk; k 2 N:
2. Iтерацiйна схема. Вимагаючи [9, 10]
'(zk) := jjf(zk) + Jk xk+1jjRn2 ! min;
за умови невиродженостi матрицi Грама [9, 10]
 k := J

kJk 2 Rn
2n2 ;
отримуємо iтерацiйну схему fzkg
zk+1 = zk + xk+1; xk+1 =    1k Jk f(zk); k 2 N;
збiжну до розв’язку ~z рiвняння (2), якщо оператор
 (z) := z     1(z)J(z) f(z); J(z) := f 0(z);  (z) := J(z)J(z) 2 Rn2n2
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є оператором стиснення [11] у малому околi наближення zk; досить близького до
точного розв’язку ~z рiвняння (2). Таким чином, у малому околi точного розв’язку
рiвняння (2) за умови
det  k 6= 0; jj 0(zk)jjRn2n2 < p < 1; k 2 N; (3)
iтерацiйна схема
Zk+1 :=M[zk+1]; zk+1 = zk     1k Jk f(zk); k 2 N; (4)
збiгається до розв’язку рiвняння (2), а отже, i рiвняння (1).
Теорема. Припустимо, що для матричного алгебраїчного рiвняння Рiккатi
(1) виконуються настуннi умови.
1. Рiвняння (1) має розв’язок ~Z:
2. У малому околi точного розв’язку ~Z рiвняння (2) виконується умова (3).
У такому разi для знаходження розв’язку ~Z рiвняння (1) застосовна iтерацiйна
схема (4) яка збiгається до розв’язку рiвняння (1).
Зазначимо, що для знаходження розв’язку матричного алгебраїчного рiвняння
Рiккатi (1) застосовний також метод Ньютона–Канторовича [11, 12]. Запропонова-
на у статтi технiка розв’язання матричного алгебраїчного рiвняння Рiккатi (1) ана-
логiчно [14, 15, 16] може бути перенесена на нелiнiйнi матричнi диференцiально-
алгебраїчнi крайовi задачi, у тому числi, у частнинних похiдних [17, 18].
3. Приклад побудови iтерацiйної схеми. Запропонована у теоремi схема
дослiдження застосовна до матричного алгебраїчного рiвняння Рiккатi
Z Z + Z + C = 0; C :=  

1 1
0 0

: (5)
Для нульового наближення
Z0 :=
5
6

0 1
0 0

; jjf(z0)jj =
p
157
36
 0; 348 055
умова (3) виконується:
det  0 = 1 6= 0;  0 = 1
18
0BB@
18 0 30 0
0 18 0 15
30 0 68 15
0 15 15 43
1CCA ;
крiм того
jj 0(z0)jjR4 =
1
108
r
37
2

79 +
p
3649

 0; 470 223 < 1:
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Для першого наближення
Z1 =
1
36

1 36
0 0

; jjf(z1)jj = 37
1296
 0; 0285 494
умова (3) також виконується:
det  1 =
494 209
419 904
6= 0;  1 = 1
648
0BB@
722 0 1368 0
0 685 18 684
1368 18 3240 648
0 684 648 1944
1CCA ;
крiм того
jj 0(z1)jjR4  0; 0766 725 < 1:
Для другого наближення
Z2 =
1
1368

1 1368
0 0

; jjf(z2)jj = 1 369
1 871 424
 0; 000 731 529
умова (3) також виконується:
det  2 =
879 403 195 225
875 556 946 944
6= 0 ;
крiм того
jj 0(z2)jjR4  0; 00 220 254 1;
тут
 2 =
1
935 712
0BB@
938 450 0 1 874 160 0
0 937 081 684 937 080
1 874 160 684 4 678 560 935 712
0 937 080 935 712 2 807 136
1CCA :
Для третього наближення
Z3 =
1
1 874 160

1 1 874 160
0 0

; jjf(z3)jj = 1 369
1 871 424
 0; 000 731 529
умова (3) також виконується:
det  3 =
3 084 381 270 031 172 630 449 681
3 084 371 395 607 554 467 840 000
6= 0 ;
крiм того
jj 0(z3)jjR4  1; 61 162 10 6  1;
тут
 3 =
1
1 756 237 852 800

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
0BB@
1 756 241 601 122 0 3 512 479 453 920 0
0 1 756 239 726 961 937 080 1 756 239 726 960
3 512 479 453 920 937 080 8 781 189 264 000 1 756 237 852 800
0 1 756 239 726 960 1 756 237 852 800 5 268 713 558 400
1CCA :
Для четвертого
Z4 =
1
3 512 479 453 920

1 3 512 479 453 920
0 0

; jjf(z4)jj  2; 84 699 10 13
i п’ятого наближень
Z5 =

1
12 337 511 914 217 166 362 274 240 1
0 0

; jjf(z5)jj  8; 10 536 10 26
умова (3) також виконується
det  4 6= 0; det  5 6= 0;
крiм того
jj 0(z4)jjR4  8; 59 919 10 13  1; jj 0(z5)jjR4  2; 44 818 10 25  1:
Про збiжнiсть до розв’язку рiвняння (5) знайденої послiдовностi наближень, визна-
чених iтерацiйною схемою (4), свiдчить послiдовне зменшення величин
jjf(zk)jj; k = 0; 1; 2; 3; 4; 5:
Рiвняння (5) має точний розв’язок
~Z =

0 1
0 0

;
тому про збiжнiсть до розв’язку рiвняння (5) знайденої послiдовностi наближень,
визначених iтерацiйною схемою (4), свiдчить послiдовне зменшення величин
jjZk   ~Zjj; k = 0; 1; 2; 3; 4; 5;
зокрема
jjZ0   ~Zjj = 1
6
; jjZ1   ~Zjj = 1
36
; jjZ2   ~Zjj = 1
1368
; jjZ3   ~Zjj = 1
1 874 160
;
jjZ4   ~Zjj = 1
3 512 479 453 920
 2; 84 699 10 13;
jjZ5   ~Zjj = 1
12 337 511 914 217 166 362 274 240
 8; 10 536 10 26:
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M. V. Dzuba
On approximate solution of Riссati equation by the least square method.
Linear and nonlinear matrix algebraic equations are widely used in solving the Riccati and Bernoulli
diﬀerential equations, in the theory of motion stability, in the theory of optimal control, as well as
in problems for the restoration and improvement of images. The key problems in solving linear and
nonlinear matrix equations is the deﬁnition of solvability conditions and the construction of a scheme
for ﬁnding solutions of such equations. In 2001 O. A. Boichuk and S. A. Krivoshey using the theory
of generalized inverse operators, established the criterion of solvability of the matrix equations of the
form AX-XB = D and X-AXB = D of Lyapunov type, and investigated the family structure of the
solutions of this equation, while the pseudo-inversion of the linear matrix operator corresponding to
the homogeneous part of the equations AX - XB = D and X - AXB = D type Lyapunov. In works
S. M. Chuikо the operator M, which transforms the linear matrix equation of a general form into a
traditional linear matrix equation with a rectangular matrix, is deﬁned as a chute, and thus the criterion
of solvability of linear matrix equations of general form is established and the family of solutions of
such equations is constructed. In works O. A. Boychuk, S. A. Krivoshei and S. M. Chuikо essentially
uses the technique of pseudo-turned (by Moore–Penrose) matrices and projectors. In this paper, the
classic method of least squares, used by K.F. Gauss and A.M. Legendre, is also considerably used and
developed A. A. Markov and N. I. Ahiezer In the article for an approximate solution of the matrix
algebraic Riccati equation, an iterative scheme is constructed according to the classical scheme of the
least squares method, and the conditions of its convergence are found for the solution of the matrix
algebraic Riccati equation. The proposed scheme of an approximate solution and the veriﬁcation of the
convergence conditions to the solution of the matrix algebraic Riccati equation is illustrated in detail
in the example. In addition, the proposed solution scheme and the convergence conditions obtained to
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the solution of the matrix algebraic Riccati equation can be transferred to nonlinear matrix diﬀerential
algebraic boundary value problems, including partial derivatives.
Keywords: matrix algebraic Riссati equation, least square method, Gram matrix.
М. В. Дзюба
О приближенном решении матричного алгебраического уравнения Риккати методом
наименьших квадратов.
Линейные и нелинейные матричные алгебраические уравнения широко используются при реше-
нии дифференциальных уравнений Риккати и Бернулли, в теории устойчивости движения, в тео-
рии оптимального управления, а также в задачах на восстановление и улучшение изображений.
Ключевыми проблемами при решении линейных и нелинейных матричных уравнений является
определение условий разрешимости и построение схемы нахождения решений таких уравнений.
В 2001 г. А. А. Бойчук и С. А. Кривошея с использованием теории обобщенных обратных опе-
раторов установили критерий разрешимости матричных уравнений вида AX - XB = D и X -
AXB = D типа Ляпунова и исследовали структуру семьи решений этого уравнения, при этом
существенно было псевдообращение линейного матричного оператора, относительно однородной
части уравнений AX - XB = D и X - AXB = D типа Ляпунова. В работах С. М. Чуйко определено
оператор M, который преобразует линейное матричное уравнение общего вида к традиционно-
му линейному матричному уравнению с прямоугольной матрицей и таким образом установлен
критерий разрешимости линейных матричных уравнений общего вида и построено семью реше-
ний таких уравнений. В работах А. А. Бойчука, С. А. Кривошеи и С. М. Чуйко существенно
используется техника псевдообратных (по Муру–Пенроузу) матриц и проекторов. В данной ра-
боте существенно используется также классический метод наименьших квадратов, построенный
К. Ф. Гауссом и А. М. Лежандром и развитый А. А. Марковым и Н. И. Ахиезером. В статье для
приближенного решения матричного алгебраического уравнения Риккати построено итерацион-
ную схему по классической схеме метода наименьших квадратов, а также найдены условия ее
сходимости к решению матричного алгебраического уравнения Риккати. Предложенную схему
приближенного решения и проверку условий сходимости к решению матричного алгебраического
уравнения Риккати подробно проиллюстрировано на примере. Кроме того, предложенная схема
решения и полученные условия сходимости к решению матричного алгебраического уравнения
Риккати могут быть перенесены на нелинейные матричные дифференциально-алгебраические
краевые задачи, в том числе, в частных производных.
Ключевые слова: матричное алгебраическое уравнение Риккати, метод наименьших квадра-
тов, матрица Грама.
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