The propositional satisfiability (SAT) problem is one of the most fundamental problems in computer science. SAT solvers have been successfully applied to a wide range of practical applications, including hardware model checking, software model finding, equivalence checking, and planning, among many others. Empirical research has been very fruitful for the development of efficient methods for SAT problems, such as classical Davis-Putnam method, greedy SAT (GSAT) method and neural network SAT method. This paper gives a survey about the methods used for solving the SAT problems with an emphasis on surveying the local search algorithms.
Introduction
Satisfiability (SAT) testing is a very active area of research today, with numerous real-world applications (Fukunaga, 2004) . SAT solvers have seen tremendous progress in recent years (Kroc et al., 2009) . Several of the current best open source SAT solvers scale up to instances with over a million variables and several million clauses (Kroc et al., 2009) . Motivated by significant improvements to SAT solvers over the last decade, SAT has been applied to a large number of areas, including model checking, model finding, planning, bioinformatics, and security, among many others (Letombe and Marques-Silva, 2008) . In addition, the SAT problems have an application in network routing [see Aloul et al. (2008) and Valavi et al. (2005) for more details].
There are two classes of high-performance algorithms for solving instances of the SAT problems in practice: the conflict-driven clause learning algorithm, which can be viewed as a modern variant of the DPLL algorithm [well-known implementation include Chaff (Moskewicz et al., 2001 ) and GRASP (Marques-Silva and Sakallah, 1999) ] and stochastic local search algorithms, such as WalkSAT (http://en.wikipedia.org/wiki/ Boolean_satisfiability_problem). The DPLL-based algorithms are backtrack-based (Aloul et al., 2002; Bacchus, 2002; Majercik and Boots, 2005) algorithms. Biere et al. (2009) introduce a new research-based book titled Handbook of Satisfiability. The topics of the handbook span practical and theoretical research on SAT and its applications and include search algorithms, heuristics, analysis of algorithms, hard instances, randomised formulae, problem encodings, industrial applications, solvers, simplifiers, tools, case studies and empirical results (Biere et al., 2009) . The handbook aims to capture the full breadth and depth of SAT and to bundle significant progress and advances in automated solving (Biere et al., 2009) . This paper gives a survey about the SAT problems-solving algorithms with an emphasis on the local search algorithms. We focus on most recent work since 2000.
The rest of this paper is organised as follows. Section 3 presents the SAT problems. Section 4 gives a survey about the state-of-the-art SATs' solving algorithms: complete, incomplete, hybrid algorithms, and specialised algorithms. This section focuses on the surveying of the local search algorithms since it is our interest in this paper. The last section gives the conclusion remarks.
The SAT problems
A propositional/Boolean variable can take the value of either 0 (false) or 1 (true). Let V = {x 1 ,…,x n } be a set of Boolean variables. A literal l i is a variable x i or its negation x (Audemard and Simon, 2007) Audemard and Simon, 2007) . When x i = true, the literals i x and xi are false and true respectively. Similarly, when x i = false, the literals i x and xi are true and false respectively. A labelled variable is a variable which took a value. Otherwise, the variable is unlabeled. A clause is satisfied when at least one of its literals is true. Otherwise, it is unsatisfied (false). We assume that no literal appears in a clause more than once, and no literal and its negation appear in a clause.
A variable x is compatible with variable y and vice versa if the current values of x and y does not unsatisfy (i.e., does not violate) any clause. Otherwise, x is incompatible with y. For instance, given the clauses 1 2 and , c x y c x y ≡ ∨ ≡ ∨ x is compatible with y when x = 0 and y = 0 since the current assignments of x and y do not violate neither c 1 nor c 2 . But, x is incompatible with y when x = 0 and y = 1 since the current assignments of x and y violates c 1 .
A conjunctive normal form (CNF) propositional logic formula is a conjunction of a set of clauses. There are many encoding techniques to convert a propositional logic formula which is not in a conjunctive normal form to a conjunctive normal form [see for more details Thiffault et al. (2004) and Tseitin (1970) ]. A valuation/state is a complete assignment to all the variables in the SAT problem. A solution is a valuation that satisfies all the clauses in the SAT problem.
A SAT problem is a CNF propositional logic formula. A SAT problem, P, is a tuple SAT(V, C) which consists of a finite set of variables V = {V 1 , V 2 ,…,V k } and a finite set of clauses C = {c 1 , c 2 ,…,c m }. The SAT problem consists of finding an assignment to all variables of a propositional formula φ, expressed in CNF so that all clauses of φ is satisfied (Audemard et al., 2010) . In other words, the problem is to find a valuation that is a solution. An valuation for P is written as (v 1 ,…,v n ), where v i ∈ {0, 1}, ∀i, i = 1,…,n, and v i is the value assigned for variable V i . A search space, searchS(P), is a set of all the valuations. A solution space, solS(P), is a set of all the solutions for the SAT problem P. If a SAT problem has a solution then it is satisfiable. Otherwise, it is unsatisfiable. For example [taken from Fukunaga (2004) 
is satisfiable since {a = true, b = false, c = true} is a solution and SAT ({a, b, c} 
is unsatisfiable because no valuation which is a solution (i.e., no values for the variables a, b, and c such that all the four clauses are satisfied). n-SAT is a SAT problem in which each clause contains exactly n literals, where n ≥ 1.
Example 0.1: Given a SAT problem P = SAT(V, C) which has the set of variables V = {x 1 , x 2 , x 3 , x 4 }, and the set of clauses C = {c 1 , c 2 , c 3 , c 4 }, where 1 Boolean constraint propagation is a way of propagating the value of a variable when it takes value to the remaining clauses so that this may determine the value of other variables and so on. For instance, suppose the variable b is assigned the value 0 and there are two clauses:
and . a b a b ∨ ∨ When propagating the value of b, the left value for a is 1 to make both clauses true.
State-of-the-art SAT solving algorithms
Over the last ten years, a lot of impressive progresses have been made in the practical solving of the SAT (Audemard and Simon, 2007) . It has been widely observed that there is no single 'dominant' SAT solver; instead, different solvers perform best on different instances (Xu et al., 2008) . All the methods that address this typical NP-complete problem may be divided in two categories: complete and incomplete. The complete solvers usually based on the Davis, Logemann and Loveland procedure (Davis and Putnam, 1960; Moskewicz et al., 2001) , can prove that a formula is satisfiable or not (Audemard and Simon, 2007) . The incomplete solvers (also called one-sided solvers) only give an answer if the instance has a given property (generally if it is satisfiable) (Audemard and Simon, 2007) . Most of these SAT algorithms are highly complex, and thus have largely resisted theoretical average-case analysis (Xu et al., 2008) . Instead, empirical studies are often the only practical means for assessing and comparing their performance (Xu et al., 2008 This competition is intended to provide an objective assessment of SAT algorithms, and thus to track the state of the art in SAT solving, to assess and promote new solvers, and to identify new challenging benchmarks (Xu et al., 2008) . Solvers are judged based on their empirical performance on three categories of instances, each of which is further divided into satisfiable, unsatisfiable and mixed instances, with both speed and robustness taken into account. SATLIB 3 is a website that contains the benchmark problems instances and the description for each problem. The researchers in the SAT field usually use these problems instances to experiment with their new algorithms.
We detail the complete and incomplete search algorithms in the following two subsections. In the two subsections after that, we detail two other types of algorithms: hybrid and specialised local search. The hybrid search algorithms combine both complete and incomplete search techniques to gain from their complementary strengths as we detail in the subsection after that. The specialised local search algorithms have been created to suit particular type of the SAT problems.
The complete search algorithms
There are two types of the complete search algorithms: the tree-based and the nogood-based algorithms (Kilani, 2007) . The tree-based search algorithms (Aloul et al., 2002; Bacchus, 2002; Majercik and Boots, 2005) are variants of the DPLL. Most of these algorithms use some kind of problem reduction or pruning like unit propagation (Anbulagan, 2004; Li and Huang, 2005) . The second type uses nogood Jegou and Terrioux, 2004; Audemard and Sais, 2005) recording to store the eliminated search space. Kilani (2007) illustrates the simple backtracking method of the complete search algorithms. The complete search algorithm labels the variables one be one until it labels all the variables. As shown in this figure, in each step, the algorithm picks one variable x and picks a value z for x, where z ∈ {0, 1}. It tries another value k for x if x = z is incompatible with the labelled variables, where . k z = If x took value that is compatible with already labelled variables then it continues and chooses another unlabeled variable and labels it in the same way. It backtracks to the last labelled variable y if neither x = 0 nor x = 1 is compatible with the previously labelled variables. In this backtracking, it considers the other value for y and continues choosing another variable to label. If no such value for y that is compatible with the previously labelled variables, it backtracks to the labelled variable before y and so on. The algorithm terminates when either it labels all the variables without violating any clause and hence it concludes that the problem is satisfiable or when it reaches a conclusion that the problem has no solution and hence it is unsatisfiable.
Example 0.2: Figure 2 shows a tree-based search tracing for solving the SAT problem given in example 0.1. This trace applies the backtrack-based complete search technique given in Figure 1 . This figure assumes that we want to label the four variables in the order: x 1 , x 2 , x 3 , and then x 4 and we want to consider the values for each of these variable in the order: 0 and then 1. In this figure, we first label x 1 and assign the value 0 to it. x 1 = 0 does not violate any clause of the clauses: c 1 , c 2 , c 3 , and c 4 . We then label x 2 by given it the value 0. x 1 = 0 and x 2 = 0 do not violate any of the four clauses. We label x 3 in the same way of labelling x 2 . x 1 = 0, x 2 = 0, and x 3 = 0 do not violate any clause. After that, we label x 4 in the same way as x 3 . Now, the assignment x 1 = 0, x 2 = 0, x 3 = 0, and x 4 = 0 violate c 3 . Therefore, we backtrack to x 4 and try its second value, 1. But, x 1 = 0, x 2 = 0, x 3 = 0, and x 4 = 1 violate c 4 . We backtrack to x 3 since no value for x 4 left untried. We continue searching in this way until we find an assignment that does not violate any clause. As shown in this figure, the valuation (0, 1, 0, 0) is a solution. ◊ Note that the orders of the variables to label and the values, 0 and 1, to try for each variable have an impact on the performance. For instance, in Figure 2 , we obtain a solution without any single backtrack if we try the values' order 1 then 0 instead of 0 then 1 for each variable since x 1 = 1, x 2 = 1, x 3 = 1, and x 4 = 1 is a solution. Similarly, we may a get solution faster if we try different variables' order. In the previous example, we make the backtrack to the last labelled variable, it may be more efficient to make the backtrack to another variable. All the research in the tree-based complete search algorithms focuses on how to speed up the DPLL algorithm through using or creating heuristics to make variables (Huang and Darwiche, 2003) and values ordering, choose the backtrack point, pruning part of the search tree, etc. Other algorithms make restart when the search took long time and not yet found a solution (see Huang, 2007; Ryvchin and Strichman, 2008) . (Most or even all competitive DPLL SAT solvers have a restart policy, a strategy initially proposed by Gomes et al. (1998) (Ryvchin and Strichman, 2008) .
Nogood recording is highly effective in reducing the search space for SAT problems (Stuckey and Zheng, 2003) . A nogood is a constraint which eliminates portion of the search space (Kilani, 2007) . The nogood captures the reason various nodes of the tree failed to yield a solution (Katsirelos and Bacchus, 2003) . When there is no value that can be assigned to the chosen variable then a nogood is recorded to prevent the search from reaching this assignment again (Kilani, 2007) .
In Figure 2 , the backtrack points are numbered 1-3. The first backtrack happens when we label the variables: x 1 = 0, x 2 = 0, and x 3 = 0, when we could not find a value for x 4 that is compatible with the already labelled variables: x 1 , x 2 , and x 3 . Before making this backtrack, we can add the clause k 1 ≡ x 1 ∨ x 2 ∨ x 3 as nogood since x 1 = 0, x 2 = 0, and x 3 = 0 cannot be expanded to a solution. This nogood prevents the assignment of x 1 = x 2 = x 3 = 0.
The second backtrack happens when we label the variables: x 1 = 0 and x 2 = 0 when we could not find a value for x 3 that is compatible with the already labelled variables:
x 1 and x 2 . Before making this backtrack, we can add the nogood k 2 ≡ x 1 ∨ x 2 since the assignment x 1 = x 2 = 0 cannot be expanded to a solution. From k 1 and k 2 we can conclude the nogood x 1 ∨ x 2 since k 1 is part of k 2 .
Figure 2 The backtrack-based complete search technique
The state-of-the-art complete SAT solvers like Chaff (Moskewicz et al., 2001) , SATzilla (Xu et al., 2008) , MiniSAT Sörensson, 2003, 2005) , RSat (Pipatsrisawat and Darwiche, 2006 , 2008 , CVC3 (Barrett and Berezin, 2004; Stump et al., 2002; Pipatsrisawat and Darwiche, 2008; Barrett and Tinelli, 2007) , Ternary Tree Solver (tts) (Spence, 2008) and OpenSat (Audemard et al., 2003) . These algorithms differ from each other in the way of reducing the problem by eliminating the extra variables, extra values of some variables, and/or extra clauses in the problem being solved, the way of choosing the next variable in the search to give value, the way of choosing the value for this variable, the backtracking point when the search fails to find a value for a variable that satisfies the clauses with the other variables already taken values, and they may include some other heuristics like restarting the search if it fails to find a solution within a certain limit (i.e., time or number of flips) and giving weights for the clauses to speed up the search (Kilani, 2007) , etc.
The incomplete search algorithms
The incomplete search algorithms searches for a solution heuristically without passing by the whole search space. The weaknesses of these algorithms is that it is not able to determine whether a solution exists or not and it has no guarantee to find a solution if it exists. The incomplete search algorithms include local search, genetic, tabu search and neural networks. For the SAT problems, the incomplete search algorithms can generally find solutions faster than complete search algorithms (Zhang and Nagamatu, 2007) . As a key reason for developing incomplete local search techniques is to solve problems beyond the reach of complete SAT solvers (Thornton, 2005) . We detail each of these techniques in the following subsections.
It is a common knowledge that most of the incomplete search algorithms include parameters. Local search algorithms are very sensitive to control parameters (McAllester et al., 1997) . There is no optimal way to tune these parameters. Most of such parameters have infinite number of values that can take. Therefore, it is impossible to consider all the combinations of the values the parameters can take. Usually, tuning of the parameters is done heuristically.
Some recent local search algorithms like two noise mechanisms (TNM) have been developed and do not have any parameters to tune. SAT competition does not allow parameters' tuning.
While making this survey, we have found out that little work is done in using the evolutionary computation for solving SAT problems recently (say since 2007) and very little work is done in using neural network for solving SAT problems recently (say since 2006) while there are broad spectrum of work in using local search for solving SAT problems.
The genetic algorithms
Genetic algorithms (GAs) are derived from the evolution processes in nature. Mitchell (1998) presents an introduction to GAs. In the GAs, an valuation is called a member. A population is a set of members. Mostly, the GAs start the search by generating random members in the population. This population represents the current generation. Each member in the current generation is given a fitness value which indicates the goodness of the member. For instance, member A has higher fitness than member B indicates that A satisfies more clauses than B. A member is a solution when it satisfies all the clauses. The GAs uses the genetic operators like crossover and mutation to produce the next generation from the current generation. The crossover chooses two parents (members) from the current generation and it swaps part of these parents to produce children simulating the way the creatures (e.g., human being) produce children by swapping parts of the chromosomes from the parents. These children are inserted in the next generation. The mutation chooses one parent and assigns values to some variables randomly to avoid the GAs from falling into convergence. In the convergence, most or may all the members in the current generation be similar or nearly similar. After generating the next generation, this generation becomes the current generation. The GAs continue the process of generating the next generation from the current generation until it finds a solution or the time is over.
An evolutionary algorithm is a subset of evolutionary computation, a generic population-based metaheuristic optimisation algorithm (http://en.wikipedia.org/wiki/ Evolutionary_algorithm). GAs and genetic programming are variants of evolutionary algorithms.
Evolutionary computation has also been applied to SAT (Fukunaga, 2004) . [A thorough review of previous applications of evolutionary algorithms to SAT can be found in Gottlieb et al. (2002) ] (Fukunaga, 2004) . The state-of-the-art GAs for solving the SAT problems include GASAT (Lardeux et al., 2005; Hao et al., 2002; Lardeux et al., 2006) , ELSA (Aksoy and Gunes, 2006) , SAT-WAGA (Yingbiao, 2005) , and OEA SAT (Liu et al., 2009) .
GASAT is a hybrid algorithm of the genetic and tabu search techniques. Within GASAT, specific crossover operators are used to identify particular promising search areas while tabu search performs an intensified search of solutions around these areas (Lardeux et al., 2006) .
ELSA is an evolutionary algorithm with a local search method designed for the SAT problem (Aksoy and Gunes, 2006) . A local search method is incorporated into the evolutionary algorithm to improve individuals (Aksoy and Gunes, 2006) . ELSA improves the resulted child after the crossover operations using local search. ELSA applies the mutation operation if this child is in a trap and then applies local search again.
SAT-WAGA (Yingbiao, 2005) uses clause weights. It increases the weights of the currently unsatisfied clauses by the weight of the best member of the population of the current generation in order to force the search to satisfy these clauses in the coming few generations. SAT-WAGA can be obtained by e-mailing the author: isslyb@zsu.edu.cn. Liu et al. (2009) introduce evolutionary algorithm for solving SAT called organisational evolutionary algorithm for SAT problems (OEA SAT). OEA SAT first divides the SAT problem into several sub-problems, and each organisation is composed of a sub problems (Liu et al., 2009 ). The idea behind OEA SAT is to solve the sub-problem first, and then synthesise the solution for the original problem by adjusting the variables which have conflicts (Liu et al., 2009) . Li et al. (2007b) integrate the evolutionary algorithms and the multiagent systems (MAEA-SAT) for solving SAT problems. The agents have the ability to sense and act on the environment in which they live. Therefore, MAEA-SAT increases each agent energy as much as possible during the process of interacting with the environment and other agents.
The neural network algorithms
A neuron is a cell in the brain whose principal function is the collection, processing and dissemination of electrical signals (Russell and Norvig, 2003) . The brain's information-processing capacity is thought to emerge primarily from networks of such neurons (Russell and Norvig, 2003) . Therefore, the neural network is part of the artificial intelligence aimed to create artificial neural networks. A SAT is represented as a network structure in which the variable assignments are represented by the activation of nodes and the clauses are represented by connections. When the network converges, the set of nodes which are on represents a set of assignments which form a solution.
The state-of-the-art neural network algorithms for solving the SAT problems include the Lagrange programming neural network with polarised high-order connections (LPPH) (Nagamatu and Yannaru, 1995) and spiking neural P systems .
LPPH was proposed by Zhang and Nagamatu ). Zhang and Nagamatu proposed a parallel execution of the LPPH in which plural instances (the solver) of the LPPH are executed simultaneously to speed up the search. provide uniform constructions of standard spiking neural P systems (i.e., not using extended rules or parallel use of rules) for solving the SAT problems. Spiking neural P systems (in short, SN P systems) were introduced by Ionescu et al. (2006) as a class of P systems which incorporate into membrane computing specific ideas from the way biological neurons communicate through electrical impulses of identical form (spikes) . In short, an SN P system consists of a set of neurons placed in the nodes of a directed graph and sending signals (spikes, denoted in what follows by the symbol a) along the arcs of the graph (called synapses) ). This work on spiking neural P systems has been followed by the work of Wang et al. (2010) and Ishdorj et al. ( , 2010 .
The Local search algorithms
[The stochastic local search algorithms evolved out of the Selman and Kautz's 1992 greedy SAT (GSAT) algorithm (Selman et al., 1992) ] (Pham et al., 2007) . Local search is a meta-heuristic for solving computationally hard optimisation problems (Letombe and Marques-Silva, 2008 ). On some large satisfiable problems, local search finds a solution much more quickly than complete algorithms, though it currently compares rather badly with backtracking algorithms on industrial benchmarks (Prestwich and Lynce, 2006) . Local search algorithms for SAT testing are still the best methods for a large number of problems, despite tremendous progresses observed on complete search algorithms over the last few years (Audemard and Simon, 2007) .
Any local search algorithm can be considered as a template of the general form (GF) shown in Figure 3 . The input to GF is the SAT problem SAT(V, C). Initially, local search gives a random value (1 or 0) for each variable in V to generate an initial valuation as a start point to start searching. Local search may generate the start valuation randomly or by running other algorithms to generate an enhanced better-than-random valuation. Every valuation s has a neighbourhood n(s), where n(s) is a set of neighbour valuations. In most of the current state-of-the-art local search algorithms, the neighbour to s results from flipping a single variable x in V . Flipping a variable x means changing the value of this variable from 1 to 0 or vice versa. The way of choosing the variable to flip depends on the algorithm used. Much research in the past decade has focused on designing a better variable selection heuristic, and as a result, local search heuristics have improved dramatically since the original GSAT algorithm (Fukunaga, 2004) . An initial valuation represents the current valuation. Local search moves from the current valuation to a better (downhill move) or equal neighbour (flat move) valuation using the function best(n(s)). We use the notion s 1 ⇒ x s 2 to denote a local search move from the current state s 1 to the neighbour state s 2 by flipping the variable x from s 1 , where s 2 ∈ n(s 1 ). Each local search algorithm has its own heuristics in best(n(s)) of deciding which valuation is better than or equal to another valuation. Fore instance, one criteria to consider an valuation A better than or equal to an valuation B is when A satisfies more or the same number of clauses than B respectively. The function best(n(s)) chooses one of the best neighbours according to some heuristics. Usually, local search moves to an equal neighbour valuation to the current valuation whenever there is no better neighbour valuation. The chosen best neighbour valuation becomes the current valuation. Local search continues such moves from the current valuation to a better or equal neighbour valuation until it finds a solution or the time or the number of flips limit is over. If it happens that there is no better /(or better or equal) neighbour valuation then it is local minima or local maxima (trap) (depending on the optimisation used). The trap happens when best(n(s)) returns null. Local search escapes this trap using special techniques.
Local search uses techniques like a restart, clause weight and/or tabu list to improve its performance. It restarts the search if it could not find a solution within a certain limit (time or number of flips) in order not to spend too much time without finding a solution and in a hope the new start finds a solution faster. It uses a tabu list in order to avoid flipping the same variable within a specific number of flips. It uses clause weights to give a weight for each clause and when there is a trap, it increases the weights of the unsatisfied clauses involved in the trap as penalty so that these clauses are forced to be satisfied. Clause weighting local search algorithms for SAT follow the basic procedure of repeatedly flipping single literals that produce the greatest reduction in the sum of false clause weights (Thornton, 2005) . Thornton (2005) mentioned that using weight penalties to solve discrete optimisation problems was originally developed in the operation research community (Everett, 1963) . These technique proves effective in many local search algorithms.
The efficiency of a local search algorithm depends on three factors (Fang et al., 2002) . First, the size of the search space which depends on the number of variables and the size of the domain of each variable. In SAT, the domain of each variable is fixed. Therefore, the size of the search space depends only on the number of variables only. Second, the search surface (the structure of each constraint and the topology of the constraint connection). Third, the heuristic function (the definition of neighbourhood and how a 'good' neighbour is picked).
The state-of-the-art local search algorithms like UBCSAT (Tompkins and Hoos, 2004) , DLM Wah, 1999a, 1999b; Wah and Wu, 2005) , gNovelty+ (Pham et al., 2007) , the exponentiated subgradient algorithm (ESG) (Schuurmans et al., 2001) , TNM , adaptG 2 wsat2009++ ), QingTing (Li et al., 2003) , SAPS (Huttter et al., 2002) , and pure additive weighting scheme (PAWS) (Thornton, 2005) .
GSAT algorithm (Selman et al., 1992) begins the search from a random valuation. It then flips the best variable that satisfies the maximum number of clauses. It repeats this process until it finds a solution or have performed a specified maximum number of flips. It restarts the search from a different random valuation if the maximum number of flips reached. It then makes a second restart up to a maximum number of restarts if the solution is not found yet. [Selman et al. (1994) have also proposed improvements to GSAT, including WalkSAT, whose main differences to GSAT are the addition of random noise, and the step of selecting variables to be flipped from unsatisfied clauses] (Letombe and Marques-Silva, 2008) . WalkSAT restricts the selection of the variable to flip from the unsatisfied clauses while GSAT has no such restriction. The random noise works by heuristically selecting a variable and flipping it. [Many other new heuristics have been proposed, including among others HSAT (Gent and Walsh, 1993) , Novelty and R-Novelty (McAllester et al., 1997), Novelty+ and R-Novelty+, Adaptive Novelty+ (Hoos, 2002) , and g2wasat (including adaptG 2 wsat+) (Li et al., 2007a) ] (Letombe and Marques-Silva, 2008) .
UBCSAT (Tompkins and Hoos, 2004 ) is an implementation and experimentation framework for stochastic local search algorithms. It has been developed in strict ANSI C in order to be a platform-independent and tested on some of the popular operating systems: Linux, WidowsXP, and sunOS (Tompkins and Hoos, 2004) . One of the challenges of developing the UBCSAT project was to build a flexible, feature-rich environment without compromising an algorithmic efficiency (Tompkins and Hoos, 2004) . UBCSAT is freely downloadable from http://www.satlib.org.
DLM (Wah and Wu, 2005; Wah, 1999a, 1999b ) is a discrete Lagrange-multiplier-based local-search method for solving the SAT problems, which are first transformed into a discrete constrained optimisation problem (Kilani, 2010) . Experiments confirm that the discrete Lagrange multiplier method is highly competitive with other SAT problems solving methods (Wu and Wah, 1999a) . DLM has 27 parameters to tune which had been grouped into five different sets. DLM gives every clause a weight. It increases the clause weight in the traps if it is within the unsatisfied clauses by adding pre-defined parameter values (i.e., additively). It uses a tabu list to store the last x previously flipped variables, where x is a parameter. It considers n(s) to be the set of states that results from a flip of any variable that occurs in the unsatisfied clauses of the current state s.
best(n(s)) chooses the state from n(s) that is better than s or it is equal to s and not in the tabu list (i.e., not flipped in the last x flips). best(n(s))
considers state s 1 better than or equal to state s 2 if some of the weights of the unsatisfied clauses in s 1 is less than or equal to the some of the states in s 2 respectively. DLM does not make restart. DLM proved successful at solving a range of random and structured SAT problems, and in particular was able to outperform the best non-weighting algorithms on many larger and more difficult problem instances (Thornton, 2005) .
The ESG 4 is a general-purpose Boolean linear program search technique (Schuurmans et al., 2001 ). It gives a weight for each clause. ESG has seven different parameters. It includes a restart and escapes from the trap by probabilistically either making a noise (i.e., flip any variable randomly) or updating the weights of the currently unsatisfied clauses. If the search decides to update clause weights, the weights of all clauses will be multiplied by pre-defined scale factors depended on their current SAT. Those clause weights will immediately be divided by a pre-defined smooth factor. Smoothing means decreasing the weights of all/some of the clauses. No flat move (besides a random move) is performed during an ESG search.
ESG uses the weight multiplication when increasing the weights of the clauses. Thornton (2005) showed that additive weighting can outperform multiplicative clause weighting. DLM was superceded by PAWS (Thornton, 2005) and ESG was superceded by SAPS (Huttter et al., 2002) .
PAWS is now one of the best dynamic local search algorithms in the additive weighting category (Pham et al., 2008) . It adjusts the weights of the clauses, the noise value, and/or the value of the smooth probability during the process of executing the local search algorithm. In a search for a solution, PAWS moves to the best neighbour valuation of the current valuation if there is any better neighbour valuation. Whenever PAWS encounters a situation where there is no better neighbour valuation, it will either move to an equal neighbour valuation with probability P flat or it will increase the weights of the currently unsatisfied clauses and make smoothing if the number of times clause weights increased exceeds a certain number, Max inc . If PAWS does not find a solution within a cutoff flips, it restarts the search. It repeats this up to a number of tries (tries), where tries is a parameter. PAWS has four parameters: cutoff, tries, P flat , and Max inc .
One of the crucial steps from ESG to SAPS was the realisation that weight normalisation can be split into two phases: firstly penalising false clauses in local minima and secondly periodically reducing weights according to a problem specific parameter (Thornton, 2005) . Hutter et al. (2002) mentioned that SAPS is conceptually closely related to ESG and SAPS differs than ESG in the way it implements weight updates: SAPS performs computationally expensive weight smoothing probabilistically and less frequently than ESG. SAPS adjust clause weights when there is no better neighbour by multiplying the clause weights by a parameter value.
gNovelty+ (Pham et al., 2007 ) is a variant of the WalkSAT algorithm (McAllester et al., 1997) . gNovelty+ was a gold medal winner in the random category of the 2007 SAT competition (Pham et al., 2007) . gNovelty+ draws on the features of two other WalkSAT family algorithms: R+AdaptNovelty+ (Anbulagan et al., 2005) and G 2 wsat (Li and Huang, 2005) , while also successfully employing a dynamic local search clause weighting heuristic to further improve performance (Pham et al., 2007) . WalkSAT does not use clause weights. WalkSAT chooses the set of neighbours in such a way that each neighbour results from flipping a variable from the currently unsatisfied clauses.
QingTing (Li et al., 2003 ) is a SAT solver that combines the unitwalk (Hirsch and Kojevnikov, 2001 ) local search algorithm, the Zhang and Stickel's (1996) unit propagation algorithm, and the Chaff's (Moskewicz et al., 2001 ) lazy data structure. QingTing applies the unit propagation technique to modify the current assignment as long as a unit clauses exist. A unit clause is a clause contains one variable x. If a clause contains one literal then this literal must be true in order this clause to be satisfied. The unit propagation process assigns a value for x to make it true and hence to satisfy the unit clause in which x occurs. It then propagates the value of this variable throughout all the clauses in which x occurs. Each clause in which x occurs either becomes satisfied or the number of its variables is reduced by one. This process is repeated until there is no unit clauses in the problems being solved.
Example 0.3: Given the SAT problem in example 0.1, suppose x 2 is assigned the value 0 during the process of running a local search algorithm. Therefore, (Li and Huang, 2005) and using two different adaptive noise mechanisms: Hoos (2002) mechanism and a new adaptive noise mechanism based on the history of the most recent consecutive falsifications of a clause (http://home.mis.u-picardie.fr/cli/EnglishPage.html). Falsification of a clause means changing its status from being satisfied to being unsatisfied. Hoos (2002) mechanism adjusts noise based on search progress and applies the adjusted noise to variables in any clause in a search step . TNM automatically switches between these two mechanisms during search according to the variable weight distribution (http://home.mis.u-picardie.fr/cli/EnglishPage.html). TNM does not use any parameter to adjust clauses' weights during the search process. TNM source code is available from (http://home.mis.u-picardie.fr/cli/EnglishPage.html). AdaptG 2 wsat2009++ ) is an enhanced version of G 2 wsat (Li and Huang, 2005) . A local search procedure based on G 2 wsat by integrating the adaptive noise mechanism of Hoos (http://home.mis.u-picardie.fr/cli/EnglishPage.html). AdaptG 2 wsat2009++ new idea is in selecting the next variable to flip: it selects the variable x if it is a promising decreasing (Li and Huang, 2005) . Otherwise, it selects the next variable to flip in the same way selected by Novelty++ (Li and Huang, 2005) . AdaptG 2 wsat2009++ won a Bronze Medal in the SAT2009 competition in satisfiable random formula category (http://home.mis.u-picardie.fr/cli/EnglishPage.html). AdaptG 2 wsat2009++ does not need any parameter to adjust during running. Its source code is available from (http://home.mis.u-picardie.fr/cli/EnglishPage.html).
Tabu search algorithms are amongst the most successful local search-based methods for the maximum SAT problem (Mastrolilli and Gambardella, 2005) . Tabu search is essentially a sophisticated and improved type of local search (Bianchi et al., 2009) . Tabu search algorithms uses a tabu list of size x to store the last x flipped variables, where x is a parameter. When tabu search chooses a variable to flip it then prevents the choice of the variables in the tabu list. After each tabu search move the tabu list is updated in a FIFO manner. Some local search algorithms uses the tabu search idea in their implementation. The state-of-the-art tabu search algorithms include tabu search for solving the satisfiability problem (TSSAT) (Wenqi et al., 2002) . The aspiration criterion and tabu list structure of TSSAT are different from those of traditional tabu search (Wenqi et al., 2002) .
To the best of our knowledge, there is no theoretical comparison backed by experiments among the different methods of the state-of-the-art solvers for solving the SAT problems. Empirical comparison of computational performance is an important technique for advancing the state of the art in software (Gelder, 2011) . SAT competition (The International SAT Competitions, http://www.satcompetition.org/) which is held annually makes the comparison among SAT solvers with respect to the execution time. Through some strange evolution, time-outs became the only factor that was considered in evaluation (Gelder, 2011) . Previous work in SAT 2010 observed that this evaluation method is unreliable and lacks a way to attach statistical significance to its conclusions (Gelder, 2011 ). Gelder (2011 introduces a system called careful ranking that permits a measure of statistical significance. There is much work done on various aspects of experimental comparisons (see Berre and Simon, 2004; Brglez et al., 2005; Brglez and Osborne, 2007; Nikolić, 2010) .
The size of the research in finding a complete local search algorithm for SAT problems is very limited. Audemard and Simon (2007) introduce a local search algorithm called GUNSAT for the unsatisfiable problems. Fang and Ruml (2004) present an algorithmic framework for complete local search for the SAT problem and discuss an instantiation for the propositional SAT problem.
Hybrid algorithms
There are recent methods that combine the complete (i.e. systematic) and the incomplete search algorithms. Systematic search and local search paradigms for combinatorial problems are generally believed to have complementary strengths (Kroc et al., 2009) .
HybridGM (Balint et al., 2009 ) is an example of such algorithms. HybridGM is an incomplete hybrid SAT solver that combines local search and the Davis, Logemann and Loveland procedure. The local search solver gets supported by the Davis, Logemann and Loveland procedure to boost its performance (Balint et al., 2009) . Other hybrid solvers can be found in , Crawford (1993) , Ferris and Frohlich (2004) , Gableske (2009), Havens and Dilkina (2004) and Habet et al. (2002) . Mazure et al. (1998) use local search to help the DPLL solver selects the next variable to label (i.e., give value). Habet et al. (2002) use WALKSAT to exploit the variable equivalences and dependencies at certain nodes of the DPLL tree. Fang and Hsiao (2008) introduce a hybrid method called HBISAT (HyBrid Incremental SAT Solver) that integrates two search approaches: local and DPLL-based. HBISAT uses a local search to identify a subset of clauses and pass it to the DPLL SAT solver. It repeats this process until it passes all clauses. In addition, HBISAT feeds back the solution obtained by the DPLL solver on the subset of clauses to the local search solver to jump over any trap. HBISAT does not necessarily rely on a specific SAT solver (Fang and Hsiao, 2008) . The motivation for the HBISAT algorithm is to combine the power of local search SAT solvers for finding solutions of satisfiable formulas and the power of conflict-driven clause learning SAT solvers for proving formulas to be unsatisfiable (Letombe and Marques-Silva, 2008) . Fang and Hsiao (2008) introduce the hybrid incremental SAT solvers. The use of hybrid incremental SAT solvers, that build on existing SAT algorithms that are effective in solving different types of problems (Letombe and Marques-Silva, 2008) . The hybrid incremental SAT solver combines the power of local search SAT solvers and of conflict-driven clause learning SAT solvers (Letombe and Marques-Silva, 2008 ). Letombe and Marques-Silva (2008) improves the hybrid incremental SAT solvers by introducing a number of optimisations. Fukunaga (2004) built a genetic programming system named composite learned algorithms for SAT search (CLASS2.0) for semi-automatically designing SAT local search heuristics. CLASS2.0 was originally developed to automatically discover variable selection heuristics for SAT local search. As mentioned by Fukunaga, whereas previous applications of evolutionary computation to SAT has focused on the design of evolutionary algorithms that searched the space of candidates to the SAT problem directly, ClASS (early version of CLASS) applies evolutionary computation at the meta-level by generating heuristics which are embedded in a standard local search framework.
The specialised local search algorithms
The more generic the solvers, the lower the performance. There are specialised local search algorithms that have been created to suit particular type of the SAT problems. These algorithms incorporate the problems' structure into the solvers to improve these solvers. This structure is specific to the problem application domain. Acknowledge of the problems' structure helps in designing specific heuristics that enhance the performance of the these solvers. Eibach et al. (2008) use a complete SAT solver in cryptography to attack a reduced version of a stream cipher (Trivium) called Bivium. Cryptography ensures the confidentiality and authenticity of data or information. Stream ciphers are used in many applications like GSM, UMTS, RFID, Bluetooth and online encryption of big amount of data in general (Eibach et al., 2008) . Eibach et al. (2008) use the attack using the SAT solver that recovers the internal state of the cipher by first setting up an equation system describing the internal state. After that, they transform it into CNF and hence solve it. Mironov and Zhang (2006) explore applications of SAT solvers to cryptanalysis of hash functions. They apply SAT solvers to automation of attacks on hash functions. They transform the hash functions' code into Boolean circuits and perform CNF clausification. They experimented with several Boolean circuit implementations for the adders and multiplexors. Cebrián et al. (2008) use local search in the problem of protein structure prediction. The protein structure prediction problem is the problem of how to predict a three-dimensional structure of a protein given only its amino acid sequence. Cebrián et al. (2008) presents a local search algorithm to find the native state for the hydrophobic-polar model on the face-centred cubic lattice that is a self-avoiding walk on the centred cubic lattice with maximum number of H-H contacts.
Belov and Stachniak (2010) combine a local search solver with Boolean constraint propagation for the circuit SAT problems. Belov and Stachniak show that the use of Boolean constraint propagation enhances the performance of local search solvers for circuit-SAT.
Gableske (2009) created a hybrid SAT solver consisting of gNovelty+ and March_ks solvers, where March_ks is a complete SAT solver. He make use of several properties of gNovelty+'s search behaviour, like the careening property and the existence of t-tendentiously set variables in a hybrid SAT solver to develop partitions. These partitions where then used for the combinations of gNovelty+ and March_ks so that these solvers work together in order to find a combined solution. Goultiaeva et al. (2009) build a solver for solving circuit problems. Goultiaeva et al. describe a quantified Boolean formula (QBF) solver, named CirQit that utilises its circuit representation rather than its CNF representation. QBF is a generalisation of SAT in which the variables can be universally or existentially quantified. CirQit exploits its circuit representation to avoid the problems of CNF representation like losing structure. Goultiaeva et al. show how clause and cube learning techniques can be made to work with a circuit representation. Soos et al. (2009) adapt the problem description and a SAT Cryptographic solver for solving the Cryptographic problems. Soos et al. visualise how SAT solvers process cryptographic functions to better understand the workings of the adapted solver, introduce techniques for simplifying the solving process by modifying cipher representations, and demonstrates the feasibility of the approach by solving three stream ciphers. Aloul and Kandasamy (2007) addresses sensor deployment problems for distributed failure diagnosis in networked robotic applications where multiple unmanned aerial vehicles must agree on the fault status of another multiple unmanned aerial vehicle. They formulate sensor placement using an integer linear programming approach and use SAT-based integer linear programming solvers. KhudaBukhsh et al. (2009) introduce a generalised solver framework, dubbed SATenstein, that includes components gleaned from existing high-performance stochastic local search algorithms for SAT. They introduce SATenstein in order to automate the task of designing stochastic local search algorithms for the SAT problem. SATenstein has parameters which control the selection of components used in any specific instantiation and the behaviour of these components. SATenstein can be configured to instantiate a broad range of existing high-performance stochastic local search solvers and also billions of novel algorithms (KhudaBukhsh et al., 2009 ).
Discussion
SAT has been researched for more than three decades now, yet no truly efficient SAT solver algorithm has been found (Gableske, 2009) . It is yet unknown, whether such an efficient algorithm can exist at all (Gableske, 2009) . It is believed, that the reason for the difficulties in finding such an algorithm lies within the NP-completeness of SAT (Gableske, 2009) . Algorithms working on NP-complete problems have an exponential runtime (Gableske, 2009 ). Disadvantages of DPLL solvers are, that they lack a decent scalability and are quite complex in their design (Gableske, 2009) .
The theoretical understanding of the behaviours of both the complete and the incomplete search algorithms are not yet known and most of the research is based on empirical analysis and hence developing heuristics to enable SAT solvers to solve problems in less time. These heuristics make the SAT problems' behaviour less predictable, only tested empirically and not backed by theoretical logical theorems. This kind of heuristic development make the behaviour of the SAT solver unpredictable for any new SAT instance and even in a new size for existing SAT instance.
Despite the heuristic-based development of the SAT solvers, research progress continues in solving more and more difficult problems. The area of SAT solving has seen tremendous progress over the last years (Balint et al., 2012) . Many problems (e.g., in hardware and software verification) that seemed to be completely out of reach a decade ago can now be handled routinely (Balint et al., 2012) .
As we mentioned in Section 4 that the advantage of the complete solvers is that they can prove that a formula is satisfiable or not. Besides, we mentioned in Section 4.2 that the disadvantage of the incomplete search algorithms is that it is not able to determine whether a solution exists or not. In addition, we mention in this section that the incomplete search algorithms has no guarantee to find a solution if it exists and they can generally find solutions faster than complete search algorithms. It will be perfect if one can develop a hybrid incomplete search algorithm that is complete and thus it takes the advantage of both complete and incomplete search algorithms. Such an algorithm should be better in performance than both complete and incomplete search algorithms. Fang and Ruml (2004) developed such an algorithm, a complete local search. However, their algorithm has worst-case exponential space complexity.
The hybrid algorithms make one algorithm from either types, complete or incomplete, take benefit from another type algorithm. Attempts to combine the power of the two paradigms have had limited success, due in part to the expensive information communication overhead involved (Kroc et al., 2009) .
Early work of the SAT problems was focusing the experiments on solving the randomly generated problems while recent work starts focusing on real life problems like the industrial benchmark instances beside the randomly generated instances.
Other algorithms of SAT solving problems are taken from other fields of computer science. For instance, Ordyniak et al. (2009) use a hypergraphs-solving algorithm for solving some type of SAT problems. Ordyniak et al. studied SAT problem on class of CNF formulas with restrictions on their associated hypergraphs. This association are obtained from the CNF formulas by ignoring negations and considering clauses as hyperedges on variables.
The future directions of SAT solving algorithms are to continue the development of the existing heuristics, creating new heuristics, combining different algorithms, and importing different algorithms from other fields of computer science. Computer hardware and memory space are becoming increasingly inexpensive (Gu et al., 1996) . If one can trade hardware for improved performance, it can show a promising approach (in fact, trading memory space for speed was a basic design philosophy behind the RISC computer architecture) (Gu et al., 1996) . Efficient specialised SAT solvers can be developed for a class of SAT instances by deepingly exploring this class-specific structure. Specialised algorithms tailored to particular applications, on the other hand, do provide key insights to general SAT testing (Gu et al., 1996) .
The use of parallel algorithms to speed up an algorithm execution is a common practise for any SAT or non-SAT algorithm. The parallelism offers faster execution runtime and certain sequential parts of an algorithm may be implemented in hardware architectures in parallel form. The area of parallel-based research for SAT problems is an active area (see Hamadi and Sais, 2009; Holldobler et al., 2011) . Hamadi and Wintersteiger (2012) presented seven challenges in parallel SAT Solving. The progress in this area considered progress in SAT solving.
Conclusions
We have presented a survey about the recent different techniques used to solve the SAT problems with an emphasis on surveying the local search algorithms. We have seen that a plenty of research work is done on the use of the complete search and the incomplete local search algorithms while little work is done on the use of the evolutionary algorithms and neural network for solving the SAT problems. We encourage researching on these techniques. In addition, we have surveyed the hybrid algorithms that combine the complete and the incomplete search algorithms and the specialised local search algorithms that have been created to suit particular type of the SAT problems.
