Validity evaluation aims to analyze the quality of the clustering algorithm with different measurement criteria. A variety of assessment methods have been introduced in the application of pattern recognition and computer vision. Although it is well known that mining information of massive data is essential, most of the validity indices only provide a single partitioning scheme for clustering validation. Moreover, the conventional evaluation algorithm is susceptible to the density and dimension of the dataset, which leads to assessment failure. In this paper, a normalization-based validity index (NbVI) is proposed for validity evaluation of the adaptive K-means clustering from a multi-solution perspective. According to the concept of high-compact within clusters and high-separation among groups, NbVI attempts to find the maximum relative ratio between normalized inter-distance and normalized intra-distance. The experimental results demonstrate that the proposed NbVI method exhibits excellent performance for the clustering of the density-unbalanced dataset for multi-solution applications. Moreover, the NbVI validation shows high versatility using different clustering algorithms.
I. INTRODUCTION
The advent of emerging technologies such as the Internet of Things (IoT) and the fifth-generation mobile networks (5G) have promoted the development of science and technology and had significant impacts on humanity's lifestyle. Meanwhile, it also brings a great challenge to data mining because a large amount of data, from the wearable devices, social networks, or public infrastructure etc., requires to be processed and analyzed concurrently in the data processing center [1] , [2] . Therefore, identifying applicable information from the large dataset by category technique is particularly significant.
By definition, the group discovering is referred to as clustering or classification in the unsupervised or supervised learning field, respectively [3] . The clustering algorithm attempts to partition unlabeled data into clusters such The associate editor coordinating the review of this manuscript and approving it for publication was Jing Bi . that the data points have the property of internal compact and external separation [4] . According to different cluster definition approaches, the clustering algorithm can be categorized into four main types [5] : (1) partitional clustering; (2) hierarchical clustering; (3) density-based clustering; (4) grid-based clustering. Different clustering algorithms use distinct criteria to discover the optimal partitioning scheme of the dataset. Partitional clustering aims to decompose a big dataset into small clusters by optimizing a cost function, and its advantage is computational efficiency in comparing to other clustering algorithms. The K-means algorithm, as the most representative and wellknown clustering method, exhibits great power in partitional clustering [6] , [7] . More recent attention has focused on the improvement of K-means clustering quality by introducing various criteria. Liu et al. has proposed an improved path-based clustering algorithm by mining the centroid of data points [8] . According to Ünlü and Xanthopoulos [9] , the concept of consensus clustering is introduced to VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ estimate the optimal number of clusters. He and Yu employs stability-based evolutionary K-means to fight with the noise of the dataset, which presents a good partition scheme [10] . Although the improved K-means algorithm is characterized by high performance, both the computation complexity of the algorithm and design task of the chip circuit are substantially increased. In our research, the traditional K-means, as the hardware-friendly clustering algorithm, is selected to explore the structure of data points. However, the issue is that the K-means clustering algorithm cannot adaptively provide the number of clusters. The main effort of this study is to find an optimal number of clusters for the K-means method, which is the validity evaluation problem.
The purpose of clustering validity is to identify cluster groups using different evaluation criteria [11] . Three main validity criteria are summarized in the literature [12] : (1) internal criteria; (2) external criteria; (3) relative criteria. The external criterion evaluates the clustering quality with external information of pre-specified dataset partition. However, prior knowledge of clusters is difficult to be attained in practice. Relative criterion attempts to assess the best partition by a comparison among the different clustering algorithms. The internal criterion only uses the original information of the dataset to validate optimal clusters rather than external references [13] . Thus, the internal validation criterion is a good option in the situation that less external or prior information of the dataset is available. A large volume of research studies on the clustering algorithm and the corresponding quality assessment methods have been published. However, most of the literature is based on a single solution insight with well-distributed data points in the demonstration. Because the practical signals tend to be density-unbalanced and consist of multiple groups, developing a validity evaluation algorithm for the density-unbalanced dataset with multi-solution is of significance.
II. RELATED WORK
The ideal clustering technique with internal criteria evolves clusters that are characterized by high compactness (within each cluster) and high separation (among each group). More specifically, the cluster compactness describes that the intra-distance (between data points and corresponding centroids) within each cluster is minimized while the interdistance (between different centroids) is maximized for highseparability groups.
Many studies have been conducted on the research of internal validity index to evaluate the performance of K-means clustering, such as Davies-Bouldin (DB) index [14] , Dunn index [15] , Silhouette index (SI) [16] , PBM index [17] etc. Most of the algorithms are derived from the Calinski-Harabasz (CH) index [18] , also called Variance Ration Criterion (VRC) which is a standard evaluation algorithm of validity index by assessing the ratio between inter-distance and intra-distance of clusters. It is defined by the following equation,
where λ vrc denotes VRC validity index. G is the gravity of data points and c i is the centroid of cluster C i .
x j represents data points within clusters, and c is clustering number. n is the number of all data points. c i n i · d{c i , G} and c i k j d{x j , c i } illustrate the inter-distance and intra-distance, respectively. k is the number of data points within clusters. As shown in Eq. 1, the intra-distance is globally calculated. More specifically, the demodulator, 1 n−c c i k j d{x j , c i }, does not consider the unbalanced data distribution in each clusters, but it simply calculates intradistance by averaging the sum distance between each points and their corresponding centroids. Therefore, the validation algorithms, as mentioned above, fail to provide correct clustering results for density-unbalanced datasets. To deal with the clustering validation of a density-unbalanced dataset, many researchers have proposed the density-based validation in the literature [19] - [21] ; however, these methods are only applied for single solution application with the fuzzy clustering algorithm.
There are many applications in real life by using advanced validation algorithms such as clustering of social media data [22] - [24] , bio-information [25] , and damage detection [26] etc. However, most of the algorithms need to scale the original dataset with the normalization algorithm and then extract the major features by principal component analysis (PCA) before clustering. References [25] and [26] give more details about data preprocessing with normalization for PCA. Pan et al. attempts to normalize the wavebands of digital images before clustering, and the PBM index was employed to evaluate the clustering quality. Similarly, the issue is that the PBM index is susceptible to the densityunbalanced dataset. Normalized mutual information (NMI) is a representative of external clustering validation [27] , which is beyond the scope of this paper. Moreover, the clustering validation index based on nearest neighbors (CVNN) was proposed with normalization concept by Liu et al. [28] . The authors try to evaluate the inter-distance only based on the data points that carry the geometrical information of each cluster. Zhou and Xu has proposed a similar internal validity index on the basis of the cluster center and nearest neighbor clusters [29] . The idea is to maximize the difference between inter-distance and intra-distance by the subtraction computation between them. Meanwhile, the normalization is performed by dividing the maximum value of inter-distance or intra-distance. Wu et al. has proposed partition coefficient and exponential separation (PCAES) index to evaluate the clustering quality of fuzzy clustering by using exponential calculation for normalization [30] . By utilizing exponential normalization strategy, the score function (SF) index [31]- [33] has been demonstrated by two versions,
where γ SF describes the ratio between inter-distance and intra-distance and λ SF denotes the SF index. SF intra is the intra-distance within SF validity index. e {•} is exponential operation. n j is the number of data points within cluster C i . Although the index λ
SF enables to correctly estimate the number of clusters in the demonstration, the SF index may be saturated. More specifically, the item e e γ (1) SF tends to be infinity when the difference between inter-distance and intra-distance (γ (1) SF ) is larger enough. Thus, the SF index approaches to 1, lim
where l is a large number that drives e e γ (1) SF to infinity.
Since d{c i , G} increase faster than 1 n j k j d{x j , c i } when the coordinate of data points is scale up with a large number, the growth of γ (1) SF depends on the scale magnification. The second version of SF index removes the root square operation and clusters average operation while calculating the intra-distance, which is written as following expressions,
As shown in Eq. 7, the double exponential calculation not only increases the computational burden, but it makes chip design more complicated. Moreover, the SF still tends to be saturated because of the exponential operation.
The major problem of the above algorithms is that the validity index tends to be wrong if the inter-distance or intradistance dominates the ratio. Moreover, normalization-based approaches, as mentioned above, have failed to provide possible results for multiple solution clustering. This paper aims to find the optimal validity index by normalizing the inter-distance and intra-distance from multiple solutions perspective. Further, a maximum relative ratio between the normalized inter-distance and normalized intra-distance can be used to validate the clustering quality of the K-means algorithm. The main contributions of this paper are summarized as follows,
• Clustering validation of the density-unbalanced dataset is performed by considering intra-distance locally instead of globally.
• A normalization-based validity index (NbVI) is proposed to validate the clustering quality of K-means algorithm, which provides the maximum relative ratio between normalized inter-distance and normalized intra-distance.
• Instead of the single solution evaluation, the NbVI can precisely validate clustering results in multiple solution perspective. The rest of this paper is organized as follows. Section III presents the K-means clustering algorithm. Section IV illustrates the details of the proposed NbVI algorithm. In Section V, the experimental results and discussions are provided. Finally, the conclusions and future works are presented in Section VI.
III. K-MEANS CLUSTERING
The K-means algorithm attempts to partition dataset by minimizing the sum of distance squared errors from the centroid to each point [34] . Specifically, the K-means clustering iteratively evaluates the distance between data points and their centroids (the center of data points within clusters) until the centroid stops updating. The data points are partitioned to various groups in which the distance between data points and centroids are minimized.
Algorithm 1 K-Means Clustering Algorithm
Input : c-the number of clusters, X -dataset Output : L-label set, C updatd i -updated centroids set, X C i -dataset within clusters C i , D i -distance set between data points and centroids Parameter :
Supposed that X = {x 1 , x 2 , x 3 , · · · , x i } denotes a sequence of dataset, and the distance squared error (D seq ) is defined by following equation,
where x i and c i are the data points and centroids within clusters C i . d{x i , c i } is defined as the Manhattan distance between x i and c i ,
The details of K-means clustering algorithm are illustrated in Algorithm 1. Although the K-means algorithm efficiently imposes a partition on the dataset X , it is hard to specify the optimal number of clusters. Thus, the validity evaluation is essential to assess clustering performance of K-means.
IV. NORMALIZATION-BASED VALIDITY INDEX
For the sake of reducing computation load and simplifying chip circuit design, the global separation and local dispersion (GSLD) index, which is written by the following expression, is considered for validity index evaluation of K-means clustering.
The GSLD validity index is the ratio between the average of inter-distance among clusters and the sum of intra-distance within each group. The GSLD index increases with the growth of clusters number if both intra-distance and interdistance use average values. Both SF index and GSLD index cannot achieve optimal cluster numbers if the inter-distance or inter-distance dominates the ratio. In other words, the validity index cannot truly reflect the cluster numbers when the average of interdistance and sum of intra-distance are in the different order of magnitude. Tab. 1 summarizes the issues of traditional validity evaluation methods.
Since the objective of validity evaluation is to minimize intra-distance and maximize inter-distance, the extrema of relative variation are the interesting points. Therefore, the variance ration for both inter-distance and intra-distance in the same order of magnitude is essential to evaluate clustering performance. Motivated by SF index and GSLD index, the NbVI is proposed in this paper. The core idea of NbVI is to normalize the average of inter-distance and sum of intradistance, and searching for the maximum relative variance between them. Two versions of NbVI are proposed by following equations,
where ℵ(•) indicates normalization operation, which is defined by follows,
where function of Maximum (•) and Minimum (•) are the maximization and minimization operation, respectively. To prevent the denominator (in Eq. 11) from being zero, the minimum value of normalization is set to 1. K (K ∈ R : K > 1) is a constant to constrain the upper boundaries of normalization function which limits ℵ( Y ) to the range of [1, K ] . In this paper, K is to 10 for demonstration. The details of NbVI, including to the NbVI function and normalization function, are illustrated in Algorithm 2.
Algorithm 2 NbVI Evaluation Algorithm
In terms of normalization strategy, the validity index of VRC can also be written by following equation for result comparison,
According to the pseudo-codes in Algorithm 1 and Algorithm 2, the computation complexity of NbVI can be attained. Firstly, the complexity of K-means clustering is related to the number of clusters (c), the number of updated centroids (N c ), and the number of data points (n i ) in each cluster. As described in Algorithm 1, the complexity of K-means function can be presented by O(c * n i * N c ). Besides, it can be seen from the Algorithm 2 that the complexity of NbVI method is determined by the computation of interdistance, intra-distance, and the normalization function. For the inter-distance calculation, it has two loops: 1) calculating inter-distance in each cluster (c); 2) computing the distance between centroids and gravity, which is related to the number of clusters (c) as well. The complexity of inter-distance calculation is O(c 2 ). Similarly, it also includes two main loops in intra-distance computation: 1) intra-distance calculation for each cluster (c); 2) distance computation between each data point and the corresponding centroid, which is relevant to the number of data points in that clusters (n i ). The complexity of intra-distance calculation is determined by O(c * n i ). The complexity of normalization function can be presented by a constant value (O(δ c )). Based on the above analysis, the complexity of NbVI validation algorithm O(NbVI ) is summarized as O(c 2 ) + O(c * n i ) + O(δ c ).
V. RESULTS AND DISCUSSION
NbVI attempts to provide an optimal clustering strategy by searching for the maximum relative ratio between normalized inter-distance and normalized intra-distance. The clustering results depend on two significant parameters: intra-distance and inter-distance, which in turn may affect the validation quality. In this section, the NbVI performance is analyzed with a well-distributed and density-unbalanced dataset. The comparisons between NbVI validation performance with other algorithms are described as well.
A. EXPERIMENTAL RESULTS 1) TEST 1 AND TEST 2
Two well-distributed datasets are simulated for the validity evaluation of K-means clustering. As shown in Fig. 1(a) , four symmetry clusters are generated in test 1, and the dataset has 200 points in each of groups (cluster radius equals to 0.2).
To avoid the impact of cluster structures on experimental results, another symmetry dataset is simulated by using the combination of circle and square shape (refer to Fig. 2(a) ). Likewise, it has 200 data points in each cluster.
As aforementioned, the optimal validity indices of λ vrc , λ gsld , λ norm vrc , λ
NbVI , λ
NbVI locate at the maximum points of validation results. Fig. 1(b) and Fig. 2(b) show that all validity evaluation methods give consistent results, that is, four clusters and five clusters. Moreover, both validity indices are not dominated by inter-distance or intra-distance as shown in Fig. 3 and Fig. 4 accordingly. In test 1 and test 2, the NbVI provides same clustering results as other validation methods.
2) TEST 3 AND TEST 4
Another two datasets, with a different number of data points in each of clusters, are selected from clustering benchmark datasets to further demonstrate the effect of dataset density on the validity evaluation. In test 3 and test 4, the datasets named size5 and triangle1 are used to evaluate the NbVI performance [35] , [36] . Both datasets include 1000 2-dimensional data points with four clusters, but the number of data points in each cluster is different. Fig. 5(a) and Fig. 6(a) give the K-means clustering results in which 4 clusters for both tests are observed. In test 3, The validity indices of λ vrc , λ norm vrc , and λ
(2) SF cannot provide optimal clustering solution. The VRC prefers that the intra-distance within each cluster is close. In that case, 1/(n − c) · c i k j d{x j , c i } will be a minimum value. 9408 VOLUME 8, 2020 Therefore, the VRC tends to divide each clusters with similar dimension. Moreover, the item of e e γ (2) SF tends to be saturated in the SF2 validity index. Similarly, Fig. 7 and Fig. 8 present that the validity index is not dominated by interdistance or intra-distance either GSLD or NbVI evaluation method. In short, this experimental result indicates that the NbVI is capable of solving the validity evaluation problem for the unequal dimension dataset.
3) TEST 5
To further evaluate the NbVI performance under a densityunbalanced dataset, another two datasets with different sizes and different numbers of data points in each cluster are generated in this test. As shown in Fig. 9(a) , the number of data points in each cluster is [100, 100, 400, 400, 200, 1000], and the corresponding radius of cluster structure is [0.003, 0.06, 0.02, 0.015, 0.005, 0.06]. The cluster density is determined by the number of data points and the cluster size.
Two acceptable clustering results with K-means are attained, as shown in Fig. 9 . Four small clusters are aggregated into a group (refer to Fig. 9(a) ) while Fig. 9(b) shows that no aggregation occurs (6 separate clusters). The validation result presents that the GSLD considers 2 clusters as an optimal solution, as shown in Fig. 10 . The intra-distance of GSLD is calculated by summing all the average distance within each clusters, namely, c i 1 n j k j d{x j , c i }. However, the inter-distance is the sum of the product of data numbers and distance between centroids and gravity, which leads to the inter-distance dominates the validity index.
Two major parameters, n j and d{x j , c i }, are working for validity index evaluation. In this demonstration, the intradistance varies in a small interval, so the validity index is dominated by inter-distance, as shown in Fig. 11 . In this situation, GSLD (λ gsld ) cannot provide optimal clustering results. In addition, the SF1 (λ (1) SF ) and SF2 (λ (2) SF ) partially give correct clustering number, six clusters. The experimental result in Fig. 10 presents that both clustering results (3 and 6 groups) can be achieved with the proposed NbVI methods (λ (1) NbVI , λ
NbVI ). Because the normalization operation equally considers the work between inter-distance and intra-distance, the validity index can provide the maximum relative ratio between them. Tab. 2 gives the details of different validity indices with the density-unbalanced dataset. In brief, the NbVI method gives not only optimal clusters for the density-unbalanced dataset but also has sufficient power on the density-unbalanced dataset with sub-clusters.
4) TEST 6
To further explain the multi-solution property of NbVI when the dispersed clusters existed, the dataset used in test 5 is re-generated with number of data points in each clusters [200, 25, 100, 100, 100, 30, 200] and the corresponding radius of cluster structure is [0.003, 0.08, 0.02, 0.015, 0.06, 0.08]. Fig. 12 and Fig. 13 provide the clustering results of K-means with 3 clusters and 6 clusters, accordingly.
It can be observed from Fig. 14 that both NbVI1 and NbVI2 show optimal clustering results, although dispersed clusters exited. Similarly, the VRC cannot validate the clustering result with density-unbalanced dataset. In this demonstration, GSLD method cannot give a correct validation result because the validity indices are dominated by interdistance as well. A partial result, six clusters, are provided by SF1 and SF2. In brief, the NbVI exhibits better performance when the dispersed clusters existed in both single solution (crisp clustering) and multiple solution perspective. Tab. 3 illustrates more details of validity evaluation.
5) TEST 7
Another benchmark dataset is selected to demonstrate the NbVI performance from multiple solution perspective. The dataset consists of 6000 2-dimensional points with 15 clusters [37] . Fig. 16(a) and Fig. 16(b) show the K-means clustering results with 8 clusters and 15 clusters, respectively. The clustering results are consistent with the results studied in the literature.
As shown in Fig. 17 , the validity indices of λ vrc , λ norm vrc consider 15 groups as optimal clustering solution because the VRC algorithm tends to evenly divide dataset. Similarly, the SF methods only partially provide clustering results. In this experiment, SF2 prefers to 8 clusters, while SF1 has a small peak at 8 clustering results because the exponential operation enlarges the validity index value at the point of 15 groups. Although the NbVI and GSLD methods give similar clustering results (8 and 15 groups), the NbVI converges more faster. Fig. 18 shows the intra-distance and interdistance of test 7. It indicates that neither intra-distance nor inter-distance does not dominate the validity index in this experiment. Tab. 4 gives the details of experimental results.
6) TEST 8
A more complex dataset is simulated to demonstrate the NbVI performance from multi-solution perceptive. Thirtyfour circle shape clusters are generated with different numbers of data points and cluster sizes in each group. Fig. 19,  Fig. 20, Fig. 21 and Fig. 22 give the K-means clustering results for 3 clusters, 5 clusters, 6 clusters, and 34 clusters, respectively. However, the K-means attempts to break two reasonable groups into three clusters, as shown in Fig. 21 where the clustering strategy is reasonable, but not optimal. Searching for multiple optimal solutions based on K-means clustering is the object of this study. The accuracy of the NbVI is under the premise that the K-means clustering results are correct or optimal. As shown in Fig. 23 , the λ vrc , λ norm vrc , cannot provides a reasonable results whether partial solution (one solution or two solutions) or multiple solutions because of using densityunbalanced dataset. Moreover, the λ gsld , λ SF only can provide partial solutions. It can be seen from Fig. 24 that the validate index is dominated by inter-distance; therefore, λ gsld only partially presents the clustering result. Concerning the proposed NbVI method, all three optimal solutions (3, 5, and 34 clusters) are achieved, although the interdistance dominates the validity index. In this experiment, the NbVI method shows powerful validation performance for the density-unbalanced dataset with multiple clustering solutions. Tab. 5 presents the details of clustering results with the density-unbalanced dataset.
B. DISCUSSION OF EXPERIMENTAL RESULTS
The remainder of this section will discuss the results of the NbVI validation from three perspectives: performance analysis, time overhead and versatility of NbVI validation.
1) PERFORMANCE ANALYSIS OF NbVI METHOD
According to the above experimental results in Fig. 1(b summary of validity evaluation in eight tests with seven validation methods. It shows that both NbVI methods achieve optimal clustering results in all tests. As shown in one VOLUME 8, 2020 give wrong clustering results because the VRC index does not consider the impact of the density-unbalanced dataset on validation results. Because the maximum ratio rate is not dominated by intra-distance and inter-distance, the GSLD shows correct results in test 3, test 4 (refer to Fig. 7 and Fig. 8 ). However, the GSLD gives an acceptable result in test 5 and test 6 due to the domination impact of intra-distance 9414 VOLUME 8, 2020 on validity index. For two solutions aspect, only the λ gsld , λ
SF have correct results on well-distributed datasets. Moreover, all the comparison algorithms cannot provide correct clustering results with three solution conditions. In short, the proposed NbVI algorithm has an excellent performance to validate the clustering results of the density-unbalanced dataset under the control of intra-distance or inter-distance.
2) TIME OVERHEAD OF NbVI VALIDDATIONN Fig. 25 -Fig. 32 show the runtime of validation algorithms t(λ vrc ), t(λ gsld ), t(λ norm vrc ), t(λ Fig. 33 shows the runtime comparison among different validation algorithms based on data in Tab. 7. In addition, the average time of different validation algorithms for different tests are presented in Tab. 7. It shows that the average runtime of the proposed NbVI1 and NbVI2 are 0.4373 ms and 0.4429 ms, respectively. The t(λ norm vrc ) is the most timeconsuming (0.4636 ms) while t(λ gsld ) takes the least time. However, the difference of time consumption is only 10 −5 s orders of magnitude. It indicates that the NbVI method takes a similar amount of time, but exhibits high clustering precision.
3) VERSATILITY OF NbVI VALIDATION
In this section, the versatility of the proposed algorithm is discussed by selecting another three different clustering algorithms: (1) spectral clustering [38] ; (2) agglomerative clustering [39] , [40] ; and (3) mini-batch K-means clustering [41] . The spectral clustering attempts to identify the node information of the graph dataset by using the eigenvectors of an affinity matrix that is constructed by using a radial basis function in this demonstration. The agglomerative clustering is a typical hierarchical clustering technique grouping each element leaf with the method of near neighbor search. Mini-batch K-means clustering works similar to the K-means clustering except using a subset of the dataset for clustering, which reduces the computation but increases the difficulty of centroid convergence. As discussed in the previous section, the validation accuracy of NbVI is dependent on the K-means clustering results. Therefore, the quality of NbVI validation is completely related to the performance of the clustering results. The λ (1) NbVI (see Eq. 11) is utilized to find the optimal clustering numbers due to the similar performance between λ (1) NbVI and λ (2) NbVI . In the experiment, the performance comparison of spectral, agglomerative, and mini-batch K-means clustering algorithms is achieved using the benchmark datasets in test 3 and test 7. The ''SpectralClustering'', ''AgglomerativeClustering'' and ''MiniBatchKMeans'' functions in sklearn.cluster module are used for dataset clustering, and the validation is performed utilizing the NbVI method. in each of the clustering algorithms. In addition, the NbVI validation result of different clustering algorithms, as shown in Fig. 35 , presents two optimal clustering results (8 and 15 clusters) using the dataset in test 7. The experimental results indicate that NbVI is not only suitable for the validation of partitional clustering (K-means or mini-batch K-means) but also has an excellent verification performance in hierarchical (agglomerative) and spectral clustering, which shows high versatility.
VI. CONCLUSIONS AND FUTURE WORKS
In this paper, the NbVI method is developed for the quality assessment of K-means clustering. The core idea of NbVI is to explore the optimal maximum relative ratio between inter-distance and intra-distance. The normalization-based technique not only improves the domination of validity index by intra-distance or inter-distance but also enables to provide optimal multi-solution for validity evaluation of K-means clustering. The experimental results indicate that the proposed NbVI methods perform better in comparison to conventional validity indices in both partial and multiple solution perspective.
In the future, the proposed NbVI algorithm will be conducted on image clustering for pedestrian detection or recognition. Future studies will be devoted to the multidimensional features clustering with NbVI method instead of two-dimensional data points. Moreover, the non-volatile circuit design of NbVI algorithm with low-power consumption devices such as magnetic tunnel junction is the object of future research as well.
