ABSTRACT An extension to the 5G New Radio polar coding chain is proposed by introducing a shaping encoder prior to the polar encoder that improves the performance with higher order modulation via probabilistic shaping. The method is based on attaching shaping bits to the data bits that force the resulting channel input symbols (after rate matching, scrambling, and symbol mapping) to have a desired non-uniform distribution, such that a shaping gain is obtained. The shaping encoder is realized by using a polar decoder so that no additional hardware is required. The extension does not change the structure of the existing blocks in the transmission chain but only modifies the input parameters. The required changes at the receiver are also very small and can be realized by simple operations without increasing the required computational power. The simulation results validate the performance improvements on the additive white Gaussian noise channels, which can be more than 1 dB for typical scenarios.
I. INTRODUCTION
Polar codes [1] are error correction schemes that can provably achieve capacity of binary input discrete memoryless channels with low complexity successive cancellation (SC) decoding. Moreover, their finite length performance with cyclic redundancy check (CRC) aided SC-List (SCL) decoding [2] shows competitive performance compared to other modern channel codes (such as LDPC and turbo codes), which made them also attractive for practical applications. Recently, the first release of the fifth generation (5G) new radio (NR) standard has been completed by 3GPP, and polar codes were selected as the channel coding scheme for control data. Similar to legacy systems, 5G NR uses bit-interleaved coded modulation (BICM) with uniformly distributed quadrature amplitude modulation (QAM) symbols, which leads to a shaping loss and prevents the performance from approaching the Shannon limit for higher order modulation. In this work, we propose a practical modification to 5G NR polar codes such that the shaping loss is reduced and the performance with higher order modulation is improved.
Polar coded modulation is introduced in [3] and an efficient code design is considered in [4] . In these solutions,
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multi-level coding is preferred over BICM due to the loss introduced by the independent demapping of each bit-level for BICM. Moreover, these works did not consider signal shaping. In [5] , a probabilistic shaping (PS) approach for polar codes based on [6] is studied, where a precoder is used for systematic encoding, and signal shaping is performed using a (non-binary) distribution matcher. This scheme requires multi-stage demapping and decoding, and it is based on codeword lengths that are an integer power of 2, i.e., rate-matching (e.g., puncturing or shortening) is not considered. Moreover, it is not possible to implement such a scheme, if a binary scrambler is used prior to symbol mapping (as in 5G NR), which can corrupt the desired symbol probability distribution. Another PS approach was presented in [7] by extending the ideas from [8] and [9] to higher order modulations. A precoder is used prior to polar encoding, which forces the codewords to have a desired probability distribution. The same method is applied to 5G NR polar codes in [10] , but similar to [7] , rate matching is not considered and the interleavers in the 5G NR chain need to be modified. Moreover, due to the special structure of this method, it is not straightforward to support 64-QAM modulation.
In this work, we extend the ideas of [7] and integrate probabilistic shaping into 5G NR polar codes in a way, such that it supports rate-matching (e.g. puncturing and shortening), and allows using any QAM modulation schemes of 5G NR (including 64-QAM). Moreover, the proposed scheme works with any binary scrambling operation prior to the symbol mapper, such that the desired QAM symbol distribution is obtained. Our proposal is related to the transmitter and allows to reuse existing hardware for signal shaping. We introduce a polar shaping encoder in the transmitter chain without altering the other elements in the chain. Moreover, the modifications at the receiver are small and can be realized by simple operations. This makes the proposed approach especially suitable for downlink communication, where the receivers of a user equipment (UE) have limited computational power.
A. ORGANIZATION AND ANNOTATIONS
The paper is organized as follows. We first introduce the system model and review the achievable rates in Sec. II. In Sec. III, we discuss how signal shaping can be combined with binary coded modulation schemes. In Sec. IV, we describe the polar coding steps of 5G NR, and our proposed modifications are presented in Sec. V. We validate our proposal with simulations in Sec. VI, and conclusions and discussions are given in Sec. VII.
In this work, a is a vector, A is a random variable representing the elements in a, and P A denotes their probability mass function. D denotes a sequence of indices, and a [D] is a vector that is built from the elements of a at the indices given by D. [a b] is the concatenation of two vectors a and b. We follow the notation in [11] for variable names when possible.
II. SYSTEM MODEL
We consider a coded modulation scheme, where the binary message a (of length A) is encoded to a codeword b (of length B), which is then mapped to channel input symbols x using a symbol mapper. The encoder may contain the steps such as channel encoding, interleaving, scrambling, etc., that may be required prior to the generation of the channel input symbols. The symbol mapper maps M successive bits to a single complex valued 2 M -QAM symbol (with M bitlevels), where the real and imaginary parts are selected from the set {±1, ±3, ..., ±(2 M /2 −1)} according to the Gray labeling. We define B j as the sequence containing the indices of the jth bit-level of the 2 M -QAM symbols, i.e.,
for j ∈ {1, · · · , M }. The QAM symbols are transmitted over an additive white Gaussian noise (AWGN) channel and the receiver observes
where w contains complex Gaussian noise samples. The signal-to-noise ratio (SNR) is γ = E(|X| 2 )/E(|W| 2 ), where E(·) denotes expectation. We assume a parallel symbol demapper at the receiver, which determines the log-likelihood ratios (L-values) for decoding without taking the dependencies of different bit-levels into account, as usually employed with Gray labeled BICM [12] .
A. ACHIEVABLE RATES
For QAM transmission, the rates
are achievable, where I(·; ·) denotes mutual information.
If binary codes are used to obtain X , the dependencies between different QAM bit-levels need to be taken into account during decoding to achieve R QAM . Note that this rate depends on the probability distribution P X (x), and the maximum achievable rate (i.e. the QAM constrained capacity) can only be obtained if the symbol distribution is optimized for the channel. For AWGN channels with discrete alphabets, a Maxwell-Boltzmann (MB) distribution is nearly optimal [13] . However, many practical systems use uniformly distributed symbols, which lead to a shaping loss of up to 1.53dB. For BICM, one usually considers parallel demapping, i.e. the dependencies between the QAM bit-levels are not considered. Accordingly, the rates
are achievable for BICM [14, Sec. III] , where B [B j ] represents the bits at the jth QAM bit-level. Similarly, a uniform distribution of the bits at each bit-level results in a sub-optimal rate on AWGN channels, and R BICM can be maximized by optimizing the probability distributions of bits at each QAM bit-level.
III. SIGNAL SHAPING FOR BINARY CODED MODULATION SCHEMES
In general, binary channel encoders generate sequences with uniformly distributed bits, leading to uniformly distributed QAM symbols and thus to a shaping loss. One option to combat this loss is to explicitly use a shaping encoder, i.e., an additional (reversible) processing block in the transmitter chain. Shaping encoders force the channel input symbols to have the target probability distribution by introducing additional redundancy. By a proper design, the gain obtained by signal shaping is higher than the loss due to the additional redundancy. Note that signal shaping is beneficial especially for higher order modulation (i.e., M > 2) with non-binary symbol alphabets. Therefore, non-binary shaping encoders are required in general to obtain the optimal probability distribution. A significant shaping gain can still be obtained if the optimal distribution is only roughly approximated. For example, the symbol distribution P X (x) can be approximated by a product of M binary distributions corresponding to each QAM bitlevel (or M /2 distributions by combining the same bit-levels of the real and imaginary parts). Such a scheme can be realized by using an independent binary shaping encoder for each QAM bit-level [15] . This leads to a simple and parallelizable architecture which has implementation benefits compared to non-binary shaping encoders without significantly reducing the shaping gain.
A further simplification can be introduced by shaping only one bit-level per dimension (for real and imaginary part of the QAM symbols), such that those bit-levels contain ones with probability p = 0.5, resulting in a coarse approximation of the optimal distribution. This single bit-level shaping approach leads to a transmission scheme, where symbols with high energy are transmitted less frequently compared to symbols with low energy. For example, considering the QAM symbol mapper in 5G NR [16] the 3rd and 4th bit-levels distinguish between high and low energy symbols for modulation schemes with M > 2. Accordingly, if the probability of ones in b [B s ] is p < 0.5 with
then the resulting P X (x) is a coarse approximation of the MB distribution, as depicted in Fig. 2 for 64-QAM with p = 0.25. In this case, we can describe P X (x) as
The optimal value p * γ that maximizes (4) for a given SNR can be obtained numerically. Fig. 1 plots R BICM for 64-QAM with p = 0.5 (uniform distribution) and with p * γ . As a reference, the figure also includes the channel capacity and FIGURE 2. Resulting probability distribution of 64-QAM symbols, when mapped from binary sequences which contain ones with probability p = 0.25 at the 3rd and 4th bit levels.
the QAM constrained capacity. We observe that employing the distribution in (6) with p * γ already significantly improves the achievable rates compared to uniform distribution and closes most of the gap to the theoretical limits. In the next sections, we show how this gain can be obtained in practice using simple modifications of 5G NR polar codes.
IV. 5G NR POLAR CODING
Below we summarize how a message vector a (of length A) is encoded to the binary codeword b (of length B) and mapped to 2 M -QAM symbols in 5G NR. The required parameters for each step are defined in [11] , where some of the parameters (such as activation flags for interleavers or CRC lengths) have fixed values based on the transmit direction (i.e., uplink or downlink). The rest of the internal parameters can be derived from A and B for uplink and downlink. For the sake of simplicity, we consider a single transport block without code block segmentation, and describe the procedure in four steps, as depicted in Fig. 3 .
A. PREPROCESSING
In this step, L bits of CRC (denoted as p) are appended to the payload vector a, resulting in the vector
of length K = A + L. For the downlink, L = 24 CRC bits are used, whereas for the uplink we have L = 6 if A < 20 and L = 11, otherwise. The vector c is then interleaved to produce
according to [11, Table 5 .3.1.1-1]. This polar interleaver ensures that each CRC bit is placed after its relevant message bit, such that the decoder can perform early termination if an error is detected during decoding. Note that P is only activated for the downlink, and for the uplink c equals c.
B. POLAR ENCODING
In this step, first a length-N vector u is generated, which is the input to the polar transform. Here, N is the mother codeword length that is a function of K = A + L and B. Moreover, N is an integer power of 2 larger than 32. For the uplink, N can be up to 1024, whereas for the downlink the maximum value of N is limited to 512. u contains c at the indices Q I , and zeros at the indices Q F , i.e.,
where Q I and Q F contain polar sub-channel indices that are used for transmission of data (message and CRC) bits and frozen bits, respectively. Q I and Q F are obtained from the polar sequence defined in [11, The detailed procedure for obtaining these sequences are described in [11, Sec. 5.3.1.2], which basically depends on the choice of A and B. Note that for uplink transmission with K < 26, Q I may contain three additional indices for transmitting parity check (PC) bits that are generated from the data bits with a cyclic shift register. PC bits are not used for K ≥ 26 or for the downlink.
After constructing u, a polar transform is performed to obtain the mother codeword
where G is the (log 2 N )-th Kronecker power of G 2 = 1 0 1 1 .
C. RATE MATCHING
This step consists of three parts. First, a sub-block interleaver reorders the vector d to the vector
by dividing d into 32 sub-blocks and interleaving the subblocks according to [11, 
with
which outputs a vector of length B. For B > N repetition is performed. Otherwise, depending on K /B, either the first N − B bits are punctured, or the last N − B bits are shortened.
Note that the values of the punctured bits are unknown to the receiver, i.e., zeros are used as corresponding L-values.
On the other hand, the shortened bits are always zero, which is known to the receiver. Finally, e is interleaved to
with a code-bit interleaver. CB is a length-B triangular interleaver defined in [11, Sec. 5.4.1.3], which is mainly considered to improve the performance for higher order modulation schemes. Note that CB is activated only for the uplink, and f equals e for the downlink. The rate matching step may be summarized as
where D is a sequence that can be constructed from SB , CB and E.
D. MODULATION
In this step, f is scrambled with a user specific binary scrambling vector v (of length B) by an element-wise modulo-2 sum.
Then, a QAM symbol mapper is used to map b to channel input symbols
according to 2 M Gray labeling, described in [16, Sec. 5.1]. For the downlink, M = 2 is used, but for the uplink higher order modulation is also supported if the physical uplink shared channel (PUSCH) is used. 
V. SIGNAL SHAPING FOR 5G NR POLAR CODES
In this section, we propose an extension to the 5G NR polar transmission chain, such that it supports single bit-level shaping. For this aim, we introduce a shaping encoder between the preprocessing and polar encoding blocks, as depicted in Fig. 3 . The shaping encoder appends additional shaping bits s (of length S) to the vector c , such that the polar encoding is performed on
and the following blocks basically operate as if the input length is not K , but K + S, i.e., the shaping bits are treated as data bits that are transmitted in reliable polar sub-channels. For S = 0, the scheme is equivalent to the conventional 5G NR polar coding chain. The shaping bits are generated from c and they do not carry new information, but they make b [B s ] (with B s defined in (5)) contain ones with probability p, resulting in the symbol distribution P X (x) given in (6).
Obtaining polar codewords with a non-uniform distribution of bits (by transmitting shaping bits at reliable subchannels) was initially discussed in [8] and [9] . This idea is further extended in [7] and [10] to higher order modulation, exploiting the fact that each polar codeword can be seen as a combination of two polar codewords that are further polarized. Moreover, it is shown how the shaping bits can be obtained by using a polar decoder as a precoder. However, the approach in [7] and [10] assumes that the codeword length is an integer power of two, i.e., it does not support rate-matching operations and 2 M -QAM modulations where M is not an integer power of two (such as 64-QAM). Moreover, [10] requires the interleavers in the transmission chain to be modified.
In the following, we describe a polar shaping encoder that overcomes these problems and has the flexibility to support all codeword lengths and modulation orders included in 5G NR without changing the existing processing blocks.
A. POLAR SHAPING ENCODER
Let us define the sequence D s such that
i.e., D s includes the bit indices of the polar mother codeword that will be mapped to the 3rd and 4th QAM bit-level after rate matching and scrambling. Similarly, let us define D d as the sequence containing the indices of the mother codeword that are mapped to the remaining bit-levels. The task of the precoder is to generate and attach shaping bits s (of length S) to c (of length K ), such that
contains ones with probability p, resulting in P X (x) in (6) . Concretely, we use the following steps to generate s.
• Determine the sequences Q I and Q F (including Q F r , Q F s and Q F p ) according to [11] for a data length K + S, i.e., Q I contains K + S indices, and Q F contains N − K − S indices.
• Define the first K and the last S elements of Q I as Q I d and Q I s , respectively.
• Use a polar decoder, where (defined below) is used as the noisy observation vector containing the L-values, and c and 0 are treated as frozen bits at the indices Q I d and Q F , respectively. The decoder output s corresponds to the bits of the sub-channels with indices Q I s .
• Concatenate c and s to obtain c . Here, is a length-N vector with the following elements:
The decoder basically looks for a vector s that leads to a codeword d with the following properties:
• Shortened bits at Q F s are always zero (corresponding to an L-value of +∞).
• Bits that correspond to non-shaped bit-levels or punctured bits are one or zero with equal probability (corresponding to an L-value of 0).
• Bits at the indices D s are 1 with probability p, if the corresponding bit in the scrambling vector is 0, and 1−p otherwise. Accordingly, if c = [c s] is used as the input for the polar encoder, then the resulting vector b after rate matching and scrambling should ideally contain ones with probability p at the indices B s , and the QAM symbols are distributed according to (6) . This procedure can be seen as an extension of the method presented in [7] , such that it supports rate-matching, code-bit interleaving and binary scrambling. Note that hardware efficient implementations of an L-value based polar decoder usually make use of the so-called minsum approximation, which simplifies the check-node operations during decoding [17] . This approximation makes the decoder output independent of the scaling of . Assuming p < 0.5, [D s ] can be therefore further simplified to
such that the shaping encoder does not need to know the value of p. The polar shaping encoder is a systematic encoder that generates and appends the shaping bits at the end of its input. As Q I is in ascending order of reliability, the shaping bits are transmitted in the most reliable sub-channels, similar to [10] , which correspond to sub-channels with (mostly) large indices. Due to the structure of the polar transform and the successive nature of the decoding process, this allows the shaping bits to be chosen depending on the data and frozen bits, which are transmitted in sub-channels with smaller indices.
B. RELATION BETWEEN THE NUMBER OF SHAPING BITS AND THE OUTPUT PROBABILITY
The probability of ones p in d [D s ] is directly related to the amount of shaping bits S that are used by the polar shaping encoder. Obviously, for S = 0 no shaping is performed and p = 0.5. The probability p diverges from 0.5 with increasing S.
If the whole codeword is shaped, the relation between S and p can be expressed asymptotically for large N as S/N = 1 − h 2 (p) [7] , where h 2 (·) denotes the binary entropy function. As the scheme proposed here only performs shaping on a single bit-level per real dimension, we can expect a similar relation if we replace N with 2B/M , i.e., with the total number of bits in the third and fourth bit-levels. However, as this relation is valid asymptotically, it does not necessarily represent the finite length performance accurately. Therefore, we evaluated the resulting p for S ∈ {8, 16, · · · , 2B/M } and for different choices of B and M by using Monte-Carlo simulations. We randomly generated data bits and appended S shaping bits as described above. Then we obtained the corresponding codewords and calculated the average p. As a polar shaping encoder, we used an SCL decoder with list size 8 that employs the min-sum approximation. Results are plotted in Fig. 4 , where each dot corresponds to another combination of S, B and M . We observe a similar trend for the relation between p and S normalized by 2 B/M . Note that this (finite length) relation can be well approximated with an analytical function, e.g. with a polynomial, as also depicted in Fig. 4 .
C. MODIFICATIONS AT THE RECEIVER
The receiver requires only two small modifications. Firstly, P X (x) needs to be considered in the demapping of the QAM symbols. This can be done easily by first obtaining the L-values corresponding to b as usual with an independent symbol demapper, and then adding a constant value of log ((1 − p)/p) to each element at the indices B s . This allows the decoder to utilize the a-priori information about the symbol distribution.
Secondly, after descrambling and rate dematching, polar decoding should be performed assuming that there are K + S bits to recover (instead of K ). Afterwards, the shaping bits can be discarded before performing deinterleaving and CRC-check. The decoder can also perform an early termination after the first K bits are extracted. We remark that both modifications at the receiver are simple and only lead to a negligible increase of the receiver complexity. Note that other probabilistic shaping methods may require additional shaping decoders (such as distribution dematchers) that need additional hardware at the receiver.
VI. NUMERICAL EVALUATION
The performance of the proposed scheme for AWGN channels was evaluated via Monte-Carlo simulations. We considered A message bits and L = 24 CRC bits (with polynomial g crc24c from [11] ) without polar interleaving prior channel encoding. We appended S shaping bits that are generated by using an SCL decoder (employing min-sum approximation) with list size 8. Rate matching was employed such that codewords of length B are obtained, which are mapped to 2 M -QAM symbols (M ∈ {4, 6, 8}) after code-bit interleaving. We allowed N to be up to 1024, and chose the parameters according to [11] , assuming the input of the polar encoding step is A + L + S bits. For each choice of A, B and M , we performed simulations with different number of shaping bits to obtain the optimal value of S that gives the best block error rate (BLER) performance, if an SCL decoder (employing min-sum approximation) with list size 8 is used at the receiver. As a reference, we also evaluated the performance without shaping (S = 0), and estimate the shaping gain γ , which reflects the SNR gain in dB at a target BLER of 10 −3 .
We first evaluate the performance with different modulation orders and code rates for a fixed B. Fig. 5 shows the BLER performance for the parameters given in Table 1 with B = 768. We observe gains between 0.35dB and 1.1dB compared to the conventional scheme without shaping.
Similarly, we also performed simulations for a fixed total amount of QAM symbols B/M = 120 (with parameters given in Table 2 ). Fig. 6 plots the performance in terms of the required SNR to achieve a target BLER of 10 −3 with and without shaping for different modulation orders. As a reference, the figure also depicts the finite length normal approximation according to [18] for the given target BLER and the number of symbols. The proposed scheme again shows significant gains compared to the conventional 5G NR polar coding scheme.
VII. DISCUSSIONS AND CONCLUSION
In this work we proposed a modification to the 5G NR polar code transmission chain by introducing a shaping encoder. This allows the generated QAM symbols to have a nonuniform distribution for reducing the shaping loss. The proposed scheme is attractive from several perspectives:
• Except for the introduction of the shaping encoder, the transmitter chain remains almost unchanged. It can operate as described in the standard, only with different input parameters, i.e., the polar encoder and rate matcher process A + L + S data bits (instead of A + L) to obtain B bits that are mapped to QAM symbols. Note that the overall transmission rate is not influenced by this operation, as it remains R = A/(B/M ) for both cases.
• The polar shaping encoder can be realized by using a polar decoder, which is already included in the transceiver chain of bidirectional communication systems. Hence, no additional hardware is required.
• The whole modification at the transmitter can be described by a single parameter S, which simplifies signaling: only S needs to be signaled in order to revert the operation at the receiver (p can be obtained from S e.g. by look-up tables). Moreover, for S = 0 the scheme simplifies to the existing 5G NR transmission chain.
• Only minor modifications are required at the receiver and the additional complexity is negligible. This makes the scheme especially suitable for downlink transmission.
• In contrast to other probabilistic shaping methods, the proposed scheme considers binary scrambling prior to the symbol mapper (as it is done in 5G NR). Moreover, it supports all codeword lengths and 2 M -QAM modulation schemes specified in 5G NR, which was not the case in [10] . Recall that there is an optimal number of shaping bits S for each choice of message length A, codeword length B and modulation order M . The optimal S can be obtained by numerical simulations and stored in a look-up table. However, we observed in our simulations (not included in this work) a certain correlation between S and A/B, i.e., it may be possible to derive an analytical function for the calculation of S from A and B, similar to other parameters in the chain. This would further simplify signaling, as one bit (i.e., shaping on/off) would be sufficient.
Note that while the probability p is not necessarily required at the transmitter side, it is needed at the receiver before decoding. The relation between S and p depends on B and M , but also on the precoder parameters such as list size. This relation may also be stored in a look-up table, or an analytical function (like the polynomial approximation depicted in Fig. 4) can be derived to avoid look-up tables.
We would like to point out that in the first release of 5G NR, polar coding is only specified for transmitting control information, where higher order modulation is used only in PUSCH. However, the presented scheme demonstrates significant improvements for higher order modulation, which makes it promising for the next releases of 5G NR, where ultra reliable low latency communications (URLLC) and machine type communications (MTC) will be supported. 
