Abstract. Algorithms are presented that enable the element matrices for the standard finite element space, consisting of continuous piecewise polynomials of degree n on simplicial elements in R d , to be computed in optimal complexity O(n 2d ). The algorithms (i) take account of numerical quadrature; (ii) are applicable to non-linear problems; and, (iii) do not rely on pre-computed arrays containing values of one-dimensional basis functions at quadrature points (although these can be used if desired). The elements are based on Bernstein polynomials and are the first to achieve optimal complexity for the standard finite element spaces on simplicial elements.
Introduction
The classical finite element method, based on low order piecewise polynomial approximation using Lagrange shape functions in conjunction with mesh refinement, offers geometric flexibility but suffers from relatively poor resolution. The spectral method, on the other hand, achieves high resolution by employing a fixed mesh (often a single element) in conjunction with very high degree polynomial approximation, but suffers from a lack of geometric flexibility compared with the finite element method. The spectral/hp-version finite element method aims to combine the advantages of each approach by using high degree piecewise polynomials in a finite element setting [15, 22, 24] . Whilst the theory of the spectral/hp-version finite element method is quite well-established, the algorithmic details and practical implementation are not yet at the stage whereby the method can achieve its full potential [25] .
One of the major bottlenecks of the method lies in the element level computations for the evaluation of the local stiffness matrices. The element stiffness matrices for degree n approximation in d dimensions contain n+d n 2 entries which means that (even if each entry could be computed in O(1) operations) the overall cost of computing the element matrix is at least O(n 2d ). Of course, the cost of computing an individual entry is not just O(1) and numerical quadrature is often needed to approximate the entries. Any quadrature rule must use at least O(n d ) quadrature points, meaning that a naive implementation would result in a cost of O(n d ) per entry, and a prohibitively high overall cost of O(n 3d ) for the assembly of the element matrix.
The use of high order polynomials is typical of the spectral element method [5] , where one routinely sees computations using polynomials of degree n in the order of 100s. The sum factorisation method goes back to Orszag [19] and is generally considered to be the main reason why high order spectral methods can be efficiently implemented [10, 15, 25] .
The key property needed to utilise the sum factorisation method is a tensorial construction for the basis functions. For quadrilateral and hexahedral finite elements, the basis functions naturally have a tensor product structure and efficient procedures have been developed to take advantage of this fact [18] . However, simplicial elements do not have a tensor product structure and the natural bases for the corresponding finite element spaces are non-tensorial. Typically, for simplicial elements Lagrange bases are used in the case of very low order approximation, whilst hierarchic bases [1, 2, 6, 24] are used for higher orders of approximation. Although both choices are natural, neither has the key tensor product structure needed to exploit the sum factorisation technique.
Tensorial constructions for basis functions on triangular and tetrahedral elements are available [3, 8, 15, 26] . Of course, the effect of the non-tensorial nature of the underlying domain persists and manifests itself in a lack of symmetry in the basis functions (through the need to identify a preferred vertex in the case of triangular elements) and in the corresponding degrees of freedom. By employing the sum factorisation method in conjunction with such a tensorial element level basis, Karniadakis and Sherwin [15] obtain an algorithm for the assembly of the element matrix which achieves near optimal complexity O(n 2d+1 ). The desire to achieve optimal complexity prompted Eibner and Melenk [10] to make use of a larger local polynomial space than the standard space P n d . The rather novel idea behind this approach is to use the additional variables to control the locations of the zeros of the basis functions. By arranging for the zeros to be located at nodes of the quadrature rule and again taking advantage of sum factorisation and a tensorial basis, the overall complexity is improved to the optimal count O(n 2d ). Unfortunately, this comes at the price of using a non-standard approximation space with larger numbers of degrees of freedom than the standard space (without a corresponding improvement in the rate of convergence).
The foregoing developments represent important advances in tackling the problem of realising efficient and practical high order finite elements on simplicial elements in optimal complexity. Nevertheless, the problem essentially remains unsolved and the following questions remain:
• can the optimal complexity of O(n 2d ) operations be achieved for the standard space P n d ? and, if so,
• is this possible using a basis corresponding to a natural (e.g. symmetric) choice of degrees of freedom? The purpose of the present work is to address these questions. The need to develop tensorial bases (in order to utilise sum factorisation) seems at odds with the nontensorial nature of the underlying element geometry, and it is perhaps therefore rather surprising that the answer to both questions is positive.
The key idea is the use of Bernstein polynomials to construct a basis for the standard H 1 -conforming finite element space consisting of continuous piecewise polynomials as described in Section 2. Although Bernstein-Bézier representations have a number of properties which make their use commonplace in computationally demanding applications such as CAGD and visualisation [11, 13, 14, 17] , their use in finite element approximation has attracted virtually no attention [21] amongst the finite element community. Recently, the use of Bernstein-Bézier bases for high order finite element computation has been investigated by Kirby [16] in the case of piecewise constant data.
At first glance, the Bernstein-Bézier basis is reminiscent of the Lagrange basis on equally spaced nodes over the simplex. However, there is an essential difference in that the degrees of freedom for the Bernstein-Bézier finite element are not values at these nodes (which is the case for Lagrange bases). Nonetheless, at least for conceptual purposes, one can regard the nodes as degrees of freedom. Viewed from this perspective, the Bernstein-Bézier elements are completely symmetrical and just as natural as the Lagrange elements typically found in finite element textbooks.
Of course, the critical factor is the complexity required to assemble the element matrices for the Bernstein-Bézier finite element and it is here that a remarkable property of the Bernstein polynomials comes into play. Although not based on a tensorial construction, the Bernstein-Bézier basis is rather unique in the respect that it possesses the key properties needed for the sum factorisation algorithm to be brought into play. This is exploited in Section 3 for the development of highly efficient algorithms for the computation of the Bernstein-Bézier moments of the coefficients in the underlying partial differential equation. The fact that the Bernstein polynomials are amenable to the sum factorisation approach is vital, but by itself is not sufficient to develop optimal element level algorithms. The remaining ingredient is another property whereby the product of two Bernstein polynomials is a (scaled) Bernstein polynomial. This property is exploited in Section 4 to develop algorithms for the assembly of the element matrices in O(n 2d ) operations. The algorithms developed in Sections 3 and 4 are the first that enable the element matrices for the standard finite element space (continuous piecewise polynomials of degree n on simplicial elements in R d ) to be assembled in optimal complexity O(n 2d ). In addition, our algorithms: (i) take account of numerical quadrature; (ii) are applicable to non-linear problems; and, (iii) do not rely on pre-computed arrays containing values of one-dimensional basis functions at quadrature points (although these can be used if desired). CPU timings are presented for each of the algorithms showing the predicted growth rates with increasing polynomial degree. Of course, the development of algorithms with optimal order complexity for the computation of the element matrices and load vectors are just one component of the finite element analysis, and in a practical implementation one must also take into account issues such as memory transfer and addressing.
Standard multi-index notations will be used throughout. In particular, for
we define
where I n d is the indexing set
The barycentric coordinates of a point x ∈ R d with respect to the simplex T are given by the unique (d + 1)-tuple λ = (λ 1 , . . . , λ d+1 ) satisfying
For future reference, it is worth noting that
where n k is the unit outward normal on the face γ k of the simplex T that does not have x k as a vertex, and |T | and |γ k | denote the d-and (d − 1)-dimensional measures of the element and the face respectively. The Bernstein polynomials of degree n ∈ Z + associated with T , defined by
possess a number of remarkable properties [17] , such as the de Casteljau algorithm for their efficient evaluation, that have led to their widespread use in the CAGD and computer graphics communities. It is apparent that the Bernstein polynomials are non-negative over the simplex T and, thanks to the multinomial theorem, sum to unity. Simple algebra suffices to see that the product of Bernstein polynomials is again a (scaled) Bernstein polynomial
whilst the integral of a Bernstein polynomial also has a simple form [17] :
The Bernstein polynomials are linearly independent [17] . This, coupled with the observation that the cardinality of the indexing set I 
The uniqueness of the BB-vector, {c α : α ∈ I n d }, formed from the coefficients of the BB-form means that the set Σ 
is unisolvent with respect to P n d , i.e.
Consequently, the triple (T, Σ
) is a finite element in the sense of [4, 7] , which will be referred to as the Bernstein-Bézier finite element (BB-FEM) of degree n on T .
A Lagrange finite element would correspond to choosing φ α (u) to be the value of the polynomial u at the domain point x α , establishing an obvious correspondence between domain points and degrees of freedom. Although the Bernstein-Bézier and Lagrange finite elements coincide in the case n = 1, the elements differ for higher orders n > 1. Occasionally, with a harmless abuse of nomenclature, it will be convenient to identify the domain point x α with the local degree of freedom φ α .
2.2.
Bernstein-Bézier Finite Element Spaces on a Partition. Let ∆ = {T } be a regular partitioning (triangulation) of a bounded domain Ω ⊂ R d into the union of disjoint d-simplices T in the usual sense [4, 7] . In particular, the non-
formed by the common vertices x 1 , . . . , x s+1 of both T and T ′ , so that
for some appropriate 0 ≤ s ≤ d. This identity means that the domain points on neighbouring simplices match on the shared interface or, interpreted another way, that the local degrees of freedom are compatible between neighbouring elements. Let u be a piecewise polynomial of degree n defined on the partition ∆, i.e. for each 
) agree on the common domain points, then the corresponding local functions p T and p T ′ will be continuous across the interface between the elements, and vice versa. The same argument extends to intersections formed by three (or more) simplices belonging to ∆ and, as a consequence, we obtain: 
The result shows that Bernstein polynomials may be used to construct a basis for the standard H 1 -conforming finite element space consisting of continuous piecewise polynomials. Although Bernstein-Bézier representations have a number of properties which make them attractive for use in computationally demanding applications such CAGD and visualisation [11, 13, 14, 17] , but the possibility of using them for finite element approximation has attracted virtually no attention amongst practitioners.
Evaluation of Bernstein-Bézier Moments
Let T ∈ ∆ be a simplex and let f : T → X be a given smooth function, where X is a vector space (typically R, R d or R d×d ). The Bernstein-Bézier moments µ n α (f ) of degree n for the function f on T are defined by:
In general, it is necessary to approximate these moments using an appropriate quadrature rule consisting of at least O(q d ) nodes, with q ≥ n. If one were to simply employ the de Casteljau algorithm [17] to directly evaluate the Bernstein polynomial at each quadrature point at a cost of O(n d+1 ) operations for each index α ∈ I n d , then the overall cost of evaluating the moments {µ
Our objective in this section is to develop an algorithm whereby all of the moments can be evaluated at a cost of O(q d+1 ) operations. Of course, if the function f is constant over the simplex T , then advantage may be taken of the closed form for the moments
which follows from (7). 
More generally, if T = conv(x 1 , x 2 , . . . , x d+1 ), then the Duffy transformation associated with the simplex T is defined by the rule
where λ k are given by (14), and maps the unit cell [0, 1] d onto the simplex T . The tensor product structure can be exploited in a variety of ways, and helps account for the widespread usage of the Duffy transformation in conjunction with simplicial finite elements [15, 26] . The Stroud conical quadrature rule [23] is conveniently derived using this transformation to first express the integral of a function f over a simplex T in the form:
The q-point Gauss-Jacobi quadrature rule [23] :
has precision 2q − 1, the weights {ω 
which has positive weights, and consists of q d nodes given by
We shall make use of the Stroud quadrature rule later to approximate the Bernstein-Bézier moments. An important observation, for our present purposes, is the favourable behaviour of the Bernstein polynomials under the Duffy transformation:
. . , m}, denote the univariate Bernstein polynomials on the unit interval [0, 1]. Then,
where α = (α 1 , . . . , α d+1 ) ∈ I Proof. It is not difficult to show that (14) may be written in the form
. . .
and therefore, by inserting the above expressions for λ k , collecting terms and simplifying and, on observing that
we arrive at the claimed result.
Property (19) is peculiar to the Bernstein-Bézier finite element and is not shared by other non-tensorial finite element bases. The Bernstein-Bézier finite element basis is rather unique in the respect that it is not based on a tensorial construction [8, 15, 26] but nevertheless possesses the key property of a tensorial basis needed to take advantage of the sum factorisation technique. The remainder of this section is concerned with describing how the technique may be exploited for the efficient implementation of the Bernstein-Bézier finite element.
Application to Evaluation of Bernstein Polynomials.
We begin by illustrating how property (19) can be exploited for the efficient evaluation of a Bernstein polynomial of the form
at all of the nodes x i1,i2,...,i d of the Stroud conical quadrature rule given in equation (18) . One approach would consist of applying the de Casteljau algorithm to evaluate u at each quadrature point at a cost of O(n d+1 ) operations, giving an overall cost of O(n d+1 q d ) operations to evaluate at all quadrature points. Fortunately, there is an efficient alternative.
Changing variable using the Duffy transformation and using property (19) gives the alternative form 
Input: Array C in and index ℓ ∈ {1, . . . , d}. Output: Updated array C out with index α ℓ switched to i ℓ .
An algorithm for computing the values of u at the Stroud nodes efficiently can be developed based on expressing this identity in recursive form:
where the indices in the ℓ-th step range over
The values of the Bernstein polynomial at the Stroud nodes are then given by the components of the final array C d produced by (21) :
The approach suggested by the recursion relations (21) is sometimes described as the sum factorisation procedure [10, 15, 19] .
The routine Evaluate defined in Algorithm 1 evaluates by applying the procedure EvalStep defined in Algorithm 2 recursively to the BB-vector for u: Theorem 2. Let u be the Bernstein polynomial (20) and let C be the corresponding BB-vector {c α : α ∈ I n d }. Let U denote the array given by U = Evaluate(C, q). Then,
Moreover, the number of operations needed to compute U is of order O(q d+1 (e (n+1)/q − 1)).
Proof. We begin by considering the effect of a single application of algorithm EvalStep(C in , ℓ) on an array C in for ℓ ∈ {1, ..., d}. Observe that for given indices (α 1 , . . . , α ℓ−1 , t) ∈ I n ℓ and i ℓ ∈ {1, . . . , q}, the local variable w appearing in the listing of EvalStep is initially set to be w = s n−α1−...−α ℓ−1 , where
, and then updated on each passage through the loop over α ℓ = 0, . . . , n − α 1 − . . . − α ℓ−1 by multiplying through by a factor r(n − α 1 − . . . − α ℓ )/(1 + α ℓ ). We claim that the value of w used to update C out when the loop index is α ℓ is given by B
). This can be seen by noting that the Bernstein polynomials satisfy the recurrence relation
where 
This, coupled with the fact that C 0 is chosen to be the coefficient vector for the polynomial u in Bernstein-Bézier form, means that the resulting array C d indeed gives the values of the polynomial u at the Stroud points.
Finally, a single application of EvalStep with index ℓ consists of q outer loops over i ℓ , each of which requires dim I By considering the Taylor polynomial of degree d for the function (1 − x) −(n+1) , evaluated at x = 1/q, and using Taylor's Theorem, it is not difficult to show that
Making use of the estimate
gives the claimed result.
Algorithm EvalStep makes use of the recurrence relation (24) for evaluating the univariate Bernstein polynomials, which becomes unstable when the argument is close to unity. However, one could modify EvalStep to exploit the backward recurrence relation
if the argument t > 1/2, whilst using forward recurrence (24) if t ≤ 1/2. Typically, the number of quadrature points q is chosen to be the degree n of the polynomial (or a small multiple thereof). Theorem 2 shows that one can compute the values of a degree n polynomial at all of the Stroud points in just O(q d+1 ) operations: i.e. the algorithm evaluates u at all q d Stroud points with the same complexity as using the de Casteljau algorithm to evaluate at a single point. Of course, the points at which we are evaluating u will not form a regular subdivision of the simplex, although efficient algorithms are available [20] to deal with that case.
The sum factorisation method is generally used in conjunction with pre-computed values of the univariate basis functions at quadrature points to develop efficient finite element procedures [10, 15] . The analogue in our case would consist of precomputing the values of the univariate Bernstein polynomials at the Gauss-Jacobi points and dispensing with the local variable w in EvalStep in favour of directly accessing a stored value of the basis function. However, the overall complexity would not be improved beyond that already attained using the algorithm presented in Theorem 2 which does not require pre-computing, or perhaps more importantly accessing of, stored values of basis functions. The latter point is important given that memory access on some kinds of hardware can be orders of magnitude slower than the cost of performing floating point operations.
One is often interested in derivatives of a polynomial u written in BernsteinBézier form (20) . For example, on using the chain rule and (4), we find that
where the partial derivatives are taken regarding λ 1 , . . . , λ d+1 as independent variables. Likewise, higher order derivatives can be expressed as a linear combination of unconstrained partial derivatives of u with respect to the variables representing the barycentric coordinates. For a given multi-index ν with |ν| ≤ n, the ν-th derivative of u may be expressed in Bernstein-Bézier form:
The derivative is a Bernstein polynomial of degree n − |ν| with BB-vector given by
For convenience, if C denotes BB-vector of u, then we shall denote the BB-vector of the derivative ∂ ν u using the shorthand notation
Of course, if |ν| exceeds the order n of the polynomial, then the derivative is trivial.
Corollary 1. Let u denote the Bernstein polynomial (20) and C be the corresponding BB-vector. Given ν ∈ I ℓ d , 0 ≤ ℓ ≤ n, let U ν denote the array given by U ν = Evaluate(∂ ν C, q). Then, 
The starting point is again a change of variable using the Duffy transformation in conjunction with property (19) to give
which leads to the following recursion relations
with the moments given by
We evaluate the integrals appearing in (31) using the Stroud conical quadrature rule (17) , which amounts to replacing the integral defining F k in (31) by the GaussJacobi rule (16) with weights a = d − k and b = 0. This leads to the following recursion relations for computing the approximate moments µ n α (f ) (we shall not distinguish between true quantities and their approximations using the quadrature 
Input: Array F in and index ℓ ∈ {1, . . . , d}. Output: Updated array F out with index i ℓ switched to α ℓ .
return F out ; rules):
where the indices in the k-th step range over the values 0 ≤ α 1 , α 2 , . . . , α k ≤ n subject to α 1 + α 2 + . . . + α k ≤ n, and 1 ≤ i k+1 , . . . , i d ≤ n. The non-negativity of the Bernstein polynomials along with the weights of the Gauss-Jacobi quadrature rules means that the quadrature rule, viewed as being applied to the data f , is positive.
The system (33) has obvious similarities with the system (21) used in the evaluation of a Bernstein polynomial. The main differences are that summation over α ℓ is replaced by summation over i ℓ , and that the quadrature weight ω We have the following consequence of Theorem 2:
Corollary 2. Let T be a simplex in d-dimensions and f : T → X be a smooth function, with X a vector space. Let F be the array corresponding to the values of f at the Stroud nodes on the simplex T (c.f. the first equation of (33)), and define M = Moment(F, q). Then, the Bernstein-Bézier moments of f over T , approximated using the Stroud rule, are given by
Moreover, the number of operations needed to compute M is of order q d+1 (e (n+1)/q − 1)Op(X), where Op(X) is the cost of performing the operation y += c * x, for given vectors x, y ∈ X and a scalar c.
Proof. Virtually identical to that of Theorem 2 after observing that the innermost loop of MomentStep is executed the same number of times as in EvalStep and costs Op(X).
The computation of the values of the data f at the Stroud points can be accomplished using an algorithm based on (14) which involves O(q d ) operations and q d function evaluations. We shall leave the precise details as an (easy) exercise. Figure 1 shows the growth of the CPU time required to compute the moment vector with the polynomial degree using Algorithm 3 (obtained using a Dell Precision T7400 workstation with Xeon 3.2GHz processor and 32Gb RAM, using C++ and the gcc compiler (version 4.1.2)). The number of quadrature points q is taken to be twice the polynomial degree n. The CPU time grows as O(n d+1 ) as predicted by Corollary 2. For comparison, results are presented in the case when the univariate Bernstein-Bézier functions are evaluated on the fly (as in Algorithm 4) and when the values at the quadrature points are precomputed and stored on disc. It is observed that the difference in CPU time is negligible.
Evaluation of Moments in the Non-Linear Case. Let f : T ×R×R
d → X be a given smooth function, where X is again a vector space. The finite element approximation of non-linear problems often entails the computation of the moments µ n α (u, f ), α ∈ I n d , with respect to the current finite element iterate u: e.g.
The current finite element iteration u is expressed in Bernstein-Bézier form (20) and as a consequence, by composing the procedures described above, we can construct an efficient procedure to evaluate the non-linear moments:
where X is again a vector space and u be a Bernstein polynomial (20) with BB-vector C. Let M denote the array computed as follows:
• U = Evaluate(C, q);
• U ν = Evaluate(∂ ν C, q), ν ∈ I 1 d and compute grad U using (26);
Then, M contains the Stroud approximation of the non-linear Bernstein-Bézier moments µ n α (u, f ), α ∈ I n d , and the process needed to compute M requires O(q d+1 (e (n+1)/q − 1))Op(X) operations.
The evaluation of moments involving higher order derivatives of the polynomial u could be achieved in the same complexity by extending the second step to compute the relevant higher derivatives.
The algorithms presented in this section show that (the Stroud approximations of) the Bernstein-Bézier moments can be computed efficiently, even in the case of non-linear problems where the integrand depends on the current finite element approximation. Furthermore, the moments are available in closed form in the case of piecewise constant data over a triangulation.
Optimal Order Element Level Computations
Let Ω ⊂ R 
;
. . . 
We shall not dwell on formulating conditions on the data under which the above problem is well-posed but shall assume this to be the case. We note that the above formulation is sufficiently general as to encompass a very broad class of non-linear partial differential equations. One of the major bottlenecks in finite element codes, particularly in the case of higher order elements, lies in the assembly of the global finite element system. This entails the computation of element level contributions to the global load vector f , given (in the linear case) by
and element level contributions to the global system matrix B, given (in the linear case) by 
The moments can be approximated using the Stroud conical product rule with q = n + 1 points in O(n d+1 ) operations thanks to Corollary 2. Moreover, the same conclusion holds also in the non-linear case using the approach described in Corollary 3.
The element matrix B T contains n+d n 2 entries which means that (even if each entry could be computed in O(1) operations) the overall cost of computing the element matrix is at least O(n 2d ). It is clear that the element stiffness matrix is the bottleneck in the assembly of the finite element system.
The algorithms presented in this section enable the element matrix for the Bernstein-Bézier finite element to be assembled in complexity O(n 2d ) operations. Thus, the algorithms attain optimal complexity for the assembly of the element matrix. Naturally, the contributions from elements belonging to the (lower dimensional) boundary Γ N can be obtained using exactly the same techniques at a complexity of O(n 2d−2 ) operations. The main idea consists of exploiting the results of Corollaries 2 and 3 for the efficient computation of the Bernstein-Bézier moments of the data. These results apply to the case of both linear and non-linear partial differential equations. However, for ease of notation, we shall present the results for the linear case. It is nevertheless worth emphasising that all of the conclusions extend to the general non-linear case, with the only difference being that the non-linear moments are computed using the procedure of Corollary 3 instead of Corollary 2. 
The entries are approximated using the Stroud conical rule based on q = n + 1 points. One of the consequences of the identity (6) is that the entries in the mass matrix can be written in terms of the Bernstein-Bézier moments of c of order 2n,
This observation forms the basis for an optimal order algorithm which enables the element mass matrix to be constructed in O(n 2d ) operations but requires an appropriate algorithm for the evaluation of the multinomial coefficients. A simple } computed with q = n + 1 quadrature points. Output: Element stiffness matrix S.
Remaining code as in Multinomial(S, n − 1, n − 1) with the line > A αβ = w d+1 ; replaced with the lines
algorithm is presented in Algorithm 5, although we note that the treatment of expressions involving large multinomial coefficients is typical when dealing with Bernstein polynomials and requires some care [12] to avoid overflow whilst maintaining efficiency.
Theorem 3. The element mass matrix of degree n in R d can be approximated and assembled using the Stroud conical quadrature rule with q = n + 1 points in O(n 2d ) operations using Algorithm MassMat. 
where the gradient is taken with respect to the physical coordinate x ∈ T . The main idea again is to exploit the property (6) of the Bernstein polynomials. Let e ℓ ∈ I 1 d denote the multi-index whose ℓ-th entry is unity and whose remaining entries vanish. We shall first use the following identity (easily obtained using elementary arguments and the definition of the Bernstein polynomials)
Input: Bernstein-Bézier moments {µ
} computed with q = n + 1 quadrature points. Output: Element convective matrix V .
replaced with the lines
where we use the convention whereby any terms for which α − e k ∈ I n−1 d are simply omitted from the summation. Inserting this identity into the expression for the entries of the stiffness and making use of the property (6) gives an expression for the entries of the stiffness matrix in terms of the matrix-valued Bernstein-Bézier moments of the data A ∈ R d×d :
α−e k +β−e ℓ α−e k 2n−2 n−1
for α, β ∈ I n d , where we again adopt the convention whereby terms for which α−e k +β−e ℓ ∈ I 2n−2 d are ignored in the summation. Algorithm 7 takes advantage of the expression (44) for the efficient assembly of the element stiffness matrix in a similar fashion to the case of the mass matrix.
Theorem 4. The element stiffness matrix of degree n in R d can be approximated and assembled using the Stroud conical quadrature rule with q = n + 1 points in O(n 2d ) operations using Algorithm StiffMat.
The proof is virtually identical to the case of the mass matrix. One point worth noting however, is that the algorithm implements the convention (whereby terms involving invalid indices are ignored) without requiring expensive conditional if statements.
Convective Matrix. The element matrix V
T corresponding to the convective term is given by
Arguing as in the case of the element stiffness matrix using identities (6) and (43) leads to an alternative expression for these entries in terms of the vector-valued Bernstein-Bézier moments of the data b ∈ R d :
with the usual convention applying. Algorithm 8 exploits this expression for the efficient assembly of the element convective matrix: Theorem 5. The element convective matrix of degree n in R d can be approximated and assembled using the Stroud conical quadrature rule with q = n + 1 points in O(n 2d ) operations using Algorithm ConvectMat. Figure 2 presents the timings obtained in the case where the number of quadrature points q is taken to be n+1, where n denotes the polynomial degree. The CPU time grows as O(n 2d ) as predicted by theorems 3 and 4. For comparison, results are presented in the cases when the coefficients A and c are piecewise constant and when they vary within the element. It is observed that there is some benefit in taking advantage of the closed form expression (13) in the case of piecewise constant data although the difference diminishes as the order n increases in the cases where d > 1, reflecting the fact that the computation of the moments is an O(n d+1 ) operation compared with the actual assembly which is an O(n 2d ) operation. Results are presented for variable data for when the univariate Bernstein-Bézier functions are evaluated on the fly (as in Algorithm 4) and for when the values at the quadrature points are precomputed and stored on disc. It is observed that the difference in CPU time is negligible. The actual implementation takes advantage of sequential lay-out of the entries in the matrices in memory to avoid excessive costs due to indirect memory access.
Efficient Multiplication by Element
Matrices. The algorithms presented above show how the computation of the element matrices can be carried out (using the Stroud conical quadrature rule) for polynomials of arbitrary degree n in any number of dimensions d in the optimal complexity of O(n 2d ) operations. Nevertheless, in some applications, such as iterative solution methods, one may wish to by-pass the assembly of the matrices in favour of directly computing the result of multiplication of the BB-vector C corresponding to the current approximation u to the true solution by one of the above matrices.
By choosing f (x; u; grad u) = c(x)u(x) in equation (35), we obtain
and it follows from Corollary 3 that multiplication by the mass matrix can be carried out in O(q d+1 (e (n+1)/q − 1)) operations, even in the case of variable data. Likewise, choosing f (x; u; grad u) = A(x) grad u in equation (35) and making use of identity (43) enables us to compute the result of multiplication by the stiffness matrix in O(q d+1 (e (n+1)/q − 1)) operations, again in the case of variable data. If, as is usually the case, we select q = O(n), then these operation counts reduce to O(n d+1 ) complexity obtained in [16] in the special case of piecewise constant data.
Tensor Product Bernstein-Bézier Finite Elements
Suppose that we have a finite element (A, Σ A , P A ) where P A is the space spanned by the basis functions {φ We may use the above construction and result to construct other kinds of Bernstein-Bézier finite elements and corresponding algorithms for the evaluation of the moments.
5.1. Example 1: Prismatic Bernstein-Bézier Finite Element. Suppose that we form a tensor product element from a d-dimensional and a 1-dimensional simplex giving a so-called prismatic element in the case d ≥ 2. We suppose that each element has the same polynomial degree n and each is based on the same q-point Stroud rule, i.e. (A, Σ A , P A ) = (T d , Σ ). Theorem 6 then shows that the moments on the tensor product element can be computed in at most O(q d+2 (e (n+1)/q − 1)) operations by composing the routine Moment with itself to first compute the moments over B, and then again to compute the moments over A. Consequently, we can evaluate the moments over the d + 1-dimensional tensor product element with the same complexity as needed to evaluate the moments over a d + 1-dimensional simplex. , we obtain the d-dimensional tensor product Bernstein-Bézier finite element for which the moments can be evaluated in O(q d (n + 1)) operations. The foregoing examples show how Bernstein-Bézier finite elements can be constructed on elements other than simplices and that the moments can be evaluated in the same complexity as the corresponding simplicial element in the same number of dimensions. The algorithms for the assembly of the stiffness, mass and convective matrices are readily extended to tensor product elements to give optimal order assembly algorithms for such elements.
