Introduction and Main Results
In this paper we study powers, in the sense of Hadamard, of G O the standard Green potential associated to Brownian Motion (BM) on a regular open set O ⊂ R d , killed when exiting O. These operators have a kernel which are powers of the standard Green kernel in O.
Most of the time, we will assume that d ≥ 3, and some extensions will be given for d = 2. So, unless we say the contrary, d will be greater than or equal to 3 . In what follows we denote by G = G d , g = g d the Green potential and kernel for standard BM in R d , that is, for x = y ∈ R 2π d/2 , and for any F ∈ C K we have GF (x) = F (y)g(x, y) dy.
We recall that GF (x) = E x ( 
We denote by g O (x, y) the density of G O with respect to Lebesgue measure, which for x = y ∈ O is given by g O (x, y) = g(x, y) − E x (g(B T O , y)).
For a parameter β ∈ R + we denote by g In what follows we denote byÔ the one point compactification of O, and given a function f defined on O, we extend it toÔ by putting f (∂) = 0, unless we say the contrary. Now, we can state our main results. Remark. In case O is bounded, of course the condition
We also note that there is a big difference between G (β) O and the operator H whose kernel is given by h(x, y) = g
where X is the Feller process with Green kernel g β . The fact that H is a Green potential is part of a general result, and it is the Green potential for the killed process: Y t = X t , t < T O .
In dimension d = 2, we show the following. The general question is when a function of g O is again the Green potential of a Markov process. The above theorems show this happens for powers. In dimension d ≥ 3, there is a restriction on these powers, due to integrability conditions. In dimension d = 2, we even have that some exponentials of g O are Green potentials. As we will see, these results are consequence of similar results shown in [3] (see also [4] and [5] ) for potential matrices (potentials of transient finite Markov chains). In addition to powers and exponentials, we know that F (a) = a + a 2 and F (a) = e a − 1 preserve potential matrices and so this can be transfered to the setting of this article. The general problem is open even in the case of matrices. The authors of [5] conjecture that this is true for any function, which is the Laplace transform of a positive measure, that is, F (a) = ∞ 0 e ζa dµ(ζ). In particular, this should be true for any absolutely monotone function. We mention here that using the results about potential matrices, in [6] it was extended this stability under powers in the context of continuous (bounded) Green kernels.
We mention here the results of this article can be extended to potentials of other transient Diffusions X, or even more general transient Markov processes, taking values on a bounded open set of R d . One way to achieve such an extension, is to use an approximation of X by finite Markov Chains with enough control on the respective approximated potentials.
The paper is organized as follows. In Section 2 we consider O = R d , for which the result is well known. In particular, Theorem 1.1 was proved essentially by Frostman in [7] and Riesz in [13, 14] . The operator G (β) = G (β)
R d is proportional to what is called a Riesz potential, which corresponds to the Green potential of a standard Brownian Motion subordinated to a α 2 -stable process where α = d − β(d − 2) ∈ (0, 2] (see for example [9] ), that is, for all
where (B t ) t is a standard d-dimensional BM, (η t ) t is a α 2 -stable subordinator, normalized to E(e −ληt ) = e −tλ α/2 , (B t ) t and (η t ) t are independent, and
Constant D can be removed by a linear time change t ′ = Dt.
Example. d = 3, α = 1, β = 2. The Green kernel is in this case g 2 R 3 (x, y) = C 2 (3) x − y −2 , for x, y ∈ R 3 . The process whose potential is g 2 3 can be constructed as follows. Take W a standard one dimensional BM and consider the passage times, for t ≥ 0 τ t = inf{s ≥ 0 : W s > t}.
The Laplace transform of τ t is E(e −λτt ) = e √ 2 tλ 1/2 and then η t = τ t/ √ 2 is a normalized 1 2 -stable subordinator. So, if we take an independent three dimensional BM B and subordinate it
, we get a Feller Process, whose Green potential is G
R 3 . Its Green kernel is proportional to x −2 , which formally is the standard Green kernel in R 4 at the point z = (x, 0), and so it is proportional to the density of the amount of time the 4 dimensional BM (W, B) spends around z. We are not aware if there is a pathwise explanation of this interpretation.
is a convolution operator and Fourier analysis can be used to show the result. In Section 2, we provide the basic estimations we need and we shall prove directly that G (β) satisfies a suitable version of the Complete Maximum Principle (CMP, see Definition 2.1) on C K , which is one of the main ingredients to prove that a positive operator is the potential of a Feller semigroup. The proof of this CMP is based on a new inequality characterizing potential matrices (see Proposition A.1 in the Appendix).
In Section 3, we extend the results, of the previous section, to a general regular bounded domain O. Following the tools developed in Section 2, we shall prove that G
(β)
O is the potential of a Ray process. Then, an extra argument is necessary to show that the set of branching points is empty, to conclude that actually G In Section 4, we treat the unbounded case, proving the general result in d = 3. In Section 5, we indicate how to prove the case d = 2. In section 6, we prove that these semigroups have a density with respect to Lebesgue measure. In the Appendix we summarize the tools we need from the theory of M -matrices and their inverses.
The main questions in this article, have some relevance in applications. When using Markov chains (or more generaly Markov processes) to model some phenomena, we usually fit the transition probability P (or the infinitesimal generator). That is, we put a model on P , which in general should be a nonnegative matrix, whose row sums are bounded by one. Then, we impose other restrictions given by the particular problem. What if we cannot measure P directly, but we can only measure U = (I − P ) −1 , the potential of the associated Markov chain? This happens, for example in electrical networks. Then, one should give a model for U . This is complicated, because it is not simple to describe which nonnegative matrices U are potentials. This is part of what is known in Linear Algebra as the inverse M -matrix problem. So, if we have a large class of functions that leave invariant the set of potential matrices, we can model the problem by putting a parametric family in such class of functions.
We denote by C(O) the set of continuous functions defined on O, C 0 (O) the subset of continuous functions vanishing at ∞, C K (O) the subset of continuous functions with compact support contained in O. Notice that C(Ô) is naturally identified to C 0 (O) ⊕ ½, where the decomposition is
If O is unbounded, we need to prove also that for all (x n ) n ⊂ O, such that x n → ∞ then F (x n ) → 0. We denote by B b (O) the set of bounded measurable functions and C b (O) the set of continuous bounded functions. Finally, in sums and integrals a restriction of the form A ∩ p(z), where z is the variable of integration and p is a functional proposition, it is understood as usual as A ∩ {z : p(z) is true}.
Powers of the Green potential in
In this section we consider O = R d . In what follows we denote by g = g d the Green kernel for the simple random walk in Z d . We recall that G is the Green potential associated to a BM in R d , whose density with respect to Lebesgue measure is
where
The following proposition summarizes some well known relations between g and g (see [10] Theorem 4.3.1).
Lemma 2.1.
(i) The Green function g is bounded and moreover g(0,
(ii) g has the following decay, for
In particular, there exists a constant
Consider now x ∈ R d and the normalized simple random walk starting from x
where the random variables (ξ k : k ≥ 1) are i.i.d. with common distribution
In what follows we will repeatedly use the following notation
We also denote by B ∞ (x, r) = y ∈ R d : x − y ∞ < r , the open ball in the ∞-norm of R d , centered at x with radius r. The corresponding ball for the euclidian distance is denoted by B(x, r). Similarly d ∞ (y, A) is the distance between y and a set A, with respect to the infinite norm.
For a set A ⊂ R d we denote by
Assume that F ∈ C K is a nonnegative function with support K = supp(F ). Then, for x = 0, we have
where H n is the simple function given by
Lemma 2.1 gives the following bound, with
w , which gives for c 2 =
The asymptotic for g gives also the pointwise convergence, for all y = 0
We conclude, that
a well known fact. These arguments have been included because they serve as a model for the general case in Theorem 1.1.
We denote by G n,(β) the operator
which is well defined for all F ∈ C K and all x ∈ R d because G n,(β) (F )(x) contains, for every x, a finite number of terms. Notice that if x ∈ Z d,n then
Recall that, we have defined G (β) as the operator acting in C K given by
In what follows, we denote by osc = osc F the oscilation of F , which is given by osc(δ) = sup
for any δ > 0. The fact that F is uniformly continuous on R d implies that osc(δ) → 0 as δ ↓ 0. Using the ideas developed before, we prove the following important result.
3)
Similarly, it holds for all y
Finally, we have the convergence: If (z n ) n is any sequence converging to y, then
,n one of the closets elements of Z d,n to y, in the infinity norm. In particular,
Since y(n) = w and both belong to Z d,n , we conclude that y(n) − w ≥ d/n and
Thus, we obtain (2.3) from
. In particular, we have
We obtain in a similar way
and inequality (2.4) is shown. Following the same ideas as in the proof of (2.2), we get for any y
The result is shown by using (2.3). 
Proof. Proposition 2.2 shows that the sequence of functions 
On the other hand, if x ∈ Z d,n and y ∈ B ∞ x, 1 2 d/n we have from (2.3)
which together with (2.4) gives, for
where µ is the Lebesgue measure and the result follows.
Our next step it to show
This will be a consequence of results on potential matrices (see [3] or [5] ) and Proposition A.1 in Appendix A. To use them, we first need to prove the following Lemma.
Lemma 2.4. Assume that A ⊂ Z d,n is a finite nonempty set. Then the matrix U defined as, for
is a nonsingular symmetric potential.
As usual we have taken a particular order on A to define U , for example the lexicographical order.
Proof. Consider a large integer
We define the following symmetric transition matrix P indexed by
where R J = inf{p ≥ 1 : S p ∈ J} is the first strict hitting time to J, for the process S , and P j indicates that S 0 = j. If int(J) denotes the points in J for which all their neighbours in
We also notice that
Notice that P is irreducible and strictly substochastic at least at one vertex. Thus, the matrix M = I−P is nonsingular (is an M-matrix) and its inverse V = (I−P ) −1 is just the Green potential, restricted to J, for the standard random walk
Our matrix U is a principal submatrix of V , that is U = V E×E . Thus U is a nonsingular potential, which corresponds to the potential of the standard random walk on Z d , restricted to E.
Proof. Consider F ∈ C K and denote by K its support. We consider a large a > 0 such that
This is a nonsingular symmetric potential matrix according to the previous Lemma. Then, Proposition A.2 shows that its Hadamard power U (β) is again a nonsingular symmetric potential matrix. Finally, Proposition A.1 allow us to conclude that for all
The result follows by taking v ∈ R A with v x = F (x). Now, we introduce the version of the maximum principle suitable for our purposes.
Definition 2.1. A positive linear bounded operator V defined on C K is said to satisfy the Complete Maximum principle on
We are in a position to prove the main result of this section.
We conclude that G (β) (F )(x) ≤ 1 hold a.s. The continuity of G (β) (F ) shows that G (β) (F ) ≤ 1 and the result follows.
Powers of the Green potential in bounded regular open sets
In this section we consider O ⊂ R d a bounded regular open set. Let us introduce some of the basic notation we need. The Green kernel for Brownian Motion in O is
is the exiting time of O for the Brownian Motion B. The associated Green operator is denoted by G O .
In the same spirit, if E ⊂ Z d we denote by g E the Green kernel associated to the random walk, killed upon leaving E, which is given by
defined for x, y ∈ E, where R E = inf{k ≥ 0 : S k ∈ E c }. We extend this function by 0, that is
We have a similar formula
which is valid for all x, y ∈ Z d . We consider the β-powers of these functions: g 
Cubic open sets
In this section we consider the following family of simple open sets: cubic open sets, which are constructed as follows. Fix a positive integer m and a finite set E ⊂ Z d and consider the following set
We take O = int(Q) and call the cubic open set (CO) with height m and basis E. We point out that a CO set O can be described using different couples (m, E), as we will see. These open sets are bounded and regular for the Brownian Motion (they satisfy for example the exterior cone condition). In general O is not connected, but a finite union of connected components, which are also CO of the same height. Now, fix O a CO with height m ≥ 1 and basis E. For every ℓ ∈ N, we denote by n = n ℓ = m 3 2ℓ and consider the set
We point out that O is also a CO with height n and basis E n . Each point z ∈ A n generates 3 d points in
To avoid any ambiguity, if there are more than one, we take x(n) the smallest such elements in the lexicographical order. Notice that if x ∈ O then x(n) ∈ A n . Similar to Section 2 we define for all F ∈ C K (O) and all
, for x ∈ A n , is just the Green potential of F , for the normalized random walk (S t,n ) t killed when exiting O (which is exactly exiting A n ) starting from x.
We observe that for x, w ∈ A n g En x n/d, w n/d
, where the normalized random walk starts from x, and
For any x, w we have g(x n/d, w n/d)
, we need the following Lemma, which is a consequence of the weak convergence of (S t,n ) t to (B t ) t .
Lemma 3.1. For any x, y ∈ O we have
Proof. From Lemma 2.1, it is enough to show that
The function h : ∂O → R + defined by h(z) = g(z, y) is continuous and bounded, since d(y, ∂O) > 0. In order to apply the weak convergence of (S t,n ) t to (B t ) t , we fix t 0 > 0 and consider, for every ε > 0, a continuous and bounded function ψ :
Here, we have used that g(
Similarly, we show that
If we take t 0 a continuity point for T O (B) we conclude that
This finishes the proof.
It is straightforward to generalize Lemma 2.4 and Proposition 2.5 to the present setting. Also notice that g E ≤ g for any set E, then we can use the bounds developed in Section 2 (in particular (2.3), (2.4)) to prove the following result. 
General bounded regular open sets
We assume that m 0 is large enough so A 
where here i, e means interior and exterior respectively (similarly for A i m , A e m ). We also denote by 
which gives
Thus, 
We have essentially shown the following result. 
It is also strightforward to show that G
Indeed, take any x ∈ O, ε > 0 small enough and (x n ) n ⊂ O such that x n → x. Let us start with
This last integral converges to 0 when ε ↓ 0,
We already know it is also a bounded function.
For that purpose, we notice that
which is finite (it suffices to replace g
So, it is enough to show that a = lim sup
is zero. We take any sequence (z k ) k ⊂ O such that z k → ∂O and
Since, O is bounded we can assume further that z k → z ∈ ∂O. The regularity of O shows that for all y ∈ O we have g
The second term converges to 0 from the Dominated Convergence Theorem. Indeed, the regularity of O shows that for all y ∈ O we have g β O (z k , y) → 0, when k → ∞. On the other hand, for large k we can assume that z k − y > ε and then g
For the first term, if k is large enough such that z − z k ≤ ε, we get
We conclude that a ≤ lim 
Proof. Similar to (3.2), for any f ∈ B b (O) and every ε > 0, we have
Therefore, taking limits in k and then in ε, we conclude that (G 
See for example Lemma 4.1.9 in [11] and Remark 4.1.10 applied to the Banach space (
, and the way U is constructed implies that for all λ one has
. We prove now an extra property of this resolvent.
Proposition 3.5. The resolvent U is continuous on λ, that is, for all λ ≥ 0
In case λ = 0, the limit is taken as λ ′ > 0. In particular, for all f ∈ B b (O) we have
Proof. We start with the case λ = 0. The resolvent equation shows that U
and the result is shown in this case. For λ > 0, the result is a consequence of the resolvent equation and the fact that the resolvent is a contraction
Our next step is to show that this resolvent comes from a Ray process (see Chapter 4 in [11] ). To this end, we recall that a function f ∈ B + b is supermedian if
for all x ∈ O and some (all) α > 0. We denote by M + the set of supermedian functions and M = M + − M + the linear space generated. It is well known that M + is closed under monotone pointwise convergence, M is a lattice and contains the constants. Using the resolvent equation it is straightforward to show that G
The following technical result is needed.
Proof. Recall thatÔ = O ∪ {∂} is the one point compactification of O, and that C(Ô) is identified
is a lattice that contains the constants and according to the Stone -Weierstrass Theorem is dense in C(Ô), as soon as it separates points.
Take first, x, y ∈ O and consider f ε = f = ½ B(x,ε) for small 0 < ε < 1 to be determined later.
At least we assume for the moment that B(x, 2ε) ⊂ O and ε < x − y . The function
and therefore g
and we conclude g
Thus,
By taking ε small enough, we prove that
Now, we separate x ∈ O and ∂. For this we need the constant functions. If we take now
So far we have shown that M ∩ C(Ô) is dense in C(Ô). In particular is dense in C 0 (O). So, for any F ∈ C 0 (O) there exists a sequence (F n ) n ⊂ M ∩ C(Ô), which converges uniformly onÔ to F (extended by 0 on ∂). The sequence defined by H n (x) = F n (x) − F n (∂) ∈ M ∩ C 0 (O) converges uniformly to F and the result is shown.
We can apply now Theorem 4.7.1 in [11] to show the following result, which is closer to Theorem 1.1. 
and for every t, a Borel measurable function on x. Therefore, it is jointly a Borel measurable function.
(ii) for all
Proof. Theorem 4.7.1 in [11] shows (i) and (ii) except for the case λ = 0, which we now prove. Proposition 3.5 and the monotone convergence Theorem shows that for all
Recall that a sub-Markov Ray-semigroup P = (P t ) t is like a sub-Markov semigroup, except that P 0 may not be the identity. So,
2. each P t is a positive operator and P t (½) ≤ ½, so it is a contraction. Thus, for all t ≥ 0, we can decompose P t (f )(x) = f (y)P t (x, dy), where P t (x, dy) is a sub-probability measure, for (t, x) fixed, which is measurable in (t, x);
The fact that P 0 is not the identity has important consequences. For example, P t (F )(x) is, in general, a discontinuous function of x, even if F ∈ C K (O). In [11] , a Ray process X is constructed taking values inÔ with càdlàg paths and associated semigroup an extension of (P t ) t . The semigroup is extended to (Ô, B(Ô)) by simply putting P t (x, ∂) = 1 − P t (x, O) and P t (∂, ∂) = 1. Similarly, we extend the resolvent (U λ ) λ≥0 and for any function defined on O we set f the extension toÔ given by f (∂) = 0. Notice that f ∈ C b (Ô) iff f ∈ C 0 (O). We also have
We remark that U λ (f ) is in general not continuous at ∂. On the other hand, for all f ∈ B b (Ô) and
For what it follows, a distinguished set is the set of branching points denoted by
and we put D = O \ N. We denote by D = D ∪ ∂. It is known that 1. D is a Borel set;
2. for all x ∈ D we have P 0 (x, dy) = δ x (dy);
3. for all t ≥ 0 and all x ∈ O, we have P t (x, N) = 0.
An interesting result (see Lemma 4.7.9) is that X t (ω) ∈ D for all t ≥ 0, P-a.s. Nevertheless, at some times t the left limit X t− (ω) may belong to N, where the process branches again.
In what follows, we prove that X is a Feller process. This is equivalent to show that N is empty, and this will finish the proof of Theorem 1.1, when O is a bounded regular open set.
Fubini's theorem and the semigroup property shows for all x
O). Another way to say this is, if we take
From here we cannot conclude that
, which turns out to be equivalent to the result we are trying to prove.
Let us continue with the proof. For x ∈ O, we consider, f = ½ B , where B = B(x, ε). We assume that ε > 0 is small enough such that B(x, 2ε) ⊂ O. We define F = G 
(f ) and P 0 (x, •) is a finite measure, we conclude from the monotone convergence Theorem P 0 (F ) = P 0 (G
which is one of the main ingredients we need.
We obtain the following lower estimate (see (3. 3) in the proof of Lemma 3.6)
On the other hand,
When 0 < z − x ≤ 2ε this property can be shown using a reflection with respect to the hyperplane with normal (x − z)/ x − z passing through 1 2 (z + x) (this is just the reflection principle for BM). Indeed, take the regions
R 2 the reflection of R 1 with respect to the hyperplane and
and the claim follows. Now, if k ≥ 2 and z − x > kε, we obtain z − w ≥ (k − 1) x − w , for any w ∈ B, showing that
So, for fix k ≥ 3, we get B(x, kε)) ) .
In the last inequality we have used that P 0 (x, •) is a measure whose total mass is at most 1. Using the lower bound obtained in (3.4) we conclude that
and taking ε ↓ 0 yields
which is possible only if P 0 (x, {x}) = 1 and therefore x / ∈ N. The result is shown.
This finishes the proof of Theorem 1.1, when O is a bounded regular open set.
Powers of the Green potential in unbounded regular open sets
In this section we shall prove Theorem 1.1 for O an unbounded regular open set. We shall use the same notation of previous sections. The first thing we shall prove is that G
(β)
O satisfies the CMP on C K . For that purpose, we approximate O by an increasing sequence of bounded regular open sets. For every n ≥ 1 we define O n = O ∩ B(0, n), and we assume n is large enough, so O n is not empty. It is straightforward to show that O n is also regular.
For each n consider G (β)
On
, which is a positive bounded linear operator defined on C b (O n ) that satisfies there the CMP. Moreover, for every
β , which converges pointwise,
The first integral is bounded by F ∞ B(x,ε) g β (x, y) dy = F ∞ B(0,ε) g β (0, y) dy. The second integral converges, for every fixed ε, as n → ∞ to
because the Dominated Convergence Theorem. Here the domination is given by the function
which converges to 0 as ε ↓ 0. Notice that we also have the uniform domination for G
valid for every a > 0. Again an application of the Dominated Convergence Theorem, we conclude that
We have proved the following result.
For reasons that will be clear later on, we need to extend G
, and prove it satisfies the CMP there (here
Inequality (4.1) allow us to extend G
and then choose n 0 = n 0 (ε) such that
and it satisfies inequality (4.1) there. Using the Dominated Convergence Theorem, we prove this extension also satisfies the CMP on
We consider first the case where x n → x ∈ O. Fix a positive ε and assume that x − x n ≤ ε, then
The second integral converges to 0 as n → ∞ by the Dominated Convergence Theorem. Then, by taking ε ↓ 0 the first term converges to 0, and the continuity of G
Assume now x ∈ ∂O. We need to show that G
. This is done in a similar way, by decomposing the integral as above (here we use that O is regular). Finally, we assume that x n → ∞. Consider M > 0, ε > 0 and decompose
For M fixed, the first term converges to 0 as n → ∞, by the Dominated Convergence Theorem. Hence,
Finally, the claim follows by making ε ↓ 0.
Without loss of generality we can assume that Ψ ∞ ≤ 1. With the aid of this function, we construct a new potential operator defined on
We point out that ΨF
We also have that On the other hand, following the proof of Lemma 3.6, we have the density of
Then, there exists a Ray semigroup P Ψ = (P Ψ t ) t≥0 and the associated Ray process X Ψ , such that for all F ∈ C b (O) and all λ ≥ 0
The important case is λ = 0, which gives for all
Recall that X Ψ has càdlàg paths onÔ, the one point compactification of O, and the semigroup can be assumed to be extended to B b (Ô).
Finally, X Ψ is a Feller process as soon as we prove that the set of branching points is empty. This is done exactly in the same way as we did it in Lemma 3.8. So we summarize this in the next proposition.
Proposition 4.2. For every
1 , which we assume is strictly positive, there exists a unique Feller process X Ψ , with càdlàg paths, taking values inÔ such that its 0-potential is V Ψ , that is, for all F ∈ C b (O) we have
Next, we study the dependence on Ψ for the resolvent, semigroup and process. This is done throughout a time change, we explain it now. Assume that Ψ 1 ≤ Ψ 2 , both functions satisfying the above requirements. We denote by X Ψi for i = 1, 2, the associated processes. Consider the increasing process A t = t 0 Ψ1 Ψ2 X Ψ2 s ds, where we assume that 0/0 = 0. Since Ψ 1 ≤ Ψ 2 , then A is an increasing continuous process. If ζ is the hitting time of δ for X Ψ2 , then A is strictly increasing on [0, ζ] and it is constant on [ζ, ∞]. We define (τ t ) t the right continuous inverse of A, which is continuous and strictly increasing on [0, A ζ ) and τ t = ∞ for t ≥ A ζ . Given that A t ≤ t, we have τ t ≥ t.
ConsiderX the process obtained by time change from X Ψ2 , that isX t = X Ψ2 τt .X is a Feller process, with càdlàg paths onÔ. The potential associated toX is for
Therefore,Ṽ = V Ψ1 and from the uniqueness of the resolvent associated to this potential, we obtain thatṼ
, for all λ. From here, we get that the Laplace transform of the semigroups associated to X Ψ1 andX coincide, which implies that both processes have the same distribution:
We proceed now to construct the Feller process associated to G , where ζ > 0 is the hitting time of δ for the process X Ψ . We put A t = A ζ− for t ≥ ζ, whenever ζ < ∞. Again, we consider (τ t ) t the right continuous inverse of A. Then, (τ t ) is strictly increasing and continuous on [0, A ζ− ).
As before, we consider the Feller process X ♣ = (X Ψ τt ) t , taking values onÔ and lifetime ζ ♣ = A ζ− . In principle this process X ♣ depends on Ψ. As in the previous computation, we get for every
Existence in Theorem 1.1 is shown, with the Feller process X ♣ . We remark that the law of X ♣ , constructed above does not depend on the choice of Ψ. Indeed, if we have two functions Ψ 1 , Ψ 2 , we consider Ψ 3 = Ψ 1 ∨ Ψ 2 and we proceed as above. Let us call Z = X Ψ3 , X = X Ψ1 , Y = X Ψ2 . As above, X is a time change of Z. More precisely,X = (Z ηt ) t has the same law as X, where η is the inverse of the increasing process dB t = Ψ1 Ψ3 (Z t )dt. On the other hand, we denote byX ♣ , obtained fromX with a time change (τ t ) t , which is the inverse of dA t = 1 Ψ1 (X t )dt. Notice thatX ♣ = F (X) for some fixed measurable transformation F , and X ♣ = F (X). ThereforeX ♣ and X ♣ have the same law. We can seeX ♣ as a time change of Z. This time change is just the composition of the two time changes, which is the inverse of C = (A Bt ) t and
which is the time change from Z to Z ♣ . This shows that the law of X ♣ and Z ♣ are the same. Analogously, the law of Y ♣ and Z ♣ coincide, proving the claim. With the same ideas we can prove uniqueness in Theorem 1.1. Assume that Y is a Feller process, with càdlàg paths onÔ, such that, for all F ∈ C K (O) it holds
Then, using a time change with (τ t ) t , the inverse of dA t = Ψ(Y t ) dt, we see that X = (Y τt ) t is a Feller process whose 0-potential is, for F ∈ C K (O),
and therefore, V Ψ is an extension of U to C b (O). This shows that X has the same law as X Ψ . Finally, Y has the same law as X ♣ and uniqueness is shown.
5 Dimension d = 2, proof of Theorem 1.2
In this section we shall prove Theorem 1.2. We first consider O a bounded regular open set in R 2 . The main ideas are already exposed in previous sections. We need some bounds for the Green potential on bounded domains of R 2 . For that purpose we consider first the case of a ball. Consider O = B(0, 1), then it is well known (see for example [8] ) that
is the point dual of x with respecto to ∂B(0, 1). By a scaling argument we obtain the Green kernel for B(0, R) as
where now x * R = R 2 x x 2 . Now, for the random walk we consider
which gives, roughly, the difference between the expected number of visits to 0 minus the expected number of visits to x, for the simple random walk in Z 2 . Notice that a(0) = 0. The estimate we need on a(x) is the following (see [10] , Theorem 4.
where c 2 = 2 π , γ is the Euler constant and Ψ : R + → R + is a bounded decreasing function, such that Ψ(r)r 2 is also bounded. Now, the Green kernel for the simple random walk of a finite set E is
Consider as before, Z 2,n = 2 n Z 2 . Take A n = Z 2,n ∩ B(0, 1) and E n = n/2A n ⊂ B(0, n/2).
So for u = v ∈ A n we have
where sup n sup w,z∈An |R(w, z, n)| < 2Ψ(0) and for every ε > 0 we have
Now, for any x, y ∈ B(0, 1), we take u n , v n ∈ A n any pair of sequences such that u n → x, v n → y. Then, if x = y, x < 1, y < 1, we have as n → ∞,
where W is a BM. For the last equality see for instance [8] , Example 1.5.
1.
In what follows we need some extra domination, to use the Dominated Convergence Theorem. For that purpose we consider C n = Z 2,n ∩ B(0, 2) and F n = n/2C n . Take n 0 large enough, such that d(A n , ∂C n ) ≥ 1/2 for all n ≥ n 0 (n 0 = 1 actually works). If we take n ≥ n 0 and u, v ∈ A n , using the previous computations we have
2) with C = 1 π log(3) + Ψ(0). Now, we define the Green potential associated to scaled random walk. We assume that β ≥ 1 and α ∈ (0, 2π) For that purpose, we consider a large ball O = B(0, R), such that O ⊂ B(0, R/2). We take An = Z 2,n ∩ O, En = n/2 An and Cn = Z 2,n ∩ O, Fn = n/2 Cn. The idea is to use g = g O , g = gF n , as we did with
The main relations we need are, for u, v ∈ An, x, y ∈ O
These representations provide the convergence and domination we need to finish the proof when O is a bounded regular open set. The general case, that is when O is an unbounded regular Greenian domain, is done as in Section 4.
Existence of a density for the semigroup
In this section we show that the semigroup P = (Pt)t whose 0-potential is G In what follows, we shall use some results for symmetric Markov process given in [8] . We denote by U = (U λ ) λ the associated resolvent. We know that P is a Feller semigroup and U is a continuous resolvent (in λ). In particular, for every f ∈ C b (O) the function (t, x) → Pt(f )(x) is continuous. 
4. The semigroup P has an extension to L 2 (O, dx), which is symmetric and continuous.
5. For every t > 0, x ∈ O the measure P (t, x, dy) has a density p(t, x, y) with respect to Lebesgue measure. The semigroup P has a continuous extension to
6. For all t, x = y, the function Pt( g
•, x))(y) is well defined and finite. This function is decreasing and right continuous in t. This function is also measurable in the three variables. The function ν(t, x, y) = g In particular,
The measure ν(dt, x, y) is absolutely continuous in t, for x and dy-a.e. Its density (with respect to t) is ∂ ∂t ν(t, x, y) = p(t, x, y).
In particular, for all x and dy-a.e. it holds
As a special case we obtain
holds uniformly. This means that G
Proof. (1)-(3). From the resolvent equation, we have for all
By the Riesz representation theorem, there exists a measure ρ(dy), which depends on λ, x such that
The conclusion is that ρ is absolutely continuous with respect to the Lebesgue measure, with a density u(y) = u(λ, x, y), which is bounded by g 
which also proves that u(λ, x, •) has a continuous version on O \ {x}. Here we notice that
which is finite for y = x. This representation also proves the continuity of
The symmetry of u(λ, •, •), follows from the symmetry of the operator U λ with respect to Lebesgue measure:
This can be shown by using that U λ = (I + λG
, we can use the expansion
which proves that U λ satisfies the desired symmetry for small λ, given that G 
The uniqueness of Laplace transform implies that
holds for almost all t. Since the functions t → O Pt(f )(x)g(x) dx, t → O Pt(g)(x)f (x) dx are continuous, we conclude they are equal. Now, we show that P has an extension to L 2 . Using the Cauchy-Schwarz inequality, we show that for
This shows that P has a continuous extension to
The existence of densities is a straightforward consequence of the symmetry of P in L 2 (O, dx), and Theorem 4.1.2 and Theorem 4.2.4 in [8] .
Now, consider p = 1 and f ∈ C b (O), we have again
This shows that
Moreover, in this case we have
For a general 1 < p < ∞ and f ∈ C b (O), we have from Hölder's inequality with q the conjugated of p
This proves the claim. Integrating by parts the RHS we obtain u(λ, x, y) = e −λt ν(dt, x, y), which proves (6.1). Notice that ν(dt, x, y) is also symmetric in x, y. We can take the limit as λ ↓ 0 in (6.2), to show that for x = y Integrating by parts the RHS we get u(λ, x, y) = λ Since the left side is monotone in t and the right side is continuous in t, we conclude they are equal for all t. So, in this situation the measure ν(dt, x, y) is absolutely continuous and its derivative is p(t, x, y) (of course dt-a.s.). In particular, for all x, λ and dy-a.e., we have Since Ps(f ) converges uniformly to f , as s ↓ 0, we get the result.
A Some Matrix results.
In this appendix, we discuss the results for potential matrices associated to finite state Markov Chains (or continuous time MC) used in this article.
Definition A.1. A nonnegative matrix U , indexed by finite set E, is called a potential if it satisfies the Complete Maximum Principle (CMP): for all v ∈ R E if it is verified that (U v)j ≤ 1 on the coordinates j where vj ≥ 0, then it holds that (U v)j ≤ 1 at all coordinates j.
A nonnegative nonsingular matrix is a potential if and only if its inverse is a row diagonally dominant M -matrix, that is, 1. for all i = j ∈ E, we have (U −1 )ij ≤ 0 and 2. for all i ∈ E the row sum j (U −1 )ij ≥ 0. This is part of the fundamental Choquet-Deny paper see [1] (see also Theorem 2.9 in [5] ). If U is a nonsingular potential then Q = −U −1 is the generator of a continuous time transient Markov chain X = (Xt : t ≥ 0) with state space E, such that
that is, U is the Green potential of X. This property characterizes nonsingular potential matrices (see for example Theorem 2.27 in [5] ).
On the other hand, it is straightforward to show that U −1 = k(I − P ) for some constant k and a sub-stochastic kernel P , and the spectral radius of P is strictly bounded by one. This last property is equivalent to the convergence of the series n∈N P n and moreover U = 1 k n∈N P n . Notice that since U = 1 k n∈N P n , we get that P is irreducible if and only if U > 0. On the other hand, if we can choose k = 1, then U is the potential of a Markov chain, whose transition kernel is exactly P .
The following result is a characterization of potential matrices, which is crucial for our work. Here we denote by , the euclidian inner product in R E .
Proposition A.1. Assume that U is an entrywise nonnegative matrix indexed by a finite set E. If ∀v ∈ R E : (U v − 1)
then U is a potential. Conversely, if U, U t are potential matrices (for example if U is a symmetric potential) then (A.1) holds.
Proof. We prove that (A.1) is sufficient for U to be a potential. Take a vector v ∈ R E that satisfies ∀j, vj ≥ 0 ⇒ (U v)j ≤ 1. Then, we have
This implies that if vj < 0 then ((U v)j − 1) + = 0 and therefore (U v)j ≤ 1 proving that U satisfies the CMP.
Conversely, assume that U, U t are potential matrices. Consider a > 0, then the matrix U (a) = aI + U is nonsingular and satisfies the CMP. So, M (a) = (U (a)) −1 = k(a)(I − P (a)), for some constant k(a)
