There are many physical applications which give rise to mathematical models in the form of a system of ordinary differential equations. Some of these systems involve several processes which evolve on different time scales. The resulting equations have a specific structure which, through the application of the following theorems, can be readily understood. When studying such systems, simplifying assumptions may be of great help; if not to understand the full system, then at least to get a first insig;ht into the system's behavior [6] .
This expository paper focuses on some of the geometric constructs and theory for systems of differential equations of the form:
{ Xi = f (x, y, E) y' = Eg(X, y, E) ( Note here we assume full smoothness on the nonlinear terms which is unnecessary but greatly simplifies the discussion. If less smoothness is present in a given problem the precise smoothness required can be easily retraced through the proofs [3] .
System (1.1) can be rewritten with a change in time scale as:
where· = d~ and T = Et. We refer to the time scale given by T as slow, whereas the time scale for t is fast. Further, as long as E =1= 0, the two systems are equivalent and are referred to as singular perturbation when 0 < E « 1. Hence, we refer to (1.1) as the fast system and (1. 2) as the slow system. Each of the systems (1.1) and
(1.2) has a naturally associated limit as E ---t O. In (1.1) letting E ---t 0 we obtain the
According to (1.3) the variable x will vary while y will remain constant. Thus x is called the fast variable. If we let E ---t 0 in (1.2), the limit only makes sense if f(x, y, 0) = 0 [3] , and is given by
One thinks of the condition f(x, y, 0) = 0 as determining a set on which the flow is given by if = g(x, y, 0). It is natural to attempt to solve x in terms of y from the equation f(x, y, 0) = 0 and plug it into the second equation of (1.4) . Notice that this set is exact ally the set of critical points for (1.3). Hence, we have created a "formal" picture that (1.3) has sets of critical points and that (1.4) "blows up" the flow on this set up to produce non-trivial behavior [3] .
In either limiting case, one pays a price. On the set f(x, y, 0) = 0 the flow is trivial for (1.3). Whereas under (1.4) the flow is non-trivial on this set, but the flow is not defined off this set. The primary goal of geometric singular perturbation theory is to realize both these aspects (i.e., fast and slow) simultaneously. This seemingly contradictory aim will be accomplished within the phase space of (1.1)
Fundamental Concepts
Sets of points that have special properties relative to an ordinary differential equation are important for studying the system dynamics. We will discuss several such sets in this section including fixed points, periodic orbits, invariant sets and steady state solutions. More importantly, we will discuss the stability of such sets and their respective impact on the dynamics of a given system. A steady state solution of a given system is a solution which remains constant independent of time. That is, the first derivative remains zero for all t E R These types of sets are better understood in the examples at the end of this section.
One may also be interested in studying sets of points that remain invariant relative to the governing system of equations. Here a set V is said to be an invariant Note that stability can also be applied to fixed points as well and is easily determined by the linearization of such a point, and the subsequent analysis of the eigenvalues of the Jacobian matrix. Further, as we will see in the following sections, stability is a very important property of manifolds as well.
Cycles of the system (1.1) correspond to periodic solutions of ( 
Here we convert the system to polar coordinates:
which yields:
From simple substitution we see that if r = 1 =} r = -1 < 0 and if r = 2 =} r = 10 > O. We can also see that the only equilibrium point of the system (1.1) has a trajectory r with r+ contained in a compact subset F of E. Then if w(r) contains no critical point of (1.1), w(r) is a periodic orbit of (1.1)
We continue our analysis of (1.5) by observing the following Here we can easily see the manifolds and their given stabilities =;. r = 0 when r = vi 3 ±2 V5 Therefore when 0 < r < vi 3-2 V5 =;. r > 0, which implies the origin is an unstable focus. Hence, the origin is not part of an w-limit set for any point in the closure of A2 = {x E lR?IO < Ixl < I}. We have therefore satisfied the hypothesis of the Poincare' -Bendixson Theorem, and can conclude the existence of a periodic orbit in the region A 2 . In this system we have two unstable manifolds; the orgin, which is an unstable focus, and an unstable circular periodic orbit centered at the origin with radius r = vi 3+ 2 V5. Finally, there is a stable circular periodic orbit centered at the origin with radius r = vi 3-2 V5. Figure 1 .2 graphically depicts our situation; one can easily see the instability of the origin and the outer periodic orbit, that is any initial trajectory within a small neighborhood of these manifolds eventually leaves such a neighborhood.A similar observation can be made of the inner periodic orbit's stability, that is all initial trajectories in a neighborhood of this manifold stay within said neighborhood.
Fixed Points and Steady State Solutions
Consider the following simple linear system: This allows us to diagonalize the system by means of a linear transformation.
From here we may compute B = P-1 AP where B has the form 
Further it can be shown that J-l S 0 S ). for all 0 < [ < 1. From these facts we can verify that the origin is a saddle point for this system. In the [ = 0 limit the nullcline {(x, y)lf(x, y, 0) = O} illustrated in Figure ( 
One can see that Mg, as a saddle point, is by definition unstable. Now through phase plane analysis we see that the steady state M6 = {(x, y) Iy = ~ x} is stable, that is, any point within a neighborhood of M6 is attracted to M6 as t --t 00. The notion is made clear in Figure(1.4) . - 
FENICHEVS FIRST THEOREM
Having given a strong introduction of the various fundamental concepts and terminology one studies in order to appropriately analyze the lower dimensional systems introduced in the first chapter, we are now able to begin our discussion of Fenichel's theories for the general system (1.1). We will begin by looking at Fenichel's first theorem for compact manifolds with boundary.
The set of critical points f(x, y, 0) = 0 for (1.3) is formed by solving n equations in ]RN, where N = n + i and thus is expected to be, at least locally, an i-dimensional manifold. It is natural to expect it to have a parametrization by the variable y. Thus, we shall assume that we are given an i-dimensional manifold, possibly with boundary, Mo which is contained in the set {f(x, y, 0) = O}. Fenichel's first theorem asserts the existence of a manifold that is a perturbation of Mo. It will be connected with the flow of (1.1) when E =f. 0 [3] . We shall use the notation
x . t to denote the application of the fl.ow after tiIIle t to an initial condition x, and we say a set 1\1 is locally invariant under the flow of (1.1) if it has a neighborhood V so that no trajectory can leave M without also leaving V That is, a set 1"1 is
We make another hypothesis concerning (1.1) (in addition to (HI) mentioned earlier) before stating Fenichel's first theorem.
(H2) The set Mo is a compact manifold, possibly with boundary, and is normally hyperbolic relative to (1.3).
The set Mo will be referred to as the critical manifold, and we are now in a position to state the first theorem proved by Fenichel, under the hypotheses (HI) and (H2).
If E > 0, but sufficiently small, there eTists a manifold Me that lies within O(E) of Mo and is diffeomorphic to Mo. Moreover it is locally invariant under the flow of (1.1) and C r , including in E, for any r < +00.
The manifold Me will be referred to as the slow manifold. It should be noted that the only association to the flow is through the statement that the perturbed manifold Me is locally invariant [3] . This seems to be a weak statement, but in fact is not, as it entails that we can restrict the flow to this manifold, which is lower dimensional, in order to find interesting structures [3] . The fact that the manifold is locally invariant as opposed to invariant is due to the possible presence of the boundary and the resulting possibility that trajectories may fall out of Me by escaping through the boundary [3] . One may simplify our notation by restricting our attention to the case that Mo is given as the graph of a function of x in terms of y. \Ne follow Jones' [3] description concerning this restriction in the following manner. We assume there is a function hO(y), defined for y E K, with K being a compact domain in JR.l so that
This is a natural assumption as it Cg,n always be satisfied for .A10 locally. In fact, on account of normal hyperbolicity mention in hypotheses 2 (H2) the matrix
is invertible for any (x, f)) E Mo and hence x can locally be solved for y by the Implicit Function Theorem. We are thus assuming that such a solution can be made globally over Mo.
Thus consider x = hO(y) wherein y E K and make the following hypothesis.
(H3) The set M o is given as the graph ofthe Coo function hO(y) for y E K. The set K is a compact, simply connected domain whose boundary is an (l-1 )-dimensional An equation on ME can easily be calculated using Theorem 2.1. We substitute the function hE(y) into (1.1) and see that the y equation will decouple from that of the x equation. Hence, we obtain an equation for the variation of the variable y. Since y parametrizes the manifold ME, this equation will suffice to describe the flow on ME' It is given in Jones [3] by y' = cg(h E (y), y, c).
In the alternative slow scaling we can recast (2.1) as
Which has the advantage that a limit exists as c ----+ 0, given by iJ = g(hO(y), y, 0), 
where 0 < E « 1 and from (2.7), K > A. Here V(T) changes rapidly in dimensionless time T = O(E). After that V(T) is essentially in a steady state, or f~~ ~ 0, i.e., the v-reaction is so fast it is more or less in equilibrium at all times. This is Michaelis and Menten's pseudo-steady state hypothesis [9] . To conclude we use the method of matched asymptotic expansions to determine the manifolds for the Michaelis-Menten kinetics model.
Going back to (2.8) we have the following Substituting this result into the first equation, we get a first order ODE for xo(t):
The solution of this equation is given by
Where C is a constant of integration. This solution is valid near t = 0 because no choice of C can satisfy the initial conditions Xo and Yo. 2 
Inner solution
There is a short initial layer, for time t = O(c), in which x, y adjust from their initial values that are compatible with the outer solution found above.
We introduce the inner variables
The inner equations are
We look for an inner expansion One can see the formation of the manifold Me via the trajectories plotted.
Ylatching
We assume that the mner and outer expansions are both valid for intermediate times of the order E « t « 1. \iVe require that the expansions agree asymptotically in this regime, where T -4 00 and t ---t a as c -t O. Hence, the matching condition is lim XO(T) = lim xo(t),
"--+00 t-tO+ lim YO(T) = lim Yo(t)
7--+00 t--+o+
This condition implies that
which is satisfied when C = 1 in the outer solution. Therefore,
The slow manifold for the enzyme system is the curve
This is precisely the manifold guaranteed by Fenichel's theorem. Trajectories rapidly approach the slow manifold in the initial layer. They then move more slowly along the slow manifold and approach the equilibrium x = Y = 0 as t ----+ 00. The inner layer corresponds to the small amount of enzyme "loading up" on the substrate.
The slow manifold corresponds to the enzyme working at full capicity in converting substrate into product.
CHAPTER 3 FENICHEL'S SECOND THEOREM
Fcuichel's first theorcm is a bit limited in its usc as it ouly gives us au understanding of the dynamics of the system (1.1) on a very local level for small E > O. Through satisfaction of the given hypothesis the theorem guarantees the existence of the slow manifold and gives an approximation for the flow on this slow manifold. If, however, one's goal is a more global understanding of the system (1.1), in particular addressing the interaction between the slow manifold and the surrounding phase space, then we require a slightly more strict theorem to apply [6J. In general, the interaction described takes place via the stable and unstable manifolds. These are precisely the objects of concern in Fenichel's second theorem. Me: at an exponential rate in backward time [6] . It is important to note that local invariance implies that the solutions only decay to Me: as long as they stay in a neighborhood of the compact, possibly bounded Me:.
The manifolds W8(Me:) and WU(Me:) have respective dimensions l + m and l + n, so that one can conclusively say that the stability properties of Mo are inherited by Me:. When mn > 0, the conclusion of Fenichel's first theorem can be concluded from this one by taking the intersections of WS(Me:) and WU(Me:) [6] .
A Simple Linear Example in Three Dimensions
Consider the following example:
Let CPt, which maps the points (x(t o ), y(t o ), z(t o )) to their images (x(t o + t), y(to + t), z(to + t)) after time t, denote the flow of (3.1).We will begin with the fast system (when c = 0), and conclude with the geometry of the full system.
When c = 0
When c = 0, the z-axis is an invariant manifold of (3.1), it consists entirely of fixed points. Also, this fast subsystem is fx(x, y, z, 0) = x and fy(x, y, z, 0) = -yo Thus, for each z the Jacobian of f at the equilibrium point (x = 0, y = 0) has The jump from a two-dimensional system to a three-dimensional system allows us to introduce new features important for understanding general systems.
On II z , each horizontal line of constant y is a fast unstable fiber, which we denote In a completely analogous way, we may conclude the following for the stable fibers. Each vertical line defined by constant x is a fast stable fiber F~::, Its basepoint (x, 0, z) evolves according to the fast expanding component x' = x, and we once again have the desired invariance property: Although the critical points Vo E Mo do not generally perturb to fixed points, the answer to the above question is yes. The individual stable and unstable manifolds do in fact, perturb to analogous objects as we will see in the theorem to follow.
We will also include a corollary which will serve to take some of the technical aspects out of the theorem, thus making it a little more approachable (though we will make no attempt to apply it).
It is important to note that while the manifolds WU,S (vo) [6] .
To state this invariance we use the notation x . t to denote the application of a flow after time t to an initial point x. Similarly, V· t denotes the application of the flow after time t to a set V, and x' [t l , t 2 ] is the resulting trajectory if the flow is applied over the interval [t l , t2]' However, in order to avoid difficulties we restrict ourselves to a neighborhood L\ of Me in which the linear terms of (1, 1) are dominant, and consider only trajectories in vV u (Me) that have not left L\ in forward time (over our given time interval), and trajectories in WS(Me) that have not left Ll in backward time [6] . For precIsion we offer the following definition from Jones (1995) [3] . We now are prepared to state Fenichel's third theorem. 
The order in which the flow after time t is applied to a base point and the fiber of a basepoint is constructed does not matter. In the unperturbed setting of (1.1) with c = 0, the decay in forward time of points in WS(Ma) to Ma is clearly the basepoint Va of their fiber, where as the decay rate as t ---+ 00 is exponential, since all associated eigenvalues have nonzero real part [6] . We will now include a corollary, which is attractive in its less technical nature.
Note that the inclusion of this corollary is for informative purposes only, as we make no attempt to apply it directly. 
Corollary

A Classic Example
For our final example we consider the classic Rosenzweig-MacArthur predatorprey model presented in Rinaldi and Muratori (1992) [19] and given in rescaled form by Hek (2010) [6] .
Here U the number of prey, and v the number of predators are both non-negative.
They have been scaled with the constant predator-free carrying capacity of the prey.
Our parameter c > 0 is the ratio between the death rate of the predator and the growth rate of the prey, and a, d determine the impact of predation on the prey. If the prey reproduce faster than the predators and the predator is aggressive but in comparison not very efficient, then c becomes a small parameter (0 < c « 1) under these assumptions, described in detail in Rinaldi and Muratori [19] , These manifolds are more easily understood in a geometric context, as 111 figure 4.1. The biolgical meaning of this flow is the following, assume that for a constant predator population VI i-iJ the prey is in an equilibrium state (UI,11I) E
Mci. If the size of the predator population now begins to change (slowly) to a new value V2, a new equilibrium (U2' V2) E M~ will form, according to the predator-prey interaction on the nullcline M~. It is only if v passes the value v that this would not be a continuous process [6] .
A fold point like our point (il, iJ) IS nonhyperbolic and therefore needs more attention. In general, and in the case of our example, fold points that are important to the dynamics are known as jump points [6J. It is here that the flow jumps off the slow manifold and starts to follow the fast vector field. Such jumping behavior is part of the mechanics behind the classical relaxation oscillations [6J.
As can be seen in figure 4.1 given an initial point (ua, va) our system follows the fast fiber to the manifold Mt on which it wIll travel until reaching the critical poillt (u, v) . It is here that the system then jumps back to the manifold made of the v-axis at the point Td (or touchdown point). Here it travels along the v-axis until it reaches the point To (take-off point) at which it jumps back onto a fast fiber traveling back toward Mt.
We may calculate the points T d , To in the follwing manner; the point Td is We conclude by offering the reader a list of current publicatioBs which make use of Fenichel's Theorems.
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