Abstract. We obtain the Assouad dimensions of Moran sets under suitable condition. Using the homogeneous set introduced in [15], we also study the Assouad dimensions of Cantor-like sets.
Introduction
Let (X, d) be a metric space. We say X is doubling if there exists an integer N > 0 such that each ball in X can be covered by N balls of half the radius. Repeated applying this property, it gives that there exist constants b, c > 0 and α > 0 such that for all r and R with 0 < r < R < b, every ball B(x, R) can be covered by c( R r ) α balls of radius r. Let N r,R (X) denote the smallest number of balls with radii r which can cover a ball with radius R. The Assouad dimension of X, denoted by dim A (X), is defined as dim A (X) = inf{α ≥ 0 | ∃ b, c > 0 s.t. N r,R (X) ≤ c( R r ) α ∀ 0 < r < R < b}, which was introduced by Assouad in the late 1970s [1, 2, 3] . Now it plays a prominent role in the study of quasiconformal mappings on R d , and we refer the readers to the textbook [8] and the survey paper [14] for more details. It is well known that dim H (X) ≤ dim P (X) ≤ dim A X, where dim H (·), dim P (·) are Hausdorff and packing dimensions respectively.
Suppose that K is a compact subset of X and s is a non-negative real number. We say K is Ahlfors-David s-regular if there exists a Borel measure µ supported on K and a constant c ≥ 1 such that, for all x ∈ K and 0 < r ≤ |K|,
where B(x, r) is the closed ball centered at x with radius r and | · | denotes the diameter of set. Olsen [20] proved that for a class of fractals with some flexible graphdirected construction, their Assouad dimensions coincide with their Hausdorff and box dimensions. He also pointed out that the fractals in [20] are Ahlfors-David regular. It is well known that self-similar sets and self-conformal sets satisfying * the open set condition (OSC) are always Ahlfors-David regular, see [17] . One advantage of such sets is that their dimensions coincide, namely, for Ahlfors-David s-regular set K, dim A K = dim H K = dim P K = s.
In general, it is difficult to compute the Assouad dimensions of sets which are not Ahlfors-David regular. Mackay [16] calculated the Assouad dimensions of two classes of self-affine fractals, namely, Bedford-McMullen carpets [4] and LalleyGatzouras sets [18] , and he also solved the problem posed by Olsen [20] . Fraser [7] obtained Assouad dimensions for certain classes of self-affine sets and quasi-selfsimilar sets.
In this paper, we studied the Assouad dimension formula of Moran sets, Cantorlike sets and homogeneous sets. Moran set was first studied by Moran in [19] , where most cases are not Ahlfors-David regular. First, we recall the definition of Moran set.
Let {n k (≥ 2)} k≥1 be a sequence of positive integers. For each k = 0, 1, 2, · · · ,let 
We say the collection F = {J u : u ∈ D} of closed subsets of J fulfills the Moran structure if it satisfies the following Moran structure conditions (MSC):
(1) For each u ∈ D, J u is geometrically similar to J, i.e., there exists a similarity
We write J ∅ = J for empty word ∅. (2) For all k ∈ N and u ∈ D k−1 , the elements J u1 , J u2 , · · · , J un k of F are the subsets of J u with disjoint interiors, ie., int (J ui 
For all u ∈ D k , the elements J u are called kth-level basic sets of E. Suppose the set J and the sequences {n k } and {φ k } are given. We denote by M = M(J, {n k }, {φ k }) the class of the Moran sets satisfying the MSC.
For any k ′ > k, let s k,k ′ be the unique real solution of the equation ∆ k,k ′ (s) = 1, where
converges, we write
In Section 2, we prove that the sequence {sup k s k,k+m } ∞ m=1 is indeed convergent under the assumption c * = inf i,j c i,j > 0. Furthermore, The following theorem indicates that the limit is the Assouad dimension of Moran sets.
As an immediate consequence, we have the following corollary.
Let s * and s * be the upper and lower limits of the sequence {s 0,m } ∞ m=1 , that is, s * = lim m→∞ s 0,m and s * = lim m→∞ s 0,m .
It was shown in [9, 10, 22, 23] that, for all E ∈ M with c * > 0, dim H E = s * and dim P E = s * .
In next example, we will construct a Moran set to satisfy dim
Note that it is also a counter-example to the conclusion in [13] . Hereby, Theorem 1 corrects their main conclusion. Example 1. Let {p i } i be an increasing sequence of integers such that p i+1 − p i > i for all i and
Then we have
, the dimensions inequality strictly holds, that is ,
Suppose {a n } is a sequence of positive numbers with n a n < ∞. Given sequences {c k } k≥1 and {n k } k≥1 such that c k ∈ (0, 1) and n k ∈ N ∩ [2, ∞) for all k ∈ N. We always assume that c * = inf k c k > 0. Let I be the initial set such that
where the interiors of I i1···i k−1 j are pairwise disjoint. We call
a Cantor-like set, and we write
for the collection of such sets.
Remark 1. Cantor-like sets may not be Moran sets.
In fact, for Ahlfors-David regular set, using (1.1), there exist constants 0 < η < 1 ≤ λ and 1 < δ ≤ ∆ < ∞ such that, for all x, x ′ ∈ K and r ≤ |K|,
It follows from (1.4) that the measure µ and set K are doubling, and K is uniformly perfect [15] . We say a compact subset K of X is homogeneous if there exists a Borel measure µ supported on K satisfying (1.3) and (1.4), and we refer the readers to [15] for details.
Remark 2. All Ahlfors-David regular sets are homogeneous, but homogeneous sets may not be Ahlfors-David regular.
Given a point x ∈ K, we write
for 0 < r ≤ |K|. Here α x (r) is like the function with respect to pointwise dimension of measure. Given ǫ > 0, we write
For each g ∈ Ω, we focus on the behavior of function g(r) as r tends to 0. If a mapping h ∈ Ω satisfies that, for all r < ε,
for some constant C, we say h and g are equivalent, denoted by g ∼ h, and we write equivalence class [g] = {h : g ∼ h}. By the result of [15] , we have α x (r) ∈ Ω. Notice that α x (r) ∼ α x ′ (r) by (1.3), we use h(r) to denote any function in the equivalence class [α x (r)] with x ∈ K, and h(r) is called a scale function of K.
Remark 3. For Ahlfors-David s-regular set, we can take h(r) ≡ s.
It is easy to check dim H K = lim inf r→0 h(r) and dim P K = lim sup r→0 h(r), see [15] . Similarly, scale functions also play an important role in the Assouad dimension formula of homogeneous sets. Theorem 3. Suppose K is homogeneous with a scale function h(r). Then
Remark 4. Suppose that h(r) is defined on (0, ε). Using (1.4), we can obtain that for all ε 1 , ε 2 ≤ ε, lim
, using the approach in [15] , it is clear that K is homogeneous with a scale function
Therefore Theorem 2 follows immediately from Theorem 3.
Remark 5. Using the result in [15] , for every Cantor-like set K as above, we have
For the rest of the paper, we will prove Theorem 1 and Theorem 3 in Section 2 and Section 3 respectively.
Assouad Dimension of Moran Set
Without loss of generality, we assume that |J| = 1.
For each word u = u 1 u 2 · · · u k ∈ D k , we write |u|(= k) for the length of u. Given k, k ′ ∈ N, we write
− the word obtained by deleting the last letter of v.
for all k} be the symbolic system composed of infinite words. Given a word i =i 1 · · · i n ∈ D n , we call
the cylinder with respect to the word i. The following lemma can be obtained directly by using Lemma 9.2 in [6] .
Lemma 2. Suppose c * > 0. Then there exits a positive integer l such that for all 0 < δ < c * , u ∈ D and x ∈ E ∩ J u , we have
In particular, if u is the empty word, we have
Lemma 3. Suppose c * > 0. Let s k,k+m be defined by (1.2). Then the sequence
For every m, we write
Therefore, for all t ∈ N, we have (c j )
It follows that
for all i ∈ D and all 0 < δ < c * . Fix a point x ∈ E and r, R with 0 < r < R. Since E is doubling, without loss of generality, we may assume that 0 < r < c * R < R < c * . *
It is clear that
For each i ∈ A(R) with B(x, R) ∩ J i = ∅, we have
Now taking x i,j ∈ J i * j ∩ E, we have
due to c i * j = c i c j ≤ R · r/R = r and |J| = 1. Thus by (2.8), we obtain that
( 2.9) By (2.7) and Lemma 2, we have
Hence s is an upper bound, and the arbitrariness implies that
For the rest of the proof, we will verify that s * * is also a lower bound. Since s * * is the limit of {sup k s k,k+m }, there exists a sequence {(m k , m
Arbitrarily choose s < s * * . Without loss of generality, we assume that, for all k ∈ N.
Fix an integer k, we have
(2.10)
and we write
, it is obvious that the sequence {p k } tends to infinity, that is,
Thus by (2.10) and (2.11), we obtain that
Hence, for any ε > 0, there exists an integer q k (≥ p k ) such that
which contradicts (2.12). Since p k tends to ∞ and q k ≥ p k , we have
Since
, by Lemma 2 again, there exists a positive integer l ′ independent of k such that each ball with radius r k (∈ [2
To prove the lower bound, we need the following inequality
Notice that J i ⊂ B(z, R k ) for all z ∈ J i , we assume that there exists a smallest number t such that B(z, R k ) can be covered by t balls of radius r k , e.g.,
Notice that t ≤ N r k ,R k (E) and
Then for any j ∈ B q k ,k , there exists at least a ball B(
Therefore, we have p
which completes the proof of inequality (2.14). For any ζ > 0, there exists C ζ such that for any k,
Therefore, using (2.13), (2.14) and (2.15), we have
By taking ε → 0 and ζ → 0, we have dim A E ≥ s for all s < s * * , and thus dim A E ≥ s * * .
Assouad Dimension of Homogeneous Set
In this section we will prove the dimension formula for homogeneous sets.
Lemma 4. Suppose that K ⊂ X is doubling. Then
for all ε < |K|.
Proof. First, we prove that
Arbitrarily choose a real α such that α > lim
, there exists δ ∈ (0, 1) such that, for all ρ < δ, we have sup
for 0 < r < δR < R < |K|. On the other hand, there exits a constant c δ > 0 such that N r,R (K) ≤ c δ , for δR < r < R. Hence, for all 0 < r < R < |K|, we have
which implies that α ≥ dim A K. Since α is arbitrarily chosen, we have
Suppose that α is a fixed number such that, for all R < b,
where b is a constant. Then sup R<b log N ρR,R (K) log R − log(ρR) ≤ log c log R − log(ρR) + α. 
Since the inequality holds for all α > dim A K, it follows that
which finishes the proof of (3.2). We write
To obtain the formula (3.1), by (3.2), it is sufficient to show that the limit of t(ρ) exists as ρ tends to 0. Given ρ > 0. For any ρ ′ < ρ, there exists an integer m such that
Since N r1,r3 (K) ≤ N r1,r2 (K)N r2,r3 (K) for r 1 < r 2 < r 3 , it follows that
Hence, we have that
and it implies
On the other hand, since K is doubling, the
log N ρR,R (K) − log ρ .
Proof of Theorem 3.
Fix a point x 0 ∈ K. It is clear that h ∼ α x0 . By (1.6), we have that, for r < R, |α x0 (r) log r − h (r) log r| ≤ C, |α x0 (R) log R − h (R) log R| ≤ C.
Hence h (R) log R − h (r) log r log R − log r − α x0 (R) log R − α x0 (r) log r log R − log r ≤ α x0 (R) log R − h (R) log R log R − log r + α x0 (r) log r − h (r) log r log R − log r (3.3)
Suppose k is the smallest number of balls with radius r needed to cover B(x, R), i.e., suppose B(x, R) is covered by B(y 1 , r), · · · , B(y k , r). In fact, we can choose k = N r,R (K). We also assume p is the largest number of disjoint (r/2)-balls with centers in B(x, R), for example, B(z 1 , r/2), · · · , B(z p , r/2) are pairwise disjoint. By the routine argument, we have k ≤ p.
In the same way, Combining (3.4), (3.5) and (3.7), we obtain that log λ −2 log R − log r + α x0 (R) log R − α x0 (r) log r log R − log r ≤ log N r,R (K) log R − log r (3.8)
≤ log(λD) 2 log R − log r + α x0 (R) log R − α x0 (r) log r log R − log r .
By Lemma 4, (3.3) and (3.8), we obtain that dim A K = lim ρ→0 sup R h(R) log R − h(ρR) log(ρR) − log ρ .
