relationship: regression in biology. Can. J. Zool. 66: 2329 -2339. Most biologists are now aware that ordinary least square regression is not appropriate when the X and Y variables are both subject to random error. When there is no information about their error variances, there is no correct unbiased solution. Although the major axis and reduced major axis (geometric mean) methods are widely recommended for this situation, they make different, equally restrictive assumptions about the error variances. By using simulated data sets that violate these assumptions, the reduced major axis method is shown to be generally more efficient and less biased than the major axis method. It is concluded that if the error rate of the X variable is thought to be more than a third of that on the Y variable, then the reduced major axis method is preferable; otherwise the least squares technique is acceptable. An analogous technique, the standard minor axis method, is described for use in place of least squares multiple regression when all of the variables are subject to error. La plupart des biologistes savent maintenant que I'analyse classique de regression par la mCthode des moindres carrCs ne peut s'appliquer lorsque les variables X et Y sont toutes deux soumises a des erreurs alCatoires. Lorsqu'il n'est pas possible de connaitre les variances des erreurs, il n'y a pas de solution vraiment adequate. Les mCthodes basCes sur l'axe majeur et sur l'axe majeur rCduit (moyenne gComCtrique) sont gCnCralement recommandCes dans ce cas, mais ces deux mCthodes comportent des conditions Cgalement restrictives, quoique differentes, sur les variances des erreurs. L'utilisation de donnCes sirnulies qui violent ces conditions a permis d'Ctablir que la mCthode de l'axe majeur rCduit est gCnCralement plus efficace et plus juste que la mCthode de l'axe majeur. Si le taux d'erreur de la variable X excede d'un tiers celui de la variable Y, la mCthode de l'axe majeur rCduit est preferable, autrement la technique des moindres carrCs est acceptable. On trouvera ici la description d'une mCthode analogue, celle de I'axe mineur standard, B utiliser de preference a l'analyse des rigressions multiples par la mCthode des moindres carrCs lorsque toutes les variables sont sujettes a erreur.
Introduction
The fitting of linear relationships to data is one of a biologist's most frequent statistical activities; but more than 100 years after the problem was first tackled (Adcock 1878) there is still considerable debate on how best to do it. It is all the fault of reality. In the I-wish-it-were-so land of theoretical statistics there are many excellent techniques; however, in reality either the data cannot be made to conform to the assumptions or there is insufficient information for them to give a unique solution. The biologist's problem is easily described but less easily resolved: it is believed that there is a linear relationship underlying the observed pattern of values (usually from a random sample) and a wish to describe it by an equation (and therefore a line):
[la] Y = a + @ X
Because there can only be one relationship,
[lb] X = ( Y -a ) / @ values are measured on a random sample, this is known as a structural relationship (Kendall and Stuart 1973) . If the X and Y variables are not random variables then it is known as a functional relationship (Kendall and Stuart 1973) . The problem in both cases is to estimate P. Clearly the solution depends on the values of E and 6. If 6 is always small, then the ordinary least squares (OLS) regression of y on x will give the appropriate estimate. If E is always small the OLS regression of x on y will be appropriate. If both of these errors are not negligible, the y on x regression will bias the slope estimate towards zero (attenuation), while the x on y regression will bias it away from zero. The true slope lies between the two estimates, its position determined by the relative magnitudes of the deviations from the line in the two variables. Over the years a number of solutions have been tried. There are four main methods used, all of which assume that the errors E and 6 are independent.
Corrected least squares (CLS ; e .g . , Snedecor and Cochran Unfortunately, and inevitably, the observed values do not lie 1980)-1f the of o: is known, it is possible to 'Orrect directly on this line, possibly because of genetic variation in the OLS estimate of P by the material, or an inabilityto measure thk appropriate vari-0 x 2 able directly (proxy variables), or any other of a number of [21 = b o~s -reasons; it need not just be the measurement error to which the (0: -0:) statisticians are always referring. The observed value y equals If a guessed estimate for 0 : is used it will usually be Y + E and the observed value x equals X + 6, where E and 6 superior to the simple OLS solution provided it is an underare independent normal errors. In the common situation in estimate of the true value (Ketteltapper 1983) ; however, the which the X and Y are random variables, i.e., the x and y CLS is seldom used in the biological literature.
Pr~nled in Canada 1 IrnprimC au Canada
The maximum likelihood (ML) estimator of the structural relationship (Kendall and Stuart 1973; Kuhry and Marcus 1977; Mark and Church 1977; Lakshminarayanan and Gunst 1984) -For this method, only the ratio X = o:/oi is necessary, though the formula for the estimator is slightly daunting:
The major axis (Jolicoeur 1965 ) and the reduced major axis or geometric mean (Ricker 1973) methods are special cases of this formula. They will be discussed below.
Instrumental variables (IV; Kuhry and Marcus 1977) -By using a third observed variable z whose covariances with the other two variables are measurable, the relationship between them can be estimated uniquely.
This method does not appear to have been applied in the biological literature, though it is in wide use in economics.
Nonparametric methods (Sokal and Rohlf 1981 )-Wald's grouping method and in particular its descendant, Bartlett's triple group method, have been used on occasion in the biological literature. However, Madansky (1959) showed that except under exceptional circumstances, these techniques do not give one relationship but two, depending on which variable is being grouped. The degree of bias can be appreciable (Kuhry and Marcus 1977) ; it is therefore not the ideal solution.
It is apparent that in the absence of information about a,2 and oi, there is no unique solution. This is not surprising. The position of the line will depend on which of the variables is the more reliable descriptor of the relationship. For example, a researcher may seek a relationship between the length and the weight of an organism, where length may be under tight genetic control, but weight is determined by nutritional or reproductive status which varies widely over the sample. Clearly the position of the line should be influenced by the relative reliability of the variables in describing the underlying relationship. The average distance from the points to the line measured parallel to the length axis should be less than that measured parallel to the weight axis. In most biological situations, there is little or no information on the "error" variances, so there can be no unique, correct solution. There is actually a fifth solution: to estimate both the y on x and the x on y OLS solutions, and then to state that the true line lies somewhere between, but that without further information it is not known where. In the absence of information a wise man admits ignorance. This is usually not acceptable, as most biologists would sooner have a slightly biased line than no line at all. The mistake is to accept the calculated line as unbiased and of greater precision than it really is.
In practice the maximum likelihood technique is used, usually unwittingly, with an implicit assumption of a value for X. There are three commonly assumed values. (i) The error variance of X is zero, in which case X = ; this is the assumption for OLS regression of y on x. This is by far the most common solution.
(ii) The error variances of Y and X are equal, i .e., X = 1; this is the assumption for the major axis method (MA) recommended by many (e.g., Jolicoeur 1965 Jolicoeur , 1968 Jolicoeur , 1975 Kuhry and Marcus 1977; Causton and Venus 1981; Harvey and Mace 1982) . (iii) The error variances of X and Yare proportional to their respective underlying true variances, i. e., X = o$/oi; this is the assumption of the reduced major axis method (RMA), also known as the geometric mean method (Ricker 1973 (Ricker , 1982 (Ricker , 1984 . This method is gaining increasing acceptance (e.g . , Laws and Archie 198 1 ; Prepas 1984; Jensen 1986 ).
Though OLS is the most widely used method, increasing attention is being paid to the MA and RMA techniques. There has been considerable debate on which is best, most useful, or most likely to be correct (e.g., Ricker 1973 Ricker , 1984 Jolicoeur 1975; Sprent and Dolby 1980; Harvey and Mace 1982; Seim and Saether 1983) . Like most statistical techniques, these methods can be explained from a variety of viewpoints, which has tended to make it difficult to come to a clear conclusion. For example, the major axis method gets its name because it is the first principal component of the 2 x 2 covariance matrix of the variables y and x (Sokal and Rohlf 198 1) . Similarly, the reduced major axis gets its name because it is the first principal component of the 2 x 2 correlation matrix, i.e., the covariance matrix of the standardized variables y and x ("variables centrees reduites" in French; Jolicoeur 1975) . Alternatively, MA can also be described as that line that minimizes the sum of the squared distances perpendicular to the line, while the RMA minimizes the sum of the areas of the triangles defined by each data point, the point on the line corresponding to the x value, and that corresponding to the y. Arguments over which technique is best have been largely confused because of the viewpoints taken by the main protagonists. The criticisms, both real and imaginary, of the techniques have not resulted in a mutual understanding because of the differing points of view. To compare these techniques effectively, it is necessary that all three be considered within the same framework. All have impeccable mathematical derivations, and give perfectly valid unbiased estimations of slopes, provided that X is known and the other assumptions of normal independent errors, etc., are not violated. By treating them all as special cases of the maximum likelihood solution to the structural relationship, the relative utility of the techniques can be assessed.
The first point to consider is whether there is any value of X that a priori is more likely than others. If the variables are in different units, X = 1 is unlikely to be true. If the variables are logarithmically transformed, X = 1 is perhaps more likely but so is X = o$/oi. The only situation in which X = 1 appears a priori more likely is when both variables have been measured using the same device and all of the error is measurement error. As for X = o$/oi, the only relevant situation that springs to mind is when both variables are counts (e.g., animal numbers) in which a larger range of densities (0: and 0; ) might imply larger error and deviation from the line (o: and 026). In such a case the data would usually be logarithmically transformed anyway to improve linearity, making both MA and RMA equally likely to be valid (pace Sprent and Dolby 1980) . There is thus no compelling evidence that one value of X is more likely than any other. Ricker has argued that pragmatic considerations, for example, the scale independence of the OLS and RMA, should determine the choice. However, it could be argued that when all are viewed as special cases of the structural relationship, any choice between them should be made on the basis of their robustness to bad choices of X and on their relative efficiencies. Kermack and Haldane (1 950) proved that RMA and OLS are more efficient than MA but no one has checked the relative robustness of these techniques to their assumptions about the value of X. If we measure bias in @', the population estimate of @ for a method, as proportional bias (@'lP) so that 1 means no bias, then it can be shown that the worst possible proportional bias resulting from misestimation of X for OLS y on x is p2 (the square of the population correlation coefficient), that for the RMA method is not so bad (nearer 1) at p , while that for the MA method is always between the other two. Thus the MA method is subject to a maximum bias greater than its main rival, the RMA method, and is less efficient than either RMA or OLS. It is, however, still necessary to investigate the performance of the methods for moderate misestimation of X.
Simulation
A simulation program was constructed based on the structural model outlined in the Introduction to compare the various estimators. It was written in FORT RAN^^ on the University of Auckland's IBM 4341 and used NAG random number subroutines (Numerical Algorithms Group 1984) . The aim of the simulation was to compare the OLS, MA, and RMA methods of regression for data sets generated with different values of X. Their response to the violation of their assumed value of X was investigated for different values of the correlation coefficient between the observed values of x and y, and for different values of o$ and 0; .
The measure of effectiveness of a regression technique was the mean square error (MSE).
[5]
where bi is the estimate from the ith set of simulated data at that combination of X, p , o$, and 0; ; fl is the true value used in the simulation to generate the data sets; and 1000 is the number of runs of the model to produce a single MSE estimate. The population MSE for a method equals ((P -+ the variance of the estimator), where fl is the true slope of the relationship and P' is the population value for the method. It therefore summarizes both the bias effect (P -P') and the variance of the estimation, i.e., both accuracy and precision. The object of the simulation was to estimate the MSE for the MA, RMA, and OLS methods for different values of X, by varying oi and oi but keeping the other parameters and the sample size n constant. Fifty evenly spaced values of X were generated, and for each, 1000 sets of n values of x and y were produced. The three methods (OLS, MA, and RMA) were applied to each set, giving 1000 P' estimates for each method from which the MSEs could be calculated.
The results are displayed in Figs. 1-5. The MSE of the P' estimates is displayed as (MSE)1121P ' (the proportional error of the estimate) on the ordinate, while X is represented on the abscissa as the logarithm of the ratio of the error rate in y to the error rate in x (i.e., l o g ( ( o~/ o~) l ( o~l o~) ) ) to bring out an invariance in the results that will prove useful later on. Figure 1 illustrates the situation in which the optima for MA and RMA are in the same place at a log error rate ratio of zero, i.e., when o i = o2 SO that when X = 1 it also equals o:loi.
y.
In this run of the simulation the correlation between x and y is only 0.5, so it tests the efficiency of the methods. As expected, the OLS gets better (smaller MSE) as the error in x gets smaller. What is surprising is that the MA method shows major instability when the error rate in x gets small. This is largely due to an increase in variability of the estimator. Every so often extreme values are produced. The. RMA, although calculated from the same data, seems much less sensitive to such aberrations. If we increase n to 200 in an effort to reduce the instability (Fig. 2) , we find MA considerably improved, though it still shows a marked increase in variance when the error in x decreases, i.e., X % 1. Notice that Kermack and Haldane's assertions on the greater efficiency of the RMA are borne out. They observed that under certain circumstances, the MA method could suffer enormous loss in efficiency relative to the RMA and OLS methods. Nowhere is the MA better than the RMA; both bias and variance are always greater.
If we increase the correlation coefficient (Fig. 3) to 0.75 the MSEs shrink dramatically, and the MA estimator finally comes under control although at no value of X is it as good as the RMA. As the correlation is high, the difference is not great.
What happens when we vary the range of the variables (i.e., o i + o$)? Figure 4 illustrates the consequences when there is a larger range of values on the Y than on the X, i.e., 0 : > oi.
The MA is conspicuously bad, although the relationship between the RMA and OLS is the same as for the earlier figures. When we reverse the situation so that X has a greater range than Y (Fig. 5) , we get a drop in the MSEs. The MA now performs well, although over most of its range not as well as the RMA. Only when the error rate in x declines relative to the error rate in y does it become superior, but so does the OLS. At this point I believe it is clear that the MA is not as useful or efficient as the RMA method. It can be shown to be more subject to bias at different values of X, and because of its lower efficiency it becomes unstable at low correlations and moderate sample sizes (e.g., n = 50). It nearly always has a higher MSE than the RMA, having a lower MSE only in situations in which the OLS would be a more satisfactory alternative. 
-
Despite the considerable support the MA method enjoys, the conclusion to be drawn from this study is that when there is no apriori information about the true value of A, its use is considerably more risky than that of the sensibly used RMA method.
The real problem is now simply when to use RMA in preference to OLS. The advantages of the log error rate ratio now became apparent: the shape of the relationship between OLS and RMA is constant when plotted on this axis. A glance at Figs. 1-5 will show this. If the error rate in x exceeds onethird of the error rate in y then RMA should be used. Of course, if the error rate in x is much larger than that in y then an OLS regression of x on y could be considered. If the correlation coefficient is larger enough (say > 0.9) than all of the lines will virtually coincide anyway, so it does not matter which is used. One simple rule of thumb might be as follows: if appreciable variation in x is expected, do both OLS and RMA. If there is any difference choose the RMA. If not, use the OLS.
There is of course another criterion to use in choosing a suitable technique. Is it convenient? Certainly the calculation of the RMA is so simple as to appear trivial (Jolicoeur 1975) although simple algebra will show that it is derived from the maximum likelihood formula. Another useful feature, borne out by the simulations although not displayed here, is that the variance (not MSE, which includes bias) of the RMA and the OLS estimators are identical (to the third significant digit) and so, therefore, are their standard errors, which are given by any bivariate regression program or calculated from the correlation coefficient as follows: Confidence limit formulae that allow for the asymmetry of the distribution of the RMA estimator are given in Jolicoeur and Mosimann (1968) :
where B = t2(1 -r2)/(n -2), and t is Student's t for n -2 degrees of freedom. Clark (1980) gives two approximations that also allow a significance test for 0 equal to some nonzero value to be performed based on the statistic
Note the use of (n -2), not (n -1) as in the original. This is asymptotically standard normal, so for a first approximation, critical values can be obtained from z tables. It is worth noting that a conventional test of significance with the null hypothesis 0 ' = 0 is impossible, because log 0 = -a. This is the result of the assumptions about the error structure. If the slope of the line is zero, then o$ is zero; thus a: is assumed to be zero also, and so there is no sampling error and therefore no test. The RMA technique can only be used to describe a relationship when one exists. This is no real disadvantage; attempting to describe a nonexistent relationship is pointless.
Testing for a nonzero correlation coefficient first would provide a sufficient insurance against this. Clarke also shows that the statistic T is approximately t distributed with degrees of freedom of 2 + ((n -2)/(1 + 0.5r2)). Both of these tests can be converted to confidence intervals on log b by using the appropriate critical value. The performance of these confidence intervals was assessed by simulation, and the results are displayed in Table 1 . Clearly, both those based on the OLS standard error and those derived from the maximum likelihood statistic perform well. Clarke's statistics perform adequately at larger sample sizes, but less well for small numbers. This result suggests that these tests should be used with care if sample sizes are small. A test for the equality of slopes of two RMA regressions is presented in Clarke (1980) . It is based on the same statistic as above. Finally, what about the other assumptions: normality and independence of errors? If X and Y are not normally distributed, the same estimators and CIS still apply (Kendall and Stuart 1973) but the consequences of non-normal or nonhomogeneous errors (E and 6) do not appear to have been investigated. Reilman et al. (1985) give the structural relationship estimates of slope in the presence of correlated errors but as yet no work has been done on the robustness of the unmodified ML estimates to correlated errors; it could be quite sensitive. For example, OLS is very sensitive to serial correlation in the errors in y.
Its distribution approximates
As a final note on the bivariate problem, the RMA offers the only estimator for finite nonzero X that does not have to be recalculated if there is a change in the scale of either of the variables. Although this is an attractive property, I do not wish to put too much emphasis on it.
Multiple regression
Although much effort has gone into debating the relative merits of the bivariate methods, the multiple regression situation has received little attention. Most biologists, ecologists in particularly, blindly use OLS multiple regression for description even when the data are inappropriate, with errors or derivations in the X's resulting from measurement error, from natural variability, and from proxy variables. It is not as though alternatives are lacking. All four of the group of methods mentioned in the bivariate section exist. The corrected OLS methods are discussed in Seber (1977) , the maximum likelihood method below, and the instrumental variables approach in Johnston (1963) or in any econometrics text. However, the nonparametric methods, such as they are, do not seem to have been widely used and are not generally available.
The maximum likelihood solution for the structural relationship is a simple extension of the bivariate case, although the fact that it must now be expressed in matrix algebra obscures the relationship. The underlying true model is now as follows:
where p is the total number of variables.
Thus XI is a linear combintion of the other X's, but there is error on all of the X's so the observed values are:
The vector of X values, x, is multivariate normal with zero mean vector and a variance covariance matrix A (in shorthand  MVN (O,A) ), and the vector of errors, E , is MVN (0,W ). So x 2 10-is also MVN with mean 0 and variance covariance matrix C.
, ,
Let B = C x (n -I), i.e., the matrix of sums of squares h and cross products of the observed values. Then the maximum likelihood estimates of the P's for the structural relationship k .
are the coefficients of the eigenvector associated with the smallest root (<) of the determinantal expression: 
variables ( l o g ( ( a~l o~) 1 ( a~l a~, ) ) ) .
structure are needed. The special cases discussed below all share the assumption that thd off-diagonal elements of W are 0, i.e., the errors are independent. There are three solutions that should appear familiar. If the error variances (0;) are all equal, the situation is equivalent to the bivariate case in which o:loi = 1, the assumption of the major axis method. The solution to the determinantal equation above can be obtained by doing a principal component analysis on B, in other words, by getting the smallest eigenvalue from I B -<I I = 0, where I is the identity matrix. Because this is effectively a principal components analysis on a covariance matrix, it is equivalent to the major axis bivariate method. In the bivariate case, the eigenvector associated with the largest eigenvalue is at right angles to that of the smallest. Thus in the general mathematical formulation, it is the minor axis that defines the line normal to it (the major axis). In the multiple regression case, the minor axis defines the hyperplane normal to it (the structural relationship equation). Perhaps the major axis method should be renamed the minor axis method! If the diagonal elements of W are proportional to the diagonal elements of A, i.e., analogous to the bivariate case in which ojloi = o$/oi, then the estimates of Pi are given by the eigenvector associated with the smallest eigenvalue from a principal component analysis on the correlation matrix. In the bivariate case this is the RMA method. For the purposes of this paper the multivariate solution will be called the standard minor axis (SMA).
If one of the diagonal elements of W is positive (i.e., the XI variable) while all the rest are zero (the other X's), then the maximum likelihood solution is equivalent to an OLS multiple regression of the corresponding variable on the remaining subset.
The use of this principal component (PC) model for describing relationships that resemble natural laws has been advocated for biology by Pearce (1965) . His argument was entirely intuitive and geometric. The component associated with the smallest eigenvalue is the linear combination of original variables with the smallest variance, provided that the data are multivariate normal. If that variance (eigenvalue) is close to zero then:
where aj is the coefficient of the eigenvector associated with the smallest eigenvalue, the pth principal component. Thus
If the analysis used the correlation matrix, the P estimates (bi) are used with standardized variables. To convert them for use with the raw variables, each bi must be multiplied by si/sI, the ratio of the sample standard deviations of the Xi and the Y variables. For many purposes, the standardized estimates are easier to interpret (Snedecor and Cochran 1980) . Pearce suggested this analysis as an ad hoc method without mentioning the theoretical justification for its use or the assumptions that might affect its reliability.
Once again, as in the bivariate case, the biologist is faced with the question of what happens when the assumed error structure matrix, W, is wrong, as it certainly will be.
A simulation program similar to the bivariate one was written in FORT RAN^^ using NAG subroutines for random number generation, multiple regression, and eigenvalue decomposi- tion. For simplicity, there were only three variables, a Y and 2 X's. The error variances of XI and X2 were equal and o;l = o h . XI and X2 were independent. Because of the expense of using the program only 30 different values of the error rate ratios of Y and X were used, and only 750 runs of the simulation were performed for each of them. The MSE of the t !3 ' estimate for XI is used, presented as (MSE)112/p '. The results are again presented using the log error rate ratio used for the bivariate simulation, log ( ( o~y l o~) l ( o~x l lo;, )) .
Clearly from Fig. 6 the MA (smallest PC of the covariance matrix) behaves badly at low correlations. It is extremely unstable and, although the situation improves for larger sample sizes (Fig. 7) , remains extremely unstable at low error rates in X. When the correlation coefficient increases, it performs better (Fig. 8) , although as in the bivariate case the SMA (smallest PC of the correlation matrix) is always more reliable. It would appear sensible, therefore, to disregard the MA technique again and to concentrate on the SMA and OLS estimators. Figure 7 shows that the relationship between SMA and OLS is similar to the bivariate case. A plot of the MSEs for SMA and OLS for the same sample size and correlation but when $, # o;l (Fig. 9) shows that, as in the bivariate case, the shape of the curves remains unchanged when they are plotted against the log error rate ratio. This shape, and more importantly the crossing-over point between the RMA and OLS curves, although invariant over different values of o; and o; , is unfortunately not invariant under changes in p (Fig. 8) . This is unlike the bivariate situation and occurs because the variance of the SMA estimator no longer equals the variance of the OLS estimator as it did in the bivariate case. It is generally approximately twice the size. However, the pattern is fairly clear. If the error rate in X is greater than one-half to two-fifths of the error rate in Y, then the SMA method may be preferred. I say "may" because although calculation of the slope estimators is simple if one has access to a PCA program, there seem to be no reliable estimators of the variances of the slopes, and correspondingly no confidence intervals. However, it is quite simple to generate these or equivalent statistics using the bootstrap or jackknife methods (Efron 1982) . A program written in SASIIML (SAS Institute Inc. 1985) that estimates the SMA fi values and gives their bias-corrected 90% confidence intervals (Efron and Tibshirani 1986 ) is available from the author.
The size of the smallest eigenvalue gives a measure of the residual variation, the goodness of fit. Actually it is the sum of squared perpendicular distances from the points to the hyperplane of the relationship when displayed in the space of the standardized variables. Perhaps a more precise indicator of the model's goodness of fit can be given by calculating the proportion of the variance of each of the variables explained by the relationship. If the analysis has been done on the standardized variables, i .e., the correlation matrix, and the eigenvector coefficients have been scaled so that the sum of their squared values equals their associated eigenvalue, then the square of an element of an eigenvector is the proportion of that variable's variance explained by that principal component. Therefore the proportions of the variables' variances explained by the PC with the smallest eigenvalue will provide a measure of how each variable contributed to the residual vector. One minus the proportion of variance explained will give the goodness of fit, as that will be the proportion of variance explained by the hyperplane normal to the PC. The proportion of variance explained for the variable of interest will usually be more than the r2 of the OLS model. This is because the OLS method measures the distance to the hyperplane parallel to the Y axis whereas the SMA method measures the distance perpendicular to the hyperplane, which will often be shorter, and then calculates the contribution of the Y variable to this distance.
How sensitive is the SMA technique to its assumptions? For example, there is often correlation among the errors or among the X variables themselves. The technique attempts to characterize the supposed simple structural relationship that exists in the data. If there is more than one such relationship, other techniques are necessary (see Anderson (1984) for a review, or Sprent (1969) for a simple generalization of this technique). This restriction to one relationship is of course equally true for OLS multiple regression. The existence of collinearity among the X's, i.e., other relationships, can markedly reduce the reliability of the description of the interesting one. It is almost certainly the same for the structural relationship method. If there are other relationships in the data, indeterminacy and large standard errors on the slope parameters are the result. It is therefore important to select the variables with one relationship in mind, i.e., having one variable as the one of interest and looking for the hypothesized relationship that involves it. The simplest check for a single relationship is to calculate the distinctness of the smallest eigenvalue. Lawley's formula (Lawley 1956; see Seber 1984) for testing the equality of the the covariance matrix, and secondly because this test is not robust to deviations from the multivariate normal distribution.
Examp 1 es
A data set (available from the author) consisting of 126 observations on 13 variables was analyzed using both OLS multiple regression and SMA regression to provide a simple example of the use of the SMA technique. It was gathered by Bioresearches Ltd. for New Zealand Electricity from the Whau Creek Estuary which enters the Waitemata Harbour in Auckland, New Zealand. The data were collected on 21 occasions over 1 year, from seven stations in the estuary at high or low tide, although on some occasions not all of the stations were visited. The variables measured were dissolved oxygen (DO), biological oxygen demand (BOD), pH, Secchi disk visibility (SEC) , reactive phosphate (P04), nitrate nitrogen (N03), ammoniacal nitrogen (NH3), chlorophyll a (CHLA), faecal coliform counts, log transformed (FCOLI), concentration of suspended solids (SS), salinity (SAL) , temperature (TEMP), and a dummy variable for state of the tide, 0 low, 1 high (TIDE). I will present two examples. The first will show the use of bivariate RMA regression to describe the relationship between DO and TEMP. The aim of the second example is to find those variables that are linearly related to DO, and to describe the relationship. smallest eigenvalues can be used to check that the last two are Example 1 distinct. If they are not, then redundant variables must be
The correlation coefficient between the two variables is removed until they are. It must be pointed out, however, that -0.662, n = 126. There is clearly a relationship. Figure 10 this test is only approximate, firstly because although a X2 is shows the data with the RMA and the two OLS lines fitted. used, the true test statistic is not from a tabulated distribution
There is a considerable difference. The RMA slope parameter because the correlation matrix is being analyzed rather than was estimated as -0.295 with a 95% confidence interval 
Example 2
The correlation matrix for the data is presented in Table 2 . Preliminary analysis of the data by Hawkins' method (Hawkins 1973; Jeffers 1981) showed that salinity is largely redundant. When regressed (OLS) against the other variables (except DO) the r2 was 0.82. Retaining such a variable could lead to unstable parameter estimates and could obscure the relationship under investigation. It was therefore removed from the analysis.
Traditionally the next step would be an OLS multiple regression, possibly using a stepwise technique to select a subset of the variables. This procedure assumes that the error about the relationship is totally in the Y variable, dissolved oxygen. This assumption is, of course absurd. If the aim of the analysis was to produce a predictive model for DO, then OLS would be the correct approach. There will be no linear model better at predicting DO, given the values of the other variables, than the correct OLS model. However, the aim is description not prediction; we want a linear model that summarizes the relationships between these variables. The existence of error in all of the variables must be taken into consideration. The assumption of the SMA technique that the errors are proportional to the variances of the variables is also bound to be untrue; however, it is more likely to be correct than assuming that there are no errors in the X's at all. The results of an OLS multiple regression are presented in Table 3 , along with a backwards elimination history ( a to retain = 0.1) to select the "best" subset. Of course, such stepwise techniques are not ideal; they do not necessarily produce the optimum subset of variables even for prediction, let alone description, and their usual significance tests are technically invalid (Draper and Smith 198 1, p . 3 1 1) . However, using this technique will allow the performance of the SMA method to be compared with OLS for different combinations of X variables. Reassuringly, in this case the technique has located the best OLS model (five X variables), as confirmed by Hawkins' method. The results for SMA regression are in Table 4 , along with a backwards elimination history ( a to retain = 0.1).
The two techniques agree on the importance of two of the five variables selected. This result suggests that TEMP and FCOLI can be accepted as genuinely relevant to the relationship. The presence of TIDE in the last but one step of the SMA sequence suggests that its presence in the OLS model may not be an artifact. The status of the remaining variables will have to be determined by other means. Although it is likely that the SMA results are the more reliable, the technique is too young for this to be certain. Perhaps at present its use should be largely restricted to checking the robustness of the conclusions drawn from OLS estimates and tests.
Conclusions
The problems posed for biologists by the real world seldom, if ever, have an exact, correct statistical solution. The assumptions of nearly all techniques are violated to a greater or lesser extent by real data. That does not, and should not, stop scientists from using the best available methods to extract useful, if sometimes slightly unreliable, information. In the case of regression for description (not prediction) in the presence of unmeasured or unmeasurable variation on all the variables involved, researchers should be aware that no method gives a correct, unbiased result with real data. However, of those methods that claim to offer useful results, OLS and SMA (RMA) seem to be reliable and complementary. The near total domination of the biostatistical scene by the OLS techniques is beginning to erode, as researchers recognize the conditions that make them (unacceptably) unreliable. In such circumstances, the SMA techniques may be appropriate substitutes. As a final point, the existence of robust estimation techniques for the correlation matrix suitable for PCA (see Seber 1984 for a review) suggests that robust regression based on the SMA method is possible.
