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Abstract
In this paper we study existence of minimal and maximal fixed points for increasing multivalued
functions in ordered topological vector spaces, and apply the obtained results to operator equations
and quasilinear elliptic boundary value problems involving discontinuous nonlinearities.
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1. Introduction
In this paper we shall first present fixed point results for multivalued functions defined
on a nonempty subset P of an ordered topological vector space X. Our main result implies,
for instance, that if X is a lattice-ordered reflexive Banach space with the properties
(W+) if un ⇀ u in X, and if (u+n ) is increasing, then u+n ⇀ u+,
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then a mapping G :P → 2P \ ∅, where P is a closed ball in X, has minimal and maximal
fixed points if G is increasing in the sense defined later on, and if the values of G are
weakly sequentially closed. This result is applied to prove existence results for minimal
and maximal solutions of an abstract equation u = H(u,u), where H :X × X → X.
For instance, the function spaces Lp(Ω), W 1,p(Ω) and W 1,p0 (Ω), 1 < p < ∞, ordered
a.e. pointwise, possess properties (W+) and (N+). This makes the obtained results ap-
plicable, e.g., in the theory of partial differential equations, as we demonstrate in Section 5.
2. Fixed point results
Throughout this section we assume that X = (X,) is an ordered topological vector
space having the following property:
(C) Each well-ordered chain C of X whose increasing sequences converge contains an
increasing sequence which converges to supC.
We are going to derive conditions which ensure that a multivalued function has a maxi-
mal and/or a minimal fixed point, defined as follows.
Definition 2.1. Given a nonempty subset P of X we say that v ∈ P is a maximal fixed point
of a mapping F :P → 2P \ ∅, if v ∈ F(v), and if u = v whenever u ∈ F(u) and v  u. If
u = v whenever u ∈ F(u) and u v, we say that v is a minimal fixed point of F .
A basis of our considerations is the following recursion principle (cf. [4, Lemma 1.1.1]).
Lemma 2.1. Let D be a subset of 2X with ∅ ∈D, and assume that f :D→ X. Then there
is a unique well-ordered chain C of X such that
u ∈ C if and only if u = f ({v ∈ C | v < u}). (2.1)
If C ∈D, then f (C) is not a strict upper bound of C.
As an application of Lemma 2.1 we prove the following fixed point result which is a
slight modification to [2, Theorem 2.1].
Lemma 2.2. Let F :P ⊂ X → 2P \ ∅ satisfy the following hypotheses:
(F1) The set P0 = {u ∈ P | u v for some v ∈ F(u)} is nonempty.
(F2) If un  vn ∈ F(un), n ∈N, and if (vn) is increasing, then (vn) has a limit in P0.
Then F has a maximal fixed point which is also a maximal element of P0.
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viously, ∅ ∈ D. Let f :D → X be a function which assigns to each W ∈ D an element
v = f (W) ∈ F(u), u v, where u is a fixed strict upper bound of W in P0. By Lemma 2.1
there exists exactly one well-ordered chain C in X satisfying (2.1). If (vn) is an increas-
ing sequence in C, it follows from the definition of f that un  vn ∈ F(un) for each
n ∈ N, where (un) is a sequence in P0. Thus (vn) has a limit in P0 by (F2). This re-
sult and property (C) of X imply that C contains an increasing sequence (vn) such that
u = limn vn = supC. Because u ∈ P0, there exists v ∈ F(u) such that u  v. Applying
(F2) for constant sequences un ≡ u and vn ≡ v we see that v ∈ P0. Equality u = v must
hold, for otherwise u < v ∈ P0, so that f (C) would exist, and being a strict upper bound
of C this would contradict the last conclusion of Lemma 2.1. Consequently, u = v ∈ F(u),
whence u is a fixed point of F .
To prove that u is a maximal fixed point of F , let v be a fixed point of F and satisfy
u  v. Since v ∈ P0, the above reasoning implies that u = v, so that u is maximal. The
same reasoning shows also that u is a maximal element of P0. 
To replace the hypothesis (F2) of Lemma 2.2 by more explicit conditions we define
monotonicity concepts for multivalued functions.
Definition 2.2. We say that F :P → 2P \ ∅ is increasing upwards if u,v ∈ P , u v and
x ∈ F(u) imply an existence of y ∈ F(v) such that x  y . F is increasing downwards
if u,v ∈ P , u  v and y ∈ F(v) imply that x  y for some x ∈ F(u). If F is increasing
upwards and downwards we say that F is increasing.
As a first application of Lemma 2.2 we prove the following result.
Proposition 2.1. Let P be a sequentially closed subset of X, and let F :P → 2P \ ∅ be
increasing upwards and satisfy the hypothesis (F1) and the following hypothesis:
(F3) The values F(u) of F are sequentially compact, and increasing sequences of the
range F [P ] =⋃{F(u) | u ∈ P } of F converge in X.
Then F has a maximal fixed point.
Proof. It suffices to show that the hypothesis (F2) of Lemma 2.2 holds. Assume that un 
vn ∈ F(un), n ∈ N, and that (vn) is increasing. It follows from (F3) that v = limn vn =
supn vn exists in X. Because P is sequentially closed, then v ∈ P . Since F is increasing
upwards, and since vn  v for each n ∈ N, then there is wn ∈ F(v) such that vn wn. The
sequence (wn) has by (F3) a subsequence, say (wk) which has a limit w in F(v). It follows
from vk  wk as k → ∞ that v  w ∈ F(v). Thus v ∈ P0, so that (F2) holds. Thus all the
hypotheses of Lemma 2.2 hold, which implies the assertion. 
The next result is dual to that of Proposition 2.1.
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increasing downwards and satisfy the following hypotheses:
(F4) The set P1 = {u ∈ P | v  u for some v ∈ F(u)} is nonempty.
(F5) The values F(u) of F are sequentially compact, and decreasing sequences of the
range F [P ] =⋃{F(u) | u ∈ P } of F converge in X.
Then F has a minimal fixed point.
Proof. The given hypotheses ensure that F satisfies the hypotheses of Proposition 2.1 with
respect to the dual ordering 	 of P , defined by u 	 v if and only if v  u. Thus F has a
maximal fixed point u− in (P,	), and u− is a minimal fixed point of F in (P,). 
The hypothesis (F1) of Lemma 2.2 and the hypothesis (F4) of Proposition 2.2 can be
replaced in certain ordered topological vector spaces by properties of P defined as follows.
Definition 2.3. We say that a subset P of X has a sup-center (respectively inf-center) c
if sup{c,u} (respectively inf{c,u}) exists and belongs to P for each u ∈ P . If c is both a
sup-center and an inf-center of P we say that c is an order center of P .
For instance, if X is a lattice-ordered Banach space, and if ‖u+‖ ‖u‖ for each u ∈ X,
then the center of each closed ball P of X is its order center.
Applying the results of Lemma 2.2 and Propositions 2.1 and 2.2 we are now ready to
prove the main fixed point result of this section.
Theorem 2.1. Let X be a lattice-ordered topological vector space having property (C) and
the following property:
(C+) If un → u in X, and if (u+n ) is increasing, then u+n → u+.
Assume that P is a sequentially closed subset of X, and that G :P → 2P \ ∅ is an increas-
ing mapping whose range is relatively sequentially compact and values are sequentially
closed.
(a) If P has a sup-center, then G has a minimal fixed point.
(b) If P has an inf-center, then G has a maximal fixed point.
(c) If P has an order center, then G has minimal and maximal fixed points.
Proof. (a) It suffices to consider the case when the zero-vector 0 is a sup-center of P . The
relation
F(u) = {v+ | v ∈ G(u)} (2.2)
defines an increasing mapping F :P → 2P \ ∅. We shall show that F has a maximal fixed
point by proving that F satisfies the hypotheses (F1) and (F2) of Lemma 2.2. The hypothe-
sis (F1) holds since 0 v for each v ∈ F(0). To prove (F2), assume that un  vn ∈ F(un),
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n ∈ N a wn ∈ G(un) such that w+n = vn. Because (wn) is contained in G[P ] which is rela-
tively sequentially compact, then each subsequence of (wn) has a convergent subsequence.
This result and property (C+) of X imply that each subsequence of (vn) = (w+n ) has a
convergent subsequence. Since (vn) is increasing, then all these convergent subsequences
have the same limit, v = supn vn, whence (vn) converges to v. Moreover, v ∈ P because
P is sequentially closed. Since G is increasing, un  vn  v and wn ∈ G(un), n ∈ N, we
can choose for each n ∈ N a zn ∈ G(v) such that wn  zn. Because both (wn) and (zn)
are sequences of G[P ] which is relatively sequentially compact, there exist subsequences,
say (wk) and (zk), such that wk → w and zk → z. Since G(v) is sequentially closed, then
z ∈ G(v). It follows from wk  zk as k → ∞ that w  z. In particular, w+  z+, and
since (vk) = (w+k ) is increasing, then v = limk vk = w+ by (C+). Thus v  z+ ∈ F(v),
i.e., v ∈ P0. This proves that the hypothesis (F2) holds.
The above proof shows that F , defined by (2.2), satisfies the hypotheses of Lemma 2.2,
whence F has a maximal fixed point u, i.e., u ∈ F(u). It follows from (2.2) that u = v+ for
some v ∈ G(u), whence u belongs to the set P1 = {u ∈ P | v  u for some v ∈ G(u)}. Thus
G satisfies the hypothesis (F4) given for F in Proposition 2.2. Because G[P ] is relatively
sequentially compact and each G(u) is sequentially compact as a sequentially closed subset
of G[P ], then also the hypothesis (F5) holds for G, so that G has by Proposition 2.2
a minimal fixed point.
The proof of (b) is dual to the above proof, and (c) follows from (a) and (b). 
Remark 2.1. Each ordered metric space, and thus each ordered normed space has prop-
erty (C) due to [4, Proposition 1.1.5]. If X is an ordered topological vector space which
satisfies the second countability axiom, then each well-ordered chain of X is separable,
whence X has property (C) by [4, Lemma 1.1.7]. Another example of an ordered topo-
logical vector space with property (C), which is particularly useful in applications, is an
ordered Banach space equipped with the weak topology (cf. [1, Appendix, Lemma A.3.1]).
As for other results on fixed points of increasing multivalued functions in ordered spaces
see, e.g., [2,3,5].
3. Special cases
In this section we consider the special case when X is a lattice-ordered reflexive Banach
space equipped with the weak topology. As stated in Remark 2.1, X has property (C). As
a consequence of Propositions 2.1 and 2.2 we get the following fixed point result.
Proposition 3.1. Let P be a bounded and weakly sequentially closed subset of X, and
assume that F :P → 2P \ ∅ is increasing and has weakly sequentially closed values.
(a) If v  u ∈ F(v) for some u,v ∈ P , then F has a maximal fixed point.
(b) If v  u ∈ F(v) for some u,v ∈ P , then F has a minimal fixed point.
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P is weakly sequentially compact. This result and the hypothesis on the values of F ensure
that F satisfies the hypothesis (F3) of Proposition 2.1. The hypothesis (F1) of Lemma 2.2
holds if v  u ∈ F(v) for some u,v ∈ P , whence F has a maximal fixed point by Proposi-
tion 2.1.
Similar reasoning shows that F satisfies in the case (b) the hypotheses of Proposi-
tion 2.2. Thus F has a minimal fixed point. 
As a consequence of Theorem 2.1 we get the following result.
Theorem 3.1. Let X be a lattice-ordered reflexive Banach space with property (W+) given
in the Introduction. Assume that P is a bounded and weakly sequentially closed subset
of X, and that G :P → 2P \ ∅ is an increasing mapping whose values are weakly sequen-
tially closed.
(a) If P has a sup-center, then G has a minimal fixed point.
(b) If P has an inf-center, then G has a maximal fixed point.
(c) If P has an order center, then G has minimal and maximal fixed points.
Proof. Because X is reflexive and P is bounded, then P is weakly sequentially compact,
whence G[P ] is weakly relatively sequentially compact. The hypothesis (W+) means that
the hypothesis (C+) of Theorem 2.1 holds when X is equipped with the weak topology.
Thus the conclusions follow from Theorem 2.1. 
As an application we get the fixed point result stated in the Introduction.
Corollary 3.1. Let X be a lattice-ordered reflexive Banach space with the properties (W+)
and (N+) given in the Introduction. If P is a closed and bounded ball in X, then each
increasing mapping G :P → 2P \ ∅ with weakly sequentially closed values has minimal
and maximal fixed points.
Proof. The ball P , as a closed and convex set also weakly sequentially closed. Moreover,
property (N+) of X ensures that the center of P is its order center. Thus all the hypotheses
of Theorem 3.1 hold, which implies the assertion. 
The following result gives examples where Theorem 3.1 and Corollary 3.1 can be ap-
plied.
Lemma 3.1. Each of the following spaces are lattice-ordered and reflexive Banach spaces
with properties (W+) and (N+) when 1 < p < ∞:
(a) Lp(Ω), ordered a.e. pointwise, where (Ω,A,µ) is a σ -finite measure space.
(b) W 1,p(Ω), and W 1,p0 (Ω), ordered a.e. pointwise, where Ω is a domain in R
N
.
(c) lp , ordered coordinatewise and normed by the p-norm.
(d) RN , ordered coordinatewise and normed by the p-norm.
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spaces and posses property (N+). Thus it suffices to show that (W+) holds.
(a) Let (un) be a sequence in X = Lp(Ω), and assume that un ⇀ u in X, and that
(u+n ) is increasing. Because (un) is bounded and ‖u+n ‖p  ‖un‖p for all n ∈ N by
property (N+), then (u+n ) converges strongly, and hence weakly to a function v ∈ X.
Since u−n = u+n − un, n ∈ N, then (u−n ) converges weakly to a function w ∈ X. Thus
un = u+n − u−n ⇀ v − w, whence u = v − w. Because u+n  0 and u−n  0, n ∈ N, then
v,w  0, so that inf{v,w} 0. To show that v = u+ and w = u− it suffices to show
(cf. [7]) that inf{v,w} = 0. Assume on the contrary that inf{v,w} > 0. Then there exists a
set Ω0 ∈A with 0 < µ(Ω0) < ∞ such that v(x) > 0 and w(x) > 0 for all x ∈ Ω0. Because
(u+n ) is increasing we can assume that (u+n (x)) is increasing for all x ∈ Ω0.
Since µ(Ω0) < ∞, then the characteristic function χΩ0 belongs to Lq(Ω), q =
p/(p − 1). This result, u+n ⇀ v and v(x) > 0 in Ω0 ensure that
∫
Ω0
u+n dµ =
∫
Ω
u+n χΩ0 dµ →
∫
Ω
vχΩ0 dµ =
∫
Ω0
v dµ > 0.
Thus there exists j ∈N such that ∫
Ω0
u+j dµ > 0. This implies an existence of a subset Ω1
of Ω0 with µ(Ω1) > 0 such that u+j (x) > 0 for all x ∈ Ω1. Because (u+n (x)) is increasing
for all x ∈ Ω1, then u+n (x) > 0 for all n j and x ∈ Ω1.
Since µ(Ω1)  µ(Ω0) < ∞, then the characteristic function χΩ1 belongs to Lq(Ω).
Because u−n ⇀ w and w(x) > 0 in Ω1, then
∫
Ω1
u−n dµ =
∫
Ω
u−n χΩ1 dµ →
∫
Ω
wχΩ1 dµ =
∫
Ω1
wdµ > 0.
Thus there exists k ∈ N, k  j , such that ∫Ω1 u−k dµ > 0. This implies an existence of a
subset Ω2 of Ω1 with µ(Ω2) > 0 such that u−k (x) > 0 for all x ∈ Ω2. But then u+k (x) > 0
and u−k (x) > 0 for all x ∈ Ω2, a contradiction.
The above proof shows that if un ⇀ u, and if (u+n ) is increasing, then u+n ⇀ u+ (in fact,
u+n → u+), so that X = Lp(Ω) has property (W+).
(b) Let X be any of the spaces W 1,p(Ω) or W 1,p0 (Ω). To prove that (W+) holds, let
(un) be a sequence in X, and assume that un ⇀ u. Since X is compactly embedded in
Lp(Ω), then un → u in Lp(Ω). The mapping u 
→ u+ is continuous in Lp(Ω), whence
u+n → u+ in Lp(Ω). Let (uk) be a subsequence of (un). Because (uk) is bounded in X,
it follows from (N+) that (u+k ) is bounded in X. Thus there exists a subsequence (uj )
of (uk) such that u+j ⇀ v in X, so that u
+
j → v in Lp(Ω) due to the compact embed-
ding X ⊂ Lp(Ω). Because the entire sequence (u+n ) converges to u+ in Lp(Ω), we infer
that v = u+. Consequently, each subsequence of (u+n ) has a subsequence which converges
weakly to u+, which implies that the entire sequence (u+n ) converges weakly in X to u+.
The above proof shows that if un ⇀ u in X, then u+n ⇀ u+ in X, so that (W+) holds.
The proof that the spaces given in (c) and (d) posses property (W+) is trivial. 
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In this section we assume that X is a separable and reflexive lattice-ordered Banach
space. We are going to derive existence results for minimal and maximal solutions of the
equation
u = H(u,u), (4.1)
where H :X × X → X.
In the proofs we need the following auxiliary results.
Lemma 4.1. Assume that H :X × X → X satisfies the following growth condition:
(H0) ‖H(u,v)‖M + a‖u‖α + b‖v‖β for all u,v ∈ X, where M,a,b 0, and either
(i) 0 α,β < 1 or (ii) α = β = 1 and a + b < 1.
Then there exists a ball P = {u ∈ X | ‖u‖R} such that
(a) if u is a solution of (4.1), then u ∈ P ;
(b) H(u,v) ∈ P for all u,v ∈ P .
Proof. Assume first that (H0)(i) holds. Then the function
f (z) = M
z
+ a
z1−α
+ b
z1−β
, z > 0,
is strictly decreasing and there exists exactly one R > 0 such that f (R) = 1. Choosing this
R as the radius of the ball P it is easy to see that (a) and (b) hold.
If (H0)(ii) holds, then (a) and (b) are valid when R = M/(1 − (a + b)). 
Lemma 4.2. Let the hypothesis (H0) hold, let P be as in Lemma 4.1, and assume that
(H1) H(·, v) is weakly sequentially continuous for each v ∈ P .
Then for each v ∈ P the solutions of the equation
u = H(u,v) (4.2)
form a nonempty and weakly sequentially closed subset of P .
Proof. Let v ∈ P be given. The choice of P and the hypothesis (H0) ensure that the rela-
tion
T (u) = H(u,v), u ∈ P,
defines a mapping T :P → P , which is weakly sequentially continuous by the hypothesis
(H1). Moreover P is a nonempty, closed, bounded and convex subset of a separable and
reflexive Banach space. Thus T has a fixed point by second Schauder fixed point theorem
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closed, let (un) be a sequence of fixed points of T , and assume that un ⇀ u. The limit u
belongs to P and, because T is weakly sequentially continuous, then un = T (un) ⇀ T (u),
whence u = T (u).
The above proof shows that the set of all fixed points of T is a nonempty and weakly
sequentially closed subset of P . Applying the definition of T , the hypothesis (H0) and the
choice of P it is easy to show that u is a solution of (4.2) if and only if u is a fixed point
of T . This concludes the proof. 
Our first existence results for (4.1) are applications of Proposition 3.1.
Proposition 4.1. Let the hypotheses (H0) and (H1) hold, let P be as in Lemma 4.1 and
assume also that
(H2) If u1, v1, v2 ∈ P , v1  v2 and u1 = H(u1, v1), there exists u2 ∈ P such that u1  u2
and u2 = H(u2, v2).
(H3) If u2, v1, v2 ∈ P , v1  v2 and H(u2, v2) = u2, there exists u1 ∈ P such that u1  u2
and u1 = H(u1, v1).
(a) If v  u = H(u,v) for some u,v ∈ P , then (4.1) has a maximal solution.
(b) If H(u,v) = u v for some u,v ∈ P , then (4.1) has a minimal solution.
Proof. As a bounded and closed ball of X the set P is bounded and weakly sequentially
closed. It follows from Lemmas 4.1 and 4.2 that the relation
G(v) = {u ∈ P | u = H(u,v)} (4.3)
defines a mapping G :P → 2P \ ∅ whose values are weakly sequentially closed. The hy-
potheses (H2) and (H3) mean that G is increasing.
(a) If v  u = H(u,v) for some u,v ∈ P , then the hypothesis of Proposition 3.1(a)
holds for F = G. Thus G has a maximal fixed point v. This result and the definition (4.3)
of G imply that v is a maximal solution of (4.1) in P . Since all the solutions of (4.1) belong
to P by Lemma 4.1, then v is a maximal solution of (4.1) in the whole X. This proves (a).
Similar reasoning shows that F = G satisfies in the case (b) the hypotheses of Proposi-
tion 2.2. Thus G has a minimal fixed point, which is a minimal solution of (4.1). 
As a consequence of Corollary 3.1 we prove the following result.
Theorem 4.1. Let X be a separable and reflexive lattice-ordered Banach space with the
properties (W+) and (N+). Assume that H :X × X → X satisfies the hypotheses (H0)–
(H3). Then Eq. (4.1) possesses minimal and maximal solutions.
Proof. Let the ball P be as in Lemma 4.1. By the proof of Proposition 4.1 the relation
(4.3) defines an increasing mapping G :P → 2P \ ∅ whose values are weakly sequentially
closed. Thus G has by Corollary 3.1 minimal and maximal fixed points. In view of (4.3)
and Lemma 4.1 these fixed points are minimal and maximal solutions of (4.1) in X. 
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the properties assumed for X in Theorem 4.1.
Instead of the hypotheses (H0) and (H1) it suffices to assume that the results of Lem-
mas 4.1 and 4.2 hold.
5. Discontinuous quasilinear elliptic BVP
Let Ω ⊂ RN be a bounded domain, and denote by X := W 1,p0 (Ω), 1 < p < ∞, the
usual Sobolev space, whose elements have generalized homogeneous boundary values. As-
suming that X is equipped with the usual norm and a.e. pointwise ordering it follows from
Lemma 3.1 that X is a lattice-ordered reflexive Banach space possessing the properties
(W+) and (N+) given in the Introduction. As an example of a quasilinear discontinuous
boundary value problem (BVP for short) we consider the following functional Dirichlet
BVP:
u ∈ X: − ∆pu = f
(·, u(·), u) in X∗, (5.1)
where X∗ denotes the dual space of X, and ∆pu = div(|∇u|p−2∇u) with 1 < p < ∞ is the
p-Laplacian. According to (5.1) we are seeking functions u ∈ X that satisfy the following
relation:
N∑
i=1
∫
Ω
|∇u|p−2 ∂u
∂xi
∂ϕ
∂xi
dx =
∫
Ω
f
(
x,u(x),u
)
ϕ(x) dx, ∀ϕ ∈ X.
For the nonlinearity f :Ω ×R× X → R we make the following assumptions:
(f1) f (·, s, v) is measurable, f (x, ·, v) is continuous and f (x, s, ·) is monotone nonde-
creasing for a.e. x ∈ Ω and for all s ∈ R and v ∈ X.
(f2) f satisfies the growth condition
∣∣f (x, s, v)∣∣ k(x)+ µ|s|p−1 for a.e. x ∈ Ω and all s ∈ R and v ∈ X (5.2)
with k ∈ Lq+(Ω), q = p/(p − 1), and 0  µ < λ1, where λ1 is the first Dirichlet
eigenvalue of ∆p.
It is known that the variational characterization of the first eigenvalue λ1 of ∆p which is
positive is given by
λ1 = inf
0 =u∈X
∫
Ω
|∇u|p dx∫
Ω
|u|p dx (5.3)
(see [6]). Note that the function (x, v) 
→ f (x, s, v) in the right-hand side of (5.1) is, in
general, nonlinear and discontinuous.
Let us denote the norms in X and Lp(Ω) by ‖ · ‖X and ‖ · ‖p , respectively. By applying
the general theory developed in the preceding sections we are going to prove the following
existence result.
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and maximal solutions in X.
Proof. The proof will be given in two steps.
(a) A priori bound.
Let u be any solution of (5.1). Then by using the special test function ϕ = u, the growth
condition (5.2), the characterization (5.3) of the eigenvalue λ1 and Young’s inequality we
obtain
‖∇u‖pp 
∫
Ω
∣∣k(x)u(x)∣∣dx + µ
∫
Ω
∣∣u(x)∣∣p dx  C(ε) + ε + µ
λ1
‖∇u‖pp
for any ε > 0. In view of (f2) and selecting ε sufficiently small the last inequality implies
the existence of a positive constant R such that
‖u‖X R.
(b) Existence of minimal and maximal solutions of (5.1).
We define a mapping H :X × X → X as follows: (w,v) 
→ H(w,v) =: u, where u is
the unique solution of the BVP
u ∈ X: − ∆pu = f
(·,w(·), v) in X∗. (5.4)
Due to the growth condition (5.2) the right-hand side of (5.4) belongs to Lq(Ω) ⊂ X∗
with q = p/(p − 1). Since −∆p :X → X∗ is strictly monotone, bounded, continuous and
coercive, the existence of a unique solution of (5.4) follows from the main theorem on
monotone operators, cf., e.g., [9, Theorem 26.A]. Thus the mapping H is well defined.
Moreover, any solution of the equation
u = H(u,u) (5.5)
is a solution of the BVP (5.1) and vice versa, and thus the BVP (5.1) is given in the abstract
form of the preceding section. We are going to apply Theorem 4.1 to ensure the existence
of minimal and maximal solutions of (5.5).
In view of (f2) we see in just the same way as in part (a) that there is a ball B of radius R,
i.e., B = {u ∈ X | ‖u‖X  R} such that if u satisfies (5.5), then u ∈ B , and H(w,v) ∈ B
for all w,v ∈ B. Thus the result of Lemma 4.1 holds. Now for v ∈ B fixed we consider the
equation
u = H(u,v). (5.6)
The solutions of (5.6) are given by the solutions of the following BVP:
u ∈ X: − ∆pu = f
(·, u(·), v) in X∗. (5.7)
Next we are going to prove that the solution set of (5.6) is a nonempty and weakly sequen-
tially closed subset of B , so that the result of Lemma 4.2 holds. Denote by 〈·, ·〉 the duality
pairing between X and X∗ and define the operator Fv :X → X∗ by
〈
Fv(u),ϕ
〉=
∫
f
(
x,u(x), v
)
ϕ(x) dx, ϕ ∈ X.Ω
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isfying the growth condition (5.2), and since the embedding X ⊂ Lp(Ω) is compact,
we see that Fv :X → X∗ is well defined and compact. The operator −∆p :X → X∗ is
strictly monotone, continuous and bounded. Finally, by means of (f2) one can show that
−∆p − Fv :X → X∗ is also coercive. Since the compact perturbation of a monotone op-
erator is pseudomonotone we may apply the main theorem on pseudomonotone operators
(cf. [9, Theorem 27.A] to deduce that (5.7) possesses solutions, and due to the property
of the mapping H all solutions belong to B . Denote the solution set of (5.7) by G(v). To
show that G(v) is weakly sequentially closed, assume that (un) is a sequence in G(v), and
that un ⇀ u. Since B is weakly sequentially closed, then u ∈ B . We only need to verify
that u ∈ G(v), which means that u satisfies
−∆pu − Fv(u) = 0 in X∗. (5.8)
By definition the functions un satisfy
−∆pun − Fv(un) = 0 in X∗. (5.9)
From (5.9) we see that〈−∆pun − Fv(un),un − u〉→ 0 as n → ∞,
which implies in view of the pseudomonotonicity of −∆p − Fv :X → X∗ (cf. [1, Appen-
dix, Definition D.1.2]) the following convergence property:
−∆pun − Fv(un) ⇀ −∆pu − Fv(u).
Thus the passage to the limit in (5.9) yields that (5.8) holds, whence u ∈ G(v).
Next we are going to show that the multivalued mapping G :B → 2B \ ∅ defined above
is increasing in the sense of Definition 2.2. To this end let v1, v2 ∈ B be given with v1  v2,
and let u1 ∈ G(v1), i.e., u1 = H(u1, v1) which means
u1 ∈ X: − ∆pu1 = f
(·, u1(·), v1) in X∗. (5.10)
We need to show the existence of u2 ∈ G(v2) such that u1  u2 holds. Consider the auxil-
iary BVP
u ∈ X: − ∆pu = fˆ
(·, u(·), v2) in X∗, (5.11)
where fˆ is defined as follows:
fˆ (x, s, v) =
{
f (x, s, v) if s > u1(x),
f (x,u1(x), v) if s  u1(x).
Since fˆ possesses the same regularity and growth conditions as f , the existence of so-
lutions of (5.11) can be shown in the same way as for (5.7). Let u2 be any solution of
(5.11). Then subtracting (5.11) from (5.10) and taking into account the monotonicity of
v 
→ f (x, s, v) we obtain the inequality
−(∆pu1 − ∆pu2) f
(·, u1(·), v2)− fˆ (·, u2(·), v2) in X∗, (5.12)
which yields with the nonnegative test function ϕ = (u1 − u2)+ the inequality
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i=1
∫
Ω
(
|∇u1|p−2 ∂u1
∂xi
− |∇u2|p−2 ∂u2
∂xi
)
∂(u1 − u2)+
∂xi
dx

∫
Ω
(
f
(
x,u1(x), v2
)− fˆ (x,u2(x), v2))(u1 − u2)+(x) dx. (5.13)
Applying the definition of fˆ one readily sees that the right-hand side of (5.13) is zero. This
yields
0
N∑
i=1
∫
{u1u2}
(
|∇u1|p−2 ∂u1
∂xi
− |∇u2|p−2 ∂u2
∂xi
)
∂(u1 − u2)
∂xi
dx  0,
which implies ∇(u1 − u2)+ = 0, and thus (u1 − u2)+ = 0, i.e., u1  u2. But then we have
fˆ (·, u2(·), v2) = f (·, u2(·), v2), and therefore the solution u2 is a solution of the BVP
u2 ∈ X: − ∆pu2 = f
(·, u2(·), v2) in X∗,
which means u2 ∈ G(v2). In a similar way one can also prove that for any u2 ∈ G(v2) there
exists u1 ∈ G(v1) such that u1  u2. This completes the proof for the multifunction G to
be increasing, or equivalently, that the hypotheses (H2) and (H3) of Proposition 4.1 hold
for H defined above. Now we are able to apply Theorem 4.1 (instead of assuming (H0)
and (H1) we have proved that the results of Lemmas 4.1 and 4.2 hold), which ensures the
existence of minimal and maximal solutions of Eq. (5.5) and thus of the BVP (5.1). 
Replacing f (x, s, v) by g(x, s, v(x)) and µ by µ1 +µ2 in the proof of Theorem 5.1 we
get the following existence theorem for the BVP
u ∈ X: − ∆pu = g
(·, u(·), u(·)) in X∗. (5.14)
Proposition 5.1. Let the function g :Ω ×R×R →R satisfy the following hypotheses:
(g1) g(·, s, ·) : Ω ×R →R is superpositionally measurable, s 
→ g(x, s, r) is continuous
and r 
→ g(x, s, r) is monotone nondecreasing for a.e. x ∈ Ω and for all s, r ∈R.
(g2) |g(x, s, r)| k(x) + µ1|s|p−1 + µ2|r|p−1 for a.e. x ∈ Ω and all s, r ∈ R, with k ∈
L
q
+(Ω), q = p/(p − 1), µ1  0 and µ2  0.
(g3) µ1 + µ2 < λ1, where λ1 is the first Dirichlet eigenvalue of ∆p.
Then the BVP (5.14) has minimal and maximal solutions in X.
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