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Résumé – Nous montrons comment estimer la couleur et les micro-structures géométriques d’une surface opaque par stéréophotométrie, à
l’aide d’un instrument dédié. Afin de limiter les reflets, cet instrument est équipé d’un éclairage diffus réglable, que nous étalonnons grâce
à une procédure spécifique. Nous montrons aussi qu’il est nécessaire de manipuler les images brutes, sans démosaïquage, afin d’éviter toute
transformation sur les données, ce qui simplifie l’estimation de l’albédo coloré et l’estimation du relief.
Abstract – We present a photometric stereo-based system for retrieving the RGB albedo and the fine-scale details of an opaque surface. In
order to limit specularities, the system uses a controllable diffuse illumination, which is calibrated using a dedicated procedure. In addition, we
rather handle RAW, non-demosaiced RGB images, which both avoids uncontrolled operations on the sensor data and simplifies the estimation of
the albedo w.r.t. each color channel, and the estimation of the normals.
1 Introduction
Parmi toutes les techniques de reconstruction 3D (shape-
from-X), les techniques photométriques, à savoir le shape-from-
shading [6] et la stéréophotométrie [13], sont les plus à même
de retrouver les micro-structures géométriques d’une surface,
car elles estiment la normale à la surface en chaque pixel. Dans
ce travail, nous nous intéressons à la reconstruction 3D par sté-
réophotométrie à l’aide d’un dermoscope, qui est un instrument
constitué d’un appareil photographique numérique et d’un en-
semble de LEDs, selon l’arrangement décrit sur la figure 1.
Nous détournons cet instrument de son utilisation première, à
savoir l’analyse de surfaces cutanées, afin d’analyser les micro-
structures de pièces manufacturées.
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FIGURE 1 – (a) Représentation schématique de l’instrument
utilisé pour la reconstruction 3D par stéréophotométrie. Les
LEDs sont orientées vers les parois, afin de produire un éclai-
rage diffus [4]. L’appareil photographique numérique prend
m = 15 photographies de la scène en allumant différentes
combinaisons de LEDs. (b) Exemple de photographie d’un
billet de 10 euros prise par cet instrument : en pleine résolution
(3664 px× 2748 px), la taille de la zone imagée est d’environ
1, 6 cm×1, 2 cm, donc celle d’un pixel d’environ 5 µm×5 µm.
Les techniques photométriques de reconstruction 3D visent
à inverser le modèle décrivant l’interaction entre la lumière et la
surface. La stéréophotométrie utilise généralement m > 3 pho-
tographies en niveaux de gris, notées Ii, i ∈ [1,m], prises par
un appareil photographique fixe, mais sous m éclairages dif-
férents (cf. figure 1). Si la surface est opaque et lambertienne
(parfaitement diffusante), et si les ombres sont négligées, le ni-
veau de gris au pixel (u, v) de la ième image s’écrit :
Iiu,v = ρu,v nu,v · s
i, i ∈ [1,m] (1)
où ρu,v > 0 désigne l’albédo, nu,v la normale unitaire sortante,
et le vecteur si est dirigé vers la source lumineuse, de norme
proportionnelle à la densité du flux lumineux.
L’albédo ρu,v et la normale nu,v peuvent être estimés en
chaque pixel (u, v), en introduisant l’inconnue mu,v = ρu,vnu,v
et en résolvant le système (1) en moindres carrés. L’albédo se
déduit de cette estimation par ρu,v = ‖mu,v‖, et la normale par
nu,v = mu,v/‖mu,v‖. Finalement, la profondeur s’obtient par
intégration des normales [3]. La figure 2 montre l’albédo, les
normales et la profondeur estimés à partir de m = 15 images
d’un billet de 10 euros, telles que celle de la figure 1-b.
Les données utilisées en stéréophotométrie sont générale-
ment des images en niveaux de gris, alors que la plupart des
images sont aujourd’hui en couleur et que leur conversion en
niveaux de gris constitue une perte d’information. En outre,
chaque éclairage est supposé parallèle et uniforme. Vu que l’ins-
trument utilisé est conçu pour favoriser un éclairage diffus,
cette hypothèse est loin d’être vérifiée. Notre principale contri-
bution est de montrer que l’utilisation d’images RVB brutes,
sans démosaïquage, simplifie l’estimation de l’albédo coloré et
du relief (cf. paragraphe 3), pour peu que les différents éclai-
rages aient été préalablement estimés (cf. paragraphe 4).
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FIGURE 2 – À partir de m = 15 images RVB telles que celle de
la figure 1-b, notre approche permet d’obtenir : (a) l’albédo co-
loré ; (b) le champ de normales mettant en évidence des micro-
structures géométriques difficilement visibles à l’œil nu ; (c) la
reconstruction 3D de la surface.
2 État de l’art
Une procédure permettant de retrouver les micro-structures
du relief est décrite dans [8]. Cette technique est intrusive, car
elle nécessite d’appliquer un gel sur la surface afin de la rendre
lambertienne, et ne permet pas d’estimer la couleur. Notre ap-
proche évite ces deux travers : elle utilise un ensemble de LEDs
arrangées de telle sorte que l’éclairage produit soit diffus, ce
qui limite les reflets et permet aussi d’estimer la couleur.
Plusieurs travaux ont cherché à adapter la stéréophotométrie
aux images RVB, afin par exemple d’effectuer la reconstruction
3D en temps réel d’une surface déformable blanche éclairée par
trois sources colorées en rouge, vert et bleu [5]. La séparation
des trois canaux de l’image RVB donne l’équivalent de trois
images en niveaux de gris. Cette idée ingénieuse, suggérée à
l’origine par Woodham [13], ne permet toutefois pas d’estimer
l’albédo, puisque la surface doit être peinte en blanc.
Un autre travail notable est celui de Barsky et Petrou [1], qui
utilisent quatre images RVB pour estimer l’albédo coloré et les
normales. Pour ce faire, le modèle (1) est utilisé dans chaque
canal, en faisant l’hypothèse que l’éclairage est blanc :
Ii,⋆u,v = ρ
⋆
u,v nu,v · s
i, i ∈ [1,m], ⋆ ∈ {R, V,B} (2)
où l’albédo ρ⋆u,v dépend du canal ⋆ considéré. La stéréophoto-
métrie pourrait être appliquée indépendamment à chaque canal,
ce qui fournirait l’albédo dans chaque canal, mais les trois es-
timations du champ de normales seraient vraisemblablement
incohérentes. Barsky et Petrou montrent comment surmonter
cette difficulté en effectuant une ACP. Dans [7], Ikeda et Duan
commencent par estimer l’albédo coloré, puis estiment le relief
en résolvant une EDP non linéaire. Il a également été montré ré-
cemment, dans [9], que l’utilisation de quotients entre niveaux
de couleur dans le même canal fournissait un système d’EDPs
linéaires dans lequel l’albédo n’apparaît plus.
Néanmoins, tous ces travaux supposent que les trois niveaux
de couleur RVB correspondent à un même point de la sur-
face, ce qui n’est pas le cas avec les appareils photographiques
usuels. En effet, un réseau de filtres colorés est placé devant le
récepteur photosensible, selon un motif appelé filtre de Bayer :
chaque cellule du récepteur ne capte donc d’information que
dans un seul canal. Les valeurs RVB d’un pixel étant obtenues
par interpolation, cela ne peut que biaiser les estimations.
L’hypothèse d’un éclairage parallèle et uniforme a souvent
été remise en question dans le contexte de la stéréophotomé-
trie. L’éclairage produit par de nombreuses sources lumineuses,
ponctuelles ou étendues, peut être approché par un modèle pa-
ramétrique. Le modèle de source ponctuelle est fréquemment
utilisé, car l’utilisation de LEDs dans des applications réelles
de stéréophotométrie est aisée. En outre, ce modèle est particu-
lièrement bien adapté aux LEDs. L’estimation des paramètres
d’une LED (position, orientation et intensité) est un problème
relativement bien maîtrisé [14], de même que la résolution nu-
mérique de la stéréophotométrie en présence de telles sources
lumineuses [9].
L’utilisation d’un modèle paramétrique n’est cependant pas
adaptée au cas de figure de la figure 1 : bien que les rebonds
successifs de la lumière puissent être pris en compte par des
techniques de rendu, l’inversion de l’équation du rendu est quasi-
impossible en pratique. Nous préférons utiliser une approxi-
mation du flux lumineux atteignant effectivement la surface.
Une première solution consiste à échantillonner l’intensité de
l’éclairage sur le plan moyen de la surface à reconstruire, puis
de diviser chaque acquisition par cette image [12]. Si cette tech-
nique permet effectivement de compenser un éclairage d’inten-
sité non uniforme, elle n’est pas adaptée à un éclairage non pa-
rallèle. Une autre solution serait de décomposer l’éclairage sur
la base des harmoniques sphériques [2] et d’estimer les pre-
miers coefficients de cette décomposition, mais il est difficile
de prédire le nombre de coefficients à utiliser pour garantir que
le modèle soit suffisamment précis. Nous montrerons dans le
paragraphe 4 comment échantillonner à la fois l’intensité et la
direction de chaque éclairage, afin de disposer d’une descrip-
tion précise des flux lumineux éclairant la surface.
3 Stéréophotométrie colorée sans démo-
saïquage
Le modèle de stéréophotométrie colorée que nous utilisons
suppose que les images en entrée sont brutes, donc en particu-
lier sans démosaïquage. Comme nous le verrons, cela facilite
beaucoup l’estimation de l’albédo coloré et des normales, au
regard des approches existantes.
Pour que le modèle photométrique (1) soit satisfait par des
images réelles, il faut que la réponse du récepteur photosen-
sible soit aussi linéaire que possible. Cela nécessite de désacti-
ver toutes les corrections automatiques telles que la « balance
des blancs » ou la « correction gamma ». La conversion des
images brutes au format JPEG doit également être évitée, car
les images brutes ont généralement une meilleure « profon-
deur » (dans notre cas, ces images sont codées sur 12 bits).
En outre, nous préconisons de ne pas appliquer de démosaï-
quage, car cela revient à modifier les valeurs effectivement en-
registrées par le capteur. Bien qu’il existe des méthodes de dé-
mosaïquage élaborées, nous pensons qu’il est plus raisonnable
d’utiliser les valeurs fournies par le capteur telles quelles, sans
aucune modification, afin de garantir leur fiabilité.
Au lieu de trois valeurs RVB, nous disposons donc en chaque
pixel (u, v) d’un seul niveau de couleur dans un canal corres-
pondant à la matrice de Bayer (cf. figure 3). L’intensité d’un
vecteur d’éclairage n’est donc pertinente que dans un seul ca-
nal. Sachant par ailleurs que sa direction n’est pas uniforme,
étant donné que l’éclairage est diffus, nous devons munir chaque
vecteur si d’une dépendance spatiale. Nous obtenons finale-
ment le modèle suivant :
Iiu,v = ρu,v nu,v · s
i
u,v, i ∈ [1,m] (3)
Ce modèle de stéréophotométrie évite tout risque d’incompa-
tibilité entre les normales estimées : si les champs de vecteurs
d’éclairage siu,v sont connus (cf. paragraphe 4), il est possible
d’appliquer la stéréophotométrie standard pour estimer l’albédo
et la normale en chaque pixel. La procédure sera donc beau-
coup plus simple, en comparaison des méthodes existantes qui
soit dissocient l’albédo du relief [1], soit calculent des quotients
entre niveaux de couleur [9].
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FIGURE 3 – Stéréophotométrie sans démosaïquage. (a) Zoom
d’une des images brutes (affichée en RVB pour une meilleure
visualisation) sur une zone carrée de 50 pixels de côté. Nous
préconisons d’utiliser de telles images sans démosaïquage pour
obtenir : (b) une estimation de l’albédo coloré selon le motif
de Bayer (cette estimation pourra être interpolée a posteriori) ;
(c) une estimation de la normale en chaque pixel. La désactiva-
tion du démosaïquage permet d’éviter tout risque de transfor-
mation des données, et donc de retrouver les micro-structures
géométriques de la surface (cf. paragraphe 5).
Pour disposer d’une description RVB complète de l’albédo,
il nous suffirait d’appliquer un algorithme de démosaïquage,
puisque l’estimation initiale de ρ est conforme au motif de
Bayer. Mais notre principale préoccupation étant d’estimer le
relief, nous appliquons à l’albédo une simple interpolation li-
néaire. Il est notable, en revanche, que l’estimation de la nor-
male ne requiert pas de démosaïquage : son estimation à partir
des images brutes suffit à obtenir un champ de normales dense.
Il nous reste enfin à intégrer ce champ de normales pour ob-
tenir un relief. À cette fin, nous appliquons la méthode d’in-
tégration par DCT (transformée en cosinus discrète) de Sim-
chony et al. [11] au gradient de profondeur, lequel est calculé à
partir des normales estimées par la procédure décrite dans [3].
L’intégration fournit le relief à une constante d’échelle près,
qu’il est possible de déterminer si nous disposons de la distance
moyenne à la surface, ce qui est le cas grâce à l’étalonnage géo-
métrique de l’appareil photographique.
4 Échantillonnage des éclairages
Nous décrivons ici une procédure d’échantillonnage des in-
tensités et des directions des éclairages, c’est-à-dire des m vec-
teurs siu,v du modèle (3). Pour ce faire, il est nécessaire d’in-
verser (3) vis-à-vis de siu,v , en chaque pixel (u, v), pour chaque
éclairage i. Cela peut être effectué en utilisant une mire lamber-
tienne d’albédo ρu,v connu et de normales nu,v connues, et en
procédant éclairage par éclairage, mais le problème (3) n’est
pas suffisamment contraint, car une seule normale est dispo-
nible en chaque pixel. Or, l’utilisation de plusieurs mires lam-
bertiennes rendrait cette procédure relativement fastidieuse.
Nous préférons utiliser une seule mire constituée d’un ré-
seau régulier de structures hexagonales usinées dans un maté-
riau diffusant blanc. Nous supposons que ce « blanc » corres-
pond à la valeur 1 de l’albédo dans chaque canal, c’est-à-dire
que ρu,v ≡ ρ = 1. Cela signifie que chaque couleur estimée le
sera relativement à cette couleur « blanche » de référence.
Nous divisons la surface de la mire en trente zones Ωj , j ∈
[1, 30]. Chaque zone est de taille approximative 600 px×500 px,
et comporte sept orientations, qui correspondent à la face hexa-
gonale de la mire faisant face à l’appareil photographique, et
aux six faces inclinées possédant une arête commune avec celle-
ci. Or, ces zones sont suffisamment petites pour que nous puis-
sions supposer l’éclairage localement parallèle et uniforme, dans
chaque canal. Nous estimons donc le vecteur d’éclairage si,⋆
u
j
0
,v
j
0
,
au pixel central (uj
0
, vj
0
) de Ωj , en résolvant le système linéaire
suivant en moindres carrés :
nu,v · s
i,⋆
u
j
0
,v
j
0
= Iiu,v, (u, v) ∈ Ω
j,⋆ (4)
où Ωj,⋆ désigne l’ensemble des pixels de Ωj en lesquels une
information est disponible dans le canal ⋆.
L’interpolation/extrapolation par splines des données ainsi
obtenues fournit, pour chaque éclairage i ∈ [1,m], trois champs
de vecteurs si,Ru,v , s
i,V
u,v et s
i,B
u,v , qui sont finalement combinés en
un seul champ siu,v , en prenant modèle sur le motif de Bayer.
En répétant cette procédure pour les différents éclairages, nous
pouvons effectivement estimer les m champs vectoriels siu,v du
modèle (3), ce qui nous permet d’appliquer la méthode de re-
construction 3D décrite dans le paragraphe 3.
Notons qu’une idée similaire a été proposée dans [8] pour
estimer un modèle d’éclairage par harmoniques sphériques, et
que notre approche peut être vue comme une extension de celle
de [12], à ceci près que nous échantillonnons non seulement les
intensités des éclairages, mais également leurs directions.
5 Évaluation empirique
En guise de premier résultat, la détection des micro-structures
géométriques du billet de 10 euros de la figure 2-c montre l’in-
térêt potentiel de la stéréophotométrie pour l’inspection de sur-
faces, en l’occurrence ici pour certifier l’authenticité du billet.
La figure 4 montre l’albédo et le relief estimés de deux pièces
de monnaie. Bien que les surfaces métalliques ne soient proba-
blement pas lambertiennes, l’albédo semble correctement es-
timé, à l’exception des zones fortement concaves où il est très
sur-estimé, à cause des réflexions multiples de la lumière. Quant
au relief, il révèle les micro-reliefs de la surface, qui peuvent
être dus à l’usure, par exemple entre les lettres n et t à gauche
du portrait de Cervantès, ou bien faire partie de la gravure ori-
ginale, comme la cicatrice sur la joue de ce même personnage.
Pour valider quantitativement la précision des reconstruc-
tions 3D, nous avons réalisé un test sur une surface usinée. Ces
résultats sont présentés dans [10]. Par recalage avec le modèle
3D, que nous connaissons, nous pouvons mesurer la distance
entre chaque point reconstruit et le point le plus proche sur
le modèle recalé. Les résultats montrent que 99% des points
sont reconstruits avec une erreur inférieure à 100 µm, et que la
médiane des erreurs est de l’ordre de 20 µm (rappelons qu’un
pixel correspond à un rectangle d’environ 5 µm sur la surface).
La répartition spatiale des erreurs montre que les valeurs les
plus élevées sont localisées près des arêtes : cela provient pro-
bablement des réflexions multiples de la lumière, et de l’inté-
gration [11] en moindres carrés, qui tend à lisser le relief [3],
mais cela peut également provenir d’un usinage imprécis. L’er-
reur est donc probablement légèrement sur-estimée.
FIGURE 4 – Première ligne : pièce de 1 euro italienne.
Deuxième ligne : pièce de 50 centimes espagnole. De gauche à
droite : une des m = 15 images, albédo estimé et relief estimé.
6 Conclusion et perspectives
Nous montrons dans cet article que la stéréophotométrie per-
met de révéler les micro-structures géométriques d’une surface,
selon une procédure non intrusive et facile à mettre en œuvre.
Cela est possible grâce à un instrument produisant un éclairage
diffus modulable, et en appliquant la stéréophotométrie aux
images brutes, sans démosaïquage. Cette astuce simplifie l’es-
timation de l’albédo coloré, pour peu qu’une estimation dense
du flux lumineux incident ait été effectuée. Pour répondre à ce
besoin, nous décrivons également une procédure d’étalonnage
visant à échantillonner les intensités et les directions des éclai-
rages sur le plan moyen d’acquisition.
L’approche décrite ici reste cependant limitée aux surfaces
ne comportant que de faibles pentes. Sinon, des effets tels que
les réflexions multiples ou les ombres nécessiteront soit d’uti-
liser des estimateurs robustes, soit d’alterner l’estimation du
relief avec celles des éclairages.
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