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Abstract
In this paper we shall first define the Pascal k-eliminated functional matrix for two vari-
ables, over an arbitrary field F [1–8]. Then, using the previous results, we obtain several in-
teresting combinatorial identities. We also investigate the relationship between these matrices
and Cesàro matrices [9]. Finally, we give an affirmative answer to an open problem raised
in [1] for minimal polynomial of Pascal k-eliminated functional matrix over the field Zp .
© 2000 Elsevier Science Inc. All rights reserved.
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1. Introduction
The Pascal triangle is a laboratory for carrying out a series of interesting exper-
iments in order to discover, formulate and prove the mathematical patterns which
exist in this magical triangle. This numerical triangle has a lot of remarkable and deep
information attracting the attention of many experts, whose surprising discoveries
endorse our claim. Here, we consider the Pascal triangle (see Fig. 1).
A one-parameter matrix is the one whose entries depend on a parameter in such a
way that matrix multiplication corresponds to performing an operation, e.g., addition
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Fig. 1. Pascal triangle.
or multiplication, on the parameter. More formally, if a mapping M which takes
a semigroup S, with operation ∗, into an algebra of square matrices satisfies the
functional identity
M(α) ·M(β) = M(α ∗ β) (α, β ∈ S),
we refer to the image of S as a one-parameter matrix semigroup. However, adopting
the notation that identifies a function with its image at a generic point of its domain,
it is more convenient to simply call M(α) a one-parameter matrix.
2. Pascal functional k-eliminated matrix
Definition 1 (Refs. [1–8]). Suppose n is a natural number and k is a positive in-
teger. For any two variables, x, y from an arbitrary field F, we define the Pascal
k-eliminated functional matrix with two variables of order (n+ 1)× (n+ 1) as
(Pn,k[x, y])ij =
{
xi−j yj
(
i+k
j+k
)
if i > j > 0,
0 if j > i.
In the above definition k is expressed as a first k-column of the Pascal matrix
which has been removed. In the case k = 0, we just call them the Pascal functional
matrices.
Example 1. The Pascal functional 2-eliminated matrix of order 3× 3 is
P2,2[x, y] =
 1 0 03x y 0
6x2 4xy y2
 .
Theorem 1. For any four real numbers x, y, u and v, natural number n and positive
integer k, we have
Pn,k[x, y] · Pn,k[u, v] = Pn,k[x + yu, yv].
Proof. Put Pn,k[x, y] · Pn,k[u, v] = (aij (x, y, u, v)). Then
aij (x, y, u, v)=
n∑
t=0
xi−t ytut−jvj
(
i + k
t + k
)(
t + k
j + k
)
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=
n∑
t=0
xi−t ytut−jvj
(
i + k
j + k
)(
i − j
t − j
)
=(x + yu)i−j (yv)j
(
i + k
j + k
)
. 
In the above theorem, if we take Pn,k[x, 1] := Pn,k[x], then as an immediate con-
sequence of the above theorem, we have the following:
Corollary 1.
Pn,k[x] · Pn,k[y] = Pn,k[x + y].
This result can be generalized for factorial binomial polynomials (see [7]).
Indeed, the above corollary presents the exponential property of the Pascal k-
eliminated functional matrixPn,k[x], namely that there is a nilpotent matrixNk of or-
der (n+ 1)× (n+ 1) such that Pn,k[x] =exp(Nk). Now, by considering the relation
d
dxPn,k[x]|x=0 = Nk , matrix Nk is shown to take the following form:
(Nk)ij =
{(
i+k
j+k
)
if i = j + 1,
0 if i /= j + 1.
Corollary 2.
(i) For any natural numberm,
Pmn,k[x, y] = Pn,k[x(ym−1 + ym−2 + · · · + y + 1), ym].
(ii) For y /= 0, the matrix Pn,k[x, y] is invertible and we have
P−1n,k [x, y] = Pn,k[−xy−1, y−1].
Considering the part (ii) of the above corollary, we are able to generalize the result
of part (i) for any arbitrary negative integer. Using both parts, it is easy to generalize
the above definition for any rational number t = s/r as
P tn,k[x, y] = Pn,k
[
x
(
1− yt
1− y
)
, yt
]
.
From the L’ Hospital rule, we have limy→1(1− yt )/(1− y) = t . Thus we adopt
the convention (1− yt )/(1− y) := t whenever y = 1. The above definition is well-
defined because of considering Corollary 2 for any integers s, r /= 0 and real number
y /= 0, we have
P rn,k
[
x
(
1− y1/r
1− y
)
, y1/r
]
=Pn,k
[
x
(
1− y1/r
1− y
)(
1− (y1/r)r
1− y1/r
)
, (y1/r)r
]
=Pn,k[x, y],
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and
(P
1/r
n,k [x, y])s=P sn,k
[
x
(
1− y1/r
1− y
)
, y1/r
]
=Pn,k
[
x
(
1− y1/r
1− y
)(
1− (y1/r)s
1− y1/r
)
, (y1/r)s
]
=Pn,k
[
x
(
1− ys/r
1− y
)
, ys/r
]
=P s/rn,k [x, y].
Example 2. Consider the functional matrix 3× 3 in Example 1. We have
P
1/2
2,2 [x, y] =

1 0 0
3x
(
1−y1/2
1−y
)
y1/2 0
6x2
(
1−y1/2
1−y
)2
4x
(
1−y1/2
1−y
)
y1/2 y
 .
In the above equality if we put x = y = 12 , then
P
1/2
2,2 [x, y] =
 1 0 00.879 0.707 0
0.549 0.828 0.500
 .
Also the matrices Pn,k[x, y] and Pn,k[u, v] are commutative if and only if
x(1− v) = u(1− y).
We now investigate the eigenvalues and eigenvectors of Pn,k[x, y].
Theorem 2. For any two variables x and y /= 0, 1 in an arbitrary field, the distinct
eigenvalues of matrix Pn,k[x, y] are y0 = 1, y1, y2, . . . , yn−1, and their corre-
sponding eigenvectors are the columns of matrix Pn,k[x/(1− y), 1], respectively.
Proof. Consider the following multiplicative identity:
Pn,k[x, y] · Pn,k
[
x
1− y , 1
]
= Pn,k
[
x
1− y , y
]
.
This proves our contention, column by column, directly from the definition of the
eigenvalue and eigenvector. 
Corollary 3. Let Y be a column matrix of eigenvalues of Pn,k[x, y]. Then for any
x /= 0, y /= 0, 1, we have
Pn,k[x, y] = Pn,k
[
x
1− y , 1
]
Y Pn,k
[ −x
1− y , 1
]
.
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We now define (n+ 1)× (n+ 1) matrix Sn[x] as follows:
(Sn[x])ij =
{
xi−j if i > j > 0,
0 if j > i.
Also define Gn[x] = Sn[x], and for k = 1, 2, . . . , n− 1,
Gk[x] =
[
In−k−1 0
0 Sk[x]
]
.
In [5], the following decomposition for the Pascal matrix Pn[x](or Pn,0[x]) has been
presented:
Pn,0[x] = Gn[x]Gn−1[x] · · ·G1[x]. (1)
In the following, we present the decomposition for Pn,k[x] in general case.
Theorem 3. The Pascal k-eliminated functional matrix Pn,k[x] has the following
decomposition:
Pn,k[x] = Gk+1n [x]Gn−1[x] · · ·G1[x].
Proof. By induction on k and considering equality (1), it is necessary to show that
Pn,k+1[x] = Gn[x] · Pn,k[x].
In order to do this, we considerGn[x] · Pn,k[x] = (aij (x)). Then
aij (x) =
x
i−j
i∑
t=0
(
t + k
j + k
)
if i > j,
0 if j > i.
By using combinatorial identity (see [13])
n∑
t=0
(
a + t
a
)
=
(
a + n+ 1
a + 1
)
, (2)
we obtain the proof of theorem. 
By induction on k and considering identity (2), we have
(Skn[x])ij =
{(
k+i−j
k−1
)
xi−j if i > j > 0,
0 if j > i.
Example 3.
1 0 0 0
x 1 0 0
x2 x 1 0
x3 x2 x 1

k
=

(
k−1
k−1
)
0 0 0(
k
k−1
)
x
(
k−1
k−1
)
0 0(
k+1
k−1
)
x2
(
k
k−1
)
x
(
k−1
k−1
)
0(
k+2
k−1
)
x3
(
k+1
k−1
)
x2
(
k
k−1
)
x
(
k−1
k−1
)
 .
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We now define the Fermat matrices Fn as follows (see [11]):
(Fn)ij =
(
i + j
j
)
, i, j = 0, 1, . . . , n.
Fn has the following Cholesky factorization [3]:
Fn = Pn · P Tn (Pn = Pn,0[1])
or equivalently, from to Pn,k[1] := Pn,k and Sn,
Fn =
(
(Sk1n )
−1Pn,k1
) (
(Sk2n )
−1Pn,k2
)T
(k1, k2 ∈ N ∪ {0}).
The above result is obtained by considering Theorem 3.
Considering the matrix equality, we have the following results:
Skn · Pn,0 = Pn,k,
Sk1n · Sk2n = Sk1+k2n ,
Pn,k+1 · P−1n,k = Gn[1],
Sk1n · Fn(Sk2n )T = Pn,k1 · P Tn,k2 .
Corollary 4.
i∑
t=0
(−1)t−j
(
i + k + 1
t + k + 1
)(
t + k
j + k
)
=
{
1 if i > j,
0 if j > i.
n∑
t=0
(
k1 + i − t
k1 − 1
)(
k2 + t − j
k2 − 1
)
=
(
k1 + k2 + i − j
k1 + k2 − 1
)
n∑
t=0
(
k + i − t
k − 1
)(
t
j
)
=
(
i + k
j + k
)
n∑
t=0
n∑
s=0
(
k + i − t
k − 1
)(
t + s
t
)(
k + s − j
k − 1
)
=
n∑
t=0
(
i + k
t + k
)(
j + k
t + k
)
.
3. Pascal k-eliminated functional and Cesàro matrix
We define the matrix Cn of order (n+ 1)× (n+ 1) as
(Cn)ij =
{
1
i+1 if i > j > 0,
0 if j > i.
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In the case, where the number of rows and columns are infinite, we call it Cesàro
matrix [9] and denote it by C.
Definition 2. The matrix Cn,k[x, α] of order (n+ 1)× (n+ 1) is defined as
Pn,k[x, α] = Pn,k[x,−1]Dn[α]Pn,k[x,−1],
where Dn[α] is a diagonal matrix of order (n+ 1)× (n+ 1) such that (Dn[α])ii =
(1/(i + 1))α.
In the above definition, if we put x = α = 1, k = 0 and n = ∞, then we get the
following interesting identity (see [12]):
n∑
k=0
(−1)kkm
a + k
(
n
k
)
= (−1)mam−1
(
a + n
n
)−1
(0 6 m 6 n). (3)
For m = 0, the above identity is expressible as
C = P∞,0[1,−1]D∞[1]P∞,0[1,−1].
In other words, the Cesàro matrix C is expressible as a product of the Pascal
infinite matrix P∞,0[1,−1] and the infinite diagonal matrix D∞[1].
Theorem 4. For any three real numbers x, α, β,
Cn,k[x, α + β] = Cn,k[x, α]Cn,k[x, β].
Proof. The proof is straightforward by considering the identity P 2n,k[x,−1] = I .
Using the above theorem, we are able to compute the inverse of the Cesàro matrix
as
C−1 = P∞,0[1,−1]D∞[−1]P∞,0[1,−1].
Therefore,
(C−1)ij =

i + 1 if i = j,
−(i + 1) if i = j + 1,
0 otherwise.
Observe that rth power of C is
Cr = P∞,0[1,−1]D∞[r]P∞,0[1,−1]. 
Now considering the identity CC−1 = I , we obtain the following result.
Corollary 5.
i∑
r=0
r∑
s=0
(−1)s+j (s + 1)
(
r
s
)(
s
j
)
= (i + 1)δij .
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4. Some combinatorial identities
Using the previous results, we obtain some interesting combinatorial identities.
For this reason, we take ei to be the ith unit vector in Rn+1 for i = 0, 1, . . . , n, and
e(x) = (1, x, . . . , xn)T to be a column functional vector with variable x.
Therefore we have the following:
Lemma 1 (Swapping Lemma). For any integer m, 1 6 i 6 n,
ei
TPmn,0[1]e(x) = (x +m)i.
Theorem 5. For any positive integers p, m and any real number x, we have
p∑
t=0
(−1)t
(
p
t
)
(x + t)m = (−1)mm!δp,m (0 6 m 6 p). (4)
For p = m, relation (4) is known as Tepper’s identity. For another proof of
Lemma 1 and Theorem 5, based on the Pascal matrix, refer to [7].
Corollary 6 (Wilson’s Theorem). For any odd prime number p,
(p − 1)! ≡ −1 (mod p).
Remark 1. Theorem 3 can be generalized for any arbitrary polynomial f (x), with
degreem, as
p∑
k=0
(−1)k
(
p
k
)
f (x + k) = (−1)mamm!δp,m (0 6 m 6 p), (5)
in which am is the leading coefficient of polynomial f (x). Furthermore, the results
of Lemma 1 and Theorem 5 can be extended in appropriate manner by replacing
Pn,0[1] with Pn,k[x] in the proof and also the vectors eTi and e(x) with the new
vectors uTi [x] and u[x],
ui[x]T=(0, . . . , 0, fi(x), . . . , fn(x)),
u[x]=(g0(x), . . . , gn(x))T,
where fi(x) and gi(x) are functions with the independent variable x. Using these
new objects including fi(x) and gi(x),we obtain results similar to (4).
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Using (4), we obtain:
Corollary 7.
n∑
t=0
(−1)t
(
n
t
)(
a + bt
m
)
= (−1)nbnδn,m (0 6 m 6 n),
n∑
t=0
(−1)t (n− t)n+3
(
n
t
)
= n
2(n+ 1)2(n+ 2)(n+ 3)
48
n!,
(6)
n∑
t=0
(−1)t [(t + a)n+1 − (t + b)n+1]
(
n
t
)
= (−1)n(n+ 1)!(a − b),
n∑
t=0
(−1)t (a + tc)t−1(b + tc)n−t
(
n
t
)
= 1
a
(b − a)n.
Proof. For identity (6), we take f (t) = (a+bt
m
)
.
Considering the matrix equality, we have the following results:
Pn,k[1, 1] · Pn,k[−1, 1] = In+1,
(Pn,k1 [x, y] · P Tn,k2 [1]) ·
(
P Tn,k2 [−1] · Pn,k1
[
−x
y
,
1
y
])
= In+1. 
Corollary 8.
n∑
t=0
(−1)t−j
(
i + k
t + k
)(
t + k
j + k
)
= δij ,
n∑
r=0
n∑
s=0
n∑
l=0
(−1)l−s+jxi+l−r−j yr−l
(
i + k1
r + k1
)(
l + k1
j + k1
)(
s + k2
r + k2
)(
l + k2
s + k2
)
= δij .
Theorem 6 (Inversion). Suppose {fn(x)}n>0 and {gn(x)}n>0 are two sequences of
real numbers, and that k is a positive integer. Then the following equality holds
fn(x) =
n∑
i=0
xn−i
(
n+ k
i + k
)
(−1)igi(x)
if and only if
gn(x) =
n∑
i=0
xn−i
(
n+ k
i + k
)
(−1)ifi(x).
Proof. Suppose F = [f0(x), . . . , fn(x)]T and G = [g0(x), . . . , gn(x)]T. Since
P 2n,k[x,−1] = In, we have
F = Pn,k[x,−1]G ⇐⇒ G = Pn,k[x,−1]F. 
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Some other combinatorial identities and their proofs are given in [7]. The relation
between Eulerian numbers and Pascal matrix will be presented in a latter paper [8].
We are now in a position to answer one of the questions raised in [1].
Theorem 7. Let p be a prime number and n a natural number such that n > p + 1.
Suppose that k is a positive integer multiple of p. Then the minimal polynomial of
Pn,k on field Zp is mA(x) = (1− x)p.
Proof. The characteristic polynomial of A is χA(x) = (1− x)n+1. Since the min-
imal polynomial of mA(x) is divisible by the characteristic polynomial χA(x), we
must find the smallest power of i such that mA(x) = (1− x)i and mA(A) = 0. By
consideringmA(A) = 0, we have
mA(A)=(I − A)i
=
i∑
j=0
(−1)i−j
(
i
j
)
Ai−j
=
i∑
j=0
(−1)i−j
(
i
j
)
Pn,k[i − j ].
Therefore,
(mA(A))rs =
(
r + k
s + k
) i∑
j=0
(−1)i−j
(
i
j
)
(i − j)r−s .
But by Fermat Little Theorem, for r − s > p,
(i − j)r−s ≡ (i − j)m (mod p),
in whichm is a positive integer, 0 6 m < p. Then by Theorem 4 and Locus Theorem
[10],
(mA(A))rs =
{(
r
s
)
i! if i = r − s,
0 if i > r − s.
We now claim that i = p. To see this, put s = 0, r = i and suppose by contradiction
1 6 i < p. Then(
r
s
)
6≡ 0 (mod p).
Thus the minimal polynomial is mA(x) = (1− x)p. 
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