We introduce a technique for lowering the communication cost in a certain type of distributed application, in which processors perform computation in each time step and must obtain boundary data from their neighbors before they can perform the next time step. A typical example of such an application is solving di erential equations using the nite di erence method. Our method, which we call SuperBoundary Exchange, consists of sending a larger boundary less often. This results in less frequent data exchange, trading o against larger messages and some redundant computation. We present experimental data showing that our method consistently results in signi cant speedup in communication-intensive applications, under varying assumption about the balance of computation load among the processors.
Introduction
As workstations become more powerful and less expensive, solving problems through distributed computation on a network of workstations, rather than on more specialized parallel processors, is becoming a much more popular and cost-e ective approach. One obstacle to this approach is that communication across a network of workstation is more time-consuming than, for example, communication between processing units in a shared-memory parallel machine. For this reason, techniques for lowering communication costs play an important role in the development of distributed algorithms.
In this paper we introduce a technique for lowering the communication cost in a certain type of distributed application, typi ed by solving di erential equations using the nite di erence method 1 . In the nite di erence method, we have a discrete d-dimensional grid of element locations, and we want to compute a value u x;t at each grid location x and for each time step t. The value of u x;t is a function of the values of u r;t?1 , where r ranges over x and all neighbors of x in the element grid.
In a distributed implementation of the nite di erence method, the element grid is partitioned, and each processor is assigned one of the partitions. In each time step t, each processor computes the values of u x;t for all grid elements x assigned to it. If a grid element x is on the boundary of the partition (i.e., it is assigned to a processor P 1 , but it has a neighboring grid element assigned to a di erent processor P 2 ), then the computation of u x;t cannot be performed until P 1 has obtained from P 2 the values of u :;t?1 for all these neighboring elements. Thus at each time step there is data exchange (communication) with neighboring processors as well as computation. The data that must be obtained by a particular processor from neighboring processor to allow it to perform its computation is sometimes called the ghost boundary of the processor 1 . The technique introduced here, which we call SuperBoundary Exchange, reduces communication by sending a larger ghost boundary less often. In essence, the increased overhead of sending larger messages and performing some redundant computation is traded o against the reduced overhead of less frequent messages, and the net result is an overall increase in performance. The advantages of both these tradeo s are wellknown in other contexts. For example, the advantage of combining multiple small data transfers into a single larger one underlies block transfers between memory hierarchies, and combining small packets into larger ones is a well known technique for e cient message passing in networks 2 . The technique of replicating data to reduce message tra c is a classical technique in distributed data bases.
The organization of this paper is as follows. We describe the SuperBoundary Exchange technique in Section 2, and contrast it with another technique, send-ahead 3 . In Section 3, we describe the results of several experiments demonstrating that performance advantages of SuperBoundary Exchange. Some conclusions and nal remarks are presented in Section 4.
The SuperBoundary Exchange Technique
We introduce the SuperBoundary Exchange Technique with the following simple example, illustrated in Figure 1 . Suppose that we are solving a 1-dimensional nite di erence equation u x;t+1 = f (u x?1;t ; u x;t ; u x+1;t );
(1) on a network of processors. Suppose that the values of u associated with x in the range 1; : : : ; 100 are computed on processor P 1 , and that the values of u associated with x in the range 101; : : : ; 200 are computed on processor P 2 . In order to compute the value of u 100;t+1 , P 1 must know the value of u 101;t ; hence this data (the \ghost boundary") must be sent to P 1 by P 2 once it is known (and, symmetrically, P 1 must send u 100;t to P 2 before P 2 can compute u 101;t+1 ). If each processor only stores the data for the x values directly associated with it, such an exchange of boundary data must occur at each time step in the computation. This is illustrated in Figure 1 (a), which shows the computation from the end of time step 3 to the end of time step 6. The rst row shows the computation at the end of time step 3. The next three double rows illustrate time steps 4, 5, and 6; each of these time steps is illustrated after the ghost boundary has been exchanged at the beginning of the time step (the dotted box indicates the ghost boundary), and then after the computation for the time step has been completed.
SuperBoundary Exchange is a technique for reducing the frequency of this boundary exchange. Suppose, at the beginning of time step t + 1, P 1 sends the values u 98;t , u 99;t and u 100;t to P 2 . Then at time t + 1, P 2 has all data necessary to compute the values u 99;t+1 , u 100;t+1 , and u 101;t+1 . At time t +2, P 2 has all data necessary to compute the values u 100;t+2 , and u 101;t+2 . It can then use this data to compute the value u 101;t+3 . Hence no further boundary data must be exchanged until time t + 3, and in general, data must only be exchanged every three iterations. This is illustrated for t = 3 in Figure 1 (b).
More generally, the ghost boundary is de ned as all the elements that are needed by neighboring processors to compute all their values at the next time step. In a regular boundary exchange, rst each pair of neighboring processors exchanges ghost boundaries, and then each of the processors computes the new values for all of its elements. This process is repeated for every time step.
A SuperBoundary of width k is de ned inductively: a ghost boundary has width 1, and for k > 1 a SuperBoundary of width k consists of the SuperBoundary of width k ?1 together with all the elements whose neighbors are in the SuperBoundary of width k ?1. In SuperBoundary Exchange with width k, an exchange of boundary data occurs once every k time steps. Thus, as the width is increased, the number of boundary exchange messages decreases, but the size of the messages and the amount of redundant computation increases.
The example of Figure 1 can be represented schematically as shown in Figure 2 . Figure 2 (a) represents the situation without SuperBoundary Exchange: before the computation at each time step, an exchange of data must occur. Figure 2 (b) represents the situation with SuperBoundary Exchange using a boundary width of 3: an exchange of data occurs before the computation at time t. Each processor updates its own values and, to the extent possible, the received boundary values; after three time steps, the received data has become invalid, and a new SuperBoundary Exchange must occur. Figure 3 schematically represents SuperBoundary Exchange in 2 dimensions, with a boundary width of 2. Here, the elements are connected as a grid, and the partition assigned to each processor is a square subgrid of the element grid. Each processor must communicate with 8 neighbors. We show the situation for one processor, processor 0, which we assume has 8 neigh- 0 has no boundary data from its neighbors. From left to right, the three diagrams at the bottom of the gure represent the situation after the data exchange at time t (t e ), after the computation at time t (t c ), and after the computation at time t + 1 ((t + 1) c ). At t e , processor 0 has two \layers" of boundary data to work with. At t c , the data for time t, including the data on the regular boundary has been computed. At (t + 1) c , the computation for time t + 1 is complete, but there is no longer valid boundary data, so data must be exchanged again. Notice that in the 2-dimensional case just described, if the subgrid assigned to each processor is an n n grid, and the boundary width is k, then the number of grid element values that must be exchanged between neighbors once every k time steps is O(k n). Hence the amount of additional memory required goes up linearly with the boundary width, but only with the square root of the amount of memory required to store the subgrid associated with the processor. Hence, SuperBoundary Exchange requires only a small amount of additional memory. The generalization of SuperBoundary Exchange to d dimensions is conceptually straightforward, and we omit the details here.
The SuperBoundary Exchange technique improves performance in two ways: by reducing communication overhead and by smoothing out random bursts. Communication overhead is reduced because the frequency of com-00000 00000 00000 00000 00000 00000 00000 00000 00000 00000 munication (i.e., the number of messages) is reduced. Depending on the message size, the number of packets may be reduced as well, since several small messages are being combined into one larger one. wever, a ause uge. The e ect of smoothing out random bursts is illustrated in Figure 4 (a) and (b). Suppose that Processor 1 takes less time than its neighbor, Processor 2, to perform the computation at time step t, but Processor 2 takes less time than Processor 1 to perform the computation at time step t + 1. Under regular boundary exchange, the two processors must synchronize at every time step, and hence the time required for each time step is the time required by the slower processor. This is shown in Figure 4(a) , where the horizontal lines represent the elapsed times for each time step and the vertical lines represent the synchronization points. Under SuperBoundary exchange with boundary width 2, the two time steps t and t +1 can be executed consecutively without synchronization as shown in Figure 4(b) . As a result, the bursts are smoothed out and step t + 2 can be started at an earlier time.
\Boundary precomputation" 4;3 is a di erent approach to reducing communication overhead. We now brie y discuss this method and its limitations, and then show how it can be combined with SuperBoundary Exchange.
The boundary precomputation method 3 actually consists of applying two separate observations. The rst observation is that it is not necessary to compute all values at time t before sending the ghost boundary; instead, a processor can compute its boundary values at time t, then send them to its neighbors while it is computing its interior values at time t. We refer to this part of the boundary precomputation as \send-ahead." The second observation is that if a process nishes its computation for time t while it is waiting for the time-t ghost boundary to arrive from its neighbors; it can continue processing by computing the values at time t +1 at cells of distance 1 from its internal boundary, values at time t + 2 at cells of distance 2 from its internal boundary, etc. We refer to this as \internal precomputation". It is pointed out that internal precomputation does not help overall performance. 3 One reason for this is that if communication is the dominant factor, each processor will reach a point of saturation, where it has done as much internal precomputation as it possible can; after this, it will only be able to advance the time at each grid element by one in each cycle, just as in the absence of internal precomputation. Because of this, we discuss send-ahead, but not internal precomputation, in the remainder of this paper.
SuperBoundary Exchange and send-ahead can be combined as follows. Suppose that the starting time is t and the boundary width is k. Immediately after a data exchange, each processor computes the value of the data along the superboundary that it needs to send at time t + k and sends it to the appropriate neighbors; it then computes the rest of its data (the inner portion). Figure 5 schematically illustrates the combination of these two techniques, for a 1-dimensional problem with a boundary width of 3. The line labeled t e shows the status at time t after data has been received: Processor 1 has received three boundary items from its neighbor, Processor 2. In the next three lines, it computes the values at time t +3 of the boundary values that it needs to send to processor 2, and sends them to processor 2 when this computation is complete (after the line labeled (t + 2) b ). It then computes its inner values for time t +3; this computation overlaps with waiting for the boundary values to arrive from Processor 2. If the boundary width is not too big, then the bulk of the computation (i.e., the computation of the inner values) is done while the processor is waiting for the boundary values from the neighboring processors, so the computation overlaps with the communication latency of the boundary messages from neighboring processors. This can represent a considerable advantage, because it means that the combination of SuperBoundary Exchange and send-ahead can smooth out the random uctuations in load as illustrated in Figure 4 (c).
Experimental results
We present experimental results in this section. All the experiments were performed using nine Sparcstation 5's connected by a 100Mbit/second switch. The nine workstations were arranged as a 3 3 toroidal grid. This arrangement eliminated boundary e ects, so the con guration and experimental results can be viewed as a portion of a much larger collection of workstations. All implementations used the Messengers system 5;6 , and speedup was computed relative to a Messengers implementation using the same 3 3 toroidal grid as a logical network but running on a single workstation. To decrease the variability of the presented data, all the experiments describe here were run three times, and in each case the number presented here is the average over the three runs.
A distributed computation may be dominated either by the communication cost or by the computation cost. Because SuperBoundary Exchange is intended to reduce the e ect of communication overhead, it is primarily useful in situations where the communication costs dominate. For this reason, the parameters for our experiments were chosen to make the communicationto-computation ratio relatively high. We experimented with three di erent workload-balance scenarios: (1) even workload balance, in which the computation time required by each processor at each step is about the same; (2) systematic workload imbalance, in which there are certain processors that require more time in each time step to perform their computation; and (3) uctuating workload imbalance, in which case there is imbalance in the computation time, but the speci c processors requiring more time vary from time step to time step.
The application we used is a 2-dimensional nite di erence problem, with an n n element grid with n varying as discussed below. The 2D n n elements were evenly distributed on 9 workstations, logically connected as a 3 3 grid, with each workstation performing the computation for a subgrid (n=3) (n=3) elements. In each workstation, the communication overhead is approximately 4a(n=3), where a is a constant, while the computation cost is approximately b(n=3) 2 , where b is a constant. The communication to computation ratio is c=n, where c = 12a=b. Therefore, when the problem size becomes smaller, the communication-to-computation ratio becomes bigger.
Our rst experiment assesses the e ect of the boundary width on the performance of a computationally balanced distributed application. Figure 6 shows the result of this experiment. The horizontal axis represents the boundary width, and the vertical axis represents the speedup. A boundary width of 1 means that we are using regular boundary exchange; larger values mean that we are using SuperBoundary Exchange. We experimented with three problem sizes: 540 540, 666 666, and 999 999. In all three cases, SuperBoundary Exchange increases the speedup signi cantly for low values of the boundary width, and as the boundary width is increased, the speedup reaches a maximum and then falls o . This is because for low values of the boundary width, the decrease in communication overhead far outweighs the additional cost due to redundant computation of boundary values. For high values of the boundary width, most of the communication savings has been realized, the program becomes computation-intensive, and the increased computation starts to cause a performance decrease. But this latter e ect is gradual: even when the boundary width reaches 32, SuperBoundary Exchange still beats the regular boundary exchange for the two smaller problem sizes.
The remaining experiments compare the SuperBoundary Exchange technique, the send-ahead technique, and the combination of the two for the three workload-balance scenarios discussed at the beginning of this section. FigFigure 6 . The e ect of the boundary width on the performance of a computationally balanced application. nique is used. From the gure, we can see that SuperBoundary Exchange improves the performance. Send-ahead helps slightly in the case of regular Figure 8 . The e ect of SuperBoundary Exchange, with and without send-ahead, on a systematically imbalanced computation.
boundary exchange (i.e., for boundary width 1), but it does not help otherwise. Also, SuperBoundary Exchange speeds up the computation using regular boundary exchange much more than send-ahead does. There are several reasons explaining why send-ahead contributes so little in this case. First, the transmission time is negligible in our experiment network because workstations are connected by 100M/bit switch. Second, because the workload is evenly distributed, there is no idle waiting time to be eliminated by the sendahead technique. In addition, send-ahead changes the computation order, and this may a ect the hit rate on the memory cache. Figure 8 shows the results for the case of systematic workload imbalance. In this experiment, we chose one processor and arti cially increased its workload in each time step by 30%. As with the balanced case, SuperBoundary Exchange improves the performance, but the send-ahead technique doesn't help much. The explanation is the same as that of the balanced case: because the workload is systematically unbalanced, the idle waiting time can not be squeezed out.
Our nal experiments address the case of uctuating load imbalance. We ran the balanced experiment, but arti cially increased the workload on each processor in each time step by a random amount. The random additional load was Gaussian, with a mean of 30% of the base load and a standard deviation of 10% of the base load. Figures 10 and 9 show the results for problem sizes If we compare the individual e ects of send-ahead with the and SuperBoundary Exchange, we see that on the smaller problem SuperBoundary Ex- change is better. On the larger problem, send-ahead is better than increasing the boundary width to 2, but for larger boundary widths SuperBoundary Exchange is better. The best results are obtained by combining the two methods: on the smaller problem, send-ahead together with SuperBoundary Exchange with a boundary width of 4 yields a 34% improvement in speedup. Sendahead helps in this case because it helps smooth out the bursts due to the random uctuations in computation time.
Conclusions and Final Remarks
In this paper we have introduced the SuperBoundary Exchange technique as a means of reducing communication overhead in distributed applications. The underlying tradeo is fewer messages against potentially longer messages and some additional, redundant, computation. We have presented some experimental data comparing SuperBoundary Exchange with the send-ahead technique. The results of our experiments are summarized in Table 1 . If the running time of the application is dominated by the computation time, then performance can be addressed by improving the hardware or by addressing load imbalance among processors. The technique introduced in this paper, SuperBoundary Exchange, reduces communication overhead, and hence is of use when the communication cost dominates. Our experiments indicate that this technique is useful whether or not there is load imbalance among the processors, and that it provides a signi cantly larger performance improvement than the send-ahead technique. In the case of uctuating load imbalance, further improvement can be obtained by combining SuperBoundary Exchange with send-ahead. In the other two cases (balance, or systematic imbalance), send-ahead provides almost no incremental performance improvement beyond that provided by SuperBounday Exchange.
Although the SuperBoundary Exchange technique is of most use when the communication cost dominates, it can ultimately be applied even in a computation-dominated application. If computation dominates, appropriate ways to address performance concerns would include ne-tuning the computation at each grid element, adding more processors, and upgrading the hardware. As these enhancements are made, a point of diminishing returns will be reached, because the computation cost will decrease to the point where it is dominated by the communication cost. When this point is reached, and the application becomes communication-intensive, SuperBoundary Exchange can then be used to further enhance the performance of the application.
While the only application mentioned is nite di erence equations, the SuperBoundary Exchange technique can be applied to a wider class of problems. The technique can be applied to any application in which there is an underlying space, a well-de ned notion of neighbor, and an iterative computation where the computation at a particular location in one time step depends on the state of that location and its neighbors in the preceding time step. For example SuperBoundary Exchange could be applied in individual-based spatial simulations in which the behavior of entities is based solely on their interactions with nearby entities (e.g., models of the ocking of birds or the schooling of sh 7;8 ). Here, the boundary data to be exchanged is the state of entities in nearby nodes, and SuperBoundary Exchange would require redundant computation of these behaviors after an exchange of data.
