In this paper a four stages twelfth algebraic order symmetric two-step method with vanished phase-lag and its first, second, third, fourth and fifth derivatives is developed for the first time in the literature. For the new proposed method: (1) we will study the phase-lag analysis, (2) we will present the development of the new method, (3) the local truncation error (LTE) analysis will be studied. The analysis is based on a test problem which is the radial time independent Schrödinger equation, (4) the stability and the interval of periodicity analysis will be presented, (5) stepsize control technique will also be presented, (6) the examination of the accuracy and computational cost of the proposed algorithm which is based on the approximation of the Schrödinger equation.
Introduction
A new algorithm for the solution of the special second order problems: φ ′′ (x) = ζ (x, φ), φ(x 0 ) = φ 0 and φ
is produced in this paper. Emphasis will be given on the problems (1) for which the solution behaves with periodical or/and oscillating form The structure of the paper is:
-The basic theory for the construction of the new algorithm is given in Section 2. -In Section 3 the new algorithm is constructed.
-The behavior of the error of the algorithm is shown in Section 4 using the Schrödinger equation as model problem. -The stability analysis of the algorithm is shown in Section 5. -In Section 6 the solution of a system of Schrödinger type equations is shown. -Finally, in Section 7 we present remarks and conclusions .
Phase-lag and Stability Analysis of General Symmetric k-Step Methods
We will present in this section the basic points of the phase-lag and the stability analysis of the general symmetric multistep algorithms. We consider the 2 k-Step algorithms:
for approximation of (1) on the domain [α, β] . The domain is determined by the user taking into account the properties of the application. The 2 k-step algorithm (2) is applied to the problem (1) by dividing the domain [α, β] into 2 k areas of the same size i.e. {x
. h denotes the step length of the approximation procedure and is given by:
We have the following definitions:
Definition 1. If for the algorithm (2) applies:
then we have a symmetric 2 k-step algorithm Remark 1. The operator:
is related with the algorithm (2), where y ∈ C 2 . Definition 2.
[1] We call the algorithm (2) is of algebraic order p, if the operator L determined by (4) eliminates for every possible combination of linear form of the functions 1, x, x 2 , . . . , x p+1 .
In order to determine the stability polynomials for the specific algorithm (2) it is necessary to apply it to the problem
Then we achieve the following difference equation:
For the above equation we have that:
-h is the stepsize and -A j (v) j = 0(1)m are the stability polynomials for the specific algorithm and for the problem (5).
An equation which is related with (6) is:
which is known as the characteristic equation of the algorithm for the problem (5).
Definition 3. [6]
If for the algorithm (2) we have the following roots σ i , i = 1(1)2 k of its related equation (7) for all v ∈ (0, v 2 0 ),: v) , and
then we say that the algorithm (2) has an non empty interval of periodicity (0, v 2 0 ). In the formula (8) 
θ(v) denotes a real function of v.
Definition 4. (see [6] ) If the interval of periodicity of an algorithm (2) is computed as (0, ∞), then we call this algorithm P-stable.
Definition 5. If the interval of periodicity of an algorithm
(2) is computed as (0, ∞)∖S ¹, then we call the algorithm singularly P-stable.
1 where S is a set of distinct points Definition 6. [4] , [5] We call phase-lag of an algorithm (2) with the related characteristic equation (7) the dominant term of the expression
The phase-lag is equal to t, if the relation τ = O(v t+1 ) as v → ∞ is hold.
Definition 7.
[2] If for an algorithm (2) the phase-lag is zero, then this algorithm is called phase-fitted. Theorem 1. [4] In order to compute the order of the phase-lag t and the constant of the phase-lag c for an algorithm (2) with the related equation (7), we use the direct formula:
The New Algorithm
We will examine the algorithm:︀
where
Application of the method (11) to the scalar test equation (5) leads to the difference equation given by (6) with:
The request of elimination of the phase-lag and phaselag's derivatives leads us to the following system of equations: 
The solution of the above equations gives us the following parameters of the algorithm: b 0 , b 1 , b 2 , a 1 , a 2 and a 3 : (20) where
The avoidance of impossibility of definition of the parameters determined in (20) 
The plot of the parameters determined in (20) are shown in Figure 1 .
In (22) we determine the LTE of the algorithm (symbolized as 4 − St − 2S − 12 − 5D):
Comparative Error Analysis
For the error analysis the following problem is used:
(1) V(x) is a function which is called potential, (2) Vc is real number denoting an approximate value of the func-
The energy is denoted as E.
Remark 2. The above mentioned test equation is the time independent radial Schrödinger equation.
Our study will be focused on the local truncation errors of the following methods of the same family:
4.1 Classical Algorithm (i.e. the algorithm (11) with constant coeflcients)
Algorithm Produced in [23]
LTE 4−St−2S−12−1D = − 45469 1697361329664000 h 14 (︃ φ (14) n + 6 ϕ 10 φ (4) n + 5 ϕ 12 φ (2) n )︃ + O (︁ h 16 )︁(25)
Algorithm Obtained in [25]
LTE 4−St−2S−12−2D = − 45469 1697361329664000 h 14 (︃ φ (14) n − 15 ϕ 8 φ (6) n − 24 ϕ 10 φ (4) n − 10 ϕ 12 φ (2) n )︃ + O (︁ h 16 )︁(26)
Algorithm Produced in Section 3
Our analysis is based on the following algorithm :
-The local truncation error (LTE) formulae are expressed via the test equation (23) . -More specifically, we substitute the derivatives of the function φ which are included in the LTE formulae, with results based on the problem (23) . Some of the results are shown in Appendix A . -The previous step leads to new formulae for the LTE which have the form:
where The above achievements lead to the following asymptotic forms of the LTE formuale:
Classical Algorithm
LTE CL = − 45469 1697361329664000 h 14 (︃ φ (x) Γ 7 + · · · )︃ + O (︁ h 16 )︁(29)
Algorithm Produced in [23]
LTE 4−St−2S−12−1D = − 45469 339472265932800 h 14 [︃(︃ 3 ξ (x) 2 φ (x) + 31 ξ ′′ (x) φ (x) + 6 ξ ′ (x) 2 φ ′ (x) )︃ Γ 5 + · · · ]︃ + O (︁ h 16 )︁(30)
Algorithm Produced in [25]
LTE 4−St−2S−12−2D = − 45469 21217016620800 h 14 [︃ (︁ ξ ′′ (x) φ (x) )︁ Γ 5 + · · · ]︃ + O (︁ h 16 )︁(31)
Algorithm Produced in Section 3
We have the following theorem: 
Stability Analysis
Our study is based on the following chart:
-The scalar test equation for the stability analysis is given by:
Remark 3. It is easy for one to see that ω ≠ ϕ.
-The difference equation mentioned below is produced by applying the algorithm to the problem (33):
where 
Remark 6. In the cases where s = v, the interval of periodicity for the new algorithm is equal to: (0, ∞), i.e. it is P-stable.
We have the following theorem:
Theorem 3. The new algorithm obtained in Section 3: -is of twelfth algebraic order, -has eliminated the phase-lag and its derivatives up to order four, -has a s − v region presented in Figure 2 -is P-stable i.e. its interval of periodicity is equal to: (0, ∞) (in the cases where s = v).

Numerical Results
In this section we will present the application of the new developed method to the numerical solution of the coupled differential equations arising from the Schrödinger equation.
Error Estimation
The numerical example contains a variable-step algorithm and therefore an error estimation procedure .
We mention here that in the literature the last decades there are several variable step procedures for the approximation of the solution for systems of Schrödinger type equations [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] .
Basic methodologies for the local truncation error estimation (see for example [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] ) are based on:
-the order q in h q in the LTE expressions of the algorithms, -the maximum order p in the expressions x p exp (±w x) or in the expressions x p cos (±w x) and/or x p sin (±w x) which are the algorithm integrates exactly, -order of the phase-lag of the algorithms (i.e. zero order of the phase-lag is for eliminated phase-lag algorithms, first order of the phase-lag is for the algorithms with eliminated the phase-lag the derivative of the first order, n-th order of the phase-lag order is for the algorithms with eliminated phase-lag and its derivatives up to order n.
We will use the first of the above mentioned methodologies. Our embedded pair is based -on the order q in h q in the LTE expressions of the algorithms -on the fact that in order to obtain highly accurate numerical solutions, the maximum algebraic order q of an algorithm must be used .
Definition 8. The local truncation error in y L
where y L n+1 is the low order approximation and we use for this approximation the algorithm obtained in [24] and y H n+1 is the high order approximation and we use for this approximation the algorithm produced in Section 3.
For our numerical example we reduced the changes of the step sizes on its duplication . More specifically : 
Coupled differential equations
The coupled differential equations of the Schrödinger type can be found in several scientific areas. The general form of the close-coupling differential equations arising from the Schrödinger equation is of the form:
for 1 ≤ i ≤ N and m ≠ i. There are two cases for the above system of differential equations: (1) the open channels case and (2) the close channels case. We will study the first case with conditions on boundaries [16] (we note here that the new algorithm can be applied to close channels case also):
where j l (x) are spherical Bessel functions and n l (x) are spherical Neumann functions.
For the details on the model of the problem one can see [16] . Based on the analysis presented in [16] , the following matrix K ′ and diagonal matrices M, N are defined as:
and the boundary condition (39) now is given by:
The close-coupling differential equations arising from the Schrödinger equation of the our numerical test describe, under environment of neutral particle impact, the phenomenon of the rotational excitation of a diatomic molecule. We use the same notations, as in [16] :
-for the entrance channel we use the quantum numbers (j, l), -for the exit channels we use the quantum numbers (j ′ , l ′ ) and -for the total angular momentum we use the notation
Based on the above notations we have the following form of the problem:
E is the energy of the corresponding system, I is the moment of inertia of the rotator, and µ is the mass of the corresponding system. The function V is given by ( [16] ):
The coupling matrix element can be written as
(43) where the f 2 coefficients can are given via the formulae mentioned in Bernstein et al. [18] andk j ′ j is a vector parallel to the vector k j ′ j and P i , i = 0, 2 are Legendre polynomials (see for details [19] ). Now we have the following form for the boundary conditions :
where:
A program was developed for the numerical solution of this problem. With this program we calculated cross sections for rotational excitation of molecular hydrogen by impact of various heavy particles ( [16] , [17] ). We included also a subroutine for the numerical integration from the initial value to the matching points and we applied the variable step method described in the previous subsection.
We made the computations using the following parameters: , V 2 (x) = 0.2283V 0 (x). As we mentioned previously we followed the procedure described in [16] . We taken the values J = 6 and from j = 0 to j ′ = 2, 4 and 6 and therefore, we have sets of four, nine and sixteen coupled differential equations, respectively. We used the methodology obtained by Bernstein [19] and Allison [16] and consequently, for x less than some x 0 , the potential tends to infinite. For this case we have for x 0 :
We solved the above described problems using the algorithms:
-the Iterative Numerov algorithm of Allison [16] which is symbolized as Algorithm I, -the variable-step algorithm of Raptis and Cash [15] which is symbolized as Algorithm II, -the embedded Runge-Kutta Dormand and Prince algorithm 5(4) [13] which is symbolized as Algorithm III, -the embedded Runge-Kutta algorithm ERK4(2) introduced in Simos [20] which is symbolized as Algorithm IV, -the introduced embedded symmetric two-step algorithm introduced in [22] which is symbolized as Algorithm V -the introduced embedded symmetric two-step algorithm introduced in [23] which is symbolized as Algorithm VI -the introduced embedded symmetric two-step algorithm introduced in [23] which is symbolized as Algorithm VII -the introduced embedded symmetric two-step algorithm introduced in [25] which is symbolized as Algorithm VIII -the introduced embedded symmetric two-step algorithm introduced in [26] which is symbolized as Algorithm IX -the introduced embedded symmetric two-step algorithm introduced in this paper which is symbolized as Algorithm X Table 1 shows the computational cost (in seconds) requested by the algorithms I-X mentioned above for the computation of | S | 2 for the system of N differential equations. The same Table shows also the maximum error of the computation of | S | 2 . N ∈ {4, 9, 16} symbolizes the number of equations of the system of the Schrödinger type differential equations.
Conclusions
A new algorithm with eliminated phase-lag and its derivatives up to order five is produced, for the first time in the literature, in the present paper. More specifically for the new algorithm we presented:
1. its construction, 2. the analysis of its error, 3. the analysis of its stability, 4. the analysis of its effectiveness by applying it to the numerical solution of systems of Schrödinger type equations.
The theoretical and numerical achievements lead to the conclusion that the new algorithm is more effective than other known ones or recently constructed for the approximation of systems of equations of the Schrödinger type.
We used for our computations a IBM PC-AT compatible 80486 using arithmetic with 16 significant digits accuracy (IEEE standard).
Appendix A: Expressions of the Derivatives of φ n
Here we present expressions of the derivatives of φn using the test equation (23) 
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