Abstract. We investigate stochastic averaging on the infinite time interval for a class of continuous-time nonlinear systems with stochastic perturbation and remove or weaken several restrictions present in existing results: global Lipschitzness of the nonlinear vector field, equilibrium preservation under the stochastic perturbation, global exponential stability of the average system, and compactness of the state space of the perturbation process. If an equilibrium of the average system is exponentially stable, we show that the original system is exponentially practically stable in probability. If, in addition, the original system has the same equilibrium as the average system, then the equilibrium of the original system is locally asymptotically stable in probability. These results extend the deterministic general averaging for aperiodic functions to the stochastic case.
1. Introduction. The basic idea of averaging theory-either deterministic or stochastic-is to approximate the original system (time-varying and periodic or almost periodic, or randomly perturbed) by a simpler (average) system (time-invariant, deterministic) or some approximating diffusion system (a stochastic system simpler than the original one). Starting with considerations driven by applications, the averaging principle has been developed in mechanics/dynamics [4, 28, 29, 32, 38] as well as in rigorous mathematical framework [3, 7, 8, 10, 11, 12, 31 ] for deterministic dynamics [4, 10, 29, 30] as well as stochastic dynamics [7, 12, 19, 37] . Stochastic averaging has been the cornerstone of many control and optimization methods, such as in stochastic approximation and adaptive algorithms [2, 20, 23, 33, 34] . Stochastic averaging is also a key tool in the newly emerging algorithms for stochastic extremum seeking and source localization [24, 35] , which extend deterministic extremum seeking [1, 36] .
Compared with mature theoretical results for the deterministic averaging principle, stochastic averaging offers a much broader spectrum of possibilities for developing averaging theorems (due to multiple notions of convergence and stability, as well as multiple possibilities for noise processes), which are far from being exhausted. On a finite time interval, in which case one does not study stability but only approximation accuracy, there have been many averaging theorems about weak convergence [7, 13, 21, 31] , convergence in probability [7, 22] , and almost sure convergence [8, 21] . However, the study of the stochastic averaging principle on the infinite time interval is not complete compared to complete results for the deterministic case [10, 30] .
In general, the averaging principle on the infinite time interval is considered under the stability condition of average systems or diffusion approximation. The stability of stochastic systems with wide-band noise disturbances under diffusion approximation conditions was stated by [3] . The stability of dynamic systems with Markov perturbations under the stability condition of the average system was studied in [14] . Under a condition on a diffusion approximation of a dynamical system with Markov perturbations, the problem of stability was solved in [15] . Under conditions of averaging and diffusion approximation, the stability of dynamic systems in a semi-Markov medium was studied in [16] . However, all these results are established under all or almost all of the following conditions: (a) the average system or approximating diffusion system is globally exponentially stable; (b) the nonlinear vector field of the original system has bounded derivative or is dominated by some form of Lyapunov function of the average system; (c) the nonlinear vector field of the original system vanishes at the origin for any value of the perturbation process (equilibrium condition); (d) the state space of the perturbation process is a compact space. These conditions largely limit the application of existing stochastic averaging theorems.
In this paper, we remove or weaken the above restrictions and develop stochastic averaging theorems for studying the stability of a general class of nonlinear systems with a stochastic perturbation. If the perturbation process satisfies a uniform strong ergodic condition and the equilibrium of the average system is exponentially stable, we show that the original system is exponentially practically stable in probability. Under the condition that the equilibrium of the average system is exponentially stable, if the perturbation process is φ-mixing with an exponential mixing rate and exponentially ergodic, and the original system satisfies an equilibrium condition, we show that the equilibrium of the original system is asymptotically stable in probability. For the case where the average system is globally exponentially stable and all the other assumptions are valid globally, a global result is obtained for the original system.
A reader familiar with the deterministic averaging theory should view our result as an extension to the stochastic case of the so-called general averaging for aperiodic functions (rather than of the standard averaging for periodic functions).
The rest of the paper is organized as follows. Section 2 describes the problem investigated. Section 3 presents results for two cases: a uniform strong ergodic perturbation process, and an exponentially φ-mixing and exponentially ergodic perturbation process, respectively. In section 4, we give the detailed proofs for the results in section 3. In section 5 we give three examples. Section 6 contains concluding remarks.
2. Problem formulation. Consider the system (2.1)
where X t ∈ R n , and the stochastic perturbation Y t ∈ R m is a time homogeneous continuous Markov process defined on a complete probability space (Ω, F , P ), where Ω is the sample space, F is the σ-field, P is the probability measure, and is a small positive parameter, where ∈ (0, 0 ) for some fixed 0 > 0.
The average system corresponding to system (2.1) can be defined in various ways, depending on assumptions on the perturbation process (Y t , t ≥ 0), for example, as (2.2) dX t dt =ā(X t ),X 0 = x, whereā(x) is a function such that for any δ > 0 and x ∈ R n , lim T →∞ The assertion that the trajectory X t is close toX t for sufficiently small is called the averaging principle [7] . For the system with random perturbation, Theorem 7.9.1 of [7] gives a clear result about the averaging principle when t is in a finite time interval [0, T ]: for any T > 0 and δ > 0
In this paper, we will explore the averaging principle when t belongs to the infinite time interval [0, ∞). First, in the case where the original stochastic system may not have an equilibrium, but the average system has an exponentially stable equilibrium at the origin, a stability-like property of the original system is established for sufficiently small. Second, when a(0, y) ≡ 0, namely, when the original system (2.1) maintains an equilibrium at the origin, despite the presence of noise, we establish the stability of this equilibrium for sufficiently small .
Main results.
3.1. Uniform strong ergodic perturbation process. In the time scale
with the initial value Z 0 = x. Let S Y be the living space of the perturbation process (Y t , t ≥ 0). Notice that S Y may be a proper (e.g., compact) subset of R m . Assumption 1. The vector field a(x, y) is separable; i.e., it can be written as a(x, y) = 
By Assumption 2 we obtain the average system of (3.1) as dZ s /ds = ā(Z s ), with the initial valueZ 0 = x, whereā(x) = l i=1 a i (x)b i . Theorem 3.1. Suppose that Assumptions 1 and 2 hold. If the originZ s ≡ 0 is an exponentially stable equilibrium point of the average system, K ⊂ D is a compact subset of its region of attraction, andZ 0 = x ∈ K, then for any ς ∈ (0, 1), there exist a measurable set Ω ς ⊂ Ω with P (Ω ς ) > 1 − ς, a class K function α ς , and a constant
Next we extend the finite-time result (2.3) of [7, Theorem 7.9 .1] to infinite time.
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Theorem 3.2. Suppose that Assumptions 1 and 2 hold. If the originZ s ≡ 0 is an exponentially stable equilibrium of the average system, K ⊂ D is a compact subset of its region of attraction, andZ 0 = Z 0 = x ∈ K, then for any δ > 0, (3.3) lim
i.e., sup s∈[0,∞) |Z s (ω) −Z s | converges to 0 in probability as → 0. The above two theorems are about systems in the time scale s = t/ . Now we turn to the X-system (2.1) and its average system (2.2), whereX t =Z t/ , and X t = Z t/ . Theorems 3.1 and 3.2 yield the following corollaries.
Corollary 3.3. If the originX t = 0 is an exponentially stable equilibrium point of the average system (2.2), K ⊂ D is a compact subset of its region of attraction, andX 0 = x ∈ K, then for any ς ∈ (0, 1), there exist a class K function α ς and a constant
Corollary 3.4. If the originX t = 0 is an exponentially stable equilibrium point of the average system (2.2), K ⊂ D is a compact subset of its region of attraction, and X 0 =X 0 = x ∈ K, then for any δ > 0, (3.4) lim
From Theorem 3.1 and the definition of exponential stability of deterministic systems, we obtain the following stability result.
Theorem 3.5. Suppose that Assumptions 1 and 2 hold. If the originX t ≡ 0 is an exponentially stable equilibrium point of the average system (2.2), K ⊂ D is a compact subset of its region of attraction, andX 0 = x ∈ K, then for any ς ∈ (0, 1), there exist a measurable set Ω ς ⊂ Ω with P (Ω ς ) > 1 − ς, a class K function α ς , and a constant
uniformly in ω ∈ Ω ς for some constants γ, c > 0. Remark 3.6. Notice that for any given ς ∈ (0, 1), α ς ( ) ∈ K. Then by (3.5), we obtain that for any δ > 0 and any ς > 0, there exists a constant * (ς, δ) > 0 such that for all 0 < < * (ς, δ),
for X 0 =X 0 = x ∈ K and some positive constants γ, c. This can be viewed as a form of exponential practical stability in probability. Remark 3.7. Since Y t is a time homogeneous continuous Markov process, if a(x, y) is globally Lipschitz in (x, y), then the solution of (2.1) exists with probability 1 for any x ∈ R n and it is defined uniquely for all t ≥ 0 (see section 2 of Chapter 7 of [7] ). Here, by Assumption 1, a(x, y) is, in general, locally Lipschitz instead of globally Lipschitz. Notice that the solution of (2.1) can be defined for every trajectory of the stochastic process (Y s , s ≥ 0). Then by Corollary 3.3, for any sufficiently small positive number ς, there exist a measurable set Ω ς ⊂ Ω and a positive number * (ς) such that P (Ω ς ) > 1 − ς (which can be sufficiently close to 1) and for any 0 < < * (ς) and any ω ∈ Ω ς , the solution {X t (ω), t ∈ [0, ∞)} exists. The uniqueness of {X t (ω), t ∈ [0, ∞)} is ensured by the local Lipschitzness of a(x, y) with respect to x.
Remark 3.8. Assumptions 1 and 2 guarantee that there exists a deterministic vector functionā(x) such that
This uniform convergence condition is critical in the proof, and a similar condition is required in the deterministic general averaging on the infinite time interval for aperiodic functions [10] . In a weak convergence method of stochastic averaging on a finite time interval, some uniform convergence with respect to (t, x) of some integral of a(x, Y s ) is required [11, equation (3. 2)], [7, equation (9. 3), p. 263], and there the boundedness of a(x, y) is assumed. Here we do not need the boundedness of a(x, y) but need a stronger convergence (3.7) to obtain a better result-"exponential practical stability" on the infinite time interval.
The separable form in Assumption 1 is to guarantee that the limit (3.7) is uniform with respect to x, while the uniform convergence (3.2) in Assumption 2 is to guarantee that the limit (3.7) is uniform with respect to t. For the following stochastic processes (Y s , s ≥ 0), we can verify that the uniform convergence (3.2) holds:
ξs + c, where c is a constant and ξ s satisfies dξ s = −ds + dw s . In these three examples, w s is a 1-dimensional standard Brownian motion defined on some complete probability space and Y 0 is independent of (w s , s ≥ 0). In fact, for these three kinds of stochastic processes, it holds that lim s→∞ Y s = c a.s. for some constant c, which, together with the fact that lim T →∞
s. when the latter limit exists, gives that for any continuous func- 
is said to be φ-mixing with mixing rate φ(·) (see [18] ).
In this subsection, we assume that the perturbation (Y t , t ≥ 0) is φ-mixing and also ergodic with invariant measure µ. The average system of (2.1) is (2.2), where
and S Y is the living space of the perturbation process (Y t , t ≥ 0).
Assumption 3. The process (Y t , t ≥ 0) is continuous, φ-mixing with exponential mixing rate φ(t), and also exponentially ergodic with invariant measure µ.
Remark 3.9. (i) In the weak convergence methods (see, e.g., [18] ), the perturbation process is usually assumed to be φ-mixing with mixing rate φ(t) (
Here we consider the infinite time horizon, so exponential ergodicity is needed.
(ii) According to [26] , ergodic Markov processes on compact state space are examples of φ-mixing processes with an exponential mixing rate, e.g., Brownian motion on the unit circle [6] 
T , for all ϑ ∈ R, where B = 0 −1 1 0 and W t is a 1-dimensional standard Brownian motion. Assumption 4. For the average system (2.2), there exist a function V (x) ∈ C 2 and positive constants c i (i = 1, . . . , 4), δ, γ such that for |x| ≤ δ, (3.13) i.e., the average system (2.2) is exponentially stable.
Assumption 5. The vector field a(x, y) satisfies the following:
1. a(x, y) and its first-order partial derivatives with respect to x are continuous and a(0, y) ≡ 0; 2. for any compact set D ⊂ R n , there is a constant k D > 0 such that for all x ∈ D and y ∈ S Y , ∂a(x,y) ∂x ≤ k D . Theorem 3.10. Consider the system (2.1) satisfying Assumptions 3, 4, and 5. Then there exists * > 0 such that for 0 < ≤ * , the solution X t ≡ 0 of the original system is asymptotically stable in probability; i.e., for any r > 0 and ς > 0, there is a constant δ 0 > 0 such that if |X 0 | = |x| < δ 0 , then
Remark 3.11. This is the first local stability result based on the stochastic averaging approach for locally Lipschitz nonlinear systems, which is an extension from the deterministic general averaging for aperiodic functions [30] .
If the local conditions in Theorem 3.10 hold globally, we get global results under the following set of assumptions.
Assumption 6. The average system (2.2) is globally exponentially stable; i.e., Assumption 4 holds with "for |x| ≤ δ" replaced by "for any x ∈ R n ." Assumption 7. The vector field a(x, y) satisfies the following:
1. a(x, y) and its first-order partial derivatives with respect to x are continuous and a(0, y) ≡ 0; 2. there is a constant k > 0 such that for all x ∈ R n and y ∈ S Y , ∂a(x,y) ∂x ≤ k. Assumption 8. The vector field a(x, y) satisfies the following:
1. a(x, y) and its first-order partial derivatives with respect to x are continuous and sup y∈SY |a(0, y)| < ∞; 2. there is a constant k > 0 such that for all x ∈ R n and y ∈ S Y , ∂a(x,y) ∂x ≤ k. Theorem 3.12. Consider the system (2.1) satisfying Assumptions 3, 6, and 7. Then there exists * > 0 such that for 0 < ≤ * , the solution X t ≡ 0 of the original system is globally asymptotically stable in probability; i.e., for any η 1 > 0 and η 2 > 0, there is a constant δ 0 > 0 such that if |X 0 | = |x| < δ 0 , then P |X t | ≤ η 2 e −γt , t ≥ 0 ≥ 1 − η 1 with a constantγ > 0, and, moreover, for any x ∈ R n , P {lim t→∞ |X t | = 0} = 1.
If, on the other hand, (2.1) has no equilibrium, we obtain the following result. Theorem 3.13. Consider the system (2.1) satisfying Assumptions 3, 6, and 8. Then there exists * > 0 such that for 0 < ≤ * , the solution process X t of the original system is bounded in probability, i.e., lim r→∞ sup t≥0 P {|X t | > r} = 0.
Remark 3.14. Theorems 3.12 and 3.13 are aimed at globally Lipschitz systems and can be viewed as an extension from the deterministic averaging principle [30] to the stochastic case. We present the results for the global case not only for the sake of completeness but also because of the novelty relative to [3] : (i) an ergodic Markov process on some compact space is replaced by an exponential φ-mixing and exponentially ergodic process; (ii) for the case without equilibrium condition the weak convergence is considered in [3] , while here we obtain the result on boundedness in probability.
In section 5.3 we present an example that illustrates the theorems of this section.
Proofs of the results.
4.1. Proofs for the case of uniform strong ergodic perturbation process.
4.1.1. Technical lemma. To prove Theorems 3.1 and 3.2, we first prove one technical lemma. Towards that end, denote
. . , l. We can verify that F i (T, λ, ω) is continuous with respect to (T, λ) for any i = 1, . . . , l.
Lemma 4.1. Suppose that Assumptions 1 and 2 hold. Then, for any ς > 0, there exists a measurable set Ω ς ⊂ Ω such that P (Ω ς ) > 1 − ς, and for any i = 1, . . . , l,
Moreover, there exists a strictly decreasing, continuous, bounded function σ ς (T ) such that σ ς (T ) → 0 as T → ∞, and for any compact subset D 0 ⊂ D,
where k D0 is a positive constant. Proof.
Step 1 (proof of (4.1)). From (3.2) we know that for any i = 1, . . . , l,
Since F i (T, λ, ω) is continuous with respect to (T, λ), we can easily prove that for all k ≥ 1, for all t > 0, the sets λ≥0
we obtain that for any k ≥ 1,
for any ς > 0 and any k ≥ 1, there exists t
Further, by the construction of Ω ς , we know that for any i = 1, . . . , l,
i.e., (4.1) holds.
Step 2 (proof of (4.2)). By (4.7), for any k ≥ 1, there exists t k (ς) > 0 (without loss of generality, we can assume that t k (ς) is increasing with respect to k) such that for any T ≥ t k (ς), any (ω, λ) ∈ Ω ς × [0, ∞), and any i = 1, . . . , l, we have that
By Assumption 1 and (3.2), there exists a constant M > 1 such that for any i = 1, . . . , l, sup y∈SY |b i (y)| ≤ M and |b i | ≤ M . Now we define a function H ς (T ) as
, and any i = 1, . . . , l, we have
and
is a piecewise constant (and thus piecewise continuous) function, we construct a strictly decreasing, continuous, bounded function σ ς (T ): 
Define k D0 = lM D0 . Then, by Assumption 1, (4.9), (4.10), and the fact thatā(
i.e., (4.2) holds. 
). Then we simply rewrite the system (3.1) as
for some η > 0. For any compact set D 0 ⊂ D, by (4.11), we get that for z ∈ D 0 ,
This implies, in particular, that
Integrating the right-hand side of (4.14) by parts, we obtain
where the second equality is obtained by adding and subtracting η s 0 exp[−η(s − τ )]dτ w(s, z, ω, 0) to and from the right-hand side. Using (4.15) and (4.16), we obtain that
(4.17)
For (4.17), we now show that there is a class K function α ς such that (4.17) and the property of the function σ ς , (4.19) , and the property of the function σ ς , we obtain
Thus we define 
Noticing that
∂a(x,Ys) ∂x ds a.s., we can build results similar to (4.1) and (4.2) in Lemma 4.1 for
instead of (a(x, y),ā(x)). Furthermore, for ς > 0, we can take the same measurable set Ω ς ⊂ Ω. Hence, for
, we can obtain the same property (4.11) asâ(s, z, ω) = a(z, Y s (ω)). Consequently, ∂h ∂z (s, z, ω) = ∂â ∂z (s, z, ω) − ∂ā ∂z (z) possesses the same properties as h(s, z, ω). Thus we can repeat the above derivations to obtain that (4.18) also holds for ∂w ∂z , i.e.,
There is no loss of generality in using the same positive constant k D0 in both (4.18) and (4.22) . Since k D0 = l M D0 will differ only in the bound M D0 in (4.10), we can define M D0 by using the larger of the two constants. 
Notice that I + ∂w ∂ζ
Then by (4.24) and (4.25), the state equation for ζ is given by 
Since α ς ( ) is continuous and α ς (0) = 0, for any δ > 0, there exists an (ς) > 0 such that for any 0 < < (ς), C ς · α ς ( ) < δ. Denote¯ (ς) = min{ * (ς), (ς)}. Then for any ω ∈ Ω ς and any 0 < <¯ (ς), it holds that
. Thus, we obtain that for any 0 < <¯ (ς), P sup s∈[0,∞) |Z s −Z s | > δ ≤ P (Ω\Ω ς ) < ς. Hence the limit (3.3) holds. The proof is completed.
4.2.
Proofs for the case of φ-mixing perturbation process. 4.2.1. Proof of Theorem 3.10. Throughout this part, we suppose that the initial value X 0 = x satisfies |x| < δ (δ is stated in Assumption 4). Define D δ = {x ∈ R n : |x | ≤ δ}. For any > 0 and t ≥ 0, define two stopping times τ δ and τ δ (t) by
Hereafter, we make the convention that inf ∅ = ∞. Define the truncated processes X
Since F ,δ t = F Y t/ is independent of δ, for simplicity, throughout the rest part of this paper we use F t instead of F ,δ t .
Step 1 (Lyapunov estimates for Theorem 3.10). For any x ∈ R n with |x| ≤ δ, and t ≥ 0, define V (x, t) by
where
and where P u is the distribution of the random variable Y u . Next we give some estimates of V 1,1 (x, t) and V 1,2 (x, t), which imply that V 1 (x, t) is well defined. By Assumption 5, there exists a positive constant k δ such that for any x ∈ R n with |x| ≤ δ, and y ∈ S Y , (4.32)
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Then by Taylor's expansion and (3.9), for any x ∈ R n with |x| ≤ δ and y ∈ S Y ,
Without loss of generality, we assume that the initial condition Y 0 = y is deterministic. By Assumption 3, we have
for two positive constants c 5 and α, where "var" denotes the total variation norm of a signed measure over the Borel σ-field, and the mixing rate function φ(·) of the process Y t satisfies φ(s) = c 6 e −βs for two positive constants c 6 and β. Thus, by (4.29), (3.11), (4.33), Lemma B.1, and the mixing rate function φ(s) = c 6 e −βs of the process Y t , we obtain that for t < τ δ ,
and for t ≥ τ δ , (4.36)
Thus for any t ≥ 0, (4.37)
By Hölder's inequality, (3.11), (4.33), and (4.34), we get that
Therefore, by (4.31), (4.37), and (4.38), for any x ∈ R n with |x| ≤ δ, and t ≥ 0,
. By (3.10), (4.30), and (4.39), there exists an 1 > 0 such that 1C1 c1 < 1, and for 0 < ≤ 1 , x ∈ R n with |x| ≤ δ, and t ≥ 0,
Step 2 (action of the p-infinitesimal operator on a Lyapunov function in the case with local conditions). We discuss the action of the p-infinitesimal operatorÂ δ of the vector process (X ,δ t , Y t/ ) on the perturbed Lyapunov function V (x, t). Recall that τ δ (t) is defined by (4.27) . By the continuity of the process X t , we know that for any t ≥ 0, X τ δ (t) ∈ D δ = {x ∈ R n : |x | ≤ δ}. Define
Notice that X τ δ (t) is measurable with respect to the σ-field F t . Then by the definition in (4.30), V (X τ δ (t) , t) = V (X τ δ (t) ) + V 1 (X τ δ (t) , t). Now we prove that for
, the domain of p-infinitesimal operatorÂ δ (for definitions of p-limit and p-infinitesimal operator, see Appendix A), and
. Since X t and Y t are both continuous processes, we know that V (X τ δ (t) , t) and g δ (t) are progressively measurable with respect to {F t }. In order to prove (4.42), we need only prove the following three claims for 0 < ≤ 1 :
(i) V (X τ δ (t) , t) ∈ M δ , where M δ is defined with respect to the vector process
By (4.40) and the definition of τ δ (t), we get that for 0 < ≤ 1 ,
Thus (i) holds. For the proofs of (ii) and (iii), see Lemmas B.2 and B.3.
Hence, by (4.42), (3.13), (B.9), and (3.10), for any t ≥ 0 and 0 < ≤ 1 ,
Take 1 > 0 such that γ − 1
C2(δ) c1
> 0. Let 2 = min{ 1 , 1 }. Then for 0 < ≤ 2 and any t ≥ 0, (4.44)Â δ V (X τ δ (t) , t) ≤ 0.
Step 3 (proof of stability in probability (3.14)). Suppose ∈ (0, 2 ], r ∈ (0, δ), and X 0 = x satisfying that |x| ≤ r. For t ≥ 0, define two stopping times τ r and τ r (t) by τ r = inf{s ≥ 0 : |X s | > r} and τ r (t) = τ r ∧ t. Then for any t ≥ 0, |X τ r (t) | ≤ r < δ, τ r (t) ≤ τ δ (t), and τ δ (τ r (t)) = τ δ ∧ τ r (t) = τ δ ∧ (τ r ∧ t) = τ δ (t) ∧ τ r (t) = τ r (t). Thus by Theorem A.1, the property of conditional expectation, and (4.44),
By (4.40) and (4.45),
Denote V r = inf r≤|x|≤δ V (x). Then for any T > 0, we have
which, together with (4.46), implies
k1(δ)Vr . Since V (0) = 0 and V (x) is continuous, for any ς > 0, there exists δ 1 (r, ς) ∈ (0, δ) such that V (x) < k1(δ)Vr k2(δ) ς for all |x| < δ 1 (r, ς). Thus we obtain that for any 0 < ≤ * with * = min{ 1 , 2 } = 2 , for any given r > 0, ς > 0, there exists δ 0 = δ 1 (min(r, δ/2), ς) ∈ (0, δ) such that for all |x| < δ 0 ,
equivalently, for any 0 < ≤ * , and any given r > 0,
Step 4 (proof of asymptotic convergence property (3.15)). Let 0 < < * (= 2 ). By Theorem A.1, for any 0 ≤ s ≤ t,
where F s is defined by (4.29). By (4.40), we know that for any t ≥ 0, V (X τ δ (t) , t) is integrable. By (4.44) and (4.48), we obtain that for any 0 ≤ s ≤ t, E V (X τ δ (t) , t)|F s ≤ V (X τ δ (s) , s) a.s. Hence by definition {V (X τ δ (t) , t) : t ≥ 0} is a nonnegative supermartingale with respect to {F t }. By Doob's theorem,
and ξ is finite almost surely. Let B x denote the set of sample paths of (X t : t ≥ 0) with X 0 = x such that τ δ = ∞. Since X t ≡ 0 is stable in probability, by (4.47),
Note that * = 2 = min{ 1 , 1 }, and 1 > 0 satisfies γ − 1
> 0. Then by (4.43), we get that for any 0 < ≤ * ,
> 0. For any 0 < ς < δ, let c ς = c c 1 ς 2 . Notice that for any t ≥ 0, |X τ δ (t) | ≤ δ. Then by (3.10) and (4.51), we obtain that if 0 < ≤ * and
For 0 < ≤ * , 0 < ς < δ, and any t ≥ 0, define two stopping times τ ς,δ and τ ς,δ (t) by τ ς,δ = inf{t : |X t | / ∈ [ς, δ]} = inf{t : |X t | < ς or |X t | > δ} and τ ς,δ (t) = τ ς,δ ∧ t. Then for any t ≥ 0, we have that τ ς,δ (t) ≤ τ δ (t). Suppose that X 0 = x and |x| ∈ (ς, δ).
Hence by Theorem A.1, the property of conditional expectation, and (4.52), we obtain that (4.53)
Thus by (4.53) and (4.40),
By the definitions of τ ς,δ and τ δ , we have that τ ς,δ ≤ τ δ . Thus by the property of expectation and (4.54), we have
which means that the solution process X t beginning in the domain ς < |x| < δ a.s. reaches the boundary of this domain in a finite time. Then by the definition of the set B x , for all paths contained in the set B x , except for a set of paths of probability zero, we have inf t>0 |X t | = 0. Since a(0, y) ≡ 0, if X s = 0 for some s ≥ 0, then X t = 0 for all t ≥ s. Hence we obtain lim inf t→∞ |X t | = 0, and then by (3.10) and (4.40), for any 0 < ≤ * , we have lim inf t→∞ V (X t , t) = 0. But by (4.49) and the definition of the set B x , the limit lim t→∞ V (X τ δ (t) , t) = lim t→∞ V (X t , t) exists for almost all paths in B x . By the above discussion this limit is equal to zero. Thus by (4.40) and (4.50), we obtain lim x→0 P {lim t→∞ |X t | = 0} = 1.
Proof of Theorem 3.12.
For brevity and to avoid overlap, we refer to parts of the proof of Theorem 3.10 that are adapted in the proof of Theorem 3.12.
Step 1 (action of the p-infinitesimal operator on a Lyapunov function in the case with global conditions). In the proof of Theorem 3.10, take δ = M for some positive integer M . Then similar to (4.40) and (4.43), we obtain that there exists an 1 > 0 such that for any 0 < < 1 , x ∈ R n with |x| ≤ M , and t ≥ 0,
(independent of M used in the truncation).
Step 2 (proof of global asymptotical stability in probability). Let 0 < 0 < min{ 
, which together with (4.57) implies that
For t ≥ 0, define
Then by the fact that τ M > 0 a.s., we know that M 0 = 0 a.s. By the definition of V (x, t), we can verify that
is continuous in t, and thus M t is continuous. By (4.55), (4.41), the definition of
, t) (replace δ by M in (4.42)), (B.10) with δ replaced by M , and the fact that |X τ M | ≤ M , we know that for any t ≥ 0, M t is integrable. By Lemma B.5, we know that M t is a martingale relative to {F t }, and thus it is a zero-mean, continuous martingale relative to {F t }. By (4.55), (4.58), and (4.59), we get that
which means k 2 V (x) + M t is a nonnegative continuous martingale relative to {F t }. By (4.60) and Doob's inequality (cf. section 2.III.9 of [5]), we have that for any η > 0, and T > 0,
Letting T ↑ ∞ in (4.61) yields
Notice that under Assumption 7, the original system (2.1) is globally Lipschitz. Then we know that the solution process X t is regular (cf. section 7.2 of [7] ), i.e., (4.63) lim
Notice that k 1 , k 2 , andγ are independent of M , and τ M (t) = t ∧ τ M . Then by (4.63),
Now, by (4.64), Fatou's lemma, and (4.62), we obtain
By Assumption 6, we have
k1 , t ≥ 0 , which together with (4.65) implies P |X t | ≤ e −γt η k1c1
. Let η 1 > 0 and η 2 > 0 be given. Choose η such that η k1c1 1 2 ≤ η 2 , and then choose δ 0 > 0 such that if |x| < δ 0 , then
Now, we prove that for any x ∈ R n , P {lim t→∞ |X t | = 0} = 1. Notice that for any
Then by (4.65), we obtain P {lim t→∞
, and letting H ↑ ∞ yields P {lim t→∞ |X t | = 0} = 1. The proof is completed.
4.2.3. Proof of Theorem 3.13. The only condition of Theorem 3.13 that is different from the conditions in Theorem 3.12 is a(0, y) ≡ 0 replaced with sup y∈SY |a(0, y)| < ∞. Thus here we use the same approach as in the proof of Theorem 3.12.
Step 1 (Lyapunov estimates for Theorem 3.13). Let c = sup y∈SY |a(0, y)| ∨ 1. Then by Assumption 8 (assume k ≥ 1; otherwise, replace k by k ∨ 1), we get that for any x ∈ R n and y ∈ S Y ,
By (3.9) and (4.66), we get that for any x ∈ R n , |ā(x)| ≤ k(c + |x|). Then following the proofs of Theorem 3.10, we obtain that for x ∈ R n with |x| ≤ M , and t ≥ 0,
(the same with the one in the proof of Theorem 3.12). By Assumption 6, the definition of V (x, t), and (4.67), we get that for any > 0, x ∈ R n with |x| ≤ M , and t ≥ 0,
It follows from (4.68) and c ≥ 1 that if |x| ≤ 1, then
By Assumption 6 and c ≥ 1, we have that if |x| ≥ 1, then |x|(c + |x|) ≤ 2c|x| 2 ≤ 2c c1 V (x), and thus by (4.68), if |x| ≥ 1, then
Take a positive constant 1 < c1 2cC1 , and define
1 . Then by (4.70), we get that for any 0 < ≤ 1 and |x| ≥ 1,
Step 2 (action of the p-infinitesimal operator on a Lyapunov function without an equilibrium condition). By (4.66) and Assumptions 6 and 8, we get that for any
where Q(x, y) is given by (B.6). Then by (4.66) and (4.72), following the proof of (B.9), we obtain that
By Assumption 6 and c ≥ 1, we have that if |x| ≥ 1, then c 4 c 2 + (c 3 + 2c 4 )c|x| + (c 3 +
. Then by (4.73), we obtain that if |x| ≥ 1, then
By the definition ofÂ M V (X τ M (t) , t), Assumption 6, (4.74), and (4.75), for any t ≥ 0,
Step 3 (proof of boundedness in probability). Let 0 < * < min{
, 1 }, and
. Then by (4.76) and (4.71), we get that for any ∈ (0, * ], if
, t) (see Lemma B.4) and (4.77), we get that if
As in the proof of Theorem 3.12, we can prove that M t is a zero-mean, continuous mar-
69), (4.76), (4.78), and the fact that γ >γ, we have for any 0 < ≤ * ,
Thus we have that
By (4.71), Assumption 6, and the property of expectation, we get that for any r > 1,
Thus by (4.79), (4.69), and (4.71), we obtain for any 0 < ≤ * , and any t ≥ 0,
where C is a positive constant dependent on x, * , c, c 1 , C 1 , C 2 , k 2 , andγ. Thus by (4.80) and (4.81), we get that for any 0 < ≤ * , any r > 1, and any t ≥ 0,
By the fact that lim M→∞ τ M = ∞ a.s. (see (4.63)), the dominated convergence theorem, and (4.82), we get that for any 0 < ≤ * and any r > 1,
which implies that lim r→∞ sup t≥0 P {|X t | > r} = 0; i.e., the solution process X t is bounded in probability. The proof is completed.
Examples.
5.1. Perturbation process is asymptotically periodic. Consider the following system:
where the perturbation process is we obtain the average system of (5.1) asẋ t = − x t +x 2 t /2, which is locally exponentially stable atx t = 0. Figure 1 shows the simulation results withx 0 = x 0 = 0.5, p = 1, q = 2, a = 0.01, = 0.09, from which we can see that the solution of the original system (5.1) converges (in probability) to the solution of the average systeṁ (3. 3) in Theorem 3.2) and the solution of system (5.1) is exponentially practically stable in probability (Theorem 3.5).
5.2.
Perturbation process is a.s. exponentially stable. Consider the following system:
where p < q 2 /2. We know that ξ t = ξ 0 e f (s)ds = lim s→∞ f (s) for continuous function f when the latter limit exists, we have that for any t ≥ 0,
Thus we obtain the average system of (5.3) asẋ t = −x t −x 2 t /2, which is locally exponentially stable atx t = 0. Figure 2 shows the simulation results withx 0 = x 0 = 0.2, ξ 0 = 1, p = 0.4, q = 1, from which we can see that the solution of the original system (5.3) converges (in probability) to the solution of the average systemẋ t = −x t −x 2 t /2 (see (3.4) in Corollary 3.4) and the solution of system (5.3) is exponentially practically stable in probability (Theorem 3.5).
Perturbation process is
Brownian motion on the unit circle. While in sections 5.1 and 5.2 we illustrated the theorems in section 3.1 for uniform strong ergodic perturbation processes, in this section we illustrate the theorems in section 3.2 for φ-mixing perturbation processes. Consider the system
where the perturbation process
T is Brownian motion on the unit circle, dY t = − x t x t = 0.64 Fig. 2 . States of the original and average systems for system (5.3). Top: for = 0.01, which is small (the average approximation is tight). Bottom: for = 0.64, which is large (the average approximation is qualitatively correct, but it is not very accurate since the condition on the smallness of in Corollary 3.4 and Theorem 3.5 is not met).
We know that the stochastic process (Y (t), t ≥ 0) is φ-mixing with an exponential mixing rate and exponentially ergodic with invariant distribution µ(dS) = , we obtain the average system of (5.4) asẋ t = − x t +x 2 t /2, which is locally exponentially stable atx t = 0. Figure 3 shows the simulation results withx 0 = x 0 = 0.1, = 0.64, Y 0 = [1, 0] T , from which we can see that the solution x t ≡ 0 of the system (5.4) is asymptotically stable (in probability) (see (3.14) and (3.15) in Theorem 3.10).
6. Conclusions. We developed several basic theorems of stochastic infinite-time averaging for a class of nonlinear systems with uniform strong ergodic stochastic per- turbations and φ-mixing perturbations. For the former class, under the condition of exponential stability of average equilibrium, the original system is exponentially practically stable in probability. For the latter class, under the condition of exponential stability of average equilibrium, which is also an equilibrium of the original system, the original system is asymptotically stable in probability. This is the first work on infinite-time stochastic averaging for locally (rather than globally) Lipschitz systems and represents an extension of the deterministic general averaging for systems with aperiodic vector fields.
Appendix A. Some properties of p-limit and p-infinitesimal operator.
and let E t denote the expectation conditioning on F t . Let M be the linear space of real-valued processes f (t, ω) f (t) progressively measurable with respect to {F t } such that f (t) has a finite expectation for all t, and let M be one subspace of M defined by M = f ∈ M : sup t≥0 E|f (t)| < ∞ . A function f is said to be p-right continuous (or right continuous in the mean) if for each t, E|f (t + δ) − f (t)| → 0 as δ ↓ 0 and sup t≥0 E|f (t)| < ∞. Following [17, 27] , we define the p-limit and the p-infinitesimal operatorÂ as follows. Let f, f δ ∈ M for each δ > 0. Then we say that f = p-lim δ→0 f δ if sup t,δ E|f δ (t)| < ∞ and lim δ→0 E|f δ (t) − f (t)| = 0 for each t.
We say that f ∈ D(Â ), the domain ofÂ , andÂ f = g if f and g are in M , and
For our need, the most useful properties ofÂ are given by the following theorem.
f (u)du is a zero-mean martingale with respect to {F t }, and
s. Furthermore, if τ and σ are bounded {F t } stopping times and each takes only countably many values and σ ≥ τ , then
is right continuous a.s., we can drop the "countability" requirement. 
Then we have that
∂x .
By (B.2), (3.12), (4.33), (4.33), (4.32), (3.9), and (3.11), we get that there exists C δ > 0 such that for any x ∈ D δ+1 = {x ∈ R n : |x | ≤ δ + 1} and any y ∈ S Y ,
First, we prove that for any x = [x 1 , . . . , x n ] ∈ D δ , t ≥ 0, and s ≥ 0,
Without loss of generality, we need only prove that
. The proofs about the partial derivatives with respect to x 2 , . . . , x n are similar. By linearity of conditional expectation, the differential mean value theorem, and the dominated convergence theorem for conditional expectation (cf. (B.3) ,t+δ )]−V (X τ δ (t) ,t) δ = g δ (t). Proof. We prove a stronger result: (B.11) lim δ ↓0
E t [V (X τ δ (t+δ ) , t + δ )] − V (X τ δ (t) , t) δ = g δ (t) a.s., from which the statement of the lemma follows. Denote (
(X τ δ (t) ). By (4.30), (4.31), (B.1), and the definition of V (X τ δ (t) , t), the property of conditional expectation, we have that
V x (X τ δ (t) )E t a(X τ δ (t) , Y s/ ) −ā(X τ δ (t) ) ds
− V x (X τ δ (t) ) a(X τ δ (t) , Y s/ ) −ā(X τ δ (t) ) ds 
Hence we have −g 2 (t, s, ω) = −E [h(t, s, ω)|F t ] = −E e 2γτ M V (X τ M )I {t<τ M ≤t+s} 
