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Vorwort
ie moderne Linguistik versteht sich als deskriptive und nicht pra¨skriptive Diszi-
plin. Ihre Aussagen sollen den tatsa¨chlichen Sprachgebrauch widerspiegeln und
nicht von Vorurteilen u¨ber einen “idealeren” oder “korrekteren” Sprachgebrauch
geleitet sein.
Die Sprachforscherin oder der Sprachforscher wird damit in die Pflicht ge-
nommen, das tatsa¨chliche Sprachverhalten von Sprecherinnen und Sprechern ei-
ner Sprache zu beobachten. Dem deskriptiven Anspruch wird aber immer wieder
entgegengehalten, dass sich die Begrifflichkeit, mit der diese Beschreibung viel-
fach geschieht, gar nicht auf Beobachtbares bezieht, und das ganz besonders bei
Theorien, die in starkem Maße von formalen Mitteln Gebrauch machen.
Diese Arbeit soll exemplarisch Grammatiktheorien mit den Mitteln der struk-
turalistischen Wissenschaftstheorie modelltheoretisch rekonstruieren und eine Ant-
wort auf diese Entgegnung skizzieren. Dabei wird es no¨tig sein, die Rolle des nicht
direkt auf beobachtbares Sprachverhalten beziehbaren theoretischen Apparats
pra¨zise zu fassen und Gru¨nde fu¨r die Auswahl eines bestimmten Beschreibungs-
apparats aus wissenschaftstheoretischer Sicht ausfindig zu machen.
Zuna¨chst soll im Kapitel 1 vorgestellt werden, wie man sich die modelltheo-
retische Darstellung empirischer Aussagen vorzustellen hat. Kapitel 2 wird den
fu¨r die weiteren Ausfu¨hrungen vorauszusetzenden formalen Apparat des wissen-
schaftstheoretischen Strukturalismus einfu¨hren und seine Anwendung an sehr ein-
fachen linguistischen Theoriekonzepten vorfu¨hren. In Kapitel 3 dann wird es um
die empirsche Grundlage von Grammatiktheorien einerseits und die Empirizita¨t
einiger grammatiktheoretischer Fragen andererseits gehen. In Kapitel 4 schließ-
lich sollen die an einfachen Theoriefragmenten entwickelten Konzepte auf eine
wissenschaftlich erfolgreiche Grammatiktheorie mit einem komplexeren theore-
tischen Apparat angewandt werden und die Verknu¨pfungen dieser Theorie zu
benachbarten skizziert werden.
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Kapitel 1
Die strukturalistische
Rekonstruktion von empirischen
Aussagen
In erster Na¨herung ko¨nnen Theorien als Mengen von Sa¨tzen betrachtet werden.
Im Falle empirischer Theorien handeln diese Sa¨tze von einer erfahrbaren Wirk-
lichkeit. Jedoch ist keineswegs schon prima facie klar, was es heißen ko¨nnte, von
einer erfahrbaren Wirklichkeit zu handeln.
Die elektromagnetischen Felder, Ionen und Quanten moderner physikalischer
Theorien sind sicherlich Beispiele fu¨r Gegensta¨nde, die nicht in den Bereich
geho¨ren, den wir in irgendeinem vortheoretischen Sinne dieses Wortes erfahren
ko¨nnten. Und doch haben die Theorien, in denen diese Begriffe vorkommen, einen
Bezug zu unseren Alltagserfahrungen: Die Begriffe der Elektrodynamik werden
beispielsweise herangezogen, um allta¨glich Erfahrbares fu¨r uns erkla¨rbar zu ma-
chen. In diesem Sinne handeln diese Theorien sicherlich von einer erfahrbaren
Wirklichkeit, nehmen aber gleichzeitig auch Bezug auf Dinge, die unserer direk-
ten Erfahrung entzogen sind.
Wie sich Theorien auf Erfahrungen aus dem Experiment oder aus unserem
Alltag beziehen ko¨nnen, wie sie durch die Beobachtung aus diesen Bereichen
gestu¨tzt werden ko¨nnen und zur Erkla¨rung von Beobachtbarem herangezogen
werden ko¨nnen, bedarf der na¨heren Betrachtung, wenn sie, wie im Fall der Elek-
trodynamik, auch von Dingen handeln, die fern von jeder Beobachtung liegen.
Wie werden Aussagen u¨ber solche Gegensta¨nde gerechtfertigt? Wie kann Unbe-
obachtbares zur Erkla¨rung von Beobachtbarem herangezogen werden?
Fragen, die auf das Verha¨ltnis sprachlicher Ausdru¨cke, hier: der Sa¨tze unse-
rer Theorien, zur außersprachlichen Wirklichkeit zielen, sind semantische Fragen,
Fragen nach der Bedeutung der Ausdru¨cke eben. Die gro¨ßte Explizitheit ließe
eine modelltheoretisch-semantische Betrachtungsweise erhoffen. Die Angabe ei-
ner modelltheoretischen Interpretationsfunktion fu¨r die Sprache einer bestimm-
ten wissenschaftlichen Theorie, wu¨rde jedoch voraussetzen, dass die Syntax dieser
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Sprache formal beschrieben ist. Dies trifft jedoch bestenfalls auf die in einer Theo-
rie enthaltenen Formeln und formalsprachlichen Elemente zu. Deren Status ist in
der Regel aber der einer Aussageform: Sie enthalten Variablen, die in der Formel
selbst nicht gebunden sind. Die Formeln haben fu¨r sich genommen keinen Aus-
sagecharakter, sondern sind eher als komplexe Beschreibungen von Relationen
zwischen Gegensta¨nden, u¨ber die eine Theorie spricht, zu verstehen.
So macht die Formel
g1d1 = g2d2 (1.1)
fu¨r sich noch keinerlei Aussage, sie kann jedoch als Teil einer Minitheorie u¨ber die
Gleichgewichtszusta¨nde einer Balkenwaage mit je einem Gewicht zu beiden Seiten
des Drehpunktes des Balkens auftreten. Und zwar ko¨nnte die zentrale Aussage
solch einer Theorie wie folgt lauten:
Beispiel B-1.0-1
Fu¨r alle Balkenwaagen, die mit je einem Gewicht zu beiden Seiten ihres Dreh-
punktes belastet werden, gilt im Gleichgewichtszustand fu¨r die Gewichtskraft g1
und den Abstand vom Drehpunkt d1 des ersten Gewichts und fu¨r die Gewichtskraft
g2 und den Abstand vom Drehpunkt d2 des zweiten Gewichts:
g1d1 = g2d2
Es wird aus der Formulierung deutlich, dass hier von Gewichtskra¨ften und Ab-
sta¨nden vom Drehpunkten die Rede ist, deren Relation durch die Formel (1.1)
bestimmt wird.
Noch expliziter wird der Typ der Relationsbestimmung, um den es in der
Formel (1.1) geht, in der folgenden Formulierung der Minitheorie:
Beispiel B-1.0-2
Sei g(a) die Gewichtskraft eines Ko¨rpers a auf einer Balkenwaage und d(a) sein
Abstand vom Drehpunkt der Balkenwaage. Dann gilt fu¨r alle im Gleichgewicht
befindlichen Balkenwaagen und alle Paare von Ko¨rpern 〈a1, a2〉, deren Elemente
sich auf verschiedenen Seiten des Drehpunktes befinden:
g(a1)d(a1) = g(a2)d(a2) (1.2)
Diese Formulierung macht deutlicher als die vorangehende, dass in dieser Mi-
nitheorie u¨ber alle im Gleichgewicht befindlichen Balkenwaagen und alle Paare
von Ko¨rpern gesprochen wird, mit denen die Seiten der Balkenwaage in einer
bestimmten Weise belastet werden, und dass in der Formel (1.2) eine Beziehung
zwischen zwei Funktionen hergestellt wird, deren Definitionsbereich die Ko¨rper
auf der Balkenwaage und deren Wertebereich die reellen Zahlen bilden.
9Eine kurze Bemerkung mag hier angebracht sein zum Gebrauch des Aus-
drucks Funktion. Ganz im Einklang mit der mengentheoretischen und seman-
tisch-modelltheoretischen Verwendungsweise dieses Terminus soll als Funktion
jede eindeutige Zuordnung von abstrakten oder konkreten Gegensta¨nden eines er-
sten Bereichs, genannt Wertebereich, zu abstrakten oder konkreten Gegensta¨nden
desselben oder eines anderen Bereichs, dem Definitionsbereich verstanden wer-
den; die Verwendungsweise dieses Ausdrucks soll also keineswegs auf arithmeti-
sche Gegenstandsbereiche beschra¨nkt werden. Der Ausdruck Gewichtskraft von
soll in diesem Sinne also eine Funktion bezeichnen, die Ko¨rpern eine reelle Zahl
als ihre Gewichtskraft zuordnet.
Das Beispiel der Balkenwaagentheorie sollte hier als Illustration dafu¨r dienen,
dass zur Ermittlung der Typen von Gegensta¨nden, von denen eine Theorie han-
delt, der Blick auch auf andere Teile einer Theorie gerichtet sein sollte als auf die
formalisierten. Zur Ermittlung der Gegenstandstypen muss oft gerade das beson-
dere Augenmerk auf die mo¨glichst weitgehende Explizierung derjenigen Passagen
gerichtet sein, in denen die konkreten und abstrakten Gegensta¨nde, von denen die
Theorie handeln soll, und die grundsa¨tzliche Art ihrer Beziehungen zueinander
na¨her bezeichnet werden. Mit der grundsa¨tzlichen Art ihrer Beziehungen zuein-
ander sind hier Typbeziehungen gemeint, wie beispielsweise die, dass bestimmte
“Gegensta¨nde”, von denen eine Theorie handelt, wie Azidita¨t in einer chemi-
schen Theorie, oder Bitransitivita¨t in einer Theorie der Syntax einer natu¨rlichen
Sprache, mo¨gliche Pra¨dikate anderer “Gegensta¨nde”, wie Lo¨sungen oder Verben,
derselben Theorie sind. Oder, um an das bereits angefu¨hrte Beispiel anzuknu¨pfen,
dass das durch Ausdru¨cke wie Gewichtskraft von Bezeichnete eine Funktion ist,
deren Definitionsbereich hier andere Gegensta¨nde der Theorie, na¨mlich Ko¨rper,
und deren Wertebereich hier arithmetische Gegensta¨nde bilden. Fu¨r den Mo-
ment mo¨gen diese Beispiele zur Erla¨uterung dessen, was mit der Redeweise von
der grundsa¨tzlichen Art der Beziehungen der Gegensta¨nde einer Theorie oder ih-
ren Typbeziehungen gemeint ist, hinreichen. Eine na¨here Explikation wird spa¨ter
erfolgen.
Die angesprochenen Typbeziehungen ließen sich zu gro¨ßtmo¨glicher Klarheit
bringen, wenn die Aussagen einer Theorie in geeigneter Weise semantisch-modell-
theoretisch interpretiert wu¨rden. Denn an den modelltheoretischen Entita¨ten, die
durch eine Interpretationsfunktion den Ausdru¨cken der Sprache einer Theorie zu-
geordnet werden, lassen sich deren Typen ja in direkter Weise erkennen. Die Auf-
gabe einer modelltheoretisch-semantischen Interpretation einer gegebenen wis-
senschaftlichen Theorie wu¨rde die Betrachtung jedoch mit der Aufgabe belasten,
dass die Syntax der Sprache der Theorie formal beschrieben vorzuliegen habe. Es
wa¨ren also entweder alle fu¨r die Betrachtung einer Theorie relevanten Aussagen
in einer Formalsprache wiederzugeben oder die Betrachtungen wa¨ren zusa¨tzlich
durch die Aufgabe der Angabe einer formalen Syntax zur Sprache der fraglichen
Theorie belastet. Die erste Alternative bedeutete also die Fortsetzung des Pro-
gramms des fru¨hen logischen Empirismus, na¨mlich die formalsprachliche Rekon-
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struktion wissenschaftlicher Theorien. Die zweite jedoch setzte den Abschluss des
Forschungsprogramms der formalen Untersuchung natu¨rlicher Sprachen voraus.
Die Untersuchungen dieser Typbeziehungen mu¨ssen jedoch bei aller Skepsis
bezu¨glich der praktischen Konstruierbarkeit einer formalen Semantik fu¨r tatsa¨ch-
liche wissenschaftliche Theorien nicht vage bleiben. Denn einige Disziplinen der
Mathematik exemplifizieren, wie Klarheit u¨ber Typverha¨ltnisse erzielt werden
kann, ohne dass die Sprache dieser Disziplinen vollsta¨ndig formalisiert wu¨rde.
Betrachten wir einen Bereich der Mathematik, der durch die Angabe mengentheo-
retischer Pra¨dikate1 axiomatisiert wird. Im Anschluss an [Stegmu¨ller 1973b,
Absch. 1.1.2] soll diese Methode als informelle Formalisierung bezeichnet werden.
1.1 Axiomatisierung durch mengentheoretische
Pra¨dikate
Aus der Gruppentheorie ist die folgende Definition bekannt:
Definition D-1.1-1 (Halbgruppe) x ist eine Halbgruppe gdwdf es M,> gibt,
so dass
(a) x = 〈M,>〉,
(b) M eine Menge ist,
(c) > eine innere Verknu¨pfung auf M ist und
(d) > assoziativ ist.
Dabei sind die Begriffe der inneren Verknu¨pfung und der Assoziativita¨t wie
folgt definiert:
Definition D-1.1-2 > heißt innere Verknu¨pfung auf M gdwdf
> : M ×M 7→M
Definition D-1.1-3 (Assoziativita¨t) Eine zweistellige Operation > : M ×
M 7→ N ist assoziativ gdwdf fu¨r alle a, b, c ∈M :
(a>b)>c = a>(b>c).
Statt (a>b)>c oder a>(b>c) soll bei assoziativen Operationen auch einfach a>b>c
geschrieben werden.
1Vgl. [Stegmu¨ller 1973b, S. 21].
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Bei der Definition D-1.1-1 wird von einigen Symbolen aus der Mengentheo-
rie Gebrauch gemacht, wie =, 〈. . .〉 und indirekt wegen Definition D-1.1-2 von
×, 7→. Jedoch bleibt der u¨brige logische Apparat dieser Definitionen informell.
Zum Ausdruck aussagen- oder pra¨dikatenlogischer Beziehungen werden die all-
tagssprachlichen Ausdru¨cke wie und, es gibt u. a¨. benutzt.2
Das Maß an Formalisierung, das in der Definition D-1.1-1 anzutreffen ist,
reicht jedoch hin, unmittelbar einzusehen, dass Halbgruppen durch zwei mengen-
theoretische Gegensta¨nde bestimmt werden: eine Menge M und eine zweistellige
Funktion >, deren Werte- und deren Definitionsmenge die Menge M ist. Diese
Angaben ordnen den Elementen M und > einer Halbgruppe 〈M,>〉 mengen-
theoretische Typen zu, sie besagen also, dass es sinnvoll ist, fu¨r x, y, z ∈ M zu
schreiben:
z = x>y (1.3)
nicht jedoch beispielsweise
z = x>
Die genannten Bedingungen in der Definition geben jedoch keinerlei Grundlage
fu¨r eine Entscheidung daru¨ber, ob ein sinnvoller Satz auch wahr ist.
Mit der Forderung der Assoziativita¨t von > gelangt eine Bedingung in die
Definition, die u¨ber die Wahrheit wenigstens einiger Sa¨tze u¨ber Halbgruppen eine
Entscheidung erlaubt. So sind nach dieser Forderung bezu¨glich von Halbgruppen
〈M,>〉 fu¨r beliebige x, y, z ∈M Sa¨tze
(x>y)>z = x>(y>z)
wahr. Diese Forderung kann auch als ein Axiom oder Axiomenschema in einem
Kalku¨l wiedergegeben werden, das die Ableitung von wahren Sa¨tzen u¨ber Halb-
gruppen, wie beispielsweise dem obenstehenden, erlaubt. In diesem Sinne ko¨nnen
Definitionen mengentheoretischer Pra¨dikate als informelle Axiomatisierungen ei-
ner Theorie u¨ber Halbgruppen betrachtet werden.
2Hier und im folgenden soll von den u¨blichen mengentheoretischen Notationen Gebrauch ge-
macht werden: ∈ bezeichnet die Elementrelation, {a1, . . . , an} die aus den Elementen a1, . . . , an
bestehende Menge, {x|C} die Menge aller x, fu¨r die die Bedingung C gilt, 〈a1, . . . , an〉 die aus
den Elementen a1, . . . , an in dieser Reihenfolge bestehende Folge oder Struktur, M×N das kar-
tesische Produkt der Mengen M und N , also die Menge aller Paare (zweielementigen Folgen),
die sich aus Elementen der Menge M als erstem Bestandteil und aus Elementen der Menge N
als zweitem Bestandteil eines Paares bilden la¨sst, also kurz {〈m,n〉 |m ∈M und n ∈ N}. Eine
n-stellige Relation R zwischen den Elementen der Mengen M1, . . . ,Mn wird als Teilmenge des
Kartesischen Produktes dieser Mengen verstanden, also R ⊆ M1 × . . . ×Mn. Eine Funktion
f mit dem Definitionsbereich M und dem Wertebereich N nun ist eine rechtseindeutige zwei-
stellige Relation, d. i. eine Relation, bei der es fu¨r jedes Element m von M genau ein Element
von N gibt, das zu m in der Beziehung f steht. Der Sachverhalt, dass f eine Funktion mit
dem Definitionbereich M und dem Wertebereich N ist, wird auch f : M 7→ N geschrieben. Fu¨r
Mengen M sei deren Potenzmenge definiert als Pot(M) := {N | N ⊆M}.
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Wie ist nun dieses Verfahren der Axiomatisierung aus einer formalen Disziplin
auf empirische Theorien u¨bertragbar? Zwei Einwa¨nde scheinen einer U¨bernahme
des Axiomatisierungsverfahrens der Gruppentheorie auf die empirischen Theorien
entgegenzustehen:
1. Zum einen ko¨nnen empirische Theorien sich doch mit sehr konkreten Ge-
gensta¨nden bescha¨ftigen, es handelt sich ja gerade nicht nur um die Herstel-
lung rein formaler Verha¨ltnisse zwischen den Gegensta¨nden einer Theorie,
wie bei der obenstehenden Definition.
2. Zum anderen macht eine empirische Theorie ja Aussagen, die ihre Rechtfer-
tigung aus der Erfahrung nehmen und anhand dieser mo¨glicherweise auch
widerlegt werden ko¨nnen und nicht bloß definitorischen Charakter haben.
Die Gruppentheorie als formale Disziplin besteht ausschließlich aus Definitionen
und aus logischen Folgerungen aus diesen. Ihre Sa¨tze bedu¨rfen deshalb keiner
Besta¨tigung an der Erfahrung.
Wie den beiden Einwa¨nden begegnet werden ko¨nnte, soll an einem gruppen-
theoretischen Beispiel erla¨utert werden, dazu sind jedoch etwas speziellere Struk-
turen als Halbgruppen geeigneter.
Definition D-1.1-4 (Monoid) x ist ein Monoid gdwdf es ein M, • gibt, so dass
(a) x = 〈M, •〉,
(b) • eine innere Verknu¨pfung auf M ist,
(c) • assoziativ ist,
(d) M eine nichtleere Menge ist,
(e) es ein  ∈M gibt, so dass fu¨r alle a ∈M gilt:
 • a = a •  = a
( wird auch neutrales Element des Monoids genannt.)3,
Einige Monoide sind aus der elementaren Arithmetik bestens bekannt: so bil-
det beispielsweise die Menge der natu¨rlichen Zahlen einschließlich der 0, N0 also,
mit der Additionsoperation einen Monoid 〈N0,+〉; denn die Addition ist eine
innere Verknu¨pfung auf N0, die zudem assoziativ ist, da fu¨r alle l, n,m ∈ N0 gilt:
(l + n) +m = l + (n+m)
3In runden Klammern werde ich zu Definitionen manchmal kommentierende Bemerkun-
gen hinzusetzen, die Benennungen fu¨r einzelne Elemente einer Struktur beinhalten oder oder
Beispiele fu¨r Strukturelemente anfu¨hren. Diese Bemerkungen in runden Klammern sind selbst
nicht Teil der Definitionen, sie enthalten also insbesondere keine zusa¨tzlichen Bedingungen an
die Definienda.
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Und fu¨r das neutrale Element des Monoid 0 gilt:
n+ 0 = 0 + n
Die Additionsoperation bildet auch Monoide mit einigen anderen Zahlenmen-
gen, wie den rationalen und den reellen Zahlen. So sind auch 〈Q,+〉 und 〈R,+〉
Monoide.
Auch die Multiplikationsoperation bildet mit den genannten Zahlenmengen
die Monoide 〈N, ·〉, 〈Q, ·〉 und 〈R, ·〉.
Neben solchen mathematischen Strukturen gibt es jedoch auch viele Struktu-
ren mit konkreten Gegensta¨nden und Operationen auf ihnen, auf die die Defini-
tion D-1.1-4 zutrifft.
Zu diesen Strukturen geho¨rt auch die Menge aller denkbaren Stapel von Pa-
pierbo¨gen im DIN-A4-Format mit der Operation des Aufeinanderstapelns vorhan-
dener Stapel, vorausgesetzt man la¨sst auch den leeren Papierstapel als neutrales
Element zu und man sieht einen Papierstapel als eindeutig bestimmt durch die
Reihenfolge der aufeinandergeschichteten Bo¨gen an. Sei also P die Menge aller nur
mo¨glichen Papierstapel aus Papierbo¨gen im DIN-A4-Format und \ die Operation
des Aufeinanderschichtens, p1\p2 fu¨r p1, p2 ∈ P also derjenige Papierstapel, der
durch das Schichten des Stapels p2 auf p1 entsteht. Die Operation \ ist assoziativ,
weil es fu¨r den resultierenden Papierstapel gleichgu¨ltig ist, ob von drei Stapeln
zuna¨chst die ersten beiden aufeinandergeschichtet werden und darauf dann der
dritte oder aber der Papierstapel, der aus der Aufeinanderschichtung des zweiten
und dritten resultiert auf den ersten gelegt wird, also fu¨r alle p1, p2, p3 ∈ P gilt:
(p1\p2)\p3 = p1\(p2\p3)
Das neutrale Element p0 der Struktur 〈P, \〉 ist der leere Papiestapel p0; denn
nur ihn kann man auf jeden anderen Stapel oder auf ihn jeden anderen Stapel
schichten, ohne dass dieser andere Stapel eine Vera¨nderung erfu¨hre.
Auch grundlegende linguistische Strukturen sind Monoide, so beispielsweise
die Menge der Zeichenketten, die sich aus einem Inventar an Zeichen, nennen wir
es in Einklang mit der Terminologie der Theorie der formalen Sprachen Alpha-
bet, bilden lassen, und die Verkettungsoperation. Eine Zeichenkette soll dabei als
ein Gegenstand verstanden werden, der eindeutig durch die Abfolge der in ihm
enthaltenen Zeichen bestimmt ist, z. B. eine Buchstabenfolge in einem Wort oder
eine Folge von Lauteinheiten gesprochener Sprache. Verkettung zweier Zeichen-
ketten meint die vertraute Operation der Erga¨nzung einer ersten Zeichenkette um
eine zweite, durch die eine neue Zeichenkette entsteht. In diesem Sinne entsteht
durch die Verkettung der Zeichenketten er und kla¨rt beispielsweise die Zeichen-
kette erkla¨rt.
Den Konventionen in der Theorie der formalen Sprachen folgend, soll die Men-
ge der Zeichenketten u¨ber einem Alphabet A als A∗ bezeichnet werden.4 Zu A∗
4Dabei muss u¨ber das Verha¨ltnis von A zu A∗ nichts vorausgesetzt werden, insbesondere
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soll auch eine besondere Zeichenkette geho¨ren, deren Verkettung mit einer ande-
ren Zeichenkette diese andere Zeichenkette nicht vera¨ndert, die leere Zeichenkette
. Die Verkettungsoperation auf A∗ sei durch  bezeichnet.
Nach diesem Versta¨ndnis von Zeichenketten gilt offensichtlich, dass es gleich-
gu¨ltig ist, ob bei drei Zeichenketten s1, s2, s3 zuna¨chst s1 mit s2 verkettet wird
und das Resultat dann mit s3 oder zuna¨chst s2 mit s3 verkettet wird und dann
mit dem Resultat dieser Verkettung die Zeichenkette s1 verkettet wird, also:
(s1  s2) s3 = s1  (s2  s3) (1.4)
Seien beispielsweise
s1 = ab (1.5)
s2 = cd (1.6)
s3 = ef (1.7)
Zeichenketten u¨ber dem Alphabet {a, b, c, d, e, f}, so sind
s1  s2 = abcd (1.8)
s2  s3 = cdef (1.9)
und damit
(s1  s2) s3 = s1  (s2  s3) = abcdef (1.10)
Papierstapel und die Operation des Aufeinanderschichtens oder Zeichenketten
und die Operation des Verkettens sollten als Beispiele dafu¨r dienen, wie auch
Mengen konkreter Gegensta¨nde mit praktisch ausfu¨hrbaren oder sinnlich be-
obachtbaren Operationen Monoide, also gruppentheoretische Strukturen, bilden
ko¨nnen.
Zur Illustration dessen, wie mithilfe derartiger mengentheoretischer Pra¨dikate
empirische Aussagen gemacht werden ko¨nnen, mo¨gen einige Beispiele aus der
Chemie dienen.
Mischt man 100ml einer einnormalen Natronlaugelo¨sung mit 100ml einer ein-
normalen Salzsa¨urelo¨sung, so ist das Ergebnis, das sich aus dem Ergebnis der
Mischung dieser beiden Lo¨sungen vermischt mit 100ml Wasser ergibt, eine in
ihren chemischen Eigenschaften identische Lo¨sung, na¨mlich eine neutrale einnor-
male Kochsalzlo¨sung, wie auch bei der Mischung der Salzsa¨urelo¨sung mit dem
Wasser und anschließend mit der Natronlaugelo¨sung. Analoges gilt auch fu¨r die
Produkte dieser Mischungen. Fu¨r das chemische Ergebnis der Mischung ist es
also unerheblich, ob zuna¨chst Lo¨sung a mit Lo¨sung b und das Resultat dieser
ersten Mischung dann mit Lo¨sung c oder a mit dem Resultat der Mischung von
nicht, ob gilt A ⊆ A∗, also ob beispielsweise einelementige Zeichenketten dasselbe wie einzelne
Zeichen sind.
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b und c vermischt wird. Sei + hier das Zeichen fu¨r die chemische Mischung, dann
kann man das Ergebnis festhalten als:
(a+ b) + c = a+ (b+ c) (1.11)
La¨sst man nun auch noch eine “leere Lo¨sung” (oder “Null-Lo¨sung”), also Lo¨sun-
gen des Volumens 0 zu, so kann man sagen, dass Lo¨sungen, die sich untereinander
so wie oben die Natronlauge, die Salzsa¨urelo¨sung, das Wasser und die aus der Mi-
schung dieser Lo¨sungen resultierenden Lo¨sungen verhalten, erweitert um die leere
Lo¨sung, zusammen mit der Mischungsoperation einen Monoiden bilden.
Anders verhalten sich aber Mischungen anderer chemischer Stoffe. Das fol-
gende Beispiel soll dies illustrieren:
Beispiel B-1.1-1 So ergibt die Zugabe von Natronlauge zu Milchsa¨ure Natrium-
lactat, das unter Zugabe von Schwefelsa¨ure zum Schwefelsa¨ureester der Milchsa¨ure
unter Freisetzung von Natriumsulfat reagiert. Ein anderes Ergebnis ergibt sich
jedoch, wenn zu der Milchsa¨ure zuna¨chst Schwefelsa¨ure hinzugegeben wird: nun
entsteht der Schwefelsa¨ureester als Zwischenprodukt, das nach der Zugabe von
Natronlauge zum Natriumsalz des Schwefelsa¨ureesters der Milchsa¨ure weiterrea-
giert.
(1.11) gilt also in der Chemie keineswegs fu¨r beliebige Stoffe a, b und c.
Ob dies fu¨r drei gegebene Stoffe gilt, wie im Falle der Natronlauge- und
Salzsa¨urelo¨sung und des Wassers, ist eine Frage, die nur die Erfahrung (oder
eine auf Erfahrungstatsachen beruhende chemische Theorie) beantworten kann.
Die Aussage
Beispiel B-1.1-2 100ml einnormaler Salzsa¨urelo¨sung, 100ml einnormale Na-
tronlauge, 100ml Wasser, die ‘leere Lo¨sung’ und die aus der Mischung dieser
Lo¨sungen resultierenden Lo¨sungen bilden zusammen mit der Mischungsoperation
einen Monoid.
die unter Benutzung des gruppentheoretischen Begriffs Monoid behauptet, dass
bei den drei genannten Lo¨sungen die Reihenfolge ihrer Mischung, sofern es um die
resultierende Lo¨sung geht, irrelevant ist, ist also eine empirische; denn alle Argu-
mente, die fu¨r oder gegen diese Aussage vorgebracht werden ko¨nnen, mu¨ssen in
irgendeiner Weise auf Erfahrung rekurrieren, z. B. auf Versuche mit tatsa¨chlichen
Mischungen dieser Stoffe. B-1.1-2 kann jedoch auch folgendermaßen ausgedru¨ckt
werden:
Beispiel B-1.1-3 〈{a, b, c, l0}+,+〉 ist ein Monoid.
wobei a hier die erwa¨hnten 100ml einnormaler Salzsa¨urelo¨sung, b die 100ml ein-
normaler Natronlauge, c 100ml Wasser und l0 die ‘leere Lo¨sung’ seien. M
+ sei
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der Abschluss einer Menge M unter der Mischoperation, also
M0 := M (1.12)
Mi+1 := {x+ y | x, y ∈Mi} fu¨r alle i ∈ N0 (1.13)
M+ :=
∞⋃
i=1
Mi (1.14)
Auf einen ersten Blick mag zweierlei an B-1.1-3 befremdlich erscheinen:
1. zum einen, dass ein gruppentheoretisches Pra¨dikat, wie Monoid, auf sehr
konkrete Gegensta¨nde und Operationen angewandt wird,
2. zum anderen, dass ein gruppentheoretisches Pra¨dikat dazu verwendet wird,
eine empirische Aussage zu machen.
Mengen und damit auch gruppentheoretische Strukturen, die als spezielle
Mengen definiert werden, sind Gegensta¨nde, die rein formal dadurch bestimmt
werden, dass sie zusammen mit der Element- und der Identita¨tsrelation bestimm-
ten mengentheoretischen Axiomen gehorchen, und die nicht mit konkreten wahr-
nehmbaren Aggregaten von Gegensta¨nden, wie Papierstapeln als einer Ansamm-
lung von Papieren, einem Wald als einer Ansammlung von Ba¨umen, oder einer
Stadt als einer Ansammlung von Bauwerken, verwechselt werden du¨rfen. Ag-
gregate ko¨nnen na¨mlich andere formale Eigenschaften als Mengen haben. Sie
verschwinden im Allgemeinen, wenn der letzte Bestandteil des Aggregates ver-
schwindet: Nach dem Fa¨llen des letzten Baumes gibt es keinen Wald mehr. Und
bei ihnen wird in der Regel, wenn das Aggregat nur einen Bestandteil hat, das
Aggregat mit diesem Gegenstand identifiziert: Bei einer Stadt, die nur aus einem
monumentalen Geba¨ude besteht, wa¨re es plausibel davon zu sprechen, dass dieses
Geba¨ude die Stadt sei. Nur ist es zumindest sprachlich ungewo¨hnlich in Fa¨llen
solcher auf ein Bestandteil reduzierter Aggregate von Aggregaten zu sprechen.
In der Mengentheorie bleibt jedoch auch nach der Weglassung aller roten
Dreiecke aus der Menge der roten Dreiecke oder aller Ba¨ume aus der Menge aller
Ba¨ume des Kottenforstes eine Menge erhalten: die leere Menge. Und eine nur
einen Gegenstand enthaltende Menge ist auch keineswegs mit diesem zu identifi-
zieren.
Diese Abstraktheit der Mengen widerspricht jedoch keineswegs der Mo¨glich-
keit, Mengen aus konkreten Gegensta¨nden als ihren Elementen zu bilden. So
abstrakt die Menge aller roten quaderfo¨rmigen Holzklo¨tze sein mag, so konkret
und erfahrbar ko¨nnen ihre Elemente sein.
Durch die Feststellung mengentheoretischer Verha¨ltnisse zwischen Mengen er-
fahrbarer Gegensta¨nde lassen sich empirische Aussagen machen. Die Feststellung,
dass die Menge aller Pferde eine Teilmenge der Menge aller Lebewesen mit sieben
Halswirbeln ist, oder:
{x|x ist ein Pferd} ⊆ {x|x ist ein Lebewesen mit sieben Halswirbeln} (1.15)
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ist eine Aussage, in welcher eine mengentheoretische Beziehung zwischen zwei
Mengen hergestellt wird, die sich aber dennoch auf Beobachtungen an konkreten
Gegensta¨nden gru¨ndet.
In vielen Fa¨llen bietet die Umgangssprache einfachere Mo¨glichkeiten, Sach-
verhalte auszudru¨cken, als unter Ru¨ckgriff auf die mengentheoretische Begriffs-
bildung. Statt (1.15) la¨sst sich eben einfacher sagen, dass alle Pferde Lebewesen
mit sieben Halswirbeln sind.
Sobald mehrstellige Pra¨dikate, Funktionen, Operationen oder Relationen, ins
Spiel kommen, kann eine mengentheoretische Betrachtungsweise jedoch das Stel-
len und die Behandlung vieler interessanter Fragen u¨ber grundlegende Eigen-
schaften dieser Pra¨dikate erleichtern, ja u¨berhaupt erst ein begriffliches Instru-
mentarium zum Stellen derartiger Fragen bereitstellen.
Dazu geho¨ren insbesondere auch solche Fragen, in denen es darum geht, wel-
che Eigenschaften der von Wissenschaftlern (aber auch im Alltag) benutzten
Pra¨dikate zur begrifflichen Konstruktion der Beschreibung des jeweiligen Wirk-
lichkeitsausschnittes geho¨ren und welche Eigenschaften aus empirischen Gru¨nden
angenommen werden. Verdeutlichen wir dies nochmal am chemischen Beispiel: Es
geho¨rt sicherlich zum Vorversta¨ndnis einer auf chemischen Substanzen definier-
ten Mischoperation, dass sie eine innere Verknu¨pfung auf chemischen Substanzen
ist. Denn was sich aus der Mischung zweier chemischer Substanzen ergibt, ist al-
lem Vorversta¨ndnis zufolge wiederum eine chemische Substanz. Oder anders: die
Anwendung der Mischoperation auf chemische Substanzen fu¨hrt nicht aus dem
Bereich chemischer Substanzen heraus.5 Die Menge der chemischen Substanzen
ist also abgeschlossen unter der Mischoperation.
Dies ist im Begriff der Mischung bereits enthalten, und wu¨rde man auf eine
Verknu¨pfung treffen, die zur Mischung gewisse A¨hnlichkeiten hat, deren Anwen-
dung auf zwei chemische Substanzen aber etwas vo¨llig Andersartiges und mit
nichts Chemischem mehr in derselben Weise Verknu¨pfbares erga¨be, denken wir
uns zum Beispiel einen Alchemisten, der aus zwei Stoffen – sagen wir – Geist
erzeugt, so wu¨rden wir diesen Vorgang wahrscheinlich nicht mehr Mischung nen-
nen. Es ko¨nnte natu¨rlich sein, dass wir unser Versta¨ndnis von Mischung revidie-
ren; aber dann wu¨rden wir nachher nicht mehr u¨ber denselben Mischungsbegriff
verfu¨gen.
Zusammenfassend kann man dies so ausdru¨cken: Es geho¨rt zum Begriff der
Mischung in der Chemie, dass fu¨r die Mischoperation + und die Menge chemischer
Substanzen S gilt: + ist eine innere Verknu¨pfung auf S.
Mit dem allgemeinen Vorversta¨ndnis von Mischung scheint es jedoch nicht
unvertra¨glich, dass die Reihenfolge der Mischungen das Produkt mitbestimmt.
Neben den vielfa¨ltigen Beispielen, die die “Alltags-Chemie”, namentlich das Ko-
5Sehen wir fu¨r den Moment einmal von dem zwar chemisch unmo¨glichen, aber nicht un-
denkbaren Fall ab, dass zwei Substanzen sich gegenseitig auflo¨sen; aber auch diesen Fall ko¨nnte
man durch Annahme einer leeren Substanz formal mit dem Gesagten vertra¨glich machen.
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chen, dafu¨r bietet, sind die obengenannten Beispiele Belege dafu¨r, dass es Sub-
stanzen gibt, fu¨r die die Mischoperation assoziativ ist, andere aber, bei denen das
nicht der Fall ist. Wann die Mischoperation assoziativ ist, hat die Erfahrung zu
entscheiden. Ob eine gegebene Substanzmenge S zusammen mit der Mischopera-
tion + und einer ‘leeren Lo¨sung’ einen Monoiden bildet ist also eine empirische
Frage und keine begriffliche. Die Entdeckung fu¨r eine bestimmte Substanzmenge
S, dass entgegen einer fru¨heren Annahme 〈S,+〉 keinen Monoiden bildet, ist kei-
ne Entdeckung, die die Bedeutung des Begriffs der Mischung tangierte, sondern
nur unser Wissen u¨ber das erfahrbare Verhalten bestimmter Mischungen.
Nichtsdestoweniger gibt es jedoch Mengen mit Operationen auf diesen Men-
gen, bei denen die Monoid-Eigenschaft schon im begrifflichen Versta¨ndnis der
Operationen liegt. Zur Entdeckung der Monoid-Eigenschaften sind also hier kei-
nerlei Beobachtungen vonno¨ten. Beispiele derartiger Strukturen waren oben mit
der Menge von Papierstapeln und der Operation des Aufeinanderschichtens oder
der Menge von Zeichenketten und der Operation des Verkettens gegeben wor-
den. Wer die Assoziativita¨t dieser Operationen bezweifelt, tut dies nicht, weil er
unerwartete Entdeckungen an Papierstapeln oder Zeichenketten gemacht ha¨tte,
sondern weil er unter Papierstapeln und Zeichenketten oder den Operationen auf
ihnen etwas anderes versteht. Dieselbe formale Eigenschaft kann einem System
aus Mengen und Relationen also ausschließlich aufgrund von Eigenschaften der
begrifflichen Charakterisierung des Systems zukommen, einem anderen System
jedoch erst aufgrund von Erfahrungstatsachen zugesprochen werden. Dies ent-
spricht der klassischen philosophischen Unterscheidung analytischer und syntheti-
scher Sa¨tze; auf diese Unterscheidung wird unten (S. 59ff) im Zusammenhang mit
der Unterscheidung potentieller Modelle von echten na¨her eingegangen werden.
Im Abschnitt 2.3 werden Konventionen eingefu¨hrt werden, deren Beachtung
zu einer auch formalen Unterscheidung der beiden Fa¨lle fu¨hren. Allerdings setzt
die Einhaltung der Konventionen eine vorhergehende Analyse formaler Eigen-
schaften des Begriffsinventars voraus.
1.1.1 Listenstrukturen
In natu¨rlichen Sprachen verbinden die unterschiedlichen metaphorischen U¨ber-
tragungen von Begriffen auf neue Bereiche ha¨ufig in erster Linie gewisse formale
Eigenschaften der unterschiedlichen Systeme, auf die diese urspru¨nglichen und
metaphorisch gewonnenen Begriffe angewandt werden. Die metaphorische U¨bert-
ragung eines Ausdrucks von einem System auf ein anderes soll oft andeuten, dass
sich dieses andere System im Hinblick auf einige fu¨r wesentlich erachtete forma-
le Eigenschaften wie das erste verha¨lt. Manche umgangssprachlichen Ausdru¨cke
ko¨nnen so zu – zuna¨chst informellen – Beschreibungen fu¨r formale Systeme wer-
den. Ein Beispiel, das bei den metalinguistischen Untersuchungen dieser Arbeit
eine zentrale Rolle einnehmen wird und schon von daher einer ausfu¨hrlicheren
Betrachtung wert ist, ist der Begriff der Liste: Sprachhistorisch zuna¨chst einen
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Papierstreifen bezeichnend, wird das Wort spa¨ter auf ein auf einem Papierstreifen
niedergeschriebenes Verzeichnis angewendet. Die metaphorisch erweiterte Bedeu-
tung des Wortes sieht jedoch ganz vom Medium, auf dem die Liste abgelegt ist,
und sogar von der ra¨umlichen Struktur ab. In der Informatik wird unter einer
Liste eine Datenstruktur verstanden, die aus endlich vielen Elementen eines be-
stimmten Typs in einer bestimmten Reihenfolge besteht. Fu¨r den Informatiker,
der von Listen spricht, ist nicht entscheidend, in welcher physischen Weise Listen-
elemente in einem Speichermedium abgelegt werden und wie genau die Reihenfol-
ge spezifiziert wird, solange es nur Funktionen gibt, die Listenelemente beliebiger
Positionen bei gegebener Liste zuru¨ckgeben, vielmehr ist es fu¨r die Betrachtung
von Datenstrukturen als Listen entscheidend, ob Listen – abgesehen einmal von
Speicherplatzbeschra¨nkungen – ad infinitum zu neuen verknu¨pfbar sind.
Genauer kann eine Listenstruktur wie folgt bestimmt werden:
Definition D-1.1-5 (Listenstruktur) x ist eine Listenstruktur gdwdf gilt:
(a) x = 〈L,D, ↑〉,
(b) D (die Menge mo¨glicher Listenelemente) ist eine nichtleere Menge,
(c) L (die Menge der Listen) ist eine nichtleere Menge,
(d) ↑ : D × L 7→ L,
(e) ↑ ist umkehrbar eindeutig, d.h. fu¨r alle d, d′ ∈ D, l, l′ ∈ L gilt: wenn 〈d, l〉 6=
〈d′, l′〉, dann
↑(d, l) 6= ↑(d′, l′)
und
(f) es gibt ein  ∈ L, so dass
(fa) fu¨r alle d ∈ D, l ∈ L gilt:
↑(d, l) 6= 
und
(fb) fu¨r alle M ⊆ L gilt: wenn  ∈M und fu¨r alle d ∈ D, l ∈M gilt, dass
↑(d, l) ∈M , dann M = L.
Die obenstehende Definition schließt Listenstrukturen 〈L,D, ↑〉mit L∩D 6= ∅,
ja sogar L ⊆ D, nicht aus, also Listenstrukturen, in denen es Listen gibt, deren
Listenelemente selbst wieder Listen sind. Listenstrukturen, bei denen nicht zu-
gelassen ist, dass Listen ihrerseits wieder als Listenelemente vorkommen ko¨nnen,
sollen auch als nichtrekursive Listenstrukturen bezeichnet werden:
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Definition D-1.1-6 (Nichtrekursive Listenstrukturen) x ist eine nichtre-
kursive Listenstruktur gdwdf gilt:
(a) x = 〈L,D, ↑〉,
(b) x ist eine Listenstruktur und
(c) L ∩D = ∅.
D-1.1-5f stellt sicher, dass der folgende Satz gilt:
Satz S-1.1-1 (Eindeutigkeit der leeren Liste) Sei 〈L,D, ↑〉 eine Listenstruk-
tur. Dann gibt es genau eine Liste  ∈ L, die D-1.1-5fa und D-1.1-5fb erfu¨llt.
Beweis B-1.1-1 Ga¨be es na¨mlich eine weitere Liste ′ ∈ L, die ebenfalls D-1.1-
5f erfu¨llte, so ga¨lte mit M := L und M ′ := L \ {}:
′ ∈M
und fu¨r alle d ∈ D, l ∈M
↑(d, l) ∈M
aber auch
′ ∈M ′
und fu¨r alle d ∈ D, l ∈M ′
↑(d, l) ∈M ′
Dies steht aber wegen M 6= M ′ im Widerspruch zu D-1.1-5fb.
S-1.1-1 gibt die Berechtigung zu folgender Definition:
Definition D-1.1-7 (Leere Liste) Sei x = 〈L,D, ↑〉 eine Listenstruktur. Die
leere Liste in x (x) ist dann diejenige Liste  ∈ L, fu¨r die D-1.1-5fa und D-
1.1-5fb gelten.
Es ist u¨blich, bei Listenstrukturen Funktionen einzufu¨hren, die das erste Ele-
ment bzw. eine Liste mit den nichtersten Elementen, dem Rest der Liste, zuru¨ck-
geben. Wegen der umkehrbaren Eindeutigkeit der Funktion ↑ sind dies schlicht
Funktionen, die das erste bzw. zweite Element der von der Umkehrung von ↑
zuru¨ckgegebenen Folge zuru¨ckgeben. Sei also beispielsweise6 〈d, l′〉 = ↑−1(l), dann
ist d das erste Element der Liste l und l′ der Rest der Liste l. Kurz:
6Die Notation f−1 soll fu¨r beliebige umkehrbar eindeutige Funktionen deren Umkehrung
bedeuten; (x)n fu¨r Folgen x deren ntes Element.
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Definition D-1.1-8 (Erstes Element/Rest einer Liste) Sei x = 〈L,D, ↑〉
eine Listenstruktur, dann ist fu¨r alle l ∈ L \ {x}:
erstesx(l) := (↑−1(l))1
und
restx(l) := (↑−1(l))2
Es ist u¨blich die Anzahl der in einer Liste vorkommenden Elemente als die
La¨nge einer Liste zu bezeichnen.
Definition D-1.1-9 (La¨nge von Listen) Sei x = 〈L,D, ↑〉 eine Listenstruk-
tur. Dann sei die La¨nge einer Liste l ∈ L (la¨ngex(l)) wie folgt definiert:
(a) la¨ngex : L 7→ N0,
(b)
la¨ngex(l) :=
{
0 falls l = x,
la¨ngex(restx(l)) + 1 sonst.
Auf den Listen derartiger Listenstrukturen, ob rekursiv oder nicht, kann nun
leicht eine Verkettungsoperation definiert werden.
Definition D-1.1-10 (Listenverkettung) Sei x = 〈L,D, ↑〉 eine Listenstruk-
tur. Dann sei ◦x wie folgt definiert:
(a) ◦x : L× L 7→ L,
(b)
l ◦x l′ :=
{
l′ falls l = x,
↑(erstesx(l), restx(l) ◦x l′) sonst.
Auf den Index x soll in der Regel verzichtet werden, wenn es durch den Zu-
sammenhang bestimmt ist, auf welche Listenstruktur die Funktionen erstes, rest
und ◦ bzw. die Konstante  bezogen werden.
Die Gemeinsamkeit von Systemen mit Gegensta¨nden, seien es Eintra¨ge auf
Papierba¨ndern oder Datenstrukturen in Rechenanlagen, die als Listen bezeichnet
werden, scheint zu sein, dass solche Systeme bei geeigneter Wahl der Struktu-
relemente L,D, ↑ Listenstrukturen im oben bestimmten Sinne sind. Anders ge-
wendet: Eine bestimmte Menge L von Gegensta¨nden wird zu einer Menge von
Listen dadurch, dass Gegensta¨nde D, ↑ gefunden werden, so dass 〈L,D, ↑〉 eine
Listenstruktur ist.
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Beispiele fu¨r Listenstrukturen
Wenden wir uns, mit dieser Definition der Listenstruktur versehen, den mehr oder
minder konkreten Beispielen von Listen zu, die die Definition motivierten, und
sehen wir, welche konkreten Listenstrukturen sich durch diese Beispiele finden
lassen:
Beispiel B-1.1-4 Da ist zuna¨chst das Beispiel der Liste von Eintra¨gen auf ei-
nem Papierstreifen, sagen wir, eine Liste von Ga¨sten fu¨r eine Feier. Der Menge
D in D-1.1-5 entspricht die Mengen mo¨glicher Eintra¨ge auf der Liste, also zum
Beispiel die Menge der Namen von Personen, die fu¨r eine Einladung u¨berhaupt
in Frage kommen. Die leere Liste  ist der unbeschriebene Papierstreifen. Die
Menge L der Listen ist die Menge aller mo¨glicher Papierstreifen, die Reihen von
Namen aus D enthalten. Der Operation ↑(d, l) entspricht die Hinzufu¨gung eines
Namens d unten auf der Liste l.
Beispiel B-1.1-5 Als ein zweites a¨hnliches, aber formaleres, Beispiel mag die
syntaktische Konstruktion der Listen in sogenannter Listennotation in der Pro-
grammiersprache Prolog dienen: In Prolog werden als Listen in Listennotation
syntaktisch Zeichenketten aufgefasst, die in eckige Klammern eingeschlossen sind
und ausschließlich aus einer (mo¨glicherweise leeren) Folge von Prologtermen, die
jeweils durch Kommata voneinander abgetrennt sind, bestehen. Als Prologterme
sollen hier der Einfachheit halber nur Zeichenketten betrachtet werden, die aus
einer ununterbrochenen Folge von Buchstaben, beginnend mit einem Kleinbuch-
staben, bestehen oder eben wiederum aus Listen. Beispiele fu¨r Listen in Listen-
notation sind also:
[]
[abc]
[abcd,efgh,ijkl,abcd]
[abcd,[efgh,[ijkl],abcd]]
Die leere Liste dieser Struktur ist []. Die Menge d ist die Menge der Prologterme.
Die Operation ↑(d, l) besteht fu¨r Prologterme darin, dass in der Liste l vor der
linken eckigen Klammer der Prologterm d hinzugefu¨gt wird und dieser ggf. von
einem dann rechts von ihm stehenden Term durch ein Komma abgetrennt wird.
L ist die Menge aller Listen in Listennotation in Prolog.
Vergleicht man B-1.1-4 mit B-1.1-5, so ist zu sehen, wo das erstere Bei-
spiel zu hinken scheint: Die Verkettungsoperation ist fu¨r beide Argumentstellen
fu¨r sa¨mtliche Listen definiert. Wie soll aber ein konkreter Papierschnitzel mit sich
selbst verkettet werden? Und legt man nacheinander zwei verschiedene Listen auf
Papierstreifen an, so beginnt man mo¨glicherweise jedesmal mit einem leeren Pa-
pierstreifen; dazu jedoch muss es zuna¨chst mehrere solcher Papierstreifen geben.
Aber entha¨lt eine Listenstruktur nicht genau eine leere Liste?
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Bei dem zweiten dieser Beispiele scheint es solche Schwierigkeiten auf den
ersten Blick nicht zu geben. Dieser Unterschied liegt an der Abstraktionsstufe,
auf der die betroffenen Gegensta¨nde betrachtet werden. Zu B-1.1-4 ganz ana-
loge Probleme treten auch bei B-1.1-5 auf, wenn die konkreten Tintenflecken
auf einem Blatt Papier oder die in einem bestimmten Zeitraum erscheinenden
Leuchtpunkte auf einem Bildschirm als die fraglichen Zeichenketten aufgefasst
werden. Denn auch dann ließen sich die leeren Listen beliebig um neue Instan-
zen vermehren. Wenn wir aber von Zeichen und Zeichenketten sprechen, meinen
wir in der Regel jedenfalls etwas gegenu¨ber den konkreten Konfigurationen von
Tinten- oder Lichtflecken Abstraktes, das mehrfach auftreten kann und fu¨r des-
sen Existenz es unwichtig ist, ob es u¨berhaupt auf einem Blatt oder Bildschirm
auftritt. Denn zu Listen im Sinne der Listenstrukturen geho¨ren auch Listen, die
so lang sind, dass sie nie jemand hinschreiben wird. Und von diesen Abstrakta
wird in dem Beispiel gesprochen.
Werden die Gegensta¨nde in B-1.1-4 ebenfalls in einem abstrakten Sinne ver-
standen, in dem alle unbeschriebenen Papierschnitzel als Vorkommen derselben
leeren Liste verstanden werden und alle Papierschnitzel, auf denen dieselben Na-
men in derselben Reihenfolge niedergeschrieben sind als Vorkommen derselben
Liste, so kann das Beispiel in einer Weise reformuliert werden, die den genannten
Einwa¨nden nicht mehr ausgesetzt ist.
Der U¨bergang von den konkreten Gegensta¨nden zu abstrakteren ist ha¨ufig
eine Voraussetzung fu¨r die Beschreibung von Strukturen eines Gegenstandsbe-
reichs. Erst auf der abstrakten Ebene des Zeichens ko¨nnen linguistische Theorien
beispielsweise wiederkehrende Muster in sprachlichen A¨ußerungen beschreiben.
Zwar wird durch die abstraktere Sichtweise von bestimmten Aspekten der kon-
kreten Gegensta¨nde abgesehen, aber diese ‘verschwinden’ deshalb nicht bei der
Abstraktion. Die abstrakten Zeichen und Zeichenketten ko¨nnen als A¨quivalenz-
klassen von Zeichenvorkommen verstanden werden. Die Konkreta sind also in
diesem Sinne schlicht Elemente der Abstrakta. Die klassenbildende A¨quivalenz-
relation kann ihrerseits mithilfe sehr konkreter raumzeitlicher oder perzeptiver
Eigenschaften der Gegensta¨nde definiert oder explizierbar sein. Eine Theorie der
Buchstabenwahrnehmung ko¨nnte beispielsweise die A¨quivalenzrelation explizie-
ren, die uns verschiedene Tintenfleckkonfigurationen auf Papier als verschiedene
Vorkommen desselben Zeichens erkennen la¨sst.
Beispiel B-1.1-6 Als ein letztes Beispiel soll die informatische Datenstruktur
der Liste dienen. Als eine Form von Liste in diesem Sinne kann eine Reihe von
Speicherzellen aufgefasst werden, die derart beschaffen ist, dass die erste dieser
Speicherzellen entweder einen Wert entha¨lt, den wir als initialen Listenzeiger
bezeichnen wollen. Ein Listenzeiger ist entweder ein bestimmter die leere Liste
vertretender Wert, nennen wir diesen Wert nil, oder die Adresse einer Speicher-
zelle, die ihrerseits zwei Werte entha¨lt:
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1. einen Elementzeiger, d. i. die Adresse einer Speicherzelle, die ein Listen-
element entha¨lt, und
2. einen weiteren Listenzeiger.
So verweisen Listenzeiger in fortlaufender Kette auf neue Listenzeiger bis der
letzte Listenzeiger den Wert nil annimmt. Die Menge D mo¨glicher Listenele-
mente ist bei diesen Datenstrukturen die Menge Daten, die in Speicherzellen, auf
die ein Elementzeiger verweisen kann, abgespeichert werden kann. Fu¨r ein belie-
biges Listenelement d ∈ D und eine beliebige Liste besteht die Operation ↑(d, l)
darin, dass in einer bislang nicht benutzten Speicherzelle z ein Elementzeiger mit
der Adresse einer auf d zeigenden Speicheradresse und der bisher initiale Lis-
tenzeiger als Listenzeiger eingetragen wird. In eine bisher ebenfalls ungenutzte
Speicherzelle wird der neue initiale Listenzeiger, der auf z verweist, eingetra-
gen. L ist die Menge aller mo¨glichen Listen, die auf diese Weise gebildet werden
ko¨nnen. Zur Verkettung zweier Listen l, l′ wird zuna¨chst eine Kopie der Liste l
angelegt, d. h. die Listenzeiger von l werden zusa¨tzlich an neuen Speicheradressen
abgespeichert, bei entsprechender A¨nderung ihrer Werte,7 und anschließend der
nil enthaltende Listenzeiger der Kopie von l auf den initialen Listenzeiger von l′
als neuen Wert gesetzt, so entsteht eine neue Liste l ◦ l′.
Einige Eigenschaften von Listenstrukturen
Folgendes ist nun leicht zu zeigen:
Satz S-1.1-2 Wenn x = 〈L,D, ↑〉 eine Listenstruktur ist, dann ist 〈L, ◦〉 ein
Monoid.
Beweis B-1.1-2 1. Unmittelbar aus D-1.1-10a folgt, dass ◦ eine innere Ver-
knu¨pfung auf L ist.
2. Die leere Liste  erfu¨llt die Bedingungen eines neutralen Elementes des
Monoiden,
(a) da sich fu¨r beliebige Listen l ∈ L
 ◦ l = l
direkt aus D-1.1-10b ergibt und
(b) es sich per Induktionsbeweis u¨ber la¨nge(l) zeigen la¨sst, dass fu¨r alle
l ∈ L gilt:
l ◦  = l
7Dies dient der Verhinderung unerwu¨nschter Zyklen.
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Induktionsanfang (n = 0): Sei l = . Dann folgt l ◦  = l =  direkt
aus D-1.1-10b.
Induktionsschritt (n→ n+ 1): Sei als Induktionsvoraussetzung l ◦
 = l bereits fu¨r beliebige l ∈ L mit la¨nge(l) = n gezeigt, dann
gilt auch fu¨r alle d ∈ D:
↑(d, l) ◦  = ↑(d, l) (1.16)
Denn nach D-1.1-10b ist
↑(d, l) ◦  = ↑(d, l ◦ ) (1.17)
Wegen der Induktionsvoraussetzung gilt aber:
↑(d, l ◦ ) = ↑(d, l) (1.18)
Aus (1.17) und (1.18) folgt aber (1.16).
3. Schließlich la¨sst sich auch durch einen Induktionsbeweis u¨ber die La¨nge n
von Listen zeigen, dass ◦ assoziativ ist, also fu¨r beliebige l, l′, l′′ gilt:
(l ◦ l′) ◦ l′′ = l ◦ (l′ ◦ l′′) (1.19)
Induktionsanfang (n = 0): Sei l ∈ L mit la¨nge(l) = 0, also l = , dann
folgt die Annahme bereits aus D-1.1-10b.
Induktionsschritt (n→ n+ 1): Sei die Annahme bereits fu¨r beliebige l ∈
L mit la¨nge(l) = n bewiesen, dann kann gezeigt werden:
(↑(d, l) ◦ l′) ◦ l′′ = ↑(d, l) ◦ (l′ ◦ l′′) (1.20)
Denn nach D-1.1-10b gilt:
↑(d, l) ◦ l′ = ↑(d, l ◦ l′) (1.21)
und
↑(d, l ◦ l′) ◦ l′′ = ↑(d, (l ◦ l′) ◦ l′′) (1.22)
sowie
↑(d, l) ◦ (l′ ◦ l′′) = ↑(d, l ◦ (l′ ◦ l′′)) (1.23)
Da aber vorausgesetzt ist, dass bereits bewiesen ist, dass (l ◦ l′) ◦ l′′ =
l ◦ (l′ ◦ l′′), gilt auch:
↑(d, l ◦ (l′ ◦ l′′)) = ↑(d, (l ◦ l′) ◦ l′′) (1.24)
Aus (1.21)–(1.24) folgt (1.20).
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Die Umkehrung von S-1.1-2 gilt jedoch nicht. Es gibt Monoide 〈L, ◦〉, zu denen es
keine entsprechenden Gegensta¨nde D, ↑ gibt, so dass 〈L,D, ↑〉 eine Listenstruktur
wa¨re. Fu¨r Listenstrukturen gilt ja insbesondere der Satz:
Satz S-1.1-3 Sei 〈L,D, ↑〉 eine Listenstruktur. Dann gilt fu¨r alle l, l′ ∈ L:
la¨nge(l ◦ l′) = la¨nge(l) + la¨nge(l′)
Hier wird also die Additivita¨t der La¨nge von Listen bei Verkettung behauptet:
Wenn zwei Listen verkettet werden, ist die La¨nge der resultierenden Liste die
Summe der La¨ngen der verketteten Listen.
Beweis B-1.1-3 Der Beweis macht Gebrauch von einer vollsta¨ndigen Induktion
u¨ber la¨nge(l):
Induktionsanfang (n = 0): Fu¨r la¨nge(l) = 0, also nach D-1.1-9b l = , folgt
die Behauptung trivialerweise aus  ◦ l′ = l′ nach D-1.1-10b.
Induktionsschritt n→ n+ 1: Sei die Behauptung fu¨r alle l ∈ L mit la¨nge(l) =
n bewiesen. Dann kann gezeigt werden, dass
la¨nge(↑(d, l) ◦ l′) = la¨nge(l) + la¨nge(l′) + 1 (1.25)
Denn nach D-1.1-10b ist fu¨r beliebige d ∈ D
↑(d, l) ◦ l′ = ↑(d, l ◦ l′) (1.26)
Wegen D-1.1-8 ist aber rest(↑(d, l ◦ l′)) = l ◦ l′, und da aufgrund der
Induktionsannahme la¨nge(l ◦ l′) = la¨nge(l) + la¨nge(l′) gilt, muss nach
D-1.1-9b gelten:
la¨nge(↑(d, l ◦ l′)) = la¨nge(l) + la¨nge(l′) + 1 (1.27)
Mit (1.27) muss aber nach (1.26) auch (1.25) gelten.
Aus diesem Satz folgt insbesondere das folgende Korrollar:
Korrollar S-1.1-4 Sei 〈L,D, ↑〉 eine Listenstruktur. Dann gilt fu¨r alle l, l′, l′′ ∈
L: Wenn la¨nge(l′) > 0 (also l′ 6= ), dann
l ◦ l′ ◦ l′′ 6= l
.
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Im Monoid 〈R, ·〉 gibt es jedoch Beispiele fu¨r Fa¨lle, in denen gilt:
x = x · y · z (1.28)
und zwar fu¨r beliebige y ∈ R, solange nur z = 1
y
gewa¨hlt wird, z. B.
5 = 5 · 2 · 0, 5 (1.29)
Diese U¨berlegung zeigt, dass der Monoid 〈R, ·〉 durch keine Wahl von B, ↑ zu
einer Listenstruktur 〈R, B, ↑〉 mit · = ◦〈R,B,↑〉 erga¨nzt werden kann. Es gibt also
keine Mo¨glichkeit, alle reellen Zahlen als Listen darzustellen und gleichzeitig die
Multiplikation als Listenverkettung.
Zu einem anderen Ergebnis gelangt man jedoch, wenn man sich den Monoiden
〈N0,+〉 ansieht. Bei der Addition natu¨rlicher Zahlen n, n′, n′′ gilt:
n 6= n ◦ n′ ◦ n′′ (1.30)
vorausgesetzt n′ 6= 0. Und in der Tat bildet 〈N0, {1},+〉 eine Listenstruktur und
es gilt
+ = ◦〈N0,{1},+〉 (1.31)
wie sich nachweisen la¨sst.
Hier sei nur der kritischste Punkt des Nachweises hervorgehoben und die Be-
weisidee skizziert, na¨mlich der Nachweis, dass tatsa¨chlich (1.31) gilt. Es la¨sst sich
leicht zeigen, dass
〈N0,{1},+〉 = 0
(1.31) ist nun nach D-1.1-10b erfu¨llt, da
1. fu¨r beliebige n ∈ N0 gilt: 0 + n = n und
2. fu¨r alle n ∈ N0 gilt:
la¨nge〈N0,{1},+〉(n) = n
wie man leicht zeigen kann, und wegen
la¨nge〈N0,{1},+〉(rest〈N0,{1},+〉(n)) = la¨nge〈N0,{1},+〉(n)− 1
aus D-1.1-9b folgt
rest〈N0,{1},+〉(n) = n− 1
Damit ist aber auch
erstes〈N0,{1},+〉(n) + rest〈N0,{1},+〉(n) = n
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Dieses Resultat bezu¨glich der Addition von natu¨rlichen Zahlen ist wenig u¨ber-
raschend, wenn man sich verdeutlicht, dass natu¨rliche Zahlen in sehr naheliegen-
der Weise als Listen dargestellt werden ko¨nnen, in denen ein Gegenstand (im
vorliegenden Fall die Zahl 1 selber, aber es ko¨nnen auch beliebige andere Ein-
heitselemente gewa¨hlt werden) dem Zahlenwert entsprechend ha¨ufig wiederholt
wird. Die Addition von Zahlen ist bei dieser Darstellung nichts anderes als die
Verkettung der Listen von Einselelementen.
Auf eine weitere Eigenschaft der Verkettungsoperation wird unten noch zuru¨ck-
zukommen sein, na¨mlich auf die durch den folgenden Satz ausgedru¨ckte:
Satz S-1.1-5 Sei 〈L,D, ↑〉 eine Listenstruktur. Dann gilt fu¨r alle l, l′, l′ ∈ L:
Wenn l ◦ l′ = l ◦ l′′ oder l′ ◦ l = l′′ ◦ l, dann l′ = l′′.
Beweis B-1.1-5 Angenommen
l ◦ l′ = l ◦ l′′ (1.32)
oder
l′ ◦ l = l′′ ◦ l (1.33)
Aufgrund von S-1.1-3 muss gelten:
la¨nge(l′) = la¨nge(l′′)
Es soll nun
1. durch einen Induktionsbeweis u¨ber die La¨nge von l gezeigt werden, dass
unter der Annahme (1.32)
l′ = l′′ (1.34)
gilt und
2. durch einen Induktionsbeweis u¨ber die La¨nge von l′ bzw. l′′ gezeigt werden,
dass unter der Annahme (1.33) ebenfalls (1.34) gilt.
1. Es gelte (1.32).
Induktionsanfang (n = 0): Fu¨r l ∈ L mit la¨nge(l) = 0 folgt (1.34) direkt
daraus, dass nach D-1.1-9b dann l =  und somit nach D-1.1-10b
l◦ l′ = l′ und l◦ l′′ = l′′, daraus und aus (1.32) folgt unmittelbar (1.34).
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Induktionsschritt (n→ n+ 1): Sei (1.34) bereits unter der Annahme
(1.32) fu¨r la¨nge(l) = n gezeigt. Dann kann auch fu¨r beliebige d ∈ D
gezeigt werden, dass wenn
↑(d, l) ◦ l′ = ↑(d, l) ◦ l′′ (1.35)
dann auch (1.34) gilt. Denn nach D-1.1-10b sind ↑(d, l)◦l′ = ↑(d, l◦l′)
und ↑(d, l) ◦ l′′ = ↑(d, l ◦ l′′). (1.35) ist also a¨quivalent zu
↑(d, l ◦ l′) = ↑(d, l ◦ l′′) (1.36)
Wegen D-1.1-5e ist dies a¨quivalent zu (1.32). Unter dieser Annahme
ist (1.34) jedoch bereits gezeigt.
2. Induktionsanfang (n = 0): Fu¨r la¨nge(l′) = la¨nge(l′′) = 0 folgt (1.34)
direkt daraus, dass nach D-1.1-9b dann auch l′ = l′′ = .
Induktionsschritt (n→ n+ 1): Sei (1.34) bereits unter der Annahme
(1.32) fu¨r la¨nge(l′) = la¨nge(l′′) = n gezeigt. Dann kann auch fu¨r
beliebige d′, d′′ ∈ D gezeigt werden, dass wenn
↑(d′, l′) ◦ l = ↑(d′′, l′′) ◦ l (1.37)
dann auch
↑(d′, l′) = ↑(d′′, l′′) (1.38)
gilt. Denn nach D-1.1-10b und D-1.1-8 sind ↑(d′, l′) ◦ l = ↑(d′, l′ ◦ l)
und ↑(d′′, l′′) ◦ l = ↑(d′′, l′′ ◦ l). (1.37) ist also a¨quivalent zu
↑(d′, l′ ◦ l) = ↑(d′′, l′′ ◦ l) (1.39)
Wegen D-1.1-5e ist dies a¨quivalent zu der Konjunktion von (1.32)
und
d′ = d′′ (1.40)
Unter der Annahme (1.32) ist (1.34) bereits gezeigt. Aus (1.32) und
(1.40) folgt nun (1.38).
1.2 Sprachen und Listenstrukturen
Vor dem Hintergrund der formalen Bestimmung von Listenstrukturen, wie sie der
letzte Abschnitt bot, kann eine Antwort auf die Frage versucht werden, wie Listen-
strukturen helfen ko¨nnen, empirische Behauptungen u¨ber sprachliche Pha¨nomene
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zu machen. In syntaktischer Hinsicht werden sprachliche Ausdru¨cke fu¨r gewo¨hn-
lich als Folgen von Zeichen aus einem bestimmten Grundinventar verstanden.
Zumindest im Bereich der geschriebenen Sprache scheint diese Betrachtungsweise
auch unmittelbar einsichtig. Wendet man sich der akustischen Erscheinungsform
gesprochener Sprache zu, so erscheint diese Auffassung zuna¨chst problematischer,
da im akustischen Signal nur schwer zeitlich disjunkte Ereignisse auszumachen
sind, die dem Grundinventar geschriebener Sprache entspra¨chen. Die mit der
akustischen Erscheinungsform von Sprache verbundenen Fragen sollen zuna¨chst
jedoch ausgeblendet werden.
1.2.1 Ada¨quatheitsbedingungen fu¨r ein Explikat von Zei-
chenketten
Linguistische Theorien benutzen in der Regel den Begriff der Zeichenkette als
einen Grundbegriff. Einige formale Eigenschaften von Zeichenketten werden hin
und wieder expliziert (so finden sich Hinweise auf die Monoideigenschaft von
Zeichenketten mit der auf ihnen definierten Verkettungsoperation). Viele Eigen-
schaften werden jedoch einfach benutzt, da sie (wohl wegen der graphischen Er-
scheinungsform von Zeichenketten) fu¨r selbstevident gehalten werden. In diesem
Abschnitt sollen einige Forderungen behandelt werden, die man an ein geeigne-
tes Explikat von Zeichenketten stellen wird. Es wird gezeigt werden, dass eine
Auffassung von Zeichenketten als Listen alle diese Forderungen erfu¨llt.
Dieses Ergebnis wird hier als Rechtfertigung dafu¨r verwendet werden, dass
Listen, wie sie zuvor definiert wurden, hier als Explikate fu¨r die Zeichenketten
linguistischer Theorien dienen.
Ada¨quatheitsbedingung A-1.2-1 Eine Zeichenkette kann beliebig viele Ele-
mente aus einem Grundinventar enthalten.
Das Erfu¨lltsein dieser Ada¨quatheitsbedingung folgt unmittelbar aus der Tatsache,
dass es fu¨r die La¨nge von Listen keine obere Grenze gibt, ja eine Listenstruktur
〈L,D, ↑〉 fu¨r jede La¨nge n ∈ N0 Listen l ∈ L mit la¨nge(l) = n entha¨lt. Denn
zu jeder Liste l ∈ L gibt es fu¨r ein d ∈ D auch eine Liste l′ = ↑(d, l) mit
la¨nge(l′) = la¨nge(l) + 1.
Ada¨quatheitsbedingung A-1.2-2 In einer Zeichenkette ist die Reihenfolge
der enthaltenen Elemente bestimmt.
In der Tat sind Listen schon dann verschieden, wenn sie sich ausschließlich in der
Reihenfolge der enthaltenen Elemente unterscheiden.
Ada¨quatheitsbedingung A-1.2-3 Es gibt Zeichenketten, die sich ausschließ-
lich in der Ha¨ufigkeit des Vorkommens einzelner Elemente unterscheiden.
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Betrachten wir beispielsweise als zum Grundinventar der folgenden Zeichenketten
die Wortformen Petra, die, Beschwerden, entgegennimmt, bleibt, ruhig geho¨rig,
so mo¨chten wird die folgenden Beispielsa¨tze ja als verschiedene Zeichenketten
betrachten:
Beispiel B-1.2-1
Petra, die die Beschwerden entgegennimmt, bleibt ruhig.
Petra, die Beschwerden entgegennimmt, bleibt ruhig.
Tatsa¨chlich ko¨nnen sich auch Listen ausschließlich in der Ha¨ufigkeit des Vorkom-
mens einzelner Elemente unterscheiden.
Ada¨quatheitsbedingung A-1.2-4 Beliebige Zeichenketten ko¨nnen verkettet
werden und das Resultat der Verkettung ist wiederum eine Zeichenkette.
Etwas formaler gefasst besagt diese Ada¨quatheitsbedingung, dass Verkettung ei-
ne Operation auf der Menge der Zeichenketten ist. Diese Ada¨quatheitsbedingung
stellt Zeichenketten zum einen sowohl als in Verkettung eingehende als auch als
aus Verkettung hervorgehende Gegensta¨nde vor, zum anderen stellt sie heraus,
dass unter Zeichenketten in der Regel nicht nur in irgendeiner Sprache wohlge-
formte Ausdru¨cke verstanden werden sollen, sondern die Gesamtheit der Aus-
dru¨cke, die sich kombinatorisch aus dem Grundinventar bilden lassen, ob wohl-
geformt oder nicht.
Ada¨quatheitsbedingung A-1.2-5 Die Verkettungsoperation auf Zeichenket-
ten ist assoziativ.
Diese Bedingung ist deshalb an Zeichenketten zu stellen, da die Assoziativita¨t der
Verkettungsoperation im Allgemeinen in Theorien beno¨tigt wird, die Erkla¨rungen
fu¨r strukturelle Mehrdeutigkeiten in natu¨rlichen Sprachen anbieten. So wird zur
Erkla¨rung der zwei Interpretationsmo¨glichkeiten des Satzes
Beispiel B-1.2-2 Peter sah die Frau mit dem Fernglas.
(unter einer ersten Interpretation hat Peter das Fernglas, unter der anderen die
im Satz erwa¨hnte Frau) herangezogen, dass bei der syntaktischen Konstruktion
des Satzes im Fall der ersten Interpretation zuna¨chst das Verb sah mit der No-
minalgruppe die Frau verkettet wird und das Ergebnis der Verkettung mit der
Pra¨positionalgruppe mit dem Fernglas als Instrumentalangabe, im Falle der zwei-
ten Interpretation wird zuna¨chst die Nominalgruppe mit der Pra¨positionalgruppe
als na¨hrerer Bestimmung zur Nominalgruppe und das Resultat dann als neue um-
fassendere Nominalgruppe mit dem Verb. Wa¨hlen wir ◦ als Verkettungssymbol,
so erhalten wir die ‘Analysen’:
Beispiel B-1.2-3
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Peter ◦ ((sah ◦ die Frau) ◦ mit dem Fernglas).
Peter ◦ (sah ◦ (die Frau ◦ mit dem Fernglas)).
Die weitere Konstruktion vollzieht sich in beiden Fa¨llen gleich. Betrachtungen
dieser Art setzen voraus, dass die Klammerung bei der Anwendung der Verket-
tungsoperation eine Rolle bei der semantischen Interpretation sprachlicher Aus-
dru¨cke spielt und dass verschiedene Klammerungen zu derselben Zeichenkette
fu¨hren. Letzteres bedeutet jedoch gerade die Assoziativita¨t der Verkettungsope-
ration.8
Diese Ada¨quatheitsbedingung ist fu¨r Listenstrukturen 〈L,D, ↑〉 erfu¨llt, wenn
man L als die Menge der Zeichenketten und ◦ als die Verkettungsoperation auf
ihnen betrachtet, da 〈L, ◦〉 einen Monoiden bildet.
Die voranstehenden Ada¨quatheitsbedingungen sind sa¨mtlich erfu¨llt, wenn Zei-
chenketten zusammen mit der Verkettungsoperation auf ihnen als Listenstruktu-
ren aufgefasst werden.
Eine letzte Ada¨quatheitsbedingung sei hier angefu¨hrt, die – auf den ersten
Blick jedenfalls – nicht von allen Ansa¨tzen geteilt zu werden scheint, die aber fu¨r
den hier ins Auge gefassten Zeichenkettenbegriff bestimmend ist.
Ada¨quatheitsbedingung A-1.2-6 Das Resultat der Verkettung einer gegebe-
nen Zeichenkette s mit einer Zeichenkette s′ ist verschieden vom Resultat der
Verkettung von s mit s′′, wenn s′ und s′′ verschieden sind. Dasselbe gilt auch bei
Vertauschung der beiden Argumente der Verkettung.
Wer diese Ada¨quatheitsbedingung stellt, schließt es aus, eine Reihe von Pha¨no-
menen, die im Allgemeinen an den Grenzbereichen aneinandergrenzender sprach-
licher Einheiten postuliert werden, direkt durch die Verkettungsoperation auf
Zeichenketten beschreiben zu wollen. Bei den fraglichen Pha¨nomenen handelt
es sich um assimilatorische, dissimilatorische, koartikulatorische, kontraktive und
neutralisierende Vera¨nderungen – um nur die wichtigsten zu nennen – der an ei-
ner Zusammensetzung beteiligten Zeichenketten. Wenn im Franzo¨sischen sowohl
die Zusammensetzung des Personalpronomens la als auch die von le mit einer
vokalisch anlautenden Verbform zu l’ fu¨hrt, wie in
Beispiel B-1.2-4
8Es mag hier der Einwand vorgebracht werden, es gebe ja auch linguistische Ansa¨tze, bei
denen in einer ersten syntaktischen Stufe die Verkettung zu nicht-ambigen Ergebnissen fu¨hre
und erst auf einer zweiten Stufe Mehrdeutigkeit ins Spiel komme. Zum einen ist da an die
transformationellen Ansa¨tze zu denken. Transformationen im Sinne Chomskys operieren aber
nicht direkt auf Zeichenketten, sondern auf baumartigen Strukturen und nur mittelbar auf
Zeichenketten. Um baumartige Strukturen wird es spa¨ter in dieser Arbeit gehen.
Die disambiguierte Sprache der Montagueschen Universalgrammatik, die der Erzeugung
ambiger Strukturen vorgeschaltet ist, ist als gewo¨hnliche Zeichenkette ganz im Sinne der hier
diskutierten Ada¨quatheitsbedingungen zu verstehen, die durch eingefu¨gte Klammerzeichen, die
die Verkettungsreihenfolge reflektieren, disambiguiert wird.
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Pierre l’a vu.
so ko¨nnte es naheliegen, diese Kontraktion, die zu einer Neutralisation von femini-
nem und maskulinem Personalpronomen in dieser Position fu¨hrt, als eine Eigenart
der Verkettungsoperation im Franzo¨sischen erkla¨ren zu wollen. Ein Versta¨ndnis
der Verkettungsoperation im Sinne der letztgenannten Ada¨quatheitsbedingung
schließt es jedoch aus, l’a als Ergebnis der Verkettung sowohl von la a als auch
von le a aufzufassen. Synkretistische Erscheinungen dieser Art mu¨ssen also anders
als durch sprachspezifische Eigenschaften der Verkettungsoperation beschrieben
werden.
Grundsa¨tzlich bieten sich hier die Mo¨glichkeiten an, im Bereich derartiger Er-
scheinungen auf die Annahme zugrundeliegender Verkettungsoperationen ga¨nz-
lich zu verzichten9 und die vermeintlich aus einer Verkettung resultierenden
Zeichenketten als elementar zu betrachten oder eine mehrstufige Theorie anzu-
nehmen,10 die auf einer theoretisch postulierten Ebene tatsa¨chlich von einer Ver-
kettung der sprachlichen Einheiten ausgeht und die die so erzeugten Ausdru¨cke
durch eine sprachspezifische Funktion auf die tatsa¨chlich realisierten Zeichenket-
ten abbilden la¨sst. Zu jeder Theorie, die der Verkettungsoperation sprachspezifi-
sche Eigenschaften aufbu¨rden mo¨chte, la¨sst sich eine andere Theorie finden, die
dieselben Erscheinungen durch Verkettung im Sinne der letztgenannten Ada¨quat-
heitsbedingung und eine die sprachspezifischen Erscheinungen beru¨cksichtigende
Funktion beschreibt. Der Unterschied zwischen beiden Ansa¨tzen spielt fu¨r die
sonstige weitere Theoriebildung eine geringe Rolle.
Hier soll von Verkettung nur im Sinne der Ada¨quatheitsbedingung gesprochen
werden, zum einem, weil in der Theorie formaler Grammatiken von Verkettung im
Allgemeinen in diesem Sinne gesprochen wird – anderenfalls na¨mlich wu¨rden sich
die Eigenschaften dieser Grammatiken hinsichtlich ihrer Fa¨higkeiten, strukturelle
Mehrdeutigkeiten einzufu¨hren, grundsa¨tzlich vera¨ndern – und zum anderen, weil
so Sprachspezifisches und Sprachuniverselles besser getrennt werden kann.
Satz S-1.1-5 zeigt, dass die Ada¨quatheitsbedingung A-1.2-6 fu¨r die Verket-
tungsoperation auf Listenstrukturen erfu¨llt ist.
Ada¨quatheitsbedingung A-1.2-7 Es gibt ho¨chstens eine Zeichenkette s, so
dass fu¨r beliebige Zeichenketten s′ gilt, dass die Verkettung von s′ mit einer Zei-
chenkette s′′ genau dann wiederum s′ ergibt, wenn s′′ dieselbe Zeichenkette wie
s ist. Dies gilt auch fu¨r die umgekehrte Verkettungsreihenfolge. Eine derartige
Zeichenkette s wird auch leere Zeichenkette genannt.
In formalen Grammatiktheorien wird aus algebraischen Gru¨nden oft eine spezielle
Zeichenkette der La¨nge 0 aufgenommen, also eine Zeichenkette, die keine Zeichen
9Dann ko¨nnten diese Erscheinungen durch eine morphologische Theorie auf eine a¨hnliche
Weise behandelt werden, wie dies auch bei ‘Kontraktionen’ wie de + le zu du no¨tig ist.
10Prominentestes Beispiel hierfu¨r ist Koskenniemis Zwei-Ebenen-Morphologie.
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beinhaltet und deren Verkettung mit jeder beliebigen anderen Zeichenkette wie-
derum diese ergibt. In einigen Grammatiktheorien wird keine leere Zeichenkette
beno¨tigt.11 Da es jedoch mit allen Ansa¨tzen vertra¨glich ist, wenn zur Menge der
Zeichenketten auch eine leere hinzugenommen wird, soll in der Folge immer davon
ausgegangen werden, dass eine leere Zeichenkette existiert.
Sind beide zu verkettenden Zeichenketten jedoch la¨nger als 0, so wird man
von Zeichenketten immer fordern, dass das Resultat der Verkettung verschieden
von jeder der beiden zu verkettenden Zeichenketten ist. Durch Verkettung nicht-
leerer Zeichenketten entsteht immer eine Zeichenkette, die la¨nger als jede der zu
verkettenden Zeichenketten ist.
Ada¨quatheitsbedingung A-1.2-8 Zu jeder Zeichenkette s gibt es genau eine
Folge endlich vieler nichtleerer Zeichenketten s1, . . . , sn derart, dass die Verket-
tung von s1, . . . , sn die Zeichenkette s ergibt, keine der Zeichenketten s1, . . . , sn
jedoch das Ergebnis der Verkettung anderer nichtleerer Zeichenketten ist.
Diese Ada¨quatheitsbedingung grenzt Zeichenketten als aus diskreten Elementen
zusammengesetzte Aggregate von kontinuierlich zerlegbaren Gegensta¨nden ab.
Bei Zeichenketten wird von der Existenz kleinster Zeichenketten (außer ggf. der
leeren Zeichenkette) ausgegangen, die jeweils aus nur einem Element des Grundin-
ventars bestehen. Bei Zeichenketten endet also die Zerlegbarkeit auf Zeichenebene
immer bei ‘elementaren’ Zeichenketten. Wa¨hlt man beispielsweise Buchstaben als
Bestandteile von Zeichenketten, so wird eine aus nur einem Buchstaben beste-
hende Zeichenkette eine ku¨rzeste Zeichenkette außer der leeren sein; diese aus
einem Buchstaben bestehende Zeichenkette ist nicht mehr in mehrere nichtlee-
re Bestandteile zerlegbar, die wiederum aus Zeichen bestu¨nden. Die Forderung,
dass es nicht mehr als eine Zerlegung einer Zeichenkette in Elemente des Grund-
inventars gibt, stellt sicher, dass eine jede Zeichenkette eindeutig in Elemente des
Grundinventars zerlegbar ist.
Die Ada¨quatheitsbedingungen A-1.2-1–A-1.2-8 sind keineswegs logisch von-
einander unabha¨ngig, sondern die vorgestellte Sammlung von Ada¨quatheitsbe-
dingungen entha¨lt Redundanzen. Es kann gezeigt werden, dass die Bedingungen
A-1.2-1–A-1.2-3 aus den u¨brigen Bedingungen folgen. Dies folgt als Korrol-
lar aus der unten bewiesenen Feststellung, dass Zeichenketten im Sinne von A-
1.2-4–A-1.2-8, sofern man die leere Zeichenkette hinzu nimmt, grundsa¨tzlich
Listenstrukturen sind, oder genauer: immer zu Listenstrukturen erga¨nzbar sind,
und der Tatsache, dass die Ada¨quatheitsbedingungen A-1.2-1–A-1.2-3 fu¨r Lis-
ten als Zeichenketten erfu¨llt sind, wie fu¨r diese Ada¨quatheitsbedingungen in den
jeweils unmittelbar folgenden Kommentaren kurz erla¨utert ist.
11Phrasenstrukturgrammatiken beispielsweise, die Gebrauch von leeren Zeichenketten ma-
chen, sind immer in schwach a¨quivalente Grammatiken umformbar, die keine leeren Zeichen-
ketten enthalten.
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Dru¨ckt man die Ada¨quatheitsbedingungen A-1.2-4–A-1.2-8 in formalisierter
Weise aus und nimmt man die leere Zeichenkette hinzu, so la¨sst sich die Menge
der Strukturen, die den Ada¨quatheitsbedingungen A-1.2-4–A-1.2-8 genu¨gen,
folgendermaßen definieren:
Definition D-1.2-1 (Zeichenkettenstruktur i.S.v. A-1.2-4–A-1.2-8) x ist
eine Zeichenkettenstruktur im Sinne von A-1.2-4–A-1.2-8 gdwdf
(a) x = 〈S,A,〉,
(b) A ist eine nichtleere Menge (elementarer Zeichenketten),
(c) A ⊆ S (S ist die Menge der Zeichenketten),
(d)  : S × S 7→ S,
(e) fu¨r alle s, s′, s′′ ∈ S gilt:
s (s′  s′′) = (s s′) s′′
(f) es gibt ein  ∈ S (leere Zeichenkette), so dass:
(fa)  6∈ A,
(fb) fu¨r alle s ∈ S gilt:
s  =  s = s
und
(fc) fu¨r alle s, s′ ∈ S gilt, dass s s′ = , nur wenn s = s′ = ,
(g) fu¨r alle s, s′, s′′, s′′′ ∈ S gilt: wenn s = s′′ und s′ 6= s′′′ oder s 6= s′′ und
s′ = s′′′, dann s s′ 6= s′′  s′′′,
(h) zu jedem s ∈ S gibt es ho¨chstens ein a ∈ A, so dass fu¨r ein s′ ∈ S gilt:
s = a s′
und
(i) alle Elemente von S \ {} sind 〈A,〉-fundiert.
Dabei ist der Begriff der 〈A,〉-Fundiertheit wie folgt definiert:
Definition D-1.2-2 (〈A,〉-Fundiertheit) Sei A ⊆ S und  : S × S 7→ S.
Dann ist ein s ∈ S 〈A,〉-fundiert gdwdf
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(a) s ∈ A oder
(b) es gibt a ∈ A und s′ ∈ S, so dass
s = a s′
und s′ 〈A,〉-fundiert ist.
A-1.2-4 findet in der Definition sein Gegenstu¨ck in D-1.2-1d. D-1.2-1e
gibt A-1.2-5 wieder. D-1.2-1d, D-1.2-1e und D-1.2-1fb charakterisieren 〈S,〉
als einen Monoiden, gewa¨hren also die Existenz eines neutralen Elementes in
Zeichenkettenstrukturen. D-1.2-1fb und D-1.2-1g zusammen stellen sicher, dass
es, wie in A-1.2-7 gefordert, nicht mehr als ein neutrales Element gibt.12 A-1.2-6
wird in direkter Weise durch D-1.2-1g formalisiert. A-1.2-8 wird in D-1.2-1fa,
D-1.2-1fc, D-1.2-1h und D-1.2-1i wiedergegeben.
Es kann nun gezeigt werden, dass zu jeder Zeichenkettenstruktur, wie sie oben
definiert wurde, eine Funktion ↑ gefunden werden kann, so dass die Zeichenket-
tenstruktur als Listenstruktur aufgefasst werden kann:
Satz S-1.2-1 Zu jeder Zeichenkettenstruktur 〈S,A,〉 im Sinne von A-1.2-4–
A-1.2-8 gibt es eine Listenstruktur 〈S,A, ↑〉 mit  = ◦〈S,A,↑〉.
Beweis B-1.2-1 Wa¨hle ↑ : A× S 7→ S derart, dass fu¨r alle a ∈ A, s, s′ ∈ S gilt:
s′ := ↑(a, s) gdw s′ = a s.
1. Zuna¨chst soll gezeigt werden, dass 〈S,A, ↑〉 eine Listenstruktur ist:
(a) D-1.1-5e folgt aus D-1.2-1g und D-1.2-1h; denn wu¨rde ↑(a, s) =
↑(a′, s′) und somit wegen der Wahl von ↑ auch a s = a′  s′ gelten,
obgleich 〈a, s〉 6= 〈a′, s′〉, mu¨sste nach D-1.2-1g sowohl a 6= a′ als
auch s 6= s′ sein, dann ko¨nnte aber wegen D-1.2-1h im Gegensatz zur
Annahme nicht a s = a′  s′ gelten.
(b) Um D-1.1-5f zu zeigen, soll hier zuna¨chst gezeigt werden, dass es
ho¨chstens ein  ∈ S gibt, das D-1.2-1f erfu¨llt. Angenommen na¨mlich
es ga¨be ein weiteres ′ ∈ S mit  6= ′. Dann ga¨lte wegen D-1.2-1fb
fu¨r beliebige s ∈ S:
 s = ′  s
dies widerspricht aber D-1.2-1g.
(c) Fu¨r diese leere Zeichenkette  ist D-1.1-5fa erfu¨llt. Wa¨re dies nicht
der Fall, mu¨sste es nach der Wahl von ↑ auch a ∈ A, s ∈ S geben mit
a  s = . Dies ist aber nicht gleichzeitig vertra¨glich mit D-1.2-1fa
und D-1.2-1fc.
12Vgl. den Beweis zu Satz S-1.2-1.
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(d) Aber auch D-1.1-5fb ist fu¨r  erfu¨llt. Anderenfalls mu¨sste es na¨mlich
ein M ⊂ S geben, so dass
 ∈M (1.41)
und fu¨r alle a ∈ A, s ∈M ga¨lte:
a s ∈M (1.42)
Wegen (1.41), (1.42) und D-1.2-1fb gilt: A ⊆ M ; dann sind wegen
(1.42) aber auch alle u¨brigen 〈A,〉-fundierten Elemente von S in M .
Dann gilt aber wegen D-1.2-1i und  ∈ S auch S = M .
2. Weiter ist zu zeigen, dass fu¨r alle s, s′ ∈ S:
s ◦〈S,A,↑〉 s′ = s s′ (1.43)
Dies kann durch einen Induktionsbeweis u¨ber die La¨nge n von s gezeigt
werden.
Induktionsanfang (n = 0) : Sei la¨nge(s) = 0 und somit nach D-1.1-9b
s = . Es folgt fu¨r ein beliebiges s′ ∈ S dann s ◦〈S,A,↑〉 s′ = s s′ = s′
aus D-1.2-1fb.
Induktionschritt (n→ n+ 1) : Sei als Induktionsvoraussetzung (1.43) be-
reits gezeigt fu¨r alle s ∈ S mit la¨nge〈S,A,↑〉(s) = n. Dann gilt auch fu¨r
alle a ∈ A und alle s, s′ ∈ S mit la¨nge〈S,A,↑〉(s) = n:
↑(a, s ◦〈S,A,↑〉 s′) = ↑(a, s s′)
Aufgrund der Wahl von ↑ gilt aber auch
↑(a, s s′) = a (s s′)
und wegen der Assoziativita¨t von  nach D-1.2-1e:
a (s s′) = (a s) s′
Es folgt also:
↑(a, s ◦〈S,A,↑〉 s′) = (a s) s′ (1.44)
Aufgrund der Wahl von ↑ gilt fu¨r beliebige s′′ ∈ S \ {}:
s′′ = erstes〈S,A,↑〉(s′′) rest〈S,A,↑〉(s′′) (1.45)
Aus D-1.1-9b, D-1.1-10b, (1.44) und (1.45) folgt nun fu¨r beliebige
s′′′ ∈ S mit la¨nge(s′′′) = n + 1, da nach D-1.1-8
la¨nge〈S,A,↑〉(rest〈S,A,↑〉(s
′′′)) = n:
s′′′ ◦〈S,A,↑〉 s′ = ↑(erstes〈S,A,↑〉(s′′′), rest〈S,A,↑〉(s′′′) ◦〈S,A,↑〉 s′) = s′′′  s′
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Zeichenketten und die auf ihnen definierte Verkettungsoperation sollen wei-
terhin immer als Listen mit der auf ihnen definierten Verkettung im Sinne von
Definition D-1.1-5 und D-1.1-10b aufgefasst werden. Listen und die zugeho¨rige
Verkettungsoperation im Sinne dieser Definition sind ein geeignetes Explikat fu¨r
Zeichenketten und deren Verkettung, da sie alle Ada¨quatheitsbedingungen fu¨r
ein Explikat fu¨r Zeichenketten erfu¨llen.
1.2.2 Ein Beispiel fu¨r eine sehr einfache empirische Aus-
sage
Nehmen wir an, ein Schu¨ler habe seine ersten Lektionen aus einem Lehrbuch des
Deutschen als einer fu¨r ihn fremden Sprache gelernt. Er hat in dieser Sprache
zuna¨chst einige Wortformen gelernt und einfache Muster, nach denen er diese
Wortformen zu Sa¨tzen kombinieren kann. Eine Person nun, die das Lehrbuch
nicht kennt, kann aus dem Sprachverhalten des Schu¨lers gewisse Ru¨ckschlu¨sse
auf seine Sprachkenntnisse ziehen. Hat der Schu¨ler nur sehr einfache Satzmuster
erlernt, wie beispielsweise dasjenige, dass ein Satz aus einem Subjekt, einer Ko-
pula und einem Pra¨dikatsnomen bestehen kann, das Subjekt aus einem Namen,
einem Substantiv oder einem Artikel und einem Substantiv und das Pra¨dikats-
nomen aus einem Adjektiv oder einem Namen, einem Substantiv oder einem
Artikel und einem Substantiv bestehen kann, so wird seine Sprachkenntnis nur
die Bildung sehr einfacher Sa¨tze, insbesondere solcher Sa¨tze mit nur einer gewis-
sen Ho¨chstanzahl an Wortformen pro Satz zulassen. In unserem Beispiel sind dies
fu¨nf Wortformen.
Werden die einzelnen Wortformen nun als Listenelemente aufgefasst, so kann
die durch die Beobachtungen des Sprachverhaltens gestu¨tzte Erkenntnis auch so
formuliert werden: Die Wortformenlisten, die den von dem Schu¨ler niedergeschrie-
benen – wenn wir uns fu¨r den Moment auf schriftliche A¨ußerungen beschra¨nken
– deutschen Sa¨tzen entsprechen, haben die Ho¨chstla¨nge 5.
Die Formulierung dieser Erkenntnis kann natu¨rlich auch formaler mit Hilfe ei-
nes mengentheoretischen Pra¨dikates geschehen, auch wenn wegen der Einfachheit
des Beispiels eine Formalisierung nur als ‘Aufbla¨hung’ der Feststellung erschei-
nen muss. Man vergesse aber nicht, dass diese Betrachtungen nur vorbereitenden
Charakter haben.
Definition D-1.2-3 (5-Wort-Sprachfragment) x ist ein 5-Wort-Sprachfrag-
ment gdwdf gilt:
(a) x = 〈L,D, ↑,L5〉,
(b) 〈L,D, ↑〉 ist eine Listenstruktur,
(c) L5 ⊆ {l | l ∈ L und la¨nge(l) ≤ 5}.
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Betrachten wir Ds als das Vokabular des Schu¨lers, das wir erhalten, indem
wir die Wortformen, die in den Sa¨tzen des Schu¨lers vorkommen, zusammenstellen.
Ls sei die Menge an Ausdru¨cken, auch ungrammatischen, die sich durch belie-
bige Kombinationen der Wortformen durch Hintereinanderschreiben ergeben. 
ist der aus gar keinen Wortformen bestehende ‘Ausdruck’. ↑s ist die Operation
des Hinzuschreibens einer neuen Wortform zu solch einer Kombination. L5,s nun
sind die Sa¨tze, die der Schu¨ler tatsa¨chlich niederschreibt. Jede der beteiligten
Mengen und Funktionen beschreibt also etwas am Sprachverhalten des Schu¨lers
Wahrnehmbares oder mit mengentheoretischen Mitteln (‘in der Vorstellung’) aus
Wahrnehmbarem Konstruierbares, wie Ls. Die Behauptung,
Beispiel B-1.2-5 〈Ls, Ds, ↑s,L5,s〉 ist ein 5-Wort-Sprachfragment
ist eine empirische Aussage u¨ber das Sprachverhalten des Schu¨lers, da die Wahr-
heit dieser Aussage vom beobachtbaren Sprachverhalten des Schu¨lers abha¨ngt.
Wu¨rde ein anderes Sprachverhalten des Schu¨lers beobachtet, bei dem er la¨ngere
Sa¨tze gea¨ußert ha¨tte, wa¨re die Aussage B-1.2-5 falsch.
Die Beobachtungen an diesem Schu¨ler werden mo¨glicherweise noch erga¨nzt
um Beobachtungen an weiteren Schu¨lerinnen und Schu¨lern derselben Klasse.
Und diese Beobachtungen werden zu der Minitheorie systematisiert, dass al-
le Schu¨lerinnen und Schu¨ler nach den ersten Lektionen dieses Lehrbuchs nur
5-Wort-Sa¨tze und ku¨rzere Sa¨tze a¨ußern ko¨nnen. Fu¨r jede Schu¨lerin und jeden
Schu¨ler, auf die oder den diese Minitheorie zutreffen soll, ko¨nnen die Beobach-
tungen in einer Struktur analog zu der in B-1.2-5 systematisiert werden. Sei P
die Menge der Personen, u¨ber die die Minitheorie eine Behauptung macht, und
sei xp =
〈
Lp, Dp, ↑p,L5,p
〉
die jeweils zugeho¨rige beobachtete Struktur, dann kann
man die empirische Behauptung der Minitheorie auch so zusammenfassen:
Beispiel B-1.2-6 Fu¨r alle p ∈ P ist xp ein 5-Wort-Sprachfragment
Theorien machen natu¨rlich meist nicht nur Behauptungen u¨ber bereits tatsa¨chlich
Beobachtetes, sondern auch u¨ber zuku¨nftig oder nur mo¨glicherweise (wenn na¨mlich
ein Beobachter zur Stelle ist) zu Beobachtendes. Wir werden deshalb selten in der
Lage sein, die Anwendungsfa¨lle einer Theorie aufza¨hlend anzugeben.13 Dies gilt
auch fu¨r unsere Minitheorie. Wenn sie auch Voraussagen u¨ber zuku¨nftige, noch
unbekannte Schu¨ler machen soll, so ist es zum jetzigen Zeitpunkt unmo¨glich, alle
Anwendungsfa¨lle aufzuza¨hlen. Nichtsdestoweniger lassen sich aber Eigenschaften
von Personen angeben, die sie zu Anwendungsfa¨llen der Theorie machen.
Im vorangehende Abschnitt wurde ambig u¨ber Anwendungsfa¨lle gesprochen:
Zum einen wurden die beteiligten Personen p so genannt, zum anderen die an
ihnen gemachten Beobachtungen und ihre Systematisierung in Strukturen xp.
Als Anwendungen von Theorien sollen in Zukunft nur noch die zu Strukturen
13Bei vielen Theorien werden wir es ohnehin mit u¨berabza¨hlbar vielen Anwendungsfa¨llen zu
tun haben.
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systematisierten tatsa¨chlichen und mo¨glichen Beobachtungen bezeichnet werden.
Die Personen mo¨gen zwar in einem gewissen Sinne ‘Tra¨ger’ dieser Strukturen sein
und zur Charakterisierung der Strukturen dienen, u¨ber die die Theorie spricht,
sie sind aber nicht selbst Element dieser Strukturen.
Sei I := {xp | p ∈ P} die Menge der Anwendungsfa¨lle, u¨ber die unse-
re Minitheorie sprechen soll, wir werden diese Menge auch als die Menge der
intendierte Anwendungen bezeichnen. Und sei M(5-Wort-Sprachfragment) :=
{x | x ist ein 5-Wort-Sprachfragment}. Dann kann B-1.2-6 auch als
Beispiel B-1.2-7
I ⊆M(5-Wort-Sprachfragment)
reformuliert werden.
Die Menge I ist in dem Fall, dass die Behauptung B-1.2-7 wahr ist, sehr viel
kleiner als M(5-Wort-Sprachfragment), da zu letzterer Menge auch solche Struk-
turen 〈L,D, ↑,L5〉 geho¨ren, deren Elemente von L bzw. L5 keine Zeichenketten
sind. Es gilt beispielsweise auch
〈N0, {1},+, {n | n ∈ N0 und n ≤ 5}〉 ∈M(5-Wort-Sprachfragment)
Worin besteht nun die Empirizita¨t der Aussage B-1.2-7? Zuna¨chst ko¨nnte es
so scheinen, als ob die Aussage dadurch zu einer empirischen wu¨rde, dass in B-
1.2-7 durch I auf tatsa¨chliche oder mo¨gliche Beobachtungen referiert wird. Ent-
sprechendes ließe sich bei B-1.2-5 und B-1.2-6 mit Hinweis auf 〈Ls, Ds, ↑s,L5,s〉
bzw. die Strukturen xp fu¨r p ∈ P sagen. Verallgemeinert liefe diese U¨berlegung
auf das folgende Empirizita¨tskriterium hinaus:
Ada¨quatheitsbedingung A-1.2-9 (Empirizita¨t) Eine Aussage ist empirisch,
wenn sie die Form
B ⊆M
hat oder eine Aussage dieser Form aus ihr ableitbar ist. Dabei ist B eine Menge
von Beobachtungsstrukturen.
Neben einer fehlenden Pra¨zisierung des Terminus Beobachtungsstruktur ist das
Kriterium A-1.2-9 jedoch noch zu weit gefasst. Dies zeigt sich, wenn wir na¨mlich
als MengeM eine sehr viel weiter gefasste als M(5-Wort-Sprachfragment) wa¨hlen,
z. B. die Menge M(Sprache*) = {x | x ist eine Sprache*}, wobei Sprache* wie
folgt definiert ist:
Definition D-1.2-4 (Sprache*) x ist eine Sprache* gdwdf gilt:
(a) x = 〈L,D, ↑,L〉,
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(b) 〈L,D, ↑〉 ist eine Listenstruktur,
(c) D ist abza¨hlbar und
(d) L ⊆ L.
Insbesondere ist auch ein 5-Wort-Sprachfragment eine Sprache*. Eine Spra-
che* ist jede Erweiterung einer Listenstruktur, deren Grundmenge D abza¨hlbar
ist,14 um irgendeine Menge L von Listen im Sinne der Listenstruktur. An die Men-
ge L werden also durch D-1.2-4 keinerlei ‘inhaltlichen’ Bedingungen gestellt, die
empirisch interessant sein ko¨nnten, sondern die Definition von Sprache* bestimmt
ausschließlich die grundsa¨tzliche mengentheoretische Struktur, die jegliche Be-
obachtungsstrukturen haben mu¨ssen, die in einer empirischen Behauptung, wie
B-1.2-7 verwendet werden ko¨nnen.
Beispiel B-1.2-8
I ⊆M(Sprache*)
Die Aussage B-1.2-8 macht demnach keine empirisch relevante Behauptung, son-
dern sagt nur, dass alle in I enthaltenen Strukturen die mengentheoretischen Vor-
aussetzungen erfu¨llen, als Beobachtungsstrukturen gebraucht werden zu ko¨nnen.
Es liegt nahe, das Empirizita¨tskriterium A-1.2-9 folgendermaßen zu verscha¨r-
fen:
Ada¨quatheitsbedingung A-1.2-10 (Empirizita¨t) Eine Aussage ist empi
risch, wenn sie die Form
B ⊆M
hat oder eine Aussage dieser Form aus ihr ableitbar ist. Dabei ist B eine Menge
von Beobachtungsstrukturen und M eine empirisch relevante Menge von Struk-
turen.
La¨sst sich der Begriff der empirisch relevanten Strukturmenge pra¨zise fassen?
Was an D-1.2-3 im Gegensatz zu D-1.2-4 la¨sst die Menge der 5-Wort-Sprach-
fragmente im Gegensatz zur Menge der Sprachen* empirisch relevant sein? Das
folgende Kapitel wird sich nach vorbereitenden Definitionen der Explikation des
Begriffs der empirischen Relevanz zuwenden.
14 Im Falle natu¨rlicher Sprachen sind nur abza¨hlbare Grundmengen interessant. Im Allge-
meinen nimmt man die Menge der Elemente, aus denen die Ausdru¨cke einer Sprache bestehen
als endlich an. Die Bedingung wurde hier aufgenommen, da sie einige Beweise erleichtert. Im
Prinzip kann auf sie jedoch verzichtet werden.
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Kapitel 2
Modelle und potentielle Modelle
2.1 Mengen und Relationen
Werfen wir nochmals einen Blick auf die Definitionen einzelner Strukturklassen,
wie D-1.1-1, D-1.1-4, D-1.1-5, D-1.2-3 und D-1.2-4, die Arten von Struktu-
ren, wie Halbgruppen, Monoide usw., bestimmen. In all diesen Definitionen wer-
den zuna¨chst eine oder mehrere Grundmengen von Gegensta¨nden als Bestandteile
der Strukturen genannt, zu denen dann Teilmengen, wie L zu L in D-1.2-4 und
ein- oder mehrstellige Funktionen, wie ↑ in D-1.1-5, mit Definitions- oder Wert-
bereichen, die mit Grundmengen identisch sind oder aus Grundmengen konstru-
iert sind, als Bestandteile der Strukturen eingefu¨hrt werden. Etwas allgemeiner
gefasst, ko¨nnen wir Strukturen der betrachteten Art als zusammengesetzt aus
Grundmengen und Relationen auf diesen Grundmengen oder auf aus diesen (mit
dem kartesischen Produktoperator oder dem Potenzmengenoperator) konstruier-
ten Mengen auffassen. Funktionen und Teilmengen von Grundmengen werden
dabei ganz im Sinne der u¨blichen mengentheoretischen Behandlung als spezielle
Relationen verstanden:
Definition D-2.1-1 (Relation) Sei n ∈ N. Dann ist R eine n-stellige Relation
auf den Mengen M1, . . . ,Mn gdwdf
R ⊆M1 × · · · ×Mn
Fu¨r beliebige x1 ∈M1, . . . , xn ∈Mn soll statt
〈x1, . . . , xn〉 ∈ R
auch
R(x1, . . . , xn)
geschrieben werden. Bei zweistelligen Relationen wird statt
〈x1, x2〉 ∈ R
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auch
x1Rx2
notiert.
Man sieht, dass eine Teilmenge einer Grundmenge G ein Spezialfall einer
Relation auf einer Grundmenge G ist, na¨mlich der einer einstelligen Relation auf
G.
Funktionen nun sind spezielle Relationen:
Definition D-2.1-2 (Funktion) Sei n ∈ N. Dann ist f eine (n − 1)-stellige
Funktion mit dem Definitionsbereich M1×· · ·×Mn−1 und dem Wertebereich Mn
(kurz: f : M1 × · · · ×Mn−1 7→Mn) gdwdf
(a) f eine n-stellige Relation ist und
(b) es fu¨r alle x1 ∈M1, . . . , xn−1 ∈Mn−1 genau ein xn ∈Mn gibt, so dass
〈x1, . . . , xn〉 ∈ f
Fu¨r beliebige x1 ∈M1, . . . , xn ∈Mn wird, wenn
〈x1, . . . , xn〉 ∈ f
fu¨r xn auch f(x1, . . . , xn−1). geschrieben.
2.1.1 Typangaben fu¨r Relationen
Betrachten wir D-1.1-5d, so sind in dieser Bedingung zwei Teilbedingungen als
Komponenten unterscheidbar: Zum einen sagt diese Bedingung, wievielstellig die
Relation ◦ ist und auf welchen Grundmengen diese Relation definiert ist. Diese
Teilbedingung kann als
◦ ⊆ D ×D × L
wiedergegeben werden. Zum anderen steckt in der Bedingung D-1.1-5d auch die
Teilbedingung, dass es zu jedem d ∈ D und l ∈ L genau ein l′ ∈ L gibt mit
〈d, l, l′〉 ∈ f .
Nur die erste Teilbedingung in D-1.1-5d soll als Typangabe fu¨r ◦ bezeichnet
werden, die zweite Teilbedingung sowie die u¨brigen Bedingungen in D-1.1-5 an
◦, na¨mlich D-1.1-5e und D-1.1-5f, stellen spezifischere Bedingungen an ◦, die in
der hier benutzten Terminologie aus dem Bereich der Typangaben herausfallen.
Definieren wir im folgenden genauer, was unter einer Typangabe verstanden
werden soll. Die folgenden Definitionen sind von der Idee geleitet, dass jede Ty-
pangabe fu¨r eine Relation R in der Form
R ∈M
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wiedergegeben werden kann. Eine Typangabe
R ⊆M1 × · · · ×Mn
ist ja a¨quivalent der Angabe
R ∈ Pot(M1 × · · · ×Mn)
Definition D-2.1-3 (Typstruktur) x ist eine Typstruktur gdwdf es Mengen
T ,B gibt, so dass
(a) x = 〈T ,B〉 und
(b) T (die Menge der Typen u¨ber den Grundtypen B) die kleinste Menge T ist,
so dass gilt:
(ba) B ⊆ T und
(bb) fu¨r alle τ, τ ′ ∈ T gilt:
〈τ, τ ′〉 ∈ T
und
(bc) fu¨r alle τ ∈ T gilt:
〈τ〉 ∈ T
Definition D-2.1-4 (Grundtypenzuordnung) x ist eine Grundtypenzuord-
nung gdwdf es ein n ∈ N und Mengen B, D1, . . . , Dn, β gibt, so dass
(a) x = 〈B, D1, . . . , Dn, β〉,
(b) B eine nichtleere Menge (die Menge der Grundtypen) ist,
(c) D1, . . . , Dn Mengen sind und
(d) es fu¨r jedes τ ∈ B ein k ∈ N mit 1 ≤ k ≤ n gibt, so dass
β(τ) = Dk
Definition D-2.1-5 (Typisierte Mengenstruktur) x ist eine typisierte Men-
genstruktur gdwdf es n ∈ N und Mengen T ,B, D1, . . . , Dn, β, β∗ gibt, so dass
(a) x = 〈T ,B, D1, . . . , Dn, β∗〉,
(b) 〈T ,B〉 eine Typstruktur ist,
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(c) 〈B, D1, . . . , Dn, β〉 eine Grundtypenzuordnung ist und
(d) fu¨r alle τ ∈ T die Funktion β∗ definiert ist als:
β∗(τ) :=

β(τ) falls τ ∈ B,
Pot(β∗(τ ′)) falls τ = 〈τ ′〉 fu¨r ein τ ′ ∈ T ,
β∗(τ ′)× β∗(τ ′′) falls τ = 〈τ ′, τ ′′〉.1
(2.1)
Nun kann pra¨zisiert werden, was unter einer Typangabe verstanden werden
soll:
Definition D-2.1-6 (Typangabe) Eine Aussageform A heißt eine Typanga-
be bezu¨glich (einer Grundmengenstruktur) 〈D1, . . . , Dn〉 gdwdf es eine typisierte
Mengenstruktur 〈T ,B, D1, . . . , Dn, β∗〉, eine Relation R und einen Typ τ ∈ T
gibt, so dass A der Aussageform
R ∈ β∗(τ)
a¨quivalent ist.
Beispiel B-2.1-1 In D-1.1-5 ist die aus D-1.1-5d folgende Aussageform
◦ ∈ Pot((D × L)× L)
eine Typangabe bezu¨glich 〈L,D〉. D-1.1-5d ‘entha¨lt’ also eine Typangabe, ist aber
selbst keine, da diese Aussageform sta¨rker als eine Typangabe ist.
Sei 〈T ,B, L,D, β∗〉 eine typisierte Mengenstruktur, und seien β∗(τD) = D
und β∗(τL) = L. Dann ist der Typ von ◦ in dieser typisierten Mengenstruktur
〈〈〈τD, τL〉 , τL〉〉.
2.2 Strukturtypen und -species
2.2.1 Strukturtypen
Analog zu den Relationen kann ein weiterer Typbegriff auch fu¨r Strukturen defi-
niert werden:
Definition D-2.2-1 (Strukturtyp) τ ist ein Strukturtyp gdwdf es eine Typstruk-
tur 〈T ,B〉, ein m ∈ N und ein n ∈ N0 gibt und es τ1, . . . , τm ∈ B und σ1, . . . , σn ∈
T gibt, so dass
(a) B = {τ1, . . . , τm} und
(b) τ = 〈τ1, . . . , τm;σ1, . . . , σn〉.
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Zu einem Strukturtyp geho¨ren also Grundtypen, die die Grundmengen ver-
treten, hier die Typen τ1, . . . , τm, und Typen, die die komplexeren Typen der
Relationen vertreten, hier die Typen σ1, . . . , σm.
Beispiel B-2.2-1 Wa¨hlt man dieselbe typisierte Mengenstruktur wie in B-2.1-
1, dann ist 〈τL, τD; 〈〈〈τD, τL〉 , τL〉〉〉 der Strukturtyp einer in D-1.1-5 definierten
Listenstruktur.
Nun la¨sst sich leicht definieren, was man unter einer Struktur eines bestimm-
ten Strukturtyps verstehen mo¨chte:
Definition D-2.2-2 x ist eine Struktur vom Strukturtyp 〈τ1, . . . , τm;σ1, . . . , σn〉
gdwdf es eine typisierte Mengenstruktur 〈T , {τ1, . . . , τm}, D1, . . . , Dn, β∗〉 gibt, so
dass
x = 〈β∗(τ1), . . . , β∗(τm), R1, . . . , Rn〉
mit
Ri ∈ β∗(σi)
fu¨r alle i mit 1 ≤ i ≤ n.
Die Klasse aller Strukturen eines Strukturtyps τ soll auch als Str(τ) bezeich-
net werden.
Die Mindestanforderung, die Beobachtungsstrukturen erfu¨llen mu¨ssen, damit
u¨berhaupt unter mengentheoretischen Gesichtspunkten sinnvoll gefragt werden
kann, ob sie unter eine empirisch relevante Menge M von Strukturen subsu-
miert werden kann, ist die Zugeho¨rigkeit der Beobachtungsstrukturen zu dersel-
ben Strukturtypklasse wie die der Strukturen in M . Zu einem geeigneten Struk-
turtyp zu geho¨ren, heißt fu¨r Beobachtungsstrukturen schlicht, dass die Beobach-
tungen in einer geeigneten Weise systematisiert sind, um als Testdaten fu¨r eine
Theorie benutzt werden zu ko¨nnen; die Zugeho¨rigkeit zu einem Strukturtyp sagt
jedoch nichts daru¨ber, ob diese Daten tatsa¨chlich eine Theorie besta¨tigen oder
widerlegen. Dies heißt aber, dass eine Aussage
B ∈ Str(τ) (2.2)
fu¨r einen Strukturtyp τ und eine Beobachtungsstruktur B keine empirische sein
kann. Fu¨r beliebige Strukturtypen τ kann also Str(τ) keine empirisch relevante
Menge von Strukturen sein.
Der Umkehrschluss ist hier nicht zula¨ssig: Nicht alle enger gefassten Struktur-
klassen sind empirisch relevant. In B-1.2-8 ist M(Sprache*) eine echte Teilmenge
von Str(〈τL, τD, 〈〈〈τD, τL〉 , τL〉〉 , 〈τL〉〉), dennoch wurde B-1.2-8 als eine Aussage
angesprochen, die keine empirisch relevante Behauptung macht.
Lassen sich formale Kriterien finden, wann sich mithilfe von Strukturklassen
empirische Aussagen formulieren lassen und wann dies nicht der Fall ist?
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2.2.2 Strukturspecies
Wollen wir die fu¨r unsere Zwecke relevanten Strukturklassen als Strukturspecies
bezeichnen und bei ihrer Definition der Tatsache Rechnung tragen, dass die zu
einer Strukturspecies geho¨rigen Strukturen durch Bedingungen an die Struktur-
bestandteile ausgezeichnet werden.
Definition D-2.2-3 (Strukturspecies) Sei τ = 〈τ1, . . . , τm;σ1, . . . , σn〉 ein
Strukturtyp. Dann ist Σ eine Strukturspecies gdwdf es A1, . . . , As gibt, so dass
(a) Σ = 〈τ1, . . . , τm;σ1, . . . , σn;A1, . . . , As〉 und
(b) fu¨r alle i ≤ s gilt, dass Ai ein unter kanonischen Transformationen von
Strukturen invariantes Pra¨dikat ist, das fu¨r Strukturen vom Strukturtyp τ
definiert ist.
Dabei ist ein unter kanonischen Transformationen von Strukturen invariantes
Pra¨dikat wie folgt definiert:
Definition D-2.2-4 (Invarianz unter kanonischen Transformationen)
A ist ein unter kanonischen Transformationen von Strukturen invariantes Pra¨di-
kat fu¨r Strukturen eines bestimmten Strukturtyps gdwdf fu¨r beliebige Strukturen
x, y dieses Strukturtyps gilt, dass
A(x) gdw A(y)
falls x und y isomorph sind.2
2Isomorphie kann fu¨r unsere Zwecke leicht wie folgt definiert werden:
Definition D-2.2-5 (Isomorphie) Zwei Strukturen 〈D1, . . . , Dn;R1, . . . , Rm〉 , 〈D′1, . . . , D′n′ ;
R′1, . . . , R
′
m′〉 sind isomorph gdwdf
(a) n = n′ und m = m′ und
(b) es T ,B, β∗, β∗′ gibt, so dass 〈T ,B, D1, . . . , Dn, β∗〉 und 〈T ,B, D′1, . . . , D′n, β∗′〉 typisierte
Mengenstrukturen sind und fu¨r alle τ ∈ B eine bijektive Funktion
ψτ : β∗(τ) 7→ β∗′(τ)
und fu¨r alle σ ∈ T \ B eine bijektive Funktion
ψσ : β∗(σ) 7→ β∗′(σ)
existiert, so dass fu¨r alle x ∈ β∗(σ), τ, τ ′ ∈ T und y, y′ gilt:
ψσ(x) :=
{
{ψτ (y) | y ∈ x} falls σ = 〈τ〉;
〈ψτ (y), ψτ ′(y′)〉 falls σ = 〈τ, τ ′〉 und x = 〈y, y′〉;
und es τ1, . . . , τn ∈ B und σ1, . . . , σm ∈ T gibt, so dass
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Ein derartiges Pra¨dikat stellt also ausschließlich mengentheoretische Verha¨lt-
nisse zwischen den Elementen einer Struktur fest, aber keine fu¨r eine bestimmte
Entita¨t einer Grundmenge spezifischen Eigenschaften. Gewissermaßen sind vor
diesen Pra¨dikaten alle Elemente einer Grundmenge gleich, und daru¨ber hinaus
sind die Grundmengen mit anderen gleichma¨chtigen Grundmengen austauschbar.
Mit diesen Pra¨dikaten la¨sst sich nichts Spezifisches zu einzelnen Elementen einer
Grundmenge oder auch ganz bestimmten Grundmengen selbst aussagen.
Die in einer Strukturspecies vorkommenden Pra¨dikate sollen im folgenden je
nach Kontext auch als Bedingungen der Strukturspecies oder an die Strukturen
der Strukturspecies bezeichnet werden.
Definition D-2.2-6 Eine Struktur x geho¨rt zu einer Strukturspecies 〈τ1, . . . , τm;
σ1, . . . , σn;A1, . . . , As〉 gdwdf
(a) x zum Strukturtyp 〈τ1, . . . , τm;σ1, . . . , σn〉 geho¨rt und
(b) fu¨r alle i mit 1 ≤ i ≤ s das Pra¨dikat Ai auf x zutrifft.
Die Klasse aller zu einer Strukturspecies 〈τ1, . . . , τm;σ1, . . . , σn;A1, . . . , As〉 ge-
ho¨renden Strukturen soll auch als die Klasse der Modelle von 〈τ1, . . . , τm;σ1, . . . ,
σn;A1, . . . , As〉 oder M(〈τ1, . . . , τm;σ1, . . . , σn;A1, . . . , As〉) bezeichnet werden.
Betrachten wir die bisherigen Definitionen von Strukturklassen, wie D-1.1-5
oder D-1.2-3, so lassen sich Klauseln im Definiens unterscheiden, die den Struk-
turtyp bestimmen, bei D-1.1-5 geho¨ren die Klauseln bis D-1.1-5d einschließlich
hierher, und weitere Bedingungen, die die Strukturspecies u¨ber den Struktur-
typ hinaus bestimmen. Auch Klauseln, die zur Bestimmung des Strukturtyps
beitragen, mu¨ssen sich keineswegs in dieser Bestimmung erscho¨pfen. D-1.1-5d
bestimmt nicht nur, dass die Relation ↑ dreistellig und vom Typ
↑ ⊆ D × L× L
ist, sondern daru¨ber hinaus noch, dass eine Wahl der beiden ersten Argumente
das dritte eindeutig bestimmt und dass es fu¨r jede derartige Wahl ein drittes
(ba) fu¨r alle i mit 1 ≤ i ≤ n gilt, dass
i. Di = β∗(τi) und
ii. D′i = ψτi(Di)
und
(bb) fu¨r alle i mit 1 ≤ i ≤ m gilt, dass
i. Ri ∈ β∗(σi) und
ii. R′i = ψ〈σi〉(Ri).
Da hier keine Strukturtypen mit arithmetischen Grundmengen behandelt werden, ist anders
als bei [Balzer 1996, S. 148] keine Einschra¨nkung der Invarianz auf isomorphe Abbildungen
der nicht-arithmetischen Grundmengen no¨tig.
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Argument gibt. Diese letzte Festlegung geho¨rt nicht mehr in den Bereich der
Bestimmung des Strukturtyps im hier festgelegten Sinne, sondern zu einer engeren
Strukturspeciesbestimmung.
Sowohl die Typbestimmung als auch die Bedingung der Eindeutigkeit der Re-
lation ↑ in ihrem dritten Argument geho¨ren jedoch in den Bereich der Festlegung
des begrifflichen Inventars, mit dem u¨ber Listenstrukturen gesprochen werden
soll. Keine dieser Bedingungen engt die Strukturspecies der Listenstrukturen so-
weit ein, dass mithilfe der durch diese Strukturspecies definierten Strukturklasse,
nennen wir sie M , eine Aussage der Form B ⊆M fu¨r ein beliebiges B empirisch
relevant sein ko¨nnte, so scheint es.
Die auf D-1.1-4 folgenden Beispiele zeigen jedoch, dass dieselbe Struktur-
klasse in einem Anwendungsfeld empirisch relevant sein kann, vgl. B-1.1-2, in
anderen jedoch nur zur Bestimmung eines begrifflichen Rahmens dient.
Wenn wir B-1.1-2 fu¨r einen Moment außer Acht lassen, so kann der Ver-
gleich der empirisch relevanten Strukturklasse M(5-Wort-Sprachfragment) mit
den u¨brigen bei einer Suche nach einem formalen Kriterium fu¨r empirische Rele-
vanz den Gedanken nahelegen, dass die empirische Relevanz von
M(5-Wort-Sprachfragment) darin begru¨ndet ist, dass D-1.2-3 die einzige De-
finition einer Strukturklasse ist, die zwei nicht zu den Grundtypen geho¨rende
Relationen, na¨mlich L und die in die Definition von la¨nge eingehende Relation ↑
in einer Klausel in Beziehung zueinander setzt. Ansonsten werden ausschließlich
Grundmengen bestimmt oder zu einzelnen Relationen in Beziehung gesetzt.
Fu¨r die meisten Definiensklauseln der vorangegangenen Beispiele gilt also,
dass sie Bedingungen A ausdru¨cken, die auf zwei Strukturen desselben Struk-
turtyps mit derselben Folge von Grundmengen zugleich oder gar nicht zutreffen,
wenn an einer bestimmten weiteren Elementstelle in der Struktur gilt, dass die
dort stehende Relation in beiden Strukturen dieselbe ist; derartige Pra¨dikate A
sollen hier auch Charakterisierungen heißen:
Definition D-2.2-7 (Charakterisierung) Sei 〈τ1, . . . , τm; σ1, . . . , σn; A1, . . . ,
Ai, . . . , As〉 eine Strukturspecies und sei 1 ≤ j ≤ n. Dann ist Ai eine Charakteri-
sierung der jten Relation der Strukturspecies gdwdf fu¨r zwei beliebige Strukturen
x = 〈D1, . . . , Dm, R1, . . . , Rn〉 und y = 〈D′1, . . . , D′m, R′1, . . . , R′n〉 des Struktur-
typs 〈τ1, . . . , τm;σ1, . . . , σn〉 gilt, dass
Ai(x) = Ai(y)
falls
Rj = R
′
j
Wenn es eine Relation gibt, deren Charakterisierung ein Pra¨dikat ist, soll
dieses auch einfach absolut als Charakterisierung bezeichnet werden.
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Wa¨hrend die Bestimmung eines Strukturtyps fu¨r eine Strukturklasse gewis-
sermaßen eine Mindestbedingung aus mengentheoretischer Sicht dafu¨r darstellt,
dass Beobachtungsstrukturen u¨berhaupt sinnvoll unter diese Klasse subsumiert
werden ko¨nnen, kann man Charakterisierungen als spezifischere semantische Be-
dingungen an den Begriffsapparat, der zur Beschreibung eines Pha¨nomenbereichs
benutzt wird, auffassen.
Zur Begrifflichkeit der Listen geho¨rt es beispielsweise (jedenfalls nach dem hier
vorausgesetzten Versta¨ndnis), dass Listen eine endliche La¨nge haben; damit sind
Listen insbesondere keine zirkula¨ren Folgen von Elementen; es kann nicht vorkom-
men, dass nach einer bestimmten Anzahl von Elementen immer ein identisches
Element erreicht wird. Wenn Listenterminologie zur Beschreibung der Syntax
natu¨rlicher Sprachen verwendet wird, so ist diese Beschreibungsweise u¨berhaupt
nur in dem Fall geeignet, dass sprachliche Ausdru¨cke immer endlicher La¨nge sind.
Die Wahl einer Begrifflichlichkeit zur Beschreibung eines Pha¨nomenbereichs bein-
haltet Voraussetzungen u¨ber die Struktur des Pha¨nomenbereichs, deren Rolle in
empirischen Behauptungen als Pra¨supposition beschreibbar ist.
Eine Alternative zu dieser pra¨suppositionellen Betrachtungsweise ergibt sich,
wenn diese Voraussetzungen u¨ber die Struktur des Pha¨nomenbereichs als analy-
tische Sa¨tze u¨ber den Pha¨nomenbereich betrachtet werden. Trotz der sehr un-
terschiedlichen Einordnung der Voraussetzungen durch diese Ansa¨tze sind die
Ansa¨tze nicht inkompatibel und gelangen, was die formale Charakterisierbarkeit
der Voraussetzungen angeht, zu a¨hnlichen Ergebnissen.
Exkurs: Pra¨suppositionen
Um die voranstehende Behauptung zu pra¨zisieren, wenden wir uns in einem kur-
zen Exkurs Pra¨suppositionen zu. Wird der Wahrheitsgehalt des Satzes
Beispiel B-2.2-2 Die im Jahre 1998 in Kraft tretende Rechtschreibreform ver-
einfacht die Rechtschreibung des Deutschen
diskutiert, wird vom Sprecher nicht zur Debatte gestellt, ob 1998 eine Recht-
schreibreform in Kraft treten wird. Ebenso unangebracht erscheint in der Regel
die Entgegnung
Beispiel B-2.2-3 Die im Jahre 1998 in Kraft tretende Rechtschreibreform ver-
einfacht die Rechtschreibung des Deutschen nicht
wenn der Entgegnende der Ansicht ist:
Beispiel B-2.2-4 Im Jahre 1998 tritt u¨berhaupt keine Rechtschreibreform in
Kraft
Denn aus beiden Sa¨tzen schließen Ho¨rer im Allgemeinen, dass der Sprecher der
Ansicht ist, im Jahre 1998 trete eine Rechtschreibreform in Kraft. Angebrachter
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als eine einfache natu¨rlichsprachliche Negation der Behauptung wa¨re in einem
solchen Fall darauf hinzuweisen, dass sich die Frage so nicht stelle oder dass die
gesamte Diskussion gegenstandslos sei.
Folgt man dem fregeschen Ansatz zur Behandlung von Sa¨tzen mit Kenn-
zeichnungen, so haben die Beispielsa¨tze B-2.2-2 und B-2.2-3 u¨berhaupt nur
dann einen Wahrheitswert, wenn es genau einen Gegenstand gibt, auf den das
Pra¨dikat im Jahre 1998 in Kraft tretende Rechtschreibreform zutrifft, in allen an-
deren Fa¨llen wird der Satz als weder wahr noch falsch betrachtet. Bedingungen
dafu¨r, dass ein Satz u¨berhaupt einen Wahrheitswert hat, werden auch als Pra¨sup-
positionen bezeichnet. Pra¨suppositionen fu¨r Sa¨tze mit Kennzeichnungen werden
ha¨ufig in Existenzpra¨suppositionen und Einzigkeitspra¨suppositionen zergliedert.
Die Existenzpra¨supposition ist die Bedingung, dass mindestens ein unter das
Kennzeichnungspra¨dikat fallender Gegenstand existiert, die Einzigkeitsbedingung
diejenige, dass nicht mehr als ein Gegenstand unter das Kennzeichnungspra¨dikat
fa¨llt.
Semantische Theorien, die es zulassen, dass auch wohlgeformte Aussagesa¨tze
weder wahr noch falsch sind – in der Regel Ansa¨tze, die weitere Extensionen fu¨r
Sa¨tze zulassen als die beiden Wahrheitswerte, also drei- oder mehrwertige logische
Ansa¨tze – stehen vor der Schwierigkeit, die Aufhebung von Pra¨suppositionen
in einigen Satzgefu¨gen zu erkla¨ren. Eine Antwort auf B-2.2-2 ko¨nnte na¨mlich
durchaus lauten:
Beispiel B-2.2-5 Die im Jahre 1998 in Kraft tretende Rechtschreibreform ver-
einfacht die Rechtschreibung des Deutschen nicht, weil im Jahr 1998 u¨berhaupt
keine Rechtschreibreform in Kraft tritt
oder auch
Beispiel B-2.2-6 Im Jahr 1998 tritt u¨berhaupt keine Rechtschreibreform in Kraft,
deshalb vereinfacht die im Jahre 1998 in Kraft tretende Rechtschreibreform die
Rechtschreibung des Deutschen nicht
Da die Semantik kausaler Satzgefu¨ge im Allgemeinen so beschrieben wird, dass
beide Teilsa¨tze wahr sind, wenn das kausale Satzgefu¨ge wahr ist, so mu¨ssten
demnach aus jedem der beiden voranstehenden Sa¨tze sowohl B-2.2-3 und B-2.2-
4 folgen. Wenn der letzte Satz jedoch die Existenz genau einer Rechtschreibreform
im Jahre 1998 pra¨supponiert, so ko¨nnen die diese beiden Sa¨tze nicht zugleich wahr
sein.
Eine naheliegende Antwort auf dieses Paradox ist, davon auszugehen, dass
B-2.2-4 in B-2.2-5 und B-2.2-6 anders als in einem “isolierten” Kontext ver-
wendet wird. Fa¨lle, in denen Kennzeichnungen je nach Kontext mit oder ohne
Pra¨supposition gebraucht werden ko¨nnen, scheinen sich auf Behauptungssa¨tze,
die eine Negation enthalten, zu beschra¨nken.3 Russell fu¨hrt in seiner Theorie der
3Neben diesen Fa¨llen, gibt es Fa¨lle, in denen Pra¨suppositionen eines Teilsatzes in einem
Satzgefu¨ge aufgehoben werden, und zwar sind dies Satzgefu¨ge, in denen der Wahrheitswert
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Kennzeichnungen verschiedene Lesarten von negierten Sa¨tzen mit Kennzeichnun-
gen auf zwei Arten der Negation zuru¨ck.
Im russellschen Ansatz zur Analyse der Bedeutung von Kennzeichnungen sind
die beiden Sa¨tze B-2.2-2 und B-2.2-3 nie ohne Wahrheitswert, und zwar un-
abha¨ngig davon, wie viele Rechtschreibreformen im Jahre 1998 in Kraft treten.
Der Satz B-2.2-2 wird von Russell aufgefasst als eine Abku¨rzung fu¨r
Beispiel B-2.2-10 Es gibt im Jahre 1998 genau eine Rechtschreibreform, und
diese vereinfacht die Rechtschreibung des Deutschen.4
Treten keine oder mehr als eine Rechtschreibreform im Jahre 1998 in Kraft, so
ist B-2.2-2 schlicht falsch. Negiert man B-2.2-2, so mu¨sste sich also ein wahrer
Satz ergeben. Nur entspricht die natu¨rlichsprachliche Negation nicht in jedem
Fall der logischen Negation des ganzen Satzes. Man unterscheidet Lesarten mit
weitem und engem Negationsbereich. In der Lesart mit weitem Negationsbereich
ist die Verneinung von B-2.2-2 gleichbedeutend mit
des pra¨suppositionshaltigen Teilsatzes u¨berhaupt nur eine Rolle fu¨r den Wahrheitswert des
Satzgefu¨ges spielt, wenn die Pra¨supposition erfu¨llt ist, also Sa¨tze wie
Beispiel B-2.2-7 Wenn im Jahre 1998 (genau) eine Rechtschreibreform in Kraft tritt, dann
wird diese dann in Kraft tretende Rechtschreibreform die Rechtschreibung des Deutschen ver-
einfachen
oder
Beispiel B-2.2-8 Im Jahre 1998 tritt keine (nicht genau eine) Rechtschreibreform in Kraft,
oder die dann in Kraft tretende Rechtschreibreform wird die Rechtschreibung des Deutschen
vereinfachen
oder
Beispiel B-2.2-9 Im Jahre 1998 tritt (genau) eine Rechtschreibreform in Kraft und die dann
in Kraft tretende Rechtschreibreform wird die Rechtschreibung des Deutschen vereinfachen
wenn man davon ausgeht, dass ein Wenn-Dann-Satzgefu¨ge schon dann wahr ist, wenn der Wenn-
Satz falsch ist – unabha¨ngig davon, ob der Dann-Satz u¨berhaupt einen Wahrheitswert hat –,
dass ein Oder-Satzgefu¨ge schon dann wahr ist, wenn ein Disjunktionsglied wahr ist, und dass
ein Und-Satzgefu¨ge schon falsch ist, wenn ein Konjunktionsglied falsch ist. (Im Fall der oben-
genannten Beispiele spielt nur die Aufhebung der Existenzpra¨supposition der Kennzeichnung
eine Rolle, nicht auch die der Einzigkeitsbedingung – wie es durch die geklammerten Ausdru¨cke
gemacht wird –, da Sprecher und Ho¨rer aufgrund ihres Hintergrundwissens im Allgemeinen da-
von ausgehen werden, dass innerhalb eines Jahres nur eine Rechtschreibreform in Kraft treten
wird.)
Diese Beispiele fu¨hren im Gegensatz zu B-2.2-5 und B-2.2-6 nicht zu analogen semantischen
Paradoxien, da es fu¨r die Wahrheit keines der Beispielsa¨tze erforderlich ist, dass gleichzeitig der
Wahrheitswert des pra¨suppositionshaltigen Teilsatzes eine Rolle spielte und aus dem Beispiel-
satz die Falschheit der Pra¨supposition zu folgern wa¨re.
4Genauer: Es gibt einen Gegenstand (ein Ereignis) x, so dass fu¨r jeden Gegenstand (jedes
Ereignis) y gilt, dass x = y gdw y eine im Jahre 1998 in Kraft tretende Rechtschreibreform ist,
und y vereinfacht die Rechtschreibung des Deutschen.
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Beispiel B-2.2-11 Es ist nicht der Fall, dass es im Jahre 1998 genau eine Recht-
schreibreform gibt, und diese die Rechtschreibung des Deutschen vereinfacht.
Die Lesart mit engem Negationsbereich wa¨re folgendermaßen zu verstehen:
Beispiel B-2.2-12 Es gibt im Jahre 1998 genau eine Rechtschreibreform, und
es ist nicht der Fall, dass diese die Rechtschreibung des Deutschen vereinfacht.
Nach dieser Analyse gibt es keine semantischen Voraussetzungen bezu¨glich von
Kennzeichnungen dafu¨r, dass ein Satz u¨berhaupt einen Wahrheitswert hat, die
russellsche Theorie gibt also keinerlei Erkla¨rung fu¨r Pra¨suppositionen. Allerdings
zeigt diese Analyse, wie die natu¨rlichsprachliche Negation derart verstanden wer-
den kann, dass ein Satz und seine natu¨rlichsprachliche Negation gemeinsame Be-
dingungen fu¨r ihre jeweilige Wahrheit haben, na¨mlich dann, wenn die natu¨rlich-
sprachliche Negation als Negation mit engem Bereich verstanden wird.
Russells Analyse kann jedoch auch in einer Theorie der Pra¨supposition frucht-
bar gemacht werden, wenn man die fu¨r die Wahrheit von bejahtem und negiertem
Satz in der Lesart mit engem Bereich gemeinsame Bedingung zu einer Pra¨sup-
position macht und die Negation als eine Negation in einer mehrwertigen Logik
versteht, die aus allen nicht-wahren Sa¨tzen als Argument, also auch Sa¨tzen, die
weder wahr noch falsch sind, wahre Sa¨tze macht und nur aus wahren Sa¨tzen
falsche. Bezeichnen wir diese “schwache” Negation durch nicht∗, so ko¨nnen wir
die Lesart des Satzes B-2.2-3 mit Pra¨supposition durch
Beispiel B-2.2-13 Fu¨r alle Gegensta¨nde (Ereignisse) x gilt, dass wenn x die im
Jahre 1998 in Kraft tretende Rechtschreibreform ist, x die Rechtschreibung des
Deutschen nicht∗ vereinfacht
die Lesart ohne Pra¨supposition jedoch durch
Beispiel B-2.2-14 Nicht∗ fu¨r alle Gegensta¨nde (Ereignisse) x gilt, dass wenn x
die im Jahre 1998 in Kraft tretende Rechtschreibreform ist, x die Rechtschreibung
des Deutschen vereinfacht
Pra¨suppositionen sind nicht nur mit Kennzeichnungen verbunden, sondern
auch mit einer Reihe von anderen Arten natu¨rlichsprachlicher Ausdru¨cke. So wird
ha¨ufig die mit Allsa¨tzen verbundene Existenzpra¨supposition angefu¨hrt; sowohl
der Satz
Beispiel B-2.2-15 Alle Raumschiffe außerirdischer Wesen sind scheibenfo¨rmig
als auch der Satz
Beispiel B-2.2-16 Nicht alle Raumschiffe außerirdischer Wesen sind scheiben-
fo¨rmig
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werden fu¨r gewo¨hnlich so verstanden, dass beide Sa¨tze die Existenz von Raum-
schiffen außerirdischer Wesen implizieren und dass ihre bloße Verneinung in Fa¨llen
unangebracht ist, in denen man die Existenz solcher Raumschiffe bestreitet.
Andere Pra¨suppositionen betreffen das Zutreffen von Sachverhalten, die von
Teilsa¨tzen bezeichnet werden. Im Gegensatz zum Satz
Beispiel B-2.2-17 Peter glaubt, dass in Unkel Wein angebaut wird
pra¨supponiert der Satz
Beispiel B-2.2-18 Peter weiß, dass in Unkel Wein angebaut wird
dass der Sachverhalt, auf den sich Peters Glauben bezieht, tatsa¨chlich besteht.5
Ein anderer Typ von Pra¨suppositionen ist in den meisten natu¨rlichen Schrift-
sprachen oft ohne Markierung und hat vielleicht deshalb weniger Beachtung ge-
funden:
Beispiel B-2.2-19 Pulsare sind schnell rotierende, extrem verdichtete Sterne.
In der gesprochenen Sprache kann die starke Betonung der Attribute zu Sterne
und die unbetonte Realisierung von Sterne ein Anzeichen dafu¨r sein, dass die
Aussage
Beispiel B-2.2-20 Pulsare sind Sterne.
pra¨supponiert wird. Erst wenn das Wort Sterne ebenfalls oder hauptsa¨chlich be-
tont wird, wird die Eigenschaft, Stern zu sein, fu¨r Pulsare nicht mehr pra¨suppo-
niert.
Eine sta¨rkere Betonung erfa¨hrt die Pra¨supposition B-2.2-20 in etwas ku¨nst-
lich klingenden Formulierungen wie
Beispiel B-2.2-21 Sterne vom Typ Pulsar rotieren schnell und sind extrem ver-
dichtet.
In a¨hnlicher Weise sind viele natu¨rlichsprachliche Sa¨tze sind in Absehung vom
pragmatischen Kontext hinsichtlich ihrer Pra¨suppositionseigenschaften mehrdeu-
tig. So kann man auch vielen empirischen Behauptungen in Absehung vom Kon-
text der Behauptung nicht ansehen, was pra¨supponiert wird. Nimmt man die
5Frege konnte in U¨ber Sinn und Bedeutung nicht zu diesem Ergebnis gelangen, solange er an
seinem Versta¨ndnis von Funktionen als fu¨r alle Gegensta¨nde des Diskursuniversums definierte
Abbildung und daran, dass in ungeraden Kontexten der Satzsinn gerader Kontexte zur Satzbe-
deutung wird, festha¨lt; denn unabha¨ngig davon, ob nun in Unkel Wein angebaut wird, hat der
oben angefu¨hrte Dass-Satz sowohl einen Sinn als auch eine Bedeutung. Der Dass-Satz hat also
sowohl eine gerade als auch eine ungerade Bedeutung im fregeschen Versta¨ndnis. Die Anwen-
dung der durch Peter weiß, dass bezeichneten Funktion auf die Bedeutung des Dass-Satzes in
ungerader Bedeutung kann also nicht zu einem Satz ohne Bedeutung, also ohne Wahrheitswert,
fu¨hren.
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empirische Behauptung B-1.2-5, so wird ein Proponent dieser Behauptung im
Allgemeinen pra¨supponieren, dass 〈Ls, Ds, ↑s,L5,s〉 eine Sprache∗ im Sinne von
D-1.2-4 ist. Die Verneinung von B-1.2-5 wird gemeinhin so verstanden werden,
dass es sich bei 〈Ls, Ds, ↑s,L5,s〉 um eine Sprache∗ handelt, auf die B-1.2-5 nicht
zutrifft.
Die einschra¨nkenden Formulierungen des vorangegangenen Absatzes sollen
darauf hindeuten, dass die Pra¨suppositionen, die ein Proponent von B-1.2-5 mit
seiner Behauptung verbindet, nicht eindeutig zur Semantik dieses Satzes geho¨ren.
Pra¨suppositionen, die Proponenten mit B-1.2-5 verbinden, ko¨nnen sich in be-
stimmten pragmatischen Kontexten a¨ndern. Solange u¨berhaupt umstritten ist,
ob Sprachen immer alle Bedingungen fu¨r Listenstrukturen erfu¨llen, kann ein Pro-
ponent dies ho¨chstens in rhetorisch-manipulatorischer Absicht pra¨supponieren
wollen.
Geho¨ren Pra¨suppositionen zur Semantik oder Pragmatik? Oben wurde
sowohl mit semantischer, als auch pragmatischer Terminologie von Pra¨suppositio-
nen gesprochen. Wenn eine Pra¨supposition als eine Bedingung verstanden wird,
unter der ein Satz u¨berhaupt einen Wahrheitswert hat, oder als ein Sachverhalt,
der sowohl aus einem Satz als auch seiner Verneinung gefolgert werden kann, so
handelt es sich um semantische Kriterien.
Wenn die Abha¨ngigkeit von Pra¨suppositionen von bestimmten A¨ußerungs-
kontexten angesprochen wird, so scheinen sie zu einem pragmatischen Pha¨nomen
zu werden.
Dieser Scheinwiderspruch ist jedoch auflo¨sbar. Man kann die Auffassung ver-
treten, dass Pra¨suppositionen ausschließlich in Sprachen vorkommen, die Wahr-
heitswertlu¨cken aufweisen. Natu¨rliche Sprachen, in denen wir unsere Behauptun-
gen formulieren, sind solche Sprachen mit Wahrheitswertlu¨cken. Viele Formal-
sprachen, wie die der Standard-Pra¨dikatenlogik oder der Mengentheorie, vermei-
den Wahrheitswertlu¨cken und somit Pra¨suppositionen. B-1.2-7 ist ein mengen-
theoretischer Satz und somit pra¨suppositionsfrei.6 Dies muss aber deshalb keines-
wegs auch fu¨r die natu¨rlichsprachlichen Behauptungen gelten, mit denen Propo-
nenten zum Ausdruck bringen, dass sie B-1.2-7 fu¨r wahr halten und wollen, dass
auch der Adressat der Behauptung dies fu¨r wahr halte. Da es zu jedem formal-
sprachlichen Satz verschiedene natu¨rlichsprachliche Behauptungen geben kann, in
denen der behauptete Sachverhalt genau dann zutrifft, wenn der formalsprachli-
che Satz wahr ist, diese natu¨rlichsprachlichen Behauptungen sich aber hinsichtlich
ihrer Pra¨suppositionen durchaus unterscheiden ko¨nnen, kann man pra¨suppositi-
6Mutatis mutandis gilt das folgende natu¨rlich auch fu¨r eine formalsprachliche Formulierung
von B-1.2-5:
〈Ls, Ds, ↑s,L5,s〉 ∈M(5-Wort-Sprachfragment)
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onsfreie formalsprachliche Notationen auch als ein Mittel auffassen, Behauptun-
gen pra¨suppositionsneutral zu notieren; oder anders: Ein formalsprachlicher Satz
kann als Repra¨sentant fu¨r eine ganze Klasse von Behauptungen aufgefasst wer-
den, die sich ausschließlich hinsichtlich ihrer Pra¨suppositionen unterscheiden.
Was mit diesem formalsprachlichen Ausdruck behauptet werden soll, ist die-
ser Auffassung zufolge nur aus dem pragmatischen Kontext der Behauptung er-
schließbar. Abgesehen von mo¨glichen natu¨rlichsprachlichen Restriktionen zum
Ausdruck von Pra¨suppositionen, kann prinzipiell jede Folgerung aus einem pra¨-
suppositionslosen Satz zu einer Pra¨supposition in einer Behauptung werden.
Pra¨suppositionen bleiben also semantische Eigenschaften von Behauptungssa¨tzen.
Behauptungssa¨tze ko¨nnen jedoch gerade hinsichtlich dieser semantischen Eigen-
schaften mehrdeutig sein, und die Entscheidung u¨ber die intendierte Bedeutung
kann in vielen Fa¨llen nur aufgrund pragmatischer Kriterien mo¨glich sein.
Folgerungen aus Aussagesa¨tzen ko¨nnen ihrerseits verschieden starke Aussa-
gen sein. Als minimale Pra¨supposition einer Aussage wie B-1.2-7 soll hier die
Folgerung aus B-1.2-7 betrachtet werden, dass die Strukturen in I zum selben
Strukturtyp geho¨ren wie auch Sprachen∗; denn dies kann man als notwendige
Voraussetzung dafu¨r betrachten, dass die sprachlichen Mittel, die zur Beschrei-
bung der Beobachtungen benutzt werden, u¨berhaupt sinnvoll gewa¨hlt wurden.
Wo Uneinigkeit u¨ber den Strukturtyp herrscht, unter den eine Beobachtung zu
subsumieren ist, kann nicht einmal Einigkeit u¨ber die syntaktische Gestalt der
Sprache erzielt werden, in der die Beobachtungen zu beschreiben sind. Denn mehr
als die Anzahl der Argumentstellen von Relationen und die Grundmengen, aus
denen die mo¨glichen Relata stammen du¨rfen, legen Strukturtypen nicht fest.
Setzt man voraus, dass empirische Behauptungen nur in Kontexten eine Rolle
spielen, in denen der Minimalkonsens u¨ber die syntaktische Eignung einer Sprache
besteht, so kann die Zugeho¨rigkeit der Beobachtungsstruktur zu einem bestimm-
ten Strukturtyp als mit einer Behauptung wie B-1.2-7 verbundene schwa¨chstmo¨gli-
che Pra¨supposition betrachtet werden, also gewissermaßen die Minimalpra¨suppo-
sition. Andere mo¨gliche nicht-minimale Pra¨suppositionen sind weder mit der Mi-
nimalpra¨supposition noch mit dem Aussagesatz selbst a¨quivalente Folgerungen
aus dem Aussagesatz.
Da in den Definitionen und Beispielen dieser Arbeit beliebige zum Struktur-
typ noch hinzutretende Bedingungen an Strukturklassen durch Strukturspecies
beschrieben werden ko¨nnen, lassen sich Pra¨suppositionen von Aussagen der Form
B-1.2-7 immer als Aussagen vom Typ
I ⊆M(σ)
fu¨r eine Strukturspecies σ auffassen.7 Diese Form hat aber auch eine empirische
Behauptung, wie B-1.2-7, selbst. Fu¨r eine empirische Behauptung
I ⊆M(σemp) (2.3)
7Zur Definition von M vgl. D-2.2-6.
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kann es also vorkommen, dass fu¨r zwei Strukturspecies σ′, σ′′ mit M(σ′′),M(σ′) ⊃
M(σemp) die Aussage
I ⊆M(σ′)
eine empirische Behauptung ist, die aus (2.3) folgt,
I ⊆M(σ′′)
jedoch eine Pra¨supposition bei der Behauptung von (2.3).
Lassen sich formale Kriterien fu¨r die Unterscheidung empirischer Behauptun-
gen von Pra¨suppositionen finden? B-2.2-20 und auf a¨hnliche Weise konstruier-
bare Beispiele legen nahe, dass prinzipiell beliebige Pra¨dikate in Pra¨suppositionen
eingehen ko¨nnen. Die Suche nach formalen Kriterien la¨sst dies nicht sehr hoff-
nungsverheißend erscheinen.
Wenn Pra¨suppositionen nun eine Quelle von Mehrdeutigkeiten in Diskur-
sen sein ko¨nnen, wozu dienen sie dann? Viele formale Sprachen fu¨hren uns ja
pra¨suppositionsfreie Aussagen vor. Der Nutzen von Pra¨suppositonen kann in dis-
kurspragmatischen und kognitiven Aspekten der Versta¨ndigung u¨ber Tatsachen
gesucht werden:
• Die mehr oder weniger klare Markierung von Pra¨suppositionen in Aussagen
erleichtert es den Diskurspartnern, zu beurteilen, welche Sachverhalte von
dem Gegenu¨ber als unstreitig vorausgesetzt werden; entweder wird diese
Einscha¨tzung von den Diskurspartnern geteilt, dann kann sich die Aufmerk-
samkeit auf die nicht pra¨supponierten Sachverhalte konzentrieren, oder das
Nichtbestehen des vom Gegenu¨ber pra¨supponierten Konsenses muss nach
den Regeln des Diskursverlaufs ausdru¨cklich angezeigt werden.
• Viele natu¨rlichsprachliche Aussagen lassen sich in Teile zerlegen, die bereits
gegebene Informationen referieren, und andere, die neue Informationen be-
reitstellen. Diese Zergliederung wird von Linguisten ha¨ufig als Given-New-
oder Topic-Comment-Unterscheidung angesprochen. Paraphrasiert werden
kann eine derart zweigeteilte Aussage etwa als:
Beispiel B-2.2-22 Was x betrifft, so gilt fu¨r x P .
also etwa:
Beispiel B-2.2-23 Was die Eigenschaft von Pulsaren, ein Stern zu sein,
betrifft, so rotieren sie schnell und sind extrem verdichtet.
Der erste Teil dieser Aussage ruft einen bestimmten Wissensbereich ins
Bewusstsein oder in Erinnerung, zu dem der zweite Teil das Bestehen wei-
terer Sachverhalte behauptet. Da die Pra¨suppositionen seiner Behauptung
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von einem Proponenten fu¨r bereits anerkannte Sachverhalte gehalten wer-
den, erfu¨llen sie in seinen Augen in jedem Fall die notwendige Bedingung
dafu¨r, als gegebene Informationen hervorgehoben zu werden, na¨mlich die
Bekanntheit dieser Informationen beim Gegenu¨ber. Die Markierung eines
Sachverhaltes als pra¨supponiert kann ein wichtiges Mittel bei der Hervor-
hebung eines Aussageteils als gegebener Information sein.
Exkurs: Analytizita¨t
Bei einigen der voranstehenden Beispiele, nehmen wir B-2.2-19, kann die Tat-
sache, dass in vielen Kontexten B-2.2-20 sowohl bei dem Satz als auch seiner
natu¨rlichsprachlichen Verneinung vorausgesetzt zu sein scheint, dadurch erkla¨rt
werden, dass B-2.2-20 schon aufgrund der Bedeutung der vorkommenden Aus-
dru¨cke wahr ist. Stern ist – dieser Auffassung zufolge – ein Oberbegriff von Pulsar.
Wenn wir einen Satz, der bereits aufgrund der Bedeutung der vorkommen-
den Ausdru¨cke wahr oder falsch ist, als analytisch wahr oder falsch bezeichnen,
so kann die Tatsache, dass sich die Verneinung von B-2.2-19 in vielen Kontex-
ten nicht auf die Stern-Eigenschaft von Pulsaren, sondern ausschließlich auf die
schnelle Rotation und extreme Verdichtung von Pulsaren bezieht, daran liegen,
dass diese “eingeschra¨nkte” Negation aus der Negation von B-2.2-19 und den
analytisch wahren Sa¨tzen folgt: Aus
Beispiel B-2.2-24 Es ist nicht der Fall, dass Pulsare schnell rotierende und
extrem verdichtete Sterne sind
und B-2.2-20 folgt
Beispiel B-2.2-25 Pulsare sind Sterne, die nicht schnell rotieren und extrem
verdichtet sind
Im Gegensatz zum pra¨suppositionellen Ansatz wird B-2.2-20 nicht als Voraus-
setzung dafu¨r betrachtet, dass B-2.2-19 u¨berhaupt einen Wahrheitswert hat,
sondern als ein Satz, der aus sprachlichen Gru¨nden allein nicht falsch sein kann.
Wer B-2.2-20 leugnet, verletzt nicht einfach nur die Erwartungen des Proponen-
ten von B-2.2-19 bezu¨glich der gemeinsam fu¨r wahr gehaltenen Sachverhalte,
sondern leugnet sprachliche Tatsachen oder ignoriert sprachliche Regeln: Min-
destens ein Ausdruck in B-2.2-19 wird von dem Kontrahenten anders als vom
Proponenten verstanden, beide sprechen vom semantischen Standpunkt aus ver-
schiedene Sprachen.
Der Form von analytisch wahren Sa¨tzen sind prinzipiell keine Grenzen gesetzt:
Definientes in Definitionen ko¨nnen beliebig komplex sein, und fu¨r Bedeutungs-
postulate, also Sa¨tze, die die Bedeutung eines Ausdrucks auf der Basis anderer
Ausdru¨cke evtl. nur partiell bestimmen, sind a priori ebenfalls keine formalen Ein-
schra¨nkungen erkennbar. A¨hnlich wie bei der Unterscheidung zwischen pra¨suppo-
nierten und behaupteten Sachverhalten erscheint auch die Suche nach formalen
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Kriterien fu¨r die Unterscheidung zwischen analytischen und nicht-analytischen
Sachverhalten wenig sinnvoll.
Wenn oben die Beobachtung erwa¨hnt wurde, dass Strukturspecies σ, die aus-
schließlich Charakterisierungen als zum Strukturtyp hinzutretende Bedingungen
enthalten, nur in empirisch nicht relevanten Aussagen der Form
I ⊆M(σ) (2.4)
vorkommen, so kann diese Beobachtung also keineswegs dadurch erkla¨rt werden,
dass diese Sa¨tze notwendigerweise Pra¨suppositionen empirischer Behauptungen
oder analytische Sa¨tze seien. Das bei der Gewinnung dieser Beobachtung ausge-
sparte Beispiel B-1.1-2 bildet sogar ein Gegenbeispiel dafu¨r, dass eine ausschließ-
lich durch Charakterisierungen bestimmte Strukturspecies nur in empirisch nicht
relevante Aussagen der Form (2.4) eingehen kann.
Akzeptiert man weiterhin, dass die Tatsache, dass Papierstapel und die Opera-
tion des Aufeinanderschichtens von Papierstapeln einen Monoiden bilden, keine
empirische Tatsache ist, also nicht erst durch Beobachtung festgestellt werden
muss, und Analoges auch fu¨r Zeichenketten und deren Verkettung gilt, so zeigt
sich sogar, dass dieselbe Strukturspecies in empirisch relevante und nicht relevan-
te Aussagen der Form (2.4) eingehen kann. Die empirische Relevanz an formalen
Kriterien der Strukturspecies festmachen zu wollen, scheint ein zum Scheitern
verurteiltes Unterfangen.
Dennoch wird in der strukturalistisch-wissenschaftstheoretischen Literatur8
zur Grenzziehung zwischen empirisch relevanten Strukturspecies und solchen, die
es nicht sind, ein formales Kriterium vorgeschlagen, das sich teils als Na¨herung an
den vor-strukturalistischen Begriff der Empirizita¨t, teils als “regulatives Prinzip”
der modelltheoretischen Rekonstruktion von Theorien verstehen la¨sst.
2.3 Potentielle und echte Modelle
Es wurde bereits gesagt, was unter den Modellen einer Strukturspecies zu ver-
stehen sei. Eine Strukturspecies 〈τ1, . . . , τm;σ1, . . . , σn;A1, . . . , As〉 kann durch
Pra¨dikate Ai bestimmt sein, die empirisch relevante Teilklassen der Strukturen
eines Strukturtyps auswa¨hlen, und durch solche, die bloß vor-empirische Annah-
men, seien es analytische Bedingungen an Elemente der Struktur oder Pra¨sup-
positionen, enthalten.
La¨sst man sa¨mtliche empirisch relevanten Bedingungen Ai und nur diese aus
der Bestimmung einer Strukturspecies weg, so erha¨lt man eine weiter gefasste
Strukturspecies, die bloß pra¨supponierte oder analytische Annahmen bezu¨glich
der u¨berhaupt mo¨glichen Beobachtungen entha¨lt. Alle Modelle dieser weiter ge-
fassten Strukturspecies sind also im Sinne der Vorannahmen Kandidaten fu¨r
8Vgl. und [Stegmu¨ller 1973b, Abschn. 5.4] und [Balzer et al. 1987, Kap. I.2,3].
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Strukturen, von denen man sinnvoll fragen kann, ob sie unter die behaupte-
ten empirischen Einschra¨nkungen fallen. Durch Subsumption von Beobachtungs-
strukturen unter diese weiter gefasste Strukturspecies lassen sich demnach noch
keine empirischen Aussagen machen, sondern erst durch die Subsumption un-
ter Strukturspecies, deren Modellklassen echte Teilklassen der Modellklasse der
weiter gefassten Strukturspecies bilden.
Als Explikat fu¨r die erwa¨hnte weiter gefasste Klasse der u¨berhaupt mo¨glichen
Beobachtungsstrukturen werden die wie folgt bestimmten potentiellen Modelle
vorgeschlagen:
Definition D-2.3-1 (Potentielles Modell) Sei σ = 〈τ1, . . . , τm; σ1, . . . , σn;
A1, . . . , As〉 eine Strukturspecies. Dann ist x ein potentielles Modell von σ gdwdf
es eine Strukturspecies σ′ = 〈τ1, . . . , τm;σ1, . . . , σn;A′1, . . . , A′t〉 gibt derart, dass
(a) {A′1, . . . , A′t} die Menge der in {A1, . . . , As} enthaltenen Charakterisierun-
gen ist und
(b) x ∈M(σ′).
Da die Strukturspecies σ eine Modellklasse M(σ) bestimmt, soll auch davon
gesprochen werden, dass die potentiellen Modelle von σ auch potentielle Modelle
von M(σ) sind.
Eine Struktur x, fu¨r die es eine Strukturspecies σ gibt, so dass x ein poten-
tielles Modell von σ ist, werde auch absolut als potentielles Modell bezeichnet.
In diesem Explikationsansatz hat die Beobachtung ihren Niederschlag gefun-
den, dass typische empirische Gesetze Beziehungen zwischen empirischen Gro¨ßen
herstellen, Beispiele dafu¨r sind vielfa¨ltig: In der Newtonschen Mechanik wird ei-
ne Beziehung zwischen Raum- und Zeitkoordinaten der Partikel hergestellt, das
Ohmesche Gesetz setzt Spannung und Stromsta¨rke in Stromkreisen zueinander
in Beziehung usw. Bedingungen an Strukturen, die Bestimmungen bezu¨glich des
Begriffsapparats einer Theorie widerspiegeln, sind typischerweise Bedingungen
an eine Relation des jeweiligen Strukturtyps. Dazu geho¨ren in der Newtonschen
Mechanik beispielsweise die zweifache stetige Ableitbarkeit nach der Zeit fu¨r die
Funktion, die Partikeln zu einem Zeitpunkt einen Ortsvektor zuordnet, oder die
Additivita¨t von Spannungen in Stromkreisen. Hier handelt es sich jeweils um
Bedingungen an eine einzelne der Messgro¨ßen. Das Explikat verallgemeinert die-
se Beobachtungen an typischen Beispielen dahingehend, dass alle und nur die
Bedingungen an mehr als eine Relation als empirisch relevant betrachtet werden.
Zweck der Definition D-2.3-1 ist es eine Grenzziehung zwischen empirisch
relevanten und empirisch nicht relevanten Aussagen der Form I ⊆M zu erlauben:
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Prinzip P-2.3-1 Sei I eine Klasse von Beobachtungsstrukturen und M eine
Strukturklasse desselben Strukturtyps. Dann ist
I ⊆M
eine empirisch relevante Aussage gdw fu¨r die Klasse Mp potentieller Modelle von
M gilt:
M ⊂Mp
Wie verha¨lt sich das Explikat nun zu “untypischen” empirischen Behauptun-
gen wie B-1.1-2? Bei der Systematisierung von Beobachtungen in Strukturen hat
die beobachtende Person eine Reihe von Wahlmo¨glichkeiten. So kann die Klasse
der chemischen Lo¨sungen, deren Mischung dem Assoziativita¨tsgesetz folgt, als
Teilklasse der Lo¨sungen ausgezeichnet werden, fu¨r die die Mischoperation u¨ber-
haupt, und zwar gema¨ß dem allgemeinen Vorversta¨ndnis als innere Verknu¨pfung,
definiert ist.
Definition D-2.3-2 (Assoziative Mischstruktur) x ist eine assoziative Misch-
struktur gdwdf
(a) x = 〈L,A,+〉,
(b) L ist eine nichtleere Menge,
(c) A ⊆ L,
(d) + ist eine innere Verknu¨pfung auf L,
(e) es gibt ein l0 ∈ L, so dass fu¨r alle l ∈ L gilt:
l0 + l = l + l0 = l
(f) fu¨r alle a, a′, a′′ ∈ A gilt:
(a+ a′) + a′′ = a+ (a′ + a′′)
Die aus dem Vorversta¨ndnis der Mischoperation begru¨ndeten Eigenschaften
von +, na¨mlich D-2.3-2d und D-2.3-2e, sind hier sa¨mtlich Charakterisierungen,
wa¨hrend D-2.3-2f zu einer Relation zwischen der Teilmenge A von L, also einer
einstelligen Relation auf der Grundmenge L, und +, einer dreistelligen Relation
auf L, geworden ist. Die Klasse der potentiellen Modelle der die Klasse der as-
soziativen Mischstrukturen bestimmenden Strukturspecies ist demnach wie folgt
zu definieren:
2.3. POTENTIELLE UND ECHTE MODELLE 63
Definition D-2.3-3 (Potentielle assoziative Mischstruktur) x ist eine po-
tentielle assoziative Mischstruktur gdwdf
(a) x = 〈L,A,+〉,
(b) L ist eine nichtleere Menge,
(c) A ⊆ L,
(d) + ist eine innere Verknu¨pfung auf L,
(e) es gibt ein l0 ∈ L, so dass fu¨r alle l ∈ L gilt:
l0 + l = l + l0 = l
Die Klasse der potentiellen assoziativen Mischstrukturen unterscheidet sich
von der Klasse der assoziativen Mischstrukturen nur dadurch, dass erstere auch
solche Strukturen entha¨lt, fu¨r die D-2.3-2f nicht gilt.
Die analytischen oder pra¨supponierten Eigenschaften der Mischoperation wer-
den in B-1.1-2 bezu¨glich derselben Menge {a, b, c, l0}+ gefordert wie die empi-
risch behauptete Eigenschaft der Assoziativita¨t. Mit L als der Menge aller che-
mischen Lo¨sungen ist
Beispiel B-2.3-1 〈L, {a, b, c, l0}+,+〉 ist eine assoziative Mischstruktur
eine zu B-1.1-2 a¨quivalente Behauptung, bei der die analytischen oder pra¨suppo-
nierten Eigenschaften der Mischoperation bezu¨glich einer Grundmenge gefordert
werden und die eigentlich empirische Behauptung eine Relation zwischen einer
empirisch zu bestimmenden Teilmenge der Grundmenge und der Mischoperation
ist. Diese Weise der Systematisierung hat gegenu¨ber der “gro¨beren” von B-1.1-2
den Vorzug, dass sie deutlicher macht, welche Eigenschaften der Mischoperation
fu¨r chemische Lo¨sungen allgemein und unabha¨ngig von aller Erfahrung gelten
und fu¨r welche Bestimmungen der Operation der Geltungsbereich nur aufgrund
der Erfahrung zu bestimmen ist. Durch diese Art der Systematisierung wird
selbstversta¨ndlich nicht ausgeschlossen, dass die Menge der chemischen Lo¨sun-
gen, bezu¨glich derer die Mischoperation assoziativ ist, die Menge aller Lo¨sungen
u¨berhaupt ist. Auch in diesem Fall verdeutlicht die Trennung der Mengen L und
A in assoziativen Mischstrukturen 〈L,A,+〉, dass die Frage, ob L = A, eine
empirische ist.
Das oben stehende Beispiel zeigt, wie empirisch relevante Charakterisierungen
durch einen “Kunstgriff”, na¨mlich die Einfu¨hrung einer neuen Grundmenge, zu
deren Teilmenge die alte Grundmenge wird, in empirisch nicht-relevante Charak-
terisierungen und empirisch relevante Bedingungen, die keine Charakterisierun-
gen darstellen, aufgespalten werden kann.
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Auch der umgekehrte Fall ist denkbar, na¨mlich, dass eine empirisch nicht re-
levante Bedingung, die ein analytisches oder pra¨supponiertes Verha¨ltnis zwischen
verschiedenen Relationen einer Struktur darstellt, durch ein Pra¨dikat Ai ausge-
dru¨ckt wird, das keine Charakterisierung ist. Es sind hier die folgenden Fa¨lle
denkbar:
• Ai ist in Bedingungen Aj und Ak aufspaltbar, die beide Charakterisierungen
sind und deren Konjunktion a¨quivalent zu Ai ist; in diesem Fall kann Ai
in der Strukturspecies durch Aj und Ak ersetzt werden, um die empirisch
nicht relevante Bedingung nur durch Charakterisierungen auszudru¨cken;
• sei σ = 〈σ1, . . . , σk; τ1, . . . , τl;A1, . . . , An〉 eine Strukturspecies und gel-
te fu¨r beliebige Strukturen 〈D1, . . . , Dk;R1, . . . , Rl〉 ∈ M(σ), dass eine
durch Ai na¨her bestimmte Relation Rj durch Ai als eindeutig bestimmt
durch die anderen Relationen R1, . . . , Rj−1, Rj+1, . . . , Rl in dieser Struk-
turspecies festgelegt wird (Rj also in dieser Strukturspecies eine Funkti-
on anderer Relationen R1, . . . , Rj−1, Rj+1, . . . , Rl ist, und zwar aufgrund
von Ai); in diesem Fall kann die Relation Rj auch als verzichtbar angese-
hen werden, da Rj in jeder Struktur der Strukturspecies σ aufgrund von
R1, . . . , Rj−1, Rj+1, . . . , Rl bestimmbar ist; eine neue Strukturspecies σ′,
deren Modelle sich bis auf das Fehlen von Rj nicht von den Modellen von
σ unterscheiden, kann wie folgt bestimmt werden:
σ′ = 〈σ1, . . . , σk; τ1, . . . , τj−1, τj+1, . . . , τl;A1, . . . , Ai−1, A′i, Ai+1, . . . , An〉
wobei A′i so gewa¨hlt werden soll, dass fu¨r alle Strukturen 〈D1, . . . , Dk;
R1, . . . , Rj−1, Rj+1, . . . , Rl〉 ∈ Str(〈σ1, . . . , σk; τ1, . . . , τj−1, τj+1, . . . , τl〉)
gilt, dass A′i(〈D1, . . . , Dk; R1, . . . , Rj−1, Rj+1, . . . , Rl〉) gdw es ein Rj gibt
mit 〈D1, . . . , Dk;R1, . . . , Rj−1, Rj, Rj+1, . . . , Rl〉 ∈ Str(〈σ1, . . . , σk; τ1, . . . ,
τj−1, τj, τj+1, . . . , τl〉) undAi(〈D1, . . . , Dk;R1, . . . , Rj−1, Rj, Rj+1, . . . , Rl〉);
A′i ist im Gegensatz zu Ai von einer Relation weniger abha¨ngig und ist da-
mit nun mo¨glicherweise eine Charakterisierung; anderenfalls kann wie im
folgenden Fall vorgegangen werden;
• immer ist es mo¨glich, fu¨r jedes Modell einer Strukturspecies mehrere Rela-
tionen zu einer derart zusammenzufassen, dass die urspru¨nglichen Relatio-
nen aus der neuen Relation ableitbar sind; geschehen kann dies durch den
U¨bergang von Relationen Rj1 , . . . , Rjn mit
Rj1 ⊆ D1j1 × . . .×Dn1j1 (2.5)
Rj2 ⊆ D1j2 × . . .×Dn2j2 (2.6)
...
...
...
Rjn ⊆ D1jn × . . .×Dnnjn (2.7)
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zu einer neuen Relation R mit
R ⊆ D1j1 × . . .×Dn1j1 × . . .×D1jn × . . .×Dnnjn (2.8)
u¨berzugehen, wobei fu¨r alle x1j1 ∈ D1j1 , . . . , xn1j1 ∈ Dn1j1 , . . . , x1jn ∈ D1jn , . . . , xnnjn∈ Dnnjn gilt, dass
R(x1j1 , . . . , x
n1
j1
, . . . , x1jn , . . . , x
nn
jn
)
gdw
Rj1(x
1
j1
, . . . , xn1j1 ) und
...
Rjn(x
1
jn , . . . , x
nn
jn
)
(2.9)
Die Mengen D1j1 , . . . , D
nn
jn
ko¨nnen Grundmengen der jeweiligen Struktur
oder aus Grundmengen durch Potenzmengenbildung und kartesische Pro-
duktbildung erzeugte Mengen sein. Die urspru¨nglichen Relationen sind aus
der zusammengefassten Relation jederzeit rekonstruierbar.
Wie la¨sst sich nun eine Strukturspecies σ′, deren Modelle die derart trans-
formierten Strukturen sind, bestimmen? Sei σ = 〈σ1, . . . , σk; τ1, . . . , τl;
A1, . . . , Am〉 die urspru¨ngliche Strukturspecies und seien τj1 , . . . , τjn die
Typen der zusammenzufassenden Relationen und τ = 〈τj1 , . . . , τjn〉 der Typ
der zusammengefassten Relation. Dann ergibt sich eine geeignete Struktur-
species
σ′ = 〈σ1, . . . , σk; τ1, . . . , τj1−1, τj1+1, . . . , τjn−1, τjn+1, . . . , τl, τ ;A′1, . . . , A′n〉
durch Ersetzung aller Bezugnahmen auf Relationen Rjp vom Typ τjp fu¨r
beliebige p mit 1 ≤ p ≤ n in den Pra¨dikaten Ai fu¨r beliebige i mit 1 ≤ i ≤ m
durch Bezugnahmen auf {
〈
x1jp , . . . , x
np
jp
〉
| es gibt x1j1 ∈ D1j1 , . . . , xnp−1jp−1 ∈
D
np−1
jp−1 , x
np+1
jp+1
∈ D1jp+1, xnnjn ∈ Dnnjn mit
〈
x1j1 , . . . , x
nn
jn
〉 ∈ R}, wobei R eine
Relation vom Typ τ ist; A′i ist dann jeweils das Ergebnis dieser Ersetzung.
Die Typen von Rjp seien wie oben in (2.5)–(2.7) bestimmt.
9
Die voranstehenden Ausfu¨hrungen geben Verfahren an die Hand, Charakterisie-
rungen in Bedingungen umzuwandeln, die keine Charakterisierungen sind, und
umgekehrt. Bei Anwendung dieser Verfahren werden Strukturspecies in andere
9Zu einem formalen Beweis, dass die so gewonnene Strukturspecies tatsa¨chlich eine von
der gesuchten Art ist, wa¨re die mengentheoretische Form der Pra¨dikate Ai formal na¨her zu
bestimmen. Da die genaue Form dieser Pra¨dikate in der vorliegenden Arbeit sonst jedoch keine
Rolle spielt, soll auf diese Formalisierung und den Beweis verzichtet werden. Fu¨r das folgende
reicht die Einsicht, dass zu Relationen Rj1 , . . . , Rjn immer eine Relation R mit (2.9) gefunden
werden kann. Jede mengentheoretische Bestimmung einer Klasse von n-Tupeln 〈Rj1 , . . . , Rjn〉
derartiger Relationen kann in eine mengentheoretische Bestimmung der neuen abgeleiteten
Relation u¨bersetzt werden.
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u¨berfu¨hrt, und dabei a¨ndert sich in der Regel sogar der Strukturtyp. Man kann
bei diesen Transformationen jedoch davon sprechen, dass die Strukturspecies, die
Ausgang und Ziel der Transformationen darstellen, dieselben mo¨glichen Beob-
achtungen beschreiben, sie jedoch unterschiedlich systematisieren. Die skizzierten
Transformationen machen die Strukturspecies bezu¨glich der durch sie bestimm-
ten Modellklassen nicht “informationsa¨rmer”, d. h. Strukturspecies mit unter-
schiedlichen Modellklassen werden immer auch transformierte Strukturspecies
mit verschiedenen Modellklassen zugewiesen. Wenn t eine solche Transformation
ist, dann gilt also fu¨r alle Strukturspecies σ, σ′, dass, wenn
M(t(σ)) = M(t(σ′))
dann auch
M(σ) = M(σ′)
Bei diesen Transformationen werden die Modellklassen nie kleiner, sondern blei-
ben immer mindestens ebenso ma¨chtig wie die urspru¨nglichen Modellklassen. Zu
jeder Transformation t fu¨r Strukturspecies kann immer eine Transformation t∗ fu¨r
die Modelle dieser Strukturspecies gefunden werden, derart, dass fu¨r alle Struk-
turspecies σ, fu¨r die t definiert ist, und fu¨r alle x, y ∈M(σ) auch t∗(x) ∈M(t(σ))
und, wenn t∗(x) = t∗(y), dann auch x = y gilt.10
Vor dem Hintergrund der skizzierten Alternativmo¨glichkeiten bei der Syste-
matisierung von Beobachtungen und der Bestimmung von Modelklassen durch
Strukturspecies, gewinnt das Prinzip P-2.3-1 die Bedeutung eines regulativen
Prinzips oder einer Konvention bei der Systematisierung von Beobachtungen.
Beobachtungsstrukturen sind eben im Sinne dieses Prinzips so zu konstruieren,
dass die Geltung des Prinzips gewahrt ist. Dabei erfu¨llt dieses Prinzip Richtlinien-
funktionen in zweierlei Hinsicht: Zum einen sollen Beobachtungsstrukturen dem
Prinzip entsprechend angelegt werden, das ist die normative oder konventionelle
Seite des Prinzips; zum anderen gibt das Prinzip bei vielen einer ersten Intui-
tion folgenden modelltheoretischen Systematisierungen von Theorien einen die
tatsa¨chlichen Verha¨ltnisse in der Regel relativ gut approximierenden Anhalts-
punkt fu¨r die Unterscheidung empirischer und nicht empirischer Aussagen der
Theorie, diese “leitende” Funktion macht die mehr als konventionelle Bedeutung
des Prinzips aus. Es hat den Anschein, als sei die Wahl und “begriffliche Konstruk-
tion” vieler empirischer Messgro¨ßen in bestehenden wissenschaftichen Theorien
von einem derartigen Prinzip geleitet.
Eine Klasse von Strukturen kann nun jedoch auch im Einklang mit dem Prin-
zip P-2.3-1 nach wie vor durch verschiedene Strukturspecies σ = 〈σ1, . . . , σk;
τ1, . . . , τl; A1, . . . , An〉 bzw. σ′ = 〈σ1, . . . , σk; τ1, . . . , τl;A′1, . . . , A′n′〉 bestimmt
10Hier soll aus denselben Gru¨nden wie zuvor ein formaler Beweis unterbleiben.
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werden, die sich ausschließlich in der Menge der Bedingungen unterscheiden. Da-
mit dennoch
M(σ) = M(σ′)
gelten kann, muss nur die Konjunktion der Bedingungen A1, . . . , An der Kon-
junktion der Bedingungen A′1, . . . , A
′
n′ a¨quivalent sein. Trotz identischer Mo-
dellklassen ko¨nnen sich jedoch σ und σ′ hinsichtlich ihrer potentiellen Model-
le unterscheiden. Als ein Beispiel mag man eine beliebige Strukturspecies σ =
〈σ1, . . . , σk; τ1, . . . , τl;A1, . . . , An〉 wa¨hlen, bei der mindestens eine der in ihr ent-
haltenen Bedingungen Ai mit 1 ≤ i ≤ n eine Charakterisierung ist, die in dem
Sinne nicht-trivial ist, dass gilt
Str(〈σ1, . . . , σk; τ1, . . . , τl〉) \ Ai 6= ∅
und die in dem Sinne von den u¨brigen Bedingungen logisch unabha¨ngig ist, dass
gilt (
i−1⋂
k=1
Ak ∩
n⋂
k=i+1
Ak
)
6⊆ Ai
und mindestens eine andere der in σ enthaltenen Bedingungen Aj mit 1 ≤ j ≤ n
keine Charakterisierung ist. Dann ist auch die Konjunktion A′ von Ai und Aj kei-
ne Charakterisierung. Wenn man nun die Strukturspecies σ′ = 〈σ1, . . . , σk; τ1, . . . , τl;A′1, . . . , A′n′〉
so wa¨hlt, dass sich die Mengen {A1, . . . , An} und {A′1, . . . , A′n′} nur dahingehend
unterscheiden, dass in der letzteren Menge Ai und Aj fehlen, dafu¨r jedoch A
′
hinzugenommen wurde, so gilt zwar M(σ) = M(σ′), σ′ entha¨lt aber eine nicht-
triviale Charakterisierung weniger als σ, was zur Folge hat, dass sich ihre Klassen
potentieller Modelle unterscheiden.
Geht man gar zu einer Strukturspecies σ′′ = 〈σ1, . . . , σk; τ1, . . . , τl;A′′〉 mit
nur einer Bedingung
A′′ =
n⋂
k=1
Ai
u¨ber, so ist deren Klasse potentieller Modelle identisch mit der Klasse aller Struk-
turen des Typs 〈σ1, . . . , σk; τ1, . . . , τl〉; denn, wenn nur eine der Bedingungen
A1, . . . , An keine Charakterisierung ist, ist auch A
′′ keine Charakterisierung.
Die Klasse potentieller Modelle kann also durchaus abha¨ngig von der speziel-
len Art der Modularisierung der Bedingungen an Strukturen sein. Um eine derar-
tige Abha¨ngigkeit von der Wahl der Formulierung von Bedingungen bei gleichen
Modellklassen zu vermeiden, soll die Modularisierung von Bedingungen durch
das folgende Prinzip P-2.3-2 normiert werden. Auch dieses Prinzip la¨sst noch
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Wahlmo¨glichkeiten bei der Formulierung von Bedingungen zur Spezifikation ei-
ner Modellklasse zu, begrenzt diese jedoch so, dass verschiedene Strukturspecies,
die dieselbe Modellklasse haben, sich ebenfalls nicht in der Klasse potentieller
Modelle unterscheiden ko¨nnen, sofern sie dem Prinzip gehorchen.
Prinzip P-2.3-2 Eine Strukturspecies σ = 〈σ1, . . . , σk; τ1, . . . , τl;A1, . . . , An〉
sollte grundsa¨tzlich so beschaffen sein, dass es keine Strukturspecies σ′ = 〈σ1, . . . ,
σk; τ1, . . . , τl; A1, . . . , An, A
′〉 gibt, in der A′ eine Charakterisierung ist, fu¨r die
gilt:
n⋂
k=1
Ak ⊆ A′
und
A 6⊆ A′
Dabei ist A die Konjunktion aller Charakterisierungen unter den Bedingungen
A1, . . . , An.
Das Prinzip soll sichern, dass alle Bedingungen, die durch Charakterisierungen
ausgedru¨ckt werden ko¨nnen, auch tatsa¨chlich durch Charakterisierungen ausge-
dru¨ckt werden. Keine mo¨glichen Charakterisierngen sollen aus Bedingungen fol-
gen, die ihrerseits keine Charakterisierungen sind. Es sind hiernach fu¨r jede Klasse
M von Strukturen nur solche Strukturspecies mit der Modellklasse M zula¨ssig,
die die Klasse potentieller Modelle mo¨glichst weit beschra¨nken.
Das Prinzip P-2.3-1 ist ein “inhaltliches”, weil es Bezug auf das inhaltliche
Versta¨ndnis von Strukturen in ihrem Gebrauch in bestimmten empirischen Theo-
rien nimmt, na¨mlich darauf, welche Bedingungen an Strukturen empirischer und
welche nur analytischer oder pra¨suppositioneller Art sind. P-2.3-1 macht nur
in Beziehung auf die konkrete Verwendung von Strukturklassen in empirischen
Behauptungen Sinn. Im Gegensatz hierzu ist P-2.3-2 ein rein formales Prinzip.
Es bezieht sich ausschließlich auf die formale Gestalt von Strukturen.
Weitere inhaltliche und formale Prinzipien ko¨nnten zur weitergehenden Ein-
engung der zula¨ssigen Strukturspecies formuliert werden. Um ein inhaltlich diffe-
renzierteres Versta¨ndnis von Strukturen wird es in den folgenden Kapiteln gehen.
Auf die Aufstellung zusa¨tzlicher formaler Prinzipien soll hier verzichtet werden,
da sie zur vorliegenden Untersuchung nicht konstruktiv beitragen. Denkbar und
in anderen Zusammenha¨ngen mo¨glicherweise fruchtbar sind Prinzipien, die die lo-
gische Unabha¨ngigkeit der Bedingungen in Strukturspecies fordern, oder solche,
die neben der in P-2.3-2 geforderten Differenzierung von Charakterisierungen
und anderen Bedingungen eine bestimmte Modularisierung vorschreiben.
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2.4 Theoretische Relationen und partielle Mo-
delle
Die bislang behandelten Beispiele fu¨r empirsche Behauptungen ko¨nnen besten-
falls in Anspruch nehmen, die empirischen Behauptungen von Minitheorien oder
Theoriefragmenten wiederzugeben. Von wissenschaftlichen Konstrukten, denen
wir die Bezeichnung Theorie zubilligen wu¨rden, sind diese Beispiele weit entfernt.
Wenden wir uns Beispielen aus der Linguistik zu, die eher den Anspruch einer
Theorie erheben ko¨nnen als B-1.2-5 oder B-1.2-6.
2.4.1 Kontextfreie Grammatiken
Sprachen werden in der Linguistik in der Regel durch Grammatiken beschrieben.
Einer weit verbreiteten Praxis linguistischer oder informatischer Lehrbu¨cher mit
Bezug auf formale Grammatiken folgend, soll auch diese Darstellung mit kontext-
freien Grammatiken beginnen.
Kontextfreie Grammatiken bestehen aus
1. Symbolen, wa¨hlen wir hier die Symbole S, NP, VP, Art, N, V,
2. Produktionsregeln, hier sollen als Beispiel dienen:
S → NP VP (2.10)
NP → Art N (2.11)
VP → V NP (2.12)
und schließlich
3. einem Lexikon, das hier die Eintra¨ge
lex(Art, das)
lex(Art, ein)
lex(N,Dokument)
lex(N,Kind)
lex(V, findet)
lex(V, sieht)
(2.13)
umfassen soll.
Um zu ermitteln, welche Ausdru¨cke11, eine kontextfreie Grammatik beschreibt
oder – wie man auch sagt – erzeugt, geht man von dem Startsymbol aus, in
11In der Theorie formaler Grammatiken heißen die durch eine Grammatik beschriebenen Aus-
dru¨cke auch Wo¨rter. Dies fu¨gt sich gut in den terminologischen Zusammenhang der Theorie, da
die einzelnen lexikalischen Elemente der Wo¨rter Buchstaben heißen. Nur sind in Grammatiken
natu¨rlicher Sprachen die lexikalischen Elemente im Allgemeinen Wortformen oder zumindest
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unserem Beispielfall S. Dies ist die initiale Symbolzeichenkette. In der Symbol-
zeichenkette werden nun sukzessive Symbole, die auf der linken Seite einer Pro-
duktionsregel (vor →) vorkommen, durch die Symbolkette, die auf der rechten
Seite derselben Regel steht, ersetzt. Wenn als Ergebnis dieses Ersetzungsprozesses
schließlich nur noch Symbole in der Symbolkette stehen, die als linkes Argument
in der Relation lex vorkommen, entsteht der zu erzeugende Ausdruck, indem die
Symbole in der Symbolkette durch lexikalische Ausdru¨cke ersetzt werden, zu de-
nen sie im Verha¨ltnis lex stehen. Eine Folge von Ersetzungen von Symbolen durch
andere Symbole nach Vorgabe der Produktionsregeln wird auch als Ableitung be-
zeichnet. Bei der Anwendung einer Produktionsregel spricht man auch davon,
dass Symbole in einer Symbolkette durch andere Symbole expandiert werden.
Beispiel B-2.4-1 Der Satz das Kind findet ein Dokument ist ein Satz der oben-
stehenden Grammatik mit dem zugeho¨rigen Lexikon, weil die folgende Ableitung
mo¨glich ist:
S
NP VP
Art N VP
Art N V NP
Art N V Art N
und weil Art durch das ersetzt werden kann, N durch Kind, V durch findet, Art
durch ein und N durch Dokument.
Derselbe Satz kann auch durch andere Ableitungen erreicht werden, bei denen
im zweiten Schritt VP vor NP expandiert wird.
Kontextfreie Grammatiken sind eine formale Form, wiederzugeben, aus wel-
chen Bestandteilen – in traditionellen Grammatiken ha¨ufig Satzteile genannt –
ein Satz besteht. Deutet man die Symbole der Beispielgrammatik entsprechend,
so besagt sie etwa, dass ein Satz aus einer Nominalphrase und einer Verbalphrase
besteht, eine Nominalphrase wiederum aus Artikel und Nomen (Substantiv) und
eine Verbalphrase aus Verb und Nominalphrase.
Die Bezeichnung kontextfreie Grammatik ist durch die Tatsache motiviert,
dass die Expansionsmo¨glichkeiten eines Symbols ausschließlich durch das zu ex-
pandierende Symbol selbst und nicht durch seinen Kontext bestimmt werden.
Formal ko¨nnen Produktionsregeln als Instanzen einer zweistelligen Relation
→ betrachtet werden, die als linke Argumente aus einzelnen Symbolen beste-
hende Zeichenketten zula¨sst und deren rechte Argumente naheliegenderweise als
Teile von ihnen und die durch Grammatiken beschriebenen Ausdru¨cke Sa¨tze oder Satzteile. Die
Termini Buchstabe und Wort sind in Bezug auf natu¨rliche Sprachen bereits anders belegt. Um
der Klarheit willen wird hier auf den Gebrauch dieser Termini in Bezug auf formale Gramma-
tiken verzichtet. Die durch eine Gramatik beschriebenen Ausdru¨cke sollen, sofern es sich im
Sinne der traditionellen Grammatiktheorie um Sa¨tze handelt, auch die Sa¨tze dieser Grammatik
bezeichnet werden, die lexikalischen Elemente auch als Lexeme.
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Listen solcher Symbole angesehen werden. La¨sst man das Lexikon zuna¨chst außer
Acht, so bietet sich folgende modelltheoretische Konstruktion einer kontextfreien
Grammatik an:
Definition D-2.4-1 (Kontextfreie Grammatik ohne Lexikon) x ist eine
kontextfreie Grammatik ohne Lexikon gdwdf es Σ
∗,Σ, ↑, S,→ gibt, so dass
(a) x = 〈Σ∗,Σ, ↑, S,→〉,
(b) 〈Σ∗,Σ, ↑〉 ist eine Listenstruktur,
(c) S ∈ Σ,
(d) →⊆ Σ∗ × Σ∗,
(e) → entha¨lt endlich viele Elemente und
(f) fu¨r alle s, s′ ∈ Σ∗ mit s→ s′ gilt:
(fa) la¨nge(s) = 1 und
(fb) la¨nge(t) ≥ 1.12
Mithilfe von → la¨sst sich leicht definieren, wann eine Symbolkette aus einer
anderen in einem Schritt ableitbar ist.
Definition D-2.4-2 (Ableitbarkeit in einem Schritt) Sei 〈Σ∗,Σ, ↑, S,→〉 ei-
ne kontextfreie Grammatik ohne Lexikon. Dann gelte fu¨r alle s, t ∈ Σ∗, dass t in
einem Schritt aus s ableitbar ist (s⇒ t) gdwdf es s′, s′′, s′′′, s′′′′ ∈ Σ∗ gibt, so dass
(a) s′′ → s′′′′,
(b) s = s′ ◦ s′′ ◦ s′′′ und
(c) t = s′ ◦ s′′′′ ◦ s′′′.
Im Allgemeinen wird eine Relation⇒∗ als transitive Hu¨lle von⇒ eingefu¨hrt:
Definition D-2.4-3 (Ableitbarkeit) Sei 〈Σ∗,Σ, ↑, S,→〉 eine kontextfreie Gram-
matik ohne Lexikon. Dann gelte fu¨r alle s, t ∈ Σ∗, dass t aus s ableitbar ist
(s⇒∗ t) gdwdf
(a) s = t oder
12Auf diese Teilbedingung wird oft verzichtet. Aus darstellungstechnischen Gru¨nden wurde
sie hier aufgenommen. Eine durch eine diese Teilbedingung nicht erfu¨llende Grammatik erzeugte
Sprache kann immer auch durch eine diese Bedingung erfu¨llende Grammatik erzeugt werden.
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(b) es ein s′ ∈ Σ∗ gibt, so dass
(ba) s⇒ s′ und
(bb) s′ ⇒∗ t.
Es gilt bei dem gegebenen Beispiel u.a.:
S ⇒∗ Art N V Art N
NP VP ⇒∗ Art N V Art N
VP ⇒∗ V Art N
Das Verha¨ltnis zwischen kontextfreien Grammatiken ohne Lexikon und durch
sie definierten Sprachen – analog zu den durch die Grammatik erzeugten Aus-
dru¨cken spricht man auch von der durch eine Grammatik erzeugten Sprache –
stellt die folgende Definition dar:
Definition D-2.4-4 (Kontextfreie Sprache) x ist eine kontextfreie Sprache
gdwdf es L,D,Σ
∗,Σ, ↑,L, ↑Σ, S,→, lex gibt, so dass
(a) x =
〈
L,D,Σ∗,Σ, ↑,L, ↑Σ, S,→, lex〉,
(b) x = 〈L,D, ↑,L〉 ist eine Sprache*,
(c)
〈
Σ∗,Σ, ↑Σ, S,→〉 ist eine kontextfreie Grammatik ohne Lexikon,
(d) lex ⊆ Σ×D,
(e) L = {l ∈ L | es gibt ein s ∈ Σ∗ mit S˘ ⇒∗ s und lex∗(s, l)}.
c˘ fu¨r ein c ∈ Σ meint dabei die nur aus dem Zeichen c bestehende Zeichenkette,
also
c˘ := ↑Σ(c, )
fu¨r alle c ∈ Σ. lex∗ ist dabei als eine “Erweiterung” von lex fu¨r Listen zu
verstehen:
Definition D-2.4-5 Seien 〈Σ∗,Σ, ↑′〉 und 〈L,D, ↑〉 Listenstrukturen, und sei lex ⊆
Σ×D. Dann gelte fu¨r alle s ∈ Σ∗ und l ∈ L, dass
lex∗(s, l)
gdwdf
(a) la¨nge(s) = la¨nge(l) = 0 oder
(b)(ba) lex(erstes(s), erstes(l)) und
(bb) lex∗(rest(s), rest(l)).
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Alternative Konstruktionen kontextfreier Grammatiken
Man findet in der Literatur u¨ber formale Grammatiken Darstellungen kontextfrei-
er Grammatiken, die alternative modelltheoretische Konstruktionen nahelegen.
Lexikon und Grammatik werden oft nicht voneinander getrennt. Das Lexikon
wird durch weitere Produktionsregeln dargestellt, wie
Art → das (2.14)
Art → ein (2.15)
N → Dokument (2.16)
N → Kind (2.17)
V → findet (2.18)
V → sieht (2.19)
Damit entfa¨llt jedoch die wichtigste mengentheoretische Motivation, zwischen
einer Menge an Lexemen der zu beschreibenden Sprache und einer Menge an
Symbolen der kontextfreien Grammatik zu unterscheiden: Die Relation → ist
nun nicht mehr auf die letztere zu beschra¨nken und es ist nun keine Relation
lex mehr vonno¨ten, die ihre Argumente aus den unterschiedlichen Grundmengen
bezo¨ge. Beide Mengen ko¨nnen also zu einer Zeichenmenge vereinigt werden.
Um nun aber bei der Ableitung Symbolketten, die “Hilfssymbole” enthalten,
von solchen unterscheiden zu ko¨nnen, die ausschließlich Symbole der zu beschrei-
benden Sprache enthalten, also etwa eine Symbolkette
Art N findet das Dokument
im Gegensatz zu
das Kind findet das Dokument
muss unter den Zeichen zwischen solchen unterschieden werden, bei denen die
Ableitung abgeschlossen werden kann und solchen, die weiter expandiert werden
mu¨ssen. Die ersteren werden als Terminalsymbole bezeichnet, die letzteren als
Nichtterminalsymbole.
Das Verha¨ltnis einer derartigen kontextfreien Grammatik zu der durch sie be-
schriebenen Sprache la¨sst sich am ehesten durch eine Struktur 〈L,D, ↑,→, S, T,L〉
mit
1. →⊆ L× L,
2. → entha¨lt endlich viele Elemente,
3. S ∈ D,
4. T ⊆ D,
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5. L = {l | S˘ ⇒∗ l und l ∈ T ∗}
beschreiben. T ∗ ist dabei als die Menge aller Listen, die sich ausschließlich aus
Elementen von T bilden lassen, zu verstehen.
Die Relation → kann auch auf ({d˘ | d ∈ D} \ {d˘ | d ∈ T})× L eingeschra¨nkt
werden, wenn man ausschließen mo¨chte, dass auch Terminalsymbole noch weiter
expandiert werden ko¨nnen. In diesem Fall kann auf eine ausdru¨ckliche Auffu¨hrung
der Terminalsymbolmenge in der Struktur verzichtet werden, da die Terminal-
symbole sich als diejenigen Symbole ermitteln lassen, die nie in der linken Seite
einer Produktionsregel auftreten.
Die drei Varianten kontextfreier Grammatiken – mit Lexikon; ohne Lexikon
mit expandierbaren Terminalsymbolen; ohne Lexikon und ohne expandierbare
Terminalsymbole – unterscheiden sich nicht in den Sprachen, die durch sie be-
schrieben werden ko¨nnen. Man kann Verfahren angeben, nach denen sich eine
Grammatik jeder der drei Varianten in eine Grammatik einer anderen Variante,
die dieselbe Sprache beschreibt, u¨berfu¨hren la¨sst. Solche Verfahren beruhen auf
einzelnen oder Kombinationen der folgenden Schritte:
Umwandlung des Lexikons in Produktionsregeln: Das Lexikon kann, wie
im Beispiel vorgestellt, in direkter Weise in Produktionsregeln umgewandelt
werden.
Vermeidung von Terminalsymbolen auf der linken Seite von Regeln:
In Grammatiken mit Terminalsymbolen auf der linken Seite von Produk-
tionsregeln sind alle Vorkommen jedes derartigen Terminalsymbols t durch
ein neues Symbol t′ zu ersetzen. Fu¨r jedes derartige t ist eine neue Produk-
tionsregel t′ → t einzufu¨hren.
Einfu¨hrung eines Lexikon: Eine kontextfreie Grammatik, in der das Lexikon
durch Produktionsregeln dargestellt wird und bei der keine Terminalsymbo-
le auf der linken Seite von Produktionsregeln vorkommen, la¨sst sich immer
in eine um ein Lexikon erga¨nzte Grammatik umwandeln, indem Produk-
tionsregeln der Form s → t fu¨r ein Symbol s und ein Terminalsymbol t
als lex(s, t) repra¨sentiert werden, jedes Terminalsymbol t, das zusammen
mit weiteren Symbolen in Symbolketten auf der rechten Seite von Regeln
vorkommt, durch ein neues Symbol t′ ersetzt wird und fu¨r jedes derartige t
eine neue Produktionsregel t′ → t eingefu¨hrt wird.
Man kann sich leicht verdeutlichen, dass keine dieser Operationen die durch die
Grammatik beschriebene Sprache a¨ndert.
Obgleich Varianten kontextfreier Grammatiken, die das Lexikon durch Pro-
duktionsregeln repra¨sentieren, modelltheoretisch einfacher zu beschreiben sind,
als die in D-2.4-4 gewa¨hlte Variante, wurde D-2.4-4 hier der Vorzug aus Gru¨n-
den, die unten deutlicher werden sollen, gegeben.
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2.4.2 Empirisch relevante Aussagen und kontextfreie
Grammatiken
Kehren wir fu¨r einen Moment zuru¨ck zu B-1.2-7. Dort wurde u¨ber die Sprach-
kenntnisse einer Schu¨lergruppe eine empirisch nachpru¨fbare Behauptung aufge-
stellt. Nehmen wir nun an, die Schu¨lergruppe mache in ihrem Sprachunterricht
Fortschritte, indem sie anhand von Sprachbeispielen oder Grammatikunterricht
implizit oder explizit etwas u¨ber die Konstituentenstruktur der zu erlernenden
Sprache erfu¨hre. Nun kann die U¨berpru¨fung der Behauptung, ob die Sprachkennt-
nisse dieser Schu¨lerinnen und Schu¨ler durch eine bestimmt kontextfreie Gram-
matik beschrieben werden ko¨nnen, sinnvoll und interessant sein.
Sei also wieder I′ eine Menge von Anwendungsfa¨llen, die analog zu B-1.2-7
zu bestimmen ist. Und sei Gram1-Sprache eine durch eine Grammatik Gram1
bestimmte kontextfreie Sprache:
Definition D-2.4-6 (Gram1-Sprache) x ist eine Gram1-Sprache gdwdf es
L,D,Σ∗,Σ, ↑,L, ↑Σ,→, lex gibt, so dass
(a) x =
〈
L,D,Σ∗,Σ, ↑,L, ↑Σ, S,→, lex〉,
(b) x ist eine kontextfreie Sprache und
(c) es voneinander verschiedene S,NP,VP,Art,N,V ∈ Σ gibt, so dass
(ca) → genau die Instanzen
S → NP VP (2.20)
NP → Art N (2.21)
VP → V NP (2.22)
fu¨r diese als linkes Argument entha¨lt (fu¨r andere s ∈ Σ kann lex
beliebig definiert sein) und
(cb) es Vdas, Vein, Vdokument, Vfindet, Vsieht ∈ D gibt, so dass lex genau die In-
stanzen
lex(Art, Vdas)
lex(Art, Vein)
lex(N, VDokument)
lex(N, VKind)
lex(V, Vfindet)
lex(V, Vsieht)
(2.23)
entha¨lt.
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Vdas, . . . , Vsieht ∈ D in D-2.4-6 sind als Variablen zu verstehen, die u.a.
konkrete lexikalische Elemente aufnehmen ko¨nnen. Durch die in dieser Defini-
tion eingefu¨hrte Strukturspecies ist also noch keineswegs eine konkrete Sprache
eingefu¨hrt; dies wa¨re auch nicht vertra¨glich mit der Forderung nach Invarianz
unter kanonischen Transformationen, die in D-2.2-3 an die Bedingungen in ei-
ner Strukturspecies gestellt wird. Unter den Modellen der Strukturspecies sind
jedoch Modelle mit konkreten lexikalischen Elementen enthalten, darunter auch
die gewu¨nschten. Ganz Analoges ist auch zu den Symbolen S, . . . ,V zu bemerken:
Auch sie werden durch die Strukturspecies nicht als konkrete Symbole bestimmt,
wenn auch Modelle nicht ausgeschlossen sind, in denen sie konkrete Symbole
darstellen.
In Anlehnung an B-1.2-7 mag es nun nahe liegen die empirische Behauptung
u¨ber die Sprachkenntnisse der Schu¨lergruppe folgendermaßen zu formulieren:
Beispiel B-2.4-2
I′ ⊆M(Gram1-Sprache)
Dies ist jedoch nur sinnvoll unter der Minimalvoraussetzung, dass I′ Strukturen
vom selben Typ wie M(Gram1-Sprache) entha¨lt. Geht man davon aus, dass Beob-
achterinnen oder Beobachter des Sprachverhaltens der Schu¨lerinnen und Schu¨ler
u¨ber Verfahren verfu¨gen, die A¨ußerungen der Probandinnen und Probanden in le-
xikalische Elemente zu segmentieren – dies schließt im wesentlichen die Kenntnis
der Relation ↑ ein –, so werden die Beobachtenden eine Menge lexikalischer Ele-
mente bestimmen ko¨nnen, die von den Probandinnen und Probanden verwendet
werden, und daraus auch eine Menge prinzipiell mo¨glicher Zeichenketten bilden
ko¨nnen; schließlich werden die Beobachtenden auch in der Lage sein, die Menge
der A¨ußerungen zu bestimmen.
Die genannten Gegensta¨nde der Beobachtung umfassen aber gerade einmal die
Bestimmungsstu¨cke L,D, ↑,L einer kontextfreien Sprache 〈L,D,Σ∗,Σ, ↑,L, ↑Σ,
S, →, lex〉. Die Symbole der Grammatik und die auf ihnen beruhende Listen-
struktur Ψ =
〈
Σ∗,Σ, ↑Σ〉, das Startsymbol S, die Produktionsregeln von→ sowie
die lexikalische Zuordnung lex sind nicht im Sprachverhalten selbst beobachtbar.
Diese Bestimmungsstu¨cke werden erst durch die Theorie eingebracht und be-
stimmt, die das Sprachverhalten beschreiben soll, sie geho¨ren zum Vokabular die-
ser Theorie. Man kann auch sagen, dass in einem unten na¨her zu pra¨zisierenden
Sinne Ψ, S,→, lex nicht durch Beobachtungen, sondern nur durch die Theorie
selbst bestimmbar sind.
Anders gewendet kann man diesen metatheoretischen Sachverhalt auch so
ausdru¨cken: Die Fragen, woher wir denn wissen, welche die von den Schu¨lerinnen
und Schu¨lern gelernten Ausdru¨cke, welche deren lexikalische Elemente und welche
die aus diesen bildbaren mo¨glichen Ausdru¨cke seien und auf welche Weise die
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Ausdru¨cke zusammenzusetzen seien (z.B. durch zeitliche Verkettung akustischer
Signale oder horizontaler Anordnung von Schriftzeichen auf dem Papier), sind
sa¨mtlich ohne Rekurs auf die zur Diskussion stehende linguistische Theorie zu
beantworten. Das muss nicht heißen, dass die Antwort immer gleich auf der Hand
liegt oder trivial ist. Die Antwort kann in einzelnen Fa¨llen sogar nur mithilfe
sehr komplexer Theorien mo¨glich sein, z.B. einer Theorie akustischer Signale.
Entscheidend ist nur, dass diese Antworten die in Frage stehende linguistische
Theorie nicht voraussetzen.
Fragen nach einer geeigneten kontextfreien Grammatik zur Beschreibung eines
bestimmten Sprachverhaltens mit ihrer Symbolmenge, den Produktionsregeln,
dem Startsymbol und schließlich den lexikalischen Beziehungen zwischen Symbo-
len und sprachlichen Ausdru¨cken ko¨nnen nicht außerhalb der Grammatiktheorie,
die zur Disposition steht, beantwortet werden. Die Frage, warum eine speziel-
le Grammatik geeignet zur Beschreibung eines beobachteten Sprachverhaltens
ist, setzt die Wahrheit der zu u¨berpru¨fenden Behauptung, na¨mlich der speziellen
Grammatiktheorie, bereits voraus. Jedoch hatte sich die Frage ja gerade bei dem
Versuch, diese zu begru¨nden, gestellt. Die im Zusammenhang mit der kontext-
freien Grammatik und ihren Bestimmungsstu¨cken gestellten Fragen fu¨hren also
in einen Zirkel der Erkenntnisbegru¨ndung oder einen epistemologischen Zirkel.13
Die Strukturen, von denen sinnvoll zu fragen ist, ob sie durch eine gegebene
Grammatik beschreibbar sind, sind also genau die in D-1.2-4 definierten Modelle
von Sprache*. Diese ko¨nnen am ehesten die Rolle der potentiellen Modelle spielen,
bezu¨glich derer es u¨berhaupt sinnvoll ist zu fragen, ob sie unter eine empirisch
relevante Modellklasse fallen. Mit I′ als Teilklasse von M(Sprache∗) ist B-2.4-
2 allerdings schon aus Gru¨nden der Typzugeho¨rigkeit falsch. Eine Antwort auf
dieses Problem bietet die sog. Ramsey-Methode.
2.4.3 Die Ramsey-Methode
Was bedeutet es – ausgehend von der Voraussetzung, dass unsere Beobachtungen
durch eine Strukturmenge I′ mit
I′ ⊆M(Sprache*)
beschrieben werden ko¨nnen –, dass diese Beobachtungen durch Gram1-Sprach-
Modelle korrekt beschrieben werden? Den Strukturen in I′ fehlen Strukturele-
mente, die die Modelle von Gram1-Sprache aufweisen: eine Grammatik und die
zugeho¨rige Listenstruktur sowie ein Lexikon.
Damit nun u¨berhaupt Modelle von Gram1-Sprache zu den Strukturen in I′
gefunden werden ko¨nnen, die zu den Strukturen in I′ “passen”, mu¨ssen fehlen-
de Bestimmungsstu¨cke gefunden werden, mit denen sich die Strukturen in I′ zu
Modellen von Gram1-Sprache erga¨nzen lassen, vorausgesetzt man versteht das
13Vgl. [Stegmu¨ller 1973b, S. 42].
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“Zueinanderpassen” der Strukturen so, dass sie in ihren nicht-theoretischen Be-
stimmungsstu¨cken u¨bereinstimmen.
Diese Voraussetzung der Existenz geeigneter theoretischer Bestimmungsstu¨cke
fu¨r das Anpassen der Beobachtungsstrukturen an die entsprechenden Struktu-
ren mit theoretischen Bestimmungsstu¨cken wollen wir als die schwa¨chste inten-
dierte empirische Behauptung, die sich mit einer Theorie verknu¨pft, auffassen.
Verscha¨rfungen werden unten noch diskutiert werden. Im vorliegenden Fall ist die
Behauptung also diejenige, dass die Strukturen xi ∈ I′ mit xi = 〈Li, Di, ↑i,Li〉
derart um Elemente Σ∗i,Σi, ↑Σi , Si,→i, lexi geeigneten Typs zu erga¨nzen sind,
dass 〈
Li, Di,Σ
∗
i,Σi, ↑i,Li, ↑Σi , Si,→i, lexi
〉 ∈M(Gram1-Sprache)
Anders ausgedru¨ckt wird behauptet:
Beispiel B-2.4-3 Fu¨r alle 〈Li, Di, ↑i,Li〉 ∈ I′ gilt, dass es Σ∗i,Σi, ↑Σi , Si,→i,
lexi gibt derart, dass〈
Li, Di,Σ
∗
i,Σi, ↑i,Li, ↑Σi , Si,→i, lexi
〉 ∈M(Gram1-Sprache)
Diese Lo¨sung des epistemologischen Zirkels wurde urspru¨nglich von F.P. Ram-
sey entdeckt und von J.P. Sneed in [Sneed 1971] die Ramsey-Lo¨sung des Pro-
blems der theoretischen Terme genannt.
Bezeichnen wir die Erga¨nzung der Modelle von Sprache* zu Strukturen vom
selben Typ wie die Modelle von Gram1-Sprache als theoretische Erga¨nzung von
Gram1-Beobachtungen, so la¨sst sich B-2.4-3 auch mithilfe dieses neuen Terminus
reformulieren.
Definition D-2.4-7 (Theoret. Erga¨nzung von Gram1-Beobachtungen)
Seien σ, τ Strukturtypen derart, dass fu¨r alle x ∈ M(Sprache*) gilt, dass x ∈
Str(σ) und fu¨r alle y ∈ M(Gram1-Sprache) gilt, dass y ∈ Str(τ). Dann sei
ExtGram1 (theoretische Erga¨nzung von Gram1-Beobachtungen) fu¨r alle y ∈ Str(τ),
x ∈ Str(σ) folgendermaßen definiert:
yExtGram1x
gdwdf es L,D, ↑,L gibt, so dass
(a) x = 〈L,D, ↑,L〉 und
(b) es Σ∗,Σ, ↑Σ, S,→, lex gibt, so dass
y =
〈
L,D,Σ∗,Σ, ↑,L, ↑Σ, S,→, lex〉
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Die empirische Behauptung kann nun ausgedru¨ckt werden als:
Beispiel B-2.4-4 Fu¨r alle x ∈ I′ gilt, dass es ein y gibt mit yExtGram1x und
y ∈M(Gram1-Sprache)
Zur Verallgemeinerung des Begriffs der theoretischen Erga¨nzung auf beliebige
Theorien θ sei die folgende Notation eingefu¨hrt:
Definition D-2.4-8 (a) Fu¨r beliebige Strukturen 〈D1, . . . , Dm;R1, . . . , Rn〉 und
beliebige i, j mit 1 ≤ i ≤ n und 1 ≤ j ≤ m gelte:
〈D1, . . . , Dm;R1, . . . , Rn〉−i := 〈D1, . . . , Dm;R1, . . . , Ri−1, Ri+1, . . . , Rn〉
und
〈D1, . . . , Dm;R1, . . . , Rn〉−j := 〈D1, . . . , Dj−1, Dj+1, . . . , Dm;R1, . . . , Rn〉
(b) Nun kann fu¨r beliebige Strukturen x = 〈D1, . . . , Dm;R1, . . . , Rn〉 und i1, . . . ,
ik, j1, . . . , jl mit 1 ≤ ii′ ≤ n und 1 ≤ ii′′ ≤ n fu¨r 1 ≤ i′ < i′′ ≤ k und
1 ≤ jj′ ≤ m und 1 ≤ jj′′ ≤ m fu¨r 1 ≤ j′ < j′′ ≤ l rekursiv definiert werden:
x−j1,j2,... ,jl−i1,i2,... ,ik := (((x−i1)−iˇ2,... ,ˇik)
−j1)−jˇ2,... ,jˇl
Dabei ist fu¨r beliebige i′, j′ mit 2 ≤ i′ ≤ k und 2 ≤ j′ ≤ k:
iˇi′ :=
{
ii′ falls ii′ < i1,
ii′ − 1 sonst
jˇj′ :=
{
jj′ falls jj′ < j1,
jj′ − 1 sonst
Nun kann fu¨r beliebige Theorien θ definiert werden:
Definition D-2.4-9 (θ-theoretische Erga¨nzung) Sei x ein beliebiges Modell
einer Theorie θ. Dann gilt fu¨r beliebige Strukturen y, dass x eine θ-theoretische
Erga¨nzung von y ist (xExtθy) gdwdf es D1, . . . , Dn, R1, . . . , Rm sowie n
′,m′ mit
1 ≤ n′ ≤ n und 1 ≤ m′ ≤ m und i1, . . . , in′ mit 1 ≤ ii′ ≤ n fu¨r 1 ≤ i′ ≤ n′ und
j1, . . . , jn′ mit 1 ≤ jj′ ≤ n fu¨r 1 ≤ j′ ≤ n′ gibt, so dass
(a) x = 〈D1, . . . , Dn;R1, . . . , Rm〉,
(b) die i1te,. . . und in′te Grundmenge θ-theoretisch sind,
(c) die j1te,. . . und jm′te Relation θ-theoretisch sind und
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(d) y = x
−i1,... ,in′
−j1,... ,jm′ .
Bislang wurde hier noch keine pra¨zise Bestimmung gegeben, wann Mengen
oder Relationen θ-theoretisch sind. Fu¨r den Moment mo¨gen die Bemerkungen
zur Theoretizita¨t bezu¨glich von Gram1-Sprache als Anhaltspunkt genu¨gen.
Die Relation Extθ ist rechtseindeutig, wie leicht eingesehen werden kann.
Deshalb kann man fu¨r alle Strukturen x, y und Theorien θ definieren:
Redθ(x) := y
gdw
xExtθy
Fu¨r beliebige x ∈M(Gram1-Sprache) gilt folglich:
RedGram1(x) ∈M(Sprache*)
Fu¨hrt man nun noch die Redθ entsprechende Funktion fu¨r Klassen von Modellen
ein als:
Definition D-2.4-10 (θ-nicht-theoretisches Redukt) Sei x ein Modell der
Theorie θ. Und sei τ ein Strukturtyp derart, dass x ∈ Str(τ). Dann gelte fu¨r
beliebige M ⊆ Str(τ):
Redθ(M) := {Redθ(x) | x ∈M}
Ein x ∈ Redθ(M) wird auch als ein θ-nicht-theoretisches Redukt (einer Struktur)
von M bezeichnet.
Mit dieser Definition la¨sst sich die empirische Behauptung B-2.4-3 nun kurz
wie folgt ausdru¨cken:
Beispiel B-2.4-5
I′ ⊆ Redθ(M(Gram1-Sprache))
Es wird also behauptet, dass die intendierten Anwendungen der Theorie sa¨mtlich
nicht-theoretische Redukte der Theorie sind.
2.4.4 Theoriekerne und -elemente
In den vorangehenden Abschnitten dieser Arbeit wurde weitestgehend informell
von Theorien gesprochen. Dabei schwankte die Verwendungsweise – wie ha¨ufig
beim informellen Sprechen u¨ber Theorien – zwischen Theorie als Bezeichnung
fu¨r einen formalen Apparat und als Bezeichnung fu¨r eine oder mehrere mitein-
ander verknu¨pfte empirische Behauptungen. Auf einen weiteren Theoriebegriff,
na¨mlich komplexe Theorien mit Fundamental- und Spezialgesetzen, wurde noch
nicht eingegangen.
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Theoriekerne
Die voranstehenden Betrachtungen helfen uns, pra¨zisere Theoriebegriffe zu ent-
wickeln, die als Explikate fu¨r einzelne informelle Verwendungsweisen von Theorie
dienen ko¨nnen. Betrachtet man den formalen Apparat einer Theorie, bestehend
aus dem Vokabular der Theorie und ihren Axiomen oder Gesetzen, so wird er
weitestgehend durch die Strukturspecies, die die Modelle der Theorie abgrenzt,
bestimmt. Neben der Klasse der Modelle ist mit der Strukturspecies jedoch auch
die Klasse der potentiellen Modelle der Theorie bestimmt. Die letztere Klasse
la¨sst sich als modelltheoretische Repra¨sentation des Begriffsapparats der Theorie
auffassen.
Sowohl die echten als auch die potentiellen Modelle der Theorie enthalten in
Bezug auf diese Theorie theoretische Relationen. Der formale Begriffsapparat zur
Beschreibung von Beobachtungen im Sinne der Theorie, die die Theorie stu¨tzen
oder erschu¨ttern ko¨nnen, ergibt sich als die Klasse der nicht-theoretischen Reduk-
te der potentiellen Modelle der Theorie; mag diese Klasse als Klasse der partiellen
potentiellen Modelle der Theorie bezeichnet werden.
Die genannten Bestimmungsstu¨cke sollen zu dem gerechnet werden, was in
der Terminologie des wissenschaftstheoretischen Strukturalismus als Theoriekern
bezeichnet wird. Fu¨r den Moment wird hier aber noch von all denjenigen Be-
standteilen einer Theorie abgesehen, die fu¨r Verbindungen zwischen verschiede-
nen Modellen einer Theorie oder den Modellen verschiedener Theorien sorgen.
Aus diesem Grund soll dieser reduzierte Theoriekern als isolierter Theoriekern
bezeichnet werden.
Definition D-2.4-11 (Isolierter Theoriekern) Ki(θ) ist ein isolierter Theo-
riekern einer Theorie θ gdwdf es eine Strukturspecies σ und Strukturklassen Mp(θ),
M(θ),Mpp(θ) gibt, so dass
(a) Ki(θ) = 〈Mp(θ),M(θ),Mpp(θ)〉,
(b) Mp(θ) ist die Klasse potentieller Modelle von σ,
(c) M(θ) = M(σ) und
(d) Mpp(θ) = Redθ(Mp(θ)).
Die Elemente von M(θ) werden auch als die Modelle der Theorie θ, die von
Mp(θ) als ihre potentiellen Modelle, die von Mpp(θ) als ihre partiellen potenti-
ellen Modelle bezeichnet.14
Zu jeder der drei Strukturklassen, die in einem Theoriekern enthalten sind,
gibt es eine Strukturspecies derart, dass die Modellklasse dieser Strukturspecies
mit der jeweiligen Strukturklasse identisch ist.
14Man beachte, dass der Terminus Modell hier zum einen in Bezug auf Strukturspecies, zum
anderen in Bezug auf Theorien verwendet wird.
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Satz S-2.4-1 Sei θ eine Theorie mit dem isolierten Theoriekern 〈Mp(θ),M(θ),
Mpp(θ)〉. Dann gilt:
1. es gibt eine Strukturspecies σ, so dass
M(θ) = M(σ)
2. es gibt eine Strukturspecies σp, so dass
Mp(θ) = M(σp)
3. es gibt eine Strukturspecies σpp, so dass
Mpp(θ) = M(σpp)
Beweis B-2.4-1 1. Die erste Behauptung ist schlicht die Forderung D-2.4-
11c.
2. Da potentielle Modelle D-2.3-1 als Modelle einer Strukturspecies aufgefasst
werden, die durch Weglassung einiger Bedingungen aus der Strukturspecies
der Modelle gewonnen werden, ist auch diese Behauptung trivial.
3. Fu¨r die partiellen potentiellen Modelle einer Theorie ergibt sich die Behaup-
tung daraus, dass Abha¨ngigkeiten in der Klasse der potentiellen Modelle ei-
ner Theorie nur zwischen den Grundmengen und den auf ihnen definierten
Relationen bestehen, nicht aber zwischen den Grundmengen oder zwischen
den Relationen; dies folgt daraus, dass die Grundmengen und Relationen
nur durch ihre Typzugeho¨rigkeit, die Abha¨ngigkeiten zwischen Grundmen-
gen und Relationen bestimmt, und durch Charakterisierungen, die Relatio-
nen isoliert na¨her bestimmen, mithilfe der Strukturspecies eines potentiellen
Modells eingegrenzt werden.
Genauer: Sei σ = 〈τ1, . . . , τn, σ1, . . . , σm, A1, . . . , Al〉 eine Strukturspecies
mit M(σ) = Mp(θ) und seien fu¨r jedes i mit 1 ≤ i ≤ m die Pra¨dikate
{A1i , . . . , Akii } ⊆ {A1, . . . , Al} die Charakterisierungen der iten Relation
der Modelle von σ. Da es sich bei der Klasse der Modelle von σ um eine
Klasse potentieller Modelle handelt, gilt zudem nach D-2.2-7:
m⋃
i=1
{A1i , . . . , Akii } = {A1, . . . , Al}
Sei σ′ = 〈τ1, . . . , τn;σ1, . . . , σm〉 der zu σ geho¨rige Strukturtyp und definiert
man fu¨r beliebige i mit 1 ≤ i ≤ m:
R¯i :=
{
Ri | 〈D1, . . . , Dn;R1, . . . , Ri, . . . , Rm〉 ∈
(
Str(σ′) ∩
ki⋂
j=1
Aij
)}
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dann gilt nach D-2.2-7
Mp(θ) = {〈D1, . . . , Dn;R1, . . . , Rm〉 ∈ Str(σ′) |
fu¨r alle i mit 1 ≤ i ≤ m : Ri ∈ R¯i} (2.24)
Fu¨r eine beliebige Struktur 〈D1, . . . , Dn;R1, . . . , Rm〉 ∈M(σ) gelte nun:
〈D′1, . . . , D′n′ ;R′1, . . . , R′m′〉 := Redθ(〈D1, . . . , Dn;R1, . . . , Rm〉)
und sei σpp ein Strukturtyp mit Str(σpp) = Redθ(Str(σ
′)). Aus (2.24) folgt
mit D-2.4-10, D-2.4-7 und D-2.4-11d:
Mpp(θ) = {〈D′1, . . . , D′n′ ;R′1, . . . , R′m′〉 ∈ Str(σpp) |
fu¨r alle i mit 1 ≤ i ≤ m′ : R′i ∈ R¯′i} (2.25)
Mit
A′i := {〈D′1, . . . , D′n′ ;R′1, . . . , R′m′〉 ∈ Str(σpp) | R′i ∈ R¯′i}
fu¨r alle i mit 1 ≤ i ≤ m′ gilt auch
m′⋂
i=1
A′i = Mpp(θ)
Somit ist nach D-2.2-6 σ′′ = 〈D′1, . . . , D′n′ ;R′1, . . . , R′m′ ;A′1, . . . , A′m′〉 eine
Strukturspecies mit M(σ′′) = Mpp(θ).
Das bedeutet nach D-2.2-3, dass die drei Strukturklassen unter kanonischen
Transformationen invariant sind. Damit sind jedoch die Gegenstandsbereiche, auf
die durch eine Theorie Bezug genommen wird, durch den isolierten Theoriekern
nur formal bestimmt. Es fehlt noch jeder “inhaltliche” oder “konkrete” Bezug
der Theorie auf na¨her spezifizierte Gegensta¨nde der Wirklichkeit. Die Elemente
des Theoriekerns reichen nicht zur Formulierung einer empirischen Behauptung.
Theorie-Elemente
In den Beispielen fu¨r empirische Behauptungen wurde die Beziehung zu beobacht-
baren Gegensta¨nden durch eine Menge intendierter Anwendungen der Theorie
hergestellt. Eine solchermaßen angewandte Theorie wird auch Theorie-Element
genannt. Solange wir es mit isolierten Theoriekernen zu tun haben, ko¨nnen wir
entsprechend auch von isolierten Theorie-Elementen sprechen:
Definition D-2.4-12 (Isoliertes Theorie-Element) Ti(θ) ist ein isoliertes
Theorie-Element einer Theorie θ gdwdfes I(θ),Ki(θ),Mp(θ),M(θ),Mpp(θ) gibt,
so dass
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(a) Ti(θ) = 〈Ki(θ), I(θ)〉,
(b) Ki(θ) = 〈Mp(θ),M(θ),Mpp(θ)〉 ist der isolierte Theoriekern der Theorie
θ,
(c) I(θ) ⊆Mpp(θ) und
(d) I(θ) ist die Menge der intendierten Anwendungen von θ.
Durch D-2.4-12d werden Theorie-Elemente abha¨ngig von pragmatischen Ge-
sichtspunkten. Inhalt und Gro¨ße von I(θ) ha¨ngen davon ab, worauf die Propo-
nenten einer Theorie diese anwenden wollen oder was sie fu¨r typische Anwen-
dungsfa¨lle ihrer Theorie halten. In der historischen Entwicklung einer Theorie
kann der Umfang von I(θ) schwanken: Bemerkt man, dass der formale Apparat
der Theorie auch erfolgreich auf Anwendungen in Bereiche ausgedehnt werden
kann, die den urspru¨nglich intendierten Anwendungen verwandt sind, so kann
I(θ) entsprechend erweitert werden. Erweist sich aber die empirische Behaup-
tung einer Theorie als nicht haltbar und wird der Grund dafu¨r in einigen weniger
typischen Elementen von I(θ) gefunden, so kann es zu einer entsprechenden Ver-
engung des Anwendungsbereiches kommen.
Bei vielen Anwendungen der klassischen Partikelmechanik (Planetenbahnen,
Pendelbewegungen) ist keineswegs a priori klar, dass es sich bei den konkreten
physischen Gegensta¨nden in dieser Anwendung um Dinge handelt, die man als
Partikel betrachten darf. Viele dieser Dinge sind weit davon entfernt, auch nur
na¨herungsweise der typischen Vorstellung eines Massepunktes zu entsprechen. Die
Rechtfertigung dafu¨r, die Theorie dennoch auf diese Gegensta¨nde anzuwenden,
besteht im Erfolg der Anwendung.
In der Geschichte der Lingustik ko¨nnte man eine Ausweitung des Anwen-
dungsbereichs einer Theorie in den Anwendungen der Schulgrammatiken der
alexandrinischen Grammatiker fu¨r das Altgriechische auf das Lateinische und
spa¨ter andere europa¨ische Sprachen seit dem Mittelalter sehen. Die Ausweitung
des Anwendungsbereichs war motiviert von der Erkenntnis, dass zumindest einige
Aussagen u¨ber die klassischen Sprachen auf die damals modernen “Volksprachen”
u¨bertragbar seien. Die ha¨ufig unzureichende U¨bertragbarkeit des grammatischen
Kategoriensystems wurde auf den “unidealen” oder “weniger logischen” Charak-
ter der Sprachen zuru¨ckgefu¨hrt.
In diesem Sinne entscheidet die Theorie so zumindest partiell u¨ber ihren ei-
genen Anwendungsbereich, dies wird in [Stegmu¨ller 1973a, S. 112] auch als
Autodetermination der Theorie bezeichnet. Wa¨re die Autodetermination vo¨llig
beliebig, so ko¨nnte eine Theorie nie widerlegt werden. Im Bereich der intendier-
ten Anwendungen gibt es jedoch einen Kernbereich typischer Anwendungen, die
in jedem Entwicklungsstadium der Theorie zu den intendierten Anwendungen
geho¨ren.
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Empirischer Gehalt und empirische Behauptung
Davon, dass eine Theorie empirischen Gehalt hat, wollen wir sprechen, wenn ihr
formaler Apparat nicht schon aus logisch-semantischen oder pra¨suppositionellen
Gru¨nden auf jede beliebige Beobachtung zutrifft, oder anders: wenn sie u¨berhaupt
durch mo¨gliche Beobachtungen widerlegt werden kann. Dies ist immer dann der
Fall, wenn nicht alle partiellen potentiellen Modelle auch zu Modellen der Theorie
erga¨nzt werden ko¨nnen, wenn also gilt:
Red(M(θ)) ⊂Mpp(θ) (2.26)
Betrachtungen bezu¨glich des empirischen Gehalts sind demnach immer auf den
Theoriekern bezogen.
Da der Theoriekern jedoch noch keinerlei Bezug zu tatsa¨chlichen Beobach-
tungen oder Anwendungen der Theorie hat, reicht der Theoriekern allein als
Grundlage fu¨r eine empirische Behauptung nicht aus. Theorie-Elemente bieten
die fu¨r eine empirische Behauptung no¨tigen Bestandteile, falls der Theoriekern
u¨berhaupt empirischen Gehalt hat: neben dem formalen Apparat der Theorie
eine Menge konkreter intendierter Anwendungen der Theorie. Als die empirische
Behauptung eines Theorie-Elements soll die Aussage
I(θ) ⊆ Red(M(θ)) (2.27)
aufgefasst werden.
Es entspricht dem Vorversta¨ndnis, dass die Gram1-Sprachtheorie empirischen
Gehalt hat. Zu zeigen wa¨re, dass sie dies auch im oben spezifizierten Sinne hat.
Betrachtet man D-2.4-6 na¨her, so stellt man fest, dass D-2.4-6ca und D-2.4-4e
in der Definition der kontextfreien Grammatik, auf die in D-2.4-6 referiert wird,
die einzigen Bedingungen sind, die keine Charakterisierungen sind. In D-2.4-6ca
wird ein Verha¨ltnis zwischen den Relationen → und ↑Σ hergestellt, in D-2.4-4e
wird aufgrund von D-2.4-3 und D-2.4-5 ein Verha¨ltnis zwischen lex,→, ↑ und
↑Σ hergestellt. Man gelangt deshalb zu folgenden Definitionen:
Definition D-2.4-13 (Potentielle Modelle kontextfreier Sprachen) x ist
ein potentielles Modell einer kontextfreien Sprache (x ∈ Mp(kfS)) gdwdf es
L,D, ↑,L,Σ,Σ∗, ↑′, S,→, lex gibt, so dass
(a) x =
〈
L,D,Σ,Σ∗, ↑,L, ↑Σ, S,→, lex〉,
(b) x = 〈L,D, ↑,L〉 ist eine Sprache*,
(c)
〈
Σ,Σ∗, ↑Σ, S,→〉 ist eine kontextfreie Grammatik ohne Lexikon und
(d) lex ⊆ Σ×D.
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Definition D-2.4-14 (Potentielles Modell einer Gram1-Sprache) x ist ein
potentielles Modell einer Gram1-Sprache (x ∈Mp(Gram1-Sprache)) gdwdf es
L,D,Σ∗,Σ, ↑,L, ↑Σ,→, lex gibt, so dass
(a) x =
〈
L,D,Σ∗,Σ, ↑,L, ↑Σ, S,→, lex〉,
(b) x ist ein potentielles Modell einer kontextfreien Sprache,
(c) es paarweise voneinander verschiedene Art,N,V ∈ Σ und Vdas, Vein, Vdokument,
Vfindet, Vsieht ∈ D gibt, so dass lex fu¨r diese genau die Instanzen
lex(Art, Vdas)
lex(Art, Vein)
lex(N, VDokument)
lex(N, VKind)
lex(V, Vfindet)
lex(V, Vsieht)
(2.28)
entha¨lt.
In Einklang mit den D-2.4-7 zugrunde liegenden U¨berlegungen muss die
Klasse der partiellen potentiellen Modelle von Gram1-Sprache folgendermaßen
bestimmt werden:
Definition D-2.4-15 (Partielles potentielles Modell einer Gram1-Sprache)
x ist ein partielles potentielles Modell einer Gram1-Sprache
(x ∈Mpp(Gram1-Sprache)) gdwdf es L,D, ↑,L gibt, so dass
(a) x = 〈L,D, ↑,L〉 und
(b) es Σ∗,Σ, ↑Σ, S,→, lex gibt, so dass〈
L,D,Σ∗,Σ, ↑,L, ↑Σ, S,→, lex〉 ∈Mp(Gram1-Sprache)
Man kann nun zeigen:
Satz S-2.4-2 Die Modelle von Sprache* sind genau die partiellen potentiellen
Modelle von Gram1-Sprache.
Beweis B-2.4-2 Dazu ist zu zeigen, dass
1. es zu jeder Struktur 〈L,D, ↑,L〉, die ein Modell von Sprache* ist, Σ∗,Σ, ↑Σ,
S,→, lex gibt, so dass 〈L,D,Σ∗,Σ, ↑,L, ↑Σ, S,→, lex〉 potentielle Modelle
von Gram1-Sprache sind und
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2. fu¨r jedes potentielle Modell von Gram1-Sprache
〈
L,D,Σ∗,Σ, ↑,L, ↑Σ, S,→,
lex〉 die Struktur 〈L,D, ↑,L〉 ein Modell von Sprache* ist.
1. Sei 〈L,D, ↑,L〉 ein Modell von Sprache*. Da D wegen D-1.2-4b und D-
1.1-5b nichtleer ist und wegen D-1.2-4c abza¨hlbar ist, hat L abza¨hlbar
unendlich viele Elemente.15 Man bilde eine Abza¨hlung l von L, wobei ln
mit n ∈ N0 jeweils das (n)te Element der Abza¨hlung ist. Diese Abza¨hlung
soll nun in der folgenden Weise als Grundlage fu¨r eine “Go¨delisierung”
der Elemente der Menge Σ∗ dienen: Man nehme die na¨chsten vier auf l0
folgenden Elemente dieser Abza¨hlung als l1 = S, l2 = Art, l3 = N, l4 =
V, l5 = NP, l6 = VP. Σ wa¨hle man als {S,Art,N,V}. Σ∗ sei nun einfach L
selbst. Wa¨hlt man nun ↑Σ als die Operation:
↑Σ(lm, ln) := lm+7n
fu¨r alle 1 ≤ m ≤ 7 und alle n ∈ N0, so ist offensichtlich, dass fu¨r
〈
Σ∗,Σ, ↑Σ∗〉
D-1.1-5d gilt. Dass auch D-1.1-5e gilt, folgt daraus, dass es fu¨r beliebige
gegebene k ∈ N0 genau eine Lo¨sung von
k = m+ 7n
gibt, bei der 1 ≤ m ≤ 7 gilt, na¨mlich diejenige Lo¨sung bei der n das Ergebnis
der ganzzahligen Division von k durch 7 ist und m der Rest dieser Division;
damit ist es ausgeschlossen, dass
↑Σ∗(lm, ln) = ↑Σ∗(lm′ , ln′)
fu¨r m′ 6= m oder n′ 6= n.
Da m > 0 und n ≥ 0 ist immer m + 7n > 0. Fu¨r beliebige lm ∈ Σ, ln ∈ Σ∗
gilt also ↑Σ∗(lm, ln) 6= l0. Damit wa¨re fu¨r  = l0 D-1.1-5fa gezeigt.
Durch einen Reduktionsbeweis kann gezeigt werden, dass es auch keine ech-
te Teilmenge von Σ∗ gibt, in der l0 enthalten wa¨re und die unter der Ver-
knu¨pfung durch ↑Σ∗ mit Elementen aus Σ geschlossen wa¨re, also dass D-
1.1-5fb fu¨r
〈
Σ∗,Σ, ↑Σ∗〉 und  = l0 gilt: Angenommen, es ga¨be eine echte
Teilmenge M ⊂ Σ∗ mit l0 ∈ M , so dass fu¨r alle lm′ ∈ Σ, ln′ ∈ M gilt,
dass ↑Σ∗(lm′ , ln′) ∈M . Dann sei i das kleinste Element von N0, derart dass
li ∈ Σ∗ \M . Dann gilt nach der Annahme fu¨r alle i′ ∈ N0, wenn fu¨r ein i′′
mit 1 ≤ i′′ ≤ 7 gilt, dass
↑Σ∗(li′′ , li′) = li (2.29)
15Die Unendlichkeit von L ergibt sich aus der unbegrenzten Verla¨ngerbarkeit von Listen,
die Abza¨hlbarkeit kann durch Angabe eines Go¨delisierungsverfahrens fu¨r die Elemente von L
aufgrund der Abza¨hlung von D gezeigt werden.
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dann li′ 6∈ M . (2.29) gilt jedoch genau fu¨r das Ergebnis i′ der ganzzahligen
Division von i durch 7 und den Rest i′′. Da das Ergebnis der ganzzahligen
Division eines n ∈ N0 durch 7 immer kleiner als n ist, folgt i′ < i. Dann
ist jedoch i nicht das kleinste Element j von N0, derart dass lj ∈ Σ∗ \M
ist, da auch li′ ∈ Σ∗ \ M . Dies widerlegt die Annahme und beweist D-
1.1-5fb fu¨r
〈
Σ∗,Σ, ↑Σ∗〉 und  = l0. Aus der Wahl von Σ und Σ∗ geht
unmittelbar hervor, dass diese Mengen nicht leer sind. Damit ist gezeigt,
dass
〈
Σ∗,Σ, ↑Σ∗〉 eine Listenstruktur ist.
Die Bedingungen an→ und lex in potentiellen Modellen von Gram1-Sprache
ko¨nnen trivialerweise durch Wahl von
→:= Σ∗ × Σ∗
und
lex := Σ×D
erfu¨llt werden.
2. Die umgekehrte Behauptung folgt direkt aus D-2.4-15 mit D-2.4-14 und
D-2.4-13.
Nach diesen Pra¨liminarien ko¨nnen wir uns dem isolierten Theoriekern
Ki(Gram1-Sprache) =
〈Mp(Gram1-Sprache),M(Gram1-Sprache), Mpp(Gram1-Sprache)〉
(2.30)
zuwenden, um nach seinem empirischen Gehalt zu fragen.
Es gilt (2.26) fu¨r θ = Gram1-Sprache, da man sich leicht vergegenwa¨rti-
gen kann, dass alle von Gram1 erzeugten Sa¨tze die La¨nge 5 haben. Sei also
〈L,D, ↑,L〉 ∈ Red(M(Gram1-Sprache)), dann gilt fu¨r alle s ∈ L: la¨nge(s) =
5. Es gibt jedoch Sprachen* 〈L,D, ↑,L′〉, und damit nach S-2.4-2 auch poten-
tielle Modelle von Gram1-Sprache, deren Menge L′ Ausdru¨cke entha¨lt, die nicht
von der La¨nge 5 sind; denn L entha¨lt Ausdru¨cke jeglicher La¨nge und in einer
Sprache* kann L′ eine beliebige Teilmenge von L sein.16
16Das Beispiel mag den falschen Eindruck nahelegen, als habe die Empirizita¨t von
Ki(Gram1-Sprache) ihre Ursache in der begrenzten La¨nge der durch Gram1 erzeugten Aus-
dru¨cke. Dies ist jedoch nicht der Fall, wie unten deutlicher werden wird. Auch Grammatiken, die
unendlich viele Ausdru¨cke ohne eine obere Grenze fu¨r die Ausdrucksla¨nge erzeugen, schließen
Teilklassen von L aus.
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Partielle empirische Testbarkeit
Fu¨r θ = Gram1-Sprache ist auch leicht vorstellbar, wie eine U¨berpru¨fung der
Behauptung (2.27) vonstatten gehen ko¨nnte. I(Gram1-Sprache) ist eine durch
die Forderung, dass die fu¨r ein beliebiges 〈L,D, ↑,L〉 ∈ I(Gram1-Sprache) in L
enthaltenen Ausdru¨cke genau diejenigen sein mu¨ssen, die die Lernenden des frag-
lichen Kurses nach dem betreffenden Kursabschnitt tatsa¨chlich a¨ußern, charakte-
risierte Teilmenge von Mpp(Gram1-Sprache). Durch Beobachtung der Lernen-
den gewinnt man mo¨glicherweise Elemente einer solchen Menge
I(Gram1-Sprache), die man daraufhin u¨berpru¨fen kann, ob sie in
Red(M(Gram1-Sprache)) enthalten sind.
In mindestens einer Hinsicht ist das hier entworfene Bild zu einfach und u¨ber-
haupt nur bei einer so minimalen Sprachtheorie wie Gram1-Sprache diskutabel.
Die Theorie beabsichtigt etwas u¨ber die Sprachfa¨higkeiten der Lernenden nach
einem bestimmten Kursabschnitt zu sagen. Im Allgemeinen jedenfalls wa¨re es
illusorisch anzunehmen, dass sie alle Sa¨tze, die sie in der Lage wa¨ren zu a¨ußern,
auch tatsa¨chlich a¨ußerten. Zwar wa¨ren Testverfahren denkbar, die alle von Gram1
erzeugten Sa¨tze bei den Probandinnen und Probanden auch tatsa¨chlich evozieren,
aber wie sollte so ein Testverfahren ausschließen ko¨nnen, dass nicht auch ande-
re Sa¨tze durch ein modifiziertes Testverfahren evozierbar wa¨ren? Bei sehr viel
umfangreicheren Satzmengen ist auch die Anwendung derartiger Testverfahren
unrealistisch.
In der Regel werden wir es also mit einer Situation zu tun haben, in der wir
u¨ber eine Reihe von evozierten Ausdru¨cken L+ und vielleicht noch eine Reihe
anderer Ausdru¨cke L− verfu¨gen, von denen wir wissen, dass sie nicht evozierbar
sind. Diese Daten reichen nicht hin, die Menge L in den intendierten Anwendun-
gen 〈L,D, ↑,L〉 eindeutig zu bestimmen. Aufgrund dieser Daten weiß man von L
nur so viel, dass
L+ ⊆ L
und
L− ⊆ L \ L
Fu¨hren wir fu¨r Fa¨lle wie den vorliegenden die folgende Sprechweise ein:
Definition D-2.4-16 (Partielle Bestimmung einer Menge) Seien M+,M−
und M Mengen. Dann heißt 〈M+,M−〉 auch eine partielle Bestimmung von M
gdwdf
(a) M+ ⊆M und
(b) M− ∩M = ∅.
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Durch die verfu¨gbaren Testverfahren gewinnen wir also keine vollsta¨ndigen
intendierten Anwendungen, sondern einzelne Bestimmungsstu¨cke der intendierten
Anwendungen bleiben partiell bestimmt. Modelltheoretisch kann diese Situation
so beschrieben werden, dass wir Testergebnisse formal als Strukturen beschreiben,
die aus partiellen potentiellen Modellen durch Ersetzung einzelner Relationen
durch partielle Bestimmungen dieser Relationen gewonnen werden.
Sei also 〈L,D, ↑, 〈L+,L−〉〉 das Ergebnis eines Tests von Gram1-Sprache.
Dann ist es sinnvoll davon zu sprechen, dass der Test Gram1-Sprache stu¨tzt,
wenn es eine von 〈L+,L−〉 partiell bestimmte Menge L gibt, so dass 〈L,D, ↑,L〉 ∈
Red(M(Gram1-Sprache)). Gibt es keine derartige Menge L erschu¨ttert der
Test Gram1-Sprache.
Um das Verha¨ltnis zwischen Strukturen, die einzelne nur partiell bestimmte
Mengen enthalten und solchen, bei denen sa¨mtliche Mengen vollsta¨ndig bestimmt
sind, leichter fassen zu ko¨nnen, wird fu¨r Strukturen die folgende Sprechweise
eingefu¨hrt:
Definition D-2.4-17 (Partielle Bestimmung einer Struktur) Seien x und
y Strukturen. Dann ist x eine partielle Bestimmung von y, gdwdf es Grundmengen
D1, . . . , Dn und Relationen R1, . . . , Rm, R
′
1, . . . , R
′
m gibt, so dass
(a) x = 〈D1, . . . , Dn;R1, . . . , Rm〉,
(b) y = 〈D1, . . . , Dn;R′1, . . . , R′m〉 und
(c) fu¨r alle i mit 1 ≤ i ≤ m gilt:
(ca) Ri = R
′
i oder
(cb) Ri ist eine partielle Bestimmung von R
′
i.
Das Verha¨ltnis von intendierten Anwendungen und Testergebnissen kann man
sich nun so vorstellen: Jedes Testergebnis entspricht einer intendierten Anwen-
dung, jedoch werden durch ein Testergebnis mo¨glicherweise einige Relationen
einer intendierten Anwendung nur partiell bestimmt, Tests ergeben also in ei-
nigen Fa¨llen nur partielle Bestimmungen intendierter Anwendungen. Fu¨r jedes
Ergebnis t = 〈D1, . . . , Dn;R1, . . . , Rm〉 eines Tests einer Theorie θ gibt es also
ein x ∈ I(θ) und R′1, . . . , R′m, so dass x = 〈D1, . . . , Dn;R′1, . . . , R′m〉 und fu¨r alle
i mit 1 ≤ i ≤ m gilt: Ri = R′i oder Ri ist eine partielle Bestimmung von R′i.17
17Die Grundmengen D1, . . . , Dn sind hier von der partiellen Bestimmtheit ausgenommen.
Wegen der prinzipiellen Offenheit und Vera¨nderbarkeit des Lexikons natu¨rlicher Sprachen
mo¨chte man eventuell aber auch eine partielle Bestimmbarkeit der Mengen L und D in Spra-
chen* zulassen. Ein Zwang dazu besteht jedoch nie, da D im Zweifel ohne Folgen fu¨r L “ma-
ximal” gewa¨hlt werden kann: D kann in jeder intendierten Anwendung als die Menge aller
u¨berhaupt physiologisch oder physisch a¨ußerbaren Zeichen und L entsprechend als die Menge
von deren denkbaren Verkettungen gewa¨hlt werden.
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Fu¨r Fa¨lle, in denen Tests nur partiell bestimmte intendierte Anwendungen
liefern, macht es Sinn, den Begriff des partiell bestimmten isolierten Theorie-
Elements einzufu¨hren, das sich von seinem vollsta¨ndig bestimmten A¨quivalent
dadurch unterscheiden kann, dass an die Stelle einer Menge vollsta¨ndig bestimm-
ter intendierter Anwendungen eine Menge tritt, die auch partiell bestimmte in-
tendierte Anwendungen enthalten kann.
Definition D-2.4-18 (Partiell best. iso. Theorie-Element) Ti(θ) = 〈Ki(θ),
I(θ)〉 ist ein partiell bestimmtes isoliertes Theorie-Element einer Theorie θ gdwdf
es ein isoliertes Theorie-Element 〈Ki(θ), I′(θ)〉 gibt, so dass es zu jedem x ∈ I(θ)
ein y ∈ I′(θ) gibt, das x partiell bestimmt.
Analog zu B-2.4-5 wird die mit einem partiell bestimmten isolierten Theorie-
Element 〈Ki(θ), I(θ)〉 einer Theorie θ verknu¨pfte Behauptung durch den Satz
T-2.4-1 Fu¨r alle x ∈ I(θ) gibt es ein y ∈Mpp(θ), so dass x y partiell bestimmt
und
y ∈ Red(M(θ))
wiedergegeben.
Von dieser Art von Unvollsta¨ndigkeit sollte eine weitere unterschieden werden,
so dass sich die folgenden Arten von Unvollsta¨ndigkeit ergeben:
1. Es ist in der Regel unmo¨glich, Tests bezu¨glich aller intendierten Anwendun-
gen durchzufu¨hren. Bezieht sich beispielsweise jede intendierte Anwendung
einer Sprachtheorie auf das Sprachverhalten einer Sprecherin oder eines
Sprechers, so wird man sich in der Regel mit Stichproben begnu¨gen mu¨ssen.
2. Die andere Art von Unvollsta¨ndigkeit bezieht sich auf die oben beschriebene
partielle Bestimmung einzelner Relationen in einzelnen Anwendungen.
Beide Arten unvollsta¨ndiger Testbarkeit sind keine Spezifika sprachlicher Theori-
en, ebensowenig Erscheinungen, die nur im Bereich der Theoriebildung u¨ber so-
ziales Verhalten zu finden wa¨ren. Bei wohl allen interessanten naturwissenschaft-
lichen Theorien sind beide Arten von Unvollsta¨ndigkeit zu finden: Betrachten wir
beispielsweise die Sneedsche Rekonstruktion der klassischen Partikelmechanik:
1. Es ist offensichtlich, dass nicht alle Systeme, auf die die Theorie anwendbar
sein soll, auch tatsa¨chlich untersucht werden ko¨nnen; denn nach der In-
tention der Theorie sollten dazu alle Planetensysteme geho¨ren; bis auf die
Planeten unseres Sonnensystems kann jedoch u¨ber die Existenz, geschweige
denn u¨ber die Bahnen von Planeten in anderen Planetensystemen, nichts
Verla¨ssliches gesagt werden.
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2. Andererseits geho¨rt zu den nicht-theoretischen Relationen der Sneedschen
Rekonstruktion auch die Ortsfunktion, die Partikeln zu bestimmten Zeit-
punkten Ortsvektoren zuordnet. Da die Menge der Zeitpunkte jedoch mit
der Menge R gleichgesetzt wird, also als Kontinuum betrachtet wird, ist es
unmo¨glich, die Ortsfunktion tatsa¨chlich fu¨r alle Zeitpunkte zu bestimmen.
Nur eine endliche Anzahl von “Stichproben” sind mo¨glich, deren Ergeb-
nisse zu einer kontinuierlichen Funktion zu inter- oder extrapolieren sind.
Fu¨r die richtige Wahl der Art der Interpolation geben zwar die tatsa¨chlich
gemessenen Werte starke Anhaltspunkte, ohne Annahmen u¨ber die im Sys-
tem wirkenden Kra¨fte ko¨nnen diese jedoch die zu interpolierenden Werte
nicht eindeutig bestimmen.18 Kra¨fte geho¨ren zu den Relationen, die sich
außerhalb der Theorie nicht bestimmen lassen, die also in Bezug auf die
Theorie der klassischen Partikelmechanik theoretisch sind. In diesem Sinne
setzen Annahmen u¨ber oder Bestimmungen von Kra¨ften immer erfolgreiche
Anwendungen der Theorie voraus: Interpolationen, die auf solchen Werten
beruhen, sind nicht als von der Theorie unabha¨ngig gewonnene Bestimmun-
gen von Relationen zu sehen. In einem strengen Sinne theorieunabha¨ngig
ko¨nnen nur die endlich vielen “Stichprobenwerte” gewonnen werden.
Bevor wir uns weiteren strukturellen Fragen linguistischer Theorien zuwenden,
lohnt es sich, die Partialita¨t der Datenerhebung fu¨r Grammatiktheorien eingehen-
der zu analysieren.
18Ein Beispiel fu¨r diesen Sachverhalt bietet das Abtast-Theorem, das besagt, dass die Bewe-
gung eines periodisch schwingenden Ko¨rpers durch in konstanten Zeitintervallen T gemessene
Ortsvektoren nur bis zu einem Frequenzanteil von 1/2T bestimmt werden kann, betrachtet
man die Bewegung des Teilko¨rpers als Superposition sinoidaler Teilbewegungen. Teilbewegun-
gen des Ko¨rpers mit einer gro¨ßeren Frequenz als 1/2T lassen sich durch diese Messungen gar
nicht bestimmen.
Kapitel 3
Grammatikalita¨t und isolierte
Grammatiktheorie-Elemente
Geht man von Minitheorien wie Gram1-Sprache u¨ber zu Theorien, die das
Sprachverhalten von Sprecherinnen und Sprechern bezu¨glich ihrer Mutterspra-
che beschreiben sollen – wir wollen kurz vom Sprachverhalten von Muttersprach-
lern (native speakers) sprechen – so wird man immer der Unterscheidung von
grammatisch wohlgeformten und nicht-wohlgeformten Ausdru¨cken (z.B. Sa¨tzen)
begegnen. Die Ausdru¨cke grammatische Wohlgeformtheit und Grammatikalita¨t
sollen hier synonym verwendet werden. Es ist festzuhalten, dass Grammatika-
lita¨t immer auf eine bestimmte natu¨rliche Sprache zu beziehen ist, auch wenn es
hier nicht in jedem Fall ausdru¨cklich genannt wird. Als Menge L in einer Sprache*
〈L,D, ↑,L〉 wird in solchen Theorien die Menge der grammatisch wohlgeformten
Ausdru¨cke verstanden.
Metatheoretische U¨berlegungen von Linguisten haben sich immer wieder auf
den Begriff der Grammatikalita¨t und mit ihm zu verknu¨pfende Testverfahren
bezogen. Die U¨berlegungen befassten sich im Wesentlichen mit den folgenden
Fragen:
• Wie la¨sst sich die Grammatikalita¨t eines sprachlichen Ausdrucks testen?
• Wie verha¨lt sich die Grammatikalita¨t eines Ausdrucks zu seiner tatsa¨chli-
chen A¨ußerung?
• Wie verha¨lt sich Grammatikalita¨t zu sprachlichen Intuitionen von Spreche-
rinnen und Sprechern?
• Wie verha¨lt sich die Endlichkeit der Menge tatsa¨chlicher A¨ußerungen zu
der “Offenheit” der Menge grammatisch wohlgeformter Ausdru¨cke?
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3.1 Korpora und Testsatzsammlungen
Bei Sprachen, die nicht mehr gesprochen werden, stehen in der Regel nur Text-
sammlungen zur Verfu¨gung, die Aufschluss daru¨ber geben ko¨nnen, welche Aus-
dru¨cke in dieser Sprache wohlgeformt sind. Solche Sammlungen werden als Kor-
pora einer Sprache bezeichnet. Korpora liefern jedoch ausschließlich Elemente von
L+. Unter realistischen Annahmen ist ausgeschlossen, dass
L+ = L
da kein Korpus alle Ausdru¨cke beinhalten wird, die von Muttersprachlern als
grammatisch wohlgeformt angesehen wurden. Dies gilt natu¨rlich auch fu¨r die
oft als Thesauri bezeichneten, die vollsta¨ndige Erfassung aller verfu¨gbaren Texte
anstrebenden Korpora.
Wie ist in einer solchen Situation u¨berhaupt eine Hypothese u¨ber L zu ent-
wickeln, da ja jeder Ausdruck l ∈ L \ L+ zu L geho¨ren oder nicht geho¨ren kann,
L also abgesehen von der Bedingung L+ ⊆ L vo¨llig unbestimmt ist? Die Sprach-
forscherin oder der Sprachforscher ist im Allgemeinen bemu¨ht, sich aufgrund
des Korpusmaterials eine gewisse Sprachkompetenz anzueignen, also die “tote”
Sprache zu erlernen. Zu diesem Sprachlernprozess geho¨rt, wie auch bei anderen
Sprachlernprozessen, mehr als die Herausbildung einer Fa¨higkeit, Grammatika-
lita¨tsurteile abzugeben, sondern im Wesentlichen besteht dieser Lernprozess in
der Ausbildung der Fa¨higkeit, Texte zu verstehen, eine Fa¨higkeit, die also neben
den im engeren Sinne grammatischen Fa¨higkeiten semantische einschließt und die
aufgrund des bloßen Textmaterials nicht erworben werden kann, sondern einiger
Zusatzinformationen zum Textmaterial bedarf, die die Entwicklung von Bedeu-
tungshypothesen unterstu¨tzen. In gu¨nstigen Fall stehen zur Bedeutungserschlie-
ßung selbst wieder historisch-linguistische Daten zur Verfu¨gung, wie Kontaktspra-
chen mit Wortentlehnungen oder gut bekannte historisch neuere Sprachzusta¨nde
der fraglichen Sprache.
Weitere Zusatzinformationen ko¨nnen aus so unterschiedlichen Daten wie ar-
cha¨ologischen Informationen u¨ber den Fundort und dem mutmaßlichen pragma-
tischen Kontext der gefundenen Texte, U¨berlieferungen oder im besten Fall bei-
gegebenen U¨bersetzungen1 bestehen. Dieser Lernprozess ist also alles andere als
un- oder vortheoretisch, indem er verschiedenste sprach-, kultur- und sozialwis-
senschaftliche Theorien miteinbeziehen kann. Die philologischen Fa¨higkeiten, die
durch einen derartigen Lernprozess erworben werden, sind fu¨r die Beantwortung
von Fragen aus den verschiedensten geisteswissenschaftlich-historischen Bereichen
von Bedeutung und der grammatiktheoretische ist dabei kaum besonders hervor-
zuheben. Fu¨r die Grammatiktheorie ergibt sich aus diesem Lernprozess jedoch
1Vgl. z.B. den Rosetta-Stein, der Texte in a¨gyptischer Hieroglyphenschrift, demotischer
Schrift und in Griechisch enthielt. Erst die Hypothese der U¨bersetzungsa¨quivalenz dieser Texte
machte die Entzifferung der a¨gyptischen Texte mo¨glich.
3.1. KORPORA UND TESTSATZSAMMLUNGEN 95
der Nutzen, dass die Philologinnen oder Philologen, die eine tote Sprache erlernt
haben, eine gewisse Fa¨higkeit erworben haben, Grammatikalita¨tsurteile zu fa¨llen
und damit L+ um Ausdru¨cke, die nicht im Korpus enthalten sind, zu erweitern
und auch einige Elemente von L− zu bestimmen.
Vertrauen in diese Fa¨higkeit beruht natu¨rlich auf einer Reihe von Annahmen
u¨ber die Natur der Sprachfa¨higkeit:
• Die Klasse mo¨glicher natu¨rlicher Sprachen ist gegenu¨ber der Klasse mo¨gli-
cher Sprachen* stark eingeschra¨nkt durch Vorgaben der generellen Sprach-
(lern)fa¨higkeit des Menschen.
• Diese Sprach(lern)fa¨higkeit ist weitestgehend gegenu¨ber ethnischen Diffe-
renzen invariant. Diese These jedenfalls scheint fu¨r die Gegenwartssprachen
millionenfach und weltweit durch den Spracherwerb der Nachkommen von
Migranten hinreichend gestu¨tzt zu werden.
• Die Sprach(lern)fa¨higkeit ist weitestgehend gegenu¨ber kulturellen Differen-
zen invariant, oder (wo dies bestritten wird) mo¨gliche Varianzen ko¨nnen
durch einen Prozess der “Einfu¨hlung” in die fremde Kultur zu einem we-
sentlichen Teil kompensiert werden.
• Die Sprach(lern)fa¨higkeit des Menschen erlaubt es, auch unter den Bedin-
gungen eines Erwerbs einer nicht-ersten Sprache die Urteilsfa¨higkeit fu¨r
Grammatikalita¨t soweit auszubilden, dass entschieden werden kann, ob ein
Ausdruck als sicher grammatisch wohlgeformt, sicher nicht grammatisch
wohlgeformt oder als unsicher zu beurteilen ist. Von dem hohen Grad an
Fallibilita¨t solcher Urteile und der Gro¨ße des anzusetzenden Unsicherheits-
bereichs zeugen die Resultate des Fremdsprachenunterrichts, solange der
Fremdsprachenunterricht nicht durch aktive Sprachpraxis erga¨nzt werden
kann. Dabei hat der Fremdsprachenunterricht auch ohne weitgehende Pra-
xis im Allgemeinen durch eine didaktisch motivierte und nicht von histori-
schen Zufa¨lligkeiten bestimmte Textauswahl sehr viel gu¨nstigere Ausgangs-
bedingungen als das rekonstruierende Lernen “toter” Sprachen.
Die “klassischen” antiken Sprachen vereinigen die gu¨nstigsten Voraussetzungen
fu¨r den Erwerb einer Grammatikalita¨tskompetenz. Daru¨ber hinaus findet sich
noch “metasprachliches” Material durch die Beschreibungen der antiken Gram-
matiker, deren Werk jedoch wegen des stark normativen Charakters mit rhetori-
schen oder logisch-philosophischen Absichten nur sehr bedingt zu Rate gezogen
werden kann.
So unerla¨sslich das Erlernen einer Sprache fu¨r die linguistische Theoriebildung
sein mag, bei modernen Sprachen ist die Sprachkompetenz des Linguisten in der
zu untersuchenden Sprache jedenfalls nicht fu¨r die Ausweitung von L+ und L−
Voraussetzung. Gezielt lassen sich diese Mengen durch Evozierungen von A¨uße-
rungen bei Testpersonen erweitern oder durch Beobachtung der Reaktion von
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Testpersonen auf vorgegebene A¨ußerungen. (In vielen Fa¨llen beschra¨nkt man
sich auf “metasprachliche” Reaktionen wie Grammatikalita¨tsurteile von Testper-
sonen, dazu im na¨chsten Abschnitt mehr.) Der Grammatiktheoretiker, der die
kontroversen oder in Sprachen latent schwierig ada¨quat zu beschreibenden Be-
reiche kennt, kann solche Tests sehr gezielt auf Problembereiche hin lenken und
versuchen, auf diese Weise aussagekra¨ftige Korpora oder besser Sammlungen von
grammatisch wohlgeformten und nicht wohlgeformten Ausdru¨cken zusammenzu-
stellen. Solche Testsatzsammlungen lo¨sen das Problem der Bestimmung von L
aufgrund von Stichproben L+ und L− nicht, sie stellen nur fu¨r eine bestimmte
Art von Theoriebildung besonders geeignete Daten zur Verfu¨gung.
3.2 Norm und Gebrauch
Auch wenn sehr umfangreiche Korpora in einer lebenden Sprache vorliegen, wird
man sich im Allgemeinen bei der partiellen Bestimmung von L nicht mit der
Auswertung der Korpora begnu¨gen, da man zur Stu¨tzung oder Erschu¨tterung
grammatischer Hypothesen mo¨glicherweise ausgesuchte Ausdru¨cke zu L+ oder
L− hinzufu¨gen mo¨chte, das Korpus also um eine gezielt zusammengestellte Test-
satzsammlung erweitern mo¨chte. Das Korpus selber liefert ja auch keinerlei An-
haltspunkte fu¨r die Elemente von L−. Aber noch ein anderer Grund kann dazu
fu¨hren, das die Datenerfassung sich nicht mit den Korpora begnu¨gt: Nicht alle
auch von Muttersprachlern gea¨ußerten Sa¨tze mu¨ssen grammatisch wohlgeformt
sein. Unter ungu¨nstigen Performanzbedingungen (Mu¨digkeit, Stress, starke Ab-
lenkung u.a¨.) neigen Sprecherinnen und Sprecher zu A¨ußerungen, die stark von
A¨ußerungen abweichen, die sie selbst und andere als grammatisch wohlgeformt
klassifizieren. Als grammatisch wohlgeformt werden nach dieser Auffassung A¨uße-
rungen von Muttersprachlern unter “idealen Performanzbedingungen” aufgefasst.
Unter nicht-idealen Bedingungen ko¨nnen durch Sto¨reinflu¨sse verschiedenste Ar-
ten von Abweichungen vom Ideal in der Sprachperformanz beobachtet werden.
Um unter den tatsa¨chlichen A¨ußerungen die “gesto¨rten” A¨ußerungen zu finden,
werden bei Muttersprachlern vielfach Grammatikalita¨tsurteile in der Annahme,
dass die rezeptive Performanz zuverla¨ssiger als die produktive sei, evoziert. Dies
kann grob klassifiziert auf zweierlei Weise geschehen:
• Der Probandin oder dem Probanden ist bewusst, dass ihre oder seine Gram-
matikalita¨tsurteile von Interesse sind, wenn A¨ußerungen vorgelegt werden.
Im einfachsten Fall wird direkt nach der Grammatikalita¨t der A¨ußerungen
gefragt.2
2Dies soll nicht zwangsla¨ufig so zu verstehen sein, dass der Begriff Grammatikalita¨t benutzt
werden muss; oft werden Fragen gestellt, wie:
T-3.2-1 Kann man das so sagen?
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• Der Probandin oder dem Probanden ist nicht bewusst, dass ihre oder seine
Grammatikalita¨tsurteile von Interesse sind. Die A¨ußerungen werden unter
einem Vorwand vorgelegt (im gu¨nstigsten Fall in einen Redekontext ein-
gebaut) und die Reaktion (z.B. evtl. Irritationen, Ha¨sitationen o.a¨.) des
Gegenu¨bers wird gemessen.
Die zweite Methode fu¨hrt nur in gu¨nstigen Fa¨llen zu klaren Ergebnissen. Re-
aktionen von Probandinnen oder Probanden ko¨nnen oft in verschiedener Weise
gedeutet werden und ko¨nnen je nach Testperson und Situation auch sehr unter-
schiedlich ausfallen. Nur in extremen Fa¨llen fu¨hren grammatische Fehler zu ern-
sten Sto¨rungen des inhaltlichen Versta¨ndnisses von A¨ußerungen. Das inhaltliche
Versta¨ndnis natu¨rlichsprachlicher A¨ußerungen ist relativ robust, da natu¨rliche
Sprachen in vieler Hinsicht Redundanzen aufweisen: Kasusrollen beispielsweise
sind in vielen Sprachen sowohl morphologisch sowohl durch Kasus oder Pra¨- oder
Postpositionen markiert als auch durch Wortstellungsmerkmale. So kann in die-
sen Fa¨llen die Wortstellung oft fu¨r die intendierte Interpretation sorgen, auch
wenn die Kasusendung falsch gewa¨hlt ist.
Beispiel B-3.2-1 Ich sehen dem Gauner.
ist trotz zweier grammatischer Fehler im morphologischen Bereich problemlos
versta¨ndlich. Eventuelle inhaltliche Erwartungen in einem A¨ußerungskontext und
U¨bung mit nicht-muttersprachlichen Sprechern kann das ihre zur Robustheit des
Versta¨ndnisses beitragen. Grammatische Abweichungen ohne oder mit nur gerin-
gen Auswirkungen auf die Versta¨ndlichkeit werden oft ohne feststellbare Irrita-
tionen u¨bergangen.
Zu klareren Ergebnissen fu¨hrt in der Regel die erste Methode der direkten
Befragung der Testpersonen. Jedoch tendieren die Antworten je nach gramma-
tikalischer Bildung der Testpersonen dahin, nur die Normen von Schulbu¨chern
oder pra¨skriptiven Ratgebern widerzuspiegeln und sich von den Regularita¨ten
des tatsa¨chlichen Sprachgebrauchs (zumindest des Sprachgebrauchs der gespro-
chenen Sprache) zu entfernen. So urteilen viele Sprecherinnen und Sprecher, dass
der (inzwischen sehr verbreitete) Gebrauch der Hauptsatzwortstellung in weil-
Sa¨tzen, wie beispielsweise
Beispiel B-3.2-2 Ich habe Peter gestern besucht, weil er ist im Moment schwer
krank.
ungrammatisch sei, auch wenn sie selbst Satzstellungen dieser Art regelma¨ßig
benutzen und im allta¨glichen Gebrauch darauf auch nicht irritiert reagieren. Hier
begegnet die Sprachforscherin oder der Sprachforscher einem Pha¨nomen, das auch
aus anderen sozialwissenschaftlichen und psychologischen Bereichen bekannt ist:
Probandinnen und Probanden geben oft unzuverla¨ssige Auskunft u¨ber die ihre
Handlungen leitenden Prinzipien, da diese oft verzerrend rationalisiert oder be-
wussten Normen subsumiert werden; Introspektion gilt von daher als unsichere
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Erkenntnisquelle. Hier ist dieses Caveat auf die introspektive Einsicht in das ei-
gene Sprachverhalten zu u¨bertragen. Allerdings scheinen zumindest die positiven
Grammatikalita¨tsurteile das passive Sprachverhalten in dem Sinne hinreichend
zuverla¨ssig widerzuspiegeln, dass Sa¨tze die als grammatisch wohlgeformt einge-
stuft werden, auch ohne Irritationen akzeptiert werden, obgleich sie mo¨glicher-
weise von derselben Probandin oder demselben Probanden nie gea¨ußert wu¨rden,
da sie zu einem von der Testperson aktiv nie benutzten Sprachregister geho¨ren.
So wird beispielsweise im Deutschen die Verwendung der Pra¨position wegen mit
dem Genitiv auch von Sprecherinnen und Sprechern irritationslos akzeptiert und
als korrekt klassifiziert, die diese Pra¨position selbst ausnahmslos mit dem Dativ
verwenden.
Aber auch negative Grammatikalita¨tsurteile werden oft von Linguistinnen und
Linguisten herangezogen, wo sie ho¨chstwahrscheinlich nicht auf sprachnormieren-
de Einflu¨sse zuru¨ckzufu¨hren sind, weil die fraglichen Sprachkonstrukte nicht Ge-
genstand solcher Normen sind. Die negativen Reaktionen, die die Wortstellung
im Satz
Beispiel B-3.2-3 Nicht der beste Freund, sondern Peter gab das Geschenk ihr.
mit unbetontem ihr hervorrufen kann, sind kaum auf sprachnormierende Ein-
flu¨sse zuru¨ckzufu¨hren, da solche Wortstellungsrestriktionen fu¨r Pronomina nicht
zu den Sprachnormen geho¨ren, die Muttersprachlern wa¨hrend ihrer Ausbildung
beigebracht werden.
In der angewandten Linguistik, besonders bei der Entwicklung von Com-
puteranwendungen mit Parsing- oder Sprachverstehenskomponenten, kann der
tatsa¨chliche Sprachgebrauch sehr stark ins Zentrum des Untersuchungsinteresses
ru¨cken, da das maschinelle System mo¨glichst mit allen tatsa¨chlich vorkommen-
den Arten von Sto¨rungen umzugehen in der Lage sein soll. Wa¨hrend es prinzipiell
denkbar wa¨re, eine Performanztheorie zu entwickeln, die die Relation zwischen
grammatisch wohlgeformten A¨ußerungen und ihren tatsa¨chlichen Realisierungen
beschriebe, wird in Anwendungen durchweg aus praktischen Gru¨nden eine etwas
andere Akzentsetzung gewa¨hlt: Mit den Mitteln formaler Grammatiken werden
umfassendere Ausdrucksmengen als die grammatisch wohlgeformten beschrieben,
diese “Performanz-” oder “Sprechgrammatiken” werden dann mit einer gewis-
sen Fehlertoleranz auf die tatsa¨chlichen A¨ußerungen angewandt. Die Grammatik
kommt also gewissermaßen dem Gebrauch entgegen.
Fu¨r sprachdidaktische Zwecke, z.B. im Fremdsprachenunterricht, kann es an-
gebracht sein, normative Aspekte der Sprache bei der Entwicklung von Lern-
grammatiken und Lernsystemen einzubeziehen.
Diese anwendungsorientierten Varianten des Grammatikalita¨tsbegriffs sollen
hier unberu¨cksichtigt bleiben.
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3.3 Grammatikalita¨t als partiell und approxi-
mierend zu bestimmendes Pra¨dikat
Nach dem oben Gesagten kann Grammatikalita¨t nicht vollsta¨ndig durch Sprach-
verhalten bestimmt werden: Nicht jeder grammatisch wohlgeformte Ausdruck
muss auch tatsa¨chlich gea¨ußert werden, und nicht jeder gea¨ußerte Ausdruck muss
auch tatsa¨chlich wohlgeformt sein; dies gilt ho¨chstens, wenn die A¨ußerungsbedin-
gungen dem Ideal hinreichend nahe sind. Reaktionen von Testpersonen ko¨nnen
durch allerlei situationsbedingte und kontextuelle Sto¨rfaktoren verzerrt sein. Wie
kann bei diesem verwirrenden Befund u¨berhaupt in einer empirisch relevanten
Weise u¨ber Grammatikalita¨t gesprochen werden? Eine Antwort soll im Folgen-
den in zwei Teilen zu geben versucht werden. Die Ausfu¨hrungen sind nicht als
der Versuch zu verstehen, eine praktisch vertretbare Messtheorie der Grammati-
kalita¨t zu entwickeln, als vielmehr eine Andeutung u¨ber das logische Verha¨ltnis
von Grammatikalita¨t und beobachtbarem Sprachverhalten. Die deskriptiven Tei-
le der folgenden Andeutungen wa¨ren in einer Messtheorie noch sehr weitgehend
zu pra¨zisieren.
Partialita¨t Nehmen wir es zuna¨chst einmal (und sei dies vielleicht auch eine kon-
trafaktische Annahme) als gegeben an, dass zu fordernde Idealbedingungen
bei den Probandinnen und Probanden erfu¨llt seien. Dann kann Grammati-
kalita¨t durch die folgenden Postulate teilweise bestimmt werden:
Postulat P-3.3-1 Wenn ein Ausdruck einer Sprache von einem Mutter-
sprachler gea¨ußert wird, ist der Ausdruck in dieser Sprache grammatisch
wohlgeformt.
Im realen Sprachverhalten sind hier auch unter idealen A¨ußerungsbedin-
gungen viele Einschra¨nkungen zu machen. So du¨rften viele ironisch, humo-
ristisch oder dichterisch intendierte A¨ußerungen auszuschließen sein.
Postulat P-3.3-2 Wenn ein Ausdruck einem Muttersprachler vorgelegt
wird und eine klare grammatikalita¨tsbezogene Reaktion festgestellt wird, dann
ist die A¨ußerung genau dann grammatisch wohlgeformt, wenn sie durch die
Reaktion als solche klassifiziert wird.
Klare grammatikalita¨tsbezogene Reaktionen werden nach dem oben gesag-
ten in der Regel solche sein, in denen durch Irritationen deutlich wird, dass
der Ausdruck nicht wohlgeformt ist, wenn andere Gru¨nde fu¨r die Irritation
ausscheiden.
Postulat P-3.3-3 Wenn ein Ausdruck einem Muttersprachler vorgelegt
wird und dieser befragt wird, ob er den Satz fu¨r grammatisch wohlgeformt
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ha¨lt, dann ist der Satz grammatisch wohlgeformt, wenn der Befragte dies
bejaht.
Postulat P-3.3-4 Wenn ein Ausdruck einem Muttersprachler vorgelegt
wird und dieser befragt wird, ob er den Satz fu¨r grammatisch wohlgeformt
ha¨lt, dann ist der Satz nicht grammatisch wohlgeformt, wenn der Befragte
dies verneint und die Verneinung nicht durch sprachnormierende Einflu¨sse
bedingt ist.
In der Praxis ist die Unterscheidung zwischen Urteilen, die durch sprachnor-
mierende Einflu¨sse bedingt sind, und solchen, die es nicht sind, nur schwer
zu treffen.
Keines der Postulate hat die Form
T-3.3-1 ein Satz x ist grammatisch wohlgeformt gdw P (x)
fu¨r ein Pra¨dikat P . Es ist auch keine Bedingung dieser Form aus den Po-
stulaten herzuleiten. Grammatikalita¨t, im Sinne dieser Postulate verstan-
den, ist nicht durch Pra¨dikate definierbar, die sich direkt auf beobachtbares
Sprachverhalten beziehen. Grammatikalita¨t scheint ein Grundbegriff von
Grammatiktheorien zu sein, der nur partiell durch einige hinreichende und
einige notwendige Bedingungen, also Bedingungen Q und R, fu¨r die gilt:
T-3.3-2 ein Satz x ist grammatisch wohlgeformt, wenn Q(x)
bzw.
T-3.3-3 ein Satz x ist grammatisch wohlgeformt, nur wenn R(x)
durch die linguistische Methodik gekennzeichnet zu sein scheint. Nur wenn
die Disjunktion aller hinreichenden Bedingungen a¨quivalent zu der Kon-
junktion aller notwendigen Bedingungen ist, kann man davon sprechen,
dass Grammatikalita¨t durch die hinreichenden und notwendigen Bedingun-
gen definierbar wa¨re. Bei den genannten Postulaten ist dies jedoch prak-
tisch ausgeschlossen, da fu¨r bei weitem nicht alle Ausdru¨cke, die potentielle
Ausdru¨cke einer natu¨rlichen Sprache sind, gelten kann, dass sie einem Mut-
tersprachler vorgelegt werden und eine Reaktion oder eine Antwort nach
Befragung erfolgt, die den genannten Bedingungen genu¨gt, oder dass dieser
Ausdruck tatsa¨chlich von einem Muttersprachler gea¨ußert wird.
Die genannten hinreichenden und notwendigen Bedingungen und eventuell
weitere a¨hnliche Bedingungen kann man als Teil einer Mess- oder Bestim-
mungstheorie fu¨r Grammatikalita¨t ansehen. In dieser Mess- oder Bestim-
mungstheorie kommen neben dem Grammatikalita¨tspra¨dikat Pra¨dikate und
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Messgro¨ßen fu¨r beobachtbares Verhalten der mo¨glichen Probandinnen und
Probanden vor, von dem in den hinreichenden und notwendigen Bedingun-
gen fu¨r Grammatikalita¨t Gebrauch gemacht wird. Grammatikalita¨t wa¨re
fu¨r diese Theorie θ ein theoretisches Pra¨dikat, also ein Pra¨dikat, das erst
durch die Theorie θ bestimmt wird. Dies widerspricht der Behandlung der
Grammatikalita¨t in einer anderen Theorie θ′, beispielsweise einer Gram-
matiktheorie, als einem nicht-theoretischen Pra¨dikat keineswegs, da fu¨r θ′
Grammatikalita¨t – zumindest partiell – bereits “zuvor” durch θ bestimmt
ist. θ “geht” θ′ in dem Sinne “voraus”, dass Begriffe aus θ′ die Geltung von
θ vorausetzen, ohne dass dies auch umgekehrt der Fall wa¨re.
Die Ada¨quatheit der Mess- oder Bestimmungstheorie ist prinzipiell auf zwei
Weisen angreifbar:
• Der durch die Theorie partiell bestimmte Grammatikalita¨tsbegriff kann
dem vortheoretischen Begriff von Linguistinnen und Linguisten wider-
sprechen und somit mit ihren Intentionen in Konflikt stehen.
• Wird ein Ausdruck gefunden, auf den gleichzeitig eine der hinreichen-
den und die Negation einer notwendigen Bedingung zutrifft (z.B. ein
Ausdruck, der sowohl von einem Muttersprachler unter Idealbedin-
gungen gea¨ußert wird als auch nicht aus auf normierende Einflu¨sse
zuru¨ckzufu¨hrenden Gru¨nden als nicht grammatisch wohlgeformt ein-
gestuft wird), so weist ihm die Theorie widerspru¨chliche Eigenschaf-
ten zu, macht also bezu¨glich dieses Ausdrucks eine falsche Aussage.
In solch einem Fall hat man auf empirischem Wege die Mess- oder
Bestimmungstheorie erschu¨ttert.
Eine formale Rekonstruktion der Mess- oder Bestimmungstheorie soll hier
nicht unternommen werden, da mehr als informelle Skizzen einer derarti-
gen Methodik in der linguistischen Literatur nicht vorliegen. Ein Teil der
linguistischen Ausbildung scheint darauf zu zielen, anhand von Fallstudien
einen “diagnostischen Blick” fu¨r problematische Fa¨lle zu entwickeln. Wie
auch in anderen humanwissenschaftlichen Bereichen ersetzt ein durch in-
duktives Lernen erworbenes Unterscheidungsvermo¨gen eine formale Ent-
scheidungsprozedur. Dies kann ein wissenschaftsgeschichtliches Zwischen-
stadium darstellen. Andererseits lassen die meisten grammatiktheoretischen
Studien nicht vermuten, dass hier ein wesentlicher Formalisierungsbedarf
gesehen wird. Dies mag daran liegen, dass mit den vorhandenen Metho-
den fu¨r aktuelle Fragestellungen hinreichend weit u¨bereinstimmende Daten
zur Grammatikalita¨t erhoben werden ko¨nnen. Divergenzen in den Begriffs-
bestimmungen werden fu¨r einen Forschungsstand erst dann problematisch,
wenn Daten, die fu¨r aktuelle Forschungsfragen eine Rolle spielen, von den
Divergenzen betroffen sind. Konkreter ausgedru¨ckt: Die Forschenden im
Bereich formaler Grammatiktheorien scheinen davon auszugehen, dass die
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u¨bliche Methodik zur Feststellung von Grammatikalita¨t ausreicht, Konsens
bezu¨glich der partiellen Bestimmung der Elemente der Menge I der inten-
dierten Anwendungen herzustellen derart, dass die partielle Bestimmung
der Elemente von I ausreicht um eine Entscheidung zwischen zwei mo¨gli-
cherweise konkurrierenden Theorie-Elementen 〈Ki, I〉 bzw. 〈Ki′, I〉 herbei-
zufu¨hren, indem der eine Theoriekern durch I erschu¨ttert und der andere
gestu¨tzt wird.
Approximation Spontane A¨ußerungen, aber in einem vielleicht geringeren Ma-
ße auch Reaktionen auf A¨ußerungen, ko¨nnen als verla¨ssliche Kriterien fu¨r
Grammatikalita¨t u¨berhaupt nur unter performativen Idealbedingungen an-
gesehen werden. Das Vorliegen von derartigen Idealbedingungen war die
oben hinter allen hinreichenden und notwendigen Bedingungen stehende
Annahme. Ein Grundproblem der Datenakquisition in allen mit sozialen
Pha¨nomenen befassten Wissenschaften ist, dass die ku¨nstliche Herbeifu¨hrung
von Laborbedingungen, die gewisse Sto¨rfaktoren ausschließen sollen, nicht
ohne Einfluss auf die “Natu¨rlichkeit” des sozialen Verhaltens bleibt. Es ist in
der Praxis selten mo¨glich, gewisse unerwu¨nschte Einflussfaktoren zuru¨ckzu-
dra¨ngen, ohne zahlreiche Einflu¨sse der Laborsituation auf die Probandinnen
und Probanden in Kauf nehmen zu mu¨ssen. Die messtechnischen Erfolge
vieler Naturwissenschaften beruhen u.A. auf Messaufbauten, die Sto¨rein-
flu¨sse sehr weitgehend von den relevanten Pha¨nomenen und Wirkungszu-
sammenha¨ngen abzuschirmen vermo¨gen.
Wenn also entsprechend die Mo¨glichkeiten von In-vitro-Messungen in der
Linguistik deutlich eingeschra¨nkter als in vielen Bereichen der Naturwis-
senschaften sind, so kann man dennoch Parallelen zwischen dem Verha¨lt-
nis tatsa¨chlicher Messungen zu Messungen unter Idealbedingungen in den
Naturwissenschaften und in der Linguistik konstruieren: A¨hnlich wie sich
beispielsweise die tatsa¨chliche Fallbewegung von Ko¨rpern der durch das
Fallgesetz bestimmten Bewegung um so weiter anna¨hert je kleiner der Quo-
tient aus der entgegen der Fallrichtung und der in Fallrichtung wirkenden
Kraft ist – je na¨her sich also beispielsweise die Dichte eines gasfo¨rmigen
Mediums, in dem der Fall stattfindet, dem Vakuum anna¨hert –, kann man
postulieren, dass sich auch die durch Tests partiell bestimmte Grammati-
kalita¨t der Grammatikalita¨t unter Idealbedingungen anna¨here, je na¨her die
tatsa¨chlichen Bedingungen den idealen seien. Nur ist der linguistische Ap-
proximationsbegriff nicht in derselben Weise zu arithmetisieren wie der des
physikalischen Beispiels.
Wa¨hrend es bei dem physikalischen Beispiel mo¨glich ist, die Approxima-
tion der Fallbeschleunigung eines in einem gasfo¨rmige Medium fallenden
Ko¨rpers an die durch das Fallgesetz behauptete konstante Fallbeschleuni-
gung bei Abnahme der Dichte des Mediums dadurch zu pra¨zisieren, dass
3.4. SPRACHEN UND VARIETA¨TEN 103
man fu¨r jedes Medium und jeden fallenden Ko¨rper fordert, dass jeder Dich-
te ρ des Mediums ein Betrag ρ entspreche, unter dem die Ableitung der
Beschleunigungsfunktion nach der Zeit (also die dritte Ableitung der Orts-
funktion des Ko¨rpers nach der Zeit) bleibe. Der Zusammenhang zwischen
Dichte ρ und ρ ist dabei wie folgt bestimmt: Je geringer die Dichte ρ, um
so geringer der zugeho¨rige Betrag ρ und zu jeder noch so kleinen Zahl 
gibt es eine Dichte ρ derart, dass ρ ≤ .
Eine numerische Skala fu¨r die Anna¨herung an Idealbedingungen, wie hier
die Dichte, fehlt im linguistischen Fall bislang jedenfalls vo¨llig. Verfu¨gte
man u¨ber eine solche Skala, so ko¨nnte man die Approximation von Test-
ergebnissen unter suboptimalen Bedingungen an die Testergebnisse unter
optimalen Bedingungen folgendermaßen fu¨r jeden Test bestimmen: Zu jeder
Differenz δ zwischen tatsa¨chlichen und Idealbedingungen auf der numeri-
schen Skala gibt es einen Betrag δ derart, dass die Anzahl der Elemente in
der Menge
((L+δ ∪ L+) \ (L+δ ∩ L+)) ∪ ((L−δ ∪ L−) \ (L−δ ∩ L−))
kleiner oder gleich δ ist.
〈L+δ ,L−δ 〉 ist dabei die partielle Bestimmung von L
durch einen Test unter den δ entsprechenden Bedingungen, 〈L+,L−〉 unter
Idealbedingungen. Der Zusammenhang zwischen δ und δ ist dabei wie folgt
bestimmt: Je geringer δ, um so kleiner δ und zu jeder noch so kleinen Zahl
 gibt es ein δ derart, dass δ ≤ .
Der obige Entwurf fu¨r die Pra¨zisierung eines Approximationsbegriffs fu¨r die
Bestimmung von Grammatikalita¨t muss jedoch so hypothetisch bleiben, wie
es die Bestimmung einer Skala fu¨r die Idealita¨t von Messbedingungen ist.
3.4 Sprachen und Varieta¨ten
In linguistischen Einfu¨hrungen nimmt im Allgemeinen ein weiteres Bestimmungs-
problem breiteren Raum ein als die oben angesprochenen messtheoretischen Pro-
bleme: Offensichtlich zeigen keine zwei Individuen ein u¨bereinstimmendes Sprach-
verhalten. Zu den am wenigsten auffa¨lligen, aber dennoch wohl am ha¨ufigsten
zwischen verschiedenen Sprecherinnen und Sprecher nachweislichen Unterschie-
den geho¨ren lexikalische; der Wortschatz verschiedener Sprecherinnen und Spre-
cher unterscheidet sich in einigen Elementen. Aber auch in grammatikalischer
Hinsicht du¨rfte kaum vo¨llige Deckungsgleichheit zwischen verschiedenen Spre-
cherinnen und Sprechern festzustellen sein. Untersuchungen ko¨nnen sich natu¨rlich
ausschließlich auf die A¨ußerungen einer einzelnen Sprecherin oder eines einzelnen
Sprechers beziehen, man untersucht dann also gewissermaßen die Sprache dieser
einen Person. Eine so weit individualisierte Sprache wird als der Ideolekt dieser
Person bezeichnet. Untersuchungen von Ideolekten spielen bei der Beschreibung
der Sprachen einzelner Autoren eine Rolle.
104 KAPITEL 3. GRAMMATIKALITA¨T
In der Regel jedoch sollen die linguistischen Untersuchungen eine gro¨ßere
Sprachgemeinschaft beschreiben: Die meisten und umfangreichsten grammati-
schen Beschreibungen beziehen sich bislang auf Standardsprachen, Sprachen einer
gro¨ßeren u¨berregionalen Sprechergemeinschaft, die im Allgemeinen auch verschie-
dene soziale Schichten umfasst und im Normalfall auch eine schriftsprachliche
Tradition herausgebildet hat. Die Sprecherinnen und Sprecher einer Standard-
sprache sprechen jedoch zumeist noch mit ihr eng verwandte Sprachen, die nach
verschiedenen Dimensionen unterscheidbar sind. Sprachen regionaler Sprachge-
meinschaften, die Teil einer derartigen u¨berregionalen Sprachgemeinschaft sind,
werden als Dialekte bezeichnet, Sprachen einer durch Zugeho¨rigkeit zu einer sozia-
len Schicht definierten Sprachgemeinschaft, die Teil einer umfassenderen Sprach-
gemeinschaft ist, heißen auch Soziolekte. Und schließlich sind noch die Fachspra-
chen zu nennen, die fachlich oder beruflich bestimmten Sprachgemeinschaften
gemein sind, die ebenso wie die anderen Teil einer umfassenderen Sprachgemein-
schaft sind. Gerade Fachsprachen ko¨nnen sehr wesentliche lexikalische Unter-
schiede untereinander und zur Standardsprache aufweisen, orientieren sich gram-
matisch jedoch stark an ihr. Dialekte und Soziolekte ko¨nnen Unterschiede un-
tereinander und zur Standardsprache in Grammatik und Lexikon gleichermaßen
aufweisen. Je nach Situation kann sich dieselbe Sprecherin bzw. derselbe Sprecher
ha¨ufig in der Standardsprache der Sprachgemeinschaft a¨ußern, der er angeho¨rt,
aber auch in einem Dialekt, einem Soziolekt oder einer Fachsprache. Die Wahl
der Sprache ha¨ngt vom situativen und thematischen Rahmen der A¨ußerung, aber
auch von der angenommenen Sprachkompetenz der Rezipienten ab.
Neben den Mo¨glichkeiten der Sprachwahl verfu¨gen Sprecherinnen und Spre-
cher auch u¨ber Mo¨glichkeiten in jeder dieser Sprachformen ein situativ ange-
passtes Register zu wa¨hlen. Ob in Standardsprache, Fachsprache oder Dialekt,
A¨ußerungen wa¨hrend eines Vortrags werden in der Regel anders ausfallen als
A¨ußerungen im Zwiegespra¨ch unter vier Augen. Unter Registerunterschiede kann
man auch den Unterschied zwischen geschriebener und gesprochener Sprache sub-
sumieren.3 Aussagen u¨ber Sprachen sind immer auf eine oder mehrere solcher
Sprachformen und ihre Register bezogen. Da in jeder derartigen u¨berindividu-
ellen Sprachform Ideolekte unterscheidbar sind, ist das Verha¨ltnis der u¨berindi-
viduellen Sprachform zu den individuellen Sprachformen zu bestimmen. Ist die
u¨berindividuelle Sprachform der “Durchschnitt” der individuellen (als gro¨ßte ge-
meinsame Versta¨ndigungsbasis) oder ein irgendwie statistisch aus den individuel-
len Sprachformen zu gewinnendes Abstraktum? Im Gegensatz zu den intensiven
3Man mag hier einwenden wollen, dass es sich hierbei ja allein schon deshalb um ga¨nzlich
unterschiedliche Sprachformen handle, da schriftliche und mu¨ndliche A¨ußerungen in vo¨llig un-
terschiedlichen Medien stattfa¨nden und die mit ihnen verknu¨pften Beobachtungen von stark
unterschiedlicher Art seien. Auf die Fragen der akustischen oder schriftlichen Realisierung von
Sprache soll unten na¨her eingegangen werden. Man beachte jedoch, dass das fu¨r ein Register
typische Medium nicht notwendigerweise mit diesem verknu¨pft ist. Auch gesprochene Sprache
kann schriftlich fixiert werden und geschriebene Sprache kann vorgelesen werden.
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Bemu¨hungen anderer sozialwissenschaftlicher und psychologischer Disziplinen zur
Entwicklung einer umfangreichen statistischen Methodik, mit deren Hilfe von in-
dividuellen zu u¨berindividuellen Aussagen u¨bergegangen werden kann, sind der-
artige Bemu¨hungen in der Grammatiktheorie eher peripher.
Eine weitere wesentliche Dimension sprachlicher Unterschiede ist zu beach-
ten: Sprachen vera¨ndern sich mit der Zeit. Dieser Tatsache wird bei empirischen
Sprachuntersuchungen im Allgemeinen dadurch Rechnung getragen, dass man
Daten aus einem relativ eng begrenzten Zeitraum zu erheben versucht. Sprachkor-
pora haben meist einen klaren Zeitbezug. Die zeitliche Vera¨nderung der Sprache
geho¨rt wissenschaftshistorisch zu den sprachlichen Varieta¨ten, die als erste Gegen-
stand systematischer Untersuchungen wurden. Der Ursprung des linguistischen
Selbstversta¨ndnisses als einer empirischen Wissenschaft kann in den historisch-
vergleichenden Arbeiten der junggrammatischen Schule angesetzt werden.
3.5 Sa¨tze und andere Ausdru¨cke
Die meisten formalen Grammatiken beschreiben Sa¨tze als die Elemente von L.
Im Prinzip kann man auch andere Typen von Ausdru¨cken wa¨hlen. Die Attrakti-
vita¨t von Sa¨tzen als fu¨r die Beschreibung grundlegenden sprachlichen Segmenten
du¨rfte daran liegen, dass die Segmentierung von Texten in Sa¨tze auch einem vor-
theoretischen Sprachversta¨ndnis meist leicht fa¨llt. Aussagesa¨tze sind die kleinsten
sprachlichen Segmente eines Textes, mit deren Hilfe Tatsachen behauptet wer-
den ko¨nnen. Auch fu¨r andere Sprechakte als die Behauptung von Tatsachen, z.B.
Versprechen, Befehlen u.a¨., sind Sa¨tze oft die kleinste den Sprechakt vollsta¨ndig
umfassende Einheit. Wo der Sprechakt auch durch A¨ußerungen vollzogen werden
kann, die keinen Satzstatus haben, sind die A¨ußerungen in der Regel als elliptisch
zu deuten, und Sprecherinnen und Sprecher sind meist in der Lage, die Ellipse
zu einem Satz zu erga¨nzen.
Neben den Segmentationsmo¨glichkeiten sprechen fu¨r Sa¨tze als grundlegen-
de Elemente der Sprachbeschreibung auch andere wissenschaftshistorische und
-pragmatische Gru¨nde als rein grammatikalische, einer davon mag sein: In der
traditionellen Logik und Semantik ist der Satz Ausgangspunkt der Betrachtun-
gen. Bedeutungen kleinerer Einheiten wurden immer gema¨ß ihrem Beitrag zur
Satzbedeutung beschrieben. Und auch in modernen formalsemantischen Bedeu-
tungsbeschreibungen natu¨rlicher Sprachen, in denen auch kleineren sprachlichen
Einheiten als Sa¨tzen mengentheoretische Entita¨ten als deren Bedeutung zugewie-
sen werden, scheint die am ehesten intuitiv motivierte Bedeutungszuschreibung
die an Sa¨tze zu sein (also Wahrheitswerte oder deren intensionale oder dynami-
sche Erweiterungen).
Durch Satzgrammatiken werden Phrasen als Satzbestandteile meist en pas-
sant beschrieben. In satzbezogenen Grammatiken werden Sa¨tze als zusammenge-
setzt aus Satzteilen betrachtet (in kontextfreien Grammatiken haben diese bei-
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spielsweise ihre Entsprechung in den Symbolen Σ der kontextfreien Gramma-
tik), diese Satzteile entsprechen oft kleineren Satzbestandteilen, die man durch
ga¨ngige Segmantationsverfahren gewinnen kann. Textgrammatiken, die gro¨ßere
sprachliche Einheiten als Sa¨tze beschreiben, ko¨nnen als Theorie-Elemente be-
trachtet werden, die “die Ergebnisse der Satzgrammatiken nutzen”. Dies kann
z.B. in der Weise geschehen, dass Textgrammatiken die durch Satzgrammatiken
beschriebenen Sa¨tze als ihre Bausteine analog den lexikalischen Elementen in
Satzgrammatiken nutzen.
Die hier zu Satzgrammatiken angestellten Betrachtungen sind mutatis mutan-
dis jedoch leicht auf Grammatiktheorien mit anderen grundlegenden Elementen
als Elementen von L u¨bertragbar.
3.6 Grammatikalische, semantische und pragma-
tische Wohlgeformtheit
In der linguistischen Theoriebildung werden oft mehrere Aspekte unterschieden,
in deren Hinsicht die Wohlgeformtheit eines sprachlichen Ausdrucks zu beurteilen
ist. Unter diesen Aspekten werden Fa¨lle wie B-3.2-1 von Fa¨llen wie
Beispiel B-3.6-1 Der Tisch war mit der Steuernovelle aufs Innigste befreundet.
und einer Antwort wie
Beispiel B-3.6-2 Die Nacht ist lau.
auf die Frage, wer Peter ausgeraubt habe, unterschieden. In allen Fa¨llen sind
Reaktionen von Sprecherinnen und Sprechern zu erwarten, die auf das Vorliegen
eines ungewo¨hnlichen Sprachverhaltens schließen lassen. Nur im Falle von B-3.2-
1 scheint der Grund dafu¨r ein grammatikalischer im engeren Sinne zu sein. Die
Anomalie von B-3.6-1 du¨rfte in der Regel so charakterisiert werden: Die Be-
ziehung des Befreundetseins kann nur zwischen Lebewesen oder Aggregaten von
Lebewesen, wie z.B. Staaten, bestehen, nicht aber zwischen einem nicht-belebten
Gegenstand und einem abstrakten Gegenstand wie einer Norm. Das Ungewo¨hn-
liche des Satzes scheint also nicht durch Restriktionen der Grammatik bedingt,
sondern von der Bedeutung der Teilausdru¨cke abzuha¨ngen. Grammatiktheoreti-
ker beschreiben diese Form von Anomalie zumeist so, dass es zu den semantischen
Merkmalen von befreundet geho¨rt, dass beide Relata der Beziehung das semanti-
sche Merkmal der Belebtheit aufweisen mu¨ssen.
Die Bezeichnung dieser (auch als semantische Subkategorien bekannten) Merk-
male als semantische ist dadurch motiviert, dass man die hier wirksamen Ein-
schra¨nkungen in der Kombinierbarkeit von Ausdru¨cken am ehesten als durch die
Bedeutung der Ausdru¨cke motiviert ansehen kann: Bezu¨glich seiner Kombinier-
barkeit verha¨lt sich befreundet nur dahingehend anders als zum Beispiel verknu¨pft,
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dass die erste Wortform nur mit Nominalphrasen kombinierbar ist, die Lebewesen
bezeichnen, die Kombinierbarkeit der zweiten nicht in dieser Weise restringiert
ist. Dieses Verhalten hat befreundet jedoch mit Wortformen wie bekannt, vertraut
oder verfeindet gemein, die eine konzeptionelle Verwandtschaft zu befreundet auf-
weisen. Dabei meint konzeptionelle Verwandtschaft hier etwas, was dadurch zu
explizieren wa¨re, dass die genannten Wortformen durch eine Reihe von semanti-
schen Relationen wie Hypo- oder Hyperonymie, Antonymie u.a¨. “vernetzt” sind.
A¨hnliche Einschra¨nkungen finden sich nicht nur bei Wortformen, die sich syn-
taktisch a¨hnlich wie befreundet verhalten, sondern auch bei Wortformen mit an-
deren syntaktischen Eigenschaften (genauer: einem anderen Valenzrahmen), die
eine konzeptionelle Verwandschaft zu befreundet zeigen. Die Wortform unterwor-
fen beispielsweise legt den Relata a¨hnliche Einschra¨nkungen wie befreundet auf,
obgleich unterworfen eine syntaktisch andere Form einer der beteiligten Nominal-
phrasen verlangt: unterworfen steht mit dem Dativ ohne Pra¨position, befreundet
mit einer Pra¨positionalphrase mit der Pra¨position mit.4
Dieser Befund la¨sst sich so zusammenfassen:
1. Es gibt Wortformen, deren Kombinierbarkeit mit anderen Zeichenketten
sich ausschließlich darin unterscheidet, dass bei der einen Wortform die mit
ihr kombinierbaren Zeichenketten hinsichtlich ihrer Bedeutungen in anderer
Weise restringiert sind als bei der anderen Wortform.
2. Es gibt Wortformen, deren Kombinierbarkeit mit anderen Zeichenketten
zwar syntaktische Unterschiede aufweist (wie unterschiedliche Kasus oder
Pra¨positionen), die sich aber dennoch hinsichtlich der Bedeutungsrestrik-
tionen der mit ihnen verknu¨pfbaren Zeichenketten gleich verhalten.
Dieser Befund legt es nahe, bei den kombinatorischen Einschra¨nkungen fu¨r Zei-
chenketten eine syntaktische und eine semantische Dimension zu unterscheiden.
Notwendig ist dies jedoch keineswegs; denn die kombinatorischen Beschra¨nkungen
ko¨nnen auch rein syntaktisch beschrieben werden. Man muss dazu Ausdru¨cken,
die verschiedene semantische Merkmale aufweisen, auch immer unterschiedliche
syntaktische Kategorien zuweisen.
Aber auch wenn man an der Unterscheidung der syntaktischen und der seman-
tischen Restriktionen festha¨lt, ist die Frage noch nicht vorentschieden, ob man
den Ort der semantischen Restriktionen innerhalb oder außerhalb einer Gram-
matiktheorie ansiedelt. Einem verbreiteten Vorversta¨ndnis gema¨ß umfasst die
Grammatik die Syntax; Grammatik ist dadurch jedoch nicht unbedingt auf Syn-
tax beschra¨nkt, sondern kann daru¨ber hinaus noch andere Bedingungen “sinn-
voller” A¨ußerungen enthalten. Lokalisiert man semantische Restriktionen in der
4Die Benutzung grammatiktheoretischen Vokabulars wie Nominalphrase oder Pra¨position im
vorangehenden Abschnitt ist nicht notwendig, sondern wurde hier aus rein darstellungso¨kono-
mischen Gru¨nden gewa¨hlt. Die Ausfu¨hrungen lassen sich in eine Sprechweise u¨bertragen, die
ausschließlich auf Wortformen und aus ihnen kombinierbare Zeichenketten Bezug nehmen.
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Grammatiktheorie, so heißt dies nicht, dass damit die semantische Theoriebildung
der grammatischen untergeordnet wu¨rde; als Gegenstand der Semantik ko¨nnten
weiterhin gewisse Eigenschaften von und Relationen zwischen sinnvollen sprach-
lichen A¨ußerungen sowie Beziehungen sprachlicher A¨ußerungen zur tatsa¨chlichen
Welt oder zu mo¨glichen Welten betrachtet werden. Die mit dem Satz
Beispiel B-3.6-3 Peter malt einen dreieckigen Kreis.
verbundene Anomalie wird so – ganz im Sinne der traditonellen Sichtweise –
anders eingestuft als die von B-3.6-1: B-3.6-3 ist zwar sinnvoll, in dem Sinne,
dass der mit dem Satz verbundene Sprechakt als Behauptung erkennbar ist und
auch der behauptete Sachverhalt soweit ermittelt werden kann, dass die Falschheit
der Behauptung eingesehen werden kann. Die Anomalie hat hier ihren Grund
jedoch darin, dass diese Falschheit nur auf semantischen Gru¨nden beruht; dies zu
erkla¨ren, darin liegt eine genuine Aufgabe einer semantischen Theorie auch dann,
wenn die Anomalie von B-3.6-1 in der Grammatiktheorie behandelt wird.
Die verbreitetste Vorgehensweise in den formalen Grammatiktheorien ist die,
dass semantische Restriktionen in die Grammatik einbezogen werden. Die re-
lative Eigensta¨ndigkeit semantischer Theoriebildung bleibt davon unberu¨hrt. In
unifikationsbasierten Grammatiktheorien werden die semantischen Subkategori-
sierungen in der Regel klar von rein syntaktischen Kategorisierungen unterschie-
den. Diese Vorgehensweise soll hier zugrunde gelegt werden.
Die an B-3.6-2 exemplifizierte Anomalie kann man am ehesten als Unange-
messenheit der Verwendung eines sprachlichen Ausdrucks in einem bestimmten
sprachlichen Kontext bezeichnen. Wa¨hrend die bislang betrachteten Formen von
Nicht-Wohlgeformtheit sprachlicher Ausdru¨cke in der Regel5 auf der Satzebene
oder sogar fu¨r kleinere sprachliche Einheiten entschieden werden ko¨nnen, erfor-
dert die Feststellung pragmatischer Unangemessenheit in der Regel einen gro¨ße-
ren Kontext oder die Einbeziehung außersprachlicher Handlungszusammenha¨nge.
Folglich spielt diese Form von Nicht-Wohlgeformtheit in der Satzgrammatik kei-
ne Rolle und wird erst auf der Ebene von Textgrammatiken oder Theorien der
Sprechakte beru¨cksichtigt. Pragmatische Unangemessenheit soll in den Gramma-
tikalita¨tsbegriff, von dem hier ausgegangen wird, nicht einbezogen werden.
Ob sich am Verhalten von Sprecherinnen und Sprechern ablesen la¨sst, mit
welcher Form von Nicht-Wohlgeformtheit man es zu tun hat, kann hier offen
bleiben. Dem Verfasser ist aus der Literatur kein empirisches Kriterium zur Un-
terscheidung der verschiedenen Formen von Nicht-Wohlgeformtheit bekannt, das
die oben skizzierte intuitive Unterscheidung wiederspiegelte. Es ist zwar vorstell-
bar, dass Sprecherinnen und Sprechern diese Unterscheidung durch Erla¨uterung
und U¨bung beigebracht wird, und anschließend nach deren Klassifikation gefragt
wird, aber es ist nicht absehbar, ob und wie eine derartige Schulung geschehen
ko¨nnte, ohne dass dabei auf linguistische Theorien Bezug genommen wird. Die
5Ausnahmen liegen im Bereich der Pronominalreferenz.
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Gefahr wa¨re sehr groß, dass theoretische Voreingenommenheit Einfluss auf die
Klassifikation durch Probandinnen und Probanden na¨hme.
Dies hat zur Folge, dass diese Unterscheidung der linguistischen Theoriebil-
dung selbst u¨berlassen bleibt: Die festgestellte Nicht-Wohlgeformtheit eines Sat-
zes wird dadurch zu einer grammatikalischen – im Gegensatz zu einer semanti-
schen oder pragmatischen –, dass sie Gegenstand der Grammatiktheorie ist.
Korrektheit und Vollsta¨ndigkeit von Grammatiken
Sei 〈Ki(G), I(G)〉 ein isoliertes Theorie-Element einer Grammatiktheorie G. Be-
stimmungsverfahren der Grammatikalita¨t von A¨ußerungen erlauben, die Men-
ge Li eines partiellen potentiellen Modells 〈L,D, ↑,Li〉 ∈ I(G) partiell zu be-
stimmen. Sei
〈L+i ,L−i 〉 eine derartige partielle Bestimmung von Li. Dann ist〈
L,D, ↑, 〈L+i ,L−i 〉〉 eine durch einen Test gewonnene partielle Bestimmung einer
intendierten Anwendung von G.
In Anlehnung an die Verwendungsweise der Termini Vollsta¨ndigkeit und Kor-
rektheit in der Logik und der Theorie der formalen Sprachen kann hier die empi-
rische Korrektheit und Vollsta¨ndigkeit von Grammatiktheorien definiert werden:
Definition D-3.6-1 (Korrektheit) Sei 〈Ki(G), I(G)〉 ein partiell bestimmtes
isoliertes Theorie-Element einer Grammatiktheorie G. Dann ist G korrekt fu¨r
I(G) gdwdf fu¨r alle x ∈ I(G) gilt, dass es y, L,D, ↑,L,L′ gibt, so dass
(a) y ∈Mpp(G),
(b) y = 〈L,D, ↑,L〉,
(c) y von x partiell bestimmt wird,
(d) L′ ⊆ L und
(e) 〈L,D, ↑,L′〉 ∈ Red(M(G)).
Fu¨r partiell bestimmte intendierte Anwendungen 〈L,D, ↑, 〈L+,L−〉〉 bedeutet
Korrektheit demnach, dass es ein L′ gibt mit L− ∩ L′ = ∅ und 〈L,D, ↑,L′〉 ∈
Red(M(G)).
Definition D-3.6-2 (Vollsta¨ndigkeit) Sei 〈Ki(G), I(G)〉 ein partiell bestimm-
tes isoliertes Theorie-Element einer Grammatiktheorie G. Dann ist G vollsta¨ndig
fu¨r I(G) gdwdf fu¨r alle x ∈ I(G) gilt, dass es y, L,D, ↑,L,L′ gibt, so dass
(a) y ∈Mpp(G),
(b) y = 〈L,D, ↑,L〉,
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(c) y von x partiell bestimmt wird,
(d) L ⊆ L′ und
(e) 〈L,D, ↑,L′〉 ∈ Red(M(G)).
Fu¨r partiell bestimmte intendierte Anwendungen 〈L,D, ↑, 〈L+,L−〉〉 bedeu-
tet somit Vollsta¨ndigkeit, dass es ein L′ gibt mit L+ ⊆ L′ und 〈L,D, ↑,L′〉 ∈
Red(M(G)).
Ada¨quatheit ergibt sich dann als Kombination beider Eigenschaften.6
Definition D-3.6-3 (Ada¨quatheit) Sei 〈Ki(G), I(G)〉 ein partiell bestimmtes
isoliertes Theorie-Element einer Grammatiktheorie G. Dann ist G ada¨quat fu¨r
I(G) gdwdf fu¨r alle x ∈ I(G) gilt, dass es y, L,D, ↑,L gibt, so dass
(a) y ∈Mpp(G),
(b) y = 〈L,D, ↑,L〉,
(c) y von x partiell bestimmt wird,
(d) y ∈ Red(M(G)).
Nach dieser Definition folgt aber unmittelbar, dass es a¨quivalent ist, die
Ada¨quatheit einer Grammatiktheorie zu behaupten oder ihre empirische Behaup-
tung im Sinne von T-2.4-1 zu vertreten.
6Die bloße Konjunktion der Korrektheit und der Vollsta¨ndigkeit ergibt nicht das Gewu¨nsch-
te, solange Grammatiktheorien nicht darauf beschra¨nkt sind, genau eine Grammatik zu bestim-
men, so dass durch die Grammatiktheorie bei gegebenem L,D, ↑ auch die Menge L eindeutig
bestimmt ist. Eine Grammatik bestimmt eine Satzmenge eindeutig, die Modellklasse einer
Grammatiktheorie, so wie sie hier eingefu¨hrt wurde, muss aber nicht eine einzelne Gramma-
tik enthalten. Im Gegensatz zu Gram1-Sprache muss die Modellklasse einer Grammatiktheorie
nicht durch ausdru¨ckliche Angabe einer Grammatik, sondern kann auch durch Charakterisie-
rung einer ganzen Klasse von Grammatiken bestimmt sein. In solchen Fa¨llen kann es vor-
kommen, dass es in der Modellklasse auch zu gegebenem L,D, ↑ alternative Mengen L,L′ zu
finden sind. Wa¨re Ada¨quatheit als die bloße Konjunktion von Korrektheit und Vollsta¨ndigkeit
definiert, wu¨rde es genu¨gen, dass
L+ ⊆ L
und
L− ∪ L′ = ∅
es wa¨re nicht erforderlich, dass L = L′. Eine Grammatiktheorie, die die leere Sprache* mit
L = ∅ und eine maximale Sprache* mit L = L in ihren Modellen ha¨tte, wa¨re dann immer
ada¨quat.
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3.7 Die Chomsky-Hierarchie und natu¨rliche Spra-
chen
Grammatiken wie Gram1 beschreiben einzelne Sprachen*. Angewandt auf eine
natu¨rliche Sprache kann mit einer Grammatik eine empirische Behauptung u¨ber
die wohlgeformten Ausdru¨cke der Sprache aufgestellt werden. Wie in anderen
empirischen Disziplinen sind auch in der Grammatiktheorie Generalisierungen
von Interesse. Dabei wird hier an Behauptungen der Form
T-3.7-1 Fu¨r alle natu¨rlichen Sprachen gibt es eine ada¨quate Grammatik mit
der Eigenschaft P .
fu¨r eine beliebige Eigenschaft P gedacht. So oder a¨hnlich werden fu¨r gewo¨hnlich
Behauptungen u¨ber die Einordnung natu¨rlicher Sprachen in Klassen formaler
Sprachen* formuliert. Mit der oben eingefu¨hrten Sprechweise konform, bei der
sich die Ada¨quatheit auf Grammatiktheorien bezieht, kann T-3.7-1 wiedergege-
ben werden als:
T-3.7-2 Die P -Grammatiktheorie ist ada¨quat fu¨r alle partiell bestimmten Men-
gen grammatisch wohlgeformter Ausdru¨cke je einer natu¨rlichen Sprache.
Dabei ist fu¨r beliebige Eigenschaften P von Grammatiken die zugeho¨rige P -
Grammatiktheorie wie folgt bestimmt:
Definition D-3.7-1 (P -Grammatiktheorie) θ ist eine P -Grammatiktheorie
gdwdf es K, I,Mp,M,Mpp gibt, so dass
(a) Ti(θ) = 〈K, I〉,
(b) K = 〈Mp,M,Mpp〉,
(c) Mpp = M(Sprache*) und
(d) M ∈ P .
Man beachte, dass in dieser Definition außer durch die Eigenschaft P keinerlei
Bedingungen an Grammatiken gestellt werden. Es bleibt, sofern nicht durch P
spezifiziert, vo¨llig offen, welche Gestalt eine Grammatik hat, insbesondere muss
eine Grammatik natu¨rlich keine kontextfreie sein.7
7Die Eigenschaft P wird in der Definition direkt von der Klasse der Modelle der Theo-
rie gefordert und nicht bloß von den Fragmenten der Modelle, die die Bestimmungsele-
mente der Grammatik enthalten. Im Falle von Gram1-Sprache wird P also von Model-
len
〈
L,D,Σ∗,Σ, ↑,L, ↑Σ,S,→, lex
〉
gefordert statt nur von den kontextfreien Grammatiken〈
Σ∗,Σ, ↑Σ,S,→, lex
〉
. Dies hat ausschließlich darstellungso¨konomische Gru¨nde. Jedenfalls ist
jede Eigenschaft P ′ von Grammatiken leicht in eine entsprechende Eigenschaft der Modelle der
Theorie zu u¨bersetzen.
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In diesem Abschnitt soll es um eine von Linguistinnen und Linguisten dis-
kutierte generelle Behauptung u¨ber natu¨rliche Sprachen gehen, und zwar die
Behauptung, dass alle natu¨rlichen Sprachen durch kontextfreie Grammatiken er-
zeugt werden, oder besser:
T-3.7-3 Die kfG-Grammatiktheorie ist ada¨quat fu¨r alle partiell bestimmten
Mengen grammatisch wohlgeformter Ausdru¨cke je einer natu¨rlichen Sprache.
Dabei ist kfG die Eigenschaft eines Modells, eine kontextfreie Sprache zu sein.
Die kfG-Grammatiktheorie wollen wir auch kurz als kfGGT bezeichnen.
Zwei Fragen sind bezu¨glich T-3.7-3 zu stellen:
• Ist T-3.7-3 u¨berhaupt eine empirische Behauptung? Oder: Hat die kfG-
Grammatiktheorie u¨berhaupt empirischen Gehalt?
• Trifft T-3.7-3 zu?
Zur Einordnung dieser Fragen in einen grammatiktheoretischen Hintergrund ist
es no¨tig, dass wir uns kurz der Chomsky-Hierarchie zuwenden.
3.7.1 Die Chomsky-Hierarchie
In der Chomsky-Hierarchie werden Sprachklassen durch Grammatiktypen defi-
niert.8 Zur Chomsky-Hierarchie geho¨ren insgesamt vier Typen von Grammatiken:
Definition D-3.7-2 (Typ0-Grammatik) x ist eine Typ0-Grammatik (x ∈
Γ0) gdwdf es Σ
∗,Σ, ↑, S,→ gibt, so dass
(a) x = 〈Σ∗,Σ, ↑, S,→〉,
(b) 〈Σ∗,Σ, ↑〉 ist eine Listenstruktur,
(c) S ∈ Σ,
(d) →⊆ Σ∗ × Σ∗,
(e) → entha¨lt endlich viele Elemente.
8Die so definierten Sprachklassen fallen zusammen mit Klassen von Sprachen, die von be-
stimmten Automatentypen erkannt werden, d.h. dass es zu jeder Sprachklasse einen Automa-
tentyp gibt derart, dass jeder Sprache der Sprachklasse ein Automat des entsprechenden Typs
existiert, der fu¨r jede eingegebenen Zeichenkette entscheiden kann, ob die Zeichenkette zu der
Sprache geho¨rt oder nicht.
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Typ0-Grammatiken heißen auch nicht eingeschra¨nkte Grammatiken. Jede Spra-
che, die von einer Turing-Maschine erkannt wird, kann auch durch eine Typ0-
Grammatik erzeugt werden. Alle Grammatiken der Chomsky-Hierarchie haben
es gemein, dass die Ableitungen mit einer nur aus dem Startsymbol bestehenden
Symbolkette beginnen und dann in jedem Ableitungsschritt eine Teilzeichenkette
nach Vorgabe von→ durch eine andere Teilzeichenkette ersetzt wird. In nicht ein-
geschra¨nkten Grammatiken ko¨nnen beide Argumente der Relation → beliebige
Symbolketten sein.
Definition D-3.7-3 (Typ1-Grammatik) x ist eine Typ1-Grammatik (x ∈
Γ1) gdwdf es Σ
∗,Σ, ↑, S,→ gibt, so dass
(a) x = 〈Σ∗,Σ, ↑, S,→〉,
(b) x ∈ Γ0 und
(c) fu¨r alle s, t ∈ Σ∗ mit s→ t gilt, dass
la¨nge(s) ≤ la¨nge(t)
Typ1-Grammatiken heißen auch kontextsensitiv. Diese Bezeichnung hat ihren
Ursprung in der Tatsache, dass es zu Typ1-Grammatiken eine Normalform gibt,
in der alle Regeln die Form
sc˘s′ → ss′′s′
fu¨r Symbolketten s, s′, s′′ und Symbole c haben. Regeln, fu¨r die D-3.7-3c gilt,
heißen auch kontextsensitive Regeln.
A¨hnlich wie bei kontextfreien Grammatiken kann bei einer Typ1-Grammatik
in Normalform bei jedem Ableitungsschritt nur ein einzelnes Symbol durch ei-
ne Symbolkette ersetzt werden. Allerdings ko¨nnen weitere links und rechts von
dem zu expandierenden Symbol stehende Symbolketten einen linken und rechten
Kontext als notwendige Bedingung fu¨r die Expansion bestimmen.
Definition D-3.7-4 (Typ2-Grammatik) x ist eine Typ2-Grammatik (x ∈
Γ2) gdwdf es Σ
∗,Σ, ↑, S,→ gibt, so dass
(a) x = 〈Σ∗,Σ, ↑, S,→〉,
(b) x ∈ Γ0 und
(c) fu¨r alle s, t ∈ Σ∗ mit s→ t gilt:
(ca) la¨nge(s) = 1 und
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(cb) la¨nge(t) ≥ 1.
Typ2-Grammatiken sind den schon weiter oben definierten kontextfreien Gram-
matiken a¨quivalent. Regeln, fu¨r die D-3.7-4c gilt, werden auch als kontextfreie
Regeln bezeichnet.
Definition D-3.7-5 (Typ3-Grammatik) x ist eine Typ3-Grammatik (x ∈
Γ3) gdwdf es Σ
∗,Σ, ↑, S,→ gibt, so dass
(a) x = 〈Σ∗,Σ, ↑, S,→〉,
(b) x ∈ Γ0 und
(c) fu¨r alle s, t ∈ Σ∗ mit s→ t gibt es s′ ∈ Σ∗ und c ∈ Σ, so dass
(ca) la¨nge(s) = 1,
(cb) t = c˘ ◦ s′ und
(cc) es gibt kein s′′ ∈ Σ∗ mit c˘→ s′′.
Typ3-Grammatiken werden auch als regula¨re Grammatiken bezeichnet. Wie
bei den kontextfreien Grammatiken werden nur einzelne Symbole ohne Ru¨cksicht
auf den linken oder rechten Kontext expandiert. Bei jedem Ableitungsschritt wird
in einer regula¨ren Grammatik das expandierte Symbol durch eine Zeichenkette
ersetzt, die mit einem nicht mehr weiter expandierbaren Symbol beginnt. Es ist
unmittelbar aus den Definitionen ableitbar, dass
Γ3 ⊂ Γ2 ⊂ Γ1 ⊂ Γ0 (3.1)
Die durch diese Grammatiktypen bestimmten Sprachklassen ergeben sich folgen-
dermaßen:
Definition D-3.7-6 (Typn-Sprache) Sei n ∈ {0; 1; 2; 3}. Dann ist x eine Typn-
Sprache (x ∈ Λn) gdwdf es L,D, ↑,L,Σ∗,Σ, ↑′, S,→, lex gibt, so dass
(a) x =
〈
L,D,Σ∗,Σ, ↑,L, ↑Σ, S,→, lex〉,
(b) x = 〈L,D, ↑,L〉 ist eine Sprache*,
(c)
〈
Σ∗,Σ, ↑Σ, S,→〉 ∈ Γn,
(d) lex ⊆ Σ×D,
(e) L = {l ∈ L | es gibt ein s ∈ Σ∗ mit S ⇒∗ s und lex∗(s, l)}.
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Mit (3.1) folgt unmittelbar:
Λ3 ⊆ Λ2 ⊆ Λ1 ⊆ Λ0 (3.2)
Es gilt jedoch die viel sta¨rkere Beziehung:
Red(Λ3) ⊂ Red(Λ2) ⊂ Red(Λ1) ⊂ Red(Λ0) (3.3)
Wenn fu¨r zwei Grammatiktheorien θ, θ′ gilt, dass
Red(M(θ)) ⊂ Red(M(θ′))
spricht man auch davon, dass θ′ eine gro¨ßere generative Kapazita¨t oder Ma¨chtig-
keit habe als θ.
(3.3) soll hier nicht bewiesen werden. Jedoch ist die folgende Teilbehauptung
fu¨r unsere Zwecke relevant:
Satz S-3.7-1
Red(Λ2) ⊂ Red(Λ1)
Beweis B-3.7-1 Dies kann durch Angabe einer Sprache* L gezeigt werden, fu¨r
die gilt:
1. L 6∈ Red(Λ2) und
2. L ∈ Red(Λ1).
1. Sei L = 〈L,D, ↑,L〉 eine Sprache* mit a, b, c, d ∈ D mit a 6= b und c 6= d.
Fu¨r beliebige s ∈ L, x ∈ D soll sx fu¨r ↑(x, s) geschrieben werden. Sei
L := {anbmcndm | n,m ∈ N}, wobei x1 := x und xn := xxn−1 fu¨r alle
x ∈ D und n > 1. L entha¨lt also alle Zeichenketten, die zusammengesetzt
sind aus ununterbrochenen Folgen von as, bs, cs und ds, wobei jeweils die
a- und c-Folgen und die b- und d-Folgen gleich viele Zeichen enthalten.
Nehmen wir an, dass L ∈ Red(Λ2). Dann besagt das Pumping-Lemma fu¨r
kontextfreie Sprachen nach S-3.7-2, dass es ein n ∈ N gibt, so dass es fu¨r
alle s ∈ L mit la¨nge(s) ≥ n Zeichenketten u, v, w, x, y ∈ L gibt derart, dass
(a) s = uvwxy,
(b) la¨nge(vx) ≥ 1,
(c) la¨nge(vwx) ≤ n und
(d) fu¨r alle i ≥ 0 gilt, dass uviwxiy ∈ L.
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Angenommen nun, j sei ein solches n. Dann gilt fu¨r s′ := ajbjcjdj auch
la¨nge(s′) = 4j ≥ j. Es gibt also u′, v′, w′, x′, y′ ∈ L, so dass insbesondere
gilt:
(a) s′ = u′v′w′x′y′ und
(b) la¨nge(v′w′x′) ≤ j.
Man kann sich leicht vergegenwa¨rtigen, dass aus
ajbjcjdj = u′v′w′x′y′
und
la¨nge(v′w′x′) ≤ j
folgt, dass
v′w′x′ = qkrl
fu¨r k, l ∈ N0 und k > 0 oder l > 0 und
(a) q = a und r = b,
(b) q = b und r = c oder
(c) q = c und r = d.
Dann muss aber auch:
v′ = qk
′
rl
′
und
x′ = qk
′′
rl
′′
fu¨r k′, k′′, l′, l′′ ∈ N0 und k′ > 0 oder l′ > 0 und k′′ > 0 oder l′′ > 0.
Nach der dritten Klausel des Pumping-Lemmas ist aber nicht nur s′i =
u′v′iw′x′iy′ ∈ L fu¨r i = 1, sondern auch fu¨r alle i > 1. Fu¨r i > 1 erho¨ht
sich jedoch die Anzahl von mindestens einem Zeichen aus genau einem
der Zeichenpaare a, b oder b, c oder c, d in s′i gegenu¨ber s
′
1 = s
′ wegen
la¨nge(vx) ≥ 1 und demnach la¨nge(v) ≥ 1 oder la¨nge(x) ≥ 1. Da fu¨r
si = a
i′bj
′
ci
′′
dj
′′
mit i > 1 und beliebige i′, j′, i′′, j′′ ∈ N dann nicht mehr
gleichzeitg gelten kann, dass i′ = i′′ und j′ = j′′, ist s′i 6= L. Es gibt dann
also i′′′ ∈ N mit u′v′iw′x′iy′ 6∈ L, was im Widerspruch zur dritten Klausel
des Pumping-Lemmas steht.
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2. Sei
lex = {〈a, a〉 , 〈b, b〉 , 〈c, c〉 , 〈d, d〉}
und seien L, a, b, c, d wie oben bestimmt, es gelte Σ := {S,A,B,X}∪D. Man
kann sich leicht davon u¨berzeugen, dass fu¨r die folgenden kontextfreien und
somit auch kontextsensitiven Regeln
S → AB (3.4)
A → aX (3.5)
A → aAX (3.6)
B → bd (3.7)
B → bBd (3.8)
gilt:
S ⇒∗ s
gdw es i, j ∈ N0 und k, l ∈ {0; 1} gibt, so dass
s = aiAkX ibjBldj
wobei x0 fu¨r beliebige x ∈ Σ die leere Zeichenkette bezeichnen soll.
Mithilfe der kontextsensitiven Regel
Xb→ bX
la¨sst sich die Reihenfolge der Symbole X und b in der Symbolkette vertau-
schen. Nach Hinzunahme dieser Regel zur Grammatik gilt deshalb:
S ⇒∗ s
gdw es i, j ∈ N0 und k ∈ {0; 1} gibt, so dass
s = aiAks′dj
wobei s′ ∈ Σ∗ eine beliebige Kombination aus i Vorkommen des Symbols X,
j Vorkommen des Symbols b und ho¨chstens einem Vorkommen des Symbols
B ist und kein Vorkommen von b in der Symbolkette nach B vorkommt.
Nun ko¨nnen mit den Regeln
Xd → cd (3.9)
Xc → cc (3.10)
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genau die Vorkommen von X zwischen b oder B und d in c u¨bersetzt werden.
Nach Hinzunahme dieser Regeln zur Grammatik gilt deshalb:
S ⇒∗ s
gdw es i, j,m ∈ N0 und k ∈ {0; 1} gibt, so dass
s = aiAks′cmdj
wobei s′ ∈ Σ∗ eine beliebige Kombination aus Vorkommen der Symbols X,
j Vorkommen des Symbols b und ho¨chstens einem Vorkommen des Symbols
B ist und kein Vorkommen von b in der Symbolkette nach B vorkommt.
Die Anzahl der Vorkommen von X ist dabei i−m.
Man beachte, dass nur fu¨r i = m und Fehlen von A und B in der Symbol-
kette s, diese ausschließlich aus Zeichen besteht, fu¨r die lex definiert ist.
Es gilt also:
S ⇒∗ s
und es gibt ein s′ ∈ L mit lex∗(s, s′) gdw es i, j ∈ N gibt, so dass
s = aibjcidj
Dann ist L = {anbmcndm | n,m ∈ N}.
Satz S-3.7-2 (Pumping-Lemma fu¨r kontextfreie Sprachen)
Sei 〈L,D, ↑,L〉 ∈ Red(Λ2). Dann gibt es ein n ∈ N, so dass es fu¨r alle s ∈ L
mit la¨nge(s) ≥ n Zeichenketten u, v, w, x, y ∈ L gibt, so dass
1. la¨nge(vx) ≥ 1,
2. la¨nge(vwx) ≤ n und
3. fu¨r alle i ≥ 0 gilt: uviwxiy ∈ L.
Beweis B-3.7-2 Fu¨r den Beweis sei auf die einschla¨gige Literatur zur Theorie
formaler Sprachen verwiesen, z.B. auf [Hopcroft und Ullman 1994, S. 133 ff].
Die Beweisidee macht Gebrauch davon, dass entweder die durch eine kontext-
freie Grammatik erzeugte Satzmenge endlich ist und die enthaltenen Sa¨tze somit
eine Ho¨chstla¨nge haben oder dass bei einer unendlichen Satzmenge aufgrund der
Endlichkeit der Symbol- und Regelmenge einzelne Regeln beliebig oft in einer Ab-
leitung anwendbar sein mu¨ssen. Das ist aber nur mo¨glich, wenn die Grammatik
rekursiv ist, d.h. wenn gilt, dass es s, s′, s′′, s′′′, s′′′′ ∈ Σ∗ gibt mit
ss′s′′ ⇒∗ ss′′′s′s′′′′s′′
Dann gilt aber wegen der erneuten Anwendbarkeit derselben Regeln auf s′ auch
ss′s′′ ⇒∗ s(s′′′)is′(s′′′′)is′′
fu¨r beliebige i ∈ N.
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3.7.2 Empirischer Gehalt einer kontextfreien Gramma-
tiktheorie
Wenn wir (2.26) als hinreichendes Kriterium fu¨r das Vorliegen einer empirisch
gehaltvollen Theorie ansehen, dann ist die Frage nach dem empirischen Gehalt
der kfG-Grammatiktheorie positiv zu beantworten:
Satz S-3.7-3
Red(M(kfGGT)) ⊂Mpp(kfGGT)
Beweis B-3.7-3 Nach D-3.7-6 gilt fu¨r n ∈ {0; 1; 2; 3}:
Red(Λn) ⊆M(Sprache*)
Mit S-3.7-1 folgt:
Red(Λ2) ⊂M(Sprache*)
und mit
Red(Λ2) = Red(M(kfGGT))
und
M(Sprache*) = Mpp(kfGGT)
auch
Red(M(kfGGT)) ⊂Mpp(kfGGT)
Als Beispiel fu¨r den empirischen Gehalt von kfGGT dienen grundsa¨tzlich Spra-
chen* mit unendlichen Satzmengen wie L.
3.7.3 Nicht-endliche Widerlegbarkeit einer kontextfreien
Grammatiktheorie
In der Praxis sind die grammatisch wohlgeformten Sa¨tze natu¨rlicher Sprachen
jedoch nur endlich partiell bestimmbar: Die partielle Bestimmung 〈L+,L−〉 der
Menge der grammatisch wohlgeformten Sa¨tze L geschieht durch endliche Mengen
L+ und L−. Dies liegt nicht nur an einer bestimmten und damit mo¨glicherweise
unzula¨nglichen Testpraxis, sondern folgt schon aus der raum-zeitlichen Begrenzt-
heit von natu¨rlichen Sprachen. Wa¨hrend der Lebenszeit einer Sprache ko¨nnen
nur endlich viele A¨ußerungen in dieser Sprache geta¨tigt werden. Dann kann aber
immer auch eine endliche Menge L gefunden werden, die durch 〈L+,L−〉 partiell
bestimmt wird, z.B. L = L+.
Sprachen* 〈L,D, ↑,L〉 mit endlichem L sind jedoch immer regula¨r, genauer:
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Satz S-3.7-4 Sei 〈L,D, ↑,L〉 ∈M(Sprache*). Dann gilt: Wenn L endlich viele
Elemente hat, dann
〈L,D, ↑,L〉 ∈ Red(Λ3)
Beweis B-3.7-4 Sei L eine Menge mit endlich vielen Elementen. Wa¨hle lex :=
{〈x, x〉 | x ∈ L} und →:= {
〈
S˘, s
〉
| s ∈ L}. S sei ein neues Symbol mit S 6∈ D.
Und LS sei folgendermaßen rekursiv definiert: Fu¨r alle i ∈ N gelte:
LS0 := L (3.11)
LSi := L
S
i−1 ∪ {↑(s, c) | s ∈ LSi−1 und c ∈ D ∪ {S}} (3.12)
LS :=
∞⋃
j=0
LSj (3.13)
Es ist leicht zu zeigen, dass〈
L,D,LS, D ∪ {S}, ↑,L, ↑, S,→, lex〉 ∈ Λ3
denn
1.
〈
LS, D ∪ {S}, ↑, S,→〉 ∈ Γ3, da
(a)
〈
LS, D ∪ {S}, ↑〉 eine Listenstruktur ist,
(b) →⊆ LS × LS aus S˘ ∈ LS und L ⊆ L ⊆ LS zusammen mit der Wahl
von → folgt und
(c) → endliche viele Instanzen aufgrund der Wahl von → und der End-
lichkeit der Menge L hat und
(d) aus der Wahl von → unmittelbar folgt, dass es fu¨r alle s, t ∈ LS mit
s→ t Symbolketten s′ ∈ LS und Symbole c ∈ D∪{S} gibt, so dass D-
3.7-5ca–D-3.7-5cc gelten; denn s = S und c ∈ D und somit c 6= S,
2. aufgrund der Wahl von lex gilt D-3.7-6e und
3. da aufgrund der Wahl von→ auf der rechten Seite nur Symbole vorkommen,
die nie auf der linken Seite stehen, und in jeder Ableitung so nur ho¨chstens
eine Regel angewandt werden kann, ist ⇒∗=→ ∪{〈S, S〉} und wegen lex ⊆
D ×D und a forteriori lex ⊆ D ∪ {S} ×D gilt D-3.7-6d.
3.7. DIE CHOMSKY-HIERARCHIE UND NATU¨RLICHE SPRACHEN 121
Wenn es also zu jeder partiell bestimmten intendierten Anwendung 〈L,D, ↑,
〈L+,L−〉〉 ∈ I mit endlichem L+ immer eine Sprache* 〈L,D, ↑,L〉 mit endli-
chem L gibt, die von der intendierten Anwendung partiell bestimmt wird, dann
bedeutet S-3.7-4, dass kfGGT ada¨quat fu¨r I ist; denn
M(kfGGT) = M(Γ2) ⊆M(Γ3)
und damit auch
Red(M(kfGGT)) = Red(M(Γ2)) ⊆ Red(M(Γ3))
Durch keinen Test mit endlich vielen Instanzen ist also die Hypothese widerlegbar,
dass natu¨rliche Sprachen kontextfrei seien.
Andererseits wurden gegen die Kontextfreiheit natu¨rlicher Sprachen immer
wieder intuitiv sehr plausible Argumente vorgebracht. Neben den zu Beginn von
Kapitel 4 erwa¨hnten Argumenten, die nicht die Unmo¨glichkeit einer kontextfreien
Beschreibung, sondern deren ausuferndes Regelwerk und das geringe Maß an Ge-
neralisierungsmo¨glichkeiten u¨ber Einzelsprachen hinweg betreffen, gibt es einige
wenige Argumente, die zeigen sollen, dass es einzelne natu¨rliche Sprachen gibt,
die nicht kontextfrei sind.
Kreuzserielle Abha¨ngigkeiten Die Diskussion daru¨ber, dass nicht alle na-
tu¨rlichen Sprachen kontextfrei seien, konzentrierte sich auf die sog. kreuzseriel-
len Abha¨ngigkeiten (cross-serial dependencies), die man in den Sprachen Nie-
derla¨ndisch, Schweizerdeutsch und Bambara gefunden hatte.9 Nimmt man die
folgenden standarddeutschen Sa¨tze
Beispiel B-3.7-1 1. Jan sagte, dass wir die Kinder das Haus anstrei-
chen ließen.
2. Jan sagte, dass wir die Kinder (dem) Hans das Haus anstreichen
helfen ließen.
3. Jan sagte, dass wir die Kinder (dem) Hans (den) Jan das Haus
anstreichen lassen helfen ließen.
4. . . .
werden zwar die Satzbeispiele in der Reihenfolge ihrer Auffu¨hrung zunehmend
ku¨nstlicher und schwerer versta¨ndlich, aber die Grammatikalita¨t vorausgesetzt,
ergibt sich fu¨r die fettgedruckten Nebensa¨tze mit ACI- und DCI-Konstruktionen
ein Konstruktionsmuster, das sich durch die folgende kontextfreie Grammatik
9Vgl. beispielsweise [Bresnan et al. 1982].
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mit dem zugeho¨rigen Lexikon beschreiben la¨sst (die Artikel dem und den dienen
oben nur der Verdeutlichung der gemeinten Abha¨ngigkeiten):
NS → NPNom ACI VACIfin (3.14)
NPNom → PersP (3.15)
ACI → NPAkk NPAkk VInfTrans (3.16)
ACI → NPAkk ACI VInfACI (3.17)
ACI → NPAkk DCI VInfDCI (3.18)
DCI → NPDat NPAkk VInfTrans (3.19)
DCI → NPDat ACI VInfACI (3.20)
DCI → NPDat DCI VInfDCI (3.21)
NPAkk → EN (3.22)
NPAkk → ArtAkkSg NAkkSg (3.23)
NPAkk → ArtAkkPl NAkkPl (3.24)
NPDat → EN (3.25)
wir ∈ {x | lex(PersP, x)} (3.26)
ließen ∈ {x | lex(VACIfin, x)} (3.27)
Jan,Hans ∈ {x | lex(EN, x)} (3.28)
das ∈ {x | lex(ArtAkkSg, x)} (3.29)
die ∈ {x | lex(ArtAkkPl, x)} (3.30)
Haus ∈ {x | lex(NAkkSg, x)} (3.31)
Kinder ∈ {x | lex(NAkkPl, x)} (3.32)
anstreichen ∈ {x | lex(VInfTrans, x)} (3.33)
lassen ∈ {x | lex(VInfACI, x)} (3.34)
helfen ∈ {x | lex(VInfDCI, x)} (3.35)
Selbstversta¨ndlich ist dieses kleine kontextfreie Grammatikfragment nicht in der
Lage, einen gro¨ßeren Sprachausschnitt zu beschreiben oder auch nur die ACI-
Konstruktionen einigermaßen vollsta¨ndig wiederzuspiegeln. Es soll nur aufzeigen,
wie man sich eine kontextfreie Beschreibung der ACI-Konstruktion im Standard-
deutschen vorzustellen hat. Das Bildungsmuster fu¨r eingebette ACI-Konstruktio-
nen scheint zu sein, dass ein ACI in einen ACI dadurch eingebettet wird, dass
eine Nominalphrase im Akkusativ als ACI-Subjekt vorangestellt wird und ein
ACI-fa¨higes Verb im Infinitiv nachgestellt wird.
Die schweizerdeutschen U¨bersetzungsa¨quivalente der Sa¨tze aus B-3.7-1 lau-
ten nun:
Beispiel B-3.7-2 1. Jan sa¨it das mer d’chind es huus lo¨nd aastriiche.
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2. Jan sa¨it, das mer d’chind em Hans es huus lo¨nd ha¨lfe aastriiche.
3. Jan sa¨it, das mer d’chind em Hans de Jan es huus lo¨nd ha¨lfe laa
aastriiche.
4. . . .
Nicht grammatisch wohlgeformt sind hingegen:
Beispiel B-3.7-3 1. Jan sa¨it, das mer d’chind de Hans es huus lo¨nd
ha¨lfe aastriiche.
2. Jan sa¨it, das mer d’chind de Hans de Jan es huus lo¨nd ha¨lfe laa
aastriiche.
3. Jan sa¨it, das mer d’chind de Hans em Jan es huus lo¨nd ha¨lfe laa
aastriiche.
4. Jan sa¨it, das mer d’chind em Hans em Jan es huus lo¨nd ha¨lfe laa
aastriiche.
5. . . .
Wa¨hrend im Standarddeutschen die Nominalphrasen im Dativ und Akkusativ,
die als Subjekte der ACIs und DCIs fungieren in umgekehrter Reihenfolge zu den
Verben, von denen sie abha¨ngen, stehen, ist im Schweizerdeutschen die Reihenfol-
ge von Nominalphrasen und zugeho¨rigen Verben dieselbe. Im Standarddeutschen
sind ACIs und DCIs vollsta¨ndig ineinander verschachtelt, die Abha¨ngigkeiten sind
in Form einer Baumstruktur darstellbar, im Schweizerdeutschen “kreuzen” sich
die Zweige des Baums.
Mit der Festlegung, dass wir bei einer Sprache* 〈L,D, ↑,L〉 einer Menge A ⊆
L von Ausdru¨cken mit Ai fu¨r i ∈ N0 die folgenden Mengen von Ausdru¨cken
bezeichnen wollen
Ai :=

{} fu¨r i = 0
A fu¨r i = 1
{x ◦ y | x ∈ A, y ∈ Ai−1} sonst
(3.36)
und mit
A∗ :=
∞⋃
i=0
Ai (3.37)
sowie den Operator ◦¯ verwenden wollen fu¨r:
A◦¯B := {a ◦ b | a ∈ A, b ∈ B} (3.38)
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fu¨r beliebige A,B ⊆ L kann das Argument folgendermaßen rekonstruiert werden:
Sei NPAkk eine endliche Menge von Nominalphrasen im Akkusativ mit
d’chind, de Jan, de Hans ∈ NPAkk
NPDat eine endliche Menge von Nominalphrasen im Dativ mit
em Jan, em Hans ∈ NPDat
V InfACI eine endliche Menge von infiniten Verben mit ACI mit
laa ∈ V InfACI
und schließlich V InfDCI eine endliche Menge von infiniten Verben mit DCI mit
ha¨lfe ∈ V InfDCI
Wir wollen noch folgende Sprachweise einfu¨hren:
Definition D-3.7-7 (Regula¨re Menge) Eine Menge A ist regula¨r gdwdf es
L,D,Σ∗,Σ, ↑, ↑Σ, S,→, lex gibt, so dass〈
L′, D′,Σ∗,Σ, ↑, A, ↑Σ, S,→, lex〉
eine Typ3-Sprache ist.
Die Ausdrucksmenge
L∗S = {Jan sa¨it das mer d’chind}◦¯NPDat∗◦¯NPAkk∗◦¯{es huus lo¨nd}
◦¯V InfDCI∗◦¯V InfACI∗◦¯{aanstriche} (3.39)
ist regula¨r; denn die einelementigen Mengen {Jan sa¨it das mer d’chind},
{es huus lo¨nd}, . . . sind als endliche Ausdrucksmengen nach S-3.7-4 regula¨r; die
u¨brigen Ausdrucksmengen, die in L∗S verknu¨pft werden, sind nach dem folgenden
Satz ebenfalls regula¨r, da sie durch den ∗-Operator aus endlichen Ausdrucksmen-
gen gebildet wurden:
Satz S-3.7-5 Sei 〈L,D, ↑,L〉 eine Sprache* und seien A,B ⊆ L regula¨re Men-
gen. Dann gilt auch
1. A∗ ist eine regula¨re Menge und
2. A◦¯B ist eine regula¨re Menge.
Beweis B-3.7-5 Zum Beweis vgl. [Hopcroft und Ullman 1994, S. 63]. Der
Beweis macht Gebrauch von der Koextension der Klasse der durch regula¨re Aus-
dru¨cke beschreibbaren Mengen und der Klasse der regula¨ren Mengen. Fu¨r die
Klasse der durch regula¨re Ausdru¨cke beschreibbaren Mengen folgt die Abgeschlos-
senheit unter den o.g. Operationen direkt aus der Definition der regula¨ren Aus-
dru¨cke und der Relation der von ihnen beschriebenen Mengen.
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Damit ist auch L∗S regula¨r.
Nicht alle Ausdru¨cke in L∗S sind grammatisch wohlgeformt; denn es geho¨ren
auch Ausdru¨cke wie
Beispiel B-3.7-4 Jan sa¨it das mer d’chind em Hans em Jan em Hans es huus
lo¨nd ha¨lfe aanstriiche
Nicht jeder Nominalphrase im Dativ entspricht hier ein DCI-fa¨higes Verb. Offen-
bar muss die Anzahl der Nominalphrasen im Dativ aus NPDat∗ mit der Anzahl
der DCI-fa¨higen Verben aus V InfDCI∗ u¨bereinstimmen und Analoges auch fu¨r
die Elemente aus NPDat∗ und V InfDCI∗ gelten. Die Ausdru¨cke, die Elemente
von L∗S und grammatisch wohlgeformte Ausdru¨cke des Schweizerdeutschen sind,
sind demnach:
LijS =
∞⋃
i=0,j=0
{Jan sa¨it das mer d’chind}◦¯NPDati◦¯NPAkkj ◦¯{es huus lo¨nd}
◦¯V InfDCI i◦¯V InfACIj ◦¯{aanstriche} (3.40)
Nennen wir die Menge der wohlgeformten Ausdru¨cke des Schweizerdeutschen LS,
so gilt offenbar:
LijS = LS ∩ L∗S (3.41)
Nun kann man gegen die Kontextfreiheit von LijS aufgrund des Pumping-Lemmas
fu¨r kontextfreie Sprachen S-3.7-2 a¨hnlich wie im Beweis B-3.7-1 argumentieren.
Es gilt zudem:
Satz S-3.7-6 Sei
〈
L,D,Σ∗,Σ, ↑,L, ↑Σ, S,→, lex〉 eine kontextfreie Sprache und
L′ ⊆ L eine regula¨re Menge. Dann gibt es lex′,→′, so dass 〈L,D,Σ∗,Σ, ↑,L ∩ L′,
↑Σ, S,→, lex〉 eine kontextfreie Sprache ist.
Beweis B-3.7-6 Zum Beweis vgl. [Hopcroft und Ullman 1994, S. 143 f].
Der Beweis wird automatentheoretisch gefu¨hrt und macht Gebrauch davon, dass
eine durch kontextfreie Grammatiken erzeugte Ausdrucksmenge durch einen Kel-
lerautomaten erkannt werden kann, eine regula¨re Menge durch einen endlichen
Automaten und aus beiden Automaten ein die Schnittmenge erkennender Keller-
automat konstruiert werden kann.
Wenn LijS jedoch nicht von einer kontextfreien Grammatik erzeugt werden kann,
L∗S eine regula¨re Menge ist und (3.41), dann folgt aus S-3.7-6, dass auch LS nicht
von einer kontextfreien Grammatik erzeugt werden kann.
A¨hnliche Argumente werden fu¨r Konstruktionen im Niederla¨ndischen und
Bambara vorgebracht.
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Dies widerspricht dem vorausgegangenen Befund, dass die Kontextfreiheit
nicht durch einen Test mit endlich vielen Instanzen widerlegbar ist, nur schein-
bar. Denn keine partielle Bestimmung
〈L+S ,L−S 〉 von LS mit endlichem L+S kann
LS soweit festlegen, dass fu¨r alle i, j ∈ N0
{Jan sa¨it das mer d’chind}◦¯NPDati◦¯NPAkkj ◦¯{es huus lo¨nd}
◦¯V InfDCI i◦¯V InfACIj ◦¯{aanstriche} ∈ LS (3.42)
gelten muss. Fu¨r jedes endliche L+S wird es eine Grenze n geben derart, dass fu¨r
alle x ∈ L gilt: Wenn i ≥ n oder j ≥ n, dann
{Jan sa¨it das mer d’chind}◦¯NPDati◦¯NPAkkj ◦¯{es huus lo¨nd}
◦¯V InfDCI i◦¯V InfACIj ◦¯{aanstriche} 6∈ L+S (3.43)
Dies allein gilt schon deshalb, weil es fu¨r jede endliche Menge L+S eine Ho¨chstla¨nge
fu¨r die enthaltenen Zeichenketten geben wird. Ab einer bestimmten Gro¨ße von i, j
werden auch die Mo¨glichkeiten fu¨r Probandinnen und Probanden, zu entscheiden,
ob x grammatisch wohlgeformt ist, nicht mehr bestehen. Zwar ließe sich ein Ent-
scheidungsverfahren “mit Papier und Bleistift” rekursiv oder iterativ definieren,
dieses wa¨re seinerseits jedoch immer nur aufgrund einer grammatischen Hypothe-
se zu rechtfertigen; denn wer beispielsweise verlangt, dass mit Papier und Bleistift
zu u¨berpru¨fen sei, ob so viele NPAkk- wie V InfACI- Ausdru¨cke und so viele
NPDat- wie V InfDCI-Ausdru¨cke vorgefunden werden ko¨nnen, nimmt bereits
vorweg, dass die Grammatik genau diese Ausdru¨cke auszeichnen wird.
A¨hnlich wie der Nachweis, dass die Klasse natu¨rlicher Sprachen keine Teil-
klasse der Klasse der kontextfreien Sprachen ist, durch endliche Grammatika-
lita¨tstests nie vollsta¨ndig zu rechtfertigen ist, geht es allen Nachweisen, dass die
Klasse natu¨rlicher Sprachen keine Teilklasse irgendeiner Sprachklasse ist, die die
regula¨ren Sprachen umfasst. Worin liegt die dennoch starke intuitive Attrakti-
vita¨t der entsprechenden Argumente?
1. Die grammatikalische Intuition spricht fu¨r die unbegrenzte Erweiterbarkeit
gewisser Konstruktionen und zeichnet bestimmte Regelsysteme vor anderen
aus. Beides ist jedoch durch eine “zu schwache” Grammatiktheorie in der
Regel ausgeschlossen.
2. Die Anwendung “zu schwacher” Grammatikformalismen, wie kontextfreier
Grammatiken bei kreuzseriellen Abha¨ngigkeiten, kann zu einer großen An-
zahl an Regeln fu¨hren, die die generelle Struktur dieser Konstruktion nicht
wiederspiegeln.
3. Eine kontextfreie Beschreibung kreuzserieller Abha¨ngigkeiten ordnet Kon-
stituenten semantisch falsch zu.
Dem ist zu entgegnen:
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1. Fu¨r den Kontext der Theoriefindung kann es wichtig sein, dass die Be-
grifflichkeit der Theorie eine Na¨he zu Intuitionen und vortheoretischen –
vielleicht anschaulichen – Begriffen hat. Man kann dieses Argument so deu-
ten, als bezweifle es die voraussichtliche Fruchtbarkeit einer “zu schwachen”
Grammatiktheorie. Es widerlegt diese aber nur dann empirisch, wenn man
die grammatikalischen Intuitionen zu empirischen Daten macht. Da das
Vorliegen grammatikalischer Intuitionen an eine grammatikalische Schulung
gebunden ist, macht man damit jedoch implizit Ergebnisse und Hypothesen
von Grammatiktheorien zu empirischen Daten.
2. Dies ist ein Argument theoretischer O¨konomie. Wer sich fu¨r die “o¨konomi-
schere” Theorie entscheidet, tut dies nicht unbedingt, weil er die weniger
o¨konomische fu¨r empirisch falsch ha¨lt, sondern weil er die o¨konomische-
re Theorie aufgrund metatheoretischer Pra¨ferenzen fu¨r u¨berlegen in ihrem
Erkenntnisgehalt oder in ihren Entwicklungsmo¨glichkeiten ha¨lt.
3. Die Richtigkeit dieses Arguments ha¨ngt vom Verha¨ltnis zwischen Gram-
matik- und Semantiktheorie ab. Dazu wird unten mehr zu sagen sein. In
jedem Fall ist dieses Argument nur wirksam, wenn umfassendere theo-
retische Gebilde als die bisher eingefu¨hrten isolierten Grammatiktheorie-
Elemente betrachtet werden. Mit der Semantiktheorie kommen neue nicht-
grammatikalische Daten ins Spiel.
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Kapitel 4
Lexikalisch-funktionale
Grammatik
Bei einer Reihe von grammatischen Pha¨nomenen bieten kontextfreie Gramma-
tiken nur wenig intuitive Beschreibungsmo¨glichkeiten. Zu diesen Pha¨nomenen
geho¨ren die folgenden:
Kongruenz Zwischen Teilausdru¨cken eines sprachlichen Ausdrucks ko¨nnen kom-
binatorische Beschra¨nkungen bestehen, die sich am besten durch eine mehr-
dimensionale Klassifikation der Teilausdru¨cke beschreiben lassen. So be-
schreibt man die Abha¨ngigkeiten zwischen Artikel- und Substantiv-Wort-
formen in einer deutschen Nominalphrase in der Regel so, dass man for-
dert, dass sie denselben Kasus, denselben Numerus und dasselbe Genus
aufweisen mu¨ssen; Nominalphrasen und zugeho¨rige Appositionen mu¨ssen
nur denselben Kasus haben; zwischen Satzsubjekt und finitem Verb muss
der Numerus u¨bereinstimmend sein. Es ist also sinnvoll, die Teilausdru¨cke
nach den Dimensionen Kasus, Genus, Numerus zu klassifizieren.
Rektion Einzelne Teilausdru¨cke, wie Verben und Pra¨positionen, bestimmen die
Wahl anderer Teilausdru¨cke gema¨ß bestimmten der oben erwa¨hnten Di-
mensionen, ohne dass hier eine U¨bereinstimmung hinsichtlich ihrer Klassi-
fikation sinnvoll konstruiert werden ko¨nnte. schenkt ist eine Verbform, die
Nominalphrasen im Nominativ und Akkusativ und fakultativ auch im Dativ
verlangt, ohne dass die Verbform selbst sinnvoll einem Kasus zuzuordnen
wa¨re.
Lu¨cken und freie Wortstellung In vielen natu¨rlichen Sprachen gibt es zahl-
reiche Mo¨glichkeiten von einer “normalen” Wortstellung abzuweichen, man-
che Konstruktionen (Fragen, Nebensa¨tze) ko¨nnen dies sogar erforderlich
machen. Je nach Sprache und Konstruktion sind diese Pha¨nomene am be-
sten so zu beschreiben, dass entweder Satzbestandteile permutiert werden
oder Satzbestandteile aus ihren angestammten Positionen an andere bewegt
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werden, ihre alte Position wird dann als Lu¨cke bezeichnet. In kontextfreien
Grammatiken mu¨ssen fu¨r Stellungsvarianten und Konstituenten mit Lu¨cken
in der Regel neue Symbole eingefu¨hrt werden. Dadurch werden generalisie-
rende Aussagen u¨ber diese Konstruktionen erschwert.
Grammatische Pha¨nomene dieser Art wurden z.T. recht erfolgreich von traditio-
nellen Grammatiken beschrieben. Dies liegt nicht zuletzt an deren mehrdimen-
sionalen Klassifikationssystem und der Mo¨glichkeit auf informelle Weise Bezie-
hungen zwischen nicht-aneinandergrenzenden Wortformen herzustellen.
Eine Klasse moderner formaler Grammatiktheorien versucht sich diesen infor-
mellen Beschreibungsmo¨glichkeiten durch Einfu¨hrung einer neuen Art von Struk-
turen zu na¨hern: Merkmalstrukturen. Und da in diesen Grammatiktheorien die
Unifikationsoperation auf Merkmalstrukturen einen zentralen Platz einnimmt,
werden diese Grammatiktheorien auch unter der Sammelbezeichnung unifikati-
onsbasierte Grammatiktheorien zusammengefasst.
4.1 Merkmalstrukturen
Zuna¨chst ist zu definieren, wie die neuen Strukturen beschaffen sein sollen. Es ist
u¨blich, Merkmalstrukturen als einen bestimmten Typ von Graphen zu explizieren.
Definition D-4.1-1 (Merkmalstruktur) x ist eine Merkmalstruktur (x ∈ FS)
gdwdf es Q,F ,A, q0, δ, α gibt derart, dass
(a) x = 〈Q,F ,A, q0, δ, α〉,
(b) Q ist eine endliche Menge (von Knoten),
(c) F ,A sind nichtleere Mengen (von Merkmalen und atomaren Werten),
(d) q0 ∈ Q,
(e) δ :⊆ F ×Q 7→ Q,1
(f) α :⊆ Q 7→ A,
1Die Notation
f :⊆M 7→ N
soll ausdru¨cken, dass f eine partielle Funktion mit Definitionsmenge M und Wertemenge N ist.
Eine partielle Funktion ist eine rechtseindeutige Relation, die jedoch nicht fu¨r alle Elemente des
Definitionsbereichs definiert sein muss. Def(f) bezeichnet den Definitionsbereich von f also:
Def(f) := {x | es gibt y ∈ N : 〈x, y〉 ∈ f}
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(g) fu¨r alle q ∈ Q gilt: wenn es ein F ∈ F und q′ ∈ Q gibt, so dass δ(F, q) = q′,
dann gibt es kein A ∈ A, so dass α(q) = A und
(h) fu¨r kein q ∈ Q gibt es ein F ∈ F , q′ ∈ Q, so dass δ(F, q) = q′ und q von q′
aus δ-erreichbar ist (Azyklizita¨t).
Definition D-4.1-2 (δ-Erreichbarkeit) Seien Q,F Mengen und δ :⊆ F ×
Q 7→ Q. Dann gilt fu¨r alle q, q′ ∈ Q, dass q′ von q aus δ-erreichbar ist gdwdf
(a) q = q′ oder
(b) es gibt ein q′′ ∈ Q,F ∈ F , so dass q′′ = δ(F, q) und q′ von q′′ aus δ-
erreichbar ist.
Statt δ(Fn, δ(Fn−1, . . . , δ(F1, q) . . . )) schreibt man auch (qF1 . . . Fn−1Fn) und
bezeichnet diese Notation als den Pfad des bezeichneten Knoten. Und statt
α((qF1 . . . Fn−1Fn)) wird oft auch einfach (qF1 . . . Fn−1Fn) geschrieben, wo durch
den Kontext klar ist, dass der entsprechende Wert von α gemeint ist; man kann
dabei auch vom Pfad des atomaren Wertes sprechen.
Fu¨r A, sg, [[girl]], [[toy]] ∈ A und SPEC,NUM,PRED, SUBJ,OBJ ∈ F sind
(q0 SUBJ SPEC) = A (4.1)
(q0 SUBJ NUM) = sg (4.2)
(q0 SUBJ PRED) = [[girl]] (4.3)
(q0 OBJ SPEC) = (q0 SUBJ SPEC) (4.4)
(q0 OBJ NUM) = sg (4.5)
(q0 OBJ PRED) = [[toy]] (4.6)
Bedingungen an Merkmalstrukturen, deren Konjunktion bei gegebenem Q,F ,A
eine Klasse von Merkmalstrukturen 〈Q,F ,A, q0, δ, α〉 beschreibt. Diese Bedin-
gungen werden ha¨ufig auch in der folgenden Weise notiert:
q0 :

SUBJ:
 SPEC : 3 ANUM : sg
PRED: [[girl]]

OBJ :
 SPEC : 3NUM : sg
PRED: [[toy]]


Die Identita¨t von (q0 OBJ SPEC) und (q0 SUBJ SPEC) wird durch Variablen wie
3 angezeigt. Bedingungen, in denen Pfade mit Pfaden oder Pfade mit Werten
gleichgesetzt werden, werden auch als Pfadgleichungen bezeichnet. Eine durch ei-
ne Menge von Pfadgleichungen bezeichnete Klasse von Merkmalstrukturen nennt
man auch abstrakte Merkmalstruktur.
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Definition D-4.1-3 (Abstrakte Merkmalstruktur) Sei Q eine endliche Men-
ge und seien F ,A nichtleere Mengen. Dann ist FS eine abstrakte Merkmals-
struktur bzgl. Q,F ,A (FS ∈ AFS(Q,F ,A)) gdwdf es P1, . . . , Pn ⊆ FS gibt, so
dass
(a) x ∈ FS gdw x ∈ ⋂ni=1 Pi und
(b) fu¨r alle i mit 1 ≤ i ≤ n gilt, dass es q, q′ ∈ Q,j, k ∈ N0, F1, . . . , Fj, F ′1, . . . , F ′k
∈ F und a ∈ A gibt, so dass
(ba) Pi := {〈Q,F ,A, q0, δ, α〉 ∈ FS | α(δ(Fj . . . , δ(F2, δ(F1, q)) . . . )) = a}
oder
(bb)
Pi := {〈Q,F ,A, q0, δ, α〉 ∈ FS | δ(Fj . . . , δ(F2, δ(F1, q)) . . . ) =
δ(F ′k . . . , δ(F
′
2, δ(F
′
1, q
′)) . . . )} (4.7)
Die Schnittmengenbildung auf abstrakten Merkmalstrukturen wird auch als
Unifikation bezeichnet. Eine Menge abstrakter Merkmalstrukturen heißt unifi-
zierbar gdw ihre Schnittmenge nicht leer ist. Da jede abstrakte Merkmalstruktur
durch eine Konjunktion einer Menge von Pfadgleichungen bestimmt wird, kann
die aus der Unifikation einer Menge abstrakter Merkmalstrukturen hervorgehen-
de abstrakte Merkmalstruktur durch die Konjunktion der Vereinigungsmenge der
Pfadgleichungen bestimmt werden.
Ersetzt man die Knoten q0 in den Bedingungen durch Variable, wir wollen die
Variablen als 0 , 1 , . . . schreiben, so erhalten wir Ausdru¨cke fu¨r Funktionen, die
fu¨r Einsetzungen in die Variablen abstrakte Merkmalstrukturen als Wert haben.
Die Konjunktion der variablen Pfadgleichungen
( 3 SUBJ SPEC) = A (4.8)
( 3 SUBJ NUM) = sg (4.9)
( 3 SUBJ PRED) = [[girl]] (4.10)
( 3 OBJ SPEC) = ( 3 SUBJ SPEC) (4.11)
( 3 OBJ NUM) = sg (4.12)
( 3 OBJ PRED) = [[toy]] (4.13)
kann als Spezifikation einer einstelligen Funktion FS1( 3 ) gesehen werden, die fu¨r
Einsetzungen in 3 abstrakte Merkmalstrukturen als Werte hat und somit vom
Typ
FS1 : Q 7→ Pot(FS)
ist. Auf diese Weise spezifizierte Funktionen sollen hier auch Pfadgleichungsfunk-
tionen genannt werden:
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Definition D-4.1-4 Sei n ∈ N. Dann wird FSn eine n-stellige Pfadgleichungs-
funktion bzgl. Q,F ,A (FSn ∈ PGFn(Q,F ,A)) genannt gdwdf
FSn : Qn 7→ AFS(Q,F ,A)
Die Unifikationsoperation nimmt eine zentrale Stellung in einer Reihe von
Grammatiktheorien ein. Sie erlaubt in einer naheliegenden Weise die Formalisie-
rung dessen, was es heißt, dass verschiedene sprachliche Ausdru¨cke “zusammen-
passen” und sich grammatisch oder semantisch “erga¨nzen”.
Hier sei na¨her auf eine Grammatiktheorie eingegangen, die kontextfreie Gram-
matiken mit einem unifikationsbasierten Formalismus verknu¨pft.
4.2 Die Lexikalisch-Funktionale Grammatik
Eine Lexikalisch-Funktionale Grammatik (LFG) ist eine unifikationsbasierte Er-
weiterung einer kontextfreien Grammatik: Jeder kontextfreien Regel wird eine
Konjunktion von zweistelligen Pfadgleichungsfunktionen zugeordnet, deren je-
weils erste Argumentstelle mit dem linken Symbol der kontextfreien Regeln und
deren zweite Argumentstelle jeweils mit einem der Symbole auf der rechten Seite
der Regel assoziiert ist. Immer wenn eine Regel in einer Ableitung benutzt wird,
werden den Symbolen der Symbolkette, die ein zuvor vorhandenes Symbol der
Symbolkette expandieren, neue Variablen zugeordnet, und in die jeweils ersten
Argumentstellen der Pfadgleichungsfunktionen dieser Regel wird die Variable des
zu expandierenden Symbols und dem jeweils zweiten Argument die neue Variable
des aus der Expansion resultierenden assoziierten Symbols zugeordnet. Auf diese
Weise entsteht eine Menge von Pfadgleichungsfunktionen mit Variablen in den
Argumentstellen.
Als von der Grammatik erzeugte Zeichenketten werden nur solche betrachtet,
fu¨r die es
1. eine Ableitung durch die kontextfreien Regeln im Sinne einer kontextfreien
Grammatik gibt (man spricht auch vom kontextfreien Ru¨ckgrat einer LFG)
und
2. eine Einsetzung in die Variablen der Pfadgleichungsfunktionen gibt derart,
dass die Schnittmenge der resultierenden abstrakten Merkmalstrukturen
nichtleer ist.
Man kann dies auch so ausdru¨cken: Eine jede Ableitung generiert einen Ausdruck
im Sinne einer kontextfreien Grammatik und zusa¨tzlich eine Menge von Pfadglei-
chungen mit Variablen, die Nebenbedingungen an das kontextfreie Ru¨ckgrat der
Ableitung angeben. Nur wenn es eine nichtleere abstrakte Merkmalstruktur gibt,
die alle Nebenbedingungen erfu¨llt, handelt es sich um einen von der Grammatik
erzeugten Ausdruck.
134 KAPITEL 4. LEXIKALISCH-FUNKTIONALE GRAMMATIK
Definition D-4.2-1 (Lexikalisch-Funktionale Grammatik) x ist eine Le-
xikalisch-Funktionale Grammatik (LFG) (x ∈M(LFG)) gdwdf es L,D,Σ∗,Σ, Q,
F ,A, ↑,L,F-Strukt, ↑Σ, S,→,#→,#FS, lex gibt, so dass
(a) x =
〈
L,D,Σ∗,Σ, Q,F ,A, N, ↑,L,F-Strukt, ↑Σ, S,→,#→,#FS, lex〉,
(b) 〈L,D, ↑,L〉 ist eine Sprache*,
(c)
〈
Σ∗,Σ, ↑Σ, S,→〉 ist eine kontextfreie Grammatik ohne Lexikon,
(d) N ist eine abza¨hlbare (Index-)Menge,
(e) #→ ⊆ N× →,
(f) #→ ist rechtstotal und rechtseindeutig,2
(g) #FS : N ×N 7→ PGF2(Q,F ,A),
(h) lex ⊆ Σ×D × PGF1(Q,F ,A),
(i) F-Strukt ⊆ L×AFS(Q,F ,A),
(j) fu¨r alle l ∈ L,FS ∈ AFS(Q,F ,A) gilt: 〈l,FS〉 ∈ F-Strukt gdw es fu¨r alle
C ⊆ Σ×Σ∗×Σ∗×Q, die die Regelbedingungen von x bezu¨glich FS erfu¨llen,
auch ein q ∈ Q gibt, so dass:
〈S, l, , q〉 ∈ C
Dabei wollen wir davon sprechen, dass C ⊆ Σ× L× L×Q die Regelbedin-
gungen von
〈
L,D,Σ∗,Σ, ↑,L,F-Strukt, ↑Σ, S,→,#→,#FS, lex〉 bzgl. FS
erfu¨llt gdw es eine Abza¨hlung a0, a1, . . . von N gibt, so dass
(ja) fu¨r alle n ∈ Def(#→) gilt: es gibt m ∈ N, c0, . . . , cm ∈ Σ mit
c˘0 →n c˘1 ◦ . . . ◦ c˘m
so dass fu¨r alle 0 , . . . , m ∈ Q und alle s0, . . . , sm ∈ L gilt: wenn
〈c1, s0, s1, 1 〉 ∈ C (4.14)
und
...
...
...
und
〈cm, sm−1, sm, m 〉 ∈ C (4.15)
2Statt #→(n, 〈s, s′〉) soll auch notiert werden: s→n s′.
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und
FS ∈ #FS(an, a1)( 0 , 1 ) (4.16)
und
...
...
...
und
FS ∈ #FS(an, am)( 0 , m ) (4.17)
dann
〈c0, s0, sm, 0 〉 ∈ C (4.18)
und
(jb) fu¨r alle
〈
c, d,FS1
〉 ∈ lex und alle l ∈ L und alle 0 ∈ Q gilt: wenn
FS ∈ FS1( 0 ), dann auch 〈c, ↑(d, l), l, 0 〉 ∈ C.
und
(k) L = {l | es gibt ein FS ∈ AFS(Q,F ,A) : 〈l,FS〉 ∈ F-Strukt}
Diese Definition ist von einer zu D-2.4-4 alternativen, aber a¨quivalenten
Mo¨glichkeit, die von einer kontextfreien Grammatik erzeugten Ausdru¨cke zu be-
stimmen, motiviert. Darauf soll im folgenden Exkurs eingegangen werden.3
Die Attribute lexikalisch und funktional hat dieser Grammatiktyp, weil in
speziellen Grammatiken natu¨rlicher Sprachen das Lexikon, also lex, in der Re-
gel eine zentrale Rolle spielt und sehr informationsreich ist; von Funktionen wird
grammatiktheoretisch gesprochen, wo es um die Pra¨dikat-Argument-Struktur ei-
nes Satzes geht, meist in Bezug auf die Klassifikation der Argumente. Ha¨ufig
geht es dabei um Relationen zwischen Satzteilen und dem Gesamtsatz, die der
traditionellen Subjekt-Objekt-Distinktion a¨hnlich sind.
4.2.1 Exkurs: Definite Clause Grammars
U¨bersetzt man jede kontextfreie Regel der Form
c˘0 → c˘1 ◦ . . . ◦ cn
in einen pra¨dikatenlogischen Satz der Form
∀l0, . . . , ln ∈ L : (C(c0, l0, ln) ⊃ C(c1, l0, l1) ∧ . . . ∧ C(cn, ln−1, ln))
3Diese Mo¨glichkeit erleichtert die Integration von Zusatzbedingungen in kontextfreie Gram-
matiken, wa¨hrend die in D-2.4-4 gewa¨hlte Mo¨glichkeit die Verallgemeinerung auf Typ0- und
Typ1-Grammatiken vereinfachte.
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und jeden Lexikoneintrag der Form
lex(c, d)
in einen pra¨dikatenlogischen Satz der Form
∀l ∈ L : C(c, ↑(d, l), l)
so sind die von der kontextfreien Grammatik erzeugten Ausdru¨cke l genau diejeni-
gen, fu¨r die sich aus den pra¨dikatenlogischen Sa¨tzen herleiten la¨sst, dass C(S, l, ).
Die pra¨dikatenlogische Satzmenge wird auch als Definite Clause Grammar (DCG)
bezeichnet. Sa¨mtliche pra¨dikatenlogischen Sa¨tze einer DCG sind Hornklauseln.
Fu¨r endliche Hornklauselmengen M ist immer entscheidbar, ob eine ausschließlich
existenzquantifizierte atomare Formel aus M bei einer standardma¨ßigen Interpre-
tation der logischen Konstanten folgt. Somit ist fu¨r jedes l auch entscheidbar, ob
C(S, l, ) aus einer gegebenen DCG herleitbar ist.
Hornklauseln ko¨nnen wie folgt definiert werden, dabei seien Mengen von
Individuenvariablen, Individuenkonstanten, Pra¨dikatausdru¨cken, Funktionsaus-
dru¨cken und Satzkonstanten sowie die logischen Konstanten ⊃,∧, der Allquantor
und das zweistellige Pra¨dikat ≡ (Identita¨t) bereits eingefu¨hrt:
Definition D-4.2-2 (Hornklausel) x ist eine Hornklausel gdwdf es Hornfor-
meln y gibt und x aus y hervorgeht, indem alle freien Variablen in y durch All-
quantoren gebunden werden.
Definition D-4.2-3 (Hornformel) x ist eine Hornformel gdwdf es ein n ∈ N
und Pra¨dikatterme α0, . . . , αn gibt, so dass
(a) x = α0 ⊃ α1 ∧ . . . ∧ αn oder
(b) x = α0.
Definition D-4.2-4 (Pra¨dikatterm) x ist ein Pra¨dikatterm gdwdf
(a) es Argumentausdru¨cke ξ1 und ξ2 gibt, so dass x = ξ1 ≡ ξ2,
(b) es einen n-stelligen Pra¨dikatausdruck Π und n Argumentsausdru¨cke ξ1, . . . , ξn
gibt, so dass x = Π(ξ1, . . . , ξn) oder
(c) es eine Satzkonstante Ψ gibt, so dass x = Ψ.
Definition D-4.2-5 (Argumentausdruck) x ist ein Argumentausdruck gdwdf
(a) es einen n-stelligen Funktionsausdruck Π und n Argumentsausdru¨cke ξ1, . . . , ξn
gibt, so dass x = Π(ξ1, . . . , ξn),
4.2. DIE LEXIKALISCH-FUNKTIONALE GRAMMATIK 137
(b) es eine Individuenkonstante κ gibt, so dass x = κ oder
(c) es eine Individuenvariable χ gibt, so dass x = χ
Auch Pfadgleichungen fu¨r Merkmalstrukturen lassen sich als Pra¨dikatter-
me auffassen. Die Aufnahme von Pfadgleichungen in die Wenn-Seite von DCG-
Klauseln bela¨sst diesen ihren Status als Hornklauseln ebenso wie die Aufnahme
zusa¨tzlicher Argumente in die C-Pra¨dikatterme.
In der obigen Definition der LFG wird von den mengentheoretischen Entspre-
chungen der Hornklauseln Gebrauch gemacht.
4.2.2 Ein Beispiel fu¨r eine spezielle LFG
In D-4.2-1 werden kontextfreien Regeln durch #→ natu¨rliche Zahlen zugeord-
net, eine Regel kann mehrere Nummern tragen, aber keine Zahl kann mehrfach an
Regeln vergeben werden. Durch #FS werden den nummerierten Regeln und ihren
– ebenfalls durchzunummerierenden – Symbolen auf der rechten Seite Pfadglei-
chungsfunktionen zugeordnet. Jedes Symbol auf der rechten Seite jeder Regel ist
auf diese Weise mit einer Pfadgleichungsfunktion assoziert. Dabei ko¨nnen Pfad-
gleichungsfunktionen abha¨ngig von zwei Variablen sein, deren eine durch C in
Beziehung zum Symbol auf der linken Seite der Regel und deren andere mit dem
assoziierten Symbol selbst in Beziehung gesetzt wird.
In der Notation der LFG wird dies dadurch reflektiert, dass die die Pfadglei-
chungsfunktionen definierenden Pfadgleichungen unter das mit ihnen assoziierte
Symbol geschrieben werden und ↑ fu¨r die mit dem linken Symbol einer Regel in
Beziehung zu setzende Variable steht, wa¨hrend ↓ fu¨r die mit dem assoziierten
Symbol in Beziehung zu setzende Variable steht. Die in LFG-Notation geschrie-
bene Bedingung
S →
 NP(↑ SUBJ) =↓
(↓ KASUS) = nom
 ( VP↑=↓
)
(4.19)
entspricht somit den Bedingungen:
S→n NP VP
und FS ∈ #FS(n, 1)( 0 , 1 ) gdw fu¨r FS gilt:
( 0 SUBJ) = 1 (4.20)
( 1 KASUS) = nom (4.21)
und FS ∈ #FS(n, 2)( 0 , 2 ) gdw fu¨r FS gilt:
0 = 2 (4.22)
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fu¨r ein n ∈ N .
Durch die folgende Definition soll eine LFG fu¨r ein kleines Fragment der
Deutschen eingefu¨hrt werden:
Definition D-4.2-6 x ist eine LFG fu¨r FragmDt (x ∈ LFGFragmDt) gdwdf es
L,D,Σ∗,Σ, ↑,L,F-Strukt, ↑Σ, S,→,#→,#FS, lex, S,NP,VP,Art,N,V, KASUS,
NUM,SUBJ,OBJ, TRANS,DEF, PRED,ARG1, ARG2, GEN, nom, akk, sg, pl,
mask, fem,⊕,	, [[linguistin]], [[linguist]], [[kommt]], [[sieht]], Vein, Veine, Veinen,
Vder, Vdie, Vden, VLinguistin, VLinguistinnen, VLinguist, VLinguisten, Vkommt, Vkommen, Vsieht, Vsehen
gibt, so dass
(a) x =
〈
L,D,Σ∗,Σ, Q,F ,A, N, ↑,L,F-Strukt, ↑Σ, S,→,#→,#FS, lex〉,
(b) x ∈M(LFG),
(c) S,NP,VP,Art,N,V ∈ Σ sind paarweise voneinander verschieden,
(d) KASUS,NUM,SUBJ,OBJ, TRANS,DEF, PRED,ARG1, ARG2, GEN ∈
F sind paarweise voneinander verschieden,
(e) nom, akk, sg, pl,mask, fem,⊕,	, [[linguistin]], [[linguist]], [[kommt]], [[sieht]] ∈
A sind paarweise voneinander verschieden,
(f) Vein, Veine, Veinen, Vder, Vdie, Vden, VLinguistin, VLinguistinnen, VLinguist, VLinguisten, Vkommt,
Vkommen, Vsieht, Vsehen ∈ D sind paarweise voneinander verschieden,
(g) →,#→,#FS genu¨gen den folgenden Bedingungen in LFG-Notation:
S →
 NP(↓ KASUS) = nom
(↑ SUBJ) =↓
( VP↑=↓
)
(4.23)
NP →
(
Art
↑=↓
)(
N
↑=↓
)
(4.24)
NP →

N
(↓ NUM = pl)
↑=↓
↑ DEF = 	
 (4.25)
VP →
 V(↓ TRANS) = intr
↑=↓
 (4.26)
VP →
 V(↓ TRANS) = tr
↑=↓
 NP(↓ KASUS) = akk
(↑ OBJ) =↓
 (4.27)
und
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(h) die Elemente von lex seien genau
〈
Art, Vein,
(↑ KASUS) = nom
(↑ NUM) = sg
(↑ GEN) = mask
(↑ DEF ) = 	
〉
〈
Art, Veine,
(↑ KASUS) = nom
(↑ NUM) = sg
(↑ GEN) = fem
(↑ DEF ) = 	
〉
〈
Art, Veinen,
(↑ KASUS) = akk
(↑ NUM) = sg
(↑ GEN) = mask
(↑ DEF ) = 	
〉
〈
Art, Veine,
(↑ KASUS) = akk
(↑ NUM) = sg
(↑ GEN) = fem
(↑ DEF ) = 	
〉
〈
Art, Vder,
(↑ KASUS) = nom
(↑ NUM) = sg
(↑ GEN) = mask
(↑ DEF ) = ⊕
〉
〈
Art, Vdie,
(↑ KASUS) = nom
(↑ NUM) = sg
(↑ GEN) = fem
(↑ DEF ) = ⊕
〉
〈
Art, Vden,
(↑ KASUS) = akk
(↑ NUM) = sg
(↑ GEN) = mask
(↑ DEF ) = ⊕
〉
〈
Art, Vdie,
(↑ KASUS) = akk
(↑ NUM) = sg
(↑ GEN) = fem
(↑ DEF ) = ⊕
〉
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〈
Art, Vdie,
(↑ KASUS) = nom
(↑ NUM) = pl
(↑ DEF ) = ⊕
〉
〈
Art, Vdie,
(↑ KASUS) = akk
(↑ NUM) = pl
(↑ DEF ) = ⊕
〉
〈
N, VLinguistin,
(↑ KASUS) = nom
(↑ NUM) = sg
(↑ GEN) = fem
(↑ PRED) = [[linguistin]]
〉
〈
N, VLinguistin,
(↑ KASUS) = akk
(↑ NUM) = sg
(↑ GEN) = fem
(↑ PRED) = [[linguistin]]
〉
〈
N, VLinguistinnen,
(↑ NUM) = pl
(↑ GEN) = fem
(↑ PRED) = [[linguistin]]
〉
〈
N, VLinguist,
(↑ KASUS) = nom
(↑ NUM) = sg
(↑ GEN) = mask
(↑ PRED) = [[linguist]]
〉
〈
N, VLinguisten,
(↑ KASUS) = akk
(↑ NUM) = sg
(↑ GEN) = mask
(↑ PRED) = [[linguist]]
〉
〈
N, VLinguisten,
(↑ NUM) = pl
(↑ GEN) = mask
(↑ PRED) = [[linguist]]
〉
〈
V, Vkommt,
(↑ SUBJ NUM) = sg
(↑ TRANS) = intr
(↑ PRED REL) = [[kommt]]
(↑ PRED ARG1) = (↑ SUBJ)
〉
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〈
V, Vkommen,
(↑ SUBJ NUM) = pl
(↑ TRANS) = intr
(↑ PRED REL) = [[kommt]]
(↑ PRED ARG1) = (↑ SUBJ)
〉
〈
V, Vsieht,
(↑ SUBJ NUM) = sg
(↑ TRANS) = tr
(↑ PRED REL) = [[sieht]]
(↑ PRED ARG1) = (↑ SUBJ)
(↑ PRED ARG2) = (↑ OBJ)
〉
〈
V, Vsehen,
(↑ SUBJ NUM) = pl
(↑ TRANS) = tr
(↑ PRED REL) = [[sieht]]
(↑ PRED ARG1) = (↑ SUBJ)
(↑ PRED ARG2) = (↑ OBJ)
〉
(wobei im Lexikon ↑ die Argumentstelle der einstelligen Pfadgleichungsfunk-
tion bezeichne).
Sa¨tze, die durch eine solchermaßen bestimmte Grammatik 〈L,D,Σ∗,Σ, Q,F ,
A, N, ↑,L,F-Strukt, ↑Σ, S,→,#→,#FS, lex〉 ∈M(LFGFragmDt) erzeugt wer-
den, also Elemente von L, sind beispielsweise
Beispiel B-4.2-1
• Ein Linguist sieht die Linguistinnen.
• Linguistinnen kommen.
• Die Linguistinnen sehen einen Linguisten.
und zahlreiche andere. Dabei ordnet F-Strukt jedem Satz mindestens eine Merk-
malstruktur zu. Man kann zeigen, dass beispielsweise fu¨r alle Merkmalstrukturen
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〈Q,F ,A, q0, δ, α〉, die dem ersten Satz zugeordnet werden, gilt:
q0 :

SUBJ : 1

NUM : sg
GEN : mask
KASUS: nom
DEF : 	
PRED : [[linguist]]

OBJ : 2

NUM : pl
GEN : fem
KASUS: akk
DEF : ⊕
PRED : [[linguistin]]

PRED:
 REL : [[sieht]]ARG1: 1
ARG2: 2


(4.28)
Die einem Satz zugeordnete abstrakte Merkmalsstruktur wird auch als F-Struktur
bezeichnet, die Ableitung des Satzes durch das kontextfreie Fragment der Gram-
matik (genauer der Ableitungsbaum) heißt auch seine C-Struktur (von: “Konsti-
tuentenstruktur”).
Isolierte Theorie-Elemente in LFGs
A¨hnlich wie bei kontextfreien Sprachen kann man auch bei LFGs dafu¨r argumen-
tieren, dass bei den Bestimmungsstu¨cken der Modelle L,D,Σ∗,Σ, Q,F ,A, ↑,L,
F-Strukt, ↑Σ, S,→,#→,#FS, lex nur L,D, ↑,L zu beobachtbaren Teil geho¨ren.
Red ist also eine Funktion vom Typ
Red : Mp(LFG) 7→M(Sprache*)
In [Bresnan and Kaplan 1982] wurde bereits gezeigt, dass
Red(M(Λ2)) ⊂ Red(M(LFG)) ⊆ Red(M(Λ1))
Die Elemente L,D, ↑,L werden in der Definition von M(LFG) durch keine ande-
ren Charakterisierungen bestimmt als auch in der Definition von M(Λ2). Deshalb
gilt auch, dass
Red(Mp(LFG)) = Red(Mp(Λ2)) = M(Sprache*)
Mp(LFG) kann aufgrund der Definition von M(LFG) bestimmt werden. Die
genaue Bestimmung ist fu¨r unsere Zwecke jedoch nicht relevant.
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4.3 Spezielle Gesetze in LFGs
Durch spezielle Forderungen an →,#→,#FS und lex wurde die Modellklasse
von LFG in LFGFragmDt bis auf eine sehr spezielle Teilklasse eingeengt. Ana-
log, nur wesentlich komplexer, kann man sich die Beschreibung der grammatisch
wohlgeformten Ausdru¨cke einer natu¨rlichen Sprache Lnat durch eine spezielle LFG
vorstellen. Spezielle LFGs wurden erfolgreich schon fu¨r gro¨ßere Sprachausschnitte
einer ganzen Reihe natu¨rlicher Sprachen entwickelt.
Kleiner als die Modellklasse der LFG allgemein, gro¨ßer aber als M(Lnat) sind
Modellklassen von LFGs mit speziellen Gesetzen fu¨r Klassen von natu¨rlichen
Sprachen, seien es typologisch definierte Klassen, wie die der stark oder schwach
flektierenden Sprachen, der Ergativ- oder Akkusativ-Sprachen u.a¨., oder genetisch
definierte Sprachklassen, wie die der romanischen, der slawischen, der ostseefinni-
schen etc. Sprachen, oder auch fu¨r die Klasse der natu¨rlichen Sprachen allgemein.
Spezielle Gesetze bestehen in der Regel in Spezifikationen, die der Form eines Re-
gelsystems wie z.B. (4.23)–(4.27) auferlegt werden oder in Bedingungen an die
Menge der Merkmalstrukturen {FS | es gibt ein l ∈ L : F-Strukt(l,FS)}.
Zwischen der LFG, einer Theorie fu¨r alle natu¨rlichen Sprachen, die durch
Hinzunahme weiterer Gesetze entsteht, einer Theorie fu¨r eine Sprachklasse und
einer Theorie fu¨r eine Einzelsprache dieser Sprachklasse besteht die Beziehung,
dass die jeweils allgemeinere Theorie dieselbe Klasse an partiellen potentiellen
Modelle wie die speziellere hat, na¨mlich M(Sprache*).
Es scheint auch, dass alle sinnvollen Spezialgesetze fu¨r Sprachklassen und Ein-
zelsprachen sich in der Regel als Relationen zwischen den Bestimmungsstu¨cken
einer Theorie darstellen, und somit keine Charakterisierungen sind. Dies schließt
jedoch keineswegs aus, dass aus den Spezialgesetzen Charakterisierungen zu fol-
gern sind. Zwar stellen (4.23)–(4.27) Relationen zwischen →,#→ und #FS her,
aber aus diesen LFG-Regeln ko¨nnen kontextfreie, nur → betreffende hergeleitet
werden (durch Weglassung der Pfadgleichungen), und diese betreffen nur die eine
Relation →. Fordern wir, dass die Menge der potentiellen Modelle einer Theorie
die kleinste nur durch Charakterisierungen bestimmbare Obermenge der Modelle
einer Theorie sein soll, so ko¨nnen wir es fu¨r die Spezialisierung von Gramma-
tiktheorien nicht aufrecht erhalten, dass die speziellere Theorie dieselbe Menge
potentieller Modelle hat wie die allgemeinere. Dies wird aber manchmal4 fu¨r
Theorien gefordert.
Mit der u¨blichen Auffassung von Sepzialisierungen gehen aber auch die spe-
ziellen LFGs konform, indem eine jede Spezialisierung die Menge der Modelle
einschra¨nkt. Eine speziellere Theorie ist auch fu¨r einen spezielleren Anwendungs-
bereich intendiert, nicht fu¨r alle natu¨rlichen Sprachen, sondern Teilklassen oder
Einzelsprachen. Das zwischen allgemeineren und spezielleren Grammatiktheorien
bestehende Verha¨ltnis scheint durch den folgendermaßen einzufu¨hrenden Spezia-
4Vgl. [Stegmu¨ller 1973b, S. 101] in der nicht geklammerten Variante von D2-5.
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lisierungsbegriff somit ada¨quat erfasst:
Definition D-4.3-1 (Isolierte Theoriekern-Spezialisierung) Seien Ki(θ) =
〈Mp(θ),M(θ),Mpp(θ)〉 und Ki(θ′) = 〈Mp(θ′),M(θ′),Mpp(θ′)〉 isolierte Theorie-
kerne von Theorien θ, θ′. Dann ist Ki(θ) eine isolierte Kernspezialisierung von
Ki(θ
′) (Ki(θ)ςKiKi(θ
′)) gdwdf
(a) Mpp(θ) = Mpp(θ
′),
(b) Mp(θ) ⊆Mp(θ′) und
(c) M(θ) ⊆M(θ′).
Definition D-4.3-2 (Isolierte Theorie-Element-Spezialisierung) Seien Ti(θ) =
〈Ki(θ), I(θ)〉 und Ti(θ′) = 〈Ki(θ′), I(θ′)〉 isolierte Theorie-Elemente von Theori-
en θ, θ′. Dann ist Ki(θ) eine isolierte Spezialisierung von Ki(θ′) (Ki(θ)ςTiKi(θ
′))
gdwdf
(a) Ki(θ)ςKiKi(θ
′) und
(b) I(θ) ⊆ I(θ′).
Von der Spezialisierungsrelation wird ein Baum von Theorie-Elementen auf-
gespannt mit der allgemeinen LFG als Wurzel.
4.3.1 Spezialisierungen und Nebenbedingungen
Die Spezialisierungen einer allgemeinen Theorie spielen zumeist eine sehr wich-
tige Rolle bei der Bestimmung der theoretischen Relationen. So kann eine F-
Struktur eines Satzes wie (4.28) nie aufgrund einer Satzmenge und des Theorie-
Elements von LFG alleine gewonnen werden. Zu diesem Zweck ist ein spezielle-
res Theorie-Element erforderlich, z.B. das einer LFG des Deutschen oder das von
LFGFragmDt.
In naturwissenschaftlichen Theorien spielen so aus den intendierten Anwen-
dungen des spezielleren Theorie-Elements gewonnene Werte der theoretischen
Relationen oft auch eine Rolle in anderen Anwendungen der allgemeineren oder
der spezielleren Theorie. So gehen wir bei der Bestimmung des Masseverha¨ltnis-
ses zweier Ko¨rper a und b davon aus, dass es zula¨ssig ist, zuna¨chst das Mas-
severha¨ltnis von a zu einem Ko¨rper c beispielweise durch eine Anwendung der
Balkenwaagentheorie zu bestimmen, anschließend auf a¨hnliche Weise das von b zu
c und das Masseverha¨ltnis von a und b schließlich als den Quotienten der beiden
Verha¨ltnisse aufzufassen.
Ein solches indirektes Bestimmungsverfahren theoretischer Relationen setzt
voraus, dass die Masse eines Ko¨rpers (mindestens jedoch sein Masseverha¨ltnis zu
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anderen Ko¨rpern) in verschiedenen Anwendungen einer Theorie, auch in Spezia-
lisierungen einer Theorie unvera¨ndert bleibt. Manche theoretischen Relationen
unterliegen derartigen anwendungsu¨bergreifenden Identita¨tsbedingungen, andere
unterliegen schwa¨cheren Bedingungen und wieder andere gar keinen. Bedingun-
gen, die Verknu¨pfungen zwischen den theoretischen Relationen in den theoreti-
schen Erga¨nzungen verschiedener Anwendungen einer Theorie herstellen, werden
auch als Nebenbedingungen (constraints) einer Theorie bezeichnet, um sie von
den die Modellklasse bestimmenden Bedingungen zu unterscheiden.
Nebenbedingungen stellen keine weiteren Bedingungen an einzelne Modelle,
sondern sagen etwas daru¨ber, welche Modelle miteinander vereinbar sind. Mo-
delle, in denen demselben Ko¨rper verschiedene Massen zugeordnet werden, sind
beispielsweise nicht miteinander vereinbar. Nebenbedingungen ko¨nnen folglich
als Mengen von Modellmengen eingefu¨hrt werden, wobei eine Modellmenge die
miteinander vertra¨glichen Modelle entha¨lt. Da jedes Modell mit sich selbst ver-
tra¨glich ist, entha¨lt eine Nebenbedingung auch fu¨r jedes Modell der Theorie eine
Menge, die nur dieses entha¨lt. Fu¨r Nebenbedingungen C einer Theorie θ gilt also
C(θ) ⊆ Pot(M(θ))
und fu¨r alle x ∈M(θ)
{x} ∈ C
In Grammatiktheorien scheint es keine derartigen Nebenbedingungen zu geben.
Die theoretischen Relationen, die bei einer theoretischen Erga¨nzung einer An-
wendung der LFG oder einer ihrer Spezialisierungen hinzugefu¨gt werden mu¨ssen,
scheinen in verschiedenen Anwendungen vo¨llig unabha¨ngig voneinander wa¨hlbar.
Die F-Struktur eines Satzes in einer Sprache hat keinen Einfluss auf die Wahl
der F-Struktur eines Satzes in einer anderen Sprache. Sprachen scheinen also
zumindest vom Standpunkt des Grammatikers isolierte Gebilde zu sein. Selbst-
versta¨ndlich ist dadurch nicht ausgeschlossen, was faktisch auch ein Hauptanlie-
gen grammatiktheoretischer Forschung ist, na¨mlich generalisierende Behauptun-
gen u¨ber alle oder eine Vielzahl von Sprachen aufzustellen und Gemeinsamkeiten
ihrer theoretischen Strukturen zu finden. Den Grund dafu¨r mag man darin sehen,
dass Verbindungen zwischen Sprachen erst durch einen gemeinsamen Weltbezug,
U¨bersetzungsrelationen oder deren Beziehung auf dasselbe oder a¨hnliche kogniti-
ve Subjekte hergestellt werden. Diese Beziehungen involvieren aber semantische
oder kognitivistische Theorien und haben somit ihren Platz nicht in einer reinen
Grammatiktheorie. Fu¨r die Nebenbedingungen der LFG gilt demnach:
C(LFG) = Pot(M(LFG)) (4.29)
Fu¨gt man die Nebenbedingungen als viertes Element in einen isolierten Theo-
riekern ein, so gelangt man zu einem (echten) Theoriekern.
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Definition D-4.3-3 (Theoriekern) x ist ein Theoriekern einer Theorie θ (x ∈
K(θ)) gdwdf es gibt Mpp(θ),M(θ),Mp(θ),C(θ), so dass
(a) x = 〈Mpp(θ),M(θ),Mp(θ),C(θ)〉,
(b) 〈Mpp(θ),M(θ),Mp(θ)〉 ist ein isolierter Theoriekern,
(c) C(θ) ⊆ Pot(M(θ)) und
(d) fu¨r alle y ∈M(θ) gilt, dass {y} ∈ C(θ).
Fu¨r Theorie-Elemente kann man dann festlegen:
Definition D-4.3-4 (Theorie-Element) T(θ) ist ein Theorie-Element einer
Theorie θ gdwdfes I(θ),K(θ),Mp(θ),M(θ),Mpp(θ),C(θ) gibt, so dass
(a) T(θ) = 〈K(θ), I(θ)〉,
(b) K(θ) = 〈Mp(θ),M(θ),Mpp(θ),C(θ)〉 Theoriekern der Theorie θ ist,
(c) I(θ) ⊆Mpp(θ) und
(d) I(θ) die Menge der intendierten Anwendungen von θ ist.
Die Spezialisierungsrelationen zwischen Theoriekernen und -Elementen sind
entsprechend zu erweitern:
Definition D-4.3-5 (Theoriekern-Spezialisierung) Seien K(θ) = 〈Mp(θ),
M(θ),Mpp(θ),C(θ)〉 und K(θ′) = 〈Mp(θ′),M(θ′),Mpp(θ′),C(θ′)〉 Theoriekerne
von Theorien θ, θ′. Dann ist K(θ) eine Kernspezialisierung von K(θ′)
(K(θ)ςKK(θ
′)) gdwdf
(a) 〈Mp(θ),M(θ),Mpp(θ)〉 ςKi 〈Mp(θ′),M(θ′),Mpp(θ′)〉 und
(b) C(θ) ⊆ C(θ′).
Falls zwei isolierte Theoriekerne von Grammatiktheorien in der Relation iso-
lierter Theoriekern-Spezialisierungen stehen, sind sie auch (echte) Theoriekern-
Spezialisierungen, wenn (4.29) und Analoges fu¨r die Nebenbedingungen anderer
Grammatiktheorien gilt. Denn aus
M(θ) ⊆M(θ′)
C(θ) = Pot(M(θ))
und
C(θ′) = Pot(M(θ′))
folgt:
C(θ) ⊆ C(θ)
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Definition D-4.3-6 (Theorie-Element-Spezialisierung) Seien T(θ) = 〈K(θ),
I(θ)〉 und T(θ′) = 〈K(θ′), I(θ′)〉 isolierte Theorieelemente von Theorien θ, θ′.
Dann ist T(θ) eine Spezialisierung von T(θ′) (T(θ)ςT(θ′)) gdwdf
(a) K(θ)ςKK(θ
′) und
(b) I(θ) ⊆ I(θ′).
Ein durch die Spezialisierungsrelation zwischen Theorie-Elementen N aufge-
spanntes Netz 〈N, ς〉 wird auch als Theoriennetz bezeichnet. Da ς von der Teil-
mengenbeziehung die Reflexivita¨t, Transitivita¨t und Antisymmetrie “erbt”, ist
〈N, ς〉 gruppentheoretisch gesprochen eine Halbordnung, also als ein Baum oder
eine Ansammlung von Ba¨umen vorstellbar, wobei das je allgemeinste Theorie-
Element die Wurzel bildet. Im Falle der LFG-basierten Grammatiktheorien ist
zudem erfu¨llt, dass alle Spezialisierungen vom Theorie-Element LFG aus erreich-
bar sind, der Baum also eine eindeutige Wurzel hat.
4.4 Verbindungen zu anderen linguistischen
Theorien
Im Abschnitt 3.7.3 war darauf hingewiesen worden, dass es keine endlich widerleg-
baren Grammatiktheorien mit einer generativen Kapazita¨t oberhalb der regula¨ren
Grammatiken gibt. Fu¨r die Wahl eines bestimmten Grammatikformalismus, des-
sen generative Kapazita¨t in einer zur Beschreibung kreuzserieller Konstruktionen
geeigneten Weise zwischen kontextfreien und kontextsensitiven Grammatiken an-
gesiedelt ist, gibt es keine zwingenden grammatiktheoretischen Gru¨nde, soweit
bekannt ist. Zu den Grammatiktheorie-internen Gru¨nden fu¨r die Entscheidung
fu¨r einen Grammatikformalismus geho¨ren Intuitionsna¨he, O¨konomie und Algo-
rithmisierbarkeit. Letzteres spielt sowohl fu¨r die empirische Arbeit eine Rolle, da
ja entscheidbar sein soll, ob die Grammatik Testergebnissen entspricht oder nicht,
als auch fu¨r Anwendungen in der maschinellen Sprachverarbeitung.
Ausschlaggebend fu¨r die Wahl eines theoretischen Apparates scheinen aber
eher Gru¨nde zu sein, die in der Verknu¨pfbarkeit mit anderen linguistischen Theo-
rien liegen. Die Semantik scheint bei der Wahl der theoretischen Beschreibungs-
mo¨glichkeiten fu¨r grammatische Pha¨nomene eine Schlu¨sselposition einzunehmen.
Da in praktisch allen Bereichen der Linguistik mehr oder weniger kompatible
Theorieansa¨tze miteinander konkurrieren und Ansa¨tze in verschiedenen Berei-
chen ha¨ufig nahezu beliebig kombinierbar sind, kann hierzu kaum Abschließendes
gesagt werden. Die Fruchtbarkeit eines Theorieansatzes in einem Bereich fu¨r die
Verknu¨pfung mit anderen wird meist exemplarisch an Theoriefragmenten der an-
deren Bereiche gezeigt. Die folgenden Bemerkungen sollen Hinweise geben, wie
die Verknu¨pfungen wissenschaftstheoretisch zu rekonstruieren sind. Dabei scheint
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sich nur fu¨r die Bereiche Semantik, Morphologie und Phonologie Verbindliches
zu ihrer Verbindung zur Grammatiktheorie feststellen zu lassen.
4.4.1 Semantische Theorien
Semantische Theorien natu¨rlicher Sprachen beschreiben
• Folgerungsbeziehungen zwischen Satzmengen und Sa¨tzen,
• Synonymieverha¨ltnisse zwischen sprachlichen Ausdru¨cken,
• Beziehungen zwischen sprachlichen Ausdru¨cken und außersprachlichen Ge-
gensta¨nden,
• Wortfelder (Netze semantischer Relationen).
Zu diesem Zweck verfu¨gen semantische Theorien (explizit oder implizit) u¨ber eine
Funktion φ, die sprachliche Ausdru¨cke auf die zugeho¨rigen außersprachlichen Ge-
gensta¨nde abbildet. Diese außersprachlichen Gegensta¨nde ko¨nnen im Falle einer
modelltheoretischen Semantik Elemente eines oder mehrerer Diskursuniversen
bzw. Elemente einer darauf definierten typisierten Mengenstruktur sein.
φ ist auch fu¨r andere Ausdru¨cke als Sa¨tze definiert: fu¨r Wortformen, Phrasen
etc. Kompositionelle Semantiktheorien treffen auch immer eine Aussage daru¨ber,
wie sich die Bedeutung eines gro¨ßeren Ausdrucks aus den Bedeutungen seiner
Teilausdru¨cke zusammensetzt, es gibt also eine Funktion f derart, dass
φ(s1 ◦ . . . ◦ sn) = f(φ(s1), . . . , φ(sn))
In einer modelltheoretischen Semantik wird φ ha¨ufig so eingerichtet, dass
f(φ(s1), . . . , φ(sn)) = 〈φ(s2), . . . , φ(sn)〉 ∈ φ(s1)
oder
f(φ(s1), . . . , φ(sn)) = 〈φ(s1), φ(s3) . . . , φ(sn)〉 ∈ φ(s2)
etc.
Das Finden geeigneter Funktionen φ und f in natu¨rlichen Sprachen wird er-
heblich dadurch erschwert, dass in natu¨rlichen Sprachen die Reihenfolge der Teil-
ausdru¨cke s1, . . . , sn auch bei gleichbleibender Satzbedeutung teilweise variabel
ist und die als Funktion und Argument “zusammengeho¨rigen” Ausdru¨cke zum
Teil durch andere Ausdru¨cke voneinander getrennt sind, bei den kreuzseriellen
Abha¨ngigkeiten sogar systematisch.
Die starke Intuition, dass eine kontextfreie Analyse kreuzserieller Abha¨ngig-
keiten nicht angemessen ist, kann nun aus semantischer Sicht darauf zuru¨ck-
gefu¨hrt werden, dass bei der kontextfreien Analyse aus der Expansion eines Sym-
bols hervorgehende Symbolketten immer geschlossene sind und die Ableitung in
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einer kontextfreien Grammatik die semantischen Verha¨ltnisse nicht wiederspie-
gelt.
In LFGs sind zumindest die F-Strukturen in keiner Weise an die lineare
Ordnung des Satzes gebunden. F-Strukturen ko¨nnen gewissermaßen zueinander
geho¨rige Satzteile “einsammeln”, auch wenn sie nicht benachbart sind. Dies macht
man sich in semantischen Theorien zu LFGs oder anderen unifikationsbasierten
Grammatiktheorien zunutze, indem man eine Funktion φ′ einfu¨hrt, die nicht di-
rekt sprachliche Ausdru¨cke auf außersprachliche Gegensta¨nde abbildet, sondern
abstrakte Merkmalstrukturen auf außersprachliche Gegensta¨nde. In der Regel
wird in LFGs ein Merkmal PRED eingefu¨hrt, das als Grundlage fu¨r die Defini-
tion von φ′ dient. In (4.28) ko¨nnen Pra¨dikat und zugeho¨rige Argumente direkt
am Pfad q0PRED abgelesen werden. Die fu¨r die Bestimmung der Satzbedeutung
relevante Unterstruktur ist:
q0 :
 PRED:

REL : [[sieht]]
ARG1:
[
PRED: [[linguist]]
DEF : 	
]
ARG2:
[
PRED: [[linguistin]]
DEF : ⊕
]

 (4.30)
(Die Pfade (q0 PRED ARG1 DEF ) und (q0 PRED ARG1 DEF ) werden zur
Ermittlung der korrekten Quantifikationsstruktur beno¨tigt.)
Die indirekte Interpretation von natu¨rlichsprachlichen Ausdru¨cken u¨ber theo-
retische Strukturen erlaubt es auch, φ′ als Funktion einzufu¨hren und dennoch
mehrdeutige sprachliche Ausdru¨cke zuzulassen: lex kann einem lexikalischen Ele-
ment mehrere Symbole oder Pfadgleichungsfunktionen zuordnen, auch der Re-
gelapparat kann mehrere Analysen desselben Ausdrucks zulassen. Wenn dies bei
einem Satz zu mehreren F-Strukturen fu¨hrt, kann φ′ ihnen auch verschiedene
Interpretationen zukommen lassen.
Zu den Relationen der Modelle einer derartigen auf einer LFG aufsetzenden
semantischen Theorie wird auch die Relation F-Strukt geho¨ren, die sprachli-
chen Ausdru¨cken F-Strukturen zuordnet. Wenn wir zu den Bestimmungsstu¨cken
der Modelle einer semantischen Theorie die Bestimmungsstu¨cke einer Sprache*
〈L,D, ↑,L〉, die Diskursuniversen U1, . . . , Un und die fu¨r die Interpretation beno¨-
tigten Mengen der auf den Diskursuniversen definierten typisierte Mengenstruk-
tur P1, . . . , Pm, φ
′, F-Strukt sowie diverse semantische Relationen S1, . . . , Sl
rechnen, so erhalten wir Modelle der Form: 〈L,D, ↑,L, U1, . . . , Un, P1, . . . , Pm, φ′,
F-Strukt, S1, . . . , Sl, . . .〉. Ohne dass an dieser Stelle ein umfassendes Urteil
daru¨ber gefa¨llt werden ko¨nnte, welche Relationen einer semantischen Theorie als
theoretisch zu betrachten sind, ist es doch auszuschließen, dass L,D, ↑,L,F-Strukt
dazu geho¨ren, weil diese Relationen schon zumindest in den durch Spezialisie-
rungen abgedeckten Sprachklassen der Grammatiktheorie hinreichend genau be-
stimmt werden und die semantische Theorie kaum etwas zu ihrer na¨heren Be-
stimmung beitragen du¨rfte.
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4.4.2 Morphologische Theorien
Auch die lexikalischen Elemente in D und die ihnen durch lex zugeordneten Ka-
tegorisierungen unterliegen bestimmten Regularita¨ten, sofern wir Wortformen als
Elemente von D wa¨hlen. Wortformen sind ha¨ufig in kleinere Elemente wie Pra¨fi-
xe, Sta¨mme und Suffixe oder andere Wortformen segmentierbar, die kleinsten
Segmente einer morphologischen Theorie sind die Morphe. Im Prinzip sind die-
se Regularita¨ten sa¨mtlich in eine Satzgrammatik zu integrieren, man muss dazu
nur D als die Menge der Morphe statt der Wortformen wa¨hlen und die u¨brigen
Elemente der Grammatiktheorie entsprechend einrichten. Aus drei Gru¨nden wird
die Morphologie jedoch in der Regel separat behandelt:
1. die Morphologie ist ausnahmebehafteter als die Satzgrammatik,
2. an den Segmentgrenzen beeinflussen sich Morphe in ihrer Gestalt,
3. Wortformen als kleinste Einheiten der Satzgrammatik korrespondieren den
kleinsten Einheiten, die in der Semantik fu¨r gewo¨hnlich interpretiert wer-
den.
Eine morphologische Theorie ist a¨hnlich aufgebaut wie eine satzgrammatische
Theorie. Sie beschreibt eine Sprache* 〈W,M, ↑,W〉, wobei in den intendierten
Anwendungen W die Menge der Wortformen einer Sprache und M die Menge
der Morphe ist. Im Gegensatz zu einer Satzgrammatik gibt es in einer morpholo-
gischen Theorie gleich mehrere Startsymbole S1, . . . , Sn, fu¨r jede Wortart eines.
Eine morphologische Theorie fu¨r eine unifikationsbasierte Grammatik ist sinnvol-
lerweise selbst als unifikationsbasierte Grammatik angelegt. Es wird dann eine zu
F-Strukt analoge Zuordnung von F-Strukturen zu Wortformen, nennen wir sie
F-StruktM , geben.
Die Verknu¨pfung zwischen einer morphologischen Theorie und einer LFG kann
fu¨r auf dieselbe natu¨rliche Sprache bezogene Modelle nun so konstruiert wer-
den: Sei
〈
L,D,Σ∗,Σ, Q,F ,A, N, ↑,L,F-Strukt, ↑Σ, S,→,#→,#FS, lex〉 ein Mo-
dell der LFG und 〈W,M, ↑,W , . . . ,F-StruktM , . . . , S1, . . . , Sn,→M , . . . , lexM〉
ein zugeho¨riges Modell der morphologischen Theorie. Die lexikalischen Elemen-
te D einer Satzgrammatik sind dann genau die Elemente von W . Die Wortar-
ten S1, . . . , Sn ko¨nnen Symbolen der Satzgrammatik gleichgesetzt werden, und
zwar genau den Symbolen, die durch lex den lexikalischen Elementen zugeord-
net werden, also {S1, . . . , Sn} ⊆ Σ. Die Pfadgleichungsfunktionen, die lex den
lexikalischen Elementen zuordnet, ko¨nnen, bei entsprechender Einrichtung der
morphologischen Theorie, schließlich aus den F-Strukturen gewonnen werden, die
F-StruktM zu den Elementen vonW in Beziehung setzt. Genauer: lex kann auf-
grund des entsprechenden Modells der morphologischen Theorie folgendermaßen
bestimmt werden: Fu¨r alle w ∈ W , c ∈ Σ, f ∈ AFS gilt:
〈w, c, f〉 ∈ lex
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gdw es ein s′ ∈ Σ∗M gibt, so dass
c⇒∗ s′
und
lex∗M(w, s
′)
und
f ∈ {FS | 〈w,FS〉 ∈ F-StruktM}
In der fu¨r semantische und morphologische Theorien angedeuteten Weise kann
man Verknu¨pfungen zwischen Theorien als Bedingungen an die Kombinierbar-
keit von Modellen verstehen. Fu¨r dieselbe natu¨rliche Sprache sind nur bestimmte
grammatiktheoretische Modelle mit bestimmten morphologischen und semanti-
schen Modellen kombinierbar. Solche intertheoretischen Verknu¨pfungen sind folg-
lich als Relationen zwischen den Klassen der potentiellen Modelle der Theorien
rekonstruierbar, fu¨r zwei Theorien θ, θ′ ist also eine intertheoretische Verknu¨pfung
eine Relation L
L ⊆Mp(θ)×Mp(θ′)
4.5 Schluss
Diese Arbeit hat Grammatiktheorien und ihre Beziehung zur Empirie in einer
Weise rekonstruiert, die zwar Spezialisierungen von Grammatiktheorien einen
starken empirischen Gehalt zuspricht, jedoch die rein grammatiktheoretischen
Argumente fu¨r oder wider eine bestimmte allgemeine Basistheorie schwach er-
scheinen la¨sst.
Die Entscheidung fu¨r oder wider eine grammatische Basistheorie in der Lin-
guistik scheint wesentlich von der Verknu¨pfbarkeit der Grammatiktheorien mit
benachbarten Theorien abha¨ngig. Bei Grammatikformalismen mit ausreichen-
der generativer Ma¨chtigkeit, mindestens also bei Theorien von der Ma¨chtigkeit
kontextsensitiver Grammatiken, scheidet die isolierte empirische Ada¨quatheit als
Auswahlkriterium einer Grammatiktheorie aus. Es ist davon auszugehen, dass
die intertheoretische Verknu¨pfbarkeit zum entscheidenden Kriterium wird.
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