economy in the last century, the recurring patterns call for an examination of the true impact of the various policies to the economy.
Introduction
An intriguing issue in the applied economics literature is the assessment of inflation and output volatility, given that high volatility appears during periods of high macroeconomic uncertainty and turbulence. A stylized fact in the relevant literature is that the volatility is not constant over time, while the sources of volatility can be attributed to changes in the fiscal and monetary policy and to other significant political events. The main bulk of literature studies economic activity for the U.S. economy for the post 1900s period, while many economist limit their analysis to the post Wold War II (WWII) period.
When it comes to studying macroeconomic shocks to output, a popular selection among authors is to study the effects of permanent and transitory shocks (Bordo, 1993; Karras, 1994; Gali and Keating and Valcarcel, 2017) on the economy. Apart from the obvious reason that most statistical software packages provide such an option (in the context of Blanchard and Qual (1989) ), the use of permanent and transitory shocks allows for interpretations of a structural model based on aggregate supply and demand shocks, as proposed by economic theory. Given the recent econometric advances in the construction of models with time-varying coefficients, one could assume that shocks are not time-invariant and evolve over time. We omit the time-invariant literature on inflation and output shocks given that the latest empirical research underlines the superiority of the time-varying approaches (see among others Barnett et al., (2014) ; Keating and Valcarcel (2017) ).
A starting point when it comes to time-varying macroeconomic models are the seminal works of Cogley and Sargeant (2005) and Cogley et al. (2010) . The authors develop structural models with time varying parameters and stochastic errors to investigate whether U.S. inflation persistence has changed in the post WWII period.
They conclude that the persistence of the gap between inflation-trend inflation has increased during the 1970s and that it fell after the 1984 Great Moderation disinflation period. These findings directly account for a change in the dynamics of inflation. Belatti (2008) studies temporal changes in the U.K. inflation and output dynamics using a model with time-varying coefficients and stochastic volatility for the post WWII period.
His findings suggest that the Great Inflation period that the U.K. economy experienced during the 1970s can be attributed to large demand shocks and to a lesser extent to supply shocks.
In a similar vein Keating and Valcarcel (2017) While most previous papers focus on the study of the 20 th and the 21 st century, in this paper we examine a novel dataset that spans the period 1270-2016. In this way, we attempt to uncover changes in output growth and inflation dynamics not only for the most recent period, but also for periods that have never been studied in a time varying context. Thus, the scope of this paper is to answer whether there exist significant changes in the inflation and output growth dynamics for the U. K. economy over time in the long-run. How volatilities have changed over time and when extremely large changes in volatility have occurred are some of the primary questions for this paper. While we are not the first to attempt such an examination, to the best of our knowledge, all previous studies that examine such an extended dataset on inflation (Clark, 2004) or output growth (Clark, 2006; Broadberry and Fouquet, 2015) use timeinvariant models and approaches that fail to uncover volatility variations over time.
In order to achieve our objectives we develop a Vector Autoregression model with time-varying parameters (TVP-VAR) for the U.K. that incorporates output growth and inflation with stochastic volatility of the errors (heteroskedastic errors). Within a TVP-VAR model with stochastic volatility we do not to impose the strict homoscedasticity assumption on the error structure, which better fits to the actual simultaneous relations among variables. This gain in flexibility comes at the expense of a more complicated estimation structure. The estimation of the model requires using
Markov-Chain Monte-Carlo (MCMC) methods with Bayesian inference. We also trained a trivariate version of that includes additionally the interest rate of the Bank of England for a shorter time period 1700-2016, due to data availability. The empirical findings are common for the overlapping periods, so we proceed with our analysis with the bivariate model that provides an additional 400 years of data 1 .
Our analysis on the unconditional volatility of output growth and inflation and the conditional volatilities ton a permanent and a transitory (nominal) output shock reveals a recurring pattern. High volatilities in the pre-1600 periods are reappearing in the early 20 th century. Following the revealed patterns in the conditional volatility, we observe higher conditional volatilities in the 20 th century relative to the 1600-1800
period. Moreover, most of the output growth volatility could be attributed explicitly to technology shocks while inflation volatility arises from short-tempered price shocks.
The second issue that we wish to answer is which structural factors explain these changes in inflation and output growth volatilities. In doing so, we follow the typical approach in the literature (see for example, Bullard and Keating (1995) , Rapach (2003) for detailed discussions) and extract responses from the model based on permanent and transitory shocks in a Blanchard and Quah (1989) type identification scheme of the impulse responses. According to the economic theory, the permanent shock on output is an aggregate supply (real) shock, while the transitory shock expresses aggregate demand (nominal) shocks. Thus, given the assumptions implied by the theory for the identification of the structural shocks to be structurally valid, we follow the approach of Blanchard and Quah (1989) -henceforth BQ-and place output growth first in the our VAR model. Our empirical findings corroborate with theory, attributing most of the output growth response to aggregate supply shocks and that of inflation to aggregate demand shocks.
In the next sections, we present the basic structure of the TVP-VAR model and the identification method of the structural shocks. Thereafter, our empirical findings and the conclusions based on our findings are discussed.
1 The empirical findings of the trivariate TVP-VAR model are reported in the Appendix.
Methodological issues

The time-varying VAR model
Our work is motivated by Cogley and Sargent (2005) and Canova and Gambetti (2010) who train a TVP-VAR model with Bayesian methods to allow for time-varying VAR coefficients with stochastic volatility of the innovations. We consider a reduced VAR model: 
with denoting the vector that stacks all parameters in ( ) and is a Gaussian white noise process with zero mean and constant covariance matrix Q, independent of at all leads and lags. We model the time variations of innovations R = Ε( ′ ) = ′ , where is a lower diagonal matrix with ones in the main diagonal and a diagonal matrix. In order to provide flexibility to our model we drop the typical homoscedasticity assumption and allow for the existence of stochastic volatility on the VAR errors. In order to achieve this we compute the covariance matrix R as follows:
Let's assume that is a vector containing all the elements of −1 below the diagonal, stacked by rows. Then to include stochastic volatility, follows (3):
In a similar vein, is a vector of diagonal elements of stacked by rows and follows (4):
where and are Gaussian white noise processes with zero mean and (constant) covariance matrices Ψ and Ξ, respectively. In order to be able to estimate our model we make a few modest assumptions: a) we assume that Ψ has a block diagonal structure,
i.e. all covariances between coefficients belonging to different equations are zero, b)
that Ξ is diagonal and c) that , and are all mutually independent.
Following the typical structural literature related to VARs, the vector of VAR innovations is a (time-varying) linear transformation of the underlying "structural" variables are captured by changes in . Let the companion form of (1) be:
where
′ and Θ is the companion-form matrix derived from the autoregressive coefficients of (1). A local projection of (5) yields:
where , (•) is the selector function that selects the n rows and columns of a matrix.
The application of the chain rule yields the following impulse response at an arbitrary k-th horizon:
We are interested in the identification of level responses and thus of the cumulative responses to each variable. We define Θ ̅ = ∑ Θ
=0
where the level response of each variable to each shock at k periods is the accumulated response of the differenced series from period zero to period k: , = ∑ , (Θ )
. From the properties of the selector function we obtain , = , (Θ ̅ ) . Letting → ∞ defines the time-varying matrix of long-run cumulative multipliers that indicate the long-run effect of each shock on the variable of interest.
As stated in the introduction section, our identification method of structural shocks follows a BQ type with long-run restrictions on the innovations in order to decompose the responses into permanent and transitory shocks. The identification of the structural shocks is based on well-documented macroeconomic hypotheses. First, according to the long-run neutrality of money, an increase or decrease in money supply cannot affect (real) output. Moreover, according to the natural rate hypothesis, the single source of non-stationarity in real output stems from disturbances to aggregate supply and thus from technological advancements. Thus, we restrict exogenous changes of an inflationary shock to have no long-run effect on output, placing inflation second in the VAR. Thus, for the definition of , we use:
obtained from the Cholesky decomposition of (8). Given we can solve for and obtain the structural impulse responses of each shock according to the ordering = { , } ′ :
Based on recursive substitution on (7) each variable can be written as a timevarying moving representation driven by the underlying structural disturbances. If , represents a distributed lag process for each variable contingent of shock j, we have:
(10) for = {Δ , }, − = { − , − } and ̅ , = , (Θ ). From (10) we see that the time-varying unconditional variance of , is decomposed into the contribution of each shock to the variance of each variable according to the following:
and the time varying covariance of , and , conditional on each shock j is given by:
Time-varying unconditional and conditional correlations are given tractably from (11) and (12).
Bayesian Estimation
Our estimation procedure draws directly from Canova and Gambetti (2010).
Priors
Let dente the sequence of z's up to time T. Let be the vector containing the non-zero elements of −1 that are different from one and are stacked in rows and Ξ a vector including all the Ξ . The transition density is assumed to be
where ( ) is an indicator function selecting non-explosive draws of for . We assume the hyperparameters and the initial states are independent so that the joint prior is simply the product of the marginal densities. Following Cogley and Sargent (2005) we assume: For these constants, it is set to 0.001.
Posteriors
To draw realizations from the posterior density we use the Gibbs sampler. Each iteration is composed of four steps and, under regularity conditions and after a burn-in period, iterations on these steps produce draws from the joint density.
•
Step 1 
Given that and are known is known and since is a standard Gaussian white noise, we have for .
Step 3: ( | , , , Ξ, Ω)
The elements of are drawn according to Cogley and Sargent (2005) (see Appendix B.2.5 of their work for details).
Step 4:
Conditional on , , , and under conjugate priors, all the remaining hyperparameters, can be sampled in a standard way from Inverted Wishart and Inverted Gamma densities. We perform 20000 repetitions, discard the first 5000 draws and keep one every 10 of the remaining draws for inference to break the autocorrelation of the draws.
Data and Empirical Results
The Data
We compile a dataset of annual time series for the U.K. of real Gross Domestic Product (y) and the GDP deflator spanning the period of 1270-2016. Both series are from the database called "A millennium of macroeconomic data", as maintained by the Bank of England. 2 Given that prior to 1801 there is no U.K., data before this period correspond to that of Great Britain or England as coded by the Central Bank of England.
We transform both series to logarithms. Descriptive statistics are presented in Table 1 . The data is available for download from: http://www.bankofengland.co.uk/research/Pages/datasets/default.aspx#threecenturies. Note that, we also estimated a trivariate model which also included the interest rate measure (the bank rate), which in turn, is also obtained from the same data source as real GDP and the GDP deflator Note: * denotes rejection of the null hypothesis at the 5% level of significance. The null hypothesis of the Jarque -Bera (1987) test is that the series comes from the family of normal distributions. The null hypothesis of the Enders and Lee (2012) unit root test is that the series exhibits a unit root. Number in parenthesis in the Bai-Perron (1998) test denote the number of detected structural breaks in the series.
As we observe from Table 1 , according to the Bai-Perron (1998) multiple breaks test, the GDP deflator series exhibits one structural break, based on both the Schwarz and the Liu-Wu-Zidek (LWZ) criterion (Liu et al., 1997) , while we do not detect a structural break for the GDP series. The existence of a structural break renders common unit root tests such as the augmented , the Phillips-Perron or the Kwiatkowski-Phillips-Schmidt-Shin test (Kwiatkowski et al., 1992) irrelevant. Thus, we apply the recently proposed unit root test of Enders and Lee (2012).
- Moreover, the test is able to capture unit root processes in the presence of multiple linear and nonlinear forms of structural breaks. Following Enders and Lee (2012) we use a small number of frequency components to avoid over-fitting the series and allow the evolution of the nonlinear trend to be gradual. While both series are non-stationary in levels, they are stationary in first differences. We continue our analysis based on the output growth (differenced logarithmic GDP series) and the inflation rate (differenced logarithmic GDP deflator). The two series are depicted in Figures 1 and 2 , respectively.
Empirical findings
An initial step when training a VAR model is to test whether one should include an error correction term in the VAR or not, making the model a Vector Error Correction Model (VECM). Given that both variables (real GDP and GDP deflator) are nonstationary in the levels, the initial assumption for a VECM is fulfilled. The Johansen (1991) cointegration test indicates the existence of one cointegrating vector for the entire sample ( Note: * denotes the rejection of the null hypothesis about the number of cointegrating relationships at 5% level of significance.
Output volatilities
We now turn on the conditional and unconditional standard deviations of the output growth and inflation. In Figure 3 we show the time-varying standard deviations of output growth and inflation with the continuous (blue) and the dotted (red) line, respectively. We also mark some dates of economic importance for the U. Of course, this list is by no means exhaustive and one could also add more dates.
Nevertheless, these dates undoubtedly mark significant political and economic events of local peaks and troughs. We also report the volatility spread from the lowest to the highest value for each period and the percentage change in volatility between two succeeding peaks. Given the Bayesian approximation of our models, in table 3 we also report the 16%-84% posterior credible intervals in order to test whether the lower bound of the peak (16%) is higher than the higher bound of the trough (84%). We mark these cases as statistically significant, as the entire distributions do not overlap. When the lower bound on the peak exceeds the upper bound on the trough, we interpret that as evidence of a statistically significant reduction in the standard deviation.
The output growth volatility peaks follow a declining trend as we move in time In Figure 4 we depict the conditional standard deviations of the output growth rate conditioned on a permanent and a transitory shock following a long-run (BQ-type) identification scheme achieved by equation ( 1815-1914 1914-1945 1945-1973 1973-1984 1984-1992 1992-2008 2008- 
TVP-VAR coefficients
In Figure 6 , we report the coefficients for the output growth ( In figure 7 we depict the time-varying coefficients for the inflation (second) equation of the TVP-VAR model. Examining the coefficient of the first lag for output growth (subplot a) we observe that the coefficient is small in magnitude around 0.1, positive and changes sign keeping the same magnitude (in absolute values) in the post 1500 period. In contrast, the inflation coefficient (subplot b) has a negative, higher value (in absolute prices) in the pre-1800 period and then turns positive and statistically significant. Nevertheless, the small positive values of the inflation coefficient do not imply a persistent behaviour of the inflation series. The coefficients for the second lags (subplot c and d) are either small or statistically insignificant, so they do not justify a significant contribution to the evolution of the inflation rate.
Impulse Response Functions
While, the examination of the coefficients of the VAR could provide with useful insight to the overall behaviour of the model, it is not adequate to reveal the effect of a shock to the system. Thus, we proceed to an examination of the time-varying responses of the variables to shocks, permanent or transitory.
Given the time-varying nature of our model, we have to add one more axis to the Impulse Response Function (IRF) plot that corresponds to the date of the imposition of the shock. In Figure 8 we report the three-dimensional time-varying impulse responses of our TVP-VAR for both variables. As we observe from figure 8a, the response of output growth on a permanent shock is important is larger in magnitude that the one on inflation (figure 8b) and has a larger long-run effect since during certain dates the response reaches up to 20 periods In figure 9 we present the responses of output growth to the permanent shock in output. As we expect an initially small response gradually increases and reaches its In figure 10 we depict the long-run response of output growth on a transitory price shock. As expected the response is short-lived, small in magnitude and negative.
It is statistically significant up to the 5th-year response only for the post 1900 period because of the two world wars the cost of inflation in the output growth. The responses of inflation on a temporary output shock (figure 11) is negative, extremely short-lived for a long-run response up to 2 years and for the pre 1500 period. In the long-run and for certain sub-periods it turns positive but overall the response is only episodically different from zero with statistical significance. In contrast, the response in price level England as stated by Broadberry and Fouquet (2015) , while the 20 th century has also exhibited positive and high in magnitude peaks in output growth responses that can be compared with the tumultuous period in the early 1500. This finding is interesting since it corroborates with the business cycle literature that supports the existence of high macroeconomic volatility during periods of increased macroeconomic uncertainty. 
Discussion and Policy
The examination of the unconditional volatilities of figure 3 raises some questions: why did ouput volatility undergo such a big reduction during the period 1550-1800 and after 1984? Why did inflation volatility rise after the 1550? When try to account for large volatility changes in output and inflation volatilities economists focus on two potential sources: structural changes or policy reactions. When they fail to pinpoint either of them, then the "good luck" scenario comes into place. According to the stylized fact of a "good luck" scenario, small exogenous shocks in the economy cause a decrease in volatility without a significant policy or structural change effect (Keating and Valcarcel, 2017) . In other words, the permanent shocks to economy have a lukewarm effect and most of the observed impulse responses should be attributed to transitory sources.
Policy changes that coincide with significant changes in the volatility of output and growth are indeed obvious in our analysis. With the commencement of the Tudors' reign in 1558, we observe a significant drop in output volatility in comparison to the previous periods, that clearly underlines a change in policy. In fact, as we observe from figure 4, output volatility conditioned on permanent shocks adhere very closely to the unconditional output growth volatility, while the effect of transitory shocks are reduced.
This consistency in the economic policy continues to drive the effects from price shocks down for the entire 1550-1914 period, after the end of the Civil War at 1668 and the way towards monarchy. At 1750s, we observe the lowest value of output volatility conditioned on the transitory price shocks. The increase in the unconditional inflation volatility could be a sign of a policies dedicated to output expansion regardless of the increases in the price levels. This effect could also be attributed to the increased income from trade. Nevertheless, all these are assumptions that cannot be tested formally within our TVP-VAR model and require a DSGE approach.
Local peaks in the unconditional output growth volatility at the end of the WWI and WWII could be attributed to structural changes in the economy given that a large part of the economy's assets are dedicated to supporting the wars and a large part of the labour force and capital is lost. Another policy change that occurred near the end of In contrast, the large increases in the non-technological (transitory shocks) during certain periods of low volatility (around 1668) and their obvious decline when output volatility remained low provides mixed results about the effect of transitory shocks on the "good luck" hypothesis. The structural interpretation of the shocks allows us to argue that the recent post-1992 decline in volatility cannot be explicitly interpreted by neither the policy/structural changes approach, nor the exogenous effect on volatility. We believe that the phenomenon is more complex and is based on all sources of volatility.
Under the aforementioned analysis, we believe that a policy targeted on reducing either inflation or output volatility should follow a holistic approach; where the central bank needs to adopt policy measures and examine for potential exogenous sources of volatility and the existence of structural changes. Starting from the latter, a structural change in the way that the economy is organised and produces usually takes a long time to happen and to be identified as such. Thus, the effect on volatility would be captured by a technology shock on output and inflation, adhering better to the permanent shock of our structural model. Exogenous responses would follow the transitory shocks. With that in mind, a policy maker could determine the current stance of the economy and the main factors that contribute to the volatility of output and inflation. Given that permanent and transitory shocks act as aggregate supply and demand, the policy authority could use the ideal mixture of policy measures to either boost the supply or the demand side of the economy. However, given the importance of the shocks are time-varying, policy makers need to use a time varying approach and cannot rely on fixed coefficient models, as the latter will only provide an overall picture and not how the importance of the shocks has evolved over time, and also where they stand at a specific point in time. Policy-making based on constant parameter model would likely lead to incorrect inferences (Bataa et al., 2015) 5 , and fail to account for the variability in the relationships over time, which along with nonlinearity, is captured through a time-varying framework.
Conclusions
In this paper, we address the issue of recurring patterns in the economic history of the U.K. based on a TVP-VAR model with Bayesian estimation and BQ-type longrun assumption in the identification of the responses based on a permanent and a transitory shock. In doing so we examine output growth and inflation for the period 5 Our analysis is somewhat related to that of Bataa et al., (2015) , who used a constant parameter VAR model to analyze the relationship between interest rate, output growth and inflation over the historical period of 1820-2014. They however, conducted sub-sample analysis by identifying structural breaks instead of the time-varying approach used in our case, and also looked at a much shorter period than ours. In addition, Bataa et al., (2015) also did not analyze the impact of shocks on volatility.
1270-2016, i.e., covering the entire U.K. economic history. Our empirical results reveal that most of the output volatility could be attributed to aggregate supply shocks and is gathered in the two sides of our sample; the pre 1600 period and the 20 th century. This recurring pattern in output volatility signals significant changes in the U.K. economy with much of the variation stemming from the intense political events of these periods.
Most of the volatility appears around significant economic or political events, such as the dissolution of the Bretton Woods system or the two World Wars. These findings are also corroborated by the examination of the long-run responses. Given that the BQ analysis fails to provide structural description of the economy, a future path of research could be the analysis based on a Bayesian DSGE model on our long-span data.
