Abstract. In this paper, we consider an explicit exponential method of classical order two for the time discretisation of quasi-linear parabolic problems. The numerical scheme is based on a Magnus integrator and requires the evaluation of two exponentials per step. Our convergence analysis includes parabolic partial differential equations under a Dirichlet boundary condition and provides error estimates in Sobolev spaces. In an abstract formulation the initial boundary value problem is written as an initial value problem on a Banach
Introduction
In this paper, we are concerned with the numerical solution of initial value problems of the form (1.1) u (t) = A u(t) u(t), 0 < t ≤ T, u(0) given.
Our main interest is to study (1.1) in an abstract setting where A(v) : D ⊂ X → X is a family of sectorial operators on a Banach space X which is defined for elements v ∈ V ⊂ X γ in an open subset of some intermediate space D ⊂ X γ ⊂ X. The scope of applications includes quasi-linear parabolic partial differential equations under a boundary condition of Dirichlet type which arise in the modelling of diffusion processes with state-dependent diffusivity and in the study of fluids in porous media.
In the present work, we pursue our convergence and stability analysis of Magnustype integrators for the time discretisation of nonautonomous parabolic problems [11, 26, 27] and study an explicit exponential integration scheme for abstract quasilinear problems (1.1). The numerical method considered relies on a second-order Magnus integrator and requires the evaluation of two exponentials at each step.
In the last few years, due to the progress of the art and the increasing potentiality for the efficient calculation of the matrix exponential in nondubious ways [22] (see [10, 16] and references cited therein), numerical methods based on the Magnus expansion have received a lot of attention. This is confirmed by a variety of recent works; as a small selection we mention [5, 7, 17, 18, 19, 29] . Following an approach studied by Magnus [21] for a linear system of nonautonomous ordinary differential equations In order to obtain a numerical approximation to the exact solution of (1.2), the Magnus expansion (1.3) is truncated and the integrals are determined by means of a quadrature formula. For instance, applying the midpoint rule to the first integral and omitting the remaining terms yields the second-order approximation (1.4) y 1 = e hA(h/2) y 0 to the exact solution value at time h > 0. Here, the numerical starting value y 0 is a suitable approximation to the exact initial value y(0). Such interpolatory Magnus integrators were considered, e.g., by Iserles and Nørsett in [18] , in the context of geometric integration, and, as proven by Hochbruck and Lubich in [17] . This method class is also eminently suited for the time integration of spatial discretisations of time-dependent Schrödinger-type equations. In [11, 26] , the second-order Magnus-type integrator (1.4) was studied for abstract parabolic problems and further extended to linear and semilinear equations. The above considerations motivate the following Magnus-type integrator for differential equations of the form (1.1). For some initial value u 0 ≈ u(0) and a stepsize h > 0, the numerical solution u 1 is determined by the relation (1.5a) u 1 = e hA(U 01 ) u 0 ≈ u(h).
As auxiliary approximation to the exact solution value at the midpoint of the interval [0, h], the additional internal stage U 01 is calculated by means of a firstorder integrator (1.5b)
By Taylor series expansions it is straightforward to show that this scheme has classical order 2. It is notable that (1.5) can also be considered as a Runge-Kutta Munthe-Kaas method. The objective of the present work is to analyse the stability and convergence behaviour of the numerical method (1.5) in the situation where (1.1) constitutes a quasi-linear parabolic initial boundary value problem written as an initial value problem on a Banach space.
Our paper is organised as follows. In Section 2, we state the fundamental hypotheses on the differential equation in (1.1), and we further specify several applications that can be cast into our abstract setting. In Section 3, we introduce the Magnus-type integrator whose favourable stability and convergence properties in connection with parabolic problems are analysed in detail in the subsequent Sections 4 and 5. In particular, under reasonable regularity requirements on the data and the solution of the initial value problem (1.1), we state an error estimate in the norm of a certain intermediate space between the underlying Banach space X and the domain D. In Section 6, we finally comment on an extension of the Magnustype integrator to equations with an additional inhomogeneity and illustrate the theoretical result by a numerical example.
Problem class and applications
In this section, we state the fundamental assumptions on the problem class considered and illustrate the abstract framework by several applications. The hypotheses on the initial value problem (1.1) primarily rely on González & Palencia [13] where Runge-Kutta time discretisations for quasi-linear parabolic problems were studied. However, in our notation we follow Lunardi [20] and the previous works [11, 26] . For an extensive treatise of quasi-linear evolution equations, we refer to the works of Amann [1] - [4] . The theory of sectorial operators and analytic semigroups is described in detail in the monographs [15, 20, 25] . A comprehensive overview of interpolation theory is given in [20] ; see also [6, 28] .
To simplify the notation, we henceforth do not distinguish the arising constants. Thus, the positive quantities K, L, M > 0 and C > 0 possibly have different values at different occurrences.
Quasi-linear equation.
We consider a complex Banach space (X, · X ) and a dense subspace (D, · D ) that we assume to be continuously embedded in X. For 0 < µ < 1 we denote by X µ some intermediate space between X and D such that the norm in X µ fulfills the relation
with a constant K > 0. Specifically, we set X 0 = X and X 1 = D. The right-hand side of the differential equation in (1.1) is defined by the map A : V → L(D, X) where V ⊂ X γ is an open subset of some intermediate space X γ with 0 ≤ γ < 1. In view of applications, the requirement that the domain of the unbounded linear operator A(v) : D → X is independent of v ∈ V implies that in general only initial boundary value problems involving a boundary condition of Dirichlet type are covered by our analysis. The fundamental assumptions on A are as follows.
Hypothesis 2.1. (i) The closed linear operator A(v)
: D → X is uniformly sectorial for v ∈ V . Thus, there exist constants a ∈ R, 0 < φ < π/2, and M > 0 such that for every v ∈ V and for any complex number λ ∈ C in the complement of the sector
X → X exists and further satisfies the estimate
(ii) The graph norm of A(v) and the norm in D are equivalent, i.e., for every v ∈ V the following relation holds with a constant K > 0: 
is valid with a constant L > 0.
By Hypothesis 2.1(ii), a suitable choice for the intermediate space X γ , 0 ≤ γ < 1, is the real interpolation space or the intermediate Calderón space, whereas, due to the nonapplicability of Heinz's theorem, a fractional power space may depend on
Quasi-linear parabolic initial boundary value problems where the above assumptions hold true are specified below in Subsection 2.2.
Remark 2.2. In the situation of Hypothesis 2.1 with ϑ = 0, the unique solvability of the abstract initial value problem (1.1) is ensured. Namely, it is shown in Amann [2] that the quasi-linear differential equation defines a semiflow in X β ∩ V for every γ < β < 1. However, the limiting case β = γ is not covered by this result.
We note that for a linear operator F : X → D, relation (2.2) implies the bounds
Besides, after possibly enlarging the constant M > 0, the following extension of the resolvent estimate (2.1) is valid:
see also [12] . For any fixed v ∈ V the sectorial operator A(v) : D → X is the infinitesimal generator of an analytic semigroup e
tA(v) t≥0
on X. Here, the linear operator
is defined through the integral formula of Cauchy, where Γ denotes a path that surrounds the spectrum of A(v). If t = 0, let e tA(v) = I. Therefore, due to (2.4), the estimates (2.6)
are valid; see also [20, Chapter 2] . Consequently, by means of the identity
we obtain the bound
For later use, we further introduce the bounded linear operators,
which are related to the analytic semigroup. Moreover, with the help of the integral formula of Cauchy, the validity of the relation
with a bounded linear operator χ tA(v) follows. More precisely, as a direct consequence of the defining relations and (2.6), we obtain the estimate
We close this subsection with some useful abbreviations. In the rest of the paper, the closed ball in X µ with radius > 0 and center v * ∈ X µ is denoted by
Further, for a family f = (f n ) 0≤n≤N of bounded maps f n :
Applications.
The following initial boundary value problem can be cast into the abstract setting of Subsection 2.1; see also [13] . 
subject to a homogeneous Dirichlet boundary condition and an initial condition
Here, for v ∈ C 1 (Ω) and w ∈ C 2 (Ω) the second-order differential operator A is defined through 
for some κ > 0. By suppressing the spatial variable, the initial boundary value problem (2.11) takes the form of an abstract initial value problem (1.1) on the Banach space More precisely, we set u(t) (x) = U (x, t) and define the linear operator
it follows that Hypothesis 2.1 is satisfied with ϑ = 0. In particular, due to the imbedding X γ ⊂ C 1 (Ω), the linear operator A(v) : D → X is well defined for elements v ∈ X γ ; see [15, Section 1.6] . If the coefficients of the differential operator do not depend on the derivative, the less restrictive condition d (2p) −1 < γ < 1 follows.
The following illustration describes the movement of a fluid of variable density through a porous medium under the influence of gravity and hydrodynamic dispersion. It is shown in Clément et al. [9] that the specified system of elliptic-parabolic partial differential equations when reformulated as an abstract evolution equation on a suitably chosen Banach space leads to a quasi-linear parabolic problem. with regular boundary ∂Ω.
are meanwhile interpreted as columns. We consider a system of elliptic-parabolic partial differential equations for functions U, V :
Here, we set curl
T and further employ the standard notations
The system (2.13a) is subject to the boundary conditions
T is the outward normal unit vector on ∂Ω. Moreover, we impose a certain initial condition U (x, 0) = U 0 (x) for x ∈ Ω. Specifically, the real-valued functions
The positive constants c 1 , c 2 , and c 3 involve certain characteristic quantities such as the transversal and longitudinal dispersion length, the molecular diffusion coefficient, as well as the tortuosity and porosity of the medium. As usual, δ ij denotes the Kronecker symbol. In particular, the ellipticity condition
holds for some κ > 0.
Using the well-known result that the differential operator −∆ subject to a homogeneous Dirichlet boundary condition is invertible in L p (Ω), we express the solution V of (2.13a) in terms of U . That is, denoting the inverse operator by
problem (2.13) takes the form
with differential operator A given by
In addition, the solution U fulfills the boundary condition
for x ∈ ∂Ω and 0 < t ≤ T as well as the initial condition U (x, 0) = U 0 (x) for x ∈ Ω. In order to cast this parabolic initial boundary value problem into our abstract framework, we set
where we employ the standard notation
In (2.15), due to the imbedding W 1,p (Ω) ⊂ C Ω , the coefficients a i (u) and a ij (u) are defined pointwise on the closure of Ω. The investigations in [9] imply that the operator family A : V → L(D, X) satisfies Hypothesis 2.1 with V = X γ for 1/2 + 1/p < γ < 1 and ϑ = 0.
Magnus-type integrator
In the rest of this paper, we specify the numerical scheme for the time discretisation of quasi-linear parabolic problems.
Henceforth, for integers n ≥ 0 let t n = nh be the grid points associated with a constant stepsize h > 0. The numerical approximation u n+1 to the value of the exact solution of the abstract initial value problem (1.1) at time t n+1 is determined through the recurrence formula
Here, similarly as for Runge-Kutta methods, the numerical solution u n+1 is computed by means of an additional internal stage U n1 , which is a first-order approximation to the exact solution value at the midpoint t n1 = t n + h/2. Provided that the exponential is available, the benefits of the Magnus-type integrator (3.1) are its explicitness and favourable stability properties. Namely, the utilisation of exponentials instead of rational functions enhances the stability properties of the integrator. In this respect, we refer to González & Palencia [13] where the stability and convergence behaviour of Runge-Kutta time discretisations for quasi-linear parabolic problems is studied. However, in [13] the requirement of strong A(θ)-stability implies that the Runge-Kutta method is implicit.
In the nonstiff case, by employing Taylor series expansions, it is straightforward to prove that the numerical method (3.1) has classical order two. In the situation where (1.1) constitutes an abstract quasi-linear parabolic problem on a Banach space, its convergence behaviour is analysed in Section 5.
Remark 3.1. We note that the solution of (3.1) remains well defined in X β ∩ V for any γ < β ≤ 1. Namely, whenever u n lies in
On the other hand, for h > 0 sufficiently small it holds
that is, the internal stage U n1 is contained in a ball B γ (u n , ) ⊂ X γ and thus in V for suitably chosen > 0; see also (2.7) and (2.9). In particular, it follows U n1 ∈ X β ∩ V , and therefore the sectorial operator A(U n1 ) is well defined. Now, similar considerations to before show that also u n+1 belongs to X β ∩ V .
For a family (F i ) i≥0 of noncommutative operators on a Banach space, we employ the product notation
As a consequence, by solving the recursion for the numerical solution in (3.1), we get the relation
Our first objective is to study the stability behaviour of this numerical approximation. This is done in Section 4.
Stability
In this section, we analyse the stability behaviour of the numerical method (3.1); that is, we study the dependence of the numerical approximation on the initial value and the effect of additional perturbations. Several auxiliary estimates are collected in Subsection 4.2.
4.1. Stability result. For the following considerations we employ the assumptions and notation introduced in the previous Sections 2 and 3. In particular, we denote by 0 ≤ γ < 1 and 0 ≤ ϑ < 1 the constants specified in Hypothesis 2.1. Further, in view of Example 2.3 and the discussion in Subsection 6.2, it is senseful to suppose ϑ ≤ γ.
Henceforth, we fix γ < β ≤ 1 and u 0 ∈ X β . According to our numerical scheme (3.1) for initial values v 0 , w 0 ∈ X β and additional perturbations p n , q n ∈ X β for n ≥ 1, we consider the recursions
We note that similar considerations as in Remark 3.1 imply that V n1 and v n+1 belong to X β ∩ V provided that v n ∈ X β ∩ V , p n+1 ∈ X β is bounded, and h > 0 is sufficiently small. The analogue is valid for w n+1 .
Furthermore, the following result shows that these recurrence formulas remain bounded in X β . Especially, it follows that the Magnus-type integrator (3.1) starting from u 0 ∈ X β ∩ V is applicable up to time T .
Theorem 4.1 (Stability).
Suppose that Hypothesis 2.1 is fulfilled with ϑ > 0. For γ < β ≤ 1 let v 0 ∈ X β ∩V and w 0 ∈ X β ∩V and assume that p n and q n are bounded in X β for n ≥ 1. Then, for h > 0 chosen sufficiently small the solutions of (4.1) satisfy the bound
with constant C > 0 not depending on n and h.
Proof. Our proof is based on a fixed-point iteration based on a global representation of the solutions in (4.1). For this purpose, we introduce several notations. For the following, we choose u 0 ∈ X β and fix γ < ζ < β and 0 < α < β − ζ. For constants > 0 and L > 0 we set
Note that the sequence spaces Z and Z z * are complete metric spaces with the distance induced by the maximum norm
see also (2.10). Besides, for some σ > 0, we introduce the set S = s = (s n ) h≤nh≤T : s n ∈ B β (0, σ) for n ≥ 1 and nh ≤ T .
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For z ∈ Z, according to relation (4.1), we denote by Z 1 (z) = Z n1 (z) n≥0 the sequence defined through
Moreover, we introduce a family of linear operators L(z) = L n m (z) n≥m≥0 depending on the sequence Z 1 and thus on z
For the following, we fix z * ∈ X β ∩ V and s ∈ S and let (4.3c)
Clearly, a sequence z ∈ Z z * that is a fixed point of the nonlinear operator N , i.e., z satisfies the relation z = N (z), also fulfills the recurrence formula
with initial value z 0 = z * . We next prove the unique solvability of the fixed-point equation z = N (z) and the continuous dependence of the fixed point on the initial value and additional perturbations. Several auxiliary results needed for the following considerations are derived in the subsequent Subsection 4.2.
(i) Let v, w ∈ Z z * and s ∈ S. Estimating the difference N n (v, s) − N n (w, s) with the help of Lemma 4.6 and using that s j+1 ≤ σ for 0 ≤ j ≤ n − 1 gives
If β = 1, an additional logarithmic term (1 + |log h |) arises. Thus, for 0 < t n ≤ T and h > 0 small enough the mapping N is contractive; that is, the estimate
holds with constant κ < 1.
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(ii) For any z ∈ Z z * and s ∈ S Lemmas 4.4 and 4.5 imply
with constant C > 0 independent of the Hölder constant L. This relation shows that the constant L > 0 can be chosen such that sequence N (z) belongs to Z for T > 0 sufficiently small. Again, if β = 1, an additional logarithmis factor appears in the estimate. As a consequence, N is a contraction on Z z * . Therefore, an application of the Banach contraction principle shows that N possesses a unique fixed point z ∈ Z z * . Consequently, for any z * ∈ X β ∩ V and s ∈ S the recursion (4.4) is solvable in the sequence space Z z * .
As a further consequence, we obtain the stability estimate of the theorem. Assume that v, w ∈ Z and p, q ∈ S fulfill the identities
The bound in (i) together with Lemma 4.4 shows
Therefore, as κ < 1 we get the relation
Applying the above arguments together with the previous estimate finally proves the following bound in
which is the desired result. We finally remark that the rather strong restrictions concerning the size of the end time T > 0 can be weakened by introducing exponential weights in the maximum norm. Alternatively, combining the stability and the convergence result given in Section 5 shows the validity of Theorem 4.1 on the whole interval of existence of the true solution u : [0, T ] → X β of (1.1).
Remark 4.2. The analogue of Theorem 4.1 is valid for any Magnus-type integrator of the form u n+1 = e hU n1 u n provided that the internal stages U n1 satisfy an estimate of the form
see also Lemma 4.3.
Auxiliary estimates.
In the rest of this paper, we employ the assumptions and abbrevitations introduced in Subsection 4.1. In particular, as in the proof of Theorem 4.1, we choose γ < ζ < β and 0 < α < β − ζ. In this subsection, we denote by C > 0 a constant that only depends on the constants that appear in Hypothesis 2.1, but not on the Hölder constant L; see (4.2). Especially, the constants C > 0 and C > 0 are independent of n and h. At first, we show that for any sequence z ∈ Z the associated sequence Z 1 (z) reflects the Hölder continuity of z; see also (4.2) and (4.3a). For the moment, as we consider a fixed sequence z ∈ Z, we omit the dependence of Z 1 on z. 
with constant C > 0.
Proof. In order to estimate the difference Z n1 − Z m1 , we make use of the identity
Due to the fact that z lies in Z, together with (2.6) it follows for 0
On the other hand, let Γ be a path that surrounds the spectrum of the sectorial operators A(z n ) and A(z m ). Then, by means of the integral formula of Cauchy, we have the representation
see also (2.5). We estimate this expression with the help of relation (2.3) and the resolvent bound (2.4). Note further that z n − z m X γ ≤ K z n − z m X ζ with some K > 0. As a consequence, we get the estimate
Altogether, this yields the desired result.
As a direct consequence of (2.6) we obtain the following bound for the analytic semigroup generated by the sectorial operator A(Z m1 ): defined by (4.3b) fulfills
Proof. Our techniques for proving Lemma 4.4 are close to that applied in [11, 26] . The basic idea is to compare L n m with the frozen operator
where the bound (4.5) is available. Thus, it remains to estimate the difference
From a telescopic identity, we obtain the equality
which involves the linear operator
The integral formula of Cauchy yields the following representation, where the path Γ is chosen in such a way that it surrounds the spectrum of the sectorial operators A(Z j1 ) and A(Z m1 ) (see also (2.5) and the proof of Lemma 4.3)
We estimate this expression by applying the resolvent bound (2.4) and further (2.6). Due to relation (2.3) and Lemma 4.3, for m < j < n we finally get
Moreover, it follows that
Thus, by interpreting the last sum in (4.6b) as a Riemann sum and estimating it by the associated integral, we have
provided that ϑ < µ + α. Furthermore, we make use of the relation 
then we obtain the following bound:
Thus, from a Gronwall-type inequality with a weakly singular kernel (see, e.g., [8, 24] ), it follows that
with constant C > 0 possibly depending on T . Now, it is straightforward to estimate ∆ n m as operator from
wherefore we finally have
Together with (4.5) this yields the desired result. satisfies the estimates
Proof. From a telescopic identity, for j ≤ m < n, we obtain
We note that the relations in (2.8) imply
see also [25] , for example. Further, it holds
Thus, by applying the bound from Lemma 4.4, for any 0 ≤ µ, ν ≤ 1, we get
Therefore, interpreting the sum as a Riemann sum and estimating it by the associated integral yields for ν = 1
which proves the desired result. If ν = 1, the additional term 1 + |log h | arises in the estimate.
In Lemma 4.6 we study the dependence of the operators L n m (z) on z. For that purpose, for v = (v n ) n≥0 and w = (w n ) n≥0 in Z we denote by v − w X ζ ,∞ the maximum value of v n − w n X ζ for 0 ≤ nh ≤ T ; see also (2.10). 
Proof. For v = (v n ) n≥0 ∈ Z and w = (w n ) n≥0 ∈ Z we define the associated sequences V 1 = V n1 n≥0 and W 1 = W n1 n≥0 according to (4.3a ). An application of the telescopic identity yields
see also the proof of the previous Lemma 4.5. We estimate
By the integral formula of Cauchy, we have the representation
see also (2.5). Consequently, with the help of (2.4) and (2.6) we have
Hypothesis 2.1 and similar considerations as in the proof of Lemma 4.3 yield the bound
As a consequence, by means of Lemma 4.4 we finally have
Here, an additional logarithmic factor arises if ν = 1 or µ = 0. This proves the desired result.
Convergence
In this section, we state a convergence result for the Magnus-type integrator (3.1) applied to the quasi-linear problem (1.1). Our proof relies on a favourable relation for the global error that we derive first.
Relation for error.
For subsequent consideration, we employ the abbreviations introduced before in Sections 2 and 3. In particular, for a constant stepsize h > 0, we let t n = nh and t n1 = t n +h/2, and we set A n = A(u n ) and A n1 = A U n1 for n ≥ 0. Furthermore, we define
see also (2.8a). Besides, it is convenient to denote the exact solution values by
Then, the global error of the numerical approximation and the internal stage, respectively, equals
Moreover, the discrete evolution operator is given by
In addition, we set E n m = I if n < m. In order to represent the global error e n+1 in a suitable way, we consider the differential equation (1.1) on the subinterval [t n , t n+1 ] , and we rewrite the righthand side by adding and substracting A n1
Thus, with the help of the variation-of-constants formula, a relation similar to the second formula in (3.1), involving further the defect of the method, follows:
By taking the difference of (3.1) and (5.2) and resolving the resulting recursion for e n+1 , we finally obtain
For deriving a useful relation for the defects, we decompose g n as
Provided that the map A and the exact solution u satisfy suitable regularity assumptions, a Taylor series expansion of f n : [t n , t n+1 ] → X yields
and, moreover, the identity
Consequently, by integrating according to (5.2) and applying (2.8a), the defects split up into
As the term θ n+1 involves the error of the internal stage, we next derive a suitable relation for E n1 . Rewriting again the right-hand side of (1.1)
by the variation-of-constants formula, we obtain the representation
and, together with the first formula in (3.1) this implies
Similarly to before, we employ a decomposition of G n
and thus obtain from a Taylor series expansion the identity
and, on the other hand, the relation
follows. Consequently, determining the integral in (5.6) with the help of (2.8a), yields the splitting
n1 + Θ n1 for the defect of the internal stage where
Finally, we expand relation (5.3) by successively inserting formula (5.5c) for the defect d n+1 = δ n+1 + θ n+1 , formula (5.7), and further (5.9c) for D n1 = ∆ n1 + Θ n1 . Altogether, we have the following representation for the global error 10) where the defects δ j+1 = δ
j1 are defined through the formulas (5.5a)-(5.5b) and (5.9a)-(5.9b).
Error estimate.
We next analyse the error behaviour of the Magnus-type integrator (3.1) for the quasi-linear parabolic problem (1.1) and state a convergence estimate with respect to the norm of the intermediate space X β where γ < β < 1.
For the derivation of Theorem 5.1, our main tools are the global representation (5.10) as well as the stability estimate of Theorem 4.1. In order to obtain the optimal convergence order, we further make use of a refined stability bound specified in Lemma 5.2 at the end of this subsection. Regarding the error estimate it is notable that the differentiability of the functions f n and F n introduced in (5.4) and (5.8) is governed by the smoothness of the exact solution u and the operator family A (that is, the requirement that the first derivatives of f n and F n are bounded in X ϑ for a certain ϑ > 0) is satisfied in various applications; see also Subsection 6.2. We finally note that the restriction β < 1 makes sense in view of Remark 3.1; however, the statement of Theorem 5.1 remains valid for the limiting case β = 1.
In the rest of this paper, for maps g : [0, T ] → X and G j : [t j , t j+1 ] → X defined for integers j ≥ 0, we employ the abbreviations
where
; see also (2.10). 
provided that the quantities on the right-hand side are well defined. The constant C > 0 is independent of n and h.
Proof. We note that the existence of the numerical solution in X β is ensured by Theorem 4.1. Thus, it remains to derive the desired convergence bound. For this purpose, we consider relation (5.10) for the global error e n and estimate it in X β . On the one hand, for the error terms involving the initial values and e j , 0 ≤ j ≤ n − 1, we thus obtain the bound
dτ.
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On the other hand, inserting the representation (5.5a) for the defects δ (0) n+1 yields the following estimate for the remaining terms
We next apply the bounds for the analytic semigroup and the related operators (see (2.6) and (2.8b)), as well as the stability bounds of Lemma 5.2. Note further that for any 0 ≤ µ ≤ 1 the relation
holds, and moreover that we have
Therefore, under the assumptions of the theorem it follows that
As a consequence, by interpreting the sums as Riemann sums and estimating them by the corresponding integrals we get
Finally, the application of a Gronwall lemma shows
see also the proof of Lemma 4.4.
We note that the exponent α in the bound (5.11) as it is restricted by the condition 0 < α < β − ζ with γ < ζ < β is possibly close to 0. However, regarding the numerical experiments of Section 6 it is essential to raise the size of α. For that purpose, let u denote the exact solution of (1.1) started at the numerical initial value u 0 ∈ X β and assume that it is Lipschitz continuous on X β ; i.e.,
In particular, this relation holds true if the first derivative u is bounded in X β . Consequently, due to the convergence estimate (5.11) which implies that the order of the numerical scheme in X β is at least one, we have
Altogether, these considerations show that we may set α = 1 in (5.11) which proves the desired result.
For the proof of the above convergence estimate, the following stability result is needed. Recall the abbreviation χ m1 = χ hA m1 . 
Numerical example.
The following application illustrates the above convergence result. In order to keep the realisation simple, we restrict ourselves to a parabolic initial boundary value problem in one space dimension. In the present situation, all requirements of Theorem 5.1 are fulfilled. Namely, the exact solution U (x, t) and the data a(x, p, q) and B(x, t) are sufficiently regular. Therefore, the maps f n and F n defined in (6.3) are twice differentiable in X, and, besides, the Fréchet derivative A (v) : X γ → L(X 1+ϑ , X ϑ ) is bounded. A result Table 1 . Numerically observed temporal convergence order in the discrete X β -norm for c = 0, p = 2, β = (2p) −1 = 1/4 (left), β = 1 (right). Expected values κ 1/4 ≈ 2, κ 1 ≈ 1 + 1/4; see (6.5b).
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