Abstract. We consider the scattering of elastic waves by highly oscillating anisotropic periodic media with bounded support. Applying the two-scale homogenization, we first obtain a constant coefficient second-order partial differential elliptic equation that describes the wave propagation of the effective or overall wave field. We study the rate of convergence by introducing complimentary boundary correctors. To account for dispersion induced by the periodic structure, we further pursue a higher-order homogenization. We then investigate the rate of convergence and formally obtain a fourth-order differential equation that demonstrates the anisotropic dispersion.
1. Introduction and summary of results
Motivation and background.
The wave propagation in periodic media is of great interest in cloaking, sub-wavelength imaging, and noise control, thanks to the underpinning phenomena of frequency-dependent anisotropy and band gaps [16, 19, 24] . Away from averaging techniques, the effective wave motion can also be obtained using the two-scale method [5] with a perturbation parameter that signifies the ratio between the unit cell of periodicity and wavelength. In the regime of long-wavelength and low-frequency, the leading-order homogenization in particular gives the quasi-static model by a second-order partial differential equation, where the elastic tensor and density are replaced by constant effective elastic tensor and density respectively [5, 22] . To gain further understanding of the wave dispersion, a higher-order homogenization has been taken into account. A higher-order homogenization was derived for the scalar wave equation in [9, 18, 23] , where a fourth-order partial differential equation was formally derived and the dispersive effect was hence demonstrated. [8] considered a higher-order homogenization of the elastic wave for non-periodic layered media that transcends the usual quasi-staic regime. Alternatively a dispersive model for scalar wave equation was derived using Floquet-Bloch theory and higher-order asymptotic of the Bloch variety [21] . In the case that the periodic structure was only supported in a bounded domain, contrary to the case that the periodic structure occupies R d for d = 2, 3, the boundary correctors played a role both in the leading order and second order homogenization [7] . The higher-order homogenization in particular sheds light on sensing the microstructure through dispersion [15] . The timeharmonic elastic wave equation luckily can be handled by the homogenization theory for second-order elliptic systems.
The homogenization problem for the second-order elliptic equations or systems with periodic coefficients has been well studied in the literature, for example, see [2, 3, 5, 10, 13, 14, 20, 22] . Concerning about the regularity estimates, the authors in [2, 3] introduced a famous three-steps compactness method to prove the Hölder estimates for solutions of divergence and non-divergence elliptic systems. Furthermore, in [2] , the authors studied the Green function and the Poisson kernel to establish L p theory of the elliptic homogenization problem. The authors in [14] investigated the asymptotic behaviour of the Green and Neumann functions and derived optimal convergence rates in L p and W 1,p for solutions with Dirichlet or Neumann boundary conditions. They further studied the convergence rates in L 2 of solutions of the elliptic systems in Lipschitz domains in [13] . We refer to [22] for an excellent lecture note for the survey on this research area. d be the unit cell. Let C = C(y) be an anisotropic elastic fourth-order tensor with C = (C ijkℓ ) 1≤i,j,k,ℓ≤d . In this paper, we assume that the elastic tensor C = C(y) satisfies the following conditions.
• Periodicity: The elastic tensor C = C(y) is Y -periodic, C(y + z) = C(y), for any y ∈ R d and z ∈ Z d .
• Strong convexity: with some constant c 0 > 0 and for any constant symmetric matrix (a ij ) 1≤i,j≤d .
• Smoothness: C(y) ∈ C ∞ (R d ).
• Symmetry: The elastic tensor C = (C ijkℓ ) 1≤i,j,k,ℓ≤d satisfies major and minor symmetric condition, that is, C ijkℓ = C kℓij and C ijkℓ = C ijℓk , for all 1 ≤ i, j, k, ℓ ≤ d.
( 1.2)
The symmetric property of the elastic tensor C = C(y) plays an important role in the study of the asymptotic analysis of the scattering homogenization problem (see Section 2 and Section 3). Next, let ρ = ρ(y) ∈ C ∞ (R d ) be the density of the medium and ω ∈ R be the interrogating frequency. We also assume ρ(y) is Y -periodic, i.e., ρ(y + z) = ρ(y) for any y ∈ R d and z ∈ Z d . In the exterior domain R d \D, the medium is homogeneous, isotropic where ρ = 1 and the elastic tensor is a constant fourth-order tensor C (0) given by C (0) ijkℓ = λδ ij δ kℓ + µ(δ ik δ jℓ + δ iℓ δ jk ), (
3) where λ and µ are Lamé constants satisfying the strong convexity condition (1.1), and it is equivalent to µ > 0 and dλ + 2µ > 0 where d = 2, 3. Now let us consider the elastic scattering by highly oscillating periodic media with bounded support. Let u(x) = (u ℓ (x)) d ℓ=1 be the displacement vector field, the timeharmonic elastic scattering is modeled by
and ν is the unit outward normal on ∂D, u s is the scattered field, and u in is an incident field; the operator T ν stands for the boundary traction operator of the isotropic elasticity system (from the exterior domain), which is
(1.5)
The equation ∆ * u s + ω 2 u s = 0 with constant coefficients is called the Navier's equation. In particular we consider an incident field that is either a plane shear wave
where d, d ⊥ are orthonormal vectors in R d , or a plane pressure wave
where ω s and ω p are denoted by ω s = ω √ µ and ω p = ω √ λ + 2µ .
Via the well-known Helmoholtz decomposition in R d \D, one can see that the scattered field can be decomposed as u s = u uniformly in all directions x = x |x| .
In summary the elastic scattering by highly oscillating periodic media can be formulated as: find the solution
where u ǫ satisfies the Kupradze radiation condition (1.6) at infinity. Here u ǫ stands for the solution parameterized by ǫ and
where u in is either a shear wave or a pressure wave given as before. The superscripts " + " or " − " stand for the limit from exterior or interior on ∂D, respectively. We remark that the highly oscillating periodic media is only supported in D.
1.3.
Main results and outline. We are interested in the limit behavior or the overall behavior of the solution u ǫ as ǫ → 0, known as homogenization. As ǫ → 0, we are expecting that u ǫ → u (0) , where u (0) is the solution of the homogenized equation 8) where C = (C ijkℓ ) is the constant four tensor and ρ is the constant density given by
and here we have utilized the Einstein summation convention for the repeated indices; the constant fourth-order tensor C is called the effective fourth-order tensor; the third-order tensor [10, Chapter 3] for detailed characterizations. The constant tensor C also satisfies the strong convexity condition (1.1) (see Appendix Section 5), which implies that (1.8) is a well-posed transmission problem. Note that from the standard elliptic regularity theory (see [17] for instance), the corrector χ is C ∞ -smooth due to the smoothness of C. Now let us look for ansatz u
as an asymptotic expansion in terms of ǫ, where the functions u (j) will be characterized in the following sections for j = 0, 1, 2, · · · . Now, we can state our main results in this paper.
(a) H 1 convergence and L 2 convergence: the first result is the convergent rates between solutions u ǫ and u (0) .
. Let u ǫ and u (0) be the solutions of (1.7) and (1.8), respectively. Let u (1) be the bulk corrector given by (2.9) in D with 11) for some constant C R > 0 independent of ǫ.
Furthermore we have the following higher-order convergent rates between solutions u ǫ and u (0) . Theorem 1.2 (Higher-order convergence in L 2 and H 1 ). Let u ǫ and u (0) be the solutions of (1.7) and (1.8) respectively. Let u (1) and u (2) be defined by equations (3.1) and (3.7) in D, respectively, with u (1) = 0 and u
and θ ǫ be the boundary correctors given by (2.29) and (3.15). Then for any ball B R with D ⊂ B R , we have 12) and 13) where C R > 0 is a constant independent of ǫ and u (0) .
Remark that the above convergence estimates include boundary correctors ϕ ǫ and θ ǫ since the periodic media has bounded support, as contrary to the case that the periodic media occupies R d .
(b) A second-order homogenization and wave dispersion: the higher-order homogenization enables to study the anisotropic dispersion of wave propagation in periodic media. Formally the averaged wave field U of u ǫ up to order ǫ 2 is governed by the fourth-order equation in D
where D is a sixth-order tensor, E is a fourth-order tensor, F is a fifth-order tensor and G is a third-order tensor respectively (see Section 4 for the definitions and details). The fourth-order partial differential equation in D formally introduces the dispersion as is seen from the right hand side. In the low-frequency long-wavelength regime for wave propagation in periodic media, the wave dispersion has been demonstrated by a fourth-order partial differential equation for the acoustic case [7] . In the particular case that the periodic media occupies R d , (4.12) models the wave propagation and transcends the quasi-static regime. To the authors' knowledge, our second-order homogenization for elastic wave is new in the literature.
This article is further structured as follows. In Section 2, we study the asymptotic analysis for the elastic homogenization problem. From the analysis, we can prove the L 2 convergent rates for the elastic homogenization problem, which shows Theorem 1.1. In Section 3, we develop the higher-order asymptotic analysis. This gives us more delicate information about the convergent rates between solutions u ǫ and u (0) and we can use it to prove Theorem 1.2. We further study a second-order homogenized model for the elastic system in Section 4, where the anisotropic dispersion was demonstrated. In Appendix, for self-contained proofs, we offer fundamental materials which is used to demonstrate our homogenization theory for the elastic scattering problem.
Notation.
(1) We use sub-index to represent the component of a tensor, in particular the i 1 i 2 · · · i n component of a n-th order tensor χ is represented by χ i 1 i 2 ···in . (2) We use Einstein summation convention for the repeated indices. 
Asymptotic analysis of the transmission problem
To begin with, we recall the two-scale homogenization method for the elasticity scattering in periodic media.
2.1. Basic asymptotic analysis. Let us consider x and y = x ǫ that are the slow and fast variables, respectively. Let u ǫ be a solution of (1.7) and we rewrite (1.7) to a first-order system
,j≤d is a matrixvalued function. The two-scale homogenization method begins with ansatz u ǫ = u ǫ (x, y) and
Furthermore since there are no microstructure in the exterior domain R d \D, the asymptotic expansions of u ǫ and v ǫ are nothing but
Proceeding with the ansatz, we consider x and y = x ǫ as independent variables and correspondingly
Use the formal expansion and combine (2.1), (2.2) and (2.3), then we have 
. From (2.6), (2.7) and the cell function χ ℓmn solving (1.9), we can find that the bulk corrector u
ℓ ) 1≤ℓ≤d is given component-wisely by
We call u (1) (x, y) the first-order corrector for the periodic homogenization problem. Plugging equation (2.9) directly into (2.7) yields 10) and consequently the Y -average of v 0 is
In order to solve v (1) , we introduce the following partial differential equation in the unit cell. Let q(x, y) ∈ H 1 per (R d×d ; Y ) be a solution to 
We remark that the right hand side of (2.12) has zero mean (i.e., Y (ρ − ρ) dy = 0), and then compatibility condition is satisfied, which means (2.12) is solvable. From (2.11), (2.12), (2.8) and note that
We remark that the function v (1) in the form (2.13) is convenient in proving Theorem 1.1, and we will choose another form of v (1) to derive higher-order estimate.
2.2.
Rates of convergence in H 1 and L 2 . Now let us introduce the boundary corrector
on ∂D,
where ϕ ǫ satisfies the Kupradze radiation condition (1.6). By plugging (2.9) and (2.13) into (2.14), one can see that the transmission conditions on ∂D is
where rot = rot x + 1 ǫ rot y . Before proceeding with the following lemma, we remark that the solution u (0) to (1.8) is sufficiently smooth, since (1.8) is a well-posed transmission problem and moreover the tensor C and density ρ are constants and the boundary data is sufficiently smooth. Lemma 2.1. Let u ǫ and u (0) be the solutions of (1.7) and (1.8), respectively. Let u (1) be the bulk corrector given by (2.9) in D with u (1) = 0 in R d \ D and ϕ ǫ be the boundary corrector given by (2.14). Then for any ball B R with D ⊂ B R , we have
where C R > 0 is a constant independent of ǫ and u (0) .
Proof. Consider the error functions in D given by
and
where w ǫ is a vector-valued function and ζ ǫ is a matrix-valued function. From straightforward calculations, we can get
which is a first order differential system of (w ǫ , ζ ǫ ) such that their right hand sides are of order O(ǫ).
While outside D we simply consider the error functions w ǫ := u ǫ − u (0) and ζ ǫ := C (0) ∇w ǫ , and then they satisfy
Let B R be a sufficiently large ball that contains D and φ ∈ C ∞ c (B R ) be a vector-valued test function, we shall derive an estimate for
To estimate the above quantity we consider another auxiliary function
where φ is the test function as we mentioned before and Φ ǫ further satisfies the Kupradze radiation condition (1.6) at infinity. Now we replace φ in (2.20) by (2.21)
where we used the integration by parts formula once for the interior D and twice for the exterior B R \ D, and the function w ǫ − ǫ ϕ ǫ has no jumps across ∂D. Furthermore the last two terms of (2.22) are zero, due to the Kupradze radiation condition; indeed from equations (5.1), (5.2) in Appendix 5.1 on the discussion of Kupradze radiation condition, a direct calculation yields
Now we have
Since ϕ ǫ satisfies equation (2.14), then from integration by parts
From (2.14), (2.19) and integration by parts we can further obtain
:
From equations (1.7), (1.8), (2.14), (2.17) and (2.18) we can obtain that the the last term in the above equality is zero. Thus,
Note that the function q solves (2.11), then one can choose q such that
where C > 0 is a constant independent of ǫ. Recall that u (1) is represented by (2.9), then we obtain
where the first inequality holds for 1 ≤ j ≤ d and the second inequality holds for 1 ≤ i, j ≤ d. Appling the Cauchy-Schwartz inequality to (2.23) we can obtain
for some constant C > 0 independent of ǫ. Finally from the standard estimate for the elliptic system (see [17] for instance),
, where C > 0 is a constant depends on the coefficients and R. Finally the proof follows from the duality argument. Now we can have the following theorem. Theorem 2.2. Let u ǫ and u (0) be the solutions of (1.7) and (1.8), respectively. Let u (1) be the bulk correction given by (2.9) in D with u
Proof. From the elastic transmission problem (2.14), the function ϕ ǫ satisfies the following H 1 estimate (see Theorem 5.3 in Appendix Section 5), 24) for some constant C R > 0 independent of ǫ. Recall that u (1) ℓ (x,
, by a standard argument of the trace theorem and cutoff techniques in the homogenization theorem (see [10, Chapter 7] for instance), we have
where C > 0 is a constant independent of ǫ. From equations (2.14) and (2.15),
where O(
) term is absorbed. Now let φ be any arbitrary smooth vector-valued test function, then when d = 2, we have
and when d = 3,
From the governing equation (2.11) of q j (y) for 1 ≤ j ≤ d, we can see that the
. From the trace theorem we can obtain
, where C > 0 is a constant independent of ǫ. Then from the above inequalities and the duality argument,
where C > 0 is a constant independent of ǫ. Therefore by interpolating between (2.26) and (2.27), and combining with (2.24), (2.25), we obtain
for some constant C R > 0 independent of ǫ. Finally from (2.16) and (2.28) we obtain
, where C R > 0 is some constant independent of ǫ and this completes the proof. This also proves (1.10) in Theorem 1.1.
Consider another boundary corrector function as follows. Let ϕ ǫ be a boundary corrector, which solves the following equation
where v (1) is the function given in the asymptotic expansion (2.2). Here we remark that v (1) might not be the same function as v (1) .
be the solution of (1.8) and ϕ ǫ be the solution of (2.29), then we have
Proof. Let us consider a test function φ ∈ L 2 (B R ) such that φ ≡ 0 outside B R and let Φ ǫ be the solution to the transmission problem (2.21). We begin with the estimate of ϕ ǫ . It is similar to the proof of Lemma 2.1 and indeed we can obtain
By using the integration by parts in D, the equation for ϕ ǫ , Kupradze radiation condition (1.6) for ϕ ǫ and continuous transmission boundary conditions for Φ ǫ (see (2.21) again), we can derive
Let Φ (0) be the solution of the leading-order homogenized transmission problem with respect to Φ ǫ , and Φ (1) ℓ (x, y) = χ ℓmn (y)
n ∂x m (x) be the first order corrector term corresponding to Φ ǫ . Furthermore let Ψ ǫ be the bulk corrector of Φ ǫ as the role of ϕ ǫ playing for u ǫ . Following the same proof of Lemma 2.1, we can derive that
, where C R > 0 is a constant independent of ǫ and Φ (0) . Since the bulk correction of Φ ǫ is zero outside D, then in particular we have
Therefore we can now obtain
where we have used
H 2 (D) with the constant C > 0 independent of ǫ (by (2.11)) and C ijkℓ ∂γ mℓ ∂y k is bounded in H 1/2 (∂D) independent of ǫ for all 1 ≤ i, j, m ≤ d (see (2.12) ). We also know that
H 2 (D) , for some constant C > 0 independent of ǫ and hence,
To proceed, we can use similar arguments as before to get
, and
which implies that
where C > 0 is a constant independent of ǫ. Similar arguments give
for some constant C > 0 independent of ǫ, where we have utilized the fact that
Finally from (2.28) we can obtain that
for some constants C > 0 independent of ǫ, u (0) and Φ (0) . Then by combining (2.33)-(2.37) and the remainder term of (2.32
Finally since the difference between ϕ ǫ and ϕ ǫ only appears in the jump conormal derivative across the boundary ∂D (see equations (2.14) and (2.29)), this proves the theorem. Now, we are ready to prove the rates of convergence of
Proof of Theorem 1.1. It is easy to see that
, by using the definition of u (1) and the smoothness of χ(y). From (2.16) and (2.38), one can see that
H 2 (D) , for some constant C R > 0 independent of ǫ. This completes the proof.
Higher-order asymptotic analysis of the transmission problem
There are recent interests on higher-order two-scale homogenization of wave propagation in periodic meida [1, 7, 9, 18, 23] . In the case that the periodic structure was only supported in a bounded domain, contrary to the case that the periodic structure occupies R d , the boundary correctors played a role both in the leading-order and second-order homogenization as demonstrated in [7] for scalar wave equation. In this section we study the higher-order homogenization of the elastic scattering problem where the periodic media has bounded support.
3.1. Higher-order asymptotic expansion. Recall in asymptotic expansion (2.4) the first order term u (1) was given by (2.9), in this section we consider a more general form of
From the ansatz we further obtain
Now we first derive a representation for u 2 . Applying divergence ∇ y · to equation (3.2) and using (2.8) yield
From equations (3.1), (3.4), (2.10) and direct computations, we obtain the governing equation for u
Let us set
and note that Y b ijkℓ dy = −C ijkℓ . Besides, due to the symmetric properties of C ijkℓ , we know that b ijkℓ also has the major and minor symmetry. Now we introduce higher-order cell functions χ ikℓq that is Y -periodic function and solves
In addition with the help of the cell functions χ ℓmn defined by (1.9) and γ mℓ defined by (2.12), one can directly obtain from equation (3.5) that
where the function u (2) p will be determined later. It is not hard to see that u (2) is a solution of (3.2) (due to ∇ y u (2) (x) = 0). From (3.2)
then applying the divergence ∇ x · to (3.8) and note that u (1) and u (2) are given by (3.1) and (3.7) respectively,
Applying the divergence ∇ x · to (3.8) and then averaging that over Y yield ) and ∇ x · v (1) are given by (3.1), (3.7) and (3.9) respectively, then a direct calculation yields
We will show that the function u (1) (x) in u (1) (x, y) cannot be chosen as zero in the elastic homogenization case, which is different from the scalar case [7] (the function u 1 can be taken by zero in the scalar case). Via integration by parts and periodic conditions of C ijkℓ , χ mnqℓ and the cell problem (1.9), one can see that
where we have used integration by parts twice in the last equality. From the symmetric condition of the fourth-order tensor C kℓαβ = C αβkℓ and equation (3.6), we can get
where we used the integration by parts and Y χ βij dy = 0 in the last equality. Therefore from (3.11) we can obtain
From the above representation, it is easy to see that the above quantity may not be zero, since the index q induces non-symmetry among the indices q, i, m, n even though the indices i, m, n can be interchanged freely. For the second term in the right hand side of (3.10), from equation (2.12) governing γ and integration by parts, we have
The fact that χ jmn has symmetries with respect to m and n may not yield the above quantity to be zero. Note that for the scalar case d = 1 (see [7] ), the right hand side of (3.10) is zero, thus one can choose u (1) = 0 without loss of generality in the scalar case, but for the elastic case, we simply keep u (1) (x) in the following analysis. Now let us seek for the a formula for v (2) and we denote such a function by v (2) in this section. In particular from equation (3.3)
From equations (3.1), (3.7) and (3.8), one can derive the equation for v
From the governing equation (3.10) forũ 1 , one can further simplify the above equation to
j .
Now we introduce the following higher-order cell function χ inmqℓ , γ ikqℓ and γ ℓmn that are Y -periodic functions and solve
where d ijnmq is defined by
Now let us define v (2) where the αβ-th component is given by
Then from equation (3.10), (3.12) and (3.13), one can directly verify that v (2) satisfies equation (3.3) . Now let us introduce the boundary corrector function θ ǫ that solves
where θ ǫ satisfies the Kupradze radiation condition (1.6).
3.2.
Rates of convergence in L 2 and H 1 : The higher-order case. Via previous discussions on higher-order asymptotic analysis, we have Theorem 3.1. Let u ǫ and u (0) be the solutions of (1.7) and (1.8) respectively. Let u (1) and u (2) be defined by equations (3.1) and (3.7), respectively, with u (1) = 0 and u
Let ϕ ǫ and θ ǫ be the boundary correctors given by (2.29) and (3.15). Then for any ball B R with D ⊂ B R , we have
, where C R > 0 is a constant independent of ǫ and u (0) .
Proof. The proof is similar to the proof of Theorem 2.1. Again consider error functions in D defined by
where v (1) , v (2) are defined by (3.8), (3.14) with v (1) = 0 and v (2) = 0 in R d \ D, and w ǫ is a vector-valued function and ζ ǫ is a matrix-valued function. In this proof we conveniently use the same notations as in the proof of Theorem 2.1, since it is clear from the context. From straightforward computations, we can get 16) and moreover
Outside D we simply define the error functions by w ǫ := u ǫ − u (0) and ζ ǫ := ∇w ǫ , this directly gives
Let φ ∈ C ∞ c (B R ) be a vector-valued test function and consider an auxiliary function Φ
where Φ ǫ satisfies the Kupradze radiation condition (1.6). Thus from the same argument as in the proof of Theorem 2.1, one can get
From integration by parts, one can further obtain
Then from equations (2.29), (3.15), (3.16) and (3.17) , and integration by parts one can obtain
From the equations of u (1) , u (2) , v (1) and v (2) defined by (3.1), (3.7), (3.8) and (3.14), one can obtain
where C is a constant. Furthermore apply the Cauchy-Schwartz inequality on (3.19), then we obtain
for some constant C > 0 independent of ǫ. Again we utilize the standard estimate for the elliptic system (3.18) (see [17] for instance), then we can obtain
, where C > 0 is a constant depends on the coefficients and R, but independent of ǫ. By the duality arguments in the Sobolev space, then we complete the proof. This proves (1.12) in Theorem 1.2.
without loss of generality, we can choose u (1) solves the constant coefficient elliptic system (3.10) in D with u (1) = 0 on ∂D. Therefore, u
(1) is a smooth solution in D, by using the elliptic estimate of (3.10) again, then we obtain u
H 4 (D) for some constant C > 0. Now, we are ready to prove Theorem 1.2.
Proof of Theorem 1.2. By using the same reason and arguments as before, one can easily see that
for some constants C R > 0 independent of ǫ. Therefore, the proof is nothing but a straightforward corollary by combining previous lemmas. Therefore, we prove (1.13) and complete our proof of Theorem 1.2.
A second-order homogenization and wave dispersion
Dispersive models for wave propagation in periodic media transcends the usual quasistatic regime and is of great interest. A dispersive model for scalar wave equation was derived using Floquet-Bloch theory and higher-order asymptotic of the Bloch variety [21] . Alternatively higher-order two-scale homogenization enables to demonstrate the dispersive effective of wave propagation in periodic meida [1, 7, 9, 18, 23] . The higherorder homogenization in particular sheds light on sensing the microstructure through dispersion [15] . In this section we study the higher-order effective wave equation that can demonstrate dispersion of wave propagation in periodic media. To begin with let us recall from asymptotic expansion (2.4), we get
Here we seek for a v (2) different from equation (3.14) . This is to be realized by finding u
first. Indeed taking the divergence of equation (4.1) respect to the y variable and noting (3.3),
With the help of (3.1), (3.7) and (3.8), A direct calculation yields
Let us introduce the higher-order cell functions χ inmqℓ and γ ℓmn that are Y -periodic and solve
By changing the index one can see that the governing equation (3.6) for χ ikqℓ can be written as
From (4.3), (4.4), (4.5) and (4.6), one can obtain that
then from the representation of u (2) and u (3) in equations (3.7) and (4.7) respectively, one can obtain
Taking the Y -average of equation (4.2) yields
note further that v (2) and u (2) are given by (4.8) and (3.7) respectively, then from a direct calculation one can obtain the following equation for u
Now let us recall that the solution u ǫ to (2.1) has the following anstaz
Note that all the cell functions are Y -periodic and their averages over Y are zero, then from equations (1.8), (3.10) and change of index, we can summarize the governing equations for u (0) and u (1) in D, where u (0) , u (1) are the averages of u (0) and u (1) respectively in the unit cell Y (recall that 2) . Now multiply equation (4.9) and equation (4.11) by ǫ 2 and ǫ respectively, and sum them with equation (4.10), then it is seen that U satisfies the following fourth-order partial differential equation
and therefore the governing equation of U up to order ǫ 3 reads
Hence the fourth-order equation can be conveniently casted as
where D is a sixth-order tensor, E is a fourth-order tensor, F is a fifth-order tensor and G is a third-order tensor respectively defined by
The fourth-order partial differential equation (4.12) in D formally introduce the dispersion as is seen from the right hand side. In the low-frequency long-wavelength regime for wave propagation in periodic media, the dispersive wave equation has been demonstrated by a fourth-order partial differential equation for the acoustic case [7] . In the particular case that the periodic media occupies R d , (4.12) models the wave propagation and transcends the quasi-static regime. To the authors' knowledge, our second-order homogenization for elastic wave is new in the literature.
Appendix
In the end of this paper, we offer basic materials in analysing the elastic scattering in periodic media.
5.1. The Dirichlet to Neumann map. Let u satisfy the Navier's equation in the exterior domain
and u has a decomposition that satisfies the Kupradze radiation condition. Let B R be a sufficiently large ball such that D ⊂ B R . In the case that D ∈ R 3 , we introduce the polar coordinates r, θ, φ and the unit vectorsr,θ,φ. The θ coordinate corresponds to the angle from the z-axis, θ ∈ [0, π], and the φ coordinate corresponds to the angle in the (x, y)-plane, φ ∈ [0, 2π]. Let Y nm be the spherical harmonic
Now we let U nm and V nm be the vector spherical harmonics defined by
where λ n = n(n + 1). The vectors Y nmr , U nm , V nm form an orthonormal basis for L 2 (S) where S denotes the unit sphere. Then u on ∂B R has the following series expansion
where (·, ·) denotes the L 2 (S) inner product. One can correspondingly express T ν u on ∂B R as (see [11] )
The coefficients a n , b n , c n , d n are given by
where
Now for any functions w and u that satisfy the Kupradze radiation condition, one can directly obtain from (5.1) and (5.2) that
We remark that when D ⊂ R 2 , the above equality can be derived in a similar way [4] . Let B R ⊂ R d be a ball of radius R > 0, then the Dirichlet to Neumann (DN) map was given by [4] . Definition 5.1. For any g ∈ H 1/2 (∂B R ), the DN map
and u satisfies the Kupradze radiation condition (1.6) at infinity. Here we have assumed that ω is non-resonant to the above Navier's equation.
Notice that the DN map Λ is a bounded operator, so that it helps to reduce the scattering problem in unbounded domain to a bounded domain, and we refer readers to [4, Section 2] for detailed discussions.
Derivation of the homogenized equation.
Consider the simplest linear elliptic system of the homogenization theory. The periodic homogenization theory was studied by [10, 12] and we refer readers to these references for the comprehensive study. We are concerned with the divergence form second order elliptic operators with rapidly oscillating periodic coefficients,
We assume the coefficients A(y) = (a ijkℓ (y)) with 1 ≤ i, j, α, β ≤ d for the dimension d ≥ 2 is real, bounded and measurable such that A satisfies ellipticity:
for all symmetric matrix (ε ij ) 1≤i,j≤d , and
where Ω is a bounded Lipschitz domain in R d . By the Lax-Milgram theorem, we have
. Next, we want to derive the homogenized equation by using the following asymptotic analysis. We consider u ǫ to be the perturbation of u 0 with respect to ǫ-parameter. Moreover, by observing the elliptic operator L ǫ , we introduce the famous two-scale homogenization method in the homogenization theory: Let us regard x = x, and y = x ǫ as two independent parameters. Let
be the asymptotic expansion of u ǫ , where
In addition,
which means under our two-scaled method, the operator ∇ = ∇ x + 1 ǫ ∇ y . Therefore, (5.5) will become
We point out that the derivation of the homogenized equation did not need to take care of the boundary condition of certain equations. Expand (5.6) and compare it with the same ǫ N -orders (for N = 0, −1, −2), so we get
Recall that for the periodic elliptic equation
by using the Stokes formula. For O( 1 ǫ 2 ) term, this equation is solvable because the right hand side is zero. In further, we multiply u (0) (x, y) on both sides and integrate by parts, which will imply
which gives us the information that
and u 0 is independent of y.
Now, for the second term O( 1 ǫ ), the second term on the right hand side should be zero since ∇ y u (0) (x) = 0. Solve the equation
By using the separation of variables, we put the ansatz
Moreover, the corrector χ αjβ is Y -periodic and solves the cell problem
and plug u (1) to the O(
Finally plug u (1) (x, y) = χ(y)∇ x u (0) into the O(1) equation and examine the solvability condition for u (2) (x, y), we have
where the first term vanishes by the periodicity of A and χ. Thus, we can obtain that u For the rigorous derivation of the homogenized equation, we need to use a famous result, which is called the Div-Curl lemma. We skip the rigorous analysis here and refer readers to the lecture note [22] for more details. Note that L := −∇ · (A∇) is the homogenized second order elliptic operator with respect to A and we want to prove L is an elliptic operator with constant coefficients. 2. The effective coefficient a ijkℓ is major and minor symmetric provided a αβγδ is major and minor symmetric.
Proof. It is easy to see that |a ijkℓ | ≤ C by using (5.9) and the ellipticity of A(y), for some constant C > 0. It remains to show a ijkℓ ε ij ε kℓ ≥ µ 1 d i,j=1 |ε ij | 2 for some constant µ 1 > 0. We can rewrite (5.9) as a ijkℓ = Y ∂ ∂y α {δ βj y i + χ βij } · a αβγδ · ∂ ∂y γ {δ δℓ y k + χ δkℓ } dy, where δ sα is the standard Kronecker delta (i.e., δ sα = 1 if s = α, and δ sα = 0 otherwise). Hence, for ε = (ε ij ) ∈ R d×d , we have a ijkℓ ε ij ε kℓ = Y ∂ ∂y α {δ βj y i ε ij + χ βij ε ij } · a αβγδ · ∂ ∂y γ {δ δℓ y k ε kℓ + χ δkℓ ε kℓ } dy
|∇(y i ε iβ + χ βij ε ij )| 2 dy ≥ 0.
If a ijkℓ ε ij ε kℓ = 0 for some ε = (ε ij ) ∈ R d×d , then y i ε iβ + χ βij must be a constant. Recall that χ βij (y) is Y -periodic, so this implies that ε = 0. This means that there exists µ 1 > 0 such that (5.10) holds.
5.3. Tools and estimates. In the last part, for the completeness of this paper, we provide some elliptic estimate where we have utilized in previous sections. The following theorem was proved in [6, Theorem 5.7] for the scalar case. It will hold for the vector case. For completeness, we provide the theorem and its proof as follows. Therefore, the linear mapping γ : u → (A∇u) · ν is defined on C ∞ (D) is continuous under the norm H 1 (D, A) . Thus, the assertion follows from the density arguments.
Let C = (C ijkℓ ) be an anisotropic elastic four tensor and C 0 be a constant isotropic elastic tensor defined by (1.3), which satisfy all the conditions given in Section 1. Next, we provide the stability estimate for the following transmission problem. The scalar case was demonstrated in [6, Section 5] and here we generalize the result to a system version. Then we can rewrite the problem (5.16) as finding a function w ∈ H 1 (B R ) such that b 1 (w, φ) + b 2 (w, φ) = F (φ), for any φ ∈ H 1 (B R ).
Since −Λ 1 is a positive operator, one can conclude that b 1 (·, ·) is strictly coercive. Therefore, from the Lax-Milgram theorem, one can see that the operator A : H 1 (B R ) → H 1 (B R ) defined by b 1 (w, φ) = (Aw, φ) H 1 (B R ) is invertible and has a bounded inverse. On the other hand, since Λ 2 is a compact operator from H 1/2 (∂B R ) → H −1/2 (∂B R ) and
) is a compact embedding, then it is not hard to see that the operator B : H 1 (B R ) → H 1 (B R ) defined by b 2 (w, φ) = (Bw, φ) H 1 (B R ) is compact. Hence, by using [6, Theorem 5.16], one can derive that the existence of the transmission problem (5.14) from the uniqueness of (5.14) and the stability estimate (5.13) holds automatically.
