We consider damped stochastic systems in a controlled (time-varying) quadratic potential and study their transition between specified Gibbs-equilibria states in finite time. By the second law of thermodynamics, the minimum amount of work needed to transition from one equilibrium state to another is the difference between the Helmholtz free energy of the two states and can only be achieved by a reversible (infinitely slow) process. The minimal gap between the work needed in a finite-time transition and the work during a reversible one, turns out to equal the square of the optimal mass transport (Wasserstein-2) distance between the two end-point distributions times the inverse of the duration needed for the transition. This result, in fact, relates non-equilibrium optimal control strategies (protocols) to gradient flows of entropy functionals via and the Jordan-Kinderlehrer-Otto scheme. The purpose of this paper is to introduce ideas and results from the emerging field of stochastic thermodynamics in the setting of classical regulator theory, and to draw connections and derive such fundamental relations from a control perspective in a multivariable setting.
I. INTRODUCTION
THE quest to quantify the efficiency of the steam engine during industrial revolution of the 19th century precipitated the development of thermodynamics. While its birth predates the atomic hypothesis, its modern day formulation makes mention of "macroscopic" systems that consist of a huge number of "microscopic" particles (e.g., of the order of Avogadro's number), effectively modeled using probabilistic tools. Its goal is to describe transitions between admissible end-states of such macroscopic systems and to quantify energy and heat transfer between the systems and the "heat bath" that they may be in contact with. In spite of the name suggesting "dynamics," the classical theory relied heavily on the concept of quasi-static transitions, i.e., transitions that are infinitely slow. More realistic finite-time transitions has been the subject of "non-equilibrium thermodynamics," a discipline that has not reached yet the same level of maturity, but one which is currently experiencing a rapid phase of new developments. Indeed, recent developments have launched a phase referred to as stochastic thermodynamics and stochastic energetics [1] , [2] , [3] , [4] , [5] , [6] , [7] , [8] , [9] , [10] , that aims to quantify non-equilibrium thermodynamic transitions. Our goal in this paper is to develop such a framework, focusing on the stochastic control of linear uncertain systems in a quadratic (controlled) potential, in a way that is reminiscent of what is known as covariance control, and obtain simple derivation of fundamental bounds on the required control and dissipation in achieving relevant control objectives.
Specifically, we consider transitions of a thermodynamic system, represented by overdamped motion of particles in a (quadratic) potential, from one stationary stochastic state to another over a finite-time window [0, t f ]. The system is modeled by the (vector-valued) Ornstein-Uhlenbeck process
with x ∈ R n and w a standard (R n -vector-valued) Wiener process representing a thermal bath of temperature T ; the parameter
where k B is the Boltzmann constant [2] , the Hookean force field −Q(t)x(t) is the gradient of a time-varying quadratic Hamiltonian
and the controlled parameter
, is scheduled so as to steer the system from a specified initial distribution for x 0 , to a final one for x f , over the specified time window. The random variables x 0 , x f are taken to be Gaussian with zero mean and covariances Σ 0 , Σ f , respectively. That is, the distributions of the state at the two end points have probability densities
and we seek to determine the minimum amount of work needed to effect the transition.
From a controls perspective, our problem amounts to covariance control of bilinear systems. Indeed, the dynamics are driven by the product of the control input Q(t) times the state x(t). By adjusting the quadratic potential, it is possible to steer the system from one Gaussian distribution to another in finite time t f . When this is the case, we are interested in the optimal control strategy (Q(t), t ∈ [0, t f ]) that minimizes the required control energy.
As noted in the abstract, this minimum control energy is greater than the Helmholtz free energy difference ∆F between the two states (second law of thermodynamics). Starting with the works by Jarzynski [1] , [2] and Crooks [3] , great new insights began to shed light on the precise amount of work required for such finite-time transitions. Most famously, the Jarzynski equality
relates the equilibrium quantity ∆F (free energy difference between equilibrium states) to an averaged non-equilibrium quantity (exponential of the work; see our discussion below) over possible trajectories of the system in any finite-time transition. Throughout, E{·} denotes the expectation on the path space of system trajectories and
where T represents temperature of the heat bath and k B the Boltzmann constant; β has units of "inverse-work." The Jarzynski identity holds for arbitrary time-dependent driving force and not necessarily gradient of a quadratic potential. This type of result has led to a number of so-called Fluctuation Theorems in the literature, some of which have profound implications in biology and medicine [11] , [12] .
Following up on the Jarzynski equality, the authors of [13] analyze the cases of a Brownian particle dragged by a harmonic optical trap through a viscous fluid, and of a Brownian particle subject to an optical trap with time dependent stiffness. The second case is similar to that treated here with the "stiffness" playing the role of work parameter -Q(t) in the present paper. One difference is that here we consider the matrix case with vanishing mass. Further, in [10] , the authors consider a stronger version of the Second Law of Thermodynamics for certain Langevin stochastic processes, that is closely related to our work here, and also relates the work dissipation to a Wasserstein distance. Our approach in the present work gives a control-theoretic account to fluctuation type results in the nonequilibrium thermodynamics literature as well the aforementioned refined Second Law in the matrix case for Gaussian distributions. In addition, we provide an alternative proof for general cases with connections to the gradient flows with respect to the Wasserstein geometry [14] .
II. REGULATION VIA A TIME-VARYING POTENTIAL
In this section, we describe key results relating non-equilibrium thermodynamics and quadratic control. A standard reference for the classical theory of thermodynamics and related concepts is [15] .
We consider the stochastic dynamical system in (1) . As mentioned earlier, it represents a thermodynamical system with a quadratic Hamiltonian (2), overdamped and attached to a heat bath that is modeled by the stochastic excitation dw. The initial state is a Gaussian random vector x 0 ∼ N (0, Σ 0 ), i.e., one having covariance Σ 0 = σ 2 2 Q(0) −1 and mean E{x 0 } = 0. The distribution is Boltzmann and may be thought as the stationary distribution with potential remaining constant on t ∈ (−∞, 0] by keeping Q(t) = Q(0) over this half of the time axis. We are interested in steering the state to the terminal distribution N (t f , Σ f ), i.e., to a zero-mean Gaussian distribution with covariance Σ f , through selecting an optimal (least energy) timevarying control matrix variable Q(·) = Q ′ (·).
The control energy (work) delivered to the system along any particular sample path x(·) by the time-varying potential (2) is
where X, Y = tr(X ′ Y ). Thus, by averaging over all possible sample paths, we obtain
Here, Σ(·) is the state covariance which, according to standard linear systems theory, evolves according to the Lyapunov
The control may be discontinuous, reflecting instantaneous changes in the Hamiltonian H, in which case, the expression for the work becomes
where 0 − , t + f represent limits from below and above, respectively.
Consistent with our assumption on stationarity of the state process before t = 0 and after t = t f , we take
This ensures that x remains in the corresponding Gibbs distribution N (0, Σ i ), i ∈ {0, f }, in the respective infinite parts of the time axis.
Taking into account possible jumps for the control parameter Q at the two end points, and assuming differentiability in the open interval (0, t f ), we integrate by parts the expression for the work to obtain
After cancelling terms and simplifying, we get that the total work is simply
Notice
is precisely the change in the average energy (expectation of the Hamiltonian). Because of the stationarity conditions (6a-6b), ∆H = 0. Thus, the problem we consider can be stated as follows.
that minimizes (7) subject to (4) and the boundary conditions
Theorem 2: Problem 1 has a unique minimizer Q opt (·) as follows:
with
Proof 1:
The key idea underlying the proof is to reduce Problem 1 to one of optimal mass transport. More precisely, substituting (4) into (7),
We change variables, replacing Q by
in both, the constraint (4) as well as (11) . These now becomė
respectively. From (12), trace(Σ(t)Σ(t) −1 ) = 2 trace(Λ(t)).
It follows that
is independent of the choice of Q or Λ. Thus, minimization of (11) (equivalently, minimization of (13)) is equivalent to minimization of
subject to the choice of Λ(·) that satisfies (12) and the boundary conditions Σ(0) = Σ 0 and Σ(t f ) = Σ f . Then,
Setting X := ΛΣ, the functional J becomes convex in X, Σ. Then,
subject to the linear constraintΣ
has a unique solution. A closed form expression can be obtained by considering the necessary conditions that are being dictated by the stationarity of the Lagrangian
Specifically, the first variation with respect to X gives that
Then, the variation with respect to Σ givesΛ = −Λ 2 .
Evidently, depending on the boundary conditions, if Λ is to remain constant along specific directions, then along those direction it must vanish. Assuming that Λ(0) is nonsingular,
From (12),
for a suitable choice of a matrix M . Then, Λ(0), M are determined from the boundary conditions,
It follows that
from which we deduce that I + Λ(0)t f is the geometric mean (Σ −1 f ♯Σ 0 ) of Σ −1 f and Σ 0 (see [16] ), namely, that
f . We conclude (10) .
The problem to minimize J is a Monge-Kantorovich optimal transport problem with marginals ρ 0 and ρ f , and quadratic cost functional [17] , [18] . Specifically, min
To see this, consider
subject toẋ (t) = u(t, x(t)), and x i ∼ N (0, Σ i ), for i ∈ {0, f }. The optimal solution of (19), see e.g., [19] , [20] , is in the state-feedback form u(t, x) = Λ(t)x. Since, with E{x(t)x(t) ′ } = Σ(t),
the gain Λ can be taken symmetric and the optimal choice coincides with the minimizer of J.
Finally, the following closed-form expression of the Wasserstein distance between (zero-mean) Gaussian distributions in terms of their covariance matrices,
is standard, see e.g., [21] , [22] . This completes the proof.
III. SECOND LAW OF THERMODYNAMICS AND OPTIMAL TRANSPORT
We now place the development of the previous section and relations to optimal mass transport in a more classical thermodynamical setting [15] , and prove a case of a result in [10] , but in the vector-valued Gaussian case considered in this note.
Recall that because of the possible discontinuity in the control, we consider our systems on the interval [0 − , t + f ]. We found that ∆H = 0 (the change in the average energy) is 0 because of condition (6) . From Theorem (2), the minimum of W
Using the "log det = trace log" equality, and the fact that the differential entropy of zero-mean Gaussian distributions is
and we get that the minimum value of W is
Next note that the change in the Helmholtz free energy is
where k B is the Boltzmann constant, and T is the temperature. Putting all this together, we get that
For reversible processes, one has t f = ∞ and W = ∆F, and for general processes W ≥ ∆F.
The difference W − ∆F is the work dissipation, and denoted W diss . Theorem 3 shows that W diss = 1 t f W 2 (ρ 0 , ρ f ) 2 . This deep connection of optimal mass transport theory and thermodynamics, already pointed out in [10] in the scalar setting, is quite intriguing.
IV. THE JARZYNSKI EQUALITY
Different from the above results, the Jarzynski equality [1], [2] provides an alternative way to compare work and free energy. It reads,
where as before, β := 1/(k B T B ) = 2/σ 2 , under the assumption that the initial state is at equilibrium. Note that the Jarzynski equality implies E{W } ≥ ∆F by Jensen's inequality. Indeed, exp(−βW}) ≤ E{exp(−βW(Q, x))} = exp(−β∆F).
The relation W ≥ ∆F, then follows from the monotonicity of the exponential function. Interestingly, even though (22) holds for any processes, reversible or non-reversible, it doesn't help deciding on the exact value of the difference between W and ∆F.
Remark 4: One can combine the Jarzynski equality and equation (21) to get the following intriguing relationship:
We next recall a simple derivation of Jarzynski equation in our linear quadratic setting and contrast it with the result in Theorem 3. Note that in our Gaussian setting, the steady state assumption on the initial state reduces to
Let ρ(t, ·) = N (0, Σ(t)) be the density of x(t), and let
We have that ∂g ∂t
To see this, first rewrite (1) in the reverse direction utilizing Doob's h-transform,
This is quite standard. Here, dw − is a reverse Wiener process, whose current increment is independent with the future. We deduce that
from which (23) follows. Combining (23) and the Fokker-Planck equation
we establish that f := gρ satisfies ∂f ∂t = ∂g ∂t ρ + g ∂ρ ∂t
Finally, we claim that f (t, x) = 1 Z 0 exp(−βH(t, x)).
To see this, we just need to notice ∂f ∂t = −β ∂H ∂t f as well as ∇ · (∇Hf ) + σ 2 2 ∆f = 0.
Clearly the boundary condition g(0, ·) ≡ 1 also holds as
V. CONNECTION TO JKO GRADIENT FLOW
The result (21) is closely related to the celebrated JKO flow [14] , which we now recapitulate. Indeed, according to [14] , the Fokker-Planck equation ∂ρ ∂t − ∇ · (∇H(x)ρ) − σ 2 2 ∆ρ = 0 (25) can be viewed as the gradient flow of the free energy
with respect to the Wasserstein metric W 2 on the manifold of probability densities. Discretizing the above along the time domain, we obtain the celebrated JKO scheme, that is, ρ k+1 (x) := ρ((k + 1)h, x), where ρ is the solution to (25) and h is the step size, minimizes 1 2h
over all ρ ∈ P. This is akin to our result (21) . Next we discuss the connection between the two.
Since ρ k+1 minimizes (27), we have
This is the Wasserstein counterpart of 1 2h
x
when x minimizes the LHS, which follows from the approximation
Rearranging (28) leads to
Now summing up the above we obtain
where N = t f /h is the number of steps. Applying both Cauchy-Schwarz and triangular inequality yields
Finally, by letting h goes to 0 we establish
which is a special case of (21) when W = 0. In deed, when the potential H is time-invariant, there is no work being done.
On the other hand, when H is time-varying, the analysis is similar. The approximation (28) becomes 1 2h
Following the same steps we conclude
Thus, we see that (31) holds for a general process (25) and a time-varying Hamiltonian. Our result (21) reveals that there exists a unique time-varying Hamiltonian such that the equality in (31) hold.
Finally, we provide the counterpart of the above result for gradient dynamicṡ
in a Euclidean space. In general,
In the special case when f is independent of time,
VI. RELAXATION
In this section, we consider a modified version of Problem 1. We relax the terminal constraint Σ(t f ) = Σ f , which is commonly set to be σ 2 2 Q −1 f . In practice, even if we do not specify the terminal distribution, it will converge to the Boltzmann distribution. Therefore, if our goal is to simply minimize the work, there is no need to have Σ(t f ) = Σ f . More precisely, we have the following There are several ways to tackle the above problem. The first approach is through calculus of variations, just like what we did for Problem 1. A better idea is to solve the above in two steps. First find the solution for given terminal value Σ(t f ) = Σ f and second minimize the cost function over all Σ f ≥ 0. Clearly, the first step is equivalent to solving Problem 1. The optimal cost is given by (21) , which is ∆F
where ρ 0 , ρ f are zero mean Gaussian distributions with covariances Σ 0 , Σ f . The distance between two Gaussian distributions is given by the solution of the SDP
Plugging it into the cost yields the convex optimization formulation of Problem 5
After solving (32), we can obtain the solution of Problem 5 via that of Problem 1 with the optimal Σ f .
VII. CONCLUSION
We described the problem of controlling non-equilibrium thermodynamical systems with harmonic Hamiltonian, from a given initial state to a final state, by adjusting the parameter specifying the Hamiltonian in finite time. This led to some interesting connections to optimal mass transport theory, and gave a new twist to understanding the second law of thermodynamics in a different manner than the seminal result of Jarzynski [1] , [2] . In future work, we plan to extend this theory beyond the quadratic case as well as extend the framework to other specific classes of distributions, e.g., Gaussian mixtures. We expect that extensions of the theory to more general cases will lead to insights in the case of potentials with several wells and to connections with the theory of large deviations and information theory with optimal mass transport [23] , [24] . We anticipate interesting connections to the celebrated Landauer principle [25] , which provides a fundamental lower bound of the energy consumption to erase one bit of information. In recent years, many experiments have been performed aiming to achieve the bound k B T ln 2 [26] , [27] , [28] . This bound, however, theoretically can only be achieved through reversible processes. The constraint to erase a bit in finite time, unavoidably, introduces a gap. Our aim is to gain insights into such a gap using optimal transport theory.
