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Quantum Information Science explores the possi-
bility of using quantum systems as the carriers of in-
formation for computation and communication. As in
the classical setting, errors occur due to unavoidable
interactions with an uncontrollable environment. If
errors affecting successive communication signals oc-
cur independently, then a well developed theoretical
framework exists for the computation of the commu-
nication capacity of noisy quantum channels. How-
ever, in reality the environment will usually have a
‘memory’ that leads to correlations in the errors af-
fecting successive transmissions. Despite their phys-
ical importance, ‘memory channels’ are exceedingly
hard to analyze, and their communication capacities
are rarely known. On the other hand correlations
are a key concern in the seemingly unrelated area of
statistical physics, and its key branch of interacting
many-body systems. The study of this area over the
last century has led to a wide array of mathematical
techniques and concepts. Here we provide a natural
connection between the study of quantum memory
channels and the study of the statistical mechanics
of interacting many body systems. We then demon-
strate that this connection opens new possibilities for
the study of memory channels using the tools, tech-
niques and concepts of statistical physics. In par-
ticular, this connection enables us to develop non-
trivial ‘exactly solvable’ models of memory channels
that can display similar behaviour to many-body sys-
tems, including manifestations of ‘phase transitions’.
We anticipate that this connection will lead to fur-
ther information processing analogues of many-body
notions such as scaling, renormalisation, and univer-
sality.
The fundamental quantum communication scenario in-
volves two parties, Alice and Bob, that are spatially sep-
arated and wish to exchange quantum information. To
this end they prepare the quantum states of a number of
a quantum particles, which are then exchanged one by
one. During this exchange the particles will suffer inter-
actions with an uncontrollable environment. The mathe-
matical transformation that takes the input state to the
output state (including the effect of errors) is denoted by
E and defines the noisy quantum communication chan-
nel. In order to overcome the effects of noise Alice and
Bob may use quantum error correction methods [1] to try
to improve the quality of the transmission by employing
redundant encoding. This comes at the cost of lowering
the information content per particle in exchange for es-
sentially perfect protection of information. For a given
channel E the optimal rate at which quantum communi-
cation is possible (i.e. the optimal rate of quantum infor-
mation sent per particle) defines the quantum capacity,
Q(E) [2, 3], of the channel. As is the case in classical
information theory [4], it is one of the primary aims of
quantum communication theory to determine Q(E) for
various communication channels and to devise encoding
protocols that achieve those capacities in practice.
Usually it is assumed that the noise is independent for
successive transmissions. However, this is never exactly
true and in many practically important systems there can
be correlations in the noise affecting successive transmis-
sions. Such channels are termed ‘memory channels’, be-
cause the correlations can be considered a consequence
of the environment having a ‘memory’. Optical fibres are
an important example of this phenomenon [5].
Memory effects in a quantum channel may significantly
affect the capacity of the channel. As a consequence of
this, quantum memory channels have received consider-
able attention recently (see e.g. [6, 7, 8, 9, 10, 11, 23]
and references therein). In most models that have so far
been considered explicitly (e.g. [7]), the correlations in
the noise are modelled by a small number of memory pa-
rameters. Initial investigations of several prototype mod-
els [7, 8, 9, 10, 11] have suggested that at certain values
of these parameters the channel capacity may undergo
sharp, non-analytic, changes in behaviour that are remi-
niscient of a phase transition. These investigations have
not been conclusive as with currently available techniques
the models concerned cannot be analysed in the relevant
setting of a very large (in fact infinite) number of uses of
the channel.
There is however another area of science, statistical
mechanics, where the study of large correlated systems
has made a great deal of progress. Indeed, in the last cen-
tury statistical mechanics has developed a vast number of
mathematical and conceptual techniques to analyze crit-
ical behaviour and phase transitions [12]. There are many
types of phase transition in both classical and quantum
settings. Examples include the strongly correlated sys-
tems that give rise to magnetism, superconductivity, su-
perfluidity, and quantum phase transitions in quantum
spin chains. All of these systems share the common fea-
ture that they display sudden non-analytic changes in
their properties as some external control parameters are
varied smoothly. Understanding such behaviour is non-
2trivial, as all the relevant microscopic laws of physics
are continuous, in that systems respond continuously to
changes in experimental parameters. A major of achieve-
ment of 20th century physics was to realise that the ob-
served non-analyticity of phase transitions arises through
the cooperative behaviour of large assemblies of interact-
ing particles that make up critical systems. Several of
the powerful mathematical concepts and methods devel-
oped to understand such collective behaviour will play
an important role in this work.
The main aim of this work is to show that, perhaps
surprisingly, the area of strongly correlated systems and
statistical mechanics on the one hand, and memory chan-
nels on the other, are deeply related. As an application
of this relationship we will demonstrate how methods
from statistical mechanics can be used to gain a deeper
qualitative and quantitative understanding of memory
channels. We will present a number of non-trivial mod-
els of quantum memory channels that are inspired by
many-body physics. This connection enables us to ei-
ther solve these memory channels completely, or at least
understand them qualitatively, using analytic techniques
drawn from statistical physics. The relative simplicity of
this approach is remarkable, because the field of quan-
tum channel capacities is notorious for not usually be-
ing amenable to such solutions. In essence this difficulty
arises because calculating the capacity of quantum chan-
nels typically requires solving a sequence of difficult op-
timization problems of increasing size, and taking the
infinite limit of the solutions. As might be expected, this
leads to extremely difficult problems that seem to have
little hope for solution. Our approach works because it
designs models for which this difficulty can be tamed us-
ing the methods of many-body theory. It is indeed an
intriguing possibility that much of the insight of many-
body theory, via concepts such as renormalisation, scal-
ing, and universality [12], will bring analogous insights
into the study of capacity under correlated error.
Moreover, the models of correlated error that we pro-
pose are physically well motivated - we expect that any
realistic model of correlated noise will have a many-
body flavour, and therefore the approach that we adopt
lays the groundwork for understanding a variety of other
physical settings. Another advantage of our approach is
that it leads us to a physically important way in which
non-analytic behaviour can arise in such systems [26].
This is because the criticality of the underlying many-
body systems often manifests itself as non-analytic be-
haviour in the channel capacity of the memory channels
that we consider. The models that we consider can hence
show interesting non-trivial behaviour, even though they
are amenable to a great deal of analysis using many-body
theory.
FIG. 1: Each particle that Alice sends to Bob interacts with
a separate environmental particle from a many-body system.
MAPPING MANY-BODY SYSTEMS TO
MEMORY CHANNELS.
The mapping described here is similar in spirit to
the modelling of errors via generalized measurements in
quantum theory [1]. We begin with supposing that Al-
ice transmits a sequence of particles to Bob (the ‘sys-
tem’ particles), and that each particle interacts via a uni-
tary U with a separate environment represented by a d-
dimensional physical system. So far this setting describes
uncorrelated noise. However, although each system par-
ticle has its own separate environment, we will introduce
memory effects by asserting that the environment par-
ticles are initially prepared in a state corresponding to
a thermal or ground state of a many-body Hamiltonian
[13]. Then the interactions described by such a Hamilto-
nian lead to correlations in the environmental state (see
figure 1). Unlike the uncorrelated case, this implies cor-
relations in the noise on different system particles. Of
course, even if the many-body system can be well under-
stood, the computation of the capacity of our channel
may still be difficult, as it may depend strongly upon
the choice of the unitary U describing the interaction
of each system particle with its associated environmen-
tal particle. In order to provide concrete examples, we
must hence make a judicious choice of U in order to
make analytical progress. We will choose U to be of
the form of a controlled-PHASE interaction, denoted by
Uz, where the environmental particles act as controls.
For d-dimensional systems the controlled-PHASE gate (a
generalization of the standard 2-qubit controlled-PHASE




|k〉〈k| ⊗ Z(k) (1)
3where we define Z(k) :=
∑
r exp(2piikr/d)|r〉〈r|, and the
left side of the tensor product (the control) refers to the
environment. This choice of system-environment inter-
action will make it possible to write down very explicit
connections between the capacity of the associated cor-
related channel and notions from statistical physics.
The restriction to controlled-unitary interactions also
enables us to consider environment particles that are clas-
sical. For instance, in the case of a classical environment
of 2-level spins, the controlled-PHASE interaction will be
taken to mean that the system qubit undergoes a Pauli-Z
rotation when the environment spin is up, otherwise it is
left alone. Many of the models that we will discuss will
involve such a classical environment.
In the case of uncorrelated errors, it has recently been
shown [2] that the quantum channel capacity of an un-






where E is the channel that acts on a single system parti-
cle, and I(E) is the so-called coherent information of the
quantum channel E :
I(ξ) := sup
ρ
S(E(ρ)) − S(I ⊗ E(|ψ〉〈ψ|)) (3)
where S denotes the von-Neumann entropy, ρ is a state,
and |ψ〉〈ψ| is a purification of ρ. In the above expressions
E⊗n represents the uncorrelated channel that acts on n
inputs. In the case of channels with correlations, in gen-
eral the channel on n inputs is not given by the n-fold
product of the channel on a single input, i.e. En 6= E⊗n1 .
In that case one has to be more general, and describe
the correlated channel by a set of channels {En}, which
describes the action of the channel for each number of in-
puts n. Given that equation (2) is the quantum channel
capacity for memoryless channels, it is natural to antici-






will represent the quantum channel capacity in the case
of correlated errors. While this equation will certainly
not be true in general [14], one advantage of choosing
the Uz interaction is that it turns out that equation (4)
holds as long as [27] the many-body systems have (a) cor-
relations that decay sufficiently fast (an exponential de-
cay will generally suffice), and (b) a well defined infinite
system size limit. These conditions are both physically
well motivated [16], and should hold for most many-body
systems, at least at points away from a phase-transition.
The technical discussion of these issues and proofs that
they hold for various physical systems goes well beyond
the scope of the present work, and will be left to a sepa-
rate publication [17].
The major reason for choosing Uz as the interaction
between the system and environment particles is that
it is possible to write down explicit formulae for equa-
tion (4) in terms of properties of the many-body environ-
ment that share a close relationship with thermodynam-
ical quantities. It turns out that the limit (4) is given by
the following simple function of the environmental state:





where d is dimension of each spin, Diag(ρenv) is the
state obtained by eliminating all off-diagonal elements of
the state of the environment (in the computational ba-
sis), and S represents the von Neumann entropy. Hence
the computation of the quantum capacity of our chan-
nel {En} reduces to the computation of the regularised
diagonal entropy in the limit of an infinite spin chain. Al-
though in most cases this quantity is unlikely to be com-
putable analytically exactly, it is amenable to a great deal
of numerical and analytical study using the techniques of
many-body theory.
The simplicity of equation (5) enables one to immedi-
ately write down many noise models for which the regu-
larized coherent information (4) can both be calculated
explicitly, and also represents the quantum channel ca-
pacity of the correlated channel. In particular, let us sup-
pose that the environment consists of classical systems
described by a classical Markov Chain. In a large num-
ber of cases (5) can be written explicitly with a simple
expression that represents the entropy rate of the Markov
chain [18], which can display non-analytic behaviour with
respect to natural parametrization of the transition ma-
trix.
ENVIRONMENT THAT IS A CLASSICAL
SYSTEM
In the case of a classical environment (i.e. represented
by a state that is diagonal), the second term of equation
(5) is precisely the entropy of the environment, and so it





where the Ei are the energies of the various possible con-
figurations, and β = 1/(kBT ), with T the temperature
and kB Boltzmann’s constant. This means that in the
case of a classical environment our channel capacity be-
comes










where the log2(e) converts us back from nats to bits.
This expression implies that we can use all the machin-
ery from classical statistical mechanics to compute the
channel capacity.
4In particular, any spin-chain models with sufficiently
decaying correlations from classical physics that can be
solved exactly will lead to channels with memory that can
be ‘solved exactly’. Perhaps the most well-known exam-
ple of an ‘exactly solvable’ classical spin-chain model is
the Ising model. We will discuss the classical Ising model
in detail in the next section, as it will also be relevant to
a certain class of quantum spin-chains.
Apart from this model we will not give any further
detailed discussion of models involving a classical envi-
ronment in this article. As our expression (5) is simply
the entropy of the classical environment, the interested
reader may simply refer to the many interesting classical
models that are well documented in the literature [19].
Of course, to make the analysis rigorous one would need
to show that expression (4) is the formula for the quan-
tum capacity in these cases. Again this closely related to
a sufficiently rapid decay of correlations, as well as the
existence of the infinite system limit, both of which are
expected to hold for most sensible models. The technical
discussion of these issues will be presented in a forthcom-
ing publication [25].
QUANTUM ENVIRONMENTS
Expression (5) does not correspond to a standard ther-
modynamic function of the environment state when the
environment is modelled as a quantum system. It rep-
resents the entropy of the state that results when the
environment is decohered by a dephasing operation on
every qubit. Although this quantity is not typically con-
sidered in statistical physics, we expect that it will be
amenable to analysis using the techniques of many-body
theory. Here we provide support for this expectation by
analytically solving a class of quantum environments in-
spired by recent work on so-called Finitely Correlated or
Matrix Product States [20]. We will leave the analytical
study of more complicated models to future work, al-
though in figure (2) we present some numerical evidence
that the quantum 1D Ising model displays a sharp change
in capacity at the transition point. Finitely Correlated or
Matrix Product states are a special class of efficiently de-
scribable quantum states that have provided many useful
insights into the nature of complex quantum systems [20].
In a recent paper [21] it has been demonstrated that a
variety of interesting Hamiltonians can be constructed
with exact matrix product ground states, such that the
Hamiltonians in question undergo non-standard forms of
quantum ‘phase transition’.
As matrix product states possess a compact descrip-
tion, one might hope that for such ground states the com-
putation of equation (5) may be particularly tractable.
Indeed, for matrix product states involving rank-1 matri-
ces the analysis turns out to be particularly simple, and
a full analytical treatment becomes possible. Some of



















FIG. 2: Numerics for the quantum Ising model suggest that
there may be transition behaviour in the capacity at the phase
transition point of the 1D quantum Ising model. In this figure
the central point of the horizontal axis is the transition point
of the quantum transverse Ising model (with magnetic field
aligned along the Z-axis), and the curves become increasingly
steep as the number of spins is increased from 6 to 18. As
the quantum Ising model can be solved exactly in 1D, it is
quite possible that an analytical solution may be found for
the channel capacity.
the example Hamiltonians discussed in [21] have ground
states with this property, and in fact some special cases
of the noise models presented in [7, 8, 9, 10] can also be
expressed in the form of matrix product environments
with rank-1 matrices.
It can be shown that the diagonal elements of such
rank-1 MPS are given by the probabilities of microstates
in related classical Ising chains (or classical 1-D Potts
models for higher dimensional matrices). A complete
demonstration of this is quite lengthy, however, the main
elements of the argument can be seen as follows.
For simplicity we will focus on a translationally invari-
ant MPS for a 1D system of 2-level particles with periodic
boundary conditions, as the generalisation of the argu-
ment to other rank-1 MPS will be straightforward. Such
a state is defined by two matrices: Q0 for level |0〉 and
Q1 for level |1〉. By definition, the total unnormalised






We are only interested in the weights of the diagonal
elements in the computational basis, or equivalently the
state that results from dephasing each qubit. It is easy




tr{(Qi ⊗Q∗i )(Qj ⊗Q∗j)...}|ij...〉〈ij...|. (9)
In this expression if we relabel the matrices A = Q0⊗Q∗0
and B = Q1 ⊗ Q∗1 then probability of getting various
outcomes when measuring the environment in the com-
putational basis will be given by traces of all possible
products of the As and Bs. For instance, the probability
of getting 01100... when measuring the environment in





where N is the number of qubits in the environment,
and C(N) is a normalisation factor that will not concern
us. If A and B are both square rank-1 matrices then we
will argue that the diagonal entropy in the computational
basis is equivalent to the entropy of a related classical
Ising chain.
If A,B are both rank-1 matrices, then we have that:
An = an−1A ; Bm = bm−1B (11)
where a is the only non-zero eigenvalue of A, and b is the
only non-zero eigenvalue of B. This means that we can








These normalised matrices are idempotent, i.e. A2 =






if we substitute A˜ and B˜ into this expression, and use
the idempotency, then the strings of consecutive As and
Bs will collapse to just one A˜ or B˜, with total factors of









It is easy to see that this form is quite general - the
probability of getting a particular string will collapse
to a simple expression. If there are l occurrences of
A and n − l occurrences of B in the string, and K
counts the number of boundaries between blocks of As







.Noting that A˜B˜ will
also be a rank-1 matrix, let us use the letter g to refer





FIG. 3: This schematic figure shows the channel capacity
when the environment is the ground state of the Hamiltonian
given in equation (16). The symmetry in this plot is to be
expected as the channel is invariant under the replacement
g → −g. However, near the ‘phase transition’ point g = 0,
the gradient diverges.
This expression tells us quite a lot - firstly for any given
channel described by rank-1 MPS states, the only param-
eters that matter are a, b, g. So we needn’t work with the
actual matrices defining our state, we only need to work
with matrices of our choosing that have the same param-
eters a, b and g. In the following argument we will assert
that g is non-negative. It can be shown that this is al-
ways guaranteed as long as the number of spins in the
string N is greater than five, as otherwise equation (14)
will adopt negative values for some choices of l,K. So let














It is easy to check that these matrices have the correct
values of a, b, g, as required. The matrices in such a rank-
1 MPS are essentially the top row and bottom row of a
transfer matrix [12] corresponding to classical Ising chain.
Roughly speaking, the parameter g encodes the coupling
between adjacent antiparallel spins, and the a, b encode
the coupling between adjacent parallel spins.
This connection between the diagonal elements of
rank-1 MPS and classical 1D models implies that the
limit in equation (5) can be computed quite straightfor-
wardly using well known transfer matrix solutions [12].





2(g2 − 1)σ(i)z σ(i+1)z − (1 + g)2σ(i)x
+(g − 1)2σ(i−1)z σ(i)x σ(i+1)z . (16)
for which the ground state is known to be a matrix prod-
uct state of the form with rank-1 matrices. This model
system has a non-standard ‘phase transition’ at g = 0
6[22], at which some correlation functions are continuous
but non-differentiable, while the ground state energy is
actually analytic [21]. As discussed in the caption of
figure 3, this behaviour is mirrored in the non-analytic
behaviour of the channel capacity.
MULTIDIMENSIONAL CHANNELS
Another interesting consequence of our work is that
it naturally leads one to consider correlated channels in
more than one dimension. In this case the connection to
memory between successive transmissions is less imme-
diate as there is no longer only one dimension represent-
ing time. Of the many natural possibilities we propose
to define the size of the channel by the total number of
particles in the system, but with the limit in eq. (2)
taken as the size of one linear dimension is increased
(hence always maintaining the ‘shape’ of the system).
In this case the situation is exactly as before, and the
relevant channel capacity is given by equation (5), with
the rightmost term being replaced by the entropy den-
sity in the limit of a large system. The extension to
multi-dimensional systems opens new possibilities, be-
cause even for classical spin models there are a richer
variety of critical systems in more than one spatial di-
mension. For example, if we chose an environment rep-
resented by a 2-dimensional classical Ising model [12],
equation (5) implies that the resulting channel displays
the same behaviour as the entropy density of the classical
Ising model and thus displays a finite temperature phase
transition. The 2-dimensional situation is also likely to
be much more important for the study of quantum mem-
ory in ‘egg-box’ storage such as optical lattices.
DISCUSSION
The capacities of non-trivial channels are usually ex-
tremely difficult to compute, and so our approach is
valuable as it allows one to construct many models of
quantum channels that can either be solved exactly, or
tread the interesting line between solvability and non-
solvability inherited from the corresponding models of
statistical physics. Moreover, the models of correlated er-
ror that we consider are in a certain sense quite physical -
one would expect that in many real systems correlations
in error will have an origin in condensed matter systems,
and hence they should often have a many-body flavour.
We hope that our investigations will provide a first step
towards developing a deeper relationship between statis-
tical physics and information processing in the presence
of correlated error.
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