Abstract. It is known that solutions to second order uniformly elliptic and parabolic equations, either in divergence or nondivergence (general) form, are Hölder continuous and satisfy the interior Harnack inequality. We show that even in the one-dimensional case (x ∈ R 1 ), these properties are not preserved for equations of mixed divergence-nondivergence structure: for elliptic equations.
Introduction
Leaving aside the elliptic and parabolic equations with "regular" coefficients, and also the cases of lower dimension, the Hölder regularity of solutions was first proved in 1957 by De Giorgi [DG] for uniformly elliptic equations, and soon afterwards by Nash [N] for more general uniformly parabolic equations in the divergence form
where ∂ t u := ∂u/∂t, D i := ∂/∂x i for i = 1, 2, . . . , n, and the equation is understood in the integral sense, i.e. u is a weak solution of (D). Here and throughout the paper, we assume the summation convention over repeated indices i, j from 1 to n. The coefficients a ij = a ij (t, x) are real Borel measurable functions satisfying the uniform parabolicity condition a ij ξ i ξ j ≥ ν |ξ| 2 for all ξ ∈ R n , and
with ν = const ∈ (0, 1]. The elliptic equations D i a ij D j u = 0 can be formally considered as a particular case of (D), in which a ij and u do not depend on t, so that ∂ t u = 0.
The interior Harnack inequality was first proved in 1961 by Moser [M1] for elliptic equation, and then in 1964 [M2] for more general parabolic equations (D) (see Theorem 1.1 below).
The Harnack inequality together with Hölder regularity of solutions to uniformly parabolic equations in the nondivergence form Lu := −∂ t u + a ij D ij u = 0 (ND) was proved much later, at the end of 1970th, by Krylov and Safonov [KS] . See [K, GT, Li, NU] and references therein for further history, generalizations to equations with unbounded lower order terms, and various applications. The method in [KS] is based on some variants of growth lemmas, which were originally introduced by Landis [La] . In its simplest formulation (without involving lower order terms), these results for parabolic case can be summarized as follows. In the elliptic case, one can simply drop the dependence on t: a ij = a ij (x) and u = u(x). and the constant N > 1 depends only on n and ν in (U).
Theorem 1.2 (Oscillation estimate)
. Let u be a bounded solution (not necessarily non-negative) of (D) or (ND) in C 2r (Y ) for some Y ∈ R n+1 and r > 0. Then
where C r := C r (Y ).
The proof of these theorems, separately in the cases (D) and (ND), is contained in the above mentioned references. Corollary 1.3 (Hölder estimate). Let u be a bounded solution of (D) or (ND) in a cylinder C r := C r (Y ) for some Y ∈ R n+1 and r > 0. Then
where α = α(n, ν) := − log 2 θ > 0, θ ∈ (0, 1) is the constant in (1.3).
Proof. Using the estimate (1.3) with ρ ∈ (0, r/2] in place of r, we get
For each ρ ∈ (0, r], there is a unique integer k ≥ 0 such that 2 −k−1 r < ρ ≤ 2 −k r. Iterating the previous inequality and using monotonicity of ω ρ , we get
Finally, taking α := − log 2 θ > 0, we obtain
which yields the desired estimate (1.4).
More recently, Ferretti and Safonov [FS] tried to develop some "unifying" techniques which would equally applicable to equations in both (D) and (ND) forms. They found out the the growth lemmas can serve as a common ground for the proof of the Harnack inequality and other related facts, though the methods of their proof are completely different in these two cases. A natural question arises, whether or not Theorems 1.1 and 1.2 hold true, with constants independent on the smoothness of the coefficients, for solutions of mixed type elliptic equations of "mixed" type
where matrix functions a 1 ij and a 2 ij satisfy (U). It was shown [FS, Example 1.7] by direst calculation that this is not true even in the one-dimensional case, when (1.5) is reduced to an ordinary differential equation with highly oscillating coefficients.
In Section 2 we discuss this phenomenon from the point of view of homogenization theory. Namely, we use the fact that solutions of differential equations with periodic coefficients can be approximated by solutions of equations with constant coefficients as the period tends to 0. For this purpose, we need to take into consideration periodic solutions to the adjoint equation L * v = 0. As a variant of the Fredholm alternative, it is known (see [BJS, Part II, Ch. 3] , that in the class of smooth periodic functions, the elliptic equation (possibly of higher order) Lu = f is solvable if and only if f is orthogonal in L 2 to any nontrivial solution to L * v = 0, i.e. (f, v) = 0, and moreover, the homogeneous equations Lu = 0 and L * v = 0 have same number of linearly independent solutions. For elliptic equations of second order, 6) from the strong maximum principle it follows that any periodic solution must be constant. Moreover, periodic solutions to L * v = 0 cannot change sign, because otherwise we could choose a positive periodic function f such that (f, v) = 0. Then we must have a periodic solution to the equation Lu = f > 0, which is impossible by the strong maximum principle.
In Section 3, we extend the Fredholm alternative to second order parabolic equations in the class of functions which are periodic both in t and x. Finally, in Section 4, we show that even for x ∈ R 1 , the solutions of the "mixed" parabolic equations
with p = p(t, x) ∈ [ν, ν −1 ] do not satisfy the Harnack inequality (1.2) and Hölder estimate (1.4) with constants independent on the smoothness of coefficients. Note that if p = p(t) does not depend on x, then one can simply divide both sides of (1.7) by p and replace a ij by a ij /p, so that the equation (1.7) is reduced to the standard form (D). It is also known from [PE] , see also [FS] , that the Harnack inequality and other related facts are true if p = p(x) does not depend on t. One of the key observations here is that the function
under reasonable assumptions (which allow differentiation and application of the divergence theorem) satisfies
so that I(t) ≡ I(0) for t ≥ 0. This argument does not work for p = p(t, x).
We essentially use homogenization technique which was introduced by M. I. Freidlin [F] in 1964 form the probabilistic point of view. In the analytic setting, our method can be considered as an application of the method of asymptotic expansions (see [BLP, Sec. 1.2] or [JKO, Sec. 1.4] , and references therein). More recently, a similar technique was used in a more difficult (non-periodic) case by N. Nadirashvili [Nd] (see also [S] ) for the proof of non-uniqueness of weak solutions to second order elliptic equations a ij D ij u = 0 with measurable coefficients a ij .
In the parabolic case, our approach to the existence of time-periodic solutions is based on a Fredholm type argument, which was also discussed by G. Lieberman [Li1] for more general equations and domains. For our purposes, it is technically simpler that an alternative approach based on the Krein-Rutman theorem (see, e.g. [H] ).
We assume that all the functions a ij , b i , u, v, etc., are smooth enough, so that all the derivatives in our formulations and proofs are understood in the classical sense. Our goal is to show that for solutions of the equations (1.5) and (1.7), the Harnack inequality, and in fact even the estimates for the modulus of continuity, are in general impossible with constants independent on the smoothness of coefficients.
BASIC NOTATIONS: x = (x 1 , x 2 , . . . , x n ) are vectors or points in R n , |x| is the length of x ∈ R n .
The balls B r (y) and cylinders C r (Y ) are defined in (1.1). In Sections 2 and 4, S stands for the set of all smooth 1-periodic functions.
The notation A := B, or B =: A means "A = B by definition". Throughout the paper, N (with indices or without) denotes different constants depending only on the prescribed quantities such that n, ν, etc. This dependence is indicated in the parentheses: N = N (n, ν, . . .).
Elliptic equations of mixed type
In this section, S denotes the set of all smooth 1-periodic functions on R 1 . In the one-dimensional case, the Fredholm alternative for elliptic operators L in (1.6) is contained in Theorem 2.2 below. Part (II) of this theorem can also be considered as a particular case of Theorem 3.1 in the next section, when there is no dependence on t. We still give a direct elementary proof, because some of its details, such as Corollary 2.4, are used below. We precede it with a simple lemma. 
In addition to the functions a and b in the previous part (I), let a continuous function f = f (x) on R 1 be given. Then the function
Note that the functions u 0 and U in this lemma are not 1-periodic in general.
Theorem 2.2 (Fredholm alternative). Consider the linear differential equation
with a, b, f ∈ S, where a = a(x) > 0, and its formally adjoint homogeneous equation
We have the following properties. where v ∈ S satisfies (2.4)-(2.5). The solution is unique up to an additive constant.
Proof. (I) Obviously, the equation (2.4) is equivalent to
For a given initial value v(0) the unique solution to this equation on R 1 is given by the expression 8) where the function F is defined in (2.1). There is a unique choice of the constant c which guarantees the equality v(1) = v(0). In this case, since a, b, f are 1-periodic, both functions v(x) and v(x + 1) satisfy (2.7) with the same initial condition at the point x = 0. By uniqueness for the Cauchy (initial value) problem, we have
Moreover, from v(0) = v(1) = 0 it follows c = 0 and v ≡ 0. By periodicity, same is true with any point x 0 ∈ R 1 in place of 0: from v(x 0 ) = v(x 0 + 1) = 0 it follows v ≡ 0. In particular, any non-trivial solution v cannot change sign. Finally, multiplying v by an appropriate constant, we get a solution v ∈ S satisfying (2.5).
(II) For an arbitrary smooth function u, integrating by parts, or equivalently, using the identity
we obtain
We take u := U + λu 0 , where u 0 and U are defined in (2.1)-(2.2), and a constant λ is chosen in such a way that u(1) = 0. Then Lu = f and u(0) = u(1) = 0.
From (f, v) = 0 and (2.11) it follows w(0) = w(1), which in turn implies u ′ (0) = u ′ (1). Therefore, the functions u(x) and u(x + 1) satisfy the equation Lu = f of second order with same initial conditions for u and u ′ at the point x = 0. Similarly to (2.9),
The existence of a solution u ∈ S of Lu = f is proved. The uniqueness up to an additive constant follows from the fact that the differenceũ := u 1 − u 2 of two solutions of Lu = f satisfies the homogeneous equation Lũ = 0. Sinceũ is also periodic, by the maximum principle we must haveũ = u 1 − u 2 = const. Theorem is proved.
Corollary 2.3. For an arbitrary f ∈ S, there exists a unique, up to an additive constant, solution in S of the equation Theorem 2.5. Let a, b ∈ S, a = a(x) > 0, and
, and let u ε (x) be a solution to the Dirichlet problem
, where v is defined by (2.4)-(2.5). We know from (2.14) that b 0 > 0. By Corollary 2.3, there exist functions A, B ∈ S satisfying
For fixed K = const > 1 and small ε > 0, consider the functions
where .17), and the elementary equality
where
Since A and B are smooth, the derivatives (A ε ) ′ and (B ε ) ′ are of order ε −1 . Therefore, for fixed K > 1, after cancelation of terms ±L ε h K in the expression for L ε w K,ε , the remaining terms are bounded by constants independent of ε, except for a negative term −ε −1 b 0 h ′ K of order ε −1 . This term guarantees that for small
For arbitrary δ and δ 0 in (0, 1), one can choose K > 1 such that 1 ≥ h K ≥ 1 − δ 0 on [δ, 1], and then choose a small ε > 0 such that
We have w K,ε = g K,ε ≥ −δ 0 at the ends of the interval [0, 1] . By the maximum principle, w K,ε ≥ −δ 0 on [0, 1], and
Since δ 0 > 0 can be made arbitrarily small, the theorem is proved.
As an easy application of this theorem, consider the following generalization of Example 1.7 in [FS] .
Corollary 2.6. Let a 1 and a 2 be even positive functions in S such that
For ε > 0 and j = 1, 2, denote a ε j (x) := a j (ε −1 x), and let u ε (x) be solutions to the Dirichlet problems Proof. It is easy to see that the equation L ε u ε = 0 in (2.20) can be written in the form (2.16) with a(x) := a 1 (x) + a 2 (x) and b(x) := a ′ 1 (x). Since a ε j are even functions, the functions v ε (x) := −u ε (−x) also satisfy (2.20). By uniqueness, we must have v ε ≡ u ε , i.e. u ε (x) are odd functions. In particular, u ε (0) = 0, so that u ε satisfy (2.16). Now (2.21) follows immediately from the previous theorem.
Remark 2.7. The property (2.21) implies that for solutions u ε , ε > 0, to the equation (2.20) of mixed type, there are no uniform estimates for the modulus of continuity at the point x = 0. Moreover, the non-negative functionsũ ε := 1 + u ε also satisfy L εũ ε = 0 in (−1, 1), but the Harnack inequality (1.2) fails for u = u ε , Y = Y r = 0, r = 1/2, because it easily brings to a contradiction:
Remark 2.8. There is a lot of flexibility in the choice of functions a j (x) satisfying (2.19). We can assume that |a j − 1| ≤ δ 0 with an arbitrary small δ 0 > 0. For example, one can take
both functions η 1 and η 2 are even, belong to S, vanish near integers x ∈ Z, not identically zero, and η 1 has compact support in the set {x : η ′ 2 (x) > 0}. Then η 1 η ′ 2 ≥ 0, and (2.19) holds true:
Remark 2.9. The assumption (2.19) in Corollary 2.6 is sharp in the following sense: if we replace ">" by "<", then instead of (2.21), we will have convergence u ε → 0 uniformly on every interval [−δ, δ], 0 < δ < 1. For the proof of this fact, one can note that if in the formulation of Theorem 2.5, the assumption F (1) > 0 is replaced by F (1) < 0, then u ε → 0 as ε → 0 + uniformly on every interval [0, δ], 0 < δ < 1. In turn, the proof of this statement only requires substitution of the function h K in (2.18), which satisfies h
Existence of periodic solutions to parabolic equations
In this section, we discuss the existence of solutions to second order parabolic equations
1) all functions p, a ij , b j , f , and u are periodic both in t and x, a ij satisfy the uniform parabolicity condition (U) with a constant ν ∈ (0, 1], and also p = p(t, x) ∈ [ν, ν −1 ]. This requires certain conditions on these functions, which are in different situations are usually referred to as the Fredholm alternative. For elliptic equations, including higher order case, these conditions are presented from the point of view of Fourier analysis in Part 2, Ch. 3 of the book [BJS] . One can adjust the general approach there to our equations (3.1). However, since we need it only in a very particular case, we give a proof for completeness, and also as an application of the Harnack inequality. Formally, by dividing both parts of (3.1) by p, one can reduce this equation to the case p = 1, with ν 2 in place of ν. However, this is not the case with the adjoint equation L * v = 0 in (3.2) below.
Let l and l 0 be given positive constants. Denote
We say that the function u = u(t, x) = u(t, x 1 , . . . , x n ) is K-periodic if it is defined on the whole space R n+1 , l 0 -periodic with respect to t, and l-periodic with respect to each of variables x 1 , . . . , x n . Let S(K) denote the class of all K-periodic functions u(t, x) on R n+1 , which are continuous in R n+1 together with all derivatives
Roughly speaking, the Fredholm alternative states that the equation (3.1) has a solution in S(K) if and only if f is orthogonal in L 2 (K) to solutions v of the corresponding homogeneous adjoint equation
For simplicity, we assume that all the functions p, a ij , b i , u, v belong to S(K), so that we deal with classical solutions of equations (3.1) and (3.2).
Theorem 3.1. Let a ij satisfy the uniform parabolicity condition (U), p, a ij , and b i belong to S(K), and let v ∈ S(K) be a strictly positive solution of (3.2). Then for a given function f ∈ S(K), the equation (3.1) has a solution u ∈ S(K) if and only if
Proof. Let u ∈ S(K) satisfy the equation (3.1). Consider the function
By the smoothness assumptions and equalities (3.1)-(3.2), we obtain
Since all the functions p, a ij , b i , u, v are l-periodic with respect to x i , x j , after applying Fubini's theorem and integrating by parts, the terms with a ij and b i cancel and we get
The function I(t) is l 0 -periodic, because u and v are l 0 -periodic with respect to t. This implies for an arbitrary T T +l0
In particular, taking T = 0, we get the desired equality (3.3), and the theorem is proved in one direction. For the proof in the opposite direction, fix a function f ∈ S(K) satisfying (3.3), and let u 0 = u 0 (t, x) be a bounded solution to the Cauchy problem
It is well known (see, e.g. [Fr, LSU] ) that there exists a classical solution to this problem, which is unique in the class of bounded functions. From the uniqueness and l-periodicity of p, a ij , b i , f with respect to x k , (k = 1, . . . , n), it follows that u 0 (t, x + le k ) ≡ u 0 (t, x), i.e. the solution u 0 is also l-periodic with respect to x k . Note that we did not use periodicity with respect to t in the proof of the equality (3.5) for the function I(t) in (3.4). Hence the same equality holds true with u 0 instead of u, namely,
In addition, we have I(0) = 0 and the equality (3.3). Therefore,
Moreover, since f and v are l 0 -periodic with respect to t, the function I ′ 0 (t) is also l 0 -periodic, and we obtain
Further, consider the functions
for k = 0, 1, 2, . . .. Since all the given functions are l 0 -periodic with respect to t, we have
We want to show that the functions u k converge uniformly on R n+1 + to a solution u ∈ S(K) of the equation (3.1). For this purpose, we will use the estimate for oscillation similar to (1.3) applied to the functions w k . Denote
By the maximum principle and l-periodicity with respect to x 1 , . . . , x n , we have
Without loss of generality, we can assume that l 0 = 4r 2 (using rescaling t → const · t if necessary).
+ . Note that in Theorem 1.1, the Harnack inequality is formulated in a simplified form, simultaneously for divergence without lower order terms b i , with a constant N depending only on n and ν. In fact, it is true for more general equations (3.1) with N depending also on r and on the constant M ≥ |b i | (see [KS, K, Li] ). Therefore, the estimate (1.3), osc
is also true with a constant θ ∈ (0, 1) which does not depend on k. Further, from (3.8) it follows
Combining together the previous relations, and also {l 0 } × K 0 ⊂ C r (Y ), we find:
Moreover, by virtue of (3.7),
Since p, v > 0, the functions w k must change sign on R n+1 + unless u k (0, x) ≡ 0. This guarantees the estimate
For k ≥ 1, we have u k = u 0 + w 0 + w 1 + · · · + w k−1 . The estimate (3.9) implies that u k is a Cauchy sequence, so it converges uniformly on R n+1 + . In addition, Lu k = f in R n+1 + for all k. By standard results in the theory of parabolic equations with smooth coefficients, the limit function u = u(t, x) is smooth and satisfies Lu = f in R n+1
This means that u(t, x) is l 0 -periodic with respect to t, and therefore u ∈ S(K). The theorem is proved.
Parabolic equations of mixed type
We consider second order parabolic equation (1.7) in the case x ∈ R 1 :
Here p = p(t, x), a = a(t, x) ∈ [ν, ν −1 ] for some constant ν ∈ (0, 1], and the indices t and x indicate differentiation with respect to the corresponding variable: u t := ∂ t u, u x := ∂ x u, etc. Our goal is to show that in this case, the Harnack inequality (Theorem 1.1) and the Hölder estimate (Corollary 1.3) fail in general. For simplicity, we assume that all the functions in this section are smooth, so that all the derivatives are understood in the classical sense. We can rewrite (4.1) in the form Lu = −pu t + au xx + bu x = 0, where
Without additional smoothness assumptions, we do not have control of the coefficient b. Nevertheless, if we assume that all the given data are periodic in both t and x, then we still can use the Fredholm alternative result in Theorem 3.1: the equation Lu = f has a periodic solution if and only if (f, v) = 0, where v = v(t, x) is a strictly positive solution of the adjoint equation
This result is reduced to more elementary Theorem 2.2 if we assume that p, a, u, v are functions of one variable y := t + x. In order to comply with Section 2, we keep same notations for these functions as in (4.1)-(4.3), where they are functions of two variables t and x. Then the above equalities are simplified as follows: Obviously, we can make v close to 1, a ′ v close to 0, and choose p ∈ S close to 1 from the identity av ′ + pv ≡ 1, (4.8) which in turn implies (4.5).
We remind that by Corollary 2.3, for an arbitrary f ∈ S and f 0 := (f, v), the equation Lu = f − f 0 is solvable in S. Proof. Note that U ε is a solution to the transport equation
. (4.13)
then by uniqueness, we must havẽ u ε ≡ 0 on C 1 (Y ε ) ∩ {t ≤ 0}, andũ ε ≡ u ε on C 1 (Y ε ) ∩ {t > 0}.
