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A hybrid video processor was constructed for use in measuring rainfall 
in convective storms. After the processor was tested in the laboratory, it 
was used to collect data on two convective storms. Data were collected on 
3 days, but on only one day did storm systems occur over the nearby raingage 
network where comparative rainfall data were available. The data were avail-
able. The data for these storms were analyzed to study relationships between 
reflectivity and rainfall. An attempt was made to correlate reflectivity with 
rainfall measured at the ground using a time-space displacement technique 
for the radar data. A comparison of total water accumulation is also made. 
Reflectivity variability described by a number of parameters was investigated. 
ii 
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INTRODUCTION 
This report presents various information on a hybrid video processor 
designed, developed, and tested in Illinois over the past 2 years. This 
processor combines analog integration with digital recording and was designed 
to obtain a large volume of digitized samples useful in radar-rainfall analyses. 
In the introduction various other means of obtaining signal integration elec-
tronically are discussed to illustrate the history of various other processors 
developed in the past 20 years. The technique of integration, the Illinois 
Preprocessor, the operations and data, and the analytical techniques employed 
are then presented. Results concerning the temporal variability of the resulting 
reflectivities and those from a limited radar-rainfall comparative study are 
discussed in detail, followed by conclusions and recommendations. The Appendix 
contains a very detailed discussion of the Illinois Processor. 
The statistical behavior of radar reflectivities of meteorlogic targets 
is well known, and it is generally agreed that the average of a number of in-
dependent samples of the measured target intensity is needed to make an esti-
mate of the true average target intensity. Since meteorological targets have 
a large dynamic range, logarithmic receivers are often used to observe them. 
Intensity level (L), the logarithm of intensity, varies in a statistically 
random manner also. To obtain a good estimate of the true average intensity 
level (LO), a number of independent samples must be included in the average 
(L a v g). When a sufficient number of independent samples are included in Lavg, it 
converges to a value that is related to LO by the equation: 
The convergence limits, confidence limits, and relationships of Lavg and LO 
are described by Smith (1964). This statistical behavior of reflectivity 
requires that some sort of averaging be performed before reflectivity measure-
ments can be used for quantative analysis. 
Before the need for signal integration was completely understood, and to 
some extent later, radar data were collected by photographing range height 
indicators (RHI) and plan position indicators (PPI) of unprocessed video. This 
method provided some signal averaging by the cathode ray tube phospor and by 
the film. The inherent problems with this method are that the integration 
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process is not only difficult to control, but it is not reasonably described 
mathmatically so there is little quantitative measure of the integration pro-
cess. This method is accurate to only ±5 db under the best conditions, as 
shown by Austin (1969). If radar is to be used as a quantitative tool in 
meteorology, some better means of measurement had to be devised. 
Many approaches have been taken to improve measurement methods. Among 
the first were the range integrators. These were different types of low 
pass filters used in the video circuits to provide some range averaging at 
the expense of range resolution. In general, these devices provided an aver-
age composed of only a few samples. The range integrators also were used in 
conjunction with other equipment to obtain values for I and L . One such 
avg avg 
device was the area integrator developed by Farnsworth and Mueller (1956). 
This integrator used a low pass filter to average the range corrected video. 
The video was gain stepped and then constant areas over the study area (rain-
gage network) where the video exceeded a preset threshold were summed. These 
areal blocks were given different weights according to the video gain step. 
The total count reflected the total rainfall over the network with no indica-
tion as to the distribution. 
Another early means of performing the desired integration was the pulse 
integrator developed by Williams (1949). In this device a range of interest 
was gated from the video and fed to a "box-car generator". This circuit 
sampled the amplitude of the video at the range in question, and maintained 
this voltage for a period of time equal to the time between transmitter pulses. 
The box-car video was then passed through a low pass filter to derive a voltage 
proportional to the average signal level. The properties of the low pass filter 
and the radar pulse repetition frequency determined the number of samples in 
the average. The major drawback was that only one range at a time could be 
investigated. The present hybrid integrator in a sense is 50 pulse integrators 
operating simultaneously. 
A later approach to integration used a quartz delay line. The radar 
transmitter was synchronized with the delay line recirculation rate. A por-
tion of the new signal was added to a portion of the recirculated signal and 
the sum was recirculated through the delay line. The first of these integrators 
used an amplitude modulated RF carrier to drive the delay line. This type of 
integrator was limited in range resolution, and the number of samples used 
in the average was limited to about ten because of the instabilities inherent 
-3-
in the analogue circuits. An improved version of this integrator using FM 
modulation reduced the stability problem, and more samples could be used in the 
average. Both of these approaches were used at MIT, as outlined by Austin 
(1969). 
A variety of digital integrators has been used to observe meteorlogical 
targets. The Area Precipitation Measurement Indicator (APMI), developed by 
the United States Army Electronics Command, digitized the peak logarithmic 
video (maximum intensity level) in each range block. This device summed up 
to sixteen samples in each block, the number of samples summed being deter-
mined by operator controls. The sum was divided by shifting the binary word, 
and then the averaged value was stored in a rectangular coordinate array 
memory. The stored value was then displayed on a memory type cathode ray 
scope and photographed. Although the maximum intensity level in a range block 
may be a better estimator of LO for a small number of samples, Lavg is pre-
ferrable when more than ten samples are used in the average to obtain an 
estimate of L . Also an average containing more than 16 samples is needed 
in most quantative work. The APMI did provide immediate operational data, 
which was its purpose, but the need to photograph the data did not make the 
APMI easily adaptable as a research tool. 
Another digital device, which was developed at M.I.T., (Austin, 1969), 
is a block integrator that uses a delay line as a memory. Logarithmic video 
in a range block is digitized and added to previous data from the same block. 
After the addition, the new sum is recirculated in the delay line. When the 
desired number of samples have been obtained, the data is normalized and range 
corrected. These data are then ready for display and recording. The need to 
synchronize the radar transmitter to the integrator delay line is inconvenient 
if there is need to use the integrator on more than one radar, or if there is 
need to use the radar for other purposes. 
A more flexible device was developed at the South Dakota School of Mines 
and Technology by Smith and Boardman (1968). Logarithmic video is averaged in 
range blocks by a radar echo profiler manufactured by Arthur D. Little, Inc. 
The radar echo profiler is an analogue integrator similar to the device described 
by Lhermitte and Kessler (1965) and mentioned in the next section. The output 
of the profiler is digitized and either stored on digital magnetic tape or used 
by a PDP-8 general purpose computer to provide real time data. 
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INTEGRATION TECHNIQUE 
The Illinois Processor described in the Appendix is similar to the Weather 
Radar Signal Integrator (WRSI) developed at the National Severe Storms Labora-
tory and described by Lhermitte and Kessler (1965). Both devices are hybrids, 
combining analog integration methods with digital recording methods. In both 
devices the integration is performed by a one dimensional array of contiguous 
range blocks. Each block is an exponential averaging analog circuit that is 
active only during one range time period. 
The integration is performed in both processors by charging a memory capac-
itor through a resistor driven by the logarithmic video. The charge on the cap-
acitor is a measure of Lavg. The WRSI uses a bipolar transistor to perform 
the analog gating which divides the range dimension into blocks. Since this is 
a unidirectional gate, a drain resistor is used to fix the discharging integration 
time; the charging integration time is controlled by another circuit. In the 
IP a field effect transistor (FET) performs the analog range gating. Since 
FET's are symmetrical, one circuit controls the total integration time. 
The WRSI accomplishes readout by interleaving data collection and data 
conversion. The system timing is controlled by the radar PRF. As data is con-
verted it is stored in a buffer and then recorded when the buffer is filled. 
The preprocessor has separate timing for data acquisition and data recording. 
The acquisition timing is controlled by the radar PRF. The recording timing 
is controlled by the recording device which is an IBM 7300 digital magnetic tape 
unit. Separating the timing of the two processes was accomplished by adding 
a separate FET analog gate to each range circuit for readout. When a recording 
cycle starts, data is converted and recorded at the tape recording rate so that 
no buffer is needed. 
The major differences between the WRSI and the IP are the bidirectional 
analog gates used in the IP as opposed to the unidirectional analog gates used 
in the WRSI, and the addition in the IP of a readout gate in each range block, 
allowing the complete separation of the acquisition and recording timing systems. 
The WRSI which uses bipolar transistors for the analog gates requires coinci-
dence in the acquisition range timing and the current range block conversion, 
resulting in a slow down of data acquisition. The additional readout gates of 
the IP allow data conversion and recording regardless of the acquisition range 
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timing. The basic clock rate of the acquisition circuit is 186.2 KHz (0.5 
statute miles), whereas the conversion-recording clock rate is 20 KHz, as re-
quired by the digital tape unit. 
THE ILLINOIS PROCESSOR 
Pages 5, 7, and 9 in the Appendix are block diagrams of the Illinois 
Processor, hereafter called the Processor. To test the Processor, a video 
square wave was used in place of the logarithmic receiver output. Photograph 
#1 in Figure 1 is the result of this test. Trace A is the simulated video in-
put. Trace B is the integrated video input as viewed on the input video buss 
shown in Figure 1A on page 5 of the Appendix. The fifty range blocks were 
delayed to the center of the picture. Traces A and B are 0 to 2 volts and the 
square wave frequency is 10 KHz. Trace C is the video on the output buss of 
Figure 1A in the Appendix. The voltage is from 0 volts to about 2 volts and 
each of the fifty sampling periods is 50 microseconds long. The total sweep 
time is about 2.5 milliseconds. During operations this voltage is digitized 
and recorded. Traces A and B were synchronized with the transmitter pulse 
(PRF is 931 pulses per second), and trace C was synchronized with the record-
ing cycle. 
Photographs #2 and #3 (Fig. 1) illustrate tests of the integration pro-
cess of the IP. Every 24 transmitter pulses a 2 V video pulse was applied 
to the input. The input was 0 V for the rest of the time. Photograph #2 is 
a picture of the 24 pulse cycles, and photograph #3 is a picture of the 2 V video 
pulse portion of that cycle. A similar test was used to obtain the measurements 
of the performance as described in paragraph 1 on page 12 of the Appendix. The 
integration process fulfills the design requirements. 
The data recorded on digital tape by the Processor is the integrated 
video signal from a logarithmic receiver. Since it was difficult to match 
all the analog gates, a calibration scheme was adopted. To correct for the 
differences between range blocks, a calibration for each block was recorded and 
computer analyzed. The results were entered into the analysis programs for use 
as corrections. Corrections for range were also done by computer analysis 
rather than to use analog range correction. Also, the correction for measuring 
L as an estimate of L was made during the computer analysis. Paul avg o . 




A A Input video 
B B Integrated input 
video 
C C Output (sampled) 
video 
Photograph #2 
Integration process left most 
Photograph #2 
Integration process: left most 
pulse is the 2 V video pulse ap-
plied to the 50 range blocks; the 
next 23 are the residual levels of 
the 50 range blocks on successive 
sweeps. 
Photograph #3 
Expanded view of the video 
pulse in photograph #2 
Figure 1 
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the confidence limits of measured estimates of intensity level. The relation 
between Lavg and Lest is: 
Since the Processor was intended for use as a research tool and not an opera-
tional tool, no real time data was generated. 
Real time data displays could be generated with a little additional effort. 
The major difficulty in producing a quantitative real time display is the differ-
ences in calibration constants for the different gates. Either a more careful 
preselection of the gating transistors would be required or individual gain 
trimming potentiometers on each channel would be required. The latter method 
has been employed by the South Dakota School of Mines and Technology and by 
NSSL. 
At present, the minimum time to produce quantitative data is dependent 
upon the available computer facility. At this university facility, results 
could be obtained between three and six hours after the digital tape was 
completed. The tape is not dismounted from the recorder until it is full, or 
the storm is over. When the Processor was first conceived, real time data 
was considered to be desirable but not essential. 
When the Processor was being developed, a decision to use discrete cir-
cuitry was made on the basis of economy. Later this decision proved to be 
poor. The integration section was completed using discrete circuitry, and 
then the rest of the Processor was constructed from integrated circuit resistor 
transistor logic (RTL) and integrated circuit diode transistor logic (DTL). 
This latter section has proved much more reliable. The analog gates in the 
integration section required careful selection and handling. Some of the gates 
did not meet the requirements of the Processor even though they met the miminum 
manufacturer's specifications. Some of the gates were destroyed or degraded 
by handling, but this problem was solved after establishing careful handling 
procedures. 
EQUIPMENT DELAYS 
The f i r s t recording medium considered for the Processor was an eight-column 
paper tape punch which operated at 60 characters per second. This device would 
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have limited the Processor data collection rate to a slower rate than the theore-
tical rate for well-integrated data, but the paper tape punch was available. 
In May 1969, a surplus IBM 7300 digital magnetic tape unit became available. 
Incorporation of this device allowed the Processor to operate at its maximum 
rate, but required the redesign of the data conversion and recording circuits. 
These circuits were redesigned, and the radar interface and housekeeping data 
generators were designed and built. A digital clock that provided the day, 
hour, minute, and second also was completed. A ten-bit gray code azimuth 
angle encoder was installed in the radar pedestal. Since the first usage 
was to study surface rainfall rate-radar reflectivity relations, the radar was 
operated at zero degree elevation and no elevation encoder was necessary. 
In the summer of 1969 the first of several long delays on delivery of com-
ponents occurred. Integrated circuit plugs needed to complete the conversion, 
to magnetic tape were ordered in July 1969 but not received until February 1970. 
No vendor could provide better delivery dates than the selected vendor. 
An order was placed with a business machine company in October 1969 for ac-
cessories and cables for the digital tape recorder. The local representative 
quoted a 90-day delivery time for the tape unit interconnection cables. At the 
end of May 1970, all accessories for the tape unit had been delivered, but the 
cables had not been delivered; furthermore, the local representative could not 
give a delivery date. The cable order was canceled and material was ordered to 
construct the interconnecting cables. This required using available connectors 
and partially rewiring the tape unit. The final cabling for the radar inter-
face was delivered in April 1970. Since the last items completed were the tape 
unit cabling, the tape unit could not be tested until this was complete. 
Contrary to its description in the surplus report, the tape unit was not 
operational when it was received. After the system was complete, tests on the 
tape unit revealed defective semiconductors, worn tape transport parts, and 
misaligned drive parts. After repairing and correcting some of the difficulties, 
an IBM serviceman was called to repair and adjust parts of the tape transport 
that required trained service personnel to complete. 
After the tape unit was finally operating, the first attempts were made 
to collect data in August 1970. When the tapes of data were taken to the Univer-
sity computer facility, the tape format proved to be incompatible with the IBM 
computer system. It was then discovered that the format specified by available 
manuals was incomplete, and information obtained from the computer facility was 
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was in error. The correct information was obtained from an IBM engineer, and 
the recording circuitry was then changed to produce an IBM compatible recording 
format. After this problem was solved, data were successfully collected and 
read on the University computer system. 
When data could finally be collected funds had been expended and operations 
were limited to September 1970 and data collection occurred on 3 storm systems. 
Two of the three storm systems did not pass over the operating part of the net-
work. This left radar data on one storm system that could be compared with the 
network rainfall data. 
DATA COLLECTION 
Numerous unavoidable delays in the construction of the Processor, which 
are enumerated in an earlier section of this report, led to its completion at 
the time funds for this contract had been depleted. However, a data collection 
period in August-September 1970 was accomplished using support from other grants 
and the State of Illinois for the radar operations , raingage network operations , 
analyses of the data, and preparation of this report. This funding situation 
restricted the data collection period to 3 days in September 1970. Unfortunately, 
on only one day did convective storms occur over the 225-square-mile network 
during radar operations. These data are those analyzed and discussed in this 
report. 
On September 3, 1970 a storm system crossed the raingage network. Data were 
collected on this system from 1250 hours to 1325 hours , by which time all radar 
echoes had moved over or disappeared from the 255-square-mile network. Part of 
the raingage network had been closed down, but this 255-square-mile portion 
of the network was kept operational to provide data for this research. The 
raingages were weighing bucket recording gages using 6-hour charts and 12-inch 
orifices. 
Within the area of interest there were 25 raingages located in a 5 by 5 
array with three miles between gages. Figure 2 is a drawing of the area of inter-
est including the raingage network. For analysis the network was divided into 
25 squares, 3-miles on a side. Each square was subdivided into 9 subsquares 1-
mile on a side. The subsquares were numbered from 1 to 9 as shown in Figure 2, 
and the squares contain the gage number. Since the raingage network was set 
out on a statute mile grid before this investigation, the analysis of this work 
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Figure 2. Raingage square and 9 sub-squares 
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was done using statute miles as a unit of measurement. The use of mile here-
after means statute mile. 
The radar used in the investigation was a CPS-9/XE-2 weather radar. The 
CPS-9 is a 3 cm. radar that has an antenna beam width of 1 degree. Peak output 
power for short pulse operation was 135 KW. Short pulse (0.5 µs pulse length) 
was used throughout the investigation. The pulse repetition frequency was 
931 pulses per second. The antenna elevation remained at 0.0 degrees for the 
entire investigation, but since no data from less than 24 miles was of interest, 
ground clutter was not a problem. 
The Processor utilizes a logarithmic receiver from the WSR-57. The video 
output from this receiver is averaged by the integrator section of the Processor. 
The integrator section contains 50 identical analog circuits which represent 
50 contiguous range blocks each of which is 0.5 mile long. The range chosen for 
the first block is selectable, in 8-mile increments, from 16 miles to 72 miles. 
The remaining range blocks are contiguous with each block 0.5 miles further in 
range than the preceding block. 
A range block length of 0.5 mile provides poor resolution for observing 
convective rainfalls as shown by the results obtained. The l-degree beam width 
of the CPS-9 radar is. 0.4 mile wide at a range of 24 miles and 0.7 mile wide 
at a range of 42 miles. Thus, the range resolution is better than the azimuthal 
resolution for the majority of the area under investigation. Reducing the range 
block length would be beneficial if the beam-width of the radar. could be simul-
taneously narrowed, thus improving the aximuthal resolution; however, this is 
difficult and expensive. 
The integration time of this Processor is fixed and the integration includes 
30 separate transmitter pulses. Because time to independence of measurements 
of a volume in space is related to the shuffling rate within the volume, not 
all the pulses are independent. This turbulence or mixing is related to the 
radar Doppler spectrum, as noted by Lhermitte and Kessler (1965). For standard 
deviation of the Doppler spectrum of 0.7 m/sec, the time to independence is 
about 10 milliseconds. Therefore, in 30 transmitter pulses, about 3 pulses 
are independent. The time to independence would limit the antenna azimuth vel-
ocity to an unaccpetably slow rotation unless some range integration also occurs. 
In range the time to independence is half the transmitter pulse length. Since 
the CPS-9 pulse length is 0.5 micorseconds, and since the range block is about 
5 microseconds long, each transmitter pulse produces 20 independent samples 
in each range block. Unless the rain is homogenous throughout the range block, 
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the samples are taken from separate populations and the result is in error. 
Since raingage data show correlations of +0.85 between points separated by 0.5 
mile, the error normally should not be severe. Combining the effects of range 
and time integration, the measurement of Lavg includes a minimum of 60 independen 
samples. This measurement, plus correction for averaging the logarithm of inten-
sity, yields a value for Lest within ± 2db of Lo at the 95% confidence level. 
This analog estimate of Lo is then digitized and recorded, along with the house-
keeping date, on IBM compatible digital magnetic tape. 
Radar data consisting of photographs of the PPI using gain-stepped video 
were collected simultaneously with the processor operation. These data were used 
to calculate total water accumulation and average rainfall rate over the network, 
and to draw echo shapes for comparison with Processor data. 
ANALYTICAL TECHNIQUES 
Three forms of data were available. The digital data on magnetic tape, 
which was produced by the Processor, was in a suitable form for computer ana-
lysis. The radar film data required more manual handling since a film scanner 
was not available. This film was developed, and then it was used to trace echo 
outlines of the gain-stepped video. The tracings in turn were used for numerical 
calculations and to compare echo characteristics, using unprocessed video, with 
those observed using reconstructions produced from Processor data. The raingage 
data was also in a form not easily adaptable for numerical calculation. These 
data, which consist of continuous data on 6-hour raingage charts, were digitized 
and recorded on punched cards using an Auto-trol 4300 digitizer to perform the 
data conversion and recording. After these preliminary steps, all three forms 
of data were in a standard IBM compatible form, either punched cards or digital 
magnetic tape. 
The first use of the Processor digital tape was to produce maps of the 
echoes. The data were placed on the Processor tape in a manner such that 
each record contained 54 characters of data. Fifty characters of these data 
were measurements of the returned power (Pr) from each of the fifty 0.5-mile 
range blocks. Another character was used to indicate the azimuth at which the 
power measurements were taken. Other data included the date, time, and range 
at which the first measurement was taken. These data were listed so as to pro-
duce a digital map similar to a radar type range-azimuth scan (B-scan). Figures 
3, 4, and 5 are samples of these listings. For example, the first line of the 
listing (Fig. 3) contains information about the date (day number 246), the time 
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Figure 3. B-Scan L i s t i n g of Processor Data 
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Figure 4. B-Scan Listing of Processor Data 
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Figure 5. B-Scan Listing of Processor Data 
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(hour 12 and minute 50), the range of the first measurement (24 miles), and 
the range block size (0.5 mile). The AZIMUTH column is the antenna pointing 
position, while the SEC column is time information indicating the second dur-
ing which the measurement was made. The numbers in the map are measurements 
of Pr. The left measurement is at a range of 24 miles, and each successive 
measurement is for each 0.5-mile further out in range. A dash indicates the 
average Pr was below the lowest conversion level. This level was set just 
above the noise level so the number 1 represents the minimum detectable sig-
nal, or sometimes noise. The numbers in the map progress from 1 through 9 
and then from A through V representing 31 levels of Pr each progressively 
greater. The levels are 2.5 db apart resulting in a dynamic range of about 
70 db (which is greater than the dynamic range of the receiver). 
These listings were used to graphically reconstruct the echo shapes of 
the observed storms. Since each number in the map represents the average 
P from a range block, and since each range block was 0.5 mile in length and 
varied from 0.4 to 0.7 mile in width, the variations in Pr with position tend 
to be smoothed. These reconstructions are shown in the two bottom maps of Figures 
5, 6, and 7. The 2 top maps of these 3 figures are tracings from the photo-
graphs of the gain-stepped PPI display. An attempt was made to draw the iso-
echo lines in the reconstructions for the same levels of Pr as shown from the 
film data, but because the Processor produces discreet data and each gate 
sensitivity is necessarily the same, the isoecho lines are only approximately 
equivalent. 
These figures were used to calculate the velocities of the echos. The 
displacement of the centroid of each echo was measured at the 5-minute inter-
vals represented in Figures 6, 7, and 8. The velocities of the echoes did not 
vary significantly over the 20-minute period, and both the Processor and film 
data yielded echo velocities of 35 miles per hour from an azimuth of 232 
degrees for both echoes shown. 
It can be readily noticed that the Processor smooths the echo edges 
significantly. The levels depicted are as nearly as possible to the same 
sensitivity level, but nonetheless, some differences may exist. At 1256 (Fig. 6) 
in the southeastern echo, a Y-shaped channel of no echo lies within the echo 
area on the photograph. This is not evident in the processed data. In both 
cases there are three inner contours or cores. 
A valid question exists as to which of these depictions best represents the 
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Figure 6. Comparison of Echo Shapes from Processor Data and 
PPI Photographs 
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Figure 7. Comparison of Echo Shapes from Processor Data and 
PPI Photographs 
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Figure 8. Comparison of Echo Shapes from Processor Data and 
PPI Photographs 
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natural rainfall patterns. The answer to this question cannot be derived 
from internal comparisons, and since both techniques possess so much greater 
resolution than the raingages, a comparison with the raingage data (gages 
spaced at 3-mile intervals) is without profit. One may argue that the lack 
of controlled integration in photographic recording produces erratic contouring 
just due to poor estimation of intensity. The apparent spatial continuity of 
the Y channel at 1301 suggests that this possibility is remote. Likewise the 
loss of range resolution by the integration technique may tend to cover such 
small perturbations in intensity. Again, this should not have happened on the 
upper portion of the Y which was essentially along a radial from the radar and 
should have been visible under range integration. 
Although in all the calibration steps the Processor was 1 to 2 db more 
sensitive than the photographic recordings of the PPI display, the absences of 
the Y-shaped channel in the preprocessed data may or may not be due to sensiti-
vity differences. Thus, one is left with the observation from limited data 
that one of the techniques is producing a poor estimate of the mean intensity. 
After more data are collected a definitive answer as to which is most valid 
should be determinable by comparison of patterns with raingage isohyets from 
a denser network. However, on the limited data available at this time, it is 
not possible to show which pattern and data are most appropriate. It is believed 
that the processor pattern will eventually be shown to be best. 
TEMPORAL VARIABILITY OF REFLECTIVITY 
One intense portion, or core, of the northwest storm (labled A on Figs. 6, 
7, and 8) was followed for 6 minutes and 24 seconds of its lifetime using the 
B-scan listings. The reflectivity (Z) of the core was recorded and then graphed 
as a function of time (Z(t)), as shown in Fig. 9. Since the integration was 
performed over a block approximately 0.5 mile square, the Z values obtained 
are smaller than the peak values within the blocks. The values of Z were cal-
culated from the measured Pr using the radar equation derived by Probert-Jones 
(1962) 
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As an illustration, the largest value of Z averaged over 1 square mile for 1 
minute was 42.2 dbZ. The largest value of Z measured in any one range block 
during that time was 48.1 dbZ. The largest value of Z calculated from the 
raingage data taken near the same time was 49.4 dbZ. This value of Z was cal-
culated from a 2-minute average rainfall rate at a raingage using the Mueller 
and Sims (1966) rainfall-reflectivity relationship for Illinois. 
This single observation would support the contention that the basic block 
size of the Processor is a reasonable size with respect to a time resolution 
of about 2 minutes, for raingages. However, it should also be noted that using 
a single raingage measurement to represent an area as large as 9 square miles 
(the density of the network used in this study) is obviously inadequate if time 
resolutions as short as 2 minutes are applied to the data from raingages. 
The data used to construct Fig.9 was also used to compare the projected 
location of a storm core, with the later location of the core. The velocity 
of the centroid was used as the storm velocity, and the position of the core 
at 1250 hours was taken as the starting point. For all data the maximum Z 
occurred within one range block or one beamwidth of the predicted location. 
Moreover, the difference between the predicted and actual locations did not 
increase with time although the comparison was made at 12 second intervals 
over a 10-minute period using the location of the core at 1250 hours to pre-
dict all later locations. 
Thus, at least in these storms on 3 September 1970 the morphology of the 
echo remained reasonably stable for relatively long periods of time. This 
important finding, if supported by future data, permits utilization of the 
positions of the maximum Z block at various times for the calculation of total 
cell velocity. It is much easier to implement the velocity calculation on 
this basis rather than requiring that some other parameter such as the centroid 
of the echo to be calculated and motion of the centroid observed. In more 
complex situations the existence of 2 or more separated blocks with the same 
values of Z would require a more refined approach. 
Fig. 9 also indicates the sharp gradients of Z to be expected in short 
periods of time. The largest gradient observed was 12 dbZ per minute, and the 
largest 2-minute average of the gradient was about 8 dbZ per minute. This 
Figure 9. Cell Intensity Versus Time on September 3, 1970 
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data emphasizes the need for good time resolution when observing convective 
storms. Sampling times as short as 4 or 5 minutes may be inadequate. 
Using the B-scan listing, the variation of Z with time in 4 contiguous 
ranges blocks at one azimuth was observed. The aximuth was 283 degrees. 
A graph of Z for the 4 range blocks is shown in Fig. 10. The northwest echo 
was moving 0.36 miles per minute across this azimuth and it was moving at 
0.46 miles per minute toward the radar along the radial; these velocities were 
calculated from the average velocity of the echo centroid. The temporal grad-
ient in a particular range block reach 18 dbZ per minute with a l-minute average 
of 12 dbZ per minute. The data used in Fig. 10 was chosen at a time when a core 
of the northwest echo was approaching and crossing the chosen azimuth. During 
the time the graph represents, the maximum Z of that core varied less than 
3 dbZ. 
In Fig. 11 the spatial gradient of Z is graphed for the difference of the 
four contiguous range blocks. The open symbols represent positive gradients, 
and the filled-in symbol represent negative gradients. Some 1-minute averages 
for the spatial gradients were 49 dbZ per mile, with values as large as 53 dbZ 
per mile. These values are conservative considering they were calculated from 
averages over an area about 0.5 mile square. The resolution of the Processor 
tends to smooth the data. 
TEMPORAL AND SPATIAL RELATIONS 
OF ECHOES AND GAGE RAINFALL 
Rainfall occurred at 7 of the 25 operational raingages on 3 September 19 70. 
To analyze the Processor data in the area of interest, a 21-mile square with 
the raingage network centered in it, was divided into a 21 by 21 array of 1 mile 
squares. Each raingage was centered in the 9-subsquare block, which puts the 
gage in subsquare number 5 (Figure 5)., 
The Pr data on tape was converted to values of Z by the Probert-Jones 
radar equation (page 20). These values of Z were then converted to average 
rainfall for a range block by the Z-R relation for Illinois (page 21). For 
each subsquare the radar-indicated rainfall rate was obtained by averaging the 
calculated rainfall rate in all of the range blocks contained within each sub-
square during each minute. These values were punched on to IBM cards. The 
total water accumulations for each storm and for the network were calculated 
at the same time from the average rate for each subsquare. 
Figure 10. Reflectivity in 4 Contiguous Range Blocks on September 3, 1970 
Figure 11. Reflectivity gradients Between Range Blocks on September 3, 1970 
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The rainfall rates punched on cards for each subsquare were then used to 
calculate time lag and spatial displacement correlations between the rainfall 
rates, as calculated from the Processor data, and those calculated from the 
raingage data. Errors in the raingage clocks, of ± 5 minutes, and the small 
displacements of the raingages from the centers of the blocks are problems 
that are difficult to treat in the analysis. The immediate effect of these 
"errors" would be to reduce the correlation coefficients calculated for this 
analysis. 
Table 1 is a list of the correlation coefficients for time lags and spatial 
displacements for the two combined, storms data. Table 2 contains the same 
results for storm 1, and Table 3 is the same results for storm 2. In all but 
a few places in these three tables, time lagging the radar data with respect 
to the raingage data reduced the corrleation. It is possible that a time lag 
smaller than one minute would be beneficial. 
Considering Table 1, the highest individual subsquare correlation is with 
subsquare 8, (south-central), although it is not markedly better than subsquare 
7 (southwest). Thus, with no time lag the best correlation was obtained between the 
raingage and the subsquare centered 1 mile directly south of the raingage. The 
echoes had a component of motion toward the north but had a greater component 
toward the east. 
The results of Table 3 for the southeast storm may be as one would expect. 
A high correlation was obtained for subsquare number 5 (over the raingage) with 
a 2-minute lag of the radar data. This 2-minute lag of the radar data would represent 
a drop fall of about 600 meters if an average fall speed of 5 meters per second 
is assumed. An equally high correlation is obtained with no time lag and subsquare 
number 8, and the highest was with subsquare 7 and time lag 4. The existence 
in both the combined as well as in the individual echos of high correlations with 
subsquare 8 is surprising. On the basis of this data no conclusion can be reached. 
It is encouraging to note that when the entire 9-square-mile area is considered 
(Tables 1-3), the correlation is usually higher than for any one subsquare. This 
indicates some hope of obtaining good correlation with point measurements. The 
effect of increasing correlation with the large radar area may be physically 
explained in terms of the areal dispersion of the water between the beam mea-
surement aloft and the ground, and the need for allowing for the differences in 
the resolutions of the two measurements. The raingage represents a specific point 
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Table 1. Correlation coefficients for combined storms with 81 
(2-minute) samples from all 7 gages with rain 
Table 2. Correlation coefficients for storm 1 with 46 (2-minute) 
samples from 4 gages with rain 
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Table 3. Correlation coefficients for storm 2 with 35 (2-minute) 
samples from 3 gages with rain 
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measurement with relatively poor time resolution (2-minute) compared to radar 
sampling. The processed radar data on the other hand represent reasonably 
high time resolution but poor spatial resolution. Apparently better correla-
tions can be obtained when the larger areas are used with the radar data 
because of a tendency to reduce the range of the variable by the preliminary 
averaging. In none of these cases can the 3-cm attenuation be responsible for 
the poor correlations since there were no intervening storms. 
Figure 12 is graphs of the measured and calculated rainfall over the 
raingage networks. The first graph is for the northwest storm, the second graph 
is for the southeast storm, and the third graph is for the storm system. It 
is difficult to draw conclusions from the small amount of data used 'to construct 
the graphs, but the processor data seems to show a better temporal agreement 
with the raingage data than the film data does. 
CONCLUSIONS AND RECOMMENDATIONS 
The data Processor was made to operate in the manner in which it was de-
signed. The amount of data obtained is woefully inadequate to permit the 
types of analysis required to properly assess the usefulness and accuracy of 
the Processor. Though the amount of data is limited, the accuracy of the Proces-
sor appears to be higher than the earlier stepped-gain method. Importantly, 
the analysis time is reduced significantly. 
Possibly, the most significant meteorological implication of this work is 
the observation that the point of highest reflectivity traveled at the same 
velocity as the echo itself. Thus, if this result is supported by more observa-
tions , the velocity of an echo could be determined by determining the velocity 
of the highest reflectivity point. This is a much simpler task and one that 
can be easily performed automatically. 
It is unfortunate that a large portion of time and resources of this con-
tract had to be expended in developing a useful data Processor. Such a Pro-
cessor is considered mandatory for any future research in quantitative radar 
meteorology. It is believed that the research initiated by this contract should 
be continued. The Illinois State Water Survey and the University of Illinois 
desire to continue this form of research and if permitted to do so, will collect 
more data in the coming seasons. An opportunity to pursue this appears to 
exist in 1971 rain studies of the ISWS. If so, the results of the analyses 
of these data will be furnished to the Atmospheric Science Laboratories of 
the U. S. Army. 
Figure 12. Calculate and measured rainfall 
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PREFA 
iv 
The processor requires a trigger coincident with the transmitter 
pulse, digital azimuth and elevation data, and a 30 MHz intermediate 
frequency (IF) signal from the radar. The 30 MHz IF must come from a 
preamplifier or from one of the first IF stages before any manual or 
automatic gain control can affect it and before the stages that will saturate 
on large signals. 
The processor records data on digital magnetic tape that is 
compatible with the computing system at the University of Illinois. The 
recording device is an IBM 7330 magnetic tape unit, which is considered 
a part of the processor. 
The objective ?? his thesis was to?? sign, build, and operate a 
data processing and ??ection system for use with a weather radar. A 
primary character?? of the system is that it has 'the flexibility to be 
used on any weather radar without impairing the normal operation of the 
radar for other purposes. Although it was tested on a CPS-9 radar, it 
is capable of being' u?? with most other scanning weather radars . 
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1. INTRODUCTION 
1.1 Choosing the system type. 
Radar is a useful tool for weather observation. It allows the 
observer to remain in one location and monitor meteorlogic occurrences 
at ranges of 100 miles or more. More quantitative observations require 
some method of recording the data that the radar produces. 
For years radar data has been recorded by photographing the 
Plan Position Indicator (PPI). This method has some serious defects. 
Film data must be analyzed by people, although some attempts have been 
made to use scanning devices to convert film data into a form easily 
entered into a computer. Man-months of effort have been spent analyzing 
individual storms that have life times of tens of minutes. Also cathode 
ray tube (CRT) phosphors have a dynamic range of about seven decibels 
(db) compared with a 60 db range encountered in weather echoes.' Con-
trolling the total transfer function (including receiver gain, CRT intensity, 
film sensitivity, and film development) is difficult. This type of record-
ing is only accurate to ± 5 db. 1 
The other means of recording weather radar data are using pure 
digital systems or using hybrid digital systems. Data rates for radars 
are high in the MHz region. Recording or processing digital data directly 
from the radar requires very fast equipment or large amounts of storage. 
A hybrid system offers the alternative of analogue circuits to preprocess 
the data and slow the rate before it is recorded in easy to use digital form. 
1 
2 
The need for preprocessing the radar data before recording is due 
to the statistical variation in weather echoes, as outlined in the next 
section. This need is as great as the need for recording the data in an 
easily usable form, since recording the data is useless unless it has some 
true relation to the variables being measured. 
1.2 Statistical considerations of weather echoes. 
The amplitude (A) of the return from a weather echo is a 
superposition of many phasors, each of which is produced by a rain drop, 
hail stone, or snow flake.2 The instantaneous signal return originates in 
a volume that has a depth equal to one half the length of the transmitter 
pulse (h/2). In this volume the weather target is composed of numerous 
small, randomly distributed targets that are continually reshuffling with 
respect to each other. This causes the instantaneous amplitude to vary 
randomly. The target intensity (I) which is proportional to A2 will also 
vary as will the intensity level (L) which is proportional to the 
logarithm of I. The probability distributions for these variables are 
known with respect to their true value.3 In relation to the true value of 
variable, the variance caused by the reshuffling of the random scat terers 
is equivalent to noise riding on the signal of interest. 
Since weather echoes have a 60 db range, a logarithmic receiver 
is a logical choice to compress the range. An averaging process to 
reduce the echo variance will produce an average of the receiver output 
(an average of intensity level, L a v g ) . As the number of independent 
samples used in the average increases, the intensity level (L) approaches 
an average intensity level (La v g) which is re la ted to the true intensity 
level (Lo) by the equation:3 
To get a good es t imate of Lo a number of independent samples 
must be included in Lavg . Fifty independent samples would resu l t in 
95% confidence l imi ts of ± 2 db. One hundred independent samples 
would resu l t in 95% confidence l imits of ± 1 db.3 
Because the t r ansmi t t e r pulse i l luminates a volume with a depth 
of the pulse length (h) over 2 (volume depth = h/2) , each increment in 
range of h /2 provides a new set of s c a t t e r e r s , hence an independent 
sample . When a volume has been sampled, that volume does not provide 
another independent sample until the s c a t t e r e r s have reshuffled. This 
t ime to independence is inverse ly proport ional to the wavelength (λ) 
s ince a s c a t t e r e r must move a longer distance to change its phase 
relat ionship at longer wavelengths. Reshuffling takes place on the o rde r 
of every 5 to 100 mil l iseconds depending upon wavelength and turbulence 
in the target volume. If the volume of in te res t is broken up into smal l 
blocks, the time to get an es t imate of Lo for each block depends on the 
block size, wavelength, and target reshuffling r a t e . 
1.3 P r e p r o c e s s o r . 
The minimum block size chosen for this sys tem was. a volume 
defined by the antenna beam width and having a depth of . 5 mi le . The 
p r o c e s s o r has 50 contiguous blocks composed of a memory capaci tor 
3 
Effect T r a n s i s t o r s ) . The input switch allows the capacitor to charge or 
discharge through the 5. GK timing r e s i s t o r during the proper range 
per iod. This produces an exponential average with a time constant of 
140 microseconds . Since the switches a r e only active during a pa r t i cu la r 
range period which is about 5 microseconds (.5 statute miles) , the 
capaci tor charge r ep resen t s samples from the last 28 t r ansmi t t e r pu l ses . 
A 5 microsecond block contains 10 independent samples when the t r a n s -
mi t t e r pulse length is . 5 microseconds , as with the CPS-9 r ada r to which 
the p r o c e s s o r is now attached. Therefore the capaci tor charge r e p r e s e n t s 
about 280 samples , of which about 35 a r e independent samples . 
The MOSFET's a re effective analogue switches . The channel 
r e s i s t ance with the gate to subs t ra te voltage (Vgss) at + 2 volts is about 
200 ohms . With Vgss) at -5 volts the channel res i s t ance is on the o rde r 
of 1010 ohms . These values were obtained in tes ts performed with 10 
different t r an s i s t o r s , and the r e su l t s agree with the manufacturers 
spec i f i ca t ions . 4 The MOSFET's a r e bidirect ional (symetrical) gates so 
the memory capaci tor can charge or discharge depending upon the input 
voltage. Discre te logic was used in the p rocess ing sect ion because of 
the control voltages required by the MOSFET's . 
With the process ing section so determined, the per iphera l c i rcu i t ry 
design was s t ra ight forward. 
4 
(.025 micro farads), an acquisition gate and a recording gate (Figure 1B). 
Figure 1A shows the interconnections of the 50 blocks. The switching 
??ments a r e RCA 3N138 MOSFET's (Metal Oxide Semiconductor Field 
5 
Figure 1A Block Diagram of Acquisit ion Shift Regis te r 
and Memory Elements 
Figure 1B MOSFET Gates and Memory . 
6 
2. THE SYSTEM FORM 
2.1 Acquisition timing. 
The p roces so r has two timing sys tems , one for data acquisition, 
and another for data recording . This feature was built in to allow the 
p roces so r to operate with different r ada r se ts and different recording 
devices . The sepera te timing of the acquisit ion and the recording sect ions 
is a necessa ry requ i rement for the sys tem. Any weather r a d a r data p r o -
c e s s o r must have the acquisit ion timing controlled by the r ada r pulse 
repet i t ion frequency (PRF) and the velocity of propagation of the t r a n s -
mitted energy through free space. The record ing section timing is fixed 
by the recording device c h a r a c t e r i s t i c s . Attempts to interleave or 
synchronize the two timing controls severe ly r e s t r i c t s the p r o c e s s o r 
flexibility. The sepera te timing is made possible by using sepera te 
switching t r ans i s t o r s for acquisi t ion and for record ing . 
The acquisit ion timing sys tem requ i res a t r igger from the r ada r 
to establ ish a re fe rence time (Figure 2). The t r igger gates a 1.4896 
MHz osci l la tor to a 4 bit counter . The output of the counter provides . 5 
statute mile pu lses . The pulses a r e counted down to an opera tor selected 
delay of from 16 mi les to 7 2 miles in 8 mile s t eps . After the delay time 
has expired the . 5 mile pulses a r e counted in the gate length c i rcui t . The 
output, which is opera to r selectable at .5 mile, 1.0 mile , or 2. 0 mi les , 
dr ives the acquisi t ion shift r eg i s t e r clock line. This causes the one bit 
loaded in the gate, G1, by the range delay c i rcui t to be shifted through the 
r eg i s t e r enabling one memory element at a t ime. When the bit is shifted 
I 
Figure 2 Acquisition Block Diagram 
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out of G50, it r e s e t s the acquisit ion timing c i rcu i t s , readying them for 
the next acquisi t ion cycle . 
2.2 Recording t iming. 
The record ing shift r eg i s t e r is identical to' the acquisit ion shift 
r eg i s t e r except the clock line is driven by the clock that controls the 
IBM 7330 magnetic tape unit. The analogue switches a r e connected to 
the same capac i to rs as those in the acquisi t ion c i rcui t , but the record ing 
bus line t e rmina tes in a high impedance amplif ier so that sampling the 
block does not d ras t ica l ly change i ts s ta te of charge (Figure 3). The 
output of the amplif ier is fed to a 5 bit 30 KHz analogue to digital conver te r 
(A/D) which produces the numbers 0 to 31 for voltages of 0 volts to 2 
vol ts . Since the logari thmic r ece ive r has a 60 db range, the output numbers 
r ep resen t about 2 db s t eps . 
The tape control a lso samples the housekeeping data each time it 
wr i tes a r e c o r d . A r eco rd contains 65 c h a r a c t e r s . The f i rs t fifteen 
c h a r a c t e r s a r e housekeeping data, and the r e s t a r e block values , one for 
each range block. Antenna azimuth data is provided by a digital optical 
encoder . This data is in gray code form to reduce the ambiguit ies 
produced by s tandard binary when bits change during the sampling per iod. 
A digital clock, pa r t of the p rocesso r , provides the day of the year , 
hours , minutes , and seconds to a buffer. Range delay and gate length 
data a r e taken from the opera tor control led swi tches . Elevation data is 
not available on the CPS-9 radar , but the p r o c e s s o r has the c i rcu i t s for 
record ing elevation if or when it becomes avai lable . 
Figure 3 Recording Block Diagram 
3. SYSTEM TO RADAR INTERFACE 
10 
3.1 T r igge r . 
The sys tem to r a d a r interface is re la t ively s imple . The t r igger 
pulse taken from the r ada r must be changed to the proper level and 
polar i ty . The CPS-9 r a d a r produces a 30 volt to 60 volt positive pulse 
with noise voltages up to 10 volts in ampli tude. An inver ter c i rcui t with 
a 20 volt threshold is used to produce the negative 12 volt pulse r equ i red 
to s t a r t the acquisi t ion cycle . 
3. 2 Azimuth data. 
Azimuth data was obtained by instal l ing a Baldwin 10 track 
optical encoder in the antenna azimuth drive linkage. The 10 bit gray 
code output from the encoder is brought from the antenna to the p r o c e s s o r 
through Belden 9 pa i r , foil shielded cable . The azimuth data inputs dr ive 
level t r ans l a to r s to produce logic levels compatible with the Motorola 
MDTL logic that was used to build the record ing control section. 
3.3 30 MHz IF 
A 3N138 MOSFET is used as the input stage of the 30 MHz IF line 
d r ive r . The input to the line dr iver is taken from the grid of the second 
IF stage of the CPS-9 r a d a r r ece ive r . Since the CPS-9 has only one 
video slip r ing in the pedestal , the output of the 30 MHz IF line d r ive r 
is mixed with the video signal and brought from the antenna to the p r o -
c e s s o r on the normal video t r ansmis s ion l ine. At the r a d a r console the 
video and IF a r e sepera ted with the video resuming its normal cour se , 
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and the IF signal being brought to the logarithmic IF strip in the processor . 
This IF strip is from a WSR-57 weather radar, with power supplied by a 
transistorized power supply. The IF strip is a tube type amplifier. 
4. SYSTEM PERFORMANCE 
12 
The exponential averaging performed by the preprocessing 
section is adequate. The time constant was measured by applying one 
video pulse for every 30 cycles of the processor. On the 30th cycle the 
voltage had dropped to 32% of its initial value as opposed to the 34. 2% 
calculate from the RC combination. There was no difference between 
the calculated and measured values of the charging time constant. 
Some problems occurred because the blocks were not quite 
identical. This is due in large part to the leakage current in the source 
to substrate diode of the MOSFET's. There are two solutions to the 
problem. One is to select the 3N138 MOSFET, which is expensive, time 
consuming, and not very rewarding. The other solution is to calibrate 
the gates and perform a linear regression analysis on each gate, then 
use the numbers in the analysis programs to get corrected values. This 
solution is very convenient. A calibration tape is recorded. The input 
values are entered into a computer program which reads the tape, does 
the regression analysis, and punches a deck of cards, which are used 
by the data analysis programs to normalize the data. The results of a 
calibration are listed in the Appendix. 
There appears to be a lot of switching transients on the video lines. 
A solution to the problem may be to roll off the switching waveform edges.5 
At present the AC power to the processor is furnished from the 
radar modulator. This power line is noisy and when the radar mode is 
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switched from one pulse length to another or when the transmitter is 
turned on or off the tape unit sometimes malfunctions. This problem 
can be corrected by obtaining power from a different line or by getting 
it near the main power transformer. 
5. CONCLUSIONS 
14 
The MOSFET switch allows the acquisition timing to be seperated 
from the recording timing. The recording section functions seperately 
from the acquisition section, with the processing section acting as a buffer 
between the two sections, although its primary purpose is averaging the 
echo intensity levels. 
It proved difficult to match the range blocks due to variations in 
the MOSFET's. The primary cause of this problem is the leakage current 
in the source to substrate diode in the MOSFET. Since matching the blocks 
proved difficult, the best answer is to perform a regression-analysis on 
each block, punch the results into a deck of IBM cards, read the deck with 
the data analysis programs, and correct or normalize the data as it is 
read off of the magnetic tapes. 
Figure 4 is a graph of three different range block transfer functions. 
Block 46 has a defective MOSFET which was not replaced before the data 
used for the graph was taken. The other two blocks have a linear transfer 
function, therefore a linear regression-analysis is a valid means of 
providing numbers for correction of block differences when the data is 
used. 
Future plans include using the processor and the University of 
Illinois computing system to relate echo intensity levels to rainfall rates, 




All the computer programs listed except the tape reader program 
have been modified to print the results in forms so that they could be 
included in this work. 
Figure 5 is a listing of the Fortran program used to call an 
assembly subprogram that generates an inverted gray code to binary 
conversion table. When control is returned to the Fortran program, it 
prints the table, and the original program also punches a conversion 
deck to be used with programs calling the tape reader program. 
Figure 6 is the assembly program (TABLGN) used to generate the 
inverted conversion table. The reason the table is inverted is that the 
azimuth encoder could only be installed in the azimuth drive gear train 
in such a way as it turned counter-clockwise rather than clockwise in 
its normal mode. Figures 7 and 8 are the conversion table generated 
by the two preceding programs. 
Figures 9, 10, 11, 12, 13, and 14 are a listing of the subprogram 
used to read the seven track tape recorded by the processor. Because 
the data is recorded with each character or byte representing one piece 
of data, it was not possible to read the tape with a Fortran program which 
is not capable of handling binary tapes with byte size data. 
The first call to the tape reader must be to STUPTR (Figure 9). 
The listings in Figures 9 and 10 set up communication between the calling 
program and the tape reader, open the tape file, read the first record, 





Figure 7 Inverted Gray Code to Binary Conversion Table 














branch to TPRDR (Figure 11). This section (Figures 11, 12, 13, and 14) 
transfers video and translated azimuth, data to the calling program, 
updates the housekeeping data, and flags the end of data condition. This 
section returns to the calling program when the data buffer the calling 
program provides is full, or when the end of data is reached. 
Figures 15 and 16 is a listing of the For t ran program used to 
calculate the linear regression-analysis shown in Figures 17 and 18. The 
voltage levels used to calibrate the tape reader were entered into the p ro-
gram in Figure 15, line 2. The program then called the tape reader and 
then was able to match voltage input to the processor, and number output 
from the processor . 
Figures 19, 20, 21, and 22 are uncorrected sample data of actual 






Figure 17 Linear Regression Analysis for Fifty Gates 
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