The notion of skyline processing is to discover the data items that are not dominated by any other data items. It is a well-known technique that is utilised to determine the best results that meet the user's preferences. However, the rapid growth and frequent changes of data make the process of identifying skyline points no longer a trivial task. Most of the existing skyline approaches assume that the database is complete and static. However, in real world scenario, this assumption is not valid especially in multidimensional databases in which some dimensions have missing values while they are dynamic due to the continual modifications made towards them. Blindly examining the whole database after changes are made to identify the skyline points is inappropriate as not all data items are affected by the changes. Hence, in this study we propose a skyline algorithm, DyIn-Skyline, which is capable of identifying skyline points over dynamic and incomplete databases, by exploiting only those data items that are affected by the changes. Several experiments have been conducted and the results show that our proposed algorithm outperforms the previous work by reducing the number of pairwise comparisons in the range of 50% to 73%.
Introduction
Finding the best option between several choices based on user's preferences is not a trivial task. Obtaining the best and accurate results has always been the main aim of skyline query processing. Consider a user who wants to attend a conference held in a city and thus choose a hotel with the following preferences: hotel that is near to the city and hotel with cheap price. However, hotels that are near to a city are more expensive than those that are far away from the city. Relying on the traditional database systems which are based on exact match between the preferences and the data in the database is inappropriate, as it may not return any results, i.e. if there is no hotel which is the nearest to the city (min distance) and at the same time with the cheapest price (min price). Hence, skyline which works based on domination has been proposed, in which data items that are not dominated by any other data items in the database are returned as results.
Database can either be in a complete or incomplete state. Most of the existing works assumed that databases are complete and static [6, 7, 10, 16, 18, 20] . Apparently, in the real world, databases are incomplete with changing states. For example, consider an investor who wants to invest a share in a stock exchange. The investor might post queries requesting for the best stock. The stock exchange database keeps on changing due to new stocks are added to the database, while existing stocks are deleted or updated from the database. Some stocks may have missing values in their dimensions. In such situation, finding skylines is a challenging task. Hence, in this paper we propose an algorithm, DyIn-Skyline, that attempts to find skylines for dynamic and incomplete databases. Our aim is to minimise the number of pairwise comparisons needed by avoiding the unnecessary recomputation of the skylines. This is achieved by comparing only the data items that are affected by the changes instead of comparing the whole database. Our contributions are as listed below:
• To the best of our knowledge, this is the first work that presents skyline queries on dynamic and incomplete databases.
• In this work, we formally introduce the problem of skyline queries on dynamic and incomplete database.
The rest of this paper is organised as follows: Section 2 discusses the previous approaches on skylines and their applications. Section 3 presents the concepts related to skylines and formally explains the problem tackled in this work. The proposed algorithm is presented in Section 4. Section 5 presents the results of the experiments that we have conducted. Finally, Section 6 concludes the work.
Related Work
There are many techniques presented for preference queries, which include top-k [9] , k-dominance [8] , top-k dominating [21] , kfrequency [19] , skylines [7] , multi objective skyline [5] , and ranked skylines [17] . These techniques attempt to find the best results that meet the user's preferences. Also, there are varieties of skyline techniques that have been proposed such as Block-Nested-Loop [7] , Divide and Conquer (D&C) [7] , Bitmap and Index [20] , SortFilter-Skyline (SFS) [10] , Nearest Neighbor [16] , Branch-BoundSkyline (BBS) [18] , Linear Elimination Sort for Skyline (LESS) [6] , and Sort and Limit Skyline algorithm (SaLSa) [6] . However, these techniques are proposed to tackle skyline computation on complete databases. As our work focuses on incomplete and dynamic databases, in the following we present the works related to this domain.
The early research work on databases with incomplete data items is conducted by Khalefa et al. [14] in which two algorithms, namely: Replacement and Bucket are proposed. These algorithms utilise the traditional skyline algorithm. Later, they introduced the ISkyline algorithm. To overcome the cyclic dominance relations, virtual points and shadow skylines are introduced. ISkyline works as follows. First, the dataset is categorised into buckets based on the bitwise operator. Then in each bucket pairwise comparison is performed to derive the local skylines. The produced local skylines from different buckets are then compared to each other. The data items which dominated other data items from a different bucket become the shadow skylines while the dominating data items are considered as virtual points. Finally, the remaining items in each bucket in which no data item could dominate them are considered as candidate skylines. Pairwise comparison is then performed on the shadow skylines and candidate skylines to obtain the final skylines.
Bharuka and Kumar [4] proposed the Sort-based Incomplete Data Skyline (SIDS) algorithm which works by presorting the data items in descending order of each dimension. All points are initially considered as candidate skylines. They are repeatedly removed by dominated points from the candidate set. If there is a point that still remains as candidate skyline and the number of processing times for that data item is k, where k is the number of dimensions, then that data point is a skyline point.
Alwan et al. [1, 2] introduced an algorithm named Incoskyline. It has four phases, namely: clustering, grouping and finding local skylines, deriving k-dom skylines, and retrieving skylines. The dataset is categorised into clusters based on bitmap representation.
In other words, the data items with the same incomplete dimensions are categorised in the same cluster. Then, local skylines are derived for each cluster by performing pairwise comparisons between the data items of the cluster. In the next phase which is grouping and finding local skylines, the highest value of each cluster is identified and data items that shared the same highest value are grouped in the same group. The comparison between local skylines of each cluster leads to deriving virtual skylines named k-dom. These kdom skylines are inserted at the top of each cluster to eliminate the dominated local skylines. The remaining items in the clusters are the candidate skylines. The final result is achieved by performing pairwise comparisons among the candidate skylines.
There are algorithms which are proposed specifically for dynamic databases; most of them are based on top-k [15] . Kontaki et al. [15] worked on top-k and top-k dominating and reviewed algorithms for evaluating continuous preference queries under sliding window streaming model. Also k-dominant skyline is presented in [11] . In their work when the dataset is changed, the existing k-dominant skylines are compared to the new k-dominant data items to derive the results [11] .
Preliminaries
In this section the concepts that are related to skyline queries for dynamic and incomplete database are presented. 
Definition 2: Skyline Point Given a set of data items in a database D, a data item Pi ∈ D is a skyline if there is no other data items Pj ∈ D that dominates Pi. Skylines hold the transitivity property which means if Pi dominates Pk and Pk dominates Pl, this implies that Pi dominates Pl [6] .
Definition 3: Incomplete Database
A database DI is incomplete if and only if it contains at least a data item with missing values in one or more of its dimensions. In this paper, the notation '-' is used to represent a missing value.
Definition 4: Dynamic Database
A database DD is said to be dynamic if the state of the database changes in which new data items are inserted, while existing data items are deleted and updated. Otherwise it is said to be static.
With the above definitions, the problem to be tackled in this work is as formulated below:
Given an incomplete database, DI, the database may change to a new state, Dnew, due to the following operations:
Insert Operation: Dnew = DI ∪ D<insert> where D<insert> is the new set of data items to be inserted into the initial database, DI.
Delete operation: Dnew = DI -D<delete> where D<delete> is the set of data items to be deleted from the initial database, DI.
Update operation: Dnew = (DI -D<delete>) ∪ D<insert> where an update operation is considered as a delete operation followed by an insert operation.
Pi ∈ Dnew is a skyline if there is no other data item in the new state, Dnew, that dominates Pi. Finding the set of skylines in the new state, Dnew, should incur the least number of comparisons between these data items. Also, the data item Pi ∈ DI may have missing values in one or more of its dimensions.
The data items shown in Figure 1 are used throughout this paper to clarify the steps proposed in this work. Note that the data items have been grouped based on bitmap representation [1, 14] . 
The Proposed Algorithm
In this section, we present our proposed algorithm that attempts to solve the problem highlighted in Section 3. Our solution consists of two main phases, namely: (1) derive the skylines based on the initial incomplete database and (2) derive the skylines based on the dynamic and incomplete database. The first phase identifies the skylines given the initial set of incomplete database. This phase is performed only once and the traditional domination relation is utilised in this phase. Meanwhile, the second phase identifies the skylines given a dynamic and incomplete database. To avoid the recomputation of the skylines, the dominance relationships between the data items are captured during the first phase and utilised in the second phase.
Derive the skylines based on the incomplete database
Given an incomplete database, this phase attempts to identify the skylines. Works like [1, 4, 14] have contributed solutions in deriving skylines for incomplete database. However, in our work, the aim is not only to identify the skylines given the initial incomplete database but also to keep track the dominance relationships between the data items to be used in the second phase where changes towards the database are inevitable. In this section, we briefly give the steps performed in this phase as similar steps can be found in [1, 4, 14] . Our main focus is on the dominance relationships that are captured for later purposes.
The steps followed in this phase are: (1) Group the data items into buckets based on bitmap representation. The data items with the same bitmap representation are grouped in the same bucket. This is to ensure that data items in the same group will have missing values in the same dimensions and thus simplify the process of performing pairwise comparisons among them. Figure 1 shows the results of grouping the data items based on bitmap representation. (2) Derive the local skylines of each bucket. Since each bucket contains data items with the same bitmap representation, therefore performing the dominance relation on these data items is straightforward. Based on the data items given in Figure 1 , the local skylines of each bucket are as shown in Figure 2 . Here, the data items w4, x1, x3, y2, y9, and z4 are the local skylines. During this step, the dominance relationships between the data items are kept in a table called the domination history (DH). The DH contains two columns, namely: dominating that represents the data item that dominates any data items and dominated that represents the data item that is dominated by any data items. The DH based on the data items given in Figure 1 is as shown in Figure 3 . As an example, the data item w1 dominates the data items w2 and w3. 
Figure 4:
The BDG, BDD, and final skylines Hence, in this phase three lists are produced that are DH, BDG, and BDD. These lists are used in the second phase and will be updated when new dominance relationships are identified due to changes made towards the database.
Derive the skylines based on the dynamic and incomplete database
In this phase, the skylines produced in the first phase are recomputed due to the changes made towards the database. Instead of examining the whole database after changes are made to identify the skylines, we exploit only those data items that are affected by the changes. Our approach is based on the following observation. The database DI can be viewed as consisting of two main parts, namely: the set of skylines, S, and the set of non-skylines, DI -S, i.e. DI = (DI -S) ∪ S. The BDG which captures the data items that dominate the other data items regardless if they are also being dominated contains S and some data items of DI -S, i.e. S ⊆ BDG ⊆ DI. Figure 5(a) gives an overview of the parts of the database, DI, utilised in this work. When there are changes in the DI (due to insert, delete, or update operation), it is sufficient to compare the data items that are affected by the changes only to BDG instead of the whole DI as the comparison between the data items of BDG and DI -S has been performed in the first phase. Thus, keeping track of the dominance relationships between the data items can significantly reduce the number of pairwise comparisons in the second phase. In this section we explain the steps taken to derive skylines when the database is changed due to an insert operation(s) and when it is changed due to a delete operation(s). While the update operation is omitted here, as it is considered as a delete operation followed by an insert operation.
Insert Operation -To derive the set of skylines given the D<insert>, the BDG generated in the previous phase is utilised. The steps taken are similar to the steps explained in the first phase and thus detail explanation is omitted where necessary. The steps taken are as follows:
(1) Group the data items of D<insert> into buckets based on bitmap representation. Similar to the Step 1 of the first phase, the idea of grouping the data items to be inserted, D<insert>, is to simplify the process of performing pairwise comparisons among them. Figure 6 presents a sample of D<insert> and the results of performing the first step. (2) Derive the local skylines of each bucket. Dominance relation is then performed on each bucket to identify the local skylines of the bucket. The dominance relationships among the data items to be inserted are captured and updated in the DH. Figure 6 : The D<insert> that has been grouped (3) Derive the candidate skylines. In this step the data items between buckets are compared. The data item that is not dominated is considered as a candidate skyline, CS. . Based on our example, the CS given in Figure 7 (c) is compared to the BDG given in Figure 4 (a). There are two cases to be considered:
(c) CS Figure 7 : TBDG, TBDD, and CS Case 1: The data item, vm, of CS is not dominated by any data items of BDG. Here, vm is a skyline. For instance, the data item t2.
Case 2: The data item, In, of BDG dominates the data item of CS, vm. Here, vm is not a skyline. For instance, the data item f3 is dominated by x3.
The dominance relationships captured in this step are then updated in the BDG, BDD, and DH. The BDG and BDD are also updated by incorporating the dominance relationships that are captured in the TBDG and TBDD as shown in Figure 8 . The data items that do not appear in BDD but occur in BDG are the final skylines. For example, by comparing the BDD given in Figure 8 (b) and BDG in Figure 8 (a), the data items t2 and x3 are the final skylines. Figure  9 (a) presents the DyIn-Skyline algorithm for the insert operation.
(a) BDG
Figure 8:
The updated BDG, BDD, and the final skyline
Delete operation -When some data items are deleted, D<delete>, from the database, the data items which are dominated by these data items (deleted data items) will have the potentials to be the new skylines. To avoid the unnecessary recomputation of the skylines, the dominated data items listed in the DH are analysed. Figure 10 shows the data items to be deleted that are used as example to clarify our proposed steps. The steps performed are as follows:
Figure 10:
The deleted data items
(1) Identify the data items that are dominated by the deleted data items, D<delete>. In this step, the DH is analysed. Assume that L is the list of the identified data items. Given this, there are two cases to be considered:
Case 1: When the data item to be deleted, vi, is a skyline. This means either (a) vi is not dominated by any other data items and at the same time there is at least a data item say li that is dominated by vi. When vi is deleted, li has the potential to be a skyline. For instance, referring to the DH given in Figure 3 , the data item to be deleted z4 is a final skyline which dominates z3, z5, z6, z7, z8, z9, x3, y9, and z10. Hence, when z4 is deleted, the data items z3, z5, z6, z7, z8, z9, x3, y9, and z10 have the potential to be skylines. (b) vi is not dominated by any other data items and at the same time it does not dominate other data items.
Case 2: When the data item to be deleted, vi, is not a skyline. This means vi is dominated by a data item say li. It is also possible that vi dominates a data item say mi in which mi has the potential to be a skyline when vi is deleted. For instance, the data item to be deleted, w4, is not a skyline. It dominates w1, w5, w6, w7, w8, w9, w10, y2 and is dominated by the data item y9.
Thus, when w4 is deleted the data items w1, w5, w6, w7, w8, w9, w10, and y2 have the potentials to be skylines.
Based on the DH given in Figure 3 and the data items to be deleted given in Figure 10 , L = {w1, w5, w6, w7, w8, w9, w10, y2, z3, z5, z6, z7, z8, z9, z10, x3, y9} . The deleted data items, D<delete>, are then removed from the BDD, BDG, and DH.
(2) Derive the candidate skylines. The dominance relation is then performed on the data items in L (i.e. the list of data items dominated by D<delete>). The data items that are not dominated by any other data items in L are the candidate skylines, CS. After deleting the data items, the DH, BDG, and BDD are updated as shown in Figure 11 . The BDG and BDD are also updated by incorporating the dominance relationships that are captured in the TBDG and TBDD. Let L be the data items dominated by vi Figure 11: The updated DH, BDG, and BDD after the deletion operation
Experiments
In this section, we present the results of processing skyline queries over dynamic and incomplete datasets to show the performances of our proposed algorithm. We studied the impact of dataset size, dimensionality and changing rate (insert, delete, and update) on the number of pairwise comparisons. All the experiments are conducted on Intel Core i7 3.6GHz processor with 8GB of RAM.
Datasets and environment
In our experiment, two datasets are used, namely: synthetic and real to evaluate our algorithm. The real datasets are NBA, Stock Exchange, and MovieLens. Table 1 summarizes the real and syanthetic datasets used in our experiments. 
Results
This section experimentally evaluates the performance of the proposed algorithms. Figures 12 to 15 present the results of the number of pairwise comparisons and processing time for processing skylines over dynamic and incomplete datasets for the synthetic, NBA, MovieLens, and stock exchange. In Figure 12 and Figure 13 the dataset size are varied and the number of dimensions is fixed to 15, 13, 4 and 16, respectively, while the incompleteness is set to 20% and the changing rate is set to 30%. Figure 13 and Figure 14 present the effect of dimensionality on the number of pairwise comparisons and processing time. In this experiment the dataset sizes are 100K, 120K, 500K and 1200K for the synthetic, NBA, stock exchange and MovieLens datasets, respectively, while incompleteness is fixed to 20% and number of dimensions is varied as shown in Table 1 , while the changing rate is 30% [12, 22] . All the results show that the DyIn-Skyline outperforms the other algorithms [1, 4, 14] . This is because many of the unnecessary data items are not considered during the pairwise comparisons. DyInSkyline incurred less than 50% to 73% number of comparisons compared to the other three algorithms. The ISkyline [14] , SIDS [4] , and In-coskyline [1] performed the pairwise comparisons on the new dataset, i.e. after changes are made. This means whenever there are changes to be made, the algorithms are performed over DI ∪ D<insert> for the case of insertion and DI -D<delete> for the case of deletion.
(a) Synthetic dataset 
Conclusion
In this study, we proposed the DyIn-Skyline algorithm to derive skyline points over dynamic and incomplete database. The proposed algorithm works by utilising the local skylines, BDG and BDD as points of comparison as well as the DH that keeps track of the domination relationships. A huge amount of pairwise comparisons can be avoided as clearly shown by the results of the experiments. The results show that the size of dataset, dimensionality, and changing of rate have no significant impact on DyIn-Skyline compared to the three algorithms namely: ISkyline [14] , SIDS [4] and Incoskyline [1] . As a future work, we attempt to enhance our solution to include changes towards the structure of the database, i.e. adding a new dimension or deleting existing dimensions.
