This paper presents some fundamental aspects of the design and the implementation of an automated prover for Zermelo-Fraenkel set theory within the well-known Theorema system. The method applies the "ProveCompute-Solve"-paradigm as its major strategy for generating proofs in a natural style for statements involving constructs from set theory.
Introduction
The set theory prover in Theorema adapts the "Prove-Compute-Solve" (short: PCS) prove strategy for proofs containing language constructs from set theory. The PCS paradigm was introduced originally in (3) and it has already been applied successfully for proofs in elementary analysis in (12) . The main strategy in a PCS-oriented prover is to structure the proof generation into phases of
• proving (P), i.e. application of logical inference rules for propositional connectives and for quantifiers,
• computing (C), i.e. rewriting w.r.t. formulae in the knowledge base,
• solving (S), i.e. instantiation of existential variables.
Having the computer algebra system Mathematica in the background of Theorema, we aim towards applying known solution methods from computer algebra during the S-phase, such as the Gröbner bases method for systems of algebraic equations or Collins' CAD method for systems of inequalities over the reals.
The current design of provers in the Theorema system requires a so-called "user prover" to be composed from "special provers" (see (11) ). A special prover consists of a collection of inference rules, whereas the user prover guides the strategy, through which the proof search procedure applies the inference rules. Consequently, the set theory user prover consists of a set theory proving unit handling set-theory-related connectives and quantifiers in the goal or in the knowledge base, a set theory computing unit, and a set theory solving unit. In addition to these set theory specific components, the set theory prover utilizes several special provers already available in the Theorema system, such as BasicND for handling basic quantifiers from predicate logic using natural deduction, QR for rewriting using quantified formulae in the knowledge base, and CDP for applying case distinction (invented in (4); see (12) for detailed description).
Following the philosophy of most of the Theorema provers, the set theory prover aims at generating automated proofs in a human-like natural style. Since many mathematicians are used to building up their theories in the frame of set theory, computer support for doing proofs in this area of mathematics is a basic ingredient for computerized mathematics. In our experience, the acceptance of machine-generated proofs depends heavily on the readability of the proof for a human. In the automated theorem proving community, however, this aspect has not played a central role for a long time. Of course, as long as one does not display the proof, one can expand set-theoretic language constructs into first-order predicate logic and then apply powerful first-order theorem provers, like Otter, Vampire, or SPASS. The Theorema set theory prover, on the other hand, implements proof strategies applied by humans in an attempt to generate machine-proofs in a style acceptable by a human. Apart from others, this will have enourmous impact on computer-aided maths education.
The description is structured as follows: Section 2 describes the theoretical basis upon which the set theory user prover SetTheoryPCSProver is built, Section 3 introduces the set theory proving units STP and STKBR, Section 4 describes the set theory computing unit STC, Section 5 presents the set theory solving unit STS, and finally we conclude with some examples of proofs generated by the SetTheoryPCSProver in Section 6.
The relation of this work to Bruno Buchberger's work is more than obvious since Bruno Buchberger is the founder and leader of the Theorema project, he implemented early prototypes of several provers and the entire Theorema system design and development is based on his experience of more than thirty years of doing proofs and teaching students how to do proofs. The set theory specific components of the prover have been developed exclusively by the author in the frame of (13) . More details on implementation and a number of case studies using the set theory prover can be found in (13) . These units have been embedded into the Theorema system through existing mechanisms developed over the years by various members of the Theorema working group. Significant contributions from the author went into language design and the design and implementation of the Theorema rewrite engine, which is applied also during the C-phase in the set theory prover.
The Theoretical Basis for the Set Theory Prover
The use of set theory in Theorema is not tied to one particular axiomatization of set theory. Instead, we introduce "sets" on the level of the language by providing the braces '{' and '}' as a flexible arity matchfix function symbol used for constructing finite sets and the set quantifier. Providing these language constructs, we implicitly assume that sets such as {a}, {1, b}, {x | x P x } (the set of all x satisfying P x ), or {T x | x P x } (the set of all T x , when x satisfies P x ) actually exist, which is typically guaranteed by some axioms of the underlying set theory. There are different approaches, in the Zermelo-Fraenkel axiomatization (ZF) as described e.g. in (5) the existence of the singleton {a} follows from an axiom on power sets and the existence of {1, b} follows from the existence of singletons together with an axiom on unions, whereas in an axiomatization given in (10) , which also follows the spirit of ZF, the existence of {1, b} is guaranteed by an axiom of pairing and the singleton {a} is then just defined to denote the pair {a, a}.
A Theorema language construct that deserves closer inspection in this context is the so-called set quantifier, i.e. the expression {x | x P x }, which allows one to define a set from a property P x ? In the literature, this is often addressed as the abstraction of a set from a property and it goes back to G. Cantor, the founder of modern set theory. As explained in (nearly) every introductory course in mathematics, the unrestricted use of abstraction soon leads to contradictions such as the well-known Russel paradox. With R denoting the "Russel-set" {x | x x ∈ x} it is straight-forward to derive the contradiction R ∈ R ⇔ R ∈ R. ZF set theory resolves this paradox by imposing a certain structure on the formula P x in an abstraction {x | x P x }, which disallows constructions like R. Von-NeumannGödel-Bernays' axiomatization (NGB) of set theory (see e.g. (1) or (8)) distinguishes between sets and classes and allows the membership predicate only for sets. Russel's paradox is avoided by showing that R is not a set an therefore R ∈ R is not a well-formed assertion. Russel himself introduced types as a way out by allowing membership only for sets of different type (see (9) ). R ∈ R is not allowed on the grounds that R and R are not of different type.
The Theorema system as such does not force the user into one of the above mentioned axiomatizations. The Theorema language allows unrestricted use of both the set quantifier and the membership predicate, therefore allowing both the definition of R and formulae such as R ∈ R ⇔ R ∈ R. The set theory prover, however, relies on ZF and therefore refuses to apply inference rules on formulae involving constructs such as R. In other words, the Theorema set theory prover does not support all of what the Theorema language offers for set theory. If a user desires to work e.g. in NGB set theory the Theorema language would allow this but our set theory prover would not support it.
Among mathematicians using set theory, however, there is a common understanding of the intuition behind constructs from set theory, which is more or less independent of its concrete axiomatization. Following this spirit, we provide definitions of the basic constructs of set theory supported by the Theorema set theory prover, which follow the ZF-style of axiomatizing set theory. This should mean that the consistency of these definitions is guaranteed by axioms of ZF. Thus, the Theorema set theory prover should be a useful tool for mathematicians embedding their work in some set theory, which is consistent with these definitions. We do not invent a new set theory that promises to be better suited for automated theorem proving, an approach that is taken elsewhere, e.g. in (6) .
The set theory prover is based on the following definitions † .
Definition:
We list only the most important definitions. In the concrete implementation, the prover can handle some more like e.g. cross product, power-set, or set difference, see (13) . When using the Theorema set theory prover one accepts these definitions and assumes an underlying axiomatic system such as ZF that guarantees the existence of all sets defined above.
Preliminaries on Terminology
We will use the following terminology in the description of the prove modules: a proof situation κ G is made up from a knowledge base of assumptions κ and a goal G, and it should be understood as an abbreviation for the phrase: "We have to prove G from κ". Typically, the goal will be a single formula of the Theorema language, whereas the knowledge base consists of a collection of formulae, called the assumptions.
Now, the task of the special provers is essentially the execution of individual proof steps that reduce the proof situation, where the rules applied by the special provers guiding the transformations of proof situations are called inference rules. Thus, an inference rule turns a proof situation κ G into a proof situation κ G with a new goal G and a new knowledge base κ . In the description of inference rules, we will denote an inference rule named I transforming κ G into κ G by
(read as: "The rule I justifies a proof step to reduce the proof of G from κ to a proof of G from κ "). This notation is similar to notations used in logic for describing inference rules in formal prove calculi (e.g. the natural deduction calculus or the Gentzen calculus). Certain similarities to these formalisms are desired, but we use it purely as a symbolic description for proof steps, and we do not refer to any meaning of the symbols in any known logic system. An example of a well-known inference rule written in this style is ArbitraryButFixed :
(where x 0 is a new constant) meaning that, in order to prove ∀ x P x (from κ) it suffices to prove P x→x 0 (from κ) for a new constant x 0 .
STP and STKBR: The Set Theory Proving Units
The PCS proof strategy imposes a structure on proofs as alternating phases of proving, computing, and solving, as already described in Sect. 1. Proving can in this context be interpreted as eliminating theory-specific language constructs, in particular eliminating quantifiers. The set theory prover is a prover that can handle language constructs from set theory in addition to standard predicate logic. Therefore, it re-uses the special provers available in the Theorema system for handling propositional connectives and the ∀-quantifier (see (4) , (12) , and (13)). Set theory specific proving is covered by the two new special provers STP and STKBR. During the Prove-phase, we alternate steps of reducing the goal with steps of expanding the knowledge base. While STP reduces set theory specific language constructs in the proof-goal, STKBR expands them in the knowledge base.
Inference Rules used in STP
Set theory specific goal reduction is implemented as a special prover named STP.
As most of the special provers in Theorema, STP implements individual inference rules as individual function definitions for one overloaded Mathematica function STP, which differ in the patterns specifying the parameters describing the proof situation. The choice of which inference rule to apply next, is made by the global Theorema proof-search procedure. As its main strategy it applies pattern matching on the current proof situation against proof situation patterns defined in one of the special provers. A few inference rules are influenced in addition by global variables used by STP, some strategies depend on the proof progress stored in STP's local proof context, which is the third parameter in a call to STP in addition to the proof-goal and the knowledge base. The inference rules are grouped into rules for membership, rules for inclusion, and rules for set equality. The rules for membership contain at least one inference rule for each "kind of set" introduced in Def. 2.1, in some cases we provide tailored rules in order to offer special treatment for special cases. We show some of the membership rules as they are used in STP.
MembershipAbstraction :
We give an impression of what the result of this inference rule is in a concrete example. If, during a concrete proof, the proof search procedure arrives at a proof situation, where we need to prove a ∈ {x | x∈s x < 10} w.r.t. some knowledge base KB, then the special prover STP would be called in the following format:
where •lf[. . .] represents the proof-goal labelled "1", •asml[KB] is the current knowledge base, and "af" are the additional facts containing among others STP's local proof context. Note, that this is not how the user needs to call the prover, the actual call of the special prover is based on internal data structures, which are built-up automatically during the proof search. It is the task of the Theorema User Language (see (13) ) to serve as an interface between the user and the internal data structures as they show up above. The result of this call is the new proof situation {"AndNode", {"MembershipAbstraction", . The proof search procedure will insert this node into the Theorema proof object. The node contains enough information in order to later simplify a successful proof (object) and to generate the natural language text from it. Note, however, that it does not contain the natural language text representation itself! When later generating the proof presentation from a proof object, this step of the proof would read as follows:
In order to prove (1) we have to show: (1') a ∈ s ∧ a < 10.
The correctness of the inference rule "MembershipAbstraction" follows immediately from the definition of set abstraction. Some of the inference rules, however, condense several inference steps into one compact rule to be applied. In these cases, we provide hand-proofs for the correctness of the respective rules
‡ . An example of such a rule is the elimination of the union-quantifier in the goal.
MembershipUnionOf :
MembershipUnionOf reduces the proof of t ∈ x∈s Cx S x to prove ∃ x∈s (t ∈ S x ∧C x ).
Proof: Assume ∃ x∈s (t ∈ S x ∧ C x ), thus t ∈ S x 0 ∧ C x 0 for some constant x 0 ∈ s.
With z := S x 0 we can infer from this t ∈ z ∧ C x 0 ∧ z = S x 0 , hence
Separating the quantifiers in (13) gives
. By (6) this is equivalent to
Set inclusion reduces, by definition, to membership and set equality reduces to membership. In addition to these reductions, we implemented several inference rules for special cases that reduce the search depth for the proof search, e.g.
ConjunctionSubset :
proved κ {x | x . . . ∧ x ∈ S ∧ . . .} ⊆ S ‡ Ideally, the Theorema Predicate Logic Prover should be capable of producing these proofs when having Def. 2.1 in its knowledge base. Unfortunately, however, some of the definitions, notably (1), and some inference rules "live" on the language expression level and they refer to variable substitution, free variables and the like. In its current status, the Theorema language cannot express these things on the object level! EqualsEmptySet :
and some extensions so that the prover can also deal with cardinality and function properties such as bijectivity. For details see (13).
The Structure of STKBR
The special prover STKBR (for Set Theory Knowledge Base Rewriting) uses a level saturation technique (see also (7)), to infer new knowledge from the knowledge base by unfolding definitions of set theoretic language constructs. It differs drastically from most of the other special provers in the Theorema system in that it does not implement inference rules as separate definitions for one Mathematica function. This "classic" implementation scheme for Theorema special provers, which introduces one definition per proof situation, is not suitable for an efficient implementation of a level saturation mechanism, because inferring new formulae one at the time would result in a massive growth of the required search depth for the proof search. The STKBR function, instead, is implemented as just one definition, which produces all possible new formulae during only one application. This has the advantage, that several inference rules can be applied in parallel during one STKBR-step instead of adding only one new formula at the time to the knowledge base. As a consequence, the STKBR function does not specify the syntactic pattern of the proof situation in its parameters but it is considered to be applicable to the current proof situation as soon as new formulae occur in the knowledge base compared to STKBR's previous run. This check is done with the help of an entry in the local proof context that stores the labels of all assumptions that have already been treated in the preceding saturation level. In case new formulae have been added to the assumptions, the saturation of the current knowledge level happens in two phases:
• In a first phase, new formulae are, if desired, simplified by computation using built-in semantic knowledge available in the Theorema language semantics § , see also STC in Sect. 4. In case this type of simplification is not desired, this phase can be skipped through a user option in the call of the prover.
• In a second phase, new knowledge is inferred from the simplified new formulae using inference rules for set theory. These inference rules are again grouped into two groups, -Group One containing rules for inferring new knowledge from one known formula and § Here we see that STKBR contributes to both the P-and the C-phase, hence, we should not call it a pure proving unit! For reasons of efficiency we allowed this mixture of P-and C-phase in one special prover in the current implementation. Matching rules from Group One are applied to the simplified new formulae, matching rules from Group Two are applied to all new pairs of formulae that can be formed using additionally the simplified new formulae ¶ .
All formulae generated during these two phases are adjoined to the knowledge base for the new proof situation. The augmented knowledge base is considered to contain all knowledge, that can be made available at that point, thus, we call it a saturated knowledge level. The schematized flow of STKBR level saturation mechanism is shown in Fig. 1 , where the boxed names are the names of the respective functions in the actual implementation.
Phase one is accomplished by calling the function 'SimplifiedAssumptions' with two arguments, the entire knowledge base and a list of labels specifying that part of the knowledge base that has already been used in the previous saturation phase. Each formula from the knowledge base, whose label is not among the handled labels, is sent through the function 'EvaluateFromProve', which computes a simplified version of the formula w.r.t. semantic knowledge from the Theorema language. 'EvaluateFromProve' is the function used also in the STC module for goal simplification by computation, see Sect. 4. Note, that 'EvaluateFromProve' is based on the function 'EvaluateStandard', which is the basic evaluation function for computations using Theorema semantics, which is used also by Compute, the top-level user function to initiate computations. This guarantees utmost coherence between all computations happening in the Theorema system, be it on the user level by calling Compute, be it on the prover level by doing simplifications on the goal or on the knowledge base.
Phase two is covered in the implementation by the function 'AugmentedKnowledgeBase', which receives two arguments: the simplified knowledge base resulting from phase one and the list of already handled labels as above. 'NewKnowledgeFromOne' applies Group One of inference rules componentwise to all new assumptions, 'NewKnowledgeFromTwo' applies Group Two of inference rules to all new pairs that can be formed using the new assumptions and the results are added to the knowledge base. The inference rules applied by STKBR can more or less be read off Def. 2.1, hence we do not list them here.
STC: The Set Theory Computing Unit
The Theorema language contains semantics essentially for finite sets, namely
• sets that are constructed using the set braces '{' and '}' as set constructor applied to finitely many arguments, and
• sets that are constructed using algorithmic versions of the set quantifier (see also (2)), i.e. set quantifiers with finite and computable range specifications (see (13) ). In particular, integer ranges and set ranges for finite sets are algorithmic ranges, which lead to finite sets when used in combination with the set quantifier.
The Theorema semantics enables the construction of finite sets as an enumeration of the (finitely many) elements contained in the set. Set operations (such as union, intersection, power set, etc.) on finite sets are implemented in a constructive fashion. Proving properties (such as membership, inclusion, or set equality) of finite sets therefore reduces to testing finitely many cases, which is implemented in the frame of the Theorema language as well. From the user's point of view, computation using built-in semantics knowledge is available in the Theorema system through the top-level user function Compute. A typical computation involving finite sets is
resulting in the finite set {6, 9}. It is the intention of the STC special prover to integrate the knowledge available for computations seamlessly into the Theorema proving machinery. Otherwise, all algorithmic knowledge about finite sets needed to be re-implemented inside the set theory prover, which would make it next to impossible to guarantee identical behavior in proving and computing. In order to avoid this duplication of code and knowledge, the STC prover simplifies the goal by sending the formula to the same evaluation function that is also used in Compute and in STKBR.
Basically, when the STC prover applies to a proof situation, one proof step consists of calling the evaluation function 'EvaluateFromProve' (see also Sect. 3.2) and, in case the result differs from the original form, of adding a node to the proof object, from which the effect and a complete trace of the computation can be displayed. Again, the use of 'EvaluateFromProve' preserves coherence with STKBR and Compute. Many details on combining computation with proving can be found in (13).
STS: The Set Theory Solving Unit
The special prover STS collects inference rules for eliminating existential quantifiers . Methods used for instantiating existential goals range from matching against formulae in the knowledge base, over unification and introduction of solve constants until to employing the Mathematica 'Solve' function to obtain solutions of equational goals. We present only one typical inference rules from STS.
IntroSolveConstant :
where Q y and R y are possibly empty conjunctions of formulae and y * is a solve constant.
A solve constant * * is some constant, which we still have to assign a concrete value. Solve constants are introduced in order to eliminate existential quantifiers by substituting a constant for the quantified variable, where at the moment of introducing the constant, its concrete value can not yet be determined. For the proof to succeed, all solve constants that have been introduced must be eliminated by substituting appropriate ground terms in such a manner that the resulting formula can be proven. Of course, the strategy after introducing solve constants must always be to isolate the solve constants, which is typically done by solving, using methods depending on the nature of the remaining formula. Applying this strategy reduces proving to solving over various domains, and it
In fact, it should contain only the set theory specific part of solving. Since the solving components in the Theorema system are not yet far-advanced, we started with STS collecting inference rules for proof situations as they appear in typical proofs in set theory.
* * What we call solve constant is often addressed as meta variable by other authors. The technique of meta variables is well known and used also in other systems. Essentially, it imitates what a human does when instantiating existential quantifiers, in particular, in the well-known proof on limits, continuity, etc.
offers the possibility to benefit from the great advances that have been accomplished in developing powerful solution methods in computer algebra.
The inference rule described above might appear random. It is part of STS since it applies exactly to proof situations left after expanding membership in a union, i.e. goals of the form t ∈ {T x | x∈s P x }. The rule eliminates the outermost existential quantifier, but it introduces another existential quantifier. STS contains further rules, which allow the elimination of the existential quantifier in this particular and even in other more general situations (see (13) ). In addition to rules introducing solve constants, the STS prover, of course, also contains several rules for instantiating solve constants as soon as they appear in an isolated position.
Two Examples of Automatically Generated Proofs
This section contains representative proofs that were generated completely automatically by the Theorema set theory prover. The optical appearance of the proofs in the system corresponds exactly to how they are typeset in this paper.
The first example illustrates the interplay between P-, C-, and S-phases in one proof.
In order to show (G) we have to show
In order to prove (1) we have to show
Since j := 6 solves the equational part of (2) it suffices to show
Using available computation rules we evaluate (3):
Formula (4), using (A), is implied by:
(5) 6 > 1 .
Using available computation rules we evaluate (5):
(6) True .
The derivations of formulae (1) and (2) result from applying STP inference rules for membership in a union and membership in a set abstraction, respectively. Reduction of (2) to (3) is accomplished by instantiating j by a solution of a quadratic equation done in STS. Simplifications from (3) to (4) and from (5) to (6) were made using available semantic knowledge by STC (6 ∈ IN and 6 > 1, respectively) and, finally, reduction from (4) to (5) and the detection of proof success were made by standard predicate logic inference rules.
The second example is taken from the set theory section of the TPTP library. From (1) we can infer (3) B1 ∈ B (4) B1 ∈ C ∩ D .
From (4) we can infer (5) B1 ∈ C ∨ B1 ∈ D .
In order to prove (2) we may assume (6) B1 ∈ B \ D and show (7) B1 ∈ B \ C From (6) we can infer (8) B1 ∈ B ∨ B1 ∈ D .
We have to prove (7), thus, we first show:
Formula (9) is true because it is identical to (3). For proving (7) it still remains to show (10) B1 ∈ C :
From (3) and (8) we obtain (11) B1 ∈ D .
From (5) and (11) we obtain (12) B1 ∈ C .
Formula (10) is true because it is identical to (12) . ⊇: Now we assume (2) and show (1) . From (2) we can infer (13) B1 ∈ B \ C ∨ B1 ∈ B \ D .
We have to prove (1), thus, we first have to show (14) B1 ∈ B .
(We skip the proof of (14). It quickly succeeds by case distinction based on (13).) For proving (1) it still remains to show:
(15) B1 ∈ C ∩ D . (18) and (22) are contradictory. 2 The computation time for proof generation, simplification and display is approx. 6 seconds on a 400 MHz Linux machine. The proof of the same theorem in Otter did not finish within 300 seconds on the same hardware.
