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We test the effect of an external RF field on the switching processes of magnetic Josephson junctions (MJJs)
suitable for the realization of fast, scalable cryogenic memories compatible with Single Flux Quantum logic.
We show that the combined application of microwaves and magnetic field pulses can improve the performances
of the device, increasing the separation between the critical current levels corresponding to logical ’0’ and ’1’.
The enhancement of the current level separation can be as high as 80% using an optimal set of parameters. We
demonstrate that external RF fields can be used as an additional tool to manipulate the memory states, and
we expect that this approach may lead to the development of new methods of selecting MJJs and manipulating
their states in memory arrays for various applications.
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I. INTRODUCTION
Further progress in computing systems demands a sig-
nificant improvement in energy-efficiency of digital data
processing. Cryogenic superconducting single flux quan-
tum (SFQ) technology by virtue of its high speed and low
power dissipation attracts a significant attention for the
realization of the next generation classical computing sys-
tem with high energy efficiency1,2. For progress in scal-
able fault-tolerant quantum computing, a cryogenic clas-
sical digital and memory technology is sought to provide
supporting functions for qubit circuits such as readout,
control, and error-correction. The realization of these
functions with energy-efficient SFQ cryogenic technology
provides an opportunity to locate these circuits in a close
proximity to the superconducting qubit circuits3,4. While
digital SFQ circuits have reached a relative maturity of
a practical significance5–7, the matching low power dis-
sipation, high density memory that could be integrated
naturally with superconducting digital SFQ circuits re-
mains elusive and still need to be demonstrated. One of
the problems is that despite significant efforts, the su-
perconducting SFQ-based memories remain low density
with relatively large size memory cells (tens of square
microns) determined by large geometric inductances and
transformers8,9. This stimulates various hybrid memory
approaches from the incorporation of entire semiconduct-
ing memory cell arrays10 to the integration of spintronic
memory elements11,12 and the development of memory
devices based on magnetic Josephson junctions (MJJs)
with ferromagnetic barriers13–17. While achieving rel-
ative success in the memory device development, the
overall designed memory cells remains large with their
size dominated by elements such as nTrons18, readout
SQUIDs, transformers required for enabling memory cell
addressing within memory arrays, performing write and
read operations. Therefore, the development of alterna-
tive addressing approaches which would allow to decrease
memory cell size and increase memory cell density will
have a considerable impact on the cryogenic memory de-
velopment.
In this paper, we study the effects of microwave fields
on MJJ critical current levels in attempt to find an al-
ternative addressing approach which would minimize the
memory cell dimensions. The RF-assisted magnetization
switching is a rather well known phenomenon for a wide
range of systems such as magnetic clusters, single-domain
magnetic particles and magnetic tunnel junctions19–27,
but it has never been investigated on MJJs, although
spin wave resonances have been observed in conventional
ferromagnetic Josephson junctions28. Here we show how
this effect of remagnetization boost by RF fields can be
used to improve discernibility of two logical states of a
superconducting memory element based on Pd0.99Fe0.01
magnetic barrier.
When an RF field is applied together with a magnetic
field pulse, the percentage difference in high and low crit-
ical current levels can be almost twice as large than the
difference observed in absence of external RF fields. We
have found that for the particular sample investigated in
this work the separation between the two current levels
can be improved from 380 µA to 680 µA, for optimal
working temperature and for magnetic field pulse ampli-
tudes below 20% of the saturation field. This effect pro-
vides an additional knob to manipulate the memory state
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2Figure 1. The sample analyzed in this work: (a) MJJ 3D
structure and cross section (not to scale) with layers thick-
nesses marked and (b) measurement wiring with I- and V-
connected to the base electrode and I+ and V+ connected to
the counter electrode.
of MJJs which can increase power efficiency of the mem-
ory device and assist in solving MJJ addressing problems.
II. METHODS
The MJJs used for this experiment have been fab-
ricated within a collaboration between HYPRES Inc.
and the Russian Institute of Solid State Physics (ISSP-
RAS)16. The first step of the fabrication is the produc-
tion of a Nb/Al-AlOx(Nb) trilayer using the standard
HYPRES process to attain 4.5 kA/cm2 critical current
density samples29,30. The bottom Nb electrode is 120
nm, while the Nb counter electrode is 15 nm thick at
this stage. Then, the wafers are diced in 15 mm x 15
mm samples and sent to ISSP for the second stage of the
fabrication. The Nb counter electrode is etched down to
about 10 nm using Ar ion milling. This operation re-
moves Nb oxide and possible organic residues from the
Nb surface, providing good interface transparency be-
tween the Nb layer and ferromagnetic barrier. Then, a
Pd0.99Fe0.01/Nb bilayer is deposited on top using rf- and
dc-magnetron sputtering in Ar plasma. The thickness of
the PdFe layer is 14 nm and the top Nb layer is 150 nm
thick. Further fabrication process corresponds to that de-
scribed elsewhere16,31. The junction mesa has a square
shape of 10x10 µm2 size. A sketch of the sample is shown
in Fig. 1a, while the measurement wiring is shown in Fig.
1b. The important point noted in previous works17,32 is
that superconductivity is not completely suppressed in
the intermediate Nb layer, allowing the transmission of a
sufficiently large supercurrent through this SIsFS multi-
layer as compared to a SIFS junction, where S is for su-
perconductor, I for insulator and F for ferromagnet. On
the other hand, thickness of the Nb interlayer is much
smaller than London penetration depth, and any mag-
netic effect due to external field or internal magnetization
affects simultaneously tunnel and ferromagnetic layers.
This ensures both hysteretic critical current versus mag-
netic field dependence IC(H) due to remagnetization of
PdFe barrier and high ICRN product due to tunnel bar-
rier of the SIsFS junction, where IC is the critical current
of the junction and RN the normal state resistance. In
other words, experimental data show that AlOx-(Nb)-
Figure 2. Magnetic field dependence of the critical current (a)
and of the magnetization (b) for a MJJ with PdFe thickness
of 14 nm at different temperatures. Green line represent the
chosen working point. As temperature increases, the spacing
between the two maxima of IC(H) decreases (a). Similarly,
the width of M(H) curves decreases as T increases (b). Insets:
characteristic fields of the ferromagnet (coercive field HC and
saturation field HS indicated on sample curves).
PdFe multilayer serves as a single high-resistive barrier
with hysteretic remagnetization curve.
The measurements have been performed in a Heliox
VL evaporation cryostat, with the sample thermally an-
chored to the 3He pot of the cryostat. Magnetic field
is applied in the plane of the junction, which is the easy
magnetization plane due to the presence of the two super-
conducting electrodes acting as screens, using a supercon-
ducting Nb/Ti coil thermally anchored to the 1 K pot of
the cryostat to ensure thermal insulation of the sample.
We use a pulse generator to control width, amplitude
and other parameters such as delay, rising and falling
time of the pulse. The filtering system of our cryostat
is designed to minimize thermal and electronic noise, us-
ing a combination of RC filters and copper powder filters
anchored to different thermal stages, with cutoff frequen-
cies of about 1 MHz and 1 GHz respectively33. Standard
current-voltage characteristics (I-Vs) have been measured
3as a function of temperature and magnetic field, by cur-
rent biasing the MJJ with a ramp at low frequency (about
10 Hz) and by measuring the voltage across the junction
with a battery powered differential amplifier. The RF
train is emitted by an antenna placed close to the sample
and controlled through a microwave generator synchro-
nized with the signal generator used for magnetic field
pulses, so that it is possible to control its delay with re-
spect to the magnetic field pulse and its length, as well
as its frequency and power.
The working frequency is 3.88 GHz, chosen so that the
coupling with the junction is maximum, which means
that we observe the maximum critical current reduction
when microwaves are continuously applied to the sam-
ple. This frequency is slightly higher than the ferromag-
netic resonance (FMR) frequencies detected for 100 nm
thick Pd0.99Fe0.01 layers26, and provides effective mag-
netization dynamics due to microwaves. The exact opti-
mal microwave frequency we use for this experiment only
depends upon the geometry of our setup, i.e. the rela-
tive positions of the microwave antenna and the sample
holder. At other frequencies, the coupling between the
antenna and the sample is strongly reduced. All the mea-
surements presented in this work have been performed
setting the RF generator power level to 4.9 dBm and the
train duration to 250 ms at 4.2 K, if not specified oth-
erwise. The power level of the microwave field is then
reduced by two 3 dB attenuators anchored at different
stages of the cryostat. Measurements performed at base
temperature (0.3 K) on samples with lower critical cur-
rent confirm the results obtained at 4.2 K. The working
temperature has been chosen as it is the typical working
temperature of Nb-based SFQ circuits.
The use of an antenna limits our control of the mi-
crowave train, and cannot be considered as a viable ap-
proach for memory cell fabrication. However, the demon-
stration of RF influence on memory switching processes
paves the way for the development of new addressing
schemes based on coplanar RF waveguides, as shown for
magnetic tunnel junctions20.
PdFe layer is a soft ferromagnet with cluster magnetic
structure and a Curie temperature of about 10 K at 10-20
nm thickness26,34. The magnetic moment of Pd0.99Fe0.01
thin layers is distributed mostly within the relatively
large Fe-rich Pd3Fe nanoclusters of approximately 10 nm
size and around 100 nm spacing in between. The clusters
are embedded in a paramagnetic Pd host layer with high
polarizability35. The hysteresis loop is due to reorienta-
tion of the magnetic moment of these clusters.
In this work, we choose Pd0.99Fe0.01 because its prop-
erties have been extensively studied26,34,35. The excita-
tion of magnetic moments out of their equilibrium posi-
tion is not limited to a specific material, so our results
on Pd0.99Fe0.01 can be extended to other ferromagnetic
materials. More specifically, it is possible to use single-
domain ferromagnetic interlayers with biaxial magneti-
zation anisotropy such as CrO236 or Permalloy37, where
the RF signal could ease the switch between the two cor-
responding energy minima. Another possibility is the use
of PdFe alloys with different Fe concentrations. The fer-
romagnetic properties of the alloy can be tuned using an
appropriate Fe concentration, thus improving the scala-
bility of the memory element.
Since the magnetization is in the plane of the junction,
the magnetic flux ΦM due to the layer magnetization M
adds up to the flux generated by the external field ΦH
Φ = ΦM + ΦH = 4piMLdF +HLdm (1)
where L is the junction width, dF is the thickness of
the ferromagnetic layer and dm is the magnetic thickness
of the SIsFS junction17,31,32. The IC(H) dependence of
the junction is thus a shifted and distorted Fraunhofer
pattern (Fig. 2a) consistently with theory31,32. For each
value of the magnetic field below the saturation field,
there are two different critical current values that can be
used as logic states (’1’ and ’0’). M(H) curves can be
calculated from IC(H) curves (Fig. 2) using the known
methods31.
From IC(H) it is also possible to estimate experimen-
tally dm, the magnetic thickness of the SIsFS junction.
For fields above the saturation field, the magnetic flux
ΦM due to magnetization is constant, and thus the dif-
ference between two subsequent minima depends solely
on the applied field31:
∆
(
Φ
Φ0
)
= ∆
(
ΦH
Φ0
)
= ∆HLdm (2)
From M(H) curves it is possible to estimate the satu-
ration magnetization MS , the coercive field HC and the
saturation field HS (inset in Fig.2a and Fig.2b). MS is
the maximum magnetization value reached by the ferro-
magnetic barrier, at 3.5 K we observeMS ≈ 150 G, while
at 5 K we measure a saturation magnetization around 100
G. HC is the external field needed to completely demag-
netize the ferromagnet, and in our case ranges from ≈
1.2 Oe at 3.5 K to 0.8 Oe at 5 K. The saturation field HS
is the field at which MS is reached. For our samples it is
almost constant between 3.5 K and 4.7 K, approximately
10 Oe, and it drops to roughly 6 Oe at 5.0 K.
For uniform MJJ31,32 the two IC(H) branches are sym-
metrical with respect to zero field, and so the memory
cell use of this device requires a magnetic field bias to set
the optimal working point. This corresponds to the mag-
netic field value for which the difference between the high
and the low critical current levels is as large as possible,
provided that the magnetic bias is within the saturation
field. This occurs in correspondence of the maximum of
IC(H) pattern, at about 1.2 Oe, as shown in Fig. 2. In
previous works16 this was achieved automatically due to
magnetic field generated by bias current.
III. RESULTS
We compare the current levels obtained applying only
magnetic field pulses 500 ms long (Fig. 3a, left) and
4those obtained applying microwaves together with the
field pulse. In both cases critical current levels have been
measured from standard I-V curves acquired after the
end of magnetic field pulse. In Fig. 3a (right), the RF
train has been modulated so that it is 250 ms long and
centered around the center of the field pulse (Fig. 3a,
right). The time width of the train is tunable, along
with the delay with respect to the magnetic field pulse
and the rise and fall parameters. The comparison has
been performed collecting 10 pairs of low-high current I-
Vs for each case, and ∆I is calculated from the average of
low and high current levels using Eq. 3. Uncertainty on
∆I is estimated by propagating the errors on the average
high and low current levels.
An example of the above mentioned procedure is shown
in Fig. 3b where we present I-V curves for high IC states
(black) and low IC states (red). On the left we show
I-V curves when only magnetic field pulses are applied,
on the right I-V curves registered after the application of
magnetic field and microwaves (see Fig. 3a (right)) are
shown. The column plot in Fig. 3c shows the critical
current levels obtained from each I-V curve in Fig. 3b.
Blue bars represent the current levels in absence of mi-
crowaves, while the red bars are the current levels when
microwaves are applied together with field pulses.
Firstly we tested the devices as memory elements using
large magnetic field pulses (i.e. with amplitude larger
than the saturation field) as reported in literature16, and
then we applied the microwave train. To evaluate the
effect we define ∆I as the percentage difference in high
and low critical current levels, and G as the percentage
enhancement of ∆I:
∆I =
IhighC − I lowC
IhighC
(3)
G =
∆IMW −∆InoMW
∆InoMW
(4)
For these field values, the difference between critical
current levels ∆I is (60 ± 2)% in both cases, so G is zero.
Decreasing the field pulse amplitude down to ≈ HS/2 ≈
5.7 Oe, ∆I becomes higher when the RF field is applied,
and G increases. By further decreasing the field pulse
amplitude, G increases and reaches the maximum differ-
ence at about 3.9 Oe, and then decreases progressively,
until at low fields, of about 2.4 Oe, G goes back to zero.
As shown in Fig. 3d, we observed an enhancement of ∆I
in a wide range of field pulses. For a field pulse of 3.9
Oe, the percentage enhancement G is 35%.
A. Energy and temperature dependence
Our experiments show that the difference between the
critical current levels also depends on the amount of en-
ergy transferred to the device. In particular, we tested
the effect for different RF power levels and pulse dura-
tions, alongside with testing at different nominal energy
Figure 3. (a) Scheme of the driving pulses. Black: mag-
netic field pulse, green: microwaves. (b) and (c) IV curves
and current levels in absence (left) and in presence (right) of
microwaves. The amplitude of the field pulse is 3.9 Oe, the
RF train has a frequency of 3.88 GHz and a duration of 250
ms. (b) Black IV curves are registered at high critical cur-
rent level, red IVs at low critical current levels. (c) Blue bars
represent current levels in absence of applied microwaves, red
bars are current levels when an RF field is applied together
with magnetic field pulses. (d) Comparison between ∆I with
and without microwaves for different values of the field pulse
amplitude. Blue: ∆I when switching is performed using only
magnetic field pulses, red: ∆I when microwaves are used to
assist the switching process.
values of the microwaves. We have found that increasing
RF power level and keeping the train duration constant,
the current level separation enhancement increases, and
the same happens when increasing the time duration
of the external microwave field keeping the power level
constant38.
In Fig. 4a we show the current level separation ob-
tained for three nominal energy values, 465 µJ, 773 µJ
and 1235 µJ. For the lowest energy value, we show cur-
rent levels obtained for different power and time duration
values of the microwave train, chosen so that the energy
is kept almost constant. In this case the current levels
5Figure 4. (a) Current levels for different duration and power
level of the microwave train. The working temperature is 4.2
K, while the pulse amplitude is 3.9 Oe. (b) Magnetization
curves obtained from IC(H) measurements at different tem-
peratures. Left: 3.5 K and 4.2 K. Right: 4.7 K and 5 K (c) ∆I
for different working temperatures. Assuming a local heating
≈ 0.5K, the difference in ∆I obtained with and without mi-
crowaves is justified by the difference in M(H) curves shown
in panel (b).
separation is the same within error bars. The comparison
between all the five data-sets in Fig. 4a confirms that the
power level or the duration alone play no active role in
the switching enhancement.
The use of long pulses for magnetic fields and RF trains
is due to intrinsic limits of the setup used to demonstrate
the effect. The characteristic time of the superconduct-
ing coil used to generate magnetic field is of the order
of several ms, while the use of an antenna to apply mi-
crowaves implies a reduction of the actual power reaching
the sample. In order to measure the intrinsic switching
times of the MJJ, a further step is needed to implement a
specific setup and engineer a sample equipped with ded-
icated on-chip waveguides.
The dependence of critical current levels on the energy
carried by the RF signal demonstrates an instability in
cluster magnetic structure of PdFe induced by the RF
signal itself. The microwave radiation excites fluctua-
tions of local magnetic moments of PdFe clusters that
decrease the coercive field and facilitate the remagneti-
zation process. The alternating field of the microwave
signal moves the local magnetic moments out of equilib-
rium, causing their precession, which can be treated as
thermal fluctuations. This analogy is suggested by tem-
perature measurements shown in Fig. 4b and Fig. 4c.
The percentage enhancement G at a given tempera-
ture corresponds to the percentage difference in coercive
fields at different temperatures. At low temperatures,
M(H) is almost constant, so if the effective temperature
of local magnetic moments varies from the 3.5 K work-
ing temperature to 4.2 K due to the effect of microwaves
the coercive field HC and the saturation magnetization
MS are almost unchanged, as sketched in Fig. 4b (left).
Therefore the difference between ∆IMW and ∆InoMW is
small, as shown in Fig. 4c (left), where the corresponding
G is 8%. At higher temperatures (for instance for a work-
ing temperature of 4.7 K), M(H,T ) and M(H,T + δT )
can have significantly different coercive fields, as can be
seen from Fig. 4b (right), and thus a higher difference
between ∆I with and without applied microwaves is ob-
served in Fig. 4c (right), where the percentage difference
between ∆IMW and ∆InoMW is as large as 80%. This
enhancement proves that microwave and electrical sig-
nals can be used together to write information to a MJJ.
This creates other design possibilities for memory array
addressing schemes.
IV. DISCUSSION
The change in M(H) curves around 4.7 K has been re-
cently explained35 taking into account a two-component
magnetization of PdFe. It has been shown that thin (<
20 nm) PdFe films with low iron content, present two dif-
ferent Curie temperatures that correspond to two differ-
ent interactions. The main contribution is due to short
range interaction, while the weaker contribution is re-
lated to a Ruderman-Kittel-Kasuya-Yosida (RKKY) long
range interaction. In our samples, PdFe is 14 nm thick,
with a higher Curie temperature of ∼12 K. According
to previous works35, the lower Curie temperature T1 is
∼ 0.4T2 for 20 nm PdFe thin films, where T2 is the higher
Curie temperature. In our case, T1 corresponds to ∼4.8
K, which is in agreement with our experimental data.
Another potential application of the MJJ with PdFe-
nanoclustered ferromagnetic layer is in neuromorphic
6computing circuits. Recently, it was proposed to use
MJJs with Mn ferromagnetic nanoclusters for the im-
plementation of artificial synapses compatible with SFQ-
based artificial neurons as underlying technology plat-
form for large scale neuromorphic systems39,40. One can
use microwave radiation to tune critical current of MJJ-
based synapses implementing synaptic plasticity – the
foundation of learning and memory functions in neuro-
morphic systems.
The proposed microwave-assisted tuning of MJJ criti-
cal currents may be used also in the recently proposed
superconducting magnetic field-programmable gate ar-
ray (FPGA), in which MJJs are used to implement the
FPGA programming layer41.
The MJJ device with the clustered ferromagnetic layer
may not be scalable to submicron dimensions, perhaps
limiting their size to 1 µm2. However, the size of the
MJJ is often not defining the cryogenic memory cell di-
mensions, nor the memory array density. In fact, the
addressing schemes to enable a reliable selection of mem-
ory cell in a random access memory (RAM) array define
the memory cell area and RAM array density. In par-
ticular, the few square micron MJJ used in JMRAM42
is embedded into a readout SQUID which dominates the
memory cell area and may not be scalable below 20 µm2.
This makes the perspective MJJ-based memory cell com-
parable in size to the all-JJ memory cell9 re-scaled using
modern fabrication processes.
Most of the literature devoted to new cryogenic mem-
ory devices does not address this issue and focuses solely
on the memorizing storage element such as MJJs of var-
ious kinds overlooking the critical issue of implementing
the addressable memory cell design within a 2D RAM
array configuration. Therefore, we believe that the de-
velopment of new ways to address and manipulate mem-
ory cell within the array will have the highest impact
on the eventual success of various memory implementa-
tions achieving higher density. This work on microwave
assisted MJJ switching is a step in this direction.
V. CONCLUSION
In conclusion, we observed a clear evidence of RF-
assisted switching of magnetic Josephson junctions in a
wide range of magnetic field pulses. For field pulses above
and below this range, the RF radiation does not provide
any effect. The larger field pulses magnetize MJJ into
a saturation and any change in M(H) induced by mi-
crowaves cannot be distinguished. For the lower field
pulses, M(H) becomes non-hysteretic and almost linear.
The RF-assisted switching mechanism can be explained
in terms of effective heating of local magnetic moments,
and its temperature dependence can be interpreted in
terms of a two-component magnetization in PdFe. The
application of RF radiation makes possible to induce MJJ
switching using lower field pulses than without RF. This
also allows one to reduce reading bias current, poten-
tially leading to the improvement of the overall energy
efficiency.
The damping of the coercive field caused by the mi-
crowave signal can be used to choose the amplitude of
the writing magnetic pulse in such a way that only MJJs
subjected to the microwave radiation change their digi-
tal state. In this way, the addressing task is reduced to
the control of the microwave train, which is easier to per-
form. Further studies are required to determine the role
of other mechanisms that might be involved in switching
processes.
We plan to extend the RF-assisted switching approach
to entirely RF addressing of memory cells in an array,
using coplanar waveguides as described elsewhere19,20,
which can allow us to better tune other parameters that
can improve the overall performances of the memory ar-
ray.
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