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Capítulo 1
Introducción
El presente trabajo de Tesis contiene procedimientos que proponen hacer uso de las herramientas de bond graph para
realizar un análisis dentro del marco de referencia de técnicas de control robusto que se encuentran bien establecidas.
La mezcla de estas dos vertientes hace parecer sencillo el análisis de los modelos de las plantas o sistemas ya que es
fácil apreciar dentro de un diagrama todas las dinámicas de dichos sistemas.
Hacer uso de las técnicas de bond graph en conjunción con las técnicas empleadas dentro de control robusto
para el diseño de controladores nos lleva, gracias a una de las principales características del bond graph, a obtener
un controlador que sea físicamente implementable, debido a que el bond graph basa sus principios en las leyes de
conservación de la energía.
1.1 Objetivo
El objetivo principal del presente trabajo de Tesis, es utilizar las técnicas de Bond Graph, para analizar modelos
de plantas considerando incertidumbres no estructuradas, para obtener la representación LFT de incertidumbres no
estructuradas y para el análisis y diseño de un controlador robusto.
Se establecen objetivos particulares para visualizar de una mejor manera el objetivo general:
• Obtener un modelo lineal.
• Obtener una representación LFT para incertidumbres no estructuradas en bond graph.
• Analizar las funciones de sensibilidad en bond graph.
• Diseñar un controlador robusto.
• Analizar la estabilidad y el desempeño del sistema en lazo cerrado.
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• Integrar el sistema y validar con simulaciones el controlador robusto diseñado.
• Reportar y difundir los resultados teóricos obtenidos.
1.2 Justificación
• ¿Por qué hacemos uso de las herramientas mencionadas?, Teoría de control robusto H∞ y bond graph.
Debido a que el sistema en el cual realizamos nuestro estudio posee entradas y salidas múltiples; es decir, es un
sistema no lineal MIMO (Múltiples Entradas Múltiples Salidas), y que se utilizan modelos reducidos del motor sín-
crono; entonces el diseño de un controlador “eficiente” para este tipo de sistemas implica el hacer uso de herramientas
y consideraciones que tomen en cuenta las diferencias entre la planta nominal de diseño y el sistema real.
El control robusto por si sólo considera sistemas en los cuales se tiene la certeza o el conocimiento de errores y/o
simplificaciones que ocurrieron al formular el modelo de la planta Gp (Planta Perturbada e Incierta), obteniendo un
conjunto de posibles plantas que cubran la Planta Perturbada e Incierta.
El estudio de un sistema con control robusto H∞ enfatiza en la minimización de funciones, conocidas como
funciones de sensibilidad; minimizando una norma H∞, finalmente las funciones de sensibilidad están relacionadas
con el desempeño robusto del sistema y este a su vez se ve afectado por las perturbaciones e incertidumbres del
mismo.
El estudio del modelo en Bond Graph se basa en las interacciones de energía entre los subsistemas que componen
el sistema en general.
Además: “ Los sistemas que tienen partes eléctricas y mecánicas presentan una conexión muy importante, a
veces espectacular, entre dos disciplinas que normalmente se encuentran aisladas en la mente de los estudiantes de
ingeniería”,. . . “El lazo de unión común entre los sistemas mecánicos y eléctricos o constituye el hecho de que ambos
sistemas transportan cantidades de energía”[19].
El analizar el modelo de la máquina síncrona en bond graph da una perspectiva más amplia y precisa de la
dinámica del sistema, esto es de gran ayuda ya que se puede visualizar la máquina síncrona sin perder el sentido
físico, lo cual sucede generalmente con matemáticos; la comprensión del comportamiento de este sistema en particular
es importante ya que tiene aplicaciones que son de mucho interés, tales como en el tratamiento y conversión de la
energía eléctrica.
Mientras que representar el modelo LFT para incertidumbres no estructuradas y de las funciones de sensibilidad
en bond graph, son parte de las aportaciones realizadas, ya que sólo existe la representación LFT para incertidumbres
paramétricas [1].
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1.3 Organización de la Tesis
• El contenido de este trabajo se distribuye de la siguiente manera:
En el primer capítulo de este trabajo se da un breve repaso de los principales conceptos, tanto de la técnica de
modelado en bond graph, como de los principales fundamentos usados para realizar análisis de sistemas en el enfoque
de LFTs (Transformaciones Lineales Fraccionales) y el diseño de controladores robustos con ayuda del IMC (Control
de Modelo Interno). Se muestra la nomenclatura empleada en cada metodología y se renombran algunas variables
para evitar confusión entre conceptos de una técnica y de otra.
El Capítulo 2, Estructuras de Unión para las LFTs, muestra la propuesta para obtener la estructura de unión
equivalente entrada-salida para la LFT Superior y la LFT Inferior , visualizando estructuras de unión como subsis-
temas relacionados por operaciones de suma y resta dentro de un diagrama a bloques equivalente a las LFTs. Se
agrega además el procedimiento para obtener la estructura de unión equivalente entrada/salida de la LFT superior
considerando una incertidumbre aditiva , mostrando un breve ejemplo aplicado al modelo de un Motor de CD.
En el capítulo “Estructuras de Unión del Controlador IMC”, se propone, basados en la metodología empleada para
la obtención de las estructuras de unión para las LFTs; obtener la estructura de unión equivalente entrada-salida para
las Funciones de Sensibilidad So y de Sensibilidad complementaria To. Se propone la estructura de unión equivalente
entrada salida del controlador de modelo interno para plantas estables. Ambos resultados se muestran resultados en
función del párametro Q(s) de la familia de controladores estabilizantes. Se incluyen criterios basados en estructuras
de unión para garantizar el cumplimiento de propiedades estructurales de observabilidad y de controlabilidad de las
estructuras de unión de la función Sensibilidad complementaria y del controlador. Se tienen resultados para obtener
elementos de la estructura de unión del párametro Q(s)−estabilizante para plantas SISO. Al final del capítulo se
aplican algunos de los resultados en un ejemplo con un sistema de amortiguamiento.
Finalmente, se tiene el capítulo de Aplicación a la Máquina Síncrona donde se toma un modelo simplificado de la
misma para realizar el análisis aplicando los resultados del Capítulo 3.
.




Es importante realizar un análisis de las características de cada uno de los tópicos manejados dentro de este trabajo,
más aun, considerando el hecho de la “liga” que se logra establecer, en el Capítulo 1, entre el control robusto (robust
control) y la técnica de modelado enlace gráfico (bond graph). Dentro de este capítulo se presentan conceptos y
técnicas importantes dentro de ambas diciplinas, que son la base para el desarrollo del trabajo de investigación
realizado; es decir, presentamos antecedentes de los conceptos y técnicas empleadas para obtener las estructuras de
unión [5] (junction structures) equivalentes entrada-salida a los marcos de referencia de las Transformaciones Lineales
Fraccionales (LFT, Linear Fractional Transformations), del Modelo de Control Interno [14] (IMC, Internal Model
Control), y criterios de enlace gráfico para propiedades estructurales (structural properties).
Los conceptos y técnicas utilizadas son mostrados de manera independiente dentro de dos secciones, en la primera
parte se dan algunos fundamentos de bond graph y la segunda parte corresponde a los enfoques empleados dentro de
control robusto.
La siguiente sección, contiene conceptos dentro del modelado en bond graph, tales como, puertos, variables
generalizadas, y bond activo, entre otros.
2.2 Modelado en Bond Graph
Uno de los objetivos principales al realizar un estudio de las dinámicas de los sistemas reales es encontrar un modelo
del sistema. Los modelos son una representación o construcción, en ocasiones abstracta, empleada para describir el
comportamiento del sistema y de los elementos que lo componen. Ya que el modelo debe de ser una representación
de la realidad, la elaboración de los modelos es considerada un arte [5]. Existen modelos complejos o muy detallados,
estos modelos contienen parámetros que en algunos casos son imposibles de estimar y/o analizar [5]. Debido a ésto,
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Figura 2.1: Representación de un bond, componente fundamental de un bond graph
la persona que desarrolla los modelos debe conocer un procedimiento para construir una gran variedad de modelos de
sistemas de distintos niveles de complejidad, de manera que sea sencillo encontrar el modelo más adecuado al estudio
que se realiza.
Por lo general los modelos se encuentran representados matemáticamente, descritos por ecuaciones diferenciales,
en este caso se requiere amplio conocimiento del funcionamiento del sistema que representa el modelo para la correcta
interpretación del mismo. Las técnicas y metodologías de bond graph brindan la facilidad de construir el modelo del
sistema empleando una notación uniforme para todos los tipos de sistemas, debido a que la base de esta herramienta
de modelado es el flujo de potencia [5].
En 1961, Payter establece las bases de bond graph y la idea fue desarrollada posteriormente por Dean Karnopp,
Ronald Rosenberg y Wellstead como una poderosa herramienta de modelado.
2.2.1 Componentes Básicos de Bond Graph
En esta sección se resumen los componentes básicos de Bond Graph. De acuerdo a [5], un modelo en Bond Graph es
un modelo de un sistema dinámico, donde un conjunto de componentes interactúan unos con otros a través de puertos
de energía. Según [5], el modelado en bond graph consiste en dividir el sistema en partes que pueden ser modeladas
para estudiarlas y después ensamblarlas al modelo del sistema. Las partes principales del sistema son conocidas como
subsistemas, mientras que las partes más simples, además de ser no reducibles, son denominadas componentes. Sin
embargo, no se puede decir que los componentes, subsistemas y sistemas sigan este orden jerárquico ya que la parte
más primitiva de un sistema puede ser modelada con tal detalle que será un complejo subsistema.
Los llamados puertos, son lugares donde la energía puede fluir y en ellos se realizan las interconexiones de los
subsistemas. En sistemas que están compuestos por partes que se encuentran separadas, se considera naturalmente
la forma en que son ensambladas las partes, ya sea por líneas hidráulicas, cables o por otros subsistemas. La unión
de puertos se representa por una línea sencilla o bond (Figura 2.1) entre los multipuertos.
Los puertos son indicados por líneas que salen del símbolo que representa el dispositivo que se modela. En la
Figura 2.2 inciso (a) se muestran subsistemas con un puerto Además, un subsistema puede tener más de un “sitio”
donde exista flujo de energía (más de un puerto), los subsistemas con esta característica son llamados multipuertos,
como muestra la Figura 2.2 en su inciso (b).
Los puertos son elementos básicos del modelo, y éstos a su vez, pueden ser clasificados de acuerdo al tipo de
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Figura 2.2: Ensamble de subsistemas
puerto como se muestra, en la Tabla 2.1 Clasificaci n de Puertos en bond graph..
TIPO CLASIFICACIÓN
PUERTO 1
ACTIVOS Fuentes de esfuerzo (MS e)
Fuentes de flujo (MS f )
PASIVOS Almacenadores de esfuerzo (I)








(Tabla 2.1 Clasificaci n de Puertos en bond graph.)
En secciones posteriores se describe de una manera más detallada las características principales de los elementos
con distinto tipo de puerto.
Dentro de los conceptos básicos del modelado en bond graph tenemos las denominadas variables generalizadas, el
porque de su nombre y las definiciones que de ellas se desprenden se exponen en la siguiente sección.
Variables Generalizadas
Las variables de potencia, cuya función es describir las uniones realizadas entre multipuertos, son llamadas esfuerzo
e(t) y flujo f (t). Estas variables son conocidas como variables de bond generalizadas ya que pueden ser usadas en
todos los dominios de energía. Se definen como variables de potencia debido a que el producto de las variables, que
se consideran funciones del tiempo, es la potencia instántanea que fluye a través de los multipuertos.
P (t) , e(t)f(t) (2.1)
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Existen además, las denominadas variables de energía, esfuerzo acumulado o momento generalizado p(t) y flujo














es una función del momento generalizado ó del desplazamiento generalizado en los elementos almacenadores de esfuezo
ó de flujo, respectivamente.
Se da la clasificación de las variables de potencia en un esquema general en la Tabla 2.2 Clasificaci n de variables
de potencia, debido a que las interacciones de potencia están siempre presentes en las conexiones de los multipuertos.







Hidráulico Presión Tasa del flujo volumétrico ó caudal
Eléctrico Voltaje Corriente
Térmico Temperatura Calor
Magnético Fuerza magneto motriz Flujo magnético
Químico Volumen químico
(Tabla 2.2 Clasificaci n de variables de potencia)
Las variables de potencia son escritas enseguida de las líneas que representan los puertos, ésta es una ubicación,
que consideramos estándar, para las variables esfuerzo y flujo. Los esfuerzos son colocados ya sea arriba o a la
izquierda de la línea del puerto, los flujos se ubican bien abajo o a la derecha de la línea del puerto.
La media felcha (half arrow) en la Figura 2.1, indica una convención de signo, y la dirección del flujo de potencia
en cualquier instante de tiempo, en el cual sucede que las variables de potencia son ambas positivas.
Entonces cuando dos multipuertos se conectan la potencia fluye a través de ellos y se llega a la expresión del
producto de una cantidad de esfuerzo y de flujo (2.1) para la potencia; en bond graph se desarrolló una forma universal









Figura 2.3: Representación multipuerto del motor de C. D.
de representar multipuertos y sistemas formados por multipuertos interconectados, considerando la clasificación de
las variables generalizadas.
Enseguida se da una breve descripción de como se realiza la interconexión de elementos en un bond graph.
2.2.2 Interconexión de elementos
Los ensambles dentro de bond graph se realizan a nivel de subsistemas, un sistema completo está compuesto por
cierto número de subsistemas, que tienen puertos sencillos o multipuertos. Las uniones realizadas entre subsistemas
están descritas por las variables de potencia, como se mencionó en la Sección 1.2.1. Cuando se realiza la conexión de
dos multipuertos las variables de potencia son forzadas a cumplir con (2.1).
Cuando se acoplan dos multipuertos se dice que los multipuertos tienen un lazo (bond), similar a los lazos entre
las partes que componen las moléculas. Los bonds contienen ambas variables de potencia, pero sólo una de las señales
puede ser la entrada al elemento y en consecuencia la otra señal es la salida.
Como es de esperarse un sistema puede ser modelado internamente de forma detallada con los bonds ya men-
cionados, mientras que los dispositivos o elementos que componen el modelo se representan por letras o números,
dependiendo de la función que estos realicen dentro del sistema (fuentes, almacenadores, elementos disipativos o
elementos de unión).
Considerando la clasificación de variables de potencia y de energía, nos indica que sólo unos pocos elementos
multipuerto son requeridos para representar los modelos dentro de una gran variedad de dominios de energía.
Basados en las secciones anteriores se puede observar un bond graph representativo del motor de C.D. en la Figura
2.3.
Para obtener modelos en bond graph de sistemas más complejos es necesario revisar a fondo el concepto de
elemento basados en el número de puertos que lo conforman, lo anterior dentro de la clasificación mostrada en
la Tabla 2.1 Clasificaci ndePuertosenbondgraph.. Presentamos una revisión individual de cada uno de los ele-
mentos mencionados dentro de los componentes básicos de un bond graph.
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Figura 2.4: Elementos tipo puerto-1 activos (Fuentes)
Elementos tipo Puerto-1
Estos elementos se etiquetan a través de un puerto de potencia sencillo, y en el puerto existen un par de variables
de esfuerzo e(t) y de flujo f(t). Existen dos de estos elementos; los activos, los cuales introducen energía al sistema
y los pasivos que representan elementos de disipación; y dos formas de almacenamiento de energía, además de ser
considerados elementos ideales.
Los elementos tipo puerto-1 activos son llamados comúnmente fuentes, y existen dos tipos de ellas, fuentes de
esfuerzo Se y fuentes de flujo Sf . La Figura 2.4 muestra el correspondiente símbolo en bond graph para cada una de
ellas. En cada una de las dos fuentes; una de las dos variables, esfuerzo o flujo, se mantiene sensiblemente constante
e independiente del suministro de potencia, absorbido por la fuente o está restringida a ser una función particular
del tiempo.
Los elementos pasivos relacionan el esfuerzo y el flujo, y esta relación se puede interpretar de dos formas; el
esfuerzo puede ser obtenido si el flujo está dado, o viceversa, el flujo puede ser encontrado si el esfuerzo está dado.
La obtención de una u otra de las variables de potencia depende de la causalidad que le fue asignada al elemento.
Abordaremos el concepto de causalidad de forma más detallada en la siguiente sección.
Las relaciones que caracterizan a los elementos pasivos son llamadas relaciones constitutivas, se encuentran
definidas por las leyes físicas que rigen los elementos los cuales disipan potencia, almacenan energía o suminis-
tran potencia. Las relaciones constitutivas están en función de las variables generalizadas y cumplen con el principio
de conservación de energía.
La relación para las variables de potencia en el elemento puerto-1 resistivo (elemento disipativo) está dada por
una función estática entre las variables de potencia, que describe ya sea una línea curva o recta, siendo la resistencia
un elemento no lineal o lineal, respectivamente. Dicha relación se muestra en las siguientes expresiones,
e = ΦR (f)
f = Φ−1R (e)
(2.4)
El bond graph que representa el elemento puerto-1 se muestra en la Figura 2.5.
El elemento puerto-1 capacitivo (elemento almacenador de flujo), describe una relación constitutiva estática entre
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Figura 2.5: Elemento puerto-1 resistivo
Figura 2.6: Elemento puerto-1 capacitivo
el esfuerzo e (t) y el desplazamiento q (t),
q = ΦC (e)
e = Φ−1C (q)
(2.5)
El símbolo representativo del puerto-1 capacitivo es el bond graph de la Figura 2.6.
Un segundo almacenador de energía, llamado elemento puerto-1 inercial (elemento almacenador de esfuerzo), se
genera si el momento p (t) está relacionado por una ley constitutiva estática al flujo f (t). Este elemento se usa para
modelar efectos de inductancia, masa o inercia según sea el caso.
p = ΦI (f)
f = Φ−1I (p)
(2.6)
La Figura 2.7 representa el bond graph para el elemento puerto-1 inercial.
Los siguientes elementos son Elementos Tipo Puerto-2.
Elementos tipo Puerto-2
Los elementos tipo Puerto-2, son considerados elementos ideales en el sentido de conservación de la potencia dada en
(2.1), ésto significa que,
e1(t)f1(t) = e2(t)f2(t) (2.7)
donde el subíndice indica el puerto correspondiente.
Se presentan dos elementos que mantienen la relación de potencias de (2.7) trabajando bajo una relación entre
las variables de esfuerzo y flujo; dicha relación puede ser lineal o no lineal.
El elemento puerto-2 transformador lineal o no lineal cumple con la condición ideal de (2.7), tomando como
Figura 2.7: Elemento puerto-1 inercial
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Figura 2.8: Elementos tipo puerto-2







respectivamente, donde m, representa el módulo del transformador.








respectivamente, donde r, es el módulo del girador.
Las relaciones establecidas por (2.8) y (2.9) para cada uno de los elementos tipo puerto-2, son llamadas relaciones
del transformador y del girador, respectivamente. Es importante observar que en las leyes constitutivas dadas en
(2.8), el efecto de transformación genera una relación esfuerzo-esfuerzo y flujo-flujo. Mientras que el efecto del
girador representado en (2.9), muestra relaciones de esfuerzo-flujo. Además, los módulos del transformador o del
girador pueden estar modulados por otra variable.
El bond graph representativo de estos elementos está dado en la figura 2.8.
Finalmente presentamos los elementos tipo Puerto-3,
Elementos tipo Puerto-3
Tambien conocidos como uniones, los elementos tipo puerto-3 interconectan tres o más puertos de energía dentro de
un subsistema. Se clasifican en unión 0 y unión 1.
La unión 0, unión de flujo o unión de esfuerzo común, se rige por las relaciones de interconexión,
e1(t) = e2(t) = e3(t)
f1(t) + f2(t) + f3(t) = 0
(2.10)
las cuales se desprenden de la representación mostrada en la Figura 2.9, en este diagrama se observa la unión de tres
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Figura 2.9: Unión 0 (de esfuerzo común)
Figura 2.10: Unión 1 (de flujo común)
bonds.
Mientras que la unión 1, llamada unión de esfuerzo o unión de flujo común, se rige bajo las relaciones,
f1(t) = f2(t) = f3(t)
e1(t) + e2(t) + e3(t) = 0
(2.11)
y la unión se representa en la Figura 2.10.
Los esfuerzos en los bonds de la unión-0 son idénticos y la suma algebraica de los flujos es igual a cero. Lo anterior
implica que la suma de las potencias de cada uno de los bonds dentro de la unión es cero.
e1(t)f1(t) + e2(t)f2(t) + e3(t)f3(t) = 0 (2.12)
Al igual que en la unión 0, las relaciones constitutivas de la unión 1 al combinarse generan la conservación de
potencia en la forma que se muestra en (2.12).
Este tipo de puertos-3 representa una de las ideas fundamentales dentro del formalismo de bond graph. La idea
principal de estas uniones es representar en forma de multipuerto los dos tipos de conexiones las cuales son llamadas
conexiones serie y paralelo, hablando en un marco de referencia eléctrico.
Cada conexión se presenta dentro de todos los tipos de sistemas, no son conexiones propias del enfoque eléctrico.
Se puede esperar que la existencia de las uniones 0 y 1, o de elementos tipo puerto-1 ó puerto-2, no sean obvias al
realizar el modelado con las técnicas de bond graph, sin embargo, conforme se avance en la lectura de este trabajo se
observará como es posible hacer uso de los elementos mostrados en las secciones anteriores dentro de una metodología
22 CAPÍTULO 2. ANTECEDENTES
Figura 2.11: Reglas para reducción de bonds
formal para la obtención de un modelo.
Despues de haber observado cuales son las características principales de cada elemento, sus respectivas leyes o
relaciones constitutivas y la representación correspondiente en bond graph, proporcionamos un método estándar [15]
para obtener el modelo equivalente de un sistema en un modelo en bond graph.
- Dibujar una unión-0 para cada punto ó nodo en el esquema donde las trayectorias paralelas coincidan.
- Dibujar una unión-1 para cada componente en una trayectoria serie y conectar el componente apropiado de
bond graph en esa unión. La dirección de la semiflecha en cada bond graph indica la dirección del flujo de
potencia.
- Dibujar bonds entre uniones adyacentes, nuevamente indicando la dirección del flujo de potencia.
- Remover la unión-0 que representa el punto de referencia y remover todos los bonds conectados a esta unión.
- Simplificar el modelo de acuerdo a lo mostrado en la Figura 2.11.
El procedimiento mostrado, si se sigue según lo indicado, es una forma sencilla y segura de obtener una repre-
sentación de un modelo en bond graph.
En secciones anteriores se hizo uso del concepto de causalidad de una forma general, en la siguiente sección
haremos mención de usos más especificos de dicho concepto.
2.2.3 Causalidad
La manera de identificar cuales de las variables de potencia son entradas y cuales salidas es especificada por un trazo
causal (causal stroke) [5]. Un trazo causal es una pequeña línea perpendicular a los bonds, y se coloca en uno de los
extremos de éstos, como lo muestra la Figura 2.12. El trazo causal indica la dirección a la cual se dirige la señal de
esfuerzo. Se mencionó, dentro de la interconexión de elementos dada en la Sección 2.2, que un bond contiene las dos
variables de potencia; pero solamente una de las señales puede ser la entrada al elemento, por lo tanto la señal con
la variable de potencia restante es la salida del elemento.
El concepto de causalidad se estableció sabiendo que uno de los principios básicos dentro de las técnicas de
modelado en bond graph se basa en la representación de las relaciones causa-efecto entre los distintos componentes y
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Figura 2.12: Bond con causalidad asignada
subsistemas del modelo, se observa que el trazo causal nos indica cual de las variables de potencia es la causa y por
consiguiente cual es el efecto.
La causalidad asignada a un elemento de almacenamiento, establecida por el trazo causal, puede ser causalidad
integral o causalidad derivativa; esto se debe a que la relación entre las variables que intervienen dentro de las leyes
constitutivas de los distintos elementos puede ser expresada por una integral o una derivada, respectivamente; es
decir la salida del elemento puede ser expresada como la integral o derivada de la entrada al mismo. Sin embargo,
la causalidad derivativa muestra mucho más, este tipo de causalidad se presenta cuando elementos almacenadores
de energía que forman parte de un sistema no son dinámicamente independientes, dentro de una asignación de
causalidad integral predefinida [15].
La causalidad predefinida, es la causalidad que es requerida preferentemente para los elementos almacenadores de
energía. En un modelo en Bond Graph con causalidad integral predefinida; el número de elementos almacenadores
de energía con causalidad integral representa el número de ecuaciones diferenciales linealmente independientes del
modelo.
Mostraremos la causalidad que admiten los multipuertos básicos (Tabla 2.3 Causalidad en multipuertos.), algunos
se encuentran fuertemente restringidos con respecto a la posible causalidad que admiten, otros son completamente
indiferentes a la asignación de ésta y algunos más muestran sus leyes constitutivas en distinta forma dependiendo de
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la causalidad asignada.
(Tabla 2.3 Causalidad en multipuertos.)
Considerando las condiciones de causalidad dadas en la Tabla 2.3 Causalidad en multipuertos., un procedimiento
para asignación de causalidad en un multipuerto es [15].
1.- Considerar cualquier Se o Sf y asignar su causalidad requerida e inmediatamente extender las implicaciones
causales, empleando las restricciones de 0, 1, TF , y GY Tabla 2.3 Causalidad en multipuertos..
2.- Asignar causalidad integral (causalidad integral predefinida) o causalidad derivativa (causalidad derivativa
predefinida) a los elementos C e I respetando las restricciones de la Tabla 2.3 Causalidad en multipuertos..
3.- Escoger cualquier R que no esté asignado y dar una causalidad arbitraria a R. Extender las implicaciones
usando 0, 1, TF , y GY de la Tabla 2.3 Causalidad en multipuertos..
Un bond graph es Causalmente Correcto, cuando no existe conflicto de causalidad entre los elementos y las
uniones.
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Figura 2.13: Bond Activo (active bond)
Es necesario hacer notar que la convención de signo de la media flecha para flujo de potencia y el trazo causal son
completamente independientes.
Otro de los aspectos importantes, dentro de las técnicas de modelado en bond graph, es el considerar que las
uniones entre los multipuertos no tienen efecto de carga uno sobre otro, cuando se hace esta consideración el bond
únicamente considera una de las señales debida a las variables de potencia esfuerzo o flujo, a este tipo de bond se le
define como bond activo [5].
2.2.4 Bond Activo
Los instrumentos de medición se encuentran diseñados para extraer información acerca de la variable de un sistema
sin perturbar de manera crítica al sistema al cual el instrumento de medición es conectado. Cuando algún instrumento
de medición lee una variable de esfuerzo o flujo, y no presenta lectura alguna de potencia, ésto indica que la conexión
entre los subsistemas no presenta el efecto de carga asociado a la interacción de potencia. Si el sistema se encuentra
bajo el dominio de la interacción de señales debido a la presencia de intrumentos, entonces ya sea una señal de esfuerzo
o una de flujo puede ser eliminada en muchos de los puntos de interconexión. En este caso, un bond se degrada a
una señal simple y puede representarse por medio de un bond activo [5] (active bond), éste se representa por una
flecha completa (full arrowhead), que indica que una influencia del medio ambiente del sistema sucede esencialmente
cuando no existe flujo de potencia, es decir, representa una señal de flujo a muy baja potencia (ver [3], [5], [15]).
Es importante notar que al hacer uso de bond graph, uno considerará siempre que los multipuertos están acoplados
con los dos efectos excitación y carga a menos que se tome la descisión específica de eliminar el efecto de carga.
Para finalizar con la breve recoplilación de los conceptos que consideramos importantes para realizar una inter-
pretación de los modelos obtenidos con las técnicas de bond graph, presentamos la estructura de unión [5], empleada
cuando se realizan interconexiones entre multipuertos.
2.2.5 Estructura de Unión
Las estructuras de unión [5] S, son conjuntos de uniones 1 y uniones 0, transformadores TF , y giradores GY . Las
estructuras de unión habilitan o deshabilitan el intercambio de energía, haciendo cumplir las restricciones entre las
partes dinámicas del sistema. El diagrama que se muestra en la Figura 2.14 presenta casualidad integral predefinida,
ningún elemento permanece en causalidad derivativa, y el bond graph se encuentra en forma estándar [5]. Todos los
bonds se clasifican dentro de este diagrama como bonds externos, conectando los elementos almacenadores C, I, en
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Estructura de Union






















Figura 2.14: Bond Graph con causalidad integral.
causalidad integral; los elementos disipativos R, y las fuentes de esfuerzo Se y de flujo Sf , con la conexión interna de
elementos de la estructura de unión (0, 1, TF , GY ).
De acuerdo con la Figura 2.14, x(t) es el vector de estado asociado con los elementos I y C en causalidad integral,
z(t) es el vector de co-energía compuesto de variables de esfuerzo y de flujo tal que F es una matriz diagonal compuesta
de elementos 1/I y 1/C.
z(t) = Fx (t) ó z(t) = ϕ1 (x (t))
Dout(t) = LDin (t) ó Dout (t) = ϕ1 (Din (t))
(2.13)
donde Din(t) y Dout(t) son vectores que asocian esfuerzos y flujos entre el campo disipativo R y la estructura de
unión preservando su relación, L es una matriz diagonal compuesta por elementos 1/R y/o R. La entrada y salida
de la planta, se denotan por u(t) e y(t), respectivamente, donde, u(t) contiene los esfuerzos y los flujos impuestos
por los elementos fuente en la estructura de unión. En la Figura 2.14 x(t) está compuesto de variables de energía,
momento generalizado p(t) en los elementos I y carga generalizada q(t) en los elementos C, para causalidad integral
predefinida; z(t) al igual que la derivada en el tiempo de x(t), Din(t) y Dout(t), son generalmente una mezcla de
esfuerzos y flujos.
Los campos [5] son generalizaciones multipuerto de los elementos C, I y R. Los campos están representados con
la letra que representa al elemento con el número de bonds correspondientes al número de puertos que se encuentran
interconectados con el elemento correspondiente.
Los vectores que representan las entradas y salidas de la estructura de unión S, son llamados vectores clave [5].



















y las relaciones de los campos de almacenamiento y disipativo son (3.3), Las estructuras de unión son tipos especiales
de campos R que nunca disipan potencia [5]; sus propiedades [5] son:
P1 . S11 y S22, deben ser antisimétricas,
P2 . S12 = −ST21.
Además de las propiedades P1 y P2 de los elementos que componen la estructura de unión, existen propiedades
estructurales para la estabilidad, controlabilidad y observabilidad [3][9][10]. Éstas propiedades no dependen de los
párametros del sistema, si no sólamente de su estructura. En [9] condiciones suficientes de no existencia de estabilidad
asintótica y condiciones necesarias y suficientes de controlabilidad y observabilidad para sistemas lineales invariantes
en el tiempo considerando únicamente la matriz de la estructura de unión (3.2), están dadas, y resumidas en los
siguientes teoremas:






PS2 . Un sistema modelado por bond graph es estructuralmente controlable si las siguientes dos condiciones son
satisfechas:









PS3 . Un sistema modelado por bond graph es estructuralemente observable si las siguientes dos condiciones son
satisfechas:














Estas propiedades son de gran ayuda ya que se puede evaluar de manera directa estabilidad, controlabilidad u
observabilidad estructural, a partir de la estructura de unión. Las propiedades estructurales de observabilidad y
controlabilidad han sido útiles para determinar el número y localización de sensores y actuadores.
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Para Sistemas Linealeas invariantes y variantes en el tiempo, a partir de la estructura de unión tambien es sencillo
obtener el espacio de estados del sistema, el cual está en función de los elementos de la estructura de unión (3.2),
A(t) = [S11 + S12M(t)S21]F ;
B(t) = S13 + S12M(t)S23;
C(t) = [S31 + S32M(t)S21]F ;
D(t) = S33 + S32M(t)S23;
(2.16)
donde,
M(t) = (Id − LS22)−1 L (2.17)
y F (t) y L (t) son las matrices de los campos de almacenamiento y disipativo, respectivamente, en (3.3).
De forma general, las principales ventajas de bond graph [5] son:
* Incluye la estructura de unión S.
* Con un número mínimo de símbolos, puede representar diferentes manifestaciones de energía.
* Permite el acoplamiento de sub-sistemas.
* Las variables de estado tienen significado físico.
* Indica las relaciones causa-efecto de cada elemento o sub-sistema.
Es importante considerar que muchos de los resultados obtenidos al modelar con bond graph pueden ser aplicados
a sistemas no lineales dado que la estructura de la conexión permanece invariante y la parte no lineal se incluye en
las relaciones constitutivas de los elementos.
En lo que respecta a las técnicas de modelado en bond graph lo dicho en las secciones anteriores consideramos que
es suficiente para comprender la obtención de las principales aportaciones dentro de este trabajo. En las secciones
siguientes se muestran definiciones y principios dentro de los enfoques de Control Robusto, otra de las principales
líneas que se tratan en este trabajo.
2.3 Enfoques de Control Robusto
La necesidad de los sistemas dinámicos de mantener estabilidad ante perturbaciones externas, tales como errores
de medición o perturbaciones del sistema, ya sea de alta o baja frecuencia, e incertidumbres como dinámicas no
modeladas, nos lleva a diseñar de la mejor manera posible los controladores para mantener dicha estabilidad.
La estabilidad [14] vista como una propiedad o característica de los sistemas dinámicos se puede definir como
la capacidad de un sistema de mantener sus niveles de energía dentro de lo permisible o deseable, para el correcto
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funcionamiento de todo el proceso del que forma parte el sistema. Para resolver los problemas implicados con la
obtención de estabilidad se hace uso de herramientas que van desde las que son prácticas pero bajo métodos clásicos
hasta las que generan la más sofisticada teoría moderna.
El objetivo principal de un sistema de control es lograr que la salida y(t) de un sistema se comporte de cierto
modo mediante la manipulación de la entrada u(t) del sistema, existen distintos problemas para llegar al objetivo
anteriormente planteado. El problema de regulación [14] es manipular u(t) para contrarrestar el efecto de una
perturbación d(t) presente en el sistema. El servo problema [14] es manejar la entrada u(t) para mantener la salida
cercana a una referencia r(t) dada; en ambos casos se pretende que el error de control e(t) = y(t)− r(t) sea pequeño.
El algoritmo para ajustar u(t) en base a la información de la cual se dispone es el controlador K(t) [14]. En muchos
casos las entradas y salidas del sistema se pueden expresar haciendo uso de las llamadas funciones de peso W (s).
Las funciones de peso [14] W (s), se emplean dentro del diseño de controladores como una herramienta de es-
calamiento y para especificar bandas de frecuencia, facilitando tanto el análisis del modelo del sistema como el diseño
de los controladores. Uno de los enfoques más empleados dentro del escalamiento es el de hacer las variables menores
a uno en magnitud; ésto se logra mediante la división de cada variable por su máximo cambio esperado permitido.
Dentro de las vertientes del control existe una línea de investigación que combina la teoría y herramientas del
control clásico y moderno, el Control Robusto [8], [12], [14]. En este enfoque el modelo del sistema puede considerar
perturbaciones d(t) e incertidumbres∆(t) acotadas. El marco de referencia de un sistema perturbado implica el uso de
conceptos como estabilidad y desempeño nominal. En el desempeño nominal el sistema satisface las especificaciones
de desempeño, para el modelo sin incertidumbre.
El desempeño [14] dentro de la Teoría de control es lograr que la salida y(t) del sistema se comporte de la forma
más deseable.
El estudio de sistemas Linales Invariantes en el Tiempo (LTI, Linear Time Invariant) con una entrada y una
salida (SISO, Sigle Input Single Output) y que se modelan considerando las posibles perturbaciones e incertidumbres
dentro del modelo se encuentra bien definido dentro de las técnicas de control robusto [8], [12], [14] ; sin embargo,
para los sistemas con varias entradas y varias salidas (MIMO, Multiple Input Multiple Output) es necesario hacer uso
del concepto de norma. La cual, es la extensión del concepto de medida, en un espacio vectorial.
El principal modelo de aplicación de los procedimientos propuestos como aportaciones en este trabajo es un
sistema con multi-entradas multi-salidas.
Se eligieron dos marcos de referencia dentro de los existentes en control robusto, las Transformaciones Lineales
Fraccionales (LFTs Linear Fractional Transformation) y el Control de Modelo Interno (IMC Internal Model Control),
en las dos siguientes secciones se muestran las principales ideas de cada uno de los enfoques mencionados.

















Figura 2.16: Representación de la LFT superior
2.3.1 Transformaciones Lineales Fraccionales (LFTs)
Considerando las Transformaciones Lineales Fraccionales (LFTs) [14] mostradas en las Figuras 2.15 y 2.16, el sig-
nificado físico de una LFT, en la teoría de control, es una relación entrada-salida si tomamos M(s) ó N(s) como una
matriz de transferencia propia; dondeM(s) y N(s) son las plantas controladas incluyendo las funciones de peso; K(s)
es el controlador, u∆(t) y y∆(t) son la entrada y salida del modelo de incertidumbre ∆(s), respectivamente, yK(t)
es la salida del controlador, uK(t) es la entrada del controlador y la señal medible, y w(t) es el vector de entradas
externas, φ(t) es la salida regulada de las LFTs, se adopta esta notación para evitar confundirla con el vector de
co-energía z(t) de las estructuras de unión. Las LFTs son matrices de funciones de transferencia de lazo cerrado de
w 7→ φ, i.e.,
Tφw(s) = F l(M(s),K(s)) Tφw(s) = Fu(N(s),∆(s)) (2.18)
donde F l(M(s),K(s)) denota la LFT inferior y Fu(N(s),∆(s)) la LFT superior. El diagrama de la Figura 2.15















mientras que el diagrama en la Figura 2.16 representa,
 u∆(s)
φ(s)
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Entonces, de las Figuras 2.15 y 2.16, y de (2.19) y (2.20) se tiene,
Fl (M(s),K(s)) =
h






N21(s)∆(s) [I −N11(s)∆(s)]−1N12(s) +N22(s)
i
w(s) (2.22)
La motivación para las terminologias de inferior y superior (lower and upper) LFTs se realiza basándose en el
hecho que dentro de la LFT inferior el modelo correspondiente al controlador K(s) se encuentra en la parte inferior
con respecto a la ubicación de la planta controladaM(s) y en el modelo de la LFT superior el modelo de incertidumbre
está ubicado en la parte superior respecto a N(s).
Las LFTs son frecuentemente empleadas en la literatura de control para análisis y diseño [11] y [14], y fueron
introducidas por Doyle en 1984. Dadas las matrices para los modelos de incertidumbre ∆(s) y controlador K(s)
quedando definidas las LFTs por (2.18) [11].
La siguiente sección muestra las ideas más importantes dentro del llamado Control de Modelo Interno (IMC ).
2.3.2 Control de Modelo Interno (IMC)
Antes de presentar las ideas dentro del marco de Control de Modelo Interno, es necesario exponer conceptos que son
fundamentales para el entendimiento de los elementos que intervienen dentro de este enfoque.
Considerando la Figura 2.15, cuya configuración representa un sistema con retroalimentación; donde M(s) es la
planta generalizada [8], con dos conjuntos de entradas w(s) que considera las entradas exógenas incluyendo pertur-
baciones y u(s) = yK(s) que representa las entradas de control. Además, M(s) tiene dos conjuntos de salidas, las
medibles uK(s) y las salidas regulables φ(s). Uno de los principales problemas de control es el establecer estabilidad
y desempeño en lazo cerrado (closed loop); ésto es diseñar un controlador K(s) tal que el sistema en lazo cerrado sea
estable bajo un valor especificado para el error de la señal φ(s), es decir, que el sistema sea estable bajo una condición
de desempeño.
Teniendo la descripción del sistema G(s) en ecuaciones diferenciales con coeficientes constantes,
ẋ = Ax+Bu, x(t0) = x0 (2.23)
decimos que el par (A,B) es estabilizable si existe una retroalimentación de estado u(t) = Kx(t) tal que el sistema es
estable, i.e., A+BK es estable [14]. A la matriz K que logra que el sistema sea estabilizable se le llama controlador
estabilizante.
Podemos agregar, además, que un sistema es internamente estable [11] si ninguno de sus componentes contiene
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Figura 2.17: Diagrama a bloques de un sistema retroalimentado
modos escondidos inestables [11], cualquier estabilidad en los componentes del sistema debe de estar contenida dentro
de su comportamiento entrada-salida; y la introducción de señales externas acotadas en cualquier lugar en el sistema
dará como resultado señales de salida acotadas en cualquier lugar del sistema.
La estabilidad interna es un requerimiento básico para una práctica retroalimentación del sistema [14]. Lo anterior
se debe a que todos los sistemas interconectados pueden estar inevitablemente sujetos a condiciones iniciales y errores
distintos a cero, en la práctica ésto no puede ser tolerado, si el sistema no es internamente estable, ya que los errores
ubicados en algunas ocaciones generarán señales no acotadas en otras locaciones del sistema en lazo cerrado.
En el esquema de control de la figura 2.17, K(s) ó K(t) es un controlador estabilizante m × p , que garantiza
estabilidad interna, donde yP (t) y uP (t), son la entrada y salida de la planta nominal P (s) ó P (t) de tamaño p×m,
r(t) es la entrada de referencia, do(t) y n(t) son las perturbaciones externas, y(t) es la señal regulada, y e(t) es la
señal de error. El análisis de las funciones de transferencia de lazo cerrado llamadas función de sensibilidad So(s), y
función de sensibilidad complementaria To(s) [11][14], ayuda a diseñar la acción de control para obtener desempeño
o estabilidad aún bajo los efectos de las perturbaciones y de las incertidumbres. La función de sensibilidad So(s) es
la función de transferencia en lazo cerrado de r(t) o do(t) a e(t), mientras To(s) es la función de lazo cerrado de r(t)
a y(t), i.e.,
So (s) = (Id + Lo (s))
−1
To (s) = So (s)Lo (s)
(2.24)
donde Lo(s) = P (s)K(s) es la función de transferencia de lazo abierto e Id es la matriz identidad. Existe un
compromiso entre ellas, dado por,
S (s) + T (s) = Id(s) (2.25)
El diagrama mostrado en la Figura 2.17 se puede representar en una configuración general equivalente a la Figura
2.15 para obtener la planta generalizada Tφw(s),
φ(s) = Tφw(s)w(s)




















Figura 2.18: Estructura del Modelo de Control Interno (IMC)















So (s) −So (s) −So (s)
K (s)So (s) −K (s)So (s) −K (s)So (s)
To (s) So (s) −To (s)
 (2.27)
Podemos ver que las funciones de sensibilidad So(s) ó To(s) aparecen en todas las relaciones entrada salida dentro
de Tφw(s). Es importante saber que Tφw(s) puede ser expresada en términos del parámetro Q(s) [12] dentro del
enfoque de Control de Modelo Interno (IMC ), ver Figura 2.18. La parametrización, se conoce como parametrización-
Q(s) o parametrización YBK [13] [12] de todos los controladores estabilizantes para una planta estable. Para una
planta estable P (s), el esquema con retroalimentación negativa de las Figuras 2.17 ó 2.18 es internamente estable
[11] sí y sólo sí, el parámetro Q(s) [12],
Q (s) := K (s)So (s) (2.28)
es cualquier matriz de función de transferencia estable. Resolviendo (2.28) con respecto al controlador K(s), la
parametrización de todos los controladores estabilizantes para la planta estable P (s) está dada por,
K (s) = [Id −Q (s)P (s)]−1Q (s)
= Q (s) [Id − P (s)Q (s)]−1
(2.29)
De (2.28), la función de transferencia So(s) dada en (2.24) [12] es,
So (s) = Id − P (s)Q (s) (2.30)
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donde
det [Id − P (s)Q (s)] 6= 0, Q(s) estable (2.31)
y mientras que de (2.25) y (2.30),
To (s) = P (s)Q (s) (2.32)
De lo anterior, es posible apreciar que si, P (s) y Q(s) son estables, entonces So(s) y To(s) son estables y por
consecuencia Tφw(s) es estable, seleccionando K(s) estable.
El esquema de Control de Modelo Interno (IMC), es un procedimiento de diseño, establecido porMorari y Zafiriou
en 1989 [11]; el cual ha sido probado exitosamente en diversas aplicaciones. Este enfoque es útil ya que esencialmente
produce un controlador desacoplado. La idea principal detrás de la estructura del IMC es que el “controlador” Q(s)
puede ser diseñado en modo de lazo abierto dado que la señal de retro-alimentación sólo contiene información acerca
de la diferencia entre la salida actual y la salida predicha por el modelo [11].
Los conceptos que se han repasado en las secciones anteriores son de gran importancia para justificar y entender
como se obtuvieron las principales aportaciones de este trabajo; cuya finalidad principal es establecer un vínculo
entre las técnicas de control robusto y las empleadas para la obtención de modelos en bond graph. Más que lo dicho
anteriormente, es resaltar el gran potencial del que se puede hacer uso en las técnicas propias de bond graph no
únicamente en la obtención de modelos a los cuales es necesario aplicar una acción de control sino también en el
propio diseño de los controladores, encargados de realizar la acción de control; ésto nos dará un modelo donde el
sentido físico del mismo siempre esta presente, lo que hace más sencillo su uso en la práctica.
Los siguientes dos capítulos muestran las principales propuestas de este trabajo.
Capítulo 3
Estructuras de Unión para las LFTs
3.1 Introducción
La existencia de las técnicas de bond graph como una fuerte herramienta de modelado; hace pensar en la posibilidad
de hacer uso de ella para el diseño de controladores o para establecer ciertos criterios de control, que ya se encuentran
bien establecidos dentro de las técnicas de control estándar, dentro de un entorno gráfico como lo es el modelado en
bond graph.
Debido a que el modelado en bond graph nos permite tener una visión completa de los componentes o elementos
que conforman los modelos; además de mostrar de forma clara la conexión entre ellos y su ubicación dentro del
modelo, consideramos que la liga entre las técnicas de control estándar o encontrar la equivalencia de las mismas
en bond graph, es de gran ayuda para las técnicas de control por las facilidades brindadas por las técnicas de bond
graph dentro del entorno físico de los modelos. En este capítulo se propone una relación entre control robusto y las
técnicas de bond graph a través de las Transformaciones Lineales Fraccionales y la Estructura de unión.
En el caso del control robusto donde se consideran sistemas con elementos inciertos; ya sea por incertidumbre
de parámetros o consideraciones hechas durante la elaboración de los modelos (dinámicas no modeladas), es de gran
ayuda emplear bond graph, tanto como herramienta de diseño como de análisis.
En este capítulo presentamos los resultados obtenidos en el marco de referencia de las Transformaciones Lin-
eales Fraccionales (LFT, Linear Fractional Transformation) [14], se muestran las estructuras de unión equivalentes
entrada/salida a las LFTs. En la primera parte de este trabajo se realiza un breve recordatorio de las ideas principales
dentro del enfoque de LFTs. Por lo tanto, tomaremos en consideración lo dicho anteriormente en referencia al marco
de las LFTs.
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Figura 3.1: Representación estándar de la planta con incertidumbre bajo retroalimentación de control.
3.2 Transformaciones Lineales Fraccionales
El significado físico de una LFT [14] en la ciencia del control, como se dijo anteriormente en el Capítulo 2, subsec-
ción 2.3.1, es una relación entrada/salida; entre entradas externas al sistema w(s) y la señal regulada φ(s), vector
compuesto por todas las señales que se requieren para caracterizar el comportamiento del sistema en lazo cerrado.
La función de transferencia de w(s) a φ(s) puede considerarse como una representación “no exacta” de la planta
conocida bajo una retroalimentación de control, ya que el diagrama completo de la denominada LFT incluye un
modelo de las incertidumbres presentes en el sistema, como lo muestra la Figura 3.1.
Muchos problemas de control pueden ser formulados dentro del marco de referencia de las LFTs; este enfoque
nos da la oportunidad de realizar un estudio de la planta considerando únicamente su conexión con el modelo de la
incertidumbre, de igual forma al considerar solamente las conexiones con el controlador podemos hacer un diseño
del mismo. Existen diagramas específicos para los casos mencionados anteriormente, en los cuales se considera sólo
el modelo de la incertidumbre o el modelo del controlador, el primero es la llamada LFT superior y el diagrama
que considera únicamente al controlador y la planta conocida es la LFT inferior; las Figuras 2.15 y 2.16 del capítulo
anterior muestran las configuraciones correspondientes a cada una de las LFTs mencionadas.
Las funciones de transferencia de las LFTs superior e inferior están dadas por las ecuaciones (2.18) a (2.20), del
capítulo de antecedentes.
Considerando las descripciones de entradas y salidas de los diagramas para las LFTs, hechas en el capítulo anterior,
todas las conexiones existentes dentro de las LFTs pueden relacionarse al dominio físico a través de la estructura de
unión S [5], bajo las consideraciones que se dan en la sección de Estructuras de unión para LFT Superior e Inferior
La siguiente sección presenta un procedimiento en el cual se llega a la obtención de estructuras de unión equiva-
lentes entrada/salida a las LFT superior e inferior.
3.3 Estructuras de unión para LFT Superior e Inferior
Se considera que cada uno de los bloques dentro del diagrama de las LFTs posee una representación equivalente
entrada/salida a una estructura de unión, y que cada estructura de unión acepta causalidad integral predefinida sin




















Figura 3.3: Conexión paralelo
elementos que permanezcan en causalidad derivativa. Con un modelo en bond graph en forma estándar [5], los bond
graphs pueden ser clasificados como se muestra en la figura 2.14 del capítulo anterior, donde cada uno de los campos
fuera de la estructura de unión, que como sabemos está compuesta principalemente de uniones 0 y 1, y los modulos
n y r, de transformadores TF y giradores GY , respectivamente; fueron descritos en las subsecciones 2.2.1 y 2.2.2 del
Capítulo de Antecedentes.
Las realciones para la estructura de unión S [5] están dadas por, las ecuaciones (2.13) a (2.15) del Capítulo























Las Figuras 3.2 y 3.3, muestran las conexiones de una unión suma y paralelo [18] que se realizan con bonds activos
[3], [5] y [15].
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Presentamos las estructuras de unión equivalentes entrada/salida para estas dos configuraciones ya que estas nos
ayudan a obtener las estructuras de unión que representan a las LFTs.
Bajo la suposición de que todas Sa y Sb en las Figuras 3.2 y 3.3 tienen la partición de bloques dada por (3.2),
satisfacen las propiedades P1 y P2 para la estructura de unión y que cada una de las estructuras no tiene efecto
de carga una sobre la otra. Entonces una estructura de unión equivalente SY para las conexiones mostradas en las










Considerando el hecho de que no existen efectos de carga entre las estructuras de unión equivalentes, la estructura
de unión equivalente (3.4), conserva la partición en bloques de (3.2), y las propiedades P1 y P2 de la estructura de
unión. La estructura de unión obtenida se puede considerar como un sistema aumentado, y los vectores de estado
equivalentes para las dos conexiones se componen de los vectores de estado de cada una de las estructuras de unión
Sa y Sb.




 , DYin(t) =
 Dain(t)
Dbin(t)




 , DYout(t) =
 Daout(t)
Dbout(t)





y los elementos que componen la estructura de unión equivalente son:
SY11 = diag{Sa11, Sb11}; SY12 = diag{Sa12, Sb12}; SY13 = diag{Sa13, Sb13}
SY21 = diag{Sa21, Sb21}; SY22 = diag{Sa22, Sb22}; SY23 = diag{Sa23, Sb23}
SY31 = [ Sa31 S
b
31
]; SY32 = [ Sa32 S
b
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De igual modo, para la conexión en la Figura 3.3, tenemos, que los vectores de las relaciones de almacenamiento
y disipación son iguales a (3.5), exceptuándo los vectores de entrada y salida de la estructura de unión equivalente,
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y,








SY31 = [ Sa31 −Sb31 ]; SY32 = [ Sa32 −Sb32 ]; SY33 = Sa33 − Sb33
(3.8)
Es importante hacer notar que la diferencia de los elementos para las estructuras de unión equivalentes a las
operaciones de suma y resta presentadas en las Figuras 3.2 y 3.3, a las cuales llamaremos SA y SS , respectivamente;
radica en la forma en que se encuentran conectadas las estructuras Sa y Sb, lo que hace distintos los elementos de
las estructuras de unión equivalentes SA y SS .
Despues de revisar el planteamiento anterior, tomamos en consideración que las incertidumbres manejadas dentro
del modelo de las LFTs, cuyas estructuras de unión equivalentes entrada/salida obtendremos, son incertidumbres no
estructuradas; como dinámicas no modeladas, las cuales están asociadas con todos los modelos.
Con el propósito de obtener la LFT superior e inferior, recordamos que estas estructuras de unión son relaciones
entrada/salida, es decir, tienen una función de transferencia. Primero, se consideran las operaciones algebraicas
involucradas dentro de las ecuaciones (2.19) que describen la LFT inferior y dentro de las ecuaciones (2.20) que
representan la LFT superior.
Considerando que las estructuras de unión para cada elemento de las matrices M(s) y N(s), están disponibles,
y que estas poseen las relaciones dadas por (3.1) y la partición de (3.2); además de cumplir con las propiedades P1
y P2 de la estructura de unión, empleamos las operaciones de Suma y Paralelo [18] mostradas en (3.5) a (3.8) para
obtener SA y SS , respectivamente, y así encontrar las estructuras de unión equivalentes entrada/salida de la LFT
superior e inferior.
En base a las consideraciones previas la siguiente sección muestra el procedimiento mediante el cual se obtuvo las
estructuras de unión para las LFTs.
3.3.1 LFT inferior (Lower LFT) y LFT superior (Upper LFT)
La Figura 3.4 muestra las conexiones existentes entre las estructuras de unión equivalentes entrada/salida a cada uno
de los elementos que componen la matriz M(s) de la LFT inferior, asumiendo que las conexiones no poseen efecto
de carga y por lo tanto se pueden representar con un bond activo, empleamos la operación mostrada en la conexión
suma en la Figura 3.2, representada por la estructura de unión SA, para obtener una estructura de unión que sea
equivalente entrada/salida a las conexiones mostradas en la Figura 3.4. Análogamente, se obtiene la estructura de
unión equivalente entrada/salida a N(s) de la LFT superior, basandose en la Figura 3.5. Primero se obtienen las
estructuras de unión equivalentes a la conexión entre las estructuras de unión SM11 y SM12 denominada SL1, y a




















































Figura 3.5: Conexión general para los elementos dentro de la matriz N(s) representadas por estructuras de unión.
la conexión entre las estructuras de unión SM21 y SM22 denominada SL2; los vectores de las estructuras resultantes




 ; DLiin (t) =
 DMi1in (t)
DMi2in (t)
 ; yL1(t) = yM11(t) + yM12(t) = φ(t)




 ; DLiout(t) =
 DMi1out (t)
DMi2out (t)




, i = 1, 2 (3.9)
siendo los elementos dentro de las estructuras de unión:
SLi11 = diag{SMi111 , SMi211 }; SLi12 = diag{SMi112 , SMi212 }; SLi13 = diag{SMi113 , SMi213 }


















¸ , i = 1, 2 (3.10)
Reemplazando M por N y L por U en (3.9) y (3.10) se obtienen los vectores y elementos para la Figura 3.5.
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Despues de obtener las estructuras de unión que representan de manera general las matrices M(s) y N(s), las
estructuras de unión que son equivalentes entrada/salida a las funciónes de transferencia (18) del capítulo anterior,
para la LFT inferior (Lower LFT ) y LFT superior (Upper LFT ), incluyendo las conexiones dentro de los diagramas
mostrados en las Figura 7.3 y 7.4, son presentadas en,
Lema 1. Considerando el sistema de la Figura 7.3 y 7.4, los superíndices M11, M12, M21 y M22, y N11, N12,
N21 y N22 indican los elementos correspondientes para las matrices M(s), (2.19), y N(s), (2.20). Suponiendo que
las estructuras de unión SLi,i = 1,2; están disponibles, que las estructuras de unión están definidas por (3.1), siguen
la partición de bloques de (3.2), satisfacen las propiedades P1 y P2 de la estructura de unión, y que cada elemento
no tiene efecto de carga sobre los otros elementos. Dadas las representaciones en bond graph del controlador y de la





















respectivamente, con sus respectivas relaciones para los campos de almacenamiento y disipativo dadas por (3.3).

































 , uL(t) = w(t)
(3.14)
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donde los vectores están definidos por (3.9), siendo los elementos dentro de las estructuras de unión dados por (3.10).






































































; j = 1, 2.























; i = 1, 2.
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33M , para i = 1, 2, 3 y l = 1, 2 (3.16)
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 , uU (t) = w(t)
(3.18)




 ; DUiin (t) =
 DNi1in (t)
DNi2in (t)
 ; yU1(t) = yN11(t) + yN12(t) = u∆(t)




 ; DUiout(t) =
 DNi1out (t)
DNi2out (t)




, i = 1, 2 (3.19)
Los elementos dentro de las estructuras son:
SUi11 = diag{SNi111 , SNi211 }; SUi12 = diag{SNi112 , SNi212 }; SUi13 = diag{SNi113 , SNi213 }


















¸ , i = 1, 2. (3.20)
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; j = 1, 2.



















; i = 1, 2.
























33N , para i = 1,2,3 y k = 1,2. (3.22)
Prueba. Considerando la estructura de unión equivalente para la LFT inferior de la Figura 3.1. El objetivo de
la prueba es obtener una estructura la cual es equivalente a la relación entrada/salida para la LFT inferior, i.e., la
relación entre w(t) y φ(t). Dado que las estructuras de unión SM11, SM12, SM21 y SM22 están disponibles, que cada
sistema no tiene efecto de carga sobre otro sistema y sigue las conexiones mostradas en la Figura 3.2, entonces, con
uA(t) = w(t), y uB(t) = u(t), tenemos de (3.4) una estructura de unión equivalente SL1 dada por (3.9)y (3.10) la
cual incluye los dos elementos dentro del primer renglón de la matriz M(s). También, tomando en cuenta que los
elementos en el segundo renglón de la matrizM(s) tienen la misma conexión de la Figura 3.2 aplicando los resultados
de (3.4) a SM21 y SM22, tenemos una estructura de unión equivalente SL2 dada por (3.9) y (3.10).

















 SM1133 w(t) + SM1233 yK(t)













Para el diagrama de la LFT inferior mostrado en la Figura 2.1, considerando que la matriz M(s) tiene como
entrada la salida del controlador, yK(t), y la entrada de K(s) es la salida deM(s), realizando operaciones algebráicas,
obtenemos la siguiente relación de uK(t), como función de w(t), substituyendo yK(t) dentro de esta,
uK(t) =M [SL231 z











+ SM2133 w(t)] (3.24)
donde M está dada en (3.16), de la misma forma, sustituyendo (3.24), en yK(t), de (3.16) y (3.23), tenemos una

















entonces, sustituyendo (3.25) dentro del primer renglón de (3.23), tenemos el resultado para φ(t), el cual corresponde
a los elementos dentro del tercer renglón de (3.15).
Se realiza un procedimiento análogo para obtener las relaciones de ẋL(t) en (3.13), de (3.9) y (3.10), esto es, para
ẋL1(t),
ẋL1(t) = SL111 z







y usando (3.25), de (3.26), tenemos una relación para ẋL1(t) como función de w(t),





























Siguiendo el procedimiento previo, obtenemos las relaciones para ẋL2(t) y DLin(t), en (3.13), sustituyendo (3.25)
y ẋK(t) y DKin(t) en (3.11), sustituyendo en (3.24).
La estructura de unión para la LFT superior (3.17), fue obtenida análogamente a la estructura de unión para la
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 SN1133 y∆(t) + SN1233 w(t)
SN2133 y










y sustituyendo y∆(t) dentro de u∆(t), para obtener una relación para u∆(t) como función de w(t), tenemos,
u∆(t) = N [SU131 z











+ SN1233 w(t)] (3.29)
donde N está definida en (3.22).
De (3.29) y (3.22), obtenemos una relación para y∆(t) como función de w(t); para realizar las operaciones análogas



















y NU dado por (3.22).
Es importante notar que las propiedades P1 y P2 de la estructura de unión se pierden en las estructuras de
unión propuestas en el Lema 1, debido a la conexión de retroalimentación y al uso de bonds activos. Además,
algunos estados y/o elementos dentro de los vectores de las estructuras de unión equivalentes pueden ser cero, ésto
dependiendo de la conexión de la incertidumbre [11]. Entonces, las estructuras de unión de las LFT inferior y superior
pueden tener una forma reducida.
Un procedimiento intermedio para obtener las estructuras de unión equivalentes para la LFT inferior y superior
arroja las estructuras de unión para las matrices M(s) y N(s) (2.19) y(2.20); presentamos dichas estructuras de
unión dentro del Apendice A.
En la siguiente sección presentamos una forma reducida de la estructura de unión para la LFT Superior obtenida en
el Lema 1, analizando una de las configuraciones que se pueden presentar en la conexión del modelo de incertidumbre,
la incertidumbre aditiva; y mostramos la estructura de unión equivalente.
3.3.2 Casos especiales
Las incertidumbres no estructuradas se emplean frecuentemente para representar de una manera sencilla el modelo de
la incertidumbre. Resultados experimentales muestran que la magnitud de la incertidumbre crece con la frecuencia
y puede tomar cualquier fase, éste modelo de círculo es no estructurado. Se ha definido la incertidumbre como una
matriz completa ∆, generalmente de las mismas dimensiones que la planta [11]. Sin embargo, las incertidumbres
se representan de distintas formas en cuanto a la forma en que afectan a la planta; pueden ser Incertidumbres
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Gn(s)
∆(s)










Figura 3.6: Diagrama de Bloques con Incertidumbre Aditiva.
aditivas (additive uncertainty) [11], incertidumbres multiplicativas a la entrada (multiplicative input uncertainty) [11]
o incertidumbres multiplicativas a la salida (multiplicative output uncertainty) [11] de la planta que son las formas
más comunes de estas incertidumbres.
El siguiente corolario muestra uno de los principales resultados de esta sección, una forma reducida de la estructura
de unión equivalente entrada/salida a la LFT superior SU . Considerando el diagrama a bloques con incertidumbre
aditiva, de la misma manera es fácil obtener la forma reducida para otro tipo de incertidumbre. En el Apéndice B se
da la representación de la LFT superior de la planta incierta en el diagrama a bloques para la incertidumbre aditiva
mostrando en la Figura 2.15 del Capítulo de Antecedentes.
Corolario 1. Considere el diagrama a bloques mostrado en la Figura 3 .6 . Bajo las hipótesis y definiciones del
Lema 1; y sean las estructuras de unión de la Matriz N(s), bajo la forma de la LFT superior SU considerando












































 , DUain (t) =
 D∆in(t)
DN22in (t)




 , DUaout(t) =
 D∆out(t)
DN22out (t)
 , uUa(t) = w(t)
(3.33)
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 ; SUa12 =
 S∆12 0
0 SN2212







 ; SUa22 =
 S∆22 0
0 SN2222






















Prueba: La prueba surge directamente del Lema 1, considerando los elementos que son cero dentro de las estructuras
de unión SN11, SN12 y SN21; para la conexión de incertidumbre aditiva, de acuerdo a lo dicho en el Apéndice B para
(3.22), tenemos:
SN11 = 0 =⇒ N = Id, NU = Id,
JN11 = 0, J
N
12 = 0, J
N
21 = 0, J
N






siendo los elementos en la estructura para 3.21,
SU111 = 02x2; S
U1
12 = 02x2; S
U1
13 = 02x2
SU121 = 02x2; S
U1
















SU211 = diag{0, SN2211 }; SU212 = diag{0, SN2212 }; SU213 = diag{0, SN2213 }















de manera que se pueden eliminar los renglones y columnas que son ceros dentro de la estructura de unión SUa resul-
tando 3.34; esto significa que las entradas no afectan la dinámica del sistema para los renglones que son eliminados.
En la siguiente sección se realiza un ejemplo con los resultados obtenidos en las secciones anteriores.
3.4 Ejemplo: Motor de Corriente Directa
Considerando el modelo en bond graph mostrado en la Figura 3.7, el cual corresponde al motor de corriente directa
de la Figura 3.8, teniendo el modelo de la planta incierta y considerando que el efecto de la inductancia de armadura
La sobre el sistema es despreciable, tenemos el modelo en bond graph de la planta nominal de la misma Figura 3.7,
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Figura 3.7: Bond Graph del Motor de CD.
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Figura 3.8: Diagrama del Motor de CD.
removiendo el bond 3 asociado a La (ver Figura 3.9 y considerando que la causalidad de la resistencia de armadura
cambia hacia el otro extermo del bond.
En la Figura 3.8, Ra es la resistencia de armadura, n y k2 representan los coeficientes del transformador y girador,
respectivamente, Jo es el momento de inercia, y bo es el coeficiente de fricción. Tomando el flujo en el elemento R : bo

















 ; yn(t) = fn7

















1 0 0 0

(3.40)
De la figura 3.5, obtenemos los elementos de la matriz N(s) como en (2.20), aplicando el Corolario 1, recordando
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Figura 3.9: I : La bond correspondiente a inductancia de armadura (incertidumbre).









Un caso usual es la estructura de unión equivalente a la LFT superior con incertidumbre aditiva, del Corolario
1, tenemos para (3.32) , con SN11 = 0 y,
SN12 = SN21 =








0 0 0 1

(3.42)
Es importante notar que para SN12, uN12(t) = u(t) y para SN21, uN21(t) = w(t); finalmente, SN22 es equivalente a




 ; SUa12 =
 S∆12 0 0
0 k2/n −1




































donde se puede ver claramente que los elementos de la estructura de unión de la incertidumbre son de dimension
1× 1.
Ahora bien, proponemos que la estructura de unión de la incertidumbre sea la relación constitutiva del elemento
La correspondiente a la inductancia de armadura,
e3 = Laf3 (3.44)
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por lo que consideramos,
ẋ∆(t) = 0; D∆in(t) = [e3] ; y
∆(t) = f3










Para los vectores (3.45) de la estructura de unión de la incertidumbre del ejemplo y (3.33) de la estructura
de unión de la LFT superior con incertidumbre aditiva , respectivamente, tenemos las matrices de los campos de













L∆, 1Ra , b0
o (3.47)
3.4.1 Conclusiones
Los resultados muestran que las estructuras de unión propuestas para las LFTs son un puente entre el bond graph
y el Control Robusto H∞. Además, usando estas estructuras de unión el análisis es realizado con un sentido físico.
Las estructuras de unión de las LFTs se simplifican significativamente para modelos de incertidumbre específicos y
permiten obtener las dimensiones de la incertidumbre en el esquema de las LFTs en donde está “puesta fuera” la
incertidumbre.
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Capítulo 4
Estructuras de Union del Controlador
IMC
4.1 Introducción
Bajo la línea de la solución del problema de control robusto H∞ podemos analizar la estructura de unión de todos
los controladores estabilizantes para una planta dada. Esto es importante por el hecho de que es fácil analizar todas
las funciones de transferencia tales como las de sensibilidad S(s) y sensibilidad complementaria T (s), además de
una forma más general la función de transferencia en lazo cerrado de las entradas externas al error (LFTs), y estas
funciones de un sólo parámetro, el parámetro-Q(s). Los resultados dentro de este enfoque son de gran importancia
dentro de la teoría de retroalimentación, y su interés no esta dedicado unicamente al diseño en control robusto H∞.
En este capítulo presentamos otro resultado dentro del marco de referencia de control robusto; de acuerdo a lo
descrito, haciendo la liga correspondiente con bond graph, visto anteriormenteen . Se establece la idea del diseño de
controladores estabilizantes mediante criterios de estabilidad, controlabilidad y observabilidad estructural; basa dos
en las propiedades estructurales de la estructura de unión. También, se obtienen las estructuras de unión equivalentes
entrada/salida a las funciones de transferencia de las funciones sensibilidad S(s), sensibilidad complementaria T (s)
y del control estabilizante K(s); todas en función del parametro-Q(s).
Se considera el diagrama general de control de la Figura 2.17 del capítulo 2, repetida aquí en la Figura 4.1 por
facilidad de lectura, donde K(s) es un controlador estabilizante m × p , la planta nominal P (s) de tamaño p ×m,
r(t) es la entrada de referencia, d(t) y n(t) son las perturbaciones externas, y(t) es la señal regulada, y e(t) es la
señal de error. Recordemos que la función de sensibilidad So(s); es la función de transferencia en lazo cerrado de
r(t) o d(t) a e(t), y la función sensibilidad complementaria To(s) que es la función de lazo cerrado de r(t) a y(t),
i.e., So (s) := (Id + Lo (s))
−1, To (s) := So (s)Lo (s), donde Lo(s) := P (s)K(s) es la función de transferencia de lazo
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uP (t) yP (t)r(t) e(t)
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Figura 4.2: Estructura del Modelo de Control Interno (IMC)
abierto e Id es la matriz identidad.
Ambas funciones, So(s) y To(s) se encuentran en las relaciones entrada/salida que componen la planta generalizada
Tφw(s) dada por la ecuación (25) del capítulo 2. De la parametrización YBK para plantas estables, podemos tener
expresiones de la función sensibilidad y sensibilidad complementaria como función del parámetro-Q(s), So (s) =
Id − P (s)Q (s) y To (s) = P (s)Q (s).
En las siguientes secciones se muestran los procedimientos y resultados obtenidos, es decir, las estructuras de
unión equivalentes entrada/salida para las funciones sensibilidad, en el marco de referencia del Control de Modelo
Interno descrito en el capítulo 2, sección 3.2, mostrado en la Figura (2.18) del capítulo 2 y repetido en la Figura 4.2
por facilidad de lectura.
El planteamiento de los procedimientos que se abordaron se basa principalmente en el concepto de bond activo,
el mismo concepto empleado para la obtención de los resultados obtenidos en el capítulo anterior, una de las razones
principales para hacer uso de dicho concepto es la idea de explotar al máximo las propiedades brindadas por las
propiedades de la estructura de unión y las propiedades estructurales de la misma.
Pensamos en las estructuras de unión equivalentes a las funciones sensibilidad ya que estas nos brindan facilidades
para obtener buenos resultados en cuanto a estabilidad y desempeño robustos, manipulando la magnitud de la función
de transferencia Lo(s). Se pretenden explotar los criterios referentes al parámetro-Q(s), que ya se encuentran bien
establecidos dentro de las técnicas de control estándar.








Figura 4.3: Diagrama de boques para obtener So y To.
4.2 Estructuras de unión para las funciones de sensibilidad en función
del parámetro-Q(s).
Despues de analizar los distintos esquemas en los cuales se pueden plantear las conexiones que representen tanto
a las funciones de sensibilidad como al control estabilizante, se formularon los diagramas de bloques que muestran
las operaciones existentes entre cada bloque que representa la estructura de unión equivalente entrada/salida a las
funciones de transferencia de la planta P (s) y al parámetro-Q(s).
De la misma manera en que se realizó el procedimiento para obtener las estructuras de unión para las LFTs,
proponemos emplear las estructuras de unión que resultan de la unión suma y paralelo [18].
En el diagrama de la Figura 4.3 se muestra el diagrama a bloques propuesto para representar tanto la función
sensibilidad y sensibilidad complementaria, empleamos este diagrama para las dos funciones apoyados en la relación
que existe entre ellas, S (s) + T (s) = Id(s).
Tomando en cuenta las implicaciones algebráicas dentro de las funciones de transferencia de las funciones de sensi-
bilidad So (s) y de sensibilidad complementaria To (s), respectivamente, se proponen estructuras de unión equivalentes
entrada/salida.
Lema 2. Considerando el sistema mostrado en la Figura 4.3. Suponiendo que cada elemento no tiene efecto de
carga sobre los otros elementos y que las estructuras de unión para el parámetro Q (s) de dimensión m × p y para
la planta P (s) de dimensión p ×m, están disponibles y son estables, sus estructuras de unión definidas por (3.1),
tienen la partición a bloques de (3.2), satisfacen las propiedades P1 y P2, preservan las relaciones para los campos





















Entonces, las estructuras de unión son equivalentes entrada/salida a So (s) y To (s), están definidas por SSo y STo,
y sus correspondientes vectores son:
ẋSo(t) = ẋTo(t) =
 ẋP (t)
ẋQ(t)
 ; uSo(t) = uTo(t) = uQ(t);
zSo(t) = zTo(t) =
 zP (t)
zQ(t)
 ; ySo(t) = uSo(t)− yP (t);













donde xP (t) ∈ <ζ×1, zP (t) ∈ <ζ×1, DPin(t) ∈ <δ×1, DPout(t) ∈ <δ×1, xQ (t) ∈ <α×1, zQ (t) ∈ <α×1, DQin(t) ∈ <β×1,
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SSo33 = Id − SP33SQ33; STo33 = SP33SQ33;
(4.4)
Con las matrices correspondientes para los campos de almacenamiento y disipativo.









Prueba. Las estructuras de unión para la planta P (s) y para el parametro-Q (s) existen, puesto que satisfacen las
propiedades P1 y P2. Cada subsistema no tiene efecto de carga en otro subsistema y están conectados como muestra
la Figura 4.3, la cual es el diagrama a bloques de la función sensibilidad So(s). A partir de la Figura 4.3,
uSo (t) = uTo (t) = uQ (t)
yQ (t) = uP (t)
ySo (t) = uQ (t)− yP (t)
yTo (t) = yP (t)
(4.6)
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Figura 4.4: Diagrama a bloques para obtener el control K (s).
con las igualdades previas (4.6), las respectivas salidas de las estructuras de unión de la planta P (s) y de la función
sensibilidad So(s) en (4.1) y (4.2), son,
yTo (t) = SP31z






Q (t) + SQ32D
Q





ySo (t) = −SP31zP (t)− SP33
h
SQ31z







out (t) + (Id − SP33SQ33)uSo (t)
(4.8)
Sustituyendo (4.7) dentro de las relaciones de las estructuras de unión (4.1) y (4.2) preservando la partición de bloques
de (3.1) y (3.2), se obtienen los resultados de las estructuras de unión equivalentes (4.3) y (4.4) para SSo y STo.
Una idea importante que debemos tener en mente es que el análisis está basado en el concepto de bond activo
y así las propiedades P1 y P2 no se preservan en las estructuras de unión So (s) y To (s). Sin embargo, en el
enfoque de control es importante que las propiedades estructurales PS1, PS2 y PS3 sean preservadas, en una sección
posterior de este capítulo proponemos criterios para la estructura de unión del parametro-Q (s) tal que las propiedades
estructurales se cumplan.
En la siguiente sección damos un segundo lema del cual obtenemos la estructura de unión equivalente en-
trada/salida para el controlador estabilizante K(s).
4.3 Estructura de unión para el controlador en función de el parámetro-
Q(s).
Se considera que las estructuras de unión para la planta P (s) y para el parámetro-Q (s) en la Figura 4.4, están
disponibles. Con la finalidad de obtener todos los controladores estabilizantes K (s), (2.29), consideramos las es-
tructuras de unión como relaciones entrada/salida. Primero, las operaciones algebraicas involucradas en la ecuación
(2.29) son consideradas. Una estructura de unión equivalente entrada/salida a la función de transferencia (2.29) del
controlador estabilizante, incluyendo las conexiones entre los elementos dentro del diagrama propuesto en la Figura
4.4, es presentada en el Lema 3,
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Lema 3. Considere el sistema de la Figura 4.4. Suponiendo que cada subsistema no tiene efecto de carga sobre los
otros subsistemas y que las estructuras de unión del parámetro-Q (s) y para la planta P (s), están disponibles, estas
estructuras están definidas por (3.1), siguen la partición en bloques de (3.2), satisfacen las propiedades P1 y P2 de
la estructura de unión, y tienen las estructuras de unión (4.1) y (4.2),respectivamente, con sus relaciones de campos
de almacenamiento y disipativo dados en (3.3). Entonces, una estructura de unión para el controlador estabilizante















yK(t) = yQ(t) = uP (t); uK(t) = e(t)
(4.9)
donde xP (t) ∈ <ζ×1, zP (t) ∈ <ζ×1, DPin(t) ∈ <δ×1, DPout(t) ∈ <δ×1, xQ (t) ∈ <α×1, zQ (t) ∈ <α×1, DQin(t) ∈ <β×1,
DQout(t) ∈ <β×1, y sus elementos son,
SK11 =
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donde
Γ = (Id − SQ33SP33)−1 (4.11)












Considerando que además se satisfacen las propiedades estructurales PS2 para controlabilidad, con sus respectivas
relaciones de los campos de almacenamiento y disipativo. Entonces, una condicion necesaria y suficiente para obtener











es de rango completo por renglones.
Prueba. Puesto que P (s) es estable, la función de transferencia para todos los controladores estabilizantes K (s)
esta dada por (2.29), y su diagrama a bloques es mostrado en la Figura 4.4. También, las estructuras de unión existen
para Q (s), P (s) y K (s), dado que ellas satisfacen las propiedades P1 y P2. De la Figura 4.4,
uP (t) = yQ (t) = yK (t)
uQ (t) = uK (t) + yP (t)
(4.14)
Dado que cada sistema no tiene efecto de carga sobre otro sistema y tienen la conexión mostrada en la Figura 4.4,
entonces, de las igualdades de (4.14) y las respectivas salidas de las estructuras de unión para la planta P (s) y el
parámetro-Q (s) en (4.1) y (4.2), respectivamente, tenemos,


















y realizando la sustitución de (4.15) dentro de las respectivas relaciones de las estructuras de unión (4.1) y (4.2)
preservando la partición de bloques de (3.1) y (3.2),se obtiene la estructura de unión SKdada en, (4.9) y (4.10). La
condición necesaria de estabilidad estructural del compensador se obtiene directamente de la propiedad PS1.
Las estructura de unión equivalentes obtenidas en esta sección pueden ser analizadas desde el punto de vista de
control robusto empleando criterios de propiedades estructurales en bond graph, lo que hace sencillo el análisis de
estabilidad en lazo cerrado, como se muestra en la siguiente sección.
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4.4 Criterios basados en las propiedades de las estructuras de unión













son linealmente independientes, y la propiedad PS1 es preservada en lazo













sea de rango completo por filas en(4.4). Condiciones necesarias y suficientes para preservar las propiedades SP2 y
SP3 en lazo cerrado, basados en una estructura de unión para el parametro-Q (s), son propuestas en,
Teorema 1. Considere el sistema de la Figura 4.3. Suponiendo que el m × p parámetro-Q (s) y para la p × m
planta P (s), están disponibles y son estables, sus estructuras de unión (4.2) y (4.1) estan definidas por (3.1), siguen
la partición de bloques de (3.2), satisfacen las propiedades P1 y P2 de la estructura de unión y las propiedades
estructurales para controlabilidad y estabilidad PS2 y PS3, y que cada subsistema no tiene efecto de carga sobre los












sea de rango completo por filas. Para observabilidad estructural en lazo cerrado es que:
1. Exista al menos un término diferente de cero en,
·
−SP31 −SP32 Id − SP33SQ33
¸
(4.18)

















es de rango pleno por columnas.
















son de rango pleno por
filas. Tambien, por hipótesis si el rango de (4.17) es ς, entonces, su rango por columnas es ς; lo cual implica que el rango










es ς. Por tanto, la primera y segunda condición para controlabilidad
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son de rango pleno por columnas.
Entonces, el resultado para observabilidad estructural en lazo cerrado se sigue análogamente de (4.4) aplicando
PS3 a STo y SSo.
















son de rango pleno por renglones, lo cual es útil para verificar la estabilidad estructural del






en la estructura de unión
del controlador estabilizante.
Note que las condiciones del Teorema 1 se simplifican si SQ33 = 0. Tambien, las condiciones del Teorema 1 son











en la cual no hay relación (no hay trayectoria causal [5]) ) de su entrada al vector de estado, de su entrada al campo
disipativo, y la salida es sólo una función sólo de la entrada. Así, Q (s) = SQ33. Entonces, las dinámicas de P (s) no
son modificadas y aparecen dentro de To (s) (ver ). Además, un criterio para el parámetro Q es,






32 es un elemento no cero.
Para sistemas SISO, la estructura de unión del parámetro libre Q (s), dada su realización en espacio de estados,
se propone en,
Proposición 2. Para plantas SISO de fase mínima estables, seleccionar,
Q (s) := PR (s) q (s) (4.22)




sn + a1sn−1 + ...+ an
(4.23)
siendo n tal que Q(s) es estrictamente propio. Dando el espacio de estados de la forma canónica Q(s), con realización¡
AQ, BQ, CQ, DQ
¢











Figura 4.5: Sistema Mecánico
Se=dz/dt
R:bI:k2




































y sus matrices para los campos de almacenamiento y disipativo son,
LQ = −AQ ¡FQ¢−1 ; FQ = diag½ 1
ψ1





donde ψi, i = 1, ..., n, son tal que los elementos de S
Q
31 son 1, −1 ó 0.
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4.5 EJEMPLO
Considere el bond graph del sistema de amortiguamiento mostrado en la figura 4.6. De la figura 4.5, obtenemos la








; DPin(t) = e9; y














y los elementos correspondientes son,
SP11 =

0 −1 0 0
1 0 −1 0
0 1 0 −1

















; SP22 = 0; S
P
23 = 0;
SP31 = 0; S
P














; LP = b (4.28)






, entonces, de la Propiedad
SP1, P (s) puede ser estable. Dado que las matrices del espacio de estados de una estructura de unión [5] son,
A = (S11 + S12MS21)F ;
B = S13 + S12MS23;
C = (S31 + S32MS21)F ;
D = S33 + S32MS23;
(4.29)
donde M = (Id − LS22)−1 L; y F y L son las matrices para los campos de almacenamiento y disipativo, el polinomio
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, para λ = 0.4, λ = 0.5, y λ = 0.6.
característico de P (s) es:
k1k2bmMs
4 + k1k2 bms3 + b (k1 bm+ k2M) s2 + k2s+ b = 0 (4.30)
el cual del criterio Routh-Hurwitz es Hurwitz para todos los valores posibles de los parámetros, siendo bm := m+M .
Ahora bien, dado k1 = k2 =M = b = 1 y m = 3.
P (s) =
− ¡s2 + 1¢ s
s4 + 4s3 + 5s2 + s+ 1
(4.31)
Para seguir el procedimientos dados en [23], los ceros de P (s) son perturbados a − £(s− )2 + 1¤ (s− ) donde es
un pequeño parámetro de control. Y, P (s) es factorizada como P (s) = PA (s)PMP (s) donde PA (s) es una función




(s+ )2 + 1
i
(s+ )
s4 + 4s3 + 5s2 + s+ 1
(4.32)
Entonces, para entradas escalón, la H2 Q(s) optima que minimize kS0 (s)k2 es [23], Qopt(s) = P−1MP (s), la cual es
66 CAPÍTULO 4. ESTRUCTURAS DE UNION DEL CONTROLADOR IMC




, para = 0.01, = 0.001, y = 0.0001.
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propia agragando un filtro pasa bajo, que es,




donde λ es el sintonizador minimizando el criterio de sensibilidad mezclada H∞, σ
µ




un parámetro de peso tal que las incertidumbres k∆ (s)k∞ ≤ ρ. Para ρ = 2, y para un fijo, como λ incrementa, el
criterio se sencibilidad mezclada decrece sobre un ancho de banda de frecuencia, y para un λ fijo, el desempeño es
mejorada en bajas frecuencias decreciendo , ver 4.8 y 4.7, Dado = 0.001, y λ = 0.6, una estructura de unión para
Q(s) esta dada por la Proposición 2, donde,
FQ = diag
·










0 1 1 1 1 1
¸ (4.34)
La implementación de Q(s) es realizada en la configuración del IMC de 4.2.








, respectivamente, las cuales clara-













 = 6 (4.35)
El sistema es estructuralmente controlable y observable en lazo cerrado. Más aún, desde SP33 = 0, entonces Γ = Id








 SP11 SP13SQ31 SP12 0
0 0 SQ13 Id
 = 10 (4.36)
y, la condición necesaria para la estabilidad estructural del compensador está cumplida.
4.6 Conclusiones
Los resultados muestran que las estructuras de unión propuestas para el controlador estabilizante, la función sen-
sibilidad y sensibilidad complementaria son un puente entre el bond graph y el control robusto H∞. Usando estas
estructuras de unión el análisis es realizado con un sentido físico. Los elementos de las estructuras de unión propues-
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tas dan información acerca de las propiedades estructurales, haciendo sencillo revisar las condiciones suficientes de
inestabilidad, y las condiciones necesaria y suficiente de controlabilidad y observabilidad en lazo cerrado. Los criterios
de diseño para el compensador estan dados y su implementación está realizada en la configuración del Control de
Modelo Interno.
Capítulo 5
Aplicación a la Máquina Síncrona
5.1 Introducción
La máquina síncrona juega un papel de gran importancia dentro del manejo de la energía eléctrica en general, ya que
puede tener una aplicacion de motor o generador; el termino síncrono indica que la máquina gira a la velocidad de
sincronismo [19], es decir, no existe deslizamiento entre el campo magnético giratorio y la velocidad del rotor. Ambas
aplicaciones se construyen generalmente con un estator polifásico sin salientes, un rotor con salientes y una sola fase
excitada por medio de corriente continua [19]. Las fases o devanados del estator tienen como finalidad principal
producir un campo magnético giratorio en el entrehierro, mientras que en el rotor se establece un campo constante
sobre la estructura del rotor, debido a la fuente de corriente continua. El polo norte del rotor es atraído por el polo
sur del estator y de manera similar, el polo sur del rotor por el polo norte del estator; se puede decir que los campos
del rotor y estator se encuentran entonces “ligados” magnéticamente, provocando que el rotor gire sincrónicamente
con el campo del estator, es decir, si el estator gira a velocidad constante arrastra al rotor obligándolo a girar a la
misma velocidad [19].
El análisis de los modelos de la máquina sincróna se ha desarrollado desde hace varias décadas y debido a ésto se
tiene una gran variedad de modelos y análisis de este sistema electromécanico. En este capítulo tomamos un modelo
de la máquina síncrona en bond graph [15] para aplicar los resultados del capítulo anterior y realizar un estudio
dentro del marco de referencia del Control de Modelo Interno.
5.2 Análisis del Modelo de la Máquina Síncrona
El modelo de la máquina síncrona en [15], considera según [20] y [21], que dentro del desarrolo de las ecuaciones de
la máquina síncrona es necesario satisfacer las siguientes suposiciones:
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Figura 5.1: Diagrama esquemático de la máquina síncrona.
• S1.- Los devanados del estator están sinusoidalmente distribuidos.
• S2.- Las ranuras del estator no causan variación apreciable de las inductancias del rotor con la posición del
rotor.
• S3.- La máquina es de polos salientes en el rotor.
• S4.- El análisis es de una máquina de dos polos.
• S5.- La histéresis magnética es despreciable.
• S6.- Los efectos de saturación magnética son despreciables.
El diagrama mostrado en la Figura 5.1 corresponde a los circuitos del estator y del rotor de la máquina síncrona.
Donde los subíndices,
• a, b, c: indican los devanados de fase del estator.
• F : denota el devanado de campo.
• D: denota el circuito de amortiguamiento en el eje-d.
• Q: denota el circuito de amortiguamiento en el eje-q.
Así
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• i, v, r y L denotan corrientes, voltajes, resistencias e inductancias propias, respectivamente, que pueden ser de
fase del estator (a, b, c), devanado de campo (F ) o de los circuitos de amortiguamiento (D,Q) dependiendo del
subíndice empleado.
• ωr(t) y ω(t) denotan las velocidades angulares del rotor y del campo magnético en rotación, respectivamente,
en rad/seg.
El modelo completo de la máquina síncrona dado en [15], para el circuito de la Figura 5.1, con las cantidades base












rd 0 0 ω(t)MqQ ω(t)Lq 0 0
0 rD 0 0 0 0 0
0 0 rF 0 0 0 0
0 0 0 rQ 0 0 0
−ω(t)Ld ω(t)MdF ω(t)MdD 0 rq 0 0
Ldiq MDdiq MdF iq −MqQid −Lqid D 0














Ld MdD MdF 0 0 0 0
MdD LD MDF 0 0 0 0
MdF MDF LF 0 0 0 0
0 0 0 LQ MqQ 0 0
0 0 0 MqQ Lq 0 0
0 0 0 0 0 Tj 0






















son los acoplamientos propios y mutuos de los devandos del eje q.
La ecuación matricial 5.1, esta en la forma x (t) = f (x (t) , u (t) , t) se puede ver que es no lineal por el producto
de las variables de estado.
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Figura 5.2: Diagrama en Bond Graph de la Máquina Síncrona.


























19 17 15 GY 14 12| |MSe : Vq
2 16 13
11
Figura 5.3: Diagrama en Bond Graph de la Máquina Síncrona simplificado.
5.3 Modelo de la Máquina Síncrona en Bond Graph
La Figura 5.2 corresponde al Bond Graph de la máquina síncrona presentado en [15] el cual parte del análisis del
modelo en [22] con algunas variantes, este modelo presenta de forma general la dinámica de la máquina síncrona ya
que considera los devandos de amortiguamiento y la parte mecánica de la máquina.
El modelo en [15] es un modelo no lineal variante en el tiempo, dado que el alcance de este trabajo de tesis es
para sistemas LTI, hacemos la linealización de la ecuación de salida (5.3),
Te(t) = id(t)λd(t)− id(t)λq(t) (5.3)
alrededor de (ido = 0, λdo, iqo, λqo) obteniendo,
Te(t) u id(t)λdo − id(t)λqo (5.4)
representado en el modelo en bond graph de la Figura 5.2.
Realizamos el análisis del modelo considerando la velocidad angular ωr (t) constante, así el modelo de la Figura
5.2 se simplifica, agregando una fuente de flujo mécanica Sf : ω0, eliminando los bonds 18 y 20 [15]. Ahora bien, al
considerar como parte de la incertidumbre los devanados de amortiguamiento, se eliminan además los bonds 4, 8, 9
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y 10 [15]. La figura 5.3 corresponde entonces al modelo para ωr (t) = cte y en el cuál se desprecian los devandos de





































siendo los elementos de la estructura de unión [15],





 ; SP13 =

1 0 0 −λq0
0 1 0 0






; SP22 = 03×3; S
P
23 = 03x4; S
P
31 =
 1 0 0
0 0 1
 ; SP32 = 02x3; S33 = 02x4
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De (5.6) , tenemos M = LP , si L−1dF =















−L0drd −rdM 0dF 0
−rFM 0dF −L0F rF 0
0 0 −L0qrq
 ; (5.9)
B = SP13; C =






 L0d M 0dF 0
0 0 L0q
 ; D = 02x4.

















donde : ϑ = s2 + (L0F rF + L
0




d − (M 0Fd)2
¤
(5.11)
Al considerar valores para L0F = 1, L
0




dF = 1/MdF = 0.6231, λq0 = 1.7041, λd0 = 1.6853, rd = 60,
rF = 1 , rq = 37.36. Tenemos:
P (s) =





5.3.1 Aplicación del Teorema
Dada la función de transferencia P (s), se emplean matrices unimodulares para llevarla a la forma Smith-McMillan y
analizar si dicha P (s) es de fase mínima, y aplicar la la Proposición 2 del Capítulo 2,





0 1 0 0
0 0 1 0





5.3. MODELO DE LA MÁQUINA SÍNCRONA EN BOND GRAPH 75

1 0 0 0
0 1 0 0
0 0 1 s+ 37.36









0.623 1s 0 0
0 0 1 0




 s+0.611 7s2+61s+36.702 0.623 1ss2+61s+36.702 0 0
0 0 1s+37.36 −




 s+0.611 7s2+61s+36. 702 0.623 1s(s2+61s+36. 702) 0 0
0 0 1s+37.36 0

y
M (s) := P (s)U1U2U3 =
 s+0.6117s2+61s+36. 702 0 0 0
0 0 1s+37.36 0

(5.13)
siendo la última expresión en (5.13), la forma Smith-McMillan de P (s), observádose que no tiene ceros inestables, así
(5.10) es de fase mínima, es decir P (s) = PMP (s)..Dado que P (s) es de fase mínima [23], el parámetro libre óptimo
de la parametrización de controladores estabilizantes para plantas estables está dado por,
Q(s) := PR(s)q(s) (5.14)















= P (s)PR(s) = Id(s) =⇒ PR(s) = U1(s)U2(s)U3(s)MR(s)
























































para (5.14) donde λ es parámetro para mínimizar el criterioH∞ de sensibilidad mezclada, dado por σ
µ




siendo ρ un parámetro de peso tal que las incertidumbres k∆ (s)k∞ ≤ ρ. Para ρ = 0.1, al incrementar λ, el criterio
de sensibilidad mezclada decrece sobre un ancho de banda de frecuencia, ver Figura 5.4.
Donde la Figura 5.4 representa los valores singulares de [0.1To(s);S]
T , se puede ver como σ(S(s)) decrecen en
bajas frecuencias y σ(0.1T (s)) decrece para altas frecuencias.
Considerando que el valor más apropiado para el desempeño de Q será el de λ = 0.00001 los valores singulares
para P (s)Q(s) y P∆ (s)Q(s) se muestran el la Figura 5.5. La P∆(s) corresponde al bond graph de la Figura 5.2,
dentro del la estructura del modelo de control interno (IMC) mostrado en la Figura 4.2.
Se puede observar como el modelo de P∆(s)Q(s) por la dinámicas no modeladas, tiene una pequeña magnitud de
error en cuanto a los valores singulares del modelo con la planta nominal.

















































Figura 5.5: Valores singulares para P (s)Q(s) y P∆(s)Q(s).



































Figura 5.6: Respuesta en el tiempo de P (s)Q(s) a una entrada escalon de magnitud 1.
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En la Figura 5.6, se muestra la respuesta a una entrada escalón para P (s)Q(s), para el diagrama de la Figura
4.2, considerando que la P∆(s) es la P (s) ; se puede notar como los estados se encuentran desacoplados, ya que la
entrada uno no afecta en la salida dos y de igual manera la entrada dos no afecta en la salida uno. El obtener una
estructura de unión basados en un diagrama a bloques de esta respuesta puede ser de gran ayuda para establecer
criterios para el controlador K(s).
5.4 Conclusiones
El emplear el bond graph como metodología de análisis nos da la oportunidad de considerar o no dinámicas dentro
del modelo de la máquina síncrona de una forma clara y sencilla, y se puede observar como, dentro del enfoque de
bond graph es fácil determinar incertidumbres no estructuradas considerando como inicio un modelo completo de la
máquina síncorna; de igual manera dentro de bond graph el considerar un modelo de la estructura de unión no lineal
y/o variante en el tiempo es sencillo al emplear modelos de sistemas con matrices del campo de almacenamiento y del
campo disipativo en causalidad derivativa y puertos 2 modulados,respectivamente, sin embargo, estos conceptos no
se encuentran propiamente definidos dentro de este trabajo de tesis ya que los resultados propuestos es para Sistemas
Lineales invariantes en el tiempo.
Los resultados muestran que al identificar los elementos que forman parte las estructuras de unión propuestas
para el controlador estabilizante, la función sensibilidad y sensibilidad complementaria, dichas estructuras se emplean
de manera sencilla realizando un análisis gráfico en control robusto H∞.
Es importante mencionar que los resultados de este capítulo se muestran para la planta nominal P (s); sin embargo,
el análisis puede ser perfeccionado considerando el modelo con incertidumbres, es decir, aplicar los resultados en la
planta perturbada.
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Capítulo 6
Trabajos Futuros y conclusiones
El trabajo conjunto de dos herramientas como lo son el Bond Graph y Control Robusto es un area de investigación
actual que ayuda a la problemática del análisis y diseño de controladores. Sin embargo, contando con las herramientas
necesarias bond graph es una metodología que simplifica de manera importante el desarrollo de criterios para control.
Dentro del desarrollo de este trabajo de tesis se generaron inquietudes que a continuación se proponen como
trabajos futuros:
• Establecer criterios para la obtención de la estructura de unión de la incertidumbre parámetrica y no estruc-
turada conociendo las estructuras de unión de la planta nominal y de la planta incierta. En particular criterios
para "poner fuera" la incertidumbre.
• Obtener las estructuras de unión de otras funciones de transferencia de interés como la de la referencia a la
entrada de la planta o de una perturbación externa a la salida reguladas, y analizar las propiedades estructurales
de dichas estructuras de unión.
• Análisis de técnicas estándares de reducción de modelos como truncamiento balanceado o perturbaciones sin-
gulares en bond graph.
• Analizar el problema de sensibilidad mezclada en bond graph.
• Análisis del modelo de la máquina síncrona considerando constantes de tiempo, o dentro del enfoque de LFTs.
• Considerar el control de modelo interno para el grupo motor de inducción/generador síncrono.
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Concluisones
La obtención de las estructuras de unión de un sistema es una metodología sencilla y al proponer estructuras de unión
tanto para las LFTs como para las Funciones de Sensibilidad y Sensibilidad Complementaria, es posible realizar el
análisis de las propiedades de inestabilidad estructural en un sentido físico. De igual manera el tener modelos de
las plantas considerando todas las dinámicas involucradas y decidir que ciertos elementos pueden ser omitidos y
considerados incertidumbres se realiza de manera facil y al visualizar el modelo sin dichos elementos inciertos se
mantiene la persepción de las dinámicas que conforman los modelos nominales.
El Teorema 1, propone el diseño de un controlador en función del parámetro Q(s)−estabilizante; y con la ayuda
de las Proposiciones se obtienen ciertos elementos para la estructura de unión de dicho controlador. El hacer uso de
las técnicas de bondgraph garantiza que el modelo del controlador propuesto es físicamente implementable; esto es
una gran ventaja considerando que dentro de disicplinas para el diseño de controladores se pueden obtener modelos
de estos que consideran dinámicas con energías que los hacen practicamente imposibles de implementarse físicamente.
El proponer realizar un análisis de control robusto con la ayuda de bond graph y/o diseñar controladores robustos
con esta misma herramienta del modelado brinda facilidad en la comprención de lo que se esta analizando.
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Capítulo 7
APENDICE A















 , DMin (t) =
 DL1in
DL2in







 , DMout(t) =
 DL1out
DL2out










Figura 7.1: Representación de LFT Inferior
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Figura 7.2: Representación de LFT Superior
y los elementos dentro de la estructura de unión equivalente para M(s) son,

















 ; DLiin (t) =
 DMi1in (t)
DMi2in (t)
 ; yL1(t) = yM11(t) + yM12(t) = φ(t)




 ; DLiout(t) =
 DMi1out (t)
DMi2out (t)




, i = 1, 2 (A.4)
,
SLi11 = diag{SMi111 , SMi211 }; SLi12 = diag{SMi112 , SMi212 }; SLi13 = diag{SMi113 , SMi213 }


















¸ , i = 1, 2 (A.5)
















 , DNin(t) =
 DU1in (t)
DU2in (t)







 , DNout(t) =
 DU1out
DU2out
 , uN (t) = uU1(t) = uU2(t)
(A.7)
Los elementos dentro de la estructura de unión SN son,

















 ; DUiin (t) =
 DNi1in (t)
DNi2in (t)
 ; yU1(t) = yN11(t) + yN12(t) = u∆(t)




 ; DUiout(t) =
 DNi1out (t)
DNi2out (t)




, i = 1, 2 (A.9)
SUi11 = diag{SNi111 , SNi211 }; SUi12 = diag{SNi112 , SNi212 }; SUi13 = diag{SNi113 , SNi2131 }


















¸ , i = 1, 2. (A.10)
Prueba: Considerando que las cuatro estructuras de unión para los elementos de las matrices M(s) y N(s)
siguen las conexiones de las figura 7.3 y 7.4 y con las estructuras de unión dadas por (A.3) y (A.4), obtenemos las
estructuras de unión equivalentes para las matrices M(s) y N(s), las cuales son estructuras de unión aumentadas
bajo el hecho de que SL1 y SL2; y que, SU1 y SU2, tienen entradas comunes, respectivamente.




















































Figura 7.4: Conexión general para los elementos dentro de la matriz N(s) representadas por estructuras de unión.
APENDICE B
Obtención de la representación LFT superior (ver Figura B.1)de la planta incierta en el diagrama a bloques para la
incertidumbre aditiva mostrado en la Figura B.2.




 N11 (s) N12 (s)






w(t) = u(t), φ(t) = y(t) (B.2)
así, de la Figura B.2,
y(t) = y∆(t) +Gn(t)w(t) (B.3)
además,
u(t) = u∆(t) (B.4)
















Figura 7.5: Representación de la LFT superior
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Gn(s)
∆(s)










Figura 7.6: Diagrama de Bloques con Incertidumbre Aditiva.
para la LFT superior con incertidumbre aditiva, ésto es,
 N11 (s) N12 (s)
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