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FREE-FREE-BOOLEAN INDEPENDENCE FOR TRIPLES OF ALGEBRAS
WEIHUA LIU
Abstract. In this paper, we introduce the notion of free-free-Boolean independence relation
for triples of algebras. We define free-free-Boolean cumulants ans show that the vanishing of
mixed cumulants is equivalent to free-free-Boolean independence. A free-free -Boolean central
limit law is studied.
1. Introduction
In noncommutative probability, independence relations between random variables provide spe-
cific rules for calculations of all their mixed moments. It was shown in [9] that there are exactly
three commutative and associative independence relations, namely the classical independence,
Voiculescu’s free independence [11] and the Boolean independence [10]. Bi-free independence
relation was introduced by Voiculescu as a generalization of free independence relation to an
independence relation for pairs of algebras. In bi-free probability, left and right regular repre-
sentations of pairs of algebras on reduced free products of vector spaces with specified vectors
are studied simultaneously [12]. Moreover, bi-free probability started a program of studying
independence relations for pairs of algebras. For example, conditionally bi-free independence,
bi-Boolean independence, bi-monotone independence are developed in [4, 5, 3].
In [6], the author introduced a notion of mixed independence relations which are defined via
truncations of reduced free products of algebras. In this paper, we generalize this idea further,
that is we study independence relations for triples of algebras. The specific independence rela-
tion we study in this paper is free-free-Boolean independence. This is the only commutative and
associative independence relation defined via regular representations of algebras on reduced free
products of vector spaces with specified vectors [6]. As in the combinatorial aspects of the other
commutative independence relations, we introduce an associative family of partitions which we
call interval-bi-noncrossing partitions. We show that the families of interval-bi-noncrossing par-
titions are lattices. Then, we define free-free-Boolean cumulants via Mo¨bius inversion functions
on interval-bi-noncrossing partitions and show that the vanishing of mixed free-free-Boolean
cumulants is equivalent to free-free-Boolean independence. This allows us to obtain a central
limit law for free-free-Boolean independence.
Besides this introduction section, the paper is organized as follows: In Section 2, we briefly
review the constructions of mixed independence relations and define our free-free-Boolean in-
dependence relation. In Section 3, we introduce a notion of interval-bi-noncrossing partitions
and study their lattice structures. In Section 4, we study the Mo¨bius inversion functions on
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the lattices of interval-bi-noncrossing partitions. Free-free-Boolean cumulants and combinato-
rially free-free-Boolean independence are introduced. In Section 5, we show that the vanishing
of mixed combinatorially free-free-Boolean cumulants is equivalent to the free-free-Boolean in-
dependence. In Section 6, as an application of the main theorem in Section 5, we study a
free-free-Boolean central limit law.
2. Preliminaries and Notation
In this section, we briefly review notions and constructions of free independence and Boolean
independence. The main purpose is to give a constructive definition for free-free Boolean inde-
pendence. Let us start with some necessary definitions.
Definition 2.1. Let I be an index set and (A, φ) be a noncommutative probability space where
A is an algebra and φ is a linear functional on A such that φ(1A) = 1.
A family of unital subalgebras {Ai|i ∈ I} of A is said to be freely independent if
φ(x1 · · · xn) = 0,
whenever xk ∈ Aik , i1 6= i2 6= · · · 6= in and φ(xk) = 0 for all k.
A family of (not necessarily unital) subalgebras {Ai|i ∈ I} of A is said to be Boolean inde-
pendent if
φ(x1x2 · · · xn) = φ(x1)φ(x2) · · · φ(xn),
whenever xk ∈ Aik with i1 6= i2 6= · · · 6= in.
A set of random variables {xi ∈ A|i ∈ I} is said to be freely(Boolean) independent if the
family of unital(non-unital) subalgebras Ai, which is generated by xi respectively, is freely
(Boolean) independent.
Definition 2.2. A vector space with a specified vector is a triple (X , X˚ , ξ) where X is a vector
space, X˚ is a codimension one subspace of X and ξ ∈ X \ X˚ .
Let (X , X˚ , ξ) be a vector space with a specified vector. Notice that X = Cξ ⊕ X˚ , there exists
a unique linear functional φ on X such that φ(ξ) = 1 and ker(φ) = X˚ . We denote by L(X )
the algebra of linear operators on X and we define a linear functional φξ : L(X )→ C such that
φξ(T ) = φ(Tξ), T ∈ L(X ).
Given a family of vector spaces with specified vectors (Xi, X˚i, ξi)i∈I , their reduced free product
space (X , X˚ , ξ) = ∗
i∈I
(Xi, X˚i, ξi) is given by X = Cξ ⊕ X˚ where
X˚ =
⊕
n≥1

 ⊕
i1 6=i2 6=···6=in
X˚i1 ⊗ · · · ⊗ X˚in

 .
For each i ∈ I, we let
X (ℓ, i) = Cξ ⊕ X˚ (ℓ, i) where X˚ (ℓ, i) =
⊕
n≥1

 ⊕
i1 6=i2 6=···6=in,i1 6=i
X˚i1 ⊗ · · · ⊗ X˚in


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and
X (r, i) = Cξ ⊕ X˚ (r, i) where X˚ (r, i) =
⊕
n≥1

 ⊕
i1 6=i2 6=···6=in,in 6=i
X˚i1 ⊗ · · · ⊗ X˚in

 .
As was shown in [12], there are natural linear isomorphisms: Vi : Xi ⊗ X (ℓ, i) → X and Wi :
X (r, i) ⊗ Xi → X . Therefore, for each i ∈ I, the algebra L(Xi) has a left representation λi and
a right representation ρi, on X , which are given by
λi(T ) = Vi(T ⊗ IX (ℓ,i))V −1i
and
ρi(T ) = Wi(IX (r,i) ⊗ T )W−1i
for every T ∈ L(Xi), where IX (r,i) and IX (ℓ,i) are the identity operators on X (r, i) and X (ℓ, i)
respectively.
For each i ∈ I, let Pi be the projection from X onto the subspace Cξ ⊕ X˚i which vanishes on
all the other direct summands.
Proposition 2.3. For any a ∈ L(Xi), we have Piλi(a) = λi(a)Pi.
Proof. Notice that
X = Cξ ⊕ X˚i ⊕ X
′
i , where Xi =
⊕
j 6=i
X˚j ⊕
⊕
n≥2

 ⊕
i1 6=i2 6=···6=in
X˚i1 ⊗ · · · ⊗ X˚in

 .
By direct computations, we have that
V −1i X
′
i = Xi ⊗ X˚ (ℓ, i) and V
−1
i (Cξ ⊕ X˚i) = Xi ⊗ ξ
which are invariant under L(Xi)⊗ IX (ℓ,i). Therefore, X ′i and Cξ ⊕ X˚i are invariant under λi(a)
for any a ∈ L(Xi). The statement follows. 
The same we have the following statement for ρi.
Corollary 2.4. For any a ∈ L(Xi), we have Piρi(a) = ρi(a)Pi.
By Proposition 2.4 in [6], Piλi(·)Pi and Piρi(·)Pi are a same homomorphism from L(Xi) to
L(X).
Definition 2.5. A triple of faces in a noncommutative probability space (A, φ) is an ordered
triple ((B, β), (C, γ), (D, δ)) where B,C,D are algebras and β : B → A, γ : C → A, δ : D → A,
are homomorphisms which are not necessarily unital. If B,C,D are subalgebras of A and β, γ, δ
are inclusions, then the triple will be denoted by (B,C,D).
Definition 2.6. Let Γ = {((Bi, βi), (Ci, γi), (Di, δi))}i∈I be a family of triples of faces in (A, φ).
The joint distribution of Γ is the functional µΓ : ⋆
i∈I
(Bi⋆Ci⋆Di) → C defined by µΓ = φ ◦
α, where ⋆
i∈I
(Bi⋆Ci⋆Di) is the universal nonunital free product of {(Bi, Ci,Di)}i∈I and α :
⋆
i∈I
(Bi⋆Ci⋆Di)→ A is the homomorphism such that α|Bi = βi, α|Ci = γi and α|Di = δi.
4 WEIHUA LIU
Definition 2.7. A three-faced family of random variables in a noncommutative probability
space (A, φ) is an ordered triple a = {(bi)i∈I , (cj)j∈J , (dk)k∈K} of families of random variables
in (A, φ)( i.e. the bi, cj and dk are elements of A). The distribution µa of a is the functional
µa : C〈Xi, Yj , Zk|i ∈ I, j ∈ J , k ∈ K〉 → C
such that µa = φ ◦ α where α : C〈Xi, Yj , Zk|i ∈ I, j ∈ J , k ∈ K〉 → A is the homomorphism
such that α(Xi) = bi, α(Yj) = cj and α(Zk) = dk.
In the following context, for convenience, we assume that Bi, Ci,Di are subalgebras of A.
Definition 2.8. Let Γ = {(Bi, Ci,Di)}i∈I be a family of triples of faces in (A, φ). Suppose
that there is a family of vector spaces with specified vectors (Xi, X˚i, ξi)i∈I , (not necessarily)
homomorphisms ℓi : Bi → L(Xi), ri : Ci → L(Xi) and mi : Di → L(Xi). Let (X , X˚ , ξ) be the
reduced free product of (Xi, X˚i, ξi)i∈I and φξ is the functional associated with ξ on L(X ). We
say that the family of triples of faces {(Bi, Ci,Di)}i∈I is free-free-Boolean independent if the
joint distribution of {(Bi, λi(ℓi(·))), (Ci, ρi(ri(·))), (Di, Piλi(mi(·))Pi)}i∈I , which is in (L(X), φξ),
is equal to the joint distribution of {(Bi, Ci,Di)}i∈I . In this case, we say that the family
{(Bi, Ci), i ∈ I)}i∈I is bifree independent and the family {(Bi,Di), i ∈ I)}i∈I is free-Boolean
independent.
Remark 2.9. Notice that λi, ρi and PiλiPi are injective. Therefore, they have left inverse, that
is there exists ℓi, ri and mi such that ℓi(λi(·)) = IL(Xi), ri(ρi(·)) = IL(Xi) and mi(Piλi(·)Pi) =
IL(Xi). Thus {(λi(L(Xi)), ρi(L(Xi)), Piλi(L(Xi))Pi)} is a family of free-free-Boolean triples of
faces in (L(X ), φξ).
Proposition 2.10. Let Γ = {(Bi, Ci,Di)}i∈I be a family of free-free-Boolean triples of faces in
(A, φ) and Γ′ = {(B′i, C
′
i,D
′
i)}i∈I be a family of triples of faces such that B
′
i ⊂ Bi, C
′
i ⊂ Ci and
D′i ⊂ Di, i ∈ I. Then Γ
′ = {(B′i, C
′
i,D
′
i)}i∈I is free-free-Boolean in (A, φ).
Proof. SinceB′i ⊂ Bi, C
′
i ⊂ Ci andD
′
i ⊂ Di, the homomorphisms λi(ℓi(·)), ρi(ri(·)), Piλi(mi(·))Pi
in the preceding definition are well defined on B′i, C
′
i, D
′
i for all i ∈ I. Therefore, Γ
′ =
{(B′i, C
′
i,D
′
i)}i∈I is free-free-Boolean in (A, φ). 
Remark 2.11. Given a probability space (A, φ), it is well known that Boolean independence
relation is defined for non-unital algebras in the sense that two Boolean independent algebras
B1 and B2 do not contain the unit of A or else the expectation is a homomorphism from B1
∨
B2
to C, where B1
∨
B2 is the algebra generated by B1,B2. Therefore, in the Definition 2.8, we do
not require the homomorphisms λi and ρi to be unital so that it allows each triple (Bi, Ci,Di)
of faces to be chose arbitrarily. For instance, in our definitions, Bi and Ci can be Boolean
independent, monotone independent, etc.
By Definition 1.10, Lemma 1.11-1.12 in [12], it is a routine to show that our free-free-
independence relation is independent of choices of representations ℓi, ri and mi.
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Proposition 2.12. Let {(Bi, Ci,Di)}i∈I be a family of free-free-Boolean independent triples of
faces in (A, φ), where I is an index set. Let ∐
k∈K
Ik be a partition of I. For each k ∈ K, let Bk be
the unital algebra generated by {Bk|i ∈ Ik}, Ck be the unital algebra generated by {Ck|i ∈ Ik},
Dk be the non-unital algebra generated by {Dk|i ∈ Ik}. Then, {(Bk, Ck,Dk)}i∈I is a family of
free-free-Boolean independent triples of faces in (A, φ).
Proof. By Remark 2.9 and Proposition 2.10, it is sufficient prove the statement under the
assumption that {(Bi, Ci,Di)}i∈I and (A, φ) are {(λi(L(Xi)), ρi(L(Xi)), Piλi(L(Xi))Pi)} and
(L(X ), φ) respectively, where (Xi, X˚i, ξi)i∈I is a family of vector spaces with specified vectors
(X , X˚ , ξ) is their reduced free product and φ is linear functional associated with ξ on L(X ).
For each k ∈ K, let (Yk, Y˚k, ξk) be the reduced free product of (Xi, X˚i, ξi)i∈Ik . Then, by
Remark 1.13 in [12], (X , X˚ , ξ) is also the reduced free product of (Yk, Y˚k, ξk)k∈K. Let λ′k
be the left regular representation of L(Yk) on X , ρ
′
k be the right regular representation of
L(Yk) on X and P
′
k be the projection from X onto Cξ ⊕ Y˚k. For each i ∈ Ik, we have
λi(L(Xi)) ⊆ λ
′
k(L(Yk)), ρi(L(Xi)) ⊆ ρ
′
k(L(Yk)) and Piλi(L(Xi))Pi ⊆ P
′
kλ
′
k(L(Yk))P
′
k. Notice
that {(λ′k(L(Yk)), ρ
′
k(L(Yk)), P
′
kλ
′
k(L(Yk))P
′
k)}k∈K is a family of free-free-Boolean independent
triples of faces in (L(X ), φ), by Proposition 2.10, the proof is finished.

Definition 2.13. Let B,C be two subalgebras of a probability space (A,φ). We say that B is
monotone to C if
φ(x1 · · · xk−1xkxk+1 · · · xn) = φ(xk)φ(x1 · · · xk−1xk+1 · · · xn)
whenever xk−1, xk+1 ∈ C and xk ∈ B.
Given a family of algebras {Ai}i∈I , we denote by
∨
i∈I
Ai the nonunital algebra generated by
{Ai}i∈I . By Proposition 2.16 in [12] and Proposition 3.8 in [6], we have the following result.
Proposition 2.14. Let {(Bi, Ci,Di)}i∈I be a family of free-free-Boolean independent triples of
faces in (A, φ), where I is an index set and L ⊂ I. Then
• the subalgebra
∨
i∈L
Bi is monotone to
∨
i∈I\L
Di in (A, φ),
• the subalgebra
∨
i∈L
Ci is monotone to
∨
i∈I\L
Di in (A, φ),
• the subalgebra
∨
i∈L
Bi and
∨
i∈I\L
Ci are classically independent in (A, φ).
Definition 2.15. Let a = {(bi)i∈I , (cj)j∈J , (dk)k∈K} and a′ = {(b′i)i∈I , (c
′
j)j∈J , (d
′
k)k∈K} be
a pair of three faced families of random variables in a probability space (A, φ). We say that
a and a′ are free-free-Boolean independent if (B,C,D) and (B′, C ′,D′) are free-free-Boolean
independent, where B,B′, C,C ′, and D′ are nonunital algebras generated by (bi)i∈I , (b′i)i∈I ,
(cj)j∈J , (c′j)j∈J , (dk)k∈K and (d
′
k)k∈K respectively. If a = {(bi)i∈I , (cj)j∈J , (dk)k∈K} and a
′ =
{(b′i)i∈I , (c
′
j)j∈J , (d
′
k)k∈K} are free-free-Boolean independent, then the joint distribution of {(bi+
b′i)i∈I , (cj + c
′
j)j∈J , (dk + d
′
k)k∈K} is determined. This defines an additive free-free-Boolean
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convolution ⊞ ⊞ ⊎ on distributions of three-faced families of random variables with a triple of
index sets (I,J ,K)
µ{(bi+b′i)i∈I ,(cj+c′j)j∈J ,(dk+d′k)k∈K} = µ{(bi)i∈I ,(cj)j∈J ,(dk)k∈K} ⊞⊞ ⊎ µ{(b′i)i∈I ,(c′j)j∈J ,(d′k)k∈K}.
Similarly, we can define multiplicative, additive-additive-multiplicative, multiplicative-additive-
additive free-Boolean convolutions, etc.
3. Interval Bi-noncrossing partitions
In this section, we introduce combinatorial tools for characterizing free-free-Boolean triples
of faces. In the following context, we denote by [n] the set {1, ..., n}.
Definition 3.1. Let S be a totally ordered set:
1. A partition π of a set S is a collection of disjoint, nonempty sets V1, ..., Vr whose union
is S. V1, ..., Vr are called blocks of π. The collection of all partitions of S will be denoted
by P (S).
2. Given two partitions π and σ, we say π ≤ σ if each block of π is contained in a block of
σ. This relation is called the reversed refinement order.
3. A partition π ∈ P (S) is a noncrossing partition if there is no quadruple (s1, s2, r1, r2)
such that s1 < r1 < s2 < r2, s1, s2 ∈ V , r1, r2 ∈W and V,W are two different blocks of
π.
4. A partition π ∈ P (S) is an interval partition if there is no triple (s1, s2, r) such that
s1 < r < s2, s1, s2 ∈ V , r ∈W and V,W are two different blocks of π.
5. A block V of a partition π ∈ P (S) is said to be an inner block if there is block W ∈ π
and s, t ∈ W such that s < v < t for all v ∈ V . A block is an exterior block if it is not
inner.
6. Let ω : [k]→ I. We denote by ker ω the element of P ([k]) whose blocks are sets ω−1(i),
i ∈ I.
Definition 3.2. Given χ : [n]→ {ℓ, c, r} a map from [n] to the set of letters {ℓ, c, r} with
χ−1{ℓ, c} = {i1 < i2 < · · · < ip} and χ−1{r} = {ip+1 > ip+2 > · · · > in},
≺χ is a total order on [n] defined by
i1 ≺χ i2 ≺χ · · · ≺χ ip ≺χ ip+1 ≺χ ip+2 ≺χ · · · < in.
Let π ∈ P (n). π is said to be a χ-noncrossing partition if π is a noncrossing partition with
respect to the order ≺χ. We denote by NC(χ) the set of noncrossing partitions of [n] with
respect to the order ≺χ. π is said to be a χ-interval partition if i, j, k are in the same block
whenever i < j < k, i ∼ k, χ(j) = c. π is said to be an interval-bi-noncrossing partition
with respect to χ if π is χ-noncrossing and χ-interval. We denote by IBNC(χ) the set of all
interval-bi-noncrossing partitions with respect to χ.
Recall that the family of bi-noncrossing partitions in [2] is defined as follows.
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Definition 3.3. Given χ¯ : [n]→ {ℓ, r} a map from [n] to the set of letters {ℓ, c, r} with
χ¯−1{ℓ} = {i1 < i2 < · · · < ip} and χ¯−1{r} = {ip+1 > ip+2 > · · · > in},
≺χ¯ is a total order on [n] defined by
i1 ≺χ i2 ≺χ · · · ≺χ ip ≺χ ip+1 ≺χ ip+2 ≺χ · · · < in.
A partition π is said to be a bi-noncrossing partition with respect χ¯ if π is a noncrossing partition
with respect to the order ≺χ. We denote by BNC(χ¯) the set of bi-noncrossing partitions with
respect to χ¯.
Remark 3.4. If χ−1(c) = ∅, then NC(χ) is the set of bi-noncrossing partitions BNC(χ).
Lemma 3.5. Let χ : [n]→ {ℓ, c, r}. If χ−1(c) ⊂ {1, n}, then IBNC(χ) = NC(χ).
Proof. Since there is no i, j ∈ [n] such that either i < 1 < j or i < n < j, all partitions are χ-
interval partitions. Therefore, all χ-noncrossing partitions are interval-bi-noncrossing partitions
with respect to χ. The proof is complete. 
Given a χ, we can associate it a diagram as follows. For each k = 1, · · · , n, we place a node
labeled k at the position (−1, n − k) if k ∈ χ−1{ℓ, c} and the position (1, n − k) if k ∈ χ−1{r}.
We use white balls to denote nodes k if χ(k) = c and draw a horizontal dashed lines through
white balls.
Example 3.6. Let n = 8, χ−1(c) = {4, 6}, χ−1(ℓ) = {1, 2, 8} and χ−1(r) = {3, 5, 6}. The
diagram associated with χ is the following.
1
2
3
4
5
6
7
8
Diagram of χ
Roughly speaking, a partition π is a χ−noncrossing partition if one can connect blocks of π
noncrossingly inside the above diagram. A partition π is a χ−interval if each block of π which
goes across a dashed horizontal line contains the node on it.
Example 3.7. Let χ be as in the preceding example. Given partitions π1 = {{1, 8}, {2, 3, 4, 5, 6, 7}},
π2 = {{1, 2}, {3, 5, 7, 8}, {4, 6}} and π3 = {{1, 2}, {3, 4, 6, 8}, {5}, {7}}, they can be illustrated
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as follows.
1
2
3
4
5
6
7
8
Diagram of π1
1
2
3
4
5
6
7
8
Diagram of π2
1
2
3
4
5
6
7
8
Diagram of π3
π1 is a noncrossing partition but it is neither a χ-interval partition nor a χ-noncrossing
partition. π2 is a χ-noncrossing partition but not a χ-interval partition. π3 is an interval-bi-
noncrossing partition with respect to χ.
Now, we turn to study relations between IBNC(χ) and NC(χ). We denote by [n1, n2] the
set {n1, n1 + 1, · · · , n2}. Suppose that χ
−1{c} ∩ [2, n − 1] = {l1 < · · · < lm}, let l0 = 1 and
lm+1 = n. We define the following maps :
• For each i = 1, · · · ,m + 1, let αi : IBNC(χ) → P ([li−1, li]) such that αi(π) is the
restriction of π to [li−1, li] and χi be the restriction of χ to [li−1, li].
• Let α′ : IBNC(χ) → P ([l1, n]) such that α′(π) is the restriction of π to the set [l1, n]
and let χ′ be the restriction of χ to the set [l1, ..., n].
Since restrictions of partitions to do not turn any exterior block into inner, the restrictions
α1(π) and α
′(π) of a χ-interval partition π are χ1-interval and χ′-interval respectively. On the
other hand, restrictions of partitions do not change the order ≺χ , thus the restrictions α1(π) and
α′(π) of a χ-noncrossing partition π are χ1-noncrossing and χ′-noncrossing respectively. There-
fore, the range of α1 is contained in IBNC(χ1) and the range of α
′ is contained in IBNC(χ′).
Notice that χ1 can be c only at 1 and l1, it follows that IBNC(χ1) = NC(χ1).
Lemma 3.8. Let α′1 : IBNC(χ)→ IBNC(χ1)× IBNC(χ′) such that
α′1(π) = (α1(π), α
′(π)).
Then α′1 is an injective map.
Proof. Let π1, π2 ∈ IBNC(χ) such that π1 6= π2. Then, there exists a block V ∈ π1 such that
V 6∈ π2 and there exists a block W ∈ π2 such that V ∩W 6= ∅. We assume that a ∈ V ∩W ,
then we have the following cases:
1. If l1 ∈ V and l1 6∈ W , then V ∩ [1, l1] 6= W ∩ [1, l1]. Thus α1(π1) 6= α1(π2) which implies
that α′1(π1) 6= α
′
1(π1).
2 If l1 ∈ V and l1 ∈ W , then V ∩ [1, l1] 6= W ∩ [1, l1] or V ∩ [l1, n] 6= W ∩ [l1, n]. Therefore,
α1(π1) 6= α1(π2) or α′(π1) 6= α′(π2).
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3. Suppose that l1 is not contained in V and W . If a > l1, then V ⊂ [l1, n] and W ⊂ [l1, n]
since π1 and π2 are χ-interval partitions. In this case, V is a block of α
′(π1) and W is a block
of α′(π2), thus α′(π1) 6= α′(π2). Similarly, if a < l1, then α1(π1) 6= α1(π2).
The proof is complete. 
In the following context, we assume that
χ−1{ℓ, c} = {i1 < i2 < · · · < ip} and χ−1{r} = {ip+1 > ip+2 > · · · > in},
χ−1{ℓ, c} ∩ [1, l1] = {i1 < i2 < · · · < is = l1} and χ−1{r} ∩ [1, l1] = {it > it+1 > · · · > in},
χ−1{ℓ, c}∩ [l1, n] = {l1 = is < i2 < · · · < ip} and χ−1{r}∩ [l1, n] = {ip+1 > ip+2 > · · · > it−1}.
The diagrams of χ, χ1 and χ
′ can be simply illustrated as follows.
l1
is
...
ip ip+1
...
it−1
it
Diagram of χ
l1
is−1 it
Diagram of χ1
l1
is
...
ip ip+1
...
it−1
Diagram of χ′
Lemma 3.9. Let α′1 : IBNC(χ)→ IBNC(χ1)× IBNC(χ′) such that
α′1(π) = (α1(π), α
′(π)).
Then α′1 is a surjective map.
Proof. Let π1 ∈ IBNC(χ) and π
′ ∈ IBNC(χ′). Suppose that π1 = {V1, · · · , Vs,W} where W
contains l1 and π
′ = {V ′1 , · · · , V
′
t ,W
′} whereW ′ contains l1. Let π = {V1, · · · , Vs, V ′1 · · · , V
′
t ,W ∪
W ′}. Then, we need to show that π ∈ IBNC(χ).
Firstly, we show that π is a χ-interval partition. Suppose that i < lk < j for some k ≥ 1 and
i, j are in a same block of π. Notice that j > l1, thus j ∈ [l1, n]. We have the following two
cases:
1. If i ≥ l1, then i, lk, j must be in a same block of π
′ since π′ ∈ IBNC(χ′). In this case,
i, lk, j are in a same block of π.
2. If i < l1, then i ∈ W ∪W
′ which is the only possible block of π contains such a pair i, j.
Therefore, l1 and j are inW
′. If k = 1, we are done. If k > 1, then lk ∈W ′ since π′ ∈ IBNC(χ′)
and l1, j ∈W
′. Thus i, lk, j are in a same block of π which shows that π is a χ-interval partition.
Secondly, we turn to show that π is a χ-noncrossing partition. Let i ≺χ j ≺χ k ≺χ l such
that i, k are in a same block of π and j, l are in a same block of π. We consider the following
cases:
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1. If l1 ≤ min{i, j, k, l}(or l1 ≥ max{i, j, k, l}), then i, j, k, l must be in a same of π1 (rep. π
′)
since π1 ∈ IBNC(χ1) (rep. π
′ ∈ IBNC(χ′)). In this case, i, j, k, l are in a same block of π.
2. If l1 lies between i, j with respect to the natural order, then i, j are contained in the block
W ∪W ′. Therefore i, j, k, l are contained in the block W ∪W ′. The same if l1 lies between i, l
or k, j or k, l.
3. If l1 lies between i, k , then i, k ∈ W ∪W
′. If l1 also lies between j, l, then j, l ∈ W ∪W ′.
We are done. Suppose that l1 does not lie between j, l, then j, l < l1 or j, l > l1. Then, we have
the following cases:
a) j, l > l1, then we have l1 ≺χ j. Notice that j ≺χ k ≺χ l ≺χ, we have l1 ≺χ k ≺χ it−1.
Therefore, l1 ≺χ j ≺χ k ≺χ l. However, l1, k are in a same block and j, l are in a same block.
It follows that l1, j, k, l are in a same block since π
′ is a χ′-noncrossing partition. Therefore,
i, j, k, l are in the same block W ∪W ′ of π.
l1
i
j
k
l
Case a)
b) If j, l < l1 and j ≺χ l1, then i < l1 since i ≺χ j. Since l1 lies between since j, k, we have
k ≥ l2. Since l < l1 and k ≺χ l, l ∈ χ
−1(r) ∩ [1, l1]. Therefore, we have i ≺χ j ≺χ l1 ≺χ l.
Since i, l1 are in the same block W , j, l are in a same block of π1 and π1 is a a χ1-noncrossing
partition, i, j, l1, l are in W . It follows that i, j, l1, k, l are contained in W ∪W
′.
l1
i
j
k
l
Case b)
c) If j, l < l1 and j ≺χ l1, then k ∈ χ
−1{r} ∩ [1, l1] = {it > ip+2 > · · · > in}. Therefore, k < l1
and i ≥ l1. Since i ≺χ j, we have l1 ≺χ j. Thus l1 ≺χ j ≺χ k ≺χ l. l1, j, k, l are in W since π1 is
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a a χ1-noncrossing partition. In this case, we have that i, j, l1, k, l are contained in W ∪W
′.
l1
l
k
i
j
Case c)
4. Similarly, if l1 lies between j, l we also have that i, j, k, l are in a same block of π. Therefore,
π is a χ-noncrossing partition. The proof is complete.

Proposition 3.10. Let α′1 : IBNC(χ)→ NC(χ1)× IBNC(χ′) such that
α′1(π) = (α1(π), α
′(π))
and α : IBNC(χ)→ NC(χ1)×NC(χ2)× · · · ×NC(χm+1) such that
α(π) = (α1(π), · · · , αm+1(π)).
Then α′1 and α are lattice isomorphisms, IBNC(χ) is a lattice with respect to the reverse
refinement order ≤ on partitions.
Proof. The statement for α is an induction argument from α′1. In [6], it is shown that restrictions
of partitions on subintervals preserve the reversed refinement order. Therefore, we only need to
show that α′1 is a bijection which follows Lemma 3.8 and Lemma 3.9. The proof is complete 
Proposition 3.11. Let π = {V1, · · · , Vt} ∈ IBNC(χ) and σ be a partition of [n] such that
σ ≤ π with respect to the reversed refinement order. Then, σ ∈ IBNC(χ) if and only if
σ|Vs ∈ IBNC(χ|Vs) for all s = 1, · · · , t.
Proof. By Proposition 5.8 in [6], σ is a χ-interval partition if and only if σ|Vs is a χ|Vs-interval
partition for all s = 1, · · · , t. If we consider ≺χ be the only order on [n], by Theorem 9.29
in [7], σ is a χ-noncrossing partition if and only if σ|Vs is a χ|Vs-noncrossing partition for all
s = 1, · · · , t. The statement follows. 
We see that the set of interval-bi-noncrossing partitions, which are finer than a given interval-
bi-noncrossing partition π, is uniquely determined by the IBNC-partitions with respect to the
restrictions of χ to the blocks of π. Therefore, we have the following decomposition property.
Proposition 3.12. Let π = {V1, · · · , Vt} ∈ IBNC(χ). Then
[0n, π] ∼= IBNC(χ|V1)× · · · × IBNC(χ|Vs),
where 0n is the partition of [n] into n blocks, and [0n, π] is the interval {σ ∈ IBNC(χ) : 0n ≤
σ ≤ π}.
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4. Mo¨bius functions
In this section, we study some properties of Mo¨bius functions on IBNC(χ).
Let L be a finite lattice. We denote by
L(2) = {(a, b)|b, a ∈ L, a ≤ b}
the set of ordered pairs of elements in L.
Given two functions f, g : L(2) → C, their convolution f ∗ g is given by:
f ∗ g(a, b) =
∑
c∈L
a≤c≤b
f(a, c)g(c, b).
It is shown by Rota [8], the following three special functions on L(2) always exist.
• The delta function defined as
δ(a, b) =
{
1, if a = b,
0, otherwise.
• The zeta function ζ defined as
ζ(a, b) =
{
1, if a ≤ b,
0, otherwise.
• By Proposition 1 in [8], there is a function µ on L(2) such that
µ ∗ ζ = ζ ∗ µ = δ.
µ is called the Mo¨bius function of L(2).
Here, δ is the unit with respect to the convolution ∗ and µ is the inverse of ζ with respect to ∗.
Given lattices L1, · · · , Lm, their direct product L = L1 × · · · × Lm is also a lattice with respect
to the order such that (a1, ..., am) ≤ (b1, ..., bm) if and only if ai ≤ bi for all i. It is obvious that
L(2) = L
(2)
1 ×· · ·×L
(2)
m . For each i, let fi be a C-valued function on L
(2)
i . The product f =
m∏
i=1
fi
is a function on L(2) defined as follows:
f((a1, ..., am), (b1, ..., bm)) =
m∏
i=1
fi(ai, bi),
for all (a1, ..., am), (b1, ..., bm) ∈ L
(2). The following result is Lemma 6.1 in [6].
Lemma 4.1. Let L1, · · · , Lm be finite lattices. For each i, let δi, ζi, µi be the delta function,
the zeta function and the Mo¨bius function on L
(2)
i respectively. Then δ¯ =
m∏
i=1
δi, ζ¯ =
m∏
i=1
ζi and
µ¯ =
m∏
i=1
µi are the delta function, the zeta function and the Mo¨bius function on L
(2)
1 × · · · ×L
(2)
m
respectively.
Therefore, we have the following result.
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Proposition 4.2. Let α : IBNC(χ) → NC(χ1) × NC(χ2) × · · · × NC(χm+1) be the lattice
isomorphism in Proposition 3.10. Let δ¯, ζ¯, µ¯ be the delta function, the zeta function and the
Mo¨bius function ofNC(χ1)×NC(χ2)×· · ·×NC(χm+1). Then δIBNC(χ) = δ¯◦α, ζIBNC(χ) = ζ¯◦α,
µIBNC(χ) = µ¯◦α are the delta function, the zeta function and the Mo¨bius function on IBNC(χ).
Let (σ, π) ∈ IBNC(χ)(2) such that α(σ) = (σ1, · · · , σm+1), α(π) = (π1, · · · , πm+1) ∈ NC(χ1)×
NC(χ2)× · · · ×NC(χm+1). Then, we have
µIBNC(χ)(σ, π) =
m+1∏
i=1
µNC(χi)(σi, πi).
For convenience, we let µ(∅, 1∅) = 1. Given a partition π ∈ IBNC(χ) and a blcok V ∈ π, we
set α˜i(V ) = V ∩ [li−1, li], i = 1, · · · ,m+ 1.
Lemma 4.3. Let π = {V1, · · · , Vt} ∈ IBNC(χ) and σ ∈ IBNC(χ) such that σ ≤ π. Then,
µIBNC(χ)(σ|Vs , 1Vs) =
m+1∏
i=1
µIBNC(χi|Vs)(σi|α˜i(Vs), 1α˜i(Vs)),
where 1α˜i(Vs) is the partition of α˜i(Vs) into one block.
Proof. By Proposition 3.12, we have
IBNC(χ|Vs) = IBNC(χ|α˜1(Vs))× IBNC(χ|α˜2(Vs))× · · · × IBNC(χ|α˜m+1(Vs)).
The statement follows from Lemma 4.1. 
Further more, we have the following result.
Lemma 4.4. Let π = {V1, · · · , Vt} ∈ IBNC(χ) and σ ∈ IBNC(χ) such that σ ≤ π. Then,
µIBNC(χ)(σ, π) =
t∏
s=1
m+1∏
i=1
µIBNCχi|Vs (σi|α˜i(Vs), 1α˜i(Vs)).
By Lemma 4.3 and 4.4, we have the follow proposition.
Proposition 4.5. Let π = {V1, · · · , Vt} ∈ IBNC(χ) and σ ∈ IBNC(χ) such that σ ≤ π.
Then,
µIBNC(σ, π) =
t∏
s=1
µIBNC(χ|Vs )(σ|Vs , 1Vs).
5. Vanishing cumulants condition for free-free-Boolean independence
In this section, we introduce the notion of free-free-Boolean cumulants and show that the van-
ishing of mixed free-free-Boolean cumulants is equivalent to our free-free-Boolean independence.
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5.1. Free-Boolean cumulants. Let (A, φ) be a noncommutative probability space. For n ∈ N,
let φ(n) be the n-linear map from A⊗ · · · ⊗ A︸ ︷︷ ︸
n times
to C defined as
φ(n)(z1, · · · , zn) = φ(z1 · · · zn),
where z1, ..., zn ∈ A.
Let V = {l1 < l2 < · · · < lk} be a subset of [n]. Then we define
φV (z1, · · · , zn) = φ(zl1zl2 · · · zlk).
Let π = {V1, · · · , Vs} be a partition on [n]. Then we define an n-linear map φπ : A⊗ · · · ⊗ A︸ ︷︷ ︸
n times
→ C
as follows:
φπ(z1, · · · , zn) =
s∏
t=1
φVt(z1, · · · , zn).
For example, let n = 8 and π = {{1, 5, 8}, {2, 3, 4}, {6, 7}}. Then,
φπ(z1, · · · , z8) = φ(z1z5z8)φ(z6z7)φ(z2z3z4).
Definition 5.1. Given χ and π ∈ IBNC(χ), the free-free-Boolean cumulant κχ,π is an n-linear
map defined as follows:
κχ,π(z1, · · · , zn) =
∑
σ≤π
σ∈IBNC(χ)
µIBNC(σ, π)φσ(z1, · · · , zn).
Theorem 5.2. Let π = {V1, · · · , Vt} ∈ IBNC(χ) and z1, · · · , zn be random variables in a
probability space (A, φ). Then
κχ,π(z1, · · · , zn) =
t∏
s=1
κχ|Vs ,1Vs (z1, · · · , zn).
Proof. By Lemma 4.4, we have
κχ,π(z1, · · · , zn)
=
∑
σ≤π
σ∈IBNC(χ)
µIBNC(σ, π)φσ(z1, · · · , zn)
=
∑
σ≤π
σ∈IBNC(χ)
[
m∏
i=1
t∏
s=1
µIBNC(χi|Vs)(σi|α˜i(Vs), 1α˜i(Vs))
] [
t∏
s=1
φσ|Vs (z1, · · · , zn)
]
=
∑
σ≤π
σ∈IBNC(χ)
t∏
s=1
[
m∏
i=1
µIBNC(χi|Vs)(σi|α˜i(Vs), 1α˜i(Vs))
] [
t∏
s=1
φσ|Vs (z1, · · · , zn)
]
=
∑
σ≤π
σ∈IBNC(χ)
t∏
s=1
[
m∏
i=1
µIBNC(χi|Vs)(σi|α˜i(Vs), 1α˜i(Vs))φσ|Vs (z1, · · · , zn)
]
=
∑
σ≤π
σ∈IBNC(χ)
t∏
s=1
[
µIBNC(χ|Vs )(σ|Vs , 1Vs)φσ|Vs (z1, · · · , zn)
]
,
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where the last equality follows Lemma 4.4. By corollary 3.12, we have that
∑
σ≤π
σ∈IBNC(χ)
t∏
s=1
[
µIBNC(σ|Vs , 1Vs)φσ|Vs (z1, · · · , zn)
]
=
t∏
s=1
[ ∑
σ|Vs∈IBNC(χ|Vs )
µIBNC(σ|Vs , 1Vs)φσ|Vs (z1, · · · , zn)
]
=
t∏
s=1
κχ|Vs ,1Vs (z1, · · · , zn),
thus the proof is complete. 
Definition 5.3. Let {(Ai,ℓ,Ai,r,Ai,c)}i∈I be a family of triples of faces in a probability space
(A, ϕ). We say that the family {(Ai,ℓ,Ai,r,Ai,c)}i∈I is combinatorially free-free-Boolean inde-
pendent if
κχ,1n(z1, · · · , zn) = 0
whenever χ : [n]→ {ℓ, r, c}, ω : [n]→ I, zk ∈ Aω(k),χ(k) and ω is not a constant.
Proposition 5.4. Let {(Ai,ℓ,Ai,r,Ai,c)}i∈I be a family of triples of faces in a probability space
(A, ϕ). Then κχ,1n has the following cumulant property:
κχ,1n(z1,1 + z2,1, · · · , z1,n + z2,n) = κχ,1n(z1,1, · · · , z1,n) + κχ,1n(z2,1, · · · , z2,n)
whenever ω1, ω2 : [n] → I, χ : [n] → {ℓ, r, c}, z1,k ∈ Aω1(k),χ(k), z2,k ∈ Aω2(k),χ(k) and ω1([n]) ∩
ω2([n]) = ∅.
Proof. By direct calculations, we have
κχ,1n(z1,1 + z2,1, · · · , z1,n + z2,n) =
∑
i1,...in∈{1,2}
κχ,1n(zi1,1, · · · , zin,n).
Since {(Ai,ℓ,Ai,r)}i∈I are combinatorially free-Boolean independent, by the preceding definition,
we have
κχ,1n(zi1,1, · · · , zin,n) = 0
if ik 6= ij for some j, k ∈ [n]. The result follows. 
5.2. Free-Boolean is equivalent to combinatorially free-Boolean. In this subsection, we
will prove the following main theorem:
Theorem 5.5. Let {Ai,ℓ,Ai,r,Ai,c}i∈I be a family of triples of faces in a probability space
(A, φ). {Ai,ℓ,Ai,r,Ai,c}i∈I are free-Boolean independent if and only if they are combinatorially
free-free-Boolean.
It is sufficient to show to that mixed moments are uniquely determined by lower mixed
moments in the same way for combinatorially free-free-Boolean independence and free-free-
Boolean independence. By Proposition 10.6 in [7] and Theorem 5.2, we have the following
result.
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Lemma 5.6. Let z1, · · · , zn be random variables in a noncommutative probability space (A, φ).
Then
φ(z1 · · · zn) =
∑
π∈IBNC(χ)
κχ,π(z1, · · · , zn).
For combinatorially free-Boolean independent random variables, we have the following result.
Lemma 5.7. Let {Ai,ℓ,Ai,r,Ai,c}i∈I be a family of combinatorially free-Boolean independent
triples of faces in a noncommutative probability space (A, φ). Assume that zk ∈ Aω(k),χ(k),
where ω : [n]→ I, χ : [n]→ {ℓ, r, c}. Let ǫ = kerω. Then,
(⋆) φ(z1 · · · zn) =
∑
σ∈IBNC(χ)

 ∑
π∈IBNC(χ)
σ≤π≤ǫ
µIBNC(σ, π)

 φσ(z1, · · · , zn).
Proof. By Lemma 5.6, we have
φ(z1 · · · zn) =
∑
π∈IBNC(χ)
κχ,π(z1, · · · , zn).
For each π ∈ IBNC(χ), assume that π = {V1, · · · , Vt}. By Theorem 5.2, we have
κχ,π(z1 · · · zn) =
t∏
s=1
κχ|Vs ,1Vs (z1, · · · , zn).
Since the family {Ai,ℓ,Ai,r,Ai,c}i∈I is combinatorially free-free-Boolean independent,
κχ|Vs ,1Vs (z1, · · · , zn) = 0
if ω is not a constant on Vs. It follows that κχ,π(z1, · · · , zn) 6= 0 only if ω is a constant on |Vs for
all s, which implies that Vs is contained in a block of ǫ for all s, i.e., π ≤ ǫ. Therefore, we have
φ(z1 · · · zn) =
∑
π∈IBNC(χ),π≤ǫ
κχ,π(z1, · · · , zn)
=
∑
π∈IBNC(χ),π≤ǫ

 ∑
σ∈IBNC(χ)
σ≤π
µIBNC(σ, π)φσ(z1, · · · , zn)


=
∑
σ∈IBNC(χ)

 ∑
π∈IBNC(χ)
σ≤π≤ǫ
µIBNC(σ, π)

 φσ(z1, · · · , zn).
This finishes the proof. 
Now, we suppose that the family {Ai,ℓ,Ai,r,Ai,c}i∈I is free-free-Boolean independent in (A, φ).
We assume that zk ∈ Aω(k),χ(k), where ω : [n]→ I, χ : [n]→ {ℓ, r, c}. Let ǫ be the kernel of ω.
Let χ1 and ǫ1 be the restriction of χ and ǫ to the first interval {1, · · · , l1} respectively. Let χ
′
1
and ǫ′1 be the restrictions of χ and ǫ to the first interval {l1, · · · , n} respectively. We need to
show that the the mixed moments φ(z1 · · · zn) can be determined in the same way as in Lemma
5.7.
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It is sufficient to consider the case that A = L(X ), Ai,ℓ = λi(L(Xi)), Ai,r = λi(L(Xi)) and
Ai,c = Piλi(L(Xi))Pi, where (Xi, X˚i, ξi)i∈I is a family of vector spaces with specified vectors,
(X , X˚ , ξ) is their reduced free product and φ = φξ is the functional associated with ξ on X .
As the free-Boolean case in [6], we prove the mixed moments formula (⋆) in Lemma 5.7 by
induction on the number of elements of χ−1(◦) ∩ [2, n − 1].
Lemma 5.8. Let z1 ∈ Ai,c and z2 ∈ Aj,c for some i, j ∈ I. Then, there exist T1 ∈ Ai,ℓ and
T2 ∈ Aj,ℓ such that
φ(z1zzn) = φ(T1zT2).
for all z ∈ A. Moreover, T1 and T2 are uniquely determined by z1 and z2 respectively.
Proof. By definition of Ai,c and Aj,c, z1 = PiT1Pi, z2 = PjT2Pj for some T1 ∈ Ai,ℓ, T2 ∈ Aj,ℓ.
By Proposition 2.3, z1 = PiT1, z2 = T2Pj Let p be the projection onto Cξ and vanishes on X˚ .
Then pPj = p, thus
pz1zznξ = pPiT1zT2Pjξ = pT1zT2ξ.
The result follows from the definition of φ. 
The same we have the following statement for Ai,c and Ai,r.
Lemma 5.9. Let z1 ∈ Ai,c and z2 ∈ Aj,c for some i, j ∈ I. Then, there exist T1 ∈ Ai,r and
T2 ∈ Aj,r such that
φ(z1zzn) = φ(T1zT2).
for all z ∈ A. Moreover, T1 and T2 are uniquely determined by z1 and z2 respectively.
By Lemma 5.8 and Lemma 5.9, we have the following result.
Corollary 5.10. Let z1 ∈ Ai,r and z2 ∈ Aj,r for some i, j ∈ I. Then, there exist T1 ∈ Ai,ℓ and
T2 ∈ Aj,ℓ such that
φ(z1zzn) = φ(T1zT2).
for all z ∈ A. Moreover, T1 and T2 are uniquely determined by z1 and z2 respectively.
In this case of |χ−1(◦)∩ [2, n−1]| = 0, χ can be ◦ only at 1 and n. Thus, IBNC(χ) = NC(χ)
which is isomorphic to the set of bi-noncrossing partitiona BNC(χ¯) defined in [2] where
χ¯(i) =
{
ℓ if χ(i) = ℓ, c,
r if χ(i) = r.
Therefore, we have the following result.
Lemma 5.11. When |χ−1(◦) ∩ [2, n − 1]| = 0, we have
φ(z1 · · · zn) =
∑
σ∈IBNC(χ)

 ∑
π∈IBNC(χ)
σ≤π≤ǫ
µIBNC(σ, π)

 φσ(z1 · · · zn).
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Proof. By Lemma 5.8, Lemma 5.8 and Corollary 5.10, we have
φ(z1 · · · zn) = φ(T1z2 · · · zn−1T2),
for T1 ∈ Aω(1),ℓ and T2 ∈ Aω(n),ℓ. Of course, if z1 ∈ Aω(1),ℓ, then the just let T1 = z1. The same
to zn. Let χ¯ : [n] → {ℓ, r, c} such that χ¯(k) = χ(k) for k = 2, · · · , n − 1 and χ¯(1) = χ¯(n) = ℓ.
Since χ−1(◦) ∩ [2, n− 1] = ∅, χ¯ is a map from [n] to {ℓ, r}. Notice that the family {(Ai,ℓ,Ai,r)}
is bi-freely independent, by Theorem 2.3.2 in [1], we have
φ(T1z2 · · · zn−1T2)
=
∑
σ∈BNC(χ¯)

 ∑
π∈BNC(χ¯)
σ≤π≤ǫ
µBNC(χ¯)(σ, π)

 φσ(T1, z2, · · · , zn−1, T2)
=
∑
σ∈IBNC(χ)

 ∑
π∈IBNC(χ)
σ≤π≤ǫ
µIBNC(σ, π)

 φσ(z1, · · · , zn).
By Lemma 5.8, Lemma 5.8 and Corollary 5.10, we replace z1 and zn back in last equality. The
proof is complete. 
Now we are ready to prove our main theorem.
Proof of Theorem 5.5. Suppose that Equation (⋆) in Lemma 5.7 holds whenever |χ−1(◦)∩[2, n−
1]| = m−2. For |χ−1(◦)∩[2, n−1]| = m−1, we can assume χ−1(◦) = {0 < l1 < · · · < lm−1 < n},
l0 = 1 and lm = n.
Let Z1 =
n∏
i=l1
zi. Since the range of zl1 is Cξ ⊕ X˚ω(l1), Z1 is a linear map from Cξ ⊕ X˚ω(l1) to
Cξ⊕ X˚ω(l1). Moreover, Z1 vanishes on all summands of X except for Cξ⊕ X˚ω(l1). Therefore, Z1
is an element in Pω(l1)λω(l1)(L(Xω(l1)))Pω(l1).
By Lemma 5.11, we have
φ(z1 · · · zn) = φ(z1 · · · zl1−1Z1)
=
∑
σ1∈IBNC(χ1),σ1≤ǫ1

 ∑
σ1∈IBNC(χ1)
σ1≤π1≤ǫ1
µIBNC(σ1, π1)

φσ1(z1, · · · , zl1−1, Z1).
Fix σ1, let V be the block of σ1 which contains l1. Then,
φσ1(z1, · · · , zl1−1, Z1) =
∏
W∈σ1
φW (z1, · · · , zl1−1, Z1)
=
[ ∏
W 6=V
φW (z1, · · · , zl1−1)
]
φV (z1, · · · , zl1−1, Z1)
the last equality follows from that l1 6∈W whenever W 6= V .
Let ZVl1 =
∏
i∈V
zi, where the product is taken with the original order. Then,
φV (z1, · · · , zl1−1, Z1) = φ(Z
V
l1
zl1+1zl1+2 · · · zn).
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Notice that |χ−1[l1 + 1, n− 1]| = m− 2 . By assumption, we have
φ(ZVl1 zl1+1zl1+2 · · · zn) =
∑
σ′∈IBNC(χ′)

 ∑
π′∈IBNC(χ′)
σ′≤π′≤ǫ′
µIBNC(σ
′, π′)

φσ′(ZVl1 , zl1+1, zl1+2, · · · , zn).
Suppose that l1 ∈ V
′ ∈ σ′. Then
φσ′(Z
V
l1
, zl1+1, zl1+2, · · · , zn) =
∏
W∈σ′
φW (Z
V
l1
, zl1+1, zl1+2, · · · , zn)
=
[ ∏
W 6=V ′
φW ((zl1+1, · · · , zn)
]
φV ′(Z
V
l1
, zl1+1, zl1+2, · · · , zn).
Therefore,
φ(z1 · · · zn)
=
∑
σ1∈IBNC(χ1)
σ1≤ǫ1

 ∑
σ1∈BNC(χ1)
σ1≤π1≤ǫ1
µIBNC(σ1, π1)



 ∏
W∈σ1
W 6=V ∋l1
φW (z1, · · · , zl1−1)

φV (z1, · · · , zl1−1, Z1)
=
∑
σ1∈IBNC(χ1)
σ1≤ǫ1

 ∑
σ1∈BNC(χ1)
σ1≤π1≤ǫ1
µIBNC(σ1, π1)


{ ∏
W∈σ1
W 6=V ∋l1
φW (z1, · · · , zl1−1)


∑
σ′∈IBNC(χ′)
σ′≤ǫ′

 ∑
π′∈IBNC(χ′)
σ′≤π′≤ǫ′
µIBNC(σ
′, π′)

φσ′(ZVl1 , zl1+1, zl1+2, · · · , zn)
}
=
∑
σ1∈IBNC(χ1)
σ1≤ǫ1
∑
σ′∈IBNC(χ′)
σ′≤ǫ′

 ∑
σ1∈IBNC(χ1)
σ1≤π1≤ǫ1
µIBNC(σ1, π1)



 ∑
π′∈IBNC(χ′)
σ′≤π′≤ǫ′
µIBNC(σ
′, π′)



[
∏
W∈σ1
W 6=V ∋l1
φW (z1, · · · , zl1−1)]φσ′(ZVl1 , zl1+1, zl1+2, · · · , zn)


For fixed σ1 and σ
′, σ = α′−1(σ1, σ′) ∈ IBNC(χ) and
µIBNC(σ, π) = µIBNC(σ1, π1)µIBNC(σ
′, π′).
Since the blocks of σ are exactly the blocks W , W ′ and V ∪ V ′ in the preceding formula, we
have 
 ∏
W∈σ1
W 6=V ∋l1
φW (z1, · · · , zl1−1)

φσ′(ZVl1 , zl1+1, zl1+2, · · · , zn) = φσ(z1, · · · , zn).
It follows that
φ(z1 · · · zn) =
∑
σ∈IBNC(χ)

 ∑
π∈IBNC(χ)
σ≤π≤ǫ
µIBNC(σ, π)

 φσ(z1, · · · , zn).
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Therefore, the mixed moments of free-free-Boolean independent random variables and the mixed
moments of combinatorially free-free-Boolean independent random variables are determined in
the same way. The proof is done. 
6. Bifree-Boolean central limit law
In this section, we study an algebraic free-free-Boolean central limit theorem which is an
analogy of Voiculescu’s algebraic bi-free central limit theorem in [12].
Let z = ((zi)i∈I , (zj)i∈J , (zk)k∈K) be a three faced family of random variables in (A, φ). Notice
that IBNC(χ) = P (2) when χ is map from {1, 2} to {ℓ, r, c} and the first order cumulant
of a random variable is always the first moment of it. Therefore, the second order free-free-
Boolean cumulants are, as free cumulants, variances and covariances of random variables. For
convenience, given ω : [n]→ I ∐ J ∐K, we denote by χω : [n]→ {ℓ, r, c} such that
χω(i) =


ℓ if ω(i) ∈ I,
r if ω(i) ∈ J ,
c if ω(i) ∈ K.
Therefore, the second order free-free-Boolean cumulants are as follows.
Lemma 6.1. Let z = ((zi)i∈I , (zj)i∈J , (zk)k∈K) be a three-faced family of random variables in
(A, φ) and ω : {1, 2} → I ∐ J ∐K. Then
κχω ,1[2](zω(1)zω(2)) = φ(zω(1)zω(2))− φ(zω(1))φ(zω(2)).
Definition 6.2. A three-faced family of random variables z = ((zi)i∈I , (zj)i∈J , (zk)k∈K) has a
free-free-Boolean central limit distribution if , for all n 6= 2,
κχω ,1[n](zω(1), · · · , zω(n)) = 0,
where ω : [n]→ I ∐ J ∐ K.
The following are examples of free-free-Boolean families and free-free-Boolean central limit
distributions:
Let H be a complex Hilbert space with orthonormal basis {ei}i∈I and F(H) = Cξ⊕
⊕
n≥1
H⊗n
be the full Fock space. Let ℓi be the left creation operators on F(H) such that ℓiξ = ei and
ℓiζ = ei ⊗ ζ for all ζ ∈
⊕
n≥1
H⊗n. Let ri be the right creation operators on F(H) such that
riξ = ei and riζ = ζ ⊗ ei for all ζ ∈
⊕
n≥1
H⊗n. Let Pi be the orthogonal projection from F(H)
onto Cξ ⊕ Cei. Then the family of three-faced families of random variables
{((ℓi, ℓ
∗
i ), (ri, r
∗
i ), (PiℓiPi, Piℓ
∗
iPi))}i∈I
is free-free-Boolean independent in the probability space (B(F(H)), ωξ), where (B(F(H)) is the
set of all bounded operators on F(H) and ωξ = 〈·ξ, ξ〉 is the vacuum state on (B(F(H)). The
space F(Cei), which is the Fock space generated by the one dimensional Hilbert space Cei, plays
the role of Xi in Section 2.
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Suppose that I has a disjoint partition that I =
⋃
k∈K
Ik. For each k, let Ak,ℓ be the unital
C∗-algebra generated by {ℓi|i ∈ Ik}, Ak,r be the unital C∗-algebra generated by {ri|i ∈ Ik} and
Ak,c be the nonunital C
∗-algebra generated by {PkℓiPk|i ∈ Ik}, where Pk is the projection from
F(H) onto the subspace generated by {ξ} ∪ {ei|i ∈ Ik}. Then the family of triples of faces
{(Ak,l,Ak,c,Ak,c)}k∈K is free-free-Boolean in (B(F(H)), ωξ).
Moreover, one can easily obtain the following analogue of Theorem 7.4 in [12].
Proposition 6.3. There is exactly one free-free-Boolean central limit distribution ΓC : C〈Zk|k ∈
I∐J∐K〉 → C for a given matrix C = (Ck,l) with complex entries so that ΓC(ZkZl) = Ck,l, k, l ∈
I ∐ J ∐ K.
Let h, h∗ : I ∐ J ∐ K → H be maps into the Hilbert space H in the preceding example. Let
zi = ℓ(h(i)) + ℓ
∗(h∗(i))
for i ∈ I,
zj = r(h(j)) + r
∗(h∗(j))
for j ∈ J and
zk = P (ℓ(h(k)) + ℓ
∗(h∗(k)))P
for k ∈ K, where P is the orthogonal projection from F(H) onto Cξ ⊕ H and ℓ(h(i)) is the
creation operator on F(H) such that ℓ(h(i))ξ = h(i) and ℓ(h(i))ζ = h(i)⊗ ζ for all ζ ∈
⊕
n≥1
H⊗n.
Then z = ((zi)i∈I , (zj)i∈J , (zk)i∈K) has a free,free-Boolean central limit distribution ΓC where
Ck,l = 〈h(l), h
∗(k)〉,k, l ∈ I ∐ J ∐ K.
We end this section with an algebraic free-Boolean central limit theorem in analogue of
Voiculescu’s Theorem 7.9 in [12]
Theorem 6.4. Let zn = ((zn,i)i∈I , (zn,j)i∈J , (zn,k)i∈K), n ∈ N, be a free-free-Boolean sequence
of three-faced families of random variables in (A, φ), such that
1. φ(zn,l) = 0, for all k ∈ I ∐ J ∐K and n ∈ N.
2. supn∈N |φ(zn,l1 · · · zn,lm)| = Dl1,··· ,lm <∞ for every l1, · · · , lm ∈ I ∐ J ∐K.
3. lim
N→∞
1
N
N∑
n=1
φ(zn,lzn,l′) = Cl,l′ for every l
′, l ∈ I ∐ J ∐K.
Let SN = ((SN,i)i∈I , (SN,j)i∈J), where SN,k = 1√N
N∑
n=1
zn,k with k ∈ I ∐ J ∐ K. Let ΓC be the
free-free-Boolean central limit distribution in Proposition 6.3 with C = (Ck,l), k, l ∈ I ∐J ∐K.
Then, we have
lim
N→∞
µSN (P ) = ΓC(P )
for all P ∈ C〈Zk|k ∈ I ∪ J〉.
Proof. Let ω : [m] ∈ I ∐ J ∐ K. By Remark 6.4 and the n-linearity of κχω ,1[m] , we have
κχω ,1[m](SN,ω(1), · · · , SN,ω(m)) =
N∑
n=1
N−
m
2 κχω ,1[m](zn,ω(1), · · · , zn,ω(m)).
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When m = 1, we have κχω ,1[1](zn,ω(1)) = φ(zn,ω(1)) = 0.
When m = 2, we have
N∑
n=1
N−1κχω ,1[2](zn,ω(1)znω(2)) =
N∑
n=1
N−1φ(zn,ω(1)zn,ω(2)) = Cω(1),ω(2).
When m > 2, since Dk1,··· ,km <∞ for all k1, · · · , km, sup
n
|κχω ,1[m](zn,ω(1), · · · , znω(m))| < ∞. In
this case,
lim
N→∞
κχω ,1[m](SN,ω(1), · · · , SN,ω(m)) = 0.
The proof is complete, because moments are determined by polynomials of cumulants. 
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