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Y. Tanimura: Here, the chemical reaction process is characterized by the reaction rate. For my point, the reaction 
rate is not so sensitive to the tunneling. So for instance, suppose I calculate the reaction rate. Then it is hard to see 
which part is tunneling and which part is thermal activation. The question is: is there any dynamical measurement or 
nonlinear measurement to see the reaction process? 
 
J. Klinman: So, we see the H transfer directly of course. The issue is: can we detect it as a quantum mechanical 
process directly. I do not know of any way to do this. I think this is a question that comes up all the time. What we 
are doing is relying on the presence of isotopes. That becomes our probe and also all these other issues, parameters 
such as temperature and pressure. But there is no question that we have many data that are simply incompatible with 
what you just said, which is to treat it as a normal thermally activated process and just add in some tunneling on top 
of that. That is in fact what dominated the field for many years and it really was not until all these enzymes showed 
this converging property that we had to look elsewhere. Now, I do not know that we have the final answer, but what 
we have is behavior that cannot be explained either semiclassically or semiclassically with a simple tunneling 
correction. I think maybe there is something fundamental in here that we are missing. We can model the data using 
phonon assisted tunneling pictures but these are incomplete at the moment. (Maybe we could put the overhead 
projector on later. ) 
 
N. Scrutton: I think we lost sleep for a number of years about whether the temperature independence of the isotope 
can be explained by any of the theoretical models.  
 
J. Klinman: Yes, are we missing something fundamental? And I am putting this out to this audience: how do you 
generate temperature independent KIEs (kinetic isotope effects)? We are not wedded to one interpretation but we are 
wedded to the data, as experimentalists. The data are right. So there it is. Number one: how do you reconcile this 
idea of the tunneling correction to phonon assisted tunneling models? If it is just about barrier compression being so 
dominant in enzymes, I think that maybe in fact the correct interpretation is the phonon assisted tunneling model. 
But then, number two, where are the truly physically correct analytical expressions for H tunneling? I do not think 
we have that yet. Rudy Marcus pointed out in the Kuznetsov and Ullstrup approach that, if you take the ratio of the 
rate constant in the forward direction to the rate constant in the reverse direction, you should get the deltaG0 for the 
equilibrium process, the ln of k forward over k reverse. Well if you look at the Kuznetsov-Ullstrup expression in 
those exponentials that contain either the Frank-Condon overlap, which is now isotope dependent, unlike in electron 
tunneling, or distance sampling, these are not going to be identical in the two directions. So you are left with some 
residuals and the ratio of rate constants is not simply equal to the anticipated deltaGo. So there is something that is 
missing in these formal treatments. They are very valuable for modeling, making predictions, and trying to 
understand what is going on, but I do not think we are there yet in terms of item two.  
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R. Marcus: Can I make a comment? Yes, that is right, Judith. The Kuznetsov and Ullstrup model does violate 
microscopic reversibility. Now of course, many things violate things, and yet they can be useful approximations. So 
the key question is: does it violate it in a major way when you look at the forward and the reverse and so on. I think 
we can identify very directly the source of the violation, if one looks at the treatment, but to remedy that is of course 
a fundamental task. Maybe some of the theoreticians here will address that. What I would like to comment on is this 
temperature independent isotope effect, which you pointed out to me some years ago and which I find very 
intriguing. You know, in complex systems one always looks at one can: are there kind of any generalities? Or are we 
bound to our force fields and so on in the calculations, and is that the only way proceeding with these complex 
systems? And indeed the trend in theoretical chemistry towards heavy use of computers is sort of moving in that 
direction. But on the other hand, on can make a postulate and then try to see if it is consistent with the numerical 
calculations or whether maybe those force fields need to be revised. After all, they really are arbitrary for parts of 
them. And in the case of the temperature independent isotope effect, when I mentioned it to one of the active 
practitioners in the computational field, he said that there are compensating effects. It is true, when you look there 
are compensating effects actually. But one does not like coincidence, if one can avoid it. One can argue that one 
should look at the force fields very carefully, the parts that are semi-empirical, and see if the following is true, 
namely, that in the simple description you will get a temperature independent isotope effect even with some 
compression of the heavy atoms, if the compression was such that the zero point energy of those breaking bonds 
essentially changed hardly at all. Under those conditions you get heavier compression and you can have the other 
properties.  
 
J. Klinman: Large curvature tunneling, and the variational transition state? 
 
R. Marcus: Yes. So, one could look at the force fields and see what parts are a bit arbitrary, maybe adapted from a 
totally different problem, and see if we can improve on that and if the improvement maybe fulfils that condition that 
you can get some compression but still not really change the zero-point energy much. Because as soon as you 
change the zero-point energy much, you will either get a significant temperature effect or you will have to make use 
- which maybe true – of all these compensations.  
 
N. Scrutton: I think the other thing you have to bear in mind is the experimental accuracy with which we can 
measure these temperature dependent effects. So, we have a model system that we worked on a number of years 
ago, where notionally we do have a temperature independent kinetic isotope effect. We do know there is 
compression through MD (molecular dynamics) type simulations and that is just not manifest in the kinetic data. But 
again if you model it, you can demonstrate that compression is there.  It all comes down to how precisely one can 
measure these dependencies.  
 
R. Marcus: If I can make one more comment on generalization and so on: another property that you measure is the 
activation energy and pre-exponential factor. In an approximate way, one has some ideas about what would make 
for a large pre-exponential factor and what would make for a small pre-exponential factor. In particular, for a uni-
molecular process - and this is like a uni-molecular process - the pre-exponential factor in principle could be as high 
as 1015-1016. There are some uni-molecular reactions for which that is known. On the other hand, when you look at 
what is in the enzyme, that kind of situation just does not exist.  
 
J. Klinman: What does not exist on the enzyme? 
 
R. Marcus: The type of arrangement that produces the factors of 1015-1016 per second; it is 1012-1013 that is 
produced in uni-molecular processes - and those are known. Anyway, that does not exist. What is required is that 
you stretch the bond and then in the transition state you have almost free rotations and so on. That clearly does not 
exist in enzymes. What would be useful to know is how widespread for normal kind of enzymes, we find a pre-
exponential factor of the order of 1012-1013. One knows that in some cases, like one that you studied, the pre-
exponential factor, if I remember correctly, was about 104. But that case was one of a proton-coupled-electron-
coupled-electron transfer and you had a double overlap then, which would produce a low frequency factor. So, in a 
way, in the computations, that sort of thing makes some sense. 
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J. Klinman: Yes, but we also see prefactors of 1025 per second. We have not published this yet; we have tried, but it 
has not been accepted yet. (Note, in proof, this is now published in PNAS, 2011.) 
 
R. Marcus: Would that be for the case of the low temperature alcohol dehydrogenase? But there you would expect 
actually a large thing. 
 
J. Klinman: Well, what we think is that the enzyme is getting trapped into conformations that are simply non-
catalytic. At least we can model our thermophilic alcohol dehydrogenase by having the conformational landscape 
become greatly compromised when you go to low temperature in a thermophile. This is why we are so interested in 
the role of low temperature in the light harvesting complex, if those conformational landscapes are having an effect.  
 
N. Scrutton: Given the nature of this audience, I guess it is useful to ask you to amplify a bit on the scope for 
studying light-activated hydrogen transfer using some of the techniques we have been hearing about this week to 
shed more light on tunneling processes.  
 
J. Klinman: Right, so, that is why I did write down thermal versus light-activated processes (on the overhead). So 
the first thing is that if you light-activate a reaction I think you excite vibronic modes as well. But, Graham, you 
were saying you think these would relax much faster than the lifetime of the coherent electronic absorption, or did I 
misunderstand you?  
 
G. Fleming: Only the low-frequency ones. 
 
J. Klinman: The others might persist. So that is going to be unique to a light-activated reaction that is not going to 
happen thermally. The other thing is this idea of the conformational landscape. If you get coherence because of a 
certain rigidity in the active site of these light-harvesting proteins, is there a link between what we are seeing in H-
activation, leading to the idea of compression, and compression leading to coherence? I mean you get an active site 
that is really stiff and therefore, basically, that is a reduction in noise. But remember the way we - at least I - think 
about, Nigel - let me not step on your toes... It is the conformational sampling that is leading to the rigidity. It is not 
just the inherent protein structure that is static. But there is something dynamical going on instead, and that is what 
we refer to as the classical motions creating this compression. Now, I do not know whether that could be a factor in 
these light-harvesting complexes. I will just keep my mouth shut.  
 
N. Scrutton: In terms of soluble enzyme systems, there are very few light-activated soluble systems that we can 
actually work with. One is one that Rienk is familiar with, which is protochlorophyllide oxidoreductase, and that of 
course transfers hydride and protons on a much slower timescale compared to the systems we are talking about 
today. So the fastest transfer is on the µsec time domain, which you get into an electronic excited state. There is 
presumably some conformational sampling that has to occur still before you get the hydride transfer.  The proton 
transfer is a sequential process, it is thermally activated. So we are quite restricted with our experimental tools and 
systems that we can use to study these particular processes. But again we can show with that system the isotope 
effects, the hydride transfer, and the physiological temperature are consistent with the sort of thing we have been 
presenting here today. That is, there is a strong temperature dependence, implying there is a promoting motion. If 
you take that down to the cryogenic regime, you can actually get a breakpoint in the data and you end up then with a 
temperature independent isotope effect, suggesting that you are freezing out the notional promoting motion. But the 
enthalpic contribution to that reaction now is significantly increased. So I guess you are exploring a different part of 
the landscape whilst still  allowing the reaction to go forward.   
 
J. Klinman: But there is this distinction between the rather rapid motions that are close to the reaction center and 
the ones that are contributing throughout the entire protein landscape, I think.  
 
P. Hore: Rienk? 
 
R. van Grondelle: Well, protochloride oxidoreductase might of course be an interesting system in this respect 
because it is light-activated. I guess that if you would set this kind of dynamics that you are referring to in motion at 
the moment you excite - of course you do not know for sure - then at least you would have the tool to really 
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characterize it. Although I would guess that a normal proton experiment would probably fulfill this, coupled to some 
kind of other motion. I was also thinking about the reaction center - maybe Graham can comment on this... Of 
course the reaction center is also an enzyme and also does electron transfer reactions, which may be very simple 
ones. But I think that you have this very strong coherent motion coupled to the excited state before you get charge 
separation. This suggests that also in these photosynthetic particles, at least in this case, you have a clear product 
state. In that way you can charge separate the state, and you need to set this in motion… 
 
G. Fleming: But you do not know that motion. 
 
R. van Grondelle: No. So the only thing you could do is maybe modify this motion and see whether it directly 
affects the… We can do a very neat experiment this afternoon. So, you start the motion, and then with an infrared 
pulse you actively change the dynamics of protease and you see the product. Such an experiment can be done 
tomorrow. I do not think anybody has done it.  
 
G. Fleming: It cannot be done tomorrow because we are all here.  
 
R. van Grondelle: But that would be a very nice experiment. This is nice because it is such a simple system.  
 
R. Harris: Why is it necessary in pure tunneling to have activation?  
 
J. Klinman: Well, it seems to me that the two factors we focus on is the degeneracy and distance.  And since 
reactions are either uphill or downhill, part of the barrier of course is to get the equivalent energy states. That is the 
coherence, so the barrier comes from the need to create that coherence. The other thing is that the distance 
dependence for H transfer is much more exquisite than for electron transfer: beta around 25 per Å instead of 1 per Å. 
So you also have to put heat into the surrounding environment in order to modulate the donor-acceptor distance. 
That is the way we think of the barrier in these H-transfer reactions.  
 
R. Harris: But does not that come in, the Franck-Condon overlaps? 
 
J. Klinman: Only if you have degeneracy. You cannot get the Franck-Condon overlap until you can achieve the 
degenerate states. In these enzymes, you only get those degenerate states transiently and you get there by putting 
energy in. 
 
R. Harris: Because with degenerate tunneling, you see totally opposite effect. You can see increases with 
temperature as the temperature goes down.  
 
J. Klinman: You could, but you would have to create the coherence and then break it. 
 
P. Hore: Dwayne? 
 
R.J. Dwayne Miller: I really like this idea, this compaction modulated coordinate idea. What is interesting is: what 
temperature range do you typically study when you do these experiments? What is the low end? 
 
N. Scrutton: Well, we are limited of course in the thermally activated system. We are doing rapid mixing 
experiments, or standard spectrophotometric assays, so we are normally working just above zero Celsius. 
 
R.J. Dwayne Miller: OK, that answers my question, because there is a pretty interesting test for that idea. Almost 
all the proteins that I know of - did you look at neutron scattering data? - undergo a glass transition at 270K. So if 
the compaction idea was right, you would see a really abrupt turnoff of those effects at 270K.  
 
N. Scrutton: We would kill to get down to those temperatures. 
 
J. Klinman: We turned down to -30°C. Now, you need cryosolvents, and the problem is the cryosolvents destabilize 
the protein. But we have gone down to -30oC and what we saw was really strange. We were thinking in terms of a 
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tunneling correction, we were expecting to see less tunneling as we went toward the phase transition. But in fact, 
because you froze out the motions and the motions were important, what we saw was that the isotope effect was 
pretty temperature independent above five degrees, let us say, and then as we went toward -30°C it became 
temperature dependent. So what we had to conclude was that we were perturbing the conformational landscape that 
was essential for the creation of that compression, rather than a simple effect on the reaction coordinate. The lower 
temperature was affecting those conformational substates. That was our interpretation.  
 
N. Scrutton: The situation is different for the light activated system POR where you have a temperature dependent 
isotope effect above a breakpoint (that is at physiological temperatures), whereas you get the opposite when you go 
below -27° (the response becomes temperature independent) 
 
R.J. Dwayne Miller: Do you know what the glass temperature is for your proteins?  
 
N. Scrutton: Well, that is not known actually for that particular protein, as far s I am aware. 
 
J. Klinman: For ours we do not know. There is a generic glass temperature but we do not know for our particular 
protein. We wanted to go to -50oC, but we could not find a cryosolvent that would take us to -50oC. That is the limit 
of being an experimentalist.  
 
P. Hore: Richard? 
 
R. Cogdell: I came around with a naïve question. If these proteins have been evolving all this time, why have they 
not evolved to put the substrates close enough to begin with, rather than requiring these compressive motions? Is 
there some fundamental reason why they should not be that close to begin with?  
 
J. Klinman: Proteins need to bind their substrates. They need to get the product off. They have to be able to open 
and close. If in fact you get a site that is just incredibly compressed, you can get a lot of trouble getting your flux 
from free substrate to free product. Often there are multiple substrates that have to get on the enzyme and then the 
site has to organize around that. So I think the need for flexibility is very clear. People have thought about that for a 
long time. But it is this direct link of protein motions to the breaking of the chemical bond, I think, that has emerged 
in recent years as a result of the tunneling stuff.  
 
R. Cogdell: Does that mean then that the rate limiting step is that bringing them together? The actual chemistry is 
actually very quick once they are close enough.  
 
J. Klinman: Well, for tunneling, presumably that is right, the actual transfer of the particles away is essentially 
instantaneous. The slower motions are getting everything in place.  
 
N. Scrutton: I think the potential evolutionary pressure, if there is one, is the idea of trying to minimize the dynamic 
network that drives the reaction. So again, we have data, going back to the light-activated system where we sampled 
that particular enzyme from cyanobacteria right through to higher plants, almost right along the evolutionary axis. If 
you do that, then you can show in the very early organisms the proton transfer has a very strong temperature 
dependent isotope effect; it is also coupled to the motions in the bulk solvent. As you begin to walk along the 
evolutionary axis to higher plants, you get a temperature independent isotope effect for proton transfer. Also proton 
transfer is no longer dependent on solvent dynamics, so the local motions are presumably localized very much in the 
active site. 
 
R. Cogdell: That is very interesting, but those cyanobacteria are not old. I understand that it diverged a long time 
ago, so I do not know how that affects the argument.  
 
N. Scrutton: Well, I guess that one version of the cyanobacterium that we have looked at is the one that is involved 
in the symbiotic union to form higher plants. We are working back from that on the phylogenetic tree and trying to 
benchmark the dynamical profiles observed with the structure of the phylogenetic tree. I do understand what you are 
saying, but these are the data that we get.  
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P. Hore: Please? 
 
R. Marcus: For some enzymes, there have been some single molecule studies revealing fluctuations in catalytic 
activity on msec timescales, sort of timescales for enzyme things. But as far as I know, there has been no such study 
on one of these thermophilic enzymes below the transition point. I would think that you might encourage your 
experimentalist friends to look at one of those and just see what the timescale of those fluctuations is.  
 
J. Klinman: The Sunney Xie experiments, which are elegant, use the photon counting method, but they could not 
look at fluctuations that were faster than about 1 per sec. So the kinds of motions we are talking about here are 
presumably much faster, in the µsec-nsec regime. I think experimentally it is quite a challenge to go there. With the 
thermophile, as you know, we did look at the decrease in the flexibility, but that was not a time constant, that was 
just showing the rigidification of the protein.  
 
R. Marcus: Since the effect can be so dramatic in the thermophilic, it might be useful to look at. 
 
J. Klinman: We will have to do that.  
 
P. Hore: Thank you. Are there any further comments or suggestions? OK, in which case I think we should wrap this 
up. It has been a very successful session. I think we should thank all of the speakers and those involved in the 
discussion.  
 
 
 
