A transitive decomposition is a pair ðG; PÞ where G is a graph and P is a partition of the arc set of G, such that there exists a group of automorphisms of G which leaves P invariant and transitively permutes the parts in P. This paper concerns transitive decompositions where the group is a primitive rank 3 group of 'grid' type. The graphs G in this case are either products or Cartesian products of complete graphs. We first give some generic constructions for transitive decompositions of products and Cartesian products of copies of an arbitrary graph, and we then prove (except in a small number of cases) that all transitive decompositions with respect to a rank 3 group of grid type can be characterized using these constructions. Furthermore, the main results of this work provide a new proof and insight into the classification of rank 3 partial linear spaces of product action type studied by Devillers.
Introduction
In this paper a graph G is a pair ðVG; AGÞ where VG is a set of vertices and AG is a set of ordered pairs of distinct vertices. The elements of AG are called arcs, and G is called undirected if ða; bÞ A AG whenever ðb; aÞ A AG; otherwise G is directed. We will always assume that AG is non-empty.
A decomposition of a (directed or undirected) graph G is a partition P ¼ fP 1 ; . . . ; P k g of AG where k > 1 (though occasionally we may allow k ¼ 1, in which case we call the decomposition degenerate). An automorphism of G is a permutation of VG which leaves AG invariant; we denote the group of all automorphisms of G by Aut G. In this paper we will be concerned with situations in which there is a subgroup G of Aut G that leaves P invariant and transitively permutes the parts of P; that is, we assume that (i) for all P A P and g A G, we have P g A P, and
(ii) for all P; P 0 A P, there exists g A G with P g ¼ P 0 .
If these conditions hold then we call the pair ðG; PÞ a G-transitive decomposition.
Interest in transitive decompositions originated during the 1970s in the study of group actions on isomorphic factorizations of graphs (see for example [5] , [15] ). In the last few years, the theory of transitive decompositions has been studied with renewed interest, primarily as a consequence of its applicability in a number of related areas of mathematics. For example, transitive decompositions have close connections with transitive orbital decompositions [8] , and also with homogeneous factorizations of graphs [7] , [11] , both of which have been the subject of recent extensive research. They also generalize a variety of well-known combinatorial and geometric structures; this is amply evidenced in Sibley's classification of rank 2 transitive edgedecompositions [17] (or in his terminology, 2-transitive edge-coloured graphs) which draws on and extends classifications of 2-transitive linear spaces [6] , 2-transitive 1-factorizations of complete graphs [3] , and certain classes of 2-transitive symmetric graph designs [2] and 2-transitive symmetric association schemes [1] . In Section 2 of this paper we describe ways of constructing the partition P for transitive decompositions where G is either a product or a Cartesian product of copies of some graph D. Typically these constructions amount to taking some kind of 'product' of copies of a transitive decomposition of D. The motivation for these constructions comes from the study of G-transitive decompositions where G is primitive with rank 3 on the vertices of G. A permutation group G c SymðWÞ is said to have rank 3 if it has exactly three orbits in its induced action on W Â W; that is, in the action given by ða; bÞ g ¼ ða g ; b g Þ for all g A G and ða; bÞ A W Â W. A primitive rank 3 group G has a unique minimal normal subgroup N, called its socle, and N can be elementary abelian, a non-abelian simple group, or a direct product of two isomorphic non-abelian simple groups. When N is elementary abelian, G is said to be of a‰ne type; and when N is a direct product of two non-abelian simple groups G is said to be of product action type. We are interested in situations where the group G preserves a Cartesian decomposition W 0 Â W 0 of the underlying set W; such a group G is said to be of grid type. The rank 3 groups of grid type are either of product action type, or belong to a certain class of groups of a‰ne type (for further details see Section 3).
In Section 4 we study the following problem: given a G-transitive decomposition ðG; PÞ where G c Aut G is a primitive rank 3 group of grid type, what are the possibilities for the partition P? This question is answered by our main theorem, which states that P is characterized by one of the constructions in Section 2. This result relies on the classification of finite simple groups. Theorem 1.0.1. Let ðG; PÞ be a G-transitive decomposition where jPj d 2. If G is a primitive rank 3 group of product action type, then the partition P arises from one of Constructions 2.2.1, 2.2.3, 2.2.5, 2.3.1 or 2.3.3. Alternatively, if G is a primitive rank 3 a‰ne group of grid type such that G is not permutationally isomorphic to a subgroup of H o S 2 where H is in one of the cases with a y in Table 2 , then the partition P arises from one of Constructions 2.2.1, 2.2.3, 2.2.5, 2.3.1, 2.3.3, 2.4.2 or 2.4.4, or is one of the partitions described in Table 4 .1.3.
Interest in such transitive decompositions has arisen as a way of generalizing the study of related rank 3 structures, including for instance the rank 3 partial linear spaces preserved by a group of product action type studied by Devillers [4] . In Section 5 we use the results from Section 4 to recover Devillers' classification of these partial linear spaces, in the sense that we show that two of our constructions produce all examples (see Theorem 5.0.8).
The graphs G that arise when G is a primitive rank 3 group of grid type are isomorphic either to a Cartesian product K m j K m of complete graphs, or to a product K m Â K m of complete graphs (the complement of K m j K m ). In Theorems 4.1.2 and 4.2.2 we use the constructions from Section 2 to characterize the partitions P that can arise in G-transitive decompositions ðG; PÞ where G is either K m j K m or K m Â K m , and where G has a rank 3 action on VG and contains a direct product of groups which either are transitive or have two equal-sized orbits on AK m (this is a more general situation than that covered by Theorem 1.0.1). In each of these theorems, the rank 3 transitive decomposition is shown to be constructible from a transitive decomposition with a group acting 2-transitively on vertices. Thus a complete understanding of such rank 3 transitive decompositions ðG; PÞ requires a classification of transitive decompositions with a 2-transitive group. These have been extensively studied and characterized by Sibley [17] in the case where P is symmetric (essentially an edge-partition). His results give a detailed classification of those transitive decompositions where the group is 2-transitive of almost simple type, and this is the case which is relevant when G is of product action type.
Product constructions for transitive decompositions
Let W 0 be a finite set. Throughout this paper we will be considering subgroups of the wreath product SymðW 0 Þ o S 2 ¼ ðSymðW 0 Þ Â SymðW 0 ÞÞ z S 2 acting in product action on W 0 Â W 0 . This action is given explicitly by We will write m to denote the projection homomorphism from SymðW 0 Þ o S 2 to S 2 , and for i ¼ 1; 2 we write p i to denote the projection homomorphism from SymðW 0 Þ Â SymðW 0 Þ to SymðW 0 Þ given by p i : ðh 1 ; h 2 Þ 7 ! h i .
Graph products.
Let D be a graph. The Cartesian product D j D is the graph with vertex set VD Â VD and arcs ðða 1 ; a 2 Þ; ðb 1 ; b 2 ÞÞ whenever either ða 1 ; b 1 Þ A AD and a 2 ¼ b 2 , or ða 2 ; b 2 Þ A AD and a 1 ¼ b 1 . The graph D j D may be viewed as a 2-dimensional 'grid' consisting of 'horizontal' and 'vertical' copies of D. In a given 'horizontal' copy, all vertices have the same first entry, and in a 'vertical' copy, all vertices have the same second entry. The product D Â D is the graph with vertex set VD Â VD and arcs ðða 1 ; a 2 Þ; ðb 1 ; b 2 ÞÞ whenever both ða 1 ; b 1 Þ and ða 2 ; b 2 Þ are arcs of D.
For each of the graphs D j D and D Â D, the automorphism group contains the wreath product Aut D o S 2 acting in product action.
Transitive decompositions of products and Cartesian products of graphs.
In this section we give some generic constructions for transitive decompositions of the graphs D j D and D Â D. In each case, we take an H-transitive decomposition ðD; QÞ (which may be degenerate; that is, with jQj ¼ 1) and construct a decomposition P of either D j D or D Â D which we prove is left invariant by H o S 2 . We also (in most cases) give su‰cient and necessary conditions for a subgroup G of H o S 2 to act transitively on P. Most of these constructions can in fact be generalized for Cartesian products D j D j Á Á Á j D or products D Â D Â Á Á Á Â D of an arbitrary number n of copies of D, with G a subgroup of H o S n . However, for ease of exposition we describe only the cases with n ¼ 2 (bearing in mind that this is all that is needed for the application to rank 3 transitive decompositions in Section 4).
Transitive decompositions of a Cartesian product of graphs.
In this section we give constructions for transitive decompositions where G ¼ D j D. A partition Q of AD gives rise very naturally to an arc partition of each horizontal and each vertical copy of D in G; and so for each Q in Q there is a corresponding copy of Q in each copy of D in the graph. In the first construction, each part in the partition of AG will be, for some Q A Q, either a union of the copies of Q from each of the horizontal copies of D, or a union of the copies of Q from each of the vertical copies of D. Proof. If there is an arc in the intersection of elements j i Q and j i 0 Q 0 of Q j Q then i must equal i 0 and Q V Q 0 is non-empty so that Q must equal Q 0 . In this case
is an element of Q j Q containing a, and hence Q j Q is a partition of AG. For g ¼ ðh 1 ; h 2 Þx A G, where h i A H and x A S 2 , it is straightforward to show that ðj i QÞ g ¼ j i x Q h i A Q j Q, and so G preserves Q j Q. Each part in Q gives rise to two parts in Q j Q, and hence jQ j Qj ¼ 2jQj. Now assume that mðGÞ ¼ S 2 and that p 1 ðG V ðH Â HÞÞ is transitive on Q. Then for any pair of elements j i Q and j 1 Q 0 in Q j Q there exists g in G with ðj i QÞ g ¼ j 1 Q h for some h A H and there exists g 0 A G V ðH Â HÞ such that
Hence G is transitive on Q j Q. Conversely, if G is transitive on Q j Q, then there exists an element of G mapping j 1 Q to j 2 Q, and so mðGÞ ¼ S 2 . For any Q; Q 0 A Q, the element g ¼ ðh 1 ; h 2 Þx mapping j 1 Q to j 1 Q 0 must fix the coordinate 1 and hence must lie in H Â H, and since Q h 1 ¼ Q 0 we see that p 1 ðG V ðH Â HÞÞ is transitive on Q. r
The next construction gives a partition of AG which refines the partition Q j Q from Construction 2.2.3. Each part in the partition will consist, for some Q A Q, of the copy of Q from either a single horizontal or a single vertical copy of D in the graph D j D. 
Given an arbitrary arc a :¼ ðða 1 ; a 2 Þ; ðb 1 ; b 2 ÞÞ of D j D with a 2 ¼ b 2 , we have a A j 1; a 2 Q where Q is the part in Q containing ða 1 ; b 1 Þ. Similarly if a 1 ¼ b 1 then there is an element of Q j Q containing a, and hence Q j VD Q is a partition of AG. For g ¼ ðh 1 ; h 2 Þx A H o S 2 , with h i A H and x A S 2 , it is straightforward to show that
Now let G c H o S 2 , and assume that the conditions in part (ii) of the lemma hold. Let j i; d Q and j i 0 ; d 0 Q 0 be in Q j VD Q. By Lemma 2.2.4, G is transitive on the partition Q j Q from Construction 2.2.3 (which is refined by Q j VD Q) and so there exists g A G mapping The partition in the next construction is refined by the partition Q j VD Q from Construction 2.2.3. This time the input is an H-transitive decomposition ðD; QÞ which has jVDj ¼ jQj. Each part in the partition of AG will consist, for some Q 1 ; Q 2 A Q, of the union of a copy of Q 1 from a single vertical copy of D and a copy of Q 2 from a single horizontal copy of D. Given parts Q 1 , Q 2 , the particular horizontal and vertical copies of D involved are determined by a permutational isomorphism r from the action of H on VD to the action of H on Q. Construction 2.2.5. Let ðD; QÞ be a (possibly degenerate) H-transitive decomposition, and let G ¼ D j D. Assume that there exists a permutational isomorphism r from the action of H on VD to the action of H on Q.
where j 1; d 2 rðd 1 Þ and j 2; d 1 rðd 2 Þ are as defined in Construction 2.2.3. Let Q j r Q be the collection of all PðvÞ for all v A VG.
As this construction is less intuitive than the previous ones we give an example of a family of transitive decompositions ðD; QÞ for which there is a bijection r satisfying the given conditions. For a less 'canonical' example see [ 
Since the only entry where a k 0 b k is entry i, and since ða i ; b i Þ A Q, it follows that Q ¼ rðd 0 i Þ also and hence that d
, and hence PðvÞ ¼ Pðv 0 Þ. It follows from the definition of Q j r Q that each part in the partition Q j VD Q of AG (defined in Construction 2.2.3) is contained in some PðvÞ in Q j r Q, and this shows that Q j r Q is a partition of AG. Since each part in Q j r Q corresponds to a vertex of G we have jQ j r Qj ¼ jVDj 2 . Now, for all g ¼ ðh 1 ; h 2 Þx A H o S 2 , we have
where j 0 i. We use the subscript 'graph' to emphasize that the set Q 1 Â graph Q 2 is di¤erent from the usual Cartesian product of the sets Q 1 and Q 2 (which is denoted by Q 1 Â Q 2 ). In fact, the graph ðVG; Q 1 Â graph Q 2 Þ is equal to ðVD; Q 1 Þ Â ðVD; Q 2 Þ.
Let Q Â Q denote (as usual) the set of all ordered pairs of elements of Q. Then H o S 2 induces an action on Q Â Q given by 
where ða 1 ; b 1 Þ A Q 1 and ða 2 ; b 2 Þ A Q 2 , and hence P is a partition of AG. Clearly jQ Â graph Qj ¼ jQj 2 . Let Q 1 Â graph Q 2 be some element of P, and let
Then it is straightforward to show that
2 x A P, and hence G preserves P. This shows also that a subgroup G of H o S 2 acts transitively on P if and only if G is transitive in its induced action on Q Â Q. r
The next construction is considerably more complicated, and requires some introductory explanation. In this case we show only that the partition that we construct is left invariant by H Â H, and we do not give conditions for a subgroup G of H o S 2 to act transitively on the partition.
Let T ¼ ðD; QÞ be a (possibly degenerate) H-transitive decomposition, let R be a proper H-invariant refinement of Q, and let G ¼ D Â D. By Lemma 2.3.2, both Q Â graph Q and R Â graph R (as defined in Construction 2.3.1) are ðH o S 2 Þ-invariant partitions of AG, and in addition R Â graph R refines Q Â graph Q. In the construction that follows, we will define a partition of AG which in general is finer than Q Â graph Q but coarser than R Â graph R.
Let the parts in Q be denoted by Q 0 ; Q 1 ; . . . ; Q sÀ1 , and for each Q i A Q let R Q i denote the set fR A R j R H Q i g. Assume that the permutation group H We will use the above to define a partition of AG. Each part will be contained in Q i Â graph Q j for some i, j, and will be a union of exactly jR Q 0 j parts R Â graph R 0 of R Q i Â graph R Q j . The parts R Â graph R 0 in this union will be determined by j, the elements w i and w j of W , and an element of V .
Observe that given Q i ; Q j A Q and R A R Q 0 we have
For simplicity we will leave out the brackets and write R v k jw j in place of ððR v k Þ j Þ w j , and we will do the same for similar expressions in the proof of Lemma 2.3.4. Construction 2.3.3. Let T, R, j, W and V be as defined above. Let Q i ; Q j A Q, and let k A f1; . . . ; tg. Define
and let PðT; R; jÞ denote the set of all PðQ i ; Q j ; kÞ over all Q i , Q j , k.
Note that if we allowed and took R ¼ Q, then Construction 2.3.3 would give the same partition as Construction 2.3.1. 
Moreover, a is therefore in R w i Â graph R v k jw j for some R H Q 0 , and since R w i is the only part in R Q i containing ða; bÞ, we must also have a A R w i Â graph R v k 0 jw j . Since ðg; dÞ is therefore in
Since V is a transversal for H R 0 in H Q 0 , and since H R Q 0 Q 0 is regular, it follows that v k ¼ v k 0 and hence that k ¼ k 0 . This means that PðQ i ; Q j ; kÞ ¼ PðQ i 0 ; Q j 0 ; k 0 Þ, and so elements of PðT; R; jÞ are either disjoint or equal (as subsets of AG). Now, let Q i , Q j be arbitrary elements of Q, and let R i A R Q i and R j A R Q j . Let
A R Q 0 and let v k be the element of V which maps R to the part R
This shows that each part in the partition R Â graph R of AG is a subset of some part in PðT; R; jÞ, and hence that PðT; R; jÞ is a partition of AG. Now PðT; R; jÞ is a coarsening of R Â graph R with each part a union of jR Q 0 j ¼ t parts of R Â graph R. Hence jPðT; R; jÞj ¼ jRj 2 =t. It remains to show that PðT; R; jÞ is left invariant by W :¼ H Â H. By Lemma 2.3.2, W leaves invariant the partition Q Â graph Q. Therefore, in order to show that PðT; R; jÞ is W -invariant, it will be su‰cient to show that for all Q i ; Q j A Q the set
is left invariant by W Q i Â graph Q j . Both Q Â graph Q and PðT; R; jÞ are refined by the Winvariant partition R Â graph R; so all we need to show is that
note that any part of PðT; R; jÞ contained in Q i Â graph Q j is of the form PðQ i ; Q j ; kÞ for some k A f1; . . . ; tg. Let PðQ i ; Q j ; kÞ be such a part, and suppose that ðh 1 ; h 2 Þ is an element of W which fixes Q i Â graph Q j , and assume that for some R w i Â graph R v k jw j H PðQ i ; Q j ; kÞ we have
Then R w i h 1 Â graph R v k jw j h 2 H PðQ i ; Q j ; kÞ, and so by the definition of PðQ i ; Q j ; kÞ
. Now observe that since Q w j 0 ¼ Q j and h 2 A H Q j , the element w j h (
on AG.
Remark. It can easily be shown that Condition 2.4.1 is equivalent to the following:
(ii) every element The following construction is a generalization of Construction 2.3.3. 
Assume that H preserves a partition B :¼ fB 1 ; B 2 g of AD and, relabelling elements of W , W 0 , let n and n 0 be such that w 1 ; . . . ; w n and w 
and given 1 c k c t and either 1 c i c n and
and let PðT; T 0 ; R; R 0 ; jÞ be the set of all such distinct subsets.
Remark. The group Y will usually equal H with Y 
Bg is a partition of AG left invariant by G. First we show that PðT; T 0 ; R; R 0 ; jÞ is a partition of AG. Note first that PðT; T 0 ; R; R 0 ; jÞ as a set of subsets is a refinement of the partition , and so
0 . This means that Pði; j; kÞ ¼ Pðb; c; d Þ. A similar argument shows that two subsets Pði; j; kÞ and Pðb; c; d Þ are either disjoint or equal.
We now show that PðT; T 0 ; R; R 0 ; jÞ covers AG. Let i, j be arbitrary, and let
Suppose first that either w i and w 0 j both fix B 1 and B 2 or both interchange B 1 and
A R Q 0 , and let v k be the element of V which maps R to the part ðR
kÞ. On the other hand, suppose that one of w i and w 0 j fixes B 1 and B 2 while the other interchanges them. Again let
and let v k be the element of V which maps R to the part ðR
kÞ. This shows that each part in the partition R Â graph R 0 contained in B is a subset of some part Pði; j; kÞ, and each part in R 0 Â graph R contained in B is a subset of some part Pði; j; kÞ. It follows that PðT; T 0 ; R; R 0 ; jÞ is a partition of AG. Next we show that G leaves PðT; T 0 ; R; R 0 ; jÞ invariant. Let
Then for ðh 1 ; h 2 Þ A G V ðH Â HÞ we have
. Note at this point that since h 1 and h 2 either both fix or both interchange B 1 and B 2 , and since w i and w 0 j either both fix or both interchange B 1 and B 2 , we have that w b and w 0 c either both fix or both interchange B 1 and B 2 . So far we have
That is, P ðh 1 ; h 2 Þ is an element of PðT; T 0 ; R; R 0 ; jÞ. A similar argument shows that this also holds when P ¼ Pði; j; kÞ.
Using a very similar method to that above, one can show that for an element ðh 1 ; h 2 Þð12Þ in G but not in H Â H, the image of P under ðh 1 ; h 2 Þð12Þ is also an element of the partition PðT; T 0 ; R; R 0 ; jÞ. Hence G leaves invariant the partition PðT; T 0 ; R; R 0 ; jÞ. r
Remark. The last section of the proof (where we show that the partition is Ginvariant) shows that given any
This information is needed in the proof of Proposition 4.2.3. 
and let PðT; T 0 ; R; R 0 ; jÞ be the set of all such subsets.
A proof that the partition from the above construction gives a G-transitive decomposition would be tedious and similar to previous proofs, and so we do not give one here. (In fact the application of this Construction in Section 4 does not require such a proof.)
3 Transitive decompositions where G is a rank 3 group of grid type A transitive group G has rank 3 on a set W if and only if the stabilizer of a point of W has exactly two orbits on the remaining points. There exist examples of both primitive and imprimitive rank 3 permutation groups. The primitive examples are classified in [9] and [10] , and include the groups of grid type.
For any finite rank 3 group G of grid type, there exists a set W 0 such that G is permutationally isomorphic to some subgroup of SymðW 0 Þ o S 2 acting on W :¼ W 0 Â W 0 , as defined at the beginning of Section 2. Let p 1 and p 2 be as defined there also. The group W :¼ SymðW 0 Þ o S 2 has rank 3 in its product action on W, and for ða; aÞ A W, the two orbits O 1 and O 2 of W ða; aÞ on Wnfða; aÞg are as follows. Remark. Although any rank 3 group of grid type may be represented as a subgroup of SymðW 0 Þ o S 2 in product action, only those with socle a product of two non-abelian simple groups are said to be of 'product action type' (discussed in Section 3.1). The others, with an abelian socle, are of a‰ne type (discussed in Section 3.2).
Lemma 3.0.8 gives a group-theoretic characterization of the rank 3 subgroups G of SymðW 0 Þ o S 2 . Its proof requires the following results.
Lemma 3.0.6 (Goursat's lemma). Let H 1 and H 2 be groups, and suppose that G is a subdirect subgroup of H 1 Â H 2 . Let p i : H 1 Â H 2 ! H i be the natural projection maps and let N 1 ¼ p 1 ðG V ðH 1 Â f1gÞÞ and N 2 ¼ p 2 ðG V ðf1g Â H 2 ÞÞ; so N i is normal in H i for each i. Then the map c :
is well defined and is an isomorphism.
Note that Lemma 3.0.6 implies that G ¼ fðh 1 
The result is well known; see [16, Theorem 1.6 .1] for a proof. The following result is used in the proof of Lemma 3.0.8. Lemma 3.0.7. Let W 0 be a finite set, and suppose that X c SymðW 0 Þ o S 2 acts transitively in product action on W 0 Â W 0 . Let a A W 0 , letX X :¼ X V ðSymðW 0 ÞÞ 2 , and assume thatX X has index 2 in X . Let X fagÂW 0 denote the setwise stabilizer in X of the subset fag Â W 0 of W 0 Â W 0 . Then p 1 ðX X Þ is transitive on W 0 , and either (i)X X is transitive on W 0 Â W 0 and X fagÂW 0 is transitive on fag Â W 0 , or (ii) jW 0 j ¼ 2s for some s,X X has two orbits of length 2s 2 on W 0 Â W 0 , and X fagÂW 0 has two orbits of length s on fag Â W 0 .
Proof. Since jX :X X j ¼ 2, we have either
The groupX X induces actions on the two sets
For each i, theX X -action on B i is permutationally isomorphic to the p i ðX X Þ-action on W 0 ; and theX X -orbits on B 1 are mapped to theX X -orbits on B 2 by any element of X nX X . So the number, say t, ofX X -orbits on B 1 equals the number ofX X -orbits on B 2 . Moreover,X X has at least t 2 orbits on W 0 Â W 0 , since
However,X X has at most two orbits on W 0 Â W 0 , and so t ¼ 1. We obtain Case (i) of the statement when (a) holds. The fact thatX X is transitive on B 1 implies also that in Case (b), D 1 contains a constant number, say s, of points of fog Â W 0 for each o A W 0 , and hence jW 0 j 2 =2 ¼ jD 1 j ¼ jW 0 js. Therefore, s ¼ jW 0 j=2, and Case (ii) follows. r We now prove the lemma which enables us to characterize rank 3 subgroups of SymðW 0 Þ o S 2 .
Lemma 3.0.8. Suppose that W 0 is a finite set of size at least 2 and G is a subgroup of (ii) if G has rank 3 on W 0 Â W 0 then H is 2-transitive on W 0 , and G fagÂW 0 is transitive on fag Â W 0 .
Remark. The conditions of the lemma hold for any rank 3 subgroup G of SymðW 0 Þ o S 2 , since if G were contained in ðSymðW 0 ÞÞ 2 , then the stabilizer in G of ða; aÞ A W 0 Â W 0 would not be transitive on the orbit O 1 from Definition 3.0.5.
Þ is such that, settingX X ¼ X V ðSymðW 0 ÞÞ 2 we have
Thus replacing G by X , we ensure that part (i) holds.
Next we prove part (ii). Assume that G has rank 3 on W 0 Â W 0 . Since jG :Ĝ Gj ¼ 2, Lemma 3.0.7 applies, yielding that H is transitive on W 0 . If jW 0 j ¼ 2 then G ¼ S 2 o S 2 , so that H is 2-transitive and G fagÂW 0 is transitive on fag Â W 0 . Assume instead that jW 0 j > 2. Now observe thatĜ G ða; aÞ c H a Â H a . The facts that G ða; aÞ is transitive on O 1 andĜ G ða; aÞ c H a Â H a mean first that H a must act transitively on the subset fag Â ðW 0 nfagÞ of O 1 , and since H is transitive on W 0 , this implies that H is 2-transitive. Secondly they mean thatĜ G ða; aÞ is transitive on fag Â ðW 0 nfagÞ and hence that Case (i) of Lemma 3.0.7 applies, so that G fagÂW 0 is transitive on fag Â W 0 . r
Thus from now on we will assume that G c H o S 2 where
We usually call H the component of G. Whenever we write 'let G c H o S 2 ', we will be assuming that the above equation holds. A finite 2-transitive group has a unique minimal normal subgroup T which is either elementary abelian or non-abelian and simple. Recall that the socle N of a primitive rank 3 group of product action type is a direct product of non-abelian simple groups. It follows that when G is of product action type, the socle T of H is nonabelian and simple; or in other words H is of almost simple type.
Rank 3 groups of product action type.
We use the fact that T is almost simple to show in Lemma 3.1.1 that the subgroup J defined in the statement of Lemma 3.0.8 is 2-transitive. This result relies on the classification of almost simple 2-transitive groups, and therefore also on the classification of finite simple groups.
Lemma 3.1.1. Suppose that G c H o S 2 is a primitive rank 3 group of product action type. Then J :¼ p 1 ðG V ðH Â f1gÞÞ is 2-transitive.
Proof. LetĜ G ¼ G V ðH Â HÞ, and assume first that J ¼ 1. Then in particularĜ G G H, and henceĜ G has a unique minimal normal subgroup T which is non-abelian and simple. This means that T is a non-abelian simple normal subgroup of G and hence G is a primitive almost simple group on W contained in H o S 2 . All such groups were classified in [14, Proposition 6.1(ii)], and since H is 2-transitive on W 0 the only examples are ðT; jW 0 jÞ ¼ ðA 6 ; 6Þ or ðM 12 ; 12Þ. However since G c Aut T and since jGj is divisible by the length ðjW 0 j À 1Þ 2 of the G ða; aÞ -orbit O 2 we have a contradiction.
Hence J 0 1, and so J contains the unique minimal normal subgroup T of H which is 2-transitive except when H G Reeð3Þ. In the latter case the stabilizer T a of a point a A W 0 has three orbits, each containing nine points, on W 0 nfag. Hence the group T a Â T a has nine orbits on the set ðW 0 nfagÞ Â ðW 0 nfagÞ, and G ða; aÞ is transitive in its quotient action on the nine orbits; that is to say, the quotient group G ða; aÞ =ðT a Â T a Þ is transitive on this set of size 9. Now H a =T a is cyclic of order 3, and it follows that G ða; aÞ =ðT a Â T a Þ is permutationally isomorphic to a transitive subgroup of Z 3 o S 2 . Hence G contains ðT Â TÞðH a Â H a Þ ¼ H Â H, and so J ¼ H is 2-transitive. r 3.2 Rank 3 a‰ne groups of grid type. The socle of a primitive rank 3 group G of a‰ne type is an elementary abelian group N of order q a where q ¼ p d for some prime p and integer d. The group G can be viewed as a subgroup of AGLðV Þ, where V is an a-dimensional vector space V over GFðqÞ. In the case where G is of grid type, G preserves a direct sum decomposition U l U of V . The setwise stabilizer in G of the subspace U l f0g of V induces an a‰ne permutation group on U l f0g. In particular, if we identify U l f0g with U, then we may view G
Ulf0g
Ulf0g as a subgroup of AGLðUÞ. Similarly we have
This means that G may be represented as a subgroup of AGLðUÞ o S 2 in product action on U l U (note that we write elements of U l U as ordered pairs ðu 1 ; u 2 Þ with u i A U), and N ¼ T Â T, where T :¼ SocðAGLðUÞÞ G U.
Thus we are dealing with a rank 3 subgroup of SymðUÞ o S 2 acting in product action. By Lemma 3.0.8 we may assume that G c H o S 2 where
and H is 2-transitive; and in this case H c AGLðUÞ is of a‰ne type. All 2-transitive a‰ne groups are classified in the following theorem (compiled from [6] ). (c) a ¼ 2l d 4 and Z qÀ1 GSpða; qÞ d H 0 . Spða; qÞ. (h) a ¼ 4, q ¼ 3 and H 0 has a normal extraspecial subgroup E of order 2 5 , and H 0 =E is isomorphic to a subgroup of S 5 .
Let J ¼ p 1 ðG V ðH Â f1gÞÞ. Then by Lemma 3.0.8 we may assume that J ¼ p 2 ðG V ðf1g Â HÞÞ, and then J Â J c G. In this section we attempt to characterize the possibilities for the subgroup J given that H is 2-transitive of a‰ne type.
Unfortunately, the analogue of Lemma 3.1.1 does not hold, and instead we get the following result. Table 2 .
3.2.1 Primitive prime divisors. Let q and a be integers. A primitive prime divisor of q a À 1 is a prime r dividing q a À 1 but not dividing q i À 1 for any integer i with 1 c i < a. It is straightforward to show that r d a þ 1 (see [12, p. 122] The proofs of the following lemmas are based on those in [11] . (1)
Proof. Consider first Cases (b)-(d)
. Let Z denote the centre of GLðn; qÞ and let j denote the canonical homomorphism from GLðn; qÞ to PGLðn; qÞ. In Case (b) we have jðLÞ ¼ PSLðn; qÞ, in Case (c), jðLÞ ¼ PSpðn; qÞ and in Case (d), jðLÞ ¼ G 2 ðqÞ 0 ; in each case jðLÞ is simple and the unique minimal normal subgroup of jðH 0 Þ. Since J 0 / H 0 , we have jðJ 0 Þ / jðH 0 Þ, and jðJ 0 Þ is non-trivial since J 0 G ZðGLða; qÞÞ. Hence jðLÞ t jðJ 0 Þ. The Correspondence Theorem yields that J 0 Z d LZ, and so J 0 Z contains and normalizes both L and J 0 . From the second isomorphism theorem we find that J 0 Z=J 0 is isomorphic to Z=ðZ V J 0 Þ which is cyclic; hence J 0 L=J 0 (which is a subgroup of J 0 Z=J 0 ) is also cyclic and therefore abelian. Now J 0 L=J 0 is isomorphic to L=ðJ 0 V LÞ which is thus abelian also. This means that the derived subgroup
In Case (e), both A 6 and A 7 are simple groups, and so clearly J 0 contains L. In Case (f ), we know that PSLð2; 13Þ is simple, meaning that any non-trivial normal subgroup J 0 of H 0 ¼ SLð2; 13Þ must be contained in Z V H, which contradicts J 0 G ZðGLðn; qÞÞ. Hence J 0 ¼ L. r Lemma 3.2.5. Let H be as in Case (b) of Theorem 3.2.1 acting on a vector space V , with ða; qÞ ¼ ð2; 2Þ or ð2; 3Þ. Suppose that J / H and J V H 0 ¼ J 0 G ZðGLða; qÞÞ. Then J is 2-transitive. 
Hence r is an isomorphism. 
We now construct a family of rank 3 a‰ne groups of grid type where J is not necessarily 2-transitive. 
Let c be the (unique) automorphism of H=J which interchanges ðJô oÞ i with ðJa d=k Þ i for all i. Then c has order 2, and c interchanges the direct factors hJô oi and hJa d=k i. Let
and observe that since c has order 2,Ĝ G is normalized by the element s A H o S 2 satisfying
Lemma 3.2.12. G has rank 3 in product action on
Proof. We show that G ð0; 0Þ has two orbits on Wnfð0; 0Þg. First, observe that 
Cases (g) and (h). We used MAGMA together with the following lemma to deal with Cases (g) and (h).
Lemma 3.2.13. Let G c H o S 2 be a primitive rank 3 a‰ne group of grid type acting on V :¼ U l U. LetĜ G ¼ G V ðH Â HÞ, let J :¼ p 1 ðG V ðH Â f1gÞÞ, and let 0 be the zero vector of U. ThenĜ G ð0; 0Þ is a subdirect subgroup of H 0 Â H 0 and p 1 ðĜ G ð0; 0Þ V ðH Â f1gÞÞ ¼ p 2 ðĜ G ð0; 0Þ V ðf1g Â HÞÞ ¼ J 0 . Furthermore, let O denote the set of J 0 -orbits on Unf0g, and let S be the stabilizer in H 0 =J 0 of an element of O. Then there is an automorphism j of H 0 =J 0 such that S j either is transitive on O or has two equal-sized orbits on O.
Proof. By Lemma 3.0.8 we may assume that J ¼ p 2 ðG V ðf1g Â HÞÞ, and by Lemma 3.0.6, there is an automorphism c of H=J such that
The socle of G is T Â T where T :¼ SocðHÞ is transitive. Hence T c J, and we have H ¼ H 0 J. So for any h 1 A H 0 , there is an element h 2 of H 0 such that ðJh 1 Þ c ¼ Jh 2 ; that is, ðh 1 ; h 2 Þ AĜ G. It follows thatĜ G ð0; 0Þ is a subdirect subgroup of H 0 Â H 0 . Sincê G G ð0; 0Þ V ðJ Â JÞ ¼ J 0 Â J 0 we find that
Thus we may write
. . . ; D t g be the set of J 0 -orbits on Unf0g, and let S be the stabilizer in H 0 =J 0 of D 1 . Since G ð0; 0Þ is transitive on ðUnf0gÞ Â ðUnf0gÞ it follows that G ð0; 0Þ acts transitively in its quotient action on O Â O, and Lemma 3.0.7 yields that ðĜ G ð0; 0Þ Þ fD 1 gÂO has an orbit of length either t or t=2 on the set fD 1 g Â O where t ¼ jOj. Now ðĜ G ð0; 0Þ Þ fD 1 gÂO may be written as
and from this it follows that ððH 0 Þ D 1 =J 0 Þ j either is transitive on O, or has two orbits on O, one of which has length t=2, in which case it has two equal-sized orbits on O. Since S ¼ ðH 0 Þ D 1 =J 0 the result follows. r Using the above results together with Magma computation, we can now prove Theorem 3.2.2.
Proof of Theorem 3.2.2. If H is in one of Cases (b)-(f ) of Theorem 3.2.1 then, by Lemma 3.2.7, J is 2-transitive.
We used MAGMA to construct all possibilities for the transitive group H 0 in Cases (g) and (h), and then all possibilities for J 0 . The only groups for which the property of Lemma 3.2.13 holds were the subgroups in Case (g) recorded in Table 2 . r Finally in this section we prove some lemmas which give information about the exceptional examples from Case (g). Lemma 3.2.14. Let G c H o S 2 be a rank 3 permutation group on W 0 Â W 0 , and suppose that 1 0 J / H such that J has two orbits B 1 and B 2 on W ð2Þ 0 . Suppose that N c H Â H such that J Â J t N / G, and let ðh 1 ; h 2 Þð12Þ A G such that one of the h i swaps the B i and the other fixes them. Then X :¼ hN; ðh 1 ; h 2 Þð12Þi has rank 3. (ii) If H=J G Z 2 2 then G has a rank 3 subgroup X satisfying Condition 2.4.1 such that jG : X j ¼ 2.
Proof. Let ða; aÞ
(iii) If G G D 8 then G has a rank 3 subgroup X such that J Â J c X and
Proof. Let B 1 and B 2 be the two orbits of J on AK m , and let G ¼ K m Â K m . Then J is not 2-transitive so that H 0 J. Note that by Lemma 3.0.6, we havê
Assume first that H=J is isomorphic to one of Z 2 , Z 4 , Z 6 or S 3 . Then the stabilizer in H of B 1 and B 2 is the unique subgroup, say S, such that J c S and S=J has index 2 in H=J. Hence we have ðS=JÞ c ¼ S=J, and so for all elements ðh 1 ; h 2 Þ of G V ðH Â HÞ, either both elements h i are in S, in which case both fix B 1 and B 2 ; or both elements h i are in HnS, in which case both swap B 1 and B 2 . Since G has rank 3 it must contain an element ðk 1 ; k 2 Þð12Þ with one of k 1 and k 2 fixing B 1 and B 2 and the other swapping them; and since every element of GnĜ G is of the form ðh 1 ; h 2 Þðk 1 ; k 2 Þð12Þ for some ðh 1 ; h 2 Þ AĜ G, it follows that all elements of GnĜ G have this property. Thus G satisfies Condition 2.4.1. Now assume that H=J G Z 2 2 . Again the stabilizer in H of B 1 and B 2 is a subgroup, say S, such that S c J and S=J has index 2 in H=J. If c fixes S=J, then by a similar argument to that above, G satisfies Condition 2.4.1. In this case let ðh 1 ; h 2 Þð12Þ A GnĜ G and let X :¼ hJ Â J; ðh 1 ; h 2 Þð12Þi. NowĜ G=ðJ Â JÞ G Z 
Þð12Þi is a subgroup of G satisfying Condition 2.4.1, and again jG : X j ¼ 2. In particular, X is arc-transitive on G ¼ K m Â K m , and by Lemma 3.2.14, X has rank 3.
Finally, assume that H=J G D 8 . In this case H has three index 2 subgroups containing J, say A, B, and C, with A=J G Z 4 and B=J G C=J G Z 2 2 . Two of these, A and B, are 2-transitive, while C has exactly two orbits B 1 and B 2 on AK m (this means that C is the stabilizer in H of B 1 and B 2 ) . LetĜ G ¼ G V ðH Â HÞ, and observe that G ¼ hĜ G; ðk 1 ; k 2 Þð12Þi for some ðk 1 ; k 2 Þð12Þ, andĜ G ¼ fðh 1 ; h 2 Þ j ðJh 1 Þ c ¼ Jh 2 g for some c A AutðH=JÞ. The automorphism c fixes A=J, and either fixes or interchanges B=J and C=J.
Suppose first that c fixes B=J and C=J. Then every element ðh 1 ; h 2 Þ ofĜ G is such that either both elements h i fix B 1 and B 2 , or both elements h i swap them. Since G has rank 3 it must contain an element ðh In this section we prove Theorem 1.0.1. We do this by first proving more general results (Theorems 4.1.2 and 4.2.2) classifying G-transitive decompositions ðG; PÞ where G is any primitive rank 3 subgroup of SymðW 0 Þ o S 2 satisfying certain properties. We then apply these theorems in the special case where G is of product action type or of a‰ne grid type.
Let G be a primitive subgroup of SymðW 0 Þ o S 2 with rank 3 on W 0 Â W 0 , and let K m denote the complete graph with vertex set W 0 . Suppose that G is a (noncomplete) orbital graph for G; that is to say, VG ¼ W 0 Â W 0 and AG is a G-orbit of ordered pairs of distinct vertices from VG. Then for ða; aÞ A VG, the subset of vertices adjacent to ða; aÞ in G is equal to one of the sets O 1 and O 2 defined at the beginning of Section 3, and we have G ¼ K m j K m when this set is O 1 , and
Since AG consists of a single G-orbit, the group G acts arc-transitively on G. This means in particular that for a G-transitive decomposition ðG; PÞ, the partition P is a system of imprimitivity for G in its action on AG. This observation is important in the proofs of the results in this section. In addition we will use the following lemma, which is a result from elementary permutation group theory. Lemma 4.0.16. Let G be a permutation group acting transitively on a set W, and suppose that P is a partition of W left invariant by G. Then for any transitive subgroup X of G and any o A W, the part P in P containing o is equal to o G P VX , where G P denotes the setwise stabilizer in G of P.
Rank 3 transitive decompositions of
In this section we show that any G-transitive decomposition ðG; PÞ in which G ¼ K m j K m , and in which G is a rank 3 subgroup of Aut G containing a direct product J Â J where J has at most 2 (equalsized) orbits on AK m , may be constructed from an H-transitive decomposition of K m where H is 2-transitive. Specifically, we show that P arises from one of Constructions 2.2.1, 2.2.3 or 2.2.5. Recall that we write p i to denote the projection from H Â H to the ith coordinate (for i ¼ 1; 2) .
Given a G-transitive decomposition ðG; PÞ where G is a Cartesian product D j D, the following proposition gives some conditions under which P necessarily arises from one of the constructions in Section 2.2.1. The proof of Theorem 4.1.2 involves showing that the conditions of the proposition are satisfied when G c H o S 2 has rank 3 and H G AGLð1; qÞ.
4.1.1
The case where J has at most two orbits on AK m . For the following result we assume that jVDj > 3, which simplifies the statement and proof. When D ¼ K m , the case with m ¼ 2 is covered by Lemma 4.1.3; and the m ¼ 3 case is covered in the next section since Then there exists a ( possibly degenerate) H-transitive decomposition ðD; QÞ such that P is one of
Proof. By Lemma 3.0.8 we may assume that J :¼ p 2 ðG V ðf1g Â HÞÞ. Let K be the stabilizer of the part in P containing a. Then since P is G-invariant and jPj d 2, the subgroup (ii) of the statement. Assume now that p 2 ðKÞ does not fix a. We claim that K contains 1 Â J. Since J has at most 2 (equal-sized) orbits on AD, the stabilizer J a has at most 2 (equal-sized) orbits on VDnfag. Since, by assumption, jVDj > 3 and J is primitive on VD, it follows that a is the only vertex of D fixed by J a . Now 1 Â J a c G a c K. Let w be an element of p 2 ðKÞ with a w 0 a. Then K contains ðw 0 ; wÞ for some w 0 , and so K contains 1 Â J w a . Since a w 0 a we have J w a 0 J a , and by (a), J a is maximal in J.
Since J is transitive on VD it follows that a K ¼ fððg; zÞ; ðd; zÞÞ j ðg; dÞ A Q; z A VDg which is precisely the set j 1 Q. 
Thus the actions of H on Q and VD are permutationally isomorphic, and it follows that there is a bijection r : VD ! Q given by r : 
which is precisely the set PðvÞ defined in Construction 2.2.5. Since P ¼ ða K Þ G , we have P ¼ Q j r Q as in Case (iii) of the statement.
On the other hand, assume that p 2 ðK KÞ does not fix a. Arguing as we did earlier, we find that 1 Â J cK K, and furthermore J Â J c K, since ðh 1 ; h 2 Þð12Þ A K and J / H. Hence, since hJ Â J; ðh 1 ; h 2 Þð12Þi c K is transitive on the arcs of G, the orbit a K is the full arc set of G, which is a contradiction since jPj d 2.
Hence we have shown that there exists an H-transitive decomposition ðD; QÞ such that P is equal to one of Q j Q, Q j VD Q, or Q j r Q. r
We now use this result to prove Theorem 4.1.2. 
Proof. By Lemma 3.0.8 we may assume that J ¼ p 2 ðG V ðf1g Â HÞÞ. By Theorem 3.2.2, J is a non-trivial normal subgroup of the primitive group H, and hence J is transitive on VK m . LetĜ G ¼ G V ðH Â HÞ, let a ¼ ðða; aÞ; ðb; aÞÞ be an arc of G, and let P be the part in P containing a.
If J is intransitive on AG and H=J G Z In the latter let X be the subgroup of X 0 shown to exist in Lemma 3.2.15(ii) and let Y :¼ p 1 ðX V ðSymðW 0 ÞÞ 2 Þ. By Lemma 3.0.8, we may replace X in each of these cases by a conjugate X g for some
2 Þ, and hence that X c Y o S 2 . Replace P by P g in this case, and let
By Theorem 3.2.2, J has at most 2 (equal-sized) orbits on AK m , and this means that J a has at most 2 (equal-sized) orbits on VK m nfag. Hence J cannot be imprimitive since no union of J-orbits (apart from fag) has length a proper divisor of m. This shows that Condition (a) of Proposition 4.1.1 holds. Now we show that Condition (b) holds. By Lemma 3.0.6, there exists an automorphism c of H=J such that 
So assume instead that J has two equal-sized orbits B 1 and B 2 on AK m . By Theorem 3.2.2, H=J is isomorphic to one of Z 2 , Z 2 2 , Z 4 , D 8 , S 3 or Z 6 . Assume to the contrary that Condition (c) does not hold for G if H=J G Z 2 ; Z 4 ; S 3 or Z 6 ; or for X if H=J G Z 2 2 or Z 6 . ThenK K 0 K and p 2 ðK KÞ is a proper subgroup of H a or Y a respectively. By Condition (b), p 1 ðK KÞ contains H ab , and since K 0K K, K contains an element ðh 1 ; h 2 Þð12Þ normalizingK K. Thus p 2 ðK KÞ is equal to p 1 ðK KÞ h 1 , and p 2 ðK KÞ contains an arc stabilizer. If H=J G Z 6 or S 3 then it can be shown using Magma that no proper subgroup of H a containing J a also contains an arc stabilizer H h 1 ab , and this implies that p 2 ðK KÞ ¼ H a . In the remaining cases we will derive a contradiction. Note that J a c p 2 ðK KÞ. We claim that p 2 ðK KÞ fixes B 1 and B 2 . If H=J G Z 2 then jH a : J a j ¼ 2, implying that p 2 ðK KÞ ¼ J a , and hence p 2 ðK KÞ fixes B 1 and B 2 . Next, if H=J G Z 2 2 or D 8 then jY a : J a j ¼ 2 and as J a c p 2 ðK KÞ < Y a , we find again that p 2 ðK KÞ ¼ J a , which fixes B 1 and B 2 . If jH : Jj ¼ 4 and H=J G Z 4 , then H a =J a G Z 4 , and the only proper subgroups of H a containing J a are J a itself or the unique subgroup, say S a , which has index 2 in H a . So p 2 ðK KÞ c S a . Since H a interchanges B 1 and B 2 , the subgroup of H a stabilizing the orbits has index 2 in H a , and is therefore equal to S a . Hence again p 2 ðK KÞ fixes both B 1 and B 2 . So the claim holds in the remaining cases. Since K 0K K, K contains an element ðh 1 ; h 2 Þð12Þ whose square is inK K. However, by Lemma 3.2.15, G satisfies Condition 2.4.1, and hence (see the remark following Condition 2.4.1) every element ðh 1 ; h 2 Þð12Þ in K is such that exactly one of the h i fixes B 1 and B 2 , and the other swaps them, and this means in particular that the second coordinate of ððh 1 ; h 2 Þð12ÞÞ 2 swaps B 1 and B 2 . But then p 2 ðK KÞ contains an element swapping B 1 and B 2 ; a contradiction. So Condition (c) holds in all cases.
So all conditions of Proposition 4.1.1 are satisfied, and the result follows. r Lemma 4.1.3. Let ðG; PÞ be a G-transitive decomposition where G ¼ K 2 j K 2 and G has rank 3. Then a representative part in P is depicted in Table 1 .
Proof. This result is easy to check. r 4.1.2 The case where J has more than 2 orbits on AK m . Let G :¼ K m j K m and suppose now that G c Aut G is a rank 3 subgroup of H o S 2 , where H, J are as in line 3 of Table 2 with H=J G Z 3 o S 2 . We found using MAGMA that there exist G-transitive decompositions ðG; PÞ which do not satisfy Condition (c) of Proposition 4.1.1, and so we cannot use the previous results to classify these decompositions. There are a number of such decompositions and although they could be classified computationally the results would be di‰cult to present here in an informative way.
Rank 3 transitive decompositions of
In this section we show that any G-transitive decomposition ðG; PÞ in which G ¼ K m Â K m , and in which G is a rank 3 subgroup of Aut G containing a direct product J Â J, where J has at most 2 (equalsized) orbits on AK m , may be constructed from an H-transitive decomposition of K m , where H is 2-transitive. Specifically, we show that P arises from one of Constructions 2.3.1 or 2. Then there exists a ( possibly degenerate) T-transitive decomposition T ¼ ðD; QÞ such that either
(ii) there exists a proper T-invariant refinement R of Q such that P ¼ PðT; R; jÞ for some j (as in Construction 2.3.3).
Proof. Let X denote the subgroup T Â T of G, and note that because of Assumption (a), X is transitive on AG. Assume without loss of generality that the arc a is ðða; aÞ; ðb; bÞÞ for some ða; bÞ A AD. Then since G a c K ¼ G P we have
It follows from Lemma 4.0.16 applied both to G and to the transitive X -action on AG and the X -invariant partition P, that P ¼ a G P ¼ a KVX ¼ aK K , and moreover that P ¼ P X . Let L :¼ p 1 ðK KÞ and M :¼ p 1 ðK K V ðH Â f1gÞÞ, and note that by part (b) of the statement we also have L ¼ p 2 ðKÞ and M ¼ p 2 ðK K V ðf1g Â HÞÞ. By Lemma 3.0.6, there exists an automorphism c : L=M ! L=M such that
Also, we have T ab c M c L c T, and since T is transitive on AD, the subgroup L yields a T-transitive decomposition T ¼ ðD; QÞ where Q ¼ ðða; bÞ L Þ T . Write Q 0 :¼ ða; bÞ L , and note that Q 0 A Q and Mv . This means that P may be written as 4 to obtain that PðT; R; jÞ is an X -invariant partition of AG. Since X is transitive on AG, we find that PðT; R; jÞ ¼ P X . But this is equal to P, and it follows that P ¼ PðT; R; jÞ, as in Case (ii) of the statement.
Therefore we have shown that there exists a T-transitive decomposition ðD; QÞ such that either P ¼ Q Â graph Q, or there exists a proper T-invariant refinement R of Q with P ¼ PðT; R; jÞ for some j. Let a be an arc of G, and assume without loss of generality that a ¼ ðða; aÞ; ðb; bÞÞ. LetĜ G ¼ G V ðH Â HÞ, and observe that ðH o S 2 Þ a is equal to H ab o S 2 , and hencê G G a c H ab Â H ab . We claim that p 1 ðĜ G a Þ ¼ p 2 ðĜ G a Þ ¼ H ab . By Lemma 3.0.6, there exists an automorphism c of H=J such that Proof. By Lemma 3.2.13 we may assume that J ¼ p 2 ðG V ðf1g Â HÞÞ. Let G G :¼ G V ðH Â HÞ. Then we have J Â J cĜ G ¼ fðh 1 ; h 2 Þ j ðJh 1 Þ s ¼ Jh 2 g for some s A AutðH=JÞ. Let a :¼ ðða; aÞ; ðb; bÞÞ be an arc of G, and let P be the part in P containing a. 
If H=J G Z 4 , let S be the stabilizer in H of B 1 . Since B 1 and B 2 are the orbits in AK m of the normal subgroup J of H, the partition fB 1 ; B 2 g is H-invariant. Hence H ab c S, and in particular H ab ¼ S ab . Also, since J is transitive on B 1 and B 2 , S ¼ JH ab . Now J / S, and S=J is the unique subgroup of index 2 in H=J.
Claim. In Case (a), H ab Â H ab cK K, while in Cases (b) and (c), H ab c L i for each i.
Clearly we have J ab Â J ab cĜ G a cK K. By Lemma 3.0.8 (ii), the subgroup p 1 ðĜ GÞ ¼ H is transitive on AK m . Since J has exactly two equal-sized orbits on AK m it follows that jJ : J ab j ¼ jH : H ab j=2. Now jH : J ab j ¼ jH : Jj:jJ : J ab j, and in Case (a), since jH : Jj ¼ 2 we find that jH : J ab j ¼ jH : H ab j, and it follows that J ab ¼ H ab . So in fact H ab Â H ab ¼Ĝ G a cK K, proving the claim in Case (a). If H=J G Z 4 then s induces an automorphism of S=J, and this automorphism is trivial since S=J G Z 2 . HenceĜ G contains fðh 1 ; h 2 Þ j h 1 ; h 2 A S; Jh 1 ¼ Jh 2 g as a subgroup. It follows thatĜ G a contains ðh; hÞ for all h A S ab ¼ H ab , and hence H ab c p i ðĜ G a Þ c p i ðK KÞ ¼ L i for each i, proving the claim in Case (b).
If jH : Jj ¼ 6, then Table 2 shows that there are two possibilities for H and J: one with H=J G Z 6 and one with H=J G S 3 . We checked using MAGMA that in both cases H ab ¼ p i ðĜ G a Þ, and so again H ab c L i for each i, proving the claim in Case (c).
Thus 
and these actions are regular. On the other hand, suppose that H=J G Z 4 . In this case we have J ab c M i , but we do not necessarily have H ab c M i . Nevertheless, we know that 
Suppose that L i c S and note that
Similarly J 
In all cases, let
note that the latter is an element of 
Since this holds for all R 0 A R 0 we see that j conjugates Y 
In Cases (b)(2) and (c)(2) we have 
, and
, as required by Construction 2.4.4. In this case we have 
Since j conjugates Y
. This shows that
So overall we have
which is an element of the partition P from Construction 2.4.4. Let
and note that AG ¼ B U B. Observe that
is a subset of B. SinceĜ G is transitive on B it follows that the union of all elements of ð6 R A R Q 0 ðR Â graph R j ÞÞĜ G is the whole of B. Now
and 6
Since P G is a partition of AG, it follows that if
This means that the union of all the subsets in PĜ G is the whole of AG; so in other words, every part in P has the form given in Construction 2.4.4. r 
Partial linear spaces
A partial linear space is a set V of points together with a set L of (at least two) lines. Each line is a subset of points, and every pair of points lies on at most one line. We denote the partial linear space by the pair ðV; LÞ. A partial linear space is line transitive if there is a group of permutations of the points which preserves and transitively permutes the lines.
As mentioned in the Introduction, certain transitive decompositions are related to partial linear spaces. In fact there is a one-to-one correspondence between linetransitive partial linear spaces and transitive decompositions in which the subgraphs are complete. This correspondence is given explicitly in the following lemma, which is proved in [13] .
Lemma 5.0.5.
(i) Let ðV; LÞ be a line transitive partial linear space, and suppose that G is a group of permutations of V which preserves and acts transitively on L. Let G be the graph with vertex set V and edges fa; bg whenever there exists l A L with a and b both in l. For each l A L, let P l be the set of all unordered pairs of distinct elements of l, and let P ¼ fP l j l A Lg. Then ðG; PÞ is a G-transitive decomposition, and each G P l is a complete subgraph of G.
(ii) Let ðG; PÞ be a G-transitive decomposition such that for each P A P, the subgraph G P is a complete subgraph of G. Let V ¼ VG and L ¼ fVG P j P A Pg. Then ðV; LÞ is a line transitive partial linear space.
Note that if G is a complete graph, then the corresponding partial linear space is in fact a linear space (that is to say, every pair of points lies in exactly one line).
We now consider the following question: Which rank 3 grid type G-transitive decompositions ðG; PÞ correspond to line transitive partial linear spaces? In other words, when do the parts P A P induce complete subgraphs G P of G? Because of Theorems 4.1.2 and 4.2.2, we can characterize these transitive decompositions in terms of the constructions and input decompositions ðK m ; QÞ that give rise to the partition P. First we prove some more general results (Lemma 5.0.6 and 5.0.7), and we then use these in Theorem 5.0.8 to characterize the examples with G a primitive rank 3 group of grid type.
Lemma 5.0.6. Let ðG; PÞ be a G-transitive decomposition where G ¼ K m j K m , jPj d 2 and where G satisfies the conditions given in the statement of Proposition 4.1.1. Assume that the subgraphs G P are complete. Then there exists an H-transitive decomposition ðK m ; QÞ corresponding to a 2-transitive linear space such that P ¼ Q j VD Q (as in Construction 2.2.3). Conversely, Construction 2.2.3 applied to any H-transitive decomposition ðK m ; QÞ corresponding to a 2-transitive linear space gives a transitive decomposition in which the subgraphs are complete.
Proof. By Proposition 4.1.1, there exists an H-transitive decomposition ðK m ; QÞ such that P arises from one of Constructions 2.2.1, 2.2.3, or 2.2.5. Constructions 2.2.1 and 2.2.5 always give rise to partitions P in which each part P intersects nontrivially with the arc sets of at least two copies of K m in the graph K m j K m , meaning that the subgraphs G P are not complete. Hence P must arise from Construction 2.2.3, in which case each part in P is a copy of some Q A Q. It follows that each subgraph ðK m Þ Q must be complete and undirected. Lemma 5.0.5 then yields that ðK m ; QÞ corresponds to a 2-transitive linear space. The converse result is straightforward. r (i) For some 2-transitive normal subgroup J of H there exists a J-transitive decomposition T :¼ ðK m ; QÞ corresponding to a 2-transitive linear space such that P arises from Construction 2.3.3. In particular P ¼ PðT; R; jÞ for some j where R is the partition of AK m in which each part contains only one arc.
(ii) There exist H-transitive decompositions T :¼ ðK m ; QÞ and T 0 :¼ ðK m ; Q 0 Þ, each corresponding to a 2-transitive linear space, such that P arises from Construction 2.4.2. In particular P ¼ PðT; T 0 ; R; R 0 ; jÞ for some j, where R ¼ R 0 is the partition of AK m in which each part contains only one arc. In Cases (i) and (ii), the constructions give rise to transitive decompositions with complete subgraphs G P whenever T, T 0 , R, R 0 and j satisfy the specified conditions.
Proof. By Propositions 4.2.1 and 4.2.3, P arises from one of Constructions 2.3.1, 2.3.3, 2.4.2 or 2.4.4. Assume that P arises from Constructions 2.3.1; so for some normal subgroup J of H, there exists a J-transitive decomposition T :¼ ðK m ; QÞ such that P equals Q Â graph Q. Let Q A Q and suppose that Q contains only one arc ða; bÞ. Then Q Â graph Q ¼ fðða; aÞ; ðb; bÞÞg is a directed arc and so Q Â graph Q does not induce a complete subgraph; a contradiction. If Q contains (at least) two arcs, say ða; bÞ and ðg; dÞ, then Q Â graph Q contains ðða; aÞ; ðb; bÞÞ and ðða; gÞ; ðb; dÞÞ. However, either a 0 g or b 0 d, and the arc ðða; aÞ; ða; gÞÞ or ððb; bÞ; ðb; dÞÞ respectively is not in AðK m Â K m Þ, and so Q Â graph Q does not induce a complete subgraph of G. Again this is a contradiction. So P cannot arise from Construction 2.3.1. Assume now that P arises from Construction 2.3.3. In this case P contains a part P equal to 6 R A R Q 0 R Â graph R j for some Q 0 A Q. Thus P contains R Â graph R j for some R, and an argument similar to the one in the previous paragraph shows that R can contain only one arc. Next we show that Q 0 induces a complete undirected subgraph of K m . Let ða; bÞ A Q 0 . Then P contains ðða; gÞ; ðb; dÞÞ for some g; d A VK m . Since P induces an undirected subgraph of G, the arc ððb; dÞ; ða; gÞÞ is also in P. We now use these lemmas to characterize the rank 3 product action transitive decompositions corresponding to line-transitive partial linear spaces. Devillers proves an equivalent result (using di¤erent methods) in [4] , and in doing so specifies explicitly the examples that arise in Case (ii). We believe that our classification via a small number of general constructions adds new insight to her work. 
