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Machine learning, and most notably deep neural networks, have seen unprece-
dented success in recent years due to their ability to learn complex nonlinear
mappings by ingesting large amounts of data through the process of training.
This learning-by-example approach has slowly made its way into the physical
sciences in recent years. In this dissertation I present a collection of contri-
butions at the intersection of the fields of physics and deep learning. These
contributions constitute some of the earlier introductions of deep learning to
the physical sciences, and comprises a range of machine learning techniques,
such as feed forward neural networks, generative models, and reinforcement
learning. A focus will be placed on the lessons and techniques learned along
the way that would influence future research projects.
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Within the past two decades, the fields of artificial intelligence (A.I.), com-
puter vision, and natural language processing have advanced at unprecedented
rates. Artificial intelligence is now commonplace; voice assistants such as Ap-
ple’s Siri, Amazon Echo, and Google Assistant all use artificial intelligence for
voice recognition and audio synthesis. Predictive mobile phone keyboards [10]
predict the next word to be typed, and messaging applications suggest entire
message responses. Driver-assisted vehicles capable of almost full autonomy
no longer face technical, but rather regulatory hurdles. These are merely the
consumer-facing technologies; behind-the-scenes A.I. applications in fraud de-
tection, supply chain management, media recommendations, and advertising
seem limitless.
Recently, deep neural networks (DNNs) have gained momentum as the ar-
chitecture of choice for much of machine learning. Enthusiastic adoption of
1
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DNNs by large tech companies such as Amazon and Google, and the use of
graphical processing units (GPUs) as accelerators [11, 12] has lead to a com-
petitive environment, encouraging hardware manufacturers such as NVIDIA
to focus their efforts on technologies to accelerate the computations [13].
In 2013, deep neural networks were combined with the fields of optimal con-
trol and reinforcement learning when DeepMind designed an A.I. algorithm
that learned and mastered seven classic Atari 2600 video games [14]. Impor-
tantly, this was accomplished through experience with the game environment,
with no knowledge of the rules provided. Through exploration and experimen-
tation, modern A.I. can learn complex control schemes.
In 2016, deep neural networks gained mainstream attention when AlphaGo,
using a combination of deep neural networks and Monte Carlo tree-search, beat
some of the best human Go players [15], a full decade before many in the field of
artificial intelligence had anticipated [16]. Unlike DeepBlue’s [17] chess victory
two decades prior, due to the size of the game, optimal moves in the game of
Go cannot be computed through brute force search alone [18]. In order to win,
AlphaGo was trained by watching thousands of professional human matches.
A year later, AlphaGoZero [19] was trained without any human input, learning
its human-level intuition and strategy solely by playing against itself.
In the fields of physics and physical chemistry, the adoption has been more
delayed, seemingly due to the black-box nature of A.I. algorithms. When a
2
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fundamental aspect of these fields is exploring the question of why Nature acts
in the way it does, to some, A.I. methods indeed produce unsatisfactory results
due to their obfuscation of reasoning and lack of a physical explanation, even in
spite of impressively accurate predictions. As such, scientific machine learning
has seen a push for explainability and interpretability.
Nonetheless, many deep learning approaches have made their way into
the physical sciences, and researchers are focusing on interpretable machine
learning-based approaches to problems in the physical sciences. This disser-
tation is a collection of one researcher’s contributions to the field. These con-
tributions constitute some of the earlier introductions of deep learning to the
physical sciences, and an important focus will be placed on the lessons and
techniques learned along the way that would influence future research projects.
Techniques used in modern machine learning are inspired by principles
brought forward by twentieth-century psychologists in their attempts to un-
derstand the neurological processes that occur in the brain. In 1949, Donald
O. Hebb published his book The Organization of Behaviour [20], which biolog-
ically introduces one of the inspiring principles for modern neural networks.
Commonly summarized as “cells that fire together, wire together”, it summa-
rizes the way in which neural networks (in the brain) learn; neurons that are
repeatedly activated together have their connections (weights) strengthened
during the learning process. This principle became inspiration for Rosenblatt
3
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in 1958 when he presented his Perceptron [21], a linear classifier packaged
with an algorithm to learn from data (prior to this in 1943, McCulloch and
Pitts [22] proposed a very similar “artificial neuron”, but it had to be hand-
tuned to the problem and could not “learn” from data). Perceptrons were able
to perform linear classification, however such an architecture was unable to
represent even a simple nonlinear problem, such as representing the output
of an XOR (exclusive or) gate. By combining single-unit perceptrons, grouping
them into layers, and producing what is referred to as a multilayer perceptron
(MLP) [23], more complicated functions could be represented, however it was
still difficult to “train” these neurons for all but the most simple tasks, with
learning algorithms suffering from exploding and vanishing gradients.
A breakthrough came when a method, now called backpropagation (Section
2.1.3), was proposed as a way to compute gradients of weights and propagate
the error backward through layers in a network of perceptrons. Attribution of
the development of backpropagation is a contentious issue in the field of deep
learning. Several independent researchers developed the technique, but it is
mostly accepted that Linnainmaa [24,25] was the first to do so in his Master’s
thesis. He made no application to neural networks specifically, but presented
the method (complete with FORTRAN code) required to apply the chain rule
of calculus explicitly and efficiently to “arbitrary, discrete, possibly sparsely-
connected, neural network-like networks” [26].
4
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In 1981, the first application of backpropagation to neural networks was
presented by Werbos [27], and gained mainstream attention in 1986 with an
experimental study [28] demonstrating that the hidden layers of neural net-
works learn internal representations (features) when trained through back-
propagation. This is perhaps the birth of deep, “featureless” machine learning,
although multi-layer neural networks, even when using backpropagation, re-
mained difficult to train. This was partially due to the limited computational
resources available in the 1980s and 90s; backpropagation of errors through
multiple layers is a computationally expensive task, especially for computers
of the late twentieth century. Furthermore, it was identified [29] that the van-
ishing gradient problem (Section 2.1.4) was a major hindrance to the training
of deep, multi-layer neural networks.
Around the turn of the century, improvements on gradient descent algo-
rithms (Section 2.1.5), and clever “tricks of the trade”, such as unsupervised
pretraining, had made marginal gains. Impressive performance of convolu-
tional neural networks (LeNet, [30]) foreshadowed a bright future for neural
networks in image recognition, however large scale models and wide accep-
tance would take a decade more. Throughout the early 2000s, researchers were
making progress with neural networks, but models were small, deep networks




In 2009, Andrew Ng and colleagues proposed the use of Graphical Pro-
cessing Units (GPUs) to accelerate the computations required for deep learn-
ing [31]. This was effectively the turning point for deep learning research;
larger networks immediately became tractable, and large amounts of data
could be used to efficiently train deep neural networks. Ng’s GPU-based train-
ing algorithm claimed between one and two orders of magnitude speed up over
CPU-based algorithms, and this would be improved in the near future with
deep learning-specific hardware and libraries being released by hardware man-
ufacturers. Soon, these larger networks trained on GPUs shattered records
for handwriting recognition [32], and image classification [33]. The release of
open source and well-documented software tools implementing automatic dif-
ferentiation (automatic computation of gradients to perform backpropagation;
Section 2.1.3) such as TensorFlow [34] and PyTorch [35] lowered the barrier to
entry, enabling casual researchers to experiment with deep learning without
significant investment into implementation. These flexible software packages,
coupled with the acceleration capability of consumer-grade GPU hardware is
what spurred the advent of the deep learning [36] revolution.
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1.2 Deep learning in physics and mate-
rials science
Soon, the technologies developed for computer vision began to percolate into
fields within the physical sciences. DNNs were shown to be able to differenti-
ate between phases [37–39] and predict critical parameters [40] of condensed
matter systems. They were capable of assisting in the analysis of particle ac-
celerator experiments [41] and were being used in astronomy to classify galax-
ies [42,43].
In materials science prior to machine learning, atomic interactions were
handled through the approximation of the underlying interaction mechanisms
(e.g. mean field, tight binding, Born-Oppenheimer molecular dynamics, etc.).
Some of the earliest examples of what would technically be considered machine
learning was the employment of “force-fields”–phenomenological fits to a lim-
ited number of either experimental observations or theoretical results [44–50].
Traditionally, these fits have been limited to a small number of parameters, but
the recent adoption of machine learning techniques has lead to more compli-
cated and accurate models. High-level ab initio calculations have been used
to train artificial neural networks to fit high-dimensional interaction mod-
els [51–56], and to predict material properties [57, 58]. These feature-based
7
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approaches [59–61] are quite powerful, but the hand-selected nature of the
features is arguably a significant shortcoming. After all, featureless, or “rep-
resentation learning” [62] has renewed interest in the fields of handwriting
recognition and image classification, where the performance of the traditional
hand-selected feature approach has stagnated [63].
Researchers have attempted to explain the success of deep learning based
on principles borrowed from physics [64], and physicists realized that the prin-
ciples that are important for modelling their systems-of-interest were not nec-
essarily a concern of the computer scientists developing the deep learning ar-
chitectures. For example, physical models should be exactly invariant to ro-
tations, something convolutional deep neural networks can only traditionally
approximate [43,65] and the antisymmetry of electrons in quantum mechanics
remained a challenge until very recently [66].
1.3 Unique concerns of scientific ML
Commercial applications of machine learning tend to favour performance over
all other aspects of the models. Scientists, on the other hand, often care deeply
about what a model has learned and would like to glean insights from the
model instead of merely making accurate predictions. This opens a divide be-
tween scientific machine learning and industrial machine learning. There are
8
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several research directions that are attempting to address specifically the con-
cerns of scientific machine learning. In 2019, the United States Department of
Energy released a thorough report [67] outlining these research directions.
In scientific research, here are physical rules that scientists know–so called
domain knowledge such as conservation of energy, relativity, and symmetries–
that must be respected in any valid solution. It is unclear how to inform a
neural network of this knowledge. This is the research direction of informed
machine learning [68]. At this point, options for incorporating domain knowl-
edge are limited; domain knowledge can be incorporated using hard or soft
constraints during training (e.g. clipping, regularization in the loss function,
etc.). Furthermore, the model itself can be devised in a way that incorporates
knowledge about the system (e.g. convolutional neural networks for visual in-
put).
Another research direction is that of interpretable and explainable machine
learning [69]. When using a model, a scientist might like to know which fea-
tures are most relevant to making a prediction. We will discuss in Section
2.1.7.2 how L1-regularization can be used for global interpretability, determin-
ing which features are not relevant, but another method is to look at which
features in the input contribute most to the output for a given prediction (lo-
cal interpretability). This is known as sensitivity analysis [70, 71]. Activation
maximization [71, 72] can be used to get some limited insight into what each
9
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filter in the neural network is learning although with abstract representations
such as the ones found in scientific machine learning (e.g. electrostatic po-
tentials, electron densities, spin configurations), these maps can be equally
difficult to interpret. Since the physical sciences are often concerned with dis-
covery, interpretable machine learning approaches that can be probed may aid
in uncovering new intuition.
A measure of predictive confidence is important in scientific machine learn-
ing (arguably, also in commercial machine learning). ML is famously good at
making predictions near the domain on which it was trained, but fails miser-
ably, and more problematically fails silently, when asked to extrapolate past
its training domain. Achieving a reliable measure of uncertainty in predictions
is an open research question. One method is to use Bayesian Neural Net-
works, which predict distributions instead of making point estimates [73–77].
The learned variance of predictions can be used as a measure of uncertainty.
Along a similar vein, Monte Carlo approaches can be used to gain a measure
of variance. When making point predictions, additional inference passes can
be made, using slight perturbations on the input to gain a measure of variance
by exploring the local support neighbourhood [78]. In an alternative Monte
Carlo method, dropout [79] (Section 2.1.7.2) can be used during training and
inference [80]. During inference, multiple predictions are made using multiple
dropout configurations (e.g. random nodes are disabled). The idea here is that
10
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if there is little variation in these outputs, multiple sets of nodes have had the
opportunity to co-adapt. This would likely only happen if the neural network
has seen similar examples during training.
While deep learning has achieved great success, both in and out of the phys-
ical sciences, there are still many questions to ask and research problems to




2.1 Neural network basics
Supervised machine learning, in its most basic form, is the act of fitting the pa-
rameters of some parameterized function such that, given an input, the func-
tion reproduces a desired output.
The supervision comes in the form of labelled training data, that is, a set of
data points x, and corresponding labels ytrue, that are (or at least we hope1 are)
related through a function f ∗. That is,
f ∗(x)  ytrue.
Through the process that we will call training, we wish to determine an
approximation to the function f ∗ that reproduces the mapping for the values
of x in our training set. We hope that our approximation f performs well on
1Some apparent relationships might not have any functional mapping due to an abundance
of noise, or purely the absence of a relationship entirely. For example, one could construct a
labelled data set mapping people’s favourite colours to their ability to correctly predict a coin





f (x; θ) = θx
x
b)




f (x; θ) = θ1 sin(θ2x)
Figure 2.1: Three example parameterized functions. The red points represent
some training data, and the dashed lines represent a good choice of fitting pa-
rameters θ to fit f (x; θ) to the training data. The parameters are the quantities
that are learned during the training process.
the training data, but also that it captures the true relationship between x
and ytrue so that it generalizes to new data in the future. Figure 2.1 shows
three examples that would be considered machine learning in the most basic
sense. The task is to tweak the parameters θn (often called weights in machine
learning literature, although there is a slight distinction to be made later), to
best approximate the true function. These examples are incredibly simple, and
near-optimal values of θ are trivially easy to compute using linear regression
since we know the functional form of f ∗. The more interesting applications of
machine learning come when f ∗ is unknown, expensive to compute, analyti-
cally impossible to represent, or we do not know which variables in x influence
f ∗.
Let us consider an example where each data point x is an array of features
13
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pertaining to homes that have recently been sold in a city: size, number of
bedrooms and bathrooms, the presence of a pool, etc. We wish to devise a
function to predict the sale price of new homes. In this case, we cannot write
down a mathematical expression, in fact, f ∗ does not even exist in an analytical
form due to the subjectivity of home sales. The best we can do in many cases is
to approximate f ∗ accurately for most cases. We could devise a simple predictor
of house price comprising a weighted sum, such as
f  W>x,
where W is a column vector of weights for each feature present in x. This can
be drawn as a graph with nodes representing features and edges representing
the weights, as shown in Figure 2.2a. This is likely to give a poor estimate
because of the relationships between features (e.g. a pool in a hot climate is
likely valued higher than a pool in a cold climate, and the ratio of bathrooms
to bedrooms is important in addition to the absolute quantities).
One method to capture these relationships is to devise handcrafted features
based on the raw features and known relationships. This works if the relation-
ships are known, but there may be correlations present that we are unaware of.
We can therefore come up with a more general predictive function by inserting





























z = W>1 x
f = W>2 z
Figure 2.2: Two simple linear function approximators represented as graphs.
a) A single-layer approximator is shown, which is effectively a weighted sum of
the five input features. b) A two-layer approximator: by introducing a hidden
layer with output z, we allow the five features to mix, effectively resulting in
higher-level features being constructed out of the original low-level features.
prised of correlations of features. Essentially, we create a number of weighted
sums, that we then combine with one final weighted sum. Figure 2.2b shows
a graphical representation of what this structure looks like. We call this inter-
mediate computation a hidden layer, and it is calculated the same way as the
output in the single-layer graph:
z  W>1 x.
We now have two sets of weights, W1, now a matrix, denoting the weights of
the first layer, and a matrix of weights W2 denoting the weights of the second
15
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(output) layer. The output of the entire function is therefore
f  W>2 z  W
>
2 (W>1 x),
and a problem becomes apparent. Arranging the computation in such a way
has accomplished nothing; W>2 W
>
1 is itself just a matrix, and therefore this two-
layer setup is identical to the single-layer setup, just with different weights. In
other words, a linear combination of linear combinations is itself just a different
linear combination, and therefore we will never be able to represent a nonlinear
function with such an approach. Furthermore, our model has a fixed intercept;
that is, an input of zero will yield an output of zero and we can only learn the
slope by modifying the weights.
A simple solution to the first limitation is to introduce a nonlinearity in the
hidden layer, that is, pass the output of the hidden layer z through a nonlin-
ear function σ before entering the output layer. The second limitation is easily
addressed by introducing a zeroth-order term to each layer. We call these inter-
cept parameters biases and they are learned in a similar style as the weights.
Then the output of our predictor function is, in entirety
f (x; θ)  W>2 σ(W>1 x + b1) + b2. (2.1)











Figure 2.3: The hyperbolic tangent function, tanh(x) commonly used as a non-
linearity (activation function) in neural networks.
function due to how it “activates” the nonlinear nature of a node in the net-
work. For now, we will consider the activation function to be a hyperbolic
tangent function (Figure 2.3). There are several other choices for activation
functions that we will discuss in Section 2.1.4.
This basic structure, repeated computational layers of “weights × input +
bias, fed into nonlinearity” is what we call a neural network. When all output
nodes of one layer are connected to all input nodes in the next layer, as in
the example presented in Figure 2.2b and discussed here, we call this a fully-
connected network, or sometimes, a dense network.
At this point, I will now formally make the distinction between weights and
parameters: θ is a set of all learnable parameters. So far, we have only intro-
duced weights and biases but additional learnable quantities will be considered
later. Thus θ is used as notation in the general case where the specifics of the
parameter’s function is not important.
17
CHAPTER 2. METHODS
























w = 50, b = −100
w = 2, b = −3















Figure 2.4: We wish to design a neural network to approximate the solid line
function in a). We will do this by approximating this function as discrete boxes
as shown. b) The output of a neural network node z is dependent upon its
weight and bias. In this case, z  tanh(wx + b). Weights are used to “sharpen”
the function and biases are used to shift the function left and right. c) A
rectangular step function can be constructed by adding the two outputs, e.g.
y  z0 + z1  tanh(50x − 50) + tanh(−50x + 100).
2.1.1 Universal approximation
The universal approximation theorem is commonly cited as being the motiva-
tion for using neural networks, that is, there exists a neural network compris-
ing a single hidden layer can be made to approximate any desired function to
arbitrary accuracy and arbitrary domain. The caveat of this is the number of
neurons in this layer must increase as the desired accuracy and domain in-
creases. This makes it a not-so-useful justification in practice, but it is still
instructive to demonstrate how such universality can be accomplished.
Let us manually design a neural network that approximates the function in
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Figure 2.4a. We will approximate this function discretely using four rectangles.
It can be seen in Figure 2.4b that we can make the activated output of a neuron
(z  tanh(wx + b), i.e. the output after being passed through the activation
function), sharp by making the magnitude of the weight w large. The function
can be reflected horizontally by choosing w < 0 and can be shifted left and right
by modifying the bias b. Therefore, by summing two neurons with weights
W  [50,−50]> and biases b  [−50, 100]> we can construct a function that is
of magnitude 2 on the interval [1, 2] and effectively zero elsewhere as seen in
Figure 2.4c.
We can repeat this process to produce the other three blocks comprising
our approximation. We require eight nodes, with two nodes controlling each
discrete block in the approximation. Figure 2.5 shows the structure of a neural
network that could be used to approximate this function. The outputs of the
nodes in the first layer (z0 through z7) are bounded between −1 and 1 because
of the hyperbolic tangent activation function, and therefore we require another
layer to obtain the output magnitudes required to approximate f ∗. This final
(output) layer does not get passed through an activation function and is thus
effectively scaled by the weights. The full functional form of our approximation
is precisely that of Equation 2.1.
Figure 2.5b shows both f and f ∗. While this is a very simple example there
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Figure 2.5: a) A graph representation of the neural network required to dis-
cretely approximate the function shown as a red curve in b). The weights and
biases (w , b) for each layer are displayed. b) The output of the neural network
is shown. The shaded regions denote the nodes that are being used to control
the respective intervals.
examples. First, we are able to approximate the function to arbitrary accu-
racy by adding more rectangles, and consequently, more nodes. Secondly, we
notice that while we can construct a good approximation over the domain we
are concerned with, as soon as we stray from this domain, our approximation
is useless. This is a demonstration of a ubiquitous problem in machine learn-
ing: neural networks are excellent for interpolation between data points, but
fail miserably at extrapolation (when evaluated outside of the domain on which
they were designed, i.e. trained). Of course, this can be solved in this toy exam-
ple by adding another rectangle, and in practice would be solved by extending
the domain of training data.
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In the previous example, we had a two layer neural network with a single
hidden layer. The single hidden layer did effectively all of the work in ap-
proximating our function of interest. However, the eight nodes are somewhat
redundant, in fact, four of the nodes are just reflected versions of other nodes.
Let us try to remove some of this redundancy. First, we will construct three
sharp sigmoid functions, as we did previously, that transition from −1 to 1 at
the boundaries of our approximation rectangles, that is, x  1, x  2, and x  3.
These basic “features” (z1(x)  {z1,0, z1,1, z1,2}) are constructed with parameters
θ1  {W1, b1}  50
{
[1 1 1] , [−1 − 2 − 3]>
}
and are shown in Figure 2.6c. We then use a second hidden layer to mix these
features in different quantities and place them in two separate outputs. The
parameters associated with this layer are














































Figure 2.6: a) A graph representation of the neural network required to dis-
cretely approximate the function shown as a red curve in b). The weights and
biases (w , b) for each layer are displayed. b) The output of the neural network
is shown. The shaded regions denote the nodes that are being used to control
the respective intervals.
tion function). It combines the previous hidden layer using parameters







Note that one weight is negative and one weight is positive, allowing the net-
work to subtract one mixture of features from the other. When all of this is
combined, it produces the function
f (x)  y  W>3 (tanh(W>2 (tanh(W>1 x + b1) + b2)) + b3,
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which we plot in Figure 2.6b along with f ∗(x). As one can see, this neural
network produces the same output as the single hidden layer network of Fig-
ure 2.5, however it uses fewer hidden neurons: five instead of eight. We can
achieve this by exploiting the hierarchical structure; the first layer is used to
construct features, the second layer mixes these features together, and the fi-
nal layer mixes these features even further (in our case, subtracting one set
of mixed features from the other) to produce the output. This is what we call
a deep neural network. As we have seen, deep neural networks prove more
efficient than single-layer neural networks, but still possess the ability to be
universal approximators. A downside of deep neural networks is that the op-
erations that the nodes are executing are far more abstract. In the “shallow”
network, the function of each individual node was clear, but this is much less
the case in this deep network. While it might seem obvious how the deep net-
work is using its parameters to construct the output function, keep in mind
that we specifically chose the parameters in this example by hand to empha-
size clarity. In fact, there are an infinite number of parameter sets that achieve
the desired output and we could have just as easily presented one that is more
abstract.
The universality of neural networks extends to higher dimensions, both in
input and output, which is at first an encouraging prospect. In reality though,
as the number of neurons, layers, and connections increase, the difficulty in
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finding a set of parameters that yields sufficient accuracy increases. The en-
tire field of artificial intelligence and machine learning is essentially coming up
with better ways to find these parameters. This can be either through clever
exploitation of data structure (convolutional neural networks), network archi-
tectures (residual neural networks), or through live data acquisition and opti-
mization methods (reinforcement learning).
2.1.2 Gradient descent
All of machine learning boils down to finding the right set of parameters that
best approximates the data we have. This optimization problem is typically
tackled with some form of gradient descent. To formalize this approach, let us
define the concept of a cost function (also called a loss function), essentially a
functional that measures how well our approximation matches the data in our






f ∗(xi) − f (xi ; θ)
)2
, (2.2)
where the summation is taken over all N data points we have available to us.
Note that we write the cost functional J(θ) as having only a dependence on
the parameters. Of course, it also depends on the data x, however we treat the
training set as constant (we have no control over the data during the training
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process2) and the goal of the optimization process is to minimize this quantity
by varying θ. In most machine learning applications, this cost function is ex-
tremely high-dimensional as there are thousands, if not millions of individual
parameters held within θ and therefore we cannot simply minimize Equation
2.2. This is where gradient descent is useful. We initialize the parameters ran-
domly (more on this in Section 2.1.8), and then using the data in our data set,
we update the parameters repeatedly, in small steps. The amount by which
we should update each parameter can be calculated using the derivative of the
loss function with respect to the parameters, and we update the parameters at
each step through the update rule
θnew  θ − α∇θ J(θ), (2.3)
where α is a scaling constant that controls the magnitude of the updates. We
call this the learning rate.
When the parameters are far from optimal, the quadratic nature of Equa-
tion 2.2 means that the updates will be large, bringing us rapidly toward the
minimum. As the parameters near optimality, the magnitude of the updates
will decrease and we will slowly approach ideal conditions. Since the gradi-
ent is a linear operator, and J is an average over all training examples, the
2Of course, in machine learning, the data is important and its integrity is of utmost impor-
tance. I merely mean that θ is modified in the minimization of this metric, meaning the data
is immutable during training
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gradient in Equation 2.3 is equivalently the average gradient over all training
examples. If all training examples are used to compute the average gradient
before the weights are updated, we call the algorithm gradient descent. We
can also forgo the average and update the weights based on single training
examples. This is called stochastic gradient descent (SGD). SGD has the
benefit of making more rapid weight updates, homing in on the optimal solu-
tion quickly, but the updates are very noisy [81]. In practice, a technique called
batch gradient descent is most often used; the training data is split into sev-
eral subsets (batches) and the gradients are averaged over each subset, with
weights being updated between batches. When using batch gradient descent,
one needs to choose the batch size to average over. For efficiency, it is usually
suggested that one use the largest batch size that hardware (e.g. GPU mem-
ory) permits, however there is still substantial discussion about whether large
or small batch sizes are optimal for convergence [82–85].
2.1.3 Computing gradients: backpropagation
In order to do any form of gradient descent we must compute the gradient of









x W1, b1 W2, b2 W3, b3z1 z2 z3 = y
Figure 2.7: A simple three-layer (two hidden layer) neural network.
Since we will be taking derivatives with respect to the parameters, we can
ignore the dependence on the input data x; what we are computing will apply
for any x. We will therefore treat the neural network output as a function
dependent on the parameters, i.e. y  f (x; θ)  f (θ)  f (w1, w2, ..., b1, b2, ...)
Let us demonstrate by example how to compute the update for a single
parameter in the neural network presented in Figure 2.7. To compute the
update for w1 (i.e. the first entry of the weight matrix W1), we need to compute
a specific entry of ∇θ J(θ), namely ∂J/∂w1. Referring to Figure 2.7, let us write
explicitly the function this network is computing:
y(w1, ...)  z3  z3(z2(z1(w1))) (2.5)
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and then use the chain rule on Equation 2.5 to compute the remaining par-














and since the output of each individual layer is given by






Here, σ′(·) is the analytic derivative of the activation function. Taking inspira-
tion from Equation 2.3, we would therefore update this weight with the opera-
tion
w1,new  w1,old + 2α( f ∗ − z3)W>3 σ′(z1)W>2 σ′(z0)x. (2.10)
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At this point, let us note several things. First, this is the update for a single
parameter in the network. Networks, in practice, have millions of parameters,
and therefore computing the gradients is the most costly part of training a
neural network. Luckily, most of the computations are reusable. For example,
if we wish to compute the parameter update for b1, the computation remains
identical except that the final partial derivative in Equation 2.7 should be dif-
ferentiated with respect to b1, e.g. ∂z1/∂b1. Therefore, when designing software
that performs backpropagation, it is beneficial to collect the intermediate re-
sults and store them as they can be used over and over again.
It is also important to note that the activation function we choose influences
the weight updates significantly in several ways. It has so much importance
that we should have a slight digression into a discussion of activation functions.
2.1.4 Activation functions
Any nonlinear function can be used as an activation function, however there is
a set of nonlinear functions that are commonly used. I plot several of the most
common activation functions with their derivatives in Figure 2.8, alongside a
qualitative measure of evaluation time for both σ(z) and σ′(z).
The linear activation is included here for completeness, and is not an acti-
vation function as it does not provide a nonlinearity. It is commonly used when






















































Figure 2.8: Six commonly-used activation functions and their derivatives. A
qualitative measure of execution time for σ(z), and its derivative σ′(z) is shown
under each graph as a dark bar and a light bar, respectively.
values.
The sigmoid and hyperbolic tangent activation functions are commonly used
when the neural network output should be bounded, such as in predicting prob-
abilities between 0 and 1 (sigmoid) or when performing binary classification.
Sigmoid and tanh activations have several drawbacks. They are somewhat
expensive to compute, as are their derivatives, which is an important consid-
eration given the large number of evaluations required for training and then
ultimately for using the model to make predictions (inference). Furthermore,
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the derivatives have vanishing magnitude as the input magnitude increases.
Should the input to an activation stray far away from 0, it is very difficult for
gradient descent to bring it back as the gradients are so small. Furthermore,
it is important to carefully initialize parameters in the neural network so that
the gradients start out large, and learning does not immediately stagnate. This
is commonly referred to as the “vanishing gradient problem”.
Rectified Linear Units (ReLU) solve the execution time dilemma; they are
extremely fast to compute. ReLU suffers from the vanishing gradient problem;
for all negative inputs the gradient is zero, and thus gradient descent steps
that push an input into this region are irrecoverable. With ReLU, nodes tend
to become “dead” as a zero magnitude gradient means that the parameters can
never be updated through gradient descent.
Leaky ReLU and ELU strive to solve this problem. The gradient of the
negative side of the function is set to a user-defined value (or defined based on
a user-defined parameter in the case of ELU).
In most current, practical, applications, Leaky ReLU is the activation func-
tion of choice for hidden layers because it never produces dead neurons, and its




In all modern deep learning frameworks, such as Tensorflow [34] and Py-
torch [35], the job of performing backpropagation and the efficient recording
of gradients is performed under-the-hood automatically. This is referred to as
“automatic differentiation”. Backpropagation only refers to the computation of
the gradients; what is actually done with those gradients in order to update the
parameters is performed by an optimizer. Gradient descent (and its stochas-
tic and mini-batched descendants, all typically referred to as “SGD”) are the
simplest optimizers available, but improvements have been made to optimize
objective functions more efficiently.
The concept of momentum can be added to gradient descent to improve its
performance in “ravines”—regions of the parameter space where the gradient
in one dimension is much smaller than the gradient in another dimension.
In such a case, updates can oscillate from side to side, where gradients are
large, while little progress is made in the other dimension. Momentum helps
by cancelling out these higher-frequency oscillations. In terms of the update
rule, Equation 2.3 becomes a two-step computation. Let us use gt as shorthand




ut  γut−1 + αgt (2.11)
θt+1  θt − ut (2.12)
in which the weight update ut at step t, is recorded and used in the next step,
discounted by a factor γ < 1, dampening oscillatory behaviour.
Since not all features appear in a data set with equal frequency, neurons
that evolve to contribute to more rare features can take a very long time to
be refined, as they infrequently are provided with any feedback (i.e. gradi-
ents with respect to these parameters are small). The optimizer Adagrad [86]
attempts to tackle this by keeping track of a dynamic learning rate for every
parameter. It does so by accumulating the sum of squared gradients indepen-










As such, gradients that are frequent or strong produce weaker updates over
the course of the training procedure. A small factor ε is used to avoid division
by zero. A benefit of Adagrad is that the standard problem of choosing a good
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learning rate α becomes far less important. The problem with this approach
is that Gθ is a monotonically increasing function and thus all updates become
smaller over the course of training, eventually stagnating the learning process.
RMSProp (included in a lecture by Geoffrey Hinton [87], but never pub-
lished) fixes this problem by replacing the summation with an exponentially
decaying average of the squared gradients, with updates according to





θt+1  θt − ut . (2.17)
At the same time RMSProp was proposed by Hinton, Adadelta was inde-
pendently developed by Matthew Zeiler at Google [88]. It is essentially iden-
tical to RMSProp, however the Zeiler identifies that dividing by the squared
gradients introduces erroneous units into the update rule (units of squared
gradient in the denominator). Therefore, he multiplies by another exponential
average, this time of the past squared weight updates, to nondimensionalize
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the adaptive scaling. Altogether this results in the following update rules:
E[g2]t  γE[g2]t−1 + (1 − γ)g2t (2.18)





θt+1  θt − ut . (2.21)
Notice that Adadelta avoids the need to set a learning rate in the first place,
as the updates are scaled purely adaptively.
Adaptive Momentum Estimation, Adam [89], incorporates the idea of mo-
mentum, as well as scaling by the squared gradients. Decaying averages of the
















Typically, m0 and v0 are initialized to zero, introducing a bias toward zero3.
As such, the authors multiply by the fraction in front to compensate for this
3It took me longer than I’d like to admit to understand what this terminology meant. When
you force the first term in what is essentially an average to be zero, you bias the average
“toward zero” and the running average will underestimate the true average. The effect of such
bias decays exponentially with the number of terms in the average, and thus the βt terms
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bias. β1 and β2 are typically left unchanged at default values of 0.9 and 0.999,





θt+1  θt − ut . (2.26)
There are several other, lesser-used optimizers, but as of writing, Adam is gen-
erally preferred as the best all-around optimizer for general tasks, since it
combines the features of stochastic gradient descent with momentum, and the
adaptive per-parameter learning rates introduced with Adagrad, and refined
in Adadelta and RMSProp. Sebastian Ruder provides an excellent comparison
of the most common optimizers is his report in ref. [90].
When training a neural network, it is common to plot the objective function
(loss) as learning progresses. In Figure 2.9, we see several loss curves. Typ-
ically, SGD performs the most poorly and is rarely used in practice. We can
see that Adagrad suffers from stagnation, learning quickly at first, but being
overtaken by other methods. It’s important to note that these are just exam-
ple curves for a single application; optimizers behave differently for various
problems depending on a huge number of factors. It is also clear in hindsight
to see which optimizer performed the best; clearly Adam is the best choice in
this specific case if the computational budget permits 1 million iterations. One
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Figure 2.9: Plotting the loss as training proceeds is a common way to monitor
the training process. Here we see curves demonstrating what one could expect
from several optimizers.
million iterations is arbitrary; we could have stopped training at 50 000 itera-
tions, at which point the picture would appear very different. There are many
considerations when selecting an optimizer, that make no single optimizer the
best: perhaps the computational budget is low and will not afford the ability to
investigate the effect of different learning rates. In this case, Adadelta might
be enticing as there is no need to set a learning rate. Perhaps we have a huge
amount of computational resources available to us, but we have a tight dead-
line in real time. In this case, it is probably best to just choose a good standard,




It is useful to note that the term “gradient descent” is used as a collective
term to refer to all of these flavours of gradient-based optimization strategies.
2.1.6 Hyperparameters
By now, we have talked a lot about parameters, which are the variables that are
being directly modified by the learning algorithm. There are, however, many
other parameters that greatly affect the training process and the performance
of a neural network. These parameters are not involved in the automatic differ-
entiation and are modified by hand by the researcher. As such, they are called
hyperparameters, and a good portion of the research time and resources in
developing a model are allocated to the determination of good values. Hyperpa-
rameters comprise such quantities as the learning rate and decay parameters
in optimizers, parameters associated with regularization methods (discussed in
Section 2.1.7.2), but other, more conceptual quantities can also be considered
hyperparameters. The batch size, number of hidden layers, width of hidden
layers, the total number of training examples, and even the choice of optimizer
itself must be determined by the researcher when developing a model.
A common approach is to perform a grid search [91], defining a range for
each parameter and iterating over selections from this range to find optimal
values. For a very small number of hyperparameters, this can work, but with
a larger number, this becomes infeasible. In such cases, random search [92]
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can actually perform better. More intelligent optimization strategies using
Bayesian optimization have also been used [93]. No matter the method, it
is a particularly difficult task because training for a short amount of time,
as demonstrated in Figure 2.9, does not necessarily lead to results that are
indicative of the long term behaviour. In most cases, unless extremely high
performance is necessary, or the problem at hand is unstable or very difficult,
it is sufficient to choose “reasonable” values without the grand expense of a
comprehensive hyperparameter tuning experiment.
2.1.7 Overfitting
A perennial problem in machine learning is the trade off between bias and vari-
ance. In this context, bias refers to error in predictions due to the inability of
the chosen model to capture the relationships in the data. Using linear regres-
sion on a nonlinear problem is an extreme example; no amount of training or
additional training data will reduce the underfitting of a high-bias model. Bias
is clearly not good and you can reduce bias by increasing the complexity of the
model (adding layers, widening layers, etc.), however at some point, the model
will begin to overfit the training data, leading to what is known as high vari-
ance. Balancing bias and variance is an important part of designing machine
learning models.
The goal of machine learning is to model the trends present in some training
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data, and then be able to apply the model to new data. As such, we say we want
the model to be “generalizeable” to new data. Overfitting (high variance) is
a major concern with neural networks because of the typically large number
of parameters (usually numbering in the millions), and the relative sparsity
of training data. Overfitting occurs when the model is tuned to perform so
well on the training set that it fails to generalize to new data. Figure 2.10a
demonstrates this phenomenon. The red dots represent the training data, and
the orange curve represents a polynomial that has been overfit to the training
data. We can see here that, between training examples, the polynomial fails to
capture the true distribution of data (green crosses) and would therefore fail to
correctly predict the y coordinate of a green cross.
2.1.7.1 Detecting overfitting
In order to detect overfitting, the training data is split into two separate data
sets at random, which we call the “training” data set, and the “validation” data
set4. One might typically choose to use 90% of the data for training and re-
serve 10% for validation. The way this helps detect overfitting is quite simple:
we train the model only on the training set, and monitor the loss as train-
ing proceeds. Additionally, every so often, we use our trained model to make
4Sometimes the data is split into three data sets, with the third set being labelled the “test-
ing” data set. For our purposes, we will combine the concepts of validation and testing sets into
one set that we will formally call the validation set. In some included publications, we use the
















Figure 2.10: a) The orange function is fit to the red points and models them
perfectly, however if we look at more points from the same generating distribu-
tion (green crosses), the orange fit fails to represent these completely. In this
case, we say that the model is overfit to the red training data and fails to gen-
eralize. b) When monitoring loss during training, one should set aside some
training examples to act as a “validation set”. When the loss on the validation
set begins to increase, while the loss on the training set continues to fall, the
model is overfitting to the training set.
predictions on the data in the validation set and record its loss as well. The
validation loss should always be greater in magnitude than the training loss
(although there are rare but valid technical reasons5 why this could not be the
case), and both losses should decrease on average over the training process. At
some point, we expect overfitting to occur, and when this begins to happen, the
performance of the model on the validation set will suffer, and the validation
loss will begin to rise. Figure 2.10b demonstrates this process. As loss can
5If training loss is calculated after each iteration (every batch) and validation loss is calcu-
lated after every pass through the training set (every epoch), then the validation loss benefits
from more weight updates, and thus could appear lower than the training loss
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fluctuate during training due to the stochasticity in batch gradient descent, it
can take several iterations to be able to identify with certainty that the vali-
dation loss is increasing, and therefore it is important to frequently save (i.e.
“checkpoint”) the model parameters so it is possible to roll back to near where
the validation loss achieved its minimum.
2.1.7.2 Regularization
We can detect overfitting, but it would be better to prevent it, or at least delay it
so that the validation loss achieves a lower value before overfitting. The easiest
way to prevent overfitting is to use more training data. Including more training
data means that a model of the same capacity (i.e. number of parameters) will
not be as capable of fitting to specific examples. Of course, in some situations,
data is limited or difficult to acquire and it is not possible to acquire more.
Taking the opposite approach, it is sometimes sufficient to reduce the model
capacity; decreasing the width and depth of a network reduces its ability to
“memorize” training examples. This, of course, can also hinder the ability of
the network to learn complex features, and doing so, like many other aspects
of machine learning, is a balancing act.
To reduce the burden of finding the precise ratio of training data to network
capacity that prevents overfitting, researchers have come up with methods, col-
lectively called regularization, that make models less susceptible to overfitting,
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but also retain the network capacity in the event that the true problem requires
it. Encouraging the magnitudes of parameters to be small assists in the pre-
vention of overfitting, as it makes it more unlikely that a single weight could
be tuned to detect a single training example, thus encouraging the weights to
“work together” to detect features. Such encouragement mathematically takes
form as a penalty on the loss function. Typically, either an L1-norm is used:









where in both cases J0 is the unregularized loss function, e.g. Equation 2.2.
In this section I will refer to L1- and L2-regularization as “L1” and “L2” for
simplicity. L1 has the beneficial consequence of pushing weights that have lit-
tle impact on the output to zero, allowing the compression of a network (zero
weights need not be stored or computed as weights contribute through a sum-
mation). In the case where L1 is used on the input layer, it can serve as an
indicator that a feature is not important, and can thus be omitted from the
data set completely. Figure 2.11a demonstrates the differences between the
two regularization methods for a two-parameter model. A hypothetical loss
function is plotted as contour lines with a black point at the global minimum.
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Two isolines of constant unit regularization penalty are plotted: 1  |θ1 | + |θ2 |
representing L1 penalty and 1  θ21 + θ
2
2 representing the L2 penalty. Suppos-
ing the global minimum is outside the constraint region, the lowest possible
loss that can be achieved with L1 (at constant regularization penalty) occurs
when θ2  0. In this case, θ2 is the least descriptive weight, meaning varying
it has less effect on the cost than varying θ1, and thus L1 would kill it off.
L2 on the other hand, results in a lower overall cost but preserves the mag-
nitude of both weights. Recall that the regularization terms are added to the
cost function and are thus minimized via the optimizer. Thus, the regulariza-
tion term encourages the contraction toward zero of the regularization bound-
aries shown here, and both L1 and L2 encourage the magnitude of weights to
be reduced.
A different regularization approach that has gained popularity is called
dropout [79,94]. Dropout works by randomly removing different neurons from
the neural network (i.e. setting node activations to zero), at the beginning of
every forward pass. A diagram of what this could look like is shown in Fig-
ure 2.11a. The probability of a given neuron being removed is controlled by
a hyperparameter p; the authors suggest that p  0.5 is generally suitable for
hidden layers, and a value closer to p ≈ 0 is best for input layers [79]. When the
input to a latter node is removed due to dropout in the previous layer, the re-
maining inputs must be scaled accordingly. Dropout should be disabled during
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Figure 2.11: a) The effective difference between L1 and L2 regularization is
demonstrated on a two-parameter model. The contours represent the loss func-
tion, with the black point representing the global minimum. Two isolines of
unit regularization penalty are plotted. Under L1-regularization, the lowest
loss value is obtained through zeroing θ2, while with L2-regularization, both
parameters together obtain the lowest loss value. b) We plot a schematic of the
effect of using dropout. Every time the network is evaluated, weights are set
to zero at random. This reduces the dependence upon individual weights and
forces weights to “work together”.
validation.6 Dropout prevents overfitting by preventing codependence of neu-
rons in a neural network; it forces neurons to act independently as they cannot
trust the output of other neurons being present, and are therefore hindered in
their fitting ability. Dropout is essentially a stochastic way to contemporane-
ously train an ensemble of neural networks that all are tasked with predict-
ing the same output. When it comes time for inference, dropout is disabled,
and outputs are effectively the averaged samples of many neural networks.




Dropout leads to the inclusion of more neurons, and thus dropout is an effec-
tive, but not necessarily an efficient way to perform regularization.
2.1.8 Initialization
For the optimization process to be efficient, one needs to choose good initial val-
ues for all trainable parameters. Different parameters must be chosen for each
neuron so as to break symmetry (identical weights belonging to two different
neurons with identical activation functions will always result in the same gra-
dients via backpropagation and thus the same optimizer updates and thus the
two neurons will remain identical forever.
One way to break symmetry is to generate the parameters randomly. Al-
most always, weights are drawn from a normal distribution or a uniform dis-
tribution, and biases are set to some constant value (another hyperparame-
ter) [98]. However, if the initial parameters are too large, activation func-
tions will saturate and learning will be slow due to vanishing gradients. Large
weights will cause large gradients which can lead to instability in the gradient
descent process. If parameters are initialized too small, then it will take a very
long time for symmetry to be broken and for neurons to specialize to different
features.
An initialization strategy proposed by Xavier Glorot and Yoshua Bengio [99]
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is to sample weights from a uniform distribution












where m and n represent the number of input and output connections of a
given layer, respectively. This scheme is interchangeably referred to as Xavier
initialization and Glorot Initialization, and is usually a sufficient balance.
2.1.9 Classification
So far, we have only used mean-squared error as a loss function, which is ap-
propriate for regression tasks (i.e. tasks where we are predicting continuous-
valued functions). Neural networks are commonly used for classification
tasks as well, that is, tasks where the desired output is interpreted as a cate-
gorical assignment of the input data. It is common to “one-hot encode” such an
output, where the labels in the data set are encoded as a vector of zeros, with a
single unit-valued entry corresponding to the correct category. The neural net-
work is then tasked with outputting a similar vector, and through training, we
hope that the neural network predicts low values for vector elements that do
not correspond to the true category, and a high value for the element that does.
An example classification of an image of a cat is shown in Figure 2.12. The













Figure 2.12: When features pertaining to a cat are fed into an animal-
classifying neural network, the output node with greatest activation corre-
sponds to the “choice” the neural network is making. Such networks are
trained using one-hot encodings as ground truth labels, such as the vector of
zeros and one shown on the right.
is classifying correctly. The moose and deer labels are slightly more activated
than those of goose and loon; this can be attributed to the fact that a cat visu-
ally shares more similar features with the ungulates, and much less with the
avians.
In classification tasks, it is common to feed the unactivated output of the
final fully connected layer (z) through a softmax layer, which computes the
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softmax function over all k classes:
f 




, for j  1, ..., k
 . (2.30)
This produces a normalized output which can be interpreted as the probability
of the input belonging to class j. The output of the softmax function is then






y j ln f j + (1 − y j) ln(1 − f j)
)
for j  1, .., k , (2.31)
where f is the output of the softmax function, and y j are the corresponding
correct values (labels). This is the quantity that is optimized during training
(the loss).
2.2 Convolutional Neural Networks
2.2.1 Motivation
All of the neural networks presented so far are of the fully-connected variety.
These networks excel when applied to unstructured data. Typically they are
limited to the number of input features due to computational complexity. If,
however, the input is structured (such as in the way the pixels in an image
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are), utilizing an MLP is wasteful for two main reasons, and often infeasible
anyway.
Firstly, images are inherently translationally invariant. A cat is a cat whether
it appears in the top right, or the bottom left of an image. An MLP has no way
to capture translational invariance, and must develop features to detect both
top-right cats and bottom-left cats, and cats at any other region of the input
space.
Secondly, nearby pixels are highly correlated and work together to form
larger scale structures. For example, the nose of a cat comprises many pixels
that are all within the same region, or receptive field, and effectively detect-
ing this has little to do with the distant pixels on the other side of the image.
The receptive field in an image is limited in extent.
Furthermore, images are commonly many hundreds of pixels in a single
dimension, resulting in thousands, or even millions of input pixels. A fully-
connected network is infeasible, as an input layer of such a size would require
millions, if not billions of weights.
Convolutional neural networks (CNNs), proposed by Yann LeCun in 1990
[100] solve all of these shortcomings. In a convolutional neural network, the
learnable parameters are grouped together in what are called filters (what a
mathematician might call a kernel). During the forward pass, D individual
kernels are convolved with the input data, creating a new feature map. Deep
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convolutional networks chain together many convolutional operations in suc-
cessive layers7. Usually some type of size-reduction method is used to reduce
the spatial extent of the feature maps. This could be in the form of pooling
or strided convolutions. All of the previously established techniques still ap-
ply, such as activation functions on the layer outputs, dropout can be used to
prevent overfitting, et cetera.
CNNs didn’t hit their stride until 2012 when Krizhevsky, et al. used a CNN
[101] to beat the ImageNet challenge, significantly surpassing other methods
of the time. Since this, CNNs have become ubiquitous in the field of deep
learning and much development has been spent improving their performance.
The response of hardware manufacturers in the development of specialized
hardware (NVIDIA’s Tensor Cores) that excels at low-precision (most images
only use 8 bits per channel) convolutional operations has further accelerated
the development and widespread use of CNNs.
2.2.2 Details
For the purposes of further discussing the CNN, let us assume a two-dimensional
input of size C × L × L (i.e. a C-channel image of size L × L pixels; for a photo-
graph, C  3 for red, green, and blue). The principles are the same in higher
and lower dimensions. Figure 2.13 shows a possible first layer of a convolu-





x ∈ RL×L×C w ∈ RC×K×K×D x ∗w z σ(z + b)
Figure 2.13: The first convolutional layer of a CNN could look like this. An
input image comprised of C  3 channels is convolved with D  2 kernels of
size K×K. Since there are three input channels, each of the two kernels is of size
3×K×K. In this example K  5. The outputs of the convolutional operations are
summed element-wise for each filter separately, mixing together the channels.
A bias b is added, and an activation function is applied. These final images, or
“feature maps” would serve as the input to a subsequent convolution layer, and
the process repeats for many layers in the case of a deep convolutional neural
network.
tional neural network. The three RGB input channels are convolved with a
kernel of weights of shape w ∈ RC×K×K×D. D controls the width of the layer and
can be thought of as another hyperparameter. D directly relates to the num-
ber of feature maps produced by the layer, and thus affects the model capacity
greatly. The size of the kernel is defined by K and effectively sets the length
scale on which the layer can detect features. When performing the convolution,
there are usually a number of choices to make. Firstly, the type of padding used
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is important both for consistency with the data as well as managing the size
of the feature maps flowing through the network. There are several common
types of padding:
• no padding - if no padding is used, the output feature map will be smaller
in size than the input, as the edge pixels must be skipped in order to fit
the kernel inside the image. The reduction in size is dependent on the
kernel size. Usually this is called “valid” padding.
• constant padding - the perimeter of the input can be padded with a con-
stant value to preserve the output size. The constant value is most often
zero, and thus this is commonly referred to as “zero padding”. Since the
output is the same shape as the input, it belongs to a class of padding
methods commonly called “same” padding.
• reflected padding - another “same” padding method, this method reflects
the pixels at the edges to produce an output of the same size as the input.
• periodic (circular) padding - useful in situations where the input data is
periodic (i.e. defined on a circle (1d) or torus (2d)), which is often the case
in computational materials science applications.
In any case when padding is used, the amount of padding is denoted by P,
for example, if one pixel is added to all four edges of a two-dimensional input,
the padding amount would be P  2 (one pixel added on each side).
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In addition to padding, convolutional layers often employ strided convolu-
tions in order to reduce the size of the feature maps. Reducing the size of
the feature maps is beneficial as subsequent layers will require far fewer cal-
culations as there will be fewer pixels in the image. Additionally, decreasing
the size of the feature maps allows subsequent layers to learn a hierarchy of
features with much smaller convolutional kernels than would otherwise be re-
quired. Instead of sliding the kernel one pixel at a time, a strided convolution
slides the kernel by S pixels, thus reducing the size of the feature map by a
factor of 1/S.
For a given convolutional layer, the spatial size of the output L′ can be cal-
culated based on the size of the input L, the kernel size K, the padding amount
P, and the stride length S, through
L′ 
L − K + P
S
+ 1. (2.32)
In a deep CNN, a number of convolutional layers are chained together, giv-
ing the network its depth. The subsequent layers work qualitatively in much
the same way as in an MLP, learning to extract a hierarchy of visual fea-
tures. After the desired depth of convolutional network is reached, the final
feature maps are most often8 flattened to a single vector and fed through a
fully-connected network, which performs a final weighted reduction to the de-
8except in the case of novel architectures such as fully-convolutional networks [102]
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sired output shape, perhaps a one-hot encoding for a classification task, or a
vector of numbers for a multi-dimensional regression task.
When one is designing a CNN architecture, the choices of K, P, and S place
an upper bound on the depth of the network (i.e. the number of layers that
are possible), as each layer has the potential to reduce the size, and there is of
course a lower bound on the useful size of an image.
Backpropagation of gradients through convolutional layers works in the
same way as multilayer perceptron networks. CNNs still employ the same
“weights × input + bias, fed into nonlinearity” paradigm as MLPs, however
the gradient of each parameter will be averaged over not only training exam-
ples, but also the several input features (pixels) that get multiplied by that
particular weight in the forward pass. This results in a significant amount of
bookkeeping, but is swept under-the-hood in most deep learning frameworks
that offer automatic differentiation (e.g. TensorFlow [34] and PyTorch [35]).
2.3 Generative models
So far, we have only discussed supervised, predictive models, that is, models
that map an input to a deterministic output. Machine learning can do far more
though, and generative models are promising approaches for a variety of appli-
cations. Instead of fitting a function, generative models can be formulated as a
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maximum-likelihood problem. The objective of a maximum-likelihood problem
is to find a parameterized distribution that maximizes the probability that the
observed data (the training set, pdata) comes from our model distribution. That
is, we wish to find the parameter set θ∗ such that
θ∗  arg max
θ
Ex∼pdata log pmodel(x|θ). (2.33)
The way in which we represent and train pmodel is what separates different
techniques in generative machine learning. Some techniques, such as deep be-
lief networks [103], PixelCNN [104], variational autoencoders [105], and Boltz-
mann machines [106–108] attempt to learn a functional form of this distribu-
tion directly. These are known as explicit density generative models because
they explicitly model the probability density function. Other generative meth-
ods learn instead an internal representation that can be sampled to obtain
examples that come from pmodel (which we desire to match the underlying dis-
tribution pdata), but one cannot query for this probability directly. These are
the class of implicit density generative models. Implicit generative models
are based on the core premise that in order to synthesize example data, an un-
derstanding of the relevant features must be somehow present in the model,
and the training procedure attempts to learn these relevant features, usually
in the form of optimizing a set of coefficients in a function that transforms ex-
amples drawn from a latent distribution pz into examples from pmodel that are
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indistinguishable from examples drawn from pdata.
2.3.1 Generative adversarial networks
Most important for the contents of this dissertation is the generative adver-
sarial network (GAN). The GAN [109] became a relatively widespread phe-
nomenon after Goodfellow’s 2014 introduction of the method. The GAN is the
combination of two “players” (separate neural networks), working against each
other as adversaries. One player acts as a generator, taking a vector of random
noise z as input and transforming these to examples that ideally come from the
pdata distribution. The other player works as a discriminator and learns to tell
the difference between examples coming from the generator and true, ground
truth examples. These players are trained simultaneously with the generator
trying to trick the discriminator, and the discriminator learning how to bet-
ter tell apart the generator’s propositions from the true training examples. A
successfully trained GAN converges to a state where the generator is so good
at producing examples that the discriminator cannot tell the generated exam-
ples from the ground truth examples. The key to the success of this method is
that the generator is provided with hints about its failure in the form of the
gradients, i.e. both the generator and discriminator perform backpropagation
using the gradients from the discriminator network. This allows the generator
to learn not only whether or not it succeeded in tricking the discriminator, but
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effectively gives it access to the reasoning behind its success or failure.
Formally, let us assume we have a collection of data x ∈ RS (a training set)
of uniform shape S. This data set pdata is a glimpse into an underlying distri-
bution px. Let us define a prior distribution pz(z), and a neural network Gθ′(z)
that is parameterized by parameters θ′. The desire is to have Gθ′ transform
samples drawn from pz into samples that appear to come from px; Gθ′ repre-
sents the model distribution pmodel. We define a second and different neural
network Dθ(x) parameterized by parameters θ that outputs a single scalar
value between 0 and 1. Dθ(x) directly represents the probability that x comes
from px rather than pmodel. Through training, we wish to maximize the prob-
ability that Dθ assigns the training examples and samples from Gθ′ correctly.
Since Gθ′ generates examples from noise, and Dθ discriminates between gen-
erated and data set examples, we call the two networks the generator and
discriminator, respectively.













The generator and discriminator can also be provided with labels y for the
true examples. This is called conditioning and acts to help stabilize the gener-
ative adversarial network [110], improving the notoriously sensitive training
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log Dθ(x |y) + E
z∼pz
log(1 − Dθ(Gθ′(z |y)))
]
. (2.35)
In a conditional GAN, the conditioning happens through the addition of an
extra input to both the generator and the discriminator. The discriminator is
provided with “true” labels when it sees an example from pdata, and thus learns
an internal interpretation of this value. Since the discriminator can use this
additional piece of information to base its classification on, the generator must
learn to produce examples that realistically correspond to the conditioning data
that it receives as input.
Once the GAN is trained, the generator is capable of converting random in-
put into realistic looking data, and can be limitlessly sampled to augment data
sets [112–115], perform image super-resolution [116], image-to-image transla-
tion [117], and cross-domain tasks, such as pairing shoes with matching hand-
bags [118], and even generating an image, given a text caption [119]. They





As discussed, generative adversarial networks are implicit density models,
meaning that they provide a way to draw samples from probability distribu-
tion pmodel, which we hope through training, will eventually produce results
that are indistinguishable from those samples x drawn from the data distribu-
tion px. We need a way to compare these two distributions so that we can quan-
tify how much they differ and thus construct a loss function to minimize this
discrepancy. One standard method to compare distributions is the Kullback-
Leibler (KL) divergence.
The KL divergence between two distributions p(x) and q(x) is defined as









Note that since a GAN is an implicit density model, we must operate on
samples drawn from the distributions and thus will write these integrals inter-
changeably as expectation values, since
∫
x
p(x) f (x) dx  Ex∼p(x)[ f (x)].
KL divergence is a poor metric to use, however, since it is not symmetric. If
p(x) and q(x) are disjoint (as almost certainly pmodel and px are) in some regions
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either q(x) will be zero, causing KL divergence to be infinite, or p(x) will be zero
causing q(x) to be irrelevant.
Traditional GANs employ the Jensen-Shannon divergence [109]:



















effectively a symmetrized form of the KL divergence. JS divergence is de-
fined (but constant) in disjoint regions where either p(x) or q(x) are zero. When
the two distributions overlap, JS divergence goes to zero. The problem with
this metric is that GANs produce distributions with very low support (e.g. the
multidimensional distributions have very sparse spikes), and in such a case JS
divergence provides only a measure of whether the distributions match, but no
feedback as to how to improve overlap if they do not match. Take Figure 2.14a
and its caption as an example. This discontinuity manifests as unstable train-
ing and mode collapse during training.
Thus, researchers proposed [121] using the Wasserstein distance metric in
the loss function. This metric, also known as the “earth mover distance” pro-
vides a measure of both how far apart (in x) and different in magnitude the two
distributions are. Wasserstein distance between two distributions p(x) and q(x)
is defined as
W(p , q)  inf
γ∼Π(p ,q)
E(x ,y)∼γ



















Figure 2.14: a) When the low-support (i.e. negligibly wide) distributions p(x)
and q(x) do not overlap, JS divergence is a constant value (log(2)). When the
two distributions overlap, JS divergence is zero. For low-support distributions
(which are the case with GANs), JS divergence provides a very discontinuous
measure of overlap. b) There are an infinite number of ways to move mass
from bars A and B to match bars 1 and 2: some of A could be moved to 1, the
remaining to 2, and B could be moved to 2; alternatively B could be moved to 1
and the remainder moved to 2 and then A could be used to top up 2. Computing
the most efficient way to move this mass (especially in a continuous domain)
means the infimum in the Wasserstein distance is intractable.
Thus we look at distributions p and q and come up with a way to move
“mass” from function q onto function p so that they match while doing the least
possible amount of work (infimum).
Using the same previous example in Figure 2.14a, the Wasserstein distance
evaluates to
W(p , q)  1(‖θ‖)  θ
and thus this improved metric is a function of the distance between the two
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distributions as well as their height.
However, this infimum is intractable. Figure 2.14b gives an example as to
why; essentially there is an infinite number of possible ways to transform any
nontrivial probability mass function into another.










This permits us to deal with the two distributions separately, maximizing the
difference between two identical functions evaluated on samples from p and q
independently.
Now we have two concerns: firstly, we do not know the function C, but we
can modify our discriminator to approximate this function. Now, instead of
being called a discriminator, this neural network is referred to as a critic (it
is no longer discriminating between real and generated examples). Indeed,
now it is just a function approximator so that we can compute the Wasserstein
distance. The second concern is that the KR theorem only holds if ‖C‖ ≤ 1, that
is, if C is 1–Lipschitz continuous. C is 1–Lipschitz continuous if
|C(x1) − C(x2)| ≤ |x1 − x2 | ∀x1, x2 ∈ R.
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The WGAN creators propose that Lipschitz continuity can kind of 9 be achieved
by clipping the weights of D after each update.
Thus, the objective function for our WGAN will be a minimax game between













where θ are parameters of the critic neural network and θ′ are parameters
of the generator neural network. After each weight update of the discriminator,
weight clipping enforces
θ  min(max(θ,−ε), ε),
where ε is a clipping threshold to enforce Lipschitz continuity.
Since a function is 1-Lipschitz continuous if it has gradients with at most
unit norm, another way to encourage Lipschitz continuity is through regular-
ization which penalizes the critic based on the magnitude of its derivative dur-
ing training. This is discussed more in Supplementary material of Section A.









st     at
Uses rt to 
improve π
at      (st+1, rt)
Reward, rt
Figure 2.15: The general setup of RL algorithms. An environment emits a
state observation st . The agent processes this observation with its policy π,
producing a choice of action, at . The environment evolves by taking this action,
ending up in state st+1. Additionally, some associated reward is provided to the
agent. The agent can then use this to improve its policy.
2.4 Reinforcement Learning
For most of its history, the field of reinforcement learning (RL) has evolved sep-
arately from machine learning and neural networks. In reinforcement learn-
ing, an entity, which we will call an agent, residing in state st at time t, learns
to take an action at that maximizes a cumulative reward signal R by dynam-
ically interacting with an environment [122]. Through the training process,
the agent arrives at a policy π that depends on some observation (or “state”)
of the system. Figure 2.15 shows the general flow of reinforcement learning
algorithms.
In the case of simple tasks, π could simply be the action of choosing the best
option from a lookup table of all possible states, with corresponding ideal ac-
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tions associated with each state. Learning how to fill in this lookup table from
experience interacting with the environment is the process of reinforcement
learning (specifically Q learning [105]).
In recent years, deep neural networks have taken over as the de facto func-
tion approximator for the policy function, and thus the field of deep reinforce-
ment learning was born. Deep RL has seen unprecedented success, achiev-
ing superhuman performance in a variety of video games [14, 123–125], board
games [15,19,126], and other puzzles [127,128].
Many different reinforcement learning algorithms exist, and the first dis-
tinction to be made between classes of algorithms is whether an algorithm
is model-based or model-free. In model-based RL, the agent either learns
[129, 130] or is provided a model [19] of state transitions. As such, the agent
has access to information about which state st+1 it will arrive in if it takes
action at from state st . This is commonly used for long term planning [19].
The opposite of this, model-free RL, employs no model about state tran-
sition probabilities and attempts to directly optimize for reward. In this case,
there are several approaches as to what quantity to optimize. Policy gradient
methods optimize the policy πθ directly using gradients of an objective function
J(πθ). They are known as on-policy methods because they only use samples
generated from the current policy (e.g. the current set of weights) to perform
weight updates. Asynchronous Advantage Actor Critic [131], Proximal Policy
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Optimization [132], and Trust Region Policy Optimization [133], are examples
of policy gradient methods.
An alternative approach is to focus on learning an approximation Qθ(s , a)
for the action-value function. As the ideal action-value function is usually de-
noted as Q∗, this approach is known as Q-learning. When a deep neural
network is used as the approximator Qθ, it is referred to as a Deep Q Net-
work [14]. In Q-learning, weight updates to the Q function are performed off-
policy, making the method very sample-efficient since a buffer of past samples
can be maintained and reused.
Policy gradient methods are typically more reliable and stable in training,
given that they directly optimize the policy function. Q-learning is less sta-
ble, but far more sample efficient given its off-policy nature. A drawback of
Q-learning is that it is only defined for discrete action spaces, and it is inca-
pable of (without modification) handling continuous action spaces. It turns out
that combining both of these approaches leads to very good performance, and
some state-of-the-art algorithms do just this, such as Deep Deterministic Pol-




2.4.1 Proximal Policy Optimization
I will introduce, in detail, one algorithm, proximal policy optimization (PPO)
[132] since it is used in a work in this dissertation.
First we define our policy π(at | st) as the likelihood that the agent will take
action at while in state st ; through training, the desire is that the best choice of
action will become the most probable. To choose an action, this distribution can
be sampled. With deep RL, it is common to use a neural network (parameter-
ized by weights θ) to represent the policy, and thus we denote the policy with
a subscript θ. By assuming that πθ(at | st) is a normal distribution and inter-
preting the output nodes of the neural network as the mean, µ, and variance,
σ2, we can then input the state into the neural network, obtain the moments of
the normal distribution, and sample this distribution to obtain an action.
We define a function Qπθ(st , at) as the expected future discounted reward if
the agent takes action at at time t and then follows policy πθ for the remainder
of the episode. We additionally define a value function Vπθ(st) as the expected
future discounted reward starting from state st and following the current pol-
icy πθ until the end of the episode. We introduce the concept of advantage,
Ât(st , at), as the difference between these two quantities. Qπθ and Vπθ are not
known and must be approximated. We assume the features necessary to rep-
resent π are generally similar to the features necessary to estimate the value
68
CHAPTER 2. METHODS
function, and thus we can use the same neural network to predict the value
function by merely having it output a third quantity.
To train the network, we need to define a cost function. Since At can be
thought of as “how much better than expected it actually was to take action
at”, and πθ(at |st) as “how likely it is to take action at”, it makes sense to couple
these together; good actions should be more probable, and bad actions should
be less probable. We construct the typical policy gradient cost function by cou-




log πθ(at | st)Ât
]
,
which we want to maximize by modifying the weights θ through the training
process. It is, however, more efficient to maximize the improvement ratio rt of












Note, however, that maximizing this quantity can be trivially achieved by mak-
ing the new policy drastically different from the old policy, which is not the de-
sired behaviour. The PPO algorithm [132] deals with this by considering only






min(rt(θ)Ât , clip(rt(θ), 1 − ε, 1 + ε)Ât)
]
.
To train the value function estimator, a squared error is used, that is,




and to encourage exploration, an entropic regularization functional S is used.
This all amounts to a three-term cost function
LPPO(θ)  Êt
[
LCLIP(θ) − c1LVF(θ) + c2S[πθ](st)
]
,
where c1 and c2 are hyperparameters.
At the core of reinforcement learning is the concept of reward engineering,
that is, developing a reward scheme to inject a notion of success into the system.
When discussing the reward scheme of a problem there is a distinction to be
made between tasks that provide frequent feedback through the reward, and
tasks where reward is delayed. A problem can be one of sparse reward, that is,
not every action corresponds directly to a reward. Commonly in problems like
these, reward is provided only at the termination of an episode, or infrequently
throughout. Since the only feedback that an agent gets as to its performance
is the reward, sparse reward schemes are thus considerably more difficult to
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learn. This is known as the credit assignment problem (CAP).
Sometimes reinforcement learning practitioners create auxiliary reward schemes
to provide frequent feedback to assist in the CAP for tasks with severely-
delayed reward, however, this can sometimes have surprising results with





3.1 The importance of training data
Any machine learning researcher will attest to the importance of training data.
So-called “big-data” approaches like deep neural networks often ingest huge
amounts of data, fitting complicated models in an attempt to generalize to new
data. “Real-world” data sets are limited in the amounts and variety of data that
can be collected, perhaps by government regulation, or the mere fact that there
is not an easy way to acquire millions of images of fish, giraffes, or capybaras.
In computational physics, abundance of data is less of an issue; it is usually, at
least in theory, possible to generate an arbitrarily large amount of data using
traditional mathematical tools. Of course, this could possibly mean incurring
great computational expense, but the limitations are not “physical”.
As such, it is easy to generate a large amount of data, and train a model
that, at first glance, performs extremely well. In “Deep neural networks for di-
rect, featureless learning through observation", we learn that the careful sam-
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pling of data is important to train a robust model, and that a high accuracy is
not necessarily a good indication of acceptable generalization.
In addition to this, we show that a neural network can indeed be used to fit
an energy function to sufficient accuracy to reproduce physical phenomena in
simulation and capture the dynamics of a physical system: the ferromagnetic
Ising model. This model is ubiquitous in physics because of its simplicity. It
is well-studied, the mapping from configuration to label (energy) is easy and
quick to compute, and interesting phenomena occurs (phase transition) during
a physical simulation. The fact that the mapping is easy to compute means
machine learning is entirely unnecessary for this problem; it is definitely eas-
ier (and less expensive computationally) to just compute the energy using the
closed-form solution. This is, however, precisely what makes this model a good
candidate for the first foray into machine learning.
Section B.1 discusses the sampling methods used in this work in more de-
tail.
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We demonstrate the capability of a convolutional deep neural network in predicting the nearest-neighbor
energy of the 4 × 4 Ising model. Using its success at this task, we motivate the study of the larger 8 × 8 Ising
model, showing that the deep neural network can learn the nearest-neighbor Ising Hamiltonian after only seeing
a vanishingly small fraction of configuration space. Additionally, we show that the neural network has learned
both the energy and magnetization operators with sufficient accuracy to replicate the low-temperature Ising
phase transition. We then demonstrate the ability of the neural network to learn other spin models, teaching
the convolutional deep neural network to accurately predict the long-range interaction of a screened Coulomb
Hamiltonian, a sinusoidally attenuated screened Coulomb Hamiltonian, and a modified Potts model Hamiltonian.
In the case of the long-range interaction, we demonstrate the ability of the neural network to recover the phase
transition with equivalent accuracy to the numerically exact method. Furthermore, in the case of the long-range
interaction, the benefits of the neural network become apparent; it is able to make predictions with a high degree
of accuracy, and do so 1600 times faster than a CUDA-optimized exact calculation. Additionally, we demonstrate
how the neural network succeeds at these tasks by looking at the weights learned in a simplified demonstration.
DOI: 10.1103/PhysRevE.97.032119
I. INTRODUCTION
The collective behavior of interacting particles, whether
electrons, atoms, or magnetic moments, is the core of con-
densed matter physics. The difficulties associated with mod-
eling such systems arise due to the enormous number of
free parameters defining a near-infinite configuration space
for systems of many particles. In these situations, where
exact treatment is impossible, machine-learning methods have
been used to build better approximations and gain useful
insight. This includes the areas of dynamical mean-field
theory, strongly correlated materials, phase classification, and
materials exploration and design [1–8].
As an introductory many-particle system, one is commonly
presented with the square two-dimensional Ising model, a
ubiquitous example of a ferromagnetic system of particles.
The model consists of an L × L grid of discrete interacting
“particles” that either possess a spin-up (σ = 1) or spin-down
(σ = −1) moment. The internal energy associated with a
given configuration of spins is given by the Hamiltonian
Ĥ = −J ∑ σiσj , where the sum is computed over all nearest-
neighbor pairs (〈i,j 〉), andJ is the interaction strength. ForJ >
0, the system behaves ferromagnetically; there is an energetic
cost of having opposing neighboring spins, and neighboring
aligned spins are energetically favorable.
*kyle.mills@uoit.net
†isaac.tamblyn@nrc.ca
The canonical Ising model defined on an infinite domain
(i.e., periodic boundary conditions) is an example of a simple
system that exhibits a well-understood continuous phase tran-
sition at a critical temperature Tc ≈ 2.269. At temperatures be-
low the critical temperature, the system exhibits highly ordered
behavior, with most of the spins in the system aligned. Above
the critical temperature, the system exhibits disorder, with, on
average, roughly equivalent numbers of spin-up and spin-down
particles. The “disorder” in the system can be represented by
an order parameter known as the “magnetization” M , which is
merely the average of all L2 individual spins.
Configurations of the Ising model can be thought to belong
to one of two phases. Artificial neural networks have been
shown to differentiate between the phases [9,10], effectively
discovering phase transitions. This is, however, merely a
binary classification problem based on the magnetization order
parameter. The membership of a configuration to either the
high- or low-energy class does not depend upon any interac-
tion between particles within the configuration. Furthermore,
convolutional neural networks have been trained to estimate
critical parameters of Ising systems [11]. Machine-learning
methods have been demonstrated previously in many-body
physics applications [6] and other two-dimensional topological
models are discussed frequently [12,13] in quantum field
theory research. However, the use of deep convolutional neural
networks remains infrequent, despite their recently presented
parallels to renormalization group [14] and their frequent
successes in difficult machine-learning and computer-vision
tasks, some occurring a decade ahead of expectations [15,16].
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We demonstrate that a convolutional deep neural network,
trained on a sufficient number of examples, can take the place of
conventional operators for a variety of spin models. Traditional
machine-learning techniques depend upon the selection of a
set of descriptors (features) [17]. Convolutional deep neural
networks have the ability to establish a set of relevant features
without human intervention, by exploiting the spatial structure
of input data (e.g., images, arrays). Without human bias, they
detect and optimize a set of features, and ultimately map this
feature set to a quantity of interest. For this reason, we choose to
call deep convolutional neural networks “featureless learning.”
We take a more in-depth look into this process in the section
titled “A closer look at the convolutional kernels” later in
this work. Furthermore, we demonstrate that a neural network
trained in this way can be practically applied in a simulation to
accurately compute the temperature dependence of the heat
capacity. In doing so, we observe its peak at the critical
temperature, a well-understood [18] indication of the Ising
phase transition. Additionally, we investigate the effectiveness




We used a very simple deep neural network architecture,
shown in Fig. 1. In previous work, we demonstrated that the
same neural network structure, differing only in the number
of repeat units, was capable of predicting quantities associated
with the one-electron Schrödinger equation [19]. In this net-
work, the convolutional layers work by successively mapping
an image into a feature space where interpolation is possible
using a linear boundary. The final decision layers impose this
boundary and produce an output value. Other methods can be
trained in a featureless learning fashion, such as kernel ridge
regression and random forests. We compare our approach to
these methods in “DNN versus other methods” below.
Our neural network consists of 7 subsequent convolutional
layers. We use two different types of convolutional layers,
which we call “reducing” and “nonreducing.”
The 3 reducing layers operate with filter (kernel) sizes
of 3 × 3 pixels. Each reducing layer operates with 32 filters
and a stride of 2 × 2, effectively reducing the data resolution
by a factor of two at each step. In between each pair of
these reducing convolutional layers, we have inserted two
convolutional layers (for a total of 4), which operate with 16
filters of size 4 × 4. These filters have unit stride and therefore
preserve the resolution of the image. The purpose of these
layers is to add additional trainable parameters to the network,
and we have previously [19] found that 2 was a good balance
between speed and accuracy. All convolutional layers have
ReLU (rectified linear unit) activation.
The final convolutional layer is fed into a fully connected
layer of width 1024, also with ReLU activation. This layer
feeds into a final fully connected layer of size 15. This output
can be interpreted as a vector of the probability of membership
to each energy class. For the larger 8 × 8 configurations, there
are 63 possible energy values, and therefore the final fully
FIG. 1. The deep neural network architecture used for predicting
spin model operators. The network consists of 7 convolutional layers
with two fully connected layers at the top. On the left, the output of a
given filter path is shown for an example spin configuration. The final
2 × 2 output is fed into a wide fully connected layer. ReLU (rectified
linear unit) activation is used on all convolutional layers.
connected layer is modified to have a width of 63. This output
is used to compute the softmax cross-entropy loss.
To train the models, we minimized this loss function using
the AdaDelta [20] optimization scheme, with a global learning
rate of 0.001. We monitored the loss function as training
proceeded and terminated training after the loss function
appeared to converge sufficiently.
Training of the models was carried out on a custom-built
computer housing multiple graphical processing units. We used
a custom TensorFlow [21] implementation to make use of the
GPUs in parallel. We placed a complete copy of the neural
network on each GPU, so that each can compute a forward
and back-propagation iteration on one full batch of images.
Our effective batch size was 800 images per iteration. After
each iteration, the GPUs share their independently computed
gradients and the optimizer proceeds to adjust the parameters
in the direction that minimizes the loss function.
The series of convolutional layers in this network is de-
signed to operate on images of size 16 × 16. For this reason,
when training the 4 × 4 Ising model, we perform lossless
upscaling by repeating each row and column 4 times to achieve
a compatible input size. With the 8 × 8 configurations, we
upscale by a factor of 2 to obtain the same input size. This
does not notably affect the performance of the models, and it
permits the use of the same network architecture for both sizes.
In practice, one could use a layout similar to that suggested in
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FIG. 2. The overall accuracy for the model trained on randomly
sampled data is 99.88%; however, the neural network misclassifies
the majority of high- and low-energy configurations. With larger Ising
models, this effect would be more significant as the central degeneracy
is greater.
Ref. [22] to accommodate arbitrarily sized Ising model grids,
including grids differing in size to those in the training set.
III. DATASETS
Two-dimensional spin-model configurations (with the ex-
ception of the Potts model) can be represented as binary-valued
arrays, with each element having a value of either σ = −1
(spin-down) or σ = 1 (spin-up). As such, a simple method to
generate an arbitrarily large amount of training data is to ran-
domly draw the state of each spin, with uniform probability of it
being−1 and 1. This method, while trivially easy to implement,
results in an energy distribution centered sharply around zero
(histogram of Fig. 2), since the central energy levels of the Ising
model are highly degenerate. There is very little probability
of generating a high-energy (“checkerboard”) or low-energy
(“solid”) configuration. This will be problematic to the appli-
cation of the deep learning model, as the neural network will
not have been exposed to features present in the high- and
low-energy configurations during training. We initially trained
the neural network naively on approximately 12 500 randomly
generated training examples. The training dataset contains only
10 343 of the 65 536 possible configurations (16%).
We evaluated this model on the complete set of 65 536 4 × 4
configurations and it achieved an accuracy of 99.88% (99.88%
of the configurations were classified correctly). While this
appears to be excellent performance, closer inspection reveals
that many configurations with energies below−16J , and above
16J , are misclassified, as shown in Fig. 2. This problem would
greatly affect a Monte Carlo simulation replicating the low-
temperature phase transition, as this phenomenon is dependent
upon the correct evaluation of low-energy configurations.
The motivation for a more intelligent sampling method
is clear; a more even distribution of energies is necessary if
one wishes to accurately predict the low- and high-energy
configurations. We implemented a modified form of umbrella
sampling, which we have named “targeted sampling” (TS) in
an attempt to achieve a more even distribution of energies.
This sampling method resembles the Metropolis-Hastings
algorithm in structure, but instead of seeking low-energy states,
we “target” specific energies, accepting configurations that
move us toward the target energy, and rejecting ones (with
a Gaussian probability) that lead us away. In this way, we can
collect examples across the energy spectrum in an intelligent
FIG. 3. When trained on an even distribution of energies (targeted
sampling dataset) the deep neural network was able to classify all but
a handful of configurations. The misclassified configurations appear
central to the energy distribution as there is more variation in this
region.
way, achieving a very even distribution of energies, as seen in
the histogram of Fig. 3.
IV. RESULTS
A. The 4 × 4 Ising model
We begin our investigation with the 4 × 4 Ising model, as
the configuration space is of a manageable size that we can
easily compute all possible configurations (65 536 total unique
configurations). Because of this, we can explicitly evaluate how
well a model performs by evaluating the model on the entirety
of configuration space. The energies of these configurations
are discrete, taking on 15 possible values (for the 4 × 4 model)
ranging from −32J to 32J . The discrete energy values allow us
to treat energy prediction as a machine-learning “classification
problem.” In the areas of handwriting recognition and image
classification, deep convolutional neural networks with such
an output structure have excelled time and time again [23–26].
The value of J can be any constant, as the input and output of
the neural network can be scaled appropriately. In this work
we use J = 1.
We generated three independent datasets, each consisting of
27 000 training examples (1800 examples per class), gathered
using the targeted sampling approach. In Fig. 4, we show the
classification accuracy of the deep neural network with respect
FIG. 4. We investigate how the classification accuracy of the
neural network depends on the number of training examples. Since
27 000 training examples resulted in almost perfect accuracy, we chose
it as the number, giving rise to 1800 configurations per class.
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FIG. 5. Configuration space of the 4 × 4 Ising model. The colors
represent the density of states.
to the number of example configurations provided during
training. Exceptional accuracy is achieved at 27 000 training
examples (1800 per class). Each dataset contains less than 20%
of configuration space (some energy classes are over-sampled
to fill the 1800-example quota). We trained our neural network
architecture on each of these three datasets. The neural network
was able to classify all but a handful of Ising configurations, on
average. On one dataset, it achieved an accuracy of 100%. In
all cases of misclassification, 100% of misclassified examples
only have an error of ±1 energy level, indicating the neural
network is just barely failing to classify such examples. All
misclassified configurations had energies near zero. In this
region there is considerable variation due to the degeneracy of
the Ising model (apparent in Fig. 5), and therefore predictions
based on a uniform number of training examples per class
are slightly more challenging. At the extreme energies (±32),
individual configurations are repeated many times to fill the
quota of training examples. It is worth noting again that this
neural network had access to less than 20% of configuration
space, so it is clearly correctly inferring information about
examples it has not yet seen.
1. The 8 × 8 Ising model
Although the 4 × 4 model is instructive, larger Ising models
such as the 8 × 8 model are interesting since the enormity of
configuration space (28
2 ≈ 1019) precludes training on even
a modest fraction of possible configurations, so the neural
network truly needs to “learn” how to predict energies from
seeing only a minuscule fraction of configuration space.
We performed a convergence study to determine the optimal
number training examples. At 100 000, the neural network is
able to classify 8 × 8 Ising configurations into their 63 discrete
energy levels with 99.922% accuracy as shown in Fig. 6. Note
that we can no longer report an accuracy computed over the
entirety of configuration space, so we must report the accuracy
of the model on a separate testing set of data.
FIG. 6. More training examples unsurprisingly leads to better
performance. At 100 000, the neural network is able to classify 8 × 8
Ising configurations into their 63 discrete energy levels with 99.922%
accuracy. This represents a vanishingly small subset of configuration
space, the entirety of which consists of 264 configurations.
The testing dataset consists of 50 000 examples separated
from the training dataset prior to training. No examples in
the testing set appear in the training set. This is ensured by
separating examples into testing and training based on their
SHA3 hash (see Appendix). Importantly, as with the 4 × 4
model, in the few cases where the model did fail, it did not fail
by very much: 100% of the time, the predicted class is either
correct or only one energy class away from correct. The neural
network does exceptionally well at predicting energies when
only exposed to a small subset of configuration space during
training.
2. Regression
In practice, a deep neural network capable of classifying
configurations into well-defined bins is less appealing than one
which could predict continuous variables. “Real-life” systems
rarely exhibit observables and characteristics that are quantized
at the scales relevant to the macroscopic problem. As such,
this is a good opportunity to investigate a form of deep neural
network output structure known as “regression.” In a regression
network, instead of the final fully connected layer having a
width equal to the number of classes, we use a fully connected
layer of width 1: a single output value. In this case, a softmax
cross-entropy loss layer is no longer appropriate. The simplest
form of loss function for a single-output regression network is
the mean-squared error between network predictions and the
true value of the energy.
We modify the deep neural network in this way to perform
regression. Changing nothing about the training process other
than the loss function, we see that the model performs quite
well, with a median absolute error of 1.782J . With the Ising
model, the allowed energy classes are separated by 4 energy
units, so an error of 1.782J is consistent with the capability of
the network to accurately classify examples into these bins of
width 4. Additionally, we trained the deep neural network to
learn the magnetization; it performs exceptionally well with a
median absolute error of 4 × 10−3 per spin and 2 × 10−3 per
spin for the 4 × 4 and 8 × 8 models, respectively. This is not
particularly surprising as the magnetization is a very simple,
noninteracting operator. This effectively amounts to using a
convolutional neural network to compute the sum of an array;
we present it merely as a demonstration of a neural network’s
ability to learn multiple mappings.
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FIG. 7. The average energy per site at various temperatures, as
well as the heat capacity, C for the 4 × 4 Ising model. The solid
lines and dots indicate the energy evaluation methods used: the exact
Hamiltonian, and DNN, respectively. These results are averaged over
400 independent simulations. The standard deviation is negligibly
small.
3. Replicating the Ising Model phase transition
The Ising model defined on an infinite domain exhibits a
phase transition at a critical temperature Tc ≈ 2.269. For a
finite domain under periodic boundary conditions, however,
a correction factor γ is necessary to compensate for the
correlations between periodic lattice images. This behavior
is discussed in detail in Ferdinand and Fisher’s 1969 work
(Ref. [18]), and in this analysis we will denote the “theoretical”
critical temperature as γ Tc.
Using a Metropolis-Hastings algorithm, one can sample
the configuration space accessible to the Ising model at a
given temperature. Using a Boltzmann rejection probability,
the mean energy per site, Ē, can be computed for a given
temperature. Repeating for various temperatures allows one
to plot Ē against T and observe the phase transition. The
Metropolis-Hastings algorithm, and thus the demonstration of
this phase transition, depends on the accurate evaluation of
Ising configuration energies. As with any mathematical model,
the ultimate test is its ability to make predictions of sufficient
quality that one can recover a physically realistic phenomena.
We generated the phase diagram for the 4 × 4 Ising model,
evaluating the energy using the exact Hamiltonian. Then,
we replaced the magnetization and energy operators with
the trained deep neural networks. The phase diagrams match
exactly and are presented in Figs. 7 and 8.
We repeated this exercise with both the 8 × 8 classification
and regression models, and observe the phase transition. As
Fig. 9 shows, in the case of classification, the deep neural
network is able to learn the energy and magnetization operators
with sufficient precision to replicate the phase transition. In
the case of regression, the phase transition is still observed,
however, at a slightly lower temperature. This is not completely
surprising, as the classification method effectively snaps any
slightly incorrect predictions to the nearest correct value.
4. Long-range interactions
The extent of the traditional Ising Hamiltonian is very short-
range, including only nearest-neighbor interactions. Physical
systems frequently depend on long-range interactions. Herein,
we demonstrate that the same deep neural network is able to
FIG. 8. The magnetization per site at various temperatures for
the 4 × 4 Ising model. The solid line denotes the simulation using the
exact magnetization and energy operators, and the dots represent the
deep-learned energy and magnetization operators. These results are
averaged over 400 independent simulations. The standard deviation
is negligibly small. The horizontal dashed line indicates the mean
absolute magnetization of a purely random distribution of spins (the
entropy-dominating high-temperature limit), which is close to, but
not equal to zero.
learn the energies associated with two long-range interactions.
First, we demonstrate the screened Coulomb Hamiltonian:
the traditional pairwise Coulomb interaction attenuated by an
exponential term [27,28]. We computed this energy for 120 000
8 × 8 Ising configurations using an explicit sum method and
periodic boundary conditions, ensuring the infinite summation
was converged sufficiently for the effective cutoff we used
of 64 units, i.e., 8 times the size of the unit lattice. The
summation is very computationally expensive, as it must be
computed for every pair of spins between the unit lattice and
all periodic images until the effective cutoff radius is reached
and the sum converges. Since the algorithm is amenable to
parallelization, we implemented it in CUDA for performance
FIG. 9. The average energy per site at various temperatures, as
well as the heat capacity for the 8 × 8 Ising model. The solid line
denotes the simulation using the analytic Hamiltonian, the dots repre-
sent the deep-learned Hamiltonian with classification, and the crosses
represent the deep-learned Hamiltonian with regression. The absolute
difference between the per-site-energies obtained from the analytic
Hamiltonian and deep-learned classification model are plotted above.
These results are averaged over 400 independent simulations. The
standard deviation is negligibly small.
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FIG. 10. The average magnetization per site at various tempera-
tures for the (antiferromagnetic) long range screened Coulomb Hamil-
tonian. The solid line denotes the simulation using the numerical
energy operator, and the dots represent the simulation run with the
deep-learned energy operator. The dashed line labeled “random” de-
notes the mean absolute spin of a purely random distribution of spins,
the entropy-dominating theoretical limit for infinite temperature. The
filled area represents one standard deviation of the mean.
[29]. We trained our deep neural network to perform regression
on a set of 100 000 examples, and tested the network on a
nonintersecting set of 20 000 examples. Our neural network
is able to learn this long-range Hamiltonian with considerable
accuracy, performing with a median absolute error of 0.640J
energy units. The performance of the model is shown in
Fig. 11(a).
Furthermore, we repeated the Metropolis-Hastings simu-
lation and discovered a phase transition as the temperature
increases. We then tuned our neural network to this “thermally
sampled” data and repeated the simulation. The results are
plotted in Fig. 10. Since this Hamiltonian represents an
antiferromagnetic interaction, the most energetically stable
configuration is the “checkerboard” configuration, in contrast
to the ferromagnetic Ising model. At (very) high temperature,
the mean absolute magnetization approaches a value consistent
with a purely randomly drawn set of spins. Again our model
performs well, matching the numerical simulation well.
Second, to demonstrate the applicability of such a deep
neural network architecture to arbitrary long range interac-
tions, we modified the screened Coulomb Hamiltonian to have








where the summation, like in the screened Coulomb Hamil-
tonian, is carried out over all combinations of spins between
the configuration and all neighouring periodic images out to
a radius of rcut. This is, intentionally, a completely arbitrary
modification to the Hamiltonian made to demonstrate the
wide generalizability of the deep neural network approach.
Following an identical training procedure as the screened
Coulomb Hamiltonian, the deep neural network was able to
make predictions with an accuracy of 0.253J energy units.
The performance is plotted in Fig. 11(b).
While the accurate learning of the long-range interactions
is in itself impressive, additionally the deep neural network
drastically outperforms the explicit calculations in terms of
speed. The deep neural network can make predictions at a rate
1600 times faster than the CUDA-enabled “exact” calculation
(performing at comparable median error), when running on a
single NVIDIA Tesla K40.
5. A modified Potts model
Our approach is not limited to discrete spin values. The
planar Potts model is a generalized form of the Ising model
wherein the set of possible spin states is expanded to include
more than just binary spin-up and spin-down states [30]. The




cos(σi − σj ). (2)
FIG. 11. The deep neural network is able to learn arbitrary long-range interactions with high accuracy. Here we plot the DNN-predicted (a)
screened Coulomb energy, and (b) sinusoidal screened Coulomb energy against the explicitly calculated energy for the 20 000 examples in the
test set. The training and test set are randomly sampled.
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FIG. 12. The deep neural network is able to learn the nonbinary-
state Potts Hamiltonian with a MAE of 0.542J on a randomly sampled
dataset.
In his analysis, Potts [31] used discrete spin values. We train
a regression model to compute the energy of Eq. (2) using a
continuum of spins randomly generated on the interval [0,π ).
Our neural network is able to learn the mapping after observing
500 000 examples with a MAE of 0.542J . In Fig. 12 we plot
predicted energies against the true energies.
6. Disordered Hamiltonians and off-lattice models
Disordered Hamiltonians are designed to model systems
where particles do not form a regular lattice. Because of the
irregular interatomic spacing, the bonds within these structures
experience differing amounts of compression and expansion.
“Spin” Hamiltonians attempt to map the disorder in atomic
positions (off-lattice) to a regular (on-lattice) model with
disordered interactions instead. Treating spin-glass materials
with convolutional neural networks should be possible, but
encoding the disorder into the Hamiltonian (i.e., creating an
on-lattice model) is not, as it introduces spatially dependent
operators, a feature inherently (and intentionally) ignored
by convolutional neural networks. Rather, one could use an
off-lattice model such as those used in Refs. [22,32].
7. DNN versus other methods
A question one may ask is whether deep neural networks
are the right tool for the job. Certainly, there are other machine-
learning methods that do not involve such an expensive training
process as deep neural networks demand. In addition to a deep
convolutional neural network, we tried two other commonly
used machine-learning algorithms, kernel ridge regression
(KRR) and random forests (RF), on various dataset sizes. For
the 8 × 8 regression model, KRR performed at best poorly with
a median absolute error of 60.3J . RF performed much better
than KRR with a MAE of 5.8J (still far inferior to the deep
neural network). Additional machine-learning methods have
previously been demonstrated on the Ising model [33], and all
present errors significantly greater than we observe with our
deep neural network.
8. A closer look at the convolutional kernels
One might question how a convolutional neural network
succeeds at learning the energies of Ising model configurations.
Convolutional neural networks optimize a set of weights,
which when applied to the input in a specific way, result in
an output representation of the original image that can then
be interpreted by a final “traditional” neural network (i.e.,
the “decision layer”). As such, the learned weights, or more
appropriately named the kernels (convolution kernels are made
up of k × k individual weights) act as “feature detectors.”
We illustrate this through demonstration. Consider a very
simple convolutional deep neural network: a single convolu-
tional layer with 3 × 3 kernels, operating on a 9 × 9 Ising
model with stride 3. With the stride equal to the kernel size,
each kernel applies to a unique region of the input space,
with a given kernel only acting on each input pixel once. We
will use 512 kernels for this convolutional layer (3 × 3 × 512
individual weights). The convolutional layer output is passed
through a fully connected layer of size 1024 and then reduced
to a single output: the energy prediction.
We train the neural network on 200 000 randomly generated
examples (admittedly poor practice normally, but fine for this
demonstration). This simple network performs significantly
more poorly than the network used throughout this work, but it
serves as a good example. After the network has converged, we
can look at the optimized convolutional kernels. All 512 kernels
are presented in Fig. 13. It is difficult to tell exactly what these
detect from looking at the raw weights. The magnitude of the
weights are very close to zero, with some being negative (red)
and some positive (blue). We can get a better idea of what the
weights have adapted to detect by finding an input image that
maximizes the output of the respective channel [34]. Using
random noise as input, we can compute the gradient of the
activated output with respect to the input image and optimize
the image to maximize the output (gradient ascent). This will
show us the Ising configuration that maximizes the activation
of the filter and thus give us an idea of what the filter has learned
to detect. Demonstrating this on example filters produces the
input images shown in Fig. 14.
In this simple model, the filters learn to activate the resulting
output when they see the block that they have adapted to detect.
This example only works so cleanly on this very simple neural
network. In our production code, the neural network is more
complex than this model, having far fewer parameters (16 or 64
per layer instead of 512), so the filters must learn to pick up on
only the most relevant features and combinations of possible
features. Additional subsequent convolutional layers provide
a mechanism for the neural network to mix these features
together and provide a hierarchy of feature detection, with early
layers detecting more small-scale structures, and later layers
picking up combinations of these small-scale features. The
final fully connected layer then learns to take this information
and map it to the energy or magnetization. Straying from this
simple example, the interpretation of the weights becomes
more abstract, but the core idea remains the same: individual
kernels detect features, which when combined with all of the
other kernels provide a mechanism for the neural network to
map the input data to a space where interpolation is possible
through the final fully connected layers.
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FIG. 13. The 512 optimized filters of our demonstration convo-
lutional neural network. Red weights indicate negative values and
blue indicate positive values. The intensity of the color represents the
magnitude of the weight.
9. Conclusion
We have trained a deep neural network to accurately classify
spin-model configurations based on their energies. Earlier
work on the Ising model has focused on the identification
of phases or latent parameters through either supervised or
unsupervised learning [9,10]. Following this work, we focus on
learning the operators directly. Our deep neural network learns
to classify configurations based on an interacting Hamiltonian,
and it can use this information to make predictions about
configurations it has never seen. We demonstrate the ability of
a neural network to learn the interacting Hamiltonian operator
and the noninteracting magnetization operator on both the
4 × 4 and the 8 × 8 Ising model. The performance of the
larger 8 × 8 model demonstrates the ability of the model to
FIG. 14. The input images are optimized to maximize the channel
output of the first (a) and last (b) filters of Fig. 13. In both cases, we
have manually set the lower right 3 × 3 block to demonstrate how the
output is affected when the filter meets a block it has not adapted to
detect.
generalize its intuition to never-before-seen examples. We
demonstrate the ability of the deep neural network in making
“physical” predictions by replicating the phase transitions
using the trained energy and magnetization operators. To
replicate this phase diagram, the deep neural network must
use the intuition developed from observing a limited number
of configurations, to evaluate configurations it has never before
seen. A physical simulation such as this is the ultimate test of
a mathematical model. Indeed, it succeeds and is capable of
reproducing the phase diagram precisely. We demonstrate the
ability of a neural network to accurately predict the screened
Coulomb interaction (a long-range interaction) and its phase
transition, and we observe a speed up of three orders of
magnitude over the CUDA-accelerated explicit summation.
We demonstrate the ability of a deep neural network to
predict the continuous-valued sinusoidally screened Coulomb
Hamiltonian as well as a nonbinary modified Potts Hamil-
tonian. The rapid development of featureless deep learning
implementations and their ongoing successes in the technology
sector motivate their consideration for physical and scientific
problems.
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FIG. 15. (a) To randomly divide Ising configurations into training and testing datasets we compute the SHA3 hash of the configuration and
use the 12 most significant bits to assign the configuration to either testing or training. (b) This process depends on these 12 bits being uniformly
distributed for many configurations.
APPENDIX: TRAINING-TESTING DIVISION
When training machine-learning models, it is typical to
divide all available data into two sets: training and testing.
In this way, one trains the model on the training data and then
evaluates the performance of the model on the testing dataset.
It is important that the two sets are nonintersecting (i.e., no
test examples appear in the training dataset), so that a fair
evaluation of the generalizeability of the model is obtained.
In traditional machine-learning applications, such as image
classification, etc., this nonintersecting splitting is quite easy.
Since no two images are alike, randomly assigning images
to the training or testing sets is appropriate. With the Ising
model, and both sampling methods discussed above, there
is the potential for duplication of training examples. This is
especially the case with targeted sampling, as duplicated train-
ing examples are necessary to achieve an even distribution of
examples across the energy range. Thus, to separate examples
into training and testing datasets, so that no example in the
test set appears in the training set, we need a property of the
configuration that ultimately can be used to produce a binary
value (e.g., 0 = “test,” 1 = “train”) in arbitrary proportions,
say 10% testing, 90% training. We can easily obtain a unique
identifier by converting the configuration to a binary value,
but the binary value is correlated to the energy, thus the split
would not be random. We could randomize a static one-to-one
mapping to solve this issue, but storing such a mapping, even
for the 6 × 6 Ising model, would take 275 GB of memory. Our
solution to determine whether an example should be assigned
to the testing or training set is to compute the SHA3 hash of
the configuration and obtain the 512-bit hexadecimal digest.
Then the 3 most significant hexadecimal characters (12 most
significant bits) determine whether the example gets assigned
to the test set or the training set. This allows splitting into
arbitrary proportions at a resolution of 1/4096. Figure 15(a)
shows a schematic of the process. This procedure depends on
12 most significant bits of the SHA3 hash being uniformly
distributed, and indeed they are as shown in Fig. 15(b).
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3.2 A well-studied physical system
Another foray into deep learning was largely a proof-of-concept attempt to
demonstrate to ourselves, and the broader research community, that deep learn-
ing could be used to predict physical quantities, and model well-defined func-
tions relevant to physics. Up to this point, deep learning had been primarily
demonstrated on computer vision tasks, where an analytic mapping between
input and output cannot be written down. In this sense, the “features” are un-
known, and this is why “featureless” deep learning approaches, such as deep
convolutional neural networks, enjoy unprecedented, even apparently magical
success.
In the physical sciences, the story is slightly different. Oftentimes, there
exists a model of a system that can be solved exactly (or approximated to suffi-
cient accuracy to be useful). In such a system, the advantage of deep learning
is not immediately evident, as one could employ the traditional method. When,
however, the systems become more complicated, the traditional approaches be-
come infeasible, either because there is no known solution, or the process of
obtaining the solution is computationally intractable.
“Deep learning and the Schrödinger equation” tackles the first step of the
problem: can a deep neural network learn a mapping that can, in theory, be
computed exactly? The one-electron Schrödinger equation is not a mystery
84
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by any means, but if deep learning is to enter the field of physics, proving
its ability on a well-known, solvable system is paramount to its success and
eventual acceptance. Without further ado, I present “Deep learning and the
Schrödinger equation”.
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We have trained a deep (convolutional) neural network to predict the ground-state energy of an electron in
four classes of confining two-dimensional electrostatic potentials. On randomly generated potentials, for which
there is no analytic form for either the potential or the ground-state energy, the model was able to predict the
ground-state energy to within chemical accuracy, with a median absolute error of 1.49 mHa. We also investigated




Solving the electronic structure problem for molecules,
materials, and interfaces is of fundamental importance to a
large number of disciplines including physics, chemistry, and
materials science. Since the early development of quantum
mechanics, it has been noted, by Dirac among others, that
“...approximate, practical methods of applying quantum me-
chanics should be developed, which can lead to an explanation
of the main features of complex atomic systems without too
much computation” [1]. Historically, this has meant invoking
approximate forms of the underlying interactions (mean field,
tight binding, etc.) or relying on phenomenological fits to
a limited number of either experimental observations or
theoretical results (e.g., force fields) [2–8]. The development
of feature-based models is not new in the scientific literature.
Indeed, prior even to the acceptance of the atomic hypothesis,
van der Waals argued for an equation of state based on two
physical features [9]. Machine learning (i.e., fitting parameters
within a model) has been used in physics and chemistry since
the dawn of the computer age. The term machine learning is
new; the approach is not.
More recently, high-level ab initio calculations have been
used to train artificial neural networks to fit high-dimensional
interaction models [10–15] and to make informed predictions
about material properties [16,17]. These approaches have
proven to be quite powerful, yielding models trained for
specific atomic species or based upon hand-selected geomet-
ric features [18–20]. Hand-selected features are arguably a
significant limitation of such approaches, with the outcomes
dependent upon the choice of input representation and the
inclusion of all relevant features. This limitation is well
known in the fields of handwriting recognition and image
*kyle.mills@uoit.net
†isaac.tamblyn@nrc.ca
classification, where the performance of the traditional hand-
selected feature approach has stagnated [21].
Such feature-based approaches are also being used in
materials discovery [22–24] to assist materials scientists in effi-
ciently targeting promising material candidates. Unsupervised
learning techniques have been used to identify phases in many-
body atomic configurations [25]. In previous work, an artificial
neural network was shown to interpolate the mapping of posi-
tion to wave function for a specific electrostatic potential [26–
28], but the fit was not transferable, a limitation also present
in other applications of artificial neural networks to partial
differential equations [29,30]. By transferable, we mean that a
model trained on a particular form of partial differential equa-
tion will accurately and reliably predict results for examples
of the same form (in our case, different confining potentials).
Machine learning can also be used to accelerate or bypass
some of the heavy machinery of the ab initio method itself. In
[31], the authors replaced the kinetic energy functional within
density-functional theory with a machine-learned one, and in
[32,33], the authors “learned” the mappings from potential to
electron density and from charge density to kinetic energy,
respectively.
Here we use a fundamentally different approach inspired
by the successful application of deep convolutional neural
networks to problems in computer vision [34–37] and com-
putational games [38,39]. Rather than seeking an appropriate
input representation to capture the relevant physical attributes
of a system, we train a highly flexible model on an enormous
collection of ground-truth examples. In doing so, the deep
neural network learns both the features (in weight space) and
the mapping required to produce the desired output. This
approach does not depend on the appropriate selection of
input representations and features; we provide the same data
to both the deep neural network and the numerical method. As
such, we call this featureless learning. Such an approach may
offer a more scalable and parallelizable approach to large-scale
electronic structure problems than existing methods can offer.
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In this paper we demonstrate the success of a featureless ma-
chine learning approach, a convolutional deep neural network,
at learning the mapping between a confining electrostatic
potential and quantities such as the ground-state energy,
kinetic energy, and first excited state of a bound electron. The
excellent performance of our model suggests deep learning as
an important direction for treating multielectron systems in
materials.
It is known that a sufficiently large artificial neural network
can approximate any continuous mapping [40,41], but the cost
of optimizing such a network can be prohibitive. Convolutional
neural networks make computation feasible by exploiting the
spatial structure of input data [42], similar to how the neurons
in the visual cortex function [43]. When multiple convolutional
layers are included, the network is called a deep convolutional
neural network, forming a hierarchy of feature detection [44].
This makes them particularly well suited to data rooted in
physical origin [45,46], since many physical systems also
display a structural hierarchy. Applications of such a network
structure in the field of electronic structure, however, are few
(although recent work focused on training against a geometric
matrix representation looks particularly promising [47]).
II. METHODS
A. Training set: Choice of potentials
Developing a deep learning model involves both the design
of the network architecture and the acquisition of training data.
The latter is the most important aspect of a machine learning
model, as it defines the transferability of the resulting model.
We investigated four classes of potentials: simple harmonic
oscillators (SHOs), infinite wells (IWs) (i.e., particle in a box),
double-well inverted Gaussians (DIG), and random potentials.
Each potential can be thought of as a grayscale image: a grid
of floating-point numbers.
B. Numerical solver
We implemented a standard finite-difference [48] method
to solve the eigenvalue problem
Ĥψ ≡ (T̂ + V̂ )ψ = εψ (1)
for each potential V we created. The potentials were generated
with a dynamic range and length scale suitable to produce
ground-state energies within a physically relevant range. With
the random potentials, special care was taken to ensure that
some training examples produced nontrivial wave functions
(Fig. 1). Atomic units are used, such that h̄ = me = 1. The
potentials are represented on a square domain from −20
to 20 a.u., discretized on a 256 × 256 grid. As the simple-
harmonic-oscillator potentials have an analytic solution, we
used this as reference with which to validate the accuracy of
the solver. The median absolute error between the analytic
and the calculated energies for all simple-harmonic-oscillator
potentials was 0.12 mHa. We discuss the generation of all
potentials further in the Appendixes.
The simple harmonic oscillator presents the simplest case
for a convolutional neural network as there is an analytic
solution dependent on two simple parameters (kx and ky) that
FIG. 1. Wave functions (probability density) |ψ0|2 and the corre-
sponding potentials V (r) for two random potentials.
uniquely define the ground-state energy of a single electron




ky)]. Furthermore, these parameters repre-
sent a very physical and visible quantity: the curvature of the
potential in the two primary axes. Although these parameters
are not provided to the neural network explicitly, the fact that
a simple mapping exists means that the convolutional neural
network need only learn it to accurately predict energies.
A similar situation exists for the infinite well. Like the
simple harmonic oscillator, the ground-state energy depends
only on the width of the well in the two dimensions
[ε0 = 12π2h̄2(L−2x + L−2y )]. It would be no surprise if even
a modest network architecture is able to accurately “discover”
this mapping. An untrained human, given a ruler, sufficient
examples, and an abundance of time, would likely succeed in
determining this mapping.
The double-well inverted Gaussian data set is more complex
in two respects. First, the potential, generated by summing a
pair of two-dimensional (2D) Gaussians, depends on signifi-
cantly more parameters; the depth, width, and aspect ratio of
each Gaussian; in addition, the relative positions of the wells
will impact the ground-state energy. Furthermore, there is no
known analytical solution for a single electron in a potential
well of this nature. There is, however, still a concise function
that describes the underlying potential, and while this is not
directly accessible to the convolutional neural network, one
must wonder if the existence of such simplifies the task of the
convolutional neural network. Gaussian confining potentials
appear in works relating to quantum dots [49,50].
The random data set presents the ultimate challenge. Each
random potential is generated by a multistep process with
randomness introduced at numerous steps along the way.
There is no closed-form equation to represent the potentials
and certainly not the eigenenergies. A convolutional neural
network tasked with learning the solution to the Schrödinger
equation through these examples would have to base its
predictions on many individual features, truly learning the
mapping of potential to energy. One might question our
omission of the Coulomb potential as an additional canonical
example. The singular nature of the Coulomb potential is
difficult to represent within a finite dynamic range and, more
importantly, the electronic structure methods that we would
ultimately seek to reproduce already have frameworks in place
to deal with these singularities (e.g., pseudopotentials).
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FIG. 2. In this work, we use the machinery of deep learning to learn the mapping between potential and energy, bypassing the need to
numerically solve the Schrödinger equation and the need for computing wave functions. The architecture we used (shown here) consisted
primarily of convolutional layers capable of extracting relevant features of the input potentials. Two fully connected layers at the end serve as
a decision layer, mapping the automatically extracted features to the desired output quantity. No manual feature selection is necessary; this is a
featureless-learning approach.
C. Deep neural network
We chose to use a simple yet deep neural network
architecture (shown in Fig. 2) composed of a number of
repeated units of convolutional layers, with sizes chosen for a
balance of speed and accuracy (inset of Fig. 3). We use two
different types of convolutional layers, which we call reducing
and nonreducing.
The seven reducing layers operate with filter (kernel) sizes
of 3 × 3 pixels. Each reducing layer operates with 64 filters
and a stride of 2 × 2, effectively reducing the image resolution
FIG. 3. Training loss curve for each model we trained. Since
the training loss is based upon the training data sets, it does not
necessarily indicate how well the model generalizes to new examples.
The convergence seen here indicates that 1000 epochs is an adequate
stopping point; further training would produce further reduction
in loss, however 1000 epochs provides sufficient evidence that
the method performs well on the most interesting (i.e., random)
potentials. In the inset, we see that two nonreducing convolution
layers is a consistent balance of training time and low error.
by a factor of 2 at each step. In between each pair of
these reducing convolutional layers, we have inserted two
convolutional layers (for a total of 12) that operate with 16
filters of size 4 × 4. These filters have unit stride and therefore
preserve the resolution of the image. The purpose of these
layers is to add additional trainable parameters to the network.
All convolutional layers have rectified linear unit (ReLU)
activation.
The final convolutional layer is fed into a fully connected
layer of width 1024, also with ReLU activation. This layer
feeds into a final fully connected layer with a single output.
This output is the output value of the deep neural network
(DNN). It is used to compute the mean-square error between
the true label and the predicted label, also known as the loss.
We used the AdaDelta [51] optimization scheme with a
global learning rate of 0.001 to minimize this loss function
(Fig. 3), monitoring its value as training proceeded. We found
that after 1000 epochs (1000 times through all the training
examples), the loss no longer decreased significantly.
We built a custom TensorFlow [52] implementation in
order to make use of four graphical processing units (GPUs)
in parallel. We placed a complete copy of the neural network
on each of the four GPUs, so that each could compute a
forward- and backpropagation iteration on one full batch of
images. Thus our effective batch size was 1000 images per
iteration (250 per GPU). After each iteration, the GPUs share
their independently computed gradients with the optimizer
and the optimizer moves the parameters in the direction that
minimizes the loss function. Unless otherwise specified, all
training data sets consisted of 200 000 training examples
and training was run for 1000 epochs. All reported errors are
based on evaluating the trained model on validation data sets
consisting of 50 000 potentials not accessible to the network
during the training process.
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FIG. 4. Histograms of the true vs predicted energies for each example in the test set indicate the performance of the various models: (a)
simple harmonic oscillator, (b) infinite well, (c) DIG potential, (d) random potential, and (e) DIG potential on random model. The insets show
the distribution of error away from the diagonal line representing perfect predictions. A 1-mHa2 square bin is used for the main histograms and
a 1-mHa bin size for the inset histogram. During training, the neural network was not exposed to the examples on which theses plots are based.
The higher error at high energies in (d) is due to fewer training examples being present in the data set at these energies. The histogram shown
in (d) is for the further-trained model, described in the text.
III. RESULTS
Figures 4(a)–4(d) displays the results for the simple-
harmonic-oscillator, infinite well, double-well inverted Gaus-
sian, and random potentials. The simple harmonic oscillator,
being one of the simplest potentials, performed extremely well.
The trained model was able to predict the ground-state energies
with a median absolute error (MAE) of 1.51 mHa.
The infinite well potentials performed moderately well with
a MAE of 5.04 mHa. This is notably poorer than the simple-
harmonic-oscillator potentials, despite their similarity in being
analytically dependent upon two simple parameters. This is
likely due to the sharp discontinuity associated with the infinite
well potentials, combined with the sparsity of information
present in the binary-valued potentials.
The model trained on the double-well inverted Gaussian
potentials performed moderately well with a MAE of 2.70 mHa
and the random potentials performed quite well with a MAE
of 2.13 mHa. We noticed, however, that the loss was not
completely converged at 1000 epochs, so we provided an
additional 200 000 training examples to the network and
allowed it to train for an additional 1000 epochs. With this
added training, the model performed exceptionally well, with
a MAE of 1.49 mHa, below the threshold of chemical accuracy
(1 kcal/mol, 1.6 mHa). In Fig. 4(d), it is evident that the model
performs more poorly at high energies, a result of the relative
absence of high-energy training examples in the data set. Given
the great diversity in this latter set of potentials, it is impressive
that the convolutional neural network was able to learn how to
predict the energy with such a high degree of accuracy.
Now that we have a trained model that performs well on the
random test set, we investigated its transferability to another
class of potentials. The model trained on the random data
set is able to predict the ground-state energy of the double-
well inverted Gaussian potentials with a MAE of 2.94 mHa.
We can see in Fig. 4(e) that the model fails at high energies,
an expected result given that the model was not exposed to
many examples in this energy regime during training on the
overall lower-energy random data set. This moderately good
performance is not entirely surprising; the production of the
random potentials includes an element of Gaussian blurring, so
the neural network would have been exposed to features similar
to what it would see in the double-well inverted Gaussian
data set. However, this moderate performance is a testament
to the transferability of convolutional neural network models.
Furthermore, we trained a model on an equal mixture of all four
classes of potentials. It performs moderately with a MAE of
5.90 mHa. This error could be reduced through further tuning
of the network architecture, allowing it to better capture the
higher variation in the data set.
The total energy is just one of the many quantities
associated with these one-electron systems. To demonstrate
the applicability of deep neural networks to other quantities,
we trained a model on the first excited-state energy ε1 of the
double-well inverted Gaussian potentials. The model achieved
a MAE of 10.93 mHa. We now have two models capable
of predicting the ground-state and first-excited-state energies
separately, demonstrating that a neural network can learn
quantities other than the ground-state energy.
The ground-state and first excited state are both eigenvalues
of the Hamiltonian. Therefore, we investigated the training
of a model on the expectation value of the kinetic energy
〈T̂ 〉 = 〈ψ0|T̂ |ψ0〉 under the ground-state wave function ψ0 that
we computed numerically for the random potentials. Since Ĥ
and T̂ do not commute, the prediction of 〈T̂ 〉 can no longer be
summarized as an eigenvalue problem. The trained model pre-
dicts the kinetic energy value with a MAE of 2.98 mHa. While
the spread of testing examples in Fig. 5(a) suggests that the
model performs more poorly, the absolute error is still small.
FIG. 5. Histograms of the true vs predicted energies for the model
trained on the (a) kinetic energy 〈T̂ 〉 of the random potential and (b)
excited-state energy ε1 of the double-well inverted Gaussian.
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IV. CONCLUSION
We note that many other machine learning algorithms exist
and have traditionally seen great success, such as kernel ridge
regression [18,20,32,53–55] and random forests [18,56]. Like
these algorithms, convolutional deep neural networks have the
ability to learn relevant features and form a nonlinear input-to-
output mapping without prior formulation of an input repre-
sentation [47,57]. In our tests, these methods performed more
poorly and scaled such that a large number of training examples
is infeasible. We have included a comparison of these alterna-
tive machine learning methods in the Appendixes, justifying
our decision of using a deep convolutional neural network. One
notable limitation of our approach is that the efficient training
and evaluation of the deep neural network requires uniformity
in the input size. Future work should focus on an approach that
would allow transferability to variable input sizes.
Additionally, an electrostatic potential defined on a finite
grid can be rotated in integer multiples of 90◦, without a
change to the electrostatic energies. Convolutional deep neural
networks do not natively capture such rotational invariance.
Clearly, this is a problem in any application of deep neural
networks (e.g., image classification) and various techniques are
used to compensate for the desired invariance. The common
approach is to train the network on an augmented data set
consisting of both the original training set and rotated copies
of the training data [58]. In this way, the network learns a
rotationally invariant set of features.
In demonstration of this technique, we tuned our model
trained on the random potentials by training it further on an
augmented data set of rotated random potentials. We then
tested our model on the original testing data set as well as a
rotated copy of the test set. The median absolute error in both
cases was less than 1.6 mHa. The median absolute difference
in predicted energy between the rotated and unaltered test sets
was however larger, at 1.7 mHa. This approach to training the
deep neural network is not absolutely rotationally invariant,
however the numerical error experienced due to a rotation
was on the same order as the error of the method itself. Recent
proposals to modify the network architecture itself to make it
rotationally invariant are promising, as the additional training
cost incurred with using an augmented data set could be
avoided [59,60].
In summary, convolutional deep neural networks are
promising candidates for application to electronic structure
calculations as they are designed for data that have a spatial
encoding of information. As the number of electrons in
a system increases, the computational complexity grows
polynomially. Accurate electronic structure methods (e.g.,
coupled cluster) exhibit a scaling with respect to the number of
particles of N7 and even the popular Kohn-Sham formalism of
density-functional theory scales as N3 [61,62]. The evaluation
of a convolutional neural network exhibits no such scaling,
and while the training process for more complicated systems
would be more expensive, this is a one-time cost.
In this work we have taken a simple problem (one electron
in a confining potential) and demonstrated that a convolutional
neural network can automatically extract features and learn
the mapping between V (r) and the ground-state energy ε0
as well as the kinetic energy 〈T̂ 〉, and the first-excited-state
energy ε1. Although our focus here has been on a particular
type of problem, namely, an electron in a confining 2D well,
the concepts here are directly applicable to many problems in
physics and engineering. Ultimately, we have demonstrated
the ability of a deep neural network to learn, through example
alone, how to rapidly approximate the solution to a set of
partial differential equations. A generalizable, transferable
deep learning approach to solving partial differential equations
would impact all fields of theoretical physics and mathematics.
The supporting data for this article are available from
the digital repository of the National Reserach Council of
Canada [63].
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APPENDIX A: COMPARISON OF MACHINE
LEARNING METHODS
One might question the use of a convolutional deep
neural network over other more traditional machine learning
approaches. After all, kernel ridge regression (KRR), random
forests (RF), and artificial neural networks (ANN) have
proven to be quite useful (see the main text for references
to appropriate work). Here we compare the use of our
convolutional deep neural network approach to kernel ridge
regression and random forests, the latter two implemented
through Scikit-learn [64].
1. Kernel ridge regression
We trained a kernel ridge regression model on a training set
of simple-harmonic-oscillator images, recording the wall time
FIG. 6. Kernel ridge regression on simple-harmonic-oscillator
potentials. When few training examples are provided, kernel ridge
regression performs better; however, with a larger number of
training examples, both methods perform comparably, with DNN
slightly better. The training time for kernel ridge regression scales
quadratically. The evaluation time for a fixed number of testing
examples scales linearly with respect to the number of training
examples in the case of kernel ridge regression. In the case of the
deep neural network, the training set size does not affect the testing
set evaluation.
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FIG. 7. Kernel ridge regression on random potentials. When few
training examples are present, kernel ridge regression performs better
(at constant training time). This is likely due to the fact that the
DNN is only given 10 s to run. At larger training set sizes, the deep
neural network performs much better; kernel ridge regression barely
improves as training set size increases, however training wall time
increases dramatically.
(real-world time) taken to train the model. Then we evaluated
the trained model on a test set (the same test set was used
throughout). We recorded both the evaluation wall time and
the MAE observed from the trained model. We then trained our
deep neural network on the same training data set, allowing
it the same training wall time as the KRR model. We then
evaluated the deep neural network on the same testing set of
data, again recording the MAE and the evaluation wall time.
This process was repeated for various training set sizes and
on training data from both the simple-harmonic-oscillator and
random data sets. The results are presented in Figs. 6 and 7.
2. Random forests
We carried out an identical process, training a random
forests regressor. The results are presented in Figs. 8 and 9.
FIG. 8. Random forests on simple harmonic oscillator. Random
forests perform better than deep neural networks for all training
set sizes on the relatively trivial simple-harmonic-oscillator data set.
Random forests takes a very long time to train. Note that the training
times plotted above have been scaled by a factor of 0.1 for plotting
and thus the true times are ten times greater than shown.
FIG. 9. Random forests on random potentials. On the more
complicated random potentials, random forests perform significantly
worse than the deep neural network. This combined with the
extremely high training time suggests that the deep neural network is
much better equipped to handle these more varied potentials.
3. Discussion
While the timing comparison is not quantitatively fair (the
random forest algorithm is not parallelized and uses only one
CPU core, the kernel ridge regression algorithm is parallelized
and ran across all available cores, and the deep neural network
is highly parallelized via GPU optimization and runs across
thousands of cores), this investigation gives useful insight into
the time-to-solution advantages of deep neural networks. The
error rates, however are quantitatively comparable, as the KRR
and random forest (RF) algorithms were permitted to run until
convergence. The DNN was able to perform better in most
cases given the same amount of wall time.
We see that for all but the simplest cases, our deep neural
network is vastly superior to both kernel ridge regression and
random forests. For very simple potentials, it is understandable
that the machinery of the deep neural network was unnecessary
and that the traditional methods perform well. For more
complicated potentials with more variation in the input data,
the deep neural network was able to provide significantly better
accuracy in the same amount of time.
APPENDIX B: DATA-SET GENERATION
The potentials are defined on a grid from x,y = −20 to
20 a.u. on a 256 × 256 grid.
1. Simple harmonic oscillator
The SHO potentials are generated with the scalar function
V (x,y) = 12 [kx(x − cx)2 + ky(y − cy)2], (B1)
TABLE I. Random number generation criteria for the simple-
harmonic-oscillator dataset.
Parameter Description Lower bound Upper bound
kx spring constant 0.0 0.16
ky spring constant 0.0 0.16
cx center position −8.0 8.0
cy center position −8.0 8.0
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TABLE II. Random number generation criteria for the double-
well-inverted-Gaussian dataset.
Parameter Description Lower bound Upper bound
A1 well 1 depth 2.0 4.0
A2 well 2 depth 2.0 4.0
cx1 well 1 center x −8.0 8.0
cy1 well 1 center y −8.0 8.0
cx2 well 2 center x −8.0 8.0
cy2 well 2 center y −8.0 8.0
kx1 well 1 width 1.6 8.0
ky1 well 1 length 1.6 8.0
kx2 well 2 width 1.6 8.0
ky2 well 2 length 1.6 8.0
where kx , ky , cx , and cy are randomly generated according to
Table I. The potentials are truncated at 20.0 Ha (i.e., if V > 20,
V = 20).
2. Infinite well




0 12 (2cx − Lx) < x  12 (2cx + Lx),
1
2 (2cy − Ly) < y  12 (2cy + Ly)
20 otherwise,
(B2)
where 20.0 is used as numerical infinity, an appropriate choice
given the scale of energies used. Because of the nature of
the IW energy, randomly generating Lx and Ly independently
leads to a distribution of energies highly biased toward low-
energy values (it is more likely to randomly produce a large
well than a small). Since we want a distribution that is as
even as possible over the range of energies, we need to take a
slightly different approach. We randomly generate the energy
E uniformly on the interval [0,0.4] Ha. We then generate Lx
randomly on the interval [4.0,15.0], defining the width of the
well. We then solve for the value of Ly that will produce an








Not all combinations of Lx and E lead to valid solutions for Ly ,
so we keep trying until one does. We then swap the values of
Lx and Ly with a 50% probability to prevent one dimension of
the well always being larger. This process leads to a relatively
even distribution of energies.
TABLE III. Random number generation criteria for the random
potential dataset. In column 2, SD denotes standard deviation.
Parameter Description Lower bound Upper bound
σ1 SD blur 1 6 10
k blob points 2 7
R blob size 80 180
σ2 SD blur 2 10 16
FIG. 10. Some example random potentials V and the norm of
their associated ground-state wave functions |ψ0|2.
3. Double-well inverted Gaussians
The DIG potentials are generated with the scalar function

























where the parameters are randomly sampled from a uniform
distribution within the ranges given in Table II. These ranges
were determined through trial and error to achieve energies in
the range of 0–400 mHa.
4. Random potentials
The random potentials are generated through a lengthy
process motivated by three requirements: The potentials must
(a) be random (i.e., extremely improbable that two identical
potentials ever be generated), (b) be smooth, and (c) go to a
maximum of 20.0 at the boundary. First, we generate a 16 × 16
FIG. 11. Examples of the four classes of potentials.
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binary grid of 1’s and 0’s and upscale it to 256 × 256. We
then generate a second 16 × 16 binary grid and upscale it to
128 × 128. We center the smaller grid within the larger grid
and then subtract them elementwise. We then apply a Gaussian
blur with standard deviation σ1 to the resulting image, where
σ1 is generated uniformly within the range given in Table III.
The potential is now random and smooth, but does not achieve
a maximum at the boundary.
To achieve this, we generate a mask that smoothly goes to
0 at the boundary and 1 in the interior. We wish the mask to
be random, e.g., a randomly generated blob. To generate the
blob, we generate k2 random coordinate pairs on a 200 × 200
grid, where k is an integer between 2 and 7, inclusive. We
then throw away all points that lie inside the convex hull of
these points and smoothly interpolate the remaining points
with cubic splines. We then form a binary mask by filling
the inside of this closed blob with 1’s and the outside with
0’s. Resizing the blob to a resolution of R × R and applying
a Gaussian blur with standard deviation σ2, we arrive at the
final mask. Here R and σ2 are generated uniformly within the
ranges given in Table III.
Elementwise multiplication of the mask with the randomly
blurred image gives a random potential that approaches zero at
the boundary. We randomize the “sharpness” of the potential
by then exponentiating by d = 0.1, 0.5, 1.0, or 2.0, chosen
at random with equal probabilities (i.e., V := V d ). We then
subtract the result from its maximum to invert the well.
This process, while lengthy, produces very random po-
tentials, of which no two are alike. The energy range of
0–400 mHa is appropriate for producing wave functions that
span a moderate portion of the domain, as shown in Fig. 10.
Examples of all classes of potentials can be seen in Fig. 11.
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[48] P. Frolkovič, Acta Applicandae Mathematicae, 3rd ed. (Cam-
bridge University Press, New York, 1990), Vol. 19, pp. 297–299.
[49] A. Gharaati and R. Khordad, Superlatt. Microstruct. 48, 276
(2010).
[50] S. S. Gomez and R. H. Romero, Cent. Eur. J. Phys. 7, 12
(2009).
[51] M. D. Zeiler, arXiv:1212.5701.
[52] M. Abadi et al., arXiv:1603.04467 (2015).
[53] L. F. Arsenault, A. Lopez-Bezanilla, O. A. von Lilienfeld, and
A. J. Millis, Phys. Rev. B 90, 155136 (2014).
[54] L. Li, J. C. Snyder, I. M. Pelaschier, J. Huang, U.-N. Niranjan, P.
Duncan, M. Rupp, K.-R. Müller, and K. Burke, Int. J. Quantum
Chem. 116, 819 (2016).
[55] T. Suzuki, R. Tamura, and T. Miyazaki, Int. J. Quantum Chem.
117, 33 (2017).
[56] L. Ward, A. Agrawal, A. Choudhary, and C. Wolverton, Npj
Comp. Mat. 2, 16028 (2016).
[57] S. Kearnes, K. McCloskey, M. Berndl, V. Pande, and P. Riley,
J. Comput.-Aided Mol. Des. 30, 595 (2016).
[58] S. Dieleman, K. W. Willett, and J. Dambre, Mon. Not. R. Astron.
Soc. 450, 1441 (2015).
[59] D. E. Worrall, S. J. Garbin, D. Turmukhambetov, and G. J.
Brostow, arXiv:1612.04642.
[60] S. Dieleman, J. De Fauw, and K. Kavukcuoglu,
arXiv:1602.02660.
[61] W. Kohn, Int. J. Quantum Chem. 56, 229 (1995).
[62] S. A. Kucharski and R. J. Bartlett, J. Chem. Phys. 97, 4282
(1992).
[63] https://doi.org/10.4224/PhysRevA.96.042113.data.
[64] F. Pedregosa, G. Varoquaux, A. Gramfort, V. Michel, B. Thirion,
O. Grisel, M. Blondel, G. Louppe, P. Prettenhofer, R. Weiss, V.
Dubourg, J. Vanderplas, A. Passos, D. Cournapeau, M. Brucher,
M. Perrot, and É. Duchesnay, J. Mach. Learn. Res. 12, 2825
(2011).
042113-9
CHAPTER 3. SUPERVISED LEARNING
3.3 Atoms as pictures
In the previous work, we trained a neural network to predict properties of
“on-lattice” models, that is, a model where the individual features (or spins)
are confined to a precise, regular lattice. In materials science applications,
atoms are indeed confined to a lattice; aluminum, copper, and gold atoms are
arranged in face-centered-cubic lattice structure. In fact, it is the crystal struc-
ture that determines much of the macroscopic properties of a material. For
example, graphite, graphene, diamond, and even charcoal are all composed of
solely carbon atoms, with the various structural, electrical, and thermal prop-
erties owing to the arrangement of atoms.
Thus on-lattice models have the limitation that they can only represent
pristine crystals in a single lattice structure. Furthermore, interesting proper-
ties arising from defects in the crystal, such as vacancies or grain boundaries
are consequently impossible to represent.
“Convolutional neural networks for atomistic systems” introduces a repre-
sentation of atomic systems, essentially representing a configuration of atoms
as a grayscale image, with Gaussian wells centred on each atom. This repre-
sentation would go on to be used in several other works as a way to represent
two-dimensional atomic structures as input for neural networks.
Disclaimer: The following section is borrowed heavily from “Convolutional
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Neural Networks for Atomistic Systems” (Ryczko, 2017) [3]. As I contributed
to this work, but did not serve as the primary author, I have included only my
direct contributions that are relevant to the remainder of this dissertation.
Figure 3.1: Four example atomic configurations represented as intensity maps
(images). Figure reproduced from [3] with permission. a) two identical atoms,
b) a composite hexagonal boron nitride-graphene sheet. The dashed line de-
notes the boundary between hexagonal boron nitride (hBN) and graphene (C).
c) A hBN sheet with a point defect (vacancy) highlighted by a dashed region.
d) A graphene sheet with a Stone-Wales defect highlighted by dashed lines.
Since we ultimately wish to use a deep convolutional neural network for
modelling atomic systems, which exploits spatial structure in the input data,
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we decided to represent our atomic configurations as approximations of the
nuclear potential evaluated on a real-space mesh. While a Coulomb potential is
the initial obvious choice, we used an atom-centered Gaussian representation
to avoid the diverging Coulomb singularity. We evaluate our function on a real-
space grid, with the value at point (x , y , z) given by:
V(x , y , z)  ∑Ni1 Zi exp (− [(x−xi)2+(y−yi)2+(z−zi)2]2γ2 ) (3.1)
where xi , yi , zi are the coordinates of atom i with atomic number Zi. The
summation is taken over all N atoms in the system. We chose γ  0.2 Å as the
width of the Gaussian wells, consistent with Brockherde et al. [139]. For the
two dimensional images, the z coordinate is not included (i.e. z  zi  0).
This results in single-channel images (i.e. intensity maps) representing the
atomic configurations. Some examples are shown in Figure 3.1. Since this
representation is defined in continuous real-space, many interesting defects,
such as vacancies (Figure 3.1c) and Stone-Wales defects (Figure 3.1d) can be
represented. Additional defect types such as substitutions, or even adsorption
(by advancing to a three-dimensional representation), can be captured by this
representation.
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3.4 Going bigger
Convolutional neural networks are commonly described as translationally-invariant
network structures. This is true in a technical sense: convolution operations
are indeed translationally invariant, and the benefit of using convolutional op-
erations is effective weight-sharing for feature detectors over the spatial di-
mensions of the input data. In practice, however, it is common to include one
or more fully-connected layers, which serve as a final “decision layer”. Includ-
ing such layers anywhere in the network makes the network as a whole no
longer translationally invariant. It imposes a restriction as to the size of the
input data that can then be processed by the network; a network with fully-
connected layers can then only be evaluated on inputs of the same size as the
data on which it was trained. In computer vision, this is rarely an issue. If
the goal of the network is image classification, the image can be cropped and
scaled arbitrarily, and the network will still be able to identify the subject of
the photo.
With physical systems, however, scale plays an important role, and further-
more, the concept of extensivity is one which a neural network should ideally
be able to capture. Extensivity is a characteristic of physical properties. A
physical property is extensive if, when the system is subdivided, the property
is subdivided as well. The number of particles in a system is an extensive
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property. When a sample is divided evenly into two subsystems, the number of
particles in each subsystem is half of what it was initially. Temperature and
pressure are examples of the opposite: intensive properties. These properties
do no change as a result of macroscopic subdivision.
In “Extensive deep neural networks for transferring small scale learning
to large scale systems”, we propose an organizational structure for a neural
network that performs domain decomposition in an intelligent way that is use-
ful for modelling extensive properties. By breaking the input to the neural
network up into overlapping (focus) regions and non-overlapping (context) re-
gions, we present a way to evaluate a neural network on an arbitrarily large
input size, enabling the computation of properties of extremely large systems,
larger than those that could be handled with traditional methods. We demon-
strate this by evaluating the total energy of a porous graphene sheet comprised
of over thirty-million atoms, to the accuracy of state-of-the-art computational
chemistry methods (density functional theory).
Extensive deep neural networks is an important milestone in the handling
of different length scales with neural networks in physics, and extending trained
models to large scale systems.
Author contributions: Kevin Ryczko generated and assisted in generat-
ing the hexagonal sheet and porous graphene data sets, respectively. Addition-
ally Kevin Ryczko ran the Monte Carlo simulation used to generate Figure 13,
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and developed an independent EDNN implementation to assist in the valida-
tion and debugging of the method. Iryna Luchak contributed extensively to the
design of the methodology, and orchestrated experiments during the develop-
ment of the method. The EDNN technique was mostly Isaac Tamblyn’s idea.
Kevin Ryczko, Iryna Luchak, Chris Beeler, and Isaac Tamblyn all participated
in revisions of the manuscript and experimental discussions during the project.
Adam Domurad wrote a very preliminary code implementation.
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Extensive deep neural networks for transferring
small scale learning to large scale systems
Kyle Mills, *a Kevin Ryczko, b Iryna Luchak,c Adam Domurad,d Chris Beeler a
and Isaac Tamblyn abe
We present a physically-motivated topology of a deep neural network that can efficiently infer extensive
parameters (such as energy, entropy, or number of particles) of arbitrarily large systems, doing so with
O ðNÞ scaling. We use a form of domain decomposition for training and inference, where each sub-
domain (tile) is comprised of a non-overlapping focus region surrounded by an overlapping context
region. The size of these regions is motivated by the physical interaction length scales of the problem.
We demonstrate the application of EDNNs to three physical systems: the Ising model and two
hexagonal/graphene-like datasets. In the latter, an EDNN was able to make total energy predictions of
a 60 atoms system, with comparable accuracy to density functional theory (DFT), in 57 milliseconds.
Additionally EDNNs are well suited for massively parallel evaluation, as no communication is necessary
during neural network evaluation. We demonstrate that EDNNs can be used to make an energy
prediction of a two-dimensional 35.2 million atom system, over 1.0 mm2 of material, at an accuracy
comparable to DFT, in under 25 minutes. Such a system exists on a length scale visible with optical
microscopy and larger than some living organisms.
1 Introduction
Within the past decade, the elds of articial intelligence,
computer vision, and natural language processing have
advanced at unprecedented rates. Computerized identication
and classication of images, video, audio, and written text have
all improved to the extent they are now part of everyday tech-
nologies. With the recent advances in hardware acceleration,1,2
deep neural networks have been at the forefront of these
developments due to their ability to perform “featureless-
learning”, automatically learning both the features and the
mapping between raw data and quantities of interest.3–5
Machine learning methods are rapidly being adopted by
chemists, physicists, and materials scientists, and have per-
formed well at making predictions in the elds of dynamical
mean-eld theory, many-body physics,6,7 strongly correlated
materials,8–10 phase transitions and classication,11–15 and
materials exploration and design.16–23 Machine learning models
have been shown to be of sufficient accuracy to provide fast and
accurate chemical insights.20,24–28
Convolutional deep neural networks have been used to
predict the kinetic energy of hydrocarbons and were successful
in reproducing the Kohn–Sham potential energy surfaces,29 and
have been used to classify reciprocal-space diffraction patterns
for crystal lattices.30 Deep neural networks have proven their
classication power in astronomical applications31 and particle
physics applications32–34 but have yet to be widely adopted
throughout the physics community for accurate numerical
predictions. There are a growing number of methods being
proposed to capture relevant chemistry within representations
of atomic environments35 and a consensus is forming calling for
the need to incorporate physics into network design and utilize
the physics of the underlying problem to motivate the use of
specic network structures and techniques.36–38 The work of
Brockherde et al.39 focuses on low dimensional systems and
small molecules. In addition their architecture is specialized to
either work with the external potential or electron density using
kernel ridge regression. These models are highly specialized
and do not do any sort of energy partitioning. Their respective
runtime is based on the computational complexity of kernel
ridge regression for training. Depending on the dimensionality
of the input, we have found that kernel ridge regression requires
large amounts of RAM, whereas the required memory is less for
deep neural networks (DNNs).
DNNs have the ability to replace both classical40 and
quantum mechanical operators.41,42 In comparison to other
machine learning methods, convolutional deep neural
networks prevailed as the most accurate and best-scaling
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method for all but the most simple cases.41,43 Deep neural
networks were able to learn the mapping from spin congura-
tion to energy for multiple cases of Ising-like classical spin
models. For the case of a conned quantum particle, a deep
neural network successfully learned the energy of the ground
state, rst excited state, and kinetic energy.41 A similar approach
was able to map the structure of two dimensional hexagonal
crystal lattice energies computed within the density functional
theory framework.42 All of this was accomplished via the
aforementioned “featureless” deep learning; the network was
presented with raw spatial data, without any preliminary
attempt at manual feature selection.
Traditionally with deep neural networks, the training
process employed is not transferable to systems of arbitrary
length scales. In practice, this means that for square, L  L
lattice systems, a model trained on 4 4 congurations can not
be used on an 8 8 cell (or vice versa) without retraining at least
part of the network. With smaller or larger inputs impossible,
this size limitation is clearly a major shortcoming of deep
neural network techniques. Beyond the practical limitations,
from a fundamental standpoint it is unsatisfying to use a model
that has no concept of extensivity.
A physical property is extensive if it can be divided among
subsystems. A common example is the number of particles in
a system. When a sample is divided evenly into two subsystems,
the number of particles in each subsystem is halved. This is in
contrast to intensive quantities such as temperature that are
unchanged by subdivision or addition of subsystems.
Maintaining extensivity has not been a focus of machine
learning researchers, as in traditional vision- and audio-based
applications of deep learning, extensivity is not a common
requirement. Most classication problems (e.g. identication of
an animal or shape in an image) are invariant to the physical
dimensions of an image (e.g. number of pixels that comprise
a cat). Indeed, absolute scale is not normally recorded in
a photograph, and therefore scale invariant models are neces-
sary and commonplace. Furthermore, photographs, hand-
writing, and audio recordings too large to be processed by the
deep neural network can be resized, cropped, and segmented
without destroying the features necessary to make a predic-
tion;44 there is no absolute spatial scale upon which the label of
interest depends.
In a physical measurement or simulation however, the
physical scale of a pixel matters critically. Consider the case of
an X-ray diffraction experiment where the interference pattern
recorded at the detector depends strongly on the wavelength of
scattered light and the physical length scale over which the
signal is collected. It is not possible to reconstruct the signal
properly unless such parameters are known and are consistent.
Extensivity is critical in describing chemical systems; congu-
ration interaction with single and double excitations (CISD) is
infamous for its lack of extensivity.
In this work, we propose a general method that preserves the
extensivity of physical quantities, and also accommodates
arbitrary input size. We propose a new deep neural network
structure, which once trained, can operate on (effectively)
arbitrary-sized inputs and length scales while maintaining the
physical requirement of extensivity. Unlike atom-centred
approaches, we avoid the problem of energy assignment or
projection onto specic atoms by forcing the neural network to
automatically learn by viewing the entire structure at once.
We call our approach Extensive Deep Neural Networks
(EDNNs), employing domain decomposition to solve the
problem of operator evaluation across length scales. Although
domain decomposition techniques have a long history in
computer simulation and modelling, here we have taken a new
approach and allow the model itself to identify and self-
optimize the overlap of tiles at domain boundaries.
Previous work45 has identied the necessity of extensivity.46,47
Our method is sufficiently general to allow for applications to
any system in which extensivity holds, such as the spin and
atomic systems we demonstrate in this work and even the
charge density (e.g. a scalar eld representing an extensive
quantity). Furthermore, our method results in a model that can
be evaluated on arbitrarily large system sizes, which we
demonstrate.
2 Extensive deep neural networks
The overall objective of an EDNN is to learn the mapping
between an input structure and one or more extensive proper-
ties, 3 (e.g. total energy, entropy, magnetization, particle
number, charge, etc.). To date, our input structures have con-
sisted of continuous, regular, real-space grids, analogous to
grayscale images.
Now, one might ask: “If the property we wish to predict is
extensive, can we not just split the input into blocks and add up
the individual answers?” Fig. 1 provides an example. If the goal
of the neural network is to count the number of dots in the box
(le), then division into non-overlapping subsystems will
indeed yield the correct answer. If, however, the task is to count
the number of multicolored pairs (right), the process is not so
straightforward, and subdivision without accounting for the
boundary yields erroneous answers.
The spatial extent over which features in the conguration
inuence the value of an operator is known as locality. In
general, operators (such as the number operator, Hamiltonian,
Fig. 1 On the left, the counting operator is local and the sum of the
operator applied to individual subsystems results in the same answer
as the operator applied to the complete system. On the right, the
semi-local nearest-neighbour operator (i.e. the count of the number
of black-red neighbours) cannot be applied to subsystems separately
and then summed.
4130 | Chem. Sci., 2019, 10, 4129–4140 This journal is © The Royal Society of Chemistry 2019

























































































magnetization, etc.) may be described as local, semi-local, or
fully non-local. In the density functional theory framework,48,49
exchange–correlation functionals are oen identied in these
categories. The local density approximation is considered local,
generalized gradient approximations like PW91 50 and PBE51
considered semi-local and some hybrid functionals (e.g.
B3LYP52,53) and exact exchange considered non-local.
We dene l to be the length scale of an operator's locality. For
example, in the counting example above, the number operator
is fully local (l ¼ 0), as computing 3 requires only local knowl-
edge. The nearest-neighbour example is non-local with l ¼ 1,
meaning knowledge of the surrounding region is necessary to
make a prediction. The gradient operator using a second-order
nite difference method is an example of a semi-local operator
with l ¼ 2.
For many systems, such as the Coulomb (1/r) interaction,
there is no hard cut off, but typically one expects the importance
of a feature to diminish as the distance from the feature
increases. For example, in a material, the screening environ-
ment (i.e. the importance of many-body effects) has a strong
inuence over how quickly this attenuation occurs. In metals it
occurs quickly, but in large band-gap insulators the falloff is
much more gradual. Even though quantum mechanics involves
fully non-local operators, it has been noted that matter is, in
practice, near-sighted.54
This idea of operator locality is the primary motivation for
the subdivision technique used in EDNNs: an L  L training
example is divided into N ¼ L2/f 2 non-overlapping regions of
size f f. We call these regions focus. Then to each focus region,
we provide overlapping context of width c. Each of these N tiles
(Fig. 2b) of size (f + 2c)  (f + 2c) is then fed into an identical
neural network (Fig. 2a), and the N individual outputs are
summed to impose the extensivity of the operator. The loss is
computed with respect to this nal, summed value, and
Fig. 2 An input example is decomposed into four tiles, with each tile consisting of a focus and context region. (a) As a pedagogical example, we
expand 4 adjacent tiles comprising a generic binary grid. For this case both the focus and the context are unit width, resulting in 3  3 tiles. The
tiles are simultaneously passed through the same neural network (i.e. the same weights). The individual outputs are summed, producing an
estimate of 3, an extensive quantity. When training, the cost function is assessed after this summation, forcing the weight updates to consider all
input tiles simultaneously. In (b), we show an example tile with a focus of f¼ 2, and a context of c¼ 2. The optimal selection of f and c depend on
the physical length scale of the target (learned) function.
Fig. 3 Performance of an EDNN tasked with learning the energy E operator for the 8  8 Ising model. Since E is semi-local (l ¼ 1), f ¼ c ¼ 1 is an
optimal configuration. Additional information in the form of a larger context region does not help the network predict values, and in fact makes
the training more difficult, as the network must learn to ignore a significant amount of information. (a) Predicted vs. true energies (per spin) for
optimal model. (b) Error (predicted  true energy) vs. true energy for optimal EDNN model.
This journal is © The Royal Society of Chemistry 2019 Chem. Sci., 2019, 10, 4129–4140 | 4131

























































































backpropagation is used to update the weights. In a normal
domain-decomposition technique, some method to compen-
sate for the inherent double-counting of the overlapping context
regions would be necessary, however with EDNNs, we leave the
task of rectifying this double-counting to the deep neural
network itself; it must somehow learn to partially ignore the
overlapping context regions.
2.1 EDNN input, topology, and training
Our explanation of EDNNs was very general, with no informa-
tion about the neural network we used, the loss function
employed, or the representation of the input data used. This is
intentional, as the crux of the EDNN technique is the way in
which the input data is subdivided, and the individual contri-
butions summed prior to backpropagation. In practice, creating
an EDNN requires only slight (albeit fundamental) additions to
the neural network topologies commonly used. In fact, there is
no strict requirement that any neural network be used within
the EDNN framework at all; any supervised machine learning
model can be used. Furthermore, the technique can be applied
to any representation of a spatially multidimensional eld,
provided spatial correlations are captured and consistent across
the input representation, and the quantity of interest is exten-
sive. This means that quantities such as entropy, magnetic
moment, and electron density (in addition to energy as
demonstrated in this work) are ideal candidates for the EDNN
technique.
As for the “brain” of the model, we chose to demonstrate the
technique with a neural network; the neural network within the
EDNN can be of arbitrary complexity. We have made use of both
deep convolutional neural networks as well as fully-connected
articial neural networks, depending on the complexity of the
underlying problem. Since the input to the neural network is
much smaller than the overall example, network architectures
that would normally be prohibitively expensive become trac-
table with EDNNs (e.g. within the EDNN framework it would be
possible to use a fully-connected articial neural network to
process a many-megapixel input).
In our case, we have focused on neural networks. Details of
training hyperparameters are provided in Table 1. The fully-
connected articial neural network used in training the Ising
model is comprised of a fully-connected layer of size 32(f + 2c)2
(note that (f + 2c) is the size of a single tile), followed by two fully-
connected layers with 64 outputs, which nally feed into a fully-
connected layer of size 1. The convolutional deep neural
network used to train the DFT models is constructed from 13
convolutional layers and two fully-connected layers. The rst 2
layers are reducing and operate with lter sizes of 3  3 pixels.
Each of these reducing layers operates with 64 lters and
a stride of 2  2. The next 6 layers are non-reducing, meaning
they have unit stride and preserve the resolution of the image.
Each of these non-reducing layers operates with 16 lters of size
4  4. The ninth convolutional layer operates with 64 lters of
size of 3  3 and a stride of 2  2. The last four convolutional
layers are non-reducing, and operate with 32 lters of size 3 3.
The nal convolutional layer is fed into a fully-connected layer
of size 1024. This layer feeds into a nal fully-connected layer
with a single output. The contribution from each tile is sum-
med, and the loss is computed as the mean-squared error
between this value and the true value.
We note that parallel branching within neural networks is
a common technique, usually taking one of two forms. The rst
technique, which is used by e.g. GoogLeNet (a.k.a Inception),55
uses repeating modules of parallel convolutional layers. Ref. 44
uses a similar approach, with multiple preprocessing tech-
niques feeding a variety of data representations through many
branches of a neural network architecture. Each branch of these
neural networks has its own set of weights, and learns different
features. Ultimately the output from each branch is concate-
nated to produce an ensemble of learned features that is
subsequently fed into a decision layer.
The second approach employs a single set of weights, shared
across the parallel branches such as in ref. 56. This technique
facilitates efficient parallelization of the neural network
training as each branch can be evaluated on separate hardware
with little communication between devices. When training in
parallel, the gradients from each separate branch are averaged,
and the weights of each branch are updated synchronously.
This effectively leads to a multiplicative speed-up in training
and inference.
EDNNs are fundamentally different from these
approaches, however, since in contrast to the former, the
contribution from each branch is summed and not concate-
nated, and in contrast to the latter, the gradients used to
update the weights are computed aer the extensivity-
imposing summation.
2.2 Focus and context
EDNNs introduce two new hyperparameters to the design of the
neural network: the focus and the context sizes. The following
considerations can ease in the choice of an appropriate focus
and context:
 c z l in order to provide sufficient context to the network,
but should not be too much greater so as to introduce





size Network Optimizer Learning rate Loss Epochs
Ising model 100 000 2000 DNN Adam57 0.0001 MSE 500
Hexagonal sheets 18 515 100 CNN Adam 0.00001 MSE 500
Porous graphene 501 473 64 CNN Adam 1  106 MSE 500
4132 | Chem. Sci., 2019, 10, 4129–4140 This journal is © The Royal Society of Chemistry 2019

























































































redundant computations into the network. Context too large is
not only inefficient for evaluation, but also makes the weight-
optimization process more challenging as the network must
learn to ignore a larger fraction of the input signal.
 Choosing f is a balancing act between parallelizability and
overall computational cost. Minimizing f results in more tiles,
which can be computed independently and thus parallelized
efficiently. On the other hand, small focus leads to a greater
overall computational demand, as for every focus region, there
are overlapping context pixels that are being computed multiple
times.
 A quantitative comparison of different focus and context
pairs is difficult, as varying these parameters consequently
changes the architecture of the neural network (e.g. number of
weights, or required number of layers to reduce the image to
a predetermined size through strided convolutions), modifying
the tting capabilities of the network.
We note that as the locality length scale of an operator grows,
the optimal EDNN approaches a single tile being processed by
a normal deep neural network; the context region is simply
periodic padding. This is because for fully non-local operators,
it is physically impossible to divide the problem up in the style
of EDNNs since the full volume is needed to make an inference.
Such systems are rare in practice, thankfully. EDNNs therefore
represent a framework that can naturally handle the full
continuum of possible screening environments. EDNNs can
describe all phases of the electron gas. We note that when
dealing with operators that have large values of l, it is oen
useful to recast the problem in reciprocal space, and such an
approach could be useful too with EDNNs.
3 Results
As illustrative examples of the method, we have trained an
EDNN on three systems: (1) the ferromagnetic Ising model and
(2) quantum mechanical total energy calculations (within the
density functional theory framework) for (a) hexagonal systems
(e.g. boron nitride, graphite, and heterostructures of the two),
and (b) porous graphene sheets.
3.1 Example: the Ising model
The Ising model is a two-state spin (s) model with s ¼ 1 with





where J is the interaction strength, and the summation is
computed over nearest-neighbour pairs (hi,ji). For J ¼ 1 the
system is ferromagnetic; it is favourable for neighbouring spins
to align. Application of EDNN to the Ising model is particularly
instructive because the locality length scale of the Hamiltonian
operator is known explicitly; as previously discussed, it is an l ¼
1 operator. The nearest-neighbour interaction means that c > 1
provides no additional information to the EDNN. Including this
data makes the task more difficult, as the network must learn to
completely ignore these features. As the size of the context
region grows beyond the locality length scale of the operator,
the learning process is less efficient. Our optimal EDNN trained
on the Ising model, using raw, binary spin values (s {1,1}) as
input, achieves a MAE (median absolute error) of 0.028J/L2 on
the testing set, sufficiently accurate40 to reproduce the nite
temperature phase transition for which the model is so well-
known. In comparison, the Ising models subdivided using
unit focus with c¼ 2 and c¼ 3 produce an error of 1.090J/L2 and
14.816J/L2, respectively. All three EDNNs were trained for the
same number of iterations and since the layer size of the arti-
cial neural network is dependent upon the input size, larger
context means signicantly more parameters in the neural
network. With f ¼ 1, c ¼ 3 the neural network contains over 7
times the parameters as the f ¼ 1, c ¼ 1 neural network and
therefore is much more difficult to optimize. This is another
motivation for considering carefully an appropriate choice for f
and c.
3.2 Example: density functional theory
3.2.1 Hexagonal sheets. For comparison with previous
work, we reuse a previously reported dataset42 of 2d crystalline
structures. This dataset consists of 26 449 structures of crys-
talline and defect (missing atom) hexagonal surfaces. The
technique of EDNNs does not depend on the atomic represen-
tation used as input to the neural network, provided the spatial
structure is properly represented; we use the previously estab-














Fig. 4 Decomposition of input image for the quantum mechanical
density functional theory calculation using f¼ 64 and c¼ 32. Four tiles
consisting of a focus region and context region are highlighted.
Overlap in the context region is by design and the EDNNmust learn to
ignore this overlap in the final reduction of the extensive quantity.
This journal is © The Royal Society of Chemistry 2019 Chem. Sci., 2019, 10, 4129–4140 | 4133

























































































Here xi, yi are the coordinates of the i
th atom with atomic
number Zi. g ¼ 0.2 Å was used as the width of the atomic
potential wells, consistent with Brockherde et al.39 (Fig. 4). This
function is evaluated on a 256  256 grid representing a 12.5 Å
 13 Å unit cell containing 60 atoms arranged in a hexagonal
lattice. The dataset contains both graphene and hexagonal
boron nitride, with and without defects.
For these quantum mechanical systems (computed within
the generalized gradient approximation of the density func-
tional theory48,49 framework), it is not possible to determine
a specic value of l. Within the hierarchy of approximations, the
method we used to compute the total energy (PBE51) is consid-
ered to be a semi-local approximation, since the exchange–
correlation potential includes only gradients of the charge
density. Other terms within the total energy are fully non-local
(although they are subject to screening by the electron gas).
Nonetheless, total energy is an extensive quantity and again the
EDNN performs favourably compared to previously reported
(non-EDNN) results.
Using f ¼ 64 and c ¼ 32, we achieve a MAE of 1.122 meV Å2
on our test set aer 500 training epochs, notably better than the
MAE of 2.529 meV Å2 on a traditional (non-EDNN) network
(Fig. 5).42 For this choice of (f, c) our input representation is
divided into 16 tiles, enabling an inference speed-up factor of 16
due to the ability to calculate the contribution from each tile in
parallel. This is on top of the inherent speed-up of evaluating
the EDNN compared to DFT. A conservative estimate for this
latter speed-up is on the order of 1 million in terms of CPU-
hours.
The ability of an EDNN to learn to ignore, or compensate for
redundant context can be explored by measuring the perfor-
mance of the model when information is partially obfuscated
through the application of a Gaussian blur to select regions of
the input. In Fig. 6, we plot the performance of the network
when blur is applied within the context region (edge) during
inference. As expected, when the blur is applied at the periphery
of the context region, the network reports very similar values for
3 as when there is no blur present. As the blurring encroaches
on more context, the predictions become poorer; the neural
network is evidently learning to ignore the context region. This
is to be expected, as the data will appear again in the focus
region of another tile. This is how double-counting is avoided.
When a small area in the center of the focus region is blurred,
the neural network is able to make accurate predictions, (likely
due to the limited amount of information being lost), but as the
extent of the blur increases within the focus region, the accuracy
of inference suffers greatly.
3.2.2 Porous graphene sheets. As a more challenging
example of the applicability of this technique, we developed
a dataset of porous graphene sheets. We generated 3137 start-
ing geometries by randomly removing varying numbers of
regions of various sizes from pristine graphene sheets of size 35
Å  35 Å. We separated the starting congurations into one set
of 349 starting congurations, reserved for testing the ability of
the trained EDNN to generalize to data that it has never seen
(validation), and the remaining 2788 congurations were used
for generating a training set.
We ranmolecular dynamics at a temperature of 1000 K using
forces obtained through the density functional theory frame-
work (using VASP58–61 and the PBE51 functional), collecting
congurations from the molecular dynamics trajectories as
training. In all, we collected 501 473 training congurations
and 60 744 testing congurations.
We use the same Gaussian-based input representation,
and the same deep convolutional neural network architec-
ture as the “hexagonal sheets” investigation. The larger
supercell size of the porous graphene sheets requires dis-
cretization on a larger grid; we chose a 384  384 grid. This
Fig. 6 Resilience of an EDNN to the addition of obfuscating Gaussian
blur. When a constant amount of information (constant area) within
the tiles is blurred, examples that had context area blurred result in
more accurate inference than examples that had focus blurred. This is
evidence that the EDNN is learning to ignore the context regions.
Fig. 5 Left: an example graphene sheet. (a) Performance of our EDNNmodel on a testing set (predicted vs. true). (b) Error ((predicted true) vs.
true) for the EDNN model trained on the total energy as calculated through the density functional theory framework.
4134 | Chem. Sci., 2019, 10, 4129–4140 This journal is © The Royal Society of Chemistry 2019

























































































results in more tiles required, but the training procedure
remains identical in all other aspects. The results are shown
in Fig. 7. The EDNN performs well with a median absolute
error of 1.685 meV Å2.
3.3 Transferability to arbitrary input size
EDNNs have the capability of making predictions on input
congurations of arbitrary size so long as the physical length
scale (i.e. the real space extent of a pixel in the input repre-
sentation), is preserved, and the input size remains an integer
multiple of the focus region.
To demonstrate this, we used the neural network trained on
8  8 Ising congurations to make energy predictions of 128 
128 Ising congurations sampled near the critical temperature.
Without any further training, the median absolute error on
these much larger congurations was 2.055J/L2. This is
substantially larger than the 8  8 error, but this is to be ex-
pected. Since there is some error associated with the prediction
of a given tile, it indeed makes sense that this error will scale
with the extensivity of the system. In other words, the error
relative to the absolute energy is still small. The predicted values
and the prediction error is plotted against the true values in
Fig. 8.
Additionally we test the DFT model trained on a 12.5 Å  13
Å, 256  256 grid (N ¼ 60 atoms) on several larger domains up
to 62.6 Å  65.1 Å (1024  1024 grid, N ¼ 1500 atoms). During
inference, the EDNN performs similarly well predicting energies
of congurations larger than those in the training set, as seen in
Fig. 9, and does so many orders of magnitude faster than
conventional numerical methods. This is a powerful feature of
EDNN, as one can generate a testing set of many training
examples for signicantly less computational expense, and then
apply it to larger systems without the O ðN3Þ (or worse) scaling
inherent in Kohn–Sham density functional theory. The evalua-
tion of the EDNN scales as O ðNÞ. The fact that an EDNN can take
a O ðN3Þ problem and map it to O ðNÞ might seem suspicious at
rst. Recall though that HK DFT does scale linearly and that the
polynomial scaling of Kohn–Sham DFT is due to the diagonal-
ization of the Kohn–Sham Hamiltonian. We avoid such an
evaluation during inference, and therefore we achieve scaling
consistent with orbital free DFT.
As a proof of concept and to further demonstrate the
exceptional scaling of the EDNN approach, we generated
a porous graphene sheet comprised of 35.2 million atoms, with
a supercell size of 1.0 mm2. EDNN inference is trivially parallel,
so using a custom distributed TensorFlow implementation, we
were able to compute the total energy of the sheet using 448
cores across 16 nodes in 24.7 minutes. A “ground truth” DFT
calculation at this scale is intractable, but based on the results
on smaller-scale tests (Fig. 8 and 9) we can condently conclude
that the relative error is comparable to that of a DFT method.
These results are shown in Fig. 10 and 11.
Fig. 7 Left: an example porous graphene sheet. (a) The true (DFT) vs. predicted (EDNN) total energy in eV Å2. The tight clustering along the
diagonal indicates the EDNN performs well at predicting the total energy. (b) The error (DFT energy – EDNN energy), in meV Å2, is very close to
zero.
Fig. 8 An EDNN trained only on 8  8 Ising training examples is capable of making accurate predictions of the 128  128 Ising model near
criticality. While the absolute error is higher at 2.055J/L2, the relative error is very small. While it appears the EDNN consistently overpredicts the
energy, this is not an effect of large scale inference, but rather that the input configurations are from an energy windowwhere the original EDNN
also slightly overpredicted the energy. This is evident when compared to the appropriate region of Fig. 3b.
This journal is © The Royal Society of Chemistry 2019 Chem. Sci., 2019, 10, 4129–4140 | 4135

























































































3.4 EDNN in use
We have demonstrated that EDNNs can be used to accurately
learn the mapping from atomic coordinates to energy. How
though, do EDNNs perform when used as the energy evaluation
function in an actual simulation? To investigate this we per-
formed a Metropolis Monte Carlo (MC) simulation of pristine
graphene, the same 12.5 Å  13 Å unit cell used in the dataset
from Section 3.2.1 above. During the MC calculation we use
the EDNN to evaluate the energy of the atomic conguration.
The accurate evaluation of energy is important within the MC
framework, as the evolution of the atom positions depends
exponentially on the accurate evaluation of energy. In Fig. 13,
we plot the radial distribution function, g(r) for the atoms in
the EDNN (MC) simulation alongside g(r) for a molecular
dynamics (MD) simulation of pristine graphene using DFT
(VASP). For the MD, we used the same VASP input parameters
as the MD used to generate the EDNN training/testing dataset.
Both simulations occur at a temperature of 1000 K. The two
radial distribution functions are in close agreement, with the
peaks in exact agreement. While there is a bit of discrepancy
between the two functions, it is evident that the EDNN tech-
nique can be used to perform physically relevant simulations
at a fraction of the cost of the quantum mechanical alterna-
tive; during the MC simulation the EDNN takes 0.39 seconds
per energy-evaluation, while the DFT (MD) takes 9.9 seconds.
The bulk of the EDNN calculation time is spent within our
inefficient image representation construction, i.e. the evalua-
tion of eqn (2). Since this is not the focus of this work, we have
not yet optimized this evaluation, so considerably higher
performance is possible in practice.
3.5 EDNN advantages
We note that EDNNs are particularly well suited for massive
parallelization, particularly during inference, since neural
network evaluation can be distributed across hardware; there is
no need for communication between them until the nal
summation. Beyond scalability, EDNNs have the feature that
they can operate on inputs of arbitrary shape and size (to within
integer multiples of f). This is particularly useful for treating
large-scale mesoscopic structures in silico.
Since the neural network of the EDNN only operates on
a single tile at a time, EDNNs permit the use of more compu-
tationally intensive network architectures (e.g. fully-connected
networks), that would normally be infeasible. Additionally
EDNNs are well suited for Monte–Carlo sampling, as local
updates would only require the re-evaluation of nearby tiles, not
the entire conguration.
Under the EDNN framework, there is no requirement to
assign energy to a particular region of space or atomic species,
unlike atom-centred methods. Rather, the network is simply
told that the extensive property applies to the entire system.
This is important because it is extremely exible; it allows for
a seamless method that can learn quantum molecular
mechanics, implicit solvation energies, entropy, etc. Further-
more EDNNs can operate on any spatial eld, such as the
electron density.
Fig. 9 A single EDNN was trained on a 12.5 Å  13 Å unit cell. This
trained model was used to make accurate predictions on larger unit
cells not present in the training set. (a) The inference time for large
systems was about 1 million times smaller than the equivalent density
functional theory approach, with CPU evaluation performing better
than GPU evaluation on large systems. (b) The resulting energy
predictions are consistent within chemical accuracy of 1 kcal mol1.
The scale of the error can be expected to scale linearly with the size of
the system ði:e:OðNÞÞ.
Fig. 10 Using the model trained on many small porous graphene
sheets, we used a multi-node, distributed TensorFlow implementation
to make predictions on large sheets. The model evaluation time scales
linearly with the cell area (and thus, under the assumption of homo-
geneous density, the number of atoms). The annotations refer to the
number of atoms in the configuration. The EDNN allows for total
energy calculations at DFT accuracy of more than 1.0 mm2 of material
in 24.7 minutes (Fig. 12). Importantly, the model was trained on
a dataset of configurations consisting of only around 500 atoms, and
therefore collection of training data does not require accurate simu-
lation of large configurations. All EDNN evaluations were carried out
on a 20-node cluster with 28 cores per node.
4136 | Chem. Sci., 2019, 10, 4129–4140 This journal is © The Royal Society of Chemistry 2019

























































































Fig. 11 Using the model trained on many small porous graphene sheets, we used a multi-node implementation of TensorFlow to perform
inference on larger systems. At over 400 000 atoms, we achieve better-than-linear scaling, even with only typical gigabit ethernet interconnect.
In theory, since the evaluation of an EDNN is perfectly subdivisible into separate parts, with the only communication cost incurred during the final
summation, scaling to large system sizes should be parallel. In practice, overhead is incurred in the distribution of input data, but we achieve
impressive scaling nonetheless.
Fig. 12 We demonstrate that EDNNs can be used to make an energy prediction of a two-dimensional 35.2 million atom system, over 1.0 mm2 of
material, at an accuracy comparable to density functional theory, in under 25 minutes. Additionally, the evaluation of the neural network scales
linearly with the number of atoms (assuming relatively homogeneous density), so this evaluation-time estimate can be driven lower with wider
hardware configurations. Such a system exists on a length scale visible with optical microscopy and larger than some living organisms.
This journal is © The Royal Society of Chemistry 2019 Chem. Sci., 2019, 10, 4129–4140 | 4137

























































































EDNN can be thought of as a generalization of a complex,
many-body force-eld. Features are learned automatically by the
EDNN, and domain decomposition is handled intrinsically.
Traditional force-elds assume that extensive properties such
as the total energy can be expressed as a many-body sum over
interacting particles, and in some cases, an implicit solvation
environment. While many different models exist, almost all
share the common feature of expanding the total energy in
terms of neighbour interactions, typically within a xed cutoff
radius. Bond lengths, angles, and partial charges are used as
features, and the coefficients of the relative terms are trained
against a xed set of examples. Even methods designed for
metallic environments (e.g. the embedded atom method) make
use of structural “features” (e.g. the density of neighbours)
which are then fed into a feature based decision algorithm.
When used for atomistic modelling, EDNN accomplish the
same task as a force-eld without the requirement of hand
selecting features. They are also extremely straightforward to
implement in parallel, and do not require complex calculations
of angles, dihedrals, feature vectors, or neighbour lists for effi-
cient parallelization.
3.6 EDNNs capturing physics
At the most fundamental level, many-body interactions within
a material are subject to screening. Screening occurs due to
elementary excitations that occur within the system (e.g. elec-
tronic, rotational, etc.). Depending on the characteristic of the
electron gas, screening effects can result in a rapid interaction
decay length (e.g. as in a metal), or they may attenuate much
more slowly. Screening and the various length scales at which
its effects are observed are emergent phenomena.
EDNNs are built on the idea that interactions are screened at
some length scale, but that a priori, the user does not know what
it is. The training data itself encodes this length scale, and the
network takes advantage of it. The generality of the concept and
the implementation are why EDNNs are so useful; the physical
property that permits the decomposition of the problem is
actually revealed by the data itself.
On a similar note, (i.e. that the data should reveal the
physics, rather than incorporating it a priori) relates to the
question of invariance; there are currently two schools of
thought about how symmetries should be built into models.
Within the chemical literature, there is currently a strong bias
toward enforcing symmetries within models rst, and then
developing methods that are constrained by those symmetries.
This “symmetry rst” view is generally not what has been the
approach in the computer vision/articial intelligence
community. We are of the belief that symmetries (e.g. rotations)
can be learned and should not necessarily be enforced. This is
both from a pragmatic point of view (too many constraints on
a network during the learning process can restrict it to local
minima), and from somewhat of a philosophical point of view.
In deep learning, features can and should be learned from the
dataset itself. The way to teach a neural network a physical law
is to provide it data from which it can learn.
4 Conclusion
We have demonstrated a new form of deep neural network,
motivated by physics, that can operate on arbitrary sized input
and physical length scales while maintaining the extensivity of
properties inferred by the network. Networks of this form are
particularly well suited to large-scale parallel inference, as the
individual components of the input data can be computed
independently of one another. We demonstrate the ability of
EDNNs to learn extensive operators, such as the nearest-
neighbour Ising Hamiltonian and the density functional
theory total energy operator. The process of optimizing the
focus and context hyperparameters provides physical insight
into the interaction length scales of the physical problem. We
demonstrate the efficiency of the EDNN approach in inferring
properties of systems much larger than those on which it was
trained. Finally, we demonstrate the ability of an EDNN to infer
the total energy of a porous graphene sheet comprised of 35.2
million atoms, to DFT accuracy, in under 25 minutes. Although
we have chosen to demonstrate three specic examples in the
eld of physics, the techniques and arguments that we present
are quite general, and naturally apply to many problems in
physics and image processing.
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Data and code
The porous graphene data set, as well as links to EDNN tutorials
and code can be found at http://doi.org/10.4224/c8sc04578j.data.
Appendix
Let us formalize the EDNN technique.
Fig. 13 The radial distribution functions g(r) plotted for two calcula-
tions. The black line is g(r) for a Metropolis Monte Carlo simulation
using the EDNN as the energy evaluation function. The orange line is
g(r) for a molecular dynamics calculation using density functional
theory as the energy evaluation criteria. Since the two methods differ
algorithmically, a direct comparison is difficult, but we can see that
both methods yield exactly the same peak positions, indicating the
EDNN is capable of making predictions at an accuracy suitable for
performing physical simulations.
4138 | Chem. Sci., 2019, 10, 4129–4140 This journal is © The Royal Society of Chemistry 2019

























































































The (two dimensional, single channel) EDNN takes as input
a batch of images x˛ℝNBLL1, where NB is the batch size.
EDNNs are not limited to 2-dimensional single-channel data
and can be used for three (or more) dimensions and multiple
channels.
We construct the input tensor X by taking a periodically-
padded copy of x and performing a strided slice, starting from
the origin with stride equal to the focus. We extract a patch of
size (f + 2c)  (f + 2c), e.g.
Xb,i,j,d ¼ xb,if–c:if+f+c,jfc:jf+f+c,d, i,j ∊ [1.L/f]
meaning
X˛ℝNBðL=f ÞðL=f Þdðfþ2cÞðfþ2cÞ
In words, X is comprised of L2/f 2 tiles of size (f + 2c)2 d-
channel pixels for each of the NB images in a batch.
Each tile is passed individually through the approximation
function (e.g. a neural network), which is parametrized by q:
Cb;i;j ¼ f

Xb;i; j ; q

:
We call the C tensor the “tile contributions”, that is, how
much of the nal answer is contained in each tile. The tile
contributions are reduced through a summation, preserving







This vector, 3̂b is the predicted extensive quantity from the
EDNN, one entry for each example in the input batch.
The batch loss is computed as the mean-squared error






This loss function is then minimized as in a normal neural
network, using some form of gradient descent to tweak the
parameters q so that the prediction matches the true answer as
closely as possible.
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47 W. Pronobis, K. T. Schütt, A. Tkatchenko and K.-R. Müller,
Eur. Phys. J. B, 2018, 91, 178.
48 P. Hohenberg and W. Kohn, Phys. Rev., 1964, 136, B864–
B871.
49 W. Kohn and L. J. Sham, Phys. Rev., 1965, 140, A1133–A1138.
50 J. Perdew, J. Chevary, S. Vosko, K. Jackson, M. Pederson,
D. Singh and C. Fiolhais, Phys. Rev. B: Condens. Matter
Mater. Phys., 1992, 46, 6671–6687.
51 J. P. Perdew, M. Ernzerhof and K. Burke, J. Chem. Phys., 1996,
105, 9982–9985.
52 C. Lee, W. Yang and R. G. Parr, Phys. Rev. B: Condens. Matter
Mater. Phys., 1988, 37, 785–789.
53 A. D. Becke, J. Chem. Phys., 1993, 98, 5648–5652.
54 E. Prodan, Phys. Rev. B: Condens. Matter Mater. Phys., 2006,
73, 085108.
55 C. Szegedy, W. Liu, Y. Jia, P. Sermanet, S. Reed, D. Anguelov,
D. Erhan, V. Vanhoucke and A. Rabinovich, Proceedings of the
IEEE Computer Society Conference on Computer Vision and
Pattern Recognition, 2015, pp. 1–9.
56 K. Alex, I. Sutskever and G. E. Hinton, Neural Information
Processing Systems (NIPS), 2012, pp. 1097–1105.
57 D. P. Kingma and J. Ba, arXiv, 2014, 1–15.
58 G. Kresse and J. Hafner, Phys. Rev. B: Condens. Matter Mater.
Phys., 1993, 47, 558–561.
59 G. Kresse and J. Hafner, Phys. Rev. B: Condens. Matter Mater.
Phys., 1994, 49, 14251–14269.
60 G. Kresse and J. Furthmüller, Comput. Mater. Sci., 1996, 6,
15–50.
61 G. Kresse, Phys. Rev. B: Condens. Matter Mater. Phys., 1996,
54, 11169–11186.
4140 | Chem. Sci., 2019, 10, 4129–4140 This journal is © The Royal Society of Chemistry 2019

























































































CHAPTER 3. SUPERVISED LEARNING
3.5 Beyond physics
While they are inspired by physics, the principles of extensive deep neural
networks are not limited to applications in physics. We have already discussed
how the number of particles is a basic extensive property, and thus counting is
a natural application for extensive deep neural networks.
Counting tasks in computer vision are challenging for a number of rea-
sons. If we assume we are counting objects in an image, then we are likely
to have some degree of perspective to deal with; objects nearer to the camera
will appear larger than objects far from the camera. Furthermore, obfuscation
is likely, with objects being in front of other objects fully or partially obscuring
the ability of achieving an accurate count. Finally, merely obtaining the correct
count label with which to train a model can be challenging; this is often done
manually, with humans hand-annotating images to count objects.
With extensive deep neural networks, we can train counting tasks in a
weakly-supervised way; the only label information required is the total count
of objects. Furthermore, we can easily count multiple classes of objects within
the same image by using a vector of counts as the label on which to train.
A very important “bonus” of using an EDNN for this task is the ability to
then localize objects within the original image. Prior to the final summation re-
duction (recall Figure 2 in Section 3.4 for an EDNN schematic) we have access
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to the individual count contributions of each tile that comprises the full image.
By looking at these count contributions during inference, we can construct a
density map of objects at a resolution of the nonoverlapping focus regions. This
can be used to localize objects within the image.
In “Weakly-supervised multi-class object localization using only object counts
as labels” we present this technique along with several new data sets that can
be used for such tasks. We present several modified MNIST data sets as well
as two data sets of rubber ducks and bouncy balls floating in various scenes.
We demonstrate that an EDNN is able to learn to count and localize both ducks
and balls, when only provided a label such as “[5 ducks, 2 balls]”. Furthermore,
since this approach uses an EDNN, we demonstrate how an EDNN trained on
small images is able to learn transferable knowledge to large images, and even
transfer knowledge about counting ducks to a different scene entirely.
This is not the first application of a neural network for weakly-supervised
counting of objects. Seguì, Pujol, and Vitrià [140] employ a convolutional neu-
ral network, but the use of fully-connected layers across the entire visual field
limits transferability to other sizes, and localization must be obtained through
auxiliary clustering techniques. To our knowledge, this is the first weakly-
supervised counting and localization approach that is transferable to systems
of a different size, and inherently localizes objects without further clustering
techniques.
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Author contributions: Isaac Tamblyn revised the manuscript and super-
vised the project. This work is available as a preprint [5].
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We demonstrate the use of an extensive deep neural network to localize instances
of objects in images. The EDNN is naturally able to accurately perform multi-class
counting using only ground truth count values as labels. Without providing any
conceptual information, object annotations, or pixel segmentation information, the
neural network is able to formulate its own conceptual representation of the items
in the image. Using images labelled with only the counts of the objects present,
the structure of the extensive deep neural network can be exploited to perform
localization of the objects within the visual field. We demonstrate that a trained
EDNN can be used to count objects in images much larger than those on which
it was trained. In order to demonstrate our technique, we introduce seven new
datasets: five progressively harder MNIST digit-counting data sets, and two data
sets of 3d-rendered rubber ducks in various situations. On most of these datasets,
the EDNN achieves greater than 99% test set accuracy in counting objects.
1 Introduction
The goal of automated object localization research is to take a two-dimensional projection of a scene
(e.g. a photograph) and construct a spatial density map, indicating where in the image the objects
of interest appear. The integral of this density map can be evaluated to arrive at a count of the
number of objects of various types present in the full three-dimensional area [1]. There are numerous
applications where accurate counting of objects from a visual camera signal is beneficial, such as
population monitoring in the Seregeti[2], counting humans in crowded locations [3, 4, 5, 6, 7, 8], or
counting bacteria on microscope slides [9]. In order to train supervised computer vision and machine
learning methods for this task, labels are required. In the most strongly-supervised techniques, each
pixel is assigned to a class and the task is called segmentation, with the neural network tasked at
predicting labels at pixel resolution. Coming in slightly weaker are datasets labelled with bounding
boxes around objects and the problem is cast as one of detection. More weakly-supervised techniques
that use point annotations have been employed to count cells [10, 11, 12, 13, 14, 9, 15, 16], cars
[17, 18, 19], and penguins [20, 16], among other things. Point annotations are more appropriate when
object occlusion is present and bounding boxes or pixel-specific labels would overlap significantly
[13]. The main difficulty with these approaches lies in obtaining the detailed annotation labels (e.g.
bounding boxes or positions). These annotations are traditionally provided by humans, such as the
task of clicking on penguins in the arctic [20]. Crowdsourcing this tedious work has become common,
but with non-experts and anonymous users providing the labels, a training set could easily become
fouled with erroneous labels, making training an accurate model difficult [21]. It is substantially
easier to arrive at a count of the number of objects present in the field of view than it is to assign all
pixels to class or draw bounding boxes around objects.
1.1 Related work
Patch-based counting and localization approaches are common, with the standard approach being to
cast the problem as a density-map regression problem. For example, Refs. [10, 19, 18, 9] blur point
annotations to construct a density map. Then they train a regression model to, acting on a single patch
at a time, reproduce this density map. Once the model is trained, a density map can be constructed
from new images, providing localization information, and the integral of the density map can provide
total count information.
Our application aims to make the task even simpler; knowing only the number of objects present in
an image and using this as a label, we train an end-to-end deep learning model capable of achieving
both accurate multi-class counting and multi-class localization of objects. One of the benefits of
using only the raw object counts is that count information is more easily obtained than precise
location annotations, and furthermore, the count signal need not originate from the visual signal itself.
Measurements from other devices, e.g. weight sensors, optical tripwires, etc. can be used as labels
to train a model operating on the visual signal. Unlike other similar approaches [22], this approach
relies only on a single scalar label, and ground truth segmentation data is not required for obtaining
object localization or counting. Once trained, the model can be applied to arbitrarily large images.
Because the neural network only acts on a small subset of the input image, the actual convolutional
neural network model can be relatively small, and the systematic way in dividing input images into
evenly-sized patches is very easy to implement.
2 Methods
Extensive deep neural networks (EDNN) were proposed by Mills, et. al [23] as a way to capture the
extensive nature of physical properties in physics and chemistry applications. An extensive property
is one that scales linearly with system size (such as number of objects, or total energy in the case of
chemistry applications), with the obverse being an intensive quantity (such as temperature or density).
The EDNN technique itself is relatively simple: break the input image x ∈ RW×H×d (where d is
the number of channels, e.g. 1 for grayscale and 3 for RGB) into non-overlapping patches of size
f × f × d, called focus regions. These focus regions are then padded with a border of width c, adding
“context” around the non-overlapping patches. Each (f +2c)× (f +2c)×d “tile” is then fed through
the same neural network, outputting a single number for each tile. These results are summed and
the final summed value is used as the “prediction” against which to compute the loss and perform
back-propagation. The effect of this technique is that the neural network only needs to learn to predict
a fractional contribution of the final object count. The neural network learns automatically how to
treat the overlapping context regions so as not to double count contributions. Furthermore, since each
tile is comprised of non-overlapping focus regions, one can consider the neural network output for a
single tile the fractional count of the number of objects present and a density map can be constructed
over the original image at a resolution determined by the focus size f . In the case of small focus, this
can enable the precise localization of objects in the image.
We have designed multiple data sets through which we demonstrate the EDNN-counting and localiza-
tion. The MNIST variants are constructed by extracting 4800 examples of each of the ten numerals
from the original MNIST dataset. For each of the ten digits, 480 members are reserved for the testing
sets and 4320 are used to construct the training sets (i.e. no unique MNIST example is present in
both the training and testing sets) The examples are constructed by choosing a random number Ni
between 0 and Lmax for each numeral i present in the data set. This will serve as the label. Ni digits
are then chosen randomly from either the testing or training subset and are composited randomly on
an empty 256× 256 pixel image through element-wise summation. In the case where occlusion is
permitted, pixel values are clipped at 255. The images are saved as greyscale 8-bit PNG images, with
labels in a separate JSON file.
The RD-2 dataset is generated using a script inspired by the CLEVR [25] dataset, using Blender to
perform the 3d rendering. For each of the label-scene pairs (e.g. “5 ducks, 2 balls, mountain scene”),
we generated 1024 images by randomly placing, scaling, and rotating the appropriate number of
ducks and balls. 896 images of each scene-label pair are used for training and 128 for testing. The
RD-1 dataset is a subset of the RD-2 dataset (the examples with zero balls). The images are generated
at a resolution of 256 × 256 pixels and stored in RGB (3 channel) 8-bit PNG images. Labels are
stored in a separate JSON file.
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Figure 1: An example image from each of the 7 datasets presented in this paper. The datasets are
described in Table 1 and additional examples are included in the Supplementary Information.
Name Description Lmax
(a) MNIST-1 Single category collage of hand-drawn examples of the digit 5
from the original MNIST data set [24]. No digits overlap and all
are the same size.
25
(b) MNIST-2 Two category collage of hand-drawn examples of the digit 4 and
8 from the original MNIST data set. No digits overlap and all are
the same size.
12
(c) MNIST-10 Ten category collage of hand drawn digits from the original
MNIST data set. No digits overlap and all are the same size
6
(d) MNIST-2-occ Two category collage of hand drawn examples of the digit 4 and 8
from the original MNIST data set. Digits are permitted to overlap
(occlude) other digits. All digits are the same size.
15
(e) MNIST-2-occ-vs Two category collage of hand drawn examples of the digit 4 and 8
from the original MNIST data set. Digits are permitted to overlap
(occlude) other digits, and the digits are scaled randomly before
placement (using a standard scaling function employing bicubic
interpolation).
15
(f) RD-1 Single category 3d renderings of zero to five rubber ducks in
different scenes. The ducks are scaled and placed randomly and
partial occlusion is permitted (full occlusion is prevented). Each
image is 256× 256 pixels with three (RGB) channels.
5
(g) RD-2 Two category 3d renderings of zero to five rubber ducks, and
zero to five floating spheres (“balls”). Some high-number count
combinations are omitted (e.g. 5 ducks and 5 balls) due to the
difficulty of packing the objects while preventing occlusion. The
spheres are randomly coloured and scaled and randomly assigned
either a matte or metallic finish. Each image is 256× 256 pixels
with three (RGB) channels.
5
Table 1: Summary of the designed datasets. Lmax denotes the largest label value (i.e. the maximum
count of each object in a given image).
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An important consideration in the design of an EDNN was how to choose an appropriate tile size (e.g.
focus and context region). Mills et. al. discusses this process based on the length scale of the physics
of the underlying problem. In the case of counting variable-sized objects present in an image, the
process for choosing a focus and context is less clear. From intuition, we can suggest that the total
tile size (f + 2c) should be large enough to capture an identifiable feature of the largest objects we
wish to count. For example, to count camera-facing waterfowl, one does not need to actually be able
to identify a bird; an accurate count could be obtained by only learning to identify beaks. We found
that using a focus of f = 8 and a context of c = 8 worked well for the MNIST counting purposes.
For the rubber duck counting, we used a slightly larger context, c = 12, as the largest ducks covered
more pixels than the MNIST digits. We will discuss the benefits of different focus and context values
further in the discussion.
With our choice of focus and context, the neural network must be designed to act on tiles of size
(f +2c)× (f +2c), 24×24 for MNIST and 32×32 for the ducks. The input images are zero-padded
with c pixels on all sides, and the tiles are constructed using standard TensorFlow [26] image functions
operating on these zero-padded copies of the input data.
We used a standard convolutional neural network with N = floor(log 2(f + 2c)−1) layers operating
with K = 64 square kernels of size k = 4. Each layer operated with stride S = 2. The output of the
final convolutional network is flattened and passed into a dense layer with 1024 outputs, which is
then fed into a final dense layer. The final layer has l outputs, where l is the dimensionality of the
labels (i.e. the number of classes being counted).
In practice, the computational graph is constructed to take a batch of Nbatch L × L images, and
deconstruct them into N tiles = L2/f2 tiles. The input data is concatenated along the first axis; this
results in a tensor of shape [Nbatch × N tiles, f + 2c, f + 2c]. The convolutional neural network
operates on this tensor, performing the same operations on all tiles of all images in the batch, reducing
it to shape [Nbatch ×N tiles, l]. This tensor is then reshaped to [Nbatch, N tiles, l]; in practice, this
can be thought of “how much stuff” should be attributed to the f × f focus region. We will refer later
to this tensor, so we will label it C. Then for the core of the EDNN technique: a summation reduction
over the second axis. This results in a [Nbatch, l] tensor denoting the prediction of the l extensive
quantities for each image in the batch. The loss is computed as the mean squared error between this
vector and the vector of labels, and the Adam optimizer [27] is used to minimize this loss.
Standard neural network training procedures were employed using TensorFlow [26] and the Adam
optimizer [27] with a learning rate of 10−4. We trained the EDNN until the loss dropped below 10−3,
between 100 and 500 epochs, depending on the difficulty of the dataset.
3 Results
3.1 MNIST variants
The simplest case is the MNIST-1 dataset. The EDNN is able to count the number of fives with
100.00 % accuracy. Localization of the digits within the input image can be achieved by assigning
the contents of the tile contribution tensor C to the focus regions over which its contributions were
obtained. Doing so results in the ability to detect not only the number of objects in the visual field,
but additionally pinpoint their location with considerable accuracy.
Next is the MNIST-2 dataset, testing the ability of the EDNN to perform mutli-class counting and
localization. The EDNN is tasked with counting 4s and 8s, and does so with 100.00 % accuracy for
both categories. Similarly, localization can be achieved. Interestingly, the EDNN learns to assign
a positive contribution to the class of interest, while assigning a negative contribution to the other
"negative" class. This is because of the EDNN’s limited receptive field; since it only sees a small
region of the input image, in the tiles surrounding a digit, the EDNN cannot see enough information
to identify which class the digit belongs to, and thus assigns a small, positive contribution. Then
when the EDNN sees a tile more central to the negative-class digit, it must output a negative value
to compensate for its misclassification of the exterior regions. The result is still a very precise
localization of each class of objects in the receptive field.
The MNIST-10 dataset includes examples of all ten handwritten digits, from 0 through 9. The EDNN
performs exceptionally well; it performed worst at counting fives, but still performed with 98.08 %
accuracy. The performance of the EDNN on MNIST-10 is shown in Fig. 3.
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Figure 2: Error distributions for all classes presented in this paper. The minimum, median, and
maximum error for each class is displayed as vertical lines on the distributions. The interval of correct
counting (−0.5 to 0.5) is shaded. A rounding of the final count to integer values would result in any
examples within this interval being counted correctly. We can see easily from these plots that the
MNIST digit counting with occlusion is the most difficult task.
A more difficult challenge is when the digits are permitted to overlap (occlude) other digits. Nonethe-
less, the EDNN is able to count the digits quite accurately with an accuracy of 84.82 % and 88.50 %
for counting fours and eights, respectively.
When variable-sized digits are included in the dataset, and digits are allowed to occlude each other,
the task is considerably more difficult with only 56.68 % and 54.72 % accuracy for counting fours
and eights, respectively. This is not surprising; looking at the example image in Fig. 3, it is difficult
to differentiate many of the digits even by eye.
The error distributions for all datasets are shown in Fig. 2.
3.2 Rubber ducks
Next we move on to the rubber ducks. The EDNN is able to count variable-sized rubber ducks that
are permitted to partially occlude each other, and does so with high accuracy (99.39 %). The dataset
includes five different scenes and a variety of camera angles and lighting conditions affording the
EDNN the opportunity to learn to identify objects and not merely base its prediction on the presence
of a particular colour in the image.
Next we trained an EDNN from scratch on the RD-2 dataset, including multi-colored balls in addition
to the rubber ducks. The EDNN performs exceptionally well, counting the two distinct object classes,
“ducks” and “balls”, with 99.58 % and 99.38 % accuracy, respectively on the test images. An example
is shown in Fig. 3.
One might question whether the trained model generalizes to rubber ducks which find themselves in
situations not present in the training set. To test this, we construct a 3d-scene of multiple (l0 = 16)
ducks in a bathroom scene [28]. The ducks are various sizes, in various orientations and surrounded
by other 3d objects. The overall image is rendered at a much higher resolution (1920× 1080) than
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Figure 3: Output of the EDNN for counting and localization of a testing example from three datasets:
MNIST-10, MNIST-2-occ-vs, and RD-2. The top row represents the reference image x. The second
and third rows show the tile contributions C for two of the multi-class labels, e.g. l0, lN . Red denotes
a large positive contribution, whereas blue denotes a negative contribution. Above, the predicted
object count is displayed (the integral (sum) of C) alongside the true count in parentheses.
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the images present in the training set, however the EDNN technique can easily handle this increase
in size; there are simply more tiles to evaluate prior to the final summation. In fact, EDNN can be
evaluated on arbitrary input sizes so long as the image resolution is a multiple of the focus region
(zero padding can be employed if this is not the case, effectively making this constraint moot). Most
of the ducks in the larger image are of comparable scale to those in the training set. Fig. 4a shows
the scene. The EDNN trained on the duck-only RD-1 dataset does poorly on evaluating the number
of ducks in the bathroom. By looking at C we can form a hypothesis as to why. Summing the
interior of a region of C will tell us how many ducks the EDNN has decided are present within the
boundary of the region. When we do this for some regions-of-interest, we can see that many ducks
are over-counted, while others are under-counted. It is not possible to tell exactly what the problem is,
however the EDNN is clearly considering the yellow balls to be somewhat duck-like. Our best guess
for this failure is that the EDNN is placing too much reliance on the boundary between “yellow” and
“non-yellow” as a good indicator of a duck, and is thus miscounting both large ducks and yellow balls.
If this is indeed the case, the model trained on RD-2 should perform better as the training examples
included yellow balls that the EDNN would have needed to learn are not ducks.
Fig. 4c shows an identical analysis for the model trained on the RD-2 dataset evaluated on the
bathroom scene. The model misses three ducks, but this time the reason is clear: the erroneous counts
are ducks that differ from the ducks in the training set. One duck is significantly smaller than any
ducks present in the training set, and the other two have fallen over, an orientation absent from the
training set.
A remedy for such an issue should be clear; train the EDNN additionally on images of sideways
rubber ducks. This can be accomplished most simply by applying a random rotation by an integer
multiple of π/2 to the input image pipeline during training, augmenting the data set. After doing this,
the EDNN does indeed count the sideways rubber ducks and additionally identifies the tiny duck,
although at a reduced count since it is smaller. Variations in object sizes can also be handled through
data augmentation, scaling down the input images and zero-padding the boundary.
4 Conclusion
We demonstrate the use of an extensive deep neural network for providing multi-class object lo-
calization in images, using weakly-supervised learning. By training an EDNN to count objects in
images, we arrive at a model which can both accurately count instances of objects in images as well
as spatially localize them using only object counts as labels. We demonstrate that multiple classes
of objects can be counted simultaneously (multi-class counting). The EDNN is, through training,
able to develop an internal representation of the objects suitable for counting without any bounding
boxes, point annotations, or ground truth segmentation data. The spatial structure of the EDNN can
be exploited to additionally provide a density map of the objects in the image, providing accurate
localization within the field of view (multi-class localization). Once trained, we demonstrate the
EDNN can be used on images significantly larger and different than those present in the training
dataset. The EDNN technique is a simple and useful technique for computer vision applications.
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Adversarial learning is a technique where multiple (usually two) neural net-
works are trained in parallel. It gets its name from the fact that the literature
usually presents the two networks as being in a competitive relationship, work-
ing against each other to “fool” the other network. Adversarial networks are
usually presented as a form of generative model, as typically one of the net-
works is formulated in such a way that it learns to produce realistic-looking
example data.
4.1 GAN and the Ising model
In our first investigation of adversarial learning to physics, we show that a
Generative Adversarial Network can be used to learn to sample different dis-
tributions, using the Ising model as a proof-of-concept.
Furthermore, we demonstrate that an interesting consequence of the ad-
versarial learning method (that was often overlooked at the time), is that the
discriminator can be forced to predict a label (e.g. energy), in a very similar
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way to traditional supervised learning. Once trained, the discriminator can be
used as both a predictor of the label (as in any traditional regression task), but
it has also learned a valuable representation of “truth”, that can be exploited
to perform anomaly detection.
We demonstrate these features and more in “Phase space sampling and op-
erator confidence with generative adversarial networks” [6].
Author contributions: Isaac Tamblyn supervised the project, contributed
text to the introduction and was involved in discussions throughout.
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Phase space sampling and operator confidence with generative adversarial networks
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We demonstrate that a generative adversarial network can be trained to produce Ising model
configurations in distinct regions of phase space. In training a generative adversarial network,
the discriminator neural network becomes very good a discerning examples from the training set
and examples from the testing set. We demonstrate that this ability can be used as an “anomaly
detector”, producing estimations of operator values along with a confidence in the prediction.
INTRODUCTION
As machine learned potentials come to be used
as replacements for conventional force-fields (such as
CHARMM, AMBER, etc.) in large-scale and long-time
atomistic simulations, it will be important to ensure that
these new “model-free” methods provide a level of confi-
dence alongside each of their property predictions.
In the field of self-driving vehicles, it has long been rec-
ognized that it is more important to develop algorithms
which are constantly aware of their accuracy than mod-
els which naively return a prediction irrespective of input.
Should a vehicle enter an unfamiliar situation (i.e. one
that does not exist within the training set), it is impor-
tant that it identify the drop in predictive confidence so
that the human driver can intervene, or the car can safely
come to a stop. Naively continuing to make predictions
when an algorithm is making large errors is rarely a good
plan, and in some cases would be catastrophic.
A similar problem can occur in a numerical simulation
based on a configuration-to-energy or configuration-to-
force model. When a user is aware that a model is having
difficulty making predictions (perhaps because the sys-
tem has evolved into a fundamentally new region of con-
figuration space, or is violating a conservation law), it is
possible to take action. Such actions could include reduc-
ing the integration time step or collecting more training
data and producing a new model which includes config-
urations from the new regime.
Without a confidence metric, there is a risk that a
model will become unreliable and begin to return unphys-
ical predictions on new data. For the case of molecular
dynamics or a Monte Carlo simulation, these erroneous
predictions can result in the system venturing further
away from the reference set, exacerbating the problem.
The possibility of unphysical predictions outside of the
training regime is not a new one in the field of numerical
simulation based on fitting. The issue of “transferabil-
ity” is often discussed in the context of force-fields and
pseudo-potential construction.
Model-free machine-learned potentials, however, may
return predictions which have errors substantially larger
in magnitude than those of a conventional force-field. In
a traditional force-field expansion, the internal energy
and forces acting on system are generally expressed as a
sum over bonded and non-bonded terms. The form of
these terms are typically set by simple cases which can
either be solved analytically, or where the limits are well
known. The CHARMM force-field, for example, contains
terms relating to bond angles, dihedral angles, and tor-
sions [1].
The fact that force-fields are usually parameterized in
terms of simple physical features such as distance, angle,
etc, also make it easier to detect when the simulation is
approaching an unfamiliar region of configuration space
(bond lengths shrink beyond a threshold, for example).
Any form of numerical fitting procedure will be most
reliable when predictions are made within the space of
training data (i.e. interpolation). Extrapolation, making
predictions for properties which are outside of the man-
ifold where data was collected, will invariably result in
higher errors. Force-fields which are based on a simple
physical expansion tend to be well behaved when extrap-
olating, as they implicitly contain information about lim-
iting cases through the choice of expansion. The typical
Lennard-Jones (6-12 potential) form used for non-bonded
interactions, for example, naturally goes to zero at large
distances, and diverges when particles become too close.
While such simple functions have the feature that they
require very few training examples to make generally ac-
ceptable predictions, the cost of this favourable extrapo-
lation behaviour is that these models typically are much
less sophisticated than the underlying physics they are
designed to describe, and have an upper bound to their
accuracy even within the interpolation region.
Model-free machine learned potentials require substan-
tially more data, and therefore the collection of training
data becomes important. The usual concerns with regard
to sampling come into play.
In most cases, Nature is able to sample a thermal dis-






























exceptions such as the glass transition. In silico, sam-
pling the distribution of possible configurations is a very
difficult task due to the enormous number of free param-
eters (e.g. position, spin, charge, etc.) defining a near-
infinite configuration space for systems of even a modest
number of particles. This “curse of dimensionality”, for
all but the most trivial systems, precludes directly sam-
pling configuration space at non-zero, finite temperature
[2]. Traditionally, Markov Chain Monte Carlo sampling
methods have been devised to obtain random samples
from an underlying distribution, but these algorithms,
such as Metropolis-Hastings [3, 4], depend on the ability
to efficiently evaluate both the energy and property of a
microstate (Ei) and (Oi), which can in many cases be a
very costly computation. Furthermore, this calculation
must be carried out repeatedly, many more times than
the desired number of final configurations.
Generative adversarial networks
Here we propose the use of a generative adversarial
network (GAN) [5] to carry out both the sampling of con-
figuration space and as a means of providing a confidence
estimate for predicted properties. Generative models are
common approaches to unsupervised machine learning
[6]. Generative adversarial networks are typically applied
to problems in image processing, such as to image super-
resolution [7], image-to-image translation [8], and cross-
domain pairings (e.g. pairing shoes with matching hand-
bags) [9]. They have recently been applied to solutions
of differential equations involving transport phenomena
[10].
Generative models are based on the core premise that
in order to synthesize example data, an understanding
of the relevant features must be somehow present in
the model, and the training procedure attempts to learn
these relevant features, usually in the form of optimizing
a set of coefficients in a latent variable space. A genera-
tive adversarial network is a relatively new unsupervised
machine learning technique; it is the combination of two
“players”, working against each other as adversaries. One
player acts as a generator, taking random noise as input
and producing examples that fall within a probability
distribution. The other player works as a discriminator
and learns to tell the difference between examples com-
ing from the generator and true, ground truth examples.
These players are trained simultaneously with the gener-
ator trying to trick the discriminator, and the discrim-
inator learning how to better tell apart the generator’s
propositions from the true training examples. A success-
fully trained generative adversarial network converges to
a state where the generator is so good at producing ex-
amples that the discriminator cannot tell the generated
examples from the ground truth examples. The key to
the success of this method is that the generator is pro-
vided with hints about its failure in the form of the gra-
dients, i.e. both the generator and discriminator perform
backpropagation using the gradients from the discrimina-
tor network. This allows the generator to learn not only
whether or not it succeeded in tricking the discrimnator,
but effectively gives it access to the reasoning behind its
success or failure.
The discriminator can also be provided with relevant
labels for the true examples. This acts to help condi-
tion the generative adversarial network [11], stabilizing
the notoriously sensitive training process [12], but also
enabling the trained discriminator to make observable
predictions about new data. Some refer to a network
trained with such provisions as a Conditional Generative
Adversarial Network (cGAN) [10]. In the case where the
discriminator is asked to also reproduce the labels (i.e.
the cost function includes an error associated with the
labels), the discriminator’s output can be interpreted as
a likelihood that its label prediction is correct, since the
discriminator gets exceptionally good at identifying real
examples from the distribution. In this way, the discrim-
inator of the trained generative adversarial network can
be used as an anomaly detector, providing label predic-
tions alongside a probability that the prediction is cor-
rect.
In theory, the generator and discriminator could be
any learning algorithm capable of backpropagation. In
this work, we use deep convolutional neural networks as
their success on the Ising model has been demonstrated in
supervised machine learning classification and prediction
[13, 14].
The Ising Model
The square two-dimensional Ising model is a well-
studied example of a ferromagnetic system of particles
[15]. The model consists of an L×L grid of discrete inter-
acting “particles” which either possess a spin up (σ = 1)
or spin down (σ = −1) moment. The internal energy
associated with a given configuration of spins is given by
the Hamiltonian Ĥ = −J∑σiσj where the sum is com-
puted over all nearest-neighbour pairs (〈i, j〉), and J is
the interaction strength. For J = 1, the system behaves
ferromagnetically; there is an energetic cost of having
opposing neighbouring spins, and neighbouring aligned
spins are energetically favourable. A measure of “disor-
der” in the system can be represented by an order param-
eter known as the “magnetization” M , which is merely
the average of all L2 individual spins. Because both the
internal energy and magnetization depend on the dis-
crete spins within the system, both quantities exhibit a
discrete distribution. The configuration space of the 8×8
Ising model is of size 28
2
, and thus sampling from all pos-
sible configurations is impossible. Given a configuration,
while computing properties of interest (e.g. energy) is
3
generally possible through some theoretical framework,
the reverse is not true; it is not possible to obtain a con-
figuration that satisfies a given property. In order to
generate examples of a specific energy, one must employ
some form of Monte Carlo approach, or devise another
clever sampling algorithm [16]. Because of its simplicity
and ubiquity, the Ising model has made many recent ap-




We used a targeted sampling procedure [13] resem-
bling the Metropolis-Hastings algorithm to produce four
datasets used for training:
• A low-energy dataset, generated by using a target
energy of −1.3L2,
• a high-energy dataset, generated by using a target
energy of +1.3L2,
• a bimodal dataset consisting of a equal combination
of the previous two datasets, and
• a dataset consisting of an equal number of configu-
rations from each of the 63 possible energy values.
The energy distributions of the first three datasets are
displayed as the dashed lines in Fig. 3.
Network
The generator takes an array of random noise z as in-
put and produces examples attempting to mimic the true
distribution. Our generator function takes a 2× 2× 128
random array sampled from a zero-centered normal dis-
tribution with standard deviation of 0.7. It passes the
random data through 7 transposed convolution layers
with varying kernel, stride, and filter counts arriving at
the appropriately shaped 8×8 output, G(z). After every
transposed convolutional layer (with the exception of the
last two), we include a dropout layer with a 0.7 reten-
tion probability, to hopefully prevent the generator from
memorizing the training set. Since individual spins of the
Ising model can either be 1 or −1, all transposed convo-
lution layers have hyperbolic tangent (tanh) activation,
which produces output at an appropriate scale.
The discriminator takes an 8× 8 array as input. This
can either be G(z) from the generator, or an example x
from the training set. Through a series of 9 convolutional
layers, and two fully connected layers it reduces the ex-
ample to a single output D. In the case where we provide
labels to the discriminator, the output is of size 1 + N ,
FIG. 1. The generative adversarial network architecture we
used. The generator takes random noise, and through a se-
ries of transposed convolutions, produces an example. The
discriminator takes true examples and “fake” examples from
the generator and predicts the probability that each is a real
example. The gradients from the discriminator are used by
both adversaries to improve their weights.
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where N is the number of conditioning labels provided to
the discriminator. All layers except for the final layer use
rectified linear unit (ReLU) activation. We use a dropout
layer with a 0.7 retention probability between the final
two fully-connected layers.
We implemented the model in TensorFlow [20]. If
trained naively, we discovered that the discriminator
learned much more quickly than then generator. When
this happened, the discriminator did not provide suffi-
cient feedback (gradients) to the generator and therefore
the generator was unable to improve. To remedy this
problem, we used a learning rate five times greater for
the generator, essentially handicapping the discrimina-
tor, and leading to better convergence of both opponents.
The objective of the generator is to minimize the loss
function
L(G) = − log(D(G(z)), (1)




GAN = log(1−D(G(z))) + log(D(x)), (2)
while simultaneously minimizing the mean-squared error



















where NE is the number of training examples, NL is
the number of conditioning labels (in our case NL = 2:
energy and magnetization), and αj is an optional label
scaling parameter to account for the relative importance
and/or scale when using multiple conditioning labels (for
example, the range of Ising energies is always twice that
of the Ising magnetizations, so correcly predicting ener-
gies would be considered “more important” by the dis-
criminator unless scaled appropriately). The discrimina-







We found we obtained the best performance when we
initially set β = γ = 0.5. After training for 1000 epochs,
we reduced γ to 0.02 and left β unchanged. This permit-
ted the discriminator, which had at this point learned
to accurately predict the labels, to “focus” on its ability
to differentiate between real and fake outputs, improving
anomaly detection.
Contrary to supervised learning, monitoring the loss
functions is not an informative method to verify con-
vergence of the model. Both players are simultaneously
trying to reduce their own loss functions; a decrease in
one leads to an increase in the other. Therefore, during
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M/L2
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-1 -0.5 0 0.5 1
M/L2
FIG. 2. An example progression of the generator through
phase space during the training process for the high energy
and low energy target distributions. The generated distribu-
tions are represented by the heatmap, and the white boundary
represents the target (i.e. training) distribution.
training, we periodically plot the energy and magneti-
zation distributions produced by the generator to verify
they are approaching the training distributions.
Training proceeds by passing a batch of 512 images
to the discriminator. 256 images are from the training
set, and 256 are the output from the generator. Initially,
the generator has not learned how to produce realistic
looking examples, and outputs nothing more than ran-
dom noise. We use the Adam optimization method [21]
with a learning rate of 0.00002 to update the discrimina-
tor’s weights. Then it is the generator’s turn; we feed a
batch of random arrays to the generator. The generator
uses its learned filters to process the random information
into realistic-looking Ising configurations. Of course, the
generator performs very poorly during the first few itera-
tions, but the generator’s Adam optimizer receives feed-
back from the discriminator and is able to improve on
its kernels to produce better examples. This process is
repeated thousands of times, until the energy and mag-
netization distributions (Figs. 2 and 3) are deemed suf-
ficiently similar. We used a total of NE = 50, 000 train-
ing images for each generative adversarial network we
trained.
RESULTS
We trained three generative adversarial networks: one
on the low-energy distribution, one on the high-energy
distribution, and one on the bimodal mixture of high-
and low-energy distributions. Shortly after training be-
gins, the generator produces examples composed of ran-
dom spins, and therefore the distributions of energy and
magnetization are mostly centered at the zero-point (Fig.
2). As the generator and discriminator learn from each
other, the generator begins to better match the training
distributions. In the final frame of Fig. 2, the high-
energy distribution (red) matches almost exactly with
the high-energy training distribution (white outline), and
the low-energy distribution (blue) matches closely with
its corresponding training distribution. The third row in
Fig. 3 shows the performance of the bimodal dataset.
The trained generative adversarial network shown here
5



























































FIG. 3. The energy and magnetization distributions for the
training data (dashed lines) and generator output (solid fill).
We do not specifically request that the generative adversarial
network reproduce these distributions; it must do so auto-
matically. While not matching the exact shape, the genera-
tive adversarial network is able to produce examples from the
same energy and magnetization ranges, permitting efficient
sampling.
was one of the few training runs that, with moderate
success, captured both modes of the distribution. In
many training runs, the generator collapsed to either the
high-energy or low-energy mode. This “mode-collapse”
in generative adversarial networks is a common, and un-
derstood phenomena with ongoing research investigating
possible solutions [22–25].
In training the generative adversarial network, the dis-
criminator by design becomes very good at identifying
configurations which fall outside of the desired distribu-
tion, with its output falling roughly on a scale between
-1 (the example is suspected to be “fake”, i.e. not from
the training distribution) and 1 (the example is deemed
“real”, i.e. likely to be from the training distribution).
Provided the discriminator is also able to produce an es-
timate of the value of an operator (e.g. magnetization
and/or energy labels were provided to the discriminator
during training), then the output of the discriminator
can be interpreted as a confidence of its operator pre-
diction. Thus the generative adversarial network process












































































FIG. 4. In addition to its task of opposing the generator, the
discriminator can learn to make predictions about operator
values if provided with the corresponding labels. Left column:
histograms of the predicted vs. true energy for examples from
the training set. Right column: when trained using a label,
the discriminator’s output can be interpreted as a measure of
confidence in its prediction. When provided with a uniform
distribution of energies across the entire energy range, the
discriminator has a much higher average confidence in the
region it has not yet seen.
produces an anomaly detector, providing both a contin-
uous, real-valued operator evaluation (regression) as well
as an indication that the predicted value is correct.
After training the discriminator, we presented it with
examples drawn from an even distribution across the en-
ergy range. In such an application, one would expect
that the discriminator makes predictions both accurately
and confidently near the region on which it was trained.
Arguably more importantly is the ability of the discrimi-
nator to output a low confidence when it is unsure of the
answer, such as in the regions where training data was not
provided. Fig. 4 shows that this is indeed the case; the
discriminator outputs the highest confidence in regions
where it was provided training examples. In regions de-
void of training examples, the discriminator indicates its
incompetence in making predictions by outputting a low




We have trained a generative adversarial network to
be able to efficiently sample phase space, producing ex-
amples from a target distribution without the necessity
of a priori knowledge of the distribution. A generative
adversarial network uses to separate convolutional neu-
ral networks, the generator and the discriminator. The
generator is tasked with producing examples so realis-
tic that the discriminator cannot tell them apart, and
the two networks are trained in tandem. Ultimately, the
generator becomes so good at producing realistic exam-
ples that the discriminator cannot differentiate between
the training examples and the output of the generator. If
one provides labelled data to the discriminator, we show
that the discriminator can be trained to make accurate
predictions as well as indicate its confidence in the predic-
tions, essentially anomaly detection through supervised
learning.
The generator of a trained generative adversarial net-
work can be used to produce examples which are larger
than those on which it was trained [26]. This has been
used to produce textures which have arbitrarily large spa-
tial extent, but are based on a spatially-finite training
set. Successful application of this technique to physi-
cal systems would be incredibly valuable. As the spatial
extent of a physical system increases, the individual fea-
tures comprising the system do not increase in size, but
rather in number (extensivity). The simulation cost for
such a system, however, increases dramatically. There-
fore, a generative adversarial network trained on a small
system which is capable of producing examples from a
spatially larger distribution would be incredibly useful,
and we propose this as a future application of generative
adversarial networks.
Generative adversarial networks are notoriously diffi-
cult to train, and the training process can be quite un-
stable, however ongoing research aimed at stabilizing the
training process and making generative adversarial net-
works more robust will lead to generative adversarial net-
works as a promising tool for use in the physical sciences.
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CHAPTER 4. ADVERSARIAL LEARNING
4.2 Introducing RUGAN: an improvement
on the GAN
In our previous work with generative adversarial networks, we identified that
GANs could be used to perform sampling, generating configurations that come
from the same distribution as those in the training set. We also mentioned,
however, that GANs are notoriously difficult to train. A common pitfall with
GANs at the time was mode collapse, where the generator begins producing
examples from only one mode of a multimodal distribution. Additionally, a gen-
eral difficulty in training GANs lead to instability in attaining an equilibrium
between the generator and the discriminator. The generator or discriminator
often begins to outperform the other, and its opponent is unable to restore the
the equilibrium, leading to complete failure.
These problems suggested that, while GAN technology was promising, await-
ing the maturation of the field would be the best way forward with GAN appli-
cations to physics.
Two years later, we began to revisit the application of GANs to physics with
the introduction of the Regressive Upscaling Generative Adversarial Network
(RUGAN) [7]. RUGAN employed some of the new developments in GAN tech-
niques, mainly changing the loss function to use the Wasserstein distance met-
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ric [121], stabilizing training significantly. The motivation for the move to the
Wasserstein distance is presented in Section 2.3.2.
In addition to this modification, we made sure to use only convolutional lay-
ers in the generator, removing the fully-connected output layer entirely. Since
convolutional layers are translationally invariant, this simple modification of
using solely this type of layer permits the evaluation of the generator on a la-
tent space of arbitrary spatial scale. As such, after the generator is trained
(i.e. during inference), feeding in a larger latent noise block produces an out-
put that is correspondingly larger in size, and still contains the unique motifs
that were learned from the small scale training set.
One further modification that is important for many physical systems is the
use of periodic (i.e. cyclical, circular) padding for all convolutional layers. This
means that the generator output consequently is seamlessly tiled with periodic
boundary conditions.
An important feature of RUGAN is that it can be conditioned on a label,
causing the generator to output examples that both resemble those from a
training set, and are additionally of a desired label value. This both stabi-
lizes training and results in a generator that can be queried for an output of a
specific desired conditioning value. This makes RUGAN a powerful sampling
tool.
These improvements to the original GAN work were made in the context of
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physical experiments in “Optical lattice experiments at unobserved conditions
and scales through generative adversarial deep learning” [7]. This manuscript
is included as Section A, as its methodology is important for this dissertation.
Author contributions: Corneel Casert developed the code framework and
carried out preliminary tests (that would be used for Ref. [7] (Section A), which
Kyle Mills then adapted to work with porous graphene sheets, devised the
encoding, and modified the framework to work with hexagonal convolutions.
Isaac Tamblyn was involved in discussion and the revision of the manuscript.
4.3 RUGAN and hexagonal sheets
After the RUGAN methodology was established, we further applied RUGAN
to generate mesoscale porous graphene surfaces in “Adversarial Generation of
Mesoscale Surfaces from Small-Scale Chemical MotifsâĂİ. We train RUGAN
on porous graphene sheets, the same sheets that were previously presented in
“Extensive Deep Neural Networks”. After training RUGAN, and conditioning
on the total energy of the training set microstates, RUGAN is able to generate
additional, unseen microstates (configurations of porous graphene sheets) that
are both at a requested energy value and periodically wrap seamlessly for use
in common computational chemistry techniques. Additionally, and more im-
portantly, RUGAN can transfer what it learned and generate very large porous
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graphene sheets, much larger than those on which it was trained. RUGAN is
a promising approach that captures the insights present in a small scale data
set and can extend these insights to produce large scale structures that would
otherwise be infeasible to produce using traditional computational techniques.
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ABSTRACT: We demonstrate the use of a regressive upscaling
generative adversarial network (RUGAN) as an effective way to
sample state space for hexagonal porous graphene sheets. The
RUGAN can, after being trained on a set of small-scale examples,
generate new, energetically relevant microstates (atomic config-
urations). The RUGAN can generate configurations across a
continuum of total energy values and produce configurations at
requested energy values. The microstates produced respect
periodic boundary conditions, and importantly, the fully convolu-
tional nature of the generator allows the generation of arbitrarily
large microstates, after being trained on only a small-scale data set.
■ INTRODUCTION
In materials science and materials physics, first-principles
theoretical investigation of large- and meso-scale phenomena is
often intractable in part due to the difficulty of sampling
configurations from a near-infinite set of microstates.
Obtaining valid, large-scale, low-energy microstates that are
likely to occur in a macroscopic ensemble can be a time-
consuming sampling task.1 In most cases, Nature is able to
sample such distributions efficiently, although there are notable
exceptions such as the glass transition. In silico, sampling the
distribution of possible configurations is a very difficult task
due to the enormous number of free parameters (e.g., position,
spin, charge, etc.) defining a near-infinite number of micro-
states for systems of even a modest number of particles. This
“curse of dimensionality”, for all but the most trivial systems,
precludes directly sampling configuration space at nonzero,
finite temperature.2 Traditionally, Markov chain Monte Carlo
sampling methods have been devised to obtain random
samples from an underlying distribution, but these algorithms,
such as Metropolis−Hastings,3,4 depend on the ability to
efficiently evaluate both the energy and property of a
microstate (or at least the difference in these properties
between two states) which can, in many cases, be a very costly
computation. Furthermore, this calculation must be carried out
repeatedly, many more times than the desired number of final
microstates.
The use of machine learning in materials science has become
very prominent in recent years with numerous demonstrations
of predictive machine learning algorithms being used for
accelerated materials discovery.5 Even using these accelerated
models, which frequently perform orders of magnitude faster
than traditional computational methods, brute-force sampling
is challenging, if not impossible, due to the size of the
configuration space.6 Thus, generative machine learning
models have entered the fields of physics and materials
science, learning to produce configurations after being trained
on data sets of numerous example configurations, namely,
utilizing generative adversarial networks (GANs),7−12 Boltz-
mann machines,1,13 variational autoencoders,14,15 and Pix-
elCNN.16,17
In this work, we use our previously reported technique,8
regressive upscaling generative adversarial network (RUGAN)
(Figure 1a), that can generate unique microstates from the
distribution of possible microstates after observing only a very
small subset. By conditioning the GAN on an associated
quantity, such as the total energy of the microstate, we can
“request” that the generated configuration be of a specific
energy. Most importantly, our RUGAN can transfer the
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knowledge learned by observing small-scale microstates to
generate arbitrarily large-scale states beyond those used in
training (Figure 1c); it is not limited to small-scale generation.9
This technique enables one to access large-scale microstates
while only running expensive sampling methods on a small
number of small systems.
■ METHODS
We demonstrate the technique on a data set of porous
graphene sheets, previously presented in ref 18. The study of
such systems could be useful in predicting large-scale material
properties, such as how the strength of a material depends on
hole size or hole density (for example), but acquiring a
sufficient number of relevant, large-scale microstates so as to
compute statistics is prohibitively expensive. The sheets are
approximately 35 Å × 35 Å with a random number of
randomly sized holes introduced. To represent these structures
in a way amenable to a convolutional neural network, we “zig-
zag” across the hexagonal lattice, recording the presence of an
atom as a 1 and the absence as a −1 at each site (Figure 1b).
This results in a 24 × 28 rectangular lattice, representing the
hexagonal lattice on which the graphetic sheets are defined.
Others have implemented rectangular encodings of hexagonal
sheets by encoding the possible pairs of atoms as a single
variable.19 This has several drawbacks, however. Firstly, the
number of possible values required scales polynomially with
the number of species present in the lattice and exponentially
with the number of atoms in the encoding; in the case of Dong
et al., they limited their investigation to only two of the nine
possible atom pairs when dealing with three species.
Furthermore, a rectangular encoding of a hexagonal sheet is
not translationally invariant with respect to macroscopic
features. Under a rectangular encoding, the same multi-atom
feature encodes differently depending on if it is shifted left or
right by a single atom. Since our encoding maps a single atom
to a single pixel, the number of possible values at each site
scales linearly with the number of species. Furthermore, since
we perform convolutions using a library designed for
Figure 1. (a) Schematic representation of the regressive upscaling generative adversarial network (RUGAN) used in this work. The generator G
takes a latent vector as input (concatenated with a conditioning label channel) and, using translationally invariant convolutional layers, produces an
output encoding of a microstate. The critic C takes the proposed microstates from the generator in addition to microstates from a training set and
learns to assign a score, differentiating whether the input came from the generator distribution pg or the training set distribution px. (b) The
encoding used to represent the hexagonal lattice on a 2d rectangular grid. (c) Through the adversarial training procedure, the generator of the
RUGAN is able to learn relevant features from small-scale training examples and extend that knowledge to large-scale microstate generation. Since
the generator uses only translationally invariant convolutional layers, increasing the size of the input latent vector consequently increases the spatial
scale of the output microstate. Importantly, large-scale generated microstates respect periodic boundary conditions so they can be easily used with
standard electronic structure approaches common in materials simulation.
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hexagonally sampled data, the encoding is translationally
invariant. Thus, in theory, the complexity of the neural
network need not increase if more species are introduced, so
long as it is of sufficient complexity to represent the relevant
inter-species interactions. Future work is required to adapt this
technique to more complicated systems, for example, where
atoms are not confined to a lattice or if functionalization of
atoms is introduced. In such situations, continuous represen-
tations15,20,21 might prove useful.
Our new generative adversarial network22 is based on a
conditional Wasserstein GAN.23,24 The generator G(z) in our
work maps latent samples to new configurations, a technique
inspired by texture synthesis.25 It is comprised of three residual
convolutional layers,26 one batch normalization layer and a
final 2d convolutional layer. All convolution operations are
implemented with periodic padding and are implemented in
hexagonal coordinates using HexagDLy.27
The generator takes as input a block of noise sampled from a
Gaussian distribution ∈ × ×z (0, 1)R 63 24 28 concatenated with
a label channel = { } × ×L 1 24 28 where is the conditioning
value, for a full latent input of ∈ × ×z 64 24 28. Through its
several layers, the generator transforms this input into an
output of G(z) ∈ {−1, 1}1×24×28. Sigmoid activation is used to
bound the output values, and a mask is applied to force a valid
hexagonal structure (some sites must always be empty). The
critic C receives encoded configurations x from the training set
distribution px, as well as the examples G(z) originating from
the generator’s output distribution pg. Through a series of
layers shown in Figure 1a, it outputs a single scalar value.
Through training, the critic is optimized to calculate the
Wasserstein distance between px and pg, essentially differ-
entiating between “true” (x ∼ px) and “artificial” (G(z) ∼ pz)
examples. Through the training process, the generator also
learns how to improve its capability, with pg improving toward
matching px.
We train the RUGAN for 1000 epochs on a data set of
32 768 porous graphene sheets and their corresponding
density functional theory energy, computed using the extensive
deep neural network trained and validated in ref 18. We use
the Adam optimizer28 with a learning rate of α = 10−4 and
hyperparameters β1 = 0, β2 = 0.9, and ϵ = 10
−8 to minimize the
WGAN loss function29,30 with regularizing parameters λ1 = 10
and λ2 = 2 for the gradient penalty and consistency terms,
respectively. To stabilize the prediction of the Wasserstein
distance, we perform 10 weight updates (10 batches) of the
critic for every update of the generator. After 1000 epochs, the
generator has learned to approximate the data distribution, and
we can use G(z) to generate examples that appear to come
from px. Furthermore, since G was conditioned on the energies
of the microstates, we can request microstates of a specific
energy.
Upscaling. In the generator, we intentionally use only
translationally invariant layers (e.g., convolutional layers) as
well as periodic padding. Doing so enables the generation of
larger-scale microstates that adhere to the periodic boundary
Figure 2. On the left we plot a heatmap of the energy of the generated microstates from the RUGAN (computed using the extensive deep neural
network of ref 18) against the energy requested by means of the conditioning label. The color indicates the frequency of each point, with brighter
colors occurring more often. On the right, we plot a histogram of the two distributions. The diagonal trend on the left and the closely matching
distributions on the right confirm that the generator has indeed learned to produce configurations that match the requested energy values at the
same length scale as the training data.
Figure 3. We plot the evolution of the generator output for several epochs during early training. Identical latent arrays are fed into the generator at
each epoch shown. After a single epoch, the output is very noisy but rapidly begins to resemble a porous sheet. Through the training process, the
generator refines its intuition.
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conditions merely by changing the size of the input random
noise. For example, if we feed a ∈ × ×z 64 48 56 noise block into
the generator, G(z) will produce a microstate G(z) ∈ {−1,
1}1×48×56, representing a 70 Å × 70 Å sheet, four times as large
as the states on which it was trained.
■ RESULTS
We train the RUGAN on the data set of porous graphene
sheets from ref 18, conditioning the generator on the provided
total energy (computed under the density functional theory
(DFT) framework), normalized by the surface area. Once
trained, the job of the critic is complete, and we focus our
attention on what the generator has achieved. We feed 10 000
randomly generated latent blocks zR and conditioning values
randomly sampled from the training data into the trained
generator and receive 10 000 encoded microstates. To verify
that the generated examples do indeed represent the energy
requested through the conditioning, we used the extensive
deep neural network, E, trained independently of this work18
to evaluate the energy of each generated microstate. Thus, we
can compare the distribution of to the distribution of
E(G(z)) to investigate the hypothesis that the generator has
successfully learned the training distribution px. We plot the
two distributions in Figure 2, and it appears that they closely
match. We plot several example encodings from the generator,
as well as those in the training set that are most similar in
Figure 5, highlighting that RUGAN captures the underlying
distribution of these encodings, rather than just memorizing
the training data. Additionally, we show the evolution of the
generator during the training process in Figure 3.
Next, we repeat the process, feeding in larger random blocks
to the generator, which in turn produces spatially larger output
configurations. We again use the extensive deep neural network
to evaluate the “DFT energy” of the generated configurations
and compare it to the energies requested through conditioning.
Similar to before, the distributions are plotted in Figure 4 and
appear to match. We can conclude that the generator is
successful at producing output at scales larger than the scale on
which it was trained.
Since the configurations vary in the number of atoms, the
total energy is dominated by the number of atoms present. As
such, while it appears the generator is capable of reproducing
the qualitative features of the training set, to successfully match
the conditioning energy, it needs only to produce the correct
number of atoms. Therefore, we additionally train a separate
RUGAN, conditioning on the energy per atom. The results are
presented in Figure 6. When conditioned on energy per atom,
Figure 4. On the left, we show an example large-scale configuration, superimposed with an indicator of the size of the training set. In the center we
plot a heatmap of the energy of the larger microstates produced by the RUGAN generator (computed using the extensive deep neural network of
ref 18) against the energy requested by means of the conditioning label. The color indicates the density of each point, with brighter colors occurring
more often. On the right, we plot a histogram of the two distributions. The diagonal trend in the center and the closely matching distributions on
the right confirm that the generator has indeed learned to produce configurations that match the requested energy values.
Figure 5. We plot several example encodings from the generator (labeled G(z)), as well as the most similar training example (labeled x). The
variation between each G(z) and its corresponding x highlights that RUGAN captures the underlying distribution of the training data, rather than
just memorizing the training data.
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the generator performs more poorly than when conditioned on
total energy; this is due to the fact that it must produce
configurations with both the correct number of atoms and
structures representative of the training set.
We can use the generated microstates as starting
configurations for further density functional theory calcu-
lations. For example, in Figure 7 we plot the density of states
for four different configurations generated through the
RUGAN approach.
A trained RUGAN enables the fast and accurate generation
of energetically relevant microstates after being provided a
small number of training examples, enabling rapid sampling of
configuration space. Furthermore, the RUGAN, with its
translationally invariant and periodic design, empowers one
to sample the configuration space of large-scale structures, a
task that is traditionally infeasible, providing a basis for the
investigation of large-scale structures.
■ CONCLUSION
In this work, we show that a RUGAN can be trained to
generate unique microstates from the distribution of possible
microstates after observing only a very small subset of the total
state space. It learns adversarially, with one component of the
network (the generator) learning to generate examples that
appear to come from the training set and another component
(the critic) used to provide criticism to the generator and
improve its capability. By conditioning the GAN on an
associated quantity, in our case, the total energy of the
microstate, we show that the trained generator can generate
configurations at requested energies.
Most importantly, through careful choice of the network
architecture, our RUGAN can transfer the knowledge learned
by observing small-scale microstates to generate large-scale
states beyond what was presented during training. This is very
powerful, as the calculations required to obtain the
conditioning energy are typically expensive (or altogether
computationally impossible) and could not be carried out on
large-scale systems. RUGAN is designed to capture, reproduce,
and most importantly extend the insights present in a data set
so that one can carry out the expensive computation on a small
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Figure 6. RUGAN conditioned on energy per atom performs more poorly than one conditioned on total energy. Using energy per atom as a
conditioning label makes the task of the generator more difficult; it must produce a configuration with the correct number of atoms and with
relevant features that would be present at that energy value. Additional training data and additional training time are likely to improve the
performance.
Figure 7. Our periodic configurations are fully compatible with standard materials simulation protocols. Here we plot the density of states for four
of the large-scale distributions that were created using the generator trained on small-scale structures, obtained using VASP.31−34
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5.1 Controlled online optimization learn-
ing
Reinforcement learning (RL) is a branch of optimal control that has gained con-
siderable attention in recent years after the concepts of artificial intelligence,
mainly deep neural networks, were incorporated into the reinforcement learn-
ing theory.
RL is interesting in that it tackles problems fundamentally different than
those of normal supervised (or unsupervised) learning. RL is used to learn
processes, that is, learn trajectories through interaction with an environment.
It seeks to control the outcome of the process and steer the trajectory toward
a desired outcome. RL is useful in situations where the success of a given
outcome is known (i.e. a given outcome can be “scored”), the steps required to
reach that outcome are unknown.
In “Finding the ground state of spin Hamiltonians with reinforcement learn-
143
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ing”, we present an approach, which we call “Controlled online optimization
learning” (COOL), that uses reinforcement learning to control the temperature
of simulated annealing experiments for optimizing spin glass systems. With
simulated annealing, the ideal temperature schedule is one that cools the sys-
tem slowly enough so that it does not get trapped in local minima, but quickly
enough so as not to incur undue computational expense. This is an ideal prob-
lem for RL, as comparative success can easily be determined, but the ideal
schedule for a given Hamiltonian is not known and changes dynamically based
on the stochastic evolution of the system.
Author contributions: All authors contributed to the ideation and design
of the research. Pooya Ronagh and Isaac Tamblyn jointly supervised this work
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The process of annealing is used in metallurgy and materials science to equilibrate the positions of atoms to obtain perfect low-energy crystals. Heat provides the energy necessary to 
break atomic bonds, and high-stress interfaces are eliminated by the 
migration of defects. By slowly cooling the metal to room tempera-
ture, the metal atoms become energetically locked in a lattice struc-
ture more favourable than the original structure. Metallurgists can 
tune the temperature schedule to arrive at final products that have 
desired characteristics, such as ductility and hardness. Annealing is 
a biased stochastic search for the ground state.
An analogous in silico technique, simulated annealing (SA)1, can 
be used to find the ground state of spin glass models, an NP-hard 
problem (NP, non-deterministic polynomial time)2. A spin glass is 
a graphical model consisting of binary spins σi. The connections 
between spins are defined by the coupling constants Jij, and a linear 








hiσi; σi ¼ ± 1
defines the energy of the microstates3. The choices of the quadratic 
coupling coefficients Jij and the linear bias coefficients hi effect the 
interesting dynamics of the model: Jij can be randomly distributed 
according to a Gaussian distribution3, encompass all i, j combina-
tions for a fully connected Hamiltonian, or be limited to short-range 
(for example, nearest-neighbour, 〈i, j〉) interactions, to name a few. 
For example, when the positive, unit-magnitude coupling is lim-
ited to nearest-neighbour pairs, the ubiquitous ferromagnetic Ising 
model4 is recovered. Examples of the Hamiltonians we investigate in 
this work are presented in Fig. 1 and discussed in further detail in 
the ‘Hamiltonians’ section.
Finding the ground state of such systems (that is, ‘solving’) is 
interesting from the perspective of thermodynamics, as one can 
observe phenomena such as phase transitions5,6, but it is also prac-
tically useful as discrete optimization problems can be mapped to 
spin glass models (for example, the travelling salesperson problem 
or the knapsack problem)7. The Metropolis–Hastings algorithm8,9 
can be used to simulate the spin glass at arbitrary temperature, T; 
thus, it is used ubiquitously for SA. By beginning the simulation at a 
high temperature, one can slowly cool the system over time, provid-
ing sufficient thermal energy to escape local minima, and arrive at 
the ground state ‘solution’ to the problem. The challenge is to find 
a temperature schedule that minimizes computational effort while 
still arriving at a satisfactory solution; if the temperature is reduced 
too rapidly, the system will become trapped in a local minimum, and 
reducing the temperature too slowly results in an unnecessary com-
putational expense. Kirkpatrick and colleagues1,10 proposed starting 
at a temperature that results in an 80% acceptance ratio (that is, 80% 
of Metropolis spin flips are accepted) and reducing the temperature 
geometrically. They also recommended monitoring the objective 
function and reducing the cooling rate if the objective value (for 
example, the energy) drops too quickly. More sophisticated adaptive 
temperature schedules have been investigated11; however, simple 
linear and reciprocal temperature schedules are commonly used in 
practice12,13. We will refer to SA using a linear schedule as ‘classic 
SA’ throughout this work. Nevertheless, in his 1987 paper, Bounds14 
said that ‘choosing an annealing schedule for practical purposes is 
still something of a black art’.
Finding the ground state of spin Hamiltonians 
with reinforcement learning
Kyle Mills   1,2,3 ✉, Pooya Ronagh   1,4,5 ✉ and Isaac Tamblyn   2,3,6 ✉
Reinforcement learning (RL) has become a proven method for optimizing a procedure for which success has been defined, but 
the specific actions needed to achieve it have not. Using a method we call ‘controlled online optimization learning’ (COOL), we 
apply the so-called ‘black box’ method of RL to simulated annealing (SA), demonstrating that an RL agent based on proximal 
policy optimization can, through experience alone, arrive at a temperature schedule that surpasses the performance of stan-
dard heuristic temperature schedules for two classes of Hamiltonians. When the system is initialized at a cool temperature, the 
RL agent learns to heat the system to ‘melt’ it and then slowly cool it in an effort to anneal to the ground state; if the system is 
initialized at a high temperature, the algorithm immediately cools the system. We investigate the performance of our RL-driven 
SA agent in generalizing to all Hamiltonians of a specific class. When trained on random Hamiltonians of nearest-neighbour 
spin glasses, the RL agent is able to control the SA process for other Hamiltonians, reaching the ground state with a higher prob-
ability than a simple linear annealing schedule. Furthermore, the scaling performance (with respect to system size) of the RL 
approach is far more favourable, achieving a performance improvement of almost two orders of magnitude on L = 142 systems. 
We demonstrate the robustness of the RL approach when the system operates in a ‘destructive observation’ mode, an allusion 
to a quantum system where measurements destroy the state of the system. The success of the RL agent could have far-reaching 
impacts, from classical optimization, to quantum annealing and to the simulation of physical systems.
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When framed in the advent of quantum computation and quan-
tum control, establishing robust and dynamic scheduling of control 
parameters becomes even more relevant. For example, the same 
optimization problems that can be cast as classical spin glasses are 
also amenable to quantum annealing (QA)15–19, exploiting, in lieu of 
thermal fluctuations, the phenomenon of quantum tunnelling20–22 
to escape local minima. QA was proposed by Finnila et  al.23 and 
Kadowaki and Nishimori24 and, in recent years, physical realiza-
tions of devices capable of performing QA (quantum annealers) 
have been developed25–28 and are being commercialized rapidly. As 
these technologies progress and become more commercially viable, 
practical applications19,29 will continue to be identified, and resource 
scarcity will spur the already extant discussion of the efficient use of 
annealing hardware30,31.
Nonetheless, there are still instances where the classical (SA) 
outperforms the quantum (QA)32, and improving the former should 
not be undervalued. In silico and hardware annealing solutions such 
as Fujitsu’s FPGA-based digital annealer33, NTT’s laser-pumped 
coherent Ising machine (CIM)34–36 and the quantum circuit model 
algorithm known as QAOA37,38 all demand the scheduling of control 
parameters, whether it is the temperature in the case of the digital 
annealer or the power of the laser pump in the case of the CIM. 
Heuristic methods based on trial-and-error experiments are com-
monly used to schedule these control parameters, and an automatic 
approach could expedite development and improve the stability of 
such techniques.
In this work, we demonstrate the use of a reinforcement learning 
(RL) method to learn the ‘black art’ of SA temperature scheduling, 
and show that an RL agent is able to learn dynamic control parameter 
schedules for various problem Hamiltonians. The schedules that the 
RL agent produces are dynamic and reactive, adjusting to the cur-
rent observations of the system to reach the ground state quickly 
and consistently without a priori knowledge of a given Hamiltonian. 
We believe that RL will be important for quantum information pro-
cessing, especially for hardware- and software-based control.
The environment and architecture
Reinforcement learning. Reinforcement learning is a branch of 
dynamic programming whereby an agent, residing in state st at time 
t, learns to take an action at that maximizes a cumulative reward sig-
nal R by dynamically interacting with an environment39. Through 
the training process, the agent arrives at a policy π that depends on 
some observation (or ‘state’) of the system, s. In recent years, neu-
ral networks have taken over as the de facto function approximator 
for the policy. Deep reinforcement learning has seen unprecedented 
success, achieving superhuman performance in a variety of video 
games40–43, board games44–46, and other puzzles47,48. Although many 
RL algorithms exist, we have chosen to use proximal policy optimi-
zation (PPO)49, implemented within Stable Baselines50 for its com-
petitive performance on problems with continuous action spaces.
The environment. We developed an OpenAI gym51 environment, 
which serves as the interface to the ‘game’ of simulated annealing. 
Let us now define some terminology and parameters important to 
SA. For a given Hamiltonian, defining the interactions of L spins, 
we create Nreps randomly initialized replicas (unless otherwise spec-
ified). The initial spins of each replica are drawn from a Bernoulli 
distribution with probability of a spin-up being randomly drawn 
from a uniform distribution. These independent replicas are 
annealed in parallel. The replicas follow an identical temperature 
schedule with their uncoupled nature providing a mechanism for 
the statistics of the system to be represented through an ensem-
ble of measurements. In the context of the Metropolis–Hastings 
framework, we define one ‘sweep’ to be L proposed random spin 
flips (per replica), and one ‘step’ to be Nsweeps sweeps. After every 
step, the environment returns an observation of the current state 
st of the system, an Nreps × L array consisting of the binary spin val-
ues present. This observation can be used to make an informed 
decision of the action at that should be taken. The action, a single 
scalar value, corresponds to the total inverse temperature change 
Δβ (where β = 1/T) that should be carried out over the subsequent 
step. The choice of action is provided to the environment, and the 
process repeats until Nsteps steps have been taken, comprising one 
full anneal, or ‘episode’ in the language of RL. If the chosen action 
would result in the temperature becoming negative, no change is 
made to the temperature and the system continues to evolve under 
the previous temperature.
In our investigations, we choose Nsteps = 40 and Nsweeps = 100, 
resulting in 4,000 sweeps per episode. These values define the maxi-
mum size of system we can compare to classic SA. This number of 
sweeps is sufficient for a linear schedule to attain measurable suc-
cess on all but the largest system size we investigate.
Observations. For the classical version of the problem, an obser-
vation consists of the explicit spins of an ensemble of replicas. In 
the case of an unknown Hamiltonian, the ensemble measurement 
is important as the instantaneous state of a single replica does not 
provide sufficient information about the current temperature of the 
system. Providing the agent with multiple replicas allows it to com-
pute statistics and have the possibility of inferring the temperature. 
For example, if there is considerable variation among replicas, then 
the system is probably hot, whereas if most replicas look the same, 
the system is probably cool.
When discussing a quantum system, where the spins represent 
qubits, direct mid-anneal measurement of the system is not possible 
a b
Weak–strong clusters (WSC) Spin glass
c
Cooling
Fig. 1 | Two classes of Hamiltonian problems are depicted. a, The weak–
strong clusters (WSC) model comprises two bipartite clusters. The left 
cluster is biased upward (hi > 0) and the right cluster is biased downward 
(hi < 0). All couplings are equal and of unit magnitude. The two clusters 
are coupled via the eight central nodes. This model exhibits a deep local 
minimum very close in energy to the model’s global minimum. When 
initialized in the local minimum, the RL agent is able to learn schemes to 
escape the local minimum and arrive at the global minimum, without any 
explicit knowledge of the Hamiltonian. b, An example spin glass model. The 
nodes are coupled to nearest neighbours with random Gaussian-distributed 
coupling coefficients. The nodes are unbiased (hi = 0), and the couplings 
are changed at each instantiation of the model. The reinforcement learning 
(RL) algorithm is able to learn a dynamic temperature schedule by observing 
the system throughout the annealing process, without explicit knowledge 
of the form of the Hamiltonian, and the learned policy can be applied to all 
instances of randomly generated couplings. We demonstrate this on variably 
sized spin glasses and investigate the scaling with respect to a classic 
linear SA schedule. c, Snapshots of a sample progression of a configuration 
undergoing SA under the ferromagnetic Ising model Hamiltonian and a 
constant cooling schedule. The terminal state, all spins-up, is the ground 
state, and this anneal would be considered successful.
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as measurement causes a collapse of the wavefunction. To address 
this, we discuss experiments conducted in a ‘destructive observa-
tion’ environment, where measurement of the spins is treated as 
a ‘one-time’ opportunity for inclusion in RL training data. The 
subsequent observation is then based on a different set of replicas 
that have evolved through the same schedule, but from different 
initializations.
When running the classic SA baselines, to keep comparison fair, 
each episode consists of Nreps replicas as in the RL case. If even one 
replica reaches the ground state, the episode is considered a success.
Reinforcement learning algorithm. Through the framework of RL, 
we wish to produce a policy function πθ(at∣st) that takes the observed 
binary spin state st 2 f�1; 1gNreps ´ L
I
 and produces an action at cor-
responding to the optimal change in the inverse temperature.
We now briefly introduce PPO49. First we define our policy 
πθ(at∣st) as the likelihood that the agent will take action at while in 
state st; through training, the desire is that the best choice of action 
will become the most probable. To choose an action, this distribu-
tion can be sampled. We will use a neural network that is parameter-
ized by weights θ to represent the policy by assuming that πθ(at∣st) 
is a normal distribution and interpreting the output nodes of the 
neural network as the mean, μ, and variance, σ2.
We define a function Qπθðst ; atÞ
I
 as the expected future discounted 
reward if the agent takes action at at time t and then follows policy 
πθ for the remainder of the episode. We additionally define a value 
function Vπθ ðstÞ
I
 as the expected future discounted reward starting 
from state st and following the current policy πθ until the end of 
the episode. We introduce the concept of advantage, Âtðst ; atÞ
I
, as 




 are not 
known and must be approximated. We assume the features neces-
sary to represent π are generally similar to the features necessary to 
estimate the value function, and thus we can use the same neural 




 is effectively an estimate of how much better the agent did in 
choosing action at, compared to what was expected. We construct 
the typical policy gradient cost function by coupling the advantage 
of a state–action pair with the probability of the action being taken:
LPGðθÞ ¼ Êt log πθðat jstÞÂt
 
which we want to maximize by modifying the weights θ through 
the training process. It is, however, more efficient to maximize the 











Note, however, that maximizing this quantity can be trivially 
achieved by making the new policy drastically different from the 
old policy, which is not the desired behaviour. The PPO algo-
rithm49 deals with this by clipping the improvement and taking 
the minimum
LCLIPðθÞ ¼ Êt minðrtðθÞÂt ; clipðrtðθÞ; 1� ϵ; 1þ ϵÞÂtÞ
 
To train the value function estimator, a squared error is used:




and to encourage exploration, an entropic regularization functional 
S is used. This all amounts to a three-term cost function
LPPOðθÞ ¼ Êt LCLIPðθÞ � c1LVFðθÞ þ c2S½πθðstÞ
 
where c1 and c2 are hyperparameters.
Policy network architecture. The neural network is composed of 
two parts: a convolutional feature extractor and a recurrent network 
to capture the temporal characteristics of the problem (Fig. 2). The 
feature extractor comprises two parallel two-dimensional (2D) con-
volutional layers. The first convolutional layer has Nkr
I
 kernels of 
size 1 × L, and aggregates along the replicas dimension, enabling 
the collection of spin-wise statistics across the replicas. The sec-
ond convolutional layer has Nks
I
 kernels of size Nreps × 1 and slides 
along the spin dimension, enabling the aggregation of replica-wise 
statistics across the spins. The outputs of these layers are flattened, 
concatenated and fed into a dense layer of size Nd hidden nodes. 
This operates as a latent space encoding for input to a recurrent 
neural network (a long short-term memory, or LSTM, module 54), 
used to capture the sequential nature of our application. The latent 
output of the LSTM module is of size NL. For simplicity, we set 
Nkr ¼ Nks ¼ Nd ¼ NL ¼ 64
I
. All activation functions are hyper-
bolic tangent (tanh
I
) activations. Because at can assume a continuum 
of real values, this task is referred to as having a continuous action 
space, and thus standard practice is for the network to output two 
values corresponding to the first and second moments of a normal 
distribution, which can be sampled to produce predictions.
Reward. At the core of RL is the concept of reward engineering, that 
is, developing a reward scheme to inject a notion of success into the 
system. As we only care about reaching the ground state by the end 
of a given episode, we use a sparse reward scheme, with a reward 
of zero for every time step before the terminal step, and a reward 






HðϕkðstÞÞ; t ¼ Nsteps
(
ð1Þ
where k ∈ [1, Nreps] and
ϕkðstÞ 2 f�1; 1g
1 ´ L
is an indexing function that returns the binary spin values for the 
kth replica of state st. This reward function is agnostic to system 
























Fig. 2 | a neural network is used to learn the control parameters for 
several Sa experiments. By observing a lattice of spins, the neural network 
can learn to control the temperature of the system in a dynamic fashion, 
annealing the system to the ground state. The spins at time t form the state 
st fed into the network. Two concurrent convolutional layers extract features 
from the state. These features are combined with a dense layer and fed 
into a recurrent module (an LSTm module) capable of capturing temporal 
characteristics. The LSTm module output is reduced to two parameters 
used to form the policy distribution πθ(at∣st) as well as to approximate the 
value function V(st) used for the generalized advantage estimate.
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increase, and additional sweeps may be required between actions, 
but the reward function remains applicable. Furthermore, with this 
reward scheme, we encourage the agent to arrive at the lowest pos-
sible energy by the time the episode terminates, without regard to 
what it does in the interim. In searching for the ground state, the 
end justifies the means.
Hyperparameters. When optimizing the neural network, we use 
a PPO discount factor of γ = 0.99, eight episodes between weight 
updates, a value function coefficient of c1 = 0.5, an entropy coef-
ficient of c2 = 0.001, a clip range of ϵ = 0.05, a learning rate of α = 1 × 10−6 and a single minibatch per update. Each agent is trained over 
the course of 25,000 episodes (anneals), with Nsteps = 40 steps per 
episode and Nsweeps = 100 sweeps separating each observation. We 
used Nreps = 64 replicas for each observation.
evaluation
Whereas the RL policy can be made deterministic, meaning a given 
state always produces the same action, the underlying Metropolis 
algorithm is stochastic; thus, we must statistically define the metric 
for success. We borrow this evaluation scheme from ref. 55. Each RL 
episode will either result in ‘success’ or ‘failure’. Let us define the 
‘time to solution’ as
Ts ¼ τn99 ð2Þ
that is, the number of episodes that must be run to be 99% sure the 
ground state has been observed at least one time (n99), multiplied by 
the time τ taken for one episode. As τ depends specifically on the 
hardware used and the efficiency of software implementations, we 
will focus on n99 alone as the metric we desire to minimize.
Let us also define Xi as the binary outcome of the ith episode, 
with Xi = 1(0) if at least one (none) of the Nreps replicas are observed 
to be in the ground state at episode termination. The quantity 
Y  Pni¼1 Xi
I
 is the number of successful episodes after a total of n 
episodes, and p ≡ P(Xi = 1) denotes the probability that an anneal 
i will be successful. Thus, the probability of exactly k out of n epi-
sodes succeeding is given by the probability mass function of the 
binomial distribution





To compute the time to solution, our quantity of interest is the 
number of episodes n99 where P = 0.99:
PðY≥1jn99; pÞ ¼ 0:99





In the work of Aramon et al.55, p is estimated using Bayesian infer-
ence due to their large system sizes sometimes resulting in zero 
successes, precluding the direct calculation of p. In our case, to 
evaluate a policy, we perform 100 runs for each of 100 instances and 
compute p directly from the ratio of successful to total episodes, 




We present an analysis of two classes of Hamiltonians. The first, 
which we call the weak–strong clusters model (WSC; Fig. 1a), is an 
L = 16 bipartite graph with two fully-connected clusters, inspired by 
the ‘Chimera’ structure used in D-Wave Systems’ quantum anneal-
ing hardware56. In our case, one cluster is negatively biased with 
hi = −0.44 and the other positively biased with hi = 1.0. All cou-
plings are ferromagnetic and have unit magnitude. This results in 
an energy landscape with a deep local minimum where both clus-
ters are aligned to their respective biases, but a slightly lower global 
minimum when the two clusters are aligned together, sacrificing the 
benefit of bias-alignment for the satisfaction of the intercluster cou-
plings. For all WSC runs, the spins of the lattice are initialized in the 
local minimum.
The second class of Hamiltonians are nearest-neighbour square 
spin glasses (Fig. 1b). Couplings are periodic (that is, the model is 
defined on a torus) and drawn from a normal distribution with stan-
dard deviation 1.0. All biases are zero. Hamiltonian instances are 
generated as needed during training. To evaluate our method and 
compare against classic SA, we must have a testing set of instances 





¼ ½4; 6; 8; 10; 12; 14; 16
I
) we generate Ntest = 100 unique 
instances and obtain the true ground-state energy for each instance 
using the branch-and-cut method57 through the Spin Glass Server58.
Results
WSC model. We demonstrate the use of RL on the WSC model 
shown in Fig. 1a. RL is able to learn a simple temperature schedule 
that anneals the WSC model to the ground state in 100% of epi-
sodes, regardless of the temperature in which the system is initial-
ized. In Fig. 3b, we compare the RL policy to classic SA schedules 
with several constant cooling rates.
When the system is initially hot (small β), both RL and classic SA 
are capable of reaching the ground state with 100% success as there 
exists sufficient thermal energy to escape the local minimum. In 
Fig. 3c, we plot an example schedule. The RL policy (red) increases 
the temperature slightly at first, but then begins to cool the system 
almost immediately. An abrupt decrease in the Metropolis accep-
tance rate is observed (Fig. 3e). The blue dashed line in Fig. 3c rep-
resents the average schedule of the RL policy over 100 independent 
anneals. The standard deviation is shaded. It is apparent that the 
schedule is quite consistent between runs at a given starting tem-
perature, with some slight variation in the rate of cooling.
When the system is initially cold (large β), there exists insuffi-
cient thermal energy to overcome the energy barrier between the 
local and global minima, and SA fails with a constant cooling rate. 
The RL policy, however, is able to identify, through observation, that 
the temperature is too low and can rapidly decrease β initially, heat-
ing the system to provide sufficient thermal energy to avoid the local 
minimum. In Fig. 3f, we see an increase in the Metropolis accep-
tance ratio, followed by a decrease, qualitatively consistent with the 
human-devised heuristic schedules that have been traditionally sug-
gested1,10,11. In Fig. 3d, we plot an example schedule. Initially, the RL 
algorithm increases the temperature to provide thermal energy to 
escape the minimum, then begins the process of cooling. Similar to 
Fig. 3c, the broadness of the variance of the policies is greatest in the 
cooling phase, with some instances being cooled more rapidly than 
others. The RL agent does not have access to the current tempera-
ture directly, and bases its policy solely on the spins. The orthogo-
nal unit-width convolutions provide a mechanism for statistics over 
spins and replicas, and the LSTM module provides a mechanism to 
capture the time-dependent dynamics of the system.
Spin glass model. We now investigate the performance of the 
RL algorithm in learning a general policy for an entire class of 
Hamiltonians, investigating whether the RL algorithm can learn to 
generalize its learning to accommodate a theoretically infinite set of 
Hamiltonians of a specific class. Furthermore, we investigate how 
RL performs with various lattice sizes, and compare the trained RL 
model to a linear (with respect to β) classic SA schedule such as the 
ones used in refs. 12,13. The results of this investigation are shown 
in Fig. 4.
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In all cases, the RL schedule obtains a better (lower) n99 value, 
meaning far fewer episodes are required for us to be confident that 
the ground state has been observed. Furthermore, the n99 value 
exhibits much better scaling with respect to the system size (that is, 
the number of optimization variables). In Fig. 4e–k, we plot some 
of the schedules that the RL algorithm produces. In many cases, 
we see initial heating, followed by cooling; although, in the case of 
the larger models (Fig. 4i–k) we see much more complex, but still 
successful, behaviour. In all cases, the variance of the policies with 
respect to time (shown as the shaded regions in Fig. 4e–k) indi-
cates that the agent is using information from the provided state 
to make decisions, and not just basing its decisions on the elapsed 
time using the internal state of the LSTM module. If schedules were 
based purely on some internal representation of time, there would 
be no variance between episodes.
Comparing easy and difficult instances. The learned strategy of 
the RL agent is relatively simple in concept: increase the tempera-
ture to a sufficiently high value and then use the remaining time 
to cool the system as seen in the average policies in Fig. 4e–k. In 
this section, we demonstrate the degree to which the performance 
improvement can be attributed to the ability of the RL agent to base 
its decisions on the various dynamics in the system.
We divide the instances in the 10 × 10 test set into two subsets, 
which we label ‘easy’ and ‘difficult’ based on the success of the clas-
sic SA baseline. This results in 14 difficult instances in which classic 
SA succeeds in only 3% of anneals, and 86 easy instances in which 
classic SA succeeds in more than 3% of anneals.
We compare three temperature scheduling methods on 100 epi-
sodes of each instance in both subsets: (1) classic (linear) SA; (2) the 
RL agent; (3) an RL agent (not yet discussed) that does not include 
a recurrent LSTM module. As shown in Fig. 5a, linearly scheduled 
classic SA solves the easy instances in 19% of anneals, whereas the 
RL agent manages to solve the same instances with a 53% success 
probability. With the difficult instances, the difference is more 
extreme; classic SA manages only 1% success, whereas RL performs 
substantially better with 29% success.
A variant of the agent without an LSTM module performs more 
poorly, but still better than classic SA. This agent is simply provided 
with a floating point representation of the episode step concatenated 
to the state vector, but without a recurrent network, it has no mech-
anism to capture the time dependence (history) of the problem. It 
therefore can only use the current observation in making decisions, 
and evidently does so more poorly than the agent with access to an 
LSTM module. For our formulation of the environment, an LSTM 
module is theoretically important to achieve a well-defined Markov 
decision process.
In Fig. 5b we plot the average action taken and in Fig. 5c we plot 
the average inverse temperature of the system at each step in the 
test episodes driven by the RL agent, averaged over the easy and 
difficult instances separately. There is no notable difference in the 
average schedules of the two subsets. This fact, combined with the 
considerable magnitude of the standard deviation (plotted as a 
shaded region for difficult instances and vertical bars for easy ones) 
suggests that the RL agent is adaptive to the specific instantiation of 
each Hamiltonian. Some of these dynamics can be seen in the suc-
cessful schedules randomly selected for plotting in Fig. 5f.
We then take the average schedules plotted in Fig. 5b,c and 
use them as if they were RL-designed general heuristic schedules, 
removing the necessity to conduct observations during the evalu-
ation procedure. Both the difficult and easy average schedules per-
form very poorly on both the difficult and easy subsets, succeeding 
in fewer than 10% of episodes. This is strong evidence of the speci-
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Fig. 3 | an Rl policy learns to anneal the WSc model. a, The WSC model. b, Plot of the performance of various classic SA schedules, cooling linearly from 
βi to βf, as well as the performance of the RL policy for a variety of starting temperatures. When the initial inverse temperature is sufficiently small, both the 
RL and classic SA algorithms achieve 100% success (that is, every episode reaches the ground state). When the system is initialized with a large βi, there 
is insufficient thermal energy for classic SA to overcome the energy barrier and reach the ground state, and consequently a very low success probability. 
A single RL policy achieves almost perfect success across all initial temperatures. c,d, Plots of the RL inverse temperature schedule (in red) for episodes 
initialized with low (c) and high (d) inverse temperatures. The average RL policy is shown in blue for the specific starting temperature. The RL algorithm 
can identify a cold initialization from observation and increases the temperature before then decreasing it (as shown in d). Shaded areas show the standard 
deviation. e,f, Plots of the metropolis acceptance ratio for two episodes, initialized at two extreme temperatures: low βi (e) and high βi (f). In this work, we 
use Nsteps = 40 episode steps.
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episode and refutes the hypothesis that a single, average policy, even 
if trained by RL, is a good case for generic instances.
We repeated the previous analysis with subsets based on the per-
formance of the RL agent, arriving at identical conclusions (Fig. 5e).
Destructive observation. A key element of the nature of quantum 
systems is the collapse of the wavefunction when a measurement of 
the quantum state is made. When dealing with quantum systems, 
one must make control decisions based on quantum states that have 
evolved through an identical policy but have never before been 
measured. We model this restriction on quantum measurements 
by allowing any replica observed in the anneal to be consumed 
as training data for the RL algorithm only once. We simulate this 
behaviour by keeping track of the policy decisions (the changes in 
inverse temperature) in an action buffer as we play through each 
episode. When a set of Nreps replicas are measured, they are con-
sumed and the system is reset to a new set of initial conditions, as if 
it was a new episode. The actions held in the buffer are replayed on 
the new replicas.
In this situation, the agent cannot base its decision on any 
replica-specific temporal correlations between given measurements; 
this should not be a problem early in each episode, as the correla-
tion timescale of a hot system is very short, and the system, even 
under non-destructive observation, would have evolved sufficiently 
in the time window between steps to be uncorrelated. However, as 
the system cools, the correlation timescale increases exponentially, 
and destructive observation prevents the agent from relying on tem-
poral correlations of any given replica.
We evaluate an agent trained in this ‘quantum-inspired’ way and 
plot its performance alongside the non-destructive (that is, classi-
cal) case in Fig. 4d. In the case of destructive observation, the agent 
performs marginally less well than the non-destructive case, but still 
performs better than SA in all cases. As it is a more complicated task 
to make observations when the system is temporally uncorrelated, 
it is understandable that the performance would be inferior to the 
non-destructive case. Nonetheless, RL is capable of outperforming 
SA in both the destructive and non-destructive cases.
The relative performance in terms of computational demand 
between destructive observation and SA alludes to an important 
future direction in the field of RL, especially when applied to physi-
cal systems where observation is destructive, costly and altogether 
difficult. With destructive observations, Nsteps systems must be 
initialized and then evolved together under the same policy. Each 
copy is consumed one by one, as observations are required for deci-
sion making, thus incurring an unavoidable N2steps=2
I
 penalty in the 
destructive case. In this sense, it is difficult to consider RL to be 
superior; prescheduled SA simply does not require observation. 
However, if the choice to observe were to be incorporated into the 
action set of the RL algorithm, the agent would choose when obser-
vation would be necessary.
For example, in the systems presented in this work, the corre-
lation time of the observations is initially small; the temperatures 
are high and frequent observations are required to guide the system 
through phase space. As the system cools, however, the correlation 
time grows exponentially, and the observations become much more 
similar to each previous observation; in this case, it would be ben-
eficial to forgo some expensive observations, as the system would 
not be evolving substantially. With such a scheme, RL stands a bet-
ter chance at achieving greater performance.
Policy analysis. To glean some understanding into what the RL 
agent is learning, we train an additional model on a well-understood 
Hamiltonian, the ferromagnetic Ising model of size 16 × 16. In this 
case, the temperatures are initialized randomly (as in the WSC 
model). This model is the extreme case of a spin glass, with all Jij = 1. In Fig. 6a, we display the density of states g(M,E) of the Ising 
model, plotted in phase space, with axes of magnetization per spin 
(M/L) and energy per spin (E/L). The density of states is greatest in 
the high-entropy M = E = 0 region and lowest in the low-entropy 
‘corners’. We show the spin configurations at the three corners (‘che-
querboard’, all spin-up and all spin-down) for clarity. The density 
of states is obtained numerically using Wang–Landau sampling59. 









































































Fig. 4 | an Rl policy learns to anneal spin glass models. a, An example (L = 42) lattice. b,c, Plots of the acceptance ratios over time for the L = 82 (b) 
and L = 122 (c) lattices. d, Comparison of the scaling of the RL policy with respect to system size and comparison to classic SA. We plot the n99 value 
(the number of anneals required to be 99% certain of observing the ground state; in the case of 100% success, n99 is undefined and plotted as zero) as a 
function of system size for both the RL and the best linear simulated annealing schedule we observed. The 95% confidence interval is shown as a shaded 
region. For all system sizes investigated, the learned RL policy is able to reach the ground state in significantly fewer runs. The destructive observation 
results are also plotted; these also outperform the linear schedules. We note that the destructive observation requires far more monte Carlo steps 
per episode to simulate the destructive measurements; this plot should not be interpreted as a comparison of run time with regard to the destructive 
observation result. e–k, example inverse temperature schedules (solid lines) and average inverse temperature schedules (for all testing episodes) (dashed 
lines) for lattice sizes of L = 42 (e), 62 (f), 82 (g), 102 (h), 122 (i), 142 (j) and 162 (k). The shaded regions denote the standard deviation. In this work, we use 
Nsteps = 40 episode steps.
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Fig. 5 | We separate the 10 × 10 spin glass instances in the test set into two subsets (easy and difficult), depending on the success of classic Sa 
in finding their ground states. a, Plot of the performances of three different temperature scheduling approaches on the easy and difficult subsets. RL 
exhibits superior performance over classic SA in both subsets; however, it demonstrates dramatic superiority in the case of the difficult instances. 
RL without an LSTm module still performs better than classic SA; it can still dynamically modify the schedule and is not constrained to a constant 
temperature change at each step, so is more akin to a traditional heuristic temperature scheduling approach. b,c, Plots of the average RL actions (b) 
and schedule (c), respectively, for both the difficult and easy instance subsets. The standard deviations of the policies are plotted with error bars (easy 
instances) and shaded regions (difficult instances). The average difficult policy is very similar to the average easy policy, both having a large standard 
deviation, suggesting a high degree of specificity of the policy to each individual episode (see f). d, The performance when we apply the average actions 
presented in b as a static policy. The average policies perform even more poorly than classic SA. This is further evidence that the RL agent’s ability to 
observe the system is crucial to its high performance. One might object to the method used to split the instances into the difficult and easy subsets; we 
have explicitly chosen to split the subsets at a boundary that makes classic SA perform poorly on the difficult instances. e, We thus consider a difficult 
(easy) instance as one that the RL agent performs poorly (well) on, and the story remains unchanged. f, Plots of several successful schedules; each 
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Fig. 6 | We train an agent on a special case of the spin glass Hamiltonians: the 16 × 16 ferromagnetic Ising model where all couplings Jij = 1. a, We 
plot the density of states log ðgðM; EÞÞ
I
 for the 16 × 16 Ising model in the phase space of energy and magnetization, sampled numerically using the 
Wang–Landau algorithm59, and indicate the location of four of the novel high- and low-energy spin configurations: two ‘chequerboard’ configurations, all 
spin-up and all spin-down. b, For the trained model, we plot the average of the learned value function V(st) for each possible energy–magnetization pair. 
Additionally, we plot the trajectories of the first replica for three episodes of annealing to demonstrate the path through phase space the algorithm learns 
to take. c,d, enlarged views of two high-value regions of interest. e, Plot of the average action taken at each point in phase space, as well as the same 
trajectories plotted in b.
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In Fig. 6b, we plot a histogram of the average value function V(st) 
on the phase plane, as well as three trajectories. Note that because 
each observation st is composed of Nreps replicas, we count each 
observation as Nreps separate points on the phase plot when comput-
ing the histogram, each with an identical contribution of V(st) to 
the average. As expected, the learned value function trends higher 
toward the two global energy minima. The lowest values are present 
in the initialization region (the high-energy band along the top). We 
expand two regions of interest in Fig. 6c,d. In Fig. 6d, we can see that 
the global minimum is assigned the highest value; this is justifiable 
in that if the agent reaches this point, it is likely to remain here and 
reap a high reward so long as the agent keeps the temperature low 
for the remainder of the episode.
In Fig. 6c, we identify four noteworthy energy–magnetization 
combinations, using asterisks. These four energy–magnetization 
combinations have identical energies, with increasing magnetiza-
tion, and correspond to banded spin structures of decreasing width 
(four example spin configurations are shown). The agent learns to 
assign a higher value to the higher-magnetization structures, even 
though the energy, which is the true measure of ‘success’, is identi-
cal. This is because the higher-magnetization bands are closer to 
the rightmost global minimum in action space; that is, the agent 
can traverse from the small-band configuration to the ground 
state in fewer spin flips than if traversing from the wide-band 
configurations.
In Fig. 6e, we plot a histogram of the average action taken at each 
point in phase space. The upper high-energy band exhibits more 
randomness in the actions chosen, as this is the region in which the 
system lands upon initialization. When initialized, the temperature 
is at a randomly drawn value, and sometimes the agent must first 
heat the system to escape a local minimum before then cooling, and 
thus the first action is, on average, of very low magnitude. As the 
agent progresses toward the minimum, the agent becomes more 
aggressive in cooling the system, thereby thermally trapping itself 
in lower energy states.
Scaling and time to solution. Figure 4d indicates that both 
non-destructive and destructive RL perform substantially better, not 
only in absolute terms, but also in terms of scaling. It is important 
to note that we have specifically chosen a neural network architec-
ture (convolutional) that scales linearly with system size, and have 
trained each model for the same number of episodes, each consist-
ing of the same number of sweeps. The computation time for each 
sweep scales linearly with the system size, and thus the training time 
of our RL models scales linearly with system size. Using RL does 
indeed impose an additional inference cost, as the observation must 
be processed by the neural network; on the L = 102 system, infer-
ence takes one-third the amount of time as does each episode step. 
However, this cost has not been optimized and could be lowered 
substantially through optimization of the neural network inference 
or even by offloading the policy network onto specialized hardware 
designed for inference.
conclusion
In this work, we show that reinforcement learning is a viable method 
for learning dynamic control schemes for the task of SA. We show 
that, on a simple spin model, the RL agent is capable of devising 
a temperature control scheme that can consistently escape a local 
minimum and then anneal to the ground state. It arrives at a policy 
that generalizes to a range of initialization temperatures; in all cases, 
it learns to cool the system. However, if the initial temperature is too 
low, the RL agent learns to first increase the temperature to provide 
sufficient thermal energy to escape the local minimum. It achieves 
this without being provided explicit knowledge of the temperature.
We then demonstrate that the RL agent is capable of learning 
a policy that can generalize to an entire class of Hamiltonians and 
that the problem need not be restricted to a single set of couplings. 
By training multiple RL agents on increasing numbers of variables 
(increasing lattice sizes), we investigate the scaling of the RL algo-
rithm and find that it outperforms a classic SA schedule both in 
absolute terms and in terms of its scaling.
Our technique is not limited to the system sizes we present in this 
work; larger system sizes are also within its reach. At some point, as 
the size of the system increases, correlation times in the underlying 
Metropolis–Hastings simulation become larger than the intervals 
between observations, and the number of sweeps must be increased. 
Additionally, we have specifically chosen a neural network archi-
tecture that scales linearly with system size (convolutional neural 
networks) as opposed to traditional multilayer perceptron networks 
that scale exponentially. In fact, the entire procedure scales at most 
polynomially with system size.
We analyse the value function that the agent learns and see that 
it attributes an intuitive representation of value to specific regions 
of phase space.
We discuss the nature of RL in the physical sciences, specifically 
in  situations where observing systems is destructive (‘destructive 
observation’) or costly (for example, performing quantum compu-
tations where observations collapse the wavefunction or conducting 
chemical analysis techniques that destroy a sample material). We 
demonstrate that our implementation of RL is capable of perform-
ing well in a destructive observation situation, albeit inefficiently. 
We propose that the future of physical RL (that is, RL in the physi-
cal sciences) will be one of ‘controlled observation’, where the algo-
rithm can choose when an observation is necessary, minimizing 
the inherent costs incurred when observations are expensive, slow 
or difficult.
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Chapter 6
Conclusion
In the physical sciences, artificial intelligence techniques such as deep learn-
ing, convolutional neural networks, and reinforcement learning have begun to
receive adoption in recent years. Particularly after the great success of con-
volutional neural networks on image classification challenges [101, 141], the
possibilities of these techniques became apparent, and adoption into the phys-
ical sciences began. There are important concerns in the physical sciences that
are not present in computer vision, and it is the job of the scientist wishing
to use machine learning techniques to adapt them to the physical systems on
which they are being applied.
This dissertation presented a collection of such adaptations of existing tech-
niques to various problems in the physical sciences. Most of these adaptations
occurred in the early phase of adoption of artificial intelligence (specifically
deep learning and its derivatives) into the physical sciences.
We showed that a deep neural network could be used to solve the one-
electron Schrödinger equation [142], proving the viability of deep, featureless
learning for physical systems. We demonstrated, using the Ising model (a very
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well-understood physical system) how sampling is of great importance in train-
ing a neural network, and verified that neural networks could learn physical
operators to sufficient accuracy to reproduce physical simulations [1]. We de-
veloped a method through which we could represent atomic systems of arbi-
trary atom placement in a way amenable to deep neural networks [143]. These
models were all limited in one major way: the information that the neural net-
works learned could only be applied to structures of identical size, and transfer-
ring this knowledge to larger systems was not possible. We identified the need
for neural networks that are extensive, that is, neural networks that can scale
to arbitrarily large systems without suffering performance loss or poor scaling.
By designing a new neural network architecture, we were able to develop a
technique that could make predictions on arbitrarily large systems after ob-
serving only a small subset of observations [144]. These extensive deep neural
networks have seen use in materials discovery for exploring large chemical
spaces [145], and in object counting tasks (Section 3.5).
Generative machine learning is an area of artificial intelligence that holds
great promise in the physical sciences, and we investigated the use of a Gen-
erative Adversarial Network on the Ising model [6], showing that a GAN can
be trained to both generate new, unseen examples of specific energy distribu-
tions, as well as make predictions with a confidence score, as to their properties.
Generative Adversarial Network techniques improved over time and we later
155
CHAPTER 6. CONCLUSION
applied new techniques to both atomic [8] and experimental [7] systems. This
new-and-improved GAN can perform property-targeted generation of training
examples of arbitrary size.
6.0.1 Outlook
As technologies progressed and continue to progress, many of the techniques
used in this dissertation have not remained state-of-the-art. Those that have
will be superseded by newer technologies that will surpass what is currently
available. It is not too soon, however, to begin using these technologies in prac-
tical applications and not allow these proof-of-concept approaches to remain as
only concepts.
An important focus in the physical sciences is the idea of transparency and
interpretability, and new approaches are attempting to address this. With this
will come a deeper understanding of the limitations of machine learning tech-
niques, but also perhaps an approach for discovery as transparent techniques
can be more easily probed. As new techniques are developed, the projects in
this dissertation can serve as baseline comparisons. We used common, easy-
to-understand physical examples because it is important to start small when
applying a new technique. Basing future investigations on these simple exam-
ples (namely, the Ising model and its variants), will allow quick iteration and
make it easy to identify oversights quickly in the process.
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Furthermore, the physics community should learn from the computer sci-
ence community in its propensity to share open source data sets. A consider-
able amount of effort must be taken in constructing a data set that is balanced,
useful, and reusable. As such, providing this data accomplishes two objec-
tives: it assists in making any new methodology transparent and reproducible,
and ultimately accelerates the production and validation of future approaches.
When data sets can be reused, less time can be spent on the construction of
data, more time is available for the development of methods.
Along a similar vein is the idea that deep learning can enable physics and
materials science to adopt the “big data” approaches of industry, sharing mod-
els and centralizing learned knowledge. In materials science, for example, com-
putations are commonly initiated from scratch, ignoring the world of other re-
searchers who have perhaps previously run very similar computations. Deep
models have the ability to learn from a tremendous amount of data, and gen-
eralize to different data.
Ideas from physics will be used to motivate advances in the machine learn-
ing community. The motivation for extensive deep neural networks was the
physical concepts of length scale and extensivity, but these ideas are useful for
normal computer vision counting tasks outside of physics. We are likely to see




When we demonstrated the use of reinforcement learning on a physically-
motivated process: simulated annealing [9], we proposed that reinforcement
learning will likely play a major role in the future of research within the phys-
ical sciences. As such, an important area of future research will be to make
reinforcement learning algorithms that can perform “controlled observation”
of their surroundings. Observations of physical systems and experiments are
often expensive, or outright impossible without destroying the system, and al-
gorithms that can choose conservatively when an observation is necessary will
be important for the adoption of these techniques. We showed that, at least
for our system, algorithms could cope with this destructive observation. Fur-
thermore, especially for experimental physical sciences, the sample efficiency
of reinforcement learning techniques must be improved, as performing millions
of physical experiments is not likely possible.
Machine learning, and deep learning techniques are constantly evolving,
and new techniques are being proposed regularly. It is unclear how the field
will look in the future, but one thing is clear: the introduction of deep learning
to the physical sciences is still in its infancy, and there is an exciting era of




The RUGAN manuscript is included in entirety below. Important for this dis-
sertation is the Supplementary Information, which develops the motivation for
RUGAN and demonstrates the method on the Ising model.
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Optical lattice experiments at unobserved conditions and scales through generative
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Machine learning provides a novel avenue for the study of experimental realizations of many-body
systems, and has recently been proven successful in analyzing properties of experimental data of
ultracold quantum gases. We here show that deep learning succeeds in the more challenging task
of modelling such an experimental data distribution. Our generative model (RUGAN) is able to
produce snapshots of a doped two-dimensional Fermi-Hubbard model that are indistinguishable from
previously reported experimental realizations. Importantly, it is capable of accurately generating
snapshots at conditions for which it did not observe any experimental data, such as at higher
doping values. On top of that, our generative model extracts relevant patterns from small-scale
examples and can use these to construct new configurations at a larger size that serve as a precursor
to observations at scales that are currently experimentally inaccessible. The snapshots created
by our model—which come at effectively no cost—are extremely useful as they can be employed
to quantitatively test new theoretical developments under conditions that have not been explored
experimentally, parameterize phenomenological models, or train other, more data-intensive, machine
learning methods. We provide predictions for experimental observables at unobserved conditions
and benchmark these against modern theoretical frameworks. The deep learning method we develop
here is broadly applicable and can be used for the efficient large-scale simulation of equilibrium and
nonequilibrium physical systems.
Ultracold atoms provide a controlled environment for
the study of emergent phenomena in many-body physical
systems—including high-temperature superconductiv-
ity, many-body localization, or topological quantum
phases—as well as fields such as cosmology and quantum
chemistry [1–4]. Hence, finding a unifying theoretical
or numerical model able to create configurations with
statistics that conform to all experimental observations
is of crucial importance. Indeed, this allows one to use
the model to make predictions for conditions that cur-
rently can not be experimentally realized, in addition to
obtaining a better understanding of the system. Herein
we propose using generative deep learning to create such
a model, that learns to produce configurations indistin-
guishable from those experimentally obtained and can
also make predictions for configurations at larger scale or
at unobserved control parameter values. The capability
of discriminative machine learning to analyze physical
systems has by now been well established, both for data
obtained through numerical simulations [5–11], and from
experimental observations through electronic quantum
matter visualization [12], quantum gas microscopy [13],
or momentum-space density images [14]. In these ma-
chine learning applications, a neural network is trained
to predict properties y of configurations x, i.e. learn
the conditional probability p(y|x). Examples include
the characterization of phases of matter, or efficiently
calculating properties of individual microstates. The use
∗ corneel.casert@ugent.be
† isaac.tamblyn@nrc.ca
of generative machine learning is relatively unexplored
within experimental science; it is a much more complex
problem as it requires the modeling and sampling of a
probability distribution p(x,y) not known a priori. Yet,
generative learning provides a particularly attractive ap-
proach as it relies on automatic pattern recognition—and
hence does not focus on the reproduction of a specific
physical quantity, which can introduce bias, or require
prior knowledge about the system. Recently, Boltzmann
generators [15] were trained on the energy functional
of many-body systems to directly generate low-energy
equilibrium configurations and can overcome rare event
sampling problems in simulations. A particular class
of generative models, namely restricted Boltzmann
machines, has seen use as efficient variational ansätze for
quantum many-body wave functions [16–21]. In return,
physics-inspired algorithms (tensor networks) are now
being explored for discriminative and generative tasks
in machine learning [22–24].
Here, we show that generative deep learning can
be used to represent and sample the distribution of
snapshots of an experimental realization of the Fermi-
Hubbard model with ultracold atoms in an optical
lattice. The format of this article is as follows: we
first discuss our application area; next, we outline our
generative model ‘RUGAN’, and finally we apply it to




























FIG. 1. The Fermi-Hubbard model with ultracold atoms in
an optical lattice. A, Experimental realization of the Fermi-
Hubbard model. The two spin types are trapped in a two-
dimensional square optical lattice. The quantum state can
be imaged with quantum gas microscopy. B, Our generative
model is trained on site-resolved snapshots of quantum states,
obtained at a fixed temperature and for a range of hole doping
values δ. Here, only one spin species is studied, while the other
spin species, holes, and doublons, are all detected as empty
sites. C, Sign-corrected spin correlations Cs(r) of Eq. (2) as
a function of the hole doping δ for nearest neighbors (left,
r = 1) and next-nearest neighbors (right, r =
√
2). The cor-
relations obtained with our generative model ‘RUGAN’ (1000
snapshots generated for each doping) are consistent with ex-
periment. Note that our generative model has not been op-
timized on data corresponding to the largest doping values
δ & 0.24 (shaded area), but is still able to produce configu-
rations with correlations that match well with experimental
observations. The geometric string theory consistently under-
estimates the nearest-neighbour correlations Cs(1) while for
both distances considered, the spin correlations obtained with
sprinkled holes are overestimated.
The Fermi-Hubbard model is of particular interest as
it is suggested to hold the key to understanding high-
temperature superconductivity [3, 25, 26]. The Fermi-













where ĉ†i,σ(ĉi,σ) is the creation (annihilation) operator of
a spin σ ∈ {↑, ↓} on site i. The first term corresponds
to tunneling between neighboring lattice sites i and j.
The second term accounts for the on-site interaction be-
tween fermions with opposite spin. Here we consider the
strongly correlated regime, where U/t  1. The Fermi-
Hubbard model can be experimentally realized with ul-
tracold atoms trapped in an optical lattice (Fig. 1A) [1–
3, 27]. Quantum gas microscopy provides us with site-
resolved snapshots of these quantum states, imaging ei-
ther the total atom distribution or that of a single spin
species. Holes and doubly-occupied sites (doublons) are
detected as empty sites (Fig. 1B). Recently, the use of
discriminative machine learning for classifying snapshots
of ultracold atomic gases has been investigated [13, 14]
and we use the same data set [28] as in Ref. [13] to
train our generative model. At half filling, the Fermi-
Hubbard model is theoretically relatively well under-
stood and maps to the Heisenberg model with superex-
change coupling J = 4t2/U . In this case, long-range anti-
ferromagnetic (AFM) correlations are present through-
out finite-size systems for temperatures T  J . The
Fermi-Hubbard model is not as well understood when
straying from the half-filling regime through the addition
of holes. The motion of these holes displaces strings of
spins and hence hides the AFM order observed at half fill-
ing; this has recently been experimentally observed [29].
These observations can be partially explained in the
framework of geometric string theory, in which strings
of displaced spins are added to a background of experi-
mental snapshots produced at half filling [30] (see Sup-
plementary Material). The length of these strings is de-
pendent on the ratio t/J and the strength of the AFM
correlations present in the states obtained at half filling.
Note that considering the motion of the holes is crucial
to describe experimentally observed hidden order, as this
is not correctly accounted for by randomly adding holes
to a state obtained at half filling (“sprinkled holes”).
The objective of this work is to develop and train a gen-
erative model capable of representing and sampling the
distribution of the experimental snapshots at requested
doping values. Such a model allows for efficient aug-
mentation of the experimental data set, and can offer
predictions for properties of microstates at dopings for
which no experimental data is available, or at larger spa-
tial scales, and hence can be used for quantitative test-
ing of theoretical frameworks. Our model is validated
by comparing observables obtained experimentally and
with the deep learning algorithm. We first consider the
AFM correlations [29, 31–33] in snapshots created by
our model—discussed in detail below—by evaluating the
sign-corrected spin correlation for sites at relative dis-














More details on the calculation of these correlations are
given in the Supplementary Material. The correlations
3
between nearest neighbours (r = 1) and next-nearest
neighbours (r =
√
2) measured on snapshots created
by our generative model are shown in Fig. 1C along
with the theoretical predictions by both the geometric
string theory [30] and sprinkled holes [29]. Note that
neither of these theoretical models create samples with
the correct correlations at large hole-doping values δ
for both r = 1 and r =
√
2. Our generative model is
able to accurately capture the correlations across all
hole-doping values—even at doping values for which it
is not optimized.
For this work, we developed a new generative approach
called a “regressive upscaling generative adversarial net-
work” (RUGAN). After being shown a data set of
small-scale configurations—called the training set—of
a physical system, the RUGAN allows for the direct
generation of new microstates at any given scale and
with desired properties. The RUGAN is able to gen-
eralize in two ways: 1) it can create microstates with
properties for which no training data is available, and
2) it is able to create samples at a much larger scale
(or ‘upscale’) than the training examples. The former
is relevant for systems where obtaining configurations is
numerically or experimentally feasible only for a limited
set of system properties. As only small-scale samples are
required for training, the latter generalization enables
efficient sampling of configurations at scales inaccessible
to traditional methods, either due to excessive computa-
tional cost or experimental restrictions on the imageable
system size.
The RUGAN is based on generative adversarial net-
works (GANs) [34–36], which are the combination of two
neural networks competing against each other as adver-
saries. One network, G, acts as a generator, taking sam-
ples z randomly drawn from a latent space as input and
transforming these to create new samples with distribu-
tion Pg ∼ G(z). The other network works as a critic,
learning to discern between samples coming from the gen-
erator and the example data set with distribution Pr.
These networks depend on many free parameters that
are trained simultaneously, with the generator trying to
trick the critic, and the critic learning how to better tell
apart the generator’s propositions from the training ex-
amples by measuring the distance between Pr and Pg.
A successfully trained GAN converges to a state where
the generator is so good at producing samples that the
critic cannot tell the generated samples from the refer-
ence training set. The generator and critic of a GAN can
be conditioned on additional information such as known
properties of individual samples [35]. This allows one to
control the region of configuration space from which the
generator produces new configurations. GANs are typ-
ically used in image processing such as super-resolution
[37] or cross-domain pairings (e.g., pairing shoes with
matching handbags) [38], but have also been applied to
the Ising model [39, 40], scalar field theories [41, 42], and
inverse molecular design [43].
To allow the RUGAN to create samples of arbitrary
size, our generator is designed such that it consists solely
of translationally equivariant operations that can be
applied to latent inputs of any size. Motivated by the
locality of the interactions in the models studied here,
the RUGAN consists of deep residual convolutional net-
works. Convolutional neural networks, by construction,
have a limited receptive field defined by the size of the
convolutional kernels and the depth of the network,
and can not account for arbitrary-range interactions.
Hence, the network depth required to accurately model
a physical data set gives us a proxy for the typical cor-
relation lengths present in the individual configurations.
However, long-range interactions could also be efficiently
included by making use of attention layers [44]. Once
optimized on the training data, such a generator can
then efficiently create configurations containing a much
larger number of sites. The validity of the upscaling
procedure is dependent on the same physical length
scales being present in both the small-size training
examples and the sizes to which we scale. This also
means that the failure of creating configurations at a
larger scale (i.e., resulting in different statistics than
computationally or experimentally obtained) will point
us towards the appearance of physics at a new, larger
length scale — a typical example is the divergence of
the correlation length at a critical point which cannot
easily be captured by RUGAN. Another advantage of
the fully-convolutional design of the RUGAN is that it
provides an optimized starting point for the training of
larger systems.
Along with technical details on the design and training
of the RUGAN, we give a simple illustration and results
on classical spin models in the Supplementary Material.
We now return to the use of generative deep learning
to tackle the challenging task of modelling an experi-
mentally obtained sample distribution. To this aim, we
train a RUGAN on experimental snapshots of a doped
two-dimensional Fermi-Hubbard model on a square
lattice, and condition it on the doping ratio δ. The
output of the RUGAN is hence a series of synthetic
snapshots at prescribed doping values (Fig. 2A). We
then apply the same analysis procedure to these as
to the experimentally obtained snapshots [29]. In
Fig. 1C, we demonstrate that a RUGAN can in this
way produce synthetic snapshots with high AFM spin
correlations Cs(r) at small hole doping values δ, and that
it correctly models the decay of Cs(r) in the snapshots
upon increasing δ. We now show that its synthetic
configurations also capture the more intricate hidden
order present in the experimental snapshots, quantified
by the number and average length of strings of spins
displaced by hole motion as a function of δ. More
information on the determination of these observables
can be found in the Supplementary Material. These
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FIG. 2. String patterns in the doped Fermi-Hubbard model. A, Through a series of residual convolutional layers, the generative
neural network transforms a latent sample to a new snapshot of a single spin species at a prescribed value of the doping δ. B,
The distribution of snapshots created by the RUGAN (blue) cannot be distinguished from the experimental snapshots (orange)
with other unsupervised machine learning methods. Here, we show a dimensionality reduction with the UMAP algorithm [45]
of an equal number of synthetic and experimental snapshots. C, The number of strings exceeding a length of 2 per system
site and D, the average length (sites) of the string patterns detected by the algorithm described in [29], as a function of the
doping δ. The string statistics obtained with the RUGAN (with which 1000 snapshots were created for each doping value)
are consistent with experimental observations. The intermediate doping values 0.09 . δ . 0.23 in the shaded area are not
included during training of the generative model, and the RUGAN interpolates between its knowledge at low and high δ for
its creation of snapshots at these dopings. Note that both theoretical frameworks match perfectly with the experimental data
at half filling by construction. For high values of the doping δ, the theoretical models underestimate the average string length.
(Inset) Illustration of the string pattern formation due to a hole moving through an AFM ordered state, which leaves behind
a trail of displaced spins. E and F, Same as in C and D, but now the RUGAN is not provided with data corresponding to
large doping values δ & 0.24 during training and is required to extrapolate to new values of δ. For the extrapolation regime,
we show the statistics obtained by two independently trained RUGANs.
statistics are shown in Fig. 2 for the synthetic samples,
along with the experimentally determined values, and
the predictions made by the theoretical frameworks
developed in Refs. [29, 30]. Remarkably, the RUGAN
is able to accurately generate snapshots that exhibit
the correct string statistics even at values of δ on which
it is not optimized. In Fig. 2C,D we show that when
the RUGAN is trained on a subset of the experimental
snapshots restricted to the extrema of experimentally
available doping values, it still succeeds in generating
configurations at intermediate δ with string statistics
matching closely with those observed in experiment.
Exploiting this feature dramatically reduces the already
small number of experimental observations required to
train the RUGAN. Excluding the largest values of δ from
the training set allows us to assess the RUGAN’s ability
to extrapolate its learned knowledge of configurations
with smaller δ. The observation in Fig. 2E,F that
the string statistics obtained with this extrapolation
procedure again match closely with experimental results,
showcases the RUGAN’s capability to predict complex
correlation patterns, and indicates that the synthetic
configurations can serve as a benchmark for quantitative
comparison with theoretical developments at conditions
where no experimental data is available. We stress
that, though still performing better than theoretical
predictions for doping values not included in training,
the reliability of extrapolated predictions does of course
eventually decrease as predictions are made at doping
values farther and farther away from those used during
training. In Fig. 2E,F, we show an example of the
variation in extrapolated values that occurs far from
training conditions.
A current limitation in experiments with quantum gas
microscopy on ultracold atoms is the limited number of
sites that can be imaged, so that experimental snapshots
of the optical lattices currently typically consist of less
than 100 sites. The upscaling ability of the RUGAN
allows us to obtain a useful precursor of what could be
observed at large scale while experimental realizations
containing more lattice sites are still unavailable. Given
the success in performing this upscaling for classical spin
models (see Supplementary Material), and the excellent
agreement with experimental data for small-scale sam-






FIG. 3. Size extrapolation: generating large-scale snapshots
of the Fermi-Hubbard model in an optical lattice. A, Example
snapshots of a doped Fermi-Hubbard model created at a large
scale, here consisting of approximately four times as many
sites as the training examples (orange line) in Fig. 1B. B,
The number of strings exceeding a length of 2 per system
site and C, the average length (sites) of the strings, for large-
scale snapshots created with the RUGAN. For each value of
δ, we use the RUGAN of Fig. 2E,F to create 1000 large-scale
snapshots.
future experimental observations of larger optical lat-
tices. In Fig. 3A, we show such configurations obtained
by our RUGAN consisting of approximately four times
as many sites as the experimental examples. As RUGAN
enables us to synthesize a distribution of large-scale
snapshots, we can use these to predict the behavior of
physical observables at scales that are experimentally
inaccessible. In Fig. 3B,C we show the string count per
site and average string length as a function of doping δ,
measured on snapshots created by the same RUGAN as
in Fig. 2E,F.
We have demonstrated the success of a RUGAN in
modeling the distribution of experimental snapshots of
a doped Fermi-Hubbard model. To this aim, deep neu-
ral networks are trained on quantum gas microscopy im-
ages of ultracold atoms in an optical lattice. RUGAN
efficiently generates synthetic samples at requested dop-
ing values, indistinguishably distributed from the train-
ing data, and these are analyzed in the same way as one
would treat experimental observations. Whereas current
theoretical frameworks of this model often focus on the
description of a number of specified observables, such as
spin-spin correlators or hidden order, the power of gen-
erative learning lies in its unbiased learning procedure.
Hence, especially at large doping values, the synthetic
snapshots created by RUGAN provide a better match
with experimental observations than current theoretical
predictions. On top of that, the RUGAN provides the
ability to sample snapshots at experimentally unobserved
doping values or at larger spatial scales, and thus opens
the door for quantitative testing of new phenomenologi-
cal, analytical, and numerical models on synthetic data
under conditions where no experimental data is available.
The observation that a RUGAN is able to make highly
accurate predictions across the whole doping regime pro-
vides evidence for the existence of a unifying theoreti-
cal model. Establishing such bounds is extremely use-
ful across many physical domains including nucleation,




1. Generative adversarial networks
A generative adversarial network [34] consists of a gen-
erator, which maps latent samples to new configurations,
and a critic, which measures the distance between the
distributions of the real samples Pr and those of the gen-
erated samples Pg. The distance metric used by the
critic in our work is the Wasserstein-1 or Earth-Mover
distance (WGAN), which allows for stable training [36].
The Wasserstein-1 distanceW between Pr and Pg is given
by
W (Pr,Pg) = inf
γ∈Π(Pr,Pg)
E(x,y)∼γ [‖x− y‖2] , (3)
with Π(Pr,Pg) the set of joint distributions whose
marginals are Pr and Pg. As the infimum in Eq. (3) is
intractable, the Kantorovich-Rubinstein duality is used
to write
W (Pr,Pg) = sup
‖f‖L≤1
Ex∼Pr [f(x)]− Ex̃∼Pg [f(x̃)] , (4)
with the supremum taken over all 1-Lipschitz continuous
functions. The training objective can now be formulated
as a minimax game between two neural networks, the







L(C,G) = Ex∼Pr [C(x)]− Ex̃∼Pg [C(x̃)] . (6)
During training, the critic is optimized to maximize L,
and thus finds an estimate for W (Pr,Pg). The generator
then learns to minimize this distance, so that its sampled
distribution Pg is similar to Pr (Fig. 4A).
The critic in the WGAN construction needs to be 1-
Lipschitz continuous over the whole domain to find a cor-
rect estimate for the Wasserstein distance. While enforc-
ing this constraint everywhere is impracticable, a good
approximation can be obtained by adding two regulariz-
ing terms to the loss function of Eq. (6):






+ λ2 Ex∼Pr [‖C(x + δ1)− C(x + δ2)‖2] , (7c)






A differentiable function is 1-Lipschitz continuous if it
has gradients with at most unit norm over the whole
domain. Hence, the first of these regularizing terms
(Eq. (7b)) penalizes the critic such that the norm of
the gradient equals one for samples x̂ sampled from Px̂
[46]. As enforcing this over the whole support domain
is intractable, the distribution Px̂ is sampled uniformly
on straight lines between data points in the training
distribution Pr and generated distribution Pg.
The limitation on how Px̂ is sampled leaves much of
the domain unconstrained. In particular, Lipschitz
continuity over the manifold that supports the training
distribution Pr is not properly enforced until the dis-
tribution Pg lies close to Pr. To alleviate the lack of
Lipschitz-constraint on the training manifold, a third
term (Eq. (7c)) is added to the loss function that
explicitly enforces Lipschitz continuity close to it [47].
Lipschitz continuity requires that for two points x′ and
x′′ close to one another, the distance ‖C(x′) − C(x′′)‖2
is bounded by a constant. Enforcing this criterion is
accomplished by perturbing every training data point
twice, with small random perturbations (δ1, δ2), and
minimizing the distance between the critic output of
these configurations. In practice, the perturbation
of samples is achieved by adding dropout [48], which
disables nodes in a layer with a specified probability, to
several layers of the critic and feeding it the same data
point twice.
To condition the generator on system properties, we
provide it with both a random sample from the latent
space and labels describing the desired properties (e.g.,
the energy, magnetization, or doping of configurations) as
input [35]. Meanwhile, the critic is shown this same label
for the generated configurations, while receiving the ex-
act label for real samples. The critic uses this additional
label during its estimation of the Wasserstein distance,
prompting the generator to adapt by creating configura-
tions that have features accurately described by their la-
bel. Note that since the critic and generator find efficient
internal representations of these quantities through train-
ing, they are never explicitly evaluated during training.
This implies that when we want to condition the genera-
tion on expensive operators, the vast amount of compu-
tational effort lies in generation of the small-scale sam-
ples. Creation of new, large configurations only requires
a single pass through a convolutional neural network, and
hence comes at a much smaller cost. Additionally, mak-
ing generative models interpretable, i.e. understanding
how it models the interactions between the degrees of
freedom [49–51], would lead to new insight for further
theoretical developments.
2. Neural network architectures
Both the critic and generator are implemented as deep
residual convolutional neural networks, where residual
functions with respect to the layer inputs are learned
(Fig. 4C), which allows for more stable training [52]. In
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FIG. 4. Generating Ising model configurations with a RUGAN. A, The setup of the RUGAN method. The generator G (blue)
transforms latent samples of size l, and optionally labels {λ}, to proposed configurations of size 4l. The critic C (pink) is used
to measure the distance between the distributions of generated and real configurations. This information is used to update both
neural networks. B, The generator consists of translationally equivariant convolutional operations and therefore can be applied
to inputs of arbitrary size, allowing for the creation of configurations at different spatial scales. C, The l-th hidden layer of the
residual convolutional networks transforms an input xl into xl+1, which can have a different spatial scale than the input. When
reducing the spatial scale, the rescaling operation is an average-pooling layer with kernel size 2 and stride 2. When increasing
the spatial scale, the rescaling consists of nearest-neighbor interpolation with a scale factor of 2. The convolutional operations
with their corresponding kernel sizes are shown in blue. Note that we do not use batch normalization in the critic [46]. D,
Ising configurations created by a RUGAN, trained on L = 64 configurations, at different spatial scales. The training size is
shown in red on the larger configurations.
order to be equivariant under translational operations
and achieve the upscaling described in the main text,
the generator consists only of convolutional layers,
with no dense (i.e. fully-connected) layers that are
commonly included in neural networks (Fig. 4C). We
add a hyperbolic tangent activation function to the last
layer of the generator in order to obtain a valid output
representation. As we want to generate configurations
with an approximately circular shape for the optical
lattice data set, we manually apply a mask that sets
the borders to zero after creating a square configuration
with the generative network.
For the hyperparameters in our WGAN implementa-
tion, we use λ1 = 10 and λ2 = 2 in Eq. (7) [46, 47]. The
dropout rate is set to 25% for two layers in the critic to
evaluate Eq. (7c). The weights of the neural networks
are optimized with the ADAM optimizer [53], where
we set the learning rate α = 10−4 and the exponential
decay rates for the first and second moment estimates to
β1 = 0 and β2 = 0.9. To gain a more reliable estimate of
the Wasserstein distance before updating the generator’s
weights, on the experimental data we train the critic on
20 batches for every generator training iteration. For
the classical spin models we use a 10:1 ratio of critic
updates to generator updates. Each model is trained for
2000 epochs.
Details on the network architectures (e.g., number of




Once training is complete, we use each model epoch
to generate a number of configurations for every condi-
tioning label. As the Wasserstein distance quickly stabi-
lizes (after a couple of epochs) to a constant value during
training, we resort to a different selection criterion to de-
cide on which model is ultimately deployed. Here, we
evaluate the squared deviation between several observ-



























FIG. 5. Relative error on the average string length for RU-
GANs trained on different subsets of the available data. For
the green line, the doping values on which we train are cut
off to only include the 12 lowest values (same as in Fig. 2F);
this is 9 and 7 for the blue and orange line respectively.
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experimental and RUGAN snapshots (weighted by the
experimental error) and select the model that minimizes
this deviation. Naturally, when data corresponding to
certain conditioning labels is not shown during training
(i.e., for the demonstration of interpolation and extrapo-
lation), data generated at these labels is also not used for
model selection, and we select the model that performs
best on the training regime. The results obtained when
interpolating between the lowest and highest doping val-
ues (Fig. 2C,D) consistently match well with experimen-
tal values across the model epochs. As expected, in the
case of extrapolation, the results when generating data
at doping values much higher than those trained on are
less robust, as detailed in Fig. 2E,F. We also demonstrate
this in Fig. 5, where we provide the RUGAN with even
smaller subsets of the available doping values than in
Fig. 2E,F. Though again better than theoretical predic-
tions, the string statistics measured on the synthetic con-
figurations start to deviate from the experimental obser-
vations for the highest doping values, even for the model
epochs that perform best on the training set.
4. An example: the Ising model
We now give a detailed illustration of our frame-
work on the prototypical classical Ising model on
a two-dimensional square lattice of length L with
Hamiltonian H = −J∑〈i,j〉 sisj, where the sum runs
over nearest-neighbor spins and we set J = 1. For
N binary spins s ∈ {−1,+1}, the configuration space
of the Ising model has a dimension of 2N ; sampling
configurations with desired properties directly from this
space is intractable for all but trivial system sizes. Here
we show that this task can be accomplished with a
RUGAN by training it on a data set of small-scale Ising
configurations, and conditioning it on the energy and
magnetization density m =
∑
i si/N of each training
example. The conditioning allows for the efficient
creation of microstates with desired properties from
the high-dimensional configuration space as well as the
creation of microstates with conditioning labels for which
no training examples are available. We implemented
a modified form of umbrella sampling called “targeted
sampling” [11] so that we can obtain a training set
with a uniform energy distribution. This sampling
method resembles the Metropolis-Hastings algorithm in
structure, but instead of seeking low-energy states, we
target specific energies, accepting configurations that
move us toward the target energy, and rejecting ones
(with a Gaussian probability) that lead us away. In
doing this, we can collect examples across the energy
spectrum in an efficient way. In Fig. 6A, we train a
RUGAN on a data set of Ising microstates restricted
to high and low energy values and magnetizations
near zero, and use it to sample the entire space of
possible energy and magnetization combinations. The
generator only makes large errors on the conditioning
label combinations with a relatively small density of
A
B
FIG. 6. Generating Ising model configurations with a RU-
GAN. A, During training, we condition the RUGAN on the
energy and magnetization of each configuration, and only
show it examples with labels in the regions enclosed by dashed
lines. After training, it is requested to create configurations
with all possible labels. The median absolute error made here
is shown in the top row. In the bottom row, we show the av-
erage error and its standard deviation at fixed energy (left)
and fixed magnetization (right), indicated by the blue lines in
the top row. The results are obtained by sampling 100 con-
figurations at possible combinations of the energy and mag-
netization per site with energy spacing ∆(E/L2) = 1/64 and
magnetization spacing ∆(m) = 1/1024. Results shown here
are for the training system size L = 64. B, Same as A, but
now with configurations created at a larger scale L = 256,
containing 16 times more spins than the training examples.
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states. Note that spin-flip symmetry is not enforced,
which could potentially decrease the errors shown here.
The accuracy in this conditioning is retained when using
the upscaling property to create configurations at much
larger scales (Fig. 6B). This implies that we can greatly
accelerate sampling of uncorrelated large scale synthetic
configurations, as costly simulations are only needed for
a small subset of the configuration space and only of
small-scale microstates.
B. Hidden order in the two-dimensional
Fermi-Hubbard model
To benchmark the string patterns in the experimen-
tal data and our RUGAN, we compare them to the
frameworks of sprinkled holes and geometric string
theory [30] and apply an analysis procedure identical to
what has been previously used to describe experimental
observations [29]. For simplicity, we here recapitulate
these but point towards Refs. [29, 30] for more detailed
information.
1. Sprinkled holes and geometric string theory
Sprinkled holes is a model for the doped Fermi-
Hubbard model in the limit of non-interacting holes.
To obtain snapshots at different dopings, we start from
experimentally obtained snapshots at half filling and
add holes on random positions until the doping matches
the requested one.
Geometric string theory is a theoretical model where
holes do not interact with each other but do interact with
the surrounding spins. First, a single hole is placed at a
random position on the lattice. The dynamics of the hole
can be described by introducing an effective Hamiltonian
and an effective Hilbert space for a single string [29, 30].
The Hilbert space consists of string patterns, which can
be viewed as paths without loops on a Cayley tree with
coordination number z = 4. Using the frozen spin ap-
proximation and U  t, the strings can be modeled by




ψl+1,s + tψl−1 + Vlψl = Eψl, (9)
where ψl is a shorthand notation for a path on the Cayley
tree of length l, and ψl+1,s denotes the string obtained
by continuing the string ψl along one of the z − 1 direc-
tions on the Cayley tree. The parameter t is the coupling
constant for tunneling between string lengths (equal to t
in the Fermi-Hubbard Hamiltonian) and Vl is an effective
potential. The effective potential Vl = (dE/dl)l + gδl,0
consists of a linear tension with magnitude dE/dl and
an attractive term with magnitude g. Solving this string
model for finite temperature yields a string length distri-
bution p(l). The snapshots are then created by starting
from experimental snapshots at half filling and adding
strings on random positions in the lattice—with a length
according to the string length distribution p(l)—until the
desired doping is reached. More details can be found in
Refs. [29, 30].
2. String detection algorithm
In the main text the number of strings and their av-
erage length as a function of doping are compared be-
tween the RUGAN, experiment and the theories ex-
plained above. The detection algorithm of these strings
is applied to snapshots where one of the two spin species
and doublons are removed, and is performed in multi-
ple steps [29]. The geometric strings describe the devia-
tion between the doped Fermi-Hubbard snapshots and a
checkerboard state. Hence, the first step involves select-
ing a window (here with a diameter of 7 sites) for each
configuration with the highest staggered magnetization.
Using a window with a diameter smaller than the con-
figuration itself negates some of the finite temperature
effects. For a given doping, 60% of the resulting win-
dows with the highest staggered magnetization are kept
for further analysis. In the next step, each of these win-
dows is compared to a checkerboard state. The strings
are then identified as deviations from this checkerboard,
and the string-pattern length distribution pδ(l) is mea-
sured.
As for the string count shown in Fig. 2, only those
patterns of length greater than two are included as to
negate the contribution from quantum fluctuations such
as doublon-hole pairs [29]. The average string lengths









One way to assert the validity of the snapshots created
by the RUGAN described in the main text is to verify





















i ) with n̂
σ
i the number operator for spin σ
on site i . The spin correlator can be calculated from the




















where the spatial indices are dropped for simplicity.
Here, p denotes a singly occupied site, the expectation
value 〈·〉NR is taken over images where neither spin
species was removed, and 〈·〉Rσ over images where the
spin state σ was removed. To calculate the expectation
values 〈·〉NR, we train a second RUGAN on a data set of
snapshots containing both spin species, and also condi-
tion it on the doping. Here, the doping conditioning can
be explicitly checked, as the doping δ ≈ 1.22(0.905− ns)
where ns is the density of singly-occupied sites [29].
4. Data set
The experimental data of the Fermi-Hubbard model is
obtained from Ref. [28]. These data are obtained at tem-
perature T = (0.65± 0.04)J , and the ratio U/t = 8.1(2).
Here, a mixture of the two lowest hyperfine states of
6Li is trapped in a two-dimensional optical lattice. Site-
resolved measurements of the occupation in the optical
lattice are obtained with high-resolution quantum gas mi-
croscopy [33]. The experimental snapshots of the atomic
distributions consist of a circular region of 80 sites. In
total, 8822 images of the atomic distributions with both
spin components present and 17233 with one spin com-
ponent removed are available. We augment the data set
by also including these samples rotated by multiples of
90◦.
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[14] B. S. Rem, N. Käming, M. Tarnowski, L. Asteria,
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The purpose of this appendix is to elaborate on the process of targeted energy
sampling, specifically applied to the Ising model.
The typical Metropolis–Hastings algorithm, when applied to the Boltzmann
distribution, proceeds as follows:
1. Generate a starting configuration, A
2. Propose a new configuration, B by a slight, random modification of A. In
the case of the Ising model, we flip a single spin at random.
3. If the energy of the second configuration B has a lower energy than A,
accept the transition and the new state becomes B, otherwise reject it
with probability
p(reject)  1 − e−(EB−EA)/kT , (B.1)
where T is the effective temperature of the system and k is the Boltzmann
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constant.
4. If B was accepted, set A : B, otherwise leave A unchanged.
5. Record configuration A (if statistics are desired)
6. Return to step (2).
When completed correctly (e.g. sufficiently uncorrelated samples are recorded),
this results in a thermal distribution: the Boltzmann distribution.
This process inherently targets low energy (the most stable) configurations
as random fluctuations that result in a lower energy are always accepted. We
would like a method, however, that can acquire configurations from the entire
range of energies. To achieve this, we modify the Boltzmann distribution in the
Metropolis–Hastings method above to seek a specific “target” energy Etarget; in-
stead of using the Boltzmann probability, use a Gaussian rejection probability
centered at a single target energy. The process is as follows:
A targeted sampling run
1. Choose a target energy Etarget
2. Generate a starting configuration, A
3. Propose a new configuration, B by flipping a single spin at random.
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4. If |EB − Etarget | < |EA − Etarget |, accept B, otherwise reject the move with
probability
p(reject)  1 − e−(EB−EA)2/kT , (B.2)
where the “thermal energy” kT defines a Gaussian-shaped envelope around
the target energy that will be accessible to the algorithm.
5. If B was accepted, set A : B, otherwise leave A unchanged.
6. Record configuration A.
7. Return to step (3), repeating the process Nsteps times.
8. Repeat the entire process from (1) for Nseed seeds.
When recording configurations to use in the training data set, it is neces-
sary to not record configurations at every iteration to avoid the examples being
correlated. The correlation interval tcorr depends on the system, and the degree
to which a single modification affects the position in configuration space.
To generate an Ising data set using TS, I implement a multi-pass approach,
sweeping multiple times across the range of energies, collecting examples and
placing them in Nbin evenly-spaced bins over the range of energies, from Emin
to Emax. The algorithm terminates once all bins contain Ncap configurations.
In the case of the Ising model, determination of Emax and Emin is simple, as
we know that the checkerboard and uniform-spin configurations represent the
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extrema. Without this prior knowledge, the range could still be determined by
performing two TS runs with the target energy set to extreme values, say −1010
and 1010, allowing the algorithm to “discover” the lowest and highest possible
energies, after sufficient equilibration time. The entire process goes as follows:
1. Determine the range of possible energies, and create an array of size [Nbin,
Ncap, ...], to hold the accepted configurations. Here the ellipsis (...) repre-
sents an arbitrarily shaped configuration (e.g. [16,16] for the Ising model
of that size).
Phase I: Discovery
2. Generate a random starting configuration. Set Etarget  Emin and run a
short TS run. As equilibration proceeds, an example is recorded every
tcorr iterations.
3. We then set Etarget  Emax and run a short TS run to discover high-energy
configurations. The equilibration process gives the algorithm the opportu-
nity to explore configuration space as it moves toward the target energy,
and for this reason, we do not use a large equilibration period prior to
recording examples.
4. We then set Etarget  0.5(Emin + Emax) and perform another TS run.
During the discovery phase, each TS run is repeated four times, each
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with different seed configurations. A high value of kT (kT  0.1) is used
as discovery is the goal and a wide target envelope is desired.
Phase II: Energy sweep
5. Divide the energy range into 10 evenly spaced target energies.
6. Run a TS run with each of these energies as the target energy.
7. Divide the energy range into 100 evenly spaced target energies.
8. Run a TS run with each of these energies as the target energy.
During the energy sweep phase, kT is lowered to 0.01 as we want to focus
more closely on the target energies.
Phase III: Bin filling
The following steps (9 through 12) are repeated until all bins contain ei-
ther zero or Ncap examples. Niter, the number of Metropolis-Hastings iter-
ations per target energy is set to 2tcorr.
9. Niter is set to 2
10. A list of all partially-filled bins is acquired.
11. For each partially-filled bin, a TS run is performed with the bin center as
the target energy.
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12. Niter is doubled. This is because if by this point the bin is not full, it is
likely because the TS run is terminating before equilibration to the tar-
get energy is reached. Increasing Niter is equivalent to giving the algo-
rithm more opportunity to equilibrate, reaching the region in configura-
tion space where relevant configurations live.
After all bins are either completely full, or completely empty, we save all
of the accepted configurations to a data file. This process gives us a per-
fectly even distribution of examples over the entire range. The algorithm
itself is inherently sequential, but it can be run in multiple processes in
parallel, using different starting seeds and acquiring training examples
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