These are the lecture notes for a course on exceptional polynomials taught at the AIMS-Volkswagen Stiftung Workshop on Introduction to Orthogonal Polynomials and Applications that took place in Douala (Cameroon) from October 5-12, 2018. They summarize the basic results and construction of exceptional poynomials, developed over the past ten years. In addition, some new results are presented on the construction of rational solutions to Painlevé equation PIV and its higher order generalizations that belong to the A
Introduction
The past 10 years have witnessed an intense activity of several research groups around the concept of exceptional orthogonal polynomials. Although some isolated examples in the physics literature existed before [13] , the systematic study of exceptional polynomials started in 2009, with the publication of two papers [32, 33] . The original approach to the problem was via a complete classification of exceptional operators by increasing codimension, which proved to be computationally untractable (and moreover, much later it was shown that codimension is not a very well defined concept). The term exceptional was originally intended to evoque very rare, almost exotic cases, as for low codimension exceptional families are almost unique [33] . Yet, shortly after the publication of these results, Quesne showed [65] that the exceptional families in [32] could be obtained by Darboux transformations, and Odake and Sasaki showed the way to generalize these examples to arbitrary codimension [58, 59] . New families emerged later associated to multiple Darboux transformations [30, 60] , and nowadays it is clear that exceptional polynomials are certainly not rare, as we are starting to understand the whole theory behind their construction and classification.
The role of Darboux transformations in the construction of exceptional polynomial families is an essential ingredient. It was conjectured in [34] that every exceptional polynomial system can be obtained from a classical one via a sequence of Darboux transformations, which has been recently proved in [23] . Explaining these results lies beyond the scope of these lectures, and the interested reader is advised to read [23] for an updated account on the structure theorems underlying the theory of exceptional polynomials and operators. We will limit ourselves in the following pages to introduce the main ideas and constructions, as a sort of primer to the subject.
For those interested in gaining deeper knowledge in the properties of exceptional orthogonal polynomials, there are a large number of references in the bibliography section that cover the main results published in the past 10 years, by authors like Durán [15] [16] [17] [18] [19] , Sasaki and Odake [58] [59] [60] [61] [62] , Marquette and Quesne [43] [44] [45] , Kuijlaars and Bonneux [8, 42] , etc. that cover aspects like recurrence relations, symmetries, asymptotics, admissibility and regularity of the weights, properties of their zeros and electrostatic interpretation, and applications in solvable quantum mechanical models, among others.
The connection between sequences of Darboux transformations and Painlevé type equations has been known for more than 20 years, since the works of Adler [2] , and Veselov and Shabat , [71] . However, the russian school of integrable systems was more concerned with uncovering relations between different structures rather than providing complete classifications of solutions to Painlevé equations. The japanese school pionereed by Sato developed a scheme to understand integrable equations as reductions from the KP equations. Noumi and Yamada [51] , and their collaborators developed the geometric theory of Painlevé equations, by studying the group of Bäcklund transformations that map solutions to solutions (albeit for different values of the parameters). Using this transformations to dress some very simple seed solutions they managed to build and classify large classes of rational solutions to P IV and P V , and to extend this symmetry approach to higher order equations, that now bear their name. It was later realised that determinantal representations of these rational solutions exist [39, 40] and that they involve classical orthogonal polynomial entries. For an updated account of the relation between orthogonal polynomials and Painlevé equations, the reader is advised to read the recent book by van Assche [70] .
Our aim is to merge these two approaches: the strength of the Darboux dressing chain formulation with a convenient representation and indexing to describe the whole set of rational solutions to P IV and its higher order generalizatins belonging to the A 2N -Painlevé hierarchy. This is achieved by indexing iterated Darboux transformations with Maya diagrams, originally introduced by Sato, and exploring conditions that ensure cyclicity after an odd number of steps. We tackle this problem by introducing the concepts of genus and interlacing of Maya diagrams, which allow us to classify and describe cyclic Maya diagrams. For every such cycle, we show how to build a rational solution to the A 2N -Painlevé system, by a suitable choice of Wronskian determinants whose entries are Hermite polynomials. This approach generalizes the solutions for P IV (A 2 -Painlevé) known in the literature as Okamoto and generalized Hermite polynomials. We illustrate the construction by providing the complete set of rational solutions to A 4 -Painlevé, the next system in the hierarchy.
Darboux transformations
In this section we describe Darboux transformations on Schrödinger operators and their iterations at a purely formal level (i.e. with no interest on the spectral properties).
Let L = −D xx + U (x) be a Schrödinger operator, and ϕ = ϕ(x) a formal eigenfunction of L with eigenvalue λ, so that
Note that we are not assuming any condition of ϕ at this stage, we do not care at this formal level whether ϕ is square integrable or not. The function ϕ is usually called the seed function for the transformation, and λ the factorization energy. For every choice of ϕ and λ, we can factorize L in the following manner
where B = D x + w and A = −D x + w are first order differential operators. The Darboux transform of L, that we callL, is defined by commuting the two factors:
Expanding the two factors, we can find the relation between U and its transform U :
or in terms of the seed function we havẽ U = U − 2(log ϕ)
Note that ker A = ϕ , i.e. A[ϕ] = −ϕ + wϕ = 0,and also that ker B = 1 ϕ , i.e. B 1 ϕ = 0. The main reason to introduce this transformation is that we have the following intertwining relations between L andL:
These relations mean that we can connect the eigenfunctions of L andL.
Exercise 1. Show that if ψ is an eigenfunction of L with eigenvalue E, theñ ψ = A[ψ] is an eigenfunction ofL with the same eigenvalue. Likewise, ifφ is an eigenfunction ofL with eigenvalue µ, then ϕ = B[φ] is an eigenfunction of L with the same eigenvalue.
By hypothesis, we have that L[ψ] = Eψ. Letψ = A [ψ] . We see that
The converse transformation is proved in a similar way. Note that if we try to apply the Darboux transformation A on ϕ we do not get any eigenfunction ofL, because A[ϕ] = 0. However, the reciprocal of ϕ is a new eigenfunction ofL, with eigenvalue λ, as
Exact solvability by polynomials
The above transformation is purely formal and its main purpose is to connect the eigenfunctions and eigenvalues of two different Schrödinger operators L and L. Now, this would be of very little purpose if we cannot say anything about the spectrum and eigenfunctions of at least one of the operators. Typically, we use Darboux transformations to generate new solvable operators from ones that we know to be solvable. But what do we mean by solvable ? In general, solvable means that we can describe the spectrum and eigenfunctions in a more or less explicit form, and in terms of known functions. It is still not clear what a known function is. . . so we'd rather narrow down the definition and define exact solvability by polynomials in the following manner 
is said to be exactly solvable by polynomials if there exist functions µ(x), z(x) such that for all but finitely many k ∈ N, L has eigenfunctions (in the L 2 sense) of the form
This definition captures many of the Schrödinger operators that we know to be exactly solvable: those in which the eigenfunctions have a common prefactor µ(x) times a polynomial in a suitable variable z(x). The prefactor µ(x) is responsible for ensuring the right asymptotic behaviour at the endpoints for all bound states, while the polynomials y k represent a modulation that describes the excited states.
From the purpose of orthogonal polynomials, this kind of Schrödinger operators are directly related to classical orthogonal polynomials, since polynomials y k are automatically orthogonal if L is a self-adjoint operator, i.e. with appropriate regularity and boundary conditions. More specifically, classical orthogonal polynomials are related to the following Schrödinger operators:
1. Hermite polynomials to the harmonic oscillator 2. Laguerre polynomials to the isotonic oscillator 3. Jacobi polynomials to the Darboux-Pöschl-Teller potential. We would like to apply Darboux transformations to these three families of Schrödinger operators that are exactly solvable by polynomials, in order to generate new operators, but we would like these new operators to also be exactly solvable by polynomials. This means that we have to impose certain restrictions on the type of seed functions of L that we are free to choose for the Darboux transformations. In general, the class of rational Darboux transformation is the subset of all possible Darboux transformations that preserve exact solvability by polynomials. Fortunately, there is a simple way to characterize seed functions for this subclass, which we describe below. But before we do so, let us introduce some jargon between differential operators.
Schrödinger and algebraic operators
If we are dealing with Schrödinger operators that are exactly solvable by polynomials, there are two operators that we will work with: on one hand, we have the Schrödinger operator L = −D xx + U (x), on the other hand, we have the algebraic operator T = p(z)D zz + q(z)D z + r(z) which is the one that has polynomial eigenfunctions T [y k ] = p(z)y k + q(z)y k + r(z)y k = λ k y k . There is a connection between these two operators, which is not entirely bidirectional in general, but it is bidirectional if L is exactly solvable by polynomials. Proposition 2.2. Every second order linear differential operator T = p(z)D zz + q(z)D z + r(z) can be transformed into a Schrödinger operator L = −D xx + U (x) by the following change of variables and similarity transformation:
where z(x) is defined by inverting (2.4)
, then the operator L defined by (2.4) and (2.5) is a Schrödinger operator L = −D xx + U (x), and find an expression for the potential U in terms of p, q and r.
Let us denote
This, by applying the product rule for composition of differential operators, we have
So collecting terms we have
Finally, the chain rule for differentiation leads to
which inserted into the previous equation becomes
which is a Schrödinger operator. We identify the potential U (x) to be
Note that we can always go from T to L, but in general there is no prescribed way to go from L to T . This means that given a Schrödinger operator with some potential L = −D xx + U (x) it is a difficult question to know whether we can perform a change of variables and conjugation by a factor µ as in (2.4)-(2.5) such that T has polynomial eigenfunctions y k (z) (this is sometimes known as algebraizing a Schrödinger operator). Otherwise speaking, given a potential U it is hard to know whether it is exactly solvable by polynomials 1 .
Rational Darboux transformations
Now we start from a given L which we know to be exactly solvable by polynomials, and we would like to perform a Darboux transformation in such a way thatL is still exactly solvable by polynomials. What conditions must the seed function ϕ satisfy for this to hold?
This question is not easy to answer in general. Let us look at one example.
Example 2.3. Consider the harmonic oscillator L = −D xx +x 2 . One possible choice for seed functions for rational Darboux transformations comes from choosing ϕ among the bound states of L, i.e.
where H n (x) is the n-th Hermite polynomial. We see that L is exactly solvable by polynomials, with z(x) = x and µ(x) = e −x 2 /2 . This implies that p(z) = 1 from (2.4), and from (2.5) we see that q(z) = 2z, so that T = D zz − 2zD z
We thus have
But this is not the only possible choice. Note that the Schrödinger operator L = −D xx + x 2 is not only invariant under the transformation x → −x but it only picks a sign when we perform the transformation x → ix, so there is another set of eigenfunctionsφ
is called the conjugate Hermite polynomial. Note that these eigenfunctions are obtained by exploiting a discrete symmetry of the equation, and their eigenvalues are negative:
Because the pre-factor is now a positive gaussian, the functions blow up at ±∞ and they are not square integrable (in the physics literature they are sometimes called virtual states). But for the purposes of using them as seed functions for Darboux transformations, they are perfectly valid. These two sets of eigenfunctions exhaust all possible seed functions for rational Darboux transformations of the harmonic oscillator. Rather than two families of functions, each of them indexed by natural numbers, it will be useful to consider them as one single family indexed by integers:
Iterated or Darboux-Crum transformations
Now that we know how to apply Darboux transformations to pass from L toL there is no reason why we should stop there. . . we can apply the transformation once again, and in general as many times as we want. Let's do it once more. Suppose that ϕ 1 and ϕ 2 are two formal eigenfunctions of L:
We first use seed function ϕ 1 to transform L intoL, so that
and the eigenfunctions are related bỹ
But now we observe thatφ 2 given bỹ
is a formal eigenfunction ofL, so we can use it to Darboux transformL into
If ψ are the eigenfunctions of L andψ = Wr[ϕ 1 , ψ]/ϕ 1 are the eigenfunctions of L, the eigenfunctions of ≈ L are given by
where we have used two identities satisfied by Wronskian determinants, namely It is not hard to iterate this argument and prove by induction the following result, known as Darboux-Crum formula. Proposition 2.4. Let ϕ 1 , . . . , ϕ n be a set of n formal eigenfunctions of a Schrödinger operator L. We can perform an n-step Darboux transformation with these seed eigenfunctions, to obtain a chain of Schrödinger operators
The Schrödinger operator of L n is given by
If ψ is a formal eigenfunction of L with eigenvalue E, then
is a formal eigenfunction of L n with the same eigenvalue. In the following sections we will see how the polynomial part of these functions essentially defines exceptional Hermite polynomials, and how these Wronskians enjoy very particular symmetry properties that admit an elegant combinatorial description in terms of Maya diagrams.
The Bochner problem: classical and exceptional polynomials
After having reviewed the notion of Darboux-Crum transformations, in this section we will introduce the concept of exceptional orthogonal polynomials, as orthogonal polynomial systems that arise from Sturm-Liouville problems with exceptional degrees, i.e. gaps in their degree sequence. But before we do so, we need to review some basic facts about Sturm-Liouville problems, and introduce Bochner's theorem, that characterizes the classical orthogonal polynomial systems of Hermite, Laguerre and Jacobi as polynomial eigenfunctions (with no missing degrees) of a Sturm-Liouville problem . 
If y 1 (z), y 2 (z) are two sufficiently smooth real-valued functions, then integration by parts gives Lagrange's identity:
Suppose that the boundary conditions entail (i) the square integrability of eigenfunctions with respect to W (z)dz over the interval I; and (ii) the vanishing of the right side of (3.6) at the endpoints of the interval. With some suitable regularity assumptions on P (z), W (z), R(z) one can then show that the eigenvalues of −T can be ordered so that λ 1 < λ 2 < · · · < λ n < · · · → ∞. If y i , y j , i = j are two eigenfunctions corresponding to eigenvalues λ i , λ j , respectively, then (3.6) reduces to
Therefore, the eigenfunctions are orthogonal with respect to the inner product where the weight has the form
In this case, the boundary conditions are that e −z 2 y(z) 2 be integrable near ±∞.
A basis of solutions to (3.8) are
is the confluent hypergeometric function. This function has the asymptotic behaviour
This implies that
are not integrable for generic values of λ near z = ±∞. We now introduce two other solutions of (3.8),
Note that ψ R (z) and ψ L (z) are different functions, because Ψ is a branch of a multi-valued function defined by taking a branch cut over the negative real axis. However, ψ L , ψ R may be continued to solutions of (3.8) over all of R by means of connection formulae (3.15), below. We have the asymptotics
Hence, ψ R , ψ L each satisfy a one-sided boundary conditions at ±∞. From (3.14) we get the connection formulae
Therefore, our boundary conditions amount to imposing the condition that ψ L be proportional to ψ R . By inspection of (3.15), this can happen in exactly two ways: ψ L = ψ R and ψ L = −ψ R . The first case occurs when Γ(−λ/4) → ∞ that is when λ/2 = 2n, n = 1, 2, . . .. The second possibility occurs when Γ(1/2 − λ/4) → ∞ which occurs when λ/2 = 2n + 1, n = 1, 2, . . .. In the first case, we recover the even Hermite polynomials; in the second the odd Hermite polynomials. This last observation can be restated as the following identity
Therefore the Hermite polynomials are precisely the solutions of (3.8) that satisfy the boundary conditions of (3.9), namely they are the only solutions of (3.8) that are square-integrable with respect to e −z 2 over all of R.
Classical Orthogonal Polynomials
The notion of a Sturm-Liouville system with polynomial eigenfunctions is the cornerstone idea in the theory of classical orthogonal polynomials. The reason is simple: if the eigenfunctions of a Sturm-Liouville problem (3.1) are polynomials, then they will be orthogonal with respect to the corresponding weight W (z).
The following three types of polynomials -bearing the names of Hermite, Laguerre, and Jacobi -are known as the classical orthogonal polynomials.
• Hermite polynomials obey the following 3-term recurrence relation:
They are orthogonal with respect to
and satisfy the following differential equation
n (z) have one parameter α, and satisfy the following 3-term recurrence relation:
For α > −1, Laguerre polynomials are orthogonal with respect to
They satisfy the following differential equation
19)
• Jacobi polynomials P n = P (α,β) n (z) have two parameters, α, β and are defined by:
Pn
These polynomials obey the differential equation
For α, β > −1 they are orthogonal with respect to
Exercise 3. Rewrite the above differential equations in Sturm-Liouville form. In each case, work out the boundary conditions that pick out the polynomial solutions.
The class of Sturm-Liouville problems with polynomial eigenfunctions was studied and classified by Solomon Bochner in the following fundamental result. Bochner's Theorem was subsequently refined by Lesky to show that the three classical families of Hermite, Laguerre, and Jacobi give a full classification of such Sturm-Liouville problem. Then, necessarily p, q, r are polynomials with
Moreover, if these polynomials are the orthogonal eigenfunctions of a Sturm-Liouville system, then up to an affine transformation of the independent variable z, they are the classical polynomials of Hermite, Laguerre, and Jacobi.
Proof. Applying (3.23) to k = 0, 1, 2, we obtain
By inspection, r is a constant, while q, p are polynomials with deg q ≤ 1 and deg p ≤ 2.
Up to an affine transformation z → sz + t, the leading coefficient p(z) can assume one of the following normal forms:
Write q(z) = az + b. Applying (3.5), the corresponding weights have the form
• For normal form (i), the case a = 0 is excluded. If not, the resulting operator would be strictly degree lowering, which would preclude the existence eigenpolynomials of degrees ≥ 2. Since p(z) = 1 is invariant with respect to scaling and translation, no generality is lost by setting b = 0, a = ±2. The case of a = −2 corresponds to the classical Hermite polynomials. The case a = 2 can be excluded because there is no choice of boundary conditions that result in the vanishing of the right side of (3.7). • For the normal form (ii), note that p(z) = z is preserved by scaling transformations. Hence, without loss of generality we can take a = −1. This case corresponds to the classical Laguerre polynomials. • Normal form (iii) is a bit tricky. The case b = 0 can be ruled out because of the absence of suitable boundary conditions. The analysis of b < 0 and b > 0 is the same, so suppose that b > 0. Here the only possible boundary conditions are at the endpoints of the interval (0, ∞). If a < 0 then a finite number of polynomials can be made to be square integrable with respect to the weight in question. These constitute the so-called Bessel orthogonal polynomials, which however fall outside the range of our definition -we require that all y k are square-integrable with respect to W (z).
• Normal form (iv) corresponds to the Jacobi orthogonal polynomials.
• Normal form (v) corresponds to the so-called twisted Jacobi (also called Romanovsky) polynomials. If a < 0 then a finite number of initial degrees are square-integrable with respect to the indicated weight over the interval (−∞, ∞). As above, this violates our requirement that all the y k be squareintegrable with respect to W (z)dz.
Exceptional Polynomials and Operators
We now modify the assumption of Bochner's Theorem 3.2 to arrive at the following. 
Moreover, if it is possible to impose boundary conditions so that the polynomials y k become eigenfunctions of the corresponding Sturm-Liouville problem, then we call the {y k } k / ∈{d1,...,dm} exceptional orthogonal polynomials.
The relaxed assumption that permits for a finite number of missing degrees allows to escape the constraints of Bochner's theorem and characterizes a large and interesting new class of operators and polynomials. 
where the H i (z) are classical Hermite polynomials and where Wr denotes the usual Wronskian determinant:
Exercise 4. Using the following identity for the classical Hermite polynomials:
H n = 2nH n−1 and the 3-term recurrence relation (3.16) reduce the Wronskian expression
to the right-hand side expression shown in (5.7).
Observe that deg H n = n. We call the resulting sequence of polynomials exceptional because the degree sequence deg H n is missing two the degrees -the exceptional degrees n = 1 and n = 2. We call the H n (z) exceptional Hermite polynomials because they furnish polynomial solutions of the following modified version of the Hermite differential equation:
At first glance, the exceptional modification of Hermite's differential equation (3.25) has a rather peculiar form; indeed it is slightly paradoxical that a differential equation with rational coefficients admits polynomial solutions. However, some of the underlying structure of the equation comes to light once we "clear denominators" and re-express (3.25) using the following, bilinear formulation:
Now the equation is bilinear in η, which is fixed and y = y(z) the dependent variable, and nearly symmetric with respect to the two variables.
We can also rewrite expression (3.25) using Sturm-Liouville form, as
As before, the Sturm-Liouville form implies the orthogonality of the eigenpolynomials:
It is also possible to show that the exceptional polynomials satisfy recurrence relations. However, now there are multiple relations of higher order: Let us also introduce the second order operator
Exercise 6. Verify that the three differential operators T,T and A satisfy the following (second-order) intertwining relation:
(3.30)
Note that in the intertwining relations (2.2), operator A is first order, corresponding to a single-step Darboux transformation. In this case, A is a second-order differential operator that comes from a 2-tep Darboux-Crum transformation with seed functions H 1 and H 2 . In general, up to a normalization constant, the exceptional polynomials are given by applying the intertwiner A to the classical polynomials:
H n ∝ A[H n ]. If we take the intertwining relation as proven, we obtain that
Thus, the intertwining relation "explains" why the H n are eigenpolynomials of the exceptional operatorT . This is essentially the same argument as the one used in Exercise 1, albeit with a higher-order intertwiner A.
Symmetric Painlevé equations and Darboux dressing chains
And now for something completely different [50] , or maybe not ? The set of six nonlinear second order Painlevé equations P I , . . . , P VI have attracted considerable interest in the past 100 years [9, 37] . They have the defining property that their solutions have no movable branch points. The Painlevé equations, whose solutions are called Painlevé transcendents, are now considered to be the nonlinear analogues of special functions, cf. [9] . These functions, in general, are transcendental in the sense that they cannot be expressed in terms of previously known functions. However, the Painlevé equations, except P I , also possess special families of solutions that can be expressed via rational functions, algebraic functions or the classical special functions, such as Airy, Bessel, parabolic cylinder, Whittaker or hypergeometric functions, for special values of the parameters.
However, rather than studying the Painlevé second order scalar equations, we will follow Noumi and Yamada since it will prove to be more useful to rewrite these equations as a system of first order equations, which will allow us not only to understand the symmetry properties better, but also to generalize these system to higher order equations with the same desired properties. Definition 4.1. We define the A 2 -Painlevé system as the following system of three coupled nonlinear ODEs
subject to the condition
where α 0 , α 1 , α 2 ∈ C are complex parameters and f i = f i (z) are complex functions.
If the parameters take on arbitrary values, the general solution of this equation is transcendental. We are interested in this lecture to find solutions to (4.1) where the functions f i = f i (z) are rational functions of z. A solution of (4.1) will be a tuple of the form (f 0 , f 1 , f 2 |α 0 , α 1 , α 2 ).
The reason why this system is relevant is that by eliminating two of the functions, we can reduce system (4.1) to a single second order nonlinear ODE, that we will call P IV because it is the fourth equation in the list of six Painlevé equations, namely:
Exercise 7. Show that if the tuple (f 0 , f 1 , f 2 |α 0 , α 1 , α 2 ) is a solution to (4.1), then y = y(t) is a solution to (4.3) , where:
We first take the derivative of the first equation in (4.1):
Next subtract the third from the second equation to obtain
and insert it into the previous equation, to get
From the first equation in (4.1) and the normalization f 0 + f 1 + f 2 = z, we have
Now bearing in mind that 4f
Inserting (4.7) ,(4.8) and (4.9) into (4.6), and after some cancellations and grouping terms we arrive at
which after the rescaling of variable, function and parameters shown in (4.4) leads finally to (4.3). Now that we know the equivalence between solutions of (4.1), that we will call sP IV , the symmetric form of P IV , it will be easier to work with the system than with the equation. In particular, Noumi and Yamada showed [53] that system (4.1) in invariant under a symmetry group, which acts by Bäcklund transformations on a tuple of functions and parameters. This symmetry group is the affine Weyl group A (1) 2 , generated by the operators {π, s 0 , s 1 , s 2 } whose action on the tuple (f 0 , f 1 , f 2 |α 0 , α 1 , α 2 ) is given by:
where δ k,j is the Kronecker delta and j, k = 0, 1, 2 mod (3). The technique to generate rational solutions is to first identify a number of very simple rational seed solutions, and then successively apply the Bäcklund transformations (4.11) to generate families of rational solutions.
Exercise 8. Check that the tuple (z, 0, 0|1, 0, 0) satisfies (4.1). This is one possible seed solution. Now use the Bäcklund transformations s 0 and s 1 s 0 to generate two solution tuples, and check explicitly that the obtained solutions solves (4.1)
It is obvious that (z, 0, 0|1, 0, 0) satisfies (4.1). From (4.11), the action of s 0 on the generic tuple (f 0 , f 1 , f 2 |α 0 , α 1 , α 2 ) is given by
So we have then that s 0 (z, 0, 0|1, 0, 0) = z, −1 z , 1 z | − 1, 1, 1 , and we can readily verify that this tuple satisfies (4.1). In a similar manner, we see that
which is also seen to satisfy (4.1).
In this way we can iteratively apply Bäcklund transformations on a small set of seed solutions and generate many rational solutions to (4.1). This is a beautiful approach, pioneered by the japanese school, and the transformations (4.11) have a nice geometric interpretation in terms of reflection groups acting on the space of parameters (α 0 , α 1 , α 2 ). Note however that the solutions obtained by dressing a given seed solution are hard to write in closed form, and in general the whole procedure is more an algorithm to generate solutions than an explicit enumeration of them. If we ask ourselves how many poles the rational solution s 6 1 s 3 0 (z, 0, 0|1, 0, 0) has, this might be a difficult question to answer with this representation.
For this reason, we will not pursue this approach henceforth in these notes, and we refer the interested reader to Noumi's book [51] to learn the geometric theory of Painlevé equations, and their connections with other topics in integrable systems (τ -functions, Hirota bilinear equations, Jacobi-Trudi formulas, reductions from KP equation, etc.).
We will concentrate in these lectures on alternative representations of the rational solutions, most notably the determinantal representations [39, 40] .
Once we are aware of the symmetry structure of (4.1), the system admits a natural generalization to any number of equations, known as the A
N -Painlevé or the Noumi-Yamada system. The even case (N = 2n) is considerably simpler (for reasons that will be explained later), and it is the one we will focus on this notes. 
subject to the normalization condition
The symmetry group of this higher order system is the affine Weyl group A (1) 2n , acting by Bäcklund transformations as in (4.11). The system has the Painlevé property, and thus can be considered a proper higher order generalization of sP IV (4.1), which corresponds to n = 1.
The goal of this lecture is to develop a systematic procedure to describe rational solutions to system (4.11), providing an explicit representation of the solutions in terms of Wronskian determinants whose entries are Hermite polynomials. This is an alternative approach to the dressing of seed solutions by Bäcklund transformations described above.
Darboux dressing chains
The theory of dressing chains, or sequences of Schrödinger operators connected by Darboux transformations was developed by Adler [2] , and Veselov and Shabat [71] . The connection between dressing chains and Painlevé equations was already shown in [2] and it has been exploited by some authors [7, [43] [44] [45] 48, [66] [67] [68] 73] . This section follows mostly the early works of Adler, Veselov and Shabat.
Consider the following sequence of Schrödinger operators
where each operator is related to the next by a Darboux transformation, i.e. by the following factorization
It follows that the functions w i satisfy the Riccati equations
Equivalently, w i are the log-derivatives of ψ i , the seed function of the Darboux transformation that maps L i to L i+1
Using (4.17) and (4.18), the potentials of the dressing chain are related by
If we eliminate the potentials in (4.19) and set
the following chain of coupled equations is obtained
continuing, note that this infinite chain of equations has the evident reversal symmetry
This infinite chain of equations closes and becomes a finite dimensional system of ODEs if a cyclic condition is imposed on the potentials of the chain
for some p ∈ N and ∆ ∈ C. If this holds, then necessarily w i+p = w i , a i+p = a i , and ∆ = −(a 0 + · · · + a p−1 ). (4.26) Definition 4.3. A p-cyclic Darboux dressing chain (or factorization chain) with shift ∆ is a sequence of p functions w 0 , . . . , w p−1 and complex numbers a 0 , . . . , a p−1 that satisfy the following coupled system of p Riccati-like ODEs
subject to the condition (4.26).
Note that transformation
projects the reversal symmetry to the finite-dimensional system (4.27). Moreover, for j = 0, 1 . . . , p − 1 we also have the cyclic symmetry
In the classification of solutions to (4.27) it will be convenient to regard two solutions related by a reversal symmetry or by a cyclic permutation as being equivalent.
Adding the p equations (4.27) we immediately obtain a first integral of the system
The equivalence between the A 2n -Painlevé system (4.15) and the cyclic dressing chain (4.27) is given by the following proposition. 
solves the A 2n -Painlevé system (4.15) with normalization (4.16).
Proof. The linear transformation
is invertible (only in the odd case p = 2n + 1), the inverse transformation being (2n)-cyclic dressing chains and A 2n−1 -Painlevé systems are also related, but the mapping is given by a rational rather than a linear function. A full treatment of this even cyclic case (which includes P V and its higher order hierarchy) is considerably harder and shall be treated elsewhere.
The problem now becomes that of finding and classifying cyclic dressing chains, i.e. Schrödinger operators and sequences of Darboux transformations that reproduce the initial potential up to an additive shift ∆ after a fixed given number of transformations.
The theory of exceptional polynomials is intimately related with families of Schrödinger operators connected by Darboux transformations [23, 34] . Constructing cyclic dressing chains on this class of potentials becomes a feasible task, and knowledge of the effect of rational Darboux transformations on the potentials suggests that the only family of potentials to be considered in the case of odd cyclic dressing chains are the rational extensions of the harmonic oscillator [25] , which are exactly solvable potentials whose eigenfunctions are expressible in terms of exceptional Hermite polynomials.
Each potential in this class can be indexed by a finite set of integers (specifying the sequence of Darboux transformations applied on the harmonic oscillator that lead to the potential), or equivalently by a Maya diagram, which becomes very useful representation to capture a notion of equivalence and relations of the type (4.25).
As mentioned before, the fact that all rational odd cyclic dressing chains (and equivalently rational solutions to the A 2n -Painlevé system) must necessarily belong to this class remains an open question. We conjecture that this is indeed the case, and no rational solutions other than the ones described in the following sections exist.
Rational extensions of the Harmonic oscillator

Maya diagrams
In this Section we construct odd cyclic dressing chains on potentials belonging to the class of rational extensions of the harmonic oscillator. Every such potential is represented by a Maya diagram, a rational Darboux transformation acting on this class will be a flip operation on a Maya diagram and cyclic Darboux chains correspond to cyclic Maya diagrams. With this representation, the main problem of constructing rational cyclic Darboux chains becomes purely algebraic and combinatorial.
Following Noumi [51] , we define a Maya diagram in the following manner. We visualize a Maya diagram as a horizontally extended sequence of • and symbols with the filled symbol • in position i indicating membership i ∈ M . The defining assumption now manifests as the condition that a Maya diagram begins with an infinite filled • segment and terminates with an infinite empty segment. Let s 1 > s 2 > · · · > s p and t 1 > t 2 > · · · > t q be the elements of M − and M + arranged in descending order. We define the Frobenius symbol of M to be the double list (s 1 , . . . , s p | t q , . . . , t 1 ).
It is not hard to show that s M = q − p is the index of M . The classical Frobenius symbol [3, 4, 64] corresponds to the zero index case where q = p. If M is a Maya diagram, then for any k ∈ Z so is
The behaviour of the index s M under translation of k is given by
We will refer to an equivalence class of Maya diagrams related by such shifts as an unlabelled Maya diagram. One can visualize the passage from an unlabelled to a labelled Maya diagram as the choice of placement of the origin. A Maya diagram M ⊂ Z is said to be in standard form if p = 0 and t q > 0. Visually, a Maya diagram in standard form has only filled boxes • to the left of the origin and one empty box just to the right of the origin. Every unlabelled Maya diagram permits a unique placement of the origin so as to obtain a Maya diagram in standard form. The solution to the previous exercise can be found in the figure below. Observe that the third diagram is in standard form, so k = 6 is the necesary shift.
Hermite pseudo-Wronskians
We can interpret a Maya diagram with Frobenius symbol (s 1 , . . . , s r |t q , . . . , t 1 ) as the multi-index that specifies a multi-step rational Darboux transformation on the harmonic oscillator, i.e. L → L M , where
where ϕ k are the seed functions for rational Darboux transformations of the harmonic oscillator described in (2.7). The first tuple in the Frobenius symbol specifies seed functions with conjugate Hermite polynomials in (2.7) (virtual states) while the second tuple specifies the bound states in (2.7). Getting rid of an overall exponential factor, we can associate to every Maya diagram a polynomial called a Hermite pseudo-Wronskian. 
Wr[e x 2H s1 , . . . , e x 2H sr , H tq , . . . H t1 ], (5.2) where Wr denotes the Wronskian determinant of the indicated functions, and
is the n th degree conjugate Hermite polynomial.
It is not evident that H M in (5.2) is a polynomial, but this becomes clear once we represent it using a slightly different determinant. 
The desired identity follows by the fundamental relations satified by Hermite polynomials
h n (x)) = −e −x 2 h n+1 (x). 
.
Then for any Maya diagram M and k ∈ Z we havê
The proof of this Proposition is not too hard and proceeds by induction: it is enough to prove the equality by a shift of k = 1. We leave it as an exercise for the interested reader. The proof can be seen in [27] . At least, to gain some practice and convince ourselves of this result, we propose the following exercise. The remarkable aspect of equation (5.8) is that the identity involves determinants of different sizes. As mentioned above, every unlabelled Maya diagram contains a Maya diagram in standard form, and its associated Hermite pseudo-Wronskian (5.2) is just an ordinary Wronskian determinant whose entries are Hermite polynomials.An interesting problem is to determine the smallest determinant in a given equivalence class, i.e. the minimum number of Darboux transformations to reach a givne potential. The details on how to solve this problem are given in [27] .
Due to Proposition 5.6, we could restrict the analysis without loss of generality to Maya diagrams in standard form and Wronskians of Hermite polynomials, but we will employ the general notation as it brings conceptual clarity to the description of Maya cycles.
We will now introduce and study a class of potentials for Schrödinger operators that will be used as building blocks for cyclic dressing chains: the set of rational extensions of the harmonic oscillator, which, as we will see, amounts to the set of potentials that one can obtain from U (x) = x 2 by applying rational Darboux-Crum transformations.
Rational extensions of the harmonic oscillator
Definition 5.7. A rational extension of the harmonic oscillator is a potential of the form
that is exactly solvable by polynomials, in the sense of Definition 2.1.
If b(x) has no real zeros, then L is a Sturm-Liouville operator on R with quasi-polynomial eigenfunctions. The next Proposition proved in [25] states that rational extensions of the harmonic oscillator can be put in one to one correspondence with Maya diagrams. The details of this result are based on the theory of trivial monodromy potentials and they exceed the scope of these lecture notes. The interested reader is referred to [25] and [57] for further details. 
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where H M is the corresponding pseudo-Wronskian (5.2)-(5.4), and s M ∈ Z is the index of M . Up to an additive constant, every rational extension of the harmonic oscillator takes the form (5.9).
The class of Schrödinger operators with potentials that are rational extensions of the harmonic oscillator is invariant under a rational Darboux transformations. Otherwise speaking, if we perform a rational Darboux transformation on a rational extension of the harmonic oscillator, indexed by a Maya diagram M , we will obtain another potential in the same class, indexed by M . Both M and M differ only in one element, as we show next.
Definition 5.9. We define the flip at position m ∈ Z to be the involution φ m :
In the first case, we say that φ m acts on M by a state-deleting transformation ( → • ). In the second case, we say that φ m acts by a state-adding transformation ( • → ). Using Crum's formula for iterated Darboux transformations (2.8), and the seed functions for rational DTs of the harmonic oscillator (2.7), it can be shown that every quasi-rational eigenfunction of L = −D 2
x + U M (x) has the form
Explicitly, we have
Lψ M,m = (2m + 1)ψ M,m , m ∈ Z. (5.12)
Remark 5.10. The seed eigenfunctions (5.11) include the true eigenfunctions of L plus other set of formal non square-integrable eigenfunctions, sometimes known in the physics literature as virtual states, [60, 62] . For a correct spectral theoretic interpretation one needs to ensure that the potential U M is regular, i.e. that H M has no zeros in R. The set of Maya diagrams for which H M has no real zeros was characterized (in a more general setting) independently by Krein [41] and Adler [1] , while the number of real zeros for H M was given in [22] . However, for the purpose of this paper it is convenient stay within a purely formal setting and keep the whole class of potentials U M , regardless of whether they have real poles or not.
The relation between dressing chains of Darboux transformations for the class of operators (5.9) and flip operations on Maya diagrams is made explicit by the following proposition. 
Since
by (5.9), we have
so that (4.21) holds. Conversely, suppose that M and M are such that (5.14) holds for some w = w(x). If we define
then ψ must be a quasi-rational seed function for U M and it follows by (5.11) of Proposition 5.8 that that M = M ∪ {m} for some m / ∈ M . The corresponding result for state-adding Darboux transformations is done in a similar way.
We see thus that the class of rational extensions of the harmonic oscillator is indexed by Maya diagrams, and that the Darboux transformations that preserve this class can be described by flip operations on Maya diagrams. It has recently been noticed that Maya diagrams and rational extensions can be realized as categories, and their relation as a functor between categories, [24] . Now we are ready to introduce the concept of cyclic Maya diagrams, and use them later to build Darboux dressing chains on these potentials, and solutions to A (1) N -Painlevé.
Cyclic Maya diagrams
Cyclic Maya diagrams are just the ones such that we can perform a number of flip operations on them, and recover the same Maya diagram up to a shift, [28] . We introduce the necessary notation and precise definitions below.
Definition 5.12. For p ∈ N let Z p denote the set of all subsets of Z having cardinality p. For µ = {µ 1 , . . . , µ p } ∈ Z p we now define φ µ to be the multi-flip We will say that M is p-cyclic if it is (p, k) cyclic for some k ∈ Z. Intuitively, is the set of sites at which M and M differ, so it is evident that a multi-flip on these sites will turn M into M and viceversa. As an immediate corollary, we have the following. 
so that M p = M 0 + k by construction. Set
20)
where
and µ p = µ 0 + k. Then, (w 0 , . . . , w p−1 ; α 0 , . . . , α p−1 ) constitutes a rational solution to the p-cyclic dressing chain (4.27) with shift ∆ = 2k.
Proof. The result follows from the structure of the seed eigenfunctions (5.11) with eigenvalues given by (5.12) , after applying (4.20) and (4.23) . The sign of s i indicates whether the (i+1)-th step of the chain that takes L i to L i+1 is a state-adding (+1) or state-deleting (−1) transformation.
So now we know that given a Maya n-cycle, we can build an n-cyclic dressing chain and a rational solution to the Noumi-Yamada system. But we would like to go further and classify cyclic Maya diagrams for any given (odd) period, which we tackle next.
Remark 5.17. Under the correspondence described by Proposition 5.16, the reversal symmetry (4.28) manifests as the transformation
In light of the above remark, there is no loss of generality if we restrict our attention to cyclic Maya diagrams with a positive shift k > 0.
Classification of cyclic Maya diagrams
In this section we introduce two new concepts on Maya diagrams: genus and interlacing, which become a key ingredient in the characterization of cyclic Maya diagrams. But before we do so, let us introduce another way to specify a Maya diagram, which becomes more convenient for the task that we now face.
For β ∈ Z 2g+1 define the Maya diagram
where [m, n) = {j ∈ Z : m ≤ j < n} and where β 0 < β 1 < · · · < β 2g is the strictly increasing enumeration of β. Proof. Observe that
where (m, n] = {j ∈ Z : m < j ≤ n}. It follows that
The desired conclusion follows immediately.
Let M g denote the set of Maya diagrams of genus g. The above discussion may be summarized by saying that the mapping (14) defines a bijection Ξ : Z 2g+1 → M g , and that the block coordinates are precisely the flip sites required for a translation M → M + 1.
The next concept we need to introduce is the interlacing and modular decomposition. Definition 6.4. Fix a k ∈ N and let M (0) , M (1) , . . . M (k−1) ⊂ Z be sets of integers. We define the interlacing of these to be the set
Dually, given a set of integers M ⊂ Z and a k ∈ N define the sets
We will call the k-tuple of sets M (0) , M (1) , . . . M (k−1) the k-modular decomposition of M .
The following result follows directly from the above definitions. is a finite set of cardinality p = p 0 + · · · + p k−1 .
Visually, each of the k Maya diagrams is dilated by a factor of k, shifted by one unit with respect to the previous one and superimposed, so the interlaced Maya diagram incorporates the information from M (0) , . . . M (k−1) in k different modular classes. In other words, the interlaced Maya diagram is built by copying sequentially a filled or empty box as determined by each of the k Maya diagrams. 
Therefore, M is (p, k) cyclic where the value of p agrees with (6.3).
Normally we will have a bound on the period p, and the classification problem is to describe all possible (p, k)-cyclic Maya diagrams for all values of k > 0. Theorem 6.6 sets the way to do this. 
Indexing Maya p-cycles
We now introduce a combinatorial system for describing rational solutions of pcyclic factorization chains. First, we require a generalized notion of block coordinates suitable for describing p-cyclic Maya diagrams. we will refer to the concatenated sequence
as the k-block coordinates of M . Formally, the correspondence between k-block coordinates and Maya diagram is described by the mapping so that (6.4) holds by the proof to Theorem 6.6. The desired enumeration of µ is given by (kβ 0 , . . . , kβ p−1 ) + (0 p0 , 1 p1 , . . . , (k − 1) p k−1 ) where the exponents indicate repetition. Explicitly, (µ 0 , . . . , µ p−1 ) is given by kβ (0) 0 , . . . , kβ 
Definition 6.12. In light of (6.4) we will refer to the just defined tuple (µ 0 , µ 1 , . . . , µ p−1 ) as the k-canonical flip sequence of M and refer to the tuple (p 0 , p 1 , . . . , p k−1 ) as the k-signature of M . By Proposition 5.16 a rational solution of the p-cyclic dressing chain requires a (p, k) cyclic Maya diagram, and an additional item data, namely a fixed ordering of the canonical flip sequence. We will specify such ordering as µ π = (µ π0 , . . . , µ πp−1 )
where π = (π 0 , . . . , π p−1 ) is a permutation of (0, 1, . . . , p − 1). With this notation, the chain of Maya diagrams described in Proposition 5.16 is generated as
Remark 6.13. Using a translation it is possible to normalize M so that µ 0 = 0. Using a cyclic permutation and it is possible to normalize π so that π p = 0. The net effect of these two normalizations is to ensure that M 0 , M 1 , . . . , M p−1 have standard form.
Remark 6.14. In the discussion so far we have imposed the hypothesis that the sequence of flips that produces a translation M → M + k does not contain any repetitions. However, in order to obtain a full classification of rational solutions, it will be necessary to account for degenerate chains which include multiple flips at the same site.
To that end it is necessary to modify Definition 5.12 to allow µ to be a multiset 3 , and to allow µ 0 , µ 1 , . . . , µ p−1 in (14) to be merely a non-decreasing sequence. This has the effect of permitting and • segments of zero length wherever µ i+1 = µ i . The Ξ-image of such a non-decreasing sequence is not necessarily a Maya diagram of genus g, but rather a Maya diagram whose genus is bounded above by g.
It is no longer possible to assert that there is a unique µ such that φ µ (M ) = M + k, because it is possible to augment the non-degenerate µ = Υ(M, M + k) with an arbitrary number of pairs of flips at the same site to arrive at a degenerate µ such that φ µ (M ) = M + k also. The rest of the theory remains unchanged.
Rational solutions of A 4 -Painlevé
In this section we will put together all the results derived above in order to describe an effective way of labelling and constructing all the rational solutions to the A 2k -Painlevé system based on cyclic dressing chains of rational extensions of the harmonic oscillator, [12] . We conjecture that the construction described below covers all rational solutions to such systems. As an illustrative example, we describe all rational solutions to the A 4 -Painlevé system, and we fournish examples in each signature class.
For odd p, in order to specify a Maya p-cycle, or equivalently a rational solution of a p-cyclic dressing chain, we need to specify three items of data:
1. a signature sequence (p 0 , . . . , p k−1 ) consisting of odd positive integers that sum to p. This sequence determines the genus of the k interlaced Maya diagrams that give rise to a (p, k)-cyclic Maya diagram M . The possible values of k are given by Corollary 6.7. 2. Once the signature is fixed, we need to specify the k-block coordinates
pi ) are the block coordinates that define each of the interlaced Maya diagrams M (i) . These two items of data specify uniquely a (p, k)-cyclic Maya diagram M , and a canonical flip sequence µ = (β 0 , . . . , β p−1 ) . The next item specifies a given p-cycle that contains M . 3. Once the k-block coordinates and canonical flip sequence µ are fixed, we still have the freedom to choose a permutation π ∈ S p of (0, 1, . . . , p − 1) that specifies the actual flip sequence µ π , i.e. the order in which the flips in the canonical flip sequence are applied to build the Maya p-cycle.
For any signature of a Maya p-cycle, we need to specify the p integers in the canonical flip sequence, but following Remark 6.13, we can get rid of translation invariance by setting µ 0 = β (0) 0 = 0, leaving only p − 1 free integers. Moreover, we can restrict ourselves to permutations such that π p = 0 in order to remove the invariance under cyclic permutations. The remaining number of degrees of freedom is p − 1, which (perhaps not surprisingly) coincides with the number of generators of the symmetry group A (1) p−1 . This is a strong indication that the class described above captures a generic orbit of a seed solution under the action of the symmetry group.
We now illustrate the general theory by describing the rational solutions of the A (1) 4 -Painlevé system, whose equations are given by
Theorem 6.15. Rational solutions of the A (1) 4 -Painlevé system (6.6) correspond to chains of 5-cyclic Maya diagrams belonging to one of the following signature classes:
(5), (3, 1, 1), (1, 3, 1), (1, 1, 3), (1, 1, 1, 1, 1) .
With the normalization π 4 = 0 and µ 0 = 0, each rational solution may be uniquely labeled by one of the above signatures, a 4-tuple of arbitrary non-negative integers (n 1 , n 2 , n 3 , n 4 ), and a permutation (π 0 , π 1 , π 2 , π 3 ) of (1, 2, 3, 4). For each of the above signatures, the corresponding k-block coordinates of the initial 5-cyclic Maya diagram are then given by k = 1 (5) (0, n 1 , n 1 + n 2 , n 1 + n 2 + n 3 , n 1 + n 2 + n 3 + n 4 ) k = 3 (3, 1, 1) (0, n 1 , n 1 + n 2 |n 3 |n 4 ) k = 3 (1, 3, 1) (0|n 1 , n 1 + n 2 , n 1 + n 2 + n 3 |n 4 ) k = 3 (1, 1, 3) (0|n 1 |n 2 , n 2 + n 3 , n 2 + n 3 + n 4 ) k = 5 (1, 1, 1, 1, 1) (0|n 1 |n 2 |n 3 |n 4 )
We show specific examples with shifts k = 1, 3 and 5 and signatures (5), (1, 1, 3) and (1, 1, 1, 1, 1).
Exercise 16. Construct a (5, 1)-cyclic Maya diagram in the signature class (5) with (n 1 , n 2 , n 3 , n 4 ) = (2, 3, 1, 1) and permutation (34210). Build the corresponding set of rational solutions to A 4 -Painlevé.
The first Maya diagram in the cycle is M 0 = Ξ(0, 2, 5, 6, 7), depicted in the first row of Figure 2 . The canonical flip sequence is µ = (0, 2, 5, 6, 7). The permutation (34210) gives the chain of Maya diagrams shown in Figure 2 . Note that the permutation specifies the sequence of block coordinates that get shifted by one at each step of the cycle. This type of solutions with signature (5) were already studied in [20] , and they are based on a genus 2 generalization of the generalized Hermite polynomials that appear in the solution of P IV (A 2 -Painlevé). Figure 2 . A Maya 5-cycle with shift k = 1 for the choice (n 1 , n 2 , n 3 , n 4 ) = (2, 3, 1, 1) and permutation π = (34210).
We shall now provide the explicit construction of the rational solution to the A 4 -Painlevé system (6.6), by using Proposition 5.16 and Proposition 4.4. The permutation π = (34210) on the canonical sequence µ = (0, 2, 5, 6, 7) produces (n 1 , n 2 , n 3 , n 4 ) = (1, 1, 2, 0) . The presence of n 4 = 0 means that the first Maya diagram has genus 1 instead of the generic genus 2, with block coordinates given by M 0 = Ξ (0, 1, 2, 4, 4) . The canonical flip sequence µ = (0, 1, 2, 4, 4) contains two flips at the same site, so it is not unique. Choosing the permutation (42130) produces the chain of Maya diagrams shown in Figure 3 . The explicit construction of the rational solutions follows the same steps as in the previous example, and we shall omit it here. It is worth noting, however, that due to the degenerate character of the chain, three linear combinations of f 0 , . . . , f 4 will provide a solution to the lower rank A 2 -Painlevé. If the two flips at the same site are performed consecutively in the cycle, the embedding of A (1)
4 is trivial and corresponds to setting two consecutive f i to zero. This is not the case in this example, as the flip sequence is µ π = (4, 2, 1, 4, 0), which produces a non-trivial embedding. Exercise 17. Construct a (5, 3)-cyclic Maya diagram in the signature class (1, 1, 3) with (n 1 , n 2 , n 3 , n 4 ) = (3, 1, 1, 2) and permutation (41230). Show the explicit form of the rational solutions to the dressing chain and A 4 -Painlevé.
The first Maya diagram has 3-block coordinates (0|3|1, 2, 4) and the canonical flip sequence is given by µ = Θ (0|3|1, 2, 4) = (0, 10, 5, 8, 14) . The permutation (41230) gives the chain of Maya diagrams shown in Figure 4 . Note that, as in Example 16, the permutation specifies the order in which the 3-block coordinates are shifted by +1 in the subsequent steps of the cycle. This type of solutions in the signature class (1, 1, 3) were not given in [20] , and they are new to the best of our knowledge.
We proceed to build the explicit rational solution to the A 4 -Painlevé system (6.6). In this case, the permutation π = (41230) on the canonical sequence µ = (0, 10, 5, 8, 14) produces the flip sequence µ π = (14, 10, 5, 8, 0), so that the values of the α i parameters given by (5.20) with c 2 2 = − 1 6 .
Exercise 18. Construct a (5, 5)-cyclic Maya diagram in the signature class (1, 1, 1, 1, 1) with (n 1 , n 2 , n 3 , n 4 ) = (2, 3, 0, 1) and permutation (32410). Show the explicit form of the rational solutions to the dressing chain and A 4 -Painlevé.
With the above choice, the first Maya diagram o the cycle has 5-block coordinates (0|2|3|0|1), and the canonical flip sequence is given by µ = Θ (0|2|3|0|1) = (0, 11, 17, 3, 9) . The permutation (32410) gives the chain of Maya diagrams shown in Figure 5 . Note that, as it happens in the previous examples, the permutation specifies the order in which the 5-block coordinates are shifted by +1 in the subsequent steps of the cycle. This type of solutions with signature (1, 1, 1, 1, 1) were already studied in [20] , and they are based on a generalization of the Okamoto polynomials that appear in the solution of P IV (A 2 -Painlevé). Figure 5 . A Maya 5-cycle with shift k = 5 for the choice (n 1 , n 2 , n 3 , n 4 ) = (2, 3, 0, 1) and permutation π = (32410).
We proceed to build the explicit rational solution to the A 4 -Painlevé system (6.6). In this case, the permutation π = (32410) on the canonical sequence µ = (0, 11, 17, 3, 9) produces the flip sequence µ π = (3, 17, 9, 11, 0) , so that the values of the α i parameters given by (5.20) become (α 0 , α 1 , α 2 , α 3 , α 4 ) = (−28, 16, −4, 22, −16).
