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要約
雑談では発話に対して多様な内容・スタイルの応答が可能であるが，雑談対話応答シ
ステムの評価に実会話データを利用する場合，参照応答としては基本的に特定の個人
が行った一応答のみしか利用できないため，応答の多様性を考慮することが困難であ
る．この問題に対し，入力発話-参照応答ペアに類似する発話-応答ペアの応答を疑似応
答として大規模対話データなどから収集し，人手で応答としての妥当性を付与して評
価に利用する半自動評価評価手法 ∆BLEUや，人手により参照応答を拡張し，既存の
評価手法を複数の参照応等に基づく評価手法へ拡張する研究が存在する．しかし，こ
れをオープンドメインな雑談応答生成の評価に足るだけの大規模評価データの構築に
用いることはコスト的に現実的でない．そこで本研究では，大規模対話データ中で複
数応答を持つ発話から学習された分類器によって，疑似応答に対する妥当性付与と選
別を行って参照応答に基づく評価手法のための妥当性つき複数参照応答を獲得する手
法を提案する．実験では大規模な Twitter データを利用して，提案手法により妥当性
付き複数参照応答を獲得し，雑談対話応答システムの評価に関して提案手法により獲
得した妥当性付き複数参照応答を利用した評価の有効性を確認した．その結果，単一
参照応答のみに基づく評価手法や妥当性を利用しない複数参照応答に基づく評価手法
と比較して，人手評価との相関が向上することを確認した．さらに，妥当性付き複数参
照応答に基づく自動評価手法を，雑談対話システムの自動評価手法として人手評価と
最も相関の高い自動評価手法である RUBERと組み合わせることで，既存の組み合わ
せによる評価と比較して，人手評価との相関が向上することを確認した．
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第 1章
序論
1.1 雑談対話システムと評価手法
Apple Siriや Amazon Alexa, Google Assistantや LINE Clovaなど人と会話を行
う知的対話エージェントへの関心が高まりつつある．その流れを受けて，質問応答の
ような応答内容や目的が明確なタスク指向型対話だけでなく，雑談的な対話である非
タスク指向型対話（以下，雑談対話）に関する研究 [1–3]が盛んに行われている．
雑談対話システムで中心的に研究される応答生成研究における主要課題として，生
成応答に対する自動評価尺度が確立していないことが挙げられる．現状，雑談応答生
成の評価において用いられている BLEU [4] や ROUGE [5] などの自動評価尺度は機
械翻訳や自動要約などの雑談応答生成とは別のテキスト生成タスクから転用されたも
のであり，雑談応答生成の評価に用いた場合，人手評価との相関が低いことが問題とし
て指摘されている [6]．これは，機械翻訳や自動要約に比べて雑談応答生成ではスタイ
ル・内容共に多様な出力 (応答)が可能であるにも関わらず，雑談応答生成の評価に用
いられる人の対話では，ほとんどの場合，参照応答として特定の個人が行った一応答の
みしか利用できないためである．
この問題に対し，Galleyらが雑談対話の応答多様性を考慮した自動評価手法として
∆BLEU [7]を提案している．この手法では評価対象の生成応答の応答元である入力発
話に対して Twitter 上の大規模対話データセットから疑似応答を収集して参照応答に
追加する Sordoni [8]らの手法を拡張し，各参照応答に応答としての妥当性を人手で付
与して用いることで応答の多様性に対処している．∆BLEUでは人手評価と高い相関
が得られているものの，この手法をオープンドメインな雑談応答生成の評価に足るだ
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けの大規模評価データの構築に用いることはコスト的に現実的でない．
同様に Guptaらが，人手により拡張した参照応答を利用した，既存の参照応答に基
づく評価手法の複数参照応答に基づく評価手法への拡張を提案しているが，依然とし
てオープンドメインな大規模評価データの構築にかかるコストは解消できていない．
1.2 本研究の目的と貢献
本研究では応答多様性を考慮した大規模評価データの構築にかかるコストを低減さ
せるために，∆BLEUでの手法を参考に，Twitterから自動収集した疑似応答候補に対
し，自動生成した教師データで学習した分類器によって応答妥当性の付与および選別
により妥当性付きの複数参照応答を獲得する手法を提案する．∆BLEU では，入力発
話-参照応答ペアと類似する発話-応答ペアの応答を疑似応答として収集しているが，応
答の類似性まで考慮して疑似応答の収集を行うと，内容的に多様な応答の収集が難し
くなる．そこで本研究では，疑似応答候補の収集の際に入力発話のみに類似する発話
の応答を疑似応答候補として収集し，より多様な応答を収集することを試みる．実験
では著者の所属する研究室で継続的に収集を行っている大規模 Twitter アーカイブ上
の対話データを利用して，評価対象とする雑談応答生成モデルの学習，疑似応答候補
の収集，および疑似応答に自動で評価付与を行うための分類器の学習を行い，提案評
価手法の有効性を確認した．まず予備実験として，∆BLEU と同様の実験を提案手法
による参照応答の拡張方法，並びにそれらへの妥当性付与手法を比較して有効性を確
認した．次に，Guptaらの参照応答に基づく評価手法の，複数参照応答に基づく評価
手法への拡張を参考にして，BLEU以外の単一参照応答に基づく評価手法へも適用し，
より汎用的に提案手法の有効性を確認した．結果として単一参照応答のみに基づく評
価手法や妥当性を利用しない複数参照応答に基づく評価手法と比較して，提案手法に
よる妥当性付き複数参照応答を活用した評価手法が人手評価との相関が向上すること
を確認した．さらに，妥当性付き複数参照応答を利用した評価手法を，雑談対話シス
テムの自動評価手法として人手評価と最も相関の高い自動評価手法である RUBER [9]
と組み合わせることで，既存の組み合わせによる評価と比較して，人手評価との相関が
向上することを確認した．
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1.3 本論文の構成
以降の本論文の構成は以下の通りである．
第 2章 本研究に関連する雑談対話システム並びに，雑談対話システムの評価に用いら
れる他の自然言語処理タスクから転用された自動評価手法について述べる．
第 3章 本研究と関連する雑談対話タスクでの評価手法について述べる．
第 4章 本研究の提案手法について述べる．
第 5章 本研究での先行研究である ∆BLEU と比較した予備実験，並びに評価手法に
汎用な妥当性付き複数参照応答としての有効性を確認した実験について述べる．
第 6章 全体のまとめについて述べる．
第 7章 今後の課題について述べる．
3
第 2章
基礎知識
本章では本論文での実験で利用する雑談対話応答システム，並びに，生成モデルの評
価に一般的に利用される評価尺度について説明する．
2.1 雑談対話応答システム
本節では本論文での実験で利用する雑談対話応答システムについて説明する．一般
的な雑談対話システムには，クエリとなる発話に適切な応答をデータベース中から抽
出し，この応答をそのまま出力する情報検索型モデルと，会話データから発話に対す
る応答を学習したモデルを利用して発話に対する応答を逐次的に生成する生成型モデ
ルの二種類が存在する．本論文では実験過程で利用する雑談対話応答システムとして，
情報検索型対話モデルのための類似度計算手法として Robertsonらの BM25 [10]と，
生成型モデルとして Serban らの VHRED [11] と Vaswani らの Transformer [12] を
採用した．本節では，まず情報検索型モデルについて説明を行い，次に生成型モデルの
VHREDについて説明する．
2.1.1 情報検索型対話モデル
情報検索型の雑談対話モデルは，データベースとなる大規模対話コーパス中から入力
発話をクエリとして，応答を検索して出力する手法である．出力する応答は実際に個
人の行った実応答なので，文の流暢性を気にする必要がないことがこの手法の有用性
である．一方で，入力発話に対する選択応答の関連性が保証されないことが問題とし
てあげられる．この情報検索型モデルとして TF-IDF等の手法により発話文の類似性
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評価を行う手法 [13]や発話-応答関連性を学習することで直接応答を選択する手法 [13]
が存在する．今回の実験では TF-IDFの派生手法である BM25を利用した，発話の類
似性から応答を選択する手法を行ったため，BM25について説明を行う．
BM25 [10] は文書検索分野において，データベース中の文書 D が与えられた際の
単語列 W = {w1, ..., wn} の重要度の算出に利用される．BM25 は Term Frequency
(TF) と Inverse Document Frequency (IDF) を基に計算を行う．TFは文書 D 中で
の単語 wi の出現頻度を，IDF は単語 wi の文書集合中での特定の文書への偏在性を
示している．TFと IDFを組み合わせた手法である TF-IDFとは異なり，各文書の長
さを考慮した手法となっている．文書 D が与えられた際の単語列 W{w1, ..., wn} の
BM25によるスコアは以下の式により求められる．
score(D,W ) =
n∑
i=1
IDF(wi) · f(wi, D) · (k1 + 1)
f(wi, D) + k1 · (1− b+ b · |D|avgdl )
(1)
IDF(wi) = log
N − n(wi) + 0.5
n(wi) + 0.5
(2)
f(wi, D)は文書Dにおける単語 wi の出現頻度，|D|は文書Dの単語数，N はデータ
ベース中の全文書数，avgdlは文書の平均単語数，n(wi)は単語 wi を含む文書数を表
す．k1, bは任意のパラメータである．
雑談対話システムでの評価時の利用として，Sordoniら [14]は会話集合からテスト
データの発話並びに応答の両方の BM25スコアが高い発話-応答ペアを候補会話データ
から収集し，この応答を参照応答に加えて，拡張することで，複数参照を用いて雑談対
話システムを評価した．具体的には τ をテストデータの会話データ，τ˜ を候補会話デー
タ，mを発話，r を応答，d(i, j)を BM25による文 j に対する文 iの重要度として以
下の式のように計算し，会話 j に対する会話 iの類似度 s(i, j)を求める．
s(τ˜ , τ) = d(mτ˜ ,mτ ) (αd(rτ˜ , rτ ) + (1− α)ϵ) (3)
αは 0以上 1以下のパラメタ，ϵは正のパラメタである．
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2.1.2 VHRED: Variational Hierarchical Recurrent Encoder Decoder
近年一般的に利用される深層学習による文の生成モデルは再帰型ニューラルネット
ワーク (Recurrent Neural Networ; RNN) に基づいたモデルである．RNN に基づい
た生成型モデルの雑談対話応答システムには，“It’s OK” や “I don’t know” といった
当たり障りのない応答を行いやすいといった特徴がある．この特徴は，長い会話のや
り取りを目的とした雑談対話タスクの応答にはふさわしくないとして問題視されてい
る [1]．Serbanらの提案した VHRED [11]は先行研究である会話の文脈を考慮した生
成型モデル HRED [2]での普遍的な応答の生成という同様の問題点を，モデルの出力
機構に対して確率的なノイズを付与することで解決した．
VHRED の説明にあたってまず，文の生成モデルで一般的な RNN による逐次的
な文字生成の仕組みについて説明する．RNN は文字の入力または出力，あるいは
その両方を同時に逐次的に行える機構であり，モデルパラメタ θ の RNN は文字列
W{w1, ...wM}の確率分布を以下の式のように解釈することでモデル化を行う．
Pθ (w1, ...wM ) =
M∏
m=2
　 Pθ (wm|w1, ..., wm−1)Pθ (w1) (4)
RNNは各タイムステップでの再帰的な処理を行い，ある時刻 tにおける入力 wt に対
する隠れ層 ht を以下の式により出力する．
ht = fθ (ht−1, wt) (5)
ここでの fθ は非線形関数を示し，モデルによって活性化関数 (activation fnction)や
ゲート関数 (gating function)と呼ばれる．これにより，隠れ層 ht を時刻 t以前のトー
クン列が集約されたパラメタとして表し，これを利用して次に出力するトークン wn+1
を以下の式による確率分布として表現する．
Pθ (wt+1|w1, ...wt) = Pθ (wt+1|ht) (6)
出力される単語は特定の単語集合 V 中から選択されるものであると仮定して，出
力 wt+1 の確率分布は主にソフトマックス関数に対して ht を入力することで求め
る．この RNN の拡張として隠れ層での入出力情報を調整可能にした Long Short-
Term Memory (LSTM) [15]や LSTMをの構造を簡素化した Geted Recurrent Unit
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(GRU) [16]，順方向・逆方向の時系列の双方向での計算から求められるパラメタを利
用する Bidirectional RNN (Bi-RNN) [17]が存在する
次に RNN を生成型モデルとして用いる場合，発話のトークン列 X = {x1, ..., xN}
を入力データとして，その発話に対する応答のトークン列 Y = {y1, ..., yM} を出力
データとして，これを復元できるように学習を行う．これを実現する単純な生成型モ
デルの構造として，発話列 X を受け取るエンコーダとしての RNN と応答列 Y を出
力するデコーダとしての RNNの２つの RNNにより構築されるモデルがあげられる．
この際，モデルのパラメータは応答列 Y のパープレキシティ (Perplexity; PPL)等を
目的関数としてパラメータを学習する．
PPL (w1, ..., wM ) =
M∏
i=1
Pθ(wi)
− 1M (7)
雑談対話では複数回のやり取りとなる長い会話の文脈を考慮する必要があるが，2文
間のみを対象とする単純な手法ではこれが考慮できない．Serbanらはこれを可能にす
る手法 HRED [2]を提案した．この手法では 2段階の階層的な RNNの構造を有して
いる．一つは上記と同様のトークン列としての文を扱う RNNであり，もう一つは文の
系列としての会話履歴を扱う RNN(contextual-RNN)である．後者の RNNは前者の
RNNの最終隠れ層を入力として，各文の履歴を集約する RNNとなっている．これに
より，文生成時に過去の発話履歴を加味した応答が可能になっている．具体的には以
下のような式をモデル化している．
Pθ(w1, ..., wN ) =
n∏
n=1
Pθ(wn|w<n) =
N∏
n=1
Mn∏
m=1
Pθ(wn,m|wn<m, w<n) (8)
wn は n 番目の発話を示し，wn,m は n 番目の m 個目の単語を示し，w<n は
w1, ...wn−1 の省略形である．
VHREDではさらにこの contextual-RNNに確率的なノイズである潜在確率 z を追
加している．この潜在変数 z は以下のように表される．
Pθ(zn|w<n) = N (µ(w<n),Σ(w<n)) (9)
µ(w<n は現在までの入力文ベクトルの平均，Σ(w<n)は現在までの入力文ベクトルの
分散を表す．そして，N (µ(w<n),Σ(w<n))はこの平均と分散に従う確率分布を示す．
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潜在変数 z はこの確率分布に従うサンプリングからえられる値となるため，生成時に
ランダムなノイズとして働く．具体的には潜在変数 z を用いた次の出力文の予測は以
下の式で表される．
Pθ(wn|zn, w<n) =
Mn∏
m=1
Pθ(wn,m|zn, w<n, wn<m) (10)
VHREDは学習には以下の損失関数から学習される．
logPθ(w1, ...wN ) ≥
N∑
n=1
−KL[Q|P ] + E[logPθ(wn|zn, w< n)] (11)
右辺の E[logPθ(wn|zn, w< n)] は通常のデコーダと同じ生成単語に対する Cross
Entropy誤差を表している．左辺の KL[Q|P ]は現在の入力文の確率分布と次の入力文
から求められる確率分布のカルバック・ライブラー距離による誤差を表している．カ
ルバック・ライブラー距離の値が小さいことで 2 つの分布の差を減らし，連続する 2
文の関連性を高くすることを目的としている．
2.2 タスク汎用的に利用される生成モデルの評価手法
本節では雑談対話でも用いられる機械翻訳システムの自動評価手法 BLEU [4] と自
動要約システムの自動評価手法 ROUGE [5]について説明する．
2.2.1 BLEU
BLEU [4]は機械翻訳システムの標準的自動評価手法であり，システム出力と参照出
力で重複する n-gram の出現回数に基づきシステム出力の評価値を算出する．具体的
には，短すぎる出力に対するペナルティ BP (Brevity Penalty)と修正 n-gram 精度 pn
に関する幾何平均を用いて以下の式で計算される．
BLEU = BP · exp
(∑
n
1
N
log pn
)
(12)
BP =
{
1 if η > ρ
e(1−ρ/η) otherwise
(13)
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pn =
∑
i
∑
g∈n-grams(hi)maxj{#g(hi, ri,j)}∑
i
∑
g∈n-grams(hi)#g(hi)
(14)
η, ρはそれぞれ出力と参照出力の平均文長, nは n-gramの語数，{ri,j}と hi は i番目
の入力に対する J 個の参照出力とシステム出力，#g(u)は文 uにおける n -gram g の
出現頻度，#g(u, v)は min{#g(u),#g(u)}を意味する．
Equation 12の通り，BLEUでの評価の過程で修正 n-gram精度 pn を対数に変換す
るため，pn が 0 になると計算が不可能になる．このため BLEU には複数の平滑化手
法 [18–20] が提案されている．以下ではこれらの平滑化手法について説明する．なお
これらの説明にあたって，mn をシステム出力と参照出力との共通の n-gramの数，ln
をシステム出力の n-grmaの数，これらの平滑化手法による修正後の値をm′n や l′n で
表す．
まず，平滑化手法１を説明する．この手法は Chen らにより提案 [20] されている．
この手法ではmn が 0である場合に，これを ϵに置き換える手法である．ϵは経験的に
決まるパラメータである．
m′n = ϵ, if mn = 0 (15)
次に，平滑化手法２を説明する．この手法は Linらにより提案 [18]されている．こ
の手法では n > 1について各mn, ln に 1を加算する手法である．
m′n = mn + 1, for n in 2...N, (16)
l′n = ln + 1, for n in 2...N. (17)
次に，平滑化手法３を説明する．この手法はNIST (National Institute of Standards
and Technology) が提供している BLEU toolkit mteval-v13a*1に実装されている手法
である．mn が 0の時に，1/invcntに置換され，invcntは初期値が 1で，mn = 0の
度に 2倍になる．
1. invcnt = 1
2. for n in 1 to N
3. if mn = 0
4. invcnt = invcnt× 2
*1 http://www.itl.nist.gov/iad/mig/tests/mt/2009/
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5. m′n = 1/invcnt
6. endif
7. endfor
次に，平滑化手法４を説明する．この手法は Chen らにより提案 [20] されている．
この手法は平滑化手法３においてmn が ln とは無関係に平滑化される点を改善した方
法となっている．具体的には平滑化手法３の 4行目について下記の式に置き換える．
invcnt = invcnt× K
ln(len(T ))
(18)
K は経験的に決まる値，T をシステム出力を表す．これにより，システム出力の文長
に沿った平滑化手法となる．
次に，平滑化手法５を説明する．この手法も Chen らにより提案 [20] されている．
この手法は mn は mn−1 や mn+1 に類似するという直感を動機としている．下記の式
のように，mn を自身とその前後の値の平均により平滑化する．
m′0 = m1 + 1 (19)
m′n =
m′n−1 +mn +mn+1
3
(20)
次に，平滑化手法６を説明する．この手法は Gaoらにより提案 [19]されている．こ
の手法は事前確率 p0n を利用して，pn の最大尤度推定を補完する手法となっている．事
前確率 p0n やそれにより計算される修正後の pn は以下の通りである．
pn =
mn + αp
0
n
ln + α
(21)
p0n = pn−1 ×
pn−1
pn−2
(22)
α は経験的に決まるパラメタである．この手法では n > 2 についてのこの平滑化を
行う．
最後に，平滑化手法７を説明する．この手法も Chenらにより提案 [20]されている．
この手法は平滑化手法４と５を組み合わせた手法である．まず平滑化手法４により計
算した後に，さらに平滑化手法５を適用する．
以上の平滑化手法について，Chen らによる研究 [20] では平滑化手法７が機械学習
における人手評価と最も相関が高くなることを示している．
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BLEUを雑談応答生成の評価に用いる場合，雑談対話では内容・スタイル共に多様
な出力（応答）が可能であるにも関わらず，雑談応答生成の評価に用いられる人の対話
では，基本的に参照応答として特定の個人が行った一応答のみしか利用できないなど
の要因から，人手評価との相関が出ないことが指摘されている [6]．
2.2.2 ROUGE
ROUGE [5] は表層類似性に基づく自動要約システムの標準的な自動評価尺度であ
る．ROUGEでは BLEUを元に開発された評価尺度であるが，自動要約という問題の
性質を考慮して，システム出力に含まれる n-gramの精度ではなく，参照応答の n-gram
の再現率を評価するように変更したものである．つまり BLEUにおける Equation 14
を下記の式に変更する．
pn =
∑
i
∑
g∈n-grams(hi)maxj{#g(hi, ri,j)}∑
i
∑
g∈n-grams(ri)#g(ri)
(23)
ROUGE では派生として，連続した n トークンではなく任意の 2 トークンの組み
合わせにより評価する ROUGE-S や係り受け関係を考慮した ROUGE-BE 等が存在
する．
ROUGEを雑談対話に利用した際，BLEUと同様に雑談の応答の多様性を考慮でき
ないために，人手評価との相関が低いという問題が指摘されている [6]．
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第 3章
関連研究
本章では雑談対話における評価手法について説明を行う．雑談対話タスクでの評価
手法は大別して 2種類存在し，発話と応答の関連性を考慮した機械学習ベースでの自
動評価手法と応答多様性を考慮した複数参照に基づく評価手法である．それぞれにつ
いて順に紹介する．
3.1 発話-応答関連性を考慮した機械学習ベースの自動評価手法
機械学習ベースの評価手法として参照応答とシステム出力に対する人手評価から評
価関数を学習する評価手法 Adem [21]，並びに人手評価を利用しない教師なし学習に
より学習した評価関数を利用する評価手法 RUBER [9]を紹介する．
3.1.1 教師データである人手評価に基づく自動評価手法
Adem [21]は Loweらの提案する，人手評価を教師データとして利用して学習する評
価モデルである．Ademでは入力発話と参照応答，システム出力を入力し，人手評価を
正解データとしてこれを模倣するようなスコアを出力するように評価関数を学習する．
学習時に利用する特徴量としてシステム出力と入力発話の類似度、及びシステム出力
と参照応答の類似度を利用している．具体的には，参照応答とシステム出力は RNNで
の最後の隠れ層を参照応答とシステム出力の文ベクトル r, rˆとして，入力発話は連続し
た会話のやりとりも考慮した文ベクトルとして表現するために，階層的 RNN [2]を利
用して，その contextual-RNN側の隠れ層を入力発話の文ベクトル cとして変換する。
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そしてこの合計値を Equation 24の計算により，評価値として計算する．
score(c, r, rˆ) = (cTMrˆ + rTNrˆ－α)/β (24)
M,N は rˆ は行列のパラメータ、α,βは正規化のための値である．
以上により計算されたモデルによる評価値と人手評価との最小二乗をモデルのロス
として，以下の式により損失関数 Lを計算し，パラメータを更新する．
L = 　
∑
i=1:K
[score(ci, ri, rˆi)－ humani]2
+γ ||θ||2 (25)
θはモデルのパラメータを，K はバッチサイズを，γ はモデルのパラメータに対する正
規化定数を表す．
Figure 1 Ademのモデルイメージ
Adem での学習データに必須である人手によるシステム出力に対する評価は非常に
コストがかかり、少ないデータセットでの高精度な研究を行うために、階層的 RNN及
び単語の埋め込み表現は事前学習を行っている。具体的には階層的 RNN を利用した
対話生成モデルである HREDを人手評価のない単なる会話データで学習することで，
階層的 RNNを HREDでの Encdoerとして事前学習が行える。
Adem の問題点は少数の人手評価を学習データとして用いるため一定のコストが
かかるほか，評価器が学習データのドメインに対して過学習する可能性があることで
ある．
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3.1.2 人手評価を必要としない学習ベースの自動評価手法
RUBER [9]は参照応答を用いた評価手法と用いない評価手法を組み合わせた自動評
価手法である．参照応答を用いる評価手法 Referenced Scorerでは参照応答と生成応答
のベクトル表現における類似度を用いる．参照応答を用いない評価手法 Unreferenced
Scorer では，ニューラルネットワークを用いて負例サンプリングを用いた学習により
入力発話に対する生成応答の妥当性を評価する．本研究では参照応答を利用した 2種
類のモデルによる評価値を組み合わせることで人手評価との高い相関を得た．
具体的に，Referenced Scorerでは，参照応答と生成応答の文のベクトル表現を利用
するが，文のベクトル表現は事前学習された単語埋め込み表現を以下の式により求め
る．n個の単語からなる文の各単語の分散表現を w1, w2, ..., wn として，
xmax[i] = max(w1[i], w2[i], · · · , wn[i])
xmin[i] = min(w1[i], w2[i], · · · , wn[i])
x = [mmax;xmin]
以上により求めた参照応答と生成応答の文ベクトル r, rˆ の類似度 sR はコサイン類似度
により計算する．
Figure 2 Unreferenced Scorerのイメージ
Unreferenced Scorerでは入力発話と生成文の関連性を評価値として計算する．具体
的には，まず xをベクトル hに変化する Bidirectional-GRUより入力発話と生成応答
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の文ベクトル c, rˆ を計算する．
[rt; zt] = σ (Wr,zxt + Ur,zh→t － 1 + br,z)
h˜t = tanh (Whxt + Uh(rt◦ h→t － 1) + bh)
h→t = (1－ zt)◦ h→t － 1 + zt◦h˜t
なお，上記の数式は片方向だけであり，逆向きについての分散表現をまとめて結合した
ものを文の分散表現とする．
ht = [h
→
t , h
←
t ] (26)
次に Equation 27により結合したベクトルをMulti-layer Perceptron に入力してス
カラーの評価値 sU (c, rˆ)に変換する．
x = [c; cTMrˆ; rˆ] (27)
ただし，M は行列によるパラメータ
Unrefernced Scorerは Equation 28の損失関数 J によって学習し，パラメータを更
新する．
J = max(0,∆－ sU (c, r) + sU (c, r－)) (28)
ただし ∆はスカラー値のパラメータ、r は参照応答、r− は負例サンプリングにより選
ばれたランダムな参照応答を示す．この学習は、より参照文らしい生成文、つまり妥当
な応答に対してはスコア sU が高くなり、一方で参照文として適当でない、つまり不適
切な応答に対してはスコア sU が低くなることを意図した学習となっている．
最後に以上により求めたそれぞれの評価値 sR, sU を組み合わせて最終的なスコアと
して利用する．各評価値はその最大値と最小値を利用して，Equation 29 によりそれ
ぞれ [0, 1]に正規化される．
s˜ =
s−min (s)
max (s)−min (s) (29)
sは評価値 sU , sR のいずれかを意味する．正規化されたスコア s˜R, s˜U は，これらの最
大値・最小値・幾何平均・算術平均のいずれかの組み合わせ方により RUBER全体と
しての評価とする．
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3.2 複数参照に基づく評価手法
複数参照に基づく評価手法として提案手法の先行研究である複数参照に基づく半自
動評価手法 ∆BLEU [7]，並びに人手により応答を拡張し既存の評価手法を複数参照に
基づく評価手法へと拡張した Guptaらの研究 [22]を説明する．
3.2.1 ∆BLEU: Discriminative BLEU
∆BLEU [7]は，雑談応答生成のような出力多様性の高いテキスト生成のための半自
動評価手法である．雑談応答生成では Twitter などのオンライン上の人の対話を評価
に利用することが多いが，参照応答として利用できるのは基本的に特定の個人が行っ
た一応答のみであるため，応答の多様性を考慮することが困難である．人手で参照応
答として妥当な応答を書き尽くすことも現実的でないため，入力発話-参照応答ペアと
発話と応答がそれぞれ類似する発話-応答ペアの応答を Twitter上の大規模対話から疑
似応答として収集することが行われている [8]が，人の評価との相関は依然，低い．そ
のため ∆BLEUでは，疑似応答を収集して構築した参照応答に入力発話に対する応答
としての妥当性を人手で付与し．BLEUでの計算の際に重み付けとして利用すること
で，より人手評価との相関の高い評価尺度を実現している．
∆BLEUでは既存研究 [8]に倣って BM25 [10]を類似度関数に用いて，入力発話-参
照応答に類似する発話-応答ペア（候補発話-候補応答ペア）を収集する．発話-応答ペ
アの類似度は入力発話と候補発話の類似度，参照応答と候補応答の類似度をそれぞれ
計算して掛けることで計算される．疑似応答に対して付与する妥当性は複数人による 5
段階のリッカート尺度による評価を [−1, 1]の値に正規化して用いる．以上により入力
発話 iに対して獲得した疑似応答とその妥当性 wi,j を利用して，Equation 12に用い
る n-gram 精度 pn を以下のように計算する．∑
i
∑
g∈n-grams(hi)maxj:g∈ri,j{wi,j ·#g(hi, ri,j)}∑
i
∑
g∈n-grams(hi)maxj{wi,j ·#g(hi)}
(30)
この式は Equation 14の各 n-gram g について，参照応答 hj の妥当性で重み付けをし
た評価式となっている．
∆BLEU では，参照応答の入力発話に対する応答としての妥当性を人手で付与する
ため，そのコストが問題となる．雑談対話はオープンドメインであるため，その評価
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は様々なドメインで行われるべきであるが，多様なドメインの発話に関する応答に人
手で妥当性を付与することはコスト的に現実的でない．また，疑似応答の収集におい
て，応答の類似性を考慮していること（さらにはその類似度計算に単語の一致に基づ
く BM25を用いてること）から，内容的にも多様となりうる応答の多様性を考慮する
ことが難しい．
3.2.2 人手で作成した拡張参照を利用した評価手法
Gupta らは，応答多様性を考慮した評価手法を行うため，DailyDilaog [23] でのテ
ストデータについて複数の参照応答を人手により拡張 [22]を行った．これを利用した
評価手法として，表層的類似性に基づく評価手法の BLEU [4] や ROUGE [5] や文の
分散表現である Extrema [24]を利用した評価手法などの単一参照応答に基づく評価手
法を複数参照応答に基づく評価手法に拡張する提案 [22]を行った．具体的には，シス
テム出力を y，参照応答を r，単一参照に基づく評価手法による評価値を d(y, r) とし
て，複数の参照応答 R = {r1, ..., rn}を利用して以下のように計算する．
score(y,R) = max
ri∈R
d(y, ri) (31)
この複数参照応答を利用した評価手法への拡張により，単一の参照応答による評価よ
り人手評価との相関が向上することを確認した．しかし，この手法では常にテストデー
タについて複数の参照応答が必要なため，オープンドメインな雑談対話システムを評価
するには人手による参照応答のコストが膨大であることが問題点としてあげられる．
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本節では 3.2.1節で述べた ∆BLEUの問題点を解決するために，収集した疑似応答
候補に対して，Twitter上に存在する複数応答を持つ発話を学習データの正例として用
いた分類器により妥当性の自動付与を行う．これにより，大規模対話データを元に妥
当性付き拡張参照応答に自動獲得する手法を提案する．さらに，発話の類似性のみか
ら疑似応答を収集することで応答の多様性を確保する．このような収集では妥当でな
い疑似応答が混入する可能性があるが，上記の分類器を流用することでフィルタリン
グし，疑似応答の質を担保する．
4.1 多様な疑似応答候補の収集
∆BLEU では入力発話-参照応答に類似する発話-応答ペアの応答を疑似応答として
収集した．しかし，発話に対する応答としては実際に行われた応答と内容が大きく異
なる発話でも応答として成立しうる．このため疑似応答の収集において，参照応答と
の（表層的）類似性を考慮してしまうと，内容的に多様な応答候補を収集しにくくなっ
てしまう．
そこで本研究では，入力発話のみを手がかりとし，入力発話と類似する発話に対する
任意の応答を疑似応答候補として収集する．発話の類似性のみを手がかりとして疑似
応答の収集を行うと，応答として不適切な疑似応答が混入する可能性が高まるが，この
点については，4.2節で述べる応答の妥当性を評価する分類器を流用してフィルタリン
グすることで解決する．
発話の類似性の判定についても，BM25 より柔軟に入力発話と内容の類似した発話
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を収集するために，分散表現ベースの手法を用いることを提案する．具体的には，事前
に発話のベクトル表現を計算してそのコサイン類似度を用いて入力発話と類似する発
話（とその応答）を収集する．発話ベクトルは，発話を構成する単語（トークン）のベ
クトル表現を集約することにより計算する．
4.2 分類期に基づく疑似応答候補の選別と妥当性評価
4.1節で収集した疑似応答候補は，応答元となる発話の類似性のみに基づいて収集さ
れるため，入力発話に対する応答としては不適切なものが含まれる可能性がある．ま
た，∆BLEU の適用のためには，疑似応答には入力発話に対する応答としての妥当性
が評価されている必要がある．そこで，与えられた入力発話-参照応答ペアに対し，収
集した各疑似応答候補の入力発話に対する応答としての妥当性を，教師あり学習に基
づく分類器により評価する. 具体的に分類器は，入力発話-参照応答ペア，および収集
した発話-応答ペアを入力して，発話-応答ペアの応答が入力発話に疑似応答とんなりう
る確率値を計算し，[-1,1]に正規化して出力する．
この際，疑似応答の選別・妥当性評価を行う分類器の学習に用いる学習データをどの
ように得るかが問題となる．本研究では，疑似応答の収集に用いる Twitter の大規模
性を最大限活用し，応答を複数持つ発話に着目して学習データ（正例）の収集を行う．
具体的には，複数の応答を持つ発話について，一つの応答を参照応答，それ以外の応答
を擬似応答候補とみなして発話が共通した 2つの発話-応答ペアを生成し，分類器の正
例として収集する．なお，負例についてはランダムに抽出した独立な発話-応答ペアを
用いる.
分類器はニューラルネットワークを用いて学習する（Figure 3）．具体的には，入力
発話 U1・参照応答 R1 と疑似応答 R2 (応答元の発話 U2) から U1・R1・R2 および
U2・R2・R1の組み合わせで結合して，正例または負例を 2例を作る．次に，各例を
Gated Recurrent Unit (GRU) [25]により 3つ組のベクトルへと変換する．最終的に，
それらを Feed-Forward Neural Network (FFNN)に入力し，その出力をソフトマック
ス関数に入力して U1または U2に対して R1と R2が交換可能となる（言い換えると
正例および負例となる）確率をそれぞれ出力する．本モデルの学習時の損失は，FFNN
の出力である正解ラベルへの確率との誤差によりそれぞれ計算する．このような計算
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Figure 3 疑似応答の妥当性判定を行う分類器
をするのは，訓練データの正例で U1と U2が同一であることから，U1と U2を同時
に考慮して学習すると過学習が起きる可能性が高いためである．
実際に入力発話 U1・参照応答 R1と疑似応答 R2 (応答元の発話 U2)に対する最終
的な評価値を得る際には，(U1, R1, R2) および (U2, R1, R2) に対する出力結果を各
確率ごとに max を取って大きい方を出力する（負例に関しては，[-1,1]への正規化の
ために -1 を掛けて出力する）方法や平均値をとる方法，(U1, R1, R2)での分類確率の
みを利用する方法の複数が検討可能である．
4.3 妥当性付き複数参照を活用するための評価手法の拡張
提案手法で獲得可能な参照応答には妥当性が付与されている．これを活用するため
に，Equation 14に対する Equation 30のような評価手法への妥当性による重み付け
を参考に，Gupta らの提案 [22] 手法である複数参照に基づく評価手法への拡張方法
(Equation 31)に同様の妥当性による重みづけをを考慮した評価手法の拡張方法を提案
する．具体的には ∆BLEUの評価手法においての生成応答の参照応答 iとの比較の際
にその参照応答 i の妥当性で重みを付けることと同様に下記の式による計算により妥
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当性付き疑似応答を活用するための評価手法拡張を行う．
score(R, rg) = max(score(ri, rg)× Vi) (32)
rg は生成応答を，Rは拡張参照応答全体を，ri は拡張参照応答の内一つの応答を，Vi
は ri に付与された妥当性を，score(ri, rg)が ri を利用した単一参照に基づく評価手法
の rg の評価値を示す．
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提案手法である妥当性付き複数参照応答の有効性を確認する．このためにまず，
∆BLEUでの人手評価による妥当性付与した拡張参照応答との提案手法の比較を予備
実験として行い，BLEU/∆BLEUに関して提案手法の有効性を確認する．次に，提案
手法による妥当性付き複数参照応答の有効性を，妥当性を活用できる評価手法の拡張
手法を利用して確認する．
5.1 予備実験：妥当性付き複数参照応答の獲得における先行研究との
比較
本章では第 4章で説明した ∆BLEUにおける疑似応答の収集方法，並びに妥当性評
価の自動化についての提案手法を，それぞれ既存手法との比較実験を行った．
5.1.1 実験設定
本節では，Twitter上の大規模英語対話データセットを用いて提案評価手法の評価を
行う．
5.1.1.1 大規模英語対話データセット
実験で利用する大規模英語対話データセットは，著者らの研究室で Twitter API*2を
利用して 2011年 3月から継続的に収集している多言語 Twitterアーカイブから構築し
*2 https://dev.twitter.com/overview/api
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た．本アーカイブは著名な日本人ユーザ 30名程度を選択し，それらがメンションもし
くはリツイートしたユーザをさらに収集対象に追加することでユーザ数を順次拡大す
るとともに，その投稿を定期収集したデータである．
まず多言語 Twitter アーカイブから英語の投稿を選択する．収集された投稿には
Twitter API が提供する言語判定結果が付与されているが，言語判定の信頼性を高め
るため，これとは別に Twitterに特化した言語判定モデル ldig*3による言語判別も行っ
た．ldigで提供されている Twitter用のモデルでは 19言語に対して 99%の分類精度
で言語判定が可能である．Twitterアーカイブ中の投稿から，両言語判定結果で英語と
して判定された投稿のみを利用した．
次にこのようにして得られた英語投稿から，メンションもしくはリツイート以外の
投稿を発話，それに対するメンションを応答とした発話-応答ペアを抽出し，英語対話
データセットを構築した．一つの発話に複数の応答が存在する場合，各応答とのペア
を一対話として抽出するが，応答が 4つ以上存在する発話は評価する雑談応答生成モ
デルや疑似応答の分類器の訓練時に問題となる可能性があるためデータセットから削
除した．他に以下の前処理を順に行った．
• Twitter APIの仕様により，115文字以上の投稿は省略されるため，省略された
投稿の削除
• “@”から始まるユーザー名，“http”から始まる URLのトークン化
• 絵文字の削除*4
• 応答において投稿の先頭に出現するユーザートークンの削除
• NFKC正規化
• 大文字を小文字に変換
• 一文字の 4回以上の繰り返しを 3回に省略
• 二文字の 3回以上の繰り返しを 2回に省略
• アルファベットまたは数字または空白の占める割合が，投稿内容の 6 割以下の
*3 https://github.com/shuyo/ldig
*4 https://pypi.org/project/emoji/
23
5.1節 予備実験：妥当性付き複数参照応答の獲得における先行研究との比較
投稿の削除
• 5文字以下の投稿の削除
• 同日内で投稿内容が重複する投稿はすべて botとみなし，削除
このようにして得られた対話データセットの中から，本研究では 2018年内に投稿さ
れた英語による発話-応答ペア約 5000 万対を収集し，雑談応答生成モデルの学習・評
価，評価のための疑似応答（候補）の収集，疑似応答の妥当性評価に用いる分類器の
学習・開発に用いた．最終的に，構築された対話データは基本的に SentencePiece [26]
を用いてトークン化を行った．SentencePieceによるトークン化のために，文字分割の
モデルを学習する必要があるが，基本的に各訓練データにより，語彙数 16,000はそれ
以外はデフォルトのパラメータで学習した．ただし，上記データ約 5,000 万対をデー
タベースとして利用した際には，1,000万対を学習データとしてランダムにサンプルを
行い学習した．以下より，雑談対話生成モデル・応答妥当性付与のための分類器につい
て順に説明する．
5.1.1.2 雑談応答生成モデル
提案評価手法の評価のため，評価対象となる雑談応答生成モデルの学習を行っ
た．具体的には，Pytorch*5で実装されたテキスト生成ライブラリ fairseq*6の Trans-
former [12]を使用して雑談応答モデルの訓練を行った．このモデルの学習データには
2018 年 1 月中に投稿された対話データから 200 万対の発話-応答ペアを，開発データ
には 1万対の発話-応答ペアをランダムに選んで利用した．Transformerのハイパーパ
ラメタは Table 1に示されるもの以外は元文献 [12]と同一の値に設定した．
雑談応答モデル（および自動評価）の評価データとしては，100の発話-応答ペアを
ランダムに選んだ．また，Trandformerによる生成応答について，著者のうち一人に
よって既存手法 [7]に倣って 5段階のリッカート尺度による評価を行った．
*5 https://pytorch.org/
*6 https://ai.facebook.com/tools/fairseq/
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Table 1 ハイパーパラメタ設定
雑談応答モデル 学習率 10−5
最適化方式 Adam
β1 = 0.9
β2 = 0.98
学習率減衰 逆平方根
疑似応答分類器 埋め込み層・ 512次元
隠れ層の次元 (GRU) 1024次元
隠れ層の層数 (FFNN) 5
学習率 0.001
最適化方式 Adam [27]
β1 : 0.9
β2 : 0.999
損失関数 交差エントロピー
エポック数 15
バッチサイズ 1000
5.1.1.3 応答妥当性分類器の学習
次に，応答の妥当性評価のための分類器の学習を行った．分類器の学習データとし
て 1000万対，開発データとして 1万対の発話-応答ペアのペア (正例・負例は同数)を
ランダムに選び，疑似応答を収集する対話データとして用いた．Table 1に学習で利用
したハイパーパラメタを示す．分類器のパラメタは開発データで最小の損失を得たも
のを利用した．また分類器により自動付与する妥当性には 2種の 2値分類確率のうち
最も大きい値を利用した．
5.1.1.4 比較手法
本実験では，∆BLEU に対して，疑似応答の収集・選別方法および妥当性評価方法
を新たに提案しているため，これらの要素をそれぞれ変えて提案手法と BLEUおよび
∆BLEUの比較を行う．
なお実験での提案手法で利用する文の分散表現は，予備実験の結果をもとに，
WordPiece [28]によってトークン化を行い，事前学習された BERT [29]を用いて単語
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ベクトル化を行ったのち，単語ベクトルを平均する手法により得ることとした．
まず，疑似応答の収集手法に関して類似度の計算対象として，発話のみに基づく類
似度の計算と発話と応答それぞれの類似度の積による発話-応答としての類似度の計算
を比較する．同時に類似度計算手法として BM25 による表層的類似度による計算と，
BERTによる単語埋め込みを平均化して文ベクトルとみなし，このコサイン類似度に
より類似度の計算を行う分散表現に基づく計算を比較した．このとき，発話-応答ペア
の類似性を BM25 で計算する手法が既存収集手法 [8]，発話のみの類似性を分散表現
ベースの手法で計算する手法が提案手法となっている．以上のそれぞれの方法により
疑似応答を収集し，得られた疑似応答を BLEUでの評価に直接用いて，どの手法が疑
似応答として妥当か評価を行う．ここで BLEUを用いる手法は，疑似応答をそのまま
参照応答として用いて BLEUを計算する [8]と同じものである．
次に，BLEU (∆BLEUで擬似応答の重みを全て 1とみなしたもの)，∆BLEU（疑
似応答を人手評価），提案手法∆BLEU-auto（疑似応答を分類器で評価）について，疑
似応答を（人手または分類器による）妥当性評価値でフィルタリングする場合とそうで
ない場合，それぞれについて人手評価との相関を比較する．全ての手法で修正 n-gram
精度の計算は，既存手法 [7]に倣って n ≥ 2 (BLEU-2)を用いた．
なお，人手または分類器の妥当性評価値を用いて擬似応答のフィルタリングを行う
場合は，0以上の評価値が付与された疑似応答のみを利用する．また BLEUについて
は人手および分類器の妥当性評価それぞれでフィルタリングした疑似応答を用いた場
合の結果を示す．人手評価との順位相関の計算は，∆BLEUに倣って Kendallの τ お
よび Spearmanの ρを利用した．
5.1.1.5 評価手順
評価データに対する疑似応答候補は，分類器の学習・開発データを除いた対話データ
セット中で複数応答のない発話-応答ペアから収集を行った．まず，既存研究 [7]に倣
い，各入力発話について対話データセットから発話が類似する上位 15対の発話-応答ペ
アを取り出し，その応答を疑似応答候補として収集した．次に抽出した疑似応答を訓練
済み分類器を用いて分類し，入力応答に対する応答としての妥当性を評価値として付与
した．ただし，∆BLEU とは異なり，入力発話自体を疑似応答に追加して用いること
は行わず，参照応答は妥当性の評価値を 1として利用した．結果として，最終的な参照
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応答としては元の参照応答に収集した擬似応答を加えた計 16対を最大で利用した．な
お，評価手法の評価の際には，Stanford NLP Tokenizer*7によりトークン化を行った．
5.1.2 実験結果
Table 2に，BLEUによる評価で参照応答とする疑似応答の収集方法のみを変えた場
合の結果を示す．なお singleは元の参照応答のみを用いた結果である．結果から，疑
似応答なしでは BLEUが人手評価との相関に関して帰無仮説を棄却できない，つまり
有意な相関が存在しないことと，疑似応答の収集方法として提案手法が既存手法より
適していることが確認できる．このため，次に述べる ∆BLEUと提案手法での比較で
は分散表現ベースの提案収集手法で疑似応答（候補）を収集し，比較を行う．
次に，Table 3に BLEU，∆BLEU，提案手法∆BLEU-autoの人手評価との相関を
示す．w ≥ 0または wˆ ≥ 0は，人手による妥当性評価値 w と分類器による妥当性評価
値 wˆ でそれぞれ疑似応答のフィルタリングを行った場合の結果である．分類器により
疑似応答のフィルタリングを行た提案評価手法により最も高い人手評価との相関が得
られた．また分類器により正例として推定された疑似応答のみを参照応答として利用
した BLEUも同等の相関を得た．一方で分類器により評価した疑似応答を全て利用し
た場合や，∆BLEUは BLEUで得られた相関よりも低い相関となっている．
Table 3においての BLEUと人手評価との相関から，人手による妥当性の評価付与
と提案手法による分類器による評価付与の違いを考察する．我々が提案する疑似候補
収集手法では，分散表現ベースで発話のみの類似により疑似応答を収集するため単純
に応答として見た場合は不適当な疑似応答が含まれる可能性がある．このため人手付
与される評価値が低くなり，フィルタリングの結果残った疑似応答文が少なかったの
ではないかとか考えられる．実際，人手評価付与の場合フィルタリング後に平均 9.2文
の疑似応答が利用されたのに対し，分類器による自動評価付与では平均 13.7文の疑似
応答が利用されている．一方で，分類器による評価付与では，多少の文脈的不一致が
あったとしても，部分的な文字列における疑似応答としての有用性を判断して，人手評
価との相関が低くても評価に有用な疑似応答に高い評価値を付与し，活用できたので
はないかと考えられる．
*7 https://github.com/stanfordnlp/stanfordnlp
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5.1.3 予備実験のまとめ
本実験では大規模な Twitter データを利用し，発話の類似性のみに基づいて疑似応
答候補を収集し，これを自動獲得した学習データを用いて学習した分類器によって妥
当性評価と選別することで，∆BLEUを自動化する手法を既存手法と比較することで
提案手法の有効性を確認した．Twitterから構築した大規模対話データセットを用いた
実験を通して，人手によるアノテーションである ∆BLEU以上の人手評価との相関が
達成できることを確認した．
Table 2 雑談応答モデルに対する，参照応答とする疑似応答の収集方法を変えた
BLEUによる評価と人手評価との相関
参照応答 類似対象 類似度計算 Kendall’s τ (p-value) Speaman’s ρ (p-value)
single −0.012 (0.88) −0.019 (0.85)
all 発話と応答 BM25 0.109 (0.14) 0.147 (0.14)
all 発話のみ BM25 0.123 (0.10) 0.169 (0.09)
all 発話と応答 分散表現 0.120 (0.11) 0.158 (0.12)
all 発話のみ 分散表現 0.227 (< 0.01) 0.297 (< 0.01)
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Table 3 雑談応答モデルに対する，BLEU, ∆BLEU, ∆BLEU-autoによる評価と人
手評価との相関（括弧内に p値を示す）
評価手法 参照応答 Kendall’s τ (p-value) Speaman’s ρ (p-value)
BLEU single −0.012 (0.88) −0.019 (0.85)
BLEU w ≥ 0 0.160 (0.04) 0.208 (0.04)
BLEU wˆ ≥ 0 0.284 (< 0.01) 0.375 (< 0.01)
BLEU all 0.227 (< 0.01) 0.297 (< 0.01)
∆BLEU w ≥ 0 0.143 (0.06) 0.190 (0.06)
∆BLEU all 0.022 (0.77) 0.026 (0.80)
∆BLEU-auto wˆ ≥ 0 0.288 (< 0.01) 0.383 (< 0.01)
∆BLEU-auto all 0.178 (0.02) 0.232 (0.02)
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5.2 本実験：提案手法を活用した拡張評価手法の従来手法との比較
本節では第 4章で説明した提案手法により獲得可能な妥当性付き複数応答を利用し
て，単一の参照応答に基づく自動評価手法を妥当性付き複数参照応答に基づく評価手
法へ拡張することの有効性を確認した．
5.2.1 実験設定
本節では，Twitter上の大規模日本語対話データセットを用いて実験を行う．
5.2.1.1 大規模日本語データセット
実験で利用する大規模日本語データセットは基本的に予備実験と同様の手順により
収集を行った．但し，前処理の過程で
• “http”からなる URLのトークン化
• アルファベットまたは数字または空白の占める割合が，投稿内容の 6 割以下の
投稿の削除
の箇所を
• “http”から始まる URLと “#”から始まるハッシュタグを含む投稿の削除
• 漢字またはひらがなまたはカタカナの占める割合が，投稿内容の 4 割以下の投
稿の削除
に変更，また
• 自身の投稿へメンションを行った投稿の削除
を追加した．この URLもしくはハッシュタグを含む投稿の削除の理由は，Twitterに
特徴的な情報や，言語による情報以外による要素を排除することで，一般的なテキスト
上での雑談対話データとしての構築を目的とするためである．雑談対話応答システム
の学習データ並びにテストデータの構築の際には，5.1.1節と同様にメンションもしく
はリツイート以外の投稿を発話，それに対するメンションを行った投稿を応答とする
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が，応答に発話と同一のアカウントからのメンションが行われた発話-応答ペアのみを
抽出し，雑談対話データセットを構築した．これは Twiiterデータから会話データを構
築した研究 [14,30]を参考に，雑談対話は 2者間の間で行われ，かつ 1発言ずつだけの
やりとりで終わらない会話データの構築を行うためである．その他の雑談対話データ
としての利用では，5.1.1節と同様との方法で雑談対話データセットを構築した．分類
器の学習データの学習のための雑談対話データセットではできる限りデータ数を増や
すため，応答が 4つ以上存在する発話をすべて削除するのではなく，応答が複数存在す
る発話については高々 3つまでの応答とのペアを利用した．その他の雑談対話データ
としての利用の際は，発話に対して複数の応答が存在した場合，基本的にランダムに 1
つを選んだ．
5.2.1.2 雑談対話応答システム
提案手法評価のために，評価対象となる雑談対話応答システムの学習を行った．実
験では 2.1 節で説明した，2.1.1 節の BM25 [10] を利用した検索型モデルと 2.1.2 節
の VHRED [11]による生成型モデルをそれぞれ利用した．BM25の実装にはオープン
ソースライブラリ gensim*8により，VHREDの実装には著者らにより GitHub上で公
開されているコード*9を利用した．VHRED の学習データは 2018 年内に投稿された
対話データから 240 万対の発話-応答ペアを，開発データには１万対の発話-応答ペア
をランダムに選んで利用した．BM25 のデータベースは VHRED の学習データをそ
のまま利用した．これらの対話データは SentencePieceを用いてトークン化を行った．
SentencePieceによるトークン化のために，文字分割のモデルを学習する必要があ る
が，訓練データにより，語彙数 32,000，それ以外はデフォルトのパラメータで学習し
トークン化を行った．VHRED並びに BM25のハイパーパラメタは基本的にその実装
の初期値のままの値に設定した．ただし，VHREDのバッチサイズは 40とした．
雑談対話応答モデル（および自動評価）の評価データの構築のために，2019年 1月
から 9月までの雑談対話データのうち応答が 2つ以上存在する発話 47,361件を抽出し
た．生成型雑談対話モデルは特定のトークンの繰り返しが多い応答*10を生成すること
*8 https://radimrehurek.com/gensim/
*9 https://github.com/cgsdfc/HRED-VHRED
*10 実例として「野菜は野菜を選ぶと野菜が野菜を選ぶので野菜は野菜です．」などを生成した
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があり，これは応答として破綻していることが多い．このような生成応答は評価データ
おける評価値を低い方に偏らせる原因となるため，このような応答を生成した会話を
除外した．具体的には，VHREDの各生成応答ごとに文中に出現する頻度上位 3トー
クンで 2回以上出現したトークンが「トークンの長さ＋頻度」の尺度で 5以上（つま
り１文字のトークンが 4回以上出現，3文字以上のトークンが 2回以上出現など）とな
る応答を生成した会話を除外した．以上のクリーニング済み評価データ 26,995発話か
ら 400の発話をランダムに選んだ．この発話に対し，訓練データからそれぞれ BM25
により発話の類似度が最も高くなった発話の応答を検索型モデルによる応答として抽
出した．ただし，BM25 の性質上，類似度判定対象の文中（ここでは評価データの発
話文）に出現するトークンが高頻度に出現するデータベース中の文を最類似文として
採択しやすく，一方で Twitter上でのこのような文が出現すること*11がありこの投稿
は会話での発話文として適切でないため取り除く必要がある．具体的には，発話内の 2
回以上出現するトークンの合計単語数がその発話の全文字数の 5割以上を占める発話，
もしくは同じトークンが 5 回以上出現する発話を含む会話 (計 35131 ペア) をデータ
ベースとして利用する訓練データから除外した．VHRED による生成応答と，BM25
によりデータベースから抽出した応答，そして実応答の一つを理想的なモデルによる
生成文とみなして，各発話の生成応答を３種類用意した．なお，各発話の他方の実応答
を正解参照として利用する．
この 400発話に対する 3種類の応答の計 1,200ペアについて，著者らの所属する研
究室の学生 6人により 5段階のリッカート尺度により発話に対する生成応答の適切さ
の評価を行った．具体的には，「発話・応答が会話として適切に成立するかどうかのみ
評価し、道徳的な観点で適切な応答かは考慮しない」，「会話が成立するかの判定には、
常識的な範囲で適当な背景知識を仮定しても良い」といった注意書きの下で，評価値 5
で十分に適切な応答，もしくは実際の応答だと思えるもの，評価値 4でどちらかという
と適切な応答，評価値 3で適切かどうか判断に迷う応答，評価値 2でどちらかという
と不適切な応答，評価値 1で応答としてふさわしくない，もしくは発話に対する応答と
して理解できない応答というガイドラインにより評価を行った．実験で利用する際に
は 1,200ペアを 600ペアずつの開発データとテストデータに分割した．
*11 例えば生クリーム食べたい生クリーム食べたい生クリーム食べたい」のように文や「スクールアイド
ルアクティビティビティビティビティビティ」のように一部の文字列を繰り返した投稿が存在した
32
5.2節 本実験：提案手法を活用した拡張評価手法の従来手法との比較
5.2.1.3 妥当性応答分類器の学習
次に応答の妥当性評価のための分類器の学習を行った．2017年の対話データから分
類器の学習データとして 280 万対，開発データとして 1 万対の発話-応答ペアのペア
（正例・負例は同数）をランダムに選び，疑似応答を収集する対話データとして用いた．
学習に利用したハイパーパラメタは予備実験での Table 1 と同じ値を設定した・同様
に，分類器のパラメタは開発データで最小の損失を得たものを利用した．なお，分類
器の分類確率として利用する手法はハイパーパラメタとして開発データにより選択を
した．
5.2.1.4 比較手法
本実験では単一参照応答に基づく複数の評価手法を通じて．提案手法による妥当性
付き複数参照応答の有効性を確認する．
まず疑似応答の収集手法に関して予備実験と同様の手順により，日本語でも同様の結
果となるか確認を行う．同時に，分散表現を利用した疑似応答の収集手法について複
数の手法を検討する．具体的には，トークン化手法並びにそのベクトル化手法として
• MeCab*12・Glove [31]
• SentencePiece [26]・Glove [31]
• Mecab+WordPiece [28]・BERT [29]
について人手評価との相関に関して比較した．なお，BERTの利用の際にはWolfらに
より実装 [32]された BERTモデルに移植された，日本語のWikipediaをコーパスと
して学習した BERTモデル*13を利用した．また Gloveの元文献 [31]での考察におい
て，意味類推タスクでは単語の埋め込み表現を学習する際の前後の単語数（ウィンドウ
サイズ）が影響することが確認されている．このため Gloveによる単語の分散表現を
利用する際には，複数のウィンドウサイズにより学習した Gloveを利用した収集方法
についても比較した．
*12 https://taku910.github.io/mecab/
*13 https://github.com/cl-tohoku/bert-japanese
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次に表層的類似性に基づく評価手法として，予備実験と同様に，単一参照による
BLEUと複数参照による BLEU，分類確率を妥当性評価として利用した∆BLEU-auto
を比較する．2.2.1節で説明したように，BLEU [4] には複数の平滑化手法 [18–20]が
存在する．これらの平滑化手法はハイパーパラメタとして開発データにより選択した．
さらに，分散表現ベースでの評価手法についても提案手法による妥当性付き複数
参照応答の有効性を確認する．具体的には，文における単語の埋め込み表現の平均化
(Average)・極値化 (Extrema) [24]・それぞれの要素の最大をとったベクトルと最小を
とったベクトルの結合ベクトル (Maxmin) [9] でそれぞれ提案手法の有効性を確認し
た．なお，この評価の手法での単語の分散表現は，MeCabによりトークン化し，ウィ
ンドウサイズ 5，ベクトルサイズ 50で学習した Gloveを利用した．
5.2.2 RUBERとの組み合わせ
3.1.2節で説明したように，自動評価手法 RUBERは入力発話と生成応答の関連性を
学習モデルにより推定する Unreferenced Scorer と，参照応答と生成応答を分散表現
でのコサイン類似度により計算する Referenced Scorer を組み合わせることで生成応
答を評価している．Referenced Scorerは他の参照応答に基づく評価手法と置換が可能
であるため，提案手法を利用した評価手法についても同様である．実験においては，提
案手法の有効性を確認した後に，RUBERの Unreferenced Scoreとの組み合わせた評
価手法について検討する．RUBERの Unreferenced Scoreは学習する必要があり，分
類器の学習に利用した学習・開発データにより学習を行った．学習時のハイパーパラ
メタを Table 4に示す．Unreferenced Scorerのパラメタは開発データで最小の損失を
得たものを利用した．
5.2.3 評価手順
評価データに対する疑似応答候補は，2017 年の対話データセット中で発話投稿の
重複しない発話-応答ペア約 1600 万対から収集を行った．まず，各入力発話について
対話データセットから発話が類似する上位 2000 対の発話-応答ペアを取り出し，その
応答を疑似応答候補として収集した．次に抽出した疑似応答を訓練済み分類器を用い
て，入力応答に対する応答としての妥当性を付与した．ただし，∆BLEUとは異なり，
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Table 4 Unreferenced Scorer (RUBER) のハイパーパラメタ設定
学習率 10−5
最適化方式 Adam
β1 = 0.9
β2 = 0.999
∆ 0.075
最大エポック数 20
バッチサイズ 1000
入力発話自体を疑似応答に追加して用いることは行わず，参照応答は妥当性の評価値
を 1 として利用した．評価付き入力発話-生成応答ペアの開発用データ 600 対を利用
して，最適な疑似応答件数，疑似応答選別の際の閾値，分類器の利用する確率出力方
法，BLEUにおける平滑化手法を調整した．ただし，分散表現を利用した評価手法で
は計算コストが膨大になるため類似度上位 100件までの中で最適な値を探索した．開
発データで最も人手評価 Spearmanの順位相関係数 ρの最も高い設定をテスト時で利
用した．RUBER の Unreferenced Scorer と組み合わせた評価手法について表層的類
似性に基づく評価手法と，分散表現を利用した評価手法のそれぞれで最も性能の高い
手法についてのみ検討した．この際，3.1.2節で述べたように，組み合わせ方には複数
の手法が存在するため，これについても開発データにより最適な手法を調整し，テス
ト時のその手法により人手評価との相関を評価した．なお，評価手法の評価の際には，
MeCabによりトークン化を行った．BLEUによる評価では BLEU-2での評価を行う．
このため平滑化手法 6は平滑化を行わないことと同義のため利用しない．
5.3 実験結果
5.3.1 雑談対話生成応答に対する人手評価の結果
評価値のアノテータごとの分布を Table 5に示す．評価値 3を基準に対称的な分布
になっており，全体として適切な応答のみもしくは不適切な応答のみに偏っていない
ことが確認できる．
評価者間の評価の合意関係を Table 6に示す．雑談対話評価手法に関する研究 [6,21]
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Table 5 各評価者の評価値分布
アノテータ 評価値
1 2 3 4 5
1 535 100 86 146 333
2 407 106 77 85 525
3 478 59 57 89 517
4 677 65 35 110 313
5 320 217 78 262 323
6 320 156 117 197 410
平均 456.2 117.2 75 148.2 403.5
Table 6 評価者間の合意関係
手法 κ
Cohen max 0.419
Cohen min 0.304
Fleissen 0.369
での一致度の尺度として一般的に使われる，個人間での一致度を測る Cohenの κ [33]，
並びに一般的に複数者間での一致度の測定に利用される Fleissenの κ [34]によりアノ
テーションデータを評価した．LadisとKochら [35]によると 0 ≤ κ ≤ 0.2で “slight”，
0.2 ≤ κ ≤ 0.4 で “fair” であり，雑談対話応答の評価手法に関する研究 [6, 21] では
Cohenの κ = 0.2を閾値とすることが一般的なため，実験ではすべての評価値を利用
した．
Cohenもしくは Fleissenの κによる評価者間の評価の一致度を計測する方法は，主
にカテゴリ分類タスクを対象にしている．一方で，この発話に対する生成応答の適切
さの評価はリッカート尺度による順序尺度である．そこで各アノテータ間の評価値の
順位相関を Spearmanρ，Kendallτ により計測した結果を Table 7に示す．
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Table 7 個人間の評価の順位相関
Spearmanρ Kendallτ
max 0.756 0.666
average 0.697 0.613
min 0.651 0.569
多岐にわたる分野で利用される Guilford らの相関係数の指標 [36] では相関係数が
0.2以下で “slight”，0.2以上 0.4以下で “low”，0.4以上 0.7以下で “moderate”，0.7以
上 0.9以下で “high”としている．このため，個人間の相関に関しては “moderate”また
は “high”であると言える．
リッカート尺度は順序尺度であるため，複数のアノテータによる評価を集約する場
合，中央値や最頻値を利用することが望ましい．しかし，5段階でのリッカート尺度に
よる評価についてその中央値または最頻値を利用した場合，高々 9段階の評価値しか
存在せず，多くの評価対象がタイとなる．これを避けるため，評価値を間隔尺度とみな
し，複数のアノテータによる評価をその平均により集約した．実際の評価値について 2
群に分け，それぞれの平均値によって集約した際の 2群の相関を Pearsonの積率相関
係数 r，Spearmanの順位相関係数 ρ，Kendallの順位相関係数 τ により計算した分割
した 2群の人数ごとにまとめた結果を Table 8に示す．
Table 7と Table 8の 1人対 4人の相関係数を比較して，複数人の評価値を平均によ
り集約することで，特定の個人による評価との相関が向上することが確認できる．ま
た Table 8での 2群に分けた際の人数比ごとの比較をすると，人数差が少ないほど群
間での相関係数が向上することが悪人できる．これは両群の少ない方の人数について，
群内での評価値の平均化により個人の評価対象ごとの偏りが減少したことが原因では
ないかと考えられる．自動評価手法と比較する際には人手による評価値は全員の評価
値を平均化した値を利用する．以上の結果より，アノテータ 6 人全員の評価値を平均
化することで，理想的な評価手法では Table 8における 3人対 3人以上の相関係数を
期待できる．
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Table 8 評価値についての群間での相関
相関係数 1人対 5人 2人対 4人 3人対 3人 全体
max 0.840 0.879 0.882 0.882
Pearson r average 0.794 0.855 0.868 0.853
min 0.754 0.828 0.853 0.754
max 0.840 0.872 0.876 0.876
Spearman ρ average 0.796 0.857 0.869 0.854
min 0.764 0.834 0.860 0.764
max 0.712 0.737 0.742 0.742
Kendall τ average 0.667 0.720 0.732 0.718
min 0.631 0.693 0.721 0.631
5.3.2 複数参照に基づく BLEUよる疑似応答収集手法の比較
まず，提案手法による分散表現を利用した疑似応答収集に関して，利用する分散表現
に関して比較を行った．具体的には，トークン化，ベクトル化の手法として
• トークン化：MeCab，ベクトル化：Glove
• トークン化：SentencePiece，ベクトル化：Glove
• トークン化：MeCab＋WordPiece，ベクトル化：BERT
を比較した．それぞれの手法を利用して，BLEUの複数参照応答として利用した際に，
開発データにおいて人手評価との相関により Spearmanの相関係数 ρにより調整した
結果，並びにそのパラメータでテストデータについて評価した結果を Table 9に示す．
開発データにおける比較として，Pearsonの相関係数 rでは Sentencepieceによるトー
クン化と Gloveによるベクトル化が人手評価ろの最も高い相関を得ているが，それ以
外ではMecabによるトークン化と Gloveによるベクトル化が最も高い相関となった．
実験では，開発データにおいて Spearmanの相関係数 ρのスコアにより調整を行うた
め，以後の実験ではMecabによるトークン化と Gloveによるベクトル化を採用した．
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Table 9 分散表現を利用した発話に基づく疑似応答収集時の分散表現での比較（p値
は全て 10−3 以下）
データ トークン化 Mecab SentencePiece MeCab・WordPiece
ベクトル化 Glove Glove BERT 　
Pearson r 0.390 0.392 0.329
開発 Spearman ρ 0.386 0.379 0.326
Kendall τ 0.272 0.268 0.231
Pearson r 0.274 0.243 0.181
テスト Spearman ρ 0.263 0.232 0.176
Kendall τ 0.184 0.163 0.122
Penningtonらの Glove による単語の分散表現を利用する場合，元文献 [31] で述べ
られているようにタスクごとに最適な学習時のウィンドウサイズが存在する．これを
考慮し，複数のウィンドウサイズで学習した Gloveでそれぞれ学習データの値から最
適なパラメータの調整を行った．Mecabによりトークン化し，それぞれのウィンドウ
サイズによる Gloveの単語の分散表現を利用して疑似応答を収集し，BLEUの複数参
照応答として利用した際に，開発データにおいて人手評価との相関により Spearman
の相関係数 ρにより調整した結果，並びにそのパラメータでテストデータについて評
価した結果を Table 10に示す．開発データにおける比較として，ウィンドウサイズ 10
で学習した Gloveが最も高い相関となった．以後の実験ではウィンドウサイズ 10で学
習した Gloveによるベクトル化を採用した．
最後に，予備実験と同様に，先行研究である ∆BLEU [7] での疑似応答の収集手法
である BM25を利用した収集手法と以上までに述べた分散表現を利用した収集手法の
比較，同時に発話-応答の両方において類似度を計算する収集手法と提案手法である発
話のみの類似度に着目した収集手法を比較する．それぞれの手法で疑似応答を収集し，
BLEUの参照応答として利用した際に，開発データにおいて人手評価との相関により
Spearman の相関係数 ρ により調整した結果，並びにそのパラメータでテストデータ
について評価した結果を Table 11に示す．開発データにおける比較により，5.1節で
39
5.3節 実験結果
Table 10 ウィンドウサイズを変えた際の比較（p値は全て 10−4 以下）
ウィンドウサイズ 5 10 20 50
Pearson r 0.390 0.398 0.375 0.382
開発 Spearman ρ 0.386 0.395 0.373 0.381
Keandall τ 0.272 0.278 0.262 0.267
Pearson r 0.274 0.266 0.269 0.300
テスト Spearman ρ 0.263 0.258 0.261 0.279
Keandall τ 0.184 0.180 0.182 0.197
の実験と同様に，提案手法である分散表現を利用した，発話のみの類似性に基づく疑似
応答の収集が人手評価との相関における比較により疑似応答の収集手法としてふさわ
しいことが確認できた．以後の実験では同様の手法を利用した．
Table 11 疑似応答の収集方法の変化と BLEUによる評価と人手評価との相関（p値
は全て 10−3 以下）
類似度計算対象 発話と応答 発話のみ 発話と応答 発話のみ
類似度計算手法 BM25 BM25 分散表現 分散表現
Pearson r 0.290 0.327 0.323 0.398
開発 Spearman ρ 0.294 0.320 0.338 0.395
Keandall τ 0.204 0.226 0.238 0.278
Pearson r 0.164 0.177 0.192 0.266
テスト Spearman ρ 0.138 0.179 0.191 0.258
Keandall τ 0.096 0.124 0.133 0.180
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5.3.3 複数参照応答に基づく BLEUと∆BLEUの比較
5.1節での実験と同様に，単一の参照応答のみを利用した BLEUによる評価 (BLEU-
single) と拡張参照応答を利用した BLEU による評価 (BLEU-multi) と拡張参照応答
と分類器による分類確率を妥当性として利用した提案手法による評価 (∆BLEU-auto)
を比較する．以上までの結果から，MeCab によりトークン化し，ウィンドウサイズ
10 で学習した Glove を利用して疑似応答を収集し，学習済み分類器を利用して，妥
当性を付与した．この疑似応答を利用した BLEU-muti とさらに自動付与した妥当性
を利用する ∆BLEU-auto，そして単一の参照応答による BLEU-single をそれぞれ開
発データで調整を行い，その開発データで人手評価との Spearmanの相関関係数 ρに
ついて最も高かった相関係数と，そのパラメータにより評価したテストデータでの
相関係数の結果をそれぞれ Table 12 に示す．開発データ・テストデータの両方で複
数参照を利用した評価手法 (BLEU-multi, ∆BLEU-auto) での評価が単一参照での
評価 (BLEU-single) より人手評価との相関に関して向上していることが確認できる．
BLEU-multiと ∆BLEU-autoを比較すると開発データでは BLEU-multiによる評価
ががより高い相関となっているが，テストデータではこれが逆転している．これは分
類確率による妥当性を利用することで，異なるデータに対しての評価にも柔軟に対応
できるデータに対する頑健性が備えられたのではなかと推測される．
Table 12 提案手法を利用した BLEU による評価の段階的な比較（p 値は全て 10−3
以下）
評価手法 BLEU-single BLEU-multi ∆BLEU-auto
Pearson r 0.296 0.398 0.394
開発 Spearman ρ 0.207 0.395 0.390
Keandall τ 0.144 0.278 0.274
Pearson r 0.264 0.266 0.278
テスト Spearman ρ 0.255 0.258 0.270
Keandall τ 0.176 0.180 0.189
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5.3.4 複数参照応答に基づく分散表現を利用した評価
以上までの方法により収集した疑似応答を利用して，複数参照応答を利用した分散
表現による評価についても比較する．具体的にはウィンドウサイズ 5 で学習された
ベクトルサイズ 50 の Glove による単語の分散表現を平均化して評価に利用する方法
(Average) と極値化して評価に利用する方法 (Extrema) [24] と，最大・最小ベクトル
を結合して評価に利用する方法 (Maxmin) [9]のそれぞれを単一参照のみを利用した場
合と，複数参照を利用した場合と，さらに妥当性を利用した場合で比較する．単一参
照を利用した場合の評価手法は最後に “-single”を，複数参照を利用した場合の評価手
法では最後に “-multi”を，複数参照とそれに自動付与された妥当性を利用した評価手
法では最後に “-delta” を付けて示す．以上までの実験と同様に開発データで調整した
結果とテストデータでの結果をそれぞれ Tables 13～15 に示す．分散表現を平均化し
た手法では，テストデータにおいてすべて p値が 0.01を上回るため，無相関である仮
説，帰無仮説を棄却できなかったが，いずれの場合についても，テスト時について，単
一参照応答を利用した評価手法よりも，複数参照応答を利用した場合の人手との相関
が向上した．さらに妥当性を利用した評価が最も人手評価との高い相関となることを
確認できる．以上により，複数の参照応答に基づく評価手法においても，提案手法によ
る疑似応答の収集と，疑似応答へ自動付与したの妥当性を評価に利用する有効性を確
認できた．
Table 13 分散表現 Averageによる評価．()内に p値を併記する．
データ 評価手法 Pearson r Spearman ρ Keandall τ
Average-sngle 0.054 (0.190) 0.172 (<0.001) 0.121 (<0.001)
開発 Average-multi 0.093 (0.023) 0.179 (<0.001) 0.124 (<0.001)
Average-delta 0.062 (0.128) 0.183 (<0.001) 0.127 (<0.001)
Average-single 0.026 (0.529) 0.043 (0.288) 0.029 (0.304)
テスト Average-multi 0.032 (0.432) 0.058 (0.156) 0.038 (0.156)
Average-delta 0.045 (0.272) 0.068 (0.098) 0.044 (0.116)
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Table 14 分散表現 Extremaによる評価（p値は全て 10−3 以下）
データ 評価手法 Pearson r Spearman ρ Keandall τ
Extrema-sngle 0.237 0.257 0.177
開発 Extrema-multi 0.369 0.379 0.267
Extrema-delta 0.358 0.368 0.260
Extrema-single 0.171 0.217 0.148
テスト Extrema-multi 0.245 0.277 0.193
Extrema-delta 0.260 0.288 0.200
Table 15 分散表現Maxminによる評価．()内に p値を併記する．
データ 評価手法 Pearson r Spearman ρ Keandall τ
Maxmin-sngle 0.076 (0.063) 0.196 (<0.001) 0.136 (<0.001)
開発 Maxmin-multi 0.172 (<0.001) 0.269 (<0.001) 0.185 (<0.001)
Maxmin-delta 0.178 (<0.001) 0.271 (<0.001) 0.186 (<0.001)
Maxmin-single 0.070 (0.087) 0.096 (0.019) 0.065 (0.020)
テスト Maxmin-multi 0.123 (0.003) 0.162 (<0.001) 0.110 (<0.001)
Maxmin-delta 0.149 (<0.001) 0.182 (<0.001) 0.123 (<0.001)
5.3.5 Unreferenced Scorerと組み合わせた評価手法の比較
提案手法により収集した疑似応答とその分類器により自動付与した妥当性を利用
した際の，複数参照応答による表層ベースでの評価手法 ∆BLEU-auto と分散表現
ベースでの評価手法 Extrema-delta を RUBER の Refernced Scorer (RS)，つまり
Maxminによる分散表現ベースでの単一の参照応答による評価と置換した際の評価に
ついて，比較を行った．開発データでは，RUBER での Blender つまり Referenced
Scorer (RS) と Unreferenced Scorer (US) による評価値の組み合わせ方についての
調整も行った．開発データでの Spearman の相関係数 ρ に基づく最適な人手評価と
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の相関の結果と，そのパラメータでのテストデータの結果を Table 16 に示す．開発
データでは Unreferenced Scorer と ∆BLEU を組み合わせた評価手法が最も高い相
関となったが，テストデータでは Pearonの積率相関係数 r では同様に Unreferenced
Scorer と ∆BLEU の組み合わせが，Spearman’sρ と Kendall τ の順位相関係数につ
いては Unreferenced Scorerと Extrema-deltaが最も高い相関となったことが確認で
きる．これは Unreferenced Scorer と組み合わせない場合でも同様の結果となってい
る．RUBERのオリジナルの手法では単一参照に基づくMaxminによる分散表現を利
用した評価手法が，テストデータについて帰無仮説を棄却できなく実質無相関である
ため，Unreferenced Scorerより低い結果となることが確認できる．結果，RUBERで
の Unreferenced Scorer と組み合わせた場合についても，同様に妥当性付き複数参照
を利用した評価手法が有効であることを確認できた．
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Table 16 RUBERと組み合わせた場合の比較（()内に p値を併記する．ただし表記
されない場合，p値は全て 10−3 以下）
データ 評価手法 Pearson r Spearman ρ Keandall τ
US 0.393 0.401 0.280
開発 RS 0.076 (0.063) 0.196 0.136
∆BLEU-auto 0.394 0.390 0.274
Extrema-delta 0.358 0.368 0.260
US+RS (RUBER) 0.373 0.395 0.276
US+∆BLEU-auto 0.496 0.511 0.364
US+Extrema-delta 0.471 0.484 0.342
US 0.334 0.364 0.255
テスト RS 0.070 (0.087) 0.096 (0.019) 0.065 (0.020)
∆BLEU-auto 0.278 0.270 0.189
Extrema-delta 0.260 0.288 0.200
US+RS (RUBER) 0.318 0.356 0.249
US+∆BLEU-auto 0.398 0.420 0.296
US+Extrema-delta 0.390 0.431 0.304
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5.3.6 考察
Table 12での評価は開発データでの調整の際に，BLEUにおける平滑化手法につい
ても開発データで最も相関の高い手法を採択している．この考察では，同様に得られ
た疑似応答と自動付与した妥当性を利用して，それぞれの平滑化手法ごとに，以上まで
の実験と同様に開発データでの Spearman’ρ に基づく最適な人手評価との相関の結果
と，そのパラメータでのテストデータの結果を Tables 17～22 に示す．単一参照応答
に基づく評価手法 BLEU-snigleによる評価では人手評価との相関について，開発デー
タと同様にテストデータでも平滑化手法 2 または 4 が比較的高い結果となっており，
この手法が適切であるように推測される．妥当性を利用しない複数参照応答に基づく
評価手法 BLEU-multiについては，Pearson rでは BLEU-singleと同様に，開発デー
タとテストデータで人手評価との相関が最も高い状態のままであるが，Spaerman’s ρ
や Kendall τ の順位相関については開発データでは相関の低い平滑化手法 5や 7がテ
ストデータで同等の結果となっている．そして，妥当性を利用する複数参照応答に基
づく評価手法 ∆BLEUについてはいずれの相関係数についても開発データで最適な平
滑化手法である 2や 4とは異なる 5や 7がテストデータで高い相関となっている．以
上の考察から，各手法 BLEU-single, BLEU-multi, ∆BLEUでそれぞれ最適な平滑化
手法が異なるのではないかと推測される．
Table 17 平滑化手法 1を利用した際の BLEU-single，BLEU-multi，∆BLEUの比
較（p値は全て 10−3 以下）
データ 評価手法 Pearson r Spearman ρ Keandall τ
BLEU-single 0.277 0.191 0.133
開発 BLEU-multi 0.338 0.328 0.228
∆BLEU-auto 0.334 0.322 0.223
BLEU-single 0.222 0.189 0.131
テスト BLEU-multi 0.212 0.194 0.134
∆BLEU-auto 0.223 0.206 0.142
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Table 18 平滑化手法 2を利用した際の BLEU-single，BLEU-multi，∆BLEUの比
較（p値は全て 10−3 以下）
データ 評価手法 Pearson r Spearman ρ Keandall τ
BLEU-single 0.289 0.193 0.134
開発 BLEU-multi 0.398 0.395 0.278
∆BLEU-auto 0.394 0.390 0.274
BLEU-single 0.268 0.262 0.182
テスト BLEU-multi 0.266 0.258 0.180
∆BLEU-auto 0.278 0.270 0.189
Table 19 平滑化手法 3を利用した際の BLEU-single，BLEU-multi，∆BLEUの比
較（()内に p値を併記する．ただし表記されない場合，p値は全て 10−3 以下）
データ 評価手法 Pearson r Spearman ρ Keandall τ
BLEU-single 0.268 0.179 0.136
開発 BLEU-multi 0.326 0.319 0.222
∆BLEU-auto 0.369 0.367 0.256
BLEU-single 0.208 0.133 (0.002) 0.100 (0.002)
テスト BLEU-multi 0.203 0.184 0.129
∆BLEU-auto 0.252 0.233 0.162
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Table 20 平滑化手法 4を利用した際の BLEU-single，BLEU-multi，∆BLEUの比
較（p値は全て 10−3 以下）
データ 評価手法 Pearson r Spearman ρ Keandall τ
BLEU-single 0.296 0.207 0.144
開発 BLEU-multi 0.388 0.388 0.275
∆BLEU-auto 0.386 0.385 0.271
BLEU-single 0.264 0.255 0.176
テスト BLEU-multi 0.260 0.251 0.176
∆BLEU-auto 0.273 0.264 0.184
Table 21 平滑化手法 5を利用した際の BLEU-single，BLEU-multi，∆BLEUの比
較（()内に p値を併記する．ただし表記されない場合，p値は全て 10−3 以下）
データ 評価手法 Pearson r Spearman ρ Keandall τ
BLEU-single 0.255 0.174 0.140
開発 BLEU-multi 0.250 0.289 0.209
∆BLEU-auto 0.353 0.373 0.265
BLEU-single 0.167 0.085 (0.038) 0.067 (0.041)
テスト BLEU-multi 0.202 0.251 0.180
∆BLEU-auto 0.301 0.345 0.242
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Table 22 平滑化手法 7を利用した際の BLEU-single，BLEU-multi，∆BLEUの比
較（()内に p値を併記する．ただし表記されない場合，p値は全て 10−3 以下）
データ 評価手法 Pearson r Spearman ρ Keandall τ
BLEU-single 0.255 0.174 0.140
開発 BLEU-multi 0.250 0.289 0.209
∆BLEU-auto 0.346 0.369 0.261
BLEU-single 0.167 0.085 (0.038) 0.067 (0.041)
テスト BLEU-multi 0.202 0.251 0.180
∆BLEU-auto 0.279 0.345 0.241
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Figure 4に，利用する最大疑似応答数に対する各閾値で選別した際の疑似応答の利
用割合を示す．閾値ごとの変化がほぼなく，今回の実験では閾値による選別の効果が
なかったことが確認できる．
開発データで人手評価との相関が高い平滑化手法の代表として平滑化手法 2に関し
て，複数参照応答を利用した BLEU(BLEU-multi)とΔ BLEUによる疑似応答数毎の
人手評価との Spearamの順位相関係数 ρの推移を Figure 5に示す．BLEU-multiと
Δ BLEUで両者について，開発データとテストデータでの人手評価との相関の推移に
ついて乖離が存在することが確認できる．
テストデータで人手評価との相関が高い平滑化手法の代表として平滑化手法 5 に
関して，同様に人手評価との Spearam の順位相関係数 ρ の推移を Figure 6 に示す．
BLEU-multiとΔ BLEUで両者について，開発データとテストデータでの人手評価と
の相関の推移について平滑化手法 2に比べて乖離が少ないことが確認できる．
この２つの平滑化手法 (2, 5)についてΔ BLEUによる評価での推移をまとめたもの
を Figure 7に示す．以上の考察から，平滑化手法２では特定の発話ごとに最適な疑似
応答サイズが存在し，データに大きく依存しているのに対し，平滑化手法 5では平滑化
手法 2よりは疑似応答サイズごとの変動が小さく，発話に対する最適な疑似応答サイ
ズが別のデータから見積もりやすいのではないかと推測される．
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Figure 4 最大疑似応答数に対する各閾値による選別後の疑似応答の利用割合
Figure 5 平滑化手法 2を利用した場合の複数参照による BLEUとΔ BLEUでの開
発データ・テストデータでの疑似応答数毎の人手評価との Spearmanの順位相関係数
ρの推移
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Figure 6 平滑化手法 5を利用した場合の複数参照による BLEUとΔ BLEUでの開
発データ・テストデータでの疑似応答数毎の人手評価との Spearmanの順位相関係数
ρの推移
Figure 7 Δ BLEU による評価に関して平滑化手法 2 や 5 を利用した際の開発デー
タ・テストデータでの疑似応答数毎の人手評価との Spearmanの順位相関係数 ρの推
移
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第 6章
結論
本稿では大規模な Twitter データを利用し，発話の類似性のみに基づいて疑似応答
候補を収集し，これを自動獲得した学習データを用いて学習した分類器によって妥当性
評価と選別することで，妥当性付き複数参照応答を獲得する手法を提案した．Twitter
から構築した大規模対話データセットを用いた実験を通して，∆BLEUとの比較によ
り，人手によるアノテーションである ∆BLEU以上の人手評価との相関が達成できる
ことを確認した．また提案手法を単一参照応答に基づく評価手法へ適用し，妥当性付
き複数参照応答に基づく評価を行い，結果として単一参照応答のみに基づく評価手法
や妥当性を利用しない複数参照応答に基づく評価手法と比較して，人手評価との相関
が向上することを確認した．さらに，妥当性付き複数参照応答を利用した評価手法を，
雑談対話システムの評価手法 RUBER [9]と組み合わせることで，既存の組み合わせに
よる評価と比較して，人手評価との相関に関して向上することを確認した．
53
第 7章
今後の課題
7.1 提案手法の問題点
今後の課題として，以下の点が挙げられる．
• 提案手法での疑似応答への妥当性付与が分類器の学習が複数応答を持つ発話と
いう Twiiter コーパス等の一部のコーパスでしか十分に収集できないデータに
依存していること
• 疑似応答数やその妥当性の閾値など，複数のハイパーパラメタが存在するため，
低コストではあるが開発データとして人手評価を行った対話データが必要であ
ること
• 発話によって応答の多様性が変化しうるのに対し，発話に対する疑似応答数が
一定
この理由として，一つ目は，オープンドメインな雑談対話システムを評価するため
には，この制約があることは大きなペナルティとなっていることは明確である．次に
二つ目は，考察でもあったように，必ずしも開発データで調整することが望ましいわ
けではないこと，また少量とはいえ評価手法のために評価データが必要な状況は望ま
しいとは言えないことが原因である．最後に三つ目は，考察での異なるの平滑化手法
を比較した際に，一部の手法は最適なハイパーパラメタがデータ（発話）に大きく依存
している可能性がある．そのため発話に応じて適切なパラメータが動的に選べること
で，人手評価との相関が上がる見込みがありうるということである．以上の理由から
これを解決する手法として，特定の条件を課さない発話-応答ペアから学習可能な，ハ
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イパーパラメタへの依存の少ない，発話ごとに動的な疑似応答収集手法と妥当性付与
手法が求められる．
7.2 提案手法の結果に基づく発展的研究課題
提案手法による妥当性付き疑似応答が，常にどの発話についても利用可能であった
場合，一つの応答先として多様性を考慮した，複数応答を持つ発話により学習を行う雑
談対話システム [37,38]の学習データの拡張として利用することで，このタスクの発展
につながるのではないかと考えられる．
また，雑談対話のサブタスクにはパーソナリティの考慮 [39]や文脈の考慮 [2]といっ
た応答多様性とは共存しにくいタスクが存在する．例えば長い会話のやりとりがあっ
たとしても，常にその会話のやりとりの中で多くの人が応答を行うということはほと
んどなく，むしろ特定の個人のみがやり取りをしていることがほとんどだと考えられ
る．このため，提案手法により将来的に文脈を考慮した応答の拡張が行うことが可能
であれば，多大な発展が見込めるのではないかと考えられる．
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