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A Stability Condition for Certain Bilinear Systems 
Junghsi Lee and V. J. Mathews 
Abstract-This correspondence derives a simple sufficient condition for 
the output of a discrete-time, time-invariant bilinear system to be bounded 
whenever the input signal to the system is bounded by a finite constant. 
I. INTRODUCTION 
The correspondence considers real-valued, discrete-time and time-
invariant bilinear systems whose output y( n) is related to the input 
;r( 11) through the nonlinear difference equation 
J.V1 :V2 
yen) = L a'ix(n - i) + Lb,y(n - i) 
i=1 
}V3 IV4 
+ L L ci.jx(n - i)Y(11 - j). (I) 
;=0 j=1 
In (I), a;s, b;s, and cLs represent the coefficients of the bilinear 
system modeL Such models are very attractive in many practical 
applications since a large class of nonlinear systems can be adequately 
and efficiently approximated with finite number of coefficients [2], 
[7]. Because of this, bilinear system models have found applications 
in several areas including communications, control systems, popu-
lation models, etc. Several applications and properties of bilinear 
system models are reviewed in [3], [7]. Adaptive nonlinear filters 
using bilinear system models have also been developed recently [1], 
[5], [6]. 
In spite of their usefulness, there is one major problem with bilinear 
system models in that most bilinear systems are inherently unstable. 
By this, we mean that it is possible to find bounded input signals that 
can drive the output signal to become unbounded for almost any given 
bilinear system. However, there is a class of input signals associated 
with most bilinear systems such that they generate well behaved and 
useful output signals whenever their inputs belong to this class. 
The purpose of this correspondence is to develop a sufficient 
condition that guarantees that the output of a bilinear system is 
bounded whenever its input signal is bounded by a finite constant 
(say, lv1x). This condition 'Will enable us to define a subset of the 
useful input signals associated with a given bilinear system, and 
consequently be more confident about the usefulness of the system 
model in the application involved. 
The problem of deriving the "input-dependent" stability condition 
as defined above is closely related to the problem of deriving 
stationarity conditions for a bilinear system series. However, this 
problem is also very difficult, and simple solutions are available 
only for the simplest bilinear time series models [8]. The conditions 
for the most general bilinear time series models similar to that in 
(1) require finding the eigenvalues of a 1'2.5 X 1' 2 8 matrix where 
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r = max{N2, N 4 } and s = max{NI • N 3 , N 4 }. Therefore, they 
are computationally extremely complex. In contrast, our approach 
is applicable for the most general discrete-time, time-invariant bi- . 
linear systems and requires one to find the zeros of an N2th order 
polynomial. 
The remainder of this correspondence is organized as follows. The 
next section derives a simple sufficient condition for the output of (1) 
to be bounded whenever the input signal to the system is bounded 
by a finite constant. The concluding remarks are made in Section III. 
II. THE STABILITY CONDITION 
For simplicity of notation, some time-invariant operators are de-
fined as follows 
lV1 
A(q) = La;q-i (2) 
i=O 
N2 
B(q) = L b;q-; (3) 
I\/3 j\t4 
C(q) = LLc;.j[q-',q-)] (4) 
i=O j=1 
where q-i X(11) = x( 11 - i) and [q-i, q- )][;7'( T/). y( n)] = x( n -
i)y(lI - n. Using these operations, the bilinear model in (1) can be 
represented as 
(1- B(q»y(n) = .4(q)X(I1) + C(q)[.r(I1).y(n)]. (5) 
The main result of this correspondence is contained in the following 
theorem: 
Theorem: For the bilinear system model represented by (5), let 
ql. q2 . .. " and qlV2 denote the zeros of the polynomial qN2 (1 -
B(q)). Given a real, positive number MI 
{ 
Iqil<1.fori=1,2.···,N2.and 
Alx 2::'::;0 2:~1 ic;JI < IT;~1 (1 - Iqil) 
(6) 
constitute a sufficient condition for every .1'( n) bounded by j\l.r to 
produce a bounded output y ( 11 ). Furthermore, y (n) is bounded by 
1 (n)1 < /3Mx2::~0Iad 
y - 1 - {i32\:Ix 2:~0 2:~1 Ie>.) 1 } (7) 
where 
1 
(3 = rt~1 (1 - Iq; I) . (8) 
It should be noted that in the theorem qN 2 (1 - B (q)) represents 
an N2th order polynomial rather than an operator. As long as it 
does not cause any confusion, this notation will be used throughout 
the correspondence. Also note that when there is no nonlinearity in 
the system, (5) reduces to a linear recursive system. and condition 
(6) reduces to the well-known necessary and sufficient condition 
for the resulting linear system to be stable in the bounded-input 
bounded-output sense. 
In the proof given below, we will first define a sequence of 
system with outputs y d n ). k = 1, 2 ..... n + 1, then show that 
y( n) = 2:~~i Yk (n) is the unique solution to the system (5), and 
finally prove that (6) constitute a sufficient condition for y( n) to be 
bounded. 
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Proof For simplicity, we assume that system (5) is initially at 
rest. Define a sequence of systems as follows 
(1- B(q))Yk (n ) = C (q)[x(n ), Yk -l(n )] (9) 
{
(1- B (q) )Yl (n ) = A(q)x(n ), 
for k = 2,3, .. . , n + 1 
Yl (T ) = Y2 (T ) = .. . = Yn+! (T ) = 0 for T :s; -1. 
It is straightforward to show that 
and 
(11) 
for k = 2, 3, ··· , n + 1. In Appendix we show that y(n ) = 
2::~~~ Yk (n) is the unique solution to the system (5). 
N-;w for x(n ) bounded by M x , assume that all the zeros of qN2 (1-
B (q)) are inside the unit circle and (3 M x 2::;:;0 2::~~1 ICi ,jl < 1. It 
follows from (10) that 
N l 
IY1 (n)1 :s; (3 M x L lai l· (12) 
i=O 
We can then write 
Now, it is easy to conduct that Y2 (n) is bounded by 
In fact, it can be shown that 
(15) 
for k = 3, 4, ··· , n + 1. 
It is straightforward to see that 
(16) 
This completes the proof. Q.E.D. 
Remark 1: In fact, y( n ) = 2::~~~ Yk (n) is the Volterra series 
expansion of y(n ) in terms of x(n ), and Yk (n) is the kth order 
Volterra term. 
Remark 2: The main result of this paper provides a method for 
guaranteeing that a bilinear system model is "well-behaved". Suppose 
that the zeros of qN2 (1- B (q)) are all bounded by l. By limiting 
the amplitude of the input signals to be bounded by 
we can force the output to be bounded also. 
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III. CONCLUDING REMARKS 
The paper presented a sufficient condition for a discrete-time 
bilinear system to produce bounded outputs whenever the input 
signal is bounded by some finite constant. The most attractive aspect 
of the condition is that its complexity is only proportional to that 
of evaluating the zeros of an N2 th-order polynomial. Previously 
available techniques were applicable only for extremely simple 
systems or they required calculation of the eigenvalues of very large 
matrices. The simplicity of our approach is obvious from the above 
statements. 
Although the idea of obtaining a Volterra series expansion from 
a bilinear difference equation is not new (for example, see [4]), and 
some researchers have considered the stability of nonlinear systems 
by studying the convergence of the Volterra series also, the results 
we have are new. Such stability conditions are essential for making 
the bilinear system models applicable in a large class of applications. 
However, our result represents only a sufficient condition and further 
work needs to be done for developing necessary and sufficient 
conditions. 
Even though the condition is developed for time-invariant systems, 
one could, in practice, apply it to monitor the stability of time-varying 
systems also. An on-line adaptive version of this stability condition 
that makes use of an adaptive polynomial factorization algorithm [9] 
is discussed in [6] . Reference [6] also discusses several other stability 
conditions for more restricted classes of bilinear systems. 
ApPENDIX 
In this appendix we will show that y(n ) = 2::~~~ Yk (n ) is the 
unique solution to the system (5). We first show that Yk (L) = 0 
for L :s; k - 2 using induction. Because Yl (L ) = 0 for L :s; -1, 
this statement is true for k = 1. Assume that it holds for k greater 
than 1 and less than n + 1. Therefore, we have Yn (L ) = 0 for 
L :s; n - 2. Now consider k = n + 1. By using (11) and the fact that 
Yn( L - j ) = 0 for L - j :s; n - 2, it follows that Yn+l(L) = 0 for 
L - 1 :s; n - 2, i.e., L :s; (n + 1) - 2. 
Now that Yn+l(n - j ) = 0 for j 2: 1, it follows immediately that 
N3 N4 
C (q)[x(n ), Yn+l (n )] = L L Ci,jx(n - i )Yn+l (n - j) 
i = O j =l 
=0. (A.I) 
Using (9) and (A.l), we can write 
n+ l [ n ] (1 - B (q)) (; Yk (n ) = A(q)x(n ) + C(q) x(n) , (; Yk (n ) 
[ 
n+l ] 
= A(q)x(n ) + C (q) x(n ), (; Yk (n ) . 
(A.2) 
Therefore, y(n ) = 2::~~~ Yk (n) is a solution to (5). 
Now assume that iJ (n) and y(n ) are two solutions to (5). Then 
(1 - B(q))(iJ (n ) - Y(n )) = C(q)[x(n ), iJ (n) - Y(n)]. (AJ) 
Since by assumption, iJ (n ) = y(n ) = 0 for n < 0, it follows 
by induction that iJ (n) = y(n ) for n 2: 0 also. Because y(n) == 
2::~~: Yk(n ) is a solution to (5), it also has to be the unique 
solution. Q.E.D. 
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Application of Alternating Convex Projection Methods 
for Computation of Positive Toeplitz Matrices 
Karolos M. Grigoriadis, Arthur E. Frazho, and Robert E. Skelton 
Abstract-In this correspondence, we use alternating convex projection 
techniques to compute the closest positive definite Toeplitz matrix that sat-
isfies certain inequality constraints to a specified symmetric matrix. Some 
applications to signal processing and control problems are discussed. 
I. INTRODUCTION 
Several problems in digital signal processing and control theory 
require the computation of a positive definite Toeplitz matrix that 
closely approximates a given symmetric matrix. For example, in the 
power spectral estimation of a wide-sense stationary process from 
a finite number of data, the matrix To formed from the estimated 
autocorrelation coefficients is often not a positive definite Toeplitz 
matrix [I]. In this case, we are interested to obtain the nearest 
positive definite Toeplitz matrix to the estimated matrix To. In control 
theory, the Gramian assignment problem for discrete-time single 
input systems requires the computation of a positive definite Toeplitz 
• matrix, which also satisfies certain inequality constraints [2]. 
In this correspondence, we use alternating convex projection tech-
niques to solve the following two types of problems: first, to find 
the positive definite Toeplitz matrix nearest to a given symmetric 
matrix (optimization problem) and second, to find a positive definite 
Toeplitz matrix that satisfies certain inequality constraints (feasibility 
problem). Alternating projection techniques have been used success-
fully in image restoration problems [3]. Their use in control design 
problems was introduced in [4]. 
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II. PRELIMINARIES 
To begin, let h be the real Hilbert space of all n x n symmetric 
matrices whose inner product is defined by (T. 5) = tran'(T S), for 
T and S in h. In this correspondence, we consider the following 
optimization problem: 
infllTo - Til subject to T E C = C1 n C2 n ... n Cm (2.1) 
where To is a specified matrix in h, and C; are closed convex 
subsets of h. For example, C can be the set of all positive definite 
Toeplitz matrices. In that case, the optimization problem (2.1) seeks 
the closest positive definite Toeplitz matrix to a given matrix To. 
However, we will treat the problem in a more general setting, and 
we will also include some other constraints. Note that the optimization 
problem (2.1) was ex.amined in [4] as well in the context of covariance 
control design, where the convex sets Ci correspond to closed-loop 
covariance matrix assignability constraints and multiple inequality 
constraints on output variances. 
Throughout this correspondence, Pi is the orthogonal projection 
from h onto the convex set Ci . Recall that Pi is the possibly 
nonlinear operator defined by PiX = t, where X is in h, and 
x is the unique element in C; solving the optimization problem 
Ilx - xii = inf{llx - yll : y E Cd. Moreover, by the projection 
theorem, x = PiX is the unique element in Ci satisfying the following 
"minimum principle" condition: 
(x-x,y-x)~O (forallyECi). (2.2) 
Now, let us introduce the convex sets Ci in which we are interested. 
To this end, recall that a Toeplitz matrix T is an n x n matrix whose 
entries {tij} satisfy tij = tj_, for all i and j. Now, let CI be 
the n-dimensional subspace of h defined by the symmetric Toeplitz 
matrices, that is 
CI = {T E h : T is Toeplitz}. (2.3) 
It is well known that the orthogonal projection PI onto CI is the 
linear operator on h given by 





1 t n -2 
to 
(2.4) (A E h) 
where A = {aij} and the entries {to,h,"',tn-d of HA are 
computed by 
1 n 
to =:;;: Laii' 
i=1 
1 n-I 




t2 = -- "'" aii+2, ... , tn-I = al n . (2.5) 
n-2 L..., 
i=l 
For the optimization problem (2.1), the second convex constrained 
set in which we are interested is 
C2 = {T E h : T 2: Q} (2.6) 
where Q is a specified positive definite matrix in h. It is well known 
[5] that the orthogonal projection P2 from 11. onto C2 is the nonlinear 
operator given by 
(A E h) (2.7) 
where * denotes transpose. Here, A. - Q = UAU' is the eigenvalue-
eigenvector decomposition of A - Q, where U is an n x n orthogonal 
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