We describe an algorithm that first decides whether the primal-dual pair of linear programs
standard form) consists of finding, given A ∈ R m×n , b ∈ R m , c ∈ R n , a solution x * ∈ R n of min c T x
Such a solution x * , if it exists, is said to be an optimizer (or an optimal solution) and the value c T x * the optimal value of the problem. The set of points F p = {x ∈ R n | Ax = b, x 0} is said to be the feasible set of (LP). The problem is said to be infeasible when F p = ∅ and to be unbounded when F p = ∅ but there is no minimizer in R n . The dual of (LP) is the problem
The notions of optimizer y * , feasible set F d , infeasibility, and unboundedness for (LD) are defined just as above. It is well known that if one of (LP) and (LD) is unbounded then the other is infeasible. Otherwise, the situations in which both problems are feasible or both are infeasible are both possible. B b and x * j = 0 for j ∈ B, is an optimizer of (LP). Here A B is the matrix obtained by removing from A the columns with index not in B and similarly for c B . Therefore, a third problem, which we may call optimal basis problem, consists of, given a feasible triple d, find an optimal basis for it. Note that once an optimal basis is known the computation of the optimizers x * and y * is straightforward.
If both (LP) and (LD) are feasible their optimal values coincide, i.e., v * = b T y * = c T x * . The optimal value problem consists of, given (A, b, c), find v * .
Yet another problem (feasibility of linear conic systems) consists of, given a matrix M ∈ R m×n , decide whether the system Mx < 0 has a solution.
Most of the problems above are equivalent in the sense that one can devise simple algorithms for solving any of them from a subroutine solving any other.Yet, these "translations" are implicitly assuming infinite precision. Understanding these equivalences in the presence of finite precision would require some control of the condition numbers involved in these translations. In this paper we prove a result controlling the conditioning in a translation from an optimization problem to a feasibility one. This translation plays a key role in our development.
1.2.
A central theme in numerical analysis (especially in numerical linear algebra) is the dependence of both the precision and the running time required by an algorithm to perform a computation on the condition of its input (measured by a positive real called condition number). Modern analysis of interior point methods for linear programming follows the same lines. Yet, different problems have naturally associated different condition numbers, even if their input data is the same (as one may expect from the fact that some data are ill-posed for some problems but not for others).
The variety of problems described above gave thus rise to a variety of condition numbers such as C P , C D , C, C h and K, all of which will be formally introduced in the coming sections. The first four are due to Renegar [16, 17] , the fifth was introduced in [4] . We just mention here that for the analysis of feasibility of (LP) and (LD), the condition numbers C P (A, b) and C D (A, c) naturally occur. And that the same can be said of the optimal value problem and C(A, b, c) as well as of the feasibility of linear conic systems and C h (M). One of the goals of this paper is to show that a similar claim holds for the optimal basis problem (or the optimization problem) and K(A, b, c).
1.3.
In this paper we describe an algorithm which, given a triple d = (A, b, c) as above, (i) decides whether d is feasible, and (ii), if this is the case, finds an optimal basis B and optimizers x * and y * for (LP) and (LD) respectively. A key feature of our algorithm is that we do not assume infinite precision for real number arithmetic. This kind of computations are to be performed with finite precision. The machine precision, though, will vary during the computation. It is initially small and subsequently needs to be gradually sharpened. Due to its discrete character, the optimal basis B is computed error-free by our algorithm. This can not possibly happen for the optimizers x * and y * .
In our analysis, we will estimate both the number of iterations of the algorithm and the precision required as functions of m, n and
Let d be feasible. We say that it is feasible well-posed when there exists a unique optimal basis for d. If more than one optimal basis exist we say that d is feasible ill-posed. In this case (which corresponds to K(d) = ∞) arbitrarily small perturbations on d can yield feasible well-posed triples with different optimal bases. When this occurs, we do not expect our algorithm to yield any solution. Indeed, if d is feasible ill-posed then the algorithm will not halt. Assume instead that d is infeasible. In this case, at least one of (LP) and (LD) is infeasible. We say that d is infeasible ill-posed when arbitrarily small perturbations of d may make d feasible. If d is infeasible ill-posed (which corresponds to C(d) = ∞), our algorithm loops forever as well.
1.4.
The round-off unit or machine precision of a machine is a number u ∈ R, 0 < u < 1, such that real numbers x in the machine are systematically replaced by approximations r(x) satisfying |r(x) − x| u|x|. Roughly, | log u| corresponds to the number of digits of the mantissa in the floating-point representation of r(x).
Our main result can be stated as follows.
Theorem 1.
There exists a round-off machine which, with input a matrix A ∈ R m×n , and vectors 16 ) .
The number of arithmetic operations performed by the algorithm is bounded by
O (m + n) 3.5 (log(m + n) + log(K(d)))(log log(K(d) + 1)) .
If d is infeasible, the finest required precision is
and the number of arithmetic operations performed by the algorithm is bounded by
The complexity bounds in Theorem 1 cannot be written as functions of m and n solely due to the unboundedness of K(d) and C(d). One can eliminate the occurrences of log K(d) and log C(d) in the bounds above at the cost of trading worst-case by average-case complexity. In [4] it is shown that, for Gaussian triples (i.e., triples whose entries are i.i.d. normal random variables), the expected value of log K(d) (conditioned to d being feasible well-posed) is O(n). Also, in [8] , it is shown that the expected value of log C(d) (now conditioned to d being infeasible) is O(log n). Using this result, the following corollary follows.
Corollary 1. For Gaussian m × n matrices, the expected number of arithmetic operations of the algorithm in Theorem 1 is bounded by
O (m + n) 3.5 n log n .
In case d is infeasible, it is bounded by
O (m + n) 3.5 log n .
Remark 1. (i)
At this stage some observations about complexity are necessary. Most of the work related to finite precision assumes that this precision is fixed. This implies a fixed cost for each arithmetic operation and therefore, a total cost for the algorithm which is, up to a constant, the number of arithmetic operations performed during the computation. This is the so-called algebraic complexity and is the measure underlying the complexity theory developed in [2] . In this fixed precision context, every instance of algorithm analysis includes (or should include) a result bounding the accuracy of the solution as a function of the input size, the input condition, and the machine precision. Theorem 1 does not belong to the context above since the algorithm therein works with variable precision. This allows the algorithm (as long as K(d) < ∞) to return the optimal basis of d. Needless to say, this is at the cost of increasing the precision as much as necessary. Thus, to be fair, one needs to associate some cost measure to this precision increase. At this point one notices that the fixed cost for each arithmetic operation is no longer a reasonable model for variable precision. A more realistic assumption assigns cost (log u) 2 to any multiplication or division between two floating-point numbers with round-off unit u, since this is roughly the number of elementary operations performed by the computer to multiply or divide these numbers. For an addition, subtraction or comparison the cost is | log u|. The cost of the integer arithmetic necessary for computing variables' addresses and other quantities related with data management may be (and customarily is) ignored. Using the cost model described above we obtain, for d feasible, a bound for the total cost of the algorithm of
Also, if we consider d to be Gaussian and use Theorem 6 in [4] we obtain a bound for the expected cost of
(ii) Once an optimal basis B has been computed one may compute the optimizers x * and y * by solving the systems denotes the classical condition number. These bounds are in terms of m, u and K(d).
(iii) We suspect that the complexity of our algorithm is not optimal: the factor log log(K(d)+1) may be removed. This factor comes from the translation from optimization to feasibility. An interior point algorithm solving the optimization problem directly could avoid this term in its complexity. But the analysis of such an algorithm would be a variation of known arguments while the approach we take here is novel and this compensates for the little impact that the factor log log(K(d) + 1) has in the complexity bound.
We also suspect that the O(n) bound for the expected value of log K(d) is not optimal. Computational experiments we have performed suggest that the actual value is O(log n). If this were true the extra factor log log(K(d) + 1) would have an even smaller impact in the average complexity bound.
1.5.
In scientific computation, fixed precision is used more commonly than variable precision. We want to point out, however, that our variable precision algorithm subsumes a model with finite precision. Indeed, assume the precision u is fixed. Then our algorithm could run with precision u until the point in which it should get a precision finer than u. If it found the answer before this point it could return it (and this answer would be guaranteed to be correct). If not, it could halt and return a failure message. Furthermore, the only reason for u to be insufficient is that K(d) is too large. Solving the bound for u in Theorem 1 we obtain a lower bound K u for K(d). Thus, the failure message could be something like
The condition of the data is larger than K u .To find the optimal basis I need more precision.
Note, nevertheless, that our bounds for u are probably too pessimistic since our analysis assumes that round-off errors accumulate in the worst possible way and error propagation is, in practice, gentler. Therefore, it may well happen that an optimal basis for poorly conditioned data is found using a fixed precision u which, in the worst case, would not be sufficient.
1.6.
The effects of finite precision when solving linear programming problems have been noticed long ago. Yet, most of the work on this issue (e.g. [1, 6, 14, 18, 19, 23] ) did not provide rigorous analysis of the stability of the studied algorithm (mainly the simplex) in terms of the condition of the input. This is only natural since it was not until very recently that condition numbers for linear programming problems were proposed (e.g., [3, 17, 20] ). These condition numbers have been shown to control the size of solution sets and of particular solutions, and the speed of convergence of some iterative algorithms. They have been little used, however, for round-off analysis.
As far as we are aware there are only two papers doing a condition-based round-off analysis of linear programming problems [7, 21] .
In [21] Vera analyzes the computational complexity to perform a logarithmic barrier method for solving the optimal value problem under finite precision arithmetic. This is in the line of our work here. However, a few differences stand out. Vera's work relies on the availability of: (1) the condition number of the input data (or an upper bound on it), and (2) an initial strictly feasible point. The complexity bounds depend on the estimate of the condition number and the centrality of the initial point. In contrast, our algorithm requires no further knowledge on the problem beyond the input data d = (A, b, c). Also, the error analyzed in Vera's algorithm is in the objective value (which varies continuously with the data) while in ours the analyzed error is in the optimal basis B-or the optimizers x * and y * -(which do not vary continuously with d).
The main result in [7] is much closer to our work here but is restricted to the feasibility of linear conic systems. It actually constitutes the main tool in our algorithm.
1.7.
The rest of this paper is roughly divided into two parts. In Sections 2 to 4 we recall the definitions of the condition numbers C(d), and K(d) (Section 2), describe the main ideas underlying the algorithm alluded in Theorem 1 as well as the algorithm itself (Section 3), and prove Theorem 1 from a small set of propositions giving substance to the main ideas just mentioned (Section 4). At the end of this first part, the reader should have a clear understanding on how the optimal basis is found (in case d is feasible) and how the complexity and machine precision of the algorithm doing so depend on K(d).
The second part of the paper is devoted to prove the propositions mentioned above. In Sections 5 and 6, we prove those which relate optimal basis, optimal solutions, perturbation and condition. In Section 7, we prove a result controlling the conditioning in a translation from an optimization problem to a feasibility one. This translation plays a key role in our paper. In Section 9 we prove those which deal with finite precision algorithmics, after a brief reminder of floating-point basics in Section 8. Finally, in Section 10, we deal with the relation between conditioning of homogeneous and non-homogeneous linear systems of inequalities.
The condition numbers C(d) and K(d)

Norms, ill-posedness and condition
Let d = (A, b, c) be a triple as in Section 1. We define
where, we recall, if is a norm in R n and is a norm in
For any linear conic system with data S we write F(S) = 0 if the system is infeasible and F(S) = 1 otherwise. Then, we define
The condition number of the primal and dual (w.r.t. feasibility) are
and
The condition number of d (again, w.r.t. feasibility) is
This condition number was introduced by Renegar [16, 17] and it has been extensively used in relation to several aspects of interior point methods (cf. [9, 13, 15] ). We now describe the condition number K(d). To do so we first recall some basics of linear programming.
Let B ⊂ {1, 2, . . . , n}, s.t. |B| = m and A B is invertible. Then we may uniquely solve A B x = b. Consider the point x ∈ R n defined by x j = 0 for j ∈ B and x B = x . Clearly, Ax = b. We say that x is a primal basic solution. If, in addition, x 0, which is equivalent to x B 0, then we say x is a primal basic feasible solution.
We may also uniquely solve A T B y = c B and compute s = c − A T y. The point (y, s) thus obtained is said to be a dual basic solution. If, in addition, s 0, y is said to be a dual basic feasible solution.
We say that B is an optimal basis if A B is invertible and both the primal and dual basic solutions are feasible.
where
Remark 2. (i) It follows from the definition of
∞1 that d is at least as large as the 1-norm of any of the rows or columns in the definition of d . In particular, we will repeatedly use that
(ii) Note that the definition of the condition numbers C(d) and K(d) is based on the same principle (relative distance to ill-posedness). However, these condition numbers are associated with different problems and thus have a different nature. It can be shown, nevertheless, that both are particular cases of a natural condition number for a unique, unifying, linear programming problem [5] . Note also that when d is feasible,
A useful normalization
We say that d is normalized when
where D i and d j are, respectively, the ith row and the jth column of the matrix
.
From a computational viewpoint, this normalization can be straightforwardly achieved. In addition, feasible sets and optimizers remain unchanged as do the condition numbers C(d) and K(d).
We note that if d is normalized then 1 d (n + 1).
Main ideas
Linear conic systems
The algorithm in this paper uses as a main routine a finite precision algorithm presented in [7] and called FPPD (from Finite Precision Primal Dual) which decides, given a m × n real matrix M which of the two systems
is strictly feasible in case one of the two is so. It is well-known that, if M is full column-rank, one of them is strictly feasible if and only if the other is infeasible. If none of them is strictly feasible (or M is column-rank deficient) we say that M is ill-posed. Note that the set of ill-posed matrices has measure zero in R m×n . Also, if M is ill-posed either system can be made without nontrivial solutions by taking arbitrarily small perturbations on M. Define h (M) to be the distance to ill-posedness, i.e.,
and the condition number (for the problem of feasibility of linear conic systems)
The part of the main result in [7] needed in our development can be stated as follows.
Theorem 2. There exists a round-off machine which, with input a matrix M ∈ R m×n decides which of the two systems
is strictly feasible and, in case it is the first, finds a strict solution y ∈ R m of the system My 0.
The machine precision varies during the execution of the algorithm. The finest required precision is
where c is a universal constant. The number of main (interior-point) iterations of the algorithm is bounded by
The algebraic complexity of the algorithm is bounded by
and its total complexity (in the sense of Remark 1) is bounded by
Remark 3. Although a full description of algorithm FPPD is out of place here, a brief enumeration of some of its salient features is desirable due to its central role in this paper. Algorithm FPPD is a primal-dual short-step interior point algorithm. It is applied to a primal-dual pair of linear programs arising from a reformulation of the primal dual pair (2) of feasibility problems. As in the situation in this paper, the precision of the algorithm is increased at each iteration. Consequently, the data M is read again (with the increased precision) at each iteration. In addition, after each of such readings, M is normalized so that all of its rows have 1-norm equal to 1. This will be used in our development.
Detecting infeasibility
and, for any > 0,
Therefore, we can decide the feasibility of d by two calls to FPPD. In addition, we have freedom to choose > 0. The complexity bounds in Theorem 2 do not, however, directly apply since C h is a condition number for a homogeneous problem and we want a bound in terms of C P and C D . Proposition 1 below shows that this is not a major obstacle since these conditions numbers are roughly the same.
Proposition 1. For any
Proof. See Section 10.
We now apply FPPD to the linear conic systems
to check the feasibility of primal and dual respectively. The complexity bounds follow from those in Theorem 2 and Proposition 1. Note that the computation of the entry A c T
∞1
is a hard combinatorial problem. However, we do not need to do this computation since (cf. Remark 3) FPPD normalizes its entry so that all the rows in its input M have 1-norm equal to 1. So we can simply write a 1 in that entry of the data. The above solves the issue of detecting feasibility and proves part (i) of Theorem 1. Therefore, for some time to come we will be concerned only with the case d feasible (and part (ii) of Theorem 1).
Identifying the optimal basis
To obtain an optimal basis we need three ingredients:
(I) a method to construct candidates B ⊂ {1, . . . , n} for optimal basis, (II) a criterion to check that a given candidate B is optimal, (III) some bounds ensuring that the candidate in (I) eventually satisfies the criterion in (II) (and from which a complexity estimate can be deduced).
Let us begin with (I). If d is a well-posed feasible triple and x * is the primal optimal solution then
is the optimal basis for d. By continuity, for a point x ∈ R n sufficiently close to x * , we have that
coincides with B * . Similarly, for a point y ∈ R m sufficiently close to the dual optimal solution y * , we let s = c − A T y and
also coincides with B * . To be done with (I) we still need to have feasible points x and/or y, close to the optimal solutions, at hand. To obtain such points, note that (x * , y * ) is the only solution of the system
Therefore, points (x, y) close to (x * , y * ) can be obtained as solutions of
has small components. To get solutions of such a system we can use FPPD. To do so, we must precise a vector and homogenize the system above so that it becomes a linear conic system. In our algorithm we will use the matrices M (d) , defined, given d as before and , ∈ R + , as follows
During the execution of the algorithm will be a fixed bound on d and will decrease to zero. Therefore, successive pairs (x/t, y/t) induced by the solutions of the system
will be increasingly closer to (x * , y * ). The fifth, seventh and eighth lines of
do not come from (5) but are there to control the magnitude of x/t ∞ and y/t ∞ . They actually require
Therefore, it may happen that the linear conic system (6) has no solutions even though the system (5) has. The next result shows that for small enough this is not the case. Proof. See Section 5.
We conclude that for sufficiently small the conic system (6) has solutions and that any point (x, y) such that (x, y, 1) is such a solution will be close to (x * , y * ). Therefore, we have our candidate.
We next look at (II). The next proposition provides readily checkable conditions for optimality of a candidate basis and takes into account the effects of floating-point arithmetic. It extends the basic criterion that guarantees optimality when both the primal and dual solutions are feasible. Before stating it, we introduce some notation.
When describing an algorithm, we use expressions to denote variables. To distinguish between the ideal value of the variable (computed without errors) and its actual value (computed with finite precision) we use the notation fl (e.g., x and fl(x)). Also, for ease of notation, we will write
where c is a universal constant (to be described in Section 9). Finally, for a matrix A, we denote by min (A) the smallest singular value of A. 
Proof. See Section 9.
We finally reach (III). There are two things to prove. Firstly, that when becomes small enough the candidate in (I) is the optimal basis. Secondly, that the criterion in (II) is satisfied when given the optimal basis and the machine precision is good enough. These are the contents of the next two propositions. Proof. See Section 9.
A last basic ingredient is needed. The number of iterations of FPPD is a function of the condition C h (M) of its entry M. We therefore need bounds on C h (M (d) ,
). The next result provides such bounds for small enough .
Proof. See Section 7.
The algorithm OB
We can now describe our algorithm for computing optimal basis (the name OB stands for Optimal Basis). We assume without loss of generality that the input triple d has been normalized as described in Section 2.2. Else set := 2 and go to (i).
Proof of the main theorem
Correctness of OB
If algorithm OB halts then it must do so at step (iv). In this case, the algorithm returns a basis B and the computed fl(x * ), fl(s * ) and fl( min ) satisfy 
Complexity of OB
Lemma 1. If (d) > 0 then algorithm OB halts and returns the optimal basis at or before the first iteration satisfying (d).
Proof. Assume the algorithm has not halted before the iteration s.t. (d).
Then, since the successive values of in the algorithm tend to zero, there must be an iteration at which (d).
Therefore, by Proposition 2, the conic system (6) is feasible. Also, by Proposition 6,
) 288m(5m + 2n + 2)(m + n + 1) 4 .
Theorem 2 then ensures that a solution (x, y, t) of (6) will be found in step (ii) within the allowed number of iterations. The algorithm thus proceeds to step (iii) to compute B = B 1 (x). By Proposition 4, B is optimal for d. In addition, by the choice of u set by the algorithm, 
Proposition 7. The number of iterations of the above algorithm is bounded by log(log(K
(d) + 1)) + 1.
Proof. Let
(k) be the value of at the kth iteration. Then , the algorithm halts at the first iteration. Otherwise, the algorithm will halt at the th iteration for the smallest satisfying
otherwise.
Since d 1 we have
which shows that log(log(
This completes the proof.
Proposition 8. The arithmetic complexity (number of arithmetic operations) of OB is bounded by
Proof. Since algorithm OB squares at each iteration and the algorithm halts as soon as (d) we conclude that all values of occurring during the execution satisfy > (d) 2 . Therefore, all values of occurring during the execution of the algorithm satisfy
Using now that each main iteration of FPPD performs O(m + n) 3 arithmetic operations it follows that the number of arithmetic operations performed at each call to FPPD is bounded by
The statement's bound now trivially follows from Proposition 7. 16 ) .
Proposition 9. The finest precision required by OB is bounded by
1 O((m + n + 1) 26 K(d)
Proof. The machine precision is reset in two different places at each iteration in algorithm OB.
On the one hand, it is reset (several times) during the call to FPPD. On the other hand, it is reset in step (iii). Using Theorem 2, Proposition 6 and the inequality < (n + 1)K(d) 2 we deduce that the finest precision required at each call of FPPD is 1 c(m + n) 12 
On the other hand, also since < (n + 1)K(d) 2 during the whole execution of the algorithm, the precision u set in (iii) satisfies 16 ) .
Some properties of K(d)
A key property of K(d) is a characterization of (d) in terms of distances to singularity of square matrices. For any m by m matrix S, and p, q ∈ {1, 2, ∞}, we denote The following has been proved in [4] (cf. Theorem 3 therein).
Theorem 3. If d is feasible well-posed then
(d) = min S∈S ∞1 (S).
Corollary 2. Let d be feasible well-posed and B be the optimal basis for d. Then (A B ) mK(d).
Proof. 
and 
Proof. Let i ∈ B be fixed. It is easy to see that
where the second equality follows from the characterization A 1∞ = max i,j |a ij |.
A first consequence of Proposition 10 is Proposition 2.
Proof of Proposition 2. Since x
it follows that (x * , y * , 1) is a solution of (6).
Recall, we denote by F p and F d the primal and dual feasible sets respectively, i.e.,
The next result gives a lower bound on changes in the objective function with respect to changes in either the primal or dual solution.
Theorem 4. Let d = (A, b, c) be a feasible well-posed triple.
(i) Let (y * , s * ) be the optimal solution of the dual. Then, for any (y, s)
(ii) Let x * be the optimal solution of the primal. Then, for any x ∈ F p ,
Proof. (i) Assume y = y * as otherwise there is nothing to prove. Let v ∈ {−1, 0, 1} m be such that v 1 = 1 and v T (y − y * ) = y − y * ∞ . Now put 
(ii) The argument is similar to that in (i). Assume x = x * as otherwise there is nothing to prove. Let u ∈ R n be such that u 1 = 1 and
Note that (c + c) T (x − x * ) = 0, i.e., both x * and x have the same objective value for the triple (A, b, c + c) . Thus the unique optimal basis for (A, b, c) can no longer be a unique optimal basis for (A, b, c + c). Hence
Proof of Proposition 4 Proposition 11. Let
Then B 1 (x) and B 2 (s) are the optimal basis for d.
That is, x and (y, s) are feasible points for the primal and the dual for the triple d + d. Let x * and (y * , s * ) be the primal and dual optimal solutions of this triple. By weak duality,
,
In addition, since
Therefore, if B denotes the optimal basis for d then, by the definition of , B is also an optimal basis for the triple d
We now use Theorem 4 to obtain = 0. Now let j 2 ∈ B\B 1 (x). By Proposition 10,
The proof for B 2 is similar. Assume B 2 (s) = B and let j 1 ∈ B 2 (s)\B. Since y * is an optimal solution for the triple d + d and j 1 ∈ B, we have s * 
x, s 0. Therefore,
In addition, since Proof. Let x be the vector obtained by replacing all the negative entries of x by 0s, and s = c +
Proof of Proposition 6
Let x * and y * be the optimal solutions of the primal and dual, respectively. Then In addition, by Proposition 10,
It follows that M . Then, for j = 1, 2, . . . , 5m + 2n + 2, 2(5m + 2n + 2)(m + n + 1). Therefore,
288m(5m + 2n + 2)(m + n + 1) 4 .
Floating-point numbers, floating-point arithmetic
In this section, we recall the basics of a floating-point arithmetic which idealizes the usual IEEE standard arithmetic. This system is defined by a set F ⊂ R containing 0 (the floating-point numbers), a transformation r : R → F (the rounding map) and a constant u ∈ R (the round-off unit) satisfying 0 < u < 1. The properties we require for such a system are the following:
(i) For any x ∈ F, r(x) = x. In particular r(0) = 0.
(ii) For any x ∈ R, r(x) = x(1 + ) with | | u.
We also define on F arithmetic operations following the classical scheme
for any x, y ∈ F and • ∈ {+, −, ×, /} so that
The following is an immediate consequence of property (ii) above.
Proposition 13.
For any x, y ∈ F we have
Fundamental Example. The classical floating-point numbers satisfy all these properties (see [22, 11] ). Let us recall their definition. Let , t ∈ N be given with 2 (the base) and t 1 (the precision). The floating-point number set F is given by the numbers with the form
with e ∈ Z, d i ∈ {0, 1, . . . , − 1} and d 1 = 0. The rounding map r associates to any x ∈ R the element of F nearest to x (or one of them when x is equidistant from two floating point numbers). We may take here
This is a consequence of the distribution of floating-point numbers: in the interval [ e , e+1 ] they are equally spaced with space 2 e u. Thus, for x ∈ [ e , e+1 ], the distance between x and r(x) is at most 2 e u/2 |x|u and property (ii) above holds.
Remark 4.
In "real life floating-point arithmetic" a limitation is given on the exponent, e min e e max , and consequently there are a smallest and a largest positive floating-point numbers min F and max F , respectively. Associated to these numbers are the concepts of underflow and overflow. To avoid the difficulties associated to under and overflow we take, as an admissible exponent, any integer e ∈ Z.
When computing an arithmetic expression q with a round-off algorithm, errors will accumulate and we will obtain another quantity which we will denote by fl(q). We will also write Error (q) = |q − fl(q)|. To analyze the way round-off errors accumulate during a computation the quantities
for k 1 naturally occur. In these analysis, a real number bounded in absolute value by k is denoted by k . That is, k is any real number satisfying |t k | k . Main properties of k and k are given in [11, Chapter 3] . Note that, by Proposition 13, x •y = (x • y)(1 + 1 ) for all arithmetic operations.
An instance of round-off analysis which will be useful in the sequel is given in the next proposition whose proof can be found in [11, Section 3.1].
Proposition 14.
There is a round-off algorithm which, with input x, y ∈ R n , computes the dot product of x and y. The computed value fl( x, y ) satisfies fl( x, y ) = x, y + log 2 n +1 |x|, |y|
Note that due to the choice of u in the algorithm (i.e., u = (64cm 5.5 3 ) −1 ) we have 
We will use these inequalities repeatedly in the next section.
Proof of Propositions 3 and 5
In this section, we will write H to denote H 22 Let fl( min ) be the smallest singular value of A B computed via a QR factorization. Then (see [10, 11] We note here that the hypothesis of Proposition 3 implies 8u * 1 (i.e., (u * ) 1/3 1 2 ) and thus
We will repeatedly use these inequalities.
Proof of Proposition 3
Proposition 3 follows from Lemmas 3 and 4 below. Proof. Note that fl( min ) is the distance from (A B + A B ) to singularity (w.r.t. the norm 22 ). Since, by (9) , A B u * the distance from A B to singularity is at least fl( min ) − u * , i.e.,
4 (u * ) 1/3 . Using the same argument one can show that which implies
Now note that
the second inequality using (9) and c B 1, and the last using (10).
Let j n and a j the jth column of A. By Proposition 14,
the third inequality due to the fact that, since d is normalized, a j 1, the fifth by (8) and the last by (10) . where we used again (8) and (10) . Assume B is not dual feasible. Then, s < 0 for some ∈ B. But, by hypothesis, min j ∈B fl(s j ) 2(u * ) 1/3 . Therefore, |s − fl(s )| > 2(u * ) 1/3 in contradiction with the above. The rest of the proof is as in Lemma 3.
Proof of Proposition 5
Since K(d) 
in contradiction with the above. The inequality for min j ∈B fl(s j ) is proved similarly.
Proof of Proposition 1
The equality in the primal case is easy. It follows from the fact that .
