In this paper, we investigate the stability of patterns embedded as the associative memory distributed on the complex-valued Hopfield neural network, in which the neuron states are encoded by the phase values on a unit circle of complex plane. As learning schemes for embedding patterns onto the network, projection rule and iterative learning rule are formally expanded to the complex-valued case. The retrieval of patterns embedded by iterative learning rule is demonstrated and the stability for embedded patterns is quantitatively investigated.
Introduction
Complex-valued neural networks (CVNNs) are neural networks of which neuronal parameters, such as input, output, and connection weights, are encoded by complex values. Various types of CVNNs have been extensively investigated [1, 2, 3] . One of the advantages in CVNNs is that they can treat two-dimensional signal as a single entity, e.g. amplitude and phase of signals and twodimensional coordinates. Hence CVNNs can be naturally applied to engineering problems, such as land-mine detection based on radar wave [4] and equalization for communication channels [5] .
Complex-valued multistate neural network is a type of CVNNs where the state of a neuron is represented by a distinct point on a unit circle, i.e. a phase value, in a complex plane [6, 7, 8, 9, 10] . This network can be used as an associative memory because some discrete values such as pixel values in an image can be mapped to the phase values and updates for neuron's state can be easily conducted. Several types of multistate networks have been proposed and analyzed for both theoretical and experimental approaches.
It is important to develop learning schemes for embedding patterns onto associative memory. There are several schemes for multistate networks [10, 11, 12, 13] . The Hebbian rule is a basic and straightforward scheme for storing patterns, but it keeps a major limitation for the properties of patterns to be stored; patterns must be orthogonal to each other. For practical uses of associative memory, orthogonality is hardly satisfied among all patterns. Projection rule is an improved scheme from the Hebbian rule by projecting non-orthogonal patterns to orthogonal ones [12, 14, 15] . This learning scheme requires to calculate a pseudo-inverse of matrix and its computational cost becomes rather
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Thus an iterative learning rule for complexvalued and quaternionic multistate networks has been proposed and analyzed in [10] . It is an implementation of Projection rule and was firstly proposed for the real-valued Hopfield networks in [16] . By this rule, the connection weights in the network are gradually modified by iterative presentations of stored patterns, instead of the calculation of inverse matrix. The modification of connection weights works so as to enlarge the basin of attractor for the presented pattern in the energy landscape spanned by the connection weights, enabling to the presented pattern being more deeply embedded to the network. Thus this rule could have a flexibility concerning the basins of attractors by controlling the presentation frequencies of stored patterns. For the complex-valued multistate networks, there is only a theoretical analysis in [10] proving that embedding patterns can be successfully conducted by this scheme, but none of experimental results by using real or artificially generated patterns have been found. This paper explores the stabilities of patterns embedded on the multistate neural networks by the iterative learning rule through comparisons with Projection rule (a short version of this paper was presented in [17] ). Embedding and retrieving patterns are demonstrated by using gray-scaled images, and the stabilities of embedded patterns with these rules are evaluated by using the randomly generated patterns with several resolution of a neuron state.
This paper is organized as follows. Section 2 describes the fundamentals of complex-valued multistate network and its learning rules. Experimental results for the stability of embedded patterns are shown in Section 3. This paper concludes in Section 4.
Preliminaries

Complex-valued Multistate Neural Network
We first describe the complex-valued multistate neuron model used in this paper that is also used in [7, 9, 10] . In this model, the state and threshold of a neuron and the connection weights between the neurons are represented by complex values. The output of a neuron is also a complex value, but it is restricted to one of the distinct points on the unit circle in a complex plane. Therefore, the output of this model can only be represented by a phase value. Figure 1 shows an example of output points in a complex plane where the number of phase quantizing delimiter K is 6. We consider a Hopfield neural network with N complex-valued multistate neurons. The action potential h p (t) of a neuron p at a discrete time t is given by
where u q (t) is the state of the neuron q at a time t, and w pq is the connection weight from neuron q to neuron p. The state of neuron p at (t + 1) is determined by
where z 1/2 = e iφ 0 /2 is a fixed threshold value, and φ 0 = 2π/K defines a quantized unit. The function csign(·) is an activation function of a multistate neuron defined as 
The state of a neuron has K quantized levels, called K-stage phase quantizer.
The procedure for updating neuron's state is illustrated in Fig. 2 where K = 6 is adopted. In this procedure, (1) the action potential h p (t) is firstly calculated, (2) this action potential is rotated by z 1/2 , and (3) the updated state of a neuron is determined by csign(·) function.
The stability of the network using this model was proved by showing that the energy function of the network monotonically decreased under the condition |Δϕ| < ϕ 0 /2, where Δϕ is a phase difference between the state at time (t + 1) and the action potential at time t for the neuron undergoing its update. The 
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Figure 2. Procedures for calculation of neuron's state
The stability of the network using this model was proved by showing that the energy function of the network monotonically decreased under the condition |∆φ| < φ 0 /2, where ∆φ is a phase difference between the state at time (t + 1) and the action potential at time t for the neuron undergoing its update. The energy function E is given by
where the connection matrix W = {w pq } is a Hermitian matrix (w pq = w * qp ) with the condition of w rr ≥ 0 (1 ≤ r ≤ N). A proof for this stability is shown in Section A of Appendix.
Condition for Embedding Patterns
In order to introduce the learning schemes into the multistate network, the stability condition for the neurons' states is important. Let 
is satisfied for every neuron p (p = 1, · · · , N). This condition leads to the phase relation
Also, in order to obtain greater stability of the desired memory patterns, a threshold parameter κ is introduced so that the left-hand side of Eq. (8) should be smaller than κ, that is,
For an appropriate κ, the trainable {w pq } in h p should satisfy this condition.
Projection Rule
A straightforward way to embed patterns onto the associative memory networks is the use of Hebbian rule. The Hebbian rule is defined as
where n p is the number of patterns to be embedded. However, there is a major limitation in the Hebbian rule, i.e., it works only when the patterns
for all combination of µ and ν where 1 ≤ µ, ν ≤ n p and µ ̸ = ν. This means that the patterns to be embedded in the network must be orthogonal to each other, though the patterns provided in most cases are non-orthogonal.
Projection rule [14, 15, 12 ] is a learning scheme that can embed non-orthogonal patterns in a network. The key idea of the Projection rule is that non-orthogonal patterns are first projected onto orthogonal ones, and then the Hebbian rule is applied to the projected patterns [10] . Projection is conducted by introducing the matrix {Q µν }, defined as:
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where the connection matrix W = {w pq } is a Hermitian matrix (w pq = w * qp ) with the condition of w rr ≥ 0 (1 ≤ r ≤ N). A proof for this stability is shown in section A of Appendix.
Condition for embedding patterns
ε µ p represents a stable network configuration if
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The weight matrix of the network,w, is calculated byw
where Q −1 is the pseudo inverse matrix of Q. Patterns embedded by this scheme become stable points in the network, as in the case of the Hebbian rule. This can be checked by calculating the action potential of a neuronh p by applying an embedded pattern ε σ as the input to the network:
where δ µ,σ denotes the Kronecker delta function.
Iterative Learning Rule
Iterative learning rule for a complex-valued multistate neural network has been proposed and theoretically analyzed in [10] . This learning rule is a complex-valued extension of the iterative learning for real-valued one in [16] . The connection weight w pq is updated by using the desired memory pattern as
where ε µ * p is the complex conjugate of ε 
Consider the effect of updating the connection weight on the memory pattern state ε µ p . This can be confirmed by setting u q = ε µ q in Eq. (17) as (15). Hence, the memory pattern will be sufficiently stable when the condition described in Eq. (9) is satisfied. The achievement of stability by the iterative applications of Eq. (15) is explicitly shown in Section B of Appendix. Since the modification of the connection weights by Eq. (18) is conducted for a given memory pattern, this rule could have a flexibility for making the basin of attractor for a memory pattern by controlling the presentation frequencies of the memory patterns. 
Image Retrieval from Noisy Input
We first investigate the ability for retrieving the stored patterns from the noisy inputs, in order to ensure that associative memory with the iterative learning rule actually works. Figure 4 shows three stored patterns for this experiment, which are used in [18] . The size of these images are adjusted to complex-valued extension of the iterative learning for real-valued one in [16] . The connection weight w pq is updated by using the desired memory pattern as 
Consider the effect of updating the connection weight on the memory pattern state ε µ p . This can be confirmed by setting u q = ε µ q in Eq. (17) as Hence, the memory pattern will be sufficiently stable when the condition described in Eq. (9) is satisfied. 
Image retrieval from noisy input
We first investigate the ability for retrieving the stored patterns from the noisy inputs, in order to ensure that associative memory with the iterative learning rule actually works. Figure 4 shows three stored patterns for this experiment, which are used in [18] . The size of these images are adjusted to 90 × 90 = 8100 pixels and each pixel value is represented by 5 bits (32 levels).
The number of neurons in the associative memory network is the same as the size of the images, 90 × 90 = 8100 pixels and each pixel value is represented by 5 bits (32 levels).
The number of neurons in the associative memory network is the same as the size of the images, i.e., N = 8100. The resolution factor for the neuron state is also set to the same as the resolution of the pixel value, K = 32. In learning stage, each of the input images are used for modifying the connection weights, in order of the images in Figs. 4(a) , 4(b), and 4(c). The number of iterations is set to 10.
After learning, the test input images are used to the initial configuration of the network, and then the updates of the neuron states are conducted until the configuration of the network converges, i.e. until the states of all neurons in the network do not change by using the Eqs. (1) and (2).
For the test input images to the associative memory, one of these stored patterns with corruption is adopted. The corruption is conducted so that, for each of pixels in the target image, the pixel value is replaced to random value with a certain probability (r n ). Examples of test input images with various r n s are shown in Figure 5 . Higher value of r n results in an image with larger region being corrupted. 
Stability Analysis for Embedded Patterns
We next explore the stabilities of patterns embedded by two learning rules. This is conducted by evaluating retrieval performances for the network from one of stored patterns as its initial state. In this experiment, the embedded patterns are com- updates of the neuron states are conducted until the configuration of the network converges, i.e. until the states of all neurons in the network do not change by using the Eqs. (1) and (2) . For the test input images to the associative memory, one of these stored patterns with corruption is adopted. The corruption is conducted so that, for each of pixels in the target image, the pixel value is replaced to random value with a certain probability (r n ). Examples of test input images with various r n s are shown in Fig. 5 . Higher value of r n results in an image with larger region being corrupted. Figure 6 shows the output configurations of the network for the inputs of For the test input images to the associative memory, one of these stored patterns with corruption is adopted. The corruption is conducted so that, for each of pixels in the target image, the pixel value is replaced to random value with a certain probability (r n ). Examples of test input images with various r n s are shown in Fig. 5 . Higher value of r n results in an image with larger region being corrupted. Figure 6 shows the output configurations of the network for the inputs of Fig. 4(a) , 4(b), and 4(c), respectively. This result shows that the network can retrieve the correct image for the input image with lower r n , thus iterative rule could certainly embed each of the stored patterns with a certain attractors around it. By using other input images that are originated from the images in Figs. 4(b) and 4(c) , similar results can be obtained as shown in Fig. 7. 
Stability analysis for embedded patterns
We next explore the stabilities of patterns embedded by two learning rules. This is conducted by evaluating retrieval performances for the network from one of stored patterns as its initial state. In this experiment, the embedded patterns are composed of ran- The stability of the patterns are checked by the following procedure. First, for given K and M, the stored patterns are prepared and are embedded to the network. In the iterative learning, presenting the stored patterns to the network with 10 iterations is conducted for modifying the connection weights of the network. After the learning, each of the stored patterns is set to the network as its initial configuration, then the updates of the network are conducted for all the neurons in the network. If the configuration of the network does not change, the input pattern (one of the stored patterns) can be stable; otherwise the input pattern cannot be embedded. An embedding process with given parameters is regarded as successful if all the stored patterns are stable. Figure 8 shows the M dependencies of the retrieval For the fixed size of the network, it becomes difficult to embed the larger number of patterns, as in the case of realvalued hopfield networks. Also, the number of patterns to be embedded correctly depends on the resolution K for the neuron state. A neuron with larger value of K should contain much more information for the embedded patterns, and it is equivalent to larger value of M in the network. Thus, increasing M and/or K in the network with small number of neurons will lead to degradation of embedded patterns in the network. For comparison of performance, the The stability of the patterns are checked by the following procedure. First, for given K and M, the stored patterns are prepared and are embedded to the network. In the iterative learning, presenting the stored patterns to the network with 10 iterations is conducted for modifying the connection weights of the network. After the learning, each of the stored patterns is set to the network as its initial configuration, then the updates of the network are conducted for all the neurons in the network. If the configuration of the network does not change, the input pattern (one of the stored patterns) can be stable; otherwise the input pattern cannot be embedded. An embedding process with given parameters is regarded as successful if all the stored patterns are stable. Figure 8 shows the M dependencies of the retrieval success rates with several Ks, in which 100 different sets of patterns are used for each M. For the fixed size of the network, it becomes difficult to embed the larger number of patterns, as in the case of real-valued Hopfield networks. Also, the number of patterns to be embedded correctly depends on the resolution K for the neuron state. A neuron with larger value of K should contain much more information for the embedded patterns, and it is equivalent to larger value of M in the network. Thus, increasing M and/or K in the network with small number of neurons will lead to degradation of embedded patterns in the network. For comparison of performance, the M dependence of the retrieval success rates obtained by projection rule is shown in Figure 9 . Similar tendencies to the results obtained by iterative learning rule are shown though overall capacities of patterns in the network are much higher. Figure 8 . M dependencies of the retrieval success rates by iterative learning Figure 9 . M dependencies of the retrieval success rates by Projection rule
The computational costs for the projection rule and iterative learning rule are discussed. Most of the computation on the projection rule is devoted to the creation of the weight matrix (Eq. (13)), thus the number of neurons (N) becomes a major parameter determining the computational time. Figure  10 For the fixed size of the network, it becomes difficult to embed the larger number of patterns, as in the case of realvalued hopfield networks. Also, the number of patterns to be embedded correctly depends on the resolution K for the neuron state. A neuron with larger value of K should contain much more information for the embedded patterns, and it is equivalent to larger value of M in the network. Thus, increasing M and/or K in the network with small number of neurons will lead to degradation of embedded patterns in the network. For comparison of performance, the M dependence of the retrieval success rates obtained by projection rule is shown in Fig. 9 . Similar tendencies to the results obtained by iterative learning rule are shown though overall capacities of patterns in the network are much higher.
The computational costs for the projection rule 2 where a is a parameter depending on the number of memory patterns M. In the iterative learning, computational cost is affected by the numbers of iterations, neurons, and patterns. The computational time, with various Ms and 10 iterations, with respect to the number of neurons is shown in Fig. 10(b) . Computational time can also be approximated as aN 2 , though overall computational costs for the iterative learning are relatively low. 
Stability of embedded patterns by iterative learning rule
In the previous section, we show some comparisons of iterative learning rule and projection rule from the viewpoint of retrieval performances by setting one of stored patterns as an initial state of the network. Performance differences arise due to the stability in the embedding processes by these learning schemes.
In this section, we investigate the stabilities on the patterns embedded by the iterative learning in more detail, through an analysis on the evolutionary process of weight connections in learning.
We have already discussed the stability of the memory patterns in Section 2.2 by using the phase relation (Eqs. (7) and (8)). Thus, it is useful to adopt the phase difference between the action potential of a neuron and a memory state for the corresponding neuron, in order to evaluate the stability of an embedded pattern. A phase difference d µ p for the p-th neuron in the µ-th pattern at the t-th iteration in learning is defined as 
Stability of Embedded Patterns by Iterative Learning Rule
In the previous Section, we show some comparisons of iterative learning rule and projection rule from the viewpoint of retrieval performances by setting one of stored patterns as an initial state of the network. Performance differences arise due to the stability in the embedding processes by these learning schemes. In this Section, we investigate the stabilities on the patterns embedded by the iterative learning in more detail, through an analysis on the evolutionary process of weight connections in learning.
We have already discussed the stability of the memory patterns in Section 2.2 by using the phase relation (Eqs. (7) and (8)). Thus, it is useful to adopt the phase difference between the action potential of a neuron and a memory state for the corresponding neuron, in order to evaluate the stability of an embedded pattern. A phase difference d µ p for the pth neuron in the µ-th pattern at the t-th iteration in learning is defined as
Thus the basic stability condition is d µ p < φ 0 /2. The average of d µ p (t) for all neurons is denoted as d µ (t). We introduce a procedure for embedding the memory patterns by iterative learning. In the first iteration in embedding patterns, each of the memory patterns is prepared and the connection weights are updated by this pattern according to
where α is a real-valued parameter. When α = 1.0, this updating scheme corresponds to the original updating scheme (Eq. (15) The following conditions are used for the experiments. The numbers of neurons and memory patterns are N = 100 and M = 15, respectively, and the resolution factor K is set to 4 (thus φ 0 /2 = 0.7854). Each element of the memory patterns is randomly generated. Iterative learning with α = 0.1 in Eq. (20) and projection rule are used for embedding the memory patterns, and the performances of these schemes are evaluated. As in the experiment in the previous Section, all patterns are embedded to the network and then each of the patterns is set to the initial state of the network. If the configuration of the network do not change from the initial configuration, this pattern is stably embedded. Retrieval is regarded as successful if all the patterns are stably embedded.
First we show the evolutions of the averaged phase differences by iterative learning. Table 1 shows an example of averaged phases for the first six iterations of learning. In this table there are the averaged phase differences for only four patterns (µ = 2, 4, 5, 14) that are involved in the iterations of learning. At the first iteration of learning there are two neurons that do not satisfy the condition d 
t).
We introduce a procedure for embedding the memory patterns by iterative learning. In the first iteration in embedding patterns, each of the memory patterns is prepared and the connection weights are updated by this pattern according to
where α is a real-valued parameter. When α = 1.0, this updating scheme corresponds to the original updating scheme (Eq. (15)). Then, d µ p is calculated for 8 the second iteration, only the 14-th pattern is used for updating the connection weights. As a result, the averaged phase difference for this pattern actually decreased but the phase differences for the other patterns slightly increased. At the third iteration, the second pattern is involved in learning and then the phase difference for this pattern decreased, by the reason that some phase differences with respect to the second pattern exceed to the threshold φ 0 /2. Similar process is conducted at the each subsequent iteration in learning. The averaged differences gradually decreases according to the iterations, though sometimes they slightly increase.
As described above, strengthening the embed for a particular pattern often results in weakening the other patterns, though embedding all patterns is still possible. Figure 11 shows an example of changes of retrieval success rate with respect to the iteration in learning. The success rate increases according to the iterations of learning and sometimes fluctuates by strengthening and weakening the stored patterns by learning. At the 66-th iteration, all the patterns could be retrieved thus embedded. The averaged phase differences for the network with 66-th iteration in learning are shown in Figure 12 . The results for the network in which the patterns are embedded by projection rule are also shown in this figure. The phase differences by projection rule are much smaller than those by iterative learning rule, thus the patterns are better embedded by projection rule. This result would reflect the possible number of embedded patterns, shown in Figs. 8 and 9.
The parameters for embedding patterns, such as the number of memory patterns M and the resolution factor K, impact the process of embedding, i.e., the evolution of the retrieval success rate. Figure 13 shows the retrieval success rates with respect to the learning iterations in the case of M = 20 and K = 4 and in the case of M = 15 and K = 6. Increase of K or M makes difficult to embed patterns in the iterative learning rule, as suggested in Figure 8 . fourth, and fifth iteration of learning, the 14-th, the second, the fo are involved in learning. network with their attractors, and the capability for embedding depends on the number of patterns and the resolution for representing neuron states. The stability of embedded patterns have also been explored through measuring the phase differences on presenting the memory patterns to the trained networks.
Though the computational cost for iterative learning rule is much lower than that of projection rule, the capability of iterative learning rule is not high as projection rule, as indicated in the experimental results. One of our future researches directs to de- [19, 20, 21] ues are avai 10 Table 1 : An example of evolutions for the averaged phase differences according to the iterations by iterative learning rule. At the first iteration of learning, all the patterns are involved in learning. At the second, third, fourth, and fifth iteration of learning, the 14-th, the second, the fourth, and the fifth patterns, respectively, are involved in learning. network with their attractors, and the capability for embedding depends on the number of patterns and the resolution for representing neuron states. The stability of embedded patterns have also been explored through measuring the phase differences on presenting the memory patterns to the trained networks.
Though the computational cost for iterative learning rule is much lower than that of projection rule, the capability of iterative learning rule is not high as projection rule, as indicated in the experimental results. One of our future researches directs to de- veloping improvement schemes for the learning capability by iterative learning rule. This could be realized by incorporating a more sophisticated control of updating the connection weights in the network. Analyzing other types of learning schemes, such as the scheme in [11], will be necessary. The analysis of this learning scheme for higher dimensional associative memory is also a challenging problem, such as for quaternionic multistate hopfield neural networks [19, 20, 21] in which two or three kinds of phase values are available for representing neuron's state. Table 1 . An example of evolutions for the averaged phase differences according to the iterations by iterative learning rule. At the first iteration of learning, all the patterns are involved in learning. At the second, third, fourth, and fifth iteration of learning, the 14-th, the second, the fourth, and the fifth patterns, respectively, are involved in learning. 
Conclusion
In this paper, the stabilities of embedded patterns are investigated in the complex-valued associative memory. The associative memory is based on complex-valued multistate Hopfield neural network, and iterative learning rule and projection rule are adopted for embedding patterns. The experimental results show that the patterns can be certainly embedded in the network with their attractors, and the capability for embedding depends on the number of patterns and the resolution for representing neuron states. The stability of embedded patterns have also been explored through measuring the phase differences on presenting the memory patterns to the trained networks.
Though the computational cost for iterative learning rule is much lower than that of projection rule, the capability of iterative learning rule is not high as projection rule, as indicated in the experimental results. One of our future researches directs to developing improvement schemes for the learning capability by iterative learning rule. This could be realized by incorporating a more sophisticated control of updating the connection weights in the network. Analyzing other types of learning schemes, such as the scheme in [11], will be necessary. The analysis of this learning scheme for higher dimensional associative memory is also a challenging problem, such as for quaternionic multistate Hopfield neural networks [19, 20, 21] 
A Proof for the Stability of the Network
This Section describes a proof for the stability of the network, i.e., the network state with an initial configuration always converges to one of the local minima. This can be shown by monotonically decrease of the energy defined in Eq.(4) under the following conditions: W = {w pq } being a Hermitian matrix (w pq = w * pq ), selfconnections of the network take real and non-negative values (w rr ≥ 0), and a phase difference in neuron state's update is not large such as |∆φ| < φ 0 .
The first stage of the proof is to explicitly write the contribution of a neuron to the whole of energy in the network with N neurons. Let E r (t) be a contribution of neuron r at the time t to the energy. This can be written as 
Let us assume that this neuron r updates its state. The contribution E r (t + 1) is then described as 
