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計算可能性の基礎についての論理的考察
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じ め に
論理的な証明が機械的かつ実効的なものであることは望ましいことである。よく知られているよ
うに,古典命題論理はその定理性を決定する手続きを持つ (論理式φがn個の原子文とm個の部分
文から成るならば,m。2n個の調査項目を持つ真理表が描ける)。 実効性=エフェクテイヴネス
(effeciveness)の概念の必要性は,記号言語の体系という問題場面で論理の研究に登場する。記号
列が構文論的に正しく文を形成しているかどうか,をテストするためのアルゴリズムが存在するこ
とは,構文論を定式化するための必要不可欠の条件である。こうして,決定可能な構文論によつて
形式言語の研究をすることが一般に認められるやり方になった0。 言い換えると,形式的な言語研
究において,計算または計算可能性の要素の重要さが認識されるようになった。
アルゴリズムの探究は論理や数学を機械的規則による記述とみなす形式主義によつても動機づけ
られている。その歴史的な先駆者は,算術の決定方法を求めたヒルベルトである。彼は「命題pが
算術Zで証明可能である」ということがエフェクテイヴに決定される方法を求めた。この問題提起
はゲーデルの不完全性の結果を生み出すとともに,アルゴリズムの概念を正確に論理的に定式化し
ようとする1930年代におけるさまざまな提案へと導いた。そして,提案されたアルゴリズムの定式
化が実質的に同等であることが半J明することによつて,アルゴリズムと計算可能性の概念が安定し
たものであることが信じられるようになった。
小論の目的は,このような言語,論理,数学の基礎に関わるアルゴリズムと計算可能性の基本概
念の発展過程を追跡し,その論理的な含意を考察することである。まず,アルゴリズムの基本的事
例としてチューリング機械を取り上げ,その発想と基本的メカニズムを考察する (§ 1)。続いて,
計算ステップの最大数を予め予浪1できる計算可能な関数としての原始帰納的関数を考察し (§2),
さらにそれを越えるアルゴリズムの表現としての帰納的部分関数の検討に進む。最後にゲーデルの
敏博
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定理や各種の決定問題へのこれらの成果の応用を考察し,アルゴリズムの理論としての帰納理論の
諸問題を展望する。
§1.発想と動機
大飛昂象ε禁を言雹iケ子手黒云些譲独な終埴告許な!濯dli桑″藤農亀橿春撃糸2ち竪盈ぽ移1暴
ある。これらのアルゴリズムには三つの特徴がある :
(1)手続きが終了するとき,求められている事を当のアルゴリズムが実行していることの証明が
与えられる。ユークリッドの互除法は,任意の自然数の対に対して常にそれらの最大公約数を
与える。そして,そのことは証明できる。
(2)手続きは,明確な指令によつて,有限的な操作で機械的に実行できる。操作の実行にあたつ
て,単純な記号操作以外に洞察や経験による勘といったものは必要ではない。
(3)手続きは,有限回のステップを経た後に必ず終了する。
われわれはこれらのアルゴリズムの本質を,A.チューリングが考案した理論上の計算機である
テューリング機械 ⑭によつて実感することから始める。チューリング機械は,有限個の内部状態
ql,…,qnを持ち,読み取りと書き込みの装置と,それらを記録し記憶する (可能的に無限に長V )ヽ
テープを備えた抽象的機械と考えることができる。そのテープは四角のマスロに分割され,機械は
一時に1マスだけ左または右方向に移動できる。機械はマスロ上に書かれた有限個の記号 I Sl,・・。,
Snを読み取り,かつ印字する, とわれわれは仮定する。機械の動作はきわめて局所的であり,次
の形の指令に従つて動く:「状態qiで記号Sjを読み取つたとき,記号Skを書き込み,状態qhと
なり左または右に移れ」。われわれはこの指令を記号列 qi sj sk qh x で表現する (ここ
でXはL=左,またはR=右である)。 適宜,いくつかの規約を定めることによつて0,機械をス
ムーズにコントロールできる。さてこれから,このチューリング機械による計算のいくつかの具体
例を観察する。
1.1 回文判定
まず,与えられた記号列が回文であるかどうかを判定するチューリング機械を考える。機械は,
終端記号をチェックしながら左右に走ることになる。両終端記号が同一ならばそれらを消し,次の
記号に進む。回文を発見したとき,機械はすべての記号を消すかまたはただ一つの非空自のマスロ
を残して停止すると規約する。こうして,回文であるか否か,YESかNOかの解答をわれわれは得
ることになる。いま,簡単のため,与えられる記号はa, bぉよびB(「空白」のマスロを表す)
とする。テープは最初, ・・・BBaababaaBB・・・という形をしているとする。機械は
最初の内部状態q。において左端の記号aを読み取ることから開始する。これを以下のように図示
する :
・・・BaababaaB・・・
qO
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さて,第一の記号がaでぁることを記憶しながら,機械は右に一マス動いてqaの状態になる (添
え字のaが現在の記号列の先頭記号がaでぁることを記憶することになる)。 右方向へさらに移動
し続け,最初にB(=空白 Blank)イこ出会うとき,与えられた記号列を右方向に通り過ぎたことが
わかる。そこで左ヘーマス戻り,一つ前の記号 (つまり当該記号列の最後の記号)がaでぁるか否
かを, qaの言己憶を頼りにチェックする。
ここまでに必要な指令は次のものである :
qo aaqa R :状態qOでaを読むとき,そのままで状態qaとなり右に1マス移れ ;
qa aaqa R :状態qaでaを読むとき,そのままで状態qaとなり右に1マス移れ ;
qa bbqa R I状態qaでbを読むとき,そのままで状態qaとなり右に1マス移れ ;
qa BBql L :状態qaでBを読むとき,そのままで状態qlとなり左に1マス移れ ;
ql aBq2 L :状態qlでaを読むとき, aを消して状態q2となり左に1マス移れ。
これから機械は記号列の先頭に戻ることになる。そこまでのテープの変化を,テー プの非空白部分
と状態記号による一連の状況記述 (state descriptions)として図示する。
BaababaaB→BaababaaB→BaababaaB→ "・
qO                 qa                 qa
BaababaaB→BaababaaB→BaababaBB→ "・
qa           ql           Q2
BaababaB
q2
機械は再び記号列の先頭に行き,最初の記号を消す。そして次の記号に応じて同様の手続きを繰 り
返す。そこで,上の指令以外に必要な指令は次のものである :
記号列の先頭に移れ
q2aaq2 L
q2bbq2 L
q2BBqa R
先頭の言己号を消し,次回の記号列の先頭に移れ
引[:i:::|:
QO bbqb R
qb bbqb R
qb aaqb R
qb BBq4 L
q4bBq2 L
機械は計算を続行 した後0,BBBとなったところで停止する。なぜなら,“Q3B"で始まるい
q3
かなる指令も無いからである。このとき,テー プは空白であるから,与えられた記号列は回文であ
った。もし回文でなければ,機械は先頭記号がaかbに応じて状態qlまたはq4で,記号列の右終
端記号を眺めたままで停止し,空自でないテープが残る。
こうして,チューリング機械の「計算」とは一連の状況記述で表現される手続きであり,それは
指令の集合によって実行される。従って,チューリング機械そのものを指令の集合と考えることが
できる。一一尚,以後,状況記述の表現において,眺めている記号の直前に状態記号を書く。
記号bを見たら,右に移動して
最後の記号をチェックせよ
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1.2 いくつかの算術的演算
次に,以下の節で原始帰納的関数または帰納的関数として分類することになるいくつかの算術的
演算を計算するチューリング機械を考える。ここでの目的は,直観的な機械的計算の具体化である
チューリング機械による計算によつて,算術に現れる基本的計算がどのように実行されるかを見る
ことである。ここで取り扱う計算の対象は0を含む自然数である。そこで,通常の規約に従い, n
+1個の縦棒 “ "によって自然数nを表現する。自然数のペアは一個の空白マスで隔てられた,
縦棒から成る二つの列によつて表現される。またn+1個の縦棒をnで表す。さらにアウトプット
を読む規約として,「機械が停止したときの縦棒の個数そのものを当のアウトプット, つまり計算
結果とする」ということを定める。
1.2.1 同一性関数 Qdenity funcion)if(X)=X
上の規約により,縦棒を一個消せばよい。よって,指令はqOI BqO Lとなる。計算は,
BQO III・・・IB→qo BBII…。IB
のようになる。
1.2.2 後者関数 (successor function)if(X)=X+1
これは「何もしない」ということに等しい (上の規約による)。 それゆえ,機械は次のダミーの
指令を与えるだけでよい:qo BBqO R。機械はスタートと同時に停止する。
1.2.3 加 法 (add?on):f(X,y)=X+y
二本の縦棒を消さねばならない。最初の縦棒の列が一本の場合 (0+nの計算)を考慮して,最
初の |を消して状態qlとなり,右に進んで最初の |を消して停止すればよい。よって,指令は,
qO I Bql R
q二 十Bq2 R
qI BBql R
となる。2+1=3の計算例を次に示す :
qO IIIBII→ql llBII→Bq2 1BII・
また, 0+2=2の計算例は次のようになる :
q。 IBIII→Bql BIII→BBqュ|||→BBBq2 11・
1.2.4 減 法 (subtraction):f(X,y)=X―y
X―yはここではX≧yのときのみ定義されるので,部分関数である。Xとyから交互に |を一
本ずつ消し, yがxより先に尽きれば機械は停止する。指令は次のようになる :
:後の |を消し,マー カー “a"を書け ;
|うまで左に動け。出会ったら,それを消して再び
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会うまで右に動け。出会ったら,aの左の |を消せ。
例えば,Bq。||IBIIBから出発するとき,機械はいくつかの計算ステップを経た後 ①,
BIBBq2 BaaBで停止する (2-1=1の計算例)。 もしXがyょり先に尽きてしまうなら
ば,(★)によつて,機械は左に移動し続け,決して停止しない。つまり, X<yに対 して, アウ
トプットは無い。
1.2.5 射影関数 (prttection fllnction)
機械は最初の |の列から始めて, i tt i
l番目の列からも一本の |を消す ①。
:U i(XO,・・・,Xn)=Xi(0≦≦n)
であるj+1番目の列のすべての棒を消 し,さらにi十
ここで,われわれは,テー プの非空白の有限部分の左右の終端をそれぞれ表す終端記号 (例えば
$1と$2)を導入できるものとする。そして, $I下$2のような状況記述から出発する計算を一種
の予備計算として実行することができるものとする。(引き続き,自然数nを表示するn+1本の
縦棒 |の列を下で表す。)
1.2.6 代 入 (subsituion)
チューリング機械MlとM2がそれぞれ関数 fとgの計算を実行すると仮定する。そのとき,いか
にしてわれわれは,チューリング機械によつて,関数 :
h(X)=f(g(x))
を計算させるかを考えなければならない。MlとM2の状態の集合は互いに素だとする。ポイントは,
インプットXに対するM2の計算において,M2が停止するときM2を終端状態Qtへと動かす余分
の指令を追加することである。ついで,縦棒を一つにまとめて,機械がMIの初期状態で最左端の
|を眺めるようにさせればよい。よって,われわれは機械Ml,M2に次のような演算を実行させる
指令を作ればよい :
(1)M2と同じ計算を実行するが,終端記号の間で行うような機械M2イに変換する。
(2)さらにM2′を,すべての |を一まとめにして |の最左端を眺めて終端状態qtで停止する機
械M2″へと変換する。
(3)MIの内部状態 qO,。・.,qmを,状態Qt,…, q tttmへと数え直し,その結果生じる機械を
M1/とする。
こうしてできる M2′′とMl′が結合することにより,関数hに対して要求される機械が定義され
る。
1.2.7 原始帰納 (primitive recursion)
新しいアルゴリズムを定義する基本的テクニックの一つが原始帰納の方法である。ここでは,パ
ラメータのない単純なケースを考察する。もしgが与えられたアルゴリズム (かつ全体関数)なら
ば,以下の図式で定義される関数 fも同様のアルゴリズムを与える :
匠:|ユ羊▼|=g(f(x)ll」;自然数)
われわれは, nとxをテープ上に,例えば, $1下$2マ$3の形で用意する。次に,7から|を
一本消す。それにより, $2と$3の間に何も残らないならば,そのとき,われわれはnの棒を一本
消して停止する。そうでなければ,テー プの内容を$1下BI$2X~1$3下BIに変換して, $a
の右側に対してMl(gを計算する機械)を適用する。そこから生じる縦棒はまとめられて,
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$1下BI$2X~1$3面(ここでm=f(1))となる。次に,下を冨で置き換える。それから,
$2と$3の間の縦棒をさらにもう一本消す。もしそこに何も残っていないならば$1と$2の間の棒
を二本消し,かつ$2の右にある棒をすべて消して,その後に停止する。もしそうでなければ,そ
のとき$2の直ぐ左にもう一本棒を追加して,テー プ内容を $1面BII$2X~2$3冨BIIに
変換して,同じ動作を繰り返す。機械は, X個のステップの後に, f(X)イ固の縦棒をテープ上に
残して停止する。余分なパラメータの付加は,テー プ上に便宜上,パラメータを蓄えておくという
問題にすぎなくなる。
1.2.8 非有界の最小化 (unbOunded minimalization)
いま,全体関数g(x,y)を計算するチューリング機械Mが存在すると仮定する。このとき,与
えられた任意のyに対して, g(X,y)=0となるような最小のXを探す機械MIを見出すことがで
きるだろうか?本質的にわれわれは,連続的にg(0,y), g(1,y), g(2,y),…を計算して,ア
ウトプット0が生み出されるや停止する機械を求めている。よって,次のようにすればよい :
(1)…B$11B了$2$3B…という形のテープ状況から出発して,最初の |を読む ;
(2)$1と$2の間の記号列を$2と$3の間にコピーする ;
(3)Mを$2と$3の間の記号列に働かせる ;
(4)$2と$3の間に|が残つているかどうか (つまりg(x,y)=0かどうか)をテストする指
令を追加し,もし残つていなければyを消し,さらに$ェの右の |を一本消して停止する。も
し$2と$3の間に|が残つていれば, $Bから左へ移動しながら$2と$3の間の |をすべて消
して,更に左に移動し, $1の右に|を一本追加する。
(5)(2)を繰り返す。
明らかに, もしこの新しい機械Mlが停止すれば,テー プ内容は望ましいものを生み出している。
しかし,機械は,望ましいアウトプットが生み出されるか不明なままで計算し続ける可台μ性がある。
つまり,非有界の最小化の演算は,通常のアルゴリズムの領域を越える。
1.3 万能チューリング機械
チューリング機械 (の族)が持つ著しい特徴の一つは,あらゆるチューリング機械を模倣する
「親」の機械 (いわゆる万能機械universtt mach?e)が存在することである。これは,すでにチュ
ーリング自身が彼のオリジナルの論文で扱っている主題である③。これは大雑把には次のようなこ
とである:もしチューリング機械Mのすべての指令とすべてのインプットが与えられたならば,M
の計算を模倣して同じアウトプットを生み出すチューリング機械が存在する。
このシミュレー ションの過程を加法の機械 (1,2.3節)の単純なケースで素描する。テープ上に,
指令と,適切な記号で分離されたテープ状況が次のように印刷されているとする (0+1=1の計
算):
$l qOI Bql R*qll Bq2 R*qI BBql R$彦qOI B I I$3
加法機械の状況と機械の記号表現およびRとLが新しい機械に対する記号として働いている, とい
うことが重要である。さて,機械をスタートさせ, $2の右 記号を読ませ, さらに1マス右に動
いて “qOI"を記憶させる (内部状態として蓄える)。 それから, $2の左 ペアの “q。|"を求
めて左に移動する。ペアが見つかれば,右の3個の記号 “B QlR"を再び記憶する。右に動いて,
$2の後に続く“q。|"を“B ql"で置き換える。そして,機械は同様の手続きを繰り返す。こう
して,機械は元の加法の計算過程を模倣する・°。
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いわゆる万能チューリング機械 (universal Turing machine)に関する定理が次のよう 定式化
できる :
各チューリング機械Mに対して,コー ド化されたMの指令の列とXとから成るインプット
が提示されたとき,インプットXに対するMの計算を模倣できるようなチューリング機械
Uが存在する。
この定理の帰結を考えよう。機械Mのコード化された指令の列eをMのインデックスと呼び,イン
プットXに対するMのアウトプットをφe(x)で表す。明らかに,万能チューリング機械Uはそ
れ自身のインデックスを持っている。あるコーディングによつて, Uは任意のチューリング機械
(のインデックス)|こ働 くことができるが,特に自分自身に働きかけることができる。 これはある
種の自己言及 (self―rettrence)であり, 自己適用 (self―application)である。
チューリング機械はアルゴリズミックに動く。すなわち,インプットが与えられたとき,十分に
決定されたステップの列をエフェクテイヴに実行し,停止するとき一定のアウトプットを生み出す。
よって,チューリング機械は決定手続きのモデルとなる。ある問いに対して,YESかNOかの解答
を要求する問題は決定問題と呼ばれる。そこで,例えば,YESのときにアウトプット1をNOのと
きアウトプット0を産出するようなチューリング機械を設計することで,解答を機械的に引き出す
手続きをチューリング機械に実行させることができる。一つの問題に対して, 1または0の解答を
生み出すチューリング機械が存在するとき,その問題は決定可能な問題と呼ばれる。それでは,決
定不可能な問題が存在するか?ある意味では,これはトリヴイアルにYESである。というのは,
(以下で考察する)コー ド化の方法によつて,この種の問題は,自然数nが自然数全体の集合の部
分集合Xの要素であるかどうか (n∈X⊆10,1,2,…|)に掛かっている。ところが,チューリング
機械のインデックスは可算無限イ固しかない,すなわちチューリング機械は可算無限イ固しかないのに
対して,そのようなXは非可算無限個存在するからである。
そこで,問いを限定して,チューリングの停止問題■'と呼ばれる問題を考える。それは次の問い
である :
インプット (e, X)に対して, もしインデックスeとインプットXを持つチューリング
機械が停止すればアウトプット1を生み出し,停止しなければアウトプット0を生み出す
ようなチューリング機械が存在するか?
これに対しては,次のようなカントー ルの対角線論法によって否定的な解答が与えられる。まず,
求められた能力をもった,インデックスeOを持つ停止判定機械MOが存在すると仮定する。このと
き,MOは以下の条件を満たす関数φ eOでぁることになる :
1,インデックスeの機械Meが計算する関数値φe(x)が存在するとき ;
0,インデックスeの機械がインプットXに対してアウトプットを持た
ないとき.
さてわれわれは,この機械MOを少し変形して新しい機械Mlを作る。それは,インプット(X,X)
に対するφ eOの値が0のとき1を取り, 1のとき左に動き続けるという機械である。すなわちMI
は次の条件を満たす関数φ elでぁる :
1,   φ eO(X,X)=0のとき ;
未定義,  φ eO(X,X)=1のとき.
?
?
?
〓???
r ellxl=t
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さて,Mlに対して,インプットelを適用すると,
φ eO(eL el)=0⇔φ el(el)=1⇔φ eO(eL el)=1
となって矛盾である。よって,機械MOは存在しない。つまり停止問題は決定不可能である。
このように,停止問題に典型的に現れるような,機械的に解答できない問題が存在する。しかし,
今日のコンピュータの発達が示唆するように,近似的にでも機械的な計算が要求される問題も多数
存在する。ところで,そのような機械的計算手続きとしてのアルゴリズムを定式化する標準的な様
式があるだろうか。本節の始めで考えたようなアルゴリズムに必要な特徴を表現しうる有限的で離
散的な表現手段として自然数lN=10,1,2,…|を考えることは, しごく当然であろう。すなわち,
アルゴリズムを自然数によってコード化することが,基本的なテクニックと認められる。ゲーデル
によるこのアイディアは単純であるが強力なものである。ゲーデルはまず (可能的に可算無限個の)
アルファベットに,重複を避けながらただ一つの自然数 (ゲー デルに因んでゲーデル数と呼ばれる)
を体系的に配分する。次に,アルフアベットの記号列に,同じく重複を避けながら,ただ一つの自
然数を配分する。つまり,最小素数2から連続的に増大する素数列を取り,当該アルファベットの
各ゲーデル数を順次素数の巾指数としてそれらの積をその記号列のコードとする。同様の方法で,
記号列の記号列のコード,さらにそれらの記号列のコード,等々 が,限りなく, しかも重複なく与
えられる。そして,素因数分解の一意性により復コード化のアルゴリズムが存在する。こうして,
自然数によるアルゴリズムのコード化 (算術化)により,機械的な計算に関わる問題が,ある枠づ
けられた算術の問題圏に含まれることになる。しかも,この問題圏は,万能チューリング機械に関
わる議論で見られたように,数としてコード化されたアルゴリズムそのものが,計算 (別のアルゴ
リズム)の対象となるという重層性を持ちながら,同時に,自然数の部分集合という共通基盤に帰
着するという構造を有している。
すると,決定問題の一般形が,自然数の集合Xに対して, n∈X?という形になることもより明
確に理解される。数とは限らない離散的対象aが性質Aを持つかどうかの問題も,対象とその集合
の自然数へのコード化#を考えることにより,A#=IX∈lNI Aイ(x)|(ここで,Aイ(X)は性質
Aを表現する述語)に対して,“#(a)∈AT?"という問いに帰着するからである。
従って,理論的な目的にとって,アルゴリズムー般の考察は自然数の諸集合に対する決定問題と
して定式化できることになる。すなわち,自然数の集合Xに対して以下のようなアルゴリズム (X
の特徴関数と呼ばれる)Fが存在するときXは決定可能である :
自然数から自然数への関数の構造に
§2.原始帰納的関数
前節で,あらゆるアリゴリズムをシミュレートできるものとして,自然数のアルゴリズムを取る
ことができることが明らかとなった。そのような自然数のアルゴリズムのクラスとして歴史的かつ
方法的に重要であるものが原始帰納的関数 (primitive recursive function)の族である。原始帰納的
関数は,予め承認されたストック関数から出発して,代入 (合成)と原始帰納という操作を有限回
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適用することによって得られる。すでにわれわれは,代入と原始帰納がチューリング機械からチュ
ーリング機械を導くことを見たが,これらの操作によつてアルゴリズムを持つ関数から再びアルゴ
リズムを持つ関数が得られるということを,いくつかの数論的関数において見ることにする。原始
帰納的関数は自然数と同じほどに確実で基本的なものと考えられているが,同時に驚くほどの広範
囲のアルゴリズムのストックを有している。以下,帰納的定義 (inductive deinition)の形で与えら
れる原始帰納的関数の定義へと進もう。
最初のス トックとなる初期関数 (initial functions)は次の3個である。 まず,定数値関数
(constanHunctions)i CkⅢ(nl,…nk)=m(mは定数);次に,後者関数 (successor function):
S(n)=n+1,そして 射影関数 (prOjection functions)I Pki(nl,"・, nk)= i(1≦
i≦k)である。これらのストックから新しい原始帰納的関数を生み出す二つの手続きが認められ
ている。まず代入 (substitution)または合成 (composition)である。すなわち,
f(nl,・・,nk)=g(hl(nl,・・・,nk)'・", hp(nl,"・,nk))
のとき,関数fが関数g, hl,…・,hpから代入または合成によつて得られると言われる。もう
一つの手続きは,原始帰納 (prinitive recursion)である。すなわち,
E:粗ギエI∴五だ:ィとば,tュギ,na,nドちnL m)
のとき,関数fが関数gとhから原始帰納によつて得られると言われる。
2.1 定義と例
原始帰納的関数 (primitive recursive functions)のクラスは,初期関数を含み,代入と原始帰納
に関して閉じた最小クラスとして定義される。以下,簡便のため,ゼロを含む自然数の列 :
nl, n2,…, nkを す と短縮表記する。
原始帰納的関数の例を与える。①X+y すなわち,   Eと‡≒写阜1)=(x+y)+1
この定義は, X+yが原始帰納的であることを直接に示す以下の定義の形に書き改めることができ
る :
[‡
1子羊:1冨「型争
`1∵
髯層乳),x,y))…P比とSの合成.
②X・y,③Xy,④前者関数p(x),⑤切断減法X tt y,⑥階乗nl,②記号関数Sg(x),①逆
記号関数 S」(X),③絶対値 IX―yl,⑩有限和Σ yi=Og(載,1),①有限積Π yi=Og
(す, 1)。これらは原始帰納的であることが明示的に理解できるように定義を書き換えることがで
きるこう。さらに,⑫fが原始帰納的であり, πが集合 11,…, nlの置換 (permutaion)であ
れば, g(xl,。・,X■)=f(Xπ.,・, X πn)である関数gも原始帰納である。というのは, g
(す)=f(P舟1(す),…,Ptt n(す))だからである (合成)。
次に原始帰納的述語を定義する。その特徴関数が原始帰納的関数である述語が原始帰納的述語
(primitive recursive predたates)であると定義される。この定義は,それが当てはまる対象である
自然数の集合のメンバーシップにより述語をテストするというアイデイアに対応している。すなわ
ち,KRを述語R(それに対応する集合R)の特徴関数とすれば,
す∈R⇔ KR(nL・・,nk)=1
であることが分かる。
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以下の集合 (述語)は原始帰納的である:①空集合φ,②偶数の集合E=10,2,4,…|,③同一
性関係=,①大小関係<。 これらの特徴関数が原始帰納的であることは容易に確かめ得るこう。
2.2 いくつかの補題と定理
これから,以後の議論のために原始帰納性に関するいくつかの補題と定理を論じる。
2.2.1 補題 :原始帰納的関係は (集合として捉えた場合)演算∩, ∪,Cおよび有界量化の
下で閉じている。証明はこれらの演算に対応する特徴関数の原始帰納性による°°。
ここでは,限定された束縛範囲を持つ量化,すなわち有界量化の場合を考える。R(nl,・・,nk,m):
=Qx≦mS(nl,・・ nk,x)(ここでQは量化子Vまたはヨ)であるとき,関係Rは関係Sから有界
量化 (bounded quaniication)によって得られる,と言われる。いま,有界存在量化:R(す,n):=
ヨy≦nS(す, y)を考える。そのとき, Rの特徴関数を取ると, KR(或,n)=sg Σ y≦n
Ks(す,y)であるから, Sが原始帰納的ならば,Rも原始帰納的である。また有界普遍量化 :R
(す,n):=Vy≦nS(す,y)を考える。そのとき,KR(寸,n)=sg Π y≦n Ks(す,y)となる
から, Sが原始帰納的ならばRも原始帰納的である (Q.E.D)。
2.2.2 補題 :原始帰納的関係は原始帰納的代入の下で閉じている。すなわち,もしfl,・・。,fp
およびRが原始帰納的ならば, S(Xl,…,Xn):=R(fi(す),…,fp(す))で定義されるSも原
始帰納的である。9。
2.2.3 補題 (場合分けによる定義)
Rl,…,Rp力訪日互に排反的 (mututtly exdusive)な原始帰納的述語であり,かつVマ(Ri171 V…
VRp(す))であり, しかもgl,...,gpが原始帰納的関数であるとすると,そのとき,嘲=轄文ユロ覧y
として定義される関数f(す)は原始帰納的であるこ。。
自然数の持つ著しい性質の一つに,非空な部分集合がすべて最小要素を持つ (lNの整列可能性 )
ということがある。すると,この最小要素をエフェクテイヴに見出す方法があるか, と問うことは
自然であろう。一般的には,この答えは否定的であるが,考察している集合が非空でかつ原始帰納
的であれば,非空を保証する要素を取り出すことができ,それより小さい数が要素か否かを確かめ
ることができる。そこで,新しい記号法 :μyR(す, y)を導入する。これは, もし存在すれば,
R(す,y)が成り立つような最小数yを表す。また,μy<mR(す,y)は, もし存在すれば
R(す, y)が成り立つような最小数y(<m)を表し, もし存在しないならば,単にmを表す。
前者はμ作用素,後者は有界μ作用素 (bounded μ―operator)と呼ばれる。
2.2.4 補題 :もしRが原始帰納的であれば, μy<mR(す, y)も原始帰納的である・0。
こうして,多数の関数・関係の原始帰納性を確立できる準備が整ってきた。
2.2.5 例 :以下のものは原始帰納的である。①素数の集合。というのは, Xは素数 (p?me)
で あ る⇔ Vy≦x VZ≦X(X=y・z⊃y=lvZ=1)∧X+1だか らで あ る 。 ② 割 り切 れ る
という関係:Xly⇔ヨZ≦y(X・Z=y)。③xの素因数分解中での素数pの巾指数 (exponen
t)if(X)=μy≦X(pyl X∧¬py+11X)。④ “n番目の素数"関数pni pl=2,
pn+1=μX≦ (Π任lpi)+1[Xは素数である∧X>pn]。
われわれは,これまでの原始帰納的関数のストックを,自然数の有限列を自然数にコード化する
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た｀めに用いることができる :
(nl,・・, nk)トⅢー2n二十1. 3■1+1・中●● p ini十二.中●● p knk+1。
述語 :S eq(n)を「nは系列数 (sequent number)である」とすると,この述語は明らかに原始
帰納的である。というのは,自然数の有限列の上述のコード化により,この述語は「一つの素数が
nを割り切るならば,それより小さいすべての素数がnを割り切る」と同等となるからである :
Vp≦n Vq≦n[P rim(p)A Prim(q)∧q<p∧pln⊃qln]∧n+1
(“P rim(x)" :Xは素数である)。 もしnが列 〈al,.・・,ak〉の系列数であるならば, その長さ
l th(n)(つまりk)を見出すことができる :
l th(n):=[μX≦n+1(司pxln)]_1。
特にl th(1)=0である。また,われわれは系列数nを解読する (decOde)ことができる :
(n)i:=(系列数nの素因数分解におけるi番目の素数の中指数)-1。(上の例③参照)
(n)iは系列数nの系列でのi番目の記号のコードを意味する。 l th(n)も(n)iも原始帰納的
である。というのは,(al,・・ ak)卜Π半=l p iai+1は原始帰納的だからである。ここで,
(al,・・,ak〉:=Π子=l p ia二十1とする (つまり列表現をそのままその列の系列数表現に流用す
る)。
われわれは二つの系列数の「連結」(cOncatenaЫon)をコー ド化できる。nをくal,.・・,ak〉の
コード,mを=(bl,・・・,bp〉のコードとするとき,二列の連結 〈al,…・,ak,bl,中●,bp〉のコー
ドin*mは次のように定義できるin*m ittn o Π:と甲 p協士)君
2.3 累積帰納
もう一つの帰納の形式として,値が,先行するすべての値に依存するという累積帰納を考える。
それの正確な定義のために,関数f(y,す)に対して, これの累積値関数 (cOurse of vЛue
fllnctiOn)f(y,マ)を次のように定義する :
=了(y,す)・ p∫塩〆)+1
例えば, f(0)=1, f(1)=0, f(2)=7ならば,T(o)=1,T(1)=21れ,T(2)=22.
3叶1, f(3)=22.31・58でぁる。明らかに, もしfが原始帰納的であれば,Tも原始帰納的で
ある。f(n+1)は第n番目までのfに関する言わばすべての情報をコード化するので,Tを,
累積帰納法を定式化するために用いることができる。
2.3.1定 理
もしgが原始帰納的であり, f(y,す)=g(f(y,す), y,す)であるならば, fも原始
帰納的である。
《証明》最初に了を改めて定義し直す。
E÷解ギ写|ギ←,⊃*釦徹,⊃,嘲〉
これは原始帰納の図式により, fが原始帰納的であることを示している。ところが,仮定より,
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必要なf(y,す)という情報はf(y+1,す)の列の最後尾にあることになる。すなわち, f
(y,マ)=(T(y+1,す))y“。ゆえにfは原始帰納的である (Q.E.D。)。
これまで,さまざまな原始帰納的関数・述語を考えたが,それ以上のアルゴリズムがあるのかど
うか, ということは問うに値する問いであろう。答えはYESであり,以下の議論がそれを示す。
各原始帰納的関数fは,各関数fiが初期関数かまたは先行する関数に代入または原始帰納の手続
きを適用して得られる関数列 :fl,f2,…, fn(=f)によつて定義される。このような定義の全
体を,すべての情報がエフェクテイヴに引き出せるような形で自然数へとコード化することは厄介
であるがルーテインにすぎない。そこで, fxがコードXを持つ原始帰納的関数であるとき, F
(X,y)=fx(y)であるような関数Fを定義できることが示される。いま,D(X)=F(X,X)
+1を考える。Dが原始帰納的であると仮定すると,あるnに対 して,D=fn oそのとき,
D(n)=F(n,n)+1=f.(n)+1=fn(n)。矛盾。こうして,対角線論法により,原始帰
納的関数全体の外に出るが, しかし,Dに対してアルゴリズムの性格は未だ残した。よつて, より
広いアルゴリズムのクラスを考えねばならない。節を改めてそれに向かう。
§3. 帰納的部分関数
これから,われわれはアルゴリズムのクラスを拡張する。これまでと異なり,そのクラスは部分
関数を含むことになる。つまり,われわれが導入するアルゴリズムは帰納的部分関数 (parial
recursive functions)である。われわれは万能チューリング機械に対応する,ある種の万能関数を
考える。そのために,各アルゴリズムにインデックスと呼ばれるコード数を与える。そして,「イ
ンデックスeを持つアルゴリズムはインプット (Xl,中●, Xn)に対してアウトプットyを生み出
す」を記号で,
lel(Xl, ・・・, Xn)と主  y
と表現する・°。
3.1 定義:関係 tel(す)主y は,以下のように帰納的に (inductively)定義される。
Rl l(0,n,q〉|(ml,.・・,ma)主q
R2  1(1, n, i〉|(ml,・中,ma)=主mi (1≦i≦nに文↓して)
R3 1(2, n, i〉|(ml,・・。,mn)主mi+1 (1≦i≦nに対して)
R4 1く3,n+4〉|(p,q,r,s,ml,・・・,mn)二p (もしr=sならば)
|(3,n+4〉|(p,q,r,s,ml,・・,mn)主q(もしr tt sならば)
R5 1(4,n,b,CL中●,Ck〉|(mL・…,m.)主p
(もし, IC il(ml,・",mn)主qi(1≦i≦k) かつ i bl(Ql,・",qk)主pで
あるようなql,・.,qkが存在すれば)
R6 1く5,n+2〉|(p,q,ml,・・・,m.)=s in(p,q)
R7  1く6, n+1〉|(b,ml,・・・,mn)主p (もし l bl(ml,・・・,mn)主pならの
以上の図式については,lel(す)の読み方に従って,次のようにパラフレーズできる :
Rl:インデックス (0,n,q〉を持つ機械はインプット (ml,・・,mn)に対して, アウトプツト
qを生み出す (定数値関数)。
R2:インデックス 〈1,n,i〉を持つ機械はインプット前に対してアウトプットmiを生み出す
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(射影関数P ni)。
インデックス (2,n,i〉を持つ機械はインプット蕊に対してアウトプットmi+1を生み出
す (1番目の苛数miの後者関数)。
インデックス (3,n+4)を持つ機械は,インプットの第3番目と第4番目の引数が同じか
違うかに応じて,第1または第2番目の引数をアウトプットとして生み出す (識別関数)。
インデックス (4,n,b,Cl,。・,Ck〉を持つ機械は,最初に,インデックス Cl,・・,Ckを持
つ機械をインプット前に関してシミュレートして,それから,アウトプットの列 (ql,・・・,
qk)をインプットとして利用して,インデックスbを持つ機械をシミュレートする (代入)。
後のS mn定理で特定する。
インデックス 〈6,n+1〉を持つ機械は,与えられたインプットb,ml,。・,mnに対 して,
インデックスbとインプット前を持つ機械をシミュレートする (反射)。 つまり, この機械
はn項インプットのすべての機械に対して万能機械として働 く。
パラフレーズされた関数としてのこれらの機械のインデックスは,関連する情報のすべてを含ん
でいる。すなわち,第1座標はどの条項を用いるべきかを告げ,第2座標は引数の個数を与える。
残りの座標は各機械に特有な情報を与える。R7はきわめて強力であり,一定数の引数を持つすべ
ての機械を枚挙する。これは対角化のために必要な機械である。それは,各機械のインデックスが
エフェクテイヴに認知できるならば,それを実行し,認知した各機械の動きをシミュレートする。
上の定義は,われわれが何を計算と見なすべきかを示唆している。すなわち,Iel(す)を計算
するために,われわれはまずeを見る。eの第一記載項目が0か1か2ならば,対応する初期関数
によつてアウトプットを計算する。もし第一記載項目が3ならば, r=sか否かにより計算する。
件の項目が4ならばインデックスCi,…,Ckに関わる予備計算を実行した後, インデックスbに
よる部分計算を行つて,R5により最終アウトプットを見出す。件の項目が5ならばS mn定理に
よって示される仕方で計算する。件の項目が6のとき,インデックスbによる部分計算にジャンプ
する。
R7を認めることによつて,計算過程の停止はもはや=般的には保証されていない。なぜなら,
以下のような単純なル●プに巻き込まれる可能性があるからである。R7により,lel(X)=
IXI(X)であるようなeが存在する。引数eに対する計算を行うため,R7に従つて,右辺に
進む。すなわち,lel(e)を計算せねばならない。しかし,停止問題の事例が教えるように,こ
れに対するアウトプットは必ずしも保証されない。ループや非停止の計算はインプットに対して未
定義であることを意味する。つまり,関数として見たとき部分関数となる。以後,帰納的部分関数
を¢, ″,…で,全体関数はf, g, h,…で表すことにする。また,“主"を表すにも,通常の
同一性を表すにも,区別せずに “="を用いる。
以下の重要な定理は,巧妙な機械に関する動機に裏打ちされている。二つの引数X, yに対して
働く,インデックスeの機械を考える。Xを固定したとき,われわれはyに対して働く機械を得る
とする。そうした機械のインデックスはXに依存するか?答えはYESである。次の定理がこのこ
とを保証する。
R3
R4
R5
R6
R7
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3.2 S mn定理
帰納的部分関数のインデックスeが与えられたとき, 0<m<nでぁるすべてのm, nに対して
ISmn(e, xl,中●,Xm)|(Xm+1,・・・,Xn)=lel ⊂だ)
であるような原始帰納的関数S mnが存在する。
《証明》S mnはSl.(R6)をm回適用することによって得られる■0。
S mn定理は,帰納的部分関数の一様性 (uniformtty)の特性を表現 している。例えば,帰納的
部分関数φ(X, y)に対して, Xに定項nを代入して得られる関数φ(n, y)力滞Б分帰納的であ
ることは明らかであるが,このことは, λyφ(X,y)が体系的かつ一様な仕方で計算可能である
ことを示してはいない。
S mn定理の一つの応用を考える。φ(X)をψ(X)=lel(x)十lfl(X)と定義する。
そのとき, φは部分帰納的である。そこで, ψのインデックスをeとfの関数として表現したい。
いま, ψ(e,f,X)=lel(x)十lfl(X)を考える。ψは部分帰納的である。それゆえ,
ψはインデックスnを持っている。すなわち,Inl(e,f,X)=lel(X)十lfl(X)であ
る。S mn定理により,
Inl(e, f,X)=lh(n, e, f)|(X)
であるような原始帰納的関数hが存在する。従って, g(e,f)=h(n,e,f)は要求された関
数である。
3.3 帰納定理 (recursion theorem)
lr C(e)|(す=lel(rC(e),す)
であるような,原始帰納的関数rcが存在する。
この定理を証明する前に,この定理の意義を考える。これは, φ (マ)=lel(。中φ…,す)
であるような帰納的部分関数φが欲しいという問題を解決する。帰納的部分関数を求めるというこ
とは,その関数のインデックスを求めることに等しい。よって, φを IZIで置き換える (ここで,
Zは未だ知られていないインデックスである)。 すると,IZI(す)=lel(・“IZI…。,す)=
le′|(Z,す)。 rCが原始帰納的であるから, rc(e′)がφに対して求められたインデック
スを与える。
《証明》¢°φ(m,e,マ)=lel(S2n+2(m,m,e),す)とし (※), pをφのインデックスとす
る。そして, rC(e)=S2n+2(p,p,e)とおく ★)。 そのとき,
Ir C(e)|(す=I S2n+2(p,p,e)|(す)=lpl(p,e,す)  ……S mn定理より
=φ (p,e,す)           …・・pがφのインデックス
=lel(s2n+2(p,p,e),す)      …… (※)より
=lel(rc(e),す) (Q.E.D.)  …… (★)より
《例》アッカーマン関数 (the Ackermann function):以下の関数列を考える :
φ。(m, n)=n ttm
φl(m, n)=n.m
φ2(m,n)=nn
i
Eチ鷺 降 T言,=燃rk.l仰,→河 (2≦k)。
JI
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いる。われわれは,それらすべての関数を
とき ;
とき ;
き (すなわち1<kのとき);
m,n),n)。
の方程式は, φk+1が乗法,巾,一般の
を示している。すべての原始帰納的関数は
いて,われわれは三つのケースを,ある適
m,n)という形の一つの方程式に書き
式を満たすインデックスeを持つ帰納的関
がどんな原始帰納的関数よりも早 く増大
3.4 標準形定理 (nOrmal form heorem)
iel(す)=(μZT(e,(す〉, Z))1
であるような,原始帰納的述語Tが存在する。
《証明》略伽)。
この述語Tは,「Zは,インデックスeを持つ帰納的部分関数 (機械)の,インプット くす〉に
対する計算である」という言明を形式化したものである。ただし,ここでの「計算」では,その第
一の射影 (projection)がアウトプットであるように定義されているものとする (それが右辺の添
え字 “1"の意味である)。 応用の場面では,述語Tの正確な構造は重要ではない。S mn定理,
帰納定理および標準形定理により,非決定性に関する多くの結果が得られる。
3.5 定理 :fを帰納的関数とする。そのとき,関数 :
φ(す)=μy[f(y,す)=0]
は部分帰納的である。
《証明》帰納定理を利用して行う・ D。
3.6 定理 :帰納的関数は原始帰納の下で閉じている。
《証明》いまgとhが帰納的関数であるとする。示すべきことは,
E:|:羊冨写i雪イ(f(y,コす,y)
として定義された関数 fも帰納的である, ということである。上の図式を,以下のような場合分け
の定義に書き改める :
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中=ド任北…n
y=0のとき ,
(Q.
き。
帰納定理によ
fは帰納的であ
E. D。)
y>0のと
先行する関数値が帰納的に計算できるから,関数fのインデックスeを用いた,
lel(y,す)=lal(y,す,e)
という方程式が成り立つ (ここで, aはg, hとfの先行関数値から計算される)。
り,方程式は解eOを持つ。y上の帰納法から l eOIが全体的であることにより,
ると糸吉論される。
系 :すべての原始帰納的関数は帰納的である。
3.7定 義
ここで,いくつかの定義を与える :
(1)集合 (または関係)が(帰納的)に決定可能(decidable)であるのは,それが帰納的である
場合である。
(ii)集合は, もしそれが帰納的部分関数の定義域 (domain)となっているならば,帰納的に枚
挙可能である (recursively enumerable)と言われる。この述語を “RE"と略記する。
(1li)Wek=|す∈lNk lヨy(lel(す)=y)|とする。すなわち,Wekは帰納的部分関数
lelの定義域とする。eをWekのREインデックスと呼ぶ。
抽象的機械に受け入れられる集合として帰納的に枚挙可能な集合 (=RE集合)を考えることが
できる。0, 1, 2,…と自然数を提示するとき,機械は,それらをインプットとして受け入れ可
能な場合にアウトプツトを生み出す。このことは,ある良い発見法を構成する。もし集合Aiが機
械Mi(i=0,1)イこよって受け入れられているならば,平行して働 くことによりM。とMlを模倣す
る機械Mを作ることができる。よつて, もし自然数nがMOまたはMlに受け入れられているならば,
nはMによつても受け入れられる。こうして,RE集合の合併集合もREである。
RE集合の例として次のものが基本的である :
(1)lN=定数値関数の定義域
(li)φ=空な関数の定義域
(lii)すべての帰納的集合はREである。実際,Aを帰納的集合とする。す∈Aのとき,
ψ(す)=0,マ/Aのとき, ψ(す)=ガ(す)(ここで関数2は空)と定義すると,
Dom ψ=A(“D Om"は「定義域」と読む)。
帰納的に枚挙可能な集合は,それらの要素が帰納的部分関数によつて生み出される,つまリアル
ゴリズムによつて表現できる, という点で重要である。事実,論理学における重要な関係 (集合)
がRE(帰納的に枚挙可能)である。例えば,算術や述語論理における証明可能な文の集合はRE
である。REは決定可能な集合を越える第一のステツプである。
3.8 RE集合に関連したいくつかの定理
定理 :以下の言明は同値である。
(1)ある帰納的部分関数φに対して,A=Dom(φ)。
(il)ある帰納的部分関数φに対して,A=Ran(φ)。 “Ran"は「値域」)
(lii)ある帰納的部分関係Rに対して,A=IX IヨyR(X,y)|。
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定理 :
(i)集合A,BがREならば,集合AUB,A∩BもREである。
(ii)関係R(y,す)がREならば,ヨyR(y,す)もREである。
(lil)R(y,す)がREであり, φが部分帰納的であれば,R(φ(す, Zl,・・・,Z.),す)
もREである。
(iv)R(y,す)がREならば,Vy<ZR(y,す)もヨy<zR(y,マ)もREである。
定理 :集合Aが帰納的である⇔AもACもREである。
この最後の定理は,RE集合によつて帰納的集合を特徴づけている。AとACがともにREとする
と,これらの集合を枚挙する二つの機械がある。両方の機械を同時に動かし,各自然数nについて,
二つの機械のアウトプットとしてnが生み出されるかどうかを見ればよい。これは有限イ固のステッ
プの後に判明する。というのは,排中律により, n∈Aまたはn∈ACだからである。よって,A
のメンバー性をテストするエフェクティヴなテストの方法が存在することになる。
3.9 決定不可能な問題の例
(1)停止問題
K=IX IヨZT(X,X, Z)|を考える (ここで,Tは3.4節の標準形定理で登場した原
始帰納的述語である)。 Kは帰納的関係の射影である。よって,KはREである。そのとき,
KCもREであると仮定する。そのとき,あるインデックスeに対して, X∈KC⇔ヨZT(e,
X,Z)。さて, e∈K⇔ヨZT(e,e,z)⇔e∈KC。これは矛盾である。よって,KCはRE
でない。よって,上の定理より,Kは帰納的でない。
Kに対する決定問題は停止問題と呼ばれる。なぜなら,この問題は,「インプットとしてX
が提示されたとき,有限イ固のステップの後に停止するような計算を実行する,インデックスX
を持つ機械を決定せよ」としてパラフレーズできるからである。こうして,「インデックスX
を持つ機械がインプットyに対して停止するかどうか」は決定不可能である。
(2)インデックスXを持つた機械 (=関効 IXIが全体関数であるかどうかは決定可能でない。
それが決定可能だと仮定する。そのとき, f(X)=0⇔IXIが全体的である,であるような
帰納的関数fを持つことになる。さて,このとき,中‐t:と乳‡瓦瓦:y
を考える。S mn定理により,th(X)|(y)=φX,y)であるような帰納的関数hが存在
する。ところで,th(X)|が全体的であるのはX∈Kであるときかつそのときにかぎるから,
f(h(X))=0⇔X∈K。すなわち,Kに対する帰納的特徴関数sg(f(h(X)))がある。上
の(1)の結果より,これは矛盾である。よって,そのようなfは存在しない。つまり,集合 IX I
IXIは全体的である|は帰納的ではない。
(3)「Weは有限であるか」という問題は帰納的には可解でない。f(e)=0⇔Weは有限であ
る,ような帰納的関数fが存在すると仮定せよ。h(X)を上の(2)で定義されたものとする。
明らかに,Wh(xl=Dom ih(X)|=ガ⇔X/K,そして, X∈KなるXに対してWh(xlは無
限である。f(h(X))=0⇔X/K,それゆえ,sg(f(h(X)))はKに対する帰納的特徴関
数である。矛盾。
222 田畑博敏 :計算可能性の基礎についての論理的考察
3.10 チャーチの提唱
帰納的アルゴリズム以外のアルゴリズムがあるか?この問題は解かれていない。しかし,原始帰
納的関数についての同じ問いは肯定的に答えられる (すなわち,原始帰納的関数として表現しうる
アルゴリズム以外のアルゴリズムが存在する)。 対角化によつて,エフェクテイヴな仕方で原始帰
納的関数の外に出ることができるからである。しかし,その手続きは帰納的関数には当てはまらな
V｀。
り罠笙ズせ磐ことをを紹 写警?:き弁与天孝依倉規斜髯象栗ヲ7蓼早ダ【争テ妹a客會:云皆扁
的証明が存在する。あるいは,帰納的部分関数を考慮に入れるならば,すべての帰納的部分関数は
アルゴリズミックである。しかし,この逆の問いはむずかしい:すべてのアルゴリズムカリ弓納的か?
帰納的でないアルゴリズムが存在するか (否定形)?
帰納的でないアルゴリズムが発見されるならば,この問題は否定的に解決されることになる。肯
定的に解決するには,未だ久けているだろう,アルゴリズムの全クラスの正確な特徴づけが要求さ
れる。実際,帰納的部分関数はまさにこの目的のために導入された。アルゴリズムとは,われわれ
がエフェクテイヴに計算可能である (effecively computable)と認めるところの関数である。よ
って,一方に帰納的部分関数の正確な定義があり,他方に,アルゴリズムに関する直観的・主観的
概念がある。
1936年にアロンブ・チャーチはこの二つの概念を同一視しようという提案を行った。以後この提
案はチヤーチの提唱 (Church's the?)と呼ばれる°9。 それは,次のように表現できる :
(数論的)関数がアルゴリズミックである ⇔ それは帰納的である。
同様の提案はチューリング等によつてもなされた°°。
さて,チヤーチの提唱を支持するいくつかの議論がある。
(1)プラグマテイックな議論 :これまでに知られているアルゴリズムがすべて帰納的であるとい
う経験的事実を根拠とする議論がある。これまでの種々のアルゴリズムの経験において,帰納
理論の技術を応用・実践した人々のすべてがこの提唱を受け入れるようになった。その結果,
「チャーチの提唱に基づく証明」の伝統が生まれている90。それは,以下の形を取る :
何らかの方法で一定の関数が計算可能であることを確かめる。次いで,それが (部分)
帰納的であるという結論に飛躍する。
(2)計算可能性に関する概念分析による議論 :これの実例はアラン・チューリングの基本論文に
ある (Tunng[1936])。チユーリングは,人間の計算の手続きを抽象的コンピュータである
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チューリング機械によつて定式化された単純なステップに分解した。ガンデイはこのチューリ
ングの分析の方向を追究している90。
(3)安定性による議論 :さまざまな観点から提案された多数の計算可能性の概念1211がすべて同等
(同値)であることが示されている。同一概念について,互いに独立ではあるが同等である多
数の定式化が存在するということは,当の概念の自然さと安定性を示唆すると考えられる。
ところで, チヤーチの提唱において言及されているアルゴリズムは, 本性上, 機械的
(mechanical)なものでなければならない。すなわち,それらは人間の実行者に対して創造性や発
明のオを要求してはならない。その点で直観主義論理とのある種の親近性を有する。また,ここで
問題にしている計算可能性の概念は抽象的なものであり,実行可能性 (feasib■■y)の問題はチャ
ーチの提唱と直接の関係はないが,計算機科学にとつては基本的に重要である。すなわち,時間ま
たはテープの複雑性 (complexity)は計算機の実行的計算能力と直結する問題である。多項式時間
(poly■omial time)による計算は実践的観点から望ましいものであるが,多くの重要な決定方法は
指数関数的時間 (exponential time)を要求する。しかし,帰納的関数の概念が歴史的に見てもきわ
めて重要なものであることに変わりはない。ゲーデルはその意義をこう述べている :
「 [一般帰納性またはチューリング計算可能性の概念の]重要さは, この概念によつて初
めて,われわれが興味深い認識論的概念についての絶対的定義,すなわち選ばれた形式に
依存しない定義を与えることに成功したということに大部分起因するものである, と私に
は思われる。」¢°
§4.応用と展望
計算可能性に関する理論としての帰納理論は算術の研究とともに発展したと言える。そこで,箕
術研究の応用面から考察していきたい。ゲーデルは,算術の十分な部分を含む理論は不完全である
ということを示すために,帰納理論のメカニズムを利用した。その後の研究によつて,算術を含む
多くの理論が決定不可能であることが示された。それらに関連する方法と結果には以下のようなも
のがある。
4.1 算術の理論
算術の第一階理論PA(ペアノ算術 :Peano's artthmeic)は, S(後者),十, 。および0を含む
言語を持ち,その公理は次のものである :
SX+0
SX=Sy⊃X=y
X+0=X
X+Sy=S(X+y)
X・0=0
X,Sy=X・y tt x
φ(0)∧∀X(φ(X)⊃φ(SX))⊃VXφ(X) (帰納法の図式)
PAにおいて,われわれは順序関係 X<y:=ヨZ(X+SZ=y)を定義でき,この関係が持
つよく知られた性質を証明できる。け。個々の自然数を表す記号は, 1=SO, 2=SSO, 3=S
SSO,… として定義される。R.ロビンソンは帰納法の図式を一つの公理 :
田畑博敏 :計算可能性の基礎についての論理的考察
X+0⊃ヨy(x=sy)
で置き換えて,有限的に公理化されたPAの部分体系Qを導入した°°。シェーンフイールドも有限
的に公理化されたPAの部分体系Nを導入した徹)。 この体系は,“<"を原始記号 としてお り,帰
納法の図式は次の公理によって置き換えられる :
¬(X<0)
X<Sy⊃X<yvx=y
X<yVX=yvy<X。
4.2 算術化
構文論的性質がコードの原始帰納的述語となるような仕方で,われわれは算術の表現を自然数と
してコード化できる。コード化を実際に行う方法は多数存在するが,われわれは§2でのコード化
に基づくものを考える。伝統に従い,コー ドをゲーデル数 (GOdei numbers)と呼ぶ。
(1)ゲーデル数をアルファベットの諸記号に配分する :
Xi卜→2i, 0卜1,V卜3,司卜 5,ヨト 7,S卜9,十卜→11,
・卜 13, =卜→15 (Nを考えるときは,<卜‐17)
(2)頂(terms)tのゲーデル数「 t¬は次のように定義される :
「 Xi¬=(2.〉,「0¬=(1〉,「st¬=(9,「t¬〉,「(t■s)¬=
(11,「t¬,「s¬〉,「tos¬=(13,「t¬,「s¬〉
(3)式(formula)Aのゲーデル数「 A¬は,次のように定義される :
「 (t=S)¬=(15,「t¬,「s¬〉,「(φvψ)¬=(3,「φ¬,「″¬〉,
「 ¬φ¬= 〈5,「φ¬〉,「(ヨXiφ)¬= く7,「Xi¬,「φ¬〉。
表現にゲーデル数を配分する上の関数は原始帰納によって定義できる。よって,次の補題が
成り立つ :
催)補題 :以下の述語は原始帰納的である1321。
(a)nは変頂のゲーデル数である,
(b)nは項のゲーデル数である,
(C)nは式のゲーデル数である。
(5)一定の場所で,頂や式における自由変頂を追跡することが重要な場合がある。以下の述語は,
「XはAにおいて自由である」ということを表現している (ここで,Aは項または式):
「XはAそのものであるか,またはAはヨに依らずに二つの部分から構成されておりXは
それらの少なくとも一方で自由であるか,またはAはヨによつて二つの部分から構成され
ていてXは第一の部分と同一ではなく第二の部分で自由である,等」
よつて,次のように書ける :
Fr(m,n)⇔(m=n∧Vble(m))Vヨx,y<n(n=(3,x,y〉∧(Fr(m,x)VFr(m,y)))V
(ヨx,y<n(n=(11,中●〉…●))V(・"n=(13,中●〉…●)V(・・n=(15,"・〉・。)V…・
Vヨx,y<n(n=(7,x,y〉∧m+X∧Fr(m,y))。
再び,Frは原始帰納的である。
(6)代入という操作を模倣する数論的関数Subを定義する。関数Subは,sub(「A¬,「X¬,「t⊃
=「A[t/X]¬を満たす (ここでAは項または式である)。
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Sub(m, n, k)=
k, Vble(m)Am=nのとき ;
〈9,Sub(p,n,k)〉  m=〈9, p〉のとき ;
〈5,Sub(p,n,k)〉  m=(5, p〉のとき ;
(a,sub(p,n,k),Sub(q,n,k)〉, m=(a,p,qで
a=3,11,13,15のとき ,
(7, p,sub(q,n,k)〉,m=〈7 p,Q〉かつp+nのとき ;
m,           以上のどれでもないとき。
subは原始帰納的である。
υ)PAの論理的基底 (例えば,ヒルベルトタイプの体系か,シー ケンス計算か等)に応じて,「n
はゲーデル数mを持つ式の証明のゲーデル数である」ということを表現する原始帰納的述語 :
Prov(m, n)
を見出すことができる。
(8)述語:Thm(m):=ヨX PrOv(m,x)は,mがPAの定理のゲーデル数であることを表現
している。存在量化子は,Thmを帰納的に可算である (recursively enumerable)とするが,
帰納的 (recursive)にはしない。
(9)自然数は言わば二重生活を送っている。すなわち,算術の (形式的)理論に現れると同時にわ
れわれの現実的な直観世界にも生きている。算術の理論において,それは記号として,つまり数
詞という姿で出現する。数nを表す数詞はnで表される。特に0=0。(PAは0を定頂記号と
して持つていた。)また, n+1=S(n)。さて,数詞は記号である。それゆえ,数詞はゲー
デル数を持つ。われわれは数nに数詞nのゲーデル数を結びつける関数Numをこう定義する :
Num(0)=(1〉
Num(n+1)= 〈9, Num(n)〉。
それゆえ,Num(n)=「下¬。
t③ 次のクレイグの定理により,不必要な制限を避けることができる :
定理 :すべての公理化可能な理論は,公理の帰納的集合によつて公理化されうる。
ここで,理論が公理化可能である (axiomatizable)のは,その理論の公理の集合がRE
(recurdvdy enumerable)である場合である。 φ。,φl,φ2,°中を理論Tの諸公理の実効的枚挙
(effecive endmeration)とせよ (無限のリス トを仮定しても何の制約もない)。 そのとき,
φO, φO Aφl, φo Aφl∧φ2,・
もまたTを公理化する。よって,われわれは与えられた文σがこの集合に属するかどうかをエ
フェクテイヴにテス トできる。というのは,公理の長さは正確に増大しているから, これらの
公理の有限個のものがリストに挙げられた後, σの長さを越える長さを持つ公理がリストに挙
がった時点で, もしそのリス ト中にσが出現していないならば,それ以後リス トに加わる公理
の長さはσの長さより大であるから,今後決してσはリストに挙がらないことが分かる。公理
化可能な算術の理論はRE理論と呼ばれる。公理化可能でない理論は事実上決定不可能である。
なぜなら,それらの定理のクラスすらREでないからである。
4.3 帰納的関数と述語の表現可能性
これまでの節 (§2, 3)では算術と論理を帰納理論に退元したが,これから逆に,帰納理論を
算術の形式的理論に還元する。われわれは, PA内部で帰納的関数や関係について語ることができ
田畑博敏 !計算可能性の基礎についての論理的考察
る (ただし,いく分複雑な仕方で)。 便宜上,QまたはNの公理化可能な拡大である理論Tを考察
することによつて,三つの算術理論PA,Q, Nを同じ土俵上で扱う。
4.3.1定 義
n項関数fがn+1個の変項Xl,…,Xn,yを持つ式φによつて表現される (represented)のは,
すべてのkl,・・,kn,mに対して,
f(kl,・・,kn)=m ⇔ T卜φ(kl,・・,kn'y)=m=y
の場合である。また, n項関係Rがn個の自由変項を持つ式ψによつて表現されるのは,
E岳 1士IⅢlと】献撃仁
`サ
'冨
lちkp。
の場合である。この定義に関して次の基本的定理が成り立つ :
定理 :すべての帰納的関数・関係は,体系PA,Q,Nのいずれにおいても (よつて,いかなる
Tにおいても)表現可能である。(証明略GO)
この定理により,4.2節で導入した諸述語を上の意味で「表現する」,理論Tにおける式を手に入
れることができる。特に,述語P rOvを表現する式が存在する。便宜上,表現式に対しても述語と
同じ記号を用いる (どちらを問題にしているかは文脈によつて容易に判断できる)。
ところで,述語論理に対する健全性定理は,理論Tの定理がTのすべてのモデルで真となること
を告げている。Tの証明可能な文がすべて標準モデルで真であるならば,われわれはlNにおいて真
である文を単に「真である」と呼ぶ。それでは逆に,すべての真なる文はPAで証明可能であろう
か?1920年代末まではそのように希望され期待されていた。しかし,1931年にゲーデルがその期待
を打ち破つた。にも関わらず,この逆命題が重要な文のクラスに対して確立されることが望ましい
場合もある。以下の定理がそのようなクラスの例を与える。その前に一つの規約を定める。われわ
れは,一つの式が,有界量化子 (bounded quandier)のみを含む式を従えた,存在 (または全称)
量化子の冠頭式であるとき,これを,Σ01(またはΠ。1)と呼ぶ。
4.3.2 定理 (Σ名完全性定理):Σ。1文φに対して, lN tt φ⇒ PA卜φ。
証明はφの構造に関する帰納法によつて進む
。。。Ⅱ牝文に対しては,以下で見るように,真理性
は証明可能性を含意しない。
われわれの算術の形式的体系PAでは,関数記号としてはS,十, ・のみを原始記号とした。そ
れならば,平方,巾,階乗といった関数を表す記号をなぜ導入しないのか?その理由は,そういつ
た原始帰納的関数は,一般に算術の言語で定式化できるからである。すなわち,各原始帰納的関数
fに対して, f(前)=n⇔PA卜φ(苗,y)=y=nであるばかりか, PA卜Vすヨlyφ(す,y)
でもある表現式ψ(す, y)を見出すことができるからである。言語に関数記号Fと公理Vすφに ,
F(す))を追加しても,本質的にその理論を強めたことにならない。それは,つぎの事実として表
現される:拡大理論T*が元の理論Tに対して保存的である (conservative)であるのは, Fを含
まない式″に対して,T卜″⇔T*卜ψであるとき,かつそのときにかぎる。このとき,言己号Fを
消すために,T*卜″⇔ |″OI∪T*卜ψ⇔T卜ψOとなるような翻訳 “ 0"を構成できる°け。
要するに,われわれはすべての原始帰納的関数を表すための関数記号と公理とを,保存拡大の形で
PAに追力日できる。メタ数学的観点からすれば,原始帰納的関数による保存拡大 (conservative
extension)を考えることは何ら害をもたらさない。例えば,決定可能性と完全性の観点からTとそ
の保存拡大T*は正確に同様に振る舞う。すなわち,T*が決定可能 (完全)である⇔Tが決定可
能 (完全)である。原始帰納的関数を表す関数記号が存在することによつて,いくつかの結果の提
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示がスムーズに行われる場合,算術の定義的拡大 (de五?悦onal extendon)・0を利用できる。われわ
れはそのような拡大をもPAと呼ぶことにする。
4.4 (第一)不完全性定理とPAの決定不可能性
ゲーデルは嘘つきのパラドクスと類比性を持つ文を定式化したGD。日常言語でパラフレーズすれ
ば,それは「私はPAで証明できない」と語っている。この種の自己言及文の構造と導出可能性と
を正確に定式化するために, PAの持つ能力が最大限に活用される。その便利な手段が次の定理で
ある :
4.4.1 不動点定理 (■xed pdnt theorem)
φ(XO)を,ただ一つの自由変項XOを持つ式とする。そのとき,文″で,
PA卜″三φ(「″¬)
であるものが存在する。
《証明》代入関数と表現可能性定理を利用する。0。
この不動点定理は, PAの任意の公理化可能な拡大体系に対して成り立つ。さて,われわれは,
不動点定理を述語¬ヨy PrOv(X,y)に適用することによって,直ちに不完全性定理を得る。す
なわち,ある文″ (不動点定理でのφ(X)を¬ヨy PrOv(X,y)とするときの″)に対して,
PA卜″≡¬ヨy PrOv(「T/¬,y)    …… (※)
である。さて, PA卜″とする。すると,PrOvの表現可能性 より, PA卜Prov(「″¬,kl。こ
こで, kは″の実際の証明のゲーデル数である。よって, PAトヨy PrOv(「ψ¬,y)。しかし,
仮定と (※)から,PA卜¬ヨy PrOv(「″¬,y)。ゆえに,PAは矛盾することになる。それ
ゆえ, PAが無矛盾であると仮定すると, PA/″でなければならない。
もしPA卜¬″とする。ところで, PA/ψであるから,どんなn∈lNについてもPrOv(「″司,
n)ではない。よって,任意のn∈lNで,PA卜¬Prov(「″¬,n)。ところが,仮定と (※)
よりPAトヨy PrOv(「″¬,y),すなわちPA卜司Vy¬Prov(「ψ l,y)。ここで, PAがω
無矛盾である (つまり,“任意のn∈lNについてPA卜σ(n), しかしPAトコVXσ(X)"とい
うことがない)と仮定すると, σ(X)として¬Prov(「ψ¬,X)を取るとω矛盾である。よって,
PA/¬″。ω無矛盾性は無矛盾性を含意するから, PAがω無矛盾であると仮定すると, ″も¬
″もPAでは証明できない。よって,PAは不完全である。 (ここで,上のゲーデル文 ψがΠ比で
あることに注意しよう。)
4.4.2考 察
(1)PAはQやNの拡大体系であるから,われわれはQやNの不完全性をも確立したことになる。
原始帰納的関数が全く用いられていないようなゲーデル文の言い換えによつて,すべての無矛
盾な公理化可能なQ(またはN)の拡大Tが不完全であることを示すこともできる。
修)ロッサーは不動点定理を別の式に適用することによつて, ω無矛盾性への依存を無矛盾性へ
の依存へと弱めた。9。 その別の式が意味するのは「私の否定形の証明が存在し,私のいかなる
証 明 もそ れ に先 行 しな い 」で あ る。記 号 で は,ヨy[PrOv(negX,y)AVZ<y司PrOv(x,z)]
(ここで,negは,neg(「φ¬)=「¬φ¬であるような原始帰納的関数である)。 この式全体
はPAの保存拡大の言語で定式化される。この式をR(X)として,不動点定理を適用する:P
A卜ψ=R(「″¬)。 読みやすさのためにPAへの言及は省略する。すると,
卜 ψ≡ ヨ y[PrOv(「¬ ″¬ ,y)AVZ<y¬Prov(「″¬ ,Z)]。       (1)
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卜ψと仮定する。すると,ある自然数nに対してPrOv(「″¬,n)が成り立つ。それゆえ,
卜PrOv(「ψ¬,n)。 (2)
また,(1)と仮定から,
トヨy(Prov(「¬ψ¬,y)∧VZ<y¬Prov(「ψ¬,Z)。
(2)と(3)から次が導かれる :
トヨy<n Prov(「¬ψ¬,y)。
(3)
に)
卜y<n=y=O vy=lV…∨y=n-1を用いることによつて, われわれは卜PrOv
(「¬″¬,0)∨…V Prov(「¬ψ¬, n_1)を見出す。有界量化子のみを持つ文 σとτに対 し
て,容易に,卜σVτ⇒卜びまたは卜τを確立しうる。これにより,あるm<nに対 して卜PrOv
(「¬ψ¬,m)を生み出す。このことから,卜¬ψ。しかし,仮定卜ψを考慮すると,これはP
Aの無矛盾性に反する。よって,卜¬″とする。すると,/ψ,すなわち,
任意のnに対して  卜¬PrOv(「″¬,n)。 (5)
イ也方,卜¬ψより,(1)から卜Vy(Prov(「¬″¬,y)⊃ヨZ<y PrOv(「ψ¬,Z)),および,
ある自然数mについて,卜Prov(「¬″¬,m)が得られる。これより,トヨZ<m PrOv(Fψ¬,
Z),よって以前と同様,あるk<mにつき,卜PrOv(「ψ¬,k)を得る。これは(5)と結びつ
くことにより, PAの無矛盾性に反する。従つて,/″ かつ /¬ψ が結論となる。
(3)ゲーデル文ψを標準モデルlNで解釈することによつて, ″が真であることが分かる。よって,
ゲーデル文は,「真ではあるが証明できない文」の一例となる。
に)上の不完全性定理から,|「φ¬ l lN FE φl,すなわち算術の真なる文 (のゲーデル数)の
集合は決定可能 (つまり帰納的)ではない, と結論できる。というのは, もし仮に決定可能だ
とすると,それらの真なる文を公理として用いることができるが,この新しい体系Trに対し
て不完全性定理を繰り返すことができる,すなわち Tr/φ かつ Tr/¬φ であるよ
うな文φが存在する。しかし,これは不可能である。なぜなら,真なる文と偽なる文が文のす
べてを尽 くすからである。よって,Trは帰納的 (決定可能)ではない。
(5)証明可能性の述語によつて,QまたはNの公理化可能な拡大において表現可能な述語・関数
は帰納的である, ということを容易に示すことができる。すなわち,卜m=n⇒m=nでぁる
ような, 0とSを持つ公理化可能な理論において,表現可能な述語・関数は帰納的である。こ
のことは,帰納的関数のもう一つの特徴づけを与える。つまり,帰納的関数のクラスはPAで
表現可能な関数のクラスと一致する。この条件を満たす理論は数値的 (■umencal)と呼ばれる。
(6)算術化のテクニックと帰納的関数の表現可能性によって,われわれはQとN(よってPA)
の拡大の決定不可能性を証明できる。QとNは本質的に決定不可能であると呼ばれる。
同じ方法によって,われわれは一般的結果を証明できる :すべての帰納的関数が表現可能で
あるような数値的理論は決定不可能である。さらに,われわれは算術における真理の定義不可
能性についての,以下のタルスキの定理を導出できる。もし,T卜φ≡T(「φ¬)ならば,
数値的理論Tにおいて,式τは真理定義 (trutt definition)であると言われる。
4.4.3 タルスキの定理 :
QまたはNの,無矛盾で公理化可能などんな拡大も,真理定義を持たない。
(証明》不動点定理を利用して行うことができる1401。
4.4.4 定理 :もしTがQ(またはN)の無矛盾な拡大ならば,そのときTは決定不可能である。
系 (チャーチの定理):第一階の述語論理は決定不可能である。
鳥取大学教育学部研究報告 人文・社会科学 第 49巻 第 2号 (1998)
《証明》少なくとも算術の言語を含む第一階言語を考える。Qは有限的に公理化可能であるか
らQ卜φ⇒ 卜α⊃φが成り立つ (ここで,αはQの公理の連言とする)。このとき,明らかに,第
一階述語論理に対する任意の決定手続きがQに対する決定手続きを与える。しかるに,Qに対
する決定手続きは存在しない。よって,第一階述語論理の決定手続きも存在しない (Q.E.D。)。
4.5 決定可能理論と決定不可能理論
今日,多くの理論が決定不可能であることが知られているm)。この場合,基底にある論理が決定
可能性の結果においてある重要な役割を果たすことがあることに注意すべきである。例えば,古典
的単項述語論理は決定可能であるのに対して,直観主義的単項述語論理は決定可能ではない1421。述
語論理の決定可能性の局面は広く研究されている。最も古い結果の一つが単項述語論理の決定可能
性である (Lδwenhein i 1915,Behmann:1922)。そして,その頂点が述語論理の決定不可能性であ
る (Church i 1936)。この特定の領域では決定問題に関する可解と非可解のケースがよく研究され
ている。
構文論的基準によつて与えられる式のクラスrで,各式φに,卜φ⇔卜φ*であるようなφ*∈
「
を結びつける還元手続きによつてFの決定不可能性が確立されているようなものが存在する。そ
のようなクラスFは「証明可能性 (または妥当性)の観点からの還元クラス」と呼ばれる。このと
き,使われる構文論的基準は,例えば①述語の引数の個数,②述語の個数,③冠頭標準形での接頭
量化子の個数,④同じ形式での量化子の変化の数,などである。ここで,ある表記法を導入する :
Qlnl・"Qmnmは, nl個の量化子Ql,n2個の量化子Q2,…, nm個の量化子Q皿を接頭辞として
持つすべての冠頭式のクラスを表すとする。右肩指数∞は,任意有限の長さの量化子の区画を表示
するとする。述語記号の性質に関する制限は有限列で示す。例えば,(0,2,1)は0個の単項述語,
2個の二項述語, 1個の三項述語を表す。この二つの表記法を結びつけることで,V∞ヨ2(0,1)や
ョ2vlョ3(2,1)といった明確なクラスの表現を得る (∞は「すべての有限なn」 を意味する)。 身
近な例として,スコーレム標準形によって与えられるV∞ヨ∞式のクラスは充足可能性に対する還
元クラスである。つまりこのクラスは存在量化子を従えた全称量化子を持つ冠頭式から成る。すで
に多くの還元クラスの例が研究されている“
。し,量化式一般の非可解クラスの研究もある色°。
他方,理論の決定可能性を示す方法として量化子消去の方法がある。理論Tが量化子を消去可能
であるのは,自由変頂Xl,…, Xnを持つ任意の式 φ(Xl,…X.)に対して,
卜φ(Xl,…Xn)=ψ(Xl,…Xn)
であるような開いた (よつて量化子を含まない)式″(Xl,中●,Xn)が存在する場合である。それ
ゆえ,量化子が消去できる理論に対しては,ある式に対応する開いた式の導出可能性を問題とすれ
ばよい。通常の導出問題よりこれは容易であるので,量化子消去によつて決定手続きが生み出され
ることがある。初期の目覚ましい結果は,プレスブルガー (1930)が,後者関数と加法のみを持つ
算術理論が量化子消去によつて決定可能であることを示したことである。後に,タルスキは実数の
閉じた体に対して量化子消去から成る決定方法が存在することを示した。9。 以来,量化子消去は決
定手続き構成の有力な方法となっている90。
4.6 算術的階層
算術化という符号化によつて「nは集合Xに属するか?」 という決定問題は,lN=lo,1,2,…|
の部分集合の決定問題として提示しうるが,通常は,一定のエフェクテイヴに生成された集合の要
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素が他の同様な集合の要素であるかを決定せよ,という形で考えられる。つまり,われわれの関心
は,lNの部分集合の間である仕方でエフェクテイヴに記述される一定集合 (およびその間の関係)
に存する。われわれが既に出会ったそのような集合は,原始帰納的集合,帰納的集合,帰納的に枚
挙可能な (RE)集合である。一般に,一つの理論または構造において定義可能な自然数の集合を
考察するのが自然である。そのような集合の最初の候補は算術の標準モデルであるlNである。lNで
定義可能な集合は算術的 (arithmetic)と呼ばれ,In llN tt φ(T)|という形をしている。帰納
的集合とRE集合は算術的である。さらに,算術的でない集合が既に登場した。それは算術の真な
る文 (のゲーデル数)の集合である (タルスキの定理)。
そこで,算術的集合のクラスがある構造:特に複雑さの度合いの観点からの構造を持つかどうか
が問題となる。われわれは,算術的集合を構文論的観点から分類できる。算術的階層 (arithmetical
hierarchy)と呼ばれるその分類は,階層を定義する式の冠頭標準形に基づいている。階層は次の
ように定義される :
Σ01式 は ヨすφ(す,す)という形をしている;
Ⅱ。1式 は Vすψ(す,す)という形をしている (φは有界量化子しか含まない)。
もしφ(す,す)がΣ On式ならば,Vすφ(す,す)はΠ On+1式である ;
もしψ(す,す)がΠO.式ならば,ヨすφ(す,す)はΣOn+1式である。
ΣOnとⅡ Onは対応する式の外廷として定義され,集合が△Onであるのは,それがΣ OnでもΠ
O.で
もある場合である。
以下の包含が確立されている
鬱 Σ01ぐ
△01           △02          ………         △On+1            ・・・
ヾ Π監 鬱  ヾ Π02 鬱   ヾ Ⅱ On 鬱   ヾ Π On+1 鬱
例えば,もしX∈ΣOュならば,Xは式ヨすφ(X,す)で定義され,ダミー の変項と量化子を追
加することでⅡ02式であるVZヨ了φ(X,す)が得られる。
上の分類は構文論的基準に基づいているが,帰納理論による分類も存在する。それによる階層の
末端において,次の対応がある :
△比 …… 帰納的集合,
Σ01 …… RE集合,
Π01 …… RE集合の補集合 (Σ。1∩Π01=△Oll。
モデルの複雑さもまた算術的階層によつて測られる。すなわち,モデルの宇宙 (対象領域)がす
べての自然数の集合で,関係がΣOn(またはHOn,△On)のとき,そのモデルはΣ
On(またはⅡ On,
△On)と呼ばれる。
最後に,いくつかの結果に言及して小論を閉じることにする。
(i)ヒルベルト=ベルナイス完全性定理 :(可算な言語による)理論が公理のRE集合を持ち,
かつ無矛盾ならば,その理論は△。2モデルを持つ。
(ii)決定可能な理論は帰納的モデルを持つ。
(?)算術の唯―の帰納的モデルは標準モデルである。
(iv)1970年にマチヤセヴイッツはヒルベルトの第10問題に否定的解を与えた
eの
:
与えられた任意のデイオフアントス型方程式 (すなわち,整数係数を持つp(xl,・・,Xa)=
oという形の多項式)が解を持つかどうかを決定するアルゴリズムは存在しない。
9 Σ02で 珍 ΣOn C   tt ΣOn+1ぐ
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註
(1)哲学的な側面についてはCarnap[1937]の議論を参照。また,Fraenkd et al.[1973](特に280頁以下)参照。
(2)自然数a, b(a>b)に対して, aをbで割った余りをrとし,次にbをrで割った余りをrlとし, さらにr
をrlで割った余りをr2とし,…,以下同様な割り算を実行する。すなわち,
この計算過程の最後の余りrn+2が0であれば, aとbの最大公約数 (g.c,d.=greatest common divisor)|ま
rn+1である。これがユークリッドの互除法である。rn+2=0のとき, r五十1がa, bの公約数であることはこ
の計算過程を逆に辿ることによって示され,また最大であることも証明できる。さらに,この過程で,被除数が除数
より常に大であり,除数が剰余より常に大であることから, a>b>r>ri>…1>oとなり,最大r+1個の
割り算を実行した後,計算は停止することになる。具体的な数値例として, 4458と1724の最大公約数を求め
る :
a=b・q+r
b=r・qll r]
r=rl・q2+r2
rn-2=rュ_1・qn+rn
ra_1=rn・q +1~■rn+1
rn―rュ+1・qn+2+r五十2
4458=1724・+1010,
1010=714・1+296,
296=122・+52,
(0≦r<b)
(0≦ri<r)
(0≦r2<r])
(0≦rn<ra_1)
(0≦r五十1<rn)
(0≦rn+2<ra+1)
1724=1010・+714,
714=296・2+122
122=52,2+18,
52=18・2+16, 18=16・1+2, 16=2・8+0。
よって, 2が4458と1724の最大公約数である。これを逆にたどる:16=2・8, 18=2・8+2=2
a(ここで, 8+1をaとぉく。以下同様に2を括り出す), 52=2a・2+16=2b, 122=2b・+2
a=2C,296=2C。2+2b=2d,714=2d・2+2C=2e,lo10=2e。1+2d=2f,
1724=2f。1+2e=2g, 4458=2g。2+2f=2h。こうして, 2が4458と1724の公約数
であることが示された。最大性は次のように示される。2<αである公約数αが存在すると仮定する。 4458=
αh, 1724=αjとおいて,互除法の計算過程に沿った推論を行う :
4458=αh=1724・2+1010=αi+1010,∴1010=αに1とおける。
1724=αj=1010。1+714=α kl+714,∴714=a k2とおける。
1010=αk]=714・1+296=α k2+296,∴296=α k3とおける。
714=α k2=296。2+122=α k3・2+122, .・.122=α klとおける。
296=α k3=122・+52=α k4・2+52, .・.52=α k5とおける。
122=T k4=52・2+18=α k5'2+18,∴=α k6とおける。
52=α k5=18・2+16=α kG。2+16, .・,16=α k7とおける。
18=α k6=16・1+2=α kπ+2,∴2=α k3とおける。つまり, αは2の約数でもある。よって, α≦2。
これは, 2<αという仮定と矛盾する。よって, 2が最大公約数である。
(3)回文 (または回語)とは,“bob",“boaob",“たけやぶやけた",“Able was l ere l saw Elba"のように,左
から読んでも右から読んでも (上から読んでも下から読んでも)同一の文 (または語)となる文字列である。与えら
れた (例えば5000文字から成る)記号の有限列が回文であるかどうかの判定手続きは次のようなものである。「最初
の記号と最後の記号が同一かどうかを確認せよ。もし同一であれば,それらを消し,短くなった記号列について同様
のことを行え。もし同一でなければ,回文ではない。」この操作は有限回で停止する。すべての記号が消されるか,
ただ一つの記号が残れば,最初の記号列は回文であり,そうでなければ回文ではない。この操作が正しいことは回文
の定義から明らかである。
化)チューリング機械はTu?ng[1936]により初めて定式化された。この論文はDavis[1965]に再録されている。
(5)規約の必要性は,例えば,機械が無限に操作し続けることなく計算終了後に停止するように機械を調整する,等の
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場面で表面化する。以下に主要な規約を挙げる。
(1)当初,有限個のマスロを除いて,テー プは空自の状態で提示される。
修)計算を開始するとき,機械は空白でないマスロの左端を眺めている。
131 ある状態で,いかなる指令も実行できない記号を読み取ったとき,機械は停止する。
(4)任意の状態および読み取られた記号に対して,適用される指令はたかだか一個である,すなわち機械は決定論
的 (determinisic)|こ動く。
い)それ以降の計算過程を一連の状況記述として示すと以下のようになる :
BaababaB→Baabab9B→B ababaB→BababaB→ …
q2           ta           qO          qa
→BababaB→ababaB→ababBB→ ¨ i→
qa
BababB‐a ba
q: q2
q2 q3
B→BBbabB→babB→ ¨・→BbabB→
qO       qb            tt b
BbabB→baBB→baB→BbaB→BbaB→BBaB→BaB→
q4 q2 92 q2 q。 q。 qa
BaB→BBB→BBB(END).
qB
9)途中の計算過程は次のようになる (“・…→"で→の有限個のステップを表す):
BO。||IBIIB・・→] HBqIIIB…→BIIIB lqI B→
IBq。laB→BIIlq3BlaB→
Bqo BlaB…→BIIBBq2 1aB・・・→
BI I IBlq2 1B→BI
BIlq4 1Bla →BI
BBBq5 aaB→BI Bq2 BaaB(END).
(8)射影関数を表すチューリング機械の指令は以下のようなものになる :
私 掟 &岳_l轄
目咽 の列をすべて消脚 嘘 番目卿 彰 癌
q
q
q
|を消し, 1+2番目の列に移れ ;
qn lBqn R ――n+1番目の列のすべての|を消して停止せよ。
Tinng[1936]§§6, 7参照。
元の加法計算で0+ユ=1の計算過程は次のようになる :
qO IBII→BqI BII→BBq:||→BBBq2 1(END)。
これを新しい機械は次のような計算過程によつて模倣する :
$:一$?qO q。IB‖$e…Ⅲ$]一$2 Bqk ql B‖$B… …・・|…$1-$2
BBqi qI‖$3…・→$1-$2BBBqj q21$'¨`→$2BBBqi q?|$こ.
Turing[1986]§8参照。
②X・yには, 文・o=o, X。(y+1)=X・y+X, という原始帰納による定義を与えることができ,これを
さらに,×(0,X)=CtO(X)=0,×y+1 X)=+(P31(Ж(y,X),X,y),PL(×(u X),X,y))と明示的
に書き直すことができる (定義図式でhに当たる関数は+とPl,Pちの合成である)。 以下,明示的ではなく伝統的
な定 義 を与 え る。 ③ Xyは, X。=1, Xy+1=■yt X,①p(0)=0,p(X+1)=X,⑤支■ 0=X, X二(y
+1)=p((X tt y))⑥O!=1,(X+1)!=(X!)。(X+1),⑦ sg(o)=0,sg(X+1)=1,③sg(X)=
1■sど(X),③lX―ア|=(X tt y)十(y tt x),⑩】yi=Og(す,1)=g(す,0)+…g(す,y),
私 最 ミ丁
拗 p列をすべて消L右側の繋 日の珈独
曇il科弾脚阿琳制
llり
ll参
①Hyi=Ogぼ,i)=g(言,o) g(す,y)。
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tO 実際,①Kφ(X)=0,②KE(0)=1,KE(X+1)=更(KE(X)),③K=(X,y)=重(IX―yl),④K<
(X,y)=sg(y tt X)であり,これらの特徴関数はいずれも原始帰納的である。
&つ いまC=A∩Bとお く。そのとき, X∈C⇔X∈A∧X∈B。 そこで,これらの特徴関数を取ると,Kc(X)=1
⇔KA(X)=1・KB(X)=1であるから,Kc(X)=KA(X)・KB(X と定義できる。明らかに,特徴関数Kcつま
りKAnBは原始帰納的である。合併集合に対しては,KA∪D(X)=Sg(KA(X)+KB(X))とし,補集合に対しては
sg(KA(X))とおけばよい。
19 証明:Ks(す)=KR(fI(す),…, fp(す))。
10 証明:Rl,…Rpが相互排反的だから,KRi(す)=1のとき,他の関係のすべての特徴関数はすに対して値0
を取る。ゆえに, f(す)=g](す)・ KRl(す)+…+gp(す)・KRp(す)o
こり 証明:以下の表を考える。
R   R(すiO)  R(す,1) …・  R(す,i-1)R(ア,i) R(r,二十1) … R(ア,m)
KR   0     0   …    0      1       0    …  1
g      0        0     ・・       0          1           1      中,   1
h      l        l     …,  1          0          0      "・0
f      1        2     …。     i         i           i      …・      i
水平線より下の第一行日に, 0≦i≦mに対する特徴関数の値 KR(す,i)を書く。第二行日でそこまでの値の
単調集積 :g(す,i)=sg Σ七=O KR(寸,j)を作る。第三行日で0と1を交換する:h(す,i)=更(g(す,i))。
そして,第四行目でそこまでのhの値を足し合わせる:f(す,1)=Σ ij=Oh(す,j)。もしR(す,j)がj=iで
初めて成り立つとき, f(す,m-1)=iである。そして, もしjくmであるどんなjに対してもR(す,1)が成り
立たないとき, f(す,m_1)=m となる。それゆえ, μy<mR(す,m)=f(す,m-1), よって有界最小イと
は原始帰納的関数を生み出す。
19 これはクリ‐二に基づく。彼は未定義項の文脈における同等性を表す記号として記号 “="を導入した。=を支配
する規貝Jは次のものである:t tt Sならば, tとSは同時に定義されており同一であるか,またはそれら (tとS)
は同時に未定義である。tとSの少なくとも一方が未定義であれば, t=Sは未定義であるが, t=Sは,一方が未
定義のとき他方が未定義ならば真,定義されておれば偽である, という点が=と=の違いである。クリーニは主を
「完全同等性」,=を「弱い同等性」と呼ぶ (Kにene[1952]327-8頁)。
l19 詳しい証明は次の通り。最初の関数Sl.はR6によって与えられるが,その明示的定義を,代入の図式によって,
Sl.(e,y)=(4,(e)2~1,e,(o,(c)2-1,y〉,(1 (e)2~1,1〉…,( ,(C)2-1,n_1〉と書き
下す。このとき,
I Sln(e,y)|(す)=Z ⇔ヨql…qn[|く0,(e)2-1,y〉|(す)=ql∧|(1,(e)2-1,1)|(す)=q2
∧・…∧ |(1,(e)2~1, n~1〉|(す)=qn∧
lel(ql,…,qn)=z]。
節Rl, R21こよって, qュ=y, qi+1=xi。 ょって, ISl.(e,y)|(す)=lel(y, す)を得る。 Cが固
定されたインデッケスであるから, Sl.は原始帰納的である。Sm.はS lnをm回適用することで得られる。(Q.
E.D.)この証明はVなュDalen[1983]による。
?O Van Dalen[1983]p.440。
20 Van Dalen[1983]pp.473-4 参員く。
働 われわれの戦略は, f(y,す)=0 であるような,最初のyを見出すまでyのすべての値を連続的にチェック
することである。もしf(y,す)=0ならば, ψ(y,す)が0を生み出し, もしf(y,す)半0ならば, ステッ
プ数を数えながら次のyへと動くような関数ψが求められている。この関数ψがインデックスeを持つとしよう。わ
れわれは, ″1(e,y,マ)=0 ぉょび ″2(e,y,す)=ψ(y+1,す)+1=lel(y+1,す)+1 であるよ
うな,インデックスbとCを各々持つ補助関数ψl,″2を導入する。もしf(y,す)=0ならば, ψlを考え, もし
f(y,マ)+0ならば, ψ2を考える。よって,われわれは,R4によって,新しい関数χOi値恥⊃={Ⅲ江と]亘随y
?
?
?
?
?
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を導入し, χ(e,y,マ)=lχO(e,y,す)|(e,y,す) とおく。帰納定理によって,
χ (e"y,す)=l eOI(y,す)
であるようなインデックスeOが与えられる。もしそれが存在すれば,l eOI(0,す)は望ましい値を生み出す。す
なわち, COがわれわれが目指していた関数ψのインデックスである。というのは, もしf(y,す)+0ならば, χ
(e“y,す)=ICI(eO,y,す)=ψ2(eO,y,す)=ψ(y+1,マ)+1,もしf(y,す)=0ならttt χ(eら
y,す)=lbl(eO,y,す)=0。ょって, y。がf(y,す)=0となる最初の値yと仮定すると, ψ(0,す)=
ψ(1,す)+1=ψ(2,す)+2= … =″(y。,す)十yO=yO(Q.E.D.)。
チヤーチの提唱が論文の形で明示的になされたのはChurch[1936]においてである。
Kttene[1952]の§§60,62参照。
Rogers[1967]参照。
Gandy[1980]参照。
ケUえtず, Gbdel―Herbrand, Church, Curry, Turing,Ma kov,Post,Minski,Shepherdson一Sturgisなどによって提
案されている。
い G6dd[1946]P.84(ただし,この頁づけはDav偽[1965]|こよる。Gδdd[1990]では150頁)。 尚, ゲーデルはこ
の論文をDa?s[1965]に収録するに際して,引用した部分に対して次のような脚註を与えている :「正確には :整
数の関数が算術を含む任意の形式的体系で計算可能であるのは,それが算術で計算可能であるとき,かつそのときに
かぎる。ここで,関数fが [体系]Sで計算可能であるのは, fを表現する計算可能な項がSに存在する場合である。」
99例えば,司(X<0),X<S yttX<yvX=y,x<yvx=yVy<x,X<y∧y<Z⊃X<Z などが証
明できる。
eo Tarskl,Mostowskl,Robinson[1953]参照。
eo shoenndd[1967]p.22.
eD 証明のポイントは適切な形に各述語を書き下すことである :
(a)Vble(n)⇔ ヨX≦n(n=(2X〉)
(b〉 Term(n)⇔[vble(n)vn=(1〉vョx<n(n=(9,X〉∧Term(X))VヨX,y<n(n=(11,X,
y〉 ∧Term(X)∧Term(y))vヨX,y<n(n=(13,X,y〉∧Term(X)ATerm(y))]
(C)Form(n)⇔ ヨX,y<n(n=(15,X,y〉∧Term(X)ATerm(y))
VヨX,y<n(n=(3,X,y〉∧Form(X)AForm(y))
VヨX<n(n=〈5,X〉AForm(X))
VヨX,y<n(n=(7,X,y〉∧vble(X)A Form(y))
031 Kleene[1952]§49, ShOenfield[1967]pp.128-130参貝ξ。
en shoenield [1967]p.211修妄貝R。
99 ShOenfidd[1967]pp.55-57参照。
00 Shoenadd[1967]pp.57-61参照。
∽ Gδdd[1931]参照。
139 証明 :まず代入関数Subを用いて,S(m,n):=Sub(m,「X詞,「Num(n)⊃とおき, k:=「φ(S(XO,XO))司
とす る 。 そ の と き,″:=φ(S(k,k))によ リ ト リ ッ ク が 完 成 す る 。と い う の は,S(k,k)=S(「φ(S(XO,XO))司,
k)=「φ(S(k,k))¬。それゆえ, Sの表現可能性定理により, PA卜S(k,k)=「ψ(S(k,k))¬。よって,
PA卜φ(S(k,k))=φ(「φ(S(k,k))¬)。 ここで,ψとしてφ(S(k,k))を取ると,PA卜ψ=φ(「″ )。
(Q. E. D。)
891  Rosser[1936]彦多貝R。
⑩ 証明:真理定義τが存在すると仮定する。すると,嘘つきのパラドクスを定式化できる。すなわち,不動点定理に
より,T卜λ三¬τ(「λ¬)であるような文λが存在する。τは真理定義であるから,T卜λ≡f(「λ¬), よっ
てT卜λ三¬λ。これはTの無矛盾性に反する。
1)次のような理論が決定不可能であることが知られている (van DЛen[1983]p.465参照)。 ①ペアノの算術,②環
の理論 (Tarskl:1949),③順序体 0.Robinson i 1949),④束の理論 (TarslcI:1949),⑤二項述語の理論
(K』mttr:1936),⑥対称的二項述語の理論 (Church,Q?ne l 1952),⑦半順序の理論 (Tarsltl:1949),①二つの同
値関係の理論 (Rogers:1956),③群の理論,⑩半群の理論,①整域 CntegrЛ dom?n)の理論。
?
?
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Gabbay[1981]参照。
次のような還元クラスの例が研究されている
ヨ∀ヨV(0,3):Buchi 1962,
V3ヨ(0,∞):Gёdel 1933,
VヨV(∞,1):Kahr 1961,
V∞ヨ(0,1):Kalmar,suranyi 1950
VヨVヨ∞(0,1):Gurevich 1966.
詳細については Lew偽[1979]参照。
TarsH[1951]参照。
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決定可能な理論の研究については,Rabl■[1977]参照。
Matl」asevだ[1973]参照。
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