Abstract-This technical note studies a class of distributed nonsmooth convex consensus optimization problems. The cost function is a summation of local cost functions which are convex but nonsmooth. Each of the local cost functions consists of a twice differentiable (smooth) convex function and two lower semicontinuous (nonsmooth) convex functions. We call these problems as single-smooth plus double-nonsmooth (SSDN) problems. Under mild conditions, we propose a distributed double proximal primal-dual optimization algorithm. Double proximal splitting is designed to deal with the difficulty caused by the unproximable property of the summation of those two nonsmooth functions. Besides, it can also guarantee that the proposed algorithm is locally Lipschitz continuous. An auxiliary variable in the double proximal splitting is introduced to estimate the subgradient of the second nonsmooth function. Theoretically, we conduct the convergence analysis by employing Lyapunov stability theory. It shows that the proposed algorithm can make the states achieve consensus at the optimal point. In the end, nontrivial simulations are presented and the results demonstrate the effectiveness of the proposed algorithm.
the cost functions in these problems is a summation of local cost functions and each of them consists of a smooth (differentiable) convex function and two nonsmooth (nondifferentiable) convex functions, all of which are derived from practical meanings. Although both of the nonsmooth functions are proximable, their summation might not be (a function being proximable means the proximal operator of this function has a closed or semi-closed form solution and is computationally easy to evaluate [1] ). Moreover, all the solutions to these optimization problems must achieve consensus. We call such problems as single-smooth plus double-nonsmooth (SSDN) problems. A wide range of problems in the field of machine learning and multiagent system optimization fall into SSDN form. For example, in the distributed version of the fused LASSO problem [2] , which was proposed for group variable selection, the least squares loss is smooth. The l 1 penalty and another penalty with respect to the changes of the temporal/spatial structure in this problem are usually nonsmooth. Besides, a consensual solution to this problem should be obtained. In the distributed constrained consensus optimization problems of multiagent systems, which are different from [3] [4] [5] [6] [7] , the local cost function of agent i contains a smooth function and two nonsmooth functions standing for two different constraints. Consensus needs to be achieved at the optimal point of this problem. Due to the important implementation mentioned above, the SSDN problems have attracted increasing attentions.
There are two important categories of the existing algorithms for solving the distributed nonsmooth optimization problem. The first category includes the nonsmooth algorithms (see [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] , for example) whose convergence was proven based on nonsmooth analysis [18] . Wang and Elia [9] proposed a novel computation model for solving the distributed optimization problem and designed both discrete-time and continuous-time algorithms, which present a new view for exploring the distributed nonsmooth optimization problem with control approach. Many distributed subgradient algorithms were presented as discretetime systems with diminishing step-sizes [10] , [11] or continuous-time systems [12] to deal with the distributed nonsmooth optimization problems. A few authors [13] [14] [15] [16] [17] proposed various projected primal-dual algorithms in the form of differential inclusions to solve the distributed nonsmooth constrained optimization problems. More recently, Cortés and Niederländer [19] presented set-valued saddle-point-like dynamics to solve the nonsmooth optimization problem, which does not rely on a priori knowledge of the penalty parameter. Although the algorithms in the first category can deal with the SSDN problem, the subgradient of the nonsmooth cost function is discontinuous and may cause violent vibration in the systems, which is actually unacceptable especially for multiagent dynamical systems. Moreover, it is also harder to prove the convergence properties of nonsmooth algorithms than that of smooth algorithms. The second category includes smooth algorithms (see [20] [21] [22] [23] , for example) which employed the proximal methods [24] to solve the distributed nonsmooth optimization problem. Shi et al. and Li et al. [20] , [21] proposed several proximal gradient algorithms for solving the distributed optimization problems with nonsmooth local cost functions. Hong and Chang [22] and Aybat et al. [23] designed proximal gradient alternating direction method of multipliers (PG-ADMM) to solve the distributed nonsmooth convex optimization problems. The aforementioned proximal-based algorithms cannot directly deal with SSDN problems (pointed out in [25] [26] [27] ), since they only consider one proximal operator, while the summation of two proximable nonsmooth functions may not be proximable. As for the centralized version of SSDN problem without constraints, Ryu and Yin [1] proposed a double proximal gradient algorithm, but it is infeasible for the distributed nonsmooth optimization problem. Dhingra et al. [28] presented a proximal augmented Lagrangian and derived the method of multipliers (MM) and continuous-time primal-dual dynamics for solving distributed nonsmooth optimization problem, while it still needs more extension research to deal with the SSDN problem.
In this note, the SSDN problem is addressed. A distributed smooth double proximal primal-dual algorithm is proposed to make the states of the agents achieve consensus at the optimal point to the SSDN problem. The contributions of this note are summarized as follows: 1) This note explores the SSDN problem, which widely arises in the subject of machine learning and multiagent system optimization.
To the best of our knowledge, we are the first to propose a distributed continuous-time double-proximal-based smooth primaldual algorithm for this problem under the framework of distributed optimization. 2) A distributed smooth primal-dual algorithm using the double proximal splitting is proposed. To tackle the main difficulty caused by the unproximable property of the summation of the two nonsmooth functions in each local cost function and ensure smoothness of the proposed algorithm, the double proximal splitting is employed. In the double proximal splitting, an auxiliary variable is designed to estimate the subgradient of the second nonsmooth function. Moreover, compared to the double proximal gradient algorithm [1] , the proposed algorithm is a distributed primal-dual algorithm.
3) The convergence and correctness of the proposed algorithm are proved by using Lyapunov stability theory. The proof avoids using the nonsmooth analysis and provides novel insights into analysis of primal-dual-type algorithms. The rest of the note is organized as follows. In Section II, some basic definitions of graph theory and basic concepts of proximal operator are presented. Section III shows the SSDN problem. In Section IV, we propose a distributed smooth continuous-time primal-dual algorithm, which applies the double proximal splitting. In Section V, the proof for the convergence and correctness of the algorithm is presented. In Section VI, simulations show the effectiveness of our proposed algorithm. Finally, Section VII concludes this note.
II. MATHEMATICAL PRELIMINARIES
In this section, we introduce necessary notations, definitions, and preliminaries about graph theory and proximal operator.
A. Graph Theory
A weighted undirected graph G is denoted by G(V, E, A), where V = {1, . . . , n} is a set of nodes, E = {(i, j) : i, j ∈ V; i = j} ⊂ V × V is a set of edges, and A = [a i,j ] ∈ R n ×n is a weighted adjacency matrix such that a i,j = a j,i > 0 if (j, i) ∈ E and a i,j = 0 otherwise, where R n ×n denotes the set of n-by-n real matrices. j ∈ N i denotes agent j is a neighbor of agent i. The Laplacian matrix is
. . , n}. Specifically, if the weighted graph G is undirected and connected, then
where R n denotes the set of n-dimensional real column vectors and 1 n ∈ R n is the vector of all ones.
B. Proximal Operator
Let f (δ) be a lower semi-continuous convex function for δ ∈ R r . Then, the proximal operator prox f [η] and the Moreau envelope
where · denotes the Euclidean norm.
is essentially a smooth or regularized form of f (δ) at η; it is continuously differentiable, even when f (δ) is not.
Remark 2.1: Define the indicator function of a closed convex set Ω as I Ω (δ) = 0 if δ ∈ Ω and I Ω (δ) = +∞ otherwise. We have
Additionally, according to the property of fixed point algorithms in [24] 
which means that prox f (·) is a firmly nonexpansive operator, i.e., prox f (·) is Lipschitz continuous with constant 1. Consider a systeṁ
where φ : R q → R q is Lipschitz continuous. Then, the following Lemma in [29] is given below.
Lemma 2.1: Let D be a compact, positive invariant set with respect to system (5), V : R q → R be a continuously differentiable function, and x(·) ∈ R q be a solution of (5) with
whereZ is the closure of Z ⊂ R n , then (5) converges to one of its equilibria.
III. PROBLEM DESCRIPTION
In this section, the SSDN problem is formulated. We consider a network of n agents with first-order dynamics, interacting over a graph G. For each agent i ∈ {1, . . . , n}, there are three functions f The SSDN problem is described as follows:
where L n q = L n ⊗ I q , I q denotes the q × q identity matrix and L n ⊗ I q is the Kronecker product of matrices L n and I q . x i ∈ R q is the state of ith agent, and
T . The constraint presented in (6) indicates that all the solutions must achieve consensus. Each agent only exchanges information with its neighbors in a fully distributed manner.
Remark 3.1: Problem (6) is a very general model, which provides a new viewpoint of many problems in recent distributed constrained optimization [8] , [11] , [15] . For example, if f is twice continuously differentiable and strongly convex for all i ∈ {1, . . . , n}, which means there exists a constant c > 0 such that for agent i,
where
and (·)
T denotes transpose. Without loss of generality, we assume c > 1.
are (nonsmooth) lower semicontinuous closed proper convex functions for all i ∈ {1, . . . , n}, and they are proximable.
Assumption 3.3:
The weighted graph G is connected and undirected.
Assumption 3.4: There exists at least one finite solution to problem (6) .
The modified Lagrangian function for problem (6) is defined as
where v is the Lagrange multiplier for L (x, v) . Note that it is a common trick to employ x T L n q x instead of L n q x 2 as the penalty in the Lagrangian function in distributed optimization problems, which was applied in [4] , [16] , [31] . This additional quadratic term x T L n q x vanishes if the agreement constraint is satisfied, which means that if (
* is a solution of the SSDN problem (6) . After that, we arrive at the following lemma by the Karush-Kuhn-Tucker (KKT) condition of convex optimization problems.
Lemma 3.1: Under Assumptions 3.1-3.4, a feasible point x * ∈ R n q is a minimizer to problem (6) if and only if there exist x * = 1 n ⊗ w * ∈ R n q , w * ∈ R q , and v * ∈ R n q such that
where 0 n q ∈ R n q is the vector of all zeros,
and
The proof of Lemma 3.1 is omitted since it is a trivial extension of the proof for Theorem 3.25 in [30] .
IV. ALGORITHM DESIGN
In this section, we present a distributed smooth double proximal primal-dual algorithm for solving problem (6) [25] , here we introduce an auxiliary variable z(t) ∈ R n q combined with a constant parameter γ ∈ R + such that there exists a feasible point z * splitting (9a) as
According to the property of proximal operator (3), we can transfer (10) as
where for any ξ = [ξ
T . R + denotes the set of positive real numbers, x * and v * are defined as same as in (9) . From (10b), one can know that −γz is presented to estimate a subgradient in ∂F 2 (x). According to (9) and (11), we propose a smooth algorithm as follows:
Algorithm (12) can also be written in a compact forṁ
T . Remark 4.1: Equation (13) is derived from saddle-point seeking of the modified Lagrangian function L(x, v). As a result, (13a) is derived from minimization of the Lagrangian function along the x-direction with proximal operator of F 1 (x) to reach (10a). Equation (13b) is derived with proximal operator of F 2 (x) to reach (10b). Equation (13c) is derived from maximization of the Lagrangian function along the vdirection to satisfy (9b). Different from the method in [1] , algorithm (13) is a fully distributed primal-dual algorithm. 
Remark 4.3: From (13b), it shows that −γz(t) is a proximal-based estimator of ∂F 2 (x). With the help of estimator −γz(t), another proximal operator (13a), which employs the information of −γz(t) instead of ∂F
2 (x), is presented to deal with the difficulty caused by the unproximable property of F 1 (x) + F 2 (x). This proximal-based scheme combined by (13a) and (13b) is called the double proximal splitting, which may be viewed as a primal-dual extension of three operator splitting shown in Section 3.1 of [25] .
Lemma 4.1:
is an equilibrium of algorithm (13) if and only if x * is a solution to problem (6) .
Proof:
is an equilibrium of algorithm (13) , then according to the property (3) of proximal operator and algorithm (13), one can have that
which means 0 n q ∈ ∇F 0 (x
* is a solution of problem (6) .
* is a solution of problem (6), according to Lemma 3.1, there exist a point z * ∈ R n q and a constant γ ∈ R + such that
By combining the property (3) of the proximal operator with (15), we have (16) which means that (x * , z * , v * ) is an equilibrium of algorithm (13) .
V. MAIN RESULT
In this section, we state the convergence result of the proposed distributed algorithm. Let (x * , z * , v * ) be an equilibrium of algorithm (13) . (12) or (13) is Lyapunov stable, and the trajectory of (x(t), z(t), v(t) ) is bounded.
(iii) Moreover, the trajectory of (x(t), z(t), v(t)) converges and lim t →∞ x(t) is the solution to problem (6).
And note that L n q x * = 0 n q followed by (13) . It can be easily verified that
In addition, since L n q is positive semi-definite
Therefore, we have the conclusion that
Let μ i , i ∈ {1, . . . , n} be the eigenvalues of L n ∈ R n ×n . Since the eigenvalues of I q are 1, it follows from the properties of the Kronecker product that the eigenvalues of L n q are
Since
> 0, and
In the view of (18) and (22)
(ii) It follows from algorithm (13) that:
Since f (23) that
From (24), we can deduce that
The derivative of Lyapunov candidate V (x, z, v) along the trajectory of algorithm (12) or (13) satisfieṡ
According to (25) and (26) V
where L M = L T n q (I n q − αL n q ). According to Assumption 3.1, there exists a parameter β > 0 such that
Then we have the conclusion thaṫ
In order to illustrate that there exists β > 0 to make b 1 > 0 and b 2 > 0, here we define a function G(γ) of γ and its derivative
Note that 0 < γ < 1 − αλ max (L n ) < 1 and c > 1. According to (30), we have
As a result, there exists β such that
, which means that
Since f 0 i , i ∈ {1, . . . , n} are all convex functions, which means
Additionally, since V (x, z, v) is positive-definite, radically unbounded, and lower bounded, (x * , z * , v * ) is Lyapunov stable and the trajectory (x(t), z(t), v(t)) is bounded.
(iii) Define
Let M be the largest invariant set of R. It follows from the invariance principle that (x(t), z(t), v(t)) → M as t → ∞. Assume (x(t),z(t),v(t)) is a trajectory of algorithm (12) or (13) 
If C = 0,v(t) will be unbounded, which is a contradiction. Hence, M ⊆ {(x, z, v) :ẋ = 0 n q ,ż = 0 n q ,v = 0 n q }. By Part (ii), every point in M is Lyapunov stable. It follows from Lemma 2.1 that (x(t), z(t), v(t)) converges to an equilibrium point of (13) . Due to Lemma 4.1, lim t →∞ x(t) is a solution to problem (6) .
Theorem 5.1 shows that every equilibrium of algorithm (12) or (13) is Lyapunov stable and every state trajectory converges to one equilibrium point of (13) , which is the optimal point of problem (6) . Moreover, by using the double proximal operator, algorithm (12) or (13) is a smooth algorithm and its analysis is easier compared with the nonsmooth algorithm in [16] . This method gives new ideas for designing distributed algorithms for nonsmooth optimizations without using nonsmooth analysis.
VI. SIMULATIONS
In this section, simulations are performed to validate our proposed distributed optimization algorithm.
is not proximable, where η 3 ∈ R 2 , and hence the proximal algorithms [20] [21] [22] [23] may not fit for this problem.
The Laplacian of the undirected graph G is given by
and the Laplacian spectrum of the topology is {0, 0.586, 2, 3.414}. From the spectrum of L 4 , one can have that λ max (L 4 ) = 3.414. Fig. 1 , where the red stars denote m i , i ∈ {1, 2, 3, 4} from left to right, respectively, and the blue stars denote p i , i ∈ {1, 2, 3, 4} from down to up, respectively. We set the time step size as 0.05, and the final iteration number is 800. Fig. 2 gives the trajectories of x i (t), i ∈ {1, 2, 3, 4}. Fig. 3 shows the trajectory of F (x), which proves that the summation of the local cost functions is minimized. It can be seen from Figs. 1-3 that all the agents converge to the same optimal solution which minimizes the summation of local cost functions. Figs. 4 and 5 show the trajectories of the auxiliary variables z i (t), i ∈ {1, 2, 3, 4} and the Lagrange multipliers v i (t), i ∈ {1, 2, 3, 4}, respectively, which also verify the boundedness of algorithm (13)'s trajectories.
Comparatively, Fig. 6 shows the trajectories of x i (t), i ∈ {1, 2, 3, 4} if the subgradient of f 2 i (x i ) is directly employed like the nonsmooth algorithm [19] does, as follows:
0 (x(t)) − ∂f 2 (x(t)) − αL n q x(t) − αL n q v(t)]
where for any nonempty, convex, and compact set H(x) ∈ R n q , P T Ω (x ) [H(x)] is the the orthogonal projection of H(x) at x ∈ Ω. We set the time step size as 0.05, and the final iteration number is 800. From Fig. 6 , we can find that the trajectories of x i (t), i ∈ {1, 2, 3, 4} go zigzag from 0 to 10 s, which is unacceptable in the distributed optimization problem implemented by physical systems.
VII. CONCLUSION
In this note, a distributed smooth double proximal primal-dual algorithm is proposed to solve a class of distributed nonsmooth consensus optimization problems, which are called as SSDN problems. The double proximal operator which contains a proximal-based estimator is employed to tackle the difficulty caused by the unproximable property of the local cost functions and ensure smoothness of the proposed algorithm. Moreover, the proposed algorithm can also give a new viewpoint to many widely studied distributed constrained optimization problems. Future extensions will involve considering the SSDN problem with the directed and switching topologies.
