A new method is presented for enhancing the contrast between speech and background noise. It is based on modulation-frequency (MF) analysis, inspired by the auditory system. Instead of selecting or weighting frequency channels as in previous MF-based methods, here the MF spectrum is processed directly. The dominant common MF (mostly corresponding to ¢ ¡ ) is enhanced by an adaptive bandpass filter in each frequency channel, and the low-MF components are artificially reconstructed before transforming back. No explicit ¡ or noise-power measurement is required. Nonstationary sounds (detected by the width of the low-MF part) are specially treated by channel-dependent mixing with the original signal. The method is tested with two recognizers (at Univ. Oldenburg) and compared to classic methods such as Ephraim-Malah or spectral subtraction. Intelligibility measurements are planned.
INTRODUCTION
The robustness of speech-recognition or hands-free telephony systems with respect to interfering noise is still an important problem. Here this is treated on the basis of common modulation in the fundamental-frequency range. Correlated modulation in different frequency channels indicates the relatedness of pattern components. This approach is inspired by psychoacoustic and physiological facts showing the existence of modulation band filters in the auditory pathway (1, 2) . Modulation based techniques have been previously pursued (3, 4, 5) , both with singlechannel processing and taking stereophonic directional information into account. Mostly this amounted to a weighting or selection of different frequency channels based on criteria derived from the modulation spectra. Here, a novel (so far, single-channel) approach is to be tried which employs a pure modulation filtering and does not require measurements of the fundamental frequency and the noise characteristics. The underlying assumption is that only the desired signal has a strong common modulation in the fundamental-frequency range; this is used as the basis of a modulation bandpass filtering of single frequency channels. The treatment of unvoiced sounds requires special measures.
METHOD
The speech signal is digitized at 16 kHz, differentiated for high-frequency preemphasis, and then short-term Fourier transformed with high time and low frequency resolution. A Hann window of 4 ms (64 samples) is used, symmetrically zero-padded to 128 samples; the frame shift is 1 ms (16 samples). Spectral amplitudes and phases are computed.
Each frequency (£ ) channel of the amplitude-spectrum sequence is then again Fourier transformed, using a Hann window of 128 ms (128 samples), symmetrically zero-padded to 256 samples; the shift is 32 ms. For processing of the resulting modulation spectrum
modulation frequency, the idea is to enhance, in each £ -channel, the strongest modulation common to all channels and to artificially replace the suppressed band around
¥ ©
Hz. By summing the complex modulation spectra of all £ -channels a sum modulation spectrum is obtained, which represents the common modulations in an enhanced way, because the equally modulated components of the channels show only small phase shifts between each other, whereas differently modulated components have random phase relations. A real weighting function with values between 0 and 1 is constructed from the modulus of the sum modulation spectrum by windowing it symmetrically about the largest peak above a certain 
After transforming
to the time domain and adding the overlapping frames, the thus filtered amplitude contours of the frequency channels are no more nonnegative. They are made nonnegative as follows, in each channel:
A negative envelope of the contour is approximated by negative-half-wave rectification and convolution with a 50 ms Hann window. The result, scaled by a constant factor, is added to the amplitude contour. Thus the low modulation frequencies are artificially regenerated.
The phase of the short-term spectrum, unchanged by the whole procedure, is now again combined with the filtered amplitude information. By back-transforming from £ to time a signal is obtained, then the preemphasis undone by integration (with a high-pass cutoff of 10 Hz).
This treatment is only valid for signals close to periodicity such as vowels. Unvoiced consonants or fast transitions will be mistaken for noise and suppressed. As a partial remedy, a weighted mixture of the processed and unprocessed signal is formed in each frequency channel, based on a stationarity criterion. Hereby Eq. 1 is modified: 
EXPERIMENTS AND RESULTS
Modulation spectrograms visualizing the filtering process and results of first experiments (using the German Phondat 2 database) based on a special mean-square-error criterion were published a year ago (6) . Meanwhile speech-recognition experiments have been conducted by M. Kleinschmidt (University of Oldenburg), using the ZifKom database of the Deutsche Telekom and either a continuous HMM recognizer (CHMM) or a neural recognizer (LRNN) (7) . The input patters were either mel cepstra (MFCC) or output of the Göttingen-Oldenburger Perception Model (PEMO) (8) . The CHMM recognizer was trained only with data not processed by modulation filtering, the LRNN also with modulation-filtered (MF) data. Both MFCC and PEMO patterns were used. Recognition tests employed data with CCITT noise of various levels added, both unfiltered and MF.
For unprocessed training data, MF test data yield 4 to 10 % lower recognition scores on noise-free data, but increased scores on data below 10 to 15 dB SNR, especially when noisefree MF data were used for training also. Table 1 and Fig. 2 show results for the PEMO/LRNN recognizer. In order to compare the MF processing to other noise-reduction methods, the algorithm by Ephraim and Malah (9) was used with the PEMO/LRNN recognizer (10) . The results are also contained in Table 1 . The Ephraim-Malah methods are superior except of the "e30" at 0 to 15 db SNR compared to MF with MF training data. But notice that they require estimation of the noise power spectrum and a-priori SNR of each spectral component, wheras MF does not require any knowledge.
Also the well-known spectral subtraction methods have recently been applied by Kleinschmidt, but results will be published by him at the Eurospeech 99 conference, thus no comparison can be presented here. In addition to speech recognition, audible speech signals reconstructed by the MF method are evaluated. The method works not only for random noise but also for interfering tones with no strong modulation. Generally, there is some musical noise and especially buzzing noise due to the ¥ e stimate, which dominates in speech pauses. Also the treatment of consonants requires improvement. Intelligibility measurements are planned in cooperation with the University of Oldenburg.
