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Introduction and motivation
The motivation for this work is inference of the state and
(hyper-) parameters in models of real dynamical systems (e.g.
weather prediction models, systems biology, etc.).
Our inference framework relies on variational Bayesian
principles.
Thus far, the outcome of this work is a smoothing-like
algorithm (hereafter VGPA1) for inference in diusion
processes.
This presentation shows an extension of this newly proposed
algorithm, employing radial basis functions.
1VGPA stands for Variational Gaussian Process Approximation.
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Approximate inference in diusion processes
Diusion processes are a class of continuous-time stochastic
processes, with continuous sample paths [1]. Their application
is popular when modelling real-world \stochastic" (or random)
dynamical systems.
The time evolution of a diusion process can be described by
a stochastic dierential equation, henceforth SDE, (to be
interpreted in the It o sense):
dX(t) = f(t;X(t))dt + 1=2dW(t); (1)
where f(t;X(t)) 2 <D is the (usually non-linear) drift
function,  = diagf2
1;:::;2
Dg is the system noise
covariance matrix and dW(t) is a D dimensional Wiener
process.
Problem : Exact solutions to SDEs are rarely available.
Solution : Apply numerical approximation methods ...
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Approximate inference in diusion processes
In our work, the key idea is to approximate the true (latent)
posterior process, p(X(t)) by another one that belongs to a
family of tractable ones (e.g. Gaussian processes), q(X(t)).
We do so by minimizing the KL[qtkpt] divergence [4],
between the approximation process and the true one.
The Gaussian process assumption implies a linear SDE:
dX(t) = ( A(t)X(t) + b(t))dt + 1=2dW(t) (2)
where A(t) 2 <DD and b(t) 2 <D dene the linear drift.
N.B.
These time varying functions, A(t) and b(t), need to be optimized and we will
deal with them shortly as they are the main subject of this presentation...
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Approximate inference in diusion processes
The time evolution of this Gaussian process can be expressed by a set of
ordinary dierential equations:
_ m(t) =  A(t)m(t) + b(t)
_ S(t) =  A(t)S(t)   S(t)A(t)
> + 
To enforce these constraints the following Lagrangian is formulated:
L =
Z tf
t0

E(t)   trf	(t)(_ S(t) + A(t)S(t) + S(t)A(t)
>   )g
 (t)
>( _ m(t) + A(t)m(t)   b(t))

dt (3)
where E(t) 2 < is the energy term, (t) 2 <
D and 	(t) 2 <
DD are
time dependent Lagrange multipliers. The minimisation of this cost
function Eq.(3) will lead to the optimal posterior process.
VGPA details
Further details of this variational algorithm can be found in [5, 7].
For an example see Appendix.
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Radial basis function approximation - (the 1D case)
The main idea is to approximate the variational (control)
parameters, A(t) and b(t), by basis function expansions [2, 3].
In the original VGPA, these functions are discretized with a
small time step (e.g. t = 0:01), resulting in a set of discrete
time variables.
Ntotal = (D + 1)  D  jtf   t0j
| {z }
T
t 1 (4)
where D is the system dimension, t0 and tf are the initial and
nal times.
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Radial basis function approximation - (the 1D case)
Replacing the discretisation with RBFs leads to the following
expressions:
~ A(t) =
LA X
i=1
aii(t); ~ b(t) =
Lb X
i=1
bii(t) (5)
where ai;bi 2 < are the weights, i(t);i(t) : <+ ! < are
xed basis functions and LA, Lb 2 N.
In the absence of particular knowledge about the functions we
suggest the same number of Gaussian basis functions.
Hence we have LA = Lb = L and i(t) = i(t), where:
i(t) = e
 0:5

kt cik
i
2
(6)
ci and i are the i-th centre and width respectively and k:k is
the Euclidean norm.
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Radial basis function approximation - (the 1D case)
Having precomputed the basis function maps i(t) 8 i
2 f1;2; ;Lg and 8 t 2 [t0   tf ], as shown below, the
optimisation problem reduces to calculating the weights of the
basis functions with Ltotal = 2L parameters.
[t0   tf ] t0 t1  tf
1 7! 1(t0) 1(t1)  1(tf )
2 7! 2(t0) 2(t1)  2(tf )
. . .
. . .
. . .
...
. . .
L 7! L(t0) L(t1)  L(tf )
Table: Example of (t) matrix.
Typically we expect that Ltotal  Ntotal, making the
optimisation problem smaller.
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Results on state and parameter estimation
To test the stability and the convergence properties of the new
RBF approximation algorithm, we consider a one dimensional
double well system, with drift function:
f(t;Xt) = 4Xt(   X2
t )  > 0; (7)
and constant diusion coecient .
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Figure: Sample path of a double well potential system used in the experiments. The small circles indicate the
noisy observations. The inner plot (blue line) shows the potential that drives the system.
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Results on state and parameter estimation
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Figure: HMC vs RBF variational algorithm (on a single realisation).
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Figure: (a) Original VGPA vs RBF algorithm, at convergence (from 100 realisations). (b) Comparison of the
KL(q,p), between the \true" (HMC) and original VGPA (dashed line, shaded area) and RBF (squares, dashed
lines) posteriors. Both plots are presented as functions of RBF density.
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Results on state and parameter estimation
0
0.5
1
1.5
2
0
0.5
1
1.5
2
2
3
4
5
6
Σ
test
Θ
test
l
o
g
(
F
(
Σ
,
 
Θ
)
)
(a) M = 10
0
0.5
1
1.5
2
0
0.5
1
1.5
2
2
3
4
5
6
Σ
test
Θ
test
l
o
g
(
F
(
Σ
,
 
Θ
)
)
(b) M = 40
Figure: Log(Energy) proles in the parameter space (on a single realisation, at
convergence), for two dierent RBF densities.
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Results on state and parameter estimation
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(c)  - marginal prole
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(d)  - marginal prole
Figure: (a) and (b) obtained from one hundred realizations, whereas (c) and (d) from a single (typical)
realization.
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Results on state and parameter estimation
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Figure:  &  joint estimation.
Michail D. Vrettas, et al. Radial basis function - VGPA 14/21aston-logo
Summary & Future work
Summary
A new variational radial basis function approximation for inference for
diusion processes has been presented.
Results show that the new algorithm converges to the original VGPA with
a relatively small number of basis functions per time unit.
Reparameterisation of the original variational framework allows us to
control the complexity of the algorithm. Main benet when estimating
(hyper-) parameters.
Future work
The extension of this algorithm to multivariate systems is still open.
Another possible approximation is by using localised polynomials between
observations.
The latter approach can reduce the dimension of the minimisation
problem further. Extension to the multivariate case is straightforward.
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Appendix - VGPA algorithm in a nutshell
1 Make an initial guess for the variational (control) parameters
A(t) and b(t).
2 Propagate forward in time the moment equations (forward
ODEs) to get consistent mean m(t) and covariance S(t).
3 Compute the energy of the system from the SDE and the
observations (ESDE(t), EOBS(t)).
4 Propagate backward in time the Lagrange multipliers 	(t)
and (t) (backward ODEs), to ensure the satisfaction of the
moment equations. When you meet an observation \jump".
5 Compute the gradients of L, w.r.t. A(t) and b(t) and apply
a scaled conjugate gradient (SCG) minimization algorithm.
6 Iterate steps 2-5, until satisfactory accuracy has been
achieved.
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Appendix - VGPA example in pictures 1/4
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Figure: Typical double well trajectory (red crosses are noisy observations).
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Appendix - VGPA example in pictures 2/4
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Figure: Initial iteration.
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Appendix - VGPA example in pictures 3/4
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Figure: Intermediate iteration.
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Appendix - VGPA example in pictures 4/4
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Figure: Final results (at convergence).
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