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аННОТаЦИЯ. в статье рассматривается задача автоматической классифи-
кации текстов на примере их отнесения к определенной возрастной аудитории. 
в работе приводятся несколько возможных путей формализации данной задачи, 
обсуждаются их преимущества и недостатки. Предлагается подход к матема-
тическому моделированию предметной области, подразумевающий представле-
ние категории как множества классификационных признаков и их критических 
значений, а текста соответственно — как множества признаков и значений 
признаков. в таком случае классификация множества текстов по некоторому 
признаку может быть представлена как отображение множества текстов во 
множество допустимых значений этого признака. в заключительной части 
работы обосновывается возможность использования нейросетевых технологий 
в качестве средства компьютерной реализации алгоритмов классификации и при-
водится краткий обзор работ, посвященных вопросам применения нейронных сетей 
для автоматической классификации текстов. Подход, предложенный авторами, 
реализован с использованием нейросетевых технологий в виде прототипа про-
граммного комплекса.
SUMMARY. The article considers the problem of automatic text classification as 
a case study of the audience age prediction from the text. The paper describes some 
possible ways to formalize the problem and discusses their advantages and disadvantages. 
It is proposed an approach to mathematical modeling of the domain, which implies the 
representation of a category as a set of classification features and their critical values 
and a text as a set of text features and their values. In such a case, the classification 
by a feature can be represented as a mapping of the set of texts in the set of permissible 
values for this feature. In the final part of the paper the possibility of using neural 
network technology as a tool for computer implementation of classification algorithms 
is proved and a brief review of the literature on the application of neural networks 
for automatic text classification is provided. The approach suggested by the authors 
is implemented using neural network technology in the form of a prototype software 
system.
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Одной из актуальных задач обработки неструктурированной текстовой ин-
формации является автоматическая классификация документов. Связанные 
с этим вопросы освещаются в ряде научных работ, где в зависимости от осно-
вания классификации предлагаются различные подходы к моделированию про-
цедур систематизации текстов [1-3].
В статье рассматривается задача классификации текстов на примере их от-
несения к определенной возрастной аудитории. Данная задача является слабо-
формализуемой за счет многозначности, разнообразия и сложности естествен-
ного языка. В этом контексте важной представляется проблема моделирования 
автоматической классификации текстов с учетом последующей компьютерной 
реализации разработанных математических моделей.
В общем виде задача классификации текстов состоит в следующем. Имеет-
ся текст т и множество категорий },...,,{ 21 nKKKK = , с которыми он должен 
быть сопоставлен. Задача сводится к тому, чтобы выбрать категорию, к которой 
относится текст T :
iKT ~ , KKi ∈ .
При начальной формализации не были учтены некоторые особенности пред-
метной области. Например, при рассмотрении задачи классификации в общем 
виде считалось, что категории nKKK ,...,, 21  — возрастные группы адресатов, 
являются независимыми, и, следовательно, отнесение текста к категории iK  
означало, что он не может быть причислен к прочим категориям из множества K . 
В действительности же очевидно, что текст, адресованный некоторой возрастной 
аудитории, может предназначаться и другим возрастным группам. Например, 
отношение текста к некой категории подразумевает также то, что он будет по-
нятен читателям старших возрастов. Учитывая эту особенность, отношения 
между категориями можно представить в виде nKKK ⊂⊂⊂ ...21 , тогда:
nijKTKT ji ,,~~ =⇒ .
Обозначенный подход к моделированию предметной области позволяет при-
нять во внимание то, что текст из категории iK  принадлежит в то же время 
nii KKK ,...,, 1+ .
В качестве недостатка предложенного пути формализации можно отметить, 
что речь в предыдущем примере идет преимущественно не об адресованности 
текста определенной аудитории, а о его понятности представителям той или 
иной возрастной группы. Так, в рамках своей коммуникативной деятельности 
автор составляет текст, имея установку на максимально полное доведение до 
адресата. Речь должна быть ориентирована на слушателя, и естественным 
следствием такой установки является намерение автора использовать такие 
содержание и структуру, которые в своей совокупности были бы адекватны 
пониманию «идеального» реципиента, которому предназначен текст [4]. В на-
шем же примере особый интерес вызывает то, что содержание и структура 
текста, адресованного читателям самого младшего возраста, хотя и будут по-
нятны другим категориям реципиентов, могут не соответствовать уровню ком-
муникативного развития адресатов, относящихся к другим категориям.
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Учитывая описанную особенность, можно сформулировать задачу класси-
фикации следующим образом. Пусть дан текст T  и множество категорий 
},...,,{ 21 nKKKK = . Необходимо найти подмножество IK  — категории, которым 
может принадлежать текст:
IKT ~ , { }iiI KTKK ~:= ,
где mjjji ,...,, 21=  и ni ≤≤1 .
Данный подход к формализации позволяет причислить текст к ряду пере-
секающихся категорий, однако дает возможность учесть то, что различия в уров-
нях коммуникативного развития представителей различных возрастных катего-
рий не позволяют однозначно отнести текст из категории iK  в категорию jK , 
где nij ,= .
Отталкиваясь от формальной постановки задачи, можно представить кате-
горию iK  в виде:
},{ ij
K
ji VqK = , Lj ,1= ,
где Kjq  — классификационный признак, 
i
jV  — критическое значение j -го 
признака из категории iK , L  — общее число классификационных признаков.
Таким образом, категория однозначно определяется набором поставленных 
в соответствие классификационным признакам критических значений. При этом 
критическое значение ijV  может задаваться как в виде интервальной оценки:
где ijl , 
i
jr  — определяют критический интервал; так и в форме точного значе-
ния:
.
Для каждого признака Kjq  имеем отображение множества текстов во мно-
жество допустимых значений признака fQ :
fj
K
j Qfq →ℑ≡ : .
В зависимости от множества fQ  (и соответствующей шкалы измерений) 
признаки могут быть отнесены к следующим типам [5]:
1) бинарный признак: { }1,0=fQ  (например, наличие/отсутствие специаль-
ной лексики в тексте, иллюстраций и т.п.);
2) номинальный признак: fQ  — конечное множество (структурный тип тек-
ста — проза или поэзия; литературная форма — рассказ, повесть, роман и т.д.);
3) порядковый признак: fQ  — конечное упорядоченное множество (период 
создания, уровень образования аудитории);
4) количественный признак: RQ f ∈  (число сложных синтаксических кон-
струкций, число предложений).
В общем случае при определении значения того или иного признака пред-
ставляется не вполне корректным отталкиваться от предположения о детерми-
нированности этих значений, поскольку они определяются на основе данных 
случайной выборки. В таком случае истинность значения признака Tjq  для 
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текста T  определяется с вероятностью 1 – α, где α — уровень значимости, 
α — нижнее значение интервала, b — верхнее значение:
a−=≤≤ 1)( bqaP Tj .
Отображение текста T  в его признаковое описание допустимо записать 
в виде:
φ TFT →:j ,
где признаковое описание, которое в контексте данной задачи возможно ото-
ждествлять с самим текстом, может быть представлено в виде вектора TF :
В качестве примера рассмотрим текст T , определяемый набором значений 
признаков следующим образом:  Для классифи-
кации используются категории 54321 ,,,, KKKKK , критические значения при-
знаков для которых приведены в табл. 1.
Таблица 1
наборы критических значений признаков для категорий 54321 ,,,, KKKKK
Kq1
Kq2
Kq3
Kq4
1K 0 проза тип 1 0-0,5
2K 0 проза тип 1 0,5-1
3K 1 поэзия Тип 2 0-0,5
4K 1 поэзия Тип 2 0,5-1
5K Остальные значения
Сопоставляя значения признаков текста T  с критическими значениями 
признаков категорий, получаем, что T  относится к категории 1K  в случае, если 
классификация подразумевает совпадение значений по всем признакам Kjq . 
В противном случае, а также в ситуации, когда Kq4  имеет меньшую значимость 
в сравнении с другими признаками, текст T  может относиться одновременно 
к категориям 1K  и 2K . Для оценки важности признаков можно использовать мето-
дику оценивания весовых коэффициентов значимости критериев, описанную в [6].
Если признаковые описания двух текстов совпадают, будем называть эти 
тексты принадлежащими к одному таксономическому виду [7]:
Это отношение является отношением эквивалентности, поскольку для него 
выполнены следующие условия:
1) рефлексивность: ii TT ≅ ;
2) симметричность: ijji TTTT ≅⇒≅ ;
3) транзитивность: kikjji TTTTTT ≅⇒≅≅ , .
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Следовательно, множество текстов можно разбить на непересекающиеся 
классы эквивалентности и построить фактор-множество по отношению эквива-
лентности (≅ ).
Компьютерная реализация алгоритмов классификации с использованием 
отображения ℑ  множества текстов во множество допустимых значений при-
знака подразумевает разработку комплексной программы с большим количеством 
входов и выходов, то есть позволяет применять для осуществления классифи-
кации нейронную сеть, где jf  следует интерпретировать как функцию актива-
ции нейрона, а весовые коэффициенты, служащие для оценивания степени 
влияния каждого критерия на вероятность отнесения объекта к той или иной 
категории, — как межнейронные связи [8]. Предпочтительность использования 
нейронной сети определяется также ее способностью к обучению и обобщению 
накопленных знаний. Разработке методов классификации текстов на основе 
нейронных сетей посвящен ряд работ российских и зарубежных ученых. Так, 
об удобстве использования нейросетевых технологий для проведения иерархи-
ческой классификации документов говорится в [9]. В [10] проводится сравнение 
алгоритмов классификации с помощью деревьев решений и нейронных сетей 
прямого распространения на примере задачи классификации текстов по автор-
ским стилям; в [11], [12] обсуждается применение нейронных сетей с обратным 
распространением для рубрикации текстов, представленных в виде векторов, 
составленных из значимых терминов и их числовых характеристик; в [13] опи-
сывается организация нейронной сети для решения задач классификации текстов 
по автору или тематическим категориям.
Подход к моделированию, предложенный в данной работе, был реализован 
в виде прототипа программного комплекса на примере автоматической класси-
фикации текстов по их возрастной аудитории. При разработке и тестировании 
использовалась база Национального корпуса русского языка [14].
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