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Abstrakt
Cílem této bakalárˇské práce je seznámení se s metodou Lattice Boltzmann v souvislosti s
rˇešením úloh týkajících se proudeˇní tekutin. Je zde popsána základní myšlenka a kroky
algoritmu, který simuluje vývoj stavu tekutiny v cˇase na 2D oblasti. Práce se rovneˇž za-
bývá rˇešením okrajových podmínek a prˇekážek. Na záveˇr je metoda demonstrovaná na
implementaci dvou typických úloh proudeˇní - obtékání kruhové prˇekážky (válce) v tru-
bici a proudeˇní v kaviteˇ.
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Abstract
The goal of this bachelor thesis is to learn the principles of Lattice Boltzmann method in
connection with solving fluid flow problems. It describes the basic idea of the method
and the algorithm, which simulates the evolution of fluid state over time in 2D area. The
paper also deals with the boundary conditions and obstacles. The last part presents the
implementation of two typical fluid flows - flow in a pipe with circular obstacle (cylinder)
inside and flow in cavity.
Keywords: Lattice, Gas, Automaton, Boltzmann, fluid, flow, dynamics, convection, 2D,
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Seznam použitých zkratek a symbolu˚
CFD – Computational Fluid Dynamics
FEM – Finite Element Method
FVM – Finite Volume Method
LBM – Lattice Boltzmann Method
LGA – Lattice Gas Automaton
D2Q5 – 2D Square lattice
D2Q7 – 2D Hexagonal lattice
D2Q9 – 2D Square lattice
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41 Úvod
Modelování chování tekutin patrˇí v dnešní dobeˇ mezi rychle se rozvíjející odveˇtví ma-
tematiky a fyziky. Zahrnuje mnoho významných úloh z technické praxe, jako je mode-
lování vzdušných proudu˚ v atmosférˇe, vodních proudu˚ v oceánech, dále pak obtékání
teˇles jako jsou automobily, letadla cˇi raketoplány. Rˇešení takovýchto úloh má za cíl lepší
pochopení prˇírodních jevu˚ a získání možnosti tyto jevy alesponˇ cˇástecˇneˇ prˇedvídat. V ob-
lasti strojní konstrukce je pak cílem naprˇíklad získání optimálních konstrukcˇních tvaru˚
pro dané zarˇízení z hlediska efektivity.
Chování tekutin je v praktických prˇípadech cˇasto popsáno pomocí nelineárních par-
ciálních diferenciálních rovnic. Jedním z nejbeˇžneˇjších popisu˚ jsou tzv. Navier-Stokesovy
rovnice. Ty mají pro nestlacˇitelné proudeˇní tento tvar [6]:
∂u
∂t
+ u · (∇u)− ν∆u+∇p = F
∇ · u = 0
(1.1)
kde u je vektor rychlosti proudeˇní, ν je kinematická viskozita, p je tlak a F je síla pu˚-
sobící na tekutinu. Tyto rovnice však nemají ve své obecné podobneˇ a pro obecneˇ specifi-
kovaný problém prˇesné analytické rˇešení. Du˚kaz existence obecného analytického rˇešení
teˇchto rovnic v R3 je jedním ze sedmi problému˚ milénia, které vypsal v roce 2000 Clayu˚v
matematický institut a za jejichž vyrˇešení je odmeˇna jeden milion dolaru˚.
Navier-Stokesovy rovnice se tedy v praxi veˇtšinou rˇeší numericky. Takovýchto zpu˚-
sobu˚ rˇešení existuje neˇkolik, a souhrnneˇ spadají do kategorie s anglickým názvem Com-
putational Fluid Dynamcis (CFD). Mezi nejpopulárneˇjší soucˇasné numerické metody rˇe-
šení problému˚ proudeˇní tekutin patrˇí metoda konecˇných prvku˚ (Finite Element Method -
FEM) a metoda konecˇných objemu˚ (Finite Volume Method - FVM). Obeˇ tyto metody pou-
žívají urcˇitou formu diskretizace prostoru, tedy jeho rozdeˇlení na konecˇný pocˇet konecˇneˇ
velkých prvku˚. Mezi teˇmito prvky se poté pomocí lineárních rovnic definují základní
fyzikální vztahy jako zákony zachování hmoty a hybnosti. Zárovenˇ se na okrajích výpo-
cˇetní oblasti definují okrajové podmínky, podle zadání problému. Tento postup tedy ve
výsledku vede na sestavení a rˇešení soustavy lineárních rovnic.
Metoda Lattice Boltzmanna (Lattice Boltzmann Method - LBM), která je hlavním
prˇedmeˇtem této práce, rovneˇž spadá mezi numerické metody rˇešení úloh proudeˇní. Dá
se ukázat, že prˇi volbeˇ vhodného kolizního operátoru (který bude popsán pozdeˇji) lze
z prˇedpisu˚ pro výpocˇet metody LBM odvodit Navier-Stokesovy rovnice [7]. Stejneˇ jako
metody FEM a FVM, i v metodeˇ LBM dochází k diskretizaci prostoru na mrˇížku uzlu˚.
Tato mrˇížka je ovšem vždy ekvidistantní, narozdíl od metod FEM a FVM, kde tomu tak
nemusí být. Další rozdíl spocˇívá v tom, že se v uzlech mrˇížky uvažují fiktivní cˇástice,
které se pohybují po mrˇížce a vzájemneˇ spolu interagují. Tyto cˇástice mají reprezentovat
základní stavební jednotky, ze kterých se daná tekutina skládá. Jedná se tedy o mikrosko-
pické cˇástice, kterých je v každém uzlu mrˇížky urcˇité množství, a pohybují se urcˇitými
rychlostmi. Z teˇchto mikroskopických velicˇin lze pomocí jednoduchých prˇedpisu˚ spocˇí-
tat makroskopické velicˇiny jako je hustota, tlak nebo rychlost tekutiny v daném místeˇ.
52 Teorie
2.1 Lattice Gas
2.1.1 Úvod
Za prˇedchu˚dce LBM je považována metoda Lattice Gas (Lattice Gas Automaton - LGA),
jejíž vývoj zapocˇal na prˇelomu 60. a 70. let. Tato metoda prˇichází s myšlenkou simulace
dynamiky tekutiny pomocí simulace chování jejích základních mikroskopický soucˇástí,
kterými mohou být naprˇíklad atomy nebo molekuly. Zákony zachování hmoty a hybnosti
jsou definovány již na úrovni interakce mezi teˇmito mikroskopickými cˇásticemi. Jedná
se o tzv. celulární automat, tedy o pravidelnou mrˇížku uzlu˚, který se každý nachází v
jednom z konecˇného pocˇtu možných stavu˚. Tyto stavy se postupneˇ meˇní v závislosti na
stavech okolních uzlu˚ v jednotlivých iteracˇních krocích.
2.1.2 Mrˇížka
Cˇástice jsou rozloženy na pravidelné mrˇížce. U metody LGA se ve 2D jako první pou-
žívala pro jednoduchost mrˇížka D2Q4. Bunˇka této mrˇížky je na obrázku 1. Pozdeˇji se
ovšem zacˇala více používat mrˇížka D2Q7, ve které má každý uzel více sousedu˚, díky
cˇemuž je na této mrˇížce kromeˇ hmotnosti a hybnosti zachován i moment hybnosti [1].
Element této mrˇížky je na obrázku 2.
V každém bodeˇ mrˇížky se mu˚že nacházet urcˇitý (diskrétní) pocˇet cˇástic, v prˇípadeˇ
D2Q7 maximálneˇ 7. Bod mrˇížky D2Q7 mu˚že obsahovat statickou cˇástici, setrvávající na
jednom místeˇ, a pak po jedné další cˇástici pro každý dostupný sousední uzel, jejíž vek-
tor prˇesunu smeˇrˇuje k tomuto sousednímu uzlu. Existuje tedy konecˇneˇ mnoho možných
vektoru˚ prˇesunu, jakými se každá cˇástice mu˚že pohybovat. Jeden pro každý sousední
uzel, a pak jeden nulový, pro statickou cˇástici. Tyto vektory jsou pevneˇ dané tvarem
mrˇížky.
Oznacˇme výskyty cˇástic na uzlu mrˇížky jako f0−6, kde každá z teˇchto velicˇin nabývá
bud’ hodnoty 1, v prˇípadeˇ, kdy se v daném uzlu mrˇížky vyskytuje cˇástice pohybující
se i-tým smeˇrem, nebo hodnoty 0, v prˇípadeˇ, že se takováto cˇástice v uzlu nevyskytuje.
Hodnotu f s posledním možným indexem s nulovým základem (u hexagonální mrˇížky
tedy f6) budeme oznacˇovat výskyt statické cˇástice, tedy cˇástice s nulovou rychlostí, a in-
dexy od 0 po prˇedposlední možný index budeme postupneˇ oznacˇovat cˇástice ve smeˇrech
k sousedním uzlu˚m, pocˇínaje smeˇrem vpravo, a postupneˇ jdoucími proti smeˇru hodino-
vých rucˇicˇek. Této konvence se budeme držet po zbytek práce.
Dále oznacˇme vektory možných smeˇru˚ pohybu cˇástice jako v0−6, kde indexy i odpo-
vídají jednotlivým smeˇru˚m, jak jsme si je oznacˇili.
2.1.3 Iteracˇní krok - cˇást propagace
Propagacˇní cˇást algoritmu spocˇívá v prostém prˇesunu cˇástic po mrˇížce ve smeˇru, který
k této cˇástici prˇísluší. Statická cˇástice tedy zu˚stane na svém místeˇ, všechny ostatní se
prˇesunou do odpovídajícího sousedního uzlu. Nemu˚že se stát, aby cˇástice skoncˇila neˇkde
6Obrázek 1: Element mrˇížky D2Q4.
Obrázek 2: Element mrˇížky D2Q7.
7na pu˚l cesty mezi uzly mrˇížky. Rovneˇž nemu˚že nastat situace, aby se v neˇkterém uzlu
neˇkdy ocitly 2 cˇástice pohybující se stejným smeˇrem. Kdyby k tomu došlo, znamenalo
by to, že došlo k chybeˇ již prˇi inicializaci mrˇížky na zacˇátku simulace. Pokud tedy prˇi
inicializaci mrˇížky takovou situaci nevytvorˇíme, nemu˚že k ní v pru˚beˇhu simulace nikdy
dojít. Všechny hodnoty f0−6 tedy budou stále nabývat pouze hodnot 0 nebo 1.
2.1.4 Iteracˇní krok - cˇást kolize
V kolizní cˇásti algoritmu je na každý uzel mrˇížky aplikována neˇkterá z prˇedem defino-
vaných transformací. Tato transformace znamená jednoduše rˇecˇeno "zamíchání"cˇástic na
daném uzlu. Aktuální sada cˇástic vyskytující se na každém vrcholu se podle urcˇitého
prˇedpisu zameˇní za jinou. Z matematického hlediska se jedná o nahrazení posloupnosti
jednicˇek a nul, kterou tvorˇí hodnoty f0−6, jinou posloupností. Toto nahrazení musí splnˇo-
vat urcˇité podmínky, které vyplývají z požadavku˚ zákonu˚ zachování hmoty a hybnosti.
Množina kolizních pravidel je prˇedem daná a nemeˇnná množina prˇedpisu˚ pro transfor-
maci rozložení cˇástic v uzlech.
Prˇi kolizní cˇásti algoritmu se tedy projdou stavy všech uzlu˚. Odpovídá-li stav daného
uzlu vstupnímu stavu neˇkterého z transformacˇních pravidel, provede se na tomto uzlu
práveˇ tato transformace. Pokud je transformací s daným vstupním stavem více, vybere se
vždy náhodneˇ jedna z nich. Ukázky transformacˇních pravidel pro mrˇížku D2Q7 jsou na
obrázcích 3, 4, 5 a 6. Na levé straneˇ je vždy vstupní konfigurace cˇástic v uzlu a na pravé
pak možné varianty nahrazení. Šipka v i-tém smeˇru znázornˇuje prˇítomnost cˇástice, tedy
fi = 1. V opacˇném prˇípadeˇ platí fi = 0. Je dobré zdu˚raznit, že ke kolizím dochází sku-
tecˇneˇ pouze v uzlech mrˇížky a nikde jinde. Vezmeme-li v úvahu naprˇíklad dveˇ cˇástice na
dvou sousedních uzlech, z nichž každá má smeˇr prˇesunu práveˇ do prˇíslušného soused-
ního uzlu (pohybují se tedy proti sobeˇ), nedochází k žádné kolizi "na pu˚l cesty"mezi uzly.
Cˇástice se každá prˇesune na sousední uzel, jakoby prošly skrz sebe. Tato vlastnost platí i
pro metodu Lattice Boltzmann.
Jako du˚ležitá otázka vyvstává pocˇet a tvar transformacˇních pravidel. Jak již bylo rˇe-
cˇeno, každé pravidlo musí dodržovat zákony zachování hmoty a hybnosti, cˇímž se mno-
žina možných variant znacˇneˇ zmenšuje. Analyticky i experimentálneˇ bylo pak ukázáno,
že s rostoucím pocˇtem definovaných transformacˇních pravidel se zvyšuje maximální
možné dosažitelné Reynoldsovo cˇíslo. V této souvislosti poznamenejme, že v prvotních
modelech Lattice Gas, pracujících s mrˇížkou D2Q4, nebyla zahrnuta statická, nepohy-
bující se cˇástice. Ta byla prˇidána až pozdeˇji, v modelech pracujících s mrˇížkou D2Q7
(hexagonální mrˇížka bez statické cˇástice byla oznacˇována jako D2Q6), práveˇ za úcˇelem
navýšení pocˇtu možných transformacˇních pravidel pro kolizi cˇástic. [5]
2.1.5 Hranicˇní uzly - prˇekážky
Zvláštní formou uzlu˚ mrˇížky jsou pevné uzly, které reprezentují reálnou pevnou prˇe-
kážku. Pro cˇástice v teˇchto uzlech platí jiná pravidla než v ostatních uzlech. Docházi zde
pouze k zachování hmoty, nikoliv hybnosti, jelikož žádná cˇástice nemu˚že pokracˇovat v
8Obrázek 3: Prˇíklad kolizního pravidla pro LGA 1
Obrázek 4: Prˇíklad kolizního pravidla pro LGA 2
pohybu dále prˇes pevný uzel. Namísto toho se od uzlu neˇjakým zpu˚sobem odrazí. Nej-
jednodušší variantou odrazu je tzv. pravidlo "bounce-back", tedy každá cˇástice se odrazí
zpeˇt do smeˇru, ze kterého do daného pevného uzlu prˇicestovala.
Uzlu prˇedstavující pevné prˇekážky implementují jednu z možných variant okrajo-
vých podmínek. O dalších variantách okrajových podmínek bude rˇecˇ až u metody Lattice
Boltzmann.
2.1.6 Zákony zachování
V metodeˇ LGA musí být v každém uzlu v rámci kolizní cˇásti jednoho iteracˇního kroku
dodržovány 2 základní zákony zachování - zákon zachování hmoty a zákon zachování
hybnosti. Tím je zajišteˇno, že v pru˚beˇhu kolize se nemeˇní množství cˇástic v uzlu ani jejich
celková hybnost.
9Obrázek 5: Prˇíklad kolizního pravidla pro LGA 3
Obrázek 6: Prˇíklad kolizního pravidla pro LGA 4
Pro zachování hmotnosti musí tedy v rámci jednoho kolizního kroku, respektive prˇed
a po neˇm platit: 
i
fi = konst. (2.1)
a pro zachování hybnosti: 
i
fivi = konst. (2.2)
Na obrázcích 3, 4, 5 a 6 je dobrˇe videˇt, že oba tyto zákony zachovávají. Pocˇet cˇástic je
vždy stejný a celková hybnost (respektive rychlost, vzhledem k tomu, že všechny cˇástice
mají stejnou jednotkovou hmotnost) také.
2.1.7 Odstraneˇní šumu
Hodnoty makroskopických velicˇin na mrˇížce získáme jednoduše z teˇch mikroskopic-
kých. Hmotnost, respektive hustotu ρ (tyto dva pojmy jsou zameˇnitelné, uvažujeme-li
plošný objem jedné bunˇky mrˇížky, který je dále nedeˇlitelný a pro všechny uzly stejný)
získáme jako pocˇet cˇástic vyskytujících se na daném uzlu. Hybnost zase získáme jako
soucˇet hybností všech cˇástic.
Pocˇítat tyto údaje pouze na základeˇ informací z jednoho uzlu má ovšem jednu ne-
výhodu. Vzhledem k malému pocˇtu možných hodnot, jakých mohou tyto velicˇiny na
jednom uzlu nabývat (je naprˇíklad pouze 8 možných hodnot pro celkovou hmotnost),
dochází ve výsledných datech k šumu. Hodnoty hmotnosti a hybnosti se mohou beˇhem
iterací neustále prudce meˇnit. V praxi se proto používá jemneˇjší mrˇížka, a pro výpocˇet
makroskopické hodnoty v jednom bodeˇ oblasti se využívá veˇtšího pocˇtu uzlu˚ mrˇížky
(naprˇíklad cˇtverec o a × a uzlech). Zajímá-li nás v takovém prˇípadeˇ hustota, vydeˇlíme
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získanou hmotnost (pocˇet cˇástic) pocˇtem uzlu˚, ze kterých byla tato hmotnost spocˇítána.
Pro tento postup je trˇeba zjemnit mrˇížku, rˇekneˇme n krát, kde n prˇedstavuje pocˇet uzlu˚
potrˇebných pro jednu makroskopickou bunˇku, což vede samozrˇejmeˇ k prodloužení po-
trˇebného výpocˇetního cˇasu. Na druhou stranu tímto postupem ovšem do znacˇné míry
odstraníme z dat šum a získáme stabilneˇjší výsledky.
2.2 Lattice Boltzmann
2.2.1 Úvod
Jak bylo zmíneˇno výše, jednou ze slabin metody LGA je datový šum zpu˚sobený diskrét-
ními hodnotami, kterými je urcˇen pocˇet cˇástic v uzlech mrˇížky. Tento nedostatek je pak
nutné kompenzovat pocˇítáním pru˚meˇru prˇes veˇtší pocˇet uzlu˚. Odstraneˇní šumu bylo
jedním z hlavních du˚vodu˚ vzniku metody LBM. Diskrétní popis pocˇtu cˇástic v uzlech je
nahrazen reálným cˇíslem, které mu˚že nabývat libovolné nezáporné reálné hodnoty. Této
hodnoteˇ se rˇíká hodnota distribucˇní funkce v daném uzlu a v daném smeˇru. Na pocˇet
cˇástic v uzlech mrˇížky je nahlíženo ze statistického pohledu. Další výhodou této metody
je naprˇíklad to, že na rozdíl od LGA v ní platí Galileiho princip relativity [1]. Metoda LBM
je také díky reálným hodnotám distribucˇních funkcí lépe zpracovatelná beˇžným pocˇíta-
cˇovým hardwarem, který pracuje zpravidla v aritmetice s plovoucí rˇádovou cˇárkou.
2.2.2 Distribucˇní funkce
Již v úvodu bylo rˇecˇeno, že distribucˇní funkce je vlastneˇ zobecneˇním popisu pocˇtu cˇástic
v uzlech mrˇížky na obor reálných cˇísel. Drˇíve zavedené promeˇnné f0−6, které popisovaly
pocˇet cˇástic v uzlu v daných smeˇrech, a nabývaly každá hodnot 0 nebo 1, budeme tedy
používat stále stejneˇ, akorát nyní budou tyto promeˇnné moci nabývat libovolné nezá-
porné reálné hodnoty.
Tento prˇechod od diskrétních hodnot ke spojitým lze chápat také jako nahrazení veˇt-
šího pocˇtu uzlu˚ v metodeˇ LGA jedním, který popisuje pru˚meˇr mikroskopických hodnot
na veˇtší oblasti. Tím se ve výsledných simulacˇních datech sníží šum i za použití menšího
pocˇtu uzlu˚ mrˇížky. Na druhou stranu je trˇeba pro spojité hodnoty pocˇtu cˇástic vytvorˇit
nový zpu˚sob výpocˇtu kolizí. Jednoduchá transformacˇní pravidla používaná v LGA zde
nelze uplatnit, protože se již nepracuje s diskrétními cˇásticemi.
2.2.3 Mrˇížka
U metody LBM je možné použít stejnou mrˇížku jako u LGA, tedy hexagonální, nicméneˇ
v praxi se více používá mrˇížka cˇtvercová (D2Q9), ve které má každý uzel více sousedu˚
(8 namísto 6 u hexagonální). Tuto mrˇížku budeme proto používat ve zbytku této práce.
Hodnoty distribucˇních funkcí f tedy budeme indexovat až po index 8. Porˇadí indexování
bude opeˇt proti smeˇru hodinových rucˇicˇek, viz. obrázek 7. Konkrétní porˇadí indexování
smeˇru˚ je cˇisteˇ na volbeˇ uživatele. V praxi se proto cˇasto setkáme s jiným indexováním.
Porˇadí zvolené v této práci je zvoleno jako prˇirozené ve smyslu kladného otácˇení kolem
strˇedu a usnadnˇuje neˇkteré cˇásti implementace.
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Obrázek 7: Element mrˇížky D2Q9
Jelikož budeme s mrˇížkou D2Q9 pracovat po zbytek práce, zadefinujeme si nyní
všechny velicˇiny týkající se jejich uzlu˚. Hodnoty distribucˇních funkcích, tedy množství
cˇástic v jednotlivých smeˇrech budeme znacˇit f0−8. Vektory prˇesunu˚ oznacˇíme v0−8. S
ohledem na volbu porˇadí indexace tedy platí naprˇíklad v0 = (1, 0), v5 = (−1,−1) nebo
v8 = (0, 0). Celkovou hustotu v daném uzlu oznacˇíme rˇeckým symbolem ρ. Pro celkovou
hustotu v každém uzlu tedy platí vztah:
ρ =

i
fi (2.3)
Celkovou hybnost na jednotku objemu v každém uzlu zapíšeme jako uρ, kde u prˇed-
stavuje celkovou rychlost v tomto uzlu. Platí vztah:
ρu =

i
fivi (2.4)
Rychlost u získáme jednoduše vydeˇlením celkové hybnosti hustotou:
u =
1
ρ

i
fivi (2.5)
Du˚ležitou vlastností mrˇížky je symetrie její základní jednotky podle strˇedu, která je
patrná z obrázku 7. Pro každý vektor prˇesunu vi, kromeˇ nulového vektoru v8, existuje
jiný vektor prˇesunu vj , který je k tomuto vektoru opacˇný, tedy vj = −vi. Z této vlastnosti
plyne vztah: 
i
vi = (0, 0) (2.6)
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2.2.4 Jednotky
Doposud jsme se nezabývali vazbami mezi parametry mrˇížky a reálnými rozmeˇry rˇe-
šené úlohy. Prˇed rˇešením úlohy se nejdrˇíve abstrahuje od velicˇin, které nejsou z hlediska
simulace podstatné. Naprˇíklad rˇešení úlohy proudeˇní zadaného nestlacˇitelnou formou
Navier-Stokesových rovnic je závislé pouze na jednom parametru, kterým je Reynold-
sovo cˇíslo [3]. U metody LBM se fyzikální zadání úlohy (reprezentováno indexem p)
vždy první prˇevede do tzv. bezrozmeˇrného systému (index d), který neobsahuje žádné
fyzikální jednotky. Pro tento prˇevod je trˇeba zvolit dva parametry, konkrétneˇ charakteris-
tickou délku oblasti l0 (naprˇíklad neˇkterý z rozmeˇru˚ prˇekážky v proudeˇní) a charakteris-
tický cˇas t0. Jakákoliv cˇasová hodnota tp z fyzického systému se do toho bezrozmeˇrného
prˇevede jednoduše jako:
td =
tp
t0
(2.7)
a jakákoliv délková hodnota lp jako:
ld =
lp
l0
(2.8)
Povšimneˇme si, že samotné charakteristické hodnoty t0 a l0 mají po prˇevodu do bez-
rozmeˇrného systému hodnotu 1.
Následneˇ se tento systém diskretizuje, což znamená vytvorˇení mrˇížky na které bude
probíhat simulace. Diskrétní systém je charakterizován dveˇma parametry: δt a δx. Cˇasový
parametr δt urcˇuje pomeˇr mezi hodnotou charakteristického cˇasu t0,d v bezrozmeˇrném
systému (která se rovná 1) a pocˇtem iteracˇních kroku˚ potrˇebných k dosažení tohoto cˇasu
- Niter:
δt =
t0,d
Niter
=
1
Niter
(2.9)
Hodnota δx urcˇuje diskretizaci charakteristické délky oblasti. Vypocˇítá se jako podíl
charakteristické délky v bezrozmeˇrném systému l0,d a pocˇtu uzlu˚ potrˇebného k diskreti-
zaci této délky:
δx =
l0,d
N
=
1
N
(2.10)
Hodnoty všech velicˇin se pak mezi jednotlivými systémy prˇevádí pomocí výše uve-
dených pravidel. Pro prˇevod rychlosti mezi fyzikálním a bezrozmeˇrným systémem tedy
platí:
up =
l0
t0
(2.11)
Reynoldsovo cˇíslo proudeˇní je definováno jako [3]:
Re =
l20
t0ν
(2.12)
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kde ν je kinematická viskozita tekutiny. Vzhledem k tomu, že v bezrozmeˇrném sys-
tému jsou hodnoty l0 i t0 reprezentovány hodnotou 1, platí pro viskozitu v tomto systému
vztah:
νd =
1
Re
(2.13)
Dalším du˚ležitým parametrem je rychlost zvuku mrˇížky. Tento parametr má oznacˇení
cs. Jedná se opeˇt o bezrozmeˇrnou hodnotu, která je urcˇena tvarem mrˇížky. Pro mrˇížku
D2Q9 platí [3]:
c2s =
1
3
(2.14)
Tato hodnota bylo zvolena proto, že pro mrˇížku D2Q9 je prˇi této hodnoteˇ splneˇna
podmínka izotropie [8]. Porovnáním rychlosti proudeˇní tekutiny práveˇ s rychlostí zvuku
vyjádrˇíme rychlost proudeˇní Machovým cˇíslem M :
M =
∥u∥
cs
(2.15)
kde ∥u∥ je Eukleidovská norma vektoru.
Podle Machova cˇísla proudeˇní se rozlišuje, jedná-li se o proudeˇní stlacˇitelné nebo ne-
stlacˇitelné. Do hodnoty M = 0.3 lze s dostatecˇnou prˇesností považovat proudeˇní za ne-
stlacˇitelné. Pro vyšší hodnoty již nelze stlacˇitelnost zanedbávat.
2.2.5 Iteracˇní krok - cˇást propagace
Propagacˇní cˇást algoritmu je v podstateˇ stejná jako u metody LGA. Hodnoty distribucˇní
funkce se po mrˇížce prˇesunou do nových uzlu˚ ve smeˇru prˇíslušných vektoru˚ prˇesunu:
fi(x+ δxvi, it+ 1) := fi(x, it) (2.16)
Hodnota fi prˇedstavuje, jak již bylo rˇecˇeno drˇíve, hodnotu distribucˇní funkce v i-tém
smeˇru, resp. ve smeˇru vi Vektor x prˇedstavuje konkrétní uzel mrˇížky, hodnota it pak
index aktuálního iteracˇního kroku.
2.2.6 Iteracˇní krok - cˇást kolize
Jak bylo zmíneˇno drˇíve, zmeˇnou popisu množství cˇástic v uzlech mrˇížky (prˇechodem
od diskrétního pocˇtu k distribucˇní funkci) je nutné zmeˇnit i pravidla pro kolizní cˇást
iteracˇního kroku.
U metody LBM se pro kolizní cˇást algoritmu používá Bratnagar-Gross-Krooku˚v ope-
rátor, který má podobu [1], [4]:
Ωi =
1
τ
(feqi − fi) (2.17)
14
Ωi reprezentuje hodnotu kolizního operátoru pro i-tý vektor prˇesunu po mrˇížce. fi je
aktuální hodnota distribucˇní funkce v daném uzlu a i-tém smeˇru, feqi je hodnota rovno-
vážného stavu distribucˇní funkce tomtéž smeˇru. O této hodnoteˇ bude ješteˇ rˇecˇ pozdeˇji.
Nyní ji budeme chápat spíše intuitivneˇ jako hodnotu distribucˇní funkce pro daný smeˇr
v daném uzlu v rovnovážném (ustáleném) stavu tekutiny. τ prˇedstavuje relaxacˇní para-
metr, který je kladný a je urcˇen prˇedem pro celou simulaci.
Kolizní cˇást iteracˇního kroku spocˇívá v prˇicˇtení hodnoty kolizního operátoru k hod-
notám distribucˇních funkcí ve všech uzlech a smeˇrech. Tedy:
fi(x, it) := fi(x, it) + Ωi (2.18)
Dosadíme-li do rovnice prˇímo prˇedpis pro kolizní operátor, dostaneme:
fi(x, it) := fi(x, it) +
1
τ
(feqi (x, it)− fi(x, it)) (2.19)
Na poslední rovnici lze dobrˇe ukázat význam relaxacˇního parametru τ . Cˇím vyšší
bude hodnota τ , tím nižší bude hodnota výrazu 1τ , a hodnoty fi se budou v kolizní cˇásti
pouze nepatrneˇ prˇibližovat hodnotám rovnovážného stavu. A naopak, s klesajícím τ se
budou hodnoty fi prˇibližovat hodnotám f
eq
i rychleji. Pro možné hodnoty τ je stanoveno
omezení na interval (0.5,∞) [1]. Jelikož tento parametr prˇedstavuje rychlost prˇibližování
se hodnot distribucˇní funkce k rovnovážnému stavu, je pochopitelné, že je spjatý s visko-
zitou tekutiny. Konkrétneˇ s kinematickou viskozitou ν, vztahem:
ν = (τ − 1
2
)c2s (2.20)
Vyjádrˇíme-li z prˇedchozí rovnice τ , dostaneme:
τ =
ν
c2s
+
1
2
(2.21)
Z této rovnice je patrné, že relaxacˇní parametr τ je prˇímo úmeˇrný viskoziteˇ, neprˇímo
úmeˇrný délce cˇasového kroku a druhé mocnineˇ rychlosti zvuku. Jelikož je rychlost zvuku
pro mrˇížku D2Q9 dána vztahem (2.14), zu˚stane pouze závislost na viskoziteˇ:
τ = 3ν +
1
2
(2.22)
2.2.7 Rovnovážný stav distribucˇní funkce
V prˇedchozí sekci, týkající se kolizní cˇásti iteracˇního kroku, zu˚stala nedefinovaná hod-
nota rovnovážného stavu distribucˇní funkce feq. U metody LBM je tato hodnota defino-
vaná pro mrˇížku D2Q9 takto [2], [4]:
feqi = ρwi

1 + 3uvi +
9
2
(uvi)
2 − 3
2
uu

(2.23)
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ρ je celková hustota v daném uzlu, u je celková makroskopická rychlost v tomto uzlu
a vi je i-tý smeˇr prˇesunu. Všechny tyto velicˇiny již byly popsány drˇíve. Zápisy uvi a uu
prˇedstavují skalární soucˇin vektoru˚.
Novým parametrem je zde wi. Tato hodnota urcˇuje váhu prˇesunu cˇástic v daném
smeˇru, tedy, jakým dílem se na celkovém pohybu cˇástic v rovnovážném stavu podílí
práveˇ i-tý smeˇr prˇesunu. Musí tedy prˇirozeneˇ platit:
i
wi = 1 (2.24)
Hodnoty teˇchto parametru˚ jsou pro mrˇížku D2Q9 stanoveny takto [1], [4]:
wi =

1
9 i = 0,2,4,6
1
36 i = 1,3,5,7
4
9 i = 8
(2.25)
Všimneˇme si, že jsou hodnoty wi voleny symetricky, tedy že pro vzájemneˇ opacˇné
vektory nabývají stejných hodnot. V drˇíve uvedené rovnosti (2.6) tak mu˚žeme každý
vektor vi vynásobit prˇíslušnou váhou wi, aniž bychom zmeˇnili výsledek. Platí proto:
i
wivi = (0, 0) (2.26)
Zavedením rovnovážné distribucˇní funkce lze jakoukoliv hodnotu distribucˇní funkce
v libovolném uzlu rozdeˇlit na dveˇ cˇásti - práveˇ hodnotu rovnovážné distribucˇní funkce
a její doplneˇk, který se nazývá nerovnovážná distribucˇní funkce a oznacˇuje se jako fneqi .
Hodnotu distribucˇní funkce lze tedy zapsat jako:
fi = f
eq
i + f
neq
i (2.27)
2.2.8 Zákony zachování hmoty a hybnosti
Jak jsme se již zmínili drˇíve, du˚ležitou vlastností metody LBM je dodržení zákonu˚ zacho-
vání hmoty a hybnosti prˇi kolizní cˇásti iteracˇního kroku, stejneˇ jako tomu bylo u metody
LGA. Zatímco u metody LGA bylo dodržení teˇchto zákonu˚ jasneˇ patrné z pouhého po-
hledu na kolizní pravidla, u metody LBM to již nemusí být tak zrˇejmé. Pojd’me se tedy
prˇesveˇdcˇit, že jsou tyto zákony skutecˇneˇ dodrženy. Zacˇneme zákonem zachování hmoty,
který lze zapsat vztahem: 
i
fi =

i
(fi +Ωi) (2.28)
Za hodnotu kolizního operátoru Ωi mu˚žeme dosadit podle vztahu (2.17):
i
fi =

i

fi +
1
τ
(feqi − fi)

Následuje série ekvivalentních úprav:
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
i
fi =

i

fi +
1
τ
(feqi − fi)
 −
i
fi
0 =

i

1
τ
(feqi − fi)
  · τ
0 =

i
(feqi − fi)

+

i
fi
i
fi =

i
feqi
Sumu na levé straneˇ mu˚žeme nahradit hustotou, podle vztahu (2.3). Na pravé straneˇ
pak rozepíšeme hodnotu feqi podle vztahu (2.23):
ρ =

i

ρwi

1 + 3uvi +
9
2
(uvi)
2 − 3
2
uu

ρ = ρ

i
wi + ρ

i

3wiuvi +
9
2
wi(uvi)
2 − 3
2
wiuu

Pro první sumu na pravé straneˇ mu˚žeme uplatnit vztah (2.24):
ρ = ρ+ ρ

i

3wiuvi +
9
2
wi(uvi)
2 − 3
2
wiuu
 − ρ
0 = ρ

i

3wiuvi +
9
2
wi(uvi)
2 − 3
2
wiuu

Je-li hodnota ρ rovna 0, je tímto du˚kaz hotov. Dále tedy prˇedpokládejme ρ ̸= 0. Obeˇ
strany rovnosti pak mu˚žeme hustotou vydeˇlit. Zárovenˇ pro veˇtší prˇehlednost prˇehodíme
strany rovnosti:

i

3wiuvi +
9
2
wi(uvi)
2 − 3
2
wiuu

= 0
3u

i
wivi +
9
2

i
wi(uvi)
2 − 3
2
uu

i
wi = 0
Prˇi posledním kroku jsme pro vytknutí rychlosti u z první sumy využili distributi-
vity skalárního soucˇinu. Podle vztahu (2.26) je výsledná suma rovna 0. Poslední sumu
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na levé straneˇ rovnosti pak mu˚žeme upravit podle vztahu (2.24). Rovnost se nám tedy
zjednoduší na:
9
2

i
wi(uvi)
2 − 3
2
uu = 0
 · 2
9
i
wi(uvi)
2 − 1
3
uu = 0

+
1
3
uu

i
wi(uvi)
2 =
1
3
uu

i
wi(uvi)
2 =
1
3
uu
Prˇi poslední úpraveˇ jsme opeˇt využili vztah (2.24). Na záveˇr rozepíšeme sumu na
levé straneˇ na jednotlivé scˇítance. Vektor rychlosti u rozepíšeme na jednotlivé složky,
tedy u = (ux, uy):
4
9
((ux, uy)(0, 0))
2+
1
9
((ux, uy)(1, 0))
2 +
1
36
((ux, uy)(1, 1))
2+
1
9
((ux, uy)(0, 1))
2 +
1
36
((ux, uy)(−1, 1))2+
1
9
((ux, uy)(−1, 0))2 + 1
36
((ux, uy)(−1,−1))2+
1
9
((ux, uy)(0,−1))2 + 1
36
((ux, uy)(1,−1))2 = 1
3
uu
4
9
02+
1
9
u2x +
1
36
(ux + uy)
2+
1
9
u2y +
1
36
(−ux + uy)2+
1
9
(−ux)2 + 1
36
(−ux − uy)2+
1
9
(−uy)2 + 1
36
(ux − uy)2 = 1
3
uu
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Po secˇtení všech cˇlenu˚ dostaneme:
1
36
(12u2x + 12u
2
y) =
1
3
uu
 · 36
12
u2x + u
2
y = uu
Je snadné si uveˇdomit, že obeˇ strany poslední rovnosti prˇedstavují totéž. Všechny
výše uvedené úpravy byly ekvivalentní. Z platnosti poslední rovnosti tedy plyne i plat-
nost rovnosti (2.28), ze které jsme vycházeli. Tím je du˚kaz dokoncˇen. Kolizní krok defino-
vaný prˇedpisem (2.19) spolecˇneˇ s definicí rovnovážné distribucˇní funkce (2.23) dodržuje
zákon zachování hmoty pro libovolný relaxacˇní parametr τ .
Podobneˇ budeme postupovat i prˇi du˚kazu zákona zachování hybnosti. Ten lze vyjá-
drˇit rovností: 
i
fivi =

i
[(fi +Ωi)vi] (2.29)
Za Ωi opeˇt dosadíme podle vztahu (2.17):

i
fivi =

i

fi +
1
τ
(feqi − fi)

vi


i
fivi =

i
fivi +
1
τ

i
(feqi − fi)vi
−
i
fivi
0 =
1
τ

i
(feqi − fi)vi
 · τ
0 =

i
feqi vi −

i
fivi

+

i
fivi
i
fivi =

i
feqi vi
Za feqi opeˇt dosadíme podle vztahu (2.23):

i
fivi =

i
ρwi

1 + 3uvi +
9
2
(uvi)
2 − 3
2
uu

vi

i
fivi = ρ

i
wivi + 3ρ

i
wi(uvi)vi +
9
2
ρ

i
wi(uvi)
2vi − 3
2
ρuu

i
wivi
První a poslední cˇlen na pravé straneˇ rovnosti jsou podle vztahu (2.26) rovny nulo-
vému vektoru. Dostáváme tedy:
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
i
fivi = 3ρ

i
wi(uvi)vi +
9
2
ρ

i
wi(uvi)
2vi
Nyní se zamysleme nad poslední sumou pravé strany poslední rovnosti. Pro index
i = 8 bude výsledkem nulový vektor. Hodnoty ovlivnˇující výsledek sumy dostaneme
tedy pouze pro indexy i = 0..7. V sekci zabývající se stavbou mrˇížky jsme ukázali, že
element mrˇížky je symetrický podle strˇedu a každému vektoru vi existuje opacˇný vektor
vj = −vi. Výjimkou je práveˇ akorát vektor v8, který jsme již z úvah vyloucˇili. Uva-
žujme tedy jednu takovou dvojici vektoru˚ vi a vj , pro kterou platí vj = −vi. Zrˇejmeˇ platí
(uvi)
2 = (uvj)
2. Zárovenˇ platí wi = wj . Výrazy wi(uvi)2vi a wj(uvj)2vj tedy prˇedsta-
vují dva vektory stejné velikosti a opacˇného smeˇru. Jejich soucˇtem je tedy nulový vektor.
Poslední suma není nicˇím jiným než soucˇtem takovýchto dvojic vektoru˚ a jednoho samo-
statného nulového vektoru. Její výsledek je proto rovneˇž roven nulovému vektoru.
Rovnost se tedy zjednoduší na:

i
fivi = 3ρ

i
wi(uvi)vi
Levou stranu nyní mu˚žeme upravit podle vztahu (2.4). Dále budeme opeˇt prˇedpoklá-
dat nenulovou hustotu. Dostaneme tedy:
ρu = 3ρ

i
wi(uvi)vi
 · 1
3ρ
1
3
u =

i
wi(uvi)vi
Na pravé straneˇ nyní opeˇt rozepíšeme vektor u jako (ux, uy) a za vektory vi a wi
dosadíme prˇíslušné hodnoty:
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1
3
u =
4
9
[(ux, uy)(0, 0)] (0, 0)+
1
9
[(ux, uy)(1, 0)] (1, 0) +
1
36
[(ux, uy)(1, 1)] (1, 1)+
1
9
[(ux, uy)(0, 1)] (0, 1) +
1
36
[(ux, uy)(−1, 1)] (−1, 1)+
1
9
[(ux, uy)(−1, 0)] (−1, 0) + 1
36
[(ux, uy)(−1,−1)] (−1,−1)+
1
9
[(ux, uy)(0,−1)] (0,−1) + 1
36
[(ux, uy)(1,−1)] (1,−1)
1
3
u =
4
9
(0, 0)+
1
9
(ux, 0) +
1
36
(ux + uy, ux + uy)+
1
9
(0, uy) +
1
36
(ux − uy,−ux + uy)+
1
9
(ux, 0) +
1
36
(ux + uy, ux + uy)+
1
9
(0, uy) +
1
36
(ux − uy,−ux + uy)
Po secˇtení všech vektoru˚ dostaneme:
1
3
u =
12
36
(ux, uy)
Poslední rovnost zcela jisteˇ platí. Jelikož byly použity pouze ekvivalentní úpravy,
platí tudíž i výchozí rovnost (2.29). Tím je du˚kaz dokoncˇen.
Dokázali jsme tedy platnost jak zákona zachování, hmoty tak zákona zachování hyb-
nosti.
2.2.9 Okrajové podmínky
Okrajové podmínky urcˇitým zpu˚sobem popisují stav tekutiny na hranici výpocˇetní ob-
lasti. Tyto podmínky si vynucují návaznost námi získaného rˇešení na okolní stav tekutiny,
který není prˇedmeˇtem výpocˇtu. Na implementaci okrajových podmínek je závislá prˇes-
nost i stabilita výpocˇtu. Proto patrˇí téma okrajových podmínek mezi intenzivneˇ zkou-
mané cˇásti metody LBM.
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Obrázek 8: Pravidlo "bounce-back".
Z makroskopického hlediska existují trˇi typy lineárních okrajových podmínek - Di-
richletova, Neumannova a Robinova. Uvažujeme uzavrˇenou oblast Ω ⊂ R2, bod x ležící
na její hranici, velicˇinu y zkoumanou na této oblasti a normálový vektor k hranici n. Dále
uvažujme libovolná nenulová reálná cˇísla a, b a libovolné reálné cˇíslo α.
Dirichletova okrajová podmínka v bodeˇ x je definována jako:
y(x) = α (2.30)
Neumannova jako:
∂y
∂n
= α (2.31)
a Robinova jako:
ay(x) + b
∂y
∂n
= α (2.32)
V metodách jako FVM nebo FEM se tyto prˇedpisy okrajových podmínek prˇímo za-
komponují do výsledné soustavy lineárních rovnic. U metody LBM je nutné z teˇchto rov-
nic odvodit rovnice pro hodnoty distribucˇních funkcí v odpovídajících hranicˇních uzlech
mrˇížky.
Za dobu vývoje metody LBM bylo navrženo mnoho implementací okrajových pod-
mínek, v závislosti na tvaru a povaze hranice výpocˇetní oblasti.
2.2.9.1 Pravidlo ”bounce-back” Jednou z nejjednodušších implementací okrajové
podmínky je pravidlo zpeˇtného odrazu, anglicky "bounce-back". Jedná se v podstateˇ o
obdobu pravidla pro odraz u metody LGA. Toto pravidlo se používá pro reprezentaci
pevných prˇekážek. Jak je patrné již z názvu, neznámé hodnoty distribucˇních funkcí, tedy
teˇch smeˇrˇujících z prˇekážky do vnitrˇních uzlu˚ mrˇížky, získáme prostým odrazem distri-
bucˇních funkcí smeˇrˇujících dovnitrˇ prˇekážky. Vzhledem ke zvolenému porˇadí indexo-
vání smeˇru˚ lze tento odraz zapsat jednoduše pomocí modulární aritmetiky:
f∗j = fi (2.33)
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Obrázek 9: Pravidlo "halfway bounce-back".
kde f∗j prˇedstavuje hodnotu distribucˇní funkce v j-tém smeˇru po provedení kolizního
kroku, prˇicˇemž a j je pevneˇ dáno pro každé i v intervalu od 0 do 7:
j = (i+ 4) mod 8 (2.34)
Na distribucˇní funkci f8 není trˇeba pravidlo "bounce-back"používat, jelikož je její vek-
tor prˇesunu nulový.
Aplikací pravidla "bounce-back"tedy v pru˚beˇhu kolizního kroku zmeˇní každá z dis-
tribucˇních funkcí svu˚j smeˇr prˇesunu na opacˇný, cˇímž vždy získáme všechny neznámé
hodnoty distribucˇních funkcí cestujících z pevné prˇekážky dovnitrˇ simulacˇní oblasti.
Ukázka pravidla "bounce-back"je na obrázku 8. Neznámé hodnoty distribucˇních funkcí
a′, b′ a c′, nacházející se v hranicˇním uzlu mrˇížky (plná tecˇka), získáme odrazem distri-
bucˇních funkcí a, b a c.
Pravidlo "bounce-back"je široce používáno pro svou jednoduchost na implementaci
a univerzálnost. S jeho pomocí lze implementovat pevné nehybné prˇekážky libovolného
tvaru. Jeho nevýhodou je ovšem fakt, že dosahuje pouze prvního rˇádu prostorové prˇes-
nosti [1]. Použití tohoto pravidla má tedy za následek snížení prˇesnosti výpocˇtu z dru-
hého rˇádu, které dosahuje metoda LBM, na prˇesnost prvního rˇádu [1].
Nevýhoda ztráty prˇesnosti odstranˇuje modifikace metody "bounce-back", tzv. metoda
"halfway bounce-back"[1]. Tato metoda neuvažuje prˇekážku na místeˇ hranicˇních uzlu˚
mrˇížky, ale v polovineˇ vzdálenosti mezi vnitrˇními a hranicˇními uzly. Díky tomu dochází
k odrazu distribucˇních funkcí smeˇrˇujících k prˇekážce již ve vnitrˇních uzlech mrˇížky, které
hranicˇním uzlu˚m prˇedcházejí. Odraz tímto zpu˚sobem zabere pouze jeden iteracˇní krok,
na rozdíl od originální metody "bounce-back", kde zabere kroky dva. Hodnota distri-
bucˇní funkce se na místo cesty z vnitrˇního uzlu do hranicˇního, následného odrazu a ná-
vratu odrazí prˇímo ve vnitrˇním uzlu. Ukazuje se, že tato modifikace zachovává prˇesnost
druhého rˇádu metody LBM. Ukázka této metody je na obrázku 9. Hodnoty a′, b′ a c′ jsou
opeˇt získány odrazem hodnot a, b a c, ale k odrazu dochází již ve vnitrˇním uzlu (prázdná
tecˇka).
2.2.9.2 Zou-He Metoda "bounce-back"a její modifikace reprezentují pevné prˇekážky,
a jsou implementovány na uzlech, které nejsou soucˇástí tekutiny (tzv. suché uzly). Jiný
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Obrázek 10: Hranicˇní uzel mrˇížky D2Q9.
prˇístup je trˇeba zvolit v uzlech, které jsou na hranici výpocˇetní oblasti, ale jsou stále sou-
cˇástí tekutiny. Taková cˇást hranice prˇedstavuje stav tekutiny na okraji výpocˇetní oblasti.
Tento stav není prˇedmeˇtem výpocˇtu, ale je urcˇen zadáním problému.
Zpravidla se jedná o prˇedpis definující hodnotu tlaku nebo rychlosti. Jedná se tedy
o implementaci Dirichletovy okrajová podmínky. Zde poznamenejme, že v metodeˇ LBM
jsou tlak a hustota pevneˇ svázány rovnicí [4]:
p = ρc2s (2.35)
Jednou z implementací teˇchto okrajových podmínek je prˇístup navržený pány Zou a
He v jejich práci z roku 1997 [9], a je proto pojmenován po nich. Uvažujme tedy okrajový
uzel mrˇížky Q podle obrázku 10, který bude implementovat okrajovou podmínku prˇí-
stupem Zou-He. V tomto uzlu jsou známé hodnoty distribucˇních funkcí f0, f1, f2, f6, f7
a f8, jelikož tyto distribucˇní funkce pocházejí z uzlu˚ mrˇížky. Neznámé jsou hodnoty f3,
f4 a f5, poneˇvadž do mrˇížky prˇicházejí zvenku, a bude je tedy trˇeba urcˇit.
Vyjdeme z prˇedpisu˚ pro celkovou hmotnost (2.3) a hybnost (2.4). Rychlost si následneˇ
rozdeˇlíme na horizontální a vertikální složku - ux a uy.Pro odpovídající složky hybností
pak platí vztahy:
ρux = f0 + f1 − f3 − f4 − f5 + f7 (2.36)
ρuy = f1 + f2 + f3 − f5 − f6 − f7 (2.37)
Nyní si všimneˇme, že secˇtením ρ a ρux získáme rovnici obsahující pro uzel Q pouze
hodnoty známých distribucˇních funkcí:
ρ+ ρux = f0 + f1 + f2 + f3 + f4 + f5 + f6 + f7 + f8+
f0 + f1 − f3 − f4 − f5 + f7
ρ+ ρux = 2(f0 + f1 + f7) + f2 + f6 + f8
(2.38)
Z této rovnice snadno vyjádrˇíme hustotu:
ρ =

1
1 + ux

[2(f0 + f1 + f7) + f2 + f6 + f8] (2.39)
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nebo rychlost ux:
ux = −1 + 1
ρ
[2(f0 + f1 + f7) + f2 + f6 + f8] (2.40)
Z teˇchto rovnic je videˇt, že lze jednoduše prˇevést zadanou hodnotu hustoty v okrajo-
vém uzlu na hodnotu složky rychlosti, která je kolmá k hranici výpocˇetní oblasti. Stejneˇ
tak lze prˇevést tuto rychlost na hustotu. K obojímu nám stacˇí pouze známé hodnoty dis-
tribucˇních funkcí. Cˇtenárˇ si domyslí, že obdobné rovnice lze sestavit na libovolném hra-
nicˇním uzlu.
Je-li tedy jako okrajová podmínka zadaná rychlost u = (ux, uy), ze složky kolmé na
prˇekážku lze dopocˇítat hustotu, ze známých hodnot distribucˇní funkce. Je-li jako okra-
jová podmínka zadán tlak, respektive hustota, je možné spocˇítat složku rychlosti kolmou
k hranici. Je však nutné navíc specifikovat druhou, tedy tecˇnou složku rychlosti, kterou
není možné ze známých distribucˇních funkcí v uzlu zjistit.
Dalším krokem je urcˇení neznámé hodnoty distribucˇních funkcí, v našem prˇípadeˇ f3,
f4 a f5. Podívejme se nyní na celý problém z hlediska rˇešení soustavy rovnic. Neznámé
hodnoty jsou zde 3 hodnoty distribucˇních funkcí f3, f4 a f5, a dále jedna makroskopická
velicˇina, kterou je bud’ ρ nebo ux. V každém prˇípadeˇ máme 4 neznámé. Zárovenˇ máme
pouze 3 rovnice - (2.3), (2.36) a (2.37), z nichž neˇkteré jsme již využili prˇi urcˇování ne-
známé makroskopické velicˇiny. Je tedy trˇeba uvést ješteˇ jednu rovnici, aby byl problém
jednoznacˇneˇ rˇešitelný. U metody Zou-He se jako tato doplnˇující rovnice volí [1], [9]
f0 − feq0 = f4 − feq4 (2.41)
Prˇipomenˇme zde, že hodnotu distribucˇní funkce je možné rozdeˇlit na rovnovážnou a
nerovnovážnou cˇást (2.27). Rovnice (2.41) tedy v podstateˇ prˇedstavuje pravidlo "bounce-
back", které se však aplikuje pouze na nerovnovážnou cˇást distribucˇní funkce. Toto pra-
vidlo se týká smeˇru kolmého k hranici mrˇížky. Tato rovnice nám spolu s rovnicemi (2.3),
(2.36) a (2.37) umožnˇuje jednoznacˇneˇ urcˇit hodnoty neznámých distribucˇních funkcí f3,
f4 a f5.
Jako první vypocˇítáme hodnotu výrazu feq4 − feq0 dosazením vzorce pro výpocˇet rov-
novážné distribucˇní funkce:
feq4 − feq0 = ρw4

1 + 3uv4 +
9
2
(uv4)
2 − 3
2
uu

−

ρw0

1 + 3uv0 +
9
2
(uv0)
2 − 3
2
uu

=
1
9
ρ+
1
3
ρ(−ux) + 1
2
ρ(−ux)2 − 1
6
ρuu
−

1
9
ρ+
1
3
ρ(ux) +
1
2
ρ(ux)
2 − 1
6
ρuu

= −2
3
ρux
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Rovnici (2.41) lze tedy prˇepsat ve tvaru:
f4 = f0 − feq0 + feq4
= f0 − 2
3
ρux
(2.42)
cˇímž jsme urcˇili jednu z neznámých hodnot distribucˇních funkcí. Zbývá urcˇit hodnoty
f3 a f5. Nejprve si z rovnice (2.37) vyjádrˇíme hodnotu f5:
f5 = f1 + f2 + f3 − f6 − f7 − ρuy (2.43)
Následneˇ budeme pracovat s rovnicí (2.36):
ρux = f0 + f1 − f3 − f4 − f5 + f7 (2.44)
Za hodnoty f4 a f5 dosadíme drˇíve odvozené vztahy:
ρux =f0 + f1 − f3 −

f0 − 2
3
ρux

− (f1 + f2 + f3 − f6 − f7 − ρuy) + f7
=− f2 − 2f3 + f6 + 2f7 + 2
3
ρux + ρuy
1
3
ρux =− f2 − 2f3 + f6 + 2f7 + ρuy
(2.45)
Z poslední rovnice mu˚žeme vyjádrˇit jedinou neznámou hodnotu - f3:
f3 = f7 +
1
2
(f6 − f2)− 1
6
ρux +
1
2
ρuy (2.46)
Obdobným postupem vyjádrˇíme hodnotu f5:
f5 = f1 − 1
2
(f6 − f2)− 1
6
ρux − 1
2
ρuy (2.47)
Tím jsme urcˇili všechny neznámé hodnoty distribucˇních funkcí v hranicˇním uzlu. Vy-
cházeli jsme prˇitom z rovnic pro zachování hmoty (2.3), hybnosti (2.36) a (2.37) a doplnˇ-
kové rovnice (2.41). Výše uvedený postup lze s drobnými úpravami použít pro libovolný
okrajový uzel na rovné, tedy vodorovné nebo svislé hranici. Zvláštní pozornost je trˇeba
veˇnovat rohovým uzlu˚m, kde je pocˇet neznámých distribucˇních funkcí roven peˇti na-
místo trˇí. Na urcˇení takového pocˇtu neznámých nemáme dostatek rovnic. Jedním z mož-
ných rˇešení je využití interpolace nebo extrapolace hodnot ze sousedních uzlu˚. To lze
provést bud’ na makroskopické úrovni, tedy interpolací nebo extrapolací hustoty nebo
rychlosti, nebo na rovnou na mikroskopické úrovni, interpolací nebo extrapolací hodnot
distribucˇních funkcí na sousedních uzlech [1].
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3 Implementace
V prˇedchozí kapitole jsme se veˇnovali teoretickému základu metody LBM. Byly popsány
základní vztahy a principy, které tato metoda používá. S využitím teˇchto poznatku˚ bylo
implementováno neˇkolik simulací proudeˇní nestlacˇitelné kapaliny ve 2D. Konkrétneˇ ob-
tékání válce pro dveˇ ru˚zná Reynoldsova cˇísla (50 a 200) a proudeˇní v kaviteˇ.
Implementace byla realizována v programovacím jazyce C++ ve dvou variantách.
Jednou s použitím matematické knihovny PETSc v systému Linux, a podruhé s využitím
knihovny pro maticové výpocˇty Eigen v systému Windows. Obeˇ varianty implementace
lze nalézt na prˇiloženém CD. Ukázky kódu uvedené v této práci pochází z varianty vy-
užívající knihovnu Eigen, která je o neˇco prˇehledneˇjší. Obecné schéma pru˚beˇhu výpocˇtu
lze videˇt na obrázku 11.
DirectionCol << 1, 1, 0, −1, −1, −1, 0, 1, 0;
DirectionRow << 0, −1, −1, −1, 0, 1, 1, 1, 0;
Weights << 1.0 / 9, 1.0 / 36, 1.0 / 9, 1.0 / 36, 1.0 / 9, 1.0 / 36, 1.0 / 9, 1.0 / 36, 4.0 / 9;
double mUMax = 0.1;
double mRho = 1.0;
double mReynoldsNumber = 200.0;
mObstacleCol = (int)std::round(mCols / 5.0 + 3);
mObstacleRow = (int)std::round(mRows / 2.0 + 1);
mObstacleRadius = mRows / 10.0 + 1;
mNu = mUMax ∗ 2.0 ∗ mObstacleRadius / mReynoldsNumber;
mOmega = 1.0 / (3 ∗ mNu + 0.5);
Výpis 1: Inicializace simulace (obtékání válce).
double lTubeWidth = mRows − 2;
Eigen::Matrix<double, −1, −1> lURow = Eigen::Matrix<double, −1, −1>::Zero(mRows, mCols);
Eigen::Matrix<double, −1, −1> lUCol = 4.0 ∗ mUMax / (lTubeWidth ∗ lTubeWidth) ∗ (lRowPhysical
∗ lTubeWidth − lRowPhysical.cwiseProduct(lRowPhysical));
Výpis 2: Inicializace tekutiny (obtékání válce).
int lIterationCount = 10000; int lOutputCount = 0;
for ( int i = 0; i < lIterationCount ; i++)
{
if ( i % 20 == 0)
{
lEngine.MakeStep(lOutputCount);
lOutputCount++;
}
else
lEngine.MakeStep();
}
Výpis 3: Hlavní smycˇka.
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Obrázek 11: Diagram pru˚beˇhu výpocˇtu metody LBM.
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Eigen::MatrixXd lTempDensity[9];
for ( int i = 0; i < 9; i++)
{
Eigen::MatrixXd lCU = 3 ∗ (GlobalFieldsEigen::DirectionCol[ i ] ∗ lColU + GlobalFieldsEigen::
DirectionRow[i] ∗ lRowU);
Eigen::MatrixXd lDensityEq = ( lTotalDensitiy ∗ GlobalFieldsEigen::Weights(i)) .cwiseProduct(
(Eigen::MatrixXd::Ones(mSize, mSize) + lCU + 1.0 / 2 ∗ lCU.cwiseProduct(lCU) − 3.0 / 2 ∗ (
lColU.cwiseProduct(lColU) + lRowU.cwiseProduct(lRowU))));
lTempDensity[i] = mDensity[i] + mOmega ∗ (lDensityEq − mDensity[i]);
}
Výpis 4: Kolizní cˇást iteracˇního kroku.
for ( int i = 0; i < 8; i++)
{
for ( int iRow = 0; iRow < mSize; iRow++)
{
for ( int iCol = 0; iCol < mSize; iCol++)
{
if (mObstacleMask(iRow, iCol))
{
lTempDensity[(i + 4) % 8](iRow, iCol) = mDensity[i](iRow, iCol) ;
}
}
}
}
Výpis 5: Pravidlo "bounce-back".
// Macroscopic settings
for ( int iCol = 0; iCol < mSize; iCol++)
{
lColU(0, iCol) = mUTop;
}
lRowU.row(0).array() ∗= 0;
Eigen::VectorXd lSum048In = Eigen::VectorXd::Zero(mSize);
lSum048In += mDensity[0].row(0).transpose();
lSum048In += mDensity[4].row(0).transpose();
lSum048In += mDensity[8].row(0).transpose();
Eigen::VectorXd lSum123In = Eigen::VectorXd::Zero(mSize);
lSum123In += mDensity[1].row(0).transpose();
lSum123In += mDensity[2].row(0).transpose();
lSum123In += mDensity[3].row(0).transpose();
lTotalDensitiy .row(0) = Eigen::VectorXd::Ones(mSize)
.cwiseQuotient(Eigen::VectorXd::Ones(mSize) + lRowU.row(0).transpose())
.cwiseProduct(lSum048In + 2 ∗ lSum123In).transpose();
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Výpis 6: Okrajová podmínka Zou-He - makroskopická cˇást (kavita).
// Microscopic settings
mDensity[6].row(0) = (mDensity[2].row(0)
− 2.0 / 3 ∗ lTotalDensitiy .row(0).cwiseProduct(lRowU.row(0))).transpose();
mDensity[7].row(0) = (mDensity[3].row(0)
+ 1.0 / 2 ∗ (mDensity[4].row(0) − mDensity[0].row(0))
+ 1.0 / 2 ∗ lTotalDensitiy .row(0).cwiseProduct(lColU.row(0))
− 1.0 / 6 ∗ lTotalDensitiy .row(0).cwiseProduct(lRowU.row(0))).transpose();
mDensity[5].row(0) = (mDensity[1].row(0)
+ 1.0 / 2 ∗ (mDensity[0].row(0) − mDensity[4].row(0))
− 1.0 / 2 ∗ lTotalDensitiy .row(0).cwiseProduct(lColU.row(0))
− 1.0 / 6 ∗ lTotalDensitiy .row(0).cwiseProduct(lRowU.row(0))).transpose();
Výpis 7: Okrajová podmínka Zou-He - mikroskopická cˇást (kavita).
Celý výpocˇet zacˇíná inicializací mrˇížky a parametru˚ simulace. Nastaví se tedy hod-
noty jako hodnoty smeˇrových vektoru˚, váhy jednotlivých smeˇru˚, rozmísteˇní prˇekážek,
viskozita nebo relaxacˇní parametr. Ukázka je ve výpisu 1. Tyto hodnoty zu˚stanou po ce-
lou dobu simulace konstantní. Následneˇ se nastaví pocˇátecˇní stav tekutiny, její hustota a
rychlost. Pro obtékání válce byly pocˇátecˇní rychlosti v jednotlivých bodech urcˇeny podle
kvadratického (Poiseuillova) profilu. Inicializaci tekutiny je videˇt ve výpisu 2.
Následuje hlavní smycˇka programu, která probíhá tak dlouho, dokud není dosaženo
maximálního stanoveného pocˇtu iterací. Celá hlavní smycˇka je ve výpisu 3. Nejdu˚leži-
teˇjší soucˇástí hlavní smycˇky je metoda MakeStep, která vykoná jeden kompletní simu-
lacˇní krok. Ten zahrnuje výpocˇet makroskopických hodnot ve všech uzlech mrˇížky z dis-
tribucˇních funkcí podle vztahu˚ (2.3) a (2.5), jejich prˇípadné uložení, následneˇ obnovení
okrajových podmínek a provedení propagace a kolize.
Implementace kolizní cˇásti iteracˇního kroku je ve výpisu 4. Výpocˇet rovnovážné dis-
tribucˇní funkce se provádí na celé mrˇížce matice pomocí prvkových operací, které knihovna
Eigen nad maticí umožnˇuje. Tato cˇást výpocˇtu je tedy velice jednoduše paralelizova-
telná. O neˇco obtížneˇjší situace je u propagacˇní cˇásti algoritmu, kde je trˇeba pro každý
uzel mrˇížky znát hodnoty distribucˇních funkcí z okolních uzlu˚. Nicméneˇ i tak lze me-
todu LBM dobrˇe a efektivneˇ paralelizovat. Další výpis 5 obsahuje implementaci pravidla
"bounce-back", konkrétneˇ jeho nemodifikované verze. V této cˇásti bylo využito zavede-
ného zpu˚sobu indexování smeˇru˚ mrˇížky a tedy vztahu (2.34). Poslední dva výpisy výpis
6 a 7 ukazují implementaci okrajové podmínky Zou-He pro horní okraj kavity.
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4 Numerické experimenty
První z implementovaných simulací bylo obtékání válce v uzavrˇené oblasti. Pocˇátecˇní
stav simulace je videˇt na obrázku 13, který zobrazuje velikost rychlosti proudeˇní. Cˇer-
vená barva znamená nejvyšší rychlost, zelená strˇední, a modrá nejnižší. Na zacˇátku si-
mulace je nastaven kvadratický profil proudeˇní (viz. obrázek 12), který je typický pro
tuto situaci. Proudeˇní probíhá zleva doprava. Hustota je na celé mrˇížce nastavena na kon-
stantní hodnotu. Jedná se o nestlacˇitelné proudeˇní. Horní a dolní okraj oblasti prˇedsta-
vuje steˇnu a implementuje tedy pravidlo "bounce-back". Pravidlem "bounce-back"se rˇídí
i obvod obtékaného válce. Na levém i pravém okraji je implementována okrajová pod-
mínka Zou-He. Na levém okraji je definován práveˇ kvadratický profil rychlosti, stejný
jako na pocˇátku simulace, a na pravém okraji konstantní tlak, tedy i hustota. Pro diskre-
tizaci byla zvolena mrˇížka o velikosti 200 × 400 uzlu˚. Obrázek 14 ukazuje stav simulace
v kroku 6000 pro Reynoldsovo cˇíslo 50 a obrázek 15 prˇíslušné vektorové pole. Proudeˇní
je v této fázi již ustálené a nijak výrazneˇ se nemeˇní. Za válcem lze videˇt dva stabilní víry,
každý s opacˇným smyslem otácˇení.
Další simulace byla provedena pro stejný pocˇátecˇní stav se stejneˇ velkou mrˇížkou, ale
tentokrát pro Reynoldsovo cˇíslo 200. Na obrázku 16 vidíme opeˇt krok 6000. Zde již prou-
deˇní není zdaleka tak ustálené. Z odpovídajícího vektorového pole, které je na obrázku
17, a detailneˇ pak na obrázku 18, lze pozorovat, že víry vznikající za válcem se odtrhávají
a nechávají se unášet proudem, až cˇasem zaniknou. Teˇmto víru˚m se rˇíká Karmánovy víry
a jejich výskyt je typický práveˇ pro proudeˇní s vyšším Reynoldsovým cˇíslem.
Poslední simulací je proudeˇní v kaviteˇ. Rychlostní profil v kroku 10000 je na obrázku
19. Hustota je opeˇt stejná ve všech uzlech mrˇížky. Kavita je ze stran a zespodu uzavrˇená
steˇnou implementující pravidlo "bounce-back". Na horní hranici je stanovena konstantní
horizontální rychlost smeˇrem doprava, která je vynucena okrajovou podmínkou Zou-
He. Na pocˇátku simulace byla rychlost v celé dutineˇ nastavena na 0. Velikost mrˇížky byla
200×200 uzlu˚. Rozvírˇení patrné z vektorového pole na obrázku 20 je tedy celé du˚sledkem
pu˚sobení horizontální rychlosti na horní hranici oblasti.
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Obrázek 12: Kvadratický profil rychlosti.
Obrázek 13: Obtékání válce: Reynoldsovo cˇíslo 50, krok 0
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Obrázek 14: Obtékání válce: Reynoldsovo cˇíslo 50, krok 6000
Obrázek 15: Obtékání válce: Reynoldsovo cˇíslo 50, krok 6000
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Obrázek 16: Obtékání válce: Reynoldsovo cˇíslo 200, krok 6000
Obrázek 17: Obtékání válce: Reynoldsovo cˇíslo 200, krok 6000
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Obrázek 18: Obtékání válce: Reynoldsovo cˇíslo 200, krok 6000
Obrázek 19: Kavita: Reynoldsovo cˇíslo 200, krok 10000
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Obrázek 20: Kavita: Reynoldsovo cˇíslo 200, krok 10000
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5 Záveˇr
V práci jsme se seznámili s teoretickým základem metody Lattice Boltzmanna. Zmínili
jsme její historický vývoj a neˇkteré prˇednosti, jako naprˇíklad jednoduché a intuitivní
principy nebo snadnou implementaci prˇekážek libovolných tvaru˚, které z ní deˇlají per-
spektivní metodu pro budoucnost numerického rˇešení proudeˇní tekutin. Obzvlášteˇ její
lokální povaha, tedy fakt že pro výpocˇet další iterace hodnot distribucˇních funkcí je trˇeba
pro každý uzel znát pouze hodnoty okolních uzlu˚ a uzlu samotného, otevírá možnosti
pro efektivní paralelizaci.
V druhé cˇásti práce jsme si ukázali neˇkolik prˇíkladu˚ výpocˇtu úloh proudeˇní. Obtékání
válce je jedním z typických demonstracˇních prˇíkladu˚, na kterém je dobrˇe videˇt vliv Rey-
noldsova cˇísla na výsledný rychlostní profil. Ukázali jsme, že prˇi vyšších Reynoldsových
cˇíslech již nemusí vu˚bec dojít k ustálení proudeˇní. Proudeˇní v kaviteˇ je pak typickým prˇí-
kladem situace, kdy nedochází k prˇenosu hmoty ven ani dovnitrˇ výpocˇetní oblasti, jak je
tomu u válce.
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