The simulation of free surface bubbly flows using a two-fluid model remains a challenging problem in part due to the lack of a comprehensive air entrainment model that can predict the rate and location of air entrainment for a wide range of flows. In this study we derive a sub-grid model and implement it in a computational multiphase fluid dynamics (CMFD) framework to solve the Reynolds-averaged two-fluid equations. We assess the performance of our model in simulating bubbly flows underneath a plunging liquid jet and a hydraulic jump while varying the characteristic velocity. We compare the void fraction predictions with their experimental counterparts and conclude that the air entrainment model and the two-fluid modeling approach yield accurate results everywhere for the plunging jet and in the turbulent shear layer for the hydraulic jump. The inability of the proposed approach to recover the high void fraction in the roller region of the hydraulic jump is attributed to the failure of RaNS model to resolve the large coherent vortices observed in this region.
INTRODUCTION
Air entrainment is a ubiquitous phenomenon by which gas, in the form of bubbles, is introduced into a liquid. It is encountered in nature and in various industrial applications. A significant amount of air is entrained by waterfalls, flumes and waves in streams, rivers and oceans. The uptake of oxygen during air entrainment helps support aquatic life, while that of CO 2 has an important impact on mitigating the greenhouse effect. In industrial applications air entrainment plays an important role in oxygenating polluted water in water treatment plants and enhancing mixing in chemical plants. In naval applications the air entrained around a surface ship alters the hydrodynamics of the near-hull flow and also leads to a bubbly wake with undesirable optical and acoustic signatures.
Simulating the entrainment of a gas into a liquid in the form of bubbles and the transport of these bubbles by the host liquid is a challenging task for several reasons. First, the gas entrainment takes place at the liquid-gas interface when the interface is extremely rough and very hard to resolve numerically. Secondly, most flows where entrainment is observed are turbulent, and have eddies that span large spatial and temporal ranges which leads to inordinate computational requirements. Thirdly, the number of bubbles entrained into a flow tends to be large and it is challenging to track the interface between the liquid and these bubbles. Finally, the bubble diameter can be very small compared to other characteristic length scales of the flow and hence resolving them would lead to a very large computational problem. For all these reasons there have been very few fully resolved direct numerical simulations (DNS) of air or gas entrainment [1] [2] [3] [4] .
A practical approach to solving bubbly flow problems is to perform ensemble averaging of the liquid and gas fields weighted by an appropriate phase indicator function. This yields average variables that are smooth and thus may be resolved with relatively little computational effort. When this ensemble averaging procedure is applied to the equations of motion for the liquid and gas phases, a set of equations is obtained for the average field variables of each phase. These equations contain several sub-grid terms that must be modeled in terms of averaged quantities in order to achieve closure [5, 6] . One may logically divide these into three categories: (1) those that capture 41 *Corresponding email addresses: jingsen.ma@gmail.com; oberaa@rpi.edu; drewd@rpi.edu; laheyr@rpi.com; mark.c.hyman@navy.mil the effect of turbulent fluctuations; (2) those that capture the interfacial transfers between phases; and, (3) those that capture the effect of the fluctuations at the liquid-gas interface. The third type of sub-grid terms introduce sources of gas in the liquid phase close to the interface and are the focus of this manuscript.
There have been numerous studies that correlate and estimate the rate of air entrainment in terms of characteristic velocities and length scales for the canonical problems of air entrainment in a plunging liquid jet and a hydraulic jump [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] . In contrast little progresses has been made on working for an air entrainment model applicable for a generic free surface flow. In this direction, Moraga et al. [18] have recently proposed a model that predicts the location of air entrainment for some flows but not the amount of air entrained. This model has been combined with an expression for the rate of air entrained in a plunging jet to model the bubbly flow underneath a plunging jet [19] . It has also been applied with limited success to naval surface ship simulations by Hyman et al. [20] . The model of Moraga et al. is based on the assumption that there may be bubbles underneath a rough liquid-gas interface and that bubbles are entrained once their downward velocity exceeds the bubble rise velocity. This argument does not account for the fact that if the bubbles and the interface both move with the same downward velocity, no entrainment should take place, because relative to the interface the location of the bubbles remains unchanged. Thus it is bound to fail for the case of a column of liquid (with a free surface) that is moving downward with rigid translation. Other notable efforts towards achieving an air entrainment model are reported in [21, 22] . Nevertheless, to our knowledge there is no model that has been applied and proved to be able to quantitatively predict the gas concentrations for a generic free surface flow.
In this manuscript we present a new, comprehensive air entrainment model that can be applied to a generic free surface flow and provides both the location and amount of air entrainment. The basic idea behind this model is to recognize that entrainment occurs only when air pockets just below the interface are drawn into the liquid at a rate that is faster than the downward motion of the liquid-gas interface. This leads to an expression for the rate of air entrainment in terms of the liquid turbulent kinetic energy and downward velocity gradient. This expression is implemented in a computational multiphase fluid dynamics (CMFD) solver for the Reynolds averaged two-fluid equations and used to predict the bubbly flow underneath a plunging jet and in a hydraulic jump. For both these problems, across a range of characteristic velocities, the same entrainment model yields accurate void fraction distributions.
The format of the remainder of this manuscript is as follows. In Section 2 we present the derivation of the sub-grid air entrainment model that predicts the location and rate of air entrainment in turbulent air/water flows. In Section 3, we describe a two-fluid Reynolds averaged formulation that utilizes this model to predict the averaged field quantities in a bubbly flow. In Section 4, we test the air entrainment model and the modeling strategy in simulating bubbly flows in plunging liquid jets and hydraulic jumps. We end with conclusions in Section 5.
AIR ENTRAINMENT MODEL
As shown in Figure 1 we consider the average location of a rough liquid-gas interface. Any point on the average interface is denoted by x and the inward unit normal vector is denoted by n(x). The inward component of the average liquid velocity on the interface is denoted by u n (x). We assume that due to turbulence in the liquid the interface is rough and has air cavities of average size a(x). Note that we allow this roughness to vary as a function of position on the interface. When air entrainment occurs these cavities are drawn inward by the liquid and subsequently broken up into bubbles. Thus all air entrainment occurs in a layer close to the interface where these air cavities are generated. We denote the thickness of this layer by C 1 a where C 1 is an O(1) non-dimensional parameter. In Figure 1 this layer lies between the liquid-gas interface and the surface Γ. We can estimate the rate of air entrained into the liquid, per unit area of the interface, by estimating the quantity of air carried past this surface relative to the velocity of the interface. This is given by:
In Eq. (1) we have subtracted u n (x) to account for the fact that when both the interface and the air pockets located on Γ move down with the same velocity, no air is entrained. Air is entrained only when the air pockets located at Γ move downward into the liquid relative to the interface. Following [23] we approximate the roughness as a = C 2 k/g , where k(x) is the turbulent kinetic energy and g is acceleration due to gravity. This approximation has also been long adopted elsewhere, e.g., in the work of Sene [7] and Ervine & Falvey [24] . Using this approximation in Eq. (2) we have:
where we have defined a new constant C ent = C 1 C 2 . In its current form the expression for q above is the volume of air entrained per unit interface area, per unit time. However, in our two-fluid model the entrained air is distributed as a volume source at the interface in a layer that is φ ent thick. The rate of entrainment which is per unit volume-time is therefore, (4) Finally this volume of air will be distributed among bubble groups of different diameters. So the total number density of bubbles introduced per unit volume-time is given by:
where f E (D g ) is the probability density function (pdf) of source distribution as a function of the bubble diameter D g in a polydisperse model, ∆D g is the width of the bubble diameter bin and is the average bubble volume, where vg is the volume of a bubble with diameter D g .
A few remarks are in order about this entrainment model:
(1) This expression for air entrainment predicts the location as well as the strength of air entrainment. (2) For a given simulation, we propose that the constant C ent be determined by correlations from experiments and the average bubble volume V avg can be determined from the Figure 1 . Schematic diagram of the air entrainment process at liquid-gas interface bubble-size distribution. The parameter φ ent is determined by the user, and k and are determined during the simulation. In doing so the velocity dependence of the rate of air entrainment is entirely determined by the model. (3) This model implies that the air entrainment rate is essentially determined by the local turbulent kinetic energy and the inward velocity gradient. This observation coincides with the previous work of Kobus [25] , who identified these two liquid field variables as key in governing the entrainment process. His conclusion was based on the analysis of the flow configurations with local self-aeration, in particular, plunging liquid jets and hydraulic jumps. (4) In the derivation above the non-dimensional parameter C ent is left undetermined. We conjecture that it may depend on the liquid and gas properties, and the characteristics of the problem. The dependence of the rate of entrainment on the liquid velocity, however, is explicitly captured by the model and hence C ent does not depend on it. As a result C ent may be a function of non-dimensional groups, such as the Bond number, that are independent of the characteristic velocity. In the examples considered in this manuscript we have found that the value of C ent for the hydraulic jump problem is roughly six times that for the plunging jet. (5) For the specific case of air entrained by a plunging liquid jet, as Re →∞, k ∼ u 2 j and ∼ u j , thus the formula for the rate of air entrained per unit volume, that is Eq. (4), yields Q ∼ u 3 j , where u j is the liquid jet velocity. We note that for plunging liquid jets, Q ∼ u 3 j has been observed in numerous experimental studies [7] [8] [9] [10] [11] [12] [13] [14] [15] . that is the surface divergence ∇ s · u s < 0. As depicted in Figure 2 , this corresponds to the case of two liquid streams at the liquid-gas interface that collide, accelerate downward, and carry air pockets with them. We will see that this simple mechanism of air entrainment will play an important role in all problems we have considered in this study.
TWO-FLUID MODEL
In this section we discuss the implementation of the sub-grid air entrainment model derived in Section 2 into a RaNS-type, two-fluid, computational multiphase fluid dynamics (CMFD) code, CFDShipM [26] . In order to focus on the most novel aspect of our work (i.e., the comprehensive air entrainment model), we restrict our description to mono-dispersed bubbles and to one-way coupling, where the effect of the gas phase on the liquid phase is ignored. We model the fluid as composed of a continuous liquid phase and a dispersed gas phase comprised of bubbles of a uniform diameter selected to be the typical bubble diameter measured in experiments. Readers interested in two-way coupling and polydisperse modeling are referred to the work of Moraga et al. [18] and Ma et al. [27] . Mass conservation of the dispersed phase Due to the monodisperse assumption, bubble coalescence and air dissolution play no role. In this case, the conservation equation for the bubble number density, N′′′ g , for bubbles of characteristic diameter, D g moving with a velocity of u g , often referred to as the population balance equation [28, 29] , is given by: (6) where E g is rate at which bubble density increases due to air ingestion and is given by (5) . Note that other sources of bubbles on the right hand side of Eq. (6), such as those due to bubble breakup and coalescence, can also be included for polydispersed simulations.
Momentum conservation of the dispersed phase The balance of the ensemble-averaged momentum for bubbles with a diameter of D g can be expressed as [29, 30] : (7) where α g = N′′′ g vg is the air volume fraction, ρ d is the air density and M′ g is the fluctuating interfacial force density. By using this equation we have assumed that viscous and Reynolds stresses in the dispersed phase (air) are negligible compared to the interfacial stresses, the ensemble averaged pressures for both phases are approximately equal (i.e., p g ≈ p gi ≈ p c , where the subscript i denotes the interface), and the viscous contribution to the interfacial stress can be ignored.
The coupling between the continuous phase and the dispersed phase is primarily determined by the closure laws used for the interfacial force density term. This term is broken down to account for specific physical effects [5, 6, 30] , (8) where the right hand side contains contributions due to drag (D), turbulent dispersion (TD), virtual mass (VM), lift (L) and wall-induced forces (W). For a detailed description of each of these terms the reader is referred to [30, 19] . All the expressions and the constants used in this study are exactly the same as in [19] , with the exception of the bubble drag term. Here we have employed a correction based on the liquid shear rate proposed by Legendre & Magnaudet [31] and utilized by Hosokawa & Tomiyama [32] .
Mass and momentum conservation of the continuous phase If it is assumed that the dispersed phase does not influence the liquid phase, the continuity equation for the liquid phase simplifies to,
The ensemble-averaged statement of the balance of linear momentum for the continuous phase is [5] , (10) Where T c is the stress tensor and T c
Re is the Reynolds stress tensor for the continuous phase. The stress tensor is given by T c = −p c I + 2µ c D c and the Reynolds stress tensor is given as: (11) where I is the identity tensor, µ c is the liquid viscosity, D c is the rate of strain of the liquid phase, k and µ t are the turbulent kinetic energy and the turbulent viscosity, respectively. In this work, the blended k − ω/k − ε turbulence model developed by Menter [33] was used to determine k and µ t and hence to construct T c Re . This model employs a blending function so that it behaves like the
Jingsen Ma, Assad A. Oberai Donald A. Drew, Richard T. Lahey, 45 Jr and Mark C. Hyman k − ω model close to the walls and like the k − ε model away from walls. The k − ω model does not require wall-damping functions and uses simple Dirichlet boundary conditions, while the k − ε model does not exhibit sensitivity to the level of free-stream turbulence as long as its free-stream values are not too high. Thus the blended model combines the relative strengths of these two models. All the model coefficients are the same as in [33] and for further details on this implementation of the model, the reader is referred to [18] .
Modeling the free surface The free surface of the air/water mixture is represented using a single-phase level set function φ, [34] , which represents the signed distance from the interface, with the level set φ = 0 representing the interface (i.e., free surface). Its evolution is governed by, (12) For more details on the application of the single-phase level set method used in CFDShipM [26] to bubbly flow simulations the reader is referred to the work of Carrica et al. [35, 36] and Moraga et al. [18] .
NUMERICAL SIMULATION
In this section the air entrainment model and the two-fluid CMFD strategy described in the previous section are used to predict the void fraction distributions in plunging liquid jets and hydraulic jumps. In all instances we use the same air entrainment model and compare our results with corresponding experimental measurements.
Plunging liquid jets
For the plunging liquid jet study we focus on the experimental results of Chanson et al. [37, 38] . In the computational domain both the plunging jet and the receiving pool were modeled. The width and the length of the computational domain were both 0.168 m. Its height was 0.228 m divided between the plunging jet region (0.048 m) and the receiving pool (0.18 m). The overall size of the computational domain was much smaller than the experiment, however it was verified to be large enough so as to ensure that the boundary conditions on the outer boundaries did not affect the results near the plunging liquid jet. The grid consisted of 1,166,400 cells of variable size, that were finer in the impact region and where void fraction measurements were made, but coarser away from the jet. The resolution of this grid was deemed as being sufficient in our previous work [19] by computing results on a grid that was twice as fine and observing no appreciable differences. The equations were non-dimensionalized using the liquid jet diameter and the liquid velocity at the top of computational domain (i.e. 50 mm above the surface of impact), which were adjusted to yield the experimental values for D j and u j at the impact surface. This led to Reynolds numbers of approximately 81 × 10 3 , 96 × 10 3 and 105 × 10 3 for the three liquid jet velocities. On the top surface of the computational domain the unit downward velocity was prescribed within a circle of unit diameter. On the four vertical boundaries a zero gradient boundary condition was used, and on the bottom surface a far-field boundary condition was used. For more details of the boundary conditions, interested readers are referred to an earlier study of plunging liquid jets [19] .
Experimental and simulation setup

Simulation results
The simulation started by modeling the liquid phase only, leading to a single-phase solution. The non-dimensional time step for the simulation was 0.015, corresponding to a dimensional time step of 0.1 ms. A steady-state solution was obtained after 2,000 time steps, that is after about 2s. This steady solution for the single-phase flow (water) was then used as an initial condition for the simulation of bubbly flow, which was activated by turning on the air entrainment model, with φ ent = 0.05 D j and C ent = 0.02 in the air entrainment model. In addition, a uniform bubble diameter of 3.5 mm was chosen, which was taken from the estimated mean bubble chord size reported by Chanson et al. [37, 38] .
The bubbly flow simulation was performed with the same time step used for the singe phase calculation. In about 600 time steps, the bubbles travel across the whole computational domain and disappear through the bottom surface. This time period was sufficient for the gas phase to achieve a quasi-steady distribution in the region of interest (i.e., from the impact surface to 2D j below it), where void fraction data were available from the experiment. We started collecting void fraction data at this instant and averaged them in time. The time-averaged void fraction were found to attain a steady value after another 3000 time steps. These time-averaged results were then further averaged in the circumferential direction. The experimental results reported by Chanson et al. [37, 38] were measured along a horizontal line that passed through the center of the liquid jet. Since the void fraction measurements were expected to be symmetric about the center of the jet, results from either side of the center-line were averaged in order to reduce experimental uncertainty. These averaged results were then compared with the averaged simulation results.
We remark that since we are performing a Reynolds-averaged simulation we do not expect to recover the rough instantaneous liquid-gas interface and the velocity fluctuations observed in a snapshot of a plunging jet experiment. Instead we hope to recover the ensemble average of these snapshots, which would yield a smooth interface and smooth velocity fields.
We first examine the rate of air entrainment by plotting E g in Figure 4 for u j = 3.5 m/s. We observe that air was entrained close to the free surface along the perimeter of the liquid jet. In this region, liquid that is flowing radially inward toward the center of the jet impinges on liquid carried by the jet (see the streamlines in Figure 4 (a) ). This leads to a negative value of the surface divergence in this region, which implies a positive value of . This in turn implies that any air pockets created near the free surface in this region will be entrained. This is consistent with the results and observations reported in several experiments [25, [37] [38] [39] . In particular, Kobus [25] has clearly stated that local air entrainment takes place at the intersection of the free jet with the water surface, which is a zone characterized by a shear layer with intensive turbulence production due to the strong downward momentum flux caused by the water jet. After bubbles are entrained along the perimeter of the jet, they are convected downward. With increasing depth these bubbles disperse radially, forming an annular region whose thickness increases with depth. This is clearly seen in Figure 5 , which is a map of void fraction for a liquid jet velocity of 3.5 m/s. Similar results were also obtained for higher velocities but are not shown here.
A quantitative comparison of the void fraction distributions is presented in Figure 6 . Each plot contains experimental and simulated void fraction profiles as a function of the radial coordinate, where r = 0 denotes the centerline of the liquid jet. The jet velocities for the left, the center and the right columns are equal to 3.5 , 4.1 and 4.4 m/s, respectively. The measurement depths for the top, the center and the bottom row are equal to 0.8D j , 1.2D j and 2.0D j , respectively. From the plots in the top row, which correspond to a depth of h = 0.8.D j , we observe that there is very good agreement in location and magnitude of the peak void fraction between the experiment and the simulation. This indicates that the air entrainment model is able to accurately capture the location and strength of the air sources. Further, since this agreement holds for all velocities (moving from left to right in the top row) we conclude that the model also captures the correct dependence of rate of air entrainment on the velocity of the plunging jet. We also note that the agreement between the experiment and the simulation results is maintained as we move down to lower depths (i.e., note the second and third rows). This indicates that our two-fluid model is accurately modeling the spreading of the two-phase jet and the transport of bubbles entrained at the surface of the liquid jet. The process of transport is controlled by the liquid velocity and a 
Hydraulic Jump
Next we test the performance of our modeling approach by simulating the hydraulic jump experimental study of Kucukali & Chanson [40, 41] . We have selected this specific study to test our modeling approach because:
(1) The ratio between the width of the experimental channel and depth at the inflow is over twenty, which is large enough to ignore the effects of the side walls on the flow in center of the channel [42] . This reduces a three-dimensional problem to a two-dimensional one thereby greatly reducing computational costs. (2) The data presented in this study includes detailed measurements of void fraction at several downstream locations for different liquid inflow velocities. This allows us to test the dependence of our air entrainment model on the liquid inflow velocity and also the ability of our CMFD model to accurately capture the transport of bubbles in the liquid.
Experimental and simulation setup
The experimental setup is shown schematically in Figure 7 . Schematic diagram of the hydraulic jump problem mesh with variable size was used. The mesh was finest near the toe, becoming coarser along the downstream coordinate. It was verified that the results were converged by repeating the calculations on a 851 × 131 mesh with twice the resolution near the toe region, without observing any significant differences. The upstream depth, D j , and upstream averaged liquid velocity, u j , were used to non-dimensionalize the equations.
Boundary conditions were specified at the four edges of the computational domain. On the left edge, the horizontal component of the liquid velocity was set according to a log-law profile, as measured by Chanson & Brattberg [43] . All other liquid and gas velocity components and the bubble number density function were set to zero. A zero-gradient boundary condition was selected for pressure, while the level set function was set equal to the signed distance from the zero of the level set, which was prescribed to be unit distance from the bottom surface. The turbulent variables, k and ω, were set to their free-stream values of 9 × 10 −5 /Re and 0.09, respectively. On the right edge, a zero gradient boundary condition was used for all variables. On the top edge the piezometric pressure was set to zero, and a zero gradient boundary condition was used for all other variables [26, 44] . On the bottom edge, a no-slip boundary condition was imposed [26, 44] . For the initial conditions, all velocities, pressure and the number density function were set to zero and the level set function was set to the signed distance from the interface set at y = 1.
Simulation results
As in the plunging liquid jet case, the multiphase model was turned on only after a steady-state liquid flow was reached. The bubble size was estimated from the product of the average upstream velocity with the meadian bubble chord-time reported in the experiment. This yields a diameter of 1.6 mm for u j = 2.28 m/s and 2.0 mm for u j = 2.81m/s. Other parameters for the multiphase model were selected as follows: φ ent = 0.05 D j for entrainment depth, C ent = 0.12 for the entrainment model. With a non-dimensionalized time step of 0.012, which translates to a dimensional time interval of about 1.2 × 10 −4 s, the simulation attained a steady-state after approximately 20,000 steps. It was then continued for another 10,000 steps to verify that the results were time-independent.
We remind the reader that since we are performing a Reynolds-averaged simulation we do not expect to recover the rough instantaneous liquid-gas interface and the velocity fluctuations observed in a snapshot of a hydraulic jump. Instead we hope to recover the ensemble average of these snapshots, which would yield a smooth interface and smooth velocity fields.
In Figure 8 we have plotted the entrainment source strength, E g , for u j = 2.28 m/s. We observe that there is strong entrainment at the toe of the hydraulic jump. A look at the streamlines reveals the presence of a large region of recirculation, often referred to as a roller, downstream of the toe. The presence of a roller region is consistent with the time-averaged results of experimental studies [45] . The current consensus is that the roller region is actually comprised of several smaller (but still large and coherent) eddies that are washed out in a time-or a ensemble-average. Clearly these will not be resolved in our RaNS calculation. They will however be resolved in a large eddy simulation (LES). We observe that air entrainment occurs when the fluid stream below the toe and the stream in the roller impinge leading to an increase in the horizontal component of the liquid velocity in the horizontal direction. This causes any air pockets in the toe region to be entrained into the hydraulic jump. These findings are consistent with previous researchers [25] who have pointed out that local air entrainment takes place at the intersection of the free surface with the surface roller, where a shear layer with intense turbulence production and momentum flux is observed.
Once the bubbles are entrained at the toe, they are convected in the downstream direction. They also disperse in the vertical direction due to turbulence and tend to rise due to buoyant forces. This leads to a void fraction distribution in the shear layer region shown in Figure 9 . These observations are consistent with similar experimental studies [40, 41] .
A quantitative comparison of void fraction distribution is presented in Figure 10 . Each plot contains experimental and simulated void fraction profiles as a function of the vertical coordinate, where y = 0 denotes the bottom of the channel. The first column of plots corresponds to u j = 2.28 m/s while the second column corresponds to u j = 2.81 m/s. In each column, while moving from the top to the bottom, the downstream measurement location (measured from the toe) is given by 4. simulation results match the experimental data well at all locations for both inflow velocities thus indicating that our air entrainment model accurately predicts the location and the strength of air entrainment for this region, and that the two fluid model accurately transports the bubbles once they are entrained. We note that in the turbulent shear region, with increasing downstream distance, the void fraction distribution spreads out in the vertical direction due to turbulent dispersion and that the peak of the distribution moves upward due to buoyancy. From this figure we also observe that our void fraction predictions in the upper part of the hydraulic jump, the roller region, are much smaller than their experimental counterparts. In the roller, which corresponds to the recirculating region in a hydraulic jump, the experimental void fractions are close to unity while the numerical predictions are much smaller. This may be understood by recognizing that in this region the waterair interface is very unsteady and rough. It consists of large air cavities. For example, in [40, 41] the maximum amplitude of free surface fluctuation in this region was measured to be around 80% of the inflow depth for u j = 2.81 m/s. It is these fluctuations, and not the dispersed bubbles that contribute to the high void fraction measurement in this region. In our RANS simulations these fluctuations are not captured, rather the water-air interface is reproduced as a smooth, steady surface. Consequently, we are unable to reproduce the contribution from these fluctuations to the void fraction. We anticipate that a large eddy simulation of this problem, where the large scale fluctuations of the velocity field and the interface are resolved, will be successful in capturing this void fraction distribution. Indeed, this simulation would represent an interesting extension to the results presented in this manuscript.
Discussion
We conclude this section with a discussion of the performance of the air entrainment model for the problems we have considered:
(1) For both the plunging jet and the hydraulic jump problems we note that air entrainment model accurately predicts the region of air entrainment. These problems are typically thought to be very different from each other and it is encouraging that same model can locate the sources of air for both problems. This represent a significant improvement over previous entrainment models including ours [18, 19] . (2) We note that for both the plunging jet and the hydraulic jump problems the value for C ent was left unchanged for the different characteristic velocities and lead to accurate void fraction predictions. This indicates that our model correctly captures the dependence of rate of air entrainment on the liquid velocity. (3) The value of the air entrainment parameter C ent for the hydraulic jump was around six times that of the plunging jet problem. While these numbers are the same order of magnitude, they are significantly different. This difference may be attributed to two causes. Firstly, the parameter may have a complex dependence on the certain nondimensional groups, such as the Bond number, that we have not yet captured. Secondly, our assumption that the cavity size a ∼ k/g appears to be overly simple. A better estimate for a might lead to a more consistent value for C ent . Indeed the replacement of this simple algebraic relation with a more accurate partial differential equation for the evolution of the surface roughness would represent a significant improvement to our model and an interesting area of future work.
CONCLUSIONS AND FUTURE WORK
A comprehensive sub-grid air entrainment model for predicting the location and the rate of air entrainment for a free-surface bubbly flow was developed. The air entrainment model was derived from a simple argument that the turbulent kinetic energy near the liquid-gas interface causes the interface to develop air cavities and these cavities are drawn into the liquid if their downward velocity exceeds that of the interface. This yields a simple expression for the rate of entrainment as a product of the downward gradient of the downward liquid velocity on the free surface and the local turbulent kinetic energy of the liquid. This air entrainment model was used in the Reynolds-averaged equations for a two-fluid model and implemented in a computational multiphase fluid dynamics (CMFD) code, CFDShipM. This code was used to simulate the canonical problems of bubbly flows in a plunging liquid jet and a hydraulic jump. The performance of the entrainment model and the two-fluid framework was assessed by comparing the predicted void fraction profiles with their experimental counterparts. This comparison was performed at several locations and for different velocities. Generally speaking, in each case it was found that the prediction agreed with the experimental measurement. The one exception was the roller region of the hydraulic jump, where the results were limited by the capability of the RaNS approach. We believe that an LES of this problem using the same entrainment model will yield accurate results. Future work would involve testing this hypothesis and applying the entrainment model to more complex free surface flows.
