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We consider a system of ordinary differential equations (A) Y’(1) = A(I) I’(I), 
where A(X) is a matrix with a pole of the order 4 at x =O. For this system, 
B. Malgrange has introduced the quantity i(D), which can be computed with the 
cyclic vector method. The present paper treats the practical evaluation of i(D) and 
the invariants pl, pz ,..., pqm. ,, of Gerard and Levelt without using a cyclic vector. 
First, we shall give a survey of the algorithm given in Hilali and Wazner (Namer. 
Mafh. 50 (1987), 4299449) by which a system (4) is reduced to a super-irreducible 
form. We show that these invariants follows directly from this form. ‘a 1987 
Academic Press, Inc. 
On considere un systeme differentiel lineaire de la forme (A) Y’(x) = A(x) Y(x), 
ou A(x) est une matrice d’ordre polaire 9 en I = 0. B. Malgrange associe a tout sys- 
ttme (A) un indice que I’on peut calculer a l’aide de la methode du vecteur cycliquc. 
Dans cet article, nous nous intircssons au calcul de i(D) ainsi qu’a celui des 
invariants p,, pz,..., pq,- I, de Gerard et Levelt sans utiliser la methode du vecteur 
cyclique. On donne dans Hilali and Wazner (Namer. Math. 50 (1987), 429449) un 
algorithme permettant de reduire (A) sous une forme super-irreductible. On demon- 
tre que le calcul de ces invariants est obtenu dune maniere directe a partir de cette 
forme. Q 19R7 Academic Press, Inc. 
1. INTRODUCTION 
On consid&e un systkme diffkrentiel linkaire homogkne de la forme 
z--A(*) Y=o (A) 
od Y est un vecteur colonne B n composantes. A(x) est une matrice g coeff% 
cients fonctions mtromorphes ou plus simplement des Sments de @((x)): 
Le corps des skies formelles i coefficients complexes. On pose 
k=+m 
A(x)=x-” c A,x (1.1) 
k=O 
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oti q est un entier superieur ou &gal a 1. Les Ak sont des matrices constan- 
tes a coefficients dans CG avec A0 # 0. 
La transformation Y(x)= T(x) Z(x), avec T appartenant a 
GL(n, C((x))): le groupe des matrices inversibles d’ordre n a coeffkients 
dans @((x)), transforme (d) en: 
g-B(x)z=o avec B= T-‘AT- T-l:. 
On dira que les deux systemes (d j et (d ‘) sont Cquiualents par la transfor- 
mation T. 
Dans le probleme de la classification formelle des singularitts, il sembie 
evident d’introduire des grandeurs mesurant l’ordre de la complication de 
la singularite (supposee ici a l’origine). Dans la littbrature, on trouve le 
nombre p de Moser [ 121, i’indice d’irregularite i(D) de Malgrange [lo], 
les invariants p 1, p2,..., ps de Gerard et Levelt [3],.... A ces invariants, on 
peut ajouter le rationnel de Katz [3] qui sert a mesurer l’ordre des 
solutions du systeme (d) au voisinage de la singuiarite (cf. [3] ou [S]). 
On sait par la methode du vecteur cyclique [1,4] reduire tout sysdme 
differentiel lineaire de la forme (d) a une settle equation differentielle 
scalaire. Ce pro&de nous permet de determiner ces invariants. Mais il est 
interessant de pouvoir les calculer directement sur le systeme saris avoir a 
utiliser la mtthode du vecteur cyclique qui s’avere trb couteuse enpratique 
(voir des exemples dans [4]), d’autant plus que les invariants cites 
ci-dessus sont uniquement determines par la connaissance des valuations 
des coefficients de I’tquation differentielle obtenue par la methode. C’est 
ainsi que K. Kitagawa [S] a remarqd que l’on peut lier ces invariants a la 
structure matricielle du systeme. Pour cela, il considere au lieu du nombre 
4 dans (l~l), I’ordre du pole de A(x) au sens de Volevic [14], appelt le 
poids formel pf du pole du systeme (d). Cette definition lui permet d’avoir 
un calcul direct de l’ordre Y des solutions (cf. [S, p. 434]), par une mtthode 
n’utilisant que les coefficients du polynbme caracteristique associe a la 
matrice A(x). Dans le m&me ordre d’idees, une mtthode similaire vient 
d’etre donnie dans [6] pour le calcul de l’invariant de Katz, lorsque le 
systeme ttudie est k-it sous une forme irreductible (au sens de Moser 
[12]). Une autre probleme lit a la classification formelle est celui de la 
construction effective des transformations de rkduction permettant d’tcrire 
le systeme sous une forme oti le calcul de ces invariants est immediat. 
Se basant sur le critere de J. Moser [ 12], nous avons don& dans [4] et 
[S], un aigorithme construisant a chaque pas une transformation tkmen- 
taire qui reduit la quantite 
m(d)=q- 1 +rang(d,j/n 
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La transformation T*, donnee par cet algorithme permet d’tcrire le sys- 
teme (A) sous la forme 
1 Y=O (AT*) 
oti q* et r* =rang(A,*) sont les plus petites valeurs de q et rang(A,) 
lorsqu’on applique a A toutes les transformations de GL(rz, @((x))). 
L’invariant de J. Moser est naturellement (cf. [ 12, p. 3801) 
P(A)= Inf 
TcGUn,@((x))) 
nz(AT) = q* - 1 + r*/n. (1.3) 
Dans la litterature, il existe d’autres methodes pour le calcul de p(A), voir 
les articles de V. Dietrich [2], et E. Wagenfiirhrer [15-171. Ces algorith- 
mes permettent la caracterisation de la singularite rtguliere dun systeme 
differentiel lineaire par l’tgalite q* = 1. 
On donne dans [7], une gtneralisation de ce critere, en dttinissant une 
suite d’invariants pr, pLz ,..., Pi*- r associes au sysdme differentiel (A). Un 
algorithme est donne pour reduire le systeme sous une forme appelee super- 
irrkductible. 
Dans le present article, on rappelle dans le paragraphe 2, des resultats 
donnts dans [7]. Le paragraphe 3 traite le cas dune equation differentielle 
scalaire pour laquelle on donne le calcu! explicite des invariants pk. 
Ensuite, dans les paragraphes 4 et 5, en utilisant les resultats du Section 3, 
on dtmontre que le calcul de l’indice d’irregularite de B. Malgrange ainsi 
que les invariants de Gerard et Levelt est immediat a partir dun systeme 
differentiel super-irrtductible. 
2. SYST~MES DIFF~RENTIELS SUPER-IRR~DUCTIBLES 
On considere la fonction w  qui a tout Clement f de C((x)), associe son 
ordre en zero (au sens large). C’est a dire que si f est une serie formelle de 
la forme 
k=+m 
f(x) = xv 
k?. fkXk 
avec v~b et fo#O. 
On a o(f) = v. (On prendra comme convention w(O) = +co). 01 
designera dans la suite par C [ [xl]: l’ensemble des series formelles . 
vtrifiant o(J) 2 0. 
CALCUL DES INVARIANTS DE MALGRANGE 407 
Soit M(x) = x4A(x), la partie non polaire de A(x) et m&x), son Clement 
de la jbme ligne, jGrne coionne. On pose 
La matrice du systeme (b), s’tcrit alors dune man&e unique sous la forme 
A(x) = x -%“N(x) (2.11 
ou N est un element de M,(C[[x]]): 1 ‘ensemble des matrices carrees 
d’ordre n a coefficients dans C[[x]], avec 
CI = diag(a,, CI~ ,..., an), cli E (0, l)...) q - 1). 
Appelons ni la multiplicite (eventuellement nullej de l’entier i dans la 
matrice K. On peut supposer saris changer la geniralitt (quitte a appliquer 
a A une permutation sur les lignes) que la matrice u dans (2.1) soit de la 
forme: 
a = diag(%,,, In,, 21n2,..., (9 - 2) L-,9 (4 - 1) 4Q 1. 
Oti 0, est une matrice nulle d’ordre n,, I,,, est la matrice identite d’ordre ni, 
avec 
i=O 
Au systeme (d), on associe les nombres rationnels suivants (cf. [7]) 
m(A)= q-1+:+$+ ... > 
1 
si qa-2 
(2.2) 
1 si q< 1, 
P*(A) = Inf 
TEGWGC(~~))) 
(m( T-‘AT- T-IT’)). (2.3) 
D~INITION 2.1. On dira que la matrice A(x) (ou que le s&me diffPre.s- 
tie1 (A)) est super-irr&ductible si m(A) = p*(A). 
Remarque 2.2. La super-rbductibilitb de la matrice A(x) ne depend que 
des q premiers coefficients de son developpement (i.e., A,, A, ,..., A,- I). 
p*(A) peut done &tre consider6 comme une gentralisation de l’invariant de 
Moser (cf. [ 121) puisque ce dernier ne depend que de A0 et A,. 
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Pour tout systeme (A), on introduit dans [7], q - 1 fonctions associees a 
la matrice (2.1) defmies par 
avec 
Q,(A, x, A) = x”’ det(xg-“A(x) + AZ) (2.4) 
u,=sn,+(s-l)n,+ ... +n,-, pour s= 1, 2 ,..., 4- 1. 
On dtmontre dans [7], que les fonctions @,(A, x, 1) sont des polynomes 
en A a coefficients dand C[[x]] et: 
THI~OR~ME 1. Le systhe d$f&entiel (A) est super-irreductible si et 
seulement si lespo[ym%nes ol(A, 0, ,I), OJA, 0, A),..., O,- ,(A, 0, 1) sont non 
identiquement nuls en ,I. 
Dans le case ou q > 1, nous avons donne dans [7], un algorithme qui 
construit en un nombre tini de pas une transformation polynomiale, qui 
permet d’ecrire le systeme (A) sous une forme super-irreductible. La 
methode proposee est relativement simple, car les transformations sont 
construites a chaque pas a l’aide de la mtthode d’elimination de Gauss sur 
des matrices constantes d’ordre dn. 
Remarque 2.4. Les polynomes Q,(A, 0, A) dependent seulement des 
s + 1 premiers coefficients du dtveloppement de A(xj, puisque 
@,(A, 0, 2) = x”’ det 2 + A, x+ ‘.. + 
As- I 
-+AA,+/lZ 
x x > I-Y-=0 
3. CAM D'U~~E I?QUATION DIFFERENTELLE SCALAIRE 
Considtrons une equation differentielle lineaire homogene de la forme: 
~-kf”ak(x)~=O. 
k=l 
CD) 
Nous allons voir dans ce qui suit que dans le cas d’une equation differen- 
tielle de la forme (Dj, le calcul de l’invariant p* peut etre obtenu dune 
maniere explicite sans avoir a utiliser l’algorihtme de la super-reductibilite 
dtveloppt dans [7]. Pour cela, on suppose que les ak soient de la forme: 
ckfx) 
ak(X) = -&- pour k = 1, 2,..., n 
oti les A, designent l’ordre du pole des ak au sens large, avec ck(Oj # 0. (On 
prendra 1, = --clj si ak f 0). 
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TH~OR&E 2. Soit p, le plus petit entier v~rifiant la relation suivante: 
15 P--- k’ k = 1, 2,..., n et pk 1. (3.2) 
Soit rs (s E (1, 2,..., p - 11) eentier dr;f;ni par 
rs = ,y;z, (2, - k(p -s)). . . (3.3) 
Alors finvariant p*(D) de Ptquation d$f&entielle (D) est 
/A*(D) = 1 si p=l 
et 
r2 - 2r, 
p*(D)=p- 1 +z+l;i-+ ... + 
rJ+I-2r,+r,-I 
ns 
On peut considerer ce theoreme comme une generalisation du resultat de 
J. Moser (cf. [ 12, Theoreme, p. 3821) et en m&me temps une generalisation 
du risultat bien connu dQ a Fuchs qui dit que l’equation differentielle sca- 
laire (D) admet une singularite reguliere a l’origine si et seulement si Ak d k 
i.e., p*(D)= 1. 
Renzarque 3.2. En considerant l’entier p defini dans (3.2), on peut 
dtfinir le nombre rs, pour SE (0, l,..., p - l}, comme le plus petit entier 
vtritiant la relation: 
&dk(p-s)+r, pour k = 1, 2 ,...? n. (3.4) 
Ceci peut etre illustre graphiquement dans un rep&e orthonorme de la 
maniere suivante (voir Fig. 1): 
FIGURE 1 
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En considkrant les points Mk d’abscisses k et d’ordonntes A,, on trace la 
droite D, passant par l’origine et de pente le plus petit entier p tel que tous 
les points nrl, soicnt dans le domaine limit6 par l’axe des abscisses et la 
droite D1. Ensuite, on trace pour tout entier s = 2, 3,..., p - 1, la droite D, 
qui parmi toutes celles qui passent par un point Mk et de pente p-s, se 
trouve au dessus de tous les autres points Mk. Le point d’intersection d’une 
droite D, et I’axe des Ak est I-- 1. On d&nit ainsi p - 1 entiers rI, r2,..., rP _ L 
par la formule: 
LEMME 1. Les suites (r,)l,<s<p-1 et (r,-rSPI) 2<s<p-1 sent 
croissantes. 
DCmonstration. ConsidCrons le plus petit entier k, qui vtrifie I’igalitC: 
rr = Gs - k,(p - s), s = 1, 2 )..., p - 1. 
Par dkfinition des rS, on a 
r s+,~~k,-k,(p-s-l)=r,+k, 
et pours/l 
rs-l 3hs -k,(p-s+ l)=r,-k, 
done 
et 
r s+l -r,>k,>O 
r S+l-2r,+r,-1>0. 
Dkmonstration du tht!orSme 2. On considkre une subdivision de I’inter- 
valle [0, n] dkfinie de la manilre suivante: 
IO = I?& f-,1, I,= Crs-r,-l, rstl - r,] pour s = 1, 2,..., p - 2 
et 
I p--l = Cr,-, -rpp2. nl (avec la convention r0 = 0). 
On pose 
6,=pk si kel, 
6,=(p-s)k+r, si kEI, pour s=l,2 ,..., p-l. 
(3.5) 
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En vertu des intgalites (3.2) et (3.4), on a pour tout kE { 1,2,..., n], la 
relation suivante 
De plus, d’apres (3.3), pour tout SE 12, 3,..., p- 11, il existe k,EI, pour 
lequel l’intgalite (3.4) est atteinte. 
Soit C(X), la matrice compagnon associee a l’tquation differentielle (D), 
0 1 
C(x) = 1 I \ 1 a n’ a1 
L’tquation (D) peut alors &tre &rite matriciellement sous la forme 
g = C(x) U(x) 
Oh 
U(xj=l ( 
d”y) 
,:$g )...) dx”-l > 
oti les b, sont les entiers dtfinis dans (3.5). Le systeme (3.7) peut alors 
s’ecrire, sous une forme super-irreductible grace au changement de 
variables 
U(x) =x62(x). 
On a 
dZ 
z= 
x-T(x) x6-p 
> 
Z(x). (W 
Soit 
X -6c(x) 2 = X-PB(X) 
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B(x) = 
b, b,-, b, 
1 %-I 
I ml 
I 
m0 
les bk sont tous des kltments de C[[x]] et d&finis par: 
pour k = 1, 2,..., n 
avec 
/?l,=r, (3.9) 
ms=hI -2r,+rsP1 pour s = 1, 2,..., p - 2 (3.10) 
i=p-2 
rnb-,=n- 
;;. nli. 
Montrons que la matrice du systkme (3.8) dkfinie par: 
B(x) 6 
M(x)=xp-- 
X 
est super-irrtductible. 
Si p = 1, dans ce cas M(x) est par dtfinition super-irrirductible. On a 
alors x = 0 est une singularit rkgulih-e et done m(A) = p*(A) = 1. 
Si p > 1, puisque la matrice 6/x est d’ordre polaire &gal A 1, d’aprQ la 
remarque 2.4, nous ne considkrerons que la partie: 
M”‘(X) = X-PB(X). 
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11 suffit done de demontrer, en vertu du theoreme 1 que les fonctions 
O,(M”‘, 0, A) sont toutes non identiquement nulles en A. On a 
N”‘(X) = x -PB(x) = x-PX”N(X) 
oh N est un element de MJC[[x]]) et: 
z=diag((p - 1) I,+,, (p-2) Impw2,..., fmlT O,,) 
D’apres ies relations (3.9) et (3.10), on peut avoir par recurrence la relation 
suivante 
r,=.wz,+(s-l)m,+ .‘. +m,-, pour s=l,2 ,..., p-l (3.11) 
ou les mi sont les entiers delinis dans (3.9) et (3.10). Les fonctions 
O,s(M’lJ, x, A) associees a M(l) sont done 
on a 
O,(M(‘), x, A) = xrs det(.xPPSM”)(x) + AZ) (3.12) 
En effet, soit 
Oil 
i=s-1 
m:=n- i;. mi 
puisque det(x”) =x’*, en faisant entrer xE5 dans le determinant (3.12), on 
obtient 
O,(M(‘), x, A) = det(x”S+“-“‘N(x) I- II). (3.13) 
Comme E, + ct - sl est a coefficients positifs ou nuls, x’~+~-~‘N(x) est done 
a coefficients dam @[[xl]. En faisant x =0 dans (3.13), on a 
O,(M(*J, 0, A)=det(g,(@‘, if) 
414 
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m’s b-1 
x 1 
.\:::::::\ 
0 
1 
g&M('), 1) = x l 
0 1 
0 
“;\\, 
b,(O) bf ,+1(O) by -l(O) b,(O) bl(’ 
s- S 
avec 
t,-,=m,+m,+ .m’ +m,-,,m:=n-tt,_ ,. 
En developpant le determinant de la matrice g,(M(‘), A), on obtient 
det(g,(M(‘j, A)) = (- I)+1 A”-‘S-%,-,(O) + (-~)~s-l+r ~~~-~~-l-r6~~_,+ r(0) 
+ ... +(-1)“-‘nb,~,(0)+(-1)“6,(0). 
D’apres la relation (3.3) on sait qu’il existe au moins k,E I, avec 
s E { 2, 3 ,..., p - 11, tel que 
Aks = 13,~ = (p - s) k, + I,. (3.14) 
Soit k,, le plus petit entier appartenant a I, = [t,- r, ts] (oti t, = t,_ r + nz,) 
et verifiant l’egalite (3.14). Le coefficient du plus haut degre du polynome 
@,(A@“, 0, A) est alors ( - l)ks b,JO). Done 
det(g,(M(‘), A)) = (- l)ks. A”-%,JO) + . 
avec b,(O)#O. D’oti 
O,(M(‘), 0, A) = det(g,(M(‘), A)) f 0. 
Le systeme diffkentiel (3.7) est done super-irreductible. Par consequent 
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avec 
n1,=r,+, -2r,+r,-l, s = 1, 2,..., p - 2 
od les r, sont les entiers defmis par la relation (3.3). 
4. TNDICE D'IRR~GIJLARITB DE B. MALGRANGE 
Dans son article [lo], B. Malgrangc difinit pour tout systemc (A), un 
indice appele l’irregularite du point singulier. Le calcul de cet indice peut 
etre obtenu en utilisant la methode du vecteur cyclique [4]. Cette methode 
con&e a reduire tout systeme differentiel de la forme (A ) a une seule &qua- 
tion differentielle scalaire. Malheuresement elle s’avere d’un maniement 
lourd et cot?iteux d’autant plus que le calcul de cet invariant est determine 
uniquement par les valuations des coefficients de l’equation differentielle 
obtenue par la mtthode. B. Malgrange [ 111 demontre que I’irregularitt du 
point singulier ne depend pas du choix du vecteur cyclique. Se basant sur 
ce critere, on dtmontre dans ce paragraphe que le calcul de l’indice d’irrt- 
gularite est obtenu dune maniere directe A partir dun systeme k-it sous 
une forme super-irrtductible saris l’utilisation de vecteur cyclique. Nous 
rappelons brievement cette methode; 
4.1. M&ode du vecteur cyclique 
On pose 
un vecteur ligne a n composantes, oti les b;(x) sont des fonctions arbitrai- 
res. La rtcurrencc 
Y -$j+ Y,A(x), kfl- k = 1, 2,..., n - 1 (4.1) 
definit une matrice carree d’ordre n: Q(X) dont les hgnes sow Y,, 
Yl,...) Y,-,. 
DEFINITION. On dit que Y, est un vecteur cyclique de la matrice A(s), si 
Q est une matrice inversible. 
J. P. Ramis [13], demontre que les Pk(*y) peuvent toujours &tre choisis 
en tant que polynomes de degre Sn - I, pour que la matrice Q soit 
inversiblc. Dans ce cas on pose T = Q - ’ et le changement de variable 
Y(x) = T(x) Z(x) 
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transforme (A) en un systeme dont la matrice est sous une forme 
compagnon 
C(x) = T-‘AT - T-‘dT = 
dx 
0 1 
\ 
(4.2) 
1 
a n-” ” a1 
Les ak representent naturellement les coefficients de l’equation differentielle 
correspondant au sysdme (A) et obtenue a l’aide du vecteur cyclique Y,. 
On notera E3( Y,) cette equation. Les ak s’obtiennent en calculant n + 1 
determinants; on a (cf. [4] pour les details): 
ak(x) = 
det(Yf,, I’: ,..., YLk-I, Yi-k+l,..., K) 
det(YA, Y; ,..., Yi-r) 
On supposera dans la suite que les ak sont de la forme (3.1). En appliquant 
le theoreme 2 a l’equation differentielle Ed( Y,), on obtient le resultat: 
COROLLAIRE. Si le systeme (A) est super-irrkductible et si q > 2, i.e., 
p*(A)=m(A)=q- 1 +:+s+ ... +3 
alors, quelque soit le choix du vecteur cyclique, on a les igalitts: 
P = 49 no = rl, et ns=rs+l -2r, + rs- 1s= 1, 2 ,..., p - 1 (4.3) 
d p, rl, r2,..., rpel sont les entiers d&finis par les relations (3.2) et (3.3), 
auec r0 = 0. 
Ddmonstration. Soit Ed( Y,,), l’tquation differentielle obtenue a partir 
du systeme (A) a l’aide du vecteur cyclique YO. Soit C(x) sa matrice 
compagnon define dans (4.2) et 
(4.4) 
le systtme differentiel correspondant. D’apres le thtoreme 2, en appliquant 
au systeme (4.4) la transformation 
Y(x) = x6Z(x) 
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ou 6 est la matrice diagonale donnee par les formules (3.5). Par une telle 
transformation, on obtient un systeme super-irreductible de la forme: 
Z(x). (4.51 
Les systemes (A) et (4.5) sont done equivalents par la transformation 
S(x) = T(x) x6. 
Comme ils sont tous les deux super-irreductibles, on a: 
,q-l+n”+Tl+ ... +%$. 
n 
D’ou les egalitts (4.3). C.Q.F.D. 
Nous supposerons alors dans la suite, que le systeme differentiel (A) est 
super-irreductible et que les Cgalites (4.3) sont vtrifiees. 
4.2. Calcul de Pindice a”irrPgularit6 
B. Malgrange (cf. [ 10, p. 1501) associe a tout systeme (A), un indice 
i(d) > 0, tel que si Y, est un vecteur cyclique de la matrice A(x) du systeme 
(A), on a: 
La singularite rtguliere est caracterisee par la nullitb de i(d). Le thtoreme 2 
et le corollaire precedent donnent le resultat suivant: 
PROPOSITION 4.2. Si le systGme diffPrentie1 (A) est super-irrCductible et si 
q > 2, alors 
i(A)=r,-,=(q-l)n,+(q-2)n,+ ... +n,-, 
5. INVARIANTS DE G&ARD ET LEVELT 
Gerard et Levelt [3], associent a tout systeme (A), des entiers 
PI> P2Y? Py*-1, oil 4* est la plus petite valeur de l’entier q superieur 
ou egal a 1, lorsqu’on applique a A tomes les transformations de 
GL(n, C((x))). 11s montrent ensuite, que les invariants ps peuvent &tre 
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obtenus a l’aide de la mtthode du vecteur cyclique. Dans [is], 
E. Wagenfiihrer propose une methode de calcul de ces invariants utilisant 
des transformations mtromorphes. De la m&me maniire que le paragraphe 
precedent, nous montrons ici que ces invariants, sont obtenus dune 
man&e immediate a partir de (A). 
5.1. CALCUL DES ps PAR LA MkTHODE DU VECTEUR CYCLIQUE 
Au sysdme (d ), on associe le systeme 
Lss Y(x) = x”A(x) Y(x) (As) 
ou 9z = x”d/dx, et s un entier donne compris entre 1 et p - 1. 
Soit Y,, un vecteur cyclique de la matrice A(x). Considtrons au lieu des 
vecteurs Y, d&finis par les relations de recurrence (4.1) les vecteurs 
Z,(x) = XIkYk, k = 0, l,..., n. 
Les relations (4.1) deviennent 
z,,,(x)=x.~+z,lx”A(x)-skxll,l, k = 0, l,..., n (5.1) 
oti I, dtsigne la matrice identite d’ordre n. 
L’equation differentielle correspondante au systeme (A,) et associee au 
vecteur cyclique Y, est alors de la forme 
E/3,( Yo)(%Y Y + bl(-~j(%,,)“- l J’ + . .. + bk(x)(95)‘*-k y + . . . + b,(x) y = 0 
avec 
b/c(x) = 
det(Z& Zl, ,... , ZLP,-,, Z:z--k+l,..., ZL) 
det(Zh, Z; ,..., Z:,- ,) ’ 
On suppose que les bk(x) soient de la forme 
b&) = x-~~ dJx), k = 1, 2,..., n (5.2) 
oii les ok designent l’ordre du pole des b, au sens large, avec dk(0) # 0 
(On prendra ok = --co si b, r0). Les invariants de Gerard et Levelt 
(cf. [3, Theorem 3.1, p. 1711) peuvent alors &tre determines par la formule 
suivante: 
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5.2. Calm1 des Invariants p, ci partir dun systhe super-irrtductible 
Supposons que le systeme differentiel (A,) soit super-irreductible. En 
identifiant les coefficients de l’equation differentielle Ed,( Y,) et ceux de 
E,(Yo), on obtient 
gk=;Ik-ks. 
D’apres les relations (5.3) et (3.3), on a done 
D’ou le resultat 
PROPOSITION 5.1. Si le s&me dijj&entiel (A) est super-irrdductible et si 
q > 2 alors les invariants de Ghard et Levelt sent 
ps=i y--s=(q-s)no+(q-s-l)n,+ ... +nq--s--l 
pour s = 1, 2 ,..., q - 1. 
6. EXEMPLE ET CONCLUSION 
L’exemple suivant est traitt dans [7], sur lequel nous avons applique 
l’algorithme permettant de transformer un systeme sous une forme super- 
irreductible. Soit 
0 0 -x x 
Y(xj. 
0 x x6 x5 
(6.3 j 
La transformation (Cf. [7], pour les CdCUlS j 
T(x) = 
transforme le systeme differentiel (6.1), en un systeme super-irrtductible: 
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On a 
q= 3, “0 = 1, n, = 3, r, = 1, rz = 5. 
Le systeme (6.2) est super-irreductible car, si on designe par A*(x), la 
matrice du systeme, on a 
0,(A*,0,~)=?cdet(x2A*(x)+~Z)I,=,- -1 
@*(A*, 0, A) =x5 det(xA*(x) + AZ) l.T=O = -1. 
En vertu des propositions 4.2 et 5.1, nous avons done les egalites 
p1 = i(d) = r2 = 5, p2 = rl = 5. 
On peut remarquer a partir de cet exemple que la forme super-irreduc- 
tible donne une classification plus generale de la singularite irreguliere des 
systemes difftrentiels. Par un argument identique a celui utilise dans cet 
article, on peut comparer les entiers rr (s= 1, 2,..., p- 1) avec les quantites 
dz) (m, s= 1,2,..., p- 1) detinies par E. Wagenfiihrer [16], avec les 
invariants i’“‘(D) (S = 1,2,..., p - 1) introduits recemment par D. A. Lutz et 
R. Shafke dans [9]. En effet, d’apres [9, theorem 3.3, p. 301, on a pour s = 
1, 2,..., q - 1 les relations 
p3 = i’“‘(D) = n(q -s) - A:) 
=r g--s=(q-S)no+(q-s-l)n,+ ... frzq-sp, 
oti les p, sont les invariants de Gerard et Levelt dtfinis dans (5.3). 
Dun point de vue pratique deux methodes sont connues pour la 
construction effective des transformations permettant de reduire le systeme 
sous une forme oti le calcul de ces invariants est immediat. La premiere, 
proposee par E. Wagenfiirher [ 171, est bade sur le critere de Gerard et 
Levelt. La deuxieme appelee super-reductibilitt et developpee dans [7], 
donne des transformations elementaires construites par la methode de 
Gauss lorsque les fonctions @,(A, x, 2) sont identiquement nulles. Ces 
fonctions ont l’avantage de determiner le polygone de Newton-Puiseux du 
systeme. Ceci est demontre dans [ 181, oti A. Wazner donne sous des 
conditions suppkmentaires sur les fonctions @,(A, x, ,I), la construction 
effective du polygone de Newton associt au systeme differentiel consider& 
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