1. Introduction. A function/(z), regular in E, the open unit circle, cannot be univalent in E if f'(z) =0 for some z in E. The naive generalization of this trivial remark is that a function f(z) regular in E must have valence greater than p if f'(z) vanishes for p distinct points Cj in E. Of course this latter assertion is false, since for each integer k>0 it is easy to construct a function which is regular and 2-valent in E and has precisely k critical points (zeros of the derivative) in E. Indeed Ahlfors and Grunsky [l ] have given an example of a function which is regular and 2-valent in E, and has infinitely many critical points there. The proper formulation of the theorem is that f(z) cannot be ^-valent in E if k of the critical points are too close to the origin. The precise statement is Theorem 1. For each positive integer p and for each integer k^p, there is a positive number R*(p, k) with the following properties:
A. Let f(z) be regular in E and have critical points Cx, Ci, ■ ■ ■ , Ck in E, where multiple critical points are listed in accordance with their multiplicity. If (1.1) \Cj\ ^R*(p,k), j=l,2,---,k,
and if for at least one index j the strict inequality holds, then f(z) has valence greater than p in E. B. The number R*(p, k) is the largest number with the property A; that is, there exists a function F(z) depending on p and k, which is regular and p-valent in E, and has k critical points Cjfor which (1.1) holds with the equality sign for each index j, j = l, 2, ■ ■ ■ , k.
For greater clarity, we remark that/(z) and F(z) may have more than k critical points. Our assertion is about the subset of k of these critical points which are closest to the origin.
The proof of the existence of the positive numbers R*(p, k) is an easy consequence of the theory of normal families, and we will give the proof in §2. We are more interested in finding the precise value of R*(p, k) and we propose the conjecture that R*(p, k) coincides with A. W. GOODMAN [November
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is an extremal function. We will see later that this function is p-valent in E and has in E precisely k simple critical points with modulus R(p,k). Of course if F(z) is an extremal function (satisfying condition B of Theorem 1) then so also are F(e'ez) and aF(z)+b, a^O. The conjecture is, that aside from these trivial transformations, the extremal function is uniquely given by Equation (1.3). It is worth noting that if p = l, then #(1, fc) = 1 and F(z, 1, k)=z/(l+zk)2lk a function which is well-known to be univalent in E, and has precisely k critical points on the boundary of E. Also one should observe that although we require that k^p in Theorem 1, the function defined by Equation (1.3) is regular in E, and 0<R(p, k) <1. This suggests that there is a related problem in which k may be any positive integer. We discuss this related problem in §2. In §3 we construct the example functions F(z, p, k) and obtain properties of these functions. In §4 we consider a simple case of this related problem; and for arbitrary p, come close to solving this problem; that is we prove that the extremal function must satisfy a certain differential equation (Equation (4.8) ) and that the function G(z) Equation (3.1) which we conjecture to be an extremal function for the related problem, does satisfy this differential equation. Only a uniqueness argument for the solutions of Equation (4.8) is missing. In §5 we relate these results to a certain coefficient problem for multivalent functions.
Existence proofs. A function/(z)
is said to be £-valent in E if (1) for each complex number b, the equation f(z)=b has at most p solutions for z in E and (2) there is some complex b such that this equation has exactly p solutions in E. A convergent sequence of functions, each £-valent in E, need not converge to a £-valent function as the example sequence z + (n + l)z2/2n shows. Here each element of the sequence is 2-valent in E, and the limit function is 1-valent or univalent in E. Since we wish to use the theory of normal families, it is advantageous to drop the second condition in the definition of ^-valence. Hence throughout this paper a function which is g-valent in E will also be considered />-valent in E if qSp-With this understanding, the family of functions p-valent in E, is still not normal as the example sequence 1+nz shows. We modify the family by requiring that /(0)=0 and that max {\fli)(0)\,j=l, 2, ■ ■ ■ , p] =1. Let JF(/>) denote this modified family of functions. By [7, p. 67 ] the family *5(p) is quasi-normal of order p since each f(z)(E5(p) assumes the values 0 and 1 each at most p times. Then by [7, p. 70] the family H(p) is normal since for each f(z)G5(p)\f(i)(0)\ S1, j = l, 2, • • • , p. To prove Theorem 1 it suffices to consider the family 3(p), since for each f(z) regular and £-valent in E, there are constants a and b such that a/(z)+6£?(/>) and has the same critical points as/(z). If now, no such constant as described in the theorem exists, then for each integer n there would be a function fn(z)(E5(P) with k of its critical points Cjn) such that | Cf\ £l/n, j=l, 2, ■ ■ ■ , k, n = l, 2, ■ -• . Since the family "S(p) is normal, there would be a subsequence converging to a limit function/(z)G3r(^). The limit function could not be the infinite constant since/"(0) =0 for each n. Further there is some j, 1 ^j^p such that |/(,)(0)| =1 since this is the case for each element of $(p). On the other hand fn(z) has at least k critical points in \z\ ^1/mso the limit function must have a critical point of order not less than k at z = 0. Since k^p, this implies /())(0)=0, j = l, 2, ■ ■ ■ , p. This contradiction establishes Theorem 1. It is reasonable to conjecture that if F(z) is any extremal function for Theorem 1, then the map of E under F(z) has &-fold symmetry about the origin, and hence F(z) satisfies the equation e2'ilkF(z) = F(ze2*ilk). It this were so it would follow immediately that F(z)?^0 in 0<|z| <1 (hereafter denoted by £'). For suppose F(z0)=0, with z0S£'. Then F(zoe2xi'lk) =0 for j = l, 2, • ■ ■ , k. These zeros together with F(0)=0
give k + l>p zeros for F(z) in E and hence F(z) is not p-valent. Similarly if F(z) satisfies the functional equation for k-told symmetry, then the zero at the origin must be a simple zero, and after a suitable rotation we can write and if for at least one index j the .strict inequality holds, then f(z)Q.'5o(P)-B. The number R*(p, k) is the largest number with the property A; that is, there exists a function F(z)G3ro(p) which has k critical points Cjfor which (2.1) holds with the equality sign for each index j, j = 1, 2, -• • , k.
Briefly stated, the condition f(z)^0 for z in £' permits us to drop the restriction that k^p in Theorem 1. The same remark about the number of critical points in E, made just after Theorem 1, also applies here. We conjecture that R*(p, k) =R(p, k) given by Equation (1.2) and that except for the obvious trivial transformations the extremal function is unique and again given by Equation (1.3).
Of course 5o(p)C$(p) so if the first conjecture is true, the latter follows from it, but not conversely.
To prove Theorem 2 we first remark that the family $o(p) is quasinormal of order 1, since each/(z)£$F0(£) has precisely one zero in E, [7, p. 67 ], and then since /'(0) = 1 the family is normal [7, p. 70] . If now no such constant as described in Theorem 2 exists, then a suitably chosen sequence of functions from 3o(P) would converge to an /(z)£iJo(£) having a multiple zero at the origin, which contradicts the condition/'(0) = 1. It maybe remarked that theorems similar to Theorems 1 and 2 can easily be formulated and proved about the branch points of the image of E under /(z) in the family 3(p) or $o(p). It seems likely that F(z, p, k) given by Equation (1.3) is also the extremal function for these Theorems. In the interest of brevity however, we do not discuss these bounds on the branch points.
3. The example functions. Since F(z, p, k) given by Equation (1.3) can be written as G(zk)llk where
it is sufficient to discuss the properties of this function. An easy computation gives
and from this it is clear that G'(z) has only one zero in E and that it is a simple zero at z = R(p, 1). To see that G(z) is £-valent in E it is sufficient to remark that G(z) is a rational function of degree 2p, and satisfies the functional equation G(z) =G(l/z). Thus G(z) assumes each value 2p times in the extended complex plane, and therefore it assumes no value more than p times in E. It is not necessary to have a precise description of G(E), the image surface of E under G(z), for the work that follows, but the surface may be of interest on its own merits. If z -e{i describes the boundary of E,
G(e'e) = -
describes a doubly covered ray running from the origin to the point at infinity, along the positive real axis when p is odd, and along the negative real axis when p is even. Hence if & is a point not on this ray, G(E) covers this point p times, and if b is on this ray G(E) covers this point p -1 times. Since G(z) is real for real z, the surface G(E) must be symmetric about the real axis. To visualize this surface, suppose for simplicity that p = 2 and consider the three pieces; Pi, a half plane 9t(w)>0; P0, a full plane slit along the positive real axis from B = 1/16 = G(C) to infinity; and Pi, a half plane dt(w) <0. Join Pi and P2 along the interval 0<w<T/16, and join Pi to P0 along the lower bank of the slit 1/16 <w< °o, and P2 to P0 along the upper bank of this same slit. This gives a surface, with a first order branch point at B = 1/16 and whose boundary consists of the negative real axes for Pi and P2. Since this surface has all the properties required, and is further symmetrical about the real axis, it is clear that this surface is the surface G(E).
If p is an arbitrary positive integer Px and P2 are each to be replaced by a portion of the surface of log w, consisting of p -1 half planes. For Pi, the piece may be visualized as spiralling upward in a counterclockwise manner from the initial half plane di(w) >0; while for P2, the piece may be visualized as spiralling upward in a clockwise manner from the initial half plane 9?(w) <0. The base half planes of Pi and P2 are joined along the interval 0<w<B = G(C) = (l -l/p)p~1/4p, and Pi and P2 are each joined as before to P0 along the slit B<w< oo. If p>2, the pieces Pi and P2 as real surfaces in 3-dimensional space will intersect, but considered as portions of the surface G(E), the pieces Pi and P2 have in common only the interval 0<w<B. We can also regard the surface G(E) as being constructed by taking a sector with vertex at the origin and angular aperture 2ir(p -1), and joining this sector to a base plane Po with a simple branch at B, a point on the positive real axis bisecting the sector.
If we wish to proceed from the geometric description of the surface G(E) and deduce from it the form of the mapping function as given by Equation (3.1) we can use a generalized form of the Schwarz-Christoffel transformation developed earlier by the author [4, Equation (2.5)]. In this case it is easier to visualize the situation if we assume that there are k critical points Cj. We take k congruent sectors each with vertex at the origin. Each of these sectors is attached to a base plane Po with a simple branch point at Bj = G(Cj), j = l, 2, • • • , k. Since our function is to be p-valent it is clear that the angular aperture of each sector cannot be greater than 2ir(p -l)/k, but if these sectors are arranged symmetrically about the origin then we may select 2ir(p -l)/k as the angular aperture. We assume that the critical points are given by Cj = C exp (2irij/k), C>0; that the vertices of the sectors are images of exp (2irij/k); and that the points at infinity for these sectors are images of exp (iri(2j + l)/k),j=l, 2, -■ ■ , k. The exterior angle at the vertex of each sector is iry=ir(k + 2 -2p)/k. At the point at infinity the lower edge of one sector turns into the upper edge of an adjacent sector, so that the exterior angle for each vertex at infinity is wy=ir(k + 2p)/k. Then substituting in Equation (2.5) of [4] we find for the mapping function
The Condition (2.4) of [4] is satisfied, since we have ZTj' = 2(£ + l), where k is the number of critical points. The integrand for Sk{z) can be easily simplified and one finds r'/l -lk\2plk (1 -tk/Ck)(l -tkCk)
One might expect that integration of Equation (3.3) would yield F(z, p, k) given by Equation (1.3) . A direct computation shows that 
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Now hi=h'(C)^0 by hypothesis, so H(z) has a single simple zero at C = C -mvo/hi. We will apply Rouche's theorem to Equation To shorten the statement of our theorems let PRo(p, k) denote the problem of finding an extremal function in the family <So(P), where by an extremal function we understand a function F(z) for which the Condition B of Theorem 2 is satisfied.
Theorem
3. Let F(z) be an extremal function for PR0(p, 1), for which the critical point C nearest to the origin is a simple one. Then F(z) cannot have two distinct simple critical points in E.
We note that this theorem says nothing about multiple critical points. It is conceivable that an extremal F(z) may have multiple critical points, and even that the critical point nearest to the origin may be of order greater than one. To prove Theorem 3, we use a formula for the variation of a branch point developed by the author [6, Equation 2 lC2F"(Ci) Ci -C \ClF"(Cx)Jl-CxCJ But C>0 and C is minimal, hence ^(C* -C) SO for all m sufficiently small.
If, in Equation (4.7), we replace the last term in the braces by its conjugate the real part is not altered. Then since 6 is an arbitrary real number, and m can be taken as small as we wish, the condition 9f(C* -C)^0 applied to Equation (4.7) yields Ci + C 1 + CiC --\-= 0.
Ci -C 1 -CiC
This implies Ci(l -C2) =0, which is impossible.
If we consider only 2-valent functions then all the critical points are simple. This gives immediately Using the definition of Li(z) and the fact that F(zj) =b for each index j, it is easy to see that Equation (4.12) is equivalent to Equation (4.8).
To prove that F(z) satisfies Equation (4.9) we vary the branch point B=G(C) using Equation (1.3) of [6] , and obtain another neighboring function
which when divided by F*'(0) is also in ff0(p). We apply Lemma 1 with h(z) =F'(z) and \ = meiB. In the computation of v'(C) care must be observed with the term F'(z)/(C -z), which is regular at z = C, since F'(C) =0. We find that AQ C/ e« W CF'"(C)\ F"(C) ' ' 2\C2F"(C))\ F"(C) ) (4.14)
If F(z) is an extremal function and OO, then 9t(o'(C)/F"(C)) 2:0. As is now customary, we replace the last term in Equation (4.14) by its conjugate without altering the real part. Then since 0 is an arbitrary real number we have CF'"(C) 1 + C2
which is equivalent to Equation (4.9). We remark that other variation formulas are available. If we had used Equations (2.41) and (2.44) of [5], we would have obtained formally the same results, but actually a little weaker, since in that case we would have to assume that F(z) has only one critical point in E.
Theorem 5. The function G(z) given by Equation (3.1) satisfies the two Equations (4.8) and (4.9), when C = R(p, 1), the critical point of G(z).
The computations involved in proving that G(z) satisfies Equation (4.9) A. W. GOODMAN [November are dull but direct, and therefore can be omitted. On the other hand the unusual nature of the sum in Equation (4.8) precludes the use of direct methods, since the roots Zj of z(l -z)2p~2/(l+z)2p = b are not elementary functions of b ii p is large. To prove that G(z) satisfies Equation (4.8), we first note that for this function C+1/C = ip -2 and
so that if we introduce G2(zt) =b2 in the numerator of Equation (4.8) we can eliminate G'(z,)2. Equation (4.8) is thus equivalent to is an even function of f so each of the p roots in H can be paired with a root in the complement of the closure of H, while on the other hand the sum in Equation (4.16) is an even function of f so that if the sum is extended over all the roots of Equation (4.17) the result is merely doubled. Thus it will be sufficient to prove Equation (4.16) when the sum is over all the roots. To simplify matters replace b by l/4a in Equation (4.17) and write instead (4.18) f2p -af2 + a = 0.
For any root f,-of this equation, which is not a multiple root, we find easily that (4.19) <*-
The product of all the roots of Equation (4.18) is a, hence But using Equation (4.18) which the roots tj must satisfy, we have
Logarithmic differentiation of Equation (4.21) with respect to a yields
If we take into account Equation (4.19) we can write this as
Finally, if we differentiate this equation once more with respect to a, and again use Equation (4.19) we obtain Equation (4.16) and the proof of Theorem 5 is complete. then the conjecture is that | an\ SAn and that the extremal function is essentially unique. Since FMiz) satisfies the functional equation F(z)=F(l/z) it is obviously £-valent in E. If q+t=p, then FM(z) given by Equation (5.4) coincides with that given by Equation (5.16) of [4] and in this case the conjecture has been proved valid for each index n iif(z) is starlike [4, Theorem 2 ] . When q+t<p the techniques used in [4] seem to fail. When q = l and t = 0, then FM(z)=J(z)
given by Equation (5.2) and f(z)G^o(P)-For simplicity we will consider only this case.
Theorem
6. Let F(z) of the form (5.1) be an extremal function for the Nth coefficient in the family 5o(p) for which a.y >0. If F(z) has a simple critical point at z = C then
Further J(z) given by Equation (5.2) satisfies Equation (5.5) for every index N>1.
To prove this theorem, we vary the branch point B = F(C), just as in the proof of Theorem 4. Then F*(z) is given by Equation (5-6)
Since aj» is positive and maximal dt(a% -an) ^0. Replacing the last term in the braces by its conjugate does not alter the real part. But X is an arbitrary complex constant, so that Equation (5.6) and the condition ^R(a^-a^) SO give immediately Equation (5.5). Next let Dn denote the right hand side of Equation (5.5) when the function to be considered is J(z). Since the coefficients of J(z) are all real we can write that Z Dnz" = -zJ'(z) Z (cn + -) z"
But for J(z), C+l/C= -(ip-2), so this gives
When this differentiation is done, the right side of Equations (5.7) and (5.8) coincide, so that the coefficients in the powers series on the left side must be equal.
If it were known that the extremal function has a simple critical point, and that equality holds in (5.5) for the same function for each index N, then the solution Fc(z) would be uniquely determined as a function of C for Equation (5.5) gives each a-jv in terms of those with earlier subscripts.
In particular, if C is real all the coefficients are real, and then J(z) is uniquely determined by the condition p= -(C + l/C-2)/4.
If Equation (5.5) is regarded as an equation in C, then for each root C with \C\ <1, there is another root Cx = l/C with | Ci\ >1. But Equation (5.5) has at most 2N -2 roots, so we have proved that if F(z) is an extremal function for the Nth coefficient, it cannot have in E more than N-1 simple critical points. This was proved earlier by Schiffer [10, p. 360], for critical points of any order, but his proof is more complicated than ours.
In the simple case N = 2, Equation (5.5) gives (5.9) \ai\ g \C\ +J-T I C | so that if the lower bound for | C\ conjectured in §2 were proved, and if it were known that F(z) has a simple critical point then Equation (5.9) would yield the sharp upper bound |a2| ^4p -2 with equality for J(z). JZbnzn, and where the outer sum is over all the roots Zj in E of the equation F(z) =b, and Equation (5.10) is valid for each b^O which is not a limit value of F(z) as \z\ -»1, nor a branch point of F(E). Further the function J(z) given by Equation (5.2) satisfies Equation (5.10) for every index N> 1.
The differential Equation (5.10) for the extremal function was obtained earlier by Schiffer [10, Equation (47) ], but he made no conjecture as to the solution of this equation.
For completeness we include his proof here. In the first draft of this paper, the author proved only that J(z) satisfies Equation (5.10) in the simple case A7 = 2, using the method of Theorem 5. However this method seems too laborious for arbitrary N, and P. T. Bateman pointed out to me that the Cauchy integral formula leads to a really simple proof that J(z) satisfies Equation (5.10) for arbitrary N, and we give below Bateman's proof. First suppose F(z) is an extremal function for the Nth coefficient with aN>0. We apply to F(z) the variation formula due to Schiffer [10, 5 Equation Since a#>0 is maximal and X>0 is arbitrarily small, the real part of the quantity in braces must be nonpositive.
The second sum may be replaced by its conjugate, and then A is a common factor. The fact that A is an arbitrary complex number kads immediately to Equation (5.10). To prove that J(z) satisfies Equation (5.10) observe that Q, the leftside of this equation can be written as a contour integral, where r(0) is the residue of the integrand at z = 0, r(C) is the sum of the residues at the critical points of F(z) in E, and e>0 is so small that F(z)-b has no zeros in the annulus 1-e<|z| <1. For F(z) =J(z), the coefficients are all real, and the only critical point for J(z) in £ is a simple one at z = C = R(p, 1). In this case Equation Thus the integral in Equation (5.13) is zero, and we have Q= -r(0)-r(C). With respect to the residue at C, it is advantageous to examine the integrand in Equation (5.13). Inspection shows that C is a simple zero of the denominator, but the fact that J(z) satisfies Equation (5.5) (Theorem 6) shows that C is at least a simple zero of the quantity in braces, whence <p(z) is regular at z = C, and r(C) =0. All that remains is to show that r(0) =&". For this we put the integrand in the form 
ZN+1
Clearly the coefficient of 1/z is bn.
