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Generalized Parton Distributions
– visions, basics, and realities –
Abstract An introductory to generalized parton distributions is given which emphasizes their spectral
property and its uses as well as the equivalence of various GPD representations. Furthermore, the status
of the theory and phenomenology of hard exclusive processes is shortly reviewed.
Keywords Generalized Parton Distributions, Deeply Virtual Compton Scattering, Deeply Virtual
Meson Production, Light-Front Wave Functions
1 Introduction
Generalized parton distributions (GPDs) were conceptually introduced in connection with the partonic
description of deeply virtual Compton scattering (DVCS) [1; 2; 3] and deeply virtual meson produc-
tion (DVMP) [4; 5]. In leading power w.r.t. the inverse photon virtuality these processes factorize
in a perturbatively calculable hard-scattering part and universal, i.e., process-independent, however,
conventionally defined GPDs. Factorization theorems were derived for these processes to the leading
twist-two level, i.e., for transverse polarized photons in DVCS [5] and longitudinal polarized photons
in DVMP [6].
The broad interest on GPDs arises from the fact that they encode non-perturbative dynamics of
the constituents, i.e., partons in hadrons or even nuclei, on the amplitude level. In fact they might
be interpreted as an overlap of light-front wave functions [7; 8; 9]. Adding to the extensive studies of
form factors and parton distribution functions (PDFs), GPDs offer a complementary insight into the
nucleon and nuclei. Comprehensive reviews about GPDs, their interpretation, and the phenomenology
are given in Refs. [10; 11]. We would like here to point out only the most two important goals of GPD
phenomenology. For vanishing skewness, i.e., η = 0, their Fourier transforms to the impact parameter
space possess in the infinite momentum frame a probabilistic interpretation [12; 13]. Namely, they
give the probability to find a parton with a given momentum fraction x and transversal distance from
the nucleon center. We emphasize that parton densities, intensively studied in inclusive processes, can
only provide the parton distribution with respect to the longitudinal momentum fraction. We consider
a three-dimensional resolution of the nucleon (and other hadrons) or even nuclei as a feasible task
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2that can be already undertaken at present in a model dependent manner. Another novel application
arises from the fact that their second Mellin moment with respect to x gives the fraction of angular
momentum carried by the particular parton flavor [14]. Consequently, one of the main goals of the
GPD phenomenology is the resolution of the spin decomposition of the proton in partonic degrees of
freedom. So far the spin content of the nucleon, in particular of the sea quark and gluon contributions,
is not well understood.
Triggered by these promises, the experimental efforts in measuring DVCS and DVMP processes
during the last few years led to an ever increasing amount and precision of data for various observables.
In particular, data have been taken by the HERA collaborations in the fixed target experiment HER-
MES, (DVCS: [15; 16; 17; 18; 19; 20; 21; 22], DVMP: [23; 24; 25; 26] ) and the collider experiments H1
and ZEUS, e.g., (DVCS: H1 [27; 28; 29; 30], ZEUS [31; 32], DVMP: [33; 34; 35; 36; 37; 38; 39]) at the
Deutsches Elektronen Synchrotron (DESY). Precession measurements are performed within dedicated
experiments from the HALL A and CLAS collaborations at the Thomas Jefferson National Laboratory
(JLAB) (CLAS [40; 41; 42; 43] and Hall A [44; 45], DVMP: [46; 47; 48; 49; 50; 51; 52]) and new data
sets are expected to be analyzed and released soon. Further measurements are planed after the 12GeV
upgrade. Moreover, experimental measurements with a muon beam are planned to be performed by
the COMPASS II collaboration at the Organisation Europe´enne pour la Recherche Nucle´aire (CERN),
Switzerland.
The perturbative factorization approach has been confronted with simple GPD ansa¨tze that are
adjusted to phenomenological PDF parametrizations and form factor data. The first measurements
of photon electroproduction were easily understood at leading order (LO) in terms of oversimplified
GPD models, where the momentum fraction and momentum transfer square dependence are factorized
in terms of PDFs and form factors, e.g., see [53; 54]. In particular, the sizable first DVCS beam spin
asymmetry measurements [15; 40] were reproduced. However, it became also clear that the cross section
normalization of various hard exclusive processes at large energies, predicted to LO, overshoot the
measured ones of H1 and ZEUS collider experiments and that even for DVCS the quantitative GPD
description of various observables is not satisfactory [55; 56]. To overcome these phenomenological
issues, a global GPD fitting framework is under development, which is based on flexible GPD models
[57; 58]. Presently, a good description of unpolarized DVCS world data set, including DVMP data at
small xB is reached [59; 60; 61] and a reasonable description of polarized DVCS data could be achieved,
too [62]. Note that such a good description of DVCS observables has not been succeeded with popular
GPD models or even with inconsistent ones.
The outline of the presentation is as follows. In Sec. 2 we define twist-two GPDs and discuss their
representations as well as the uses of the spectral representation, which we exemplify by means of a
photon GPD. In Sec. 3 we recall the status of the theory and GPD modeling as used in phenomenology.
In Sec. 4 we shortly describe the phenomenological situation. Finally, we summarize.
2 Definition, properties, and representations of generalized parton distributions
GPDs are defined as hadronic matrix elements of renormalized light-ray operators which possess certain
quantum numbers. They are characterized by their (geometrical) twist, given as dimension minus spin.
The leading twist-two quark and gluon GPDs contain two parton fields that live on a light ray, given
by a light-like vector nα with n2 = 0, and are separated by the distance 2κ. The following definitions
[63; 64], agreeing with those in [10; 11], are usually adopted1
q(x, η, t, µ2) =
∫
dκ
2π
eix(P ·n)κ〈s2, p2|q¯(−κn)n · γ q(κn)|p1, s1〉(µ2), (1a)
G(x, η, t, µ2) =
4
P · n
∫
dκ
2π
eix(P ·n)κ〈s2, p2|nαG
αµ
a (−κn)G
β
aµ (κn)nβ |p1, s1〉(µ2) (1b)
1 Besides the standard QCD definitions we use P = p1 + p2, ∆ = p2 − p1, ǫ
⊥
µν = ǫµναβ n
∗αnβ with ǫ0123 = 1
and n∗ · n = 1. Furthermore, we do not display the path ordered gauge link that connects the field operators
along the light cone, which is absent in the light-cone gauge n ·A = 0.
3for unpolarized ones (parity even operators) and
∆q(x, η, t, µ2) =
∫
dκ
2π
eix(P ·n)κ〈s2, p2|q¯(−κn)n · γγ5 q(κn)|p1, s1〉(µ2), (2a)
∆G(x, η, t, µ2) =
4
P · n
∫
dκ
2π
eix(P ·n)κ〈s2, p2|nαG
αµ
a (−κn)iǫ
⊥
µνG
νβ
a (κn)nβ |p1, s1〉(µ2) (2b)
for polarized ones (parity odd operators). We note that eight further twist-two quark and gluon
transversity GPDs can be defined. GPDs are quite intricate functions, depending on the momen-
tum fraction x, which is the Fourier conjugate variable of the light-ray distance κ, the skewness
η = −n · ∆/n · P , which is the longitudinal momentum fraction in the t-channel, and the momen-
tum transfer squared t, corresponding to transversal degrees of freedom. Moreover, the GPD evolution
w.r.t. the renormalization scale µ, which is often equated to the virtuality of the space-like photon, can
be perturbatively calculated. The spin content of the in- and out-nucleon state can be parameterized
by means of a form factor decomposition,
q = u2
[
γ+
P+
Hq +
iσ+µ∆µ
P+ 2M
Eq
]
u1 , G = u2
[
γ+
P+
Hg +
iσ+µ∆µ
P+ 2M
Eg
]
u1 , (3a)
∆q = u2
[
γ+γ5
P+
H˜q +
∆+ γ5
P+ 2M
E˜q
]
u1 , ∆G = u2
[
γ+γ5
P+
H˜g +
∆+ γ5
P+ 2M
E˜g
]
u1 , (3b)
where Dirac spinors ui ≡ u(pi, si) are normalized as u(p, s)γ
µu(p, s) = 2pµ and V + = n · V is the +
light-cone component of a four-vector V µ.
Basic GPD properties follow from the definitions (1, 2) and the light-front wave function (LFWF)
overlap representation.
• Reduction to parton distribution functions (PDFs).
In the forward limit p = p1 = p2 and s = s1 = s2 the GPDs (1) and (2) reduce to the common
definition of unpolarized quark (q), anti-quark (q) and gluon (g) PDFs as well as the corresponding
polarized (∆q, ∆q, ∆g) PDFs [65],
q(x, µ2) = Hq(x ≥ 0, η = 0, t = 0, µ2) , ∆q(x, µ2) = H˜q(x ≥ 0, η = 0, t = 0, µ2) , (4a)
q(x, µ2) = −Hq(−x ≤ 0, η = 0, t = 0, µ2) , ∆q(x, µ2) = H˜q(−x ≤ 0, η = 0, t = 0, µ2) , (4b)
g(x, µ2) =
1
x
Hg(x ≥ 0, η = 0, t = 0, µ2) , ∆g(x, µ2) =
1
x
H˜g(x ≥ 0, η = 0, t = 0, µ2) , (4c)
where an additional minus sign appears for unpolarized anti-quarks and an additional 1/x-factor oc-
curs in the gluonic sector.
• Symmetry properties.
Time reversal invariance together with hermiticity implies that the GPDs (1) and (2) are even func-
tions in the skewness η. Furthermore, we can classify GPDs w.r.t. symmetry properties under x→ −x
reflection. Such (anti-)symmetrized GPDs have definite charge conjugation parity and can be assigned
with a signature. Charge-odd (even) quark GPDs H and E as well as charge-even (odd) quark GPDs
H˜ and E˜ are (anti)symmetric functions in x and we assign them with the signature factor σ = −1
(σ = 1). Gluon GPDs are charge even and they possess signature σ = +1 (σ = −1) for GPDs H and
E (H˜ and E˜). Note that in our standard conventions quark and gluon GPDs with the same signature
have opposite symmetry properties under x→ −x reflection.
• Polynomiality of GPD Mellin moments.
The x-moments of GPDs are given as matrix elements of local twist-two operators, which are contracted
with the light-like vector nµ and, thus, they are even polynomials in η of some certain order. For
4instance, the lowest moments of quark GPDs give the partonic content of nucleon form factors,
FN1 (t) =
{
+2/3
−1/3
}∫ 1
−1
dxHu(x, η, t, µ2) +
{
−1/3
2/3
}∫ 1
−1
dxHd(x, η, t, µ2) , (5a)
FN2 (t) =
{
+2/3
−1/3
}∫ 1
−1
dxEu(x, η, t, µ2) +
{
−1/3
2/3
}∫ 1
−1
dxEd(x, η, t, µ2) , (5b)
where the upper (lower) line stays for the proton (neutron) state. Since of the integration, the η de-
pendence drops out and, moreover electromagnetic current conservation ensures the independence on
the factorization scale µ.
• Support (or spectral) properties.
It has been shown by means of the so-called α-representation that GPDs possess a spectral representa-
tion [1], which is called double distribution representation [66; 67]. Let us emphasize that new insights
in this representation arose during time [68; 69; 70; 71; 72; 73; 74]. Nowadays this representation is
sometimes quoted for a quark GPD F ∈ {H,E, H˜, E˜}, living in the region |x| ≤ 1, in a most general,
however, unspecific form as (here and in the following the µ-dependence is not indicated anymore)
F (x, η, t) =
∫ 1
−1
dy
∫ 1−|y|
−1+|y|
dz δ(x − y − η z)
f(y, z, t) + z

+η δh(y, z, t)
−η δh(y, z, t)
0
(1/η) δe˜(y, z, t)

 for

H
E
H + E, H˜
E˜
,(6)
with the correspondence F ∈ {H,E, H˜, E˜} ⇔ f ∈ {h, e, h˜, e˜}. As explained below2, these representa-
tions, which are nothing but a Radon transform, are not unique and can be reduced to the ‘standard’
single DD ones with a D-term addenda [68],
F (x, η, t) =
∫ 1
−1
dy
∫ 1−|y|
−1+|y|
dz δ(x− y − η z)f(y, z)±D(x/|η|, t) for
{
H
E
, (7)
where the antisymmetric function D(x/|η|) is restricted to the central region |x| < |η| and completes
polynomiality. Since GPDs are even functions in η, the DDs (δ)f(y, z, t) = (δ)f(y,−z, t) are symmetric
in z. The DD-representation ensures the polynomiality property of Mellin moments, where the zη (or
z/η) proportional term δh is needed if the nth x-moment is a polynomial of order n+1. Furthermore,
a DD with definite signature (or charge parity) has the same parity under y-reflection as the corre-
sponding GPD under x-reflection.
• Positivity constraints.
It has been realized that GPDs in the outer region, i.e., |x| ≥ |η|, are constrained by positivity
[75; 76; 67; 77; 8]. Because of the renormalization procedure, which is rather implicit in the standard
minimal subtraction scheme, these constraints might be violated in perturbation theory at higher order
accuracy. Positivity constraints in a most general form are very intricate [78; 79] and are satisfied in
the wave function overlap representation [80]. This representation was introduced in the light-front
quantization in [8; 9].
The representation (6) implies that we can define quark (or gluon) GPDs (y ≥ 0) and antiquark
GPDs (y ≤ 0) with the support −η ≤ x ≤ 1 so that the polynomiality properties hold true, see [81].
The naive partonic interpretation is that in the outer region η ≤ x ≤ 1 a parton is exchanged in the
s-channel while in the central region |x| ≤ η a quark-antiquark pair is exchanged in the t-channel.
Furthermore, one might map the region −η ≤ x ≤ 0 into the region 0 ≤ x ≤ η so that such GPDs
have as PDFs the support 0 ≤ x ≤ 1. Such GPDs have definite charge parity and the polynomiality
property might hold only for even (or alternatively odd) Mellin moments.
2 Since GPD H +E has a standard DD representation, the discussion of GPD H is the same as for GPD E.
The GPD E˜ might possess some peculiarities, too, which can be treated in an rather analogous manner.
52.1 GPD representations and their uses
In phenomenology various GPD representations are utilized or have been proposed to use. They are
based on the DD representation or on the conformal partial wave expansion (PWE) of GPDs. The
DD-representation (6) is together with Radyushkin’s DD ansatz (RDDA) rather popular, see below
(31) in Sec. 3.2. In this representation it is rather obvious (known since one decade and earlier) that
GPDs incorporate a duality, i.e., the central region |x| ≤ |η| and the outer region |x| ≥ |η| have a cross
talk. Note that the term holography is used by us for GPD models that are so strongly constrained that
the GPD in the (x, η)-plane can be recovered from its value on the cross-over line (assuming that it is
known at η = 0). However, in the DD representation flexible models have not been set up which can
be easily done by means of the conformal PWE, which has also some numerical advantages for global
GPD fitting. Even if it has not strictly been shown in the mathematical sense for all variations of GPD
representations, it is a good starting point to suppose that all these representations are equivalent.
2.1.1 Double distribution representations
The DD-representation is not uniquely defined and we quoted in (6) the most unspecified forms,
however, all of them can be reduced to some ‘standard’ one, e.g., as given in (7). This statement
follows from the considerations in [69] and it can be derived in a more elegant manner from the view
point of a ‘gauge’ transformation [70] which leaves the GPD invariant,
f(y, z, t)→ f ′(y, z, t) = f(y, z, t) +
∂ zχ(y, z, t)
∂z
, δf(y, z, t)→ δf ′(y, z, t) = δf(y, z, t)−
∂χ(y, z, t)
∂y
. (8)
This can be easily shown by partial integration for a regular ‘gauge’ transformation, where χ(y, z, t) is
taken to be symmetric in z and vanishes at the support boundary, i.e., χ(y, z = ±(1 − y), t) = 0 and
χ(y = 0, z, t) = 0. For a singular ‘gauge’ transformation boundary terms must be taken into account3.
A regular ‘gauge’ transformation can be utilized to verify that the x-DD representation, occurring
in a general derivation [69] and utilized for the nucleon case in [74], can be transformed to a (1−x)-DD
representation, arising in a diagrammatical calculation [73],
E(x, η, t) =
∫ 1
0
dy
∫ 1−y
−1+y
dz δ(x− y − η z)
{
x b(y, z, t)
(1− x)e(y, z, t)
}
, e(y, z, t) = −b(y, z, t) +
∂χ(y, z, t)
∂y
,
with χ(y, z, t) =
∫ y
0
dw
1− y
b
(
w,
z(1− w)
1− y
, t
)
. (9)
Here, it is assumed that b(y, z, t) vanishes at z = ±(1 − y) and behaves in the vicinity of y = 0
as y−α with α < 1. This implies that χ(y, z, t) vanishes at the boundary and can be alternatively
calculated from e(y, z, t). However, if one likes to map the (1−x)-DD representation to the x-DD one,
the condition χ(y = 0, z, t) = 0 could be violated and, thus, one can pick up a boundary term at y = 0,
E(x, η, t) = x
∫ 1
0
dy
∫ 1−y
−1+y
dz δ(x− y − η z)
[
−e(y, z, t) +
∂χ(y, z, t)
∂y
+ δ(y)χ(0, z, t)
]
, (10)
with χ(y, z, t) =
∫ y
y
y+|z|
dw
y
e
(
w,
zw
y
, t
)
and χ(0, z, t) =
∫ 1
1
|z|
dw e(y = 0, zw, t) ,
where it is assumed that e(y = 0, z, t) exist. Note that the boundary term, proportional to δ(y), in this
new DD contributes only to the highest possible power in ηn+1 for a given odd Mellin moment xn.
Obviously, one might also map the unspecified representation (6) for the GPDs H or E in one of
the forms (9) or in the more popular form (7) that is supplemented by the D-term [68]. Restricting us
3 In this case we can exploit the following equality,∫ 1
0
dy
∫ 1−y
−1+y
dz δ(x− y − η z)
[
∂
∂z
− η
∂
∂y
− (1− η)δ(1− y − z) + (1 + η)δ(1− y + z)− ηδ(y)
]
τ (y, z) = 0.
6to non-negative y and relaxing the condition χ(y = 0, z, t) = 0 we can, e.g., shift the δh addendum for
a charge-even (or signature-even) GPD H by utilizing a ‘singular’ gauge transformation
χ(y, z, t) = −
∫ 1−|z|
y
dw δh(w, z, t) with χ(0, z, t) = −
∫ 1−|z|
0
dw δh(w, z, t) (11)
to a term that is concentrated in y = 0 or in other words to the D-term form (7) [69; 70], where
h(y, z, t)→ h(y, z, t)−
∂
∂z
z
∫ 1−|z|
y
dw δh(w, z, t) , D(x, t) = −θ(1− |x|)x
∫ 1−|x|
0
dw δh(w, x, t) . (12)
The DD representation (6) also ensures that the GPD can be uniquely extended in the whole (x, η)-
plane (a consequence of the fact that it is the Fourier transform of an entire analytic function [1; 81]),
e.g., restricting y to be non-negative yields a GPD,
F (x, η, t) = θ(x + η)ωF (x, η, t) + θ(x − η)ωF (x,−η, t) , (13)
that lives for |η| ≤ 1 in the region −|η| ≤ x ≤ 1, respects polynomiality for even and odd moments,
and is symmetric in η. For |η| ≥ 1 we find the representation
F (x, η, t) = Θ(x, η)ωF (x, η, t) +Θ(x,−η)ωF (x,−η, t) , (14a)
where the support restriction
Θ(x, η) ≡ sign(1 + η)θ
(
x+ η
1 + η
)
θ
(
1− x
1 + η
)
(14b)
ensures that the polynomiality condition holds true for general η values. The function
ωF (x, η, t) =
1
η
∫ x+η
1+η
0
dy f(y, (x− y)/η, t) , (14c)
should vanish at x = −η, however, it is not necessarily analytic at the point η = 0.
The representation (13) implies that the GPD in the central region, given by the function ωF , can
be extended to the outer region by a symmetrization procedure w.r.t. η. One can also extend the GPD
from the other region to the central one, e.g., by truncation of the Taylor expansion of ‘incomplete’ GPD
moments [81] or as in [57; 55] by constructing the factorization formulae for double virtual Compton
scattering in the Euclidean region by adopting dispersion relation and operator product expansion
in the unphysical region (analogous to the classical approach in deep inelastic scattering) [82], or by
utilizing the DD representation [73].
If one likes to find from the GPD the DD-function by an inverse Radon transform,
f(y, z, t) =
−1
2π2
∫ ∞
−∞
dx
x
∫ ∞
−∞
dη
∂
∂x
F (x+ y + zη, η, t) for F (x, η, t) =
∫
dy
∫
dz δ(x− y − η z)f(y, z, t) ,
(15)
the GPD in the entire region is needed. It can be obtained from (14) and can be again expressed by
the function ωF . For the unspecified form (6), it is appropriate to decompose the GPD in a standard
piece and a x-proportional addenda, which corresponds to a DD-function f(y, z, t) + xδf(y, z, t) or
equivalently f(y, z, t) + yδf(y, z, t) + ηzδf(y, z, t). The inversion formula (15) can be applied for both
f(y, z, t) and δf(y, z, t) where one can utilize the support properties (14a) and might reshuffle the
x-differentiation for numerical evaluations.
72.1.2 Conformal partial wave expansion
GPD representations that are based on the conformal PWE are presented in various forms, too.
To derive them, one might start with a mathematically dual representation in terms of generalized
functions (in the mathematical sense), which reads, e.g., for quark GPDs, as
F (x, η, t, µ2) =
∞∑
n=0
(−1)npn(x, η)fn(η, t, µ
2) , fn(η, t, µ
2) =
∫ 1
−1
dx ηncn(x/η)F (x, η, t, µ
2) . (16a)
Here, the notation of [81] is used: cn(x) = Γ (3/2)Γ (n+1)C
3/2
n (x)/2nΓ (n+3/2) are expressed in terms
of Gegenbauer polynomials Cνn(x) with index ν = 3/2 of order n and the conformal partial waves
pn(x, η) =
Γ (n+ 5/2)
n!Γ (1/2)Γ (n+ 2)
∫ 1
−1
du (1− u2)n+1
dn
dxn
δ(x− uη). (16b)
are up to the normalization nothing but Gegenbauer polynomials that contain the weight (1− x2/η2),
however, they are viewed as generalized functions. The Gegenbauer moments fn(η) of the GPD coincide
at η = 0 with the Mellin-moments of the corresponding PDF and they evolve autonomously in the
LO approximation (apart from the quark-gluon mixing in the flavor singlet sector). To employ this
representation one has first to map it into the common momentum fraction representation, which can
be done by smearing [83], mapping to forward like PDFs [84; 85], or by means of the Mellin-Barnes
integral [81; 86; 87]. Utilizing crossing, the t-channel point of view can be implemented for GPD
moments [88; 89] by adopting a SO(3)-PWE [10], where the t-channel angular momentum J is the
conjugate variable to 1/η ∼ cos θcm, where θcm is the scattering angle in the center-of-mass frame
of the t-channel reaction. Such a SO(3)-PWE can be implemented in the conformal PWE, yielding
the ‘dual’ GPD parametrization in terms of forward-like GPDs [90]. This can be also formulated in
terms of a Mellin-Barnes integral representations, where forward-like GPDs and expansion coefficients
of conformal moments are related to each other by a Mellin transform. If the mathematical aspects
in such representations are understood [81; 86; 91], it is rather simple to set up flexible GPD models,
which are employed in the GPD fitting routine [60].
2.1.3 Dissipative framework
The spectral properties ensure that crossing relations among generalized distribution amplitudes
(GDAs) and GPDs can be easily handled w.r.t. momentum fraction x and skewness η. They also
ensure that the perturbative QCD results for the deeply virtual Compton scattering and deeply vir-
tual meson production amplitudes can be treated in a dissipative framework. This was realized by
O. Teryaev [92] and was then also explicitly demonstrated in next-to-leading order (NLO) [93] and
higher twist corrections [94; 95]. At the leading twist-two level it is obvious that invariance under boost
governs the form of the hard-scattering amplitude T and so the imaginary part of the amplitude can
be written in analogy to convolution formulae in inclusive processes as
ℑmF(xB, t,Q
2) =
∫ 1
ξ
dx
x
t(x|Q2/µ2, αs(µ
2))F (ξ/x, ξ, t, µ2) , (17a)
where ξ ≃ xB/(2− xB) is a Bjorken variable like scaling variable and t(x) is the imaginary part of the
hard scattering amplitude T . The real part of the amplitude with given signature follows then from
the corresponding dispersion relation
ℜeF(xB, t,Q
2) =
1
π
∫ 1
0
dx
x(1 + σ) + ξ(1 − σ)
ξ2 − x2 − iǫ
ℑmF
(
2x
1 + x
, t,Q2
)
+ C(t,Q2) , (17b)
where the subtraction constant C can be calculated from the ‘projection’ on the mesonic-like part of
the GPD, e.g., for GPD H from the convolution formula
C(t,Q2) =
∫ 1
0
dx
2
T
(
1 + x
2
|Q2/µ2, αs(µ
2)
)
D(x, t, µ2). (17c)
8In this dissipative framework, apart from the subtraction constant, the central region of the GPD does
not enter and so one can ask for information that are not biased by parton distribution function and
form factor modeling. As emphasized in [55], together with GPD-duality and information from parton
distribution functions and sum rules (form factors and GPD moments from Lattice simulations) such
a phenomenological approach offers potentially a much cleaner access to GPDs.
2.1.4 Wave function overlap representations
In the above representations positivity constraints, applying to the outer GPD region, are not imple-
mented. Only in the LFWF overlap representation these conditions can be explicitly implemented.
Here, the outer region follows from a diagonal parton LFWF overlap, while the central region comes
from an off-diagonal overlap. If LFWFs are modeled, one can easily break the underlying Lorentz
symmetry or one is simply not capable to calculate the off-diagonal overlap. Since parton diagonal
overlap representations can be naturally converted in the form of DD representations, one can uti-
lize GPD-duality to calculate the full GPD from the parton diagonal LFWF overlap, however, only
for the case that the LFWF respects the underlying Lorentz symmetry [73; 96; 97]. Note also that
‘Regge’ behavior can be implemented in such simple models from the s-channel view [98], however, the
problem to implement a t-dependent ‘Regge’-trajectory in such a manner that positivity holds true by
construction is not solved yet.
2.2 A GPD toy example: photon twist-two GPD
To illustrate that crossing and duality can be employed practically, let us stick to a very simple example,
utilized in [99], in which one can explicitly perform all mathematical steps very easily. The charge-even
twist-two photon GDAs, evaluated in [100] to the lowest order accuracy from a box diagram4,
Φi(x, η) = θ(η − x)̟i(x, η) + θ(x− η)̟i(−x,−η)− σi {x→ −x} , (18)
live in the region |x| ≤ 1. The unpolarized quark GDA has signature σ1 = +1 and is entirely determined
by the function
̟1(x, η) =
1 + x
1 + η
1 + η − 2x
2
, (19)
while a similar expression holds true for the signature-odd (σ3 = −1) twist-two GDA. Crossing implies
that we can represent the corresponding twist-two photon GPD as
Hi(x, η) = θ(x + η)ωi(x, η) + θ(x− η)ωi(x,−η)− σi {x→ −x} , (20)
which also lives in the region |x| ≤ 1, however, is build from the function
ωi(x, η) = ̟i(x/η, 1/η) , e.g., ω1(x, η) =
1
2η
x+ η
1 + η
[1 + η − 2x] =
x+ η
2η
−
x
η
x+ η
1 + η
, (21)
that is obtained from ̟i by rescaling x→ xη and the inversion η → 1/η. It can be easily established
that this representation yields the result of the independent GPD calculation [101].
The fact that the GDA/GPD is expressed by only one function ̟i/ωi implies GPD-duality, i.e.,
the cross talk of the central and outer regions in which the GPD is given by
ω1(x, η)− ω1(−x, η) =
x(1− η)
η(1 + η)
and ω1(x, η) + ω1(x,−η) =
1 + 2x2 − η2
1− η2
−
2x
1− η2
, (22)
4 We neglect here a normalization factor and immediately adopt to the GPD variables (x, η), which are
related to (z, ζ), used in [100], by z = (1− x)/2 and ζ = (1− ξ)/2.
9respectively. Knowing the function ω1(x, η), which vanishes at x = −η, we can immediately construct
a GPD that lives in −η ≤ x ≤ 1. Its even and odd Mellin moments are even polynomials in η,∫ 1
−η
dxxn [θ(x + η)ω1(x, η) + θ(x− η)ω1(x,−η)] =
2 + n− 12 [1− (−1)
n] η1+n
(1 + n)(2 + n)
−
n+1∑
k=0
[
1 + (−1)k
]
ηk
(2 + n)(3 + n)
.
(23)
Let us now suppose that we know the GPD only in the outer region and that for these signature-odd
GPDs the even moments vanish. One can easily verify that the x-symmetric part in the outer region
satisfy polynomiality for odd moments and includes the highest possible power in η, i.e., ηn+1. Hence,
its extension in the central region is given by zero. The anti-symmetric part in the outer region does
not satisfy polynomiality and it is an algebraic exercise to find a function in the central region, where
an ambiguity w.r.t. highest possible polynomial in η is left. Requiring that the GPD is continuous at
x = η provides a unique answer. Such a GPD with definite signature can be defined as for common
parton distribution functions in the region 0 ≤ x ≤ 1. For the photon GPD we can quote the odd
Mellin moments as
2 + n− η1+n
(1 + n)(2 + n)
−
n+1∑
k=0
[
1 + (−1)k
]
ηk
(2 + n)(3 + n)
=
∫ η
0
dx
x(1 − η)
η(1 + η)
xn +
∫ 1
η
dx
[
1 + 2x2 − η2
1− η2
−
2x
1− η2
]
xn,(24)
which coincide with (23). As we saw the polynomiality condition together with the requirement that
the GPD is continues, i.e., no jumps at the cross-over points x = ±η, allows us to restore the central
GPD region from the outer one. Otherwise if we know the GPD in the central region, e.g., vanishing
at x = −η we can construct the outer region. In our example these restorations turns out to be unique
for given signature, i.e., the completeness of polynomiality, i.e., the so-called ‘D-term’ contribution, is
associated with both regions.
Let us consider now the DD representation, which we can obtain from an inverse Radon transform
(15), to illustrate that we can change the GPD interpretation w.r.t. D-term, however, not the GPD
itself. Utilizing the correspondences[
(x+ η)Θ(x, η)
2η
+ η → −η
]
⇔ δ(z) + ηz
|z| − 1
2|z|
δ(y) and
[
Θ(x, η)
2η
x+ η
1 + η
+ η → −η
]
⇔
1
2
,
where the DD-functions are restricted to the support 0 ≤ y ≤ 1−|z|. The photon GPD, given in terms
of the ω1-function (21), has the representation
H1(x, η) =
∫ 1
0
dy
∫ 1−y
−1+y
dz δ(x− y − η z)
[
δ(z) + ηz
|z| − 1
2|z|
δ(y)− x
]
− {x→ −x} . (25)
Here, both the x- and δ(y) proportional term provide for odd Mellin moments the highest possible
power of η. After a singular ‘gauge’ transformation (8), where we set x = y + zη and δh1 = −1, the
‘standard’ DD-representation occurs
H1(x, η) =
∫ 1
0
dy
∫ 1−y
−1+y
dz δ(x− y − η z) [1− 2y − 2|z|] + θ[x] +D(x, η) − {x→ −x},
D(x, η) = −θ(|η| − |x|)
x
2|η|
[
1 +
|η|
|x|
− 2
|x|
|η|
]
, (26)
which possesses a rather smooth DD in the regular part, a η independent θ[x]-term that results from
δ(z), and the D-term that ensures the completeness of polynomiality. It can be verified that both DD-
representations (25) and (26) yield the same GPD that is specified by the ω-function (21). In other
words the generalized distributions (modulus, θ-, δ-, and/or D-terms) in the DD-representation ensure
that this function is analytic in η.
Our photon GPD can be exactly mapped into the space of conformal moments. We calculate the
conformal moments in the outer region, where GPD-duality tells us that the non-polynomial part can
be thrown away. As explained for Mellin moments, this neglected piece matches for odd moments
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precisely the contribution coming from the central region. The net result can be quoted in terms of
two Gegenbauer polynomials with index ν = 3/2,
Hj =
(j + 1)(j + 2) + 2
(j + 1)(j + 2)
Γ (3/2)Γ (j + 3)ηj+1
Γ (j + 5/2)2j+1
[
2F1
(
−j − 1, 4 + j
2
∣∣∣∣η − 12η
)
− 2F1
(
−j + 1, 2 + j
2
∣∣∣∣η − 12η
)]
,
(27)
which we express in terms of hypergeometric functions so that Carlson theorem holds true for positive
η. Hence, the analytical continuation into the complex plane is done and the result together with the
diagonal evolution operator (at LO) can be plugged into the Mellin-Barnes integral5.
We add as a toy example that if we would take Gegenbauer polynomials with index 3/2 as SO(3)
partial waves we could say that the t-channel angular momentum takes the values J ∈ {j − 1, j + 1}
for given conformal spin j + 2. Furthermore, adopting to the normalization of parton distribution
functions, our two forward-like GPDs Qour0 (x) and Q
our
2 (x) in such a ‘dual’ parametrization coincide
with the parton distribution function, simply obtained by an inverse Mellin transform,
2 + (j + 1)(j + 2)
(j + 1)(j + 2)(j + 3)
⇔ Qour0 (x) = −Q
our
2 (x) = x
2 + (1− x)2.
On the other hand, using the common normalization of SO(3) partial waves yields more cumbersome
expressions for the forward-like GPDs and can artificially introduce singularities Q2(x) ∼ Q0(x)/x
2.
Note, however, that the change of normalization will alter the integral transformation of forward-like
GPDs to GPDs or amplitudes.
3 Status of theory and GPD modeling
The GPD framework for the description of DVCS and DVMP was set up to LO accuracy for more
than one decade, e.g., in [102; 4; 103; 104; 105; 106; 107; 108], including the LO evolution equations
[3; 66; 109; 110; 111] that can be also obtained by means of the support extension (rather analogous to
GPD duality) [112] from the evolution kernels of meson distribution amplitudes [113; 114; 115; 116; 117]
or from the renormalization group equation of light-ray operators [118; 119; 120]. Also GPDmodels were
suggested [121; 66; 122] and the first routines were written to provide model predictions [123; 54; 124].
This start up worked qualitatively, however, it was/is not improved as the experimental data base
increased. Hence, this first attempt with relatively rigid GPD models, often to LO accuracy, was
criticized [55] and a GPD fitting framework has been set up [57; 59; 61]. Let us emphasize that GPDs,
see (1)–(3), are universally defined in the collinear QCD framework, however, they depend on both the
light-like vector n and the calculation scheme, i.e., on the considered order in perturbation theory and
twist-approximation. Thus, one should stay inside this framework otherwise the term ‘universality’
loses its meaning. In the following we shortly summarize what has been calculated in the collinear
framework and the models which are utilized.
3.1 Beyond leading order and leading twist
The perturbative theory of DVCS and DVMP processes is nowadays available for the leading twist-
two approximation to next-to-leading (NLO) accuracy, which consist of the one-loop corrections to
the hard scattering amplitudes for DVCS [125; 63; 126; 127; 128] and DVMP [129; 130] and the two-
loop corrections to the evolution kernels [111; 64]. Apart from the momentum fraction representation,
the conformal moments of these quantities are also known as analytic expressions. A key ingredient
in calculating these corrections was the understanding of conformal symmetry breaking in the per-
turbative QCD sector [131; 132], which allows to use for the DVCS hard-scattering amplitudes and
evolution kernels known results from deep inelastic scattering. For a specific factorization scheme in
which conformal symmetry is explicitly implemented, the DVCS results in the twist-two sector were
5 Shifting the integration variable j to j + 2 in the term with the second hypergeometric function improves
the convergency of the integral for j → ∞ and yields an additional subtraction term −x(η2 − x2)/η3. Note
that this term differs from the D-term (26).
11
given to NLO and next-to-next-leading order (NNLO) accuracy [133; 134] and the sizes of QCD ra-
diative corrections were explored in [57]. While the result for the hard scattering amplitudes [125] has
been confirmed by diagrammatical calculations [126; 127; 63; 128], the evolution kernels are so far
not diagrammatical evaluated, except for the flavor nonsinglet [135; 136; 137] and quark transversity
[138] sector. The NLO corrections to the hard-scattering amplitude to DVMP in the non-singlet sec-
tor can be simply obtained by the analytic continuation of the pion-form factor result, given in [139]
and references therein, where the discontinuity on the real axis is determined by Feynman‘s causality
prescription. The gluon-quark channel and the pure quark singlet contribution, needed for DVMP of
(light) vector mesons, was diagrammatically evaluated in [130], where the latter has been recalculated
in [58]. A consistent presentation of the analytic results, matching the GPD definitions (1)–(3), can be
found in [57; 58].
The NLO results for time-like DVCS [140], diagrammatically calculated in [128], and DVMP, e.g.,
exclusive Drell-Yan, processes can be obtained by analytic continuation from the space-like region,
where the factorization scale remains to be positive [141]. Note that this can be simply seen if one
writes the NLO result in terms of convolution integrals and adopts Feynman’s causality prescription for
the LO result (including a logarithmic modification) [125]. In an analogous manner, one can obtain the
NLO coefficients for double DVCS [142; 143; 144]. We add that the NLO result of gluon transversity
for general photon virtualities is completed, too [145].
Although no factorization theorems exist at twist-three level, the explicit LO results [146; 147;
148; 149; 150; 151] and the NLO ones in the flavor non-singlet sector [152] do not contradict the
hypothesis that factorization holds at this level in DVCS, however, it is expected that this will not
be true for DVMP amplitudes which might be caused by final state interaction [5] and shows up
at LO as end/cross-over point singularities [66; 153]. A closer look to gluon transversity, given in
[154], shows that in transverse helicity flip channels factorization is not spoiled at LO accuracy. The
twist expansion implies immediately an ambiguity, namely, the choice of scaling variables depends
on the light-cone direction. This ambiguity can be resolved by the evaluation of twist-corrections
beyond the twist-three level. This task turns to be out non-trivial even at LO. The problem in such
calculations is the arrangement of higher twist operators, e.g., quark-gluon-gluon-quark operators, so
that a separation of kinematic and dynamic twist-four corrections can be achieved in such a manner
that current conservation and Poincare´ co/invariance are restored at the considered twist level. This
has been mastered for the DVCS amplitude to twist-four accuracy for a certain choice of light-like
vectors [155; 156; 157; 158; 95].
Both the perturbative and twist truncation implies that the expressions of hadronic observables in
terms of partonic distributions suffer from some remaining ambiguities. In particular for the DVCS
observables, build from the leptoproduction cross section, these hadron-parton relations are more
intricate and depend to some extend on the chosen conventions for the light-like vector. It exist one
complete and exact formulae set for the electroproduction cross section, expressed in so-called helicity
dependent Compton form factors (CFFs), that has been given for vanishing electron mass in an analytic
form [159]. This allows easily to express the leptoproduction cross section for any given CFF convention,
see examples in [95]. We add that the inclusion of radiative QED corrections is important for the
electroproduction of photons [160; 161; 162; 163].
3.2 GPD modeling
For non-forward parton densities [or skewless GPDs] (nfPDs) modeling is based on phenomenological
PDF parametrizations from global fits and sum rules for form factors where it is expected that in future
also lattice results for generalized form factors, see [164; 165] and references therein, are sufficiently
accurate to be included. Although one may gain some insights in GPDs from such results, it is also
clear that one cannot construct GPDs from a (very) limited set of integer moments. The lowest Mellin
moments of charge odd quark GPDs yield the nucleon form factors (5). Furthermore, the Hq
(−)
GPDs
at η = 0 are given by the valence quark PDFs. Thus, several authors relied on a model ansatz for
the valence quark nfPDs at some typical input scale µ ∼ 1 − 2GeV and claimed that the momentum
fraction dependence for −t > 0 can be constrained from form factor data [166; 167; 168].
On the other hand it is clear that such modeling can be trivialized if one works with GPD moments
since any phenomenological parametrization of the form factor can be dressed with j-dependence. A
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Fig. 1 Valence u-quark form factor (left panel), valence u-quark GPD Gu
(−)
(x, η = 0, t, µ2 = 4GeV2) ver-
sus x for t = 0, t = −0.4GeV2, and t = −0.8GeV2 (middle panel) and the ratio Gu
(−)
(x, η = 0, t, µ2 =
4GeV2)/Gu
(−)
(x, η = 0, t = 0, µ2 = 4GeV2) for x = 0.1, x = 0.4, and x = 0.7 (right panel). The thick solid
lines are the default model from [168] with the ansatz (30), the thin solid lines display the results from the
GK12 model result, and the dashed lines arise from a generic GPD model that is based on the ansatz (29).
simple example is the dipole parametrization of the Sachs form factors,
GpE =
1
1 + κp
GpM =
1
κn
GnM =
1
(1− t/m2)2
, GnE = 0 , (28)
where κp = 1.793 and κn = −1.913 are the anomalous magnetic moments and mV = 0.84GeV is the
cut-off mass. The Mellin moments of the ‘electric’ GPD G = H + (t/4M2)E might be modeled in the
simplest version as
qj(µ
2)
(1− t/m2j)
2
with m20 = 0.84
2GeV2 and lim
j→∞
m2j =∞,
where the latter condition ensures that the t-dependence flatter out at large j and, consequently, also at
large x. It might be considered as appealing to model the t-dependence by means of Regge-trajectory.
We might set m2j = (j + 1 − α)/α
′ and find with α ≈ 1/2 and α′ ≈ 4/5 for j = 0 approximately the
quoted value for mV . The Mellin transform provides then the corresponding GPD
G(x, η = 0, t, µ2) =
Γ (2− α+ β)Γ (1 + α′t)
Γ (1− α)Γ (1 + β + α′t)
x−α
[
(1− {S1(β + α
′t)− S1(α
′t) + lnx}α′t)xα
′t (29)
−
Γ (1 + β + α′t)x
Γ (β)Γ (2 + α′t)(1 + α′t)
4F3
(
2, 1− β, 1 + α′t, 1 + α′t
1, 2 + α′t, 2 + α′t
∣∣∣x)]
The functional form of this result differ from a factorized exponential ansatz,
G(x, η = 0, t, µ2) = q(x, µ2) exp {f(x)t}+ e(x, µ2) exp {g(x)t} , (30)
which are utilized, e.g., in Refs. [166; 167; 168]. We can clearly state that form factor sum rules do
not allow to pin down the x-shape of GPDs. Utilizing PDF information in addition and assumption
about the t-behavior at the x-space boundaries, sum rules might be able to constrain the interplay of
x- and t-dependence to some certain extend. In Fig. 1 it is illustrated that under such circumstances
similar PDF shapes yield similar results for the nfPD. Indeed the predictions of the model (29) [thick
lines] and the default fit (30) [thin lines] from [168] for the x-dependence (left panel) as well as for the
t-dependence (right panel) for the valence u-quark GPD Gu
(−)
are very similar. To mimic the x-shape
of the NLO PDF parametrization [169], which is used in [168], we set α = 0.3 and β = 3 in (29).
Skewing GPDs is often done in the DD-representation with RDDA, improved by the D-term [68]
and pion-pole contribution [106; 108] and also a change of the DD representation (not of the DD) is
utilized [74]. RDDA is inspired from tree-level diagrams (or one may say from diquark models) and
reads for t = 0 at some given input scale as
F (x, η, t = 0) =
∫ 1
0
dy
∫ 1+y
−1+y
dz δ(x− y − zη)
F (y, η = 0, t = 0)
1− y
Γ (3/2 + b)
Γ (1/2)Γ (1 + b)
[
1−
z2
(1 − y)2
]b
. (31)
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Adopting the PDF pararametrization F (y, η = 0, t = 0) = n yα(1− y)β , one can show that this model
is holographic in the sense that one can restore the GPD from the PDF and its values on the cross-
over line and so this ansatz incorporates strong constrains [170]. Unpleasant for the phenomenology of
DVCS/DVMP is the fact that the small-x and large-x behavior of the GPD on the cross-over line,
F (x, x, t = 0) =
nΓ (3/2 + b)Γ (1 + b− α)
2−2b−1Γ (1/2)Γ (2 + 2b− α)
(
2x
1 + x
)−α(
1− x
1 + x
)β
2F1
(
1 + b, 1− α+ β
2 + 2b− α
∣∣∣∣ 2x1 + x
)
, (32)
are controlled by the profile parameter b. In the small x-region one finds the following skewness ratio
r(x, t = 0)
x∼0
≈
22b+1Γ (3/2 + b)Γ (1 + b− α)
2αΓ (1/2)Γ (2 + 2b− α)
for r(x, t = 0) =
F (x, x, t = 0)
F (x, 0, t = 0)
, (33)
which is for typical Regge behavior α > 0 and positive b & α larger than one and takes in the limit
b→∞, in which the skewness dependence is removed, the value one. It is sometimes believed, coming
from a wrong mathematical understanding of the conformal PWE [171], that this ratio is fixed by
setting b = α. In the large-x region the skewness ratio is divergent for b < β and finite for b ≥ β,
r(x, t = 0)
x∼1
≈
2b+1Γ (32 + b)
Γ (1/2)Γ (1 + b)
[
Γ (1− α+ b)Γ (β − b)
Γ (1− α+ β)
(1− x)b−β +
Γ (b− β)Γ (1 + b)
2β−bΓ (1 + 2b− β)
]
. (34)
Neglecting evolution, in a LO description of DVCS/DVMP data one needs only to model the GPD
on the cross-over line. A very simple example that is inspired from a diquark GPD model reads as
F (x, x, t) =
n r
1 + x
(
2x
1 + x
)−α(t)(
1− x
1 + x
)b(
1−
1− x
1 + x
t
M2
)−p
. (35)
Here, the normalization factor n is fixed from a reference PDF parametrization while the independent
skewness ratio parameter r, which controls the normalization at small x, overcomes the rigidity of the
RDDA. The t-dependence is contained in the linear Regge trajectory α(t) = α(0)+α′t and the residual
t-dependence is a p-pole with a x-dependent cut-off mass. As expected from theoretical arguments and
in agreement with phenomenological findings, the t-dependence dies out for x→ 1.
If one includes evolution, higher order corrections, and/or higher twist contributions, one has to
model the whole GPD. If it is ensured that the full GPD can be consistently reconstructed, one can
employ the dissipative framework and so it is sufficient to model the GPD in the outer region. As stated
in Sec. 2.1.2, the parametrization of GPDs in terms of (conformal) moments that are expanded in terms
of SO(3)-partial waves (PWs) has several advantages. The ansatz, which is used for the description of
small-xB data, is given in terms of three SO(3)-PWs dˆJ(η) for J ∈ {j − 3, j − 1, j + 1}, normalized to
one for η = 0,
Fj(t) = f
j+1
j (t) dˆj+1(η) + η
2f j−1j (t) dˆj−1(η) + η
4f j−3j (t) dˆj−3(η) , (36)
see photon GPD example (27). This flexible ansatz with two free skewness parameters s2 and s4,
introduced as f j+1−kj ∝ skf
j+1
j , allows to control both the normalization of the GPD on the cross-over
line and their evolution (crucial for data description). The leading SO(3)-PW amplitude
f j+1j (t = 0) ∼
Γ (1− α+ j)Γ (1 + β)
Γ (2 + j − α+ β)
+ · · ·
at t = 0 might be fixed by a PDF parametrization or alternatively by fits to small-xB deep inelas-
tic scattering (DIS) data. The t-dependence is introduced via a ‘Regge’ trajectory and a residual
t-dependence. With the truncated PWE (36) the GPD behavior in the large-x region will be deter-
mined by the adopted SO(3)-PWs. To overcome this rigidity in a simple manner, one may employ
‘effective’ PWs.
Finally, we mention that although the theory is worked out at NLO its implementation in computer
codes at this level, e.g., for a fitting routines, has so far not be satisfactorily mastered in the momentum
fraction representation. The main difficulty in this representation is to have at hand flexible GPD
models. Note that it has been shown to LO accuracy that for fixed GPD models fast and robust
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numerical routines can be set up by means of two dimensional x-Q2 grids (ξ and t are fixed) [172] and
that an older NLO code [124], based on the RDDA, is compatible with DVCS data from the DESY
collaborations. It is part of the Monte Carlo routine MILOUS, which is tuned to H1/ZEUS data. In a
dissipative framework one can potentially adopt the grid technology which was worked out for inclusive
processes. Alternatively, a fitting framework was set up that is based on the Mellin-Barnes integral
technique [57; 59] and is presently extended to global DVCS/DVMP fitting at NLO [58].
4 Uses of GPDs in phenomenology
The key application of GPDs is the description of DVCS and DVMP processes. In LO approximation
the amplitude of these processes is proportional to a convolution integral which we generically write
for amplitudes with definite charge parity or signature σ ∈ {+1,−1} as
FM (xB, t,Q
2) ∝
∑
p=u,d,···
CpM
∫ 1
−1
dx
[
1
ξ − x− iǫ
−
σ
ξ + x− iǫ
]
F p(x, x, t,Q2) , (37)
where CpM are build from quark charges and Clebsch-Gordon coefficients. In the dissipative framework,
see discussion around (17), one can name the degrees of freedom that can be accessed to LO accuracy.
Namely, in this approximation one accesses the GPD on the cross-over line, i.e.,
FM (xB, t,Q
2) ∝
∑
p=u,d,···
CpM
[
iπF p(ξ, ξ, t,Q2) + P
∫ 1
0
dx
x(1 + σ) + (1− σ)ξ
ξ2 − x2
F p(x, x, t,Q2) + Cp(t,Q2)
]
.
(38)
where P denotes the principal value description and Cp is a subtraction constant. The subtraction
constant appears for the GPDs H and E with different signs and as explained above it can be expressed
by the D-term. The dispersion relation (38) can be utilized as a sum rule to access the GPD on the
cross-over line (and the subtraction constant) also outside of the experimentally accessible phase space.
The reader can find a more detailed discussion in [55].
So far in phenomenology most authors concentrated on the DVCS process, which is theoretically
considered as clean, however, has a rather intricate azimuthal angular dependence. This lepton charge
odd process appears besides the lepton charge even Bethe-Heitler process in the leptoproduction of a
photon and is described by twelve complex valued helicity amplitudes or Compton form factors. It has
been realized in [54] that a complete measurement is in principle possible, which allows to access all
twenty-four sub-CFFs (real and imaginary parts of twelve CFFs). Strategies to analyze and interpret
DVCS observables have been utilized and they are based on
• GPD model predictions, essentially based on RDDA, versus measurements [173; 174].
• Local sub-CFF estimates (least square fits [175; 176; 177; 178], neural networks [179]), regression
and random variable maps [62].
• Dispersion relation fits, where the spectral function and subtraction constants are modeled [59].
• Flexible GPD model fits, essentially by utilizing models for GPD moments [59; 60; 180; 62; 61].
GPD predictions are often based on RDDA, see (31) and discussion around. The Vanderhaeghen,
Guichon, and Guidal (VGG) code [123] provides LO predictions where the GPD models are adopted
from [53] and [166] in dependence on a chosen set of phenomenological PDFs, obtained from global
fitting. The Goloskokov and Kroll model [181; 182; 183; 184; 185] uses fixed values for the profile param-
eters and the t-dependence is implemented as described in Sec. 3.2. However, these two RDDA based
models implement the partonic angular momenta Ju/Jd differently. In VGG they are implemented
via sum rules, using a invisible δ(x) term, [53] while in GK models the valence angular momenta are
fixed by the anomalous magnetic nucleon momenta and the momentum fraction shape of the valence
GPDs E and the sea quark and gluon angular momenta are considered as free parameters. Conse-
quently, the usage of the free Ju/Jd parameters in VGG requires some caution. It became clear for
one decade that such models capture qualitative features of DVCS data, however, they are not able
to accurately describe them at LO, in particular, they overshoot the beam spin asymmetry measure-
ments of HERMES and CLAS collaborations and the DVCS cross section measurements of the H1
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Fig. 2 Left: two projections with total errors 0.01 . δA . 0.03 (filled triangles) and δA ≈ 0.01 (empty
triangles) of charge odd asymmetries (left) for xB = 0.1, t = 0.1GeV
2, and Q2 = 2.5GeV2 are compared
with HERMES measurements (solid circles). Middle: the resulting CFFs from a one-to-one map, based on
the twist-two dominance hypothesis. Right: ℑmH/π obtained from different strategies: DVCS fits dashed
(dashdotted, solid) curve excludes (includes) Hall A data from KM10a (KM10b, KM10) [60], GK07 model
prediction (dotted), seven-fold sub-CFF fit [175; 176] with boundary conditions (squares), sub-CFF H, H˜ fit
[178] (diamonds), smeared conformal partial wave model fit [187] within GPD H (circles). The triangles result
from a neural network fit [179]. Figures are taken from [62] and [60].
and ZEUS collaborations. Note that the beam spin asymmetry measurements from HERMES with a
recoil detector are slightly higher in their absolute values than the previous results, obtained with the
missing mass technique and so the new beam spin asymmetry data are getting compatible with RDDA
based model predictions. Nevertheless, one can state that in a global LO analysis such models cannot
describe the data on a quantitative level6.
At HERA both kinds of lepton beams were available and so the HERMES collaboration provided an
almost (over)complete measurement of thirty-four DVCS asymmetry harmonics in twelve {xB, t,Q
2}-
bins. This would allow in principle to map the asymmetry measurements to the twenty-four dimensional
space of sub-CFFs. So far this mapping of random numbers has been only performed under the as-
sumption that only eight twist-two related sub-CFFs contribute. The result is shown in Fig. 2 for one
bin. The HERMES data were also analyzed by means of regression [62] and by truncating the space
of sub-CFFs within neural networks [179] and least square fits [176; 177]. The results from all these
methods are very similar: the nonzero sub-CFF ℑmH and the small sub-CFFs ℜmH and ℑmH˜ are
well constrained, while all other ones are noisy and compatible with zero. Decreasing the errors of all
asymmetries on the level of present beam spin asymmetry measurements would allow to access the
CFF E .
In JLAB experiments the number of measured observables is presently restricted to unpolarized and
longitudinal polarized proton observables with a polarized electron beam. Hence, the local extraction
of CFFs can be only done by utilizing assumptions or model constraints. Taking only beam spin asym-
metry measurements from the CLAS collaboration allows to provide constraints on sub-CFF ℑmH,
which depend on assumptions. A rather similar situation occurs for the HALL A cross section mea-
surements at an unpolarized proton with polarized electron beam. The dependence on the constraints
is clearly visible in the lower right panel in Fig. 2, where the twist-two dominance hypothesis (squares)
[178], combined with model constraints, is compared with the H-dominance hypothesis (circles) [187].
Obviously, the size of propagated errors depends on the assumptions. Only the measurement of new
observables can yield an improvement, which is illustrated by the diamond that takes also into account
longitudinal proton spin asymmetry measurements from CLAS [178].
6 This conclusion was already given for some time by means of another RDDA based model [54], however,
it has not necessarily to be true at NLO. Note also that inconsistent GPD models (breaking of polynomiality
[186] and neglecting the ‘pomeron’ components) are used to describe DVCS measurements.
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a RDDA based GPD H model prediction GK07 (triangles-down, slightly shifted to the r.h.s.) [183].
H1 and ZEUS collaborations measured the unpolarized DVCS cross section in the small-xB region,
where the interference term could be safely neglected and the Bethe-Heitler cross section was sub-
tracted, [27; 28; 29; 30; 31; 32] as well as the electron charge asymmetry [30]. In this small-x region
one expects that and that the ‘pomeron’ behavior of GPDs H and E imply the leading contributions
and that apart from the effective ‘pomeron’ trajectory no other {x, t} correlations appear. The collider
data can be described with flexible GPD models at LO, NLO, and NNLO, which are modeled in terms
of conformal moments (36). While in a LO description the r-ratio, defined in (33), for sea quarks is
approximately one while for gluons it is considerable smaller. Beyond the LO the sea quark and gluon
r-ratio is considerable larger and compatible with the claim [188; 189], i.e., rsea ∼ 1.6 and rG ∼ 1.
Present data do not allow to access the GPD E, which is in the unpolarized cross section suppressed
by t/4M2p . Hence, such GPD fits provide the t-dependence of H(x, x, t,Q
2) and allow for a model de-
pendent access of the GPD H(x, 0, t,Q2) and, consequently, after Fourier transform for a probabilistic
interpretation in impact parameter space.
Global GPD fits, restricted to LO and twist-two accuracy, of DVCS data have been given so far
in the dissipative framework [59] or with hybrid models [60] in which the valence content is described
by a flexible GPD on the cross-over line (35) and sea quark as well as gluon GPDs have been imple-
mented via conformal moments (36). The GPD models are designed to described unpolarized proton
data and depend on fifteen parameters which allow to control the skewness- and t-dependence, the
Q2-dependence in the small-x region, as well as subtraction constants for the real part of CFFs. In
such fits the cross section measurements from HALL A are neglect (KM09a,KM10a), taken into ac-
count as φ-harmonics (KM09,KM10, KMM13) or as their ratios (KM09b,KM10b). The quality of the
fits for unpolarized proton data is χ2/d.o.f. ≈ 1 while for polarized proton target the KMM13 fit has
χ2/d.o.f. ≈ 1.6. This tension might be implied by the description of HALL A cross section measure-
ments with simple GPD models in the twist-two sector. The results of the fits are shown in Fig. 3 and
compared with a model prediction (triangles-down) [60; 174]7, which illustrates the typical problems
with beam spin asymmetry and HALL A cross section measurements, discussed above.
Various model predictions have been given for DVMP processes to LO accuracy where transverse
degrees of freedom were taken into account. Most of these predictions use GPDs that are based on
RDDA and include transverse degrees of freedom in the hand-bag approach (corresponding to the LO
diagrams that appear in the collinear approach). In this approach DVMP measurements of (light)
vector mesons [123; 181; 182; 183; 184] can be described apart from the very large xB-region. Here, it
was suggested to add a large real part to the amplitudes [191], see also [192], where another possibility
7 The predictions are shown by taking into account the dominant GPD H , where the remaining three GPDs
induce only a slight change. It is also not entirely clarified why this GPD model also describes H1 and ZEUS
data [190; 174] while all other consistent GPD models that are based on RDDA and are compatible with DIS
data predict too large DVCS cross sections at LO accuracy.
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to add in first place a large imaginary part has not been explored [73]. DVπ+P data can be described
in terms of the hand-bag approach [185] or the collinear factorization approach [193]. A systematic
analysis of these processes in the collinear factorization framework has been started recently, where
one should go beyond the LO level [193; 190]. In fact one can very well describe for Q2 > 4GeV2
the H1 and ZEUS measurements of DVCS and DVMP, including the DIS data, at NLO [61]. This is
shown for the Dρ0MP and DφMP data in Fig. 4, where the description of DVCS and older DIS data
is unproblematic and has the same good quality as in [59; 60].
5 Conclusions
The richness of information, contained in GPDs, make them most valuable sources to reveal the longi-
tudinal and transversal distributions of partons. On the other hand their intricate variable dependence
complicates their access from experimental measurements and one should clearly stay that addressing
the main goals in GPD phenomenology, i.e., nucleon spin decomposition and imaging, will be based on
GPD modeling. Obviously, to get a partonic interpretation one must first describe the experimental
data, which is only possible with flexible GPD models and a global fitting procedure while so far model
predictions work only to some certain extend. Based on the present theory, it is a straightforward pro-
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cedure to improve the GPD framework of global fitting, developed in [57; 59; 58], where in future also
information on elastic and gravitational (or generalized) form factors will be employed. Technically,
the Mellin-Barnes integral representation allows for a simple implementation of such constraints and,
moreover, numerically efficient and robust routines can be written.
New experiments with dedicated detectors are planned at COMPASS II and JLAB@12GeV, which
will fill the kinematical gap between HERMES and H1/ZEUS experiments as well as between previous
JLAB@6GeV and HERMES experiments. In particular it is expected that the high-luminosity exper-
iments at JLAB will provide a large and high precision data set which will be very important for a
global GPD analysis. It is worth to mention that having a transverse polarized target at COMPASS
would allow to address the sea quark and gluon content of the GPD E and this provides a model
dependent access to the angular momentum of these parton species. Proposed electron-proton/ion
scattering experiments such as the Large-Hadron-Electron-Collider at CERN [194] and a Electron-Ion-
Collider (EIC) [195] would allow to measure exclusive processes in the very small-xB region and in the
small-xB region for polarized target. In particular the potential of DVCS measurements on an EIC has
been studied in more detail [180] and revealed that one can access besides the GPD H also the GPD
E. In Fig. 5 the model dependent imagining is sketched, where it was assumed that t-dependence is
the same for all SO(3)-PWs. It should be also emphasized that besides time-like DVCS measurements
at JLAB also J-PARC (Japan Proton Accelerator Research Complex) offers the possibility to study
GPDs in time-like DVMP. As argued in [196], also pure hadronic reaction might be interesting for
phenomenology. Another interesting possibility is to access GPDs in hard exclusive processes that are
measured in neutrino experiments, see discussions in [197; 198; 199; 200; 201], which allow for a flavor
separation in weak DVCS experiments. DVCS and DVMP experiments with a neutron target [45]
provides another possibility to address the problem of flavor separation. These deeply virtual processes
can be also measured with a nuclei target, which has its own interest.
Finally, let us emphasize that the GPD analysis of present and future measurements is much more
intricate as for inclusive processes and that we already witnessed over interpretations of measurements,
driven by the wish to address the two main goals of GPD phenomenology. Surely, to provide a GPD
interpretation of high precision data, expected in the future, one should not only be able to describe
data rather one needs models that can be considered as realistic and respect also positivity constraints.
This problem can be only overcome in the wave function overlap representation, where duality can be
used to obtain the complete GPD from a diagonal parton overlap. Although some work has been done
in this direction [73; 96; 97], such models are at present not flexible enough for fitting. In principle,
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such a field theoretical framework allows also to include transverse momentum dependence and points
in the direction of a unifying description of hard inclusive, semi-inclusive, and exclusive processes [202].
Acknowledgements I am indebted to M. Polyakov, A. Radyushkin, K. Semenov-Tian-Shansky, O. Teryaev,
and Ch. Weiss for discussions on GPD representations, which stimulated me to summarize what has been
known and to apply it for specific DD representations. I like to thank M. Guidal and P. Kroll for discussions
on the VGG and GK models, respectively.
References
1. D. Mu¨ller, D. Robaschik, B. Geyer, F.-M. Dittes, and J. Horˇejˇsi, Fortschr. Phys. 42, 101 (1994), hep-
ph/9812448.
2. A. V. Radyushkin, Phys. Lett. B380, 417 (1996), hep-ph/9604317.
3. X. Ji, Phys. Rev. D55, 7114 (1997), hep-ph/9609381.
4. A. V. Radyushkin, Phys. Lett. B385, 333 (1996), hep-ph/9605431.
5. J. Collins, L. Frankfurt, and M. Strikman, Phys. Rev. D56, 2982 (1997), hep-ph/9611433.
6. J. Collins and A. Freund, Phys. Rev. D59, 074009 (1999), hep-ph/9801262.
7. M. Diehl, T. Feldmann, R. Jakob, and P. Kroll, Eur. Phys. J. C8, 409 (1999), hep-ph/9811253.
8. M. Diehl, T. Feldmann, R. Jakob, and P. Kroll, Nucl. Phys. B596, 33 (2001), hep-ph/0009255, Erratum-
ibid. B605 (2001) 647.
9. S. J. Brodsky, M. Diehl, and D. S. Hwang, Nucl. Phys. B596, 99 (2001), hep-ph/0009254.
10. M. Diehl, Phys. Rept. 388, 41 (2003), hep-ph/0307382.
11. A. V. Belitsky and A. V. Radyushkin, Phys. Rept. 418, 1 (2005), hep-ph/0504030.
12. M. Burkardt, Phys. Rev. D62, 071503 (2000), hep-ph/0005108, Erratum-ibid. D66 (2002) 119903.
13. M. Burkardt, Int. J. Mod. Phys. A18, 173 (2003), hep-ph/0207047.
14. X. Ji, Phys. Rev. Lett. 78, 610 (1997), hep-ph/9603249.
15. HERMES, A. Airapetian et al., Phys. Rev. Lett. 87, 182001 (2001), hep-ex/0106068.
16. HERMES, A. Airapetian et al., Phys. Rev. D75, 011103 (2007), hep-ex/0605108.
17. HERMES, A. Airapetian et al., JHEP 06, 066 (2008), 0802.2499.
18. HERMES, A. Airapetian et al., JHEP 11, 083 (2009), 0909.3587.
19. HERMES, A. Airapetian et al., JHEP 06, 019 (2010), 1004.0177.
20. HERMES, A. Airapetian et al., Phys. Lett. B704, 15 (2011), 1106.2990.
21. HERMES Collaboration, A. Airapetian et al., JHEP 1207, 032 (2012), 1203.6287.
22. HERMES, A. Airapetian et al., JHEP 1210, 042 (2012), 1206.5683.
23. HERMES, A. Airapetian et al., Eur. Phys. J. C17, 389 (2000), hep-ex/0004023.
24. HERMES Collaboration, A. Airapetian et al., Phys.Lett. B679, 100 (2009), 0906.5160.
25. HERMES, A. Airapetian et al., Phys. Lett. B659, 486 (2008), 0707.0222 [hep-ex].
26. HERMES Collaboration, A. Airapetian et al., Phys.Lett. B682, 345 (2010), 0907.2596.
27. H1, C. Adloff et al., Phys. Lett. B517, 47 (2001), hep-ex/0107005.
28. H1, A. Aktas et al., Eur. Phys. J. C44, 1 (2005), hep-ex/0505061.
29. H1, F. D. Aaron et al., Phys. Lett. B659, 796 (2008), 0709.4114.
30. H1, F. Aaron et al., Phys.Lett. B681, 391 (2009), 0907.5289.
31. ZEUS, S. Chekanov et al., Phys. Lett. B573, 46 (2003), hep-ex/0305028.
32. ZEUS, S. Chekanov et al., JHEP 05, 108 (2009), 0812.2517.
33. H1, S. Aid et al., Nucl.Phys. B468, 3 (1996), hep-ex/9602007.
34. H1 Collaboration, C. Adloff et al., Z.Phys. C75, 607 (1997), hep-ex/9705014.
35. H1 Collaboration, F. Aaron et al., JHEP 1005, 032 (2010), 0910.5831.
36. ZEUS, J. Breitweg et al., Eur. Phys. J. C6, 603 (1999), hep-ex/9808020.
37. ZEUS, J. Breitweg et al., Phys. Lett. B487, 273 (2000), hep-ex/0006013.
38. ZEUS Collaboration, S. Chekanov et al., Nucl.Phys. B718, 3 (2005), hep-ex/0504010.
39. ZEUS Collaboration, S. Chekanov et al., PMC Phys. A1, 6 (2007), 0708.1478.
40. CLAS, S. Stepanyan, Phys. Rev. Lett. 87, 182002 (2001), hep-ex/0107043.
41. CLAS, S. Chen et al., Phys. Rev. Lett. 97, 072002 (2006), hep-ex/0605012.
42. CLAS, F. X. Girod et al., Phys. Rev. Lett. 100, 162002 (2008), 0711.4805.
43. CLAS, G. Gavalian et al., Phys. Rev. C80, 035206 (2009), 0812.2950.
44. Jefferson Lab Hall A, C. M. Camacho et al., Phys. Rev. Lett. 97, 262002 (2006), nucl-ex/0607029.
45. Jefferson Lab Hall A, M. Mazouz et al., Phys. Rev. Lett. 99, 242501 (2007), 0709.0450.
46. CLAS, C. Hadjidakis et al., Phys. Lett. B605, 256 (2005), hep-ex/0408005.
47. CLAS, L. Morand et al., Eur. Phys. J. A24, 445 (2005), hep-ex/0504057.
48. CLAS, S. A. Morrow et al., Eur. Phys. J. A39, 5 (2009), 0807.3834.
49. CLAS, J. P. Santoro et al., Phys. Rev. C78, 025210 (2008), 0803.3537.
50. CLAS Collaboration, R. De Masi et al., Phys.Rev. C77, 042201 (2008), 0711.4736.
51. CLAS Collaboration, I. Bedlinskiy et al., Phys.Rev.Lett. 109, 112001 (2012), 1206.6355.
52. Jefferson Lab Hall C, H. P. Blok et al., Phys. Rev. C78, 045202 (2008), 0809.3161.
53. K. Goeke, M. V. Polyakov, and M. Vanderhaeghen, Prog. Part. Nucl. Phys. 47, 401 (2001), hep-
ph/0106012.
20
54. A. V. Belitsky, D. Mu¨ller, and A. Kirchner, Nucl. Phys. B629, 323 (2002), hep-ph/0112108.
55. K. Kumericˇki, D. Mu¨ller, and K. Passek-Kumericˇki, Eur. Phys. J. C58, 193 (2008), 0805.0152.
56. M. Guidal, H. Moutarde, and M. Vanderhaeghen, Rept.Prog.Phys. 76, 066202 (2013), 1303.6600.
57. K. Kumericˇki, D. Mu¨ller, and K. Passek-Kumericˇki, Nucl. Phys. B 794, 244 (2008), hep-ph/0703179.
58. D. Mu¨ller, T. Lautenschlager, K. Passek-Kumericˇki, and A. Scha¨fer, (2013), 1310.5394.
59. K. Kumericˇki and D. Mu¨ller, Nucl. Phys. B841, 1 (2010), 0904.0458.
60. K. Kumericˇki et al., (2011), 1105.0899.
61. T. Lautenschlager, D. Mu¨ller, and A. Scha¨fer, (2013), 1312.5493.
62. K. Kumericˇki, D. Mu¨ller, and M. Murray, (2013), 1301.1230.
63. L. Mankiewicz, G. Piller, E. Stein, M. Va¨nttinen, and T. Weigl, Phys. Lett. B425, 186 (1998), hep-
ph/9712251.
64. A. V. Belitsky, A. Freund, and D. Mu¨ller, Nucl. Phys. B574, 347 (2000), hep-ph/9912379.
65. CTEQ Collaboration, R. Brock et al., Rev. Mod. Phys. (1994).
66. A. V. Radyushkin, Phys. Rev. D56, 5524 (1997), hep-ph/9704207.
67. A. Radyushkin, Phys. Rev. D59, 014030 (1999), hep-ph/9805342.
68. M. V. Polyakov and C. Weiss, Phys. Rev. D60, 114017 (1999), hep-ph/9902451.
69. A. V. Belitsky, D. Mu¨ller, A. Kirchner, and A.Scha¨fer, Phys. Rev. D64, 116002 (2001), hep-ph/0011314.
70. O. V. Teryaev, Phys. Lett. B510, 125 (2001), hep-ph/0102303.
71. A. Mukherjee, I. V. Musatov, H. C. Pauli, and A. V. Radyushkin, Phys. Rev. D67, 073014 (2003),
hep-ph/0205315.
72. B. C. Tiburzi, W. Detmold, and G. A. Miller, Phys. Rev. D70, 093008 (2004), hep-ph/0408365.
73. D. S. Hwang and D. Mu¨ller, Phys. Lett. B660, 350 (2008), 0710.1567.
74. A. Radyushkin, Phys.Rev. D87, 096017 (2013), 1304.2682.
75. A. D. Martin and M. G. Ryskin, Phys. Rev. D57, 6692 (1998), hep-ph/9711371.
76. B. Pire, J. Soffer, and O. Teryaev, Eur. Phys. J. C8, 103 (1999), hep-ph/9804284.
77. X. Ji, J. Phys. G24, 1181 (1998), hep-ph/9807358.
78. P. Pobylitsa, Phys.Rev. D66, 094002 (2002), hep-ph/0204337.
79. P. V. Pobylitsa, Phys. Rev. D67, 094012 (2003), hep-ph/0210238.
80. P. V. Pobylitsa, Phys. Rev. D67, 034009 (2003), hep-ph/0210150.
81. D. Mu¨ller and A. Scha¨fer, Nucl. Phys. B739, 1 (2006), hep-ph/0509204.
82. Z. Chen, Nucl. Phys. B525, 369 (1998), hep-ph/9705279.
83. A. V. Belitsky, B. Geyer, D. Mu¨ller, and A. Scha¨fer, Phys. Lett. B421, 312 (1998), hep-ph/9710427.
84. A. G. Shuvaev, Phys. Rev. D60, 116005 (1999), hep-ph/9902318.
85. J. D. Noritzsch, Phys. Rev. D62, 054015 (2000), hep-ph/0004012.
86. M. Kirch, A. Manashov, and A. Scha¨fer, Phys. Rev. D72, 114006 (2005), hep-ph/0509330.
87. A. Manashov, M. Kirch, and A. Scha¨fer, Phys. Rev. Lett. 95, 012002 (2005), hep-ph/0503109.
88. M. V. Polyakov, Nucl. Phys. B555, 231 (1999), hep-ph/9809483.
89. X.-D. Ji and R. F. Lebed, Phys. Rev. D63, 076005 (2001), hep-ph/0012160.
90. M. V. Polyakov and A. G. Shuvaev, On ’dual’ parametrizations of generalized parton distributions,
hep-ph/0207153, 2002.
91. M. V. Polyakov, Educing GPDs from amplitudes of hard exclusive processes, 0711.1820, 2007.
92. O. V. Teryaev, Analytic properties of hard exclusive amplitudes, 2005, hep-ph/0510031, hep-ph/0510031.
93. M. Diehl and D. Y. Ivanov, Eur. Phys. J. C52, 919 (2007), 0707.0351.
94. A. M. Moiseeva and M. V. Polyakov, Nucl.Phys. B832, 241 (2010), 0803.1777.
95. V. M. Braun, A. N. Manashov, D. Mueller, and B. M. Pirnay, (2014), 1401.7621.
96. D. Mu¨ller and D. S. Hwang, (2011), 1108.3869.
97. D. Mu¨ller and D. S. Hwang, PoS QNP2012, 059 (2012), 1206.7039.
98. P. V. Landshoff and J. C. Polkinghorne, Phys. Rept. 5, 1 (1972).
99. I. Gabdrakhmanov and O. Teryaev, Phys.Lett. B716, 417 (2012), 1204.6471.
100. M. El Beiyad, B. Pire, L. Szymanowski, and S. Wallon, Phys.Rev. D78, 034009 (2008), 0806.1098.
101. S. Friot, B. Pire, and L. Szymanowski, Phys.Lett. B645, 153 (2007), hep-ph/0611176.
102. L. Frankfurt, W. Koepf, and M. Strikman, Phys. Rev. D54, 3194 (1996), hep-ph/9509311.
103. L. Frankfurt, W. Koepf, and M. Strikman, Phys.Rev. D57, 512 (1998), hep-ph/9702216.
104. L. Mankiewicz, G. Piller, and T. Weigl, Eur. Phys. J. C5, 119 (1998), hep-ph/9711227.
105. L. Mankiewicz, G. Piller, and T. Weigl, Phys. Rev. D59, 017501 (1999), hep-ph/9712508.
106. L. Mankiewicz, G. Piller, and A. Radyushkin, Eur. Phys. J. C 10, 307 (1999), hep-ph/9812467.
107. L. L. Frankfurt, M. V. Polyakov, M. Strikman, and M. Vanderhaeghen, Phys. Rev. Lett. 84, 2589 (2000),
hep-ph/9911381.
108. L. L. Frankfurt, P. V. Pobylitsa, M. V. Polyakov, and M. Strikman, Phys. Rev. D60, 0140010 (1999),
hep-ph/9901429.
109. J. Blumlein, B. Geyer, and D. Robaschik, Phys.Lett. B406, 161 (1997), hep-ph/9705264.
110. I. Balitsky and A. Radyushkin, Phys.Lett. B413, 114 (1997), hep-ph/9706410.
111. A. V. Belitsky and D. Mu¨ller, Nucl. Phys. B537, 397 (1999), hep-ph/9804379.
112. F.-M. Dittes, D. Mu¨ller, D. Robaschik, B. Geyer, and J. Horˇejˇsi, Phys. Lett. 209B, 325 (1988).
113. G. Lepage and S. Brodsky, Phys. Rev. D22, 2157 (1980).
114. A. Efremov and A. Radyushkin, Phys. Lett. B94, 245 (1980).
115. M. Chase, Nucl.Phys. B174, 109 (1980).
116. T. Ohrndorf, Nucl.Phys. B186, 153 (1981).
117. V. Baier and A. Grozin, Nucl.Phys. B192, 476 (1981).
21
118. T. Braunschweig, J. Horˇejˇsi, and D. Robaschik, Z. Phys. C23, 19 (1984).
119. T. Braunschweig, B. Geyer, and D. Robaschik, Ann. Phys. 44, 403 (1987).
120. I. I. Balitsky and V. M. Braun, Nucl. Phys. B311, 541 (1989).
121. X. Ji, W. Melnitchouk, and X. Song, Phys. Rev. D56, 5511 (1997), hep-ph/9702379.
122. I. Musatov and A. Radyushkin, Phys.Rev. D61, 074027 (2000), hep-ph/9905376.
123. M. Vanderhaeghen, P. A. M. Guichon, and M. Guidal, Phys. Rev. D60, 094017 (1999), hep-ph/9905372.
124. A. Freund and M. McDermott, Eur. Phys. J. C23, 651 (2002), hep-ph/0111472.
125. A. V. Belitsky and D. Mu¨ller, Phys. Lett. B417, 129 (1998), hep-ph/9709379.
126. X. Ji and J. Osborne, Phys. Rev. D 57, 1337 (1998), hep-ph/9707254.
127. X. Ji and J. Osborne, Phys. Rev. D58, 094018 (1998), hep-ph/9801260.
128. B. Pire, L. Szymanowski, and J. Wagner, Phys.Rev. D83, 034009 (2011), 1101.0555.
129. A. V. Belitsky and D. Mu¨ller, Phys. Lett. B513, 349 (2001), hep-ph/0105046.
130. D. Y. Ivanov, L. Szymanowski, and G. Krasnikov, JETP Lett. 80, 226 (2004), hep-ph/0407207, Pisma
Zh. Eksp. Teor. Fiz 80 (2004) 255.
131. D. Mu¨ller, Phys. Rev. D49, 2525 (1994).
132. D. Mu¨ller, Phys. Rev. D58, 054005 (1998), hep-ph/9704406.
133. D. Mu¨ller, Phys.Lett. B634, 227 (2006), hep-ph/0510109.
134. K. Kumericˇki, D. Mu¨ller, K. Passek-Kumericˇki, and A. Scha¨fer, Phys. Lett. B 648, 186 (2007), hep-
ph/0605237.
135. F. Dittes and A. Radyushkin, Phys.Lett. B134, 359 (1984).
136. M. Sarmadi, Phys.Lett. B143, 471 (1984).
137. S. Mikhailov and A. Radyushkin, Nucl.Phys. B254, 89 (1985).
138. S. V. Mikhailov and A. A. Vladimirov, Phys. Lett. B671, 111 (2009), 0810.1647.
139. B. Melic´, B. Nizˇic´, and K. Passek, Phys.Rev. D60, 074004 (1999), hep-ph/9802204.
140. E. R. Berger, M. Diehl, and B. Pire, Eur. Phys. J. C23, 675 (2001), hep-ph/0110062.
141. D. Mu¨ller, B. Pire, L. Szymanowski, and J. Wagner, Phys.Rev. D86, 031502 (2012), 1203.4392.
142. M. Guidal and M. Vanderhaeghen, Phys. Rev. Lett. 90, 012001 (2003), hep-ph/0208275.
143. A. V. Belitsky and D. Mu¨ller, Phys. Rev. Lett. 90, 022001 (2003), hep-ph/0210313.
144. A. V. Belitsky and D. Mu¨ller, Phys. Rev. D68, 116005 (2003), hep-ph/0307369.
145. A. Belitsky and D. Mu¨ller, Phys. Lett. B486, 369 (2000), hep-ph/0005028.
146. I. V. Anikin, B. Pire, and O. V. Teryaev, Phys. Rev. D 62, 071501 (2000), hep-ph/0003203.
147. M. Penttinen, M. V. Polyakov, A. G.Shuvaev, and M.Strikman, Phys. Lett. B 491, 96 (2000), hep-
ph/0006321.
148. A. V. Belitsky and D. Mu¨ller, Nucl. Phys. B589, 611 (2000), hep-ph/0007031.
149. N. Kivel and M. V. Polyakov, Nucl. Phys. B600, 334 (2001), hep-ph/0010150.
150. A. V. Radyushkin and C. Weiss, Phys. Rev. D63, 114012 (2001), hep-ph/0010296.
151. A. V. Radyushkin and C. Weiss, Phys. Rev. D64, 097504 (2001), hep-ph/0106059.
152. N. Kivel and L. Mankiewicz, Nucl. Phys. B672, 357 (2003), hep-ph/0305207.
153. L. Mankiewicz and G. Piller, Phys. Rev. D61, 074013 (2000), hep-ph/9905287.
154. N. Kivel, Phys. Rev. D65, 054010 (2002), hep-ph/0107275.
155. V. M. Braun and A. N. Manashov, JHEP 01, 085 (2012), 1111.6765.
156. V. M. Braun and A. N. Manashov, Phys. Rev. Lett. 107, 202001 (2011), 1108.2394.
157. V. Braun, A. Manashov, and B. Pirnay, Phys.Rev. D86, 014003 (2012), 1205.3332.
158. V. Braun, A. Manashov, and B. Pirnay, Phys.Rev.Lett. 109, 242001 (2012), 1209.2559.
159. A. V. Belitsky, D. Mu¨ller, and Y. Ji, Nucl.Phys. B878, 214 (2014), 1212.6674.
160. M. Vanderhaeghen et al., Phys.Rev. C62, 025501 (2000), hep-ph/0001100.
161. V. Bytev, E. Kuraev, and E. Tomasi-Gustafsson, Phys.Rev. C77, 055205 (2008), hep-ph/0310226.
162. A. V. Afanasev, M. Konchatnij, and N. Merenkov, J.Exp.Theor.Phys. 102, 220 (2006), hep-ph/0507059.
163. I. Akushevich and A. Ilyichev, Phys.Rev. D85, 053008 (2012), 1201.4065.
164. P. Hagler, Phys. Rept. 490, 49 (2010), 0912.5483.
165. G. Bali et al., PoS Lattice2013, 291 (2013), 1312.0828.
166. M. Guidal, M. V. Polyakov, A. V. Radyushkin, and M. Vanderhaeghen, Phys. Rev. D72, 054013 (2005),
hep-ph/0410251.
167. M. Diehl, T. Feldmann, R. Jakob, and P. Kroll, Eur. Phys. J. C39, 1 (2005), hep-ph/0408173.
168. M. Diehl and P. Kroll, Eur.Phys.J. C73, 2397 (2013), 1302.4604.
169. S. Alekhin, J. Blumlein, and S. Moch, Phys.Rev. D86, 054009 (2012), 1202.2281.
170. K. Kumericˇki and D. Mu¨ller, Towards a global analysis of generalized parton distributions, in 4th
Workshop On Exclusive Reactions At High Momentum Transfer, 2010, 1008.2762.
171. K. Kumericˇki and D. Mu¨ller, (2009), 0907.1207.
172. A. V. Vinnikov, Code for prompt numerical computation of the leading order GPD evolution, hep-
ph/0604248, 2006.
173. M. V. Polyakov and M. Vanderhaeghen, Taming Deeply Virtual Compton Scattering, 0803.1271, 2008.
174. P. Kroll, H. Moutarde, and F. Sabatie, Eur.Phys.J. C73, 2278 (2013), 1210.6975.
175. M. Guidal, Eur. Phys. J. A37, 319 (2008), 0807.2355.
176. M. Guidal and H. Moutarde, Eur. Phys. J. A42, 71 (2009), 0905.1220.
177. M. Guidal, Phys. Lett. B693, 17 (2010), 1005.4922.
178. M. Guidal, Phys. Lett. B689, 156 (2010), 1003.0307.
179. K. Kumericˇki, D. Mu¨ller, and A. Scha¨fer, JHEP 1107, 073 (2011), 1106.2808.
180. E.-C. Aschenauer, S. Fazio, K. Kumericˇki, and D. Mu¨ller, JHEP 1309, 093 (2013), 1304.0077.
22
181. S. V. Goloskokov and P. Kroll, Eur. Phys. J. C42, 281 (2005), hep-ph/0501242.
182. S. Goloskokov and P. Kroll, Eur.Phys.J. C50, 829 (2007), hep-ph/0611290.
183. S. V. Goloskokov and P. Kroll, Eur. Phys. J. C53, 367 (2008), 0708.3569.
184. S. Goloskokov and P. Kroll, Eur.Phys.J. C59, 809 (2009), 0809.4126.
185. S. V. Goloskokov and P. Kroll, Eur. Phys. J. C65, 137 (2010), 0906.0460.
186. A. Freund, Phys.Rev. D68, 096006 (2003), hep-ph/0306012.
187. H. Moutarde, Phys. Rev. D79, 094021 (2009), 0904.1648.
188. A. G. Shuvaev, K. J. Golec-Biernat, A. D. Martin, and M. G. Ryskin, Phys. Rev. D60, 014015 (1999),
hep-ph/9902410.
189. A. D. Martin, C. Nockles, M. G. Ryskin, A. G. Shuvaev, and T. Teubner, Eur. Phys. J. C63, 57 (2009).
190. M. Meskauskas and D. Mu¨ller, Eur.Phys.J. C74, 2719 (2014), 1112.2597.
191. M. Guidal and S. Morrow, Exclusive ρ0 electroproduction on the proton: GPDs or not GPDs?, 0711.3743
[hep-ph], 2007.
192. C. E. Hyde, M. Guidal, and A. V. Radyushkin, J.Phys.Conf.Ser. 299, 012006 (2011), 1101.2482.
193. C. Bechler and D. Mu¨ller, (2009), 0906.2571.
194. LHeC Study Group, J. Abelleira Fernandez et al., J.Phys. G39, 075001 (2012), 1206.2913.
195. A. Deshpande et al., (2012), 1212.1701.
196. S. Kumano, M. Strikman, and K. Sudoh, Phys.Rev. D80, 074003 (2009), 0905.1453.
197. A. Psaker, W. Melnitchouk, and A. Radyushkin, Phys.Rev. D75, 054001 (2007), hep-ph/0612269.
198. B. Kopeliovich, I. Schmidt, and M. Siddikov, Phys.Rev. D86, 113018 (2012), 1210.4825.
199. B. Kopeliovich, I. Schmidt, and M. Siddikov, Phys.Rev. D87, 033008 (2013), 1301.7014.
200. B. Kopeliovich, I. Schmidt, and M. Siddikov, Phys.Rev. D89, 053001 (2014), 1401.1547.
201. B. Kopeliovich, I. Schmidt, and M. Siddikov, (2014), 1401.6564.
202. D. Hwang and D. Mu¨ller, In preparation.
