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Abstract 
Since the advent of online app-repositories, accessibility to interactive digital systems 
increased tremendously. Nowadays, users are able to directly download and try sever-
al alternative applications. This generally tightens decision characteristics, putting 
the selling point focus further towards aspects such as “joy of use” or “intuitiveness”. 
But what exactly do users mean when they express such demands? Intuitiveness ra-
ther describes a feeling than a measurable feature, making it hard to be addressed by 
developers. This text provides an understanding and measures for those fuzzy terms. 
However, first and foremost, a new class of highly efficient interactive digital systems 
is being defined and characterized, aiming for their systematic development. Follow-
ing the idea of cognitive efficiency mechanisms, such as mnemonic devices, it is the 
goal of those systems to activate hidden user potentials by transforming the original 
function context into a highly efficient usage context. Since the transformation is 
implemented digitally within the system they are called Digital Transformatives. 
The thesis initially provides a defining schema for the identification of Digital Trans-
formatives. The schema is complemented by a model of efficiency in human commu-
nication, which is developed based on evidence based cognitive research, and validat-
ed on practical examples. Based on those findings a concept is deduced, describing 
the Digital Transformatives working principle. Hereby the importance of cognitive 
prototypes is highlighted and further investigated. 
The work follows an iterative research methodology, gradually evolving functional 
characteristics and design guidelines for the development of cognitive prototype ori-
ented systems; also applicable for human machine interaction in general. Moreover, 
certain cognitive findings are described, providing a selective perspective on psycho-
logical aspects, especially involved in communication of enhanced efficiency. Hereby it 
should be noted that the structure and relations among the presented processes have 
been deduced by the author from cognition literature, and may vary from typical 
presentations in this field. This thesis also provides explanations on the efficiency 
advantages of further implementations, such as Tangible User Interfaces, User Inter-
face Metaphors, Transitional Objects, Persuasive Technologies, and comparative as-
sessment in user evaluations. Finally, this text highlights the importance and chances 
of social network analyses for the identification of cognitive shared prototypes in var-
ious application fields apart from interactive system design, including innovation 
management, marketing strategies, communication or product development.   
  
Kurzfassung 
Aufgrund immer besser werdender Entwicklungsumgebungen und Vertriebsstruktu-
ren, steht Endanwendern ein immer größer werdendes Angebot an digitalen Systemen 
zur Auswahl. Es bieten sich meist mehrere Alternativen gleichen Funktionsumfangs. 
Somit wächst in zunehmendem Maße die Bedeutung einer intuitiven, natürlichen 
Handhabung. Aber was genau bedeutet natürlich oder intuitiv? Für die meisten An-
wender und Entwickler stellen sich diese Faktoren als kaum messbare Empfindungen 
dar, wodurch es schwer wird entsprechende Kritikpunkte zu adressieren. Dieser Text 
gibt, basierend auf kognitionspsychologischen Studien und praktischen Beispielen, ein 
Verständnis für Intuition und deren Messbarkeit. 
In erster Linie wird in dieser Arbeit jedoch eine neue Klasse höchst effizienter inter-
aktiver digitaler Systeme definiert und charakterisiert, so dass solche gezielt entwi-
ckelt werden können. Nach dem Vorbild kognitiver Techniken, wie etwa der Mnemon-
technik, aktivieren diese sogenannten Digitalen Transformative versteckte Nutzerpo-
tentiale indem sie den ursprünglichen funktionalen Kontext in einen effizienten Be-
nutzungskontext überführen. 
Zu Beginn der Arbeit wird ein definierendes Schema herausgearbeitet. Dieses wird 
nachfolgend auf Basis evidenzbasierter kognitionswissenschaftlicher Erkenntnisse an 
praktischen Beispielen validiert und um ein Modell effizienzsteigernder kognitiver 
Mechanismen in menschlicher Kommunikation erweitert. In einem weiteren Schritt 
wird aus diesem Modell nachfolgend ein Konzept abgeleitet, welches die Wirkungs-
prinzipien Digitaler Transformative darstellt. Wesentlicher Bestandteil ist die Ver-
wendung Kognitiver Prototypen (Kognitive Schemata), welche in diesem Zusammen-
hang genauer untersucht werden.  
Weiterhin werden funktionale Charakteristika sowie Design Richtlinien erarbeitet, 
welche allgemein auf Mensch Maschine Interaktion übertragbar sind. Ferner werden 
Evidenz basierte kognitive Methoden, speziell auf die Thematik der Effizienzsteige-
rung dargestellt. Die Form und Zusammenstellung der Darstellung ist speziell auf 
den Anwendungsbereich dieser Arbeit ausgelegt. Auch angrenzende Gebiete wie Tan-
gible User Interfaces, metaphorische Benutzungsschnittstellen, Transitionale Objekte, 
Persuasive Technologies und vergleichende relative Bewertungsverfahren für Benutze-
revaluationen werden in diesem neuen Kontext beleuchtet. Nach einer Abschließen-
den Bewertung, werden die Bedeutung und Chancen sozialer Netzwerkanalysen zur 
Bestimmung geteilter kognitiver Schemata in den verschiedensten Anwendungsfeldern 
wie Innovation, Marketing, Kommunikation oder Produktherstellung kurz herausge-
stellt.  

 Foreword 
How to read this text 
The following text combines insights from the research fields of computer science, 
cognitive psychology, developmental psychology, and learning. Therefore, explana-
tions are comparably comprehensive, trying to address also non-expert readers of 
complementary domains. For example, psychologists might be familiar with most 
experiments and concepts described in the cognitive sections of this text, and may 
skip the detailed executions, while the same information could be very helpful for 
readers from the field of computer science.  
Consequently, all sections, chapters, and the text as a whole provide conclusions, 
referring to each other, hierarchically giving a top-down view on this work. Based on 
this structure one may read the text on demand, starting with the concluding chap-
ter 6 on page 253. The conclusions refer to passages with more detailed descriptions 
on chapter level, which further refer to more detailed sections. This way known in-
formation can be skipped easily.  
In order to understand the evolutionary path of this achievement, it is better to read 
the text sequentially from beginning to end. This way the methodological steps to 
the final results become more apparent. 
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1 Introduction 
Imagine you were given a marble sphere with a random pattern of thousands of dots 
on it, similar to the one illustrated in Figure 1-1. You were asked to map this dot 
pattern onto a white sheet of paper, only by using a ruler and a pencil. How would 
you approach this problem if you were not allowed to use any further physical aids? 
 
 Figure 1-1. Random dots on a sphere. 
Brute force, one could start with an arbitrary dot, measure the distance to the 
neighboring dots, estimate their relative direction, map them onto the sheet of paper, 
and iteratively proceed with all adjacent dots. However, one might easily loose track 
due to the infinite nature of the sphere. Even if we take a more sophisticated ap-
proach by estimating the surface of the sphere, first, and then determine the scale 
ratio to the size of the paper, we run into similar problems. Although we have the 
size of the surface, we would still be missing orientation. Compared to the sheet of 
paper the sphere does not have a well-defined outline and thus has no clear direction. 
There is no beginning or end, no left or right border. Every dot could be North Pole, 
South Pole or the center. Statements such as “dot A is left of dot B” would always be 
ambiguous. 
However, the stated problem has probably been subconsciously solved by anyone of 
us multiple times before, just in a different subject domain. Let us imagine, Figure 
1-1 would not show a marble sphere, but a hollow spherical aperture mask, where 
every dot is a hole. We were sitting inside the sphere seeing reams of dots with light 
falling in, just like a star sky’s firmament (such a sphere is illustrated in Figure A-1 
1.1 Basic Idea 
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on page 292). The solution becomes apparent now. In the star sky, by using constel-
lations, we make use of a simple but powerful trick. Instead of working on an ab-
stract set of dots, we concretize their arrangement, and give meaning to certain pat-
terns by associating familiar shapes with them. These patterns are easily recognized, 
remembered, and serve as a reference system for orientation. 
The given example showcases the power of our mind’s imaginary and associative 
abilities. The effect demonstrated above, and the use of constellations, can be de-
scribed as a mnemonic device. As defined in (Wikipedia.org, 2012f) “Mnemonics rely 
on associations between easy-to-remember constructs which can be related back to the 
data that are to be remembered. This is based on the observation that the human 
mind much more easily remembers spatial, personal, surprising, physical, sexual, hu-
morous, or otherwise meaningful information, as compared to retrieving arbitrary 
sequences.” (Paivio, Rogers, & Smythe, 1968) 
Since mnemonics work on very basic cognitive processes, we are not always aware of 
the commonness of using such aids in everyday life. However, their positive effect 
seems to be clear since several hundred years. Multiple studies have been conducted, 
showing performance gains through the use of mnemonic devices (Atkinson & Raugh, 
1975; Atkinson, 1975; G. H. Bower, 1970, 1972; J. H. Douglas, 1987; Garcia & 
Diener, 1993; J. R. Levin, Levin, Glasman, & Nordwall, 1992; Raugh & Atkinson, 
1974, 1975; Solso & Biersdorff, 1975; Solso, 2005).  
Numerous books have been published on learning techniques for the enhancement of 
mental capabilities (Bolzoni, 2004; M. J. Carruthers, 1992; M. Carruthers, 2000; 
Spence, 1984; Voigt, 2001; Yates, 1966). Even in ancient times orators were using 
memory techniques, often helping in memorizing a thought-out composition of a 
speech (Cicero & Caplan, 1954; Crowley & Hawhee, 2004; Enos, 2005; Quintilian, 
2006). Today, mnemonic techniques reach broader publicity through impressive per-
formances achieved by memorization specialists at public venues. For example, rec-
ords “The World Memory Championships” competition show surpassing performanc-
es, such as, memorizing a sequence of 1456 cards in one hour, 4140 binary numbers in 
30 minutes, or 164 faces in 15 minutes (World Memory Sports Council, 2011; 
www.sueddeutsche.de, 2005). 
Improving performance means optimizing efficiency. Pursuit of efficiency is an intrin-
sic driver of human behavior and can be a key selling point of digital systems. Mne-
monics trigger performance improvement within their applicants. Consequently, 
mnemonic methodologies hold high potential for improving the design of human ma-
chine interfaces, if their working principle is also applicable for digital systems. 
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This observation immediately raises the question whether such transformation pro-
cesses can be aided digitally? Moreover it would be interesting to analyze the basic 
principles behind mnemonic devices, and utilize this knowledge for the creation or 
enhancement of existing digital systems. This way, one might extract features, or 
even tools, which help with the creation of new kind of user interfaces for activating 
superior user efficiency. Analogous to mnemonic devices, efficiency would be released 
intrinsically, within the user, by building on cognitive transformations. 
1.1 Basic Idea 
The following work will investigate the basic idea of designing interactive systems, 
which release user potentials by transforming the usage context. The usage context is 
dependent on the system user interface. The interface provides access to system func-
tions. Oftentimes user interface and system functions are closely related. One might 
think of changing heat with a radiator valve, using pedals to accelerate a bicycle, or 
locking a door by turning a key. The close relationship between interface and func-
tion of the given examples might have mechanical reasons (compare Figure 1-2 
(left)). 
Today, many systems offer a digital connection between interface and function. A 
good example is given by Fly-By-Wire technology used in airplanes. Traditionally, 
the control stick is mechanically connected to the wings. With Fly-By-Wire the me-
chanical movements of the control stick are digitized and communicated electronical-
ly to actuators (schematized in Figure 1-2 (middle)).  
A digital connection uncouples the interface from functions. This gives more flexibil-
ity for connecting system functions to high performance usage contexts, in order to 
release user intrinsic potentials in a way mnemonics do. Such transformations are 
conducted logically, at comparably low cost, through digital computing units (depict 
in Figure 1-2 (right)). 
1.2 Research Questions 
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Figure 1-2. Connection between system functions and system user interface of 
a classical mechanical system (left). More system design flexibility through 
digital connection (middle) allows for digital transformations (right). 
Those systems will in the following be referred to as Digital Transformatives. It is 
the goal of this work to investigate Digital Transformatives in order to design them 
systematically. In a long term those investigations and related new insights might 
establishing this new class of interactive digital systems. 
1.2 Research Questions 
In short terms, the investigations seek for several basic questions to be answered:  
RQ1. Is it possible to learn from mnemonics in order to improve human machine 
interfaces?  
RQ2. Are the key working principles of mnemonic devices applicable through 
human machine interfaces (HMI) of interactive systems? 
RQ3. Are there methodologies for systematically applying the working principles, 
in order to foster the creation of such enhanced systems? 
1.3 Research Methodology 
The basic idea of Digital Transformatives (DT) seems relatively simple; however, the 
subject domain is highly complex. Many cognitive processes in our brain are still not 
completely understood. Most physical or chemical processes in our brain can be rec-
ognized, but do not provide access to actual information. Thus, Digital Transforma-
tives are explored from an evidence based perspective on user behavior.  
Since any subject related to human behavior is of rather empirical matter, a prag-
matic approach is taken, trying to narrow down the key problem area through a con-
secutive series of iteration cycles. The investigations of this work follow the procedure 
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of a typical iterative process (Dix, 2004; Preim, 1999; Rogers, Sharp, & Preece, 2011; 
Sommerville, 2001), outlined in Figure 1-3. 
 
Figure 1-3. Schematic view of the iterative research methodology of this work. 
A reduction of the fuzziness of the initial idea correlates to increasing elabora-
tion of the conceptual framework. 
The basic idea provides a vague conceptual ground, in the beginning. Throughout 
various iterations of conceptualization, implementation and evaluation, it will be 
refined towards a sound conceptual and practical framework. While the fuzziness of 
the basic idea is reduced the defining framework is refined and broadened. 
The first iteration is based on existing examples and evidential findings in cognitive 
research. In this phase an initial concept is developed and validated. The initial con-
cept should allow for identifying Digital Transformatives (“What are Digital Trans-
formatives?”). The second phase mainly aims at determining the working principle 
and functional characteristics of Digital Transformatives (“Why do they work?”). In 
the third phase those functional attributes will be further validated, extended and 
complemented by design methodological aspects and guidelines (“How do we create 
DTs?”).  
1.3 Research Methodology 
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The framework given at the end of this work should provide a strong conceptual ba-
sis, including a feature set, guidelines, and several use case examples. 
1.3.1 Hypothesis-Feature Graph 
Each step of iteration raises new hypotheses, features, and guidelines. Validated hy-
potheses may be transformed into features. Hence, during this thesis a catalogue of 
most relevant features, for determining and using DTs, and guidelines, for designing 
them, is being developed. Iterations will go on, until most relevant hypotheses are 
satisfyingly validated. The process is started with the expression of the fundamental 
feature for Digital Transformatives: 
Feature 1. Digital Transformatives aim for superior user performance 
by shifting the usage context. 
This feature is assumed to be true if the following hypothesis is true. 
Hypothesis 1: The system usage context shift of Digital Transforma-
tives releases user intrinsic potentials. 
This fundamental hypothesis is being tested comprehensively throughout the work. 
Schematically the relation between the initial feature and hypothesis can be ex-
pressed in a hypotheses-feature graph. 
 
Figure 1-4. Initial hypotheses-feature graph. 
Feature 1 is not validated at this moment, indicated by the dashed outline. The ar-
row shows a validation dependency. It is being assumed that DTs are able to aim for 
superior user performance (F1) if a system usage context shift releases user intrinsic 
potentials (H1). The graph is refined and further extended in the following. A final 
overview of all features and hypothesis is given in chapter Appendix B - Hypotheses, 
Features, and Guidelines (page 294). 
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1.4 Outline 
The investigations on the above hypothesis will start with a basic schema of Digital 
Transformatives. This definition allows for exploring the background and related 
work of digital Transformatives, both, from a cognitive and from a practical side, as 
elaborated in chapter 2. In chapter 3 those insights will be used to refine the basic 
concept, and for presenting a more distinct concept of the working principle. After a 
first concept validation, systematic design methodologies for Digital Transformatives 
are investigated and developed in chapter 4. Chapter 5 describes major use case pro-
totypes, which were designed during the iterative research process throughout this 
thesis. Chapter 6 provides a condensed summary of this work, and all results. Finally, 
the potential of the described findings beyond digital system design is detailed, a 
critical revision is given, and possible future work is described. 
1.5 Basic Schema of Digital Transformatives  
In this chapter the initial idea of Digital Transformatives will be further refined to-
wards a distinct definition. First, the terminology of context and performance will be 
detailed. Afterwards a fundamental schema will be offered, which helps identifying 
Digital Transformatives and differentiating them from other systems. 
1.5.1 Performance and context 
Initially, the understanding of some basic terms needs to be clarified. The term con-
text is used differently in various backgrounds. In this work, it will be used based on 
a definition given by (Ungerer & Schmid, 2006), who distinguish between context 
and situation. Situation is defined as interaction between real world objects, while 
context relates to the cognitive conceptual representation of such situations.  
In this work, if not explicitly specified differently,  
context refers to the usage situation created by a digital sys-
tem. It includes the user’s real world situation and the cog-
nitive context, or perception induced by this situation.  
Moreover, if not explicitly specified differently,  
performance refers to actions conducted by users. These ac-
tions may not explicitly be of physical nature, but also com-
prise cognitive activities. 
1.5 Basic Schema of Digital Transformatives 
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1.5.2 Basic Schema of Digital Transformatives 
Mnemonic devices follow a long tradition. Some of the currently used techniques 
date far back, to a time, were ancient Greek orators utilized them for holding free 
speeches (Cicero & Caplan, 1954; Enos, 2005; Quintilian, 2006). (Grey, 1756) de-
scribes memo techniques as “[t]he Design of which is not to make the Memory better, 
but Things more easy to be remember’d”. Other great minds of that time see mne-
monics as a method to remember certain thoughts by associating them with other, 
already known thoughts (da Signa, 1892; Kant, 1800; Kästner, 1805; Voigt, 2001). 
The basic understanding of how mnemonics work has not changed much since then. 
Nowadays, researchers describe mnemonic devices as methods, which help structuring 
information during the encoding phase, to enhance the storage and recall of infor-
mation in memory. Mnemonics are seen as specific methods for information encoding 
and decoding, improving the suitability of certain problems (Becker-Carus & Her-
bring, 2004; Solso, 2005). 
They may be compared to mathematical operations such as the Fourier Transfor-
mation, which provide a ground for solving complex cases with simplified arithmetic. 
Like mathematical transformations, mnemonic devices are described through a defi-
nite set of operations, such as encoding numbers into objects, or embedding incoher-
ent information into a narrative context. Overall performances often improve, despite 
the fact that applicants of such techniques take the extra transitional effort for en-
coding and decoding information, as visualized in the following schema (Figure 1-5). 
 
Figure 1-5. Reducing effort through information encoding and decoding as ap-
plied in mnemonic devices. The length of the arrows indicates the effort. The 
transformation steps of the marble sphere give a concrete example.  
The base line arrow indicates the applicants’ effort in the original problem context. 
The top line symbolized the reduced effort in the transformed context. The applicant 
may either work on the original problem with bigger effort, or takes extra steps for 
encoding the problem into a more suitable context. Referring to the marble sphere 
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example, given in the introductory part of this text, these steps comprise, encoding 
into a firmament, mapping of recognizable constellations, and decoding back into the 
marble sphere context. 
Looking at this schema from a perspective of digital system design, it becomes ap-
parent that most digital systems are created problem-based, according to their even-
tual function. For example, a function driven implementation for supporting the 
marble sphere problem, could provide a digital pen and paper, garnished with addi-
tional functionality for zooming, panning, rotating, and measuring. Another example 
we are all well aware of are number code input element, as we find it on security 
doors, cash machines, or in online banking forms.  
Implementing number passphrases as digital keys is straightforward for a system 
developer, however, human users might have problems with memorizing such digital 
keys. Unfortunately, code cracking tools progressively advance, demanding more effi-
cient security interfaces. Either one could implement technically more advanced 
mechanisms, such as eye scanners, or simply leave efficiency gains with the users by 
increasing the minimum amount of demanded digits. In such cases, users often take 
the extra transformational load to change the usage context, by transforming number 
codes into something more memorable, such as shapes, or dates (Herley, van 
Oorschot, & Patrick, 2009), as visualized in Figure 1-6. 
 
Figure 1-6. Problem based system user interface providing access to support 
functionality. Illustrating the task of memorizing a numeric access code. 
In contrast to common problem based systems, Digital Transformatives offer a user 
interface in a context of improved user efficiency. This enables users to act in a con-
text of high performance, while their actions are digitally mapped onto the original 
problem context. Users might not even get to know the original context. Instead of 
letting users apply a context change every time they use the system, an improved 
performance context is considered once, during the design process, and applied by 
the system. Therefore, Digital Transformatives need to close the gap between a per-
1.5 Basic Schema of Digital Transformatives 
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formance driven user interface and the problem based action context. This is done by 
implementing some form of transformational encoding and decoding as shown in 
Figure 1-7.  
 
Figure 1-7. The schema of a Digital Transformative. Opposed to common digi-
tal systems, shown in Figure 1-6. 
Compared to standard digital systems, DTs require an additional implementation of 
the definite sequence of transformational encoding and decoding operations. This 
way, new performance potentials can be released within the user. Such gains may 
even exceed those achieved through the use of mnemonics, since users perform direct-
ly in a suitable context, and do not have to burden the extra load for encoding and 
decoding information. 
Reconsidering the examples given above, a Digital Transformative addressing the 
marble sphere task would provide users with a star sky map instead of a digital pen 
and paper interface. In case of the access code, a graphical, drawmetric, or cog-
nometic system could improve efficiency for recalling passwords. In this example, 
system security may additionally be enhanced since users are able to use longer 
passwords (Biddle, Chiasson, & Van Oorschot, 2011; J. M. Clark & Paivio, 1991; 
Paivio et al., 1968). The number pad example shows that many systems already ex-
ist, meeting the above definition of Digital Transformatives. Some systems, such as 
the Android Pattern Lock, or the Desktop Metaphor, demonstrate high potential 
through commercial success (Meacham, 2013; D. C. Smith, Irby, Kimball, & Harslem, 
1982). The definition given here helps with rudimentary identifying Digital Trans-
formatives in order to analyze them comparatively, and determine critical features. 
A major challenge in the design of Digital Transformatives lies in finding an opti-
mized user action context, which allows for bilateral mapping to the problem context. 
Existing systems and mnemonics will be investigated in the following, in order to 
extract a common working principle. 
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2 Relevant Cognitive and Practical Background 
In this chapter, the key working principle will be investigated, by combining evidence 
based research on relevant cognitive mechanisms with an epidemiological property 
extraction method of existing Digital Transformative (DT) systems. Figure 2-1 gives 
an overview of the procedure, as well as involved mechanisms and systems. 
  
Figure 2-1. Fundamental cognitive (top-left) and practical investigations (bot-
tom-left) for developing a Digital Transformative concept. 
It is started with an analysis of evidence based findings, important for understanding 
the cognitive mechanisms addressed by Digital Transformatives, in section 2.1. 
Therefore, the cognitive background of Mnemonic Devices is detailed first. After-
wards analogies between human communication and the schema of Digital Trans-
formatives are outlined, looking for transferable insights from language and cognition 
research. Such cognitive fields include conceptual metaphors, concepts, attributes, 
cognitive prototypes, categories, process automatization, and semiotics. 
In Chapter 2.2, the cognitive findings are evaluated against practical examples in an 
epidemiological property extraction procedure. Therefore existing systems following 
the Digital Transformative schema are examined. Those include User Interface Meta-
phors, Serious Games, explorative playful environments, Transitional Objects, Tangi-
ble User interfaces, and Affordances of User Interfaces. The findings of the cognitive 
and practical investigations are combined into an elaborate concept, describing the 
working principle of Digital Transformatives, in chapter 3. 
2.1 Relevant Cognitive Mechanisms 
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2.1 Relevant Cognitive Mechanisms 
In this chapter, related evidence based research on mnemonic devices and associative 
cognitive tools will be revised. The revision provides a selective view on cognitive 
processes. Hereby it should be noted that the structure and relations among the se-
lected processes have been deduced by the author from cognition literature, and 
hence may vary from typical presentations in this field.  
Starting off with a historic view on mnemonics, it will be further elaborated on con-
ceptual metaphors, which are based on categorization, cognitive prototypes, and au-
tomatization, as depict in Figure 2-2. 
 
Figure 2-2. Cognitive mechanisms related to Digital Transformatives. 
Mnemonic devices work by offering associations to efficient cognitive contexts. Con-
ceptual metaphors use the same mechanism, additionally, providing a broad linguistic 
and cognitive research basis, for determining and investigating the fundamental work-
ing principle. It will be emphasized how efficiency gains of metaphors are mainly 
induced through cognitive prototypes, which are also related to automatization and 
learning processes. Finally, further efficiency improvements through cognitive proto-
types, similarity comparisons, and categorization will be examined on semiotics. 
2.1.1 Mnemonics Devices 
Mnemonic devices follow a long history of phases alternating between academia and 
entertainment. Latest waves of academic interest were in particular based on three 
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antique references from, Cicero (55 B.C.)1, Quintilian (95)2, and Rhetorica ad Heren-
nium (28 - 40 B.C.)3 (Cicero & Caplan, 1954; Enos, 2005; Quintilian, 2006). Around 
thirteen hundred it was Albertus Magnus, trying to build a scientific fundament for 
mnemonics. Around seventeen hundred Döbel (1707)4 and Schenckel elaborated on 
mnemonics. Kästner, Aretin, Paris, Reventlow, Kothe, and Feinaigle had a big im-
pact for another wave of interest on mnemonics, in the 19th century. However, mne-
monics never ought to be recognized as a scientific domain, which was regularly 
taught at universities. Nowadays, we are speaking of the “art” of mnemonics rather 
than its methodology. Mnemonics are interesting for entertainment more than for 
science (Voigt, 2001, p. 25 ff).  
The heterogeneous history might be a reason for the absence of a well-defined con-
cept description of mnemonic devices. Most definitions are rather abstract. For ex-
ample, Alsted (1610) defined them as any device fostering memorization. (Helvetius, 
1758) believes that mnemonic devices improve recall abilities by bringing objects in 
order, while (Kästner, 1804) 5 sees their major advantage in connecting new ideas 
with associated known ideas. (da Signa, 1892) uses the terms artificial memory 
aids (subsidium artificiale) and signs for memory (signum memoriale). He sees 
such signs everywhere around us, where something is manifest, concrete, or just re-
markable to serve as a sign for memorizing. In his view paintings, statues, memorials, 
bell towers, pillories, concisions, or even the act of anointing someone with oil are 
examples to define signs for memory. Voigt (2001) critically remarks da Signa’s defi-
nition, stating that mnemonic devices always relate to the applicants themselves. 
However, Voigt (2001) builds on the classical views given by (Dommerich, 1765)6, 
(Kant, 1800) 7, (da Signa, 1892), and (Kästner, 1804), defining mnemonics as follows: 
mnemonics “[…] give access to new or hardly memorized information by associating 
them to something known or easily memorized. The known information is utilized as 
                                         
1 Cicero (55 B.C.) – de Oratore  
2 Quintilian – (A.D. 95) Institutio Oratoria 
3 written by an unknown author 
4 Döbel – (A.D. 1707) Collegium Mnemonicum 
5„Alle Regeln, die sie [die Mnemonik] vorträgt, laufen in der einigen zusammen: Verknüpfe 
eine Idee mit einer anderen, an der du jene stets hebeyzuziehen im Stande bist“ (Kästner, 
1804, p. 9) 
6 „Man verbinde die Sache, die man behalten will, mit anderen Vorstellungen, so geben diese 
insgesamt mnemonische Mittel ab“ (Dommerich, 1765, p. 57,58) 
7“eine Methode gewisse Vorstellungen durch Assoziation mit Nebenvorstellungen dem Ge-
dächtnis einzuprägen” (Kant, 1800, p. 94) 
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a tool to memorize the desired information.“ (Voigt, 2001, p. 36)8. He substantiates 
this definition with a model which follows the idea of building bridges in form of 
memory anchors. A schematic illustration is given in Figure 2-3.  
 
Figure 2-3. Classical Schema of Mnemonic Devices after (Voigt, 2001). 
Hereby, he defines three variables:  
• A - the content to be remembered (“Erinnerungsinhalt”),  
• B - the aid to remember the content (“Erinnerungsstütze”), 
• µ - the Association (“Verknüpfung”) between A and B 
This schematic concept describes the typical classical interpretation of the rudimen-
tary working principle of mnemonic devices. It provides a common design schema of 
mnemonic devices, which can be found in most applications, as illustrated in an ex-
ample given by (Beniowski, 1842). In his botanical studies at university Beniowski 
had to memorize Latin names for several plants, however, he had big problems with 
learning and assigning such names. On the other hand, he was wondering, why he 
could easily memorize nicknames of friends. Beniowski also observed an association 
between nicknames and a certain appearance or behavior. For example, some of his 
friends were called Long Cloak, Old Boot, or Big Nose. Hence, he decided to transfer 
this knowledge onto the problem domain for learning Latin plant names. Therefore, 
he was looking for a connection between the appearance of the plant (µ) and its’ 
Latin name (A) with a nickname (B).  
If such plants were human like friends of him, they would get meaningful nicknames 
according to their appearance, or some remarkable behavior. For example, the plant 
officially called Achillea Millefolium had the look of a roof covered with snow. The 
first part of its Latin name sounds like Aquila – the Latin word for eagle – mille 
stands for thousand, and folium is the Latin word for leaf. From here he draws the 
following connection between those two associations: in his imagination an eagle ap-
                                         
8 Translated from German: „Die Idee ist, das Neue oder Schwierige durch eine Bindung an 
Bekanntes oder leicht Faßbares beherrschbar zu machen, das, was wir im Gedächtnis behalten 
wollen, mit etwas anderem zu verbinden, um dieses andere sodann als Mittel zu benutzen, das 
Gewünschte zu erinnern“ (Voigt, 2001, p. 36) 
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pears in a setting of high snow covered mountains, which is also true for houses with 
snow covered roofs (visualized in Figure 2-4). 
 
Figure 2-4. Achillea Millefolium – for Beniowski looked like a house covered 
with snow. The Eagle (Aquila) with thousand (mille) feathers / leafs (folium). 
When Beniowski sees the plant he remembers its nickname, snowy roof, from its 
look. The snowy roof raises images of mountains, and opens the scenery of an eagle 
with thousand feathers gliding in between the mountain tops. From the eagle with 
thousand feathers he deduces the Latin words “aquila mille folium”, which brings 
him to the name of the plant “Achillea Millefolium”, because he already knows the 
Latin words for eagle, thousand, and leafs.  
This way, Beniowski created a chain of associations, which he was able to follow in 
both directions, from the name to the appearance of a plant, and back. He used the 
same technique to remember all other plants, and gained comparably great success in 
his class (Beniowski, 1842). 
COGNITIVE EVIDENCE BASED RESEARCH ON MNEMONICS DEVICES 
The classical view on mnemonic devices is well in line with findings from the per-
spective of cognitive research. (Solso, 2005) defines mnemonics as a technique that 
uses familiar associations to enhance the storage and recall of information in memory 
(Becker-Carus & Herbring, 2004; Solso, 2005). Nowadays, the key mechanism of 
mnemonics is often seen in proper organization of information, which is structured 
during the encoding phase, to enhance storage and recall in memory. While the con-
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ceptual basis on effects of mnemonic devices seem to be rather vague, several studies 
provide cognitive evidence on their advantages. 
In a small scale test (Ericcson, Chase, & Faloon, 1980) analysed a subject, who used 
mnemonic systems to memorize digits. In most tests the subject rapidly achieved 
performances similar to those of experts with lifelong training. For example, his 
memory span was increased from 7 to 79 digits within 230 hours of practice. In their 
studies they found evidence that training advantages did not lead to improved short-
term memory capabilities. From their view, mnemonic devices rather relieve the 
workload of short-term memory through a single association to already stored infor-
mation, which allows easy retrieval of complex target information. In other words, 
complex unknown material is associated with something familiar. 
(Atkinson & Raugh, 1975; Atkinson, 1975; Raugh & Atkinson, 1975) analyzed the 
keyword method for learning foreign vocabulary. The technique is similar to the 
method described by (Beniowski, 1842) for learning plants. The learner reads a for-
eign word such as “zronok”, which is the Russian word for bell. The last syllable of 
“zronok” sounds like the English word “oak”. Hence “oak” can be used as a keyword, 
providing an imaginary connector to the English meaning. Applicants of this method 
demand on creating a remarkable image with sufficient source and target elements. 
In this case, it could be an oak hanging full of bells instead of acorns.  
In one of the experiments, test persons had to learn 40 words a day over 3 days. One 
group was provided with a visual representation of the keyword method, while the 
control group only had the English translation. The keyword group achieved signifi-
cantly better. Already after 2 days of learning they memorized more words then the 
control group after 3 days. In a second test, which was conducted 6 weeks after the 
learning session, the experimental group could still remember 43% of the words, 
while the control group only remembered 28%. (Raugh & Atkinson, 1975) also found 
it was better to provide keywords, instead of letting the test persons create keywords 
themselves. 
(G. H. Bower & Clark, 1969) studied the effect of cognitive elaboration to structure a 
list of words through narratives. Cognitive elaboration builds on increasing the 
amount of associations (retrieval cues) to facts that have to be memorized. It is as-
sumed that facts are easier recalled the better they are connected with other infor-
mation. Narratives foster interconnectivity of otherwise independent words and pro-
vide a structural frame of reference for organizing information (Becker-Carus & Her-
bring, 2004; G. H. Bower & Clark, 1969). (G. H. Bower & Clark, 1969) evaluated two 
groups of subjects on memorizing ten specific words. One group was assigned to 
think of a story which included all ten words, while the other group was left without 
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any instructions. Subjects structuring information through narratives performed more 
than six times better than individuals not using such a mnemonic device.  
CONCLUSIONS 
Mnemonics follow a long history of being used as memory enhancements. Classical 
anecdotic descriptions on improvements are supported by more recent evidence based 
studies. The findings and explanations of the effect correlate between classical and 
recent views. Mnemonic devices make heavy use of associative abilities of our brain. 
Instead of memorizing “plain” information, we increase meaning by associating new 
complex information with proper known information, giving new information a famil-
iar structural frame. Cognitive elaboration also seems to be advantageous, for memo-
rization, by increasing interconnectivity of knowledge. 
Increasing interconnectivity of knowledge, in general, and associating new infor-
mation with existing knowledge, seem to be major mechanisms for intentionally im-
proving recall abilities of selected information. However, mnemonics are constructed 
with care, in order to work. Simply increasing cognitive elaboration or connecting 
new information to random knowledge is not necessarily sufficient. For utilizing and 
transferring this mechanism from the domain of memorization to the broader domain 
of user system interaction, it is necessary to get a more fundamental understanding 
of the working principle. Therefore, in the following, it will be further detailed on 
cognitive mechanisms which give hint on,  
• why some associations are better suited than others, and  
• how cognitive elaboration affects performance.  
2.1.2 Human Communication as Transformative 
The Digital Transformatives schema for human computer interaction, as introduced 
earlier, also serves as a general model for communication. Figure 2-5 shows how the 
schema relates to human communication. 
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Figure 2-5. The Digital Transformatives schema transferred to human com-
munication. 
In human communication, information is expressed based on the speakers’ 
knowledge, and understood based on the listeners’ knowledge. The interpretation of 
information depends on the knowledge context. In the age of five, we understand the 
same information different to when we are fifteen, or twenty-five years old. Hence, 
understandability is increased if information is transformed into a knowledge context 
common to most listeners. The same is true for human computer communication, 
where humans need to exchange information with computers, for example via graph-
ical user interfaces. 
The basic similarity between human-human and human-computer communication 
indicates possible analogies. Thus, the research field of cognitive linguistics offers a 
great empirical and conceptual ground for further investigations on the idea of Digi-
tal Transformatives. The transformational schema, shown in Figure 2-5, can also be 
used to describe linguistic constructs, such as metaphors or similes. In order to com-
municate information more efficiently, and increase understandability, a context shift 
is induced by the speaker, transforming the original context into a similar one, which 
is thought to be better understood by the listener. 
Starting from conceptual metaphors, such linguistic constructs will be elaborated in 
the following. Additionally, knowledge about underlying cognitive processes provides 
an evidence based frame and helps with validating later findings regarding Digital 
Transformatives. 
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2.1.3 Conceptual Metaphors 
“Having lots of ideas doesn't mean you're clever, any more than having lots of sol-
diers means you're a good general”9 (quote of Sebastien-Roch Nicolas De Chamfort 
(van Bever & others, 1923, no. 446; Wikiquote.org, 2012)). Everyone of us knows, 
and uses metaphors in various context in daily life. As the above example shows, 
they open comparative perspectives, which might be hard to find but are surprisingly 
valuable. (Lakoff & Johnson, 1980) show the pervasiveness of metaphors through 
numerous examples and metaphor schemata. Accordingly, metaphors are of funda-
mental nature, not just in language, but also in thought and action (D. Gentner, 
Bowdle, Wolff, & Boronat, 2001). “The essence of metaphor is understanding and 
experiencing one kind of thing in terms of another” (Lakoff & Johnson, 1980, p. 5). 
Metaphors typically are considered to be a rhetorical instrument. For example, we 
talk about ideas as if they were objects. We “have” ideas, “lose” or “find” them, or 
just can’t “get” ideas out of our mind. As another example, emotion is mapped into 
a form of motion: one is “moved by a poem”, or “went into transports of joy”(Lakoff 
& Johnson, 1980; Lakoff, 2012). 
In linguistics, metaphors work on a level of comparison. They are closely related to 
similes or analogies by working on items that share primary attributes (D. Gentner 
et al., 2001). For example, if we say a person is like an elephant, in our mind the 
person inherits primary attributes, such as having thick skin, being robust, and sta-
ble. An elephant also never forgets, or we consider elephants to be slow and inflexi-
ble.  
(Leech, 1969) describes the key items involved in a metaphor as the tenor, the vehi-
cle, and the ground. In the former example, the person is considered the tenor, in-
heriting attributes of the elephant, which is the vehicle. The ground provides the 
base of comparison, given by salient similar attributes, such as having a thick skin or 
a good memory. The tenor is the target of our comparison, or the explained element, 
the vehicle is the source or explaining element (Ungerer & Schmid, 2006). Additional-
ly, it should be noted that each metaphor also holds attributes which are dissimilar, 
usually not intended to be used for comparison. In the given example, this part of a 
metaphor, also referred to as tension, might comprise attributes such as being hunt 
for teeth, entering the period of musth, or sleeping only for two hours a day. 
                                         
9 On n'est point un homme d'esprit pour avoir beaucoup d'idées, comme on n'est pas un bon 
général pour avoir beaucoup de soldats (van Bever & others, 1923) 
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Important for this work is the effectiveness of metaphors. Hereby it can be distin-
guished between inventive unexpected metaphors, and established conventional 
metaphors, where the later supposedly ought to be more powerful and effortless. An 
example for a conventional metaphor is the term “head-of-department”(Ungerer & 
Schmid, 2006). (Lakoff & Turner, 1989) describe such metaphors to be deeply en-
trenched, efficient, powerful, automatic, unconscious and effortless. 
According to (Strube et al., 1996), a rhetorical metaphor conducts a transfer of an 
expression from one subject domain to another, based on analogies or parallels be-
tween the both. A transfer only seems to be useful, when the source subject domain 
is known. 
(Lakoff & Johnson, 1980) further elaborate on the schema of linguistic metaphors, 
and state that it is not just a stylistic device. Users of metaphors actually map cogni-
tive concepts from one domain to another. Hence, metaphors can be seen as cognitive 
instruments, where the cognitive source concept of the vehicle is mapped on the 
target concept of the tenor. The mapping refers to the ground. 
Not all features are eligible to be mapped. What features are eligible, for a certain 
mapping scope, is influenced by various factors. This is, some conceptual mappings 
eligible in one culture might not work in a different culture. Especially effortless con-
ventional mappings are affected by such differences. This is easily understood if we 
think of metaphorical phrases in one language, and translate them to other lan-
guages, such as “it is raining cats and dogs”.  
Eligible mappings, and the mapping scope, build on the similarity of the source and 
target concept. In context of this work, it is also important to find links between 
similarity and effectiveness. Also conventional automatized metaphors might give 
further hints on how metaphors increase efficiency, there is no evident study from 
psychology research on this matter, yet. However, a patchwork of theories and studies 
from different domains of cognitive psychology is available, which might provide some 
guidance. Such relevant theories and studies will be briefly described in the following. 
Metaphors may also be seen as a species of categorization (Glucksberg & Keysar, 
1990; Glucksberg, McGlone, & Manfredi, 1997; Honeck, Kibler, & Firment, 1987; 
Kennedy, 1990). As detailed above, in cognitive psychology the schema of metaphors 
can be described as a conceptual link between a source and a target concept. 
CONCLUSIONS 
Evidential findings on conceptual metaphors give a deeper understanding of cognitive 
mechanisms analogous to those involved in mnemonics. Corresponding to associative 
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anchors connecting known information to new content, as detailed earlier in the 
Mnemonic Devices schema, conceptual metaphors map salient attributes from a 
known source concept to an unknown target concept; this relation is visualized in 
Figure 2-6. 
 
Figure 2-6. Working principle of conceptual metaphors. The source concept 
(vehicle) inherits most salient features to the target concept (tenor). Some 
features are more salient than others, indicated through different line-
thickness. 
Conceptual Metaphors work best if both concepts are sufficiently similar. Since the 
target concept inherits from the source concept, similarity is dependent on the domi-
nant features of the source concept. 
Metaphors are also often seen as a specialization of categorization. The mapping of 
salient features from a known source, to a new target concept increases efficiency in 
communication. In this sense, metaphors have different levels of efficiency. Efficiency 
depends on cultural acceptance and on conventionalization of a metaphor in its lan-
guage. Conventionalization is reached through cognitive processes of automatization. 
The next section will detail the term concept and the relations to attributes, proto-
types, and categories. Later it will also be looked at efficiency gains through cognitive 
automatization and habituation. 
2.1.4 Concepts, Prototypes, and Categories 
One of the big questions still unrevealed is how in detail our brain processes and 
represents real world knowledge (Sternberg, 2008). Cognitive scientists, and also 
computer scientists in the field of Artificial Intel ligence, investigated various con-
cepts concerning this fundamental aspect. 
In cognitive psychology, the basic theoretical unit representing symbolic knowledge is 
often called a concept. A concept could simply be the representation of the word 
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“tree”. Concepts relate to each other, thus the concept for “tree” might have a rela-
tion to “leaf”, “trunk”, or “plant” (JS Bruner, Goodnow, & Austin, 1956; J. Fodor, 
1994; Hampton, 1997b; Kruschke, 2003; Love, 2003; Sternberg, 2008). A cognitive 
structure of interconnected concepts may also be referred to as mental model or 
conceptual model (K. J. W. Craik, 1943; Dedre Gentner & Gentner, 1982; Johnson-
Laird, 1983, 2005)10. 
Furthermore, we tend to categorize knowledge. Categories can be seen as structures, 
where concepts are organized based on common features11, or through similarity to a 
prototype (Coley, Medin, & Atran, 1997; Hampton, 1995; Medin, 1998; Sternberg, 
2008; Wattenmaker, 1995; Wisniewski & Medin, 1994). 
The feature based approach, also called classical view or Aristotelian view, for 
determining categories, developed out of linguistic research. At first glance, this ap-
proach provides distinct definitions of categories through a set of defining features. 
Defining features are mandatory for a concept to be part of a category (H. H. Clark 
& Clark, 1977; J. A. Fodor & Katz, 1963; J. J. Katz, 1972). An example is given by 
endothermy for mammals. By knowing that an animal is cold-blooded, we can ex-
clude it from being a mammal. In order to be part of a category, all defining features 
need to be fulfilled. To give another example, a bachelor is defined by being male, 
unmarried, and adult.  
In practice, human perceived categories often do not have such clear boundaries 
(Keil, 1992; Malt & Smith, 1984; Mervis, Catlin, & Rosch, 1976; E. Rosch & Mervis, 
1975; Wittgenstein, 1953). (Malt & Smith, 1984) conducted a study, where subjects 
were asked to rate the typicality of members of various categories on a seven point 
scale. An oak was considered to be the most typical, while bamboo was rated be the 
most untypical tree. All other queried members of the category tree were rated 
somewhere in between, as visualized in Figure 2-7. 
                                         
10 The terms mental model or conceptual model are understood quite differently depending on 
the readers’ background. Hence, in order to prevent misunderstandings, such terms will be 
used with care in this text. In general they are describing mental representations of real world 
occurrences. 
11 also often referred to as attributes, properties or characteristics 
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Figure 2-7. Ratings of members of the category tree, the more typical the 
closer to the center; adopted from (Malt & Smith, 1984). 
Many more studies demonstrate the fuzziness of categories and their nature of having 
good and bad examples (Heider, 1971a; Labov, 1973, 1978; E. H. Rosch, 1973b). De-
fining features are often not sufficient for describing a category. Different approaches 
have been developed giving an insight into the fuzziness of our cognition. 
According to linguistic relativity hypothesis, also referred to as Whorfian Hypothesis, 
or Sapir-Whorf hypothesis, we construct our understanding of the world through 
language (Davidoff, 2001; D. Gentner & Goldin-Meadow, 2003; Saunders & Van 
Brakel, 1997; Whorf & Carroll, 1956). The most famous example of this hypothesis 
refers to the relatively big amount of terms Eskimos use for snow (Derose, 2005; 
Woodbury, 1991). The hypothesis claims that the sophisticated vocabulary of snow, 
in their language, was a reason why Eskimos had a more differentiated understanding 
and perception of snow. For example, simply the existence of the Inuit word 
“piqsirpoq”, which means drifting snow, makes Eskimos reflect on certain character-
istics of snow. Speakers of languages without a word for drifting snow may never 
think of such characteristics – hence not develop equivalent cognitive concepts.  
While snow certainly is a matter experienced by various humans differently, per-
ceived colors offer a much more general domain for researching linguistic effects on 
knowledge structuring. Based on the understanding of a uniformly distributed color 
space surrounding us, it has been concluded that colors should be categorized arbi-
trarily, as reflected in random linguistic color terms developed by different cultures. 
The typical green for an Eskimo should be different from the typical green for an 
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Egyptian (R. W. Brown & Lenneberg, 1954; Lenneberg & Roberts, 1991; Lenneberg, 
1953).  
In contrast, (Berlin & Kay, 1969) found that the color continuum in human percep-
tion is structured by a universal reference system. Their test consisted of two major 
steps. In a first test they analyzed so called basic color terms, which comprise most 
salient colors commonly known in a culture. Those colors were determined by asking 
for the smallest set of terms for describing every color of our spectrum (Berlin & 
Kay, 1969). For example, in English the rainbow colors red, orange, yellow, green, 
blue, and violet might almost be sufficient (Saunders & Van Brakel, 1997). In their 
first survey Berlin and Kay (1969) tested 98 genetically diverse languages, of which 
20 were analyzed through interviews, and the rest was based on grammatical and 
written materials analysis12. They found that some ethnic groups, such as the Dani 
people from Papua New Guinea, only differentiated between warm and cold colors 
(Heider, 1971a). Other ethnos require up to eleven terms to describe the whole color 
spectrum. Berlin and Kay (1969) further investigated the different color hierarchies 
among the investigated languages, as comprised in Figure 2-8.  
 
Figure 2-8. Focal color hierarchy determined by (Berlin & Kay, 1969). This 
hierarchy was later revised, modified, extended and transformed into a set of 
categories (P. Kay, Berlin, Maffi, Merrifield, & others, 1997). 
If a language had three basic color terms, then those three terms were “black”, 
“white”, and “red”. Languages with four color terms additionally included “green” or 
“yellow”, language with five basic color terms usually have both terms. An optional 
sixth differentiation would be given by “blue”, and a seventh by “brown”. Languages 
with eight or more terms also contain “purple”, “pink”, “orange”, “grey”, or some 
combination of it. 
In a second step, after the color terms were elicit, the instructor presented a board 
with various colors of the human perceptive visual spectrum (Wyszecki & Stiles, 
1967). The board consisted of 329 standardized Munsell color reference chips, equally 
                                         
12 The twenty languages analyzed through interviews: Arabic (Lebanon), Bulgarian, Catalan, 
Cantonese, Mandarin, English, Hebrew, Hungarian, Ibibio, Indonesian, Japanese, Korean, 
Pomo, Spanish (Mexico), Swahili, Tagalog, Thai, Tzeltal, Urdu, and Vietnamese (Berlin & 
Kay, 1969) 
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distributed over 40 hue and 8 brightness levels, plus additional 9 gray scale chips, 
similar to the board shown in Figure 2-9 (Cook, Kay, & Regier, 2005; Richard Cook, 
Paul Kay, & Terry Regier, 2012). Participants had to go through all formerly deter-
mined basic color terms, and mark every chip meeting the term under any condition. 
This procedure helped finding the boundaries of each color. It turned out that the 
boundaries were highly unreliable, and varied not just among languages or inform-
ants, but also among different trials of the same individual.  
Additionally, Berlin and Kay asked for the best example for each color, thus, for a 
chip showing a typical red or yellow. These results were much more distinct. In re-
peated trails, selected best example chips rarely exceeded an offset bigger than two. 
Trails were repeated three times with a full week in-between. Moreover, such so 
called color foci did not vary more between speakers of different languages than be-
tween speakers of the same language – indeed the tests even showed a slightly higher 
deviation among speakers of the same language. Figure 2-9 shows the focal color 
areas of all tested languages.  
 
Figure 2-9. Focal colors distribution, visualized on a Munsell Grid, determined 
through the first experiments conducted by (Berlin & Kay, 1969). Visualiza-
tion adapted from (Fred Hatt, 2011); also compare color chart provided by 
(Richard Cook et al., 2012). 
Every dot represents the weighted average of all informants of one language. Num-
bers inside the foci boundaries indicate how many languages encode the correspond-
ing color category. 
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Berlin and Kay’s findings on the universality of human basic color terms were highly 
influential13, and largely accepted by psychologists and vision researchers. Their find-
ings led to a series of still ongoing experiments, theories about categorization, and 
implications on perception, recognition, knowledge organization, and knowledge rep-
resentation (Ungerer & Schmid, 2006). The importance of this work, for understand-
ing mechanisms of categorization, evolved from the concept of seeing focal colors as 
cognitive reference points (E. Rosch, 1975a). This view is supported by earlier inves-
tigations of (Wertheimer, 1938), who proposed the existence of “ideal types” among 
real world stimuli, serving as anchors for perceptional reference. (E. Rosch, 1975a) 
further found similar reference points in other domains, such as numbers, lines, 
shapes, organisms, and objects (E. H. Rosch, 1973b; Ungerer & Schmid, 2006). While 
in the first phase of focal color research those reference points were called foci, 
Rosch’s further research led her to call them prototypes (Ungerer & Schmid, 2006).  
The idea of prototypes is eminent for Digital Transformatives, because they may 
mark the sweet spots of human performance. Due to the broad basis of research on 
cognitive prototypes in human color perception, further investigations will be detailed 
by the means of color perception. 
The claim of universal basic color terms seems to be controversial to findings of fea-
ture based prototype composition, since it implies that the perceived color distribu-
tion would be the same for everyone, at any place in the world. Discussions on the 
universality have been intensified during the past decade (Cook et al., 2005; Davidoff, 
Davies, & Roberson, 1999; Regier, Kay, & Cook, 2005; Ungerer & Schmid, 2006).  
One of the major critics regarding the universality of focal colors, relates to the in-
formants used in the experiment. As described in (Berlin & Kay, 1969), for multiple 
languages the focal color value is based on the data of only a single surrogate. Alt-
hough the informants were all native speakers, except of one ethnic group, they all 
resided in San Francisco Bay area; all of them also spoke English and were from in-
dustrialized countries. This might explain why the focal colors of informants from 
different ethnical groups in average even had less dissimilarity than the ones deter-
mined by informants of the same language. By living in a similar environment, they 
were exposed to a similar color distribution (compare Berlin & Kay, 1969). Further 
experimental flaws of this study are depict in (G. A. Collier, 1973; Conklin, 1973; 
Hickerson, 1971). A comprehensive multi-disciplinary overview refusing the universal-
ity from various perspectives is given by (Saunders & Van Brakel, 1997).  
                                         
13 According to the academic search Google Scholar the work of (Berlin & Kay, 1969) has 
been cited approximately 3600 times as to July 2012 (http://scholar.google.de/scholar?-
q=Basic+color+terms%3A+Their+universality+and+evolution)  
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The doubts in the universality of basic color terms are even underlined by the suc-
ceeding World Color Survey (WCS). The much more elaborate WCS aimed at over-
coming the weaknesses of the initial study (P. Kay, Berlin, L. Maffi, Merrifield, & 
Cook, 2009; Paul Kay & Cook, 2011; Richard Cook et al., 2012). Beginning in 1976, 
fieldworkers all over the world collected color naming data from speakers of 110 un-
written languages, of 45 different families. Analogous to the first study, basic color 
terms were investigated, color boundaries determined, and focal color categories eval-
uated. In 1980 all data was collected, in 1991 raw data was cleaned up. By the year 
of 2003 the preparation of all data reached a stable state, and the first portion of it 
was made public (Cook et al., 2005; Paul Kay & Cook, 2011). The results of the 
WCS in general support the results of the first study. However, instead of distinct 
basic color term boundaries, the WCS revealed a more divergent distribution of focal 
colors. Figure 2-10 shows the accumulated color term distribution, based on colors 
evaluated by each test person. The centers of mass of each subjects evaluation, the so 
called term centroids, were transformed from the Munsell color system into CIE 
L*a*b coordinates according to (Wyszecki & Stiles, 1967). 
 
 
Figure 2-10. The color term centroids of the tested 110 languages in CIE 
L*a*b* coordinates. A 3D visualization (left). A top view relief map, with 100 
occurrences per line (right). The dots mark the English color terms. From (P. 
Kay & Regier, 2003). 
The 3D view of the relief shows how the centroids cluster at certain peaks, which are 
often close to the original English color terms (compare Figure 2-9). However, the 
valleys between the peaks are not completely flat, as it may have been induced by 
the first study. The color hierarchy of the originating basic color test, as shown in 
Figure 2-8, had to be revised after the WCS, and turned out to be much more com-
plex (Berlin & Kay, 1969; P. Kay et al., 2009). It can be concluded that the WCS 
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gave evidence for a predominant universality of color term clustering, but its clusters 
are more indistinct and diverse than expected in the first study. 
Another open issue, are the influences of language on color categories. It is not clear 
whether language is fully responsible for categorization, as argued by (Davidoff, 
2001), whether it distorts the mapping, or whether it has no influence. The major 
chicken-and-egg debate on the Whorfian Hypothesis, whether language creates cate-
gories, or whether categories are formed, and language is only used to express and 
communicate them, is still open (D. Gentner & Goldin-Meadow, 2003). Maybe the 
influence of language is depending on the type of category. It might be less influential 
on natural categorys, which are based on natural occurrences in the world, than on 
artifact categorys, which are designed by humans (Medin & Heit, 1999; Medin, 
Lynch, & Solomon, 2000). Categories describing natural occurrences, such as color or 
botany, are typically fuzzier than artifact categories, such as employee, bachelor, or 
researcher. Artifact categories are well defined through, usually exclusive defining 
features, which are common to all members. It seems that the feature-based theory 
refers to artifact categories, while prototype theory gives better explanation for natu-
ral categories (Sternberg, 2008). However even some artifact categories seem to have 
prototypes. For example, some persons consider 7 and 13 to be better examples for 
odd numbers than others, similar findings have been made for squares or for the cat-
egory mother (Armstrong, Gleitman, & Gleitman, 1983; Fehr & Russell, 1984; Lakoff, 
1987). Hence, the right way for combining both, the feature based theory and the 
prototype theory, is being investigated following the goal for a full theory of categori-
zation (Hampton, 1997a; E. E. Smith, Osherson, Rips, & Keane, 1988; E. E. Smith, 
Shoben, & Rips, 1974; Wisniewski, 1997). If language plays a major role for the de-
velopment and communication of artifact categories, fuzziness of a category might be 
an indicator for the influences of language. 
In the field of cognitive perception, prototypes are considered to be mental represen-
tations, which serve as references for pattern perception and recognition. It is as-
sumed that we perceive and recognize patterns, such as certain objects, shapes, or 
sounds, by comparing them to our previous knowledge.  
In perceptional cognitive psychology it is controversially discussed whether recogni-
tion or perception is conducted top down, based on high-level cognitive processes, or 
whether such comparisons could also already be encoded in the stimulus, bottom up. 
This discussion lies beyond the scope of this work, however, it is more important to 
get an idea of the mental structures we use for comparison. Template theories suggest 
that we recognize patterns by looking for a perfect match among an immense set of 
mental models, memorized in high detail. Computer implementations of this concept, 
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for information retrieval, tend to be highly inefficient and unreliable; unlikely charac-
teristics for such an important process in human cognition (Sternberg, 2008). 
Experiments conducted by (Chambers & Reisberg, 1985, 1992; Peterson, Kihlstrom, 
Rose, & Glisky, 1992) clearly suggest that our mind does not construct exact repre-
sentations. In one experiment (Chambers & Reisberg, 1985) presented certain draw-
ings to participants for a time span of 5 seconds, similar to the one shown in Figure 
2-11. 
 
Figure 2-11. Ambiguous image for testing cognitive representations. From 
(Chambers & Reisberg, 1985). 
After exposure the visualized object had to be named. Although the image was am-
biguous, most subjects recognized only one possible view. Moreover, they were not 
able to recall the alternative interpretation from memory. Finally, the test persons 
were asked to draw the image as they remembered it. After looking at their drawing 
all of them were able to determine the second interpretation. The results empirically 
show that we do not seem to store exact representation from real world stimuli, as 
postulated by template theories. 
Unlike templates, according to prototypes-matching theory, we compare perceived 
patterns to prototypes. Prototypes are considered to form around some kind of aver-
ages of a class of objects, integrating the most typical or most frequently observed 
features of a class. Multiple studies support this prototypes concept (Franks & 
Bransford, 1971; Neumann, 1977; Posner, Goldsmith, & Welton Jr, 1967; Posner & 
Keele, 1967; Reed, 1972; Solso & McCarthy, 1981). A very illustrative experiment, 
supporting this theory, is given by (Solso & McCarthy, 1981). They created a set of 
different basic prototypical identikit pictures, and used those to generate 10 further 
gradually modified variances. The variances ranged from 75% to 25% similarity, 
compared to the original prototype face, as shown in Figure 2-12 (left). The modified 
faces were presented to 36 test subjects for memorization. The source prototype faces 
were not shown. After the memorization phase, the test persons were confronted with 
a large set of random faces, including some of the modified faces, as well as the pro-
totypes. 
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Figure 2-12. Prototype faces used in the experiments of (Solso & McCarthy, 
1981) (left). Confidence rating of the faces directly after (filled markers) and 
after six weeks (unfilled markers) (right). From (Solso & McCarthy, 1981). 
Interestingly, although identification of known and unknown faces was very good, 35 
of 36 subjects also identified the prototypes, although they were never exposed to 
those faces. The confidence ratings for the prototypes were even exceeding those of 
the actually shown items, as depict in Figure 2-12 (right). In a second experiment, 24 
of 25 subjects showed the same behavior also six weeks after the memorization task.  
This experiment gives hint that prototypes are formed on common features of a class 
of objects. Multiple studies indicate that the frequency of features is relevant for pro-
totype generation (Neumann, 1977; Posner & Keele, 1967; Reed, 1972; E. Rosch & 
Mervis, 1975). Although feature theories mainly focus on feature perception and 
recognition, it is still not clear how features are determined cognitively, and how ex-
actly they compose prototypical models for comparison (Neumann, 1977; Sternberg, 
2008). 
SIMILARITY MEASURES FOR PROTOTYPE CATEGORIZATION 
According to prototype theory, an object is part of a category, if it is sufficiently 
similar to a representative prototype. Different theories on how similarity is measured 
have been developed, the exact cognitive processes are still not clear (E. E. Smith & 
Medin, 1981). Because similarity measures and cognitive prototype formation likely 
underlie probabilistic mechanisms, the prototype theory is also often referred to as 
 Chapter 2 Relevant Cognitive and Practical Background 
 
33 
probabilistic view. A common simplified approximation of the probabilistic processes 
for estimating similarity is given by comparing the number of features shared be-
tween an object and a prototype. Additionally, features may also be weighted by 
importance (Sternberg, 2008). Hampton expressed this concept mathematically 
through the following formula. 
0    1 

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   ∙ ,

  
Formula 1. Similarity measure by Hampton (Hampton, 1995). 
According to Hampton’s linear similarity measure, similarity between two items, i 
and j, is determined by the sum of the product of the similarity (v), and the weight 
(w) of all features. The weight corresponds to the salience of a feature, and v is the 
degree of which the instance j possesses the feature of i. A similar function for deter-
mining similarity was also modeled by (E. Rosch & Mervis, 1975; Tversky, 1977). 
Hampton showed that this function achieves reasonable results in discriminating 
members from non-members in various categories, such as birds or sports, if it used 
in conjunction with a threshold (Hampton, 1979, 1995). Although the measure 
proved certain accuracy, it still relies on many factors of uncertainty. It remains un-
clear how exactly salience and similarity of single features is determined. In a broader 
context, it is also not clear whether we use single prototypes as references for catego-
rization, or if cognitive categories are based on multiple exemplars. Exemplars might 
be typical representations of an object. A category might also include exceptional 
exemplars, which do not follow rules seen in typical exemplars (Murphy, 1993; Ross 
& Spalding, 1994; Ross, 2000). However exceptional exemplars seem to be un-
efficient, due to their sheer amount of occurrences (M. Collier, 2005; J. D. Smith, 
2005) 
These challenges are also faced in more complex categorization scenarios, based on 
semantic categories. The classical view here is that objects of a category all share 
certain common features. However, as (Wittgenstein, 1953) argues, some categories 
do not seem to follow this premise; instead of common characteristics such categories 
are rather defined by a network of overlapping features. Exemplarily, Wittgenstein 
argues that one can think of various games, and never find a feature that is common 
to all of them. For instance, while some games are competitive, others, like playing 
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Frisbee, are completely uncompetitive14. He calls such categories family resemblances. 
In this case, a category can exist without an existing member including all optional 
features, defining features are rather spread over several members. Two members of 
the same category might even have no features in common at all. (E. Rosch & Mer-
vis, 1975) did further investigations on the internal structure of family resemblance, 
and modeled the family resemblance Score for determining category membership, 
analogous to Hampton’s similarity measure, as given earlier in Formula 1. 
Multiple evident concepts on the generation of categories through prototypes exist, 
however none of them provides a complete accurate model. Hence, a combined model 
describing natural and artifact category formation seems to be the most promising 
(Hampton, 1997a; E. E. Smith et al., 1988; Wisniewski, 1997).  
CONCLUSIONS 
The basic unit for representing symbolic knowledge is called a concept. Concepts are 
characterized through relations to other concepts. We tend to categorize knowledge 
based on common characteristics, or features. Category affiliation is either based on 
explicit defining features, or through similarity to a cognitive prototype. According to 
popular measures the sum of all shared features helps determining similarity of two 
items. In this sum each feature is weighted differently by salience and based on a 
similarity factor specific for both compared items. While defining features are charac-
teristics common to all members of a category, other categories may exist around 
cognitive prototypes, which only hold optional features, so called family resem-
blances. 
Cognitive prototypes are ideal types also serving as reference concepts for new stimu-
li. Prototypes are not exact representations of real word occurrences in our brain, as 
proposed by the template theory, they rather form around some sort of accumulated 
averages of classes of objects, integrating the most typical features. Their relation to 
performance will be detailed in the following. 
2.1.5 Performance, proceduralization, and category prototypes 
Multiple studies give empirical evidence on increased performance at cognitive proto-
types. Especially experiments on focal colors show improved efficiency in those areas. 
Focal colors are better memorized, and earlier learned, than non-focal colors (Heider, 
1971a, 1972; E. H. Rosch, 1973b; E. Rosch, 1975a). For example, in an experiment 
                                         
14 Oftentimes it is differentiated between games, which are competitive, and play for uncom-
petitive joyful activities (Deterding, Dixon, Khaled, & Nacke, 2011). Additionally, a common 
feature of all games might be their relation to fun. 
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conducted by (Heider, 1971a), children had to pick a proper color chip from a given 
set, matching a formerly shown target color. Hereby they achieved significantly bet-
ter on focal colors than on non-focal colors. In another experiment (Heider, 1971b) 
found that adults remember focal colors more accurately than non-focal colors (cf. 
Heider, 1972). 
(E. Rosch, 1975b) investigated the effects of priming on the performance of recogni-
tion tasks. Priming describes influences on the recognition of certain stimuli through 
prior recognitions of the same, or similar stimuli (Neely, 2003). In one of the experi-
ments subjects were presented with either two words or two pictures, such as the 
vehicles car and airplane. Subjects should immediately determine whether prompted 
items were identical, or belonged to the same category, by pressing a ‘same’ key; they 
should hit the ‘different’ key otherwise. The degree of category affiliation was deter-
mined through an assessment task, prior to the experiment, were the test items have 
been rated for their goodness of example on a 7 point scale. Additionally, for half of 
the items, the experimenter induced priming by speaking out loud the category of 
the succeeding stimuli. For example, the instructor first primes the upcoming stimuli 
by providing the category name “Fruit”. Two seconds after the priming, the words 
apple and banana were presented, both good examples of the same category, contra-
rily nut and lemon would have been bad examples of this category. Each pair was 
shown twice, one time with category priming and another time without raising any 
expectation. In case of no priming the experimenter simply said blank. The results of 
the experiment are illustrated in Figure 2-13. 
The experiments showed that influences on task performance, through priming for 
physically identical stimuli, were dependent on the goodness of example. Priming 
affected performance positively for good examples, had almost no effect for items of 
medium typicality, and was negative for bad examples. Not surprisingly, reaction 
times were longer for determining category membership than for marking identical 
matches. Also word processing was less efficient than pictures. Moreover, matching 
tasks are processed at a more concrete level when it is asked for identity, and on a 
more abstract level, when it is asked for category membership, as other experiments 
show. For colors, however, both performance times are very similar, giving hint that 
color category names are associated with more concrete object stimuli. (E. Rosch, 
1975c). It could also be argued that plain color perception happens on a fundamental 
perception level, whereas object matching demands more complex cognitive process-
es. 
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Figure 2-13. Varying reaction times for assessment category affiliation after 
priming with different levels of category typicality from (E. Rosch, 1975b). 
The tests described above may suggest a correlation between abstraction and per-
formance. The more concrete the cognitive level the more efficient our performance. 
However, cognitive concepts appear to have a basic level, which is preferred over more 
abstract and more concrete representations. If we see a red roundish edible object 
with a little stem on it, we are most likely thinking of an apple, although one could 
also refer to it as a fruit or Red Delicious (Medin, Proffitt, & Schwartz, 2000; E. 
Rosch, 1978; Sternberg, 2008). (R. Brown, 1958, 1965; P. Kay, 1971) suggest that the 
basic level corresponds to areas were most obvious differences between single con-
cepts are perceived. Consequently, basic levels “partition the domain of individuals in 
the way that correspond to the most obvious discontinuities in nature”(P. Kay, 1971, 
p. 878). Similarities in basic level and prototype tests give hint that basic level and 
prototype categories correlate in many things. On the one hand, prototype categories 
are most developed on basic levels. Moreover, the structure of basic levels is very 
similar to the structure of prototype categories (Ungerer & Schmid, 2006). It is 
claimed that prototypes maximize efficiency of basic level categories by maximizing 
distinctiveness, since they comprise the largest numbers of attributes shared in a 
category, and, at the same time, the largest number of attributes not shared with 
other categories (E. Rosch & others, 1977; E. Rosch, 1978; Ungerer & Schmid, 2006). 
Basic levels seem to be changing depending on context or expertise (Tanaka & Tay-
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lor, 1991). (E. Rosch, Mervis, Gray, Johnson, & Boyes-Braem, 1976) found that peo-
ple identify objects at a basic level more quickly than they identify objects at higher 
or lower levels. Similarly children learn typical instances of categories earlier than 
they learn atypical ones (E. Rosch, 1978). 
The mechanisms of category prototyping may also be active in domains such as 
learning and automatization. Prototyping processes structure recognized patterns, 
and thus generate cognitive reference points (P. Kay et al., 2009; Neumann, 1977; E. 
Rosch & Mervis, 1975; E. Rosch, 1975a; Solso & McCarthy, 1981; Sternberg, 2008). 
Such reference points are probabilistic cognitive representations of occurring input 
stimuli, mainly based on attribute frequencies (Hampton, 1979, 1995; E. Rosch & 
Mervis, 1975; E. E. Smith & Medin, 1981; Tversky, 1977). The studies on focal colors 
in combination with perceived color frequencies, as elaborated later in this work, 
underline this relationship of occurrence clusters and prototypical colors (P. Kay et 
al., 2009; P. Kay & Regier, 2003; Richard Cook et al., 2012). As detailed above, pro-
totypes also correlate with areas of improved performance (Heider, 1971a, 1971b, 
1972; E. H. Rosch, 1973b; E. Rosch, 1975b, 1978). All those aspects also account for 
automatization and learning processes.  
A popular evidential activity for understanding automatization and pattern learning 
is playing chess. (Chase & Simon, 1973) tested the ability of remembering chess fig-
ure positions with beginners and masters. They tested completely random constella-
tions, and “real” constellations from chess games. Results are shown in Figure 2-14. 
 
Figure 2-14. Performances on remembering actual and random chess positions 
distinguished between experts and novice performances (Chase & Simon, 
1973). 
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As expected, experts performed much better than novices, when they had to remem-
ber actual chess positions. However, this difference was not observed for random dis-
tributions (also compare De Groot, 1978; Vicente & De Groot, 1990). 
These results are in line with other tests conducted on performances of cognitive 
prototypes. Since prototypes refinement may be based on mechanisms, very similar 
to those also active in automatization processes, it is worth taking a closer look to 
cognitive processes involved in this field. 
FROM CONTROLLED TO AUTOMATED PROCESSES TO HABITUATION 
From the perspective of cognitive psychology, cognitive processes vary between highly 
effective automatic processes, and comparatively in-effective controlled processes 
(Sternberg, 2008). Controlled processes are new intentional procedures, typically per-
formed step by step. Practice may lead to automatization of such processes (LaBerge, 
1975, 1976). According to (Posner & Snyder, 2004), automatic processes are per-
formed unconsciously, causing minimal attention interference. Transition from con-
trolled to automatic actions seems to be continuous (J. R. Anderson, 1983; Bryan & 
Harter, 1899; LaBerge & Samuels, 1974; G.D. Logan, 1988). The studies of (LaBerge 
& Samuels, 1974; Samuels, LaBerge, & Bremer, 1978), for example, provide insights 
on how proceduralization behaves during the process of learning to read. 
(LaBerge & Samuels, 1974) investigated 16 college students who had to read unfamil-
iar Greek, and familiar Romanic letters. While processing unfamiliar letters became 
more efficient over time, the reading speed of familiar letters stayed the same, as 
shown in the following diagram. 
 
Figure 2-15. Reading speed and error rate change over time during training. 
From (LaBerge & Samuels, 1974). 
 Chapter 2 Relevant Cognitive and Practical Background 
 
39 
Although the cognitive proceduralization of patterns is not fully understood in detail, 
there is substantial evidence that novel processes are consciously controlled, and may 
be gradually transformed into automated high performance processes. The nature of 
performance gains through automatization has been mathematically expressed in the 
popular, but controversially discussed formula of the power law of practice, 
     ∙  
Formula 2. Mathematical description of the power law of practice, from (Gor-
don D. Logan, 2002). 
Hereby, a describes the asymptotic RT (reaction time), b is the maximum amount by 
which RT can be reduced through practice, N is the number of practice trials, and c 
is the learning rate. Consequently, a high learning rate results in quicker acquaint-
ance, and also earlier stagnation (Gordon D. Logan, 2002). (Sternberg, 2008) visual-
ized a curve similar to the power law of practice. 
 
Figure 2-16. Visualization of the power law of practice (Sternberg, 2008). 
The improvements of practice become smaller with every trial until they are not 
measurable anymore. A zero slope of performance improvements is a classic indicator 
for automatized tasks, compare (Palmeri, 1999; Schneider & Shiffrin, 1977). The 
highest level of automatization is also referred to as habituation. Habituation further 
needs to be distinguished from sensory adaptation. While our sensory system might 
adapt to certain conditions, smells, brightness, temperature, etcetera, habituation is 
being learned. Contrarily, adaptation is unrelated to frequency of prior exposure. 
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Adaptions also describe reactive processes beyond conscious control, which are in-
duced by external stimuli. In contrast, habits can be controlled intentionally. 
(Samuels et al., 1978) tested the reading speed and errorness of second, fourths, and 
sixth graders, as well as of college students. They tested 20 random subjects of each 
group for their ability to read words of three to six letters length. Results are visual-
ized in Figure 2-17. 
 
Figure 2-17. Reading speed latency of 3 graders to college students for words 
of 3 to 6 characters length from (Samuels et al., 1978). 
Not surprisingly, reading speed increases with experience. The curve in Figure 2-17 
shows a non-linear alleviative degression of latency with greater experience. For sec-
ond to fourth graders, reading speed increased in average by approximately 42%. 
This gain drops to almost 9% for children between fourth and sixth grade, and is 
further saturated with increasing experience. The results also show a significant de-
crease of reading speed with increasing word length for second graders, while fourth 
and sixth graders are less influenced by word length, and college students are almost 
not affected at all. According to these results, second graders seem to read letter by 
letter, as indicated by the gradual performance increase for longer words. The flat 
curve of the college students suggests a holistic recognition of words. The unsteady 
performance curves of fourth to sixth graders suggest a component based reading 
style. 
In summary, speed increases with practice, correlating to the processed size of read-
ing patterns, or chunks. The results of the college students holistic recognition speed 
shows that chunking also has a positive effect on performance. 
Chunks can be basically described as cognitive representations of patterns. Chunks 
are nested: each chunk usually consists of smaller chunks. Hence, chunks can be rec-
ognized at different levels of complexity (G. D. Bower, 2008). The term “open-
minded” may be recognized on a letter basis – as it is suggested for second graders 
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reading skills. It may also be recognized component based “open-mind-ed”, which 
resembles recognition processes closer to those of fourth and sixth graders. More ex-
perience readers may as well recognize it as a whole (compare Samuels et al., 1978).  
The term of chunking evolved from work driven by (De Groot, 1946, 1978; Miller, 
1956). (Miller, 1956) found that our abilities to memorize items in short term is dra-
matically limited, compared to our long term knowledge. In his early experiments, 
participants were able to memorize around seven items of information. This number 
stands in contrast to our abilities for recalling huge amounts of information from long 
term memory. Consequently, new incoming information should be structured in 
chunks of information, and recognized according to existing knowledge in the Long 
Term Memory; otherwise the short term memory would be an obstructive bottleneck. 
Bower and Springston (1970) conducted the following experiment to study the con-
nection between the long term memory and chunking. A reader had to read out loud 
a certain sequence of letters. A group of test persons was asked to remember those 
letters. The letters were read in different ways. In one way the reader said “FB … 
IPH … DTW … AIB … M”. In the second way the reader read “FBI … PHD … TWA 
… IBM”. The letters of the second variant were much more easily remembered, since 
they referred to commonly known abbreviations. 
Recognizing patterns is a key performance driver, and improves efficiency. Our per-
formance highly depends on learned patterns. Bower further found in his experiments 
that students learning abilities of the same input were highly minimized, when such 
inputs were presented in randomly changing chunks (G. D. Bower, 2008). “An impli-
cation of this constant-chunking result is that people will readily recognize and repro-
duce any symbol sequence that conforms to chunks they already know, that are “famil-
iar”” (G. D. Bower, 2008, p. 15).  
Those findings correlate with insights from other fields, such as the elaboration of 
knowledge, which refer to differences between experts and novices in the area of prob-
lem solving. Multiple experiments, from various fields, support an observation, which 
is well illustrated by the chess position experiment of (Chase & Simon, 1973), as de-
scribed earlier (Gobet & Simon, 1996a, 1996b, 1996c; Larkin, McDermott, Simon, & 
Simon, 1980; Lesgold, 1988; Reitman, 1976). The chess experiment shows plastically 
how the different knowledge structures of novices and experts affect performance. 
Expert knowledge seems to build on large information units, which are well intercon-
nected based on structural similarities. In contrast, novice knowledge seems to be 
based on small chunks of information, loosely connected through superficial similari-
ties (Bryson, Bereiter, Scardamalia, & Joram, 1991; Chi, Glaser, & Rees, 1982; Lar-
kin et al., 1980). The large base of evidence for chunking mechanisms, involved in 
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human perception and goal oriented problem solving, also led to computational mod-
els and implementations, such as the Elementary Perceiver and Memorizer (EPAM), 
or the Chunk Hierarchy and Retrieval Structures (CHREST) (Gobet et al., 2001). 
Chunking is a key mechanism for mastering actions and knowledge. Experts greatly 
reduce the amount of new learning by recognizing and building on previously known 
chunks (G. D. Bower, 2008). “[T]he ability to chunk information into meaningful 
units allows for superior memory and capacity” (Sternberg, 2008, p. 462). The main 
challenge of chunking remains in recognizing chunks. Where and why do we refine 
cognitive chunks? Bower determined two major principles in this process. The recog-
nition of chunks depends on how we group information. We often tend to group in-
formation by proximity in time and space, or by similarity. For example, objects 
which follow in close sequence, look, or sound alike, are grouped together, in the 
same way we quantize the color spectrum in major colors. 
The recognition and grouping of information chunks is a mechanism prevalent in 
many cognitive processes. Researchers try to find out where cognitive prototypes are 
formed, why basic levels are hierarchically neither abstract nor concrete (as described 
earlier), or why we perceive objects as a whole, and not as a sum of its parts. The 
field of Gestalt psychology is concerned with the question how elements or groups of 
objects form an integrative whole - how the whole differs from the sum of its parts 
(S. E. Palmer, 1999, 2000; S. Palmer, 1999). According to the Gestalt principle of 
Prägnanz, we organize objects into a stable form. One might simply think of a tree. 
Instead of perceiving myriad of leafs and branches we recognize such patterns as a 
whole. Moreover, if the tree stands in a forest, we could either still focus on the tree, 
or the whole forest. In this case, following this idea of figure and ground, the tree 
would be our focal figure, and the rest of the forest would be the ground. We could 
as well focus on the forest as a whole. Other principles that have been determined as 
part of the law of Prägnanz are proximity, similarity, continuity, closure, and sym-
metry (Sternberg, 2008; Ungerer & Schmid, 2006). Prototypes also play a role in the 
law of Prägnanz, if we consider that focal objects are likely to be prototypes (Ungerer 
& Schmid, 2006). 
As stated above experts knowledge heavily builds on well interconnected information 
chunks. There is empirical evidence that increased interconnectivity, so called seman-
tic elaboration, correlates with improved efficiency. In this context, Craik and Lock-
hart found that subjects could memorize words better, when they were part of a 
more elaborate task (F. I. M. Craik & Lockhart, 1972). Craik and Lockhart deter-
mined different levels of information processing and argued that more elaborate in-
formation increases efficiency in recalling this information. (Hyde & Jenkins, 1973) 
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re-firmed the results of (F. I. M. Craik & Lockhart, 1972). They found that the 
memorization performance of semantic word related tasks, such as determining the 
type of word, was better than the performance of non-semantic word tasks, such as 
looking for the appearance of a certain letter. The results also showed that the differ-
ent levels of processing proposed by (F. I. M. Craik & Lockhart, 1972) were very 
likely to be insufficient (C. D. Morris, Bransford, & Franks, 1977). 
In later studies test persons were given a cloze test (F. I. M. Craik & Tulving, 1975). 
Probands were asked to complete a sentence with a given noun. The sentences had 
different levels of semantic and contextual complexity. One sentence could be a sim-
ple statement, while the other describes a whole action chain. After completing mul-
tiple sentences, test persons were asked for previous fill words. It turned out that 
memorization was better when the semantic context was more complex. It is assumed 
that the improved memorization performance is based on the higher amount of acti-
vated associations. This concept is called semantic elaboration, and it seems to be 
based on knowledge from the long term memory (Oberauer, Mayr, & Kluwe, 2005) 
CONCLUSIONS 
There is strong empirical evidence that cognitive prototypes correlate with areas of 
superior cognitive efficiency. Hereby, there is tendency for concrete or abstract con-
cepts being more efficient; the most efficient areas usually lie on a level in-between. 
Those, so called basic levels, depend on typicality, and they correlate with cognitive 
prototypes. They are also differing based on context and expertise. It is claimed that 
prototypes maximize efficiency of basic level categories by maximizing distinctive-
ness. They hold the largest numbers of attributes shared in a category, and, at the 
same time, comprise the largest number of attributes not shared with other catego-
ries.  
Additionally, priming has a positive effect on performance especially for ideal types, 
while it is negative for bad examples. Cognitive prototypes correlate with good ex-
amples. Hence, if cognitive prototypes are utilized to increase efficiency of user inter-
faces, it is more important to meet expectations. If elements of low typicality are 
used, it is not so important to meet expectations. Consequently, completely new 
functions should probably better be implemented through bad examples, while typi-
cal interface elements only release all their efficiency potential if they behave exactly 
as expected.  
Cognitive prototypes are probabilistically formed based on stimuli frequencies, a 
mechanism which also is prevalent in cognitive proceduralization. Performance ad-
vantages of automatization are achieved through practice. Repetitive exposure to 
actions, or information, reinforces representative cognitive patterns, so called infor-
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mation chunks. Chunks are nested in various levels of complexity. Compared to nov-
ices, experts gain most of their performance advantages from an elaborate knowledge 
structure, consisting of more complex highly interconnected chunks. This structure 
allows them to greatly reduce the effort of new learning by building on previously 
known chunks. Hence, reusing and interconnecting existing chunks is fundamental for 
increased efficiency in several cognitive processes. Reusing and interconnecting cogni-
tive patterns are the result of more basic similarity matching processes. 
2.1.6 Pervasiveness of Similarity Comparisons 
Similarity comparisons in perception and recognition are fundamental for most of our 
remarkable cognitive abilities, including abstraction, categorization, inference, com-
parison (D. Gentner & Christie, 2008; D. Gentner, 2003; Penn, Holyoak, & Povinelli, 
2008). Similarity comparisons are inborn, and essential for learning in various ways; 
virtually every cognitive process, such as categorization or transfer, involves explicit 
or implicit comparisons (D. Gentner, 2003). Hence, Gentner developed a functional 
model based on human cognitive processes which describes the representation and 
mapping of conceptional structures, called structural-mapping theory (D. Gentner, 
1983). Analogous to the role of similarity comparisons in human cognition, processes, 
such as perception, abstraction, categorization, or inference are essential for the 
structure-mapping theory. Similarity comparisons are necessary for the alignment and 
mapping between structured conceptual representations. The existence of internal 
structural representations of objects and their properties is assumed. According to 
the model, metaphors are considered as comparisons that share primarily relational 
information. This way one can consider them as analogies (D. Gentner et al., 2001). 
On the one hand, the model has been developed based on empirical evidences in cog-
nitive psychology, on the other hand it has been shown that structure-mapping theo-
ry proofed accurate modeling of cognitive principles of operation of metaphors and 
analogies (Gentener, Bowdle, & Ortony, 2008; D. Gentner & Markman, 1997; D. 
Gentner, 1983, 1988). 
Comparisons are based on similarity, but similarity comparisons are asymmetrical. 
Each comparison usually underlies an asymmetric immanent order: the more salient 
object serves as comparison base. We say “your new sports car looks like a Ferrari” 
rather than “a Ferrari looks like your new sports car” or “an elipse is like a circle” 
rather than “a circle is like an elipse” (Tversky, 1977). Hereby, salience seems to be 
related to prototypability. The object more similar to a prototype is predominantly 
considered as more salient. As studies show, the asymmetry of metaphors is even 
more fundamental. Reversing metaphors affects their interpretability since salient 
base features are preferably mapped first (D. Gentner & Clement, 1988; Glucksberg 
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& Keysar, 1990; Glucksberg et al., 1997; Ortony, Vondruska, Foss, & Jones, 1985; 
Ortony, 1979). Gentner proposes three possibilities of asymmetry, initial projection, 
initial abstraction, and initial alignment (D. Gentner et al., 2001). The strongest is 
possibly the temporal asymmetry, as shown in Figure 2-18 .  
 
Figure 2-18. Initial Projection: temporal asymmetry of metaphors from (D. 
Gentner et al., 2001). 
As depict, the initial projection comprises three steps. First salient features of the 
base are accessed. In a next step these features are abstracted, and finally projected 
from base to the target. 
Theories similar to the structural-mapping theory are frame-based theories or the 
conceptual blending theory. Beyond similarity comparison they offer theoretical 
ground for other cognitive processes, such as creativity, abstraction, and many more. 
Such theories give explanation on how knowledge may be shaped through conceptual 
blends (more in (Coulson, 2001; Fauconnier & Turner, 2003)  
CONCLUSIONS 
The structure mapping theory provides an empirical evidence based model of human 
cognition, and underlines the pervasiveness of similarity comparisons. In combination 
with other cognitive models, such as prototyping, automatization, and chunking, it 
allows for reviewing and getting an understanding of efficiency advantages achieved 
through high level mechanisms, like metaphors or categories. The theory highlights 
the importance of similarity comparisons in perception and recognition. This inborn 
mechanism is fundamental for most cognitive processes, such as abstraction, categori-
zation, or inference. Similarity comparisons are the basis for mapping cognitive con-
cepts, which highly increases cognitive efficiency. Comparisons are based on similari-
ties, typically of salient features, and seem to be asymmetric from base to target con-
cepts. 
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2.1.7 Cognitive Efficiency Catalysts in Communication 
As empirically demonstrated throughout various prototype experiments we proto-
typically categorize as we recognize objects. We do not store exact representations, 
but more efficiently, build on existing knowledge, and gradually refine its structure 
according to new stimuli (Chambers & Reisberg, 1985; Chase & Simon, 1973; P. Kay 
et al., 2009; Neumann, 1977; Posner & Keele, 1967; Reed, 1972; Solso & McCarthy, 
1981; Vicente & De Groot, 1990 and many more). Several studies underline the im-
proved efficiency at prototype categories (Heider, 1971a, 1971b, 1972; E. H. Rosch, 
1973b; E. Rosch & Mervis, 1975; E. Rosch, 1975a, 1975c, 1978). 
As it is more efficient to memorize and recognize based on prototype categories, we 
also improve efficiency in communication by using categories. For example, we could 
describe a new car as two-box design with hatchback, taller than a sedan, for five 
passengers, with five doors, two of them are sliding doors, however, more efficiently 
we rather use the category term minivan to describe such a car (Wikipedia.org, 
2012e). Obviously terms like sedan or hatchback describe categories themselves. 
Prototypes are available at various levels of complexity, according to our hierarchical 
understanding of categories from concrete to abstract. As depict earlier, we prefer 
cognitive operations on the so called basic levels, which usually lie on a level between 
the most concrete and most abstract known cognitive concept. Basic levels also com-
prise areas of maximal operational efficiency since they correspond to cognitive pro-
totypes. They are thought to maximize distinctiveness, since their concepts hold the 
largest numbers of attributes shared in a category, and, at the same time, own the 
largest number of attributes not shared with other categories (E. Rosch & others, 
1977; E. Rosch, 1978; Ungerer & Schmid, 2006). As forming of prototype categories 
is dependent on expertise, the basic level seems to be different depending on context 
and expertise, as well (Tanaka & Taylor, 1991). 
Similarly, something like a shared basic level also exists in communication between 
multiple partners (compare previous section on Similarity Measures for Prototype 
Categorization). Finding the right level of complexity can be challenging, as it is ex-
emplified and visualized in Figure 2-19 
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Figure 2-19. Two, partly different conceptual models, of categories shown in 
hierarchical organization. Sub-ordinates inherit salient features from super or-
dinates. Black connecting lines illustrate possible informative richness at dif-
ferent matching levels in the concept hierarchy. 
The figure illustrates the differently developed cognitive models of two communi-
cating persons. While they have some concepts in common, others are structured in a 
different way, or even completely unknown. For example, the person with the left 
cognitive model does not know the concept of a “Jaguar X-Type”. Most efficiently 
this concept could be communicated by referencing the overlapping concept “sedan”, 
since it is the next superordinate known by both sides. By being the next superordi-
nate it has most salient features in common with the target concept to be communi-
cated. Consequently, after finding this level, in theory “sedan” should be the most 
efficient level, for both persons to start talking about the more concrete object. 
Practically, cognitive prototype categories, especially natural categories, are vaguely 
defined and may be changing dynamically over time. Encyclopedic categorization 
definitions are precise expert descriptions, usually exceeding the general understand-
ing of categories. The World Color Survey and the distribution of color in our envi-
ronment illustrates that perception and recognition of objects is not uniformly dis-
tributed. Natural prototype categories are formed around salient features of a class of 
objects, based on occurrences in our perceived environment, also compare (P. Kay & 
Regier, 2003; Paul Kay & Cook, 2011; Neumann, 1977; Posner & Keele, 1967; Reed, 
1972; E. Rosch & Mervis, 1975; Sternberg, 2008). Prototype categories are cognitive 
refinements at probabilistic feature maxima allowing for high performance infor-
mation processing (detailed in the previous section Color Perception and the World 
Color Survey). 
Concluding the above, if we talk about categories we usually have some sort of proto-
typical probabilistic average in mind, especially when it comes to natural categories. 
This average is on a basic level of high efficiency, which usually is not the most con-
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crete or abstract concept we know. For example, what comes to our mind, if we think 
of a sports car? Many might immediately think of a Ferrari, and if we are asked to 
think of a Ferrari, we might have a red wedge-shaped car in front of our inner eye, 
although Ferrari cars also comprise various other models. 
Considering a person represented by the right cognitive model, shown in Figure 2-19; 
if this person does not know a Lamborghini, and we say that a Lamborghini Aventa-
dor is a sports car, the cognitive Ferrari prototype is intrinsically used as reference 
for comparison (see Similarity Measures for Prototype Categorization). In this case, 
saying that a Lamborghini Aventador is a sports car is as efficient as comparing it to 
a Ferrari. 
This aspect of the nature of cognitive prototype categories demonstrates their fuzzi-
ness, and their close relationship to metaphors. Some researchers came to the conclu-
sion that metaphors may also be seen as a specialization of categorization (Glucks-
berg & Keysar, 1990; Glucksberg et al., 1997; Honeck et al., 1987; Kennedy, 1990). 
A test conducted by Rosch exemplifies this view (E. H. Rosch, 1973b). In her exper-
iment Rosch found further evidence for the existence and importance of prototype 
categories in the recognition of shapes. Besides confirmation of her assumptions, she 
also revealed interesting findings through pre-tests. In such pre-tests she wanted to 
verify that the Dani did not have category names for shown items. Therefore, one 
Dani had to explain drawings to another, who had not seen the drawings before. The 
drawings showed variations of shapes similar to the ones shown in Figure 2-20. 
 
Figure 2-20. Drawing used by Rosch (E. H. Rosch, 1973b) for evaluating pro-
totype categories in the recognition of shapes. From (Ungerer & Schmid, 
2006). 
How would you describe those shapes to a third person who does not see them? Ac-
cording to prototype theory, we should make use of conventional prototypical shapes 
as reference. Thus, the first looks like a square with a gap on the right hand side; the 
second is a square, and so on. The Dani, however, do not have abstract concepts, 
such as square or trapezes. Hence, they immediately utilized prototypes from their 
environment by comparing those shapes to “a pic” or a “a broken fence” (E. H. 
Rosch, 1973b; Ungerer & Schmid, 2006). While we could use superordinate catego-
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ries, the Dani spontaneous create categories by using salient similar prototypes for 
explanation. This aspect shows how categorization is a natural mechanism much 
more unstructured than our conventional language based categorizations. 
As elaborated above, categories and metaphors build on the same mechanisms for 
increasing efficiency. Cognitive prototypes are used as reference points for new infor-
mation, interpreted through similarity comparison. Gentner and associates even sug-
gests that metaphors can take an evolutionary path from comparison to categoriza-
tion during conventionalization, while at the same time becoming more abstract (D. 
Gentner et al., 2001). 
Other constructs in linguistics, closely related to metaphors, are metonymies. For 
example, we say “the press wrote” instead of “reporters wrote”. More conventional-
ized metonymies, such as “head of institute” or “program chair”, are often not even 
recognized in daily language. While metaphors build on the principle of similarity, 
metonymies build on the principle of contigutity – a salient associative relation be-
tween two concepts. For instance, the press is associated with reporters although they 
share no salient features (Gibbs, 2008; Ungerer & Schmid, 2006). Examples, such as 
“having a heated argument”, illustrate the fuzziness between metaphors and meton-
ymies. Not surprisingly metonymies are often seen as specializations of metaphors 
(Ungerer & Schmid, 2006). This might be explained through their associative nature: 
concepts which occur in close temporal or spatial distance are mentally linked to each 
other, and tend to have further similarities (also compare Gestalt laws). Consequent-
ly, metonymies might unintentionally inherit characteristics of metaphors. 
CONCLUSIONS 
Conceptual metaphors provide vehicles for efficiently communicating knowledge. By 
giving a comparative conceptual context, the speaker is able to communicate many 
attributes through a single comparison. It is also easier to remember new information 
if the hearer gets them presented in a context of known cognitive concepts. The prin-
ciple of operation is similar to the one of categorization. Natural prototype categories 
are vaguely defined in various dimensions, changing dynamically over time, with 
changing context, and expertise. According to prototype or instance theory, this 
structural mechanism might be a basic functionality of efficient knowledge represen-
tation in our brain. 
Although Metonymies are sometimes defined as specialized Metaphors (Ungerer & 
Schmid, 2006), they do not come with any direct efficiency advantage, because they 
need to be learned before they transport knowledge. Metonymies describe learned 
associations which work on the basis of inference. During the process of inference, 
fundamental similarity comparison processes are active, analogous to those used in 
2.1 Relevant Cognitive Mechanisms 
     
50 
metaphors (compare Structure Theory and Conceptual blending theory briefly de-
scribed previously). The function and advantage of those processes have been investi-
gated on metaphorical basis, and will not be further investigated here. 
2.1.8 Efficiency in Semiotics 
Mechanisms, similar to linguistic metaphors and metonymies, can also be found in 
non-verbal semiotic communication. According to Peirce’ model of semiotics for ob-
ject-relations it can be differentiated between icons, indices, and symbols. Icons build 
on similarity comparisons, indices are based on contiguity, and symbols rely on con-
ventions (Atkin, 2010). In the context of efficiency, it is of interest how well semiotics 
support communication, or how good they are understood. 
The use of icons is based on the same principles as metaphors or categories. Salient 
features turn them into a powerful communication mechanism, which needs no fur-
ther learning. By building on similarity comparison their quality depends on the 
commonness of the mimicked object, its prototypicality, and the selection of most 
salient features. Prototypical representations attract attention quicker than other 
stimuli, and are more easily remembered than less salient stimuli (Heider, 1971a, 
1972) 
As research on basic levels suggests, such objects should neither be too abstract nor 
too concrete (compare (E. Rosch et al., 1976) and previous section on Concepts, Pro-
totypes, and Categories).  
Indices build on contiguity, which demands at least some kind of inference. Analo-
gous to metonymies, indices are based on a common understanding of associations 
between used concepts, among all communicating parties. The sound of paper being 
scrunched up, for example, is often used as an audible computer feedback of some-
thing being deleted, or metaphorically, being thrown away into a bin.  
Another example for indices are stereotypical judgment (status symbols) based on 
consumption objects. (Belk, Bahn, & Mayer, 1982) investigated consumption symbol-
ism among ages. It seems that people see the possessions as extensions of themselves 
(Prelinger, 1959; Secord, 1968). Hence, consumption goods allow them to express 
themselves, in the same way they also decode consumption cues from others. (Belk et 
al., 1982) tested 956 subjects, consisting of pre-school pupils to eight’s graders, col-
lege students, and adults older than 28 years. They found that consumption stereo-
typing intensified with age. Pre-school students showed least ability to read symbols, 
while college students showed greatest degree of interpreting materialistic status 
symbols (Belk et al., 1982). These results support concepts of developmental psychol-
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ogy where children begin to infer about others, based on their actions from the age of 
four or five. The results are also in line with Piagets’ theory that children improve 
their ability to judge others over the years (Piaget, 1954, 2007). Investigating the 
development of language in children, Ginsburg & Opper and Watts (Ginsburg & 
Opper, 1988; Watts, 1944) also found that children refine their judgments of others. 
(Gerstadt, Hong, & Diamond, 1994) conducted a modified Stroop test to find out 
how children perform in the test. In the Stroop test color words, such as red green or 
blue, printed in a different color are presented to subjects (Stroop, 1935, 1992). In 
the modified test, children, between the age of 3 ½ and 7, were randomly prompted 
with either a white card, showing a sun, or a black card, showing a moon. The sub-
jects were asked to respond with saying “day “, when they see the black moon card, 
and “night” when they see the white sun. A control group had to respond in the op-
posite way. They found that the younger children had clear performance deficits over 
the older children, due to the difficulty of the task (Gerstadt et al., 1994). The con-
trol group which performed on iconic level was much more efficient than the children 
working on conventional level. 
Such findings are in line with those from research on structural-mapping theory. Sim-
ilarity comparisons are inborn and fundamental for various higher level cognitive 
processes including abstraction and inference. Hence icons work on a more fundamen-
tal and advanced level of cognitive processing. Indices often demand more learning 
and require more complex processes, therefore they tend to be more effortful than 
icons. On the other hand, findings on chunking, prototyping, and automatization 
advocate processing advantages for habituated entities (as detailed in section Con-
cepts, Prototypes, and Categories and section From controlled to automated processes 
to habituation). Cognitive refinement through repetition may increase efficiency of 
every semiotic instrument, whether these are icons, indices, or symbols, up to a high-
ly efficient level of recognition. 
CONCLUSIONS 
According to Peirce’ model of semiotics for object-relations, semiotics can be distin-
guished between icons, indices, and symbols. Icons build on comparison similarity, 
indices are based on contiguity, and symbols rely on conventions. Empirical findings 
on prototype categories, automatization, and metaphors in cognitive psychology sug-
gest that recognition of new icons requires least complex cognitive processes and may 
be most efficient.  
Indices build on associative processes. Recognizing new indices may therefore be 
more effortful than recognizing icons. Research on cognitive basic level gives hint that 
both instruments should utilize salient concepts at prototype categories, which are 
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likely not to be based on a very concrete or highly abstract level. In general, icons are 
comparatively least dependent on prior learning. While indices may require more 
learning effort, symbols usually cannot be recognized without prior learning. 
2.1.9 Summary of Human Cognition in Digital Transformatives 
In the previous sections related evidence based research on mnemonic devices and 
associative cognitive tools has been revised. Major aspects will be briefly summarized 
here. After the epidemiological property extraction of existing implementations the 
identified aspects will be combined in a concept of Digital Transformatives in chapter 
3. 
In linguistics, metaphors work on a level of comparison. They are closely related to 
similes or analogies, as they are working on items that share primary attributes (D. 
Gentner et al., 2001). Metaphors can be seen as cognitive instruments, where a 
source concept is mapped onto a target concept (Lakoff & Johnson, 1980; Lakoff & 
Turner, 1989; Strube et al., 1996; Ungerer & Schmid, 2006). 
Metaphors may also be seen as a species of categorization (Glucksberg & Keysar, 
1990; Glucksberg et al., 1997; Honeck et al., 1987; Kennedy, 1990). Categories are 
structures, organizing concepts based on common features, or through similarity to a 
prototype (Coley et al., 1997; Hampton, 1995; Medin, 1998; Sternberg, 2008; Wat-
tenmaker, 1995; Wisniewski & Medin, 1994). It can be distinguished between natural 
categories and artifact categories. Natural categories are based on natural occurrenc-
es in the world. Compared to artifact categories they are fuzzier and formed around 
cognitive prototypes. Artifact categories are designed by humans and commonly de-
scribed through defining features. (Medin & Heit, 1999; Medin, Lynch, et al., 2000). 
While language seems to have minor influences on natural categories, it plays a ma-
jor role in the development and communication of artifact categories – as demon-
strated by the basic color terms and world color survey (Berlin & Kay, 1969; P. Kay 
et al., 2009). Hence, fuzziness of a category might be a reciprocal indicator for the 
influences of language. 
During perception we seem to compare patterns of natural occurrences to cognitive 
prototypes. Prototypes are probabilistic clusters, which form around some kind of 
averages of a class of objects (Franks & Bransford, 1971; Neumann, 1977; Posner et 
al., 1967; Posner & Keele, 1967; Reed, 1972; Solso & McCarthy, 1981). They inte-
grate most typical observed features for an object class. The frequency of feature 
occurrence is of fundamental relevance in prototype formation (Neumann, 1977; Pos-
ner & Keele, 1967; Reed, 1972; E. Rosch & Mervis, 1975). Natural category member-
ship may be well approximated with measuring similarity to centers of occurrence 
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clusters, but are hardly predicted in boundary areas. For determining appropriate 
similarity measures it is necessary to evaluate features in a weighted way (Hampton, 
1979, 1995; E. Rosch & Mervis, 1975; Tversky, 1977). In combination with human 
perceived color distribution, the World Color Survey gives a sound basis for investi-
gating natural prototype formation in detail, on a basic stimulus level. The perceived 
color distribution and determined categories give an understanding of the different 
weights of features and on family resemblance. This is, several objects may be neces-
sary to fully cover all relevant features of a category (E. Rosch & Mervis, 1975; Witt-
genstein, 1953). Colors are most exemplary at prototype categories, and salient forms 
are the good forms of gestalt psychology (E. H. Rosch, 1973a). Such colors and forms 
are more efficiently processed, better Remembered, and attract attention predomi-
nantly over other stimuli (Heider, 1971a, 1972). “When category names are learned, 
they tend to become attached first to the salient stimuli (only later generalizing to 
other instances), and by this means “natural prototypes” become foci of organization 
of categories.”(E. H. Rosch, 1973a, p. 330) 
There is empirical evidence, from several studies, showing that cognitive prototypes 
describe areas of improved efficiency and correlate with increased performance (Hei-
der, 1971a, 1971b, 1972; E. H. Rosch, 1973b; E. Rosch & Mervis, 1975; E. Rosch, 
1975a, 1975c, 1978). Priming has a positive effect on good examples and a bad effect 
on bad examples (E. Rosch, 1975c). Studies on basic level theory show that perfor-
mance does not correlate to hierarchical abstractness, but are highest somewhere in 
between the most concrete or most abstract cognitive concept (E. Rosch et al., 1976; 
E. Rosch, 1978). Additionally, prototype categories are most developed on basic levels 
(Ungerer & Schmid, 2006). It is claimed that prototypes maximize the efficiency of 
basic level categories, by maximizing distinctiveness, since they comprise the largest 
numbers of attributes shared in a category, and at the same time the largest number 
of attributes not shared with other categories (E. Rosch & others, 1977; E. Rosch, 
1978; Ungerer & Schmid, 2006). The correlation between basic levels, prototypes and 
efficiency is also supported by studies showing that basic levels are depending on 
expertise (Tanaka & Taylor, 1991). 
The boundaries from prototype formation and cognitive automatization (or proce-
duralization) are fluent, as depict by experiments on recognizing and memorizing 
chess position patterns (Chase & Simon, 1973; De Groot, 1978; Vicente & De Groot, 
1990). Multiple analogies exist, indicating similar or identical underlying cognitive 
processes in prototype formation and automatization. The frequency of an exposure 
to a stimulus is relevant for automatizing processes, as shown in many experiments, 
and expressed in the formula for the power law of practice (LaBerge, 1975, 1976; 
Gordon D. Logan, 2002; Posner & Snyder, 2004; Samuels et al., 1978; Sternberg, 
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2008). Like prototype categories, proceduralized processes also determine areas of 
increased performance. Such processes require only minor resources of attention, and 
happen unconsciously or automatically (Posner & Snyder, 2004).  
Chunking plays a key role for increasing performance in automatization processes. 
Chunking is also a major element of prototype categorization, and its effects have 
been researched in the area of Gestalt psychology. Prototypes are nested depending 
on the area of attention. Being able to recognize objects as a whole, or to change the 
focus of attention to sub-parts, is important for automatization processes, as well as 
for prototype categorization. Recognizing chunks at different levels of complexity is a 
key performance driver, as empirically proofed in multiple experiments (G. D. Bower, 
2008; G. H. Bower, 1970, 1972; Chase & Simon, 1973; De Groot, 1978; Gobet & Si-
mon, 1996a; Larkin et al., 1980; Lesgold, 1988; Reitman, 1976; Samuels et al., 1978; 
Vicente & De Groot, 1990). Increased chunk size and interconnectivity among infor-
mation is a key to superior cognitive efficiency (Bryson et al., 1991; Chi et al., 1982; 
Larkin et al., 1980; Sternberg, 2008). Analogous to prototype categorization, domi-
nant basic processes for recognizing and grouping information into chunks, are prox-
imity and similarity (G. D. Bower, 2008; Sternberg, 2008; Ungerer & Schmid, 2006). 
In Gestalt psychology, other principles are continuity, closure, and symmetry (Stern-
berg, 2008; Ungerer & Schmid, 2006). 
Many remarkable cognitive abilities, such as abstraction, categorization, or inference, 
are based on implicit or explicit similarity comparisons. Hereby, the structure map-
ping theory provides an empirical, evidence based model of human cognition, and 
underlines the pervasiveness of similarity comparisons. (Gentener et al., 2008; D. 
Gentner & Christie, 2008; D. Gentner & Markman, 1997; D. Gentner, 2003; Penn et 
al., 2008). Comparisons are based on similarity and fundamental for many pervasive 
cognitive processes, such as abstraction, categorization, or inference. 
Metaphors build on mapping cognitive concepts from a base to a target domain, and 
therefore improve efficiency. Herewith, metaphors work similar to categories, which 
inherit salient features to category similar objects. Cognitive prototypes are used as 
reference points for new information, which is interpreted through similarity compari-
son. Some researchers see metaphors as a species of categorization (Glucksberg & 
Keysar, 1990; Glucksberg et al., 1997; Honeck et al., 1987; Kennedy, 1990). Indeed 
the boundary is vague, especially between metaphors and natural categories (E. H. 
Rosch, 1973b; Ungerer & Schmid, 2006).  
Similarity comparisons are also fundamental for the recognition of semiotics. While 
icons purely build on similarity, indices work associatively via contiguity. Empirical 
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evidence in cognitive research suggests a higher effort for learning indices, and typi-
cally a better understanding of new icons, rather than new indices. 
2.2 Retrospective Property Extraction of Existing Digital Trans-
formatives 
As previously detailed, research on human cognition of mnemonic devices, meta-
phors, and semiotics provides some clear indicators for possible working principles of 
Digital Transformatives. In the following, the basic principle will be approached from 
a practical side by analyzing existing implementations meeting the determined sche-
ma of Digital Transformatives. 
2.2.1 General Property Extraction Procedure 
Methodologically, the procedure for finding the main efficiency features will be simi-
lar to a retrospective cohort study, often applied in medicine or social science. The 
extraction process follows the steps illustrated in Figure 2-21. 
 
Figure 2-21. Property extraction methodology. 
Starting from the vast pool of user performance enhancing digital systems: 
1. Determine a set of relevant systems, shifting the user context. 
2. Extract the context shifts implemented by those systems. 
3. Collect characteristics of all context shifts, and find characteristics common 
to all of them. 
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The three steps of the procedure will be detailed in the following. 
DETERMINE RELEVANT SYSTEMS SHIFTING THE USER CONTEXT 
The analysis is based on a representative group of existing systems. According to the 
Digital Transformative schema, introduced earlier, two criteria are prevalent:  
a. The systems should increase user performance.  
b. Performance gains should be induced intrinsically by the user, and not pro-
grammatically by the system.  
Car navigation software, for example, may reduce our navigational effort for reaching 
a destination by car; however, the performance gain is reached fully programmatical-
ly, since the system automatically determines the perfect route and generates instruc-
tions. Another example may be a password manager, which stores passwords and 
provides automated access to several systems. Users only need to memorize a single 
password, providing them access to their key chain. This way, the key chain offers an 
additional extrinsic tool to reduce user effort. Users might become highly dependent 
on such services. In case of the navigation system, drivers are often fully relying on 
the commands given by the navigation system. In case of the password manager, one 
does not use the separate passwords of the key chain, and tends to forget them in 
favor of the master password.  
Hereby, it is often easy to exploit intrinsic potentials. For example, the memorization 
abilities of users may be much higher in contexts different from numbers (Abdullah, 
Abdullah, Ithnin, & Mammi, 2008; Biddle et al., 2011). Instead of prompting users 
with a number pad, such a system could provide a digital canvas, which maps simple 
drawing patterns to numbers (compare Jermyn, Mayer, Monrose, Reiter, & Rubin, 
1999).  
Hence, in this initial step of the procedure, it is the main task to distinguish, whether 
efficiency gains are caused extrinsically or intrinsically. This differentiation demands 
a first look at involved context changes. 
EXTRACT THE CONTEXT SHIFTS 
In a next step, the identified Digital Transformatives are investigated in detail. 
Therefore, possible shifts of the user context are emphasized and characterized. The 
transformation from a number to a pattern passphrase interface, as described previ-
ously, changes the usage context from memorizing symbols to memorizing spatial 
structures. Thus, this transformation may be characterized through a change in visu-
alization, including features of spatial structuring.  
 Chapter 2 Relevant Cognitive and Practical Background 
 
57 
Additionally, the investigated systems should also be characterized on a more funda-
mental cognitive level. In order to do so, it is necessary to derive relevant cognitive 
assessment metrics from previously determined cognitive mechanisms. 
COGNITIVE ASSESSMENT METRICS FOR DIGITAL CONTEXT SHIFTS 
As described earlier, several major conceptual mapping instruments, such as catego-
ries, metaphors, or semiotics, seem to be based on cognitive efficiency structures. 
Hereby, prototype categories provide a reference system, determining areas of in-
creased cognitive efficiency. In order to evaluate efficiency changes induced through 
context transformations, it is important to identify the prototypes addressed by each 
usage contexts.  
As psychological research shows, prototypes are best determined implicitly. A major 
implicit measure is typicality. Thus, prototypes can be found by asking subjects for 
typical examples. Additionally, frequency of stimuli occurrence provides another im-
plicit indicator for prototypes. Cognitive automatization is promoted through prac-
tice and repetition, which correlates with procedural familiarity. Consequently, first 
fundamental metrics are typicality or familiarity of a usage context. 
Although basic levels are neither the most concrete nor the most abstract concept, it 
is not fully clear if this is also true for shared basic levels, at the area of maximum 
conceptual similarity. Consequently, it has to be investigated whether context shifts 
follow the tendency of abstraction or concretization. Hereby, it will mostly be as-
sessed, whether feature richness increases or decreases. 
The base concept might also always be associatively better interconnected with other 
concepts. Such kind of knowledge elaboration of information chunks has been deter-
mined to be a major difference between expert and novice knowledge. Expertise re-
lated performance gains is based on a more elaborate knowledge structure, character-
ized through concepts of increased chunk size, which are associatively well intercon-
nected (Chase & Simon, 1973; Gobet & Simon, 1996a, 1996b, 1996c; Larkin et al., 
1980; Lesgold, 1988; Reitman, 1976). Additionally, semantic elaboration seems to 
correlate with performance (F. I. M. Craik & Lockhart, 1972; F. I. M. Craik & 
Tulving, 1975; Hyde & Jenkins, 1973; Oberauer et al., 2005). It is hard to determine 
elaboration of knowledge without specific setups. Knowledge elaboration goes along 
with information being related to many other concepts. Thus, knowledge becomes 
more meaningful since it is useful in different contexts. Although, meaningfulness 
might also be related to prototype categories, it will here be seen as a basic indicator 
for knowledge elaboration. 
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Summarizing the above, the following types may be essential for the conceptual 
mapping from target to base:  
• familiarity or typicality, 
• abstraction and concretization, 
• and meaningfulness through knowledge elaboration.  
Interestingly, even historic sources vaguely accentuate those characteristics, as elicit 
earlier in this chapter on the pages 14 following. (da Signa, 1892) describes the signs 
for memory as manifest, concrete and remarkable (abstraction and concretization, 
meaningfulness). According to the classic view they are used to connect known in-
formation with new information (familiarity or typicality). Connecting associative 
thoughts improves memorization (meaningfulness through knowledge elaboration) 
(compare da Signa, 1892; Dommerich, 1765; Kant, 1792, 1800; Kästner, 1804; Voigt, 
2001).  
COLLECT CHARACTERISTICS AND FIND SHARED CHARACTERISTICS 
Finally, the properties of all context shifts will be enumerated, giving an overview of 
all salient working principle characteristics. Ideally, there should be a set of proper-
ties common to all Digital Transformatives. In this case the principle of operation 
should be among those common properties, or may be characterized by all of them. 
This analysis, in combination with the previously conducted elaboration of cognitive 
processes, will broaden the conceptual basis of Digital Transformatives. 
2.2.2 Determine Relevant Digital Transformatives 
The starting point for the property extraction procedure is a sufficient fundament of 
sample systems. The challenge lies in selecting systems, which enhance performance 
user intrinsically, and cover the full spectrum of performance relevant characteristics. 
Therefore, it is assumed that performance categories correlate with major learning 
categories. One of the most elaborate taxonomies in developmental psychology, offer-
ing a sound structure of learning, is given by Bloom’s taxonomy (L. W. Anderson, 
Sosniak, & Bloom, 1994; Shane, 1981), which offers a taxonomy of educational objec-
tives driven by the classification of educational goals. The taxonomy is considered to 
be a foundational and essential element within the education community. According 
to Bloom’s Taxonomy, the main human learning domains are cognitive, affective, and 
psychomotor. In the following, several systems will be analyzed for each of such cate-
gories, as shown in Figure 2-22. 
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Figure 2-22. Digital system types addressing major learning categories of 
Blooms Taxonomy. 
The cognitive domain will be covered mainly through memorization systems, such as 
digital mnemonics and passphrase systems. Additionally systems will be investigated, 
which utilize user interface metaphors to cover human understanding. Serious games, 
Gamification approaches, and systems implementing playful learning, seem to be 
good examples of the affective domain. The psychomotor domain is represented 
through Tangible User Interfaces and Transitional Objects. 
2.2.3 Cognitive Domain 
The cognitive domain is covered by myriads of systems which provide context shifts 
for better memorization. These tools are situated in the area of learning, in the fol-
lowing referred to as digital mnemonics, and also in the area of data secured through 
passphrases. Ideally password systems are also evaluated for task efficiency, since 
they seek to improve memorization abilities, and hereby increase security. 
DIGITAL MNEMONICS 
In this text digital mnemonics are referred to as digital implementations of mnemonic 
devices. Joglab offers a word finder tool intended for supporting the creation of acros-
tics or backronyms. As shown in Figure 2-23, word selection lists for each letter of an 
input acronym are offered. 
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Figure 2-23. JogLab online word finder supporting the creation of acrostics 
and backronyms. 
The word finder allows for the creation of personal word hotlists, and the webpage 
provides multiple chances to share acrostic. (joglab.com, 2012). 
2Know is a computer program offering support for the Phonetic System, or Major 
System, as it is described in (Higbee, 2001). In the major system numbers are trans-
formed into consonants and phonemes. Silent consonants and vowels are not mapped. 
For example 2 is mapped on the letter n, since a tilted 2 looks like an n. 3 is mapped 
on m. Thus, 3 may be remembered by the word “me”, “home” or “aim”. 23 could be 
encoded in the word “name”. 2Know supports number to word encoding, and decod-
ing of simple words or complex phrases, by offering the input of a number. The sys-
tem then encodes such numbers and suggests possible words fitting the major system 
technique (see Figure 2-24). 
 
Figure 2-24. Screenshot of the 2know software for supporting the major mem-
orization technique (right). 
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According to the homepage, the software is not meant to fully replace the major 
technique, applicants are rather supposed to be supported in finding good phrases 
and words (got2know.net, 2012). 
Password security has always been a hot topic. Growing processing power demands 
increasingly better passwords. Most passwords inputs are textually, which implies a 
complicated dilemma: Good passwords need to be long and abstract, at the same 
time. While such passwords are more secure, they are also harder for us to remember. 
(Klein, 1990) investigated 14000 Unix passwords, and found that 25% could be 
cracked by using a dictionary of 3 million meaningful words. Other studies also show 
that the practical password entropy is far lower than the theoretically possible one, 
due to our preference for meaningful phrases (Feldmeier & Karn, 1990; R. Morris & 
Thompson, 1979; Wu, 1999). The dilemma of good passwords has been faced with 
several approaches. Many of them were digital implementations of mnemonic devices. 
Hence, passphrase systems provide a great pool of applied Digital Transformatives. 
(King, 1991) suggested to use computer generated rebus passwords, based on the 
Keyword method as described in (Atkinson & Raugh, 1975). The Keyword method is 
usually applied for learning foreign languages. Translations are conducted via two 
links:  
1) an acoustic link from the foreign language to a keyword, which is similar in 
pronunciation,  
2) an imagery link from the keyword to the meaning.  
For example, the Spanish word for horse, caballo, is pronounced “cob-eye-yo”. This 
gives us the keyword “eye”, which is used to create a remarkable mental image, such 
as a cyclopean horse with only one eye in the forehead. A good example for this 
method can also be found in (Beniowski, 1842, p. 36ff), where he describes his meth-
od for learning Latin names of plants. The Rebus Password Mechanism uses a varia-
tion of the keyword method to improve memorization of arbitrary computer generat-
ed passwords. 
 
Figure 2-25. Supporting imagery link provided by the rebus system for the 
abstract password “kou-ce-hur” (King, 1991). 
2.2 Retrospective Property Extraction of Existing Digital Transformatives 
     
62 
In this variation, the computer generates a sequence of random keyword syllables, 
and suggests associations to a sequence of similar phonemic sounds. All together is 
displayed to the user as a Rebus consisting of images, as shown in Figure 2-25. The 
Rebus Password Mechanism is meant to help users memorize random passwords 
more easily. 
Many other mechanisms make use of our imaginary abilities, usually referred to as 
Graphical Passwords. Some build on the recognition of faces, some on creation and 
memorization of geometrical shapes. Others offer the possibility to encoding and 
decode information by selecting and recalling spots of interest in a given picture.  
(Wiedenbeck, Waters, Birget, Brodskiy, & Memon, 2005b) suggest categorizing 
graphical password systems in pure recall based, recognition based, and cued recall 
based systems. In pure recall systems users do not get any hint for remembering their 
passwords. In recognition based systems passwords are set by users choosing images, 
which have to be identified among a bigger set of images for authentication. In con-
trast to recognition based systems, cued recall based systems provide the user with a 
reference frame of hints for authentication.  
One of the first graphical passwords was presented in (Jermyn et al., 1999). The sys-
tem called Draw A Secret (DAS) allows users to roughly sketch something on an 
input grid. Based on the grid the input is transformed into a binary number repre-
sentation (see Figure 2-26). 
 
Figure 2-26. The Draw A Secret user input (left). The grid based interpreta-
tion of the system (middle). The transformed bit representation (right); from 
(Jermyn et al., 1999). 
(Jermyn et al., 1999) argues that DAS is harder to crack then textual passwords. 
They state that the theoretical password space of a 5 x 5 grid exceeds the one of 
textual inputs, and that a grid provides a broader set of shapes for generating memo-
rizable content, opposed to meaning full words, which are often used for textual 
passwords. 
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The commercial product PassFaces™ offers a login mechnism through memorization 
and recognition of certain faces, which ought to be recognized among random 
unknwon faces (as shown in Figure 2-27)  
 
Figure 2-27. PassFaces™ learning screen (left) and selection screen (right) 
(passfaces.com, 2012). 
A comparative study with 34 participants indicates that PassFaces™ passwords are 
easier to remember than textual passwords, but also take more input time (Abdullah 
et al., 2008; Brostoff & Sasse, 2000). (Davis, Monrose, & Reiter, 2004) tested the 
predictability of the PassFace™ system, and found that users’ choices were biased by 
race, gender and attraction. Several other systems are similar to PassFaces regarding 
their performance context. The Cognitive Authentication Scheme demands users to 
memorize and recall iconic images (Figure 2-28).  
  
Figure 2-28. Cognitive Authentication Scheme (Weinshall, 2006). 
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The usage is comparably uncommon. A password is encoded by traversing a grid 
based on game like movement rules. One needs to move down if an item is in the 
passphrase set, and move right if it is not. By following these rules one finally gets to 
the left or bottom boundary of the grid, which offers an encoded input. For a single 
login this traversal should be repeated multiple times, resulting in login times ranging 
from 1.5 to 3 minutes (Biddle et al., 2011; Weinshall, 2006). 
The Deja Vu scheme also builds on the memorization and recognition of personal 
images (Rachna Dhamija & Adrian Perrig, 2000). The Déjà vu images are abstract 
random images. The login screen presents 25 images, including five images selected 
by the user. The login succeeds if those five images are determined. (Rachna Dhamija 
& Adrian Perrig, 2000) tested the system with 20 participants, and found that it was 
resistant to dictionary attacks, since only a few pictures were selected by more than 
one user. This gives indication that abstractness of images reduced predictability, 
however, this finding was based on a very limited test size and needs further evi-
dence.  
Cued-recall systems, also called locimetrics (De Angeli, Coventry, Johnson, & Re-
naud, 2005), form another set of graphical password inputs. In addition to recogni-
tion, they make use of the location of certain artifacts in an image. The basic scheme 
has been patented by (Blonder, 1996) (Figure 2-29 right). According to it, a pass-
word is encoded by selecting certain areas in an image, and decoded by recalling 
those positions in the right sequence. The click points need to be within a certain 
tolerance. Depending on this tolerance, and the resolution of the image, the possible 
password space may be comparably big. Many variations of this cued-recall graphic 
password scheme have been developed and investigated since then (Abdullah et al., 
2008; Biddle et al., 2011; Wiedenbeck, Waters, Birget, Brodskiy, & Memon, 2005a; 
Wiedenbeck et al., 2005b). 
 
Figure 2-29. PassPoints interface, showing feedback after points have been 
chosen (left) (Biddle et al., 2011). Blonder patent for graphical passwords 
(right) (Blonder, 1996). 
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Although such passwords offer a relatively big possible password space, they also 
suffer from predictability (Dirik, Memon, & Birget, 2007). Users tend to select 
hotspots. 
Based on the PassFace™ system (Davis et al., 2004) introduced the story scheme, 
and evaluated it against PassFace™, as described above. The story scheme presented 
a set of images showing persons, faces, and everyday items from categories such as 
food, automobiles, animals, children, sports, and scenic locations. In order to set a 
password, users required to choose 4 images in sequence. They were advised to mem-
orize the sequence by connecting the images through a story. At the login process 9 
images were presented, including the 4 user chosen images (compare Figure 2-30 left). 
For a successful login it was required to select those images in the right sequence.  
 
Figure 2-30. Story system proposed by (left) (Davis et al., 2004). Password 
encoding through a “Repeated Sequence of Actions” (right) (Abdullah et al., 
2008). 
154 subjects participated in the study. The study found that the story passwords 
were less predictable than a chosen face phrase, while on the other side users had 
more difficulties in remembering the right order of the items. It turned out that 
many of those who could remember the items, but not the sequence, did not create 
their own story.  
In contrast to the purely graphical approaches Oracle-Passlogix Inc. offered an action 
based password approach, by providing a minimal interactive environment, which lets 
users conduct certain action sequences (see Figure 2-30 right). 
Users could choose between multiple environments such as kitchen, bedroom, or 
bathroom, and interact with items via mouse clicks, or drag’n drop. This allows users 
to enter a password, for example, by selecting ingredients for the preparation of a 
certain meal in the right chronological order (Abdullah et al., 2008). 
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(Abdullah et al., 2008) investigated usability and security features of graphical pass-
words. They differentiate between recognition and recall techniques. Then they rate 
memorability by meaningfulness, human faces, organized by theme, user assign im-
age, icon based, abstract image, navigating image, and freedom of choice. Additional-
ly they rate efficiency through input reliability, accuracy, simplicity, and fun to use, 
for both, grid based and drawing passwords. 
CONCLUSIONS 
The systems word finder and 2Know both map random numbers or letters onto 
phrases. The Rebus Password Mechanism builds on mapping random letters phone-
mically on words which are represented through images. All those systems map ran-
dom abstract concepts onto bigger chunks of information, which are more concrete, 
familiar, and well connected to other concepts. 
Draw A Secret is based on a mapping of abstract random letters onto shapes. The 
visualization adds the possibility to spatially structure information in a bigger con-
text, and provides a frame of reference for the comparison of formerly unrelated ele-
ments. The spatial dimension also increases possibilities for associating input con-
cepts to other concepts, hence increasing meaningfulness. The systems PassFaces™, 
Cognitive Authentication scheme, and Déjà Vu also add a visual dimension. They 
map random letters onto faces, comics, or abstract images. In contrast to Draw A 
Secret, those images are not self-generated by the user. Therefore, they incorporate a 
familiarization phase for memorizing key visuals. In so called cued-recall systems, 
such as PassPoints, Blonder scheme, or Cued Click Points, users are requested to 
mark and recall certain areas in images. While those systems also add a spatial and 
visual dimension, other systems, such as Story Scheme or PassLogix, also require 
sequential correctness; this way they additionally build on narrative elements. 
The context shifts of all systems, and the properties of those shifts, are summarized 
in the table below. 
Performance context Problem context System Names 
Words/ Phrases Memorize random let-
ters  
word finder, 2Know, Re-
bus Password Mechanism 
Increase familiarity, elaboration, and concreteness 
Generation, memorization and 
recognition of key visuals 
Memorize random let-
ters 
Draw A Secret, PassFac-
es™, Cognitive Authenti-
cation scheme, Déjà Vu, 
PassPoints, Blonder 
scheme, Cued Click 
Increase familiarity, elaboration, concreteness, visualiza-
tion, comparability, objectivation, spatial structure 
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Points 
 
Chronological action sequence Memorize random let-
ters 
PassLogix, Story scheme 
Increase familiarity, elaboration, concreteness, visualiza-
tion, comparability, objectivation, narrative structure 
 
Predictability is one of the reasons for weak textual passwords, reducing the theoreti-
cal password space dramatically. Graphical passwords seek to improve security 
through longer passphrases, however, the problem of predictability stays the same. 
Users chosen passwords are biased. Although passwords offer a relatively big possible 
password space, they also suffer from predictability (Dirik et al., 2007). Users tend to 
select visual hotspots, in the same way they select common sequences for numerical 
passwords. Those preferences likely correspond to cognitive prototypes, as it is well 
illustrated in (DataGenetics, 2013). They investigated 3.4 million four digit pin num-
bers from released, exposed or discovered password tables or security breaches.  
 
Figure 2-31. Visualizations of four digit passwords frequencies from (Dat-
aGenetics, 2013). 
They found some interesting patterns, which may correspond to cognitive prototypes. 
In general the heat map reveals a “grid pattern” shading, although it should be uni-
formly distributed. The highlights in within the heat map mark areas of high fre-
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quency, which seem to correlate to number occurrences of high frequency in our ex-
ternal environment. For example the tendency to select passwords starting with 19, 
likely related to birth years. In the same way the combination of days and month is 
very dominant, as it is visualized in the heat map. Other repetitive occurrences can 
also be seen, and may not be related to prototypes, but rather to improved entropy, 
such as 0000 or 1212. Interestingly, the combination 6969 is dominant, within those 
repetitive patterns again, associated to a prototype again. 
Although we seek to be highly individual, general environmental influences seem to 
induce general cognitive concepts, shared among a broader group of individuals. 
Cognitive prototype research on basic colors evidentially supports this view (Cook et 
al., 2005; P. Kay et al., 2009; P. Kay & Regier, 2003). As detailed in chapter 2.1, 
cognitive prototypes are formed probabilistically based on real world occurrences 
(Franks & Bransford, 1971; Neumann, 1977; Posner et al., 1967; Posner & Keele, 
1967; Reed, 1972; Solso & McCarthy, 1981). Such findings may also be linked to cul-
tural or social conditioning. Since our cognitive structure is heavily dependent on 
environmental influences, such influences may be important for Designing Digital 
Transformatives. Accordingly the findings are expressed in Feature 2: 
Feature 2. Similar user environments induce similar cognitive proto-
types (advantages and disadvantages of cultural and social conditioning) 
The tested systems also indicate a correlation between abstractness and predictabil-
ity (compare Biddle et al., 2011; Brostoff & Sasse, 2000; Weinshall, 2006; Rachna 
Dhamija & Adrian Perrig, 2000). (Rachna Dhamija & Adrian Perrig, 2000) tested 
the system with 20 participants and found that it was resistant to dictionary attacks, 
since only a few pictures were selected by more than one user. This gives indication 
that abstractness of images reduced predictability, however, the indication is loose 
due to the limited test size.  
Investigations of the PassFace mechanism by (Davis et al., 2004) showed clear 
tendencies for race, gender, and attractiveness. Psychological studies also indicate a 
relation between the sense of attractiveness and cognitive prototypes. Several studies 
show that we consider an average face to be more attractive than a face which does 
not lie on a probabilistic maximum (DeBruine & Jones, 2013; Langlois & Roggman, 
1990; Langlois et al., 2000; Rhodes, 2006). The Averager on faceresearch.org offers a 
good tool to interactively experience this correlation (DeBruine & Jones, 2013). We 
are probably most familiar with average faces, because we recognize a little bit of it 
in every face. In this case, familiarity correlates with attractiveness. Because cogni-
tive prototypes tend to be hot spots of high user efficiency, and they are related to 
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attractiveness and familiarity, this may be a valuable characteristic for Digital Trans-
formative design. 
Feature 3. Familiarity correlates to attractiveness, trust, or faithfulness. 
Both are related to cognitive prototypes. 
Both, Feature 2 and Feature 3 help refining the picture of Digital Transformatives, 
however, they are only weak implicit indicators for Hypothesis 1 (The system usage 
context shift of Digital Transformatives releases user intrinsic potentials.). 
2.2.4 User Interface Metaphors 
User interface metaphors are an interesting case, since they can be well compared to 
linguistic metaphors, which are cognitively comprehensively analyzed. User interface 
metaphors are implemented in various facets in user interfaces. Hereby, it will mainly 
be focused on the economical successful desktop metaphor utilized in operating sys-
tems, which incorporates multiple sub metaphors. Additionally, spatial and narrative 
metaphors are being used with great success in learning and graphical point and click 
adventures. 
THE DESKTOP METAPHOR 
Nowadays, the Desktop Metaphor is probably the best established human computer 
interface metaphor (Dix, 2004; D. C. Smith, Irby, Kimball, Berplank, & Harslem, 
1990). It was introduced by Xerox in 1981, and re-implemented multiple times by all 
major commercial operating systems provider, such as Apple, Microsoft, or Amiga 
(guidebookgallery.org, 2012). The desktop metaphor aims at improving computer 
usability by resembling a typical desktop through a metaphorical interface. Tradi-
tional command line interfaces were function and parameter oriented, on a noun-verb 
syntax (J. Nielsen, 1993). The graphically represented, familiar environment of a 
desktop, however, is likely to provide better anchors for guessing functions and un-
derstanding system states, without the need of learning commands (D. C. Smith et 
al., 1990, 1982). Thus, those graphical user interfaces are object based, and not func-
tion based. According to (J. Nielsen, 1993) this allows users to focus on their actual 
task rather than on operating the computer. 
Desktop systems basically transform computer commands into actions, and data into 
virtual objects. Applications within such a desktop environment offer graphical user 
interfaces presented in windows. Icons are used to give files, or links, an object like 
look and feel, in the same way as menus, and pointing device interactions support the 
conceptual mapping of functions onto actions. With the desktop metaphor, still being 
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the standard interface of current operating systems for desktop computers, this basic 
pattern has not changed much until today, and is often described as WIMP (win-
dows, icons, menus, pointing) (J. Nielsen, 1993). This is also illustrated in Figure 2-32 
– showing the first implementation of a desktop environment. 
 
Figure 2-32. Screenshot of the first commercially sold Xerox 8010, in 1981 
(guidebookgallery.org, 2012). 
The wide use of the desktop is a strong indicator for its commercial potential. It of-
fers user performance gains through improved usability, making it a primary example 
for Digital Transformatives.  
The key to creating such a successful system has mainly been attributed to the re-
verse approach of starting with a conceptual model and tailoring functionality around 
it (D. C. Smith et al., 1990). A detailed development methodology of Star is being 
given in (Seybold, 1981). It emphasizes the importance of a task analysis preceding 
the design process. The design process was also lined by informal design principles, 
formulated before and during the Star development. Such guidelines and methodolog-
ical experiences, are useful information for any further conceptual and methodologi-
cal design of Digital Transformatives, and will be further investigated in according 
contexts later in this text. There seems to be no clear methodology, on how the idea 
of the desktop metaphor evolved. Only the final decision on implementing the Meta-
phor is being described “We decided to create electronic counterparts to the physical 
objects in an office: paper, folders, file cabinets, mail boxes, and so on – an electronic 
metaphor for the office. We hoped this would make the electronic “world” seem more 
familiar, less alien, and require less training. (Our initial experiences with users have 
confirmed this.) We further decided to make the electronic analogues be concrete ob-
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jects. Documents would be more than file names on a disk;[…]“(D. C. Smith et al., 
1990).. 
Alternatively, those systems can still be operated via a command shell. From a met-
aphorical perspective, commands offer a textual semantic interface to the computer, 
historically driven by natural language communication. Since, these commands do 
not follow natural language semantics, and do not leave any space for interpretation, 
they, can be seen as an example of a deceptive metaphor. Deceptive metaphors show 
one of the major pitfalls of using this technique. Negative analogies evoke misunder-
standings, leading to improper use of the system (Don Gentner & Nielsen, 1996; 
Halasz & Moran, 1982; Rogers et al., 2011). They are also often discussed in the con-
text of user interface affordances, as detailed in Affordances from UI Concepts (pp. 
99). 
SPATIAL AND NARRATIVE METAPHORS 
Other user interface metaphors build on spatial knowledge, in order to navigate 
through vast information spaces, for example. (Buchholz, 2005) describes how a spa-
tial metaphor is used to organize content in a hypermedia educational game for kids, 
which is exemplary for many other games of that kind. Technically the game consists 
of separate pages with learning content, which are interconnected through hyperlinks. 
However, for the user they are presented in spatial conjunction, describing the envi-
ronment around a site caravan Figure 2-33 (right). While one page shows the cara-
van, a click on the door opens the inside view. A click on the stairs, leading to the 
roof top of the caravan, would open the according webpage, instead. This way users 
do not get the feeling of requesting one web page after the other; they rather seem to 
explore a spatial environment. 
Those spatial metaphors might have their origin in predecessors of point-and-click 
adventure video games, such as The Monkey Island Series or Leisure Suit Larry (M. 
L. Black, 2012; Dillon, 2004; LucasArts, 1990; Sierra Entertainment, 2006). Adven-
ture games offer a story based artificial environment, including an avatar controlled 
by the user (Cavallari, Hedberg, & Harper, 1992). The avatar is able to interact with 
predefined objects of the game world environment. The game world consists of spa-
tially associated locations, as described above. Locations usually consist of still imag-
es showing a scene, the avatar, and interaction objects including non-player charac-
ters (NPCs) controlled by the computer, as shown in Figure 2-33 (right). 
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Figure 2-33. Screenshot Monkey Island 2: LeChuck’s Revenge (left) (Warren, 
2003). Screenshot Löwenzahn (right). 
Graphical point and click adventures evolved out of text-based adventures, such as 
ADVENT, or Infocom’s Zork, where predefined textual commands had to be used to 
interact with the system (Dillon, 2004). Parallels between adventure games and oper-
ating systems are highly visible. In both cases command based syntax is transformed 
into actions performed on objects. On the other hand, games much more relied on 
spatial and narrative metaphorical structuring then desktop based operating systems.  
During the mid to late nineties, some approaches for graphical user interfaces of op-
erating systems have been conducted aiming for advanced spatial structuring, as it 
was known from point-and-click adventure video games. Most noticeable were the 
approaches made by Microsoft Bob (Microsoft, 1995), Packard Bell Navigator 3.5 
(Packard Bell, 1995), and Magic cap(General Magic, 1994). Those systems have been 
said to be utilizing the home metaphor. The reference to a home metaphor becomes 
apparent from the screen shots shown in Figure 2-34 and Figure 2-35. 
 
Figure 2-34. Screen capture of Microsoft Bob (Rose, 2008). 
The most elaborate, of the mentioned systems, is MS Bob. In general, despite the 
narrative component, MS Bob appears like an extrapolation of the desktop metaphor 
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to point-and-click adventure games (pnc games) of that time. Instead of an abstract 
iconic desktop representation, a house environment is presented consisting of various 
locations, such as the “Family Room”, “Study Room”, or the “Castle Kid’s Room”. 
Every location is composed of a background still image, representing a scene, and 
vector graphic overlays, representing objects. All Objects and scenes appear in three 
dimensional cartoon style drawings. Objects can be positioned on the screen plane, 
layered, overlapped, or resized, until they perfectly fit their graphical environment. 
The house metaphor allows for connecting different locations spatially through loca-
tion anchors. For example, a click on the left door in the family room leads to the 
study room. The right door of the study room, accordingly, leads back to the family 
room (Rose, 2008; Toastytech.com, 2012a; TopWindowsTutorials, 2009). The home 
metaphor provides a metaphorical ground for seamlessly mapping almost every oper-
ating system feature, such as public and private rooms, as they are incorporated in 
MS Bob. Public rooms are shared with other users of the system, while private rooms 
are restricted to the logged in user. 
MS Bob also utilizes many aspects of pnc games, which are not typical for operating 
systems. For instance, the integration of clickable, non-functional objects of decora-
tive nature, only, MS Bob also builds on a character based communication. Instead of 
cryptic human-computer communication, via simplified yes/no dialogs, the system 
offers animated characters. Those characters primarily serve as guides, meant to re-
place manuals. The communication with those pncs mimics expressive prosaic human 
to human conversation, based on multiple choice answer selection.  
However, although MS Bob implemented many aspects relevant for making a popular 
pnc games, commercially it turned out to be unpopular and unsuccessful (Harring-
ton, 2009; McCracken, 2010). This makes MS Bob an interesting case for this work, 
providing an example of what can go wrong when designing and marketing Digital 
Transformatives. 
Packard Bell Navigator 3.5 and Magic Cap left out such typical pnc game features. 
Although they both built on the home metaphor they did not implement characters, 
transitional animations, or colorful cartoon style graphics. While Packard Bell Navi-
gator 3.5 provides users with feature rich graphics, including an environmental over-
view map (Figure 2-35 left), Magic Cap offers a much more iconic interface, being 
close to pure desktop metaphorical interfaces (Figure 2-35 right). Hereby, it may be 
noted that Magic Cap was originally designed for use with Personal Digital Assis-
tants (PDA).  
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Figure 2-35. Screen capture of Packard Bell Navigator 3.5 (left) (Toasty-
tech.com, 2012b), and Magic Cap (right) (Halfhill & Reinhardt, 1994). 
Compared to MS Bob both systems were considerably more successful, being availa-
ble in multiple versions for several years. The reasons why none of them became a 
full success are complex and also related to economic strategies. It might also simply 
not have been the right time. Many aspects of such early home metaphor systems 
were re-implemented later, more successfully. Having different rooms, and offering an 
overview map, can still be found in modern desktop systems in the form of multiple 
desktops, and the chance to set different desktop backgrounds. In the same way, 
icons tend to get more feature rich, including higher resolutions and more interactivi-
ty, with every evolving generation of new operating systems. Widgets, such as the 
clock in MS Bob, are common, nowadays; in the same way natural language interac-
tion is getting more important, especially on mobile devices. Applications such as Siri 
(Apple Inc., 2011), also show their commercial potential. However, this may not be 
attributed to the interaction with characters in MS Bob, and it is much closer to 
what Bill Gates envisioned when Bob was presented at the CES in Vegas (Cheifet & 
Kildall, 1994). 
CONCLUSIONS - USER INTERFACE METAPHORS 
Although the previously described systems were developed independently in different 
contexts, there seem to be certain prevalent metaphors, utilized by most of them. 
One can be described as the objectification of data or files. This kind of metaphor is 
used in operating systems, were files are represented through iconized objects, as well 
as in Point and Click Adventures, were simulation model states are represented 
through arrangement of graphical objects. The data-object metaphor is deeply en-
trenched in computer science, as it is a quite common metaphor for computer pro-
gramming, referred to as object-oriented programming (A. C. Kay & Ram, 2003; 
AlanC. Kay, 1996; Sutherland, 1964). However, it is not clear if this kind of en-
trenchment is responsible for the pervasiveness of this metaphor. 
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Another metaphor defined in the basic idea of object-oriented programming is com-
munication with objects, by sending messages (A. C. Kay & Ram, 2003). In most 
programming languages this mechanism is implemented through methods, or com-
mand calls, referred to an object. Such an object-command schema can also be 
found, as a basis for command shells, for controlling operating systems or Point and 
Click adventures. Commands are used to determine or change the state of an object. 
The earlier described metaphorical interfaces, build on graphically represented ob-
jects, which are spatially located in a visual environment. This way the system state 
is visualized, and can be directly manipulated through mouse interaction. The visual 
representation also gives further comparative indicators of possible actions and differ-
ent system states. Point and Click Adventures, and Hypermedia Learning Systems, 
also make use of narrative elements for structuring sequential events. By mimicking a 
visual interactive environment, those systems also increase predictability, since cer-
tain object behavior may be based on similar real world behavior. In the same way, 
such systems invite users to experimentally explore functionality instead of learning 
command lists. The icons and natural language interaction approach may also im-
prove accessibility. The narrative structure and graphical art work could also improve 
immersion. 
By adding a visual and spatial dimension, knowledge elaboration is increased. Mim-
icking objects, and using spatial and narrative structuring, also increases familiarity, 
analogous to icons demanding less initial learning then indices or symbols in semiot-
ics (compare Efficiency in Semiotics pp.50). In the same way, objects and actions can 
be considered to be more concrete than filenames and commands, as well as narra-
tion and a spatial structure also increases concreteness. 
Performance context Problem context System Name 
Objects (tangible, visually represent-
ed) 
Data, Files; Desktop Metaphor, Point and Click 
Adventures, Hypermedia Systems 
utilizing spatial metaphor (e-
learning), MS Bob, Bell Navigator 
3.5, Magic Cap 
Increase elaboration, concreteness, familiarity, compara-
bility, interactivity & adds objectification, visualization, 
spatial structure  
Actions (mouse interaction with visu-
al representations or menu items, drag 
n drop on Locations) 
 
Commands 
(move, delete, 
copy, start, stop, 
…); 
Desktop Metaphor, Point and Click 
Adventures, Hypermedia Systems 
utilizing spatial metaphor (e-
learning), MS Bob, Bell Navigator 
3.5, Magic Cap  Increase elaboration, concreteness, familiarity, compara-
bility, interactivity & adds objectification, visualization, 
spatial structure, curiosity, predictability 
Locimetric: (Location of Objects System State Desktop Metaphor, Hypermedia 
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(taskbar, folder Desktop, Possible 
Actions) 
Systems, Point and Click Adven-
tures 
Increase elaboration, concreteness, familiarity, compara-
bility, interactivity & adds objectification, visualization, 
spatial structure, curiosity, predictability 
Scene, Objects, Narration Game state Point and Click Adventures, Hy-
permedia Systems utilizing spatial 
metaphor (e-learning), MS Bob, Bell 
Navigator 3.5, Magic Cap 
Increase elaboration, concreteness, familiarity, compara-
bility, interactivity, immersion & adds objectification, 
visualization, spatial structure, narrative structure, curi-
osity, predictability 
(Pseudo) Natural Language Character 
Conversation,  
Computer 
Communication 
Point and Click Adventures, Hy-
permedia Systems utilizing spatial 
metaphor (e-learning), MS Bob Increase elaboration, concreteness, familiarity, compara-
bility, interactivity, immersion & adds objectification, 
visualization, spatial structure, narrative structure, curi-
osity, predictability, accessibility 
(D. C. Smith et al., 1990) describes some basic Star™ user interface design rules, 
which provide further insights into the interface. Every decision should be made in 
favor of providing something easy over hard, concrete over abstract, visible over invis-
ible, copying over creating, choosing over filling in, recognizing over generating, edit-
ing over programming, interactive over batch (D. C. Smith et al., 1990). All those 
principles could also have been expressed with a more fundamental design guidance. 
Besides concrete over abstract, the design should always aim for familiar over unfa-
miliar. We see more things than we do not see, we copy or mimic more often than we 
create, we choose more often than we design, we recognize more than we generate, 
change things rather than create from scratch, we interact more than we plan, and 
because we have done hard things so often that they became easy. 
2.2.5 Affective Domain 
The affective domain will be covered by investigating games as metaphors, including 
Gamification and Serious Games. While many of those systems offer a competitive 
environment, the second part of this chapter aims at explorative playful environ-
ments, which are not strictly based on competition. 
GAMES AS A METAPHOR - GAMIFICATION AND SERIOUS GAMES 
From a performance context perspective, games are highly interesting for this work, 
because their design is reverse to common digital systems design. 
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As elaborated in chapter 1.5.2, common supportive digital systems are often designed 
problem based and not performance based. For example, if tourists need orientation 
for the exploration of a new city, a problem based approach could provide tourists 
with a digital map. The map gives an overview and a frame of reference for orienta-
tion. Digitally it could be enhanced with GPS localization, and proper zoom and pan 
functionality. However, the effort of orientation is left with the users, such as creating 
landmarks, estimating distances, or getting a sense of space. 
A performance based approach handles the orientation effort for the users, and offers 
an interface, which builds on user intrinsic orientation. This could for example be an 
Augmented Reality overlay of the users’ hometown onto the new city. The hometown 
includes landmarks, giving a better sense of space. As emphasized earlier, Digital 
Transformatives are aiming for user interfaces on performance level, much like games. 
Unlike typical digital systems, games are conceptualized and designed with the goal 
of engaging players in episodes of pleasure and fun. Computer game design usually 
starts with a game concept, seeking to deliver an optimal performance context of joy. 
The concept design is followed by a system implementation phase, which focuses on 
providing and realizing the desired game concept. Players are finally provided with 
an interface mimicking a game world (Fullerton, Swain, & Hoffman, 2008; Nacke, 
2005; Ryan, 1999). The mechanics, bringing this game world to life, are based on 
simulation algorithms. The simulation model’s only purpose lies in providing the 
framework for a joyful game world user interface, transporting the game concept 
(Figure 2-36). 
 
Figure 2-36. Typical computer game design pattern. The user interface is cre-
ated based on a game concept. The game concept is developed for delivering a 
joyful experience in the game context. This experience is enabled through an 
underlying hidden simulation system. 
Underlying digital system mechanics are implemented only for enabling a perfor-
mance driven advanced user interface. They are designed reversely to application 
based digital systems. Games implement system mechanics only to provide a joyful 
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user interface, while normal digital systems implement the interface to access system 
mechanics. 
However, due to the increased engagement players show in games, it is logical to 
combine both approaches, and create playful experiences for real problems or valua-
ble tasks. 
Using games for conducting valuable work has been a hot topic ever since. Especially 
with the advent of computer mediation, it has been approached from various per-
spectives producing terms and trends, such as Serious Gaming (Abt, 1966, 1970, 
1987), Playful Learning, Edutainment, Game-Based learning, Games with a purpose 
(Von Ahn & Dabbish, 2008; Von Ahn, 2006), or, most recently, Gamification. All 
those approaches imply that gaming is not meaningless per se. From research in the 
field of developmental psychology we know that play has the clear purpose of prepar-
ing, training, and acquiring new skills (Lerner, 1998; Mussen, Flavell, Carmichael, & 
Markman, 1983; Piaget, 1962). Research on creating purposeful games may easily be 
dated back to the 1900’s (Avedon, Sutton-Smith, & Sutton, 1971; Juul, 2001). 
Play in general is closely related to developmental psychology. Many models and 
concepts offer answers to fundamental question, such as the motivation of play. De-
pendent on the research perspective, concepts of play are interpreted in different 
forms. In the context of Gamification, social drivers of play are competition and so-
cialization, and personal drivers are achievement, immersion, and exploration (Reeves 
& Read, 2009, p. 27).  
The creation of joy and affection is as diverse as human individuals. Every one of us 
has different anchors of joy. A smell of something might remember one person of a 
great moment, while another is remembered of a sad incident. Someone feels joy 
when seeing a piece of art, while another does not even recognize that it is art. The 
study of joy, curiosity, or affection is a broad field, which cannot be covered within 
this work. Thus, play describes a very vague set of joyful experiences (compare Witt-
genstein, 1953). Due to the diverse nature of joy, every system may turn into a joyful 
system for some users, in a way that some human beings are attracted to numbers, 
or fractals, while others are affected by lyrics, or paintings. While most of us consider 
crunching numbers as work, others associate it to be a joyful experience. Some like 
playing an instrument, others don’t. From this perspective every system potentially 
induces joy and could be considered as a Digital Transformative. Therefore, for fur-
ther elaboration this work will focus on the definition of games as a distinct subset of 
play, where compared to play in general, the boundaries of a game are set by a clear 
rules. 
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Due to the diversity and richness of the field of affection and fun, the following inves-
tigations will be limited to systems in the field of play – and here it will be focused 
on explorative and competitive software. The main explorative driver is curiosity. 
Thus, aspects such as immersion, mimicking, experimentation should be covered by 
such games. Competitive games utilize the urge for the comparison and improvement 
of skills. Additionally, competing in groups is part of many competitive games, which 
includes socializing. 
EXPLORATIVE PLAYFUL ENVIRONMENTS 
Business games are successfully utilized in education since several years. They usually 
offer environments for playfully experimenting with various business cases and hence 
train economical decision making. MACRO is a typical example for business games 
(Starbatty, 2009). MACRO models economic processes based on an environment con-
sisting of two countries. Each of the countries holds various actors. Actors are enter-
prises, labor unions, federal banks, or governments. Players need to fulfill various 
tasks in order to win the game. Maximizing prosperity, assessed via consumption or 
savings indicators, may be one of such tasks. A set of instruments and parameters 
allows players to influence the game in order to reach their goals. By playing the 
game, users actually modify a simulation. For being successful it is essential to un-
derstand relationships among simulation elements, and understand the mechanics of 
the underlying model. The simulation model is a representation of real economic 
mechanics, making it easy for players to transfer knowledge about relationships of 
economic parameters and instruments into real world cases. 
Simulation systems mainly build on curiosity. Players are curious to explore system 
mechanics in order to gain control and achieve goals. Hence, simulation systems are 
well established tools for learning complex real world principles of operation. The 
World Water Game provides an ecological simulation environment (Adib, 2006). 
Players have 45 minutes to provide optimal water and food supply for the world 
population. The user is presented with a graphical representation of the world, indi-
cating the achievement status. Various actions are available for modifying the simula-
tion, such as starting campaigns on family planning.  
The Power of Politics is a political simulation where players are virtually able to 
start a political career (Powerofpolitics.com, 2012). They steer their virtual character 
by scheduling a political program and actions for raising popularity. The Power of 
Politics also incorporates real political information collected from newspapers. Thus, 
the simulation is also driven by real political situations and keeps its users informed. 
In the same way popularity measures for virtual political decisions are derived from 
the outcome of real cases. The Power of Politics was originally developed to work 
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against political sullenness (Powerofpolitics.com, 2012; Preuster, 2010a). It was later 
supported by the Austrian government as an educational tool for high school stu-
dents. (Parlament Republik Österreich, 2006). The creators of the Power of Politics 
also created a simulation game for playing a medical scientist, called the Power of 
Research. Players take over the role of doctors treating patients in their own hospital. 
The goal of the game is to become a successful doctor and virtually gain scientific 
reputation. Therefore, the players are able to virtually conduct research on DNA, 
cloning, microscopy, protein isolation, and so on. An included database provides real 
background information on given topics (Powerofresearch.eu, 2012; Preuster, 2010b). 
 
Figure 2-37. Screenshot of The World Water Game (left), and Power of Re-
search (right) (Adib, 2006; Powerofresearch.eu, 2012). 
As stated above, simulations combined with competitive tasks are common ap-
proaches for giving access to complex domains in a playful manner. Usual drivers for 
such simulation games are curiosity and competition. Those simulations cover many 
parts of natural play. Realism seems to be an important fun factor, as well as the 
chance to play roles. These aspects are underlined by the similarities between simula-
tion games created for learning and simulations games created for entertainment. 
Consequently, many simulation games also make a good learning environment. Ex-
amples of such simulation games are Microsoft Flight Simulator, The Sims, Sim City, 
Roller Coaster Tycoon etc.  
Not all simulation games are primarily developed for educating players. Numerous 
simulation environments are also offered to obtain user information, for the main 
part. A bigger group of those special educational games are online stock market 
games, which surely hold great potential to collect profitable user information. Online 
stock market platforms, such as Wall Street Survivor, StockWatch Share Trading 
Game, The Stock Market Game™ (Smgww.org, 2012; Stockwatch.com.au, 2012; 
Wallstreetsurvivor.com, 2012), allow users to trade under real market conditions with 
virtual money (compare Figure 2-38). They help users to learn about stock market 
trading mechanics based on real data. The players input allows for evaluating eco-
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nomic strategies, as well as providing a crowd-sourced information ground for predict-
ing the market.  
Other approaches go a step further. They offer training platforms, primarily offered 
for analyzing strategies and determine players that may later be recruited for a real 
job. A publicly well rewarded system of that kind is America’s Army (US Army, 
2012). America’s Army offers a virtual multiplayer online 3D-ego-shooter environ-
ment, allowing every player to start a virtual military career (screenshot shown in 
Figure 2-38). Players virtually move their avatar through virtual 3D environments. 
They are equipped with a weapon, and need to solve tasks in teams. The teams are 
hierarchically organized according to real US Army structures. The game is played 
for fun. The developers, on the other hand, use the game as a virtual test bed for 
new weapons and the analysis of combat strategies, as well as for the recruitment of 
talented soldiers. It also serves for propaganda purposes, at the same time educating 
and training its players (Galloway, 2004; Nieborg, 2004; US Army, 2012). 
  
Figure 2-38. Online stock market platform Wall Street Survivor (left). Screen-
shot of the multiplayer online 3D ego shooter America’s Army (right) 
(Wallstreetsurvivor.com, 2012) (US Army, 2012). 
While education and training usually are considered to be a positive side effect, in 
this case, it is being criticized that glorify violence or play down danger situations 
may change behavior in a negative way. 
All such simulation games commonly build on fantasy (immersion, narration) and 
curiosity (exploration). Therefore, they need to utilize immersive user interfaces as a 
medium for transporting complex relations of a subject domain through a simulation 
model, represented by game mechanics. 
As previously mentioned, many of the systems are used to capture un-computational 
aggregated user data, such as combat strategies, political trends, economical behav-
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ior, or human judgments. Those systems are often classified as Human-Based Compu-
ting software or Human Computation. Some of such systems have been created espe-
cially for training AI and capturing common sense knowledge (Burgener, 1999; 
Lieberman, Smith, & Teeters, 2007; Von Ahn, Kedia, & Blum, 2006). Other games 
seek to improve search engines, for example, by letting users annotate images in a 
playful way (Russell, Torralba, Murphy, & Freeman, 2008; Von Ahn & Dabbish, 
2004; Von Ahn, Ginosar, Kedia, & Blum, 2007; Von Ahn, Liu, & Blum, 2006), or 
more generally by letting users formulate proper questions to randomly shown web-
sites (Ma, Chandrasekar, Quirk, & Gupta, 2009),  
A well-known implementation of a Human-Based Computing software was the ESP 
Game (Von Ahn & Dabbish, 2004). It also proofed economical capabilities of this 
approach, since it was transformed into the commercially used product of the Google 
Image Labeler (Google Inc., 2011). The ESP Game is an online game for tagging 
images. Determining proper associations for images is a fundamental problem in im-
age recognition and retrvieval. In the ESP Game two random strangers play together 
remotely, see Figure 2-39. The players are presented with the same random image. In 
a certain amount of time they need to input terms associated with the image. As 
soon as a matching term is found, both players get points and proceed to the next 
image. The goal is to gain as many points as possible, which might be credited with 
a good position in the overall high-score list (Google Inc., 2011; Von Ahn & Dabbish, 
2004, 2008). Evaluating human generated input is not always trivial, and can become 
computational complex, as shown by Tagatune. Analogous to the ESP game, Ta-
gatune aims at tagging music (E. L. M. Law, Von Ahn, Dannenberg, & Crawford, 
2007). However, its evaluation is much more complex, since players tend to describe 
music more elaborately (E. Law, West, Mandel, Bay, & Downie, 2009). 
Many of the recent developments in the area of Human Computation followed the 
pioneering work conducted by the group around Von Ahn, and it’s so called design 
schema of Games With A Purpose (GWAP) (Von Ahn, 2006). 
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Figure 2-39. Games with a Purpose: The ESP Game (left), Tagatune 
(right)(Google Inc., 2011; E. L. M. Law et al., 2007; Von Ahn & Dabbish, 
2004). 
According to (Von Ahn & Dabbish, 2008) a game can be fully specified through a 
winning condition and rules. The rules should be defined in a way that players per-
form the right steps for solving the computational problem. The key for every game 
is to provide an experience of fun or enjoyment. In order to design a successful 
GWAP (Von Ahn & Dabbish, 2008) suggest to aim either for an output-aggreement 
game, inversion-problem game, and input-aggreement game. All three variants are 
based on random strangers playing together in pairs, but competing against each 
other at the same time. The three variants mainly differ in the way the players ac-
quire points. The designer of a GWAP needs to choose whether players gain points 
when they agree on the same in- or output-data, or whether one player has to guess 
input data from given output data. When users have to agree on data, they try to 
find the most common data which could be guessed by the unknown co-player. Al-
ternatively, in so called inverse-problem games, one player tries to generate proper 
output data, which helps the other player to guess the right input data. (Von Ahn & 
Dabbish, 2008). 
Abstracting such design guidelines, GWAPs actually build on two major principles of 
operation. Enjoyment is exclusively fostered through competition. Hereby points and 
high score lists serve as the key drivers. Secondly, the acquiring points in ad hoc 
teams with unknown strangers can be seen as social surveillance, and is used to con-
trol the proper execution of the game. 
Competition seems to be a simple but powerful tool for inducing engagement. As a 
driver it is also very common for many approaches of Gamification (compare Reeves 
& Read, 2009). Gamification basically is about adding game elements to non-game 
contexts and can be found in many products, nowadays (Deterding, Dixon, Khaled, 
& Nacke, 2011).  
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A typical Gamification example in the context of Digital Transformatives is Attent 
with Serios (Reeves & Read, 2009; Seriosity Inc, 2010). Attent tries to tackle the 
increasing information overload by introducing a virtual currency for information 
sent via email or other channels. The virtual money called Serios allows users to rate 
information. In turn they receive Serios from their recipients. This way one can give 
feedback on the value of received information. 
 
Figure 2-40. Screenshot of Attent with Serios as an Email extension (left) and 
in general (right) (Seriosity Inc, 2010). 
Further examples for Digital Transformatives are given by the email game or Mi-
crosoft’s Ribbon Hero. The email game adds a competitive time based point system 
to normal email communication (Baydin Inc, 2010). Ribbon Hero incorporates game 
elements into Microsoft Office products, for learning new office features in a playful 
manner. Office features are mapped on challenges, which improve the users’ virtual 
Ribbon Hero skills and points. Every new use of an Office feature simultaneously 
advances the game state reflected through a user skill score. The game environment 
also gives feedback on unsolved challenges, for further advancement in the game (Mi-
crosoft Corporation, 2011, 2012). 
The Nethernet, formerly known as Passively Multiplayer Online Game (PMOG), 
consists of a browser plugin, which turns the whole internet into a multiplayer online 
game. The plugin integrates a toolbar as shown in Figure 2-41. 
 
Figure 2-41. The Nethernet toolbar (thenethernet.com, 2012). 
 Chapter 2 Relevant Cognitive and Practical Background 
 
85 
The Nethernet introduces the Datapoints internet game currency. Players earn Data-
points with every page visit and by time spent on website registered in the Nether-
net. In turn, players are can invest their earned Datapoints to buy items from an 
arsenal of tools, upgrades and abilities. Participants of the game are able to interact 
or place those items, like mines or treasure crates, on web pages. Obviously mines are 
not good to interact with, while a treasure is always welcome. Players may also cre-
ate missions which consist of a certain tasks, such as visiting a specific sequence of 
webpages. By fulfilling missions users improve their virtual character. Additionally, 
users are rewarded with achievement badges if they visit a certain page for a couple 
of days in a row, or avoid other pages, such as google.com, for a certain time period. 
The Nethernet also provides player interaction, building up a network of Followers, 
Rivals, and Alies. It also offers a narrative dimension explaining the history of char-
acters. (Spiegel.de, 2008; thenethernet.com, 2012). 
Game elements may not only be added to standard PC-Software. Bottle Bank Arcade 
provides a real world example, showing the power of engagement through competi-
tion Figure 2-42.  
 
Figure 2-42. Bottle Bank Arcade systems for changing behavior with fun ele-
ments (Volkswagen & thefuntheory.com, 2009a). 
The Bottle Bank Arcade project added scores and interaction to a normal bottle 
bank. Via a light installation, the modified machine gave users indication where to 
insert the next bottle. Hereby, the user gets point for quick and proper insertion. An 
additional high-score showed the best scores. The interactive bottle bank was used at 
maximum approximately 50 times more often than a nearby normal bottle bank 
(Volkswagen & thefuntheory.com, 2009a).  
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While points and competition is a valuable instrument for Gamification, curiosity 
may also be a good driver for changing behavior. Further curiosity driven exploratory 
installations of that kind are The World Deepest Bin, Piano Staircase, or The Speed 
Camera Lottery (Volkswagen & thefuntheory.com, 2009b, 2009c, 2010). 
CURIOSITY DRIVEN LUDIC EXAMPLES 
The World Deepest Bin basically consisted of a simple sensor and sound enhance-
ment for a normal bin. Whenever pedestrians used the bin, a sound was played back 
from inside, giving the impression of a surprisingly deep tube. During one day twice 
as many pedestrians preferred the modified installation over a normal bin, standing 
nearby (Volkswagen & thefuntheory.com, 2009c). 
For another curiosity based installation, a staircase, next to an escalator, was trans-
formed into a big fully functioning clavier, as shown in (Figure 2-43 left). The so 
called Piano Staircase made 66% more people use the stairs than normally 
(Volkswagen & thefuntheory.com, 2009b).  
   
Figure 2-43. Real world systems for changing behavior with fun elements. Pi-
ano Staircase (left), The Speed Camera Lottery (right) (Volkswagen & the-
funtheory.com, 2009b, 2010). 
 
The Speed Camera Lottery installation, altered the typical procedure of a speed 
camera. Every speeding fine, determined by the special speeding camera, as shown in 
(Figure 2-43 right), was collected in a lottery pot. In turn, all drivers, preserving the 
speed limit, automatically participated in the lottery with a chance to win parts of 
the pot.  
Although all of the described evaluations conducted by thefuntheory.com were not 
representative, they give a good indicator on how curiosity can change behavior.  
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CONCLUSIONS 
The systems described above can be separated in two groups. On the one hand, there 
are education based systems, offering learning and training support for users; on the 
other hand there are systems which aim for user generated content or user infor-
mation. Both types of systems heavily rely on certain usage times to reach their pri-
mary goal. Hence, they seek to increase affection by implementing joyful elements. 
Resnick compares this mechanism to “bitter medicine that needs the sugar-coating of 
entertainment to become palatable” (M. Resnick, 2004, p. 1). 
Reeves and Read (Reeves & Read, 2009, p. 27) determined social and personal driv-
ers of play. They identified the social drivers of competition and socialization, and 
the personal drivers of immersion, exploration and achievement. The investigated 
systems mainly utilize the urge for exploration and competition. Exploration is driv-
en by curiosity and competition by the need for improvement of skills and abilities. 
Additionally, competing in groups is part of many competitive games, which includes 
socializing. Based on the knowledge that groups are stronger than individuals, social-
izing may also be seen as improvement of abilities. 
As stated above Games With a Purpose build on two major principles of operation. 
Enjoyment is exclusively fostered through competition. Hereby points and high score 
lists serve as the key drivers. Secondly, the social component of playing with an un-
known stranger is used to control the proper execution of the game (Von Ahn & 
Dabbish, 2008). Gamification systems also fundamentally build on competition and 
achievements for evaluating personal growth. While game element enhancements 
typically consist of add-ons to non-entertaining systems, other approaches, such as 
serious games or simulation games, additionally offer a more immersive environment 
through a rich narrative context, garnished with realistic simulations, and beautiful 
art work. 
In general, the shift to an affective layer seems to increase cognitive elaboration, since 
the game world adds additional anchors for players to relate information. Most of 
such systems also offer a more concrete usage context. Especially serious games or 
simulation games offer interactive use case scenarios for otherwise abstract concepts. 
However, systems, lacking immersion, often map to a context, which cannot definite-
ly be considered to be more abstract or more concrete than the original one. For ex-
ample, The World’s Deepest Bin is not more concrete or abstract than a normal bin. 
In the same way it is hard to tell whether Tagatune is more concrete than simple 
tagging. Referring to the aim of changing user behavior by shifting to an affective 
context, it can be stated that all systems build on typical elements for affection, such 
2.2 Retrospective Property Extraction of Existing Digital Transformatives 
     
88 
as competition, exploration, and fantasy through immersion. The characteristics of 
context shifts of the investigated systems are concluded in the following table. 
Performance context Problem context System Name 
Competition or Points (if in line with 
other random user) 
Tag images, 
image recogni-
tion, tag sounds 
and songs 
ESP, Google Labeler, Tagatune 
Increase of familiarity, elaboration, concreteness, compe-
tition, comparability, recognition, curiosity 
Competition (survival, ranks), Narra-
tive Context (story to become a he-
ro), Complex interactive Simulation 
(Beauty/ Realism of Simulation), 
Visualisation (3D Graphics), Objecti-
vation (objects) 
Recruiting Sol-
diers & analyz-
ing war strate-
gies 
Americas Army 
Increase of familiarity, elaboration, concreteness, compe-
tition, comparability, recognition, curiosity, objectifica-
tion, interactivity, spatial structure, accessibility, immer-
sion, beauty of simulation, narrative structure 
 
Competition (ranking through cours-
es), Narrative Context 
Trading Analysis BörsenSpiel, Traders game 
Increase of familiarity, elaboration, concreteness, compe-
tition, comparability, curiosity immersion 
Competition (ranking through cours-
es, money, wealth aspects), Narrative 
Context (story to become a hero) 
Learn about 
economics, or 
ecology  
Business Games, Ecology, World 
Water Gate, Power of Politics, Pow-
er of Research 
Increase of familiarity, elaboration, concreteness, compe-
tition, comparability, recognition, curiosity, objectifica-
tion, interactivity, spatial structure, immersion, beauty 
of simulation, narrative structure 
Points, Achievements (personal 
growth), Competition 
Use a bottle 
bank 
Bottle Bank, Attent Seriosity, Rib-
bon Hero 
Increase of familiarity, elaboration, concreteness, compe-
tition, comparability, recognition, curiosity, interactivity, 
immersion, narrative structure 
Curiosity, Instrument, physio skills Use Stair about 
escalator 
Piano Staircase, The Worlds Deep-
est Bin 
Increase of familiarity, elaboration, concreteness, compe-
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tition, comparability, recognition, curiosity, objectifica-
tion, interactivity, spatial structure, accessibility, immer-
sion, beauty of simulation 
Play lottery, win money Follow rules Speed Camera Lottery 
Increase of familiarity, elaboration, concreteness, compe-
tition, comparability, recognition, curiosity, objectifica-
tion, interactivity, accessibility, immersion, beauty of 
simulation 
Play an online role game while serv-
ing the internet and interacting with 
others 
Obtain serving 
behavior and 
social networks 
The Nethernet 
Increase of familiarity, elaboration, concreteness, compe-
tition, comparability, recognition, curiosity, objectifica-
tion, interactivity, immersion, beauty of simulation, nar-
rative structure 
2.2.6 Psychomotor Domain 
The psychomotor domain has a comparatively long history in learning. Especially 
constructivistic advocates emphasize the importance of holistic hands-on learning 
experiences, which led Papert to develop the concept of transitional objects (Papert, 
1980; Mitchel Resnick & Silverman, 2003). Transitional objects are seen as learning 
mediums for accessing new knowledge domains; this way they are conceptually meet-
ing the schema of Digital Transformatives. Further digital systems will be analyzed in 
this chapter, which heavily build on current advances in Augmented Reality, Tangible 
User Interfaces, and body pose input (Ishii & Ullmer, 1997; Ullmer & Ishii, 2000). 
COGNITIVE AND PRACTICAL BACKGROUND CONSTRUCTIVISTIC LEARNING WITH 
TRANSITIONAL OBJECTS AND DIGITAL MANIPULATIVES 
In his book “Mindstorms” Papert elaborates on gears as Transitional Objects (Pa-
pert, 1980; Mitchel Resnick & Silverman, 2003). Papert developed an affection for 
cars, and everything associated with them, when he was a young child. This favor led 
to a distinct interest for gears, on a functional and emotional level. He projected 
many abstract problems onto his beloved gears, to give problems a connotation of 
pleasure. Piaget’s work provided the epistemological basis for Papert’s view on gears.  
Piaget theorized that children must first construct knowledge through "concrete op-
erations" before moving on to "formal operations" (Piaget & Mays, 1972; M. Resnick 
et al., 2009). During the past decade, a new wave of research has suggested that Pia-
get, if anything, understated the importance of concrete operations. Sherry Turkle 
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and Seymour Papert, for example, have argued for a "revaluation of the concrete", 
suggesting that "abstract reasoning" should not be viewed as more advanced than (or 
superior to) concrete manipulations (Turkle & Papert, 1990). Piaget formulates the 
concept of a progression from concrete to abstract during children’s stages of 
knowledge development, where children construct concrete operations first before 
they construct formal operations (Piaget, Wedgwood, & Blanchet, 1976).  
Thus, based on a very strong emotional connection, gears gave Papert access to ab-
stract mathematical ideas, while at the same time being connected to sensorimotor 
body knowledge. Papert was able to project himself into the place of gears to joyfully 
map abstract information on concrete objects. This way, they carried “powerful” 
mathematical concepts into his mind.  
While gears gave good access to mathematical models for Papert, he was looking for 
a universal Transitional Object, which he found in the simulation power of comput-
ers. In this context, he worked on LOGO Turtles, shown in Figure 2-44.  
 
Figure 2-44. Children playing with a LOGO Turtle (Logo Foundation, 2000). 
LOGO Turtles are programmable real robotic objects, equipped with a simple pen 
tracing their movements. For the programmer the position, orientation, and pen are 
accessible. This gives possibility to implement algorithms for drawing shapes and 
other structures. Drawings are programmed through procedural commands by telling 
the turtle how to proceed from its current position. The procedural programming of 
geometrical shapes gives learners access to higher mathematical concepts, such as the 
angular sum of triangles, or the importance of the number pi. Later, when displays 
became less expensive, the physical turtle was more extensively used in a virtual var-
iant, within the so called turtle graphics (Mitchel Resnick & Silverman, 2003). 
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Another constructivistic learning environment, building on programming computers, 
is Squeak. Squeak is a Smalltalk based authoring environment inspired by LOGO. It 
offers a full featured object based hypermedia environment for creating, accessing, 
and changing simple text, movies, sound, or even 3D virtual content. Squeak aims for 
a simple but powerful graphical user interface, allowing its users to adapt all parts of 
the system. Users may simply interact with given parts of the environment, modify 
existing objects, or create own simulation models and tools. The environment is 
meant to provide access to various levels of complexity, meeting the needs of novices, 
as well as experts. This way Squeak seeks to offer the “low floor” and “high ceiling”, 
as postulated by Papert (M. Resnick et al., 2009). Squeak is open source and its 
community tenders a variety of programming and authoring tools. One kind of such 
tools is Etoys, an authoring environment, which enables digital novices to create sim-
ulation models from a set of building blocks (A. Kay, 2005). 
A specialization of Etoys may be seen in Scratch, which consists of a Squeak envi-
ronment fully dedicated to programming with building blogs. Scratch is well connect-
ed with a web community platform for sharing projects (M. Resnick et al., 2009). 
While Scratch, Etoys, or Squeak focus on advanced graphical user interfaces, several 
other projects further built on the tangible idea of transitional objects described by 
Papert. 
Resnick et al. (M. Resnick et al., 1998) introduced Digital Manipulatives, which put 
emphasis on learning with physical objects. The basic concept is the integration of 
computational and communications capabilities in traditional children’s toys. Infor-
mation technology is implemented into toys for playful and experimental learning. 
The idea mainly focused on extending toys in a way that they can be programmed. 
Therefore, programmable bricks, so called crickets, where embedded into different 
kind of toys. These could be programmed, and even communicate with each other via 
infrared. For example, a common ball was equipped with a color LED, an accelerom-
eter, and a programmable brick. The cricket could then be programmed to react on 
different ball movements detected by the accelerometer. This way “mood” could be 
mimicked by displaying a changing glow dependent on movements made with the 
ball. 
A similar approach is undertaken by Lego with their so-called Mindstorms 
(LEGO.com, 2012). Mindstorms extend normal Lego blocks by adding motors, cam-
eras, sensors and even a mini computer. Such computers can be programmed, ena-
bling the building of a variety of different creations, which typically resemble simple 
robots (Bagnall, 2007). By using Lego Mindstorms children take first steps into pro-
gramming. The usage of light or temperature sensors, on the other hand, allows them 
2.2 Retrospective Property Extraction of Existing Digital Transformatives 
     
92 
to learn about other traditional topics in physics (compare Roberta Fraunhofer IAIS, 
2012). 
   
Figure 2-45. Topobo interactive learning toy (Raffle, Parkes, & Ishii, 2004). 
Another example for a Digital Manipulative is given by Topobo (Raffle et al., 2004). 
As illustrated in Figure 2-45, Topobo lets learners create real robots from a small set 
of simple generic building parts. The joints of these parts include servo motors, which 
are wired to electronics inside the housing of each part. Learners can connect multi-
ple robot parts to bigger creatures. Such creatures are able to record and playback 
movements. For recording, the learner simply switches connected parts into record 
mode, and manually forces a movement (Raffle et al., 2004). 
Technically Topobo makes great use of the ideas of Tangible User Interfaces (TUI). 
They enable users to interact with the computer in a natural way. Instead of using 
mouse and keyboard, the appearance, position, and orientation of physical objects is 
interpreted by the computer, providing specialized, well adapted input devices 
(Ullmer & Ishii, 2000). 
Many other constructionistic approaches are building on tangible learning tools 
(O’Malley & Stanton Fraser, 2004). Recent approaches, such as the Science Center 
To Go, showed high potential in combining TUIs with Augmented Reality (AR) tech-
nology to enhance science teaching with a hands-on learning experience (Buchholz, 
Brosda, & Wetzel, 2010; Buchholz & Wetzel, 2009; Larsen, Buchholz, Brosda, & 
Bogner, 2012; Lazoudis et al., 2012). 
(Buchholz & Brosda, 2012) determined the following fundamental schema behind 
Transitional Objects and their successors. The main goal of Transitional Objects lies 
in their function of helping learners to acquire new knowledge domains. This function 
may simply be achieved by raising interest for a new target domain. As previously 
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detailed, Papert’s love for gears gave him access to abstract mathematical models (A. 
Kay, 2005). Thus, an object rudimentarily works as a Transitional Object, if a learner 
has a strong emotional connotation to an object, which is used to interface a new 
target domain.  
The transitional object needs to be known to the user and also be connected to the 
new matter. Therefore, it should be part of the learners’ knowledge and the target 
domain as shown in Figure 2-46. 
 
Figure 2-46. The transitional object interfacing the learners knowledge and 
new target domain. The area of intersection should be sufficiently big. 
For Papert it is also important that such objects are tangible. The embodiment of 
gears, for example helped him to project himself into them. However, in the view of 
(Buchholz & Brosda, 2012) the transitional effect is not limited to tangible objects, 
and should also include actions. For example, dancing, singing, hiking, or playing an 
instrument, might help in acquiring otherwise uninteresting domains more easily. 
Oftentimes, one is not affected by an object but by its behavior. For instance, a ball 
would lose much of its attraction as a toy, if it loses its predictable behavior. Extend-
ing the idea of Transitional Objects by actions also extends the number of accessible 
target domains. Physical objects often limit the target domain to physical problems, 
which reduces access to certain domains, such as social interaction. (Buchholz & 
Brosda, 2012) refer to transitional objects and actions as Transitional Entities. 
   
Figure 2-47. ARGolf (left), RobertAR(right) (Buchholz & Brosda, 2012). 
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They created two systems as experimental ground for further exemplifying and test-
ing (Figure 2-47). With ARGolf they investigate the abilities that Augmented Reality 
technique offers to address multiple target domains using the simple transitional ob-
ject of a mini golf setup. Via computer vision tracking the transitional object be-
comes the input interface for the learner. With RobertAR they created a more com-
plex test ground, which also covers the interface to the user. Its generic appearance 
allows to mimic multiple transitional object.  
TANGIBLE USER INTERFACES 
Tangible User Interfaces (TUI) are specific human computer interfaces, building on 
direct sensomotoric human interaction. They seek to integrate computing power into 
everyday live by connecting physical objects to computers. The development of TUIs 
follows Mark Weiser’s ubiquitous computing vision, of weaving technology into the 
fabric of physical objects (Ishii, Lakatos, Bonanni, & Labrune, 2012; Weiser, 1991).  
Virtual digital functionality is assigned to real physical objects for a more intuitive 
and effective system interaction (Ishii et al., 2012). Interaction devices have a digital 
and a physical representation. Finding the right balance between those two represen-
tations is a major challenge in designing tangible interfaces (Ullmer & Ishii, 2000). 
There is no clear boundary between conventional and tangible user interfaces. (Ishii 
et al., 2012) compare graphical user interface controls, such as mouse or keyboard, 
with remote controls for virtual representations on the screen, while tangible user 
interfaces provide direct manipulation. However, a mouse itself is a tracked tangible 
object, showing the fluent transition between tangible and non-tangible interfaces. 
One of the most influential early tangible interfaces has been The Marbel Answering 
Machine, designed by Durell Bishop (Ullmer & Ishii, 2000). The Marble Answering 
Machine resembles an answering machine, which provides graspable access to re-
ceived phone calls. Every unanswered phone call releases a marble. Once such a mar-
ble is put back into the machine the recorded message of the caller is played back. 
Furthermore, if a marble is put on a telephone, the sender of the message will be 
called automatically. Hence the marbles serve as tangible keys to auditory infor-
mation (Poynor, 1995). 
A very active and influential group promoting the idea of tangible interfaces is the 
MIT Tangible Media Group (MIT Media Lab, 2012). Some of the prototypes for 
tangible interaction, such as metaDESK, Phoxel-Space, or Glume, will be described in 
the following (Ishii & Ullmer, 1997; Parkes, LeClerc, & Ishii, 2006; Ratti, Wang, Pip-
er, Ishii, & Biderman, 2004; Ullmer & Ishii, 1997). The metaDESK system consists of 
a back-projected horizontal surface and tangible interaction objects, as shown in Fig-
ure 2-49 (Ullmer & Ishii, 1997).  
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Figure 2-48. The tangible user interface systems metaDESK (Ullmer & Ishii, 
1997) 
It implements several tangible objects as interaction tools. Those tools are physical 
instances of metaphors used in graphical user interfaces, such as a lens for zooming, 
physical icons (phicons) as placeholders, or a physical handle for panning. The inter-
action objects are identified and tracked by a camera system. Their usage is based on 
counterparts known from graphical user interfaces. For example, if one puts a model 
of a certain building on the desk, metaDESK automatically loads the according map, 
and pans it to the right position. The lens on the other hand, shows certain sections 
of the map in 3D, and can be used for zooming (Ishii & Ullmer, 1997; Ullmer & Ishii, 
1997). 
Phoxel-Space fosters the exploration of 3D voxel datasets through interaction with 
similar physical materials. The system consists of shapeable interaction material of 
different granularity, such as clay or sugar cubes. The shape of the material is tracked 
using a laser in combination with an infrared system. At the same time the top sur-
face of the material is used as a projection plane, virtually changing the material 
texture, or superimposing other computer generated information. The system enables 
users to explore virtual 3D voxel datasets, such as seismic data, by digging or piling 
real material. Inversely they could also use the physical material for virtual modeling 
(Figure 2-49 left). 
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Figure 2-49. Phoxel-Space (left), and Glume (right) (Parkes et al., 2006; Ratti 
et al., 2004). 
Another tool for physically constructing and manipulating virtual models, visualiza-
tions, and simulations of organic, three dimensional data sets, is given by Glume 
(Parkes et al., 2006). Glume allows users to build virtual models by interlocking mul-
tiple Glume modules, and shaping the nodes into place (Figure 2-49 right). A Glume 
module is a system of six bulbs, made of a transparent silicone skin, filled with duc-
tile gel. The system automatically detects the morphology of the model. Further-
more, users can manipulate or retrieve the properties of Glume nodes through par-
ticular object modifiers or probes (Parkes et al., 2006). 
While Glume and Phoxel-Space are not responsive, kinetic tangibles are equipped 
with force feedback mechanisms, such as Topobo described in the previous section 
(Raffle et al., 2004). Further examples for active tangibles are Goulthorpe’s HypoSur-
face or Relief (M. D. Gross & Green, 2012; HypoSurface Corp, 2012; Ishii et al., 
2012; D. Leithinger, Lakatos, DeVincenzi, Blackshaw, & Ishii, 2011). HypoSurface is 
a wall made up from panels, which can be actuated individually. This way, 2.5 di-
mensional shapes, such as water waves, can be displayed visually, and as an interac-
tive relief (M. D. Gross & Green, 2012; HypoSurface Corp, 2012). Relief also offers a 
similar system, which is able to display 2.5 dimensional shapes, and lets users create 
or modify them (Ishii et al., 2012; D. Leithinger & Ishii, 2010; D. Leithinger et al., 
2011). The relief interface is shown in Figure 2-50 (left). 
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Figure 2-50. Kinetic TUI Relief (left). Augmented Reality based TUIs Tiles 
(right) (Daniel Leithinger, Kumpf, & Ishii, 2009; Poupyrev et al., 2001). 
The Tiles prototype is a mixed reality authoring interface for rapid prototyping and 
evaluation of aircraft instrument panels (Poupyrev et al., 2001, 2002). The prototypi-
cal implementation of Tiles consists of a metal white board, a set of paper cards, a 
book, whiteboard pens, and PostIts™, as shown in Figure 2-50 (right). The paper 
cards and book are equipped with fiducial markers and enhanced through Augment-
ed Reality technology. 
Unlike the phicons used in metaDESK, Poupyrev et al. attempt to detach physical 
properties from the virtual data, as much as possible. Therefore, Tiles gives an ex-
ample of generic tangible interface controls. Tiles are not just placeolders for data 
(data tiles), but also for functionality (operator tiles & menu tiles). This allows users 
to dynamically work with data tiles, and modify them with basic operations, such as 
cut, copy, or remove. Physical objects like the whiteboard, a pen, PostIts™, or book 
tiles are used to add and organize content to the virtual tiles. However, the described 
version of tiles is only collaborative for co-located design, since the other physical 
objects are not tracked and digitized (Poupyrev et al., 2001, 2002). 
ARTHUR is an augmented reality enhanced collaborative round table to support 
architectural design and planning decisions. It aims at closing the gap between CAD 
systems and Augmented Reality. Simple tangible placeholder objects have been used 
to improve interaction within a Augmented Reality enhanced 3D workbench (Broll et 
al., 2004). Figure 2-51 shows a use case.  
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Figure 2-51. Augmented Reality based TUIs in ARTHUR (Broll et al., 2004). 
The users wear optical see-through glasses visualizing a virtual city on a physical 
table. They interact with this virtual model through a tangible wand and generic 
blocks, which are attached to virtual objects. A comprehensive overview of further 
TUIs may be found in (Shaer, 2009) 
(Ishii et al., 2012) subdivide the spectrum of Tangible User Interfaces in two basic 
dimensions. On the one hand, a TUI may be static or kinetic. While static tangibles 
only serve as haptic input devices, kinetic tangibles also provide active force feed-
back, or are able to actively change their shape. Moreover, they differentiate between 
deformable tangibles and more discrete tabletop tangibles, which do not allow for 
continuous shape modifications. The systems described in this chapter cover all fun-
damental categories of this spectrum as shown in Table 2-1. 
 Static/passive Kinetic/active 
2.5D continuous deforma-
ble tangibles 
Phoxel-Space HypoSurface, Relief 
2D discrete tabletop tan-
gibles 
metaDESK, Tiles, AR-
THUR 
Topobo, Glume 
Table 2-1. The systems described in this chapter, and their position in the 
spectrum of tangibles described by (Ishii et al., 2012). 
Ishii and his fellows see affordances as one of the major challenges of tangible user 
interface design (Ishii et al., 2012; Ishii & Ullmer, 1997; Ishii, 2008; Ullmer & Ishii, 
2000). “Tangible design expands the affordances of physical objects so they can sup-
port direct engagement with the digital world (Ishii et al., 2012, p. 38,39)”. Af-
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fordances seem to be a main advantage of tangible interfaces over graphical interfac-
es, and they are often considered to be an important performance driver in user in-
terface design in general (Gaver, 1991; D. A. Norman, 1988, 1999; Preim, 1999). 
2.2.7 Affordances from UI Concepts 
The psychologist Gibson defined Affordances as all action possibilities for actors with 
their environment (J. J. Gibson, 1977; J. Gibson, 1979). He based the word Af-
fordances on the verb afford. The word afford is often used in a monetary context, 
when someone does not possess enough money to buy certain things: "I cannot afford 
buying this bike". Gibson definition of affordances, however, primarily refers to per-
sons’ physical capabilities. If the person is capable of riding a bike he can "afford" to 
ride it. Throwing a bike could also be an affordance, if the actor is able to do so. 
However, eating it might most likely not be an affordance. Affordances are all actions 
that one can possibly perform with an object of his or her environment. 
Based on Gibbson’s objective view on Affordances Norman formulated the idea of 
Perceived Affordances (D. A. Norman, 1999). According to their name these are not 
necessarily actual Affordances but rather the actors’ subjective understanding of pos-
sible actions with objects. Perceived Affordances might be quite different from actual 
Affordances. Let’s imagine a fake, but completely real looking, cookie made of car-
bon. The cookie has an endless amount of objective Affordances: one could throw it, 
sit on it, or step on it. However, the predominant perceived Affordance might likely 
be eating. Affordances can also be misleading and incorrectly interpreted by the user 
(Gaver, 1991). The basic cognitive mechanisms of Affordances are also closely related 
to the concept of the Law of the Instrument, which is colloquially described through 
the popular phrase “if all you have is a hammer, everything looks like a nail” 
(Kaplan, 1964; A. H. Maslow, 1966, p. 15; A. Maslow, 1962). 
Norman considers the awareness of Perceived Affordances as an important design 
momentum. A product designer, for example, could use knowledge about Perceived 
Affordances to design more intuitive devices. One of the standard examples in litera-
ture is the design of a door (Preim, 1999). An actor perceives a door as something he 
can open. A door might be opened in multiple ways. How would you, for example, 
open a door with a lever? Or what handle would you expect on a sliding door? The 
shape of the door or the door knob communicates its usage. 
Norman argues that since "[...] the required information was in the world: the appear-
ance of the device could provide the critical clues required for its proper operation 
[...]" (D. A. Norman, 1999, p. 39). Simply from their definition, Affordances already 
existed before Gibson expressed them, and designers surely already made use of Per-
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ceived Affordances before Norman formulated his view, however their texts raised the 
awareness for Affordances. Product designers might now iterate their work more of-
ten to see if they are able to encrypt useful operational information into their devic-
es, not just because they know that it is possible, but because they want to create 
products with a better usability. 
Norman argues that conceptual models, constraints, and affordances are essential for 
an individual’s understanding of the operation of a novel device (D. A. Norman, 
1999). Hereby, constraints were either of physical, logically, or cultural nature. Physi-
cal constraints are closely related to real affordances, logical constraints are based on 
the actors reasoning, and cultural constraints are described as social conventions, 
shared by a cultural group (D. A. Norman, 1999). 
CONCLUSIONS 
Similar to entertaining systems, described previously, transitional objects make use of 
affection to raise interest for new learning domains. The transitional objects de-
scribed here put physical or mathematical models into a meaningful context. They 
hereby also raise familiarity to a new subject domain, and provide a concrete anchor 
for testing theoretical hypothesis. 
Models are mapped onto tangible object behavior, which increases comparability and 
makes formulas more recognizable. It also increases the possibilities for quickly devel-
oping and testing hypothesis in an experimental setup, which allows for direct inter-
action. Force feedback devices, equipped with servo motors, such as Topobo, Hypo-
Surface or Relief, increase interactivity and immersion even further. 
The concept of Affordances has been identified as a major working principle of Tan-
gible User Interfaces (TUI). The shape of an object implies its usage, which is based 
on prior experiences with similar objects. Consequently, Affordances and Tangible 
User Interfaces mainly build on familiarity with object usage, which also corresponds 
to the Law of Instrument coined by Kaplan and Maslow (Kaplan, 1964; A. H. 
Maslow, 1966). Users implicitly deduce further associations from familiar TUI object 
shapes and map it onto the virtual control. Hereby the TUI increases elaboration of 
Knowledge. TUIs also provide concrete multi modal access and are driven by physical 
constraints, which, on the other hand, lead to a predictable spatial and logical struc-
ture. 
Performance context Problem context System Name 
Programmable (physical affective) 
object 
Physical or 
mathematical 
models  
LOGO Turtel, Mindstorms, Rob-
ertAR, Transitional objects: 
(Scratch, Squeak, Etoys), Digital 
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Increase of familiarity, elaboration (meaningfulness), 
concreteness, comparability, recognition, tangibility, 
curiosity, interactivity, spatial structure, accessibility, 
immersion, beauty of simulation 
Manipulatives (crickets), Topobo 
Behavior recording and playback Syntactic pro-
gramming of 
behavior 
Topobo, HypoSurface, Relief 
Increase of familiarity, elaboration (meaningfulness), 
concreteness, comparability, recognition, tangibility, 
curiosity, interactivity, spatial structure, accessibility, 
immersion, beauty of simulation 
Affordance based tangible input con-
trol  
Generic conven-
tional input 
control 
Phoxel-Space, metaDESK, Tiles, 
ARTHUR, HypoSurface, Relief, 
Topobo, Glume, Topobo 
Increase of familiarity, elaboration (meaningfulness), 
concreteness, recognition, tangibility, interactivity, spa-
tial structure, accessibility, immersion, beauty of simula-
tion 
2.2.8 Summary of the Retrospective Property Extraction 
Knowledge elaboration, typicality, and abstraction have been determined as possible 
fundamental characteristics, affecting user intrinsic efficiency in human cognition in 
the previous section. Additionally, the retrospective property extraction revealed fur-
ther characteristics.  
The conceptual mapping, induced by some of the investigated systems, builds on 
improved visualization or recognizability, for example when abstract passphrases are 
mapped on images segments. Increasing comparability has been determined as an-
other important feature. Especially in the context of games, competition drives affec-
tion for otherwise uninteresting achievements. Comparisons with others, or former 
performances of ourselves, provide necessary feedback for competition, and for our 
self-estimation. 
Many systems also build on mappings which increase interactivity, often accompanied 
by improved accessibility. Tangible User Interfaces, for example, improve interactivity 
due to raised usage familiarity, as expressed in the concept of Affordances. Games 
usually increase interactivity since game environments are more elaborate than un-
derlying simulation models. Moreover, curiosity is a key driver for playful learning in 
experimental environments. Another curiosity based property, especially promoted by 
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mappings into playful contexts, is immersion achieved by adding narrative structures. 
Narration is a familiar cognitive tool to weave information into context, and increase 
meaningfulness. Immersion is also often mediated through realistic comprehensive 
simulations or beautifying coherent artwork. 
Graphical and Tangible User Interfaces also show the power of spatial structuring. 
Spatial structuring provides users with additional anchors for elaborating information 
cognitively. By implementing tangible properties into user interfaces, TUIs also make 
use of familiar features of haptic objects, this way, they also improve predictability of 
usage. 
The context shift properties of all investigated systems have been individually deter-
mined and categorized, and categorized. The context shift properties of  
• increased knowledge elaboration or meaningfulness,  
• and increased familiarity or typicality,  
seem to be of fundamental nature, since they could be found in all 76 investigated 
systems. Further distributions are shown in Figure 2-52. 
 
Figure 2-52. Accumulated context shift properties. The fundamental cognitive 
properties of meaningfulness (increased knowledge elaboration) and familiarity 
(typicality) can be found in all context shifts. 
Also, 95% of the systems implemented a shift from an abstract to a more concrete 
usage context, and 91% build on improved visualizations. Narrative structures or 
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competitive elements supplements are only used by 7% respectively 5% of the tested 
systems. 
Based on the assumption that all investigated systems improved efficiency user in-
trinsically, as it is defined for Digital Transformatives, it can be concluded that, apart 
from the two omnipresent characteristics, none of the other properties can be the 
fundamental efficiency driver for such systems. This conclusion is invigorated by a 
hierarchical dependency structure, which can be found among the properties. The 
omnipresent properties are a basic part of all other characteristics. 
Improved concreteness correlates with increased meaningfulness and familiarity. Im-
provements in visualizations also increase knowledge elaboration or typicality. Better 
comparability makes information more meaningful. Increased interactivity enhances 
knowledge elaboration. Enhancements achieved through spatial structuring are based 
on our familiarity with understanding spatial structures; the same accounts for narra-
tives structures and tangibility. Improved accessibility corresponds to higher 
knowledge elaboration. Finally, curiosity and competition are very low level drivers of 
human action. Curiosity and competition makes us repeat certain actions, this way 
forms cognitive prototypes and increases familiarity. Predictability again, is based on 
such prototypes and on familiarity. 
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3 Concept Design of Digital Transformatives 
In the previous chapter the conceptual basis for Digital Transformatives was ap-
proached bottom up, from a cognitive perspective, and top down, based on an analy-
sis of existing systems. Both approaches led to similar concepts with varying termi-
nology and supplementing insights, indicating the common ground of these concepts. 
In the following, the views will be summarized and consolidated, first to a concept of 
efficiency enhancing mechanisms in human communication, and second to a concept 
of human machine communication, which also form the conceptual ground of Digital 
Transformatives. The bottom up approach started with investigations on mnemonic 
devices. Those investigations were further detailed through analyses on related cogni-
tive linguistic mechanisms, such as cognitive prototypes, categorization, and concep-
tual metaphors. 
3.1 Concept of Cognitive Efficiency Drivers in Human Communi-
cation 
Mnemonic devices are cognitive techniques which may improve the memorization of 
information. Referring to the description given by (Voigt, 2001), a mnemonic device 
offers additional anchors () between the new content to be remembered (A) and 
familiar information (B). This definition reflects a common understanding of mne-
monic devices and can be summarized in a model as depict in Figure 3-1 (left). Here-
by mnemonic techniques associatively increase meaning of new information by offer-
ing procedures for mapping this information on a familiar context. They help struc-
turing information during the encoding phase to enhance the storage and recall of 
information in memory (Becker-Carus & Herbring, 2004; G. H. Bower & Clark, 1969; 
Ericcson et al., 1980; Raugh & Atkinson, 1975; Solso, 2005). Similar concepts can be 
found for conceptual metaphors. As graphically depict in Figure 3-1 (middle) meta-
phors use source concepts, as vehicles for explaining target concepts (Lakoff & John-
son, 1980; Ungerer & Schmid, 2006). The source concept inherits salient attributes to 
the target concept, which increases efficiency in communication. 
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Figure 3-1: Schema of a mnemonic device (left): Familiar known information 
is linked onto new target information, predominantly based on salient features 
(middle). This allows us to use cognitive categories to improve efficiency in 
communication (right) 
A rhetorical metaphor conducts a transfer of an expression from one subject domain 
to another, based on analogies or parallels between the both. A transfer only seems 
to be useful when the source subject domain is known (Strube et al., 1996). Cogni-
tively, metaphors work on a level of similarity comparison. They are closely related to 
similes or analogies by working on items that share primary attributes (D. Gentner 
et al., 2001). Metaphors may also be seen as a species of categorization (Glucksberg 
& Keysar, 1990; Glucksberg et al., 1997; Honeck et al., 1987; Kennedy, 1990). Cate-
gories describe cognitive structures where concepts are organized based on common 
features or through similarity to a prototype (Coley et al., 1997; Hampton, 1995; 
Medin, 1998; Sternberg, 2008; Wattenmaker, 1995; Wisniewski & Medin, 1994). This 
way, categorization raises cognitive and communication efficiency in the same way 
conceptual metaphors raise efficiency (further detailed in Cognitive Efficiency Cata-
lysts in Communication pp. 46). 
The mapping of concepts is pervasive in many cognitive processes, and similarity 
comparisons are highly efficient inborn cognitive processes (Fauconnier & Turner, 
2003; D. Gentner, 1983, 2003). As detailed earlier in this text, conceptual mapping is 
also fundamental for human communication instruments, such as categories, meta-
phors, and semiotics. Such cognitive mechanisms provide empirical ground for deter-
mining types of conceptual mapping that may improve efficiency. All of the investi-
gated cognitive instruments build on conceptual mapping between base and target 
concepts for efficiently communicating new knowledge from speakers to listeners. 
Accordingly, the basic Digital Transformative schema, introduced in chapter 1.5.2, 
can be adapted to the cognitive communication schema shown in Figure 3-2. In this 
case, the new knowledge to be communicated is part of the speaker’s knowledge, 
which is unknown by the listeners. As depict in the figure, conceptual mapping in-
struments make use of an area of shared cognitive concepts to transport knowledge 
more efficiently. An increase of efficiency demands a certain amount of similarity 
between base and the target concepts. The higher the transformational load, neces-
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sary to transform between base and target concepts, the less the communicational 
efficiency. Hereby efficiency correlates to similarity. 
 
Figure 3-2. Refinement of the Digital Transformatives schema in human 
communication. 
The main challenge of developing conceptual mapping instruments lies in determin-
ing the area of increased conceptual similarity. The area of increased conceptual simi-
larity seems to be comparable to a shared basic level (compare Cognitive Efficiency 
Catalysts in Communication pp. 46).similarity and salience 
3.2 Digital Transformative Concept - Cognitive Prototype Based 
System Development for Improved Efficiency in Human-
Machine Communication 
After consolidating investigations on mnemonic devices, metaphors, and categoriza-
tion to a concept of cognitive efficiency drivers in human communication, the concept 
will be further refined towards a concept for human-machine communication. There-
fore, the machine is seen as a communication partner, substituting the speaker of the 
previous defined schema in Figure 3-2. 
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Figure 3-3. Concept for efficient human machine interfaces, derived from effi-
ciency enhanced cognitive processes. 
Consequently, a system could use the same efficient mechanisms for communication, 
as we know it from human-human communication. The user interface provides rich 
communicating channels and various appearances. Analogous to differing conceptual 
concepts of speaker and listeners in human communication, the conceptual system 
performance context often also varies from the users’ conceptual performance con-
texts. As understanding is improved through information transformation onto proper 
concepts, performance should analogously be improved through adequate contextual 
mappings. Hence, the user interface should be implemented on a shared basic level, 
which corresponds to a conceptual user cognitive prototype context. As part of the 
digital system interface, output information should be encoded into this high perfor-
mance user context, and user inputs need to be decoded back into the system con-
text. Unlike, human-human communication the system interface can be completely 
adapted to the user conceptual context, during the design process, integrating the 
conceptual mapping for encoding and decoding information into the system logic, 
hidden from the user. 
Feature 4. The user interface provides a bidirectional conceptual map-
ping between user context and system context through transitional en-
coding and decoding. 
From investigations on human-human communication it can be derived that the 
shared basic levels lie on cognitive prototypes. New information is cognitively pro-
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cessed through similarity comparisons using cognitive prototypes as reference points. 
Multiple studies indicate that the frequency of features is relevant for prototype gen-
eration (Neumann, 1977; Posner & Keele, 1967; Reed, 1972; E. Rosch & Mervis, 
1975). Prototypes are probabilistic clusters based on natural occurrences of patterns, 
which form around some kind of averages of a class of objects (Franks & Bransford, 
1971; Neumann, 1977; Posner et al., 1967; Posner & Keele, 1967; Reed, 1972; Solso & 
McCarthy, 1981). Studies on the world color survey, or on password security, provide 
illustrative insights on this prototype formation, and underline this relationship of 
environmental occurrences and prototypical clusters (DataGenetics, 2013; P. Kay et 
al., 2009; P. Kay & Regier, 2003; Richard Cook et al., 2012). Prototype categories 
correlate with areas of improved cognitive efficiency (Heider, 1971a, 1971b, 1972; E. 
H. Rosch, 1973b; E. Rosch & Mervis, 1975; E. Rosch, 1975a, 1975c, 1978). 
Feature 5. Prototype categories reflect probabilistic real world stimuli 
of high occurrence frequencies and improved cognitive performance. 
As detailed in (Performance, proceduralization, and category prototypes pp. 34), the 
mechanisms of category prototyping may also be active in domains such as learning 
and automatization processes (also compare De Groot, 1978; Kirkham, Slemmer, & 
Johnson, 2002; LaBerge, 1975, 1976; Samuels et al., 1978; Sternberg, 2008; Vicente & 
De Groot, 1990). 
Feature 6. The fundamental mechanisms of prototype categories are al-
so active in process automatization through training. 
Moreover, similarity comparison is a key mechanism for increasing efficiency of cogni-
tive concepts mapping. Comparisons are directed from the more salient object serv-
ing as the base to the target object. The object more similar to a prototype is pre-
dominantly considered more salient. Salient base features are preferably mapped first. 
This is easily understood by reversing metaphors, which affects their interpretability 
(D. Gentner & Clement, 1988; Glucksberg & Keysar, 1990; Glucksberg et al., 1997; 
Ortony et al., 1985; Ortony, 1979; Tversky, 1977). In a next step the salient features 
of the base concept are transferred to the target concept. There is only little 
knowledge on how exactly this transfer happens. According to elaboration of 
knowledge in chunking theory the two concepts may in some way simply be intercon-
nected (compare Performance, proceduralization, and category prototypes pp. 34 and 
Pervasiveness of Similarity Comparisons pp. 44). 
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Feature 7. Most salient or familiar features of a prototype are mapped 
first. 
Feature 7 is supported by studies showing that people identify objects at a basic level 
more quickly than they identify objects at higher or lower levels (E. Rosch et al., 
1976). Analogous children learn typical instances of categories earlier than they learn 
atypical ones (E. Rosch, 1978) 
Feature 8. Conceptual context mapping is directed from the base to the 
target. 
 
Feature 9. Objects similar to a prototype are predominantly considered 
more salient. 
The epidemiological property extraction of context shifts of existing Digital Trans-
formatives indicates that the user performance context lies in an area of increased 
familiarity and semantic elaboration. Other properties, as illustrated in Figure 3-4, 
were not necessarily found in all context shifts, hence may not be an essential user 
efficiency driver for digital systems. 
 
Figure 3-4. Context shift property tag cloud sorted by frequency. Familiarity 
and meaningfulness appeared to be common characteristics of all context 
shifts. 
The importance of familiarity also has been heuristically emphasized in multiple best 
practice guidelines, most prominently in the Star user interface design guideline (D. 
C. Smith et al., 1990). Smith and others detail the main principles used during the 
development of the Star™ user interface. They state that any design decision should 
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have been made in favor of providing something easy over hard, concrete over ab-
stract, visible over invisible, copying over creating, choosing over filling in, recogniz-
ing over generating, editing over programming, or interactive over batch. Generally 
spoken, besides concrete over abstract one should always be aiming for familiar over 
unfamiliar. We see more things than we do not see, we copy or mimic more often 
than we create, we choose more often than we design, we recognize more than we 
generate, change things rather than create from scratch, we interact more than we 
plan, and because we have done hard things so often they became easy. In this con-
text, one of their main design goals lies in pursuing familiar user’s conceptual models. 
Guideline 1. Concretized guidelines from the Star UI for pursuing high-
er familiarity: favor something easy over hard, concrete over abstract, 
visible over invisible, copying over creating, choosing over filling in, 
recognizing over generating, editing over programming, interactive over 
batch. 
It has been argued in section 2.2 that familiarity may be a conceptual description for 
typicality of prototype categories and automatization processes.  
Hypothesis 2. Familiarity corresponds to cognitive prototype categories 
and well-practiced processes which describe areas of increased perfor-
mance. 
Additionally, all analyzed systems also increase meaningfulness, which has been re-
ferred to semantic elaboration, in this work. We also know that conceptual mapping 
demands sufficient concept similarity to the source concept. The can be concluded to 
Feature 10: 
Feature 10. Digital Transformative interfaces are situated in a context 
with maximum user familiarity, which corresponds to cognitive proto-
types on a shared basic level of sufficient target similarity. 
Many studies and research projects show improved usability through the use of met-
aphors in human computer interface design (Dix, 2004). Such studies also revealed 
negative effects of using metaphors. As already mentioned above, a metaphor can 
only be successful if its analogy is positive. A transfer of knowledge from one to an-
other domain is only positive, when it enables users to actually apply it in the same 
way (Hesse, 1966). However, since two different domains by definition cannot be 
identically, there have to be negative analogies, too. Those negative analogies can 
easily be disturbing or distracting (Allwood & Eliasson, 1987, p. 170; S. A. Douglas 
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& Moran, 1983; Lansdale & Ormerod, 1994, p. 179,180; D. Norman, 1998, p. 
180,181). Unmatchable features might lead to a misunderstanding or wrong interpre-
tation of the target system. Negative analogies evoke misunderstandings, leading to 
improper use of the system (compare Preece et al. (1994), Gentner & Nielsen (1996) 
or Halasz & Moran (1982)).   
Affordances might also be misleading and incorrectly interpreted by users (Gaver, 
1991). The basic cognitive mechanisms of Affordances are also closely related to the 
concept of the Law of the Instrument. 
Guideline 2. In combination with Feature 7: Be aware that negative 
analogies do not occur among the most salient features. 
While mnemonic devices are particular techniques for improving memorization, DTs 
more generally, are meant to support existing tasks in the users’ environment. Hence, 
the frame for each DT is set by certain actions necessary for achieving a given task. 
This frame provides the starting point for the development of every DT. 
3.3 Digital Transformative Main Characteristics 
In the last section it has been determined that efficiency increases in communication 
are related to cognitive prototype categories and semantic elaboration. Cognitive 
prototype categories are formed probabilistically based on frequency of real world 
stimuli. Very similar mechanisms can be observed in automatization processes. Our 
performance adapts to environmental requirements, in a way that we show highest 
performance at tasks or stimuli of high occurrence. Cognitive prototype categories 
are usually determined through typicality tests. Since typicality hardly is associated 
with automated processes, it has been argued that the overall principle corresponds 
to the idea of familiarity. The term “familiarity” meets a commonly understood con-
cept, which may closely relate to cognitive prototype categories and processes in 
practice.  
Apart from familiarity, the epidemiological property extraction also revealed semantic 
elaboration as a fundamental common characteristic of context shifts of Digital 
Transformatives. The practical analysis showed that it is hard to determine semantic 
or knowledge elaboration, even if we refer to the more colloquial term of “meaning-
fulness”. 
Sematic elaboration is often considered to be a working principle of mnemonic devic-
es. It is not contradictory to the concept of familiarity. Familiar information is likely 
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well connected to other concepts. However, elaborate knowledge often does not corre-
spond to most efficient cognitive concepts. 
The processing of information demands cognitive load. (F. I. M. Craik, Govoni, 
Naveh-Benjamin, & Anderson, 1996) asked probands to perform a time critical reac-
tive visual task, and a memorization task simultaneously. In a control group the same 
tasks had been conducted sequentially. The tests revealed a significant performance 
decrease of the primary memorization task during the double activity. (Engle, Tuhol-
ski, Laughlin, & Conway, 1999) assumes that control of the focus of the double activ-
ity demands extra cognitive load. It can be assumed that the internal process of as-
sociating information demands extra processes for staying focused, which measurable 
increases the cognitive load (also compare (F. I. M. Craik et al., 1996; Iidaka, Ander-
son, Kapur, Cabez, & Craik, 2000; Oberauer et al., 2005; Thompson-Schill, 
D’Esposito, Aguirre, & Farah, 1997; Vincent, Craik, & Furedy, 1996). 
Investigations made on cognitive load, connected with semantic elaboration, give 
evidence for increased efficiency at familiar actions and mindsets. Since familiar in-
formation should be better recognized and understood, the associative processing of 
this information is comparably less demanding. Consequently, semantic elaboration 
might mainly profit from familiarity. Moreover, the concept of knowledge elaboration 
seems to be fuzzier then the frequency based concept of familiarity. Therefore, famili-
arity can be seen as primary characteristic for Digital Transformatives. 
Starting from an analysis of mnemonic devices a basic concept has been elaborated. 
The feature set of Digital Transformatives has been extended and new, more concrete 
hypothesis, have been added to the initial hypothesis. The current features and their 
dependencies, as well as the hypotheses are shown in Figure 3-5.  
The assessment of Hypothesis 1 is essential for validating Feature 1. The evaluation 
of Hypothesis 1 first demanded an elaborate concept of Digital Transformatives, as it 
has been developed in the beginning of this chapter. Accordingly, Digital Transform-
ative interfaces are situated in high performance usage contexts. System functions 
need to be encoded into such contexts, while user inputs are decoded back into func-
tion contexts. This major characteristic is expressed in Feature 4. Feature 8 and Fea-
ture 7 are defining sub-features of Feature 4.  
The concept depends on high performance usage contexts, expressed in Feature 10. 
Hence, Feature 4 is dependent on Feature 10. According to cognitive research cogni-
tive prototypes categories mark such areas of high human potentials. They are main-
ly formed through automatization, learning processes, and frequent occurring envi-
ronmental stimuli (Feature 5, Feature 6). Salience is a major characteristic of cogni-
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tive Prototypes (Feature 9), and human beings living in similar environments tend to 
develop similar cognitive prototypes (Feature 2). 
 
Figure 3-5. Initial features, hypotheses, and their evidential dependencies. 
Features with little evidence are marked with dotted lines. Dependencies are 
marked through arrows, and defining sub-features are connected through 
lines. 
Moreover, the practical feature extraction, conducted in chapter 2.2, suggests the 
importance of familiarity, in relation to cognitive prototypes (Hypothesis 2). Alt-
hough the previous section elaborated many indicators that familiarity is a proper 
superordinate concept for cognitive prototype categories and automatization process-
es, further validation is necessary to proof a correlation between familiarity and user 
performance. Hence Hypothesis 2 will be evaluated in the next chapter and further in 
chapter 4.2.1 subsection User Rated Familiarity. 
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3.4 Basic Concept Validation 
This chapter aims at validating Hypothesis 2: Familiarity corresponds to cognitive 
prototype categories and well-practiced processes which describe areas of increased 
performance. In a first step, existing evidences in research will be described, the sec-
ond part consists of a small scale prototypical test. This test is used as a pre-test to 
get a first indication. 
3.4.1 Familiarity as a Driver for Human Efficiency 
Familiarity can be found in many heuristics and guidelines on Human-Computer-
Interface design. However, it is understood as a common colloquial characteristic, 
rather than being seen as a measurable key feature for designing a interfaces (Dix, 
2004; Preim, 1999; Rogers et al., 2011; Shneiderman & Plaisant, 2010; D. C. Smith et 
al., 1990).  
The possible correlation between familiarity and efficiency in human cognition has 
also been elaborated in the previous chapter. Cognitive prototypes and procedurali-
zation may be connected to the process of familiarization. Increasing performance 
through practice, as it is described with the power law of practice, correlates with 
increased familiarity of certain procedures. The frequency of stimuli exposure also 
relates to cognitive recognition, and the processing performance of such patterns. 
Other studies give further evidence for the importance of familiarity as a performance 
driver.  
FAMILIARITY RELATES TO PRODUCTIVITY IN WORK ENVIRONMENTS 
(P. S. Goodman & Garber, 1988) showed that absenteeism had an impact on the rate 
of accidents. Data gathered from production crews in five underground coal mines 
was studied. The study focused on the individual workers and led to the assumption 
that absenteeism raises the probability of accidents, due to increased unfamiliarity, 
caused by short-term changes of the work environment. Based on this work (P. S. 
Goodman & Leyden, 1991) investigated 26 coal mining crews in two coal mines to 
study the effects of familiarity on group productivity. They created a model for de-
termining a measurable change of familiarity when crew members temporarily ab-
sent. Short-term changes in crew constellations affected the members’ knowledge 
about their co-workers, specific jobs, and work environment configurations. New 
workers were unfamiliar with the unique properties of the machinery, physical envi-
ronment, job, and work habits of the original crew. In turn, original crew members 
were unfamiliar with the work habits of the new replacement worker. This way, (P. S. 
Goodman & Leyden, 1991) conclude that familiarity refers to the level of 
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knowledge a person has about co-workers and work activities. In their model fa-
miliarity is measured based on the number of shifts workers stay in a similar situa-
tion. Changes in job, crew, or section, lower the level of familiarity. (P. S. Good-
man & Leyden, 1991) determined the altering level of familiarity over several shifts 
for each worker. From the average of its members a crew familiarity value was calcu-
lated and then related to the crew productivity. The productivity was measured in 
tons of coal mined per crew. Hereby, the study revealed that a decline of familiarity 
is also associated with a decline in productivity.  
In another experiment conducted by (Gruenfeld, Mannix, Williams, & Neale, 1996) 
groups of three persons had to solve a murder mystery. Each group member received 
a set of interviews, a map, a list of characters, handwritten notes, and a newspaper 
article. The information distribution within the group was slightly altering, leading to 
several different perspectives. In order to solve the mystery, all perspectives had to be 
discussed and brought to a shared solution. The groups were constituted either of 
three strangers, two familiar member, or three familiar persons. In general the exper-
iment showed that groups whose members were all familiar also were more effective 
at pooling knowledge, and integrating alternative perspectives. However, it also 
turned out that those groups of familiar members consolidated more harmonically, 
leading to a less diverse final perspective. Hence, they were less likely experiencing 
conceptual conflicts among the differing perspectives than groups of strangers 
(Gruenfeld et al., 1996). 
Obviously, familiarity among group members is not the only factor affecting group 
performance. Group composition of diverse expertise, cultural diversities, social inter-
action, and other factors influence group performance (Espinosa et al., 2001; Hinds, 
Carley, Krackhardt, & Wholey, 2000).  
Other studies showed that increasing familiarity with a certain working domain ac-
quired through seniority, also correlates with higher performance (Banker, Datar, & 
Kemerer, 1987; Gordon & Fitzgibbons, 1982; R. Katz, 1982).  
3.4.2 Memory - Basic Concept Test Case 
For further evidence on the relation between familiarity and performance, it has been 
decided to perform a recognition and memorization test based on faces. Faces are 
good test cases because persons are common objects of interest. Moreover, they pro-
vide a continuous spectrum of samples covering various levels of familiarity, from 
relatives, which should be familiar, over friends, celebrities, to complete strangers. 
Additionally, those results can easily compared to existing prototype tests on face 
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recognition and existing Digital Transformatives based on face recognition, such as 
the PassFace system described in section 2.2.3 (Davis et al., 2004; D. T. Levin, 2000; 
T. Luce, 1974; Malpass, 1992; Solso & McCarthy, 1981; Valentine & Endo, 1992). 
As a first test environment the application Memorize 15 of the Sugar® platform (sug-
ar labs, 2010) has been used. Sugar was originally developed for the XO-1 laptop, 
known from the One Laptop per Child initiative. Memorize is a computer implemen-
tation of the card game called Concentration (Glonnegger, 1988). The traditional 
game consists of a set of cards of matching pairs. In the beginning all cards are shuf-
fled and laid on a surface with the faces flipped downwards. The game is played 
round-robin with a desired amount of players. At each turn the current player choos-
es two cards and flips them face up. If a matching pair is found the player keeps 
those cards, otherwise the two flipped cards are turned again. 
For this test two sets of cards with comparable content were set up. One set consist-
ed of familiar content, while the other set had to be unfamiliar. Since all persons of 
the test group knew each other, the familiar set consisted of faces of the group mem-
bers. The unfamiliar set showed strangers, randomly downloaded from the internet. 
Test persons had to play both sets. Their performance was compared. 
Additionally, two audio sets, with each holding nine pairs of voice recordings, have 
been prepared as well. All participants were provided an audio recording, introducing 
themselves by saying “Hello here is”, followed by their name. Those audio snippets 
have been used for the first audio set of the memory cards. As a second, more unfa-
miliar variant, all participants are introduced by a single speaker. The speaker said 
“Hello here is” followed by the name of the participant. Instead of showing the face, a 
card flip triggers a one-time playback of the according recorded audio. 
However, incidentally all familiar photos or sounds could be more remarkable than 
the unfamiliar ones. Hence, in order to minimize remarkability influences apart from 
familiarity, the exact same tests were performed by a control group. The control 
group followed the same procedure, except it was unfamiliar with all presented per-
sons. This way, influences on performance unrelated to familiarity, such as image 
composition, contrast, or other remarkable features, could be extracted. 
The sets have been tested with 8 test group and 11 control group participants. The 
ages of the participants were distributed over ages of 4 to 65, as shown in Figure 3-6. 
The test group was exactly half and half, female and male. In the control group 6 out 
of 11 participants were female. 
                                         
15Memorize 35: http://activities.sugarlabs.org/en-US/sugar/addon/4063 (Version 35) 
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Figure 3-6. Age distribution of the test group and control group. 
MEMORY - SETUP, APPARATUS, AND TEST PROCEDURE  
The test was conducted casually at home, outside of a laboratory environment. A 
computer was set up in a separate room, and participants were asked to play the 
game one after the other. The participants were informed about the test situation. 
The tester sat next to them, clearly counting the moves needed. Participants were 
provided with their result right after each run. It was open to the participants to 
compare themselves to the others. It was made explicit that there was neither time 
pressure nor that results were made public, or compared to others. The rules of the 
game were explained to every participant before they started to play. They were also 
invited to try out the usage of the system at a sample game with different content, 
prior the actual test. The game interface is shown in Figure 3-7.  
   
Figure 3-7. The game interface of the memory test environment. The screen-
shots display the interface for a visual set of cards (left), and an audio set 
(right). 
The display is divided into three areas. The menu bar at the top, the score board at 
the left side and play field at the right. In the beginning of each test, all cards are 
flipped face down, a solid grey side facing up. A left mouse click on the grey backside 
of the card flips the card, displaying the content of this card. If two cards are flipped 
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and they are matching, they stay in position faced up, marked with a yellow border 
line. Otherwise they are automatically flipped after a certain time, or at the next 
click. 
Per test run, each participant had to play all four sets. All four sets were played one 
after the other without any break, in random order, alternating between aural and 
visual. The first eight test runs were conducted on one day. It was tested on a free 
schedule. Test persons were free to play whenever they desired. Three participants 
performed one additional test run the other day. The control group was tested using 
the same procedure. Tests with the control group were conducted on a different day, 
also in a leisure context. 
MEMORY - EVALUATION  
In total a sample rate of 3080 moves were recorded from both groups. Most target 
test persons really enjoyed the game. 6 of them wanted to play again. 3 actually 
played again the next day.  
 
Figure 3-8. Average turns needed by the participants of the test group, who 
should be sensible to familiarity differences. 
The performance was measured according the turns needed to find all matching pairs 
of a set. In total 22 test runs have been conducted by 8 participants.  
In the aural test, an average of 36,18 (SD 5,96) turns were necessary for all partici-
pants to find all matching pairs of unfamiliar voices. In comparison to that 33,45 (SD 
4,99) moves were necessary to reveal all pairs of familiar voices, which corresponds to 
an improvement of nearly 8,55 %. The standard deviation for unfamiliar voices was 
5,96 and for familiar voices 4,99. Regardless, the tendency supports the proposed 
concept of improved performance through familiarity.  
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The aural results are affirmed by the faces test. Unfamiliar faces demanded 35,64 
(SD 6,5) turns in average, compared to 30,64 (SD 6,7) turns for familiar faces. This 
corresponds to an improvement of approximately 14 percent. The standard deviation 
for unfamiliar faces lies at 6,5, and at nearly 6,7 for familiar faces, which corresponds 
to 18 percent of the standard deviation for unfamiliar faces. Figure 3-9 shows the 
results of the 22 control group test runs for visual and aural samples.  
 
Figure 3-9. Average turns needed by the participants of the control group. All 
sets were unfamiliar to those members. 
The visual performance of the control group was similar to the performance of the 
target group. The control group performed 5,4% better on faces familiar for the tar-
get group, although there was no familiarity advantage on such visual samples. The 
14% performance increase observed at the target group still indicates an advantage of 
about 8,6%, which can be accounted to familiarity. While the visual samples seemed 
to hold more variables influencing recognition and memorization, the aural memori-
zation tests of the control group showed less external influences. The control group 
performance was almost identical for all voice samples, while the target group per-
formed approximately 7,5% better on the recognition and memorization of familiar 
voices. 
In total the test group performed remarkably better on familiar test samples, than 
the control group, as shown in Figure 3-10. 
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Figure 3-10. The results of the familiar test group (dashed line) and the con-
trol group (solid line) distinguished between familiar and unfamiliar.  
Those descriptive statistics are underlined by inferential statistics. Therefore, a 
paired-samples t-test was conducted to check, whether the difference between the 
familiar and unfamiliar results of the test group and the control group are statistical-
ly significant. If familiarity has no influence a reliable difference should be determined 
for both groups. For the test group the difference was statistically reliable with 
T(21)=2.99, p=0.007, while for the control group the difference was clearly unreliable 
with T(21)=0.63, p=0.53. This clearly supports the influence of familiarity in the 
above task. 
The test runs revealed two major concerns regarding the game performance. On the 
one hand, a user might be lucky finding a pair on the first flip, and hereby reducing 
the overall complexity. On the other hand, two users stated that they were rather 
looking for remarkable features than for familiarity. The influence of luck can be ne-
glected over a certain number of repetitions. It could also be integrated into the game 
logic to reduce the factor of having luck. The influence of remarkable features might 
be reduced by selecting content which does not differ much in its remarkability, as 
well as by offering more test sets. Currently two different sets are provided. 
The result of the test including voices is even more interesting. One could assume 
that the control group performed comparatively better on the voice memory, because 
the audio content would not be as feature rich as the visual content. Thus, the audio 
snippets were harder to differentiate, which makes them harder to remember. (Avons, 
1999) conducted an empirical study presenting test persons different check patterns. 
The probands had to remember a sequence of such patterns in the right order. The 
performance was worse when patterns were more similar to each other. On the other 
hand, the double task of memorizing sound and content could have been a relevant 
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factor. This double task could have led to an increased cognitive load, due to the 
additional challenge of focusing and assessing information importance. (compare F. I. 
M. Craik et al., 1996; Engle et al., 1999) 
CONCLUSIONS 
This test gives further indication on the validity of the basic concept, since it showed 
improved performance at familiar items.  
Other psychological studies on face recognition are in line with the results of this 
test. Investigations of the PassFace mechanism showed clear tendencies for race, gen-
der, and attractiveness (Davis et al., 2004). Individuals tend to be more efficient in 
recognizing and memorizing faces of people of their own race. This so called own-race 
effect is accounted to the increased exposure of members of the own racial group (D. 
T. Levin, 2000; T. Luce, 1974, 1974; Malpass, 1992; Valentine & Endo, 1992; Walker, 
Tanaka, & others, 2003). 
There seem to be clear similarities between familiar items and cognitive prototype 
categories. According to that, our understanding of familiarity of faces corresponds to 
probabilistic clusters formed based on environmental stimuli. The familiarity clusters 
also seem to serve as reference points for recognition and memorization, located at 
areas of high performance. 
Psychological studies also show that the sense of attractiveness is quite common. We 
tend to find average faces attractive (Langlois & Roggman, 1990; Langlois et al., 
2000; Rhodes, 2006).  
The test results support Feature 5 (Prototype categories reflect probabilistic real world 
stimuli of high occurrence frequencies and improved cognitive performance) and espe-
cially give positive validation for Hypothesis 2 (Familiarity corresponds to cognitive 
prototype categories and well-practiced processes which describe areas of increased 
performance). 
3.4.3 Correlation between Familiarity and Performance in Team Sports  
While the previous recognition and memorization test addressed analogies between 
familiarity and cognitive prototypes, the following test aims at more complex proce-
dural tasks, which involve automatization through practice. Hereby, the studies on 
group performance described in Familiarity as a Driver for Human Efficiency (pp. 
115), provide a good conceptual ground for a comprehensive performance evaluation 
based on team sports. Professional team sports are usually based on competitive 
assessment of group performances of complex physical, psychological, and social in-
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teractions. Many archives are publicly available, substantially documenting profes-
sional performances. Hence, such databases provide an interesting ground for investi-
gating performances in groups. The findings of (Banker et al., 1987; P. S. Goodman 
& Garber, 1988; R. Katz, 1982), and associated studies on proceduralization and 
expertise, as detailed in chapter From controlled to automated processes to habitua-
tion (pp. 38), indicate performance gains in work environments through familiarity, 
and should be visible here as well.  
MEASURES FOR PERFORMANCE AND FAMILIARITY 
As one of the most popular sports of the last decades, football offers a rich database. 
Football offers various statistics on expressing and measuring team performance. 
Team sports, in general, offer a highly complex case with multiple factors affecting 
the final performance. On the one hand, in professionally played sports, like football, 
the differences between players are considerably low, so that psychological differences 
are more relevant and visible. The referee could also be an important factor. The fans 
are playing a big role. The strategy and individual players have to fit. Although, 
goals and points might not be the perfect measure for performance, they are the 
measure the game is optimized on, as part of the game rules, so they actually provide 
a perfect measure of choice. Although a team might be most elegant or advanced, as 
long as this does not result in a high number of points and goals, the team is not 
performing well, in consideration of the rules provided. Hence, the crucial measure for 
football is the scoring system based on points and goals (Deutsche Fußball Liga 
GmbH, 2012; Gesellschaft für DFB-Online mbH, 2012). 
The measure for familiarity is more imprecise. A first approximation could be 
achieved by simply comparing the names in the starting lineup of consecutive match-
es, and count the players fluctuation. Maximum familiarity can be assumed from a 
team that always plays with the same players. Minimal familiarity may be indicated 
by a team playing every game with completely new players. However, among those 
extremes this method has many complex cases, which are hardly comparable. First, 
it is not differentiated between the familiarity of the substituted players. For exam-
ple, if a core of 10 players plays all the time, and one player is substituted every al-
ternating game, then the familiarity measure of such a team would be identical to a 
team, where the substituted players are completely new at every match. While one 
team would have 10 completely new players in 10 matches, the other team would 
only switch between two substitutes and consist of 12 players. The familiarity of the 
second team should be different to the one of the first 20 players. Additionally, and 
most importantly the consecutive match based analysis would not consider many 
days of practice in-between the matches.  
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A better approximation for familiarity should be provided by the numbers of players 
used in a season. Taking the general team fluctuation as a measure leads to the as-
sumption that a team with a smaller amount of players, used in a season, should 
have a higher internal familiarity than a team with more players. It can also be as-
sumed that a team with higher fluctuation in their starting lineup also has higher 
fluctuation in general – including the training session. 
TEAM SPORT ANALYTICAL PROCEDURE AND RESULTS 
As explicit above the analysis was based on archived data of the German Fussball 
Bundesliga. The Fussball Bundesliga is a professional German football league 
(Deutsche Fußball Liga GmbH, 2012; Gesellschaft für DFB-Online mbH, 2012). For 
familiarity and performance assessment the starting lineup of each team and accord-
ing match results were demanded. Since the desired data was not available in one 
package, a html crawler has been implemented in Smalltalk, automatically requesting 
and collecting demanded data from the websites of (Fussballdaten Verlags GmbH, 
2012). Data from 13752 games of the first, and 15276 of the second German Fussball 
Bundesliga has been collected and investigated, making a total sample rate of 29028. 
The games of the 1. Bundesliga included information of 51 teams and roughly 44 
seasons in the time from 1966 to 2010. 127 teams of the 2. Bundesliga participated 
during the years of 1974 to 2010. 
The Bundesliga score system has changed over years, and it differs among competi-
tions. Therefore, three measures have been calculated. The first measure is defined by 
the won games of a team. The second measure is based on the old scoring system, 
rating a tie with one point and a win with two points. The third measure is given by 
the new rating system, where the winning team gets one point for a tie and three 
points for a win. All three measures resulted in analogous curves for almost corre-
sponding ratings of team performance.  
Comparing the dashed line corresponding to un-familiarity (players in use per game) 
to the performance line (points per game) indicates a clear correlation between famil-
iarity and and performance. The worst teams of the 1. Bundesliga used four times 
more players, while the best teams were approximately 22% more successful. Com-
pare Figure 3-11 
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Figure 3-11. Correlation between performance and un-familiarity of teams of 
the 1. Bundesliga (not all shown teams are labeled). 
In the 2. Bundesliga good teams integrated a new player approximately every 5th 
game while the worst teams integrated a new player nearly every game. This comes 
with a performance improvement of 15 percent. The curves also clearly indicate high-
er variance for unfamiliar teams, while the success curves are more stable for familiar 
teams (see Figure 3-12).  
If team fluctuation is linked to team familiarity, and success to performance, as it has 
been argued above, then a decreasing number of team fluctuations can be associated 
with increased success. And it follows that increased familiarity leads to better per-
formance. The investigations support the phrase “Never change a team to win!”, or 
“Never change a winning team!”. However, the results have to be taken with care. 
The amount of used players includes some imprecision in reflecting team familiarity. 
Unfortunately, there are no control measures extracting such disturbances, as it was 
done in the previous memory test. One could argue that successful teams do not have 
the need to change the team very often, while bad teams try to improve through 
change. At the same time, physical, psychological, and social factors are inevitable, 
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and continuously drive fluctuation in the team. Players get injured, older, have social 
problems with team mates, or other problems influencing their fitness and perfor-
mance. All those influences lead to continues team changes. 
 
Figure 3-12. Correlation between performance and un-familiarity of teams of 
the 2. Bundesliga (not all shown teams are labeled). 
CONCLUSION 
The findings on proceduralization and expertise provide a cognitive basis for produc-
tivity gains in work environments through familiarity. Such findings are supported by 
the previously conducted team sports analysis. Practice of physiological procedures, 
and interaction with objects increases familiarity, and forms procedural clusters of 
high performance (compare to Affordances from UI Concepts pp. 99). This analysis is 
in line with studies on productivity in work, providing empirical evidence that the 
same patterns are valid for group interaction (Banker et al., 1987; P. S. Goodman & 
Garber, 1988; P. S. Goodman & Leyden, 1991; Gordon & Fitzgibbons, 1982; R. 
Katz, 1982). Familiarity with group members correlates to efficiency analogous to 
cognitive prototype categories.  
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As a regression analysis shows, the results also indicate a linear regression of perfor-
mance with logarithmic growth of un-familiarity. The stability index for first league 
linear regression equals R2=0,9071, and for the second league R2=0,9205. The corre-
sponding stability index for the logarithmic growth of un-familiarity is around 
R2=0,98 for both leagues. Furthermore, with a stability index of R2>0,9 the relation 
of familiarity and performance can be described with a potential progression, analo-
gous to the formula for the law of practice (further described in section From con-
trolled to automated processes to habituation pp. 38). Hence, familiarity seems to 
correspond to practice in automatization processes. This relation is visualized in Fig-
ure 3-13. 
 
Figure 3-13. Unfamiliarity regresses logarithmic reciprocal to a linear progres-
sion of the relation between performance and un-familiarity, with a reliability 
of over 90%. 
The results offer support for Feature 6 (The fundamental mechanisms of prototype 
categories are also active in process automatization through training) and give further 
positive validation for Hypothesis 2 (Familiarity corresponds to cognitive prototype 
categories and well-practiced processes which describe areas of increased perfor-
mance). 
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3.4.4 Conclusions of the Basic Concept Validation 
The previous sections gave further empirical evidence on Feature 5 (Prototype catego-
ries reflect probabilistic real world stimuli of high occurrence frequencies and improved 
cognitive performance) and Feature 6 (The fundamental mechanisms of prototype 
categories are also active in process automatization through training). Together with 
cognitive evidences expressed in Feature 3, those features refine validity of Hypothe-
sis 2 (Familiarity corresponds to cognitive prototype categories and well-practiced pro-
cesses which describe areas of increased performance). Hence, Hypothesis 2 is trans-
formed into Feature 11: 
Feature 11. Familiarity corresponds to cognitive prototype categories 
and well-practiced processes which describe areas of increased perfor-
mance. 
Feature 11 offers further validation for Feature 10 (Digital Transformative interfaces 
are situated in a context with maximum user familiarity, which corresponds to cogni-
tive prototypes on a shared basic level of sufficient target similarity), which is also 
supported by cognitive evidences expressed in Feature 6, Feature 5, Feature 9, Fea-
ture 2. Thus, Feature 10 is based on a comprehensive empirical ground, further vali-
dating Feature 4, which provides the basis for Hypothesis 1. Consequently, Hypothe-
sis 1 becomes Feature 12: 
Feature 12. User context shifts of Digital Transformatives increase user 
performance and efficiency. 
This provides us with a more refined feature graph (compared to Figure 3-5 on page 
114) shown in Figure 3-14. 
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Figure 3-14. Digital Transformative Function characteristics feature graph. 
After the basic concept of Digital Transformatives, and the principle of operation has 
been elaborated in the previous part of this work, the following part focuses on a 
determining a systematic design methodology for Digital Transformatives. The inves-
tigations are driven by the question, whether there is a systematic design methodolo-
gy for creating Digital Transformatives. 
Hypothesis 3: Digital Transformatives can be designed systematically. 
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4 Designing Digital Transformatives 
This chapter builds on Hypothesis 3 (Digital Transformatives can be designed sys-
tematically.). It will start with an analysis of general interactive system design. This 
analysis aims at finding anchor points that need modification in order to foster sys-
tematic design of Digital Transformatives. After those elements of the design proce-
dure are determined, DT specific assessment and concept design methods will be 
elaborated. 
4.1 Design Methodology of Interactive Systems 
User centered interface development has taken an evolutionary path towards incre-
mental iterative software design, where todays systems are often implemented as a 
steady optimization of an initial basic system. 
In the context of quality assurance and performance optimization, Deming (2000) 
compared the “old way” of quality assurance of product suppliers, before the indus-
trialization, to the “new way” (Deming, 2000; compare Shewhart, 1939). In the old 
days, product suppliers, such as, tailors, blacksmiths, shoemakers, or milkmen, knew 
their costumers personally. They knew the costumers needs first hand. Products or 
services were designed, produced, offered, and, based on direct feedback, adapted 
until costumers were satisfied. After industrialization, structures changed to serve 
mass markets. Wholesaler, jobbers, and retailers became an important part of sales 
processes, with an increasing risk of losing the personal touch. The former cycle was 
easily broken. Products were designed, created, and offered without knowledge about 
consumers. The conservative iterative individualized product development cycle 
(Figure 4-1 top) could be replaced by a straight process (Figure 4-1 bottom). 
In the beginning, the disadvantages of limited knowledge about the target group 
might have been compensated by mass production. With increasing competition 
products demanded higher quality to be successful. A product designed for a specific 
consumer does not automatically address a whole group of different consumers. The 
former cycle had to be closed again. A fourth step was introduced, based on consum-
er research. The fourth step sought to test the product in service, find out what users 
thinks of it, and why others have not bought it (Deming, 2000). 
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Figure 4-1. Iterative individualized product development and quality assur-
ance before industrialization (top). Product development right after industri-
alization started (bottom). Back to four step assurance (top), after three step 
approach proofed to fail. 
Software design has gone a similar way. Software mass production began with the 
advent of personal computers. First personal computer software systems designs were 
based on a hardware specification, followed by a functional specification, which was 
then used to create a logical user interface and command structure (Seybold, 1981). 
This common practice, however, started to change in the early 1980s, especially with 
the design of the Star desktop metaphor user interface. With the goal of building the 
“ultimate professional workstation” (Harslem & Nelson, 1982, p. 377) the develop-
ment of Star began in 1977, while the actual software implementation started in 
1978. Those first two years were spent with specifying the system, and building itera-
tive prototypes, before the first line of product code was written. (D. C. Smith et al., 
1990) further highlights the importance of defining users’ conceptual models, during 
the initial design phase, rather than starting off with writing functionality, and put-
ting a user interface on top of it (also compare Seybold, 1981). Since then user cen-
tered design became increasingly important for creating successful software. 
During the years of 1981 and 1982, which could be considered to be an early stage in 
computer software design, Gould & Lewis (1985) wanted to find out about the com-
monness of the following three principles in computer system design: early focus on 
users and tasks, empirical measurement, and iterative design. They interviewed 447 
people, consisting of designers, programmers, and developers. Each of the partici-
pants should name five major steps in the development and evaluation phase of a 
new computer system for end-users. Every fifth of the interviewed named iterative 
design, 40 percent listed empirical measurement, and 62 percent saw early focus on 
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users as a major step in the design process. 26 percent did not mention any of the 
principles. 
It can further be distinguished between human computer interface design, and classi-
cal development of non-interactive software. Classical software development follows a 
clear sequence of steps, with none, or just a few iterations. Non-interactive systems 
are closed; component behavior can be defined and determined in the conceptual 
phase. Interactive systems are not closed, in a sense that users can be seen as part of 
the system. User behavior cannot be predicted by the system designer. Thus, the 
development of human computer interfaces demands an iterative approach, which is 
described under the term of Usability Engineering (Jakob Nielsen, 1989; Preim, 1999; 
Rauterberg, Spinas, Strohm, Ulich, & Waeber, 1994). 
4.1.1 Interactive Systems Development 
(Gould & Lewis, 1985) proposed three major principles for designing computer sys-
tems for people. The first is described as Early Focus on Users (also compare Dix, 
2004; Preim, 1999; Rogers et al., 2011). They propose the identification of potential 
users to get designers in direct contact with them already prior system design phase. 
In this phase, designers should acquire an understanding of the user through inter-
views and discussions. Users might even train designers their existing procedural 
patterns. This way, designers are able to analyze both, the challenges of the users, 
and their current environment. They further propose participatory design. Hereby 
potential users should become part of the design team. As a second major principle 
they see empirical measurement. They suggest to study learnability and usability of 
the developed system, already early in the development process. Users should be 
analyzed, performing certain tasks on prototypical systems, while performance, 
thoughts, and attitudes are recorded. As the last major principle they see iterative 
design. Starting from a basic system, several iterations of prototyping, behaviorally 
evaluating, and implementations should be conducted to improve the system.  
(Gould & Lewis, 1985) further refine their principles into an initial design phase, 
followed by an iterative design phase. The initial design phase consists of a prelimi-
nary specification of the user interface, where the designers also collects critical in-
formation about users. Surveys should be conducted, or consultants interviewed, to 
get a general picture of potential users. Further, a more distinct picture may be got-
ten from direct user consultation. Additionally, Behavioral Goals should be defined. 
Behavioral Goals, for example, describe how many users perform a certain task in a 
certain amount of time. They provide measures to assure proper proceeding of sys-
tem development. There should be a clear evaluation procedure for each behavioral 
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goal. According to (Gould & Lewis, 1985) behavioral goals should at least consist of 
a description of possible users, a list of tasks to be performed, the environment they 
are performed in, and the measures of interest, such as learning time or errors. Also 
planning the organization of work initially, simplifies cooperation of multiple design-
ers and developers in the later phases to the system development. In conclusion, 
(Gould & Lewis, 1985) emphasis the importance of the initial design phase, which 
establish behavioral goals and user access, and hereby pave the way for the continu-
ous evaluation and modification of the interface, and following iterative steps. 
(A. Taylor, 2000) asked 38 project managers about success criteria of IT projects. 
1027 projects were covered consisting of development, maintenance, or data conver-
sion projects. Half of the projects were development projects. As a result, managers 
clearly determined requirements definition as the most crucial project success criteri-
on. A clear and detailed project plan was identified to be of minor importance for a 
successful project. This result is not very surprising, in consideration of most projects 
being iterative. Progress of a user centered iterative project is hard to foresee, making 
it necessary to modify project plans frequently.  
 
Figure 4-2. Interaction design process as a water fall model including an itera-
tion cycle (from Dix, 2004). 
The principle of iterative design can be seen as a fundamental concept in human 
machine system development. Its basic schema has been re-modeled, in slightly vary-
ing ways, multiple times already (Dix, 2004; International Standards Organisation, 
1999; Preim, 1999; Rogers et al., 2011; Sommerville, 2001). Most of them include the 
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four main phases, already described by Shewhart’s product design and quality assur-
ance cycle (Shewhart, 1939). 
(Dix, 2004) illustrated the main phases of interaction design processes in a water fall 
model, including an iterative loop, as show in Figure 4-2 (compare Royce, 1970). A 
design process usually starts with a study of requirements. This phase should deter-
mine where we come from, and where we need to go. A follow-up analysis details the 
initial requirements analysis to determine key issues. It is also the starting point of 
the iterative phase, and serves as a basis for the subsequent design phase. The analy-
sis reveals what needs to be done, while the design phase deals with the question on 
how to do it. Due to the complexity and unpredictability of human behavior the de-
sign concept has to be designed with the use of real users by implementing it proto-
typically. The prototype is re-evaluated, possibly leading to a re-conceptualization 
and further iterations. Finally, the system can be transferred into a production sys-
tem. 
4.1.2 Interactive Systems Design Phase 
As Digital Transformatives aim at system design, typical steps of software engineer-
ing, such as architectural specification or unit tests, will not further be discussed 
here. In the following, all major stages affecting the initial design phase will be inves-
tigated in detail. This comprises the initial requirements analysis and specification, 
followed by concept design and prototyping and evaluation.  
As a first step, the designers should become acquainted with the users by gathering 
general information about them, observing them at relevant tasks, interviewing them, 
or through active involvement in the design process. 
Every iteration is followed by a formative evaluation, while the whole life cycle is 
followed by a summative evaluation to assess whether a system is ready for exploita-
tion. Usually a formative evaluation results in a list of faults and problems, which 
might be addressed in the next design cycle. Hereby it may be noted that an iterative 
development typically reaches economical limits before it is driven to ideal perfection. 
Every iterative user centered design is based on prototype creation. The simplest 
prototype might by a scenario telling a design story. Stories can be written in plain 
text, or presented as a sketch based story board. They commonly describe certain 
relevant use case situations (Dix, 2004). 
REQUIREMENTS ENGINEERING, SPECIFICATION, AND BRAINSTORMING 
Requirements capturing should be a major part of every system design, and it is cru-
cial for iterative human centric design. Requirements set the frame for the whole 
4.1 Design Methodology of Interactive Systems 
     
136 
system design, and they are fundamental for conceptualization and evaluation in 
every step. Therefore all relevant aspects, regarding the user, the system environ-
ment, and target domain, should be collected (Dix, 2004; J. Nielsen, 1992; Rogers et 
al., 2011). In the following a brief overview will be given on requirements specifica-
tion, for further details it is referred to corresponding literature. 
In general it is distinguished between functional and non-functional requirements. 
While functional requirements address the systems functionality, non-functional re-
quirements are constraints that might hinder the use of a system, such as perfor-
mance or resource constraints. (Rogers et al., 2011) present a more detailed differen-
tiation. They distinguish between functional requirements, data requirements, envi-
ronmental requirements, user requirements, and usability requirements. Hereby envi-
ronmental requirements are also described as context of use. The environment in-
cludes four main aspects to be looked at: the physical, social, organizational, and 
technical environment. The physical environment, for instance, could be influenced by 
lighting conditions or spacing of a work place, the social environment holds aspects of 
collaboration and communication, and so on. 
Verification and validation of a system is being conducted based on high-level cos-
tumer requirements. Additionally, the system needs to be internally consistent and 
complete. A crucial question in the process of usability engineering comprises the 
measures of success for a system (Dix, 2004; J. Nielsen, 1992; Jakob Nielsen, 1994a; 
Whiteside, Bennett, & Holtzblatt, 1988). The challenge for designing a usable system 
is the identification of finding the right criteria, which finally lead to a positive judg-
ment of the usability of a product. The clear definition of design goals, and the prop-
er rating of their level of completeness, reached in the end, can be very challenging. 
Therefore, a requirements specification should provide guidance for agreeing on such 
measures. In the design process of user centered systems, the requirements specifica-
tion should also include a usability specification, giving usability guidance. “The ma-
jor feature of usability engineering is the assertion of explicit usability metrics […]” 
(Dix, 2004, p. 204) 
(Whiteside et al., 1988) describe techniques for creating a usability specification ex-
emplified on the design of a programming a video cassette recorder control panel. 
They propose to determine all relevant interaction attributes, and define six terms for 
each of those attributes. The six terms are used to specify each attribute, also declar-
ing success measures. Table 4-1 exemplifies such terms, by the example of the usabil-
ity specification of a video cassette recorders backward recoverability: 
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 Description Example Attribute: 
Backward recoverability 
of a video cassette re-
corder 
Measuring con-
cept: 
Concrete description of the 
attribute 
Undo an erroneous pro-
gramming sequence 
Measuring 
method: 
How will the attribute be 
measured? 
Number of explicit user ac-
tions to undo current pro-
gram 
Now Level: Current state available No current product allows 
such an undo 
Worst Case: Lowest acceptable solution As many actions as it takes 
to program in mistake 
Planned level: Design goal A maximum of two explicit 
user actions 
Best case: Best possible with current tools 
and technology available 
One explicit cancel action 
Table 4-1. Six terms for addressing all relevant interaction attributes of a us-
ability specification by (Whiteside et al., 1988). 
The usability objective is described first, followed by a definition of its measuring 
methodology, and by an outline of the success criterion, consisting of the now level, 
worst case, planned level and best case. Usually it is aimed for an improvement of the 
current state. The characterization of the current state is followed by the lowest ac-
ceptable measure, which is the worst case. The planned level identifies the actual 
design target considered to be feasible, and best case describes the best state possi-
ble, with currently available tools and technology. 
According to (Whiteside et al., 1988), the current level is defined through an existing 
system, competitive systems, the task without the use of a computer system, an ab-
solute scale, an own prototype, user’s own earlier performance, each component of a 
system separately, or a successive differentiation between best and worst values ob-
served in user tests. Also the following possible quantitative measures are presented. 
Quantitative usability measures of a given system (after (Whiteside et 
al., 1988) adapted by (Dix, 2004)) 
Time to complete a task 
Percent of task completed 
Percent of task completed per unit time 
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Ratio of successes to failures 
Time spent in errors 
Percent or number of errors 
Percent or numbers of better competitors 
Number of commands used 
Frequency of help and documentation use 
Percent of favorable/unfavorable user comments 
Number of repetitions of failed commands 
Number of runs of successes and of failures 
Number of times interface misleads the user 
Number of good and bad features recalled by users 
Number of available commands not invoked 
Number of regressive behaviors 
Number of users preferring your system 
Number of times users need to work around a problem 
Number of times the user is disrupted from a work task 
Number of times user loses control of the system 
Number of times user expresses frustration or satisfaction 
Table 4-2 Quantitative system usability measures (after (Whiteside et al., 
1988) adapted by (Dix, 2004)). 
ISO 9241 additionally emphasizes the three categories of usability: Effectiveness, Effi-
ciency, and Satisfaction (International Standards Organisation, 2008). The measures 
might be applied for all three these categories.  
Capturing Requirements 
In general, the requirements analysis starts off with an initial capture of system be-
haviors and processes, producing big amounts of raw data. Every environmental situ-
ation demands its own capturing technique. In a next step, the raw data needs to be 
structured and organized. Therefore, unstructured aural, visual, or textual infor-
mation is transformed into models or other representations. Such models provide an 
abstract perspective on analyzed systems and processes, which is helpful for further 
analysis and interpretation. In the following some capturing techniques will briefly be 
described, and a set of models are presented. 
(Rogers et al., 2011) name five major methods for requirements capturing: question-
naires, interviews, focus groups or workshops, naturalistic observation, and the study 
of documentations. Questionnaires are a common tool for capturing information. 
They usually consist of simple yes or no answers, multiple choice or even free text 
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input. Designing questionnaires is a well-researched field, with an extensive pool of 
guiding literature. Also very common are interviews, may they be oral, written, for-
mal or informal, structured, unstructured, face to face, or remote. A popular variant 
are group interviews, which usually demand a structuring frame, often induced 
through workshops, or the formation of focus groups. Such interviews might as well 
be oral or even online using techniques such as blogs, or forums.  
A deeper insight into process workflows is given through observation of users in their 
real environment, and task performances measurements. Observations may be com-
pletely passive, or participatory, where the observer is actively involved in various 
processes. In turn, users can also be involved into the prototyping process.  
Some empirical guidance for the data-gathering techniques, described above, can be 
found in (Rudman & Engelbeck, 1995). The overview, shown in the following table, 
was developed during the design process of a complex graphical user interface for a 
telephone company.  
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Table 4-3. Overview of requirements data-gathering techniques, from (Rud-
man & Engelbeck, 1995). 
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Each technique has its advantages and disadvantages. For example, Questionnaires 
might deliver valuable quantitative information, with comparably little effort. Howev-
er, the final results are heavily depending on the questions-answers schema. Since 
they are created by the interviewee, they hardly give completely unforeseen answers. 
Interviews give more freedom for the interviewed, and may reveal completely unex-
pected new aspects. However, a dialog or discussion may also easily drift into a 
wrong direction, and their evaluation is more laborious. (Olson & Moran, 1995) point 
out that the decision about the right capturing method is also influenced by econom-
ic factors. Tradeoffs are often made regarding time consumption and the gained level 
of detail. For example, one has to decide whether it is better to gather data from 
thousands of participants, using a questionnaire, or interviewing only a sample of 
them. 
(Maiden & Rugg, 1996) presented a framework for supporting the requirements engi-
neering process. The framework named ACRE gives guidance based on six major 
factors influencing requirements acquisition. Hence the quality of results is influenced 
by the purpose why requirements are captured (purpose of requirements), the type of 
knowledge acquired depending on the method used (knowledge types), incomplete or 
incorrect knowledge of a stakeholder (internal filtering of knowledge), knowledge that 
cannot be communicated (observable phenomena), the contextual influences of the 
acquisition, such as political or financial (acquisition context), and the right mixture 
and sequence of methods applied (method interdependencies). They investigate those 
six factors on a representative sample of requirements techniques available such as 
observation, unstructured interviews, structured interviews, protocol analysis, card 
sorting, laddering, repertory grids, Brainstorming, rapid prototyping, scenario analy-
sis, RAD Workshops, and ethnographic methods. Observation, scenario analysis, 
RAD, and ethnographic methods are rated to be most valuable for the acquisition of 
behavioral requirements. Unstructured interviews, structured interviews, protocols, 
laddering, repertory grid analysis, and rapid prototyping are rated to be a less useful. 
Card sorting is considered to be least helpful for behavioral requirements acquisition. 
(Maiden & Rugg, 1996) also provide an overview of conditions and resource con-
straints of each method, as detailed in the following tables: 
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Table 4-4. Effectiveness of methods for acquiring different types of knowledge, 
from (Maiden & Rugg, 1996). 
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Table 4-5. Conditions and resource constraints for different requirement ac-
quisition methods, from (Maiden & Rugg, 1996). 
After requirements raw data is captured and documented usually is transformed into 
models. Models help understanding existing systems in the analysis and design pro-
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cess (Sommerville, 2001). Multiple model notations have been developed for repre-
senting raw data in a new perspective, some of them are shown in Figure 4-4. De-
pending on the chosen representation a model can deliver a contextual perspective, a 
perspective showing the behavior of the system, or a structural perspective.  
The boundaries of the system are best assessed through Context Models, which repre-
sent the environment. Since they do not show the relations to other systems or pro-
cesses, they are oftentimes supplemented by Process Models. Data Flow Models visu-
alize how data is processed, stored, or exchanged within a system. In the notion of 
the Data Flow Model, rounded rectangles represent processing steps, arrows repre-
sent data flow, and rectangles are data storages or sources. A State Machine Model 
can be used to represent an event based perspective on a system. Such a model 
shows a behavioral representation of event triggered state transitions within a sys-
tem. Data Models deliver a perspective on the data structure and semantic relations 
between data entities. They are usually used in combination with a Data Flow Mod-
el. Most common data models are Entity-Relation-Attribute Models. Another valuable 
perspective on an existing system might be gained by creating Object Models. Usually 
object classes are identified to categorize single instances. Attributes, inheritance, or 
relations further define those objects. An example of a UML Object Model. Another 
model for representing behavior is provided by a Sequence Diagram. Those object 
behavior models might be based on a certain scenarios, showing action and interac-
tion sequences of entities, and collaboration between stakeholders. 
It is emphasized that a system models are abstractions rather than being an alterna-
tive representation of real systems. Abstraction comes with information reduction. 
According to Sommerville limited support for non-functional system requirements is 
one of the major weaknesses of such representations. Moreover, they lack guidelines 
for design support, might lead to a documentation overload, and are often hard to 
understand (Sommerville, 2001). Hence, for user-centred design, requirements data 
representations such as scenarios, use cases, essential use cases, and task analysis may 
be better suited (Rogers et al., 2011). 
Task Analysis 
A Task analysis is a special technique for investigating existing systems or situations. 
A task analysis might be supported through scenario development (Rogers et al., 
2011). Usually user tasks are previously analyzed and matched with requirements. 
Additionally, possible new tasks are identified. Such new tasks are also part of the 
requirements and are typically gathered through empirical observation existing pro-
cedures and task performances. Obviously it is hard for a designer to foresee all tasks 
and requirements, prior system implementation. Throughout an advancing design 
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process new tasks are revealed and the design is adapted (Dix, 2004) In the following 
some task analysis techniques will be described. 
The Hierarchical Task Analysis (HTA) introduced by (Annett & Duncan, 1967) is 
one of the most common methods for performing task analyses (Rogers et al., 2011). 
HTA is a goal based approach, and is being applied in many different fields (Astley 
& Stammers, 1987). 
All involved tasks for reaching a certain goal need to be determined and organized 
hierarchically. Additionally, the semantic or procedural relations between tasks are 
described. Described actions might be of physical or observable nature. I we analyze 
the chopping of wood for example16, one needs to get ready to chop wood, put a piece 
of wood in position, chop the peace, and test if it is properly chopped. The sequence 
above only describes one case. If the piece of wood was not chopped properly it 
would have to be chopped again. All different kind of situations, cases, or procedures 
are covered by the HTA using so called plans. There are multiple notions for listing 
the task hierarchy and related plan. A simple notion proposed by (Annett & Duncan, 
1967) would look as follows: 
0.  In order to chop wood 
1. Get ready to chop wood 
1.1. get axe 
1.2. get wood 
1.3. find proper chopping surface 
2. Put piece of wood in position 
3. Chop piece of wood 
3.4. Hit piece of wood central 
4. Test chopped piece of wood 
5. Hit piece of wood again 
5.5. Turn axe around and chop upside down 
5.6. Aim for indent 
Table 4-6. Example of a HTA task hierarchy. Notion proposed by (Annett & 
Duncan, 1967) 
Plans describe different procedures for reaching the desired goal. Plans also cover 
various alternative cases. Every level of the hierarchy has its own plan. Tasks are 
recursively broken down into sub tasks (Table 4-7). 
                                         
16 A quote by Albert Einstein: "People love chopping wood. In this activity one immediately 
sees results." 
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plan 0: do: 1-2-3-4. If piece of wood is not chopped properly do: 2-4-5 
plan 1: do: 1.1-1.2-1.3 
plan 3: do: 3.1 
plan 5: do: 5.2. if axe sticks in wood do: 5.1 
Table 4-7. Example of a HTA plan. Notion proposed by (Annett & Duncan, 
1967). 
One of the challenges in the HTA is the stopping rule, when a task should not be 
broken down into a subtask analysis anymore. (Annett, Duncan, Stammers, & Gray, 
1971) formulated the P*C rule as a stopping rule. The task analysis should be 
stopped when the probability of failure (P) multiplied by the cost of failure (C) ex-
ceeds an acceptable level. The formula can be seen as guideline rather than being 
accurately applied. The exact calculation might also be comparably time consuming, 
since the probabilities of failure are often unknown and have to be approximated 
(Neville A. Stanton, 2006). 
The original method of the HTA has been further developed and complemented by 
multiple researchers in several fields. For example, heuristic support is provided 
through sets of questions, which support the HTA process of finding sub-goals in 
various fields such as training design (Table 4-8), interface design (Table 4-9), or job 
design (Table 4-10). Other support is provided through sub goal templates. 
Training Design  
What is the goal of the task? 
What information is used for the decision to act? 
When and under what conditions does the person (system) decide to 
take action? 
What is the sequence of operations that are carried out? 
What are the consequences of action and what feedback is provided? 
How often are tasks carried out? 
Who carries the tasks out? 
Table 4-8. Questions supporting the HTA process of finding sub goals in train-
ing design (Piso, 1981) 
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Interface design  
What are the sensory inputs? 
How can the display of information be improved? 
What are the information processing demands? 
What kind of responses are required? 
How can the control inputs be improved? 
What kind of feedback is given? 
How can the feedback be improved? 
How can the environmental characteristics be improved? 
Table 4-9. Questions supporting the HTA process of finding sub goals in inter-
face design (Hodgkinson & Crawshaw, 1985) 
Job design  
How does information flow in the task? 
When must tasks be done? 
What is the temporal relation of tasks? 
What are the physical constraints on tasks? 
Where can and cannot error and delay be tolerated? 
Where is workload unacceptable? 
Where is working knowledge common to more than one task element? 
Where do different tasks share the same or similar skills? 
Table 4-10. Questions supporting the HTA process of finding sub goals in job 
design (Bruseberg & Shepherd, 1997). 
Practical experiences with the HTA showed that basic usage may be acquired rela-
tively quickly, while a complex usage of this methodology demands expert guidance, 
and some month of experience (N. A. Stanton & Young, 1999). (Ormerod & Shep-
herd, 1998) also report that the use of sub goal templates improves the acquisition of 
the HTA by novices. Computerized sub goal template support led to even better 
results. Frameworks for HTA have been developed on pen and paper basis, and as 
digital variants.  
CONCEPTUALIZATION AND PROTOTYPING 
Design concepts for interactive systems often evolve from ideas, often generated with 
brainstorming techniques, and assessed according to previously determined require-
ments, experience based heuristics, and guidelines. Those concepts are usually early 
represented in a prototypical form. Prototypes are crucial for any iterative system 
design. Several different types of prototypes might be used in an iterative process. 
Simple throw-away prototypes potentially improve the specification process, already 
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during the requirement specification phase. Moreover prototypes can also evolve to 
the final product. Throw-away prototypes are usually created using rapid prototyping 
techniques. (Gould & Lewis, 1985) state that an iterative development phase de-
mands fast, flexible prototyping, and highly modular implementation, to permit early 
testing and easy adaptation. For rapid prototyping several techniques are available 
such as the use of scenarios, storyboards, paper prototypes, Wizard of Oz technique, 
or even simplified simulations.  
A very simple but also helpful technique, often not considered as prototyping, is the 
development of scenarios. Scenarios are concrete descriptions of situations in a cer-
tain context. Scenarios, or use cases, are also often used for requirements acquisition, 
or for determining task definitions. In the context of this work, scenarios are only 
seen as a platform for the designers to express their ideas, and for the users to ex-
press their needs. Capturing requirements based on use cases demands the three ma-
jor steps of a normal iteration: first the scenario should be conceptualized, then im-
plemented, and finally evaluated. All three steps might be accomplished by both, 
designers and stakeholders (Rogers et al., 2011). (Dix, 2004) sees scenarios as rich 
stories of interaction, useful for considering the usage of a system in more detail, and 
for creating a concrete basis of communication with users, developers, or other stake-
holders. They might be iteratively adapted and help for deeply considering concepts.  
Storyboards may be seen as a more visual representation of scenarios, known from 
film industry. However, storyboards do not focus on certain situations. Thy usually 
provide snapshots of system-user interaction, and showcase concrete concepts of in-
terface and interaction design, including action sequences.  
In graphical user interface design Paper Prototypes are often used, as graphical inter-
face mockups, providing a first look and feel of an interface. Usually elements of in-
teraction are hand drawn on paper. They can be cut out and freely arranged. This 
way it is possible to discuss and quickly modify several interface designs. Even inter-
action might be tested by human simulated interaction behavior.  
The idea of human simulated computer behavior is also known from the Wizard of 
Oz technique. Wizard of Oz is commonly tested with potential end-users, which in-
teract with an interface controlled by a designer. The designer mimics expected re-
sults, while the user has the impression of interacting with an artificial system.  
Moreover, rapid prototyping tools, such as HyperCard, allow for rapidly designing 
and testing graphical user interfaces. HyperTalk gave further possibilities to add 
scripted computer behavior to those prototypes, created with HyperCard (D. Good-
man, 1987). This way, prototypes could seamlessly be transformed into functional 
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systems, which were typically inefficient and limited in terms of performance, re-
source management, and responsiveness. 
Systems which iteratively evolve from an early prototype to a final product are usual-
ly more complex. At a certain point in the design process they are more economical 
as throw-away prototypes. The focus in an iterative design process often lies on non-
functional features; functional features, such as safety or reliability issues, are often 
neglected. Designers should be aware of such issues and consider those features in 
their concepts, even if they are not implemented in early prototypes (Sommerville, 
2001). 
EVALUATION 
Typically three major steps are performed per iteration during a HMI design process: 
a conceptualization phase is followed by an implementation phase, which is then 
evaluated. The results of the evaluation phase kick start the next iteration, demand-
ing a re-conceptualization, re-implementation, and so on (Dix, 2004; Jakob Nielsen, 
1989; Rogers et al., 2011). The importance of proper evaluation is fundamental for 
any further development and evaluation. Budget and time often do not allow for a 
quantitative evaluation, at every iteration.  
It can be differentiated between model based, heuristic, and empirical evaluations 
(Preim, 1999). The evaluation of a system helps validating concepts and identifying 
specific problems of a system. Several methods are available ranging from usability 
laboratories to field analysis. Evaluations may involve users, or may be limited to 
experts and the designers themselves (also compare (Jakob Nielsen, Mack, & Shirk, 
1996; Jakob Nielsen, 1994b)) 
A number of evaluation methods, may be applied early in the design process, even 
before usable prototypes exist. A popular example for such a method is the Cognitive 
Walkthrough of an expert. Therefore, experts are provided with a specification or 
prototype of the system, a task list, a list of user actions necessary to perform each 
task, and general information about the users’ knowledge and experience. Based on 
this information, the experts evaluate the system, answering the four specific ques-
tions: Do the functions of the system meet the users expectation? Are all functions 
visible for the user? Are users able to utilize the provided functions properly? Will 
users understand provided feedback? 
Evaluation might also be based on cognitive and design models. A well-known model 
of this kind is the GOMS (goals operators, methods and selection) model. Such mod-
els are meant to give guidance on design decisions.  
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The above evaluation techniques are helpful for early system evaluation. Later in the 
design process user based evaluations are inevitable, and necessary for a successful 
system design. While the testing environment of first prototypes might situated in a 
laboratory, at some stage the system should be tested in the real user environment. 
Taking into account, that fundamental changes in the system design becoming in-
creasingly expensive with raising system complexity, it should be considered to take 
the extra effort, and start early testing in the real environment (compare participa-
tory design and ethnographic methods). 
Other evaluation aspects such as the choice of participants, amount of tests, and 
setup of experiments are not relevant for this work, yet. Procedural aspects are more 
relevant for the later framework design. 
CONCLUSIONS 
Digital Transformatives are highly systems, which closely interact with its users. 
Since user behavior cannot be predicted by system designers, an iterative procedure 
is required in the development process (Jakob Nielsen, 1989; Preim, 1999; Rauterberg 
et al., 1994). Hereby, sufficient user involvement seems to be essential. Early focus on 
users, already prior the design phase, is advantageous, and may be applied in differ-
ent variants, ranging from a passive task based user analysis, to more active involve-
ments, such as interviews, discussions, or participatory design (Dix, 2004; Gould & 
Lewis, 1985; Harslem & Nelson, 1982; Preim, 1999; Rogers et al., 2011; Seybold, 
1981; D. C. Smith et al., 1990). 
The basis for every design is a requirements analysis and specification. It can be dis-
tinguished between functional requirements, data requirements, environmental re-
quirements, user requirements, and usability requirements (Rogers et al., 2011). A 
crucial question in the process of usability engineering comprises the measures of 
success for a system. It is hard to clearly define design goals and rate their level of 
completeness reached in the end (Dix, 2004; J. Nielsen, 1992; Jakob Nielsen, 1994a; 
Whiteside et al., 1988). Such measures can be deduced from the requirements. The 
measures’ boundaries are defined by the interval of acceptance, as illustrated in Fig-
ure 4-3. 
 
Figure 4-3. Interval of acceptance of measurement levels in a usability specifi-
cation (adapted from (Dix, 2004; Whiteside et al., 1988)). 
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The interval of acceptance ranges from the current level to the best possible level. 
Every planned interaction feature should improve the current state, while not being 
to idealistic. A usability specification template, promoting the definition of the inter-
val of acceptance, is given by (Whiteside et al., 1988). For each interaction attribute 
they propose to define a measuring concept, a measuring method, the current level, 
the worst case, the planned level and the best possible case. 
Multiple requirement capturing techniques are available, such as structured and un-
structured interviews, focus groups and workshops, naturalistic observation of users 
or task performances, the study of documentations, card sorting, brainstorming, and 
scenario analysis (Rogers et al., 2011). (Maiden & Rugg, 1996) assessed those regard-
ing their effectiveness for capturing behavioral requirements. For further investiga-
tions, the raw requirements data is further structured, and transformed into model 
representations such as, context models, behavioral models, data models, or object 
models (Sommerville, 2001). Those models offer various perspectives on existing pro-
cesses and dependencies, giving a solid basis for further interpretations and implica-
tions on an improved system design (compare Figure 4-4).  
 
Figure 4-4. General steps of Requirements Engineering. 
However, most of those models only offer limited support for non-functional, interac-
tive systems (Sommerville, 2001). A common approach for user-centric requirement 
captures, of existing systems and situations, is given by task analyses, making it over-
ly interesting for the design rational of Digital Transformatives. Task analyses are 
conducted in multiple ways. Either users are observed, or they are actively asked for 
task descriptions, for example through scenario development. The Hierarchical Task 
Analysis (HTA) introduced by (Annett & Duncan, 1967) is one of the most common 
methods of that kind (Rogers et al., 2011). HTA is a goal based approach and is be-
ing applied in many different fields (Astley & Stammers, 1987). Tasks are structured 
hierarchically, in a model of tasks and sub-tasks, which are connected through se-
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mantic and procedural relations. The overall design process of iterative systems is 
summarized schematically in Figure 4-5.  
 
Figure 4-5. Iterative interaction design process as a water fall model including 
an iteration cycle (adapted from Dix, 2004). 
Most human centered system designs start with creativity sessions, leading to con-
cept ideas. A concrete prototypical representation of those concepts allows for an 
early start into the iterative cycle. For rapid prototyping, several techniques are 
available, such as the use of scenarios, storyboards, paper prototypes, Wizard of Oz 
technique, or even simplified simulations (Dix, 2004; Rogers et al., 2011). An iterative 
development phase demands fast flexible prototyping and highly modular implemen-
tation, to permit early testing and easy adaptation (Gould & Lewis, 1985). 
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In an iterative design process evaluations set the basis for further system refinements, 
moreover, they help fulfilling requirements and assessing system quality. Multiple 
types of evaluations for interactive systems are being used; heuristic evaluation, cog-
nitive walkthroughs, formal usability inspections, feature inspections, consistency 
inspections, are some of them (Jakob Nielsen et al., 1996; Jakob Nielsen, 1994b). 
4.2 Interactive System Design Methodology for Digital Trans-
formatives 
Digital Transformatives (DT) are based on system concepts, which shift the program 
performance context into a user familiar context, aiming for cognitive prototypes on 
a shared basic level (compare Feature 10). Consequently, the main difference between 
the design procedure of Digital Transformatives and other systems may only be 
found in system concept design phases. In a common interaction design process this 
might start with the initial design question “What is wanted?” (compare Dix, 2004). 
Design concepts for interactive systems usually evolve from ideas gathered through 
brainstorming sessions. Such conceptual ideas are assessed based on previously de-
termined requirements, experience based heuristics, and guidelines. Consequently, the 
basic principles of Digital Transformatives need to be implemented on the brain-
storming and requirements level, which is influencing the concept design.  
Guideline 3. Basic principles of Digital Transformatives should be im-
plemented on the brainstorming and requirements level, which is influ-
encing the concept design. 
Within the design phase, requirements are used to assess conceptual design ideas. 
Hence, the development of a Digital Transformative may be conducted by consider-
ing the basic DT features as essential requirements: 
• Feature 1. Digital Transformatives aim for superior user performance by shift-
ing the usage context. 
• Feature 4. The user interface provides a bidirectional conceptual mapping be-
tween user context and system context through transitional encoding and de-
coding 
• Feature 10. Digital Transformative interfaces are situated in a context with 
maximum user familiarity, which corresponds to cognitive prototypes on a 
shared basic level of sufficient target similarity 
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Such requirements ought to be implemented through familiarity assessment, which, 
hence, has an outstanding role in the design of DTs. This leads to the following DT 
specific adaption of the interactive design process. 
 
Figure 4-6. First adaption of the interactive system design process to foster 
the design of Digital Transformatives. 
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The design process is extended by a block for assessing early design ideas according 
user familiarity. The same familiarity assessments also apply later in the iterative 
development phase, during evaluation.  
Guideline 4. Assess concepts and implementations by user familiarity. 
4.2.1 Methods for Assessing Familiarity 
There are many indicators that familiarity corresponds to cognitive prototype catego-
ries and well-practiced processes, which describe areas of increased performance 
(compare Hypothesis 2 and chapter 3.4 Basic Concept Validation pp. 115). The main 
challenge remains in finding such cognitive and procedural prototypes of increased 
familiarity. The investigations conducted in this work suggest multiple ways to de-
termine familiarity. In the following, four major methods for assessing familiarity will 
be introduced: 
• Heuristic expert estimation 
• Probabilistic Environmental Observation 
• Learning Curve Analysis 
• User Rated Familiarity 
HEURISTIC EXPERT ESTIMATION 
The heuristic expert estimation can be seen as the most effortless assessment of fa-
miliarity. However, it is fully based on empirical knowledge, hence, may be biased 
easily. It also builds heavily on generalization, and might be the most inaccurate of 
the methods described here. 
Guideline 5. Use heuristic expert estimations if you quickly require 
tendencies. 
PROBABILISTIC ENVIRONMENTAL OBSERVATION 
The probabilistic environmental observation makes use of Feature 5 (Prototype catego-
ries reflect probabilistic real world stimuli of high occurrence frequencies and improved 
cognitive performance) and Feature 6 (The fundamental mechanisms of prototype 
categories are also active in process automatization through training). Further details 
are described in Concepts, Prototypes, and Categories (pp. 23) and Performance, 
proceduralization, and category prototypes (pp. 34). Section 3.2 elicits how such fea-
tures relate to Digital Transformatives. Those features allow for an indirect assess-
ment of user familiarities, by creating a probabilistic map of procedural and cognitive 
influences, and stimuli of the user environment. Already (da Signa, 1892) highlights 
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the environmental influence by indicating that signs used for aiding memory are of-
ten remarkable occurrences surrounding us. Validation for this method may be given 
through the comprehensive research in the field of color perception, and the world 
color survey, as detailed and tested in the following. 
Color Perception and the World Color Survey 
Color studies had great influence on the proposition of the concept of cognitive pro-
totype categorization. While language seems to play a key role in cognitive prototype 
categorization processes (Davidoff, 2001; Saunders & Van Brakel, 1997; Whorf & 
Carroll, 1956), the basic color terms survey of (Berlin & Kay, 1969) raised awareness 
for language independent cognitive structuring processes.  
Since cognitive prototypes formation is heavily linked to the frequency of occurring 
features. Berlin and Kay’s basic color terms may be based on different color frequen-
cies in our environment (Berlin & Kay, 1969). Consequently, the findings of Berlin 
and Kay imply that we do not perceive the full color spectrum evenly. There should 
be color peaks in the visual perception of our environment; some colors and color 
tones occur significantly more often than others. Most likely, those should be similar 
to the basic colors shown in Figure 4-7. 
 
Figure 4-7. Universal focal colors determined by (Berlin & Kay, 1969). 
Such a correlation between color occurrences and basic colors would provide us with 
a comprehensive, and simplified test bed, for investigating mechanisms of cognitive 
prototype composition. 
Most controversially, colors terms were claimed to be universal, which would, for 
example, give hint for some sort of innate perceptual cognition (Davidoff, 2001). The 
clear universality, as it was claimed in Berlin and Kay’s first study, however, can be 
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seen as refuted. The results of succeeding studies give evidence for language inde-
pendent cognitive prototyping and categorization. 
Rosch found indication that focal colors are formed prior color naming (E. H. Rosch, 
1973a). She concluded this finding from the insight that children at the age of 3 years 
showed preference for focal colors (Heider, 1971a). In another test she also showed 
that the Dani of Papua New Guinea remembered focal colors more accurately than 
non-focal colors, although their language only consists of two basic color terms (Hei-
der, 1972). (E. H. Rosch, 1973a) mainly advocated the physiology of color vision for 
non-language based color names. 
Contrarily, advocates of linguistic relativity theory continue to provide evidences for 
language driven categorization. On the one hand, numerous indicators, strengthening 
linguistic relativity theory, are provided (Davidoff, 2001). On the other hand, contra-
dictions in studies, which support the universality of basic color terms are highlight-
ed. For example, (Saunders & Van Brakel, 1997) emphasize that Dani color recogni-
tion performances were much worse than the performances of Americans (Heider, 
1972). Those performance differences give evidences against the universality of color 
terms, and they found further support by studies of (Davidoff et al., 1999). 
Moreover, (Saunders & Van Brakel, 1997) undermine the universality of colors by 
investigating this topic inter-disciplinarily from various domains, such as cognition 
and perception, physics, color metrics, developmental psychology, psychophysically, 
and neuro-physiologically. None of the domains seems to provide clear evidence sup-
porting the universality of color names. 
Especially the differences between the first basic color terms study and the compre-
hensive WCS provide multiple indications on the environmental influences on cogni-
tive color categorization. The original study was ethnically versatile, but conducted 
with test persons mainly coming from San Francesco bay area. In contrast the WCS 
was based on different ethnical groups actually living spatially apart, thus being in-
fluenced by different environments. In the first study, although informants were lin-
guistically different, their color categorization results were partially even more similar 
than the results of different informants, speaking the same language. Contrarily, the 
results of the WCS differed much more, where not only languages differed, but also 
the actual environment.  
The above implications suggest the comparison of perceived color frequencies with 
the color term centroids, determined by the WCS. This way, one could verify the 
environmental influence, and additionally investigate cognitive prototype formation, 
based on the comprehensive test data of the WCS. Another promising advantage of 
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color data lies in its simplicity. Most studies, regarding cognitive prototype genera-
tion, build on much more complex and indefinite feature spaces, such as shapes, faces 
or objects (Neumann, 1977; Posner & Keele, 1967; Reed, 1972; E. Rosch & Mervis, 
1975; Solso & McCarthy, 1981). Moreover, the results of the WCS, including the raw 
data available online, provide a sound cognitive feature space (Cook et al., 2005; Paul 
Kay & Cook, 2011; Richard Cook et al., 2012). Given the environmental input stimu-
li, one would have a sound basis for investigating the development of cognitive struc-
tures and the development of prototypes. Consequently, one only needs to measure 
all colors perceived by humans in certain areas of the world, and compare those to 
the cognitive concepts determined by the WCS. 
Test of Environmental Influence on Color Perception 
Unfortunately the author was not able to find data about probabilistic color frequen-
cies, perceived by humans. Hence, it has been decided to write a little program for 
determining the individuals color frequency distributions. 
The test is based on the hypothesis that camera snapshots, taken by individuals, 
offer a quantisized representation of human perception. It is likely that such snap-
shots provide an interest biased representation, which might be advantageous for this 
test case, since we tend to blend out unimportant features. To get a raw data color 
frequency distribution, it would ideally be necessary to install a camera on a subject, 
which is filming a personal view all day long, for several days. However, snapshots 
should give an approximation. The increasing propagation of smart phones, offering 
enhanced snapshot camera functionality, led to a sound source for individual snap-
shot data, since smart phones are usually at hand at all hours.  
Based on the above hypothesis a color frequency analysis application has been im-
plemented. The software was developed in the Smalltalk based environment Pharo 
1.4, running on all major operating systems, such as Mac OS X™, Microsoft Win-
dows, and several Linux derivates (Apple Inc., 2012; A. Black et al., 2009; AlanC. 
Kay, 1996; Microsoft, 2012; pharo-project.org, 2012; Wikipedia.org, 2012c, 2012d).  
In order to gather data, the application needs to be installed on test persons’ person-
al computers. Once the application is installed, users are presented with a user inter-
face as shown in Figure 4-8. 
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Figure 4-8. A screenshot of the Color Counter application. 
The user interface gives access to a set of functions, such as analyzing images in a 
directory, analyzing images in all subdirectories, crawl online Flickr images, visualize 
color frequency distributions, load, export, or merge color frequency maps, and some 
more. Participants of the test only need to select a dictionary holding images of their 
smartphone or snapshot camera, to start the analysis. After finalization or user inter-
rupt, the data can be saved, and provided to the author for further investigations. 
In a prototypical proof of concept test the application was handed out to 6 test per-
sons between the age of 24 and 68, 33% of them were female. The image data 
spanned the time from 2006 to 2012, and was mainly recorded in Germany. In total 
14462 pictures were analyzed.  
In order to minimize data load, a series of quantization mechanisms were applied. As 
detailed above, snapshots themselves already can be seen as a quantization of lifetime 
and color perception. Light frequencies are captured via CCD, which includes further 
quantization of the wave length spectrum into red, green, and blue color triplets, and 
a reduction of resolution from infinite to a certain quantity of pixels. Finally, the 
snapshots have been scaled down uniformly. The short extent, either x or y axis, was 
scaled to 240pixel, while the other axis was scaled accordingly in respect to the origi-
nal aspect ratio. This way, the analysis was more independent from the orientation 
and resolution of the original snapshot. If the pictures were not scaled uniformly, 
snapshots of cameras with higher resolution had more impact, since they deliver 
more pixels. In the same way, with a scaling in only one direction, panoramic picture 
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had comparatively less influence than a vertical snapshot. Additionally, a color space 
quantization down to 8bit color depth was performed, using standard conversion 
algorithms. 
Figure 4-9 shows the results of the first test. Colors are sorted by hue, following the 
CIEXYZ standard (Moroney et al., 2002). Since the representation of the Munsell 
color space is in CIEL*a*b*, results may not directly be comparable, and there 
should be a minor loss in quality. 
 
Figure 4-9. Quantized approximation of the accumulated perception of color 
frequencies in daily life (logarithmic scaling). 
Black and white, along with several variations of gray, happened to be most frequent, 
but are not shown here. The visualization shows clear peaks for certain color tones of 
the color spectrum, with the two highest at a darker shaded red and a pastel green. 
The next level of peaks is defined around brown, dark yellow, orange, and blue col-
ors. Purple and pink also form small clusters. This way, the peaks quite well tend to 
correlate with the focal color hierarchy determined by (Berlin & Kay, 1969) Figure 
2-8. 
A look at the 3D relief, displayed in Figure 4-10, gives further insights. 
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Figure 4-10. 3D representation (top) and relief (bottom) of perceived frequen-
cies color on a 8 bit RGB (hue; brightness; frequency) color space; all loga-
rithmic scaling. 
It shows three peaks in the red, yellow, and pastel green area. Yellow, brown and 
orange form a clear peak, but seem to be close together, and frazzle into green. Also 
blue appears very frequent, scattered over three further peaks, which range towards 
green on the one side, and towards purple on the other side.  
The diagram shows 10 peaks at red, orange, brown, yellow-green, pastel green, green-
blue, blue, dark blue, purple, pink. A visual comparison of such colors to the colors 
determined by English informants in the original color survey from (Berlin & Kay, 
1969) is given in Figure 4-11. 
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Figure 4-11. Clusters of color frequencies stimulating perception in an envi-
ronment in Germany, compared to English focal colors determined in San 
Fransisco bay area by (Berlin & Kay, 1969). 
The results of this test reveal a new view on universal color terms. The results pro-
vide indicators for a non-uniform distribution of colors in our visually perceived color 
space. Indeed, color frequencies show a distribution which seems to be similar to the 
distribution determined by the WCS, and the color term hierarchy (P. Kay et al., 
2009; P. Kay & Regier, 2003). The findings above give further evidence that the focal 
colors determined in Berlin and Kay’s first study never were universal, since they 
were based on informants who were exposed to a very similar environment. The WCS 
was carried out in different environment all around the world, so in respect to envi-
ronmental color exposure, it indeed can be considered universal. The distribution of 
focal colors, or term centroids, showed stronger variations, but still seems to underlie 
a universal distribution, similar to the basic color terms of the first study. 
The results give further hint for the environmental influences of color frequencies on 
the cognitive formation of basic color terms. A more elaborate test, with high resolu-
tion data, and conversion to the CIEL*a*b color system, could provide important 
data for understanding cognitive prototype categorization. In combination with the 
sound WCS database archives, we would be provided with a multi-dimensional set of 
exemplary conversion input values and according output values, providing a sound 
test bed for further hypothesis on cognitive structuring processes, and possibly re-
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vealing involved hidden mechanisms and influences. The following relation expresses 
this advantage. 
 
If cognitive structures (captured by the WCS term centroids) are formed based on 
environmental stimuli (captured by the previous test) in combination with further 
cognitive processes (unknown) for structuring, then the combination of both known 
data sets help us learn more about the yet unknown cognitive structuring processes. 
Conclusion 
The findings on the world color survey, and other findings on cognitive prototypes, 
suggest that cognitive prototype structures correlate with stimuli frequencies. Such 
stimuli may be induced through the environment or through practice. Moreover, 
those areas of high performance often correspond to areas of high familiarity, as de-
scribed in Feature 11, evaluated in section 3.4, and further assessed in the succeeding 
section on User Rated Familiarity (pp. 163). Hence, those features allow for a compa-
rably accurate assessment of user familiarities, by creating a probabilistic map of 
procedural and cognitive influences. 
Guideline 6. If relevant user environmental data can be captured easily, 
conduct probabilistic analyses of occurrence frequencies of procedural 
and cognitive stimuli. They offer an accurate measure for cognitive pro-
totypes and familiarity. 
LEARNING CURVE ANALYSIS 
The learning curve analysis is based on research of process automatization or proce-
duralization, as detailed in section From controlled to automated processes to habitua-
tion (pp. 38). There is substantial evidence that novel processes are consciously con-
trolled, and gradually transformed into automated high performance processes. The 
nature of performance gains through automatization has been mathematically ex-
pressed in the formula for the power law of practice.  
 
Formula 3. Formula for determining familiarity adapted from power law of 
practice by (Gordon D. Logan, 2002). 
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Learning rate results in quicker acquaintance but also earlier stagnation (Gordon D. 
Logan, 2002). A zero slope is a classic indicator for a task being automatized, com-
pare (Palmeri, 1999; Schneider & Shiffrin, 1977). The insights on the power law of 
practice lead to the following feature for Digital Transformative: 
Feature 13. Familiarity correlates inverse proportionality to the slope 
of learning curves. 
The feature can be used to determine procedural and cognitive familiarity, since the 
power of law and practice can also be found in pattern recognition, and other cogni-
tive processes, as described in Performance, proceduralization, and category proto-
types (pp. 34) (compare Chase & Simon, 1973; De Groot, 1978; Vicente & De Groot, 
1990). Consequently, the power law of practice may be used for determining cognitive 
and procedural familiarity. Therefore two or more reference points are demanded. 
They may be captured by measuring performances of certain procedures or stimuli 
response mechanisms. Those reference points can further be used with Formula 3 to 
assess the current state in the learning progress, and the level of automatization. 
Guideline 7. If user relevant performances are at hand or easily meas-
urable, capture learning curves. Stagnating learning curves are indica-
tors for areas with high procedural or cognitive user familiarity. 
USER RATED FAMILIARITY  
User rated familiarity is based on findings from cognitive prototype research. On the 
one hand, Rosch and Mervis found that subjects could reliably rate, to which extent 
a stimulus would be a cognitive prototype (E. Rosch & Mervis, 1975). Additionally 
such rating predicted performance in a number of tasks. Such findings are supported 
by further studies on cognitive prototypes, indicating increased performance at proto-
type categories, which were formerly determined through user rating  
Hypothesis 4. Users are able to accurately rate their own familiarity, 
which reflect their performances. 
This hypothesis will be tested through a modified version of the first memory test, 
conducted in chapter 3.4.2. The test should also provide additional validation for the 
basic concept of Digital Transformatives 
The first memory test indicated the advantages of familiar over non-familiar memory 
items. For further verification, several flaws of the first test will be diminished in this 
test. Two aspects seem to be prevailing. Firstly, the sample rate should be increased, 
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and secondly the factor of luck has to be reduced. Besides verifying whether familiar-
ity leads to better performance, it is also of major interest, to investigate further de-
tails on the correlation between the both. Additionally, it is important to know to 
which degree it is possible for users to rate familiarity, and whether this can directly 
be linked to performance gains. The requirements stated above lead to changes in the 
application logic of the initial Memory, as it is described in the following paragraph. 
Setup, Apparatus and Test Procedure 
To get a higher sample rate the test has been conducted as an online test, potentially 
reaching out for a bigger mass of persons. A disadvantage of online tests is the ano-
nymity of users, which makes it harder to guarantee a proper task execution. Online 
tests also might lack a personal feedback channel. Hence, every test showed a voucher 
for some candy, ready to be picked up at the interviewer’s office, after test comple-
tion. This way, it can be distinguished between a test group personally known by the 
interviewer, and an anonymous group which.  
The following analysis will first only focus on the personally known test users. They 
knew about the test case, but they were not informed about the goal of this test. 21 
subjects participated at the full set of tests, with 28.5 % of them being female. The 
youngest participant was nine years old; the oldest had an age of 54. A majority of 
70%, of the test persons, were between 25 and 35 years old, the rest were distributed 
almost equally over the other ages. 
The subjects were invited to conduct the test at their own leisure, when and where 
they wanted. Only prerequisite was the availability of a web browser and internet 
access, to open the test webpage. In order to reduce the factor of luck, the game logic 
of the first test was adapted. Originally the positions of all cards are randomly re-
vealed by the user. A very lucky player could uncover all matching pairs in a row. To 
reduce this factor, the game started with open cards which were flipped after a cer-
tain period of time. This way, the factor of luck was reduced only to those cards, 
which were not memorized in the initial phase. 
The new test was implemented using the Seaside web development framework and 
Pharo programming environment (Ducasse, Renggli, Shaffer, & others, 2010; pharo-
project.org, 2012; Seaside.st, 2012). 
The tests consisted of 4 runs. Similar to the memory game of the first test, faces of 
different levels of familiarity were used. Therefore a pool of 42 cards was generated, 
each card tagged with one of the three categories of generally known personalities, 
currently popular celebrities, and random strangers. 
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The first run started off with 9 cards, consisting of three generally known persons, 
three not typically known faces, and three strangers, randomly selected from each 
category. On startup they were shown at arbitrary positions in a five by five square, 
as shown in Figure 4-12. An implementation of the Lehmer random number generator 
algorithm was used to select the cards and choose their positions (Park & Miller, 
1988). 
  
Figure 4-12: User determined familiarity test based on memorizing faces. 
Screencasts showing the memorization phase (left), and the assignment phase 
(right). 
After 10 seconds the faces slowly faded out, leaving an empty square behind. After 
the memorization phase, they showed up above the assignment area as “draggables”. 
Via drag and drop, players were asked to put the faces back into their former posi-
tions. They were free to do so at their own speed and in free order. A counter below 
the square showed the number of wrong assignments. Every wrongly assigned card 
was put back to the draggables, right assignments stayed in place. 
After all items were put back into place correctly, the test continued with a familiari-
ty assessment interface. The familiarity assessment interface makes use of a compara-
tive assessment tool created within this work (compare chapter 5.2.3). Therefore, the 
formerly shown faces had to be positioned relatively to each other, on a vertical from 
top (familiar) to bottom (unfamiliar). Cards could be placed freely on the screen via 
drag and drop, as shown in Figure 4-13.  
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Figure 4-13. Drag and drop familiarity assessment on a vertical scale from 
bottom, for unfamiliar, to top, for familiar items. 
Unrated cards were initially lined up on a horizontal line in the middle of the scale. 
In the example shown in Figure 4-13, “Einstein” was rated slightly more familiar 
than “Schwarzenegger”, followed by “Madonna”. One can also easily determine a 
group of familiar items and a clearly unknown person.  
During the test, the procedures of memorizing and assessing had to be repeated three 
more times, with different faces and constellations. While the first memorization test 
was conducted on a white screen, the others showed faces from the same pool, placed 
on a map of Europe. The map should provide a reference frame, reducing the cogni-
tive load of the user, to free more capacities for the actual test. The third run includ-
ed only generally known persons, while the fourth run consisted only of strangers. 
Each subsequent assessment task only showed the faces of the previous memorization 
task, and not all that have been evaluated so far. If an item was already assessed 
previously, its position was restored, in order to make familiarity between single runs 
comparable. 
Each memorization test ended with performance statistics. Test persons were shown 
their own score, and the general distribution of all other participants, for each partic-
ular test. They were also shown their personal history, if they conducted this test 
before (compare Figure 4-14).  
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Figure 4-14. The second test with generally known and unknown faces includ-
ing the statistics shown after each run (left). The final high-score and voucher 
for the users (right). 
Further incentives were provided at the end of all four tests, such as a high-score and 
a candy voucher. Each voucher included a unique id, helping the author to allocate, 
otherwise anonymous, test runs to users. Voucher conversion also gave chance for a 
little informal interview. 
Evaluation 
The general feedback of the users was positive. The usage and tasks were under-
standable, and, for most users, even considered to be fun. Two participants reported 
initial problems with feedback for wrongly set items, which led them to drag the 
same card on the same position twice in a row. This flaw was unfortunate for the 
high score, but was easily filtered out in the evaluation results. 
While in the first memory test (chapter 3.4.2) a distinct control group was necessary 
to validate results, the design of this test allowed users to be their own control group 
by assessing each item’s familiarity. The test confirmed the tendency given by the 
initial memory evaluation. The familiarity assessment interface (as shown in Figure 
4-13) allowed for a relative distinction of user familiarities. Within the familiarity 
assessment interface users were asked to vertically position test items according their 
familiarity, from top to bottom. This way, they created a reference frame of relative 
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familiarity, with the most familiar face describing the top edge, and the most unfa-
miliar face placed at the bottom of the spectrum (compare Figure 4-15). 
   
Figure 4-15. Comparative familiarity assessment of items in a memory test. 
Separated between familiar and unfamiliar (left). 
For a separation between familiar and unfamiliar items, this frame can be split into 
half, as depict in Figure 4-15. Since already assessed items were restored in later as-
sessment views, the four assessments could easily be merged into one, and became 
comparable. Finally the average error rate of all familiar rated items was compared 
to the one of the unfamiliar items. 
In total 625 items have been rated in 21 tests. As indicated by the first test, users 
performed worse on unfamiliar items. With an average error rate of 18% wrong as-
signments, those items were 2.64 times more error-prone than familiar items (7% 
wrong assignments in average). An independent-samples t-test showed a clear statis-
tically significant difference between the performance values of familiar and unfamil-
iar rated items with T(624)=-5,75, p=0.0016E-05.  
A finer quantization into five blocks is shown in Figure 4-16. It details a more accu-
rate correlation of familiarity and performance. Hereby good performance corre-
sponds to a low error rate. For the further analysis, screen positions of familiarity 
ratings were transformed into number from 0, for the top rated familiarity, to 100 , 
the least familiar rated items. 
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Figure 4-16. Average normalized error rate related to unfamiliarity. 
Items, rated to be most familiar, reached a performance gain factor of 2.5, in average. 
Items rated between 0 and 40, led to best performances, while items rated 60 or 
worse corresponded dramatically with reduced performances. Almost 70% of the 
items were either rated to be highly familiar or highly unfamiliar; approximately 16% 
were rated between 40 and 80. The way of rating confirms the feedback given by test 
persons after the tests. Multiple participants reported that they only rated between 
familiar, unfamiliar and something in-between. The distribution of number of errors, 
among those three blocks, is displayed in Figure 4-17. Familiarity values rated better 
than 60 led to approximately 78% of right answers, compared to 53% for items with 
a familiarity above 60. 
 
Figure 4-17. Error distribution of items rated with familiarity of 0-40, 40-60, 
and 60-100. 
The diagram shows, how many consecutive tries were necessary in average, to make a 
right assignment. Hence, a long tail is an additional indicator for higher uncertainty. 
The tail for the 60-100s block is clearly longest. The decline of the 40-60 is steepest 
in the beginning, but gets a long tail through a peak at 6 errors. Such a peak cannot 
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be found for items rated between 0-40, indicating that those items were set with 
most certainty, and arrangements usually not completely forgotten.  
Test persons also tended to start the memory task with the most familiar items. This 
behavior is in line with findings of Rosch, where children learn typical instances of 
categories earlier than they learn atypical ones (Rosch 78). Further support is given 
by findings where people identify objects at a basic level more quickly than they 
identify objects at higher or lower levels (E. Rosch et al., 1976). The same mechanism 
seems to be fundamental in concept mapping, were salient features are mapped first 
(D. Gentner & Clement, 1988; Glucksberg & Keysar, 1990; Glucksberg et al., 1997; 
Ortony et al., 1985; Ortony, 1979). Figure 4-18 shows that the input order propor-
tionally corresponds to error-rate and un-familiarity.  
 
Figure 4-18. Familiar items were first set corresponding to lower error rates. 
This perspective might also give an explanation for the peak at 6 errors for the 40s-
60s block, shown in Figure 4-17). In consideration that familiar items are set first, 
items of this block were most likely assigned right after the familiar ones, and before 
the unfamiliar ones. At this time there were still many open options, leaving a higher 
chance for wrong assignments. The shorter tail for very familiar items, in Figure 4-17, 
also shows that only very little of such items were completely un-memorized, other-
wise there would have been a peak beyond four errors. 
Conclusion 
The test gave further confirmation on the basic working principle of Digital Trans-
formatives. It shows a clear correlation between user-rated familiarity and perfor-
mance. In these tests, users were provided with a continuous comparative assessment 
spectrum. Although many users only felt confident with a differentiation between 
familiar and unfamiliar, the results suggest a more fine granular distinction. A quan-
tization into five levels of granularity showed an exponential relation between famili-
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arity rating and performance, reflecting the power law of practice (compare section 
From controlled to automated processes to habituation pp. 38). This test also provides 
further support for Feature 7 (Most salient or familiar features of a prototype are 
mapped first), indicated through a clear tendency to start the assignment and as-
sessment task with the most familiar items. 
It can be stated that users are able to rate their own familiarity beyond the binary 
granularity of unfamiliar and familiar. Further the own rating exponentially seems to 
map on performance. This test underlines findings on areas of improved performance 
and user rated cognitive prototypes as well as automatization (compare Heider, 
1971a, 1971b, 1972; Kirkham et al., 2002; LaBerge & Samuels, 1974; McNamara & 
Kintsch, 1996; E. H. Rosch, 1973b; E. Rosch & Mervis, 1975; E. Rosch, 1975a, 1975c, 
1978; Vicente & De Groot, 1990). 
Hypothesis 4 can be transformed in Feature 14: 
Feature 14. Users are able to accurately rate their own familiarity, 
which reflect their performances. 
Consequently user familiarity ratings provide us with an accurate measure for deter-
mining areas of high user potentials. 
Guideline 8. If environmental and performance measures are not avail-
able, let possible end-users rate familiarity. Familiarity ratings provide 
accurate measures for areas of high user potentials. 
4.3 Systematic Methodology for Finding a Digital Transformative 
Context 
In the previous section, assessment methodologies have been elaborated, helping with 
the evaluation of design ideas towards the working principle of Digital Transforma-
tives (DTs). Such methodologies increase chances for selecting concepts from a pool 
of ideas, which are maximizing the use of cognitive and procedural areas of high effi-
ciency. However, the methodologies are dependent on the quality and quantity of 
generated design ideas. This quality and quantity mainly depends on the designers’ 
know-how and creativity. While Know-how may be acquired through experience, 
creativity is an unreliable factor. Therefore, some designers intuitively may find many 
useful design solutions, while others never fill the pool with DT relevant candidates. 
Hence, the investigations on the working principle of DTs provide an informative 
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basis for creating systematic heuristics, which reduce the dependency on designer 
creativity and their unpredictable nature. 
4.3.1 Prerequisites 
In principle, Digital Transformatives (DTs) function analogous to cognitive categori-
zation or metaphors in communication (compare Cognitive Efficiency Catalysts in 
Communication pp. 46). Therefore, re-engineering their working principle should 
provide the basis for a systematic methodology for finding proper DT contexts. An 
essential requirement for successful conceptual mappings is similarity between the 
base and the target concept. According to research on similarity measures of proto-
type categorization similarity of two concepts increases with a greater amount of 
shared salient features (compare Hampton, 1979, 1995; E. Rosch & Mervis, 1975; 
Tversky, 1977). As elaborated in chapter Pervasiveness of Similarity Comparisons 
(pp. 44), similarity comparisons are asymmetric from base to target concepts. Most 
salient features are mapped first (D. Gentner & Clement, 1988; Glucksberg & 
Keysar, 1990; Glucksberg et al., 1997; Ortony et al., 1985; Ortony, 1979; Tversky, 
1977). 
In order to transform such cognitive processes on interactive system design, a proper 
source concept representation is demanded. The source concept relates to the current 
state of a task, which are typically captured through questionnaires, interviews, focus 
groups, workshops, observation, or task analysis (compare chapter 4.1 Design Meth-
odology of Interactive Systems pp. 131). The captured data is transformed into mod-
els for further interpretation. Hereby, the Hierarchical Task Analysis offers an action 
model representation, which can easily be transformed into concepts and features. 
4.3.2 DT Design Challenge 
The seed of most user-system-interactions is a set of source actions, induced by a 
task – initially triggered through interest. Due to former experiences, system design-
ers are able to imagine such actions and choose adequate user interface (UI) ele-
ments. Hence, a given user action triggers cognitive concepts in the designer, which 
activate related UI-solutions.  
As detailed in chapter 2.1, and in the section Probabilistic Environmental Observa-
tion (pp. 154), our mental structure of concepts is heavily influenced by the occur-
rence of extrinsic stimuli. Some concepts are better developed, and more efficient, 
than others. A visualization of such a cognitive concept structure is shown in Figure 
4-20 (left). The 3D surface is defined through concepts holding two attributes; effi-
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ciency is mapped orthogonally17. Peaks mark cognitive prototypes of relatively high 
performance. The closer two peaks together, the more similar their concepts.  
 
Figure 4-19. Visualization of the cognitive design principle of Digital Trans-
formatives. 
While common user interfaces address concepts directly related to demanded actions, 
Digital Transformatives rather implement interfaces on highest performance concepts, 
within a certain similarity range to the source actions. Hereby, similarity is necessary 
to allow for a proper digital transformation.  
Guideline 9. Find super salient cognitive concepts in sufficient similari-
ty proximity to original function related concepts. 
Coming back to the designers’ thoughts activated during the design process: the chal-
lenge during the DT design process of user interfaces lies in determining the closest 
high performance prototype concepts, beyond obvious prototypes. It is challenging, 
because our thoughts always tend to flow to cognitive prototypes contextually situat-
ed in close similarity to our problem base.  
For example, let us consider the design of a new innovative craftsman coffee cup; a 
cup for drinking the morning coffee and for sinking a nail, if no hammer is at hand. 
A major system interface property concerns the possibility to hold this cup. The 
reader may try to think of the right handle for such a cup, at this point.  
                                         
17 The distribution is borrowed from the world color survey, with the two attributes hue and 
lightness 
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At first glance, a cup without any handle offers a first solution. It can be grabbed 
like a bowl for drinking, and used like a stone for hammering. One might also imme-
diately think of a straight handle, as we know it from hammers, or a D-shaped han-
dle as it is known from typical cups. The three possible solutions are shown in Figure 
4-20 (top-right).  
 
Figure 4-20. A visualization of the challenge of finding similar high perfor-
mance cognitive concepts similar to the source concept. 
While those solutions immediately come to our mind, it is hard to get beyond them. 
What other solution seem useful? We tend to think of the obvious (similar) concepts 
(prototypes), and we easily get stuck with those apparent ideas. 
If we imagine the concepts in our brain as an upside-down Alpine scenery, as shown 
in Figure 4-20 (bottom-right), Dents mark areas of lowest effort. Our source action is 
a ball, dropped onto this surface. The drop down point determines the activated 
source concept. Once on the surface, the ball starts rolling downhill until it reaches a 
balanced state, caught in a local dent. In the same way the ball is attracted by adja-
cent dents, we inevitable think of cognitive prototypes similar to activated source 
concepts. Related experiences are observed in experiments on the recognition and 
memorization of ambiguous images (compare Figure 2-10 on p. 29). For example, in 
(Chambers & Reisberg, 1985) most test persons had problems seeing another inter-
pretation, after a first one was identified. 
The utilization of similar cognitive prototypes helps designers for finding proper in-
terface solutions efficiently. Conversely, those solutions are found quickly, but other, 
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much more salient concepts, in similar user action contexts, may lie beyond the ap-
parent ones. Digital Transformatives aim for those concepts. While looking for those 
design solutions increases the one time design effort of a few developers, it also holds 
the potential to decrease the daily usage effort of legions of users.  
Current user interface design methodologies offer no satisfying solution for the previ-
ously described DT design challenge. Some creativity techniques, such as Brainstorm-
ing can be used to create a big pool of design solutions, also including possible DT 
candidates. However, due to the random nature of the revealed solutions, it is very 
likely that good candidates are overseen in the evaluation process among many 
stronger, improper, possibly completely unrelated concepts. Thus, in the following, 
two approaches will be introduced. On the one hand, the challenge will be addressed 
from a cognitive side by introducing the Salient Super Prototype Identification Ap-
proach. On the other hand the Sub-Action Modeling Approach extends existing sys-
tem design methodologies towards a methodology for systematically determining DT 
relevant design solutions. 
4.3.3 Salient Super Prototype Identification Approach 
The salient super prototype detection approach is mainly based on findings described 
in section 2.1 Relevant Cognitive Mechanisms (pp. 14). Starting from an evident un-
derstanding of our cognitive structures, a methodology will be developed for solving 
the previously sketched DT Design Challenge. 
SIMILARITY BASED COGNITIVE STRUCTURES OF PROTOTYPE CATEGORIES 
Multiple studies give evidence that our cognitive concepts are predominantly struc-
tured through similarity. Similarity comparisons in perception and recognition are 
inborn fundamentals, found throughout many cognitive mechanisms, such as recogni-
tion, abstraction, or categorization (D. Gentner & Christie, 2008; D. Gentner, 2003; 
Penn et al., 2008). We compare and memorize perceived information in reference to 
cognitive prototypes (Chambers & Reisberg, 1992; Franks & Bransford, 1971; Neu-
mann, 1977; Peterson et al., 1992; Posner et al., 1967; Posner & Keele, 1967; Reed, 
1972; Solso & McCarthy, 1981). As empirically demonstrated throughout various 
experiments, we prototypically categorize as we recognize objects. We do not store 
exact representations, but more efficiently, build on existing knowledge, and gradual-
ly refine its structure (Chambers & Reisberg, 1985; Chase & Simon, 1973; P. Kay et 
al., 2009; Neumann, 1977; Posner & Keele, 1967; Reed, 1972; Solso & McCarthy, 
1981; Vicente & De Groot, 1990 and many more). Several studies underline the im-
proved efficiency at prototype categories (Heider, 1971a, 1971b, 1972; E. H. Rosch, 
1973b; E. Rosch & Mervis, 1975; E. Rosch, 1975a, 1975c, 1978).  
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The previous visualization, shown in Figure 4-20, reflects the structure found 
throughout our cognition, based on similarity and prototypability. Starting from con-
crete actions, we need to determine best prototypes with close similarity to the origi-
nal tasks. Our knowledge is structured by similarity, and it is nested, as research on 
categories, pattern recognition, or chunking shows. 
Natural prototype categories form around some kind of averages of a class of objects, 
integrating most typical features. Such salient category features develop based on 
occurrences in our perceived environment (P. Kay & Regier, 2003; Paul Kay & Cook, 
2011; Neumann, 1977; Posner & Keele, 1967; Reed, 1972; E. Rosch & Mervis, 1975; 
Sternberg, 2008). This way prototypes may also form around probabilistic averages, 
resembling objects which do not exist outside cognition (compare (Solso & McCarthy, 
1981)). We prefer cognitive operations on so called basic levels, which are situated 
between the most concrete and most abstract known concept.  
To get a feeling for basic levels, one may simply think of a random object. What did 
you think of? We likely do not have a concrete item in front of our inner eye, nor do 
we imagine something completely abstract. Further, the reader may now think of a 
car; now think of a sports car; and finally think of some type of a Lamborghini sports 
car. It is likely that one did not think of the same object every time, although the 
previous terms are referring to commonly nested category prototypes. In all cases one 
could have thought of a Lamborghini, which is a sports car, a car, and an object. 
And one probably never thought of a very concrete object.  
Basic levels change with context and expertise. The term car is commonly known, 
while knowing a certain Lamborghini type demands advanced expertise. Similarity 
comparisons also allow us to efficiently build on existing knowledge. By defining a 
Lamborghini as a sports car, it already inherits many salient features, including those 
of cars and objects. 
Chunking plays a key role for increasing performance in automatization processes. 
Chunking is also a major element of prototype categorization, and its effects have 
also been researched in the area of Gestalt psychology (see chapter 2.1). As demon-
strated in the last paragraph, prototypes are nested depending on the area of atten-
tion. Being able to recognize objects as a whole, or to change the focus of attention 
to sub-parts, is important for automatization processes, as well as for prototype cate-
gorization. Recognizing chunks at different levels of complexity is a key performance 
driver, as empirically proofed in multiple experiments (G. D. Bower, 2008; G. H. 
Bower, 1970, 1972; Chase & Simon, 1973; De Groot, 1978; Gobet & Simon, 1996a; 
Larkin et al., 1980; Lesgold, 1988; Reitman, 1976; Samuels et al., 1978; Vicente & De 
Groot, 1990). 
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Cognitive concepts are nested, and prototypes are available at various levels of com-
plexity, practically experienced in our hierarchical understanding of categories. The 
underlying basic characteristic for organizing knowledge is similarity. Figure 4-21 
illustrates how various concepts may be structured according to the previously sum-
marized evidences on cognition. Similarity is referenced in the horizontal dimension, 
and typicality is mapped vertically. Additionally, different levels of complexity are 
visualized through zoomed image sections.  
 
Figure 4-21. Accumulated English search queries at google.com. The query 
frequencies may represent a model for shared cognitive concepts18. 
For example, a Porsche 911, and a Boxter are similar to each other, sharing salient 
features typical for a Porsche car. Furthermore, a Porsche and a Ferrari are similar, 
sharing salient features of sport cars, which share features of cars, and so on. The 
                                         
18 Extracted from suggestqueries.google.com – March 2013 
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other way around, the term “car” might predominantly make us think of the proto-
type concept of a city or a sports car, and the prototype concept typically associated 
with the term “sports car” may be very similar to a Porsche or Ferrari. 
While the above example depicts a rather common categorization, this organization 
exists beyond conventional taxonomies, in all kind of patterns of procedural and de-
clarative knowledge. Cognitive prototype categories are vaguely defined in various 
dimensions and may even be changing dynamically over time. This aspect is well 
exemplified by tests on the recognition of shapes with Dani (E. H. Rosch, 1973b; 
Ungerer & Schmid, 2006). 
USER DETERMINED PROTOTYPE CONCEPTS 
The previously elaborated understanding of our minds similarity based cognitive 
structure allows us for the systematic determination of demanded concepts. Since a 
new DT system should be addressing a shared end-user concept model, it is best to 
capture cognitive concepts directly from the users by asking them for concepts simi-
lar to the source concept.  
Guideline 10. Capture information directly from possible end-users. 
System design concepts should be based on a shared cognitive model of 
possible end-users. 
Due to the nature of prototypes, salient concepts will be named first and most fre-
quent (E. Rosch et al., 1976). According to the cognitive structure shown in Figure 
4-21, if we ask for cars similar to a Maserati, Ferrari, and Porsche are likely to be 
named first and most often. As the figure illustrates, concepts are structured based 
on categories, which are concepts and part of super categories themselves. Hereby, 
Ferrari and Porsche are considered to be concepts similar to Maserati. Hence, they 
are part of the same category, sharing the general features of a sports-car.  
As research on prototype categories shows, alternatively to asking for similar con-
cepts to the source concept, we could also ask for examples of the super category. 
Hence, if we were asking for examples of a “sports car” most quickly and often 
named terms should also be Ferrari and Porsche. Super prototype concepts, such as 
“sports car” in this case, hold most salient features shared by its members in average. 
Inversely most salient sub-concepts shape the understanding of their super concept. 
Guideline 11. Traverse superordinate concepts to find cognitive proto-
types of close similarity. 
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The biggest challenge lies in determining the super-category term. Fortunately, 
knowledge about categorization also provides us with a technique to request super 
concepts from a source concept. Super concepts are defined through most salient 
features of a class. Hereby, they describe the most distinctive features shared by all 
sub concepts. Consequently, one first needs to collect concepts similar to a source 
concept, and then use those to determine a super concept which comprises all sub 
concepts. This methodology for determining super concepts, or concept category 
terms, further helps us with finding super salient prototypes of close similarity. 
From research on basic levels we know that most salient prototypes may not even lie 
on the most concrete level.  
  
Figure 4-22. Visualization of relation between source concept (marked as a 
blue glowing sphere) and demanded salient prototypes and super prototypes. 
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There might be much more salient prototypes in further super levels. In order to 
traverse higher order super prototype categories, one could iteratively proceed with 
the previously described procedure to determine super prototypes. Each iteration 
gives access to new salient similar prototypes, as depict in Figure 4-22. 
The visualization also shows that every iteration also broadens the base of including 
sub concepts, this way increases dissimilarity. This is obvious, if we consider that 
similarity features are inherited from super concepts to sub concepts – although in 
reality this is not exactly the case. Hence, super concepts generalize the context 
gradually, as the zoomed views in the figure illustrate. Finally, if necessary, every 
super prototype category can also be used to iteratively determine concrete sub con-
cepts, as shown in Figure 4-23. Again, the most salient concepts of each category will 
be named first and most often.  
 
Figure 4-23. Visualization of determining super salient prototypes. 
Consequently, this gives us the methods to span a salience-similarity space of con-
cepts relative to a source concept. Concepts are requested directly from the users. 
Salience is determined through immediacy, efficiency, or evaluation of familiarity. 
Similarity is gradually extended by requesting super concepts, as described above, 
and tentatively dig deeper to gain salient concrete concepts. 
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SALIENT SUPER PROTOTYPE IDENTIFICATION PROCEDURE 
The above description will be concluded in a procedural rule set for designing DTs, 
as follows. 
Requisites: 
a) Design should be based on a shared concept model of possible end-users. 
Therefore it is necessary to capture information from possible end-users. 
b) According to the DT Design Challenge expressed earlier, we search for highly 
salient prototypes, with sufficient similarity to the source concept for a digital 
transformation.  
 
Figure 4-24. Schematic procedural overview of the salient super prototype 
identification approach. 
Salient super prototype procedure (compare Figure 4-24): 
1. Iterative determination of salient super prototypes. Initially starting from 
source concept, iteratively proceeding with super concepts.  
a. Ask end-users for similar concepts, 
b. Get super concept for requested similar concepts by asking for a term 
or concept describing all of the requested similar concepts, 
c. Iteratively ask users for typical examples of each super concept, to 
scan for more concrete salient prototypes 
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Ideally each step should be performed without knowledge about the previous step. 
Consequently they should not be conducted consecutively. Consecutive steps can be 
performed by distinct user groups. In any case, sort results by frequency or immedia-
cy, because most immediately determined concepts ought to be most salient and effi-
cient. 
Finally one should get numerous relevant prototypes with differing salience and simi-
larity. Those may be sorted through end-users, for further evaluation of familiarity 
and efficiency, as described in chapter 4.2.1. 
The procedure applied on the above example could have the following results: 
Starting concept is Maserati 
1. Iteration (increasing salience, dissimilarity and generalization) 
a. Similar Concepts to Maserati: Lamborghini, Bugatti, Ferrari, Lotus 
b. Super term comprising all concepts: “sports car” 
c. Ask other users for examples of “sports cars”: Ferrari, Porsche, Lam-
borghini  
2. Iteration (increasing dissimilarity and generalization) 
a. Similar Concepts to sports cars: rocket cars, concept cars, luxury 
cars, racing cars 
b. Super term comprising all concepts: “cars” 
c. Ask other users for examples of “cars”: City Cars, Sports Cars, SUVs  
i. Further iteration, ask for examples for City Cars: Toyota 
Camry, Ford Focus, Mercedes Benz (decreasing salience and 
generalization) 
3. Iteration (increasing dissimilarity and generalization) 
a. Similar Concepts to cars: Bikes, Planes, Trains … 
The concepts revealed in step c), for every iteration offer relevant concepts. The su-
per concepts determined in step a) may also provide valuable concepts. As the exam-
ple practically demonstrates: with every iteration dissimilarity and generalization 
increases. In this case, this also correlates with increased salience. On the other hand, 
every iteration within c) reduces salience. Indirect measures for salience are frequen-
cy, and immediacy through response times. Additionally, users can be asked to sort 
items by familiarity for giving further salience indices.  
The result of this procedure provides system designers with potential prototype con-
cepts, featured with salience values and similarity to the source concept – ready to 
start further design processes. 
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4.3.4 Sub-Action Modeling Approach 
For the Sub-Action Modeling Approach, every action is successively divided into sub-
actions, which can be seen as the features of the main task, in the same way features 
actually are defining sub-concepts of a main concept (compare JS Bruner et al., 1956; 
J. Fodor, 1994; Hampton, 1997b; Kruschke, 2003; Love, 2003; Sternberg, 2008). This 
way, the similarity measure of concepts can be mapped onto action models with sub-
actions. Consequently, it will be assumed that the similarity of two actions is higher 
with a greater amount of shared sub-actions. A sub-sub action is equivalent to a fea-
ture of a feature of a concept, and so on. This assumption allows us to determine 
similar actions in the same way one could determine similar concepts, simply by 
looking for actions which share sub-actions.  
Guideline 12. Ask for super salient neighbors which share salient sub 
actions (features) with the functional action (source concept). 
The above arguments are brought into the context of Digital Transformative design 
as illustrated in Figure 4-25. 
 
Figure 4-25. Sub-Action Modeling Approach. Four steps to find target con-
texts of high familiarity and sufficient similarity to the source context. 
Just as any other interactive system, Digital Transformatives are created with the 
goal of supporting certain user actions or tasks, such as writing a document, giving a 
presentation, or navigating through unknown terrain. In Figure 4-25 this overall sys-
tem goal is called Action A. The initial requirements analysis usually also models the 
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current state. For the design of Digital Transformative, such a model ideally is repre-
sented through a hierarchical action model, successively describing the action through 
cascaded sub-actions as shown Figure 4-25-1. As elicit previously, cascaded action 
models behave analogous to cognitive concept models; in this context sub-actions are 
seen as features. This allows us to use the cognitive concept similarity measure for 
determining action similarity. Consequently, similarity of two actions is increasing 
with the amount and salience of sub-actions they are sharing. In the example given 
in Figure 4-25-3 Action D and C are similar to Action A, simply because they share 
sub-actions. Additionally, it can be assumed that Action D is more similar to Action 
A than to Action C, since it shares a direct sub-action, while Action C only shares a 
sub-action of a sub-action. If two actions share a first level sub-action they likely 
share a higher amount of sub-actions than actions, which share sub-actions at a 
deeper level. However, from research on cognitive concepts we know that, besides the 
amount of shared features, the salience of features also is important as a weighting 
factor for similarity.  
Such insights show the potential of using sub-tasks for finding similar actions, as it is 
demanded for the Digital Transformative context. Additionally, the Digital Trans-
formative user interface needs to reside in a user familiar context.  
As emphasized in the previous section, it is important to involve possible end-users in 
the process described here. Therefore, end-users could be provided with sub-actions 
of the source action, given the task of naming Actions, which are including such sub-
actions. Those actions would be similar to the source action, and obviously familiar 
to the user. This way they meet both major requirements of being familiar and simi-
lar. Additionally unfamiliar actions, such as Action B shown in Figure 4-25-4, would 
not be named. 
Finally, one could assess the determined action contexts through an additional famil-
iarity assessment as conducted in 4.2.1. For creativity reasons it might be advanta-
geous to provide involved users with sub-actions out of context. 
SUB-ACTION MODELING PROCEDURE 
The procedure as elaborated above, and illustrated in Figure 4-25 can be summarized 
as follows 
1. Starting from a source action (Action A), a hierarchical sub-action graph is 
modeled (if end-users are participating in the modeling process they should 
not be used for finding similar actions).  
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2. A group of end-users is presented only with sub actions of the initial analysis. 
The sub actions should be presented out of context of the source action. One 
should be aware of the level of cascading depth, since direct sub-actions 
might lead to very similar new actions, while actions of a deeper level could 
result in actions which are too different. 
3. From the presented sub actions, end-users reversely model supper actions. 
They are simply asked to name actions which include the given sub actions. 
The sequence of named actions should be recorded, since it gives a first indi-
cator for familiarity of this action. Familiar actions are named first. 
4. Unfamiliar actions will not be modeled 
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4.4 Summary - Overall Digital Transformatives Design Process 
In this chapter an adaption of the common interactive design process has been elabo-
rated, fostering the design of Digital Transformatives. A schema of the changed pro-
cedure is shown in Figure 4-26. 
 
Figure 4-26. Schema of a possible Digital Transformatives design process. 
The minimal change for increasing the chance of finding DT contexts is given by 
extending the requirements analysis of design ideas by sufficient familiarity assess-
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ments. Possible assessments methods have been proposed, ranging from inaccurate 
heuristic expert estimation over probabilistic environmental observation and learning 
curve analysis to most accurate user rated familiarity. 
It has further been argued that such familiarity assessments still highly depend on 
the creativity and empirical potential of the system designer. In order to reduce de-
signer specific dependencies of the design process a systematic methodology has been 
developed that potentially allows for determining proper DT user interface contexts. 
The development was based on the concept of Digital Transformatives and underly-
ing cognitive principles, providing concept ideas which offer maximum user familiari-
ty and sufficient similarity to the source context. The method is described in the 
previous section and should result in a set of DT design ideas, weighted by efficiency. 
Besides the elements influencing major steps in an interactive system design process, 
other elements need to be slightly extended through DT Design principles and famil-
iarity assessments. 
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5 Iterative Use Case Prototypes 
The methodological design was accompanied by steady use case and prototype devel-
opment of Digital Transformatives (DTs). Some of the designed prototypes, which 
influenced the overall research process, will be briefly described in this section. Figure 
5-1 illustrates how those implementations integrate into the overall iterative research 
methodology described in chapter 1.1. The design can be subdivided in three main 
phases (generations). 
 
Figure 5-1. Illustration of the implementation of the overall research method-
ology. 
In the first phase the DT defining schema existed, but the working principle was not 
elaborated. This phase mainly includes conceptual designs, clarifying the basic DT 
idea and conducting vague tests. It also comprises the development of the Science 
Center To Go, which is the most comprehensive system of all prototypes. The second 
phase started after the major working principle of DTs was revealed. Prototype im-
plementations of that phase already aim for increased user familiarity and context 
similarity, such as an implementation for comparative assessment of items.  
Additionally, the concept development in this phase showed the importance of cogni-
tive automatization processes for Digital Transformatives, which directs focus on the 
research field of Persuasive Technologies. From a software design perspective, the 
concept of Persuasive Technologies in general is complementary to the concept of 
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Digital Transformatives, however several attributes are similar. A prototype was im-
plemented which combines both approaches.  
The third phase was influenced by the development of a systematic design methodol-
ogy. The methodology has been tested to a small extent. The results of those tests 
led to a concept and implementation of a DT presentation tool. Moreover, tools for 
cooperatively supporting the DT design process have been implemented here, such as 
the Action Aodeler, or the Speed Reading Game. 
The main prototypes of all three implementation phases will be shortly described, 
and set into relation to the DT concept. Finally the DT Framework will be briefly 
described, which is meant to offer a concrete online platform for further future devel-
opment and refinement of this work. 
5.1 Generation 1 – Concept Designs and Science Center To Go 
The first concept showcase addresses the touristic sector. Tourists visiting a foreign 
city are usually unfamiliar with their new environment. On the one hand, it is good 
to be unfamiliar because only unknown spaces can be discovered. On the other hand, 
unfamiliarity might also be stressful, and makes tourists feel unconfident. In this case 
a Digital Transformative could be designed that keeps the original task of discovering 
a new place, but let’s tourists still feel familiar with their environment. This goal 
might be reached by transforming the new city context into a known city context. 
Therefore, an Augmented Reality (AR) system could integrate landmarks of a famil-
iar city environment into a new cityscape. This transformative concept is referred to 
the “One World One City” (OWOC) application.  
For example, tourists from Cologne are visiting Chicago the first time. They have an 
hour transit at Chicago Union Station. If they knew the area as good as they knew 
Cologne, they would probably stroll around, and go shopping for the meanwhile. 
Since they do not know the area, they feel uncertain if they could walk around freely, 
which might bring them to far away from the train station, and in the worst case lets 
them miss the train. OWOC tries to solve this problem by offering a mapping of 
their home town onto the new place. The tourists map both cities by defining that 
cologne cathedral were located at Chicago Union Station. Their mobile phones, or 
AR goggles, offer an alternative Mixed Reality view, overlapping landmarks of both 
cities as illustrated in Figure 5-2. 
 Chapter 5 Iterative Use Case Prototypes 
 
191 
 
Figure 5-2. Greetings from Chilogne: Illustration of the One World One City 
Digital Transformative design concept. 
This way, the known cityscape of cologne provides familiar orientation anchors, em-
bedded into the new Chicago environment. Chicago looks like Cologne with new fa-
cades. 
Conventional systems, however, build on digital maps which evolved from classical 
maps. Geographical maps typically give a schematic overview, depicting the relation 
of space between elements of an area, such as streets, buildings, or districts. Although 
maps surely give important support, their usage demands the effort of determining 
the current location and orientation on the map. Digital maps reduce this user effort, 
by providing search functions and automatic localization, based on the users’ current 
location. All those reductions are generated through algorithms; however, they hardly 
exploit the users’ potential. 
In our daily environment, we permanently orient ourselves, relatively effortless, with-
out any maps. This is possible because we are familiar with most salient occurrences, 
and know how those relate to each other in space. Thus, landmarks of familiar envi-
ronments form cognitive prototypes as reference points for our daily orientation. This 
assumption leads to a Digital Transformative concept, as shown in Figure 5-3. 
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Figure 5-3. Digital Transformative concept for navigation through familiar 
landmarks. 
Instead of providing a digitized map, the source context is transformed into a target 
context of increased user familiarity, providing landmark based references, embedded 
in their current environment. Landmarks need to be remarkable occurrences of a user 
familiar environment, such as known buildings of their home town. The new target 
context should be sufficiently similar, to allow for proper transformational encoding 
and decoding. Obviously the artificially embedded landmarks need to be mapped 
accurately with the right scaling. 
In a similar way, car navigation systems may be modified. Standard navigation sys-
tems provide computer guidance by determining the shortest way to a certain desti-
nation. The suggested way is displayed on a two-dimensional top view showing a 
map, or a three-dimensional view from the drivers’ perspective. The driving assis-
tance is also often supplemented through audio driving directions such as, “in 300 
meters, turn right onto Whatever St”.  
The Digital Transformative concept elaborated here, however, suggests addressing 
the environmental cognitive prototypes, as navigation references. Consequently, it 
would be more efficient to give directions like, “turn right at the upcoming Shell gas 
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station”. Obviously, the landmarks should be familiar to the driver, suggesting the 
use of commonly known objects, or references which are also present in the user’s 
home environment. 
5.1.1 Science Center To Go 
Science Center To Go (SCTOGO) has been developed within the consecutive EU 
funded projects, CONNECT19, EXPLOAR20, SCeTGo21, and PATHWAY22. In terms 
of complexity, time, and evaluation, it is the most comprehensively developed proto-
type, of those described here. The SCTOGO is a hands on learning environment, 
utilizing Tangible User Interfaces, Augmented Reality, and Transitional Objects. It 
addresses all three major categories of Bloom’s taxonomy, the cognitive, affective, 
and psychomotor domain. 
PROTOTYPE EVOLUTION 
The main idea of modern science centers, or science museums, has already been ex-
pressed in the old Chinese saying: “Tell me, and I will forget. Show me, and I will 
remember. Involve me, and I will understand”. Usually, museums visitors passively 
look at museum exhibits, often even advised not to touch any objects. In modern 
science centers, contrarily, visitors become an active part of each exhibit, and get 
involved into experimental learning sessions. Such an active involvement demands 
sophisticated exhibits, which work on many levels. Each exhibit is especially designed 
for providing a new perspective on a learning subject. This perspective is created 
interactively through the exhibit, and usually addresses multiple senses. In the EU-
Project CONNECT such hands on science center exhibits have been extended 
through Augmented Reality (AR), to virtually show phenomena which are hard to 
implement in real models.  
CONNECT aimed for an integration of science center visits into the school curricu-
lum. Adaptability of learning content and remote participation were both key factors 
of CONNECT. Unfortunately, a science center visit is time consuming and relatively 
expensive for school classes. Moreover, it is very challenging to integrate given exhib-
                                         
19 CONNECT was partially funded by the European Commission (FP6-2002-IST-1-507844) 
20 EXPLOAR was co-financed by the European Commission within the framework of the Life 
Long Learning Programme (135506-LLP-1-2007-1-GR-KA3-KA3MP) 
21 SCeTGo (505318-LLP-1-2009-1-FI-KA3-KA3MP) was co-financed by the European Com-
mission within the framework of the Life Long Learning Programme (135506-LLP-1-2007-1-
GR-KA3-KA3MP) 
22 The Pathway to Inquiry Based Science Teaching has received funding from the European 
Union Seventh Framework Programme (FP7/2007-2013) under grant agreement no. 266624. 
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its into the curriculum. The CONNECT platform provides a solution for both of 
these challenges. The virtual AR content can easily be adapted to the school curricu-
lum via a web interface. Additional, audio-video streaming allows for distant partici-
pation of classmates. However, such a remote connection does not transport the full 
hands on experience of the real science center, reducing the learning experience of 
most participants back to a live video broadcast (Sotiriou et al., 2006; Wittkämper, 
Braun, Herbst, & Herling, 2007). 
In the follow up project EXPLOAR, the CONNECT-platform has been evaluated in 
detail, and its AR component has been revised. As part of the revision, the problem 
of limited accessibility has been addressed by the development of a miniaturized ver-
sion of one of the AR exhibits (Buchholz & Wetzel, 2009). The first prototypes were 
based on printed CAD/DAM models, using a Spectrum Z™510 3d printer. This pro-
cedure guarantees exact real physical representations of virtual AR models, which 
allows for accurate superimposition of additional computer generated information. 
The software was implemented based on the MORGAN AR/VR Framework, running 
on typical desktop PCs (Broll et al., 2005). For tracking purposes the marker based 
ARToolkitPlus computer vision library used (Wagner & Schmalstieg, 2007), a suc-
ceeding development of the ARToolkit library (Kato & Billinghurst, 1999). The three 
steps from the model to the first prototype are visualized in Figure 5-4. 
 
Figure 5-4. Three steps from a virtual to a tangible interactive Augmented 
Reality model 
The SCTOGO was quickly refined towards more mobility. Therefore the second gen-
eration prototype incorporated a small box, holding the wing, and could be used on 
mobile devices, as shown in Figure 5-5. 
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Figure 5-5. 2nd generation airfoil wing in a box (middle). Augmentation on a 
mobile Device (bottom). 
First tests seemed promising and led to a new project called SCeTGo, Within the 
SCeTGo project, a suitcase full of miniature exhibits has been developed and exten-
sively evaluated. The project focused on a direct integration into the school curricu-
lum, bridging the gap between science centers and learning in schools. 
THE LATEST PROTOTYPE: THE SCIENCE CENTER TO GO SUITCASE 
The suitcase stores all necessary elements for the existing five exhibits. Also included 
in the suitcase is a laptop with a touch screen, a webcam, and a little stand. The 
webcam is placed on the stand and connected to the computer. After booting, the 
computer directly opens the main screen, where each experiment is represented by an 
image. Each image displays the corresponding experiment in action, also serving as 
guidance for users to correctly setup and use the system. After setting up the desired 
exhibit in front of the webcam, a simple touch on the according image starts the 
software. The webcam stream is displayed on the computer and augmented with 
additional content. An exemplary setup, including the suitcase and laptop, is dis-
played in Figure 5-6. 
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Figure 5-6. The Science Center To Go setup for the Double Cone experiment. 
In the following the five exhibits included in the suitcase will be described.  
THE MINI WING EXPERIMENT 
The MiniWing consists of a small box that stores the model of an airplane wing. The 
wing is about 5.5cm long, 3cm wide and 1.5cm high. It is connected to an axle that 
fits into a hole of the box (as seen in Figure 5-7). After the wing is brought into posi-
tion, the user can easily rotate it, and try out all possible angles of attack. Only two 
markers are required for the Mini Wing: one is attached at the top of the box, while 
the other is placed directly on the wing. When the user rotates the wing, the soft-
ware determines the current angle of attack by analyzing the tracking values of both 
markers. 
The virtual representation instantly shows the air flow around the wing. Animated 
arrows visualize the different speeds of air, lift, and drag. 
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Figure 5-7. The Mini Wing exhibit augmented through the airflow. Two vec-
tors are displaying the lift and drag. 
This way the user is able to learn first-hand about the Bernoulli Effect. By experi-
menting and interpreting the results, they learn that the best angle, for optimal lift 
of the plane, lies between 15 and 20 degrees. Differently shaped wings, such as a flat 
door or a cylinder, may also be tried out, to compare different air flows. 
THE DOPPLER EXPERIMENT 
The Doppler Experiment consists of a fire truck and a virtual microphone represent-
ing a sound recording device, or listener. The fire truck holds a marker on its roof 
top. As soon as the truck is visible for the camera, sound waves are displayed and the 
sound of a fire truck horn goes off. The sound propagation is animated in a sequence 
of wave fronts that start off from the trucks siren, and expand concentrically away 
from the truck. The waves are emitted in a constant frequency. When users move the 
truck, they move the source of the sound waves, causing the wave fronts to be shifted 
closer together in moving direction. Obviously, the wave fronts are then shifted fur-
ther apart in opposite direction (compare Figure 5-8). At the same time, the pitch of 
the siren audio is increased when the truck is moved towards the microphone, and 
decreased when the truck is moved away. The pitch of the siren also changes when 
the user moves the microphone. 
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Figure 5-8. Sound waves of a fire truck displayed at the Doppler exhibit. 
The audio-visual feedback, representing sound waves, allows users to learn about the 
Doppler Effect and the importance of relative difference in velocity between listener 
and the source. Observations made at this exhibit might easily be transferred to oth-
er physical phenomena related to the propagation of waves. Additionally the physical 
model is represented through a formula, which is updated in real time. 
THE DOUBLE SLIT EXPERIMENT 
The initial version of the double slit exhibit consists of the Mini Wing’s box, a floor 
board, and a screen with either a single or a double slit (see Figure 5-9). The box 
serves as the end projection plane. The selected slit screen should be fixated on the 
floor board so that it faces the projection plane on the box. The slit screens and the 
box are registered via markers. The floor plane works as a fixation to ensure proper 
alignment and the right distances among all pieces. 
Learners are able to change the double slit distances, the distance between the slit 
screen and the projection plane, and the emitting source. The emitting source can be 
a particle cannon, firing virtual little “cannon balls” towards the screen. Some of the 
balls are deflected while others pass the slit. The box projection plane is not deflec-
tive. Balls hitting this plane stick to it, and create a pattern, matching the slit 
screen.  
Users might be surprised when they test the same setup with waves. In this mode the 
cannon is replaced by a source sequentially emitting waves with a certain frequency. 
The wave fronts are spreading concentrically. When a wave hits a slit on one side a 
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new concentric wave goes off on the other side of the slit. The projection plane at the 
box finally shows the resulting interference pattern. A single slit creates a bright 
band in the middle of the box. For a double slit the projection turns into several 
bright bands of light, as shown in Figure 5-9.  
 
Figure 5-9. The double slit experiment simulating a wave field. 
The waves are visualized and animated, allowing ambitioned observers to interactive-
ly search for areas of constructive and destructive interference. By experimenting 
with the double slit exhibit users learn about wave propagation, interference, the 
particle wave duality of light, and quantum particles opposed to normal particles.  
THE DOUBLE CONE EXPERIMENT 
The double cone miniature consists of two rails, each 12cm long. The rails are jointly 
connected on one side; on the other side each rail rests on a ramp. The ramps pro-
vide an inclination of 1.5 cm by 3 cm. Additionally, four rolling objects are available 
to be put on the rails. Three of the rollers are double cones and one is a cylinder. 
The opening angle, measured alongside the double cones, differs between 15, 30 and 
45 degrees. 
As shown in Figure 5-10 the rails are resting on ramps on one side. If the cylinder is 
put on the construction it will roll down the slope. However, when a double cone is 
set on the rails, it might as well roll the opposite way, up the hill. 
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Figure 5-10. The double cone exhibit - consisting of two rails, two ramps, and 
four roller objects. In the double cone selection interface buttons are shown in 
the bottom, the resulting formula is displayed at the top of the screen. 
Three angles are important to understand and predict the behaviour of the double 
cones. One is the opening angle of the double cone roller (α), the other is the opening 
angle of the rails (β), and the third one is their inclination (χ). The angle referring to 
the double cones’ shape is selected via the user interface. Three markers are used to 
precisely capture the remaining angles. The opening angle is calculated from the two 
markers on the ramps and the resulting distance between both ends of the rails. The 
slope could have been determined directly from the orientation of the marker at-
tached to the rail. Though, for increased precision, the marker on the adjacent ramp 
is used to determine the position of the rail alongside on the ramp, which gives us 
the lift of the rails’ ends. From here we are able to precisely deduce the inclination. 
The relation of all three relevant angles, for an up-rolling element, may be described 
by the following expression: 
 >1 
Formula 4. Determine the rolling direction of the double cone in the double 
cone experiment. 
If the result of this expression is greater than 1, the selected double cone should roll 
towards the ramps, otherwise it rolls in opposite direction. The setup allows learners 
to easily change all relevant angles. The opening angle of the ramps is changed by 
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moving the ramps apart. The incline is changed by pushing the rails up, or pulling 
them down the ramps. The roller object has to be selected using the buttons on the 
screen. The formula for predicting the behaviour of the experiment is shown, and 
instantly updated, at the top area of the AR screen. Additionally the angles are col-
or-coded, directly at the physical objects, visible through the AR view. 
This exhibit directly estimates the prediction model, described by a mathematical 
expression, and a real experiment. Hereby learners should be able to learn about the 
physical underlying logic of the double cone experiment. Those experiments might 
also reveal typical misconceptions related to gravity. 
THE BOLTZMANN EXPERIMENT 
The Boltzmann experiment contains three objects: A freezer, a heating surface, and a 
thermometer. Since touch is important for hands on learning, the refrigerator actual-
ly gets cold and the heating surface heats up. The exhibit also includes a functioning 
infrared thermometer, which displays the real temperatures of all objects. 
Each object is registered through a marker. The markers of the freezer and the heat-
ing surface are used to determine the areas of high and low energy. The energy level 
between those two extremes is smoothly interpolated to provide a realistic transition. 
 
Figure 5-11. The Boltzmann exhibit: Heating plate in the front refrigerator in 
the back. The user holds the thermometer into an area of low energy, the 
molecules here are moving slower. The Boltzmann distribution is shown in in 
the bottom left. 
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After setting up the experiment users are able to measure the temperature with the 
thermometer at different areas of their setup. Additionally, molecule movement is 
visualized at the top of the thermometer (see Figure 5-11). In AR users might ob-
serve that molecules in areas of a high energy, near the heating surface, move faster 
than molecules around areas of low energy, e.g. inside the freezer. 
With this experiment learners should get a deeper understanding and insight into the 
relation between energy, temperature, and molecule movement. This understanding is 
supplemented through a graph showing the Boltzmann distribution. 
SCIENCE CENTER TO GO: A DIGITAL TRANSFORMATIVE 
Obviously the SCTOGO includes elements which foster familiarity, such as Tangible 
User Interfaces or the use of Transitional Entities (Buchholz & Brosda, 2012). Tangi-
ble User Interfaces foster usability especially through perceived affordances, as de-
tailed in Cognitive and Practical Background Constructivistic Learning with Transi-
tional Objects and Digital Manipulatives (pp. 89) and Affordances from UI Concepts 
(pp. 99). Those affordances are based on familiarity of physical object handling. 
Transitional Objects increase motivation and learning interest through object affec-
tion (Buchholz & Brosda, 2012). There is evidence that affection is also related to 
familiarity, which has also been manifested in Feature 3 of Digital Transformatives 
(Langlois et al., 2000; Rhodes, 2006). The Science Center To Go builds on physical 
objects in our everyday environment, such as wings, freezer, thermometer, a fire 
truck. Those objects are generally familiar to learners in the western world, and 
should therefore come with increased affection. Abstract drawings, or even formulas 
from conventional learning situations, do not frequently appear in our everyday envi-
ronment; hence, they are more unfamiliar and less affective. 
The most fundamental difference, however, relates to familiarity of how we learn. The 
Science Center To Go aims at improving access to theoretical abstract models and 
formulas known from conventional learning situations in schools. Learning with for-
mulas and models presented in text books differs dramatically from natural ways of 
learning. First of all, most formulas and abstract representations occur comparatively 
seldom in everyday live. Hence, a majority of individuals, especially children are high-
ly unfamiliar with reading, using, and interpreting them. According to cognitive pro-
totype theory (see Concepts, Prototypes, and Categories pp. 23), those unfamiliar 
areas correlate to decreased cognitive performance. Dealing with formulas and ab-
stract models is arduous for many learners. 
Based on the idea of Digital Transformatives, the new system should offer a perfor-
mance context, with maximum user familiarity, which corresponds to a cognitive 
prototype, on a shared basic level of sufficient target similarity (compare Feature 10). 
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This requirement can easily be achieved for physical theories, since corresponding 
formulas usually describe real phenomena. We are used to interpret physical object 
behaviour. We are familiar with haptic interaction in situations where actions show 
direct impact. We are used to learn through exploration in a responsive environment, 
as manifested in constructivistic ideas (J. Bruner, 1986; JS Bruner et al., 1956; Mon-
tessori, 1946; Piaget, 1954, 1962; Vygotsky, 1964). Obviously most of our abilities, 
such as walking, behaving, communicating, or socializing are being learned outside of 
a school environment. This kind of learning happens self-directed in a natural inquiry 
based way. A natural way of understanding systems in our environment, such a sys-
tem could be a ball rolling down a hill, a hot air balloon raising towards the sky, or 
simply communication with other individuals, may look as follows: the system is ob-
served, hypotheses are raised, the system is being manipulated in order to test such 
hypotheses, and the result is evaluated (Kerres, 2001; Schulmeister, 2007; Wei-
denmann, 2001).  
Consequently, the Science Center To Go provides improved access to conventional 
learning materials, as illustrated in Figure 5-12. 
 
Figure 5-12. The Mixed Reality context of the Science Center To Go, aiming 
for a natural tangible interface to formulas. 
The Science Center To Go offers an inquiry based learning platform for natural learn-
ing in a school environment (Rocard, Csermely, Jorde, Lenzen, & Wallberg-
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Henriksson, 2007; SCeTGo Consortium, 2012). The Science Center To Go uses the 
familiar natural learning environment as an interface for controlling the formulas. It 
hereby generates a new perspective on formulas and models, and enhances them with 
familiar interaction possibilities known from physical objects. 
SCIENCE CENTER TO GO EVALUATION 
The Science Center To Go was developed to offer an alternative way for experimental 
learning, which ideally improves learning results of curriculum relevant information. 
Due to the various interfering influences of learning with the system, general learning 
success can hardly referred to just a single characteristic of the system. Hence, the 
evaluation results only provide an indicator of the impact of the considerations given 
above. As elaborated above, the implemented Digital Transformatives (DT) directly 
seek to increase affection in order to induce better learning effects. This may also 
correspond to increased usability and motivation during the use of the system. Thus, 
affection motivation and usability are the most direct measures for the impact of DT 
characteristics. Based on the idea of Transitional Objects for learning, those charac-
teristics should indirectly also induce better learning results; both has been the case 
during the evaluation, as detailed in the following. 
The Science Center To Go was evaluated quantitatively and qualitatively with teach-
ers, students, and pedagogical research partners. Overall 890 users tested the system, 
resulting in 627 Student questionnaires, 43 Students interviews, 146 Teachers’ ques-
tionnaires, 66 Teachers’ interviews, and 8 research partner interviews. The validation 
and quality assurance was conducted by the Department of Biology Didactics at the 
University of Bayreuth. Multiple suitcases have been conceptualized, designed, and 
created. They were traveling all over Europe, and were evaluated at schools in vari-
ous countries, such as Finland, Greece, Romania, Spain, Sweden, or the UK. The 
exhibits were presented and discussed at training session with teachers. The suitcase 
was also evaluated with teachers using the suitcase in the real learning environment 
of the classroom. The target group ranges from fourth to twelfth graders. 
The results indicate that technology’ acceptance is high in general, and that the usa-
bility of the system is rated very positive by pupils and teachers. In summary, all 
students enjoyed working and learning with the miniatures and most of the teachers 
assessed pedagogical effectiveness and technological aspects throughout positive. 
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Figure 5-13. Evaluation results of students rating the motivation and usability 
of the Mini Wing exhibit (Larsen & Bogner, 2012; Larsen et al., 2012). 
Usability features, along with software application were rated well (Larsen & Bogner, 
2012; Larsen et al., 2012). The majority of teachers did not have problems, concern-
ing the usage of the SCeTGo exhibits (64.9%). However, a minority felt uncomforta-
ble to use the software (13.5%). The same ratio of interviewees found the physical 
phenomena difficult to understand and need more information (10.8%).  
 
Figure 5-14. Teachers’ rating of the general usage of the system (Larsen & 
Bogner, 2012; Larsen et al., 2012). 
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Further evaluation of the AR Science Center system also show that students reached 
better understanding through the system, compared to conventional learning envi-
ronments (Salmi, Sotiriou, & Bogner, 2009).  
5.2 Generation 2 – First Approaches based on Familiarity 
Digital Transformatives try to address a context with maximum user familiarity, in-
cluding cognitive declarative, as well as procedural knowledge. From an action based 
perspective, Digital Transformatives aim at finding automatized processes in order to 
shift the usage context into areas of high performance. This way Digital Transforma-
tives offer a highly adapted user interface, enabling efficient usage by addressing well 
practiced behavior. Ideally this behavior is habituated.  
In the recent years another research field gained increasing popularity, also trying to 
take advantage of habituation. In the field of Captology it is researched how technol-
ogies can be used to change user behavior. 
5.2.1 Captology and Persuasive Technologies 
Ever since we interact with technology it is affecting and changing our behavior. 
What would our daily life be without clocks, automobiles, television, computers or 
the internet? While many technologies are usually designed with a functional focus 
they may also be designed with a behavioral focus. While many changes happen cas-
ually, Persuasive Technologies aim at intentionally affecting human behavior. 
Captology is a term describing the study of computers as persuasive technologies. BJ 
Fogg derived the term captology in 1996 from an acronym: Computers As Persuasive 
Technologies = CAPT (Persuasive Technology Lab, 2010). Captology approaches the 
topic of intentionally changing behavior from a psychological site. In the definition of 
persuasive technology a major aspect lies in the “noncoercive attempt to change atti-
tudes or behaviors” (B. J. Fogg, Cuellar, & Danielson, 2007, p. 134) 
Most work in this area is of empirical matter, and has been summarized in heuristics, 
such as Foggs Behaviour Model (FBM) (B. J. Fogg, 2011). According to this model, 
behavior is mainly influenced by the users’ motivation, abilities, and external trig-
gers. Whether a behavior is being established or degraded, depends on those three 
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factors. Their relations in this constellation are depict Foggs Behaviour Model, shown 
in (B. J. Fogg, 2008)23. 
According to the FBM, behaviors occur if three factors are coming together in the 
right portion: motivation, ability, and an effective trigger. Three steps are explicit to 
initiate a behavior. First attention is drawn to a trigger, for example via a signal. 
Second the trigger is associated with a target behavior. Third the target behavior is 
performed when we are motivated and able to conduct this behavior. The chance for 
a successful trigger increases with higher motivation or simplicity. Thus, if one is 
highly motivated for a certain behavior, then it is not so important whether this be-
havior is hard to do. On the other hand, if a behavior may be easily conducted, not 
much motivation is required for a trigger to initiate a behavior. The core factors of 
Foggs Behavior Model are motivation, ability, and triggers (B. J. Fogg, 2011). The 
relations of those factors might be expressed in the following formula:  
Threshold	Behavior   ∗ Ability ∗ Triggers 
Formula 5. A Behavior is triggered when the three factors of motivation, abil-
ity, and external triggers are exceeding the threshold of this behavior. 
The Fogg Behavior Model includes three key factors for motivation: sensation 
through pleasure or pain, anticipation through hope or fear, and social cohesion 
through social acceptance or social rejection (B. Fogg, 2009a). 
According to (B. Fogg, 2009a) a behavior will not be performed when at least one of 
six simplicity factors fails. A behavior is not performed if it takes too much time, 
money, physical effort, brain cycles, social deviance, or non-routine; thresholds of 
those factors are not specified further. According to this model, social deviance oc-
curs when a behavior leads to social resistance. Fogg also believes in the common 
laziness of human beings. If a behavior takes too much effort to be acquired, then our 
non-routine might hinder us from performing it (B. Fogg, 2009a). 
Finally a behavior only appears on a trigger. Whether a trigger is sufficient depends 
on motivation and abilities. Therefore, different types of triggers are considered. If we 
are highly motivated, but have low abilities, a trigger is needed, which makes behav-
ior easier, a so called facilitator. Usually facilitators convince users that something is 
easy to do. When a person lacks motivation then the trigger should build on motiva-
tion. For example, triggers could include additional information for fear or potential 
hope. Such triggers are called sparks. Least demanding are behaviors where skills and 
                                         
23 Upon request the author of this text unfortunately did not get permission to publish this 
figure. 
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motivation sufficiently exist. In such cases a notification can be enough to trigger a 
behavior.  
Fogg and his fellows offer different guiding materials for the design and implementa-
tion of persuasive technologies. For example the Behavior Grid proposes a matrix of 
15 ways of behavior changes (B. Fogg, 2009b). 
Based on the former heuristics of the Behavior Grid, and the FBM, a web based Be-
havior Wizard has been developed, which is meant to give interactive guidance on 
designing behavior change (The Behavior Wizard, 2012). Moreover, Fogg expresses 
the following five guidelines for the design of persuasive technologies (B. Fogg, 
2009c):  
• Choose a simple behavior to target. 
• Learn what is preventing the target behavior. 
• Choose the right tech channel. 
• Start small and fast. 
• Build on small successes.  
An example for persuasive technology is “alarm clocking”. Alarm clocking is based on 
a common technique known from traditional sales stores. From time to time stores 
offer a certain deal to attract visitors. Alarm clocking can be used analogous in the 
internet. By building on the bad feeling of regret, when a user misses a great deal, a 
website could have a great deal presented every day. So users supposedly were willed 
to visit the page, just not to miss the deal. 
CONCLUSION AND CRITICAL REFLECTION 
The field of persuasive technologies seems to be highly empirical, as further empha-
sized by a statement of Fogg on the reason why he chose his behavior model among 
others. “Many people in psychology, marketing, and related fields have proposed dif-
ferent ways to view motivation (for references, see www.BehaviorModel.org). But for 
the purposes of persuasive design, I find my three-element approach to be the most 
useful.” (B. Fogg, 2009a, p. 44). Accordingly, most of the theoretical background on 
Persuasive Technologies has been developed iteratively. Models like the FBM have 
been refined over time providing an interesting basis for further investigations and 
evaluation. However, on the one hand they do not seem mature enough to provide 
sound evidential findings, in order to reliably refine the conceptual basis of Digital 
Transformatives. On the other hand, they mark a reference point for an adjacent 
research field of Digital Transformatives (DTs). In contrast to Persuasive Technolo-
gies, Digital Transformatives focus on the design of technology rather than behavior 
design. 
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Figure 5-15. Persuasive Technologies aim at influencing human behavior while 
Digital Transformatives are trying to adapt computer interfaces to human be-
havior. 
Persuasive Technologies seek for an intentional change of human behavior while Digi-
tal Transformatives are trying to adapt computer interfaces to human behavior, 
which in a long term may change human behavior, as Transitional Objects show. 
This is quite in line with Foggs Model of behavior. By building on familiarity Digital 
Transformatives are addressing familiar behaviors, which deliver the easiest access to 
a behavioral change (compare B. J. Fogg, 2011).  
From a psychological point of view, Digital Transformatives predominantly address 
the simplicity factors of Persuasive Technologies. In this context, a remarkable 
statement in (B. Fogg, 2009a, p. 44) is as follows: 
“People are generally resistant to teaching and training because it requires effort. 
This clashes with the natural wiring of human adults: We are fundamentally lazy. As 
a result, products that require people to learn new things routinely fail. Instead, to 
increase a user’s ability, designers of persuasive experiences must make the behavior 
easier to do. In other words, persuasive design relies heavily on the power of simplici-
ty. A common example is the 1-click shopping at Amazon. Because it’s easy to buy 
things, people buy more. Simplicity changes behaviors.” 
The statement that People are generally resistant to teaching and training might be 
disputatious. Besides that (B. Fogg, 2009a) expresses the heuristic importance of 
simplicity.  
A subset of Persuasive Technologies and Digital Transformatives seems to be given 
by Transitional Object. This leads us to the following guideline: 
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Guideline 13. Transitional Objects offer valuable anchors to induce be-
havior change with Digital Transformatives. 
5.2.2 Drinking Garden – a Digital Beverage Coaster 
The human body is constituted between 50% and 70% of water. Body water is an 
essential element of the human body. Hence, drinking is essential for our health and 
well-being. In general it can be assumed that a human demands approximately 2400 
milliliter of water a day. Liquid is ingested not only through drinking water but also 
through high moisture food. Deficient drinking might have little effects on our well-
being, have stronger effects on our productivity and concentration, or even lead to 
dehydration and critical life threatening states; similar impacts can be observed for 
water intoxication (Becker-Carus & Herbring, 2004; Rossaint, Werner, & Zwissler, 
2008; Schmitz, Lehrl, Schröder, & Wagner, 2003). Therefore, it is important for every 
one of us to raise awareness for water ingestion. The system described in the follow-
ing aims at raising awareness and inducing a behavioral change if necessary. 
CONCEPT DESIGN 
The first design concept was based on the hypothesis that simple feedback, display-
ing drinking amounts is sufficient to improve the sense for drinking behavior. It is 
assumed that a better feeling for water consumption induces self regulation for a 
more balanced drinking behavior. This hypothesis is heavily based on other work in 
the field of Smart Metering (Fraunhofer FIT, 2011a, 2011b). (Darby, 2006) investi-
gated the impact of feedback about energy consumption of smart metering systems. 
In most cases it was sufficient to display energy consumption, hence creating aware-
ness and a different perspective on this matter, in order to cause measurable change. 
It is argued that the new perspective helps consumers to train themselves; feedback 
as a learning tool for reflective learning. In this context studies on smart metering 
systems on fuel consumption emphasize the importance of an accurate and respon-
sive feedback system (Darby, 2006). Such insights suggest a simply interaction cycle 
for the first concept shown in Figure 5-16. 
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Figure 5-16. Concept of a system for direct reflection and logging of drinking 
behavior. 
Whenever the user drinks a sensor records the drinking amount which is directly 
feedback to the user. Direct feedback has the advantage of providing information 
when the user is in the context of drinking. In this situation it is likely that his 
awareness and interest for drinking is increased. Contrariwise, drinking itself is a cas-
ual action, which happens almost unconscious continuously throughout the day. 
Analogous the system needs an ambient design, otherwise users might easily get an-
noyed simply by the frequency they are disturbed through the display. Consequently 
the system is designed as an ambient user interface, which does not demand addi-
tional user attention at any time (T. Gross, 2003; Ishii & Ullmer, 1997; Prinz, 99). 
Keeping a proper balance of body fluids depends on many factors, such as general 
physiognomy, body temperature, or stress (Rossaint et al., 2008). Due to this com-
plexity it is hard for any system to precisely track the perfect need of body water. 
Therefore, the initial system design simply aims at a behavioral change rather than 
being an advisor for optimal drinking behavior. 
IMPLEMENTATION 
The first prototype has been tested in an office environment equipped with personal 
computer on every desk. Drinking behavior was easiest measured through a digital 
scale. The scale is connected to a personal computer running the software for record-
ing and displaying the drinking amounts. A scale was assumed to be an accurate, 
unintrusive, and very flexible sensor. It was introduced to users as a digital beverage 
coaster. This way it did not introduce any change into the normal behavior or pro-
cesses. If test persons were used to drinking out of a bottle they could still use the 
bottle, as long as they put it back onto the digital coaster. The scale also allows users 
to easily change drinking containers and drinks. Beverage containers may change and 
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vary as long as they are not exceeding weight of 2000 gram. A concept drawing is 
shown in Figure 5-17 
 
Figure 5-17. First concept drawing showing the setup of the digital beverage 
coaster. 
As described above, the usage of the system is almost as simple as using a normal 
beverage coaster. Users are only required to set their beverage container onto the 
coaster every time after they had something to drink. As soon as users lift their bev-
erage from the coaster the system assumes two possible actions. First the user might 
change the fluid level inside the container. A reduced weight indicates drinking while 
the user might as well refill the drink, which causes an increase in weight. Secondly, 
the user might change the drink. Hence, as soon as users lift of their beverages a 
selection list pops up on screen, showing the current drink. The list also gives users 
the chance to select a new one if desired. The pop-up automatically disappears as 
soon as the beverage is put back onto the scale. In this case the drinking display is 
reduced back to its standard peripheral view as shown in Figure 5-18.  
When the beverage is on the coaster only peripheral information about the drinking 
amount is displayed. The accumulated drinking amount of the current day is shown 
on the desktop. Additionally a task bar indicates the current status of the system 
and the type of drink. If the beverage is on the coaster the icon shows a iconic glass 
including a drop of liquid. The drops color indicates the current type of drink, for 
example, it is white-blue for water and brown if the user is drinking coffee or tea. 
When the glass is lifted of the coaster the iconic glass disappears showing that the 
system is in drinking mode. The scale turns the beverage container into a tangible 
user interface to the software running on the computer desktop. This allows the sys-
tem to directly respond to any user interaction with the drink, which raises aware-
ness for the system. 
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Figure 5-18. The graphical user interface of the digital beverage coaster. Only 
peripheral information is shown on the desktop if the beverage is on the 
coaster (left). An beverage change interface is shown as soon as the glass  is 
lifted off the coaster (right). 
The system in its current design is able to capture almost all cases of relevant drink-
ing behavior. The only inaccuracies occur if a user exchanges a container with a 
lighter container, without changing the type of drink. Luckily this behavior has not 
happened during the evaluation phase of the system, since test persons usually did 
not use more than two containers, a cup for tea or coffee and a glass for water, juice, 
or milk. 
FIRST TESTS 
The system was tested with four co-workers in an office working environment in 
Germany. The youngest test person was 23 the oldest 32 years old. Half of the sub-
jects were female. Every person tested the system in their own office in a period of 
consecutive working days. The test period ranged from October 2010 to May 2011. 
The office temperature was fairly constant while the outside temperature most of the 
time was below 22 degrees Celsius. The relatively constant temperature inside the 
office and the moderate or cold outside temperatures suggest only little influence of 
temperature on the measuring results. 
After system installation subjects were shortly introduced to the usage of the system. 
They were informed about the basic idea of the tests, and that their drinking will be 
recorded. Further information about the actual goal of the study has not been com-
municated. The tests were separated in two phases. In the first phase the system did 
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not give any feedback about the drinking amount. In this phase system simply rec-
orded control values. This was also used to get users used to the new hardware setup. 
The control value phase lasted approximately one week. After that time the drinking 
amount display was activated, initiating the actual test phase. By collecting data in 
the first phase the same users could serve as their own control group. In total the 
system was tested for 116 days. 29 of those days were used to collect control values, 
on 87 days the users were in the actual testing phase. 
TEST RESULTS 
The general drinking behavior of the test persons, recorded in the control value 
phase, varied quite drastically. While two test persons, who drank about 200-400 
milliliters per hour, highly exceeded the commonly recommended drinking amount 
per day, one person almost exactly met the recommended amount of 100 milliliters 
per hour, and another one drank 10% to little. 
The display of the drinking in the test phase caused a general drinking increase of 
121%. While the drinking amount number lead to a change of approximately 3% for 
two persons, one person drank 213,7% more water, while another reduced their 
drinking amount by nearly 67,7%. 
RESULTS IN DETAIL 
The drinking behavior of the first test person is shown in detail in  
 
Figure 5-19. Drinking behavior of test person T1 with drinking amount dis-
play during the test phase (bright bars). Control values were gathered with-
out giving any feedback on drinking amount (dark bars). The polynomial 
trend line of the test phase with stability index R2=0,7672. 
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Although no drinking values are shown, the sheer installation of the system seems to 
have an effect on the drinking behavior. The initial maximum of the control values 
indicates this clear effect for the first test person. As the further control values show, 
the test person got used to the system already from day two on, with comparatively 
little changes among the following control values. The test phase is displayed through 
bright bars. The transition between control value phase and test phase happened 
from one to the other day. The introduction of the display directly had an impact. 
The drinking amount increased remarkably. In comparison to the average drinking 
amount of 195,6 ml recorded in the first five control days the subject drank 275,4 ml 
per hour in the first five days of the test phase. On a long term, the drinking amount 
steadily declined. After three weeks the drinking amount was barely above control 
value level. 
In order to get more information about the long term effect of the digital beverage 
the second person was used the system over a longer period of in total 54 working 
days. The drinking behavior is shown in Figure 5-20. 
 
Figure 5-20 Drinking behavior of test person T2 with drinking amount display 
during the test phase (bright bars). Control values were gathered without giv-
ing any feedback on drinking amount (dark bars). The polynomial trend line 
of the test phase with stability index R2=0,2771. 
The curves are similar to the one of the first test person. The impact of the hardware 
installation of the system is indicated through a clear peak on the first day. The con-
trol value phase was extended here due to the peak on day three, however, from day 
3 to day 9 the variation of the values settled, and the user seemed to be used to the 
system. The display of the drinking amount during the test phase caused only a very 
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moderate increase in drinking behavior, in the beginning. Similar to the first test 
person this effect vanishes after approximately 11 days of usage. In the following 34 
days the values do not differ remarkably beyond the general variation. A very similar 
behavior was observed by the fourth test person. Here the initial effect in the test 
phase lasted only for the first five days. 
The behavior of the third test person, however, was comparatively exceptional as 
shown in Figure 5-21. 
 
Figure 5-21. Drinking behavior of test person T3 with drinking amount dis-
play during the test phase (bright bars). Control values were gathered with-
out giving any feedback on drinking amount (dark bars). The polynomial 
trend line of the test phase with stability index R2=0,3849. 
It can be said that the subject showed a clear behavioral change even after a longer 
period of time. In an succeeding interview the test person reported that the system 
made her aware of a drinking deficit. Moreover, the test person had the feeling that 
the drinking behavior was changed even after the system was removed. In this case, 
the general drinking amount of 87,3 milliliter was remarkably low, and definitely 
below values usually recommended in the health sector (Becker-Carus & Herbring, 
2004; Rossaint et al., 2008; Schmitz et al., 2003). 
CONCLUSIONS 
A persuasive system for changing drinking behavior has been described, eventually 
trying to prevent critical states such as dehydration or water intoxication. A proto-
type has been developed and tested. A first evaluation indicates a clear impact of the 
installation with a receding effect after several days of usage.  
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At first glance the system seems to induce behavioral change. By showing a body 
parameter which is usually not perceived that accurately through our system, test 
persons obviously changed their drinking behavior. According to the idea of Persua-
sive Technologies this change was caused self regulated. Half of the test persons 
showed significant changes in their drinking behavior, in average the drinking amount 
increased by a factor of 1,21 among all participants. 
On the other hand, the behavioral change vanished over a longer period of time for 
three of four persons. For those subjects the impact of the system was not sustaina-
ble over a longer period of time. 
It seems that the biggest impact comes from the physical presence of the system, 
which causes its users to reconsider their common drinking behaviors. However, the 
tests also show that the first prototype is not able to keep up awareness over a longer 
period of time, as it was meant to be.  
Therefore, the next iteration prototype demands an interface which raises, and keeps 
up, awareness for drinking. This led to the development of a virtual garden. The gar-
den is connected to the digital beverage coaster. Whenever users drink they also wa-
ter the plants of their virtual garden. When plants are not watered they wither. 
Flowers are positioned on the computer desktop as shown in  
 
Figure 5-22. The Drinking Garden user interface. For raising long time 
awareness, users of the system need to care for a virtual garden. They water 
virtual plants by drinking. 
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Since drinking behavior is highly different, users are able to adapt the plants in their 
virtual garden to their drinking needs. While a sportive person with a generally high-
er drinking volume may keep up a big tropical garden, others might only be able to 
keep a small garden of various cacti. Moreover, shared virtual gardens are planned, 
allowing several users to share a garden. 
5.2.3 Assess the Assessable 
Computers in all kind of variants are saturating daily life progressively more. Human 
machine interaction (HMI) is inevitable in our modern world. Usually human ma-
chine interfaces are designed iteratively. Three major steps are performed per itera-
tion during a HMI design process: a conceptualization phase is followed by an im-
plementation phase which is then evaluated. The results of the evaluation phase kick 
start the next iteration demanding a re-conceptualization, re-implementation, and so 
on (Dix, 2004; Jakob Nielsen, 1989; Rogers et al., 2011). The importance of thorough 
evaluation is fundamental for any further development. Budget and time often do not 
allow for a quantitative evaluation at every iteration. This leads to a wide use of 
small scale qualitative assessments during a software design process. 
In psychology it is commonly agreed on the relativity of human perception (Norwich, 
1983). We judge, think, and rate relatively. Interestingly, a majority of evaluations in 
human computer interaction are conducted in a non-comparative way (Brooke, 1996; 
Shneiderman & Plaisant, 2010). De Bruin et al. state that a fundamental problem of 
psychology lies in mapping subjective feelings onto quantitative measures (de Bruin, 
Fischhoff, Millstein, & Halpern-Felsher, 2000). The use of non-comparative scales 
might reinforce this problem. 
On the other hand, there is a comprehensive set of analytical tools available for 
transferring non-comparative assessments into expressive mathematical representa-
tions. Moreover, it only demands pen and paper to mark boxes in a non-comparative 
assessment, while it is much harder to provide a comparative setup that allows for 
arranging and capturing ratings relatively to each other.  
However, pen and paper are not standard tools for capturing information anymore. 
Computers, especially in a mobile version, are rising in their availability. Compared 
to pen and paper they offer more ways for capturing user data. 
A look at the evolution of human computer interfaces shows a trend from abstract to 
relative input mechanisms. While the command shell was a predominant input mech-
anism for early computers, the desktop metaphor and corresponding input mecha-
nisms became typical for later personal computers. Especially the upcoming genera-
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tion of multi touch devices is building on input methods which necessarily do not 
make use of a keyboard anymore. 
Looking at the development of HCI and the commonness of computers, one might 
wonder why questionnaires did not evolve in a similar way. Today’s digital question-
naires merely differ from their paper ancestors of 20, or even 50 years ago – but why? 
Shouldn’t we make use of latest developments in HCI and change digital question-
naires to offer more natural mechanisms for user assessment input? Should compara-
tive scales be used more often, and would this really change lead to significantly bet-
ter results? 
As a starting point, for designing a comparative tool as a Digital Transformative, the 
following hypothesis is formulated: Users perform better if they judge in comparative 
ways. This should especially be relevant for small scale qualitative tests, where quan-
titative mathematical operations may not be applied with sufficient significance.  
BACKGROUND 
Not just since constructivistic views were becoming increasingly popular in learning, 
it is commonly agreed that reality is perceived in different ways by different viewers. 
Everyone has his or her own perspective. Perceptions, interpretations and other cog-
nitive processes are related to previous knowledge and experiences (Ginsburg & Op-
per, 1988; Solso, 2005; Vygotsky, 1964), consequently human decisions or judgments 
are hardly being objective (Baron, 2008; Kahneman & Tversky, 1984; Tversky & 
Kahneman, 1981). The Prospect Theory, for example, described by Tversky and 
Kahneman includes multiple experiments indicating that decisions are not always 
rational but often affected through cognitive biases, such as framing (Kahneman & 
Tversky, 1979). 
Cognitive bias and illusions are strong indicators for the relativity of perception and 
other cognitive processes (Solso, 2005). One should be aware of such effects when 
evaluations are conducted to minimize distortions.  
The Adaption Level Theory by Helson says that the judgment of an individual is 
based on a frame of reference consisting of previous exposure to certain stimuli as 
well as recollection of past judgments of similar stimuli (Helson, 1964). 
Many comparative and non-comparative techniques have been developed and de-
scribed in literature. As stated above, the Likert scale is probably the most common 
scale for non-comparative assessments (Shneiderman & Plaisant, 2010). 
Usually probands are asked to rate items on a scale consisting of a certain amount of 
classification levels. Such scales usually aim on capturing the degree of agreement of 
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interviewees with certain statements. A Likert scale is subject centered with the pur-
pose to assess respondents, while a comparative scale should be used to capture 
stimuli (McIver & Carmines, 1981). Other non-comparative scales are continuous 
rating scales, line marking scales, itemized rating scales or semantic rating scales. 
Pairwise comparison is usually used to compare tangible and non-tangible subjective 
impressions, e.g. is item A nicer than item B. Usually every item is compared with 
every other item. Thus, pairwise comparisons are considered to be relatively time-
consuming for each test person since n test items result into n*(n-1)/2 comparisons. 
A preference matrix might be used to finally put items in order. 
Thurstone describes a probabilistic basis for pairwise comparisons (Thurstone, 1927). 
He argues that the comparison regarding a certain feature of an item is usually based 
on a latent scale, inherent in every individual. The subjective judgment would differ 
among individuals and also for the same individual in different situations. He propos-
es that the rating for all items on such one dimensional latent scales underlie normal 
distributions, where all distributions are identical, only differing in their mean value. 
This leads to the assumption that the difference of two compared ratings is also nor-
mally distributed. Later investigations, especially those by Bradley and Terry (Brad-
ley & Terry, 1952) and Luce (R. D. Luce, 1959), lead to further refinements of this 
model, also finding some flaws such that the normal distribution is oftentimes not a 
proper and accurate description of the distribution of rated items. 
Thurstone later found that his model could be extended to comparisons with more 
than two choices (Bock & Jones, 1968; R. D. Luce, 1994; Thurstone, 1945). Such 
refinements are coming close to the Rasch Model which is a probabilistic model to 
determine how well a subject dealt with an item of certain difficulty (Rasch, 1960). 
Other refinements of the law of comparative judgment focused on group measure-
ments through rank order data and paired comparisons (Li, Cheng, Wang, Hiltz, & 
Turoff, 2001). 
While paired comparisons can be transformed into ordinal scales, rank order data 
might also be directly captured. Bogardus (Bogardus, 1925) used ranking to measure 
social distances. He asked persons to allocate several ethnic groups into 7 categories 
ranging from (7) “close kinship by marriage”, over (4) “employment in my occupa-
tion in my country” to (1) “Would exclude from my country“. Hereby he determined 
the levels of social distance for each of the seven categories. Sometimes the personal 
allocation of ranks is not always universal. In such cases users are asked to order 
items or statements themselves. In this case they typically first need to name items 
marking the extreme values and then rank all other items in between those extremes.  
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SYSTEM CONCEPT FOR RELEASING USER INTRINSIC PERFORMANCE 
The hypothesis motivated in the beginning will be taken as the starting point for a 
first experimental concept. It is assumed that many non-comparative ratings, known 
from common questionnaires for evaluating human computer interface design, can at 
least adequately be replaced by comparative ratings, which might even result in more 
accurate assessments. This hypothesis is based on the observation that usual ques-
tionnaires, often used in human computer interface evaluations, offer an absolute 
rating scale in an indefinite expressive reference frame. Such a schema is controversial 
to the relativity of human behavior, thinking, and judging. 
When relative subjective impressions have to be mapped on an absolute scale sedu-
lous test persons might in this case try to relativize such a question. They could con-
cretely start thinking of other examples, and rate requested items compared to ones 
they know. On the other hand users might not take the extra effort to create them-
selves a reference frame. Those users simply try to rate the gut feeling they perceive 
according the given question, and put it somewhere on the provided scale. Thus, 
ideally users transform the absolute rating system into a mindset that allows them 
for a relative rating. This transformation demands extra effort. Consequently, inter-
viewees need to burden extra load with every non-comparative rating as visualized in 
Figure 5-23. 
According to this concept users need to perform three steps before they feed back 
their assessment results to the interviewer. First they should get aware of the refer-
ence domain, then they are required to structure the domain according to the de-
manded question, and including the item to be rated, Finally, they have to map the 
structured domain onto the absolute scale providing an assessment for the requested 
item. Steps one and three are communication efforts for the assessor to input their 
results into the questionnaire. The actual assessment happens in step two. Instead of 
providing the interviewees with an interface that speaks their language the interview-
ees are requested to map their output onto a given scale. They need to learn the in-
terfaces language. This translation might cost extra capacities for the assessor. 
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Figure 5-23. Workload model of a non-comparative assessment. 
The assessment interface should be more intuitive for assessors, freeing capacities for 
assessment. Such an interface should reduce the interviewees’ workload. In this case 
the interface should consist of step one and three. The users task is reduced to struc-
turing concrete items in a provided domain space (see Figure 5-24). 
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Figure 5-24. Workload model of a comparative assessment. 
The basic idea is to take away some assessment load from the probands, and offer 
them a tool to rate in a natural way – a highly familiar way of relative judgments. 
The assessed items are brought into reference by the evaluation system and consist-
ently mapped onto a scale, allowing for further analysis.  
Assess the Assessable a Digital Transformative 
As argued earlier, currently most assessment procedures and tools request absolute 
judgments from users. However, there is no cognitive prototype known where humans 
conduct an absolute assessment without using additional tools. If we measure dis-
tances or time, we utilize tools. Assessments simply based on human judgment are 
never absolute, but always comparable. In order to design an improved assessment 
tool, one needs to find a shared basic level which allows for mapping on absolute 
human judgment values. So what is the most salient prototype for relative judg-
ments? One of the first, coming to mind are spatial comparisons. Since we are living 
in a spatial environment, spatial comparative assessments are likely to be a general 
salient cognitive prototype. 
5.2 Generation 2 – First Approaches based on Familiarity 
     
224 
 
Figure 5-25. DT principles involved in deriving absolute user assessments 
from comparative inputs. 
Various situations in daily life demand spatial judgments, for example, when we 
reach out for something, or when we orient ourselves and navigate through our envi-
ronment. Spatial judgments also highlight the importance of the frame of reference. If 
we are sitting in a car, a distance of 1 kilometer is considered to be nearby, while the 
same distance is far away if we are walking.  
Hence the rating interface needs to be based on spatial input elements, allowing users 
to express comparative ratings between entities. The concept described above led to 
testing spatial based comparative assessments in comparisons to non-comparative 
ratings. The experimental methodology is described in the following. 
EXPERIMENTAL METHODOLOGY 
Two basic requirements were formulated for the test case. First, assessments on phys-
ically measureable, ratio scaled occurrences were demanded. This way, human judges 
with objective definite control values can be evaluated. Secondly, judgments should 
be minimally influenced by cognitive biases. In order to minimize disturbances of 
influencing factors it has been decided to build on basic human perception without 
semantic connotations. Examples of occurrences that meet both requirements are the 
intensity of light and sound. The frequency of both would not be sufficient, since it 
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could only be mapped on an interval scale. Since interval scales are affine spaces as-
sessments of user judgments were also only relative.  
Hence, the first tests built on different levels of brightness. Those stimuli are very low 
level, meaning that their processing does not interfere much with other cognitive 
concepts and experiences. Moreover, the can easily be shown on a computer display, 
and test persons are able to perceive the full intensity spectrum from dark to bright.  
Additionally, a comparative rating interface was needed. Most computers provide us 
with audio visual in- and output devices. Since pointing devices are most common 
computer input devices, it has been decided to build on a spatial mapping. Addition-
ally, judging and comparing positions is a natural human skill, not demanding much 
cognitive load. 
The initial pre-tests have been conducted with pen and paper, which led to some 
refinements of the later tests. 
PRE-TESTS 
The initial pre-test was separated in two phases: In the first phase users were shown 
five cards of the same color but with different levels of brightness, one after the oth-
er. For every card they were asked to rate and write down the estimated brightness 
on a scale from 1 (dark) to 100 (bright). In the second phase all five cards have been 
put on a sheet of paper. Users should now vertically arrange the cards according to 
their brightness. In the end the brightest card should be placed at the top, the dark-
est at the bottom of the assessment area, and all other cards accordingly in-between. 
 
Figure 5-26. Pre-Test: Comparative and non-comparative assessment of 
brightness using a pen and paper prototype. 
The pre-tests were conducted with four test-persons, who were asked to think aloud 
during the test. Every test person had to rate five green and five red cards. Each test 
ended with an interview. The pre-tests revealed clearly better results for the compar-
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ative assessments. The tests also showed that test persons memorized cards set in 
phase one, and compared them with cards from phase two. Although this strategy 
gives further hint that the initial hypothesis points into the right direction, such dis-
turbances should be minimized. 
Users should only give one absolute rating, since every further rating might be com-
pared to a former one. Thus, the test was adapted. Instead of starting with a set of 
absolute inputs it was decided to reduce this part to only one single non-comparative 
assessment, and then continue iteratively with another four comparative assessments. 
Thus, the first of the five assessments was made without any visual reference. 
TESTS 
The tests were conducted via a public web interface on a voluntary basis. Partici-
pants were free to decide where and when they perform the test. The users were not 
informed about the real aim of the test. 
The test interface is shown in Figure 5-27.  
 
Figure 5-27. Test User interface: Five sliders had to be arranged from top 
(dark) to bottom (bright). The sliders appeared sequentially from left to right. 
The two consecutive states between setting slider 4 (left) and showing slider 5 
(right) are shown above. Users were engaged to adapt former sliders whenev-
er desired. 
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At each run users had to arrange a set of 5 sliders vertically according to their 
brightness via drag and drop. At random, all sliders of a set were either red, green, or 
blue – similar to the color perception mechanism of the human cone cells. The 
brightness of every slider was randomly generated on a equally distributed basis, 
varying from dark to bright. At each set the sliders were shown in consecutive order 
from left to right. Each run started with only the first slider being visible, ready to 
be rated. After it had vertical positioned the next slider appeared to be assessed, and 
so on. 
Every new slider provides a new reference for comparison. Users were engaged to 
adapt formerly set sliders whenever desired. Time was not announced to be a success 
criterion, although it was internally measured. 
The brightness range was mapped linearly onto an interval from 0 to 1 with a step 
size of 0.01. From 0 to 0.5 the saturation was set from 0 to 100%, and from 0.5 to 1 
additionally the brightness level was linearly increased to 100%. Giving the example 
of a red slider, the darkest value corresponds to the red green blue (r, g, b) tuple of 
(0, 0, 0). Brightness values between 0 and 0.5 were linearly mapped on the corre-
sponding red values between 0 and 255 while green and blue stay zero; (0, 0, 0) to 
(255, 0, 0). And the range between 0.5 and 1 was mapped on green and blue values 
between 0 and 255 while red stayed 255; (255, 0, 0) to (255, 255, 255). 
At the end of each run users were provided with the average deviance from the real 
reference values. Further statistics were provided to help putting performance into 
context, and to give little additional inducement as shown in Figure 5-28 
Besides the average slider offset, no feedback was given on slider level, making it 
harder for users to learn reference values. Additionally, users were provided with the 
recent top scorers, an all times high score, and high scores of their average error dis-
tinguished by color. The high scores were complemented by an overall distribution, 
providing additional references on assessing results in comparison to others. A per-
sonal history complemented the competitive scores in form of a personal learning 
curve. Besides statistical incentives, most users were also provided with candy after 
finishing five runs. 
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Figure 5-28. High score, history and general distribution statistics were pro-
vided after each assessment run. 
EVALUATION RESULTS 
540 runs have been conducted. Due to a submission problem only 396 of those runs 
were valuable. This added up to 1980 valuable samples by 39 subjects. The test sub-
jects were between 9 and 65 years old, with approximately 41% female users. First we 
will have a look at the absolute deviance, which is determined as the difference of the 
user rating and the real reference value. From the given samples the absolute offset of 
each slider is shown in Figure 5-29 
 
Figure 5-29. Absolute average errors for each slider at first assessment and af-
ter corrections. 
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With an average error of 15.81% the first slider inputs were clearly more error-prone 
than the inputs after correction, with an average error of 11.65%. The first input of 
the first slider was considered to be non-comparative since no clear references were 
given at this point in time. The error of such non-comparative inputs was 15.96% in 
average. Interestingly the error of slider two (17.45%) was even higher while the third 
slider (16.00%) reached almost the same level as slider one. Slider four (15.45%) and 
five (14.20%) in average had better results at first guess than the non-comparative 
setting of the first slider. 
The differences in the error rates of slider one to five are unlikely to be caused by 
optical illusions, since the reference brightness levels of each slider were randomly 
assigned on an equally distributed basis. Such characteristics may rather reflect the 
users’ uncertainty during assessment. In this case the second slider seemed to even 
increase uncertainty, indicated through an increased error rate. The error rate de-
creased with the additional references of slider three and four, which might also have 
raised certainty. Slider five shows the lowest deviance. The first assessment also 
shows a continuous error decline starting from slider two, getting below the initial 
error after slider three. The error rate might correspond to test persons’ uncertainty. 
Another indicator for this hypothesis might be given by the time taken to set each 
new slider in context of the others, as shown in Figure 5-30. 
 
Figure 5-30. Time to continue with the next slider (including a 1 second fade 
in effect of the user interface). 
 
Including a one second fade in effect, in average it took subjects 3.78 seconds to set 
slider two after it was visible, 3.18 seconds at the transition from slider two to three, 
and another 3.41 seconds for assessing slider four, the first time after it appeared. 
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While the differences of the first three assessment time spans vary by only 0.6 sec-
onds users in average demanded 1.71 seconds more to set slider five. This difference 
might give hint on the time test persons took for reconsideration, after slider four 
was shown. Another evidence for this reconsideration break is visualized in Figure 
5-31. The diagram shows how often users decided to set further sliders before they 
started correcting previous ones. 
 
Figure 5-31. How many users continued their input without correcting previ-
ous sliders, determined relatively to those who continued. 
The diagram shows that between 22.72% and 28.90% of users decided to start recon-
sidering formerly set sliders for slider one to four, while 50%, decided to reconsider 
former sliders before they set slider number five (compare). The time spans shown in 
Figure 5-30 together with the re-consideration rate from Figure 5-31 gives evidence 
that in average four references were necessary to reach enough certainty for the re-
consideration of formerly set sliders. 
The sequence of Figure 5-31 is also similar to the one shown in Figure 5-29, indicat-
ing a correlation between users not correcting an input right away, and an increased 
error rate. Figure 5-29 also indicates that users do not tend to make big relative 
changes after the slider position is set the first time. Although the corrected absolute 
error in average is lower the relations stay the same (compare outlined and bold bars 
in Figure 5-29). 
Although the initial absolute error of slider one was just above average (compare 
Figure 5-29 outlined bars), it has been corrected by the users significantly more of-
ten, as shown in Figure 5-32. 
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Figure 5-32. Number of corrections per slider, and improvement per correc-
tion in percent. 
While sliders two to five have been changed between 1.83 and 1.88 times, slider one 
has been modified 2.03 times. This difference may be seen as an indicator for uncer-
tainty of setting slider one, it may also only be a matter of fact that slider one served 
as first reference. 
First Conclusions 
Comparatively corrected results were clearly better than first guesses. The non-
comparative input of the first slider was 1.37 times more error-prone than the aver-
age error after comparing five sliders. 
Results and users’ certainty seem to improve when at least four sliders are provided; 
on the other hand a second slider seemed to raise uncertainty. Consequently, it may 
be interpreted that in average users needed three sliders to create their own frame of 
reference and four to gain certainty. Slider four and five showed the best results from 
start as well as after corrections. It should be further investigated how much this 
differs for other tests. 
Figure 5-29 also shows that corrections helped to improve the absolute result in aver-
age by 26.3%, however it did not level the absolute error among sliders, as one might 
have expected. For more detailed information the distribution of the absolute error 
among the input values will be studied further. 
Detailed Look at the Distribution of the Absolute Error  
The basis for this test were the brightness reference values, which were generated 
randomly and equally distributed between 0 and 1 using the Lehmer random number 
generator algorithm (Park & Miller, 1988). The distribution of the absolute error of 
the users input for each control value is shown in Figure 5-33. 
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Figure 5-33. User input error for each control value; with and without correc-
tions. Trend lines are of 4th degree. 
Both distributions show a minimum error around 50, and an area of maximum error 
at the intervals of 20 to 10 and 80 to 90. The minimum error around 50 is similar for 
both inputs, with correction and without correction, while the maxima of the curve 
without correction are approximately 10% above the maxima with correction. The 
curve with correction is more flat than the curve without corrections. Both curves 
show diminished error values at the borders towards 0 and 100, while the corrected 
error curve in these areas is even below the minimum around 50. 
The minimum and the maxima observed in Figure 5-33 might be related to the epis-
temic uncertainty described by Fischhoff and De Bruin (Fischhoff & Bruine De Bru-
in, 1999). They found an unexpected 50% “blip” in several surveys, where small 
probabilities were highly overestimated. This blip may be caused by users when they 
are not sure about the right answer. They believe that subjects may be choosing the 
50% answer in a way that one is using the phrase “fifty-fifty”. Such a 50% blip can 
also be found at this test as shown in Figure 5-34. 
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Figure 5-34. Accumulated distribution of user inputs before (stitched line), af-
ter corrections (bold line), and control values (gray bars). 
The input values clearly accumulate around 50s. The smoothed curves also show that 
the mean without corrections shows a stronger 50s blip than the curve with correc-
tions. It also shows that a higher 50s blip leads to a reduced input at the outer areas 
(the bold curve is slightly below the stitched curve in Figure 5-34). 
 
Figure 5-34. Accumulated distribution of user inputs before (stitched line), af-
ter corrections (bold line), and control values (gray bars). 
Choosing the middle when one is uncertain also has a strategic value, since the prob-
ability of being completely wrong is minimized. Such a tendency of selecting an aver-
age answer could be the reason for the curves shown in Figure 5-33. 
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Figure 5-33. User input error for each control value; with and without correc-
tions. Trend lines are of 4th degree. 
When users tend to prefer a 50s answer the chance to actually hit a 50s control value 
is higher. On the other hand the probability of an error for the values further away 
raises. Based on this hypothesis the uncertainty of the user is clearly shown in the 
curve without correction. The minimum being below the minimum of the corrected 
curve underlines this hypothesis.  
Further confirmation that the outer error maxima are based on the 50s minimum in 
the middle is given in Figure 5-35.  
 
Figure 5-35. average positive and negative absolute error per slider number 
with 4th order polynomial trend lines. 
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This diagram shows the direction of the error, visualizing that the errors at the edges 
are directed towards the middle. The question is on whether such findings are based 
on a nonlinear psychological distance of measurement (Edwards, 1968). On the other 
hand the flattening of the curve through correction clearly indicates that it is not a 
psychological or perceptual distortion. 
The decreased error rates towards the edges at 0 and 100 (compare Figure 5-33) may 
also be based on the fact that a ratio scale for this test was used, which was not 
open-ended. The darkest and brightest slider was imaginable as black and white, 
although not visualized. Such imaginable references seem to increase certainty, as it 
can be observed especially at the corrected input data, where those error values lie 
below the minimum. Thus, on an open ended scale an exponential growth towards 
the edges might be expected. On the other hand one might ask the question on how 
often an open ended scale actually appears in a real evaluation case? 
Gained certainty through corrected inputs might also be indicated through a decrease 
in the standard deviation of both sets. The standard deviation of initial ratings (SD 
= 12.27) was significantly higher than the standard deviation of corrected ratings. 
(SD = 7.90); obviously on the same number of samples. 
Conclusions 
Besides the standard deviation, the minima and maxima in the absolute error curves 
give further hint on an increased uncertainty with little references. They also visual-
ize how epistemic uncertainty results into a 50% blip complemented by error maxima 
towards the edges. Giving references seems to flatten this curve and minimize the 
distributed error. 
Detailed Look at the Distribution of the Relative Error  
So far the user input referred to the absolute slider errors was analyzed –the user 
inputs were compared to the brightness of the control values. We will now have a 
look at the comparative error among pairs of sliders. Therefore, the relative difference 
of two reference sliders was compared to the relative difference of the corresponding 
rating sliders. If two reference values are close together, than the corresponding user 
ratings should be close together as well. Every slider has been compared to every 
other slider of a set, using the described pair wise relative comparison 
The relative error as described above resulted in an overall mean of 11.76%. At first 
glance it seems surprising that it is slightly higher than the mean of the absolute 
error with corrections. An explanation could be the lack of the black or white imag-
ined references at each end of the scale. The relative error described above only con-
siders the relative error between the sliders, and does not consider the edges, which 
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give imaginable reference as stated above. Consequently one could also argue that the 
difference between the absolute error value with correction of 11.65% and the average 
of the comparative slider error of 11.76% is providing the advantage of the imagina-
ble static references provided through the edges. For a future test it is interesting to 
see whether concrete references of a black and white square at each end lead to bet-
ter results. 
The distribution of the comparative error in respect to the relative difference between 
the reference values is shown in Figure 5-36. 
 
Figure 5-36. Comparative distribution of the error in respect to the relative 
difference of the control values. 
As expected the relative input error is minimal if the reference value difference is 
small, and it rises for reference values which are further apart. The average relative 
error also shows the imprecision of the system itself. Even when two sliders had the 
same color in average users created a relative error of 4.35%. This offset might be due 
to the user interface or caused by other flaws of our perception. Consequently the 
slider input accuracy could be adapted to the precision reached by its users, from a 
slider granularity of 100 to 23.  
The first derivative of the trend line in Figure 5-36 also shows a strong increase of 
the error in the first 20% (increase of 0.34) followed by a little regression between 
25% and 50% (increase of 0.024) and another rise afterwards. 
Conclusions 
Figure 5-36 shows that an increasing amount of references leads to increased test 
result accuracy. The accuracy gain was greater when the relative reference value dif-
ference was below 25% of the whole spectrum. Assessments of reference values with a 
relative brightness difference between 25% and 50% were characterized by a less 
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steeper error curve. Thus, the relative gain achieved through three references, equally 
distributed in 25% steps over the whole spectrum, would be comparatively small 
compared to the gain of a single reference in the middle. A bigger gain can be ex-
pected if four or more references are provided, equally distributed, while more than 
23 references do not give any winning effect due to the inaccuracy of the setup. 
These findings correspond with the results stated above, where more than three slid-
ers were demanded for a user to create a valuable reference system. 
DISCUSSION AND FUTURE WORK 
In the previous text, a very common methodology was reconsidered, from the per-
spective of today’s needs and possibilities. Especially the iterative design process of 
interactive systems is characterized by multiple small scale user assessments, where 
quantitative mathematical operations may not be applicable with sufficient signifi-
cance. Therefore, a very special test case for determining the possible potential of 
using comparative assessments in such cases was created, giving an indicator for the 
need of further investigations on that topic. Concerning this, the above tests under-
line the potential of comparative assessments. Usually non-comparative tests are 
based on a scale without concrete references, as it is for example known from the 
Likert scale. Such a scale seems to leave users with a particular amount of uncertain-
ty. In case of the above tests non-comparative assessments have been represented by 
the first slider which was set without concrete references. On the other end of the 
spectrum five sliders have been set comparatively, finalizing each run. The error of 
the first non-comparative slider was 27% higher than the average error of the com-
parative set of five sliders. Following the investigations above, this difference may 
majorly be based on increased uncertainty of the assessors.  
Uncertainty was observed through various factors. The number of corrections of the 
first slider was 9.2% higher than the adaption of the other sliders. The tendency to 
choose the middle is a strong indicator for uncertainty. It implicitly led to a mini-
mized error in the area around the fifties alongside with a maximal error in the outer 
area. 
A second slider increased the error rate, and therefore seemed to increase uncertainty. 
Four or more comparative sliders lead to an error rate which was below the non-
comparative rate of one slider. Certainty seemed to be gained with more than three 
references. This observation was supported by the fact that users in average took 
most time to reconsider former sliders after the fourth slider has been set, while con-
sideration spans of the first three did not differ much. 
Although results were not expected to be very general, some findings turned out to 
be more remarkable than expected. The gain of certainty through a raising number 
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of references, as described above is very likely not to be limited to this special test 
case. Another remarkable finding, not necessarily reduced to this special case, was 
the fact that users improved their results through adjustments. Based on the error 
rates users seemed to gain certainty by seeing multiple different sliders. Corrections 
and adaption of such sliders among each showed to improve results. Also the tenden-
cy to choose the middle was reduced after correction, which describes another indica-
tor for gained certainty. Since these tests were based on imaginable references, as-
sessments right at the edges showed better results compared to the rest. This might 
differ with an open ended scale. However, it seems that such effects may also occur in 
more complex cases.  
For future work it would be interesting to investigate user ratings on an interval 
scale, such as the frequency of sound. Moreover, in future tests one could let the us-
ers decide on their demanded amount of references. This way one gets a deeper in-
sight into the users’ personal scaling. 
The initial hypothesis, that users perform better when they judge in comparative 
ways, is supported by these outcomes. Although some results were unexpectedly al-
ready found, giving hint for general guidance, most of such questions need to be veri-
fied through more complex test cases. In order to start this process the most remark-
able findings will be transformed into first guidelines. 
Comparative Assessment guidelines 
Use comparative measures to get comparative results! 
Finding: Abstraction demands extra work load otherwise leading to high uncertainty. 
Do not provide an abstract description of a target domain. Let the user work on 
concrete items. It should be the work of the interviewer, and not the work of the 
interviewees, to abstract their assessment. 
Guidance: Instead of “How much did you like the system on a scale from 1 to 10”. 
Rather ask: “Compare the following five systems and rate them relatively to each 
other” 
Encourage users to correct their input! 
Finding: When users correct their inputs, the error curve is flattened and the 50s blip 
is reduced. 
Guidance: Design the evaluation in a way that users are able to correct formerly set 
values. 
 Chapter 5 Iterative Use Case Prototypes 
 
239 
Provide a certain amount of references! 
Finding: References are leading to more precise ratings.  
Guidance: Provide enough examples to sufficiently represent the target domain.  
Let subjects determine the scales’ scaling! 
Finding: An imaginable minimum and maximum helped improve the result. 
Guidance: Ask subjects for their personal min and max values of the domain – corre-
sponding to the imaginable black and white of this test. This gives further indica-
tion about the users’ frame of reference. The personal min and max value helps 
with scaling and comparing different inputs among users. 
Table 5-1. Initial comparative assessment guidelines. 
5.3 Generation 3 – Cooperative Cognitive Prototyping Tools 
The third generation of tools aims at extending the methodological support of the 
Digital Transformatives framework (DT framework). The DT framework builds on 
online tools, allowing for identifying and gathering cognitive structures of possible 
end-users. Therefore, all tools are implemented as web services, using the Seaside web 
development framework and Pharo programming environment (Ducasse et al., 2010; 
pharo-project.org, 2012; Seaside.st, 2012). Additionally, they make use of the Boot-
strap Framework, for offering a common look and feel, and database back ends based 
on MySQL or MongoDb (mongodb.org, 2013; Oracle Corporation, 2013; Twitter, 
2013). All tools further implement user management. Users are able to log in, be 
invited, and related to each other. 
In the following a brief description of web based implementations of the two devel-
oped methodologies of Sub-Action Modeling, and Salient Super Modeling will be 
given, also including a set of guidelines based on first experiences with such imple-
mentations. Hereby, the designs and implementations of the two tool are different. 
The initially described Sub-Action Modeling module was conventionally designed and 
implemented, through an iterative design cycle addressing the original problem con-
text. In contrast, the design and implementation of the Salient Super Modeling mod-
ule, exemplifies DT specific design and development features by focusing on cognitive 
prototypes.  
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Finally, another tool is described in form of a speed reading game. The tool is sup-
posed to provide a module for generally extracting cognitive structures of users – not 
related to a specific use case. 
5.3.1 DT Web Module Sub-Action Modelling 
The following Web Module provides a cooperative interface, which implements the 
sub-action modeling approach, as described in detail in chapter Sub-Action Modeling 
Approach (pp. 261), demands users to cooperatively create, and refine action chains. 
The development of the according web module followed a typical design cycle. Initial 
paper prototypes were used to perform first tests. While a first implementation of-
fered a cascade based interface for modeling actions in a directed graph, this proce-
dure turned out to be too complex. Hence, in further refinements, the user interface 
was adapted, letting users model actions hierarchically through bullet point lists, as 
shown in Figure 5-37. Bullet point lists are commonly known, but typically not suffi-
cient for modeling action chains, especially not if such chains include alternative 
ways. Since the modeled action chains are split up in later phases of the Sub-Action 
Modeling procedure, users are not required to model complete lists. Hence, users are 
asked to model simply a part of choice, rather than requesting a complete action 
model of a certain task. 
 
Figure 5-37. Iterative development of the Sub-Action modeling web module, 
starting off with paper prototypes (top-left), an experimental online interface 
showing cascaded action lines (top-right), and the final hierarchical bullet 
point based interface for modeling incomplete action chains (bottom). 
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The web interface allows users to move, modify, extend, or delete branches of the 
action chain bullet point tree. Modeling happens in two basic modes, top-down or 
bottom-up. Top-down modeling starts with an action, and requires users to deter-
mine sub-actions. The Bottom-up modeling mode implements the second part of 
Sub-Action Modeling. Therefore users need to find concrete tasks that integrate a 
given set of sub-actions. A major requirement of the determined approach is distinct 
user groups, for the two different modes; bottom-up and top-down. 
Since it is not clear how users cooperatively create such action chain models in the 
best way, several forms of cooperation are provided.  
1. Simple cooperative modeling, where all users model on a single tree. This ap-
proach demands a lot of communication, in order to agree on a final solution. 
2. Cooperative cascade modeling, where various versions of action chains in the 
same context are created. Users start with creating root models of an action 
chain, and later extend the models of others. Those models can be modified, 
and refined, resulting in numerous different alternatives, which need to be 
concluded manually.  
3. Disjunctive iterative modeling, where different users refine the next iteration 
of each other. Leading to several final iterations. 
First experiences of the web module are summarized in the following table. 
challenge experience 
Finding super actions is 
harder than finding sub 
actions. 
Ask users for concrete examples for each sub action. 
Optionally others might start from those examples 
and determine sub actions again (Starting a new 
iteration cycle) 
Similarity of new perfor-
mance context actions 
depends on depth of level 
of modeled sub actions, or 
the number of consecutive 
iteration cycles. 
The more basic an action, the more general it is. 
Using very fundamental sub actions as seeds might 
result in completely different concrete examples 
Table 5-2. Experiences of the action modeling web module 
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5.3.2 DT Web Module Salient Super Prototype Modeling 
The Salient Super Prototype Modeling web module implements the procedure de-
scribed in Salient Super Prototype Identification Approach (pp. 175). According to 
those explanations the tool seeks to span a salience-similarity space of end-user con-
cepts, related to source actions. Hereby, concept salience correlates to user response 
immediacy, performance, or typicality, and to similarity of concepts, which gradually 
decreases with rising generalization. Those prerequisites set a coarse frame for the 
tool:  
I. Users need to input concepts. 
II. Inputs should be made immediately, possibly under time pressure. 
III. Inputs should be of high typicality. 
IV. Similarity is reached by implementing the procedure as described in chapter 
4.3.3 (starting from pp. 178). 
COGNITIVE PROTOTYPE ORIENTED SYSTEM DESIGN 
To add some DT elements, the design of this web module will start off with the con-
sideration of salient concepts addressing the aspects given above. Moreover, the web 
tool should be fun to use. Therefore, the author spontaneously determined typical 
cognitive prototypes for each aspect, as outlined in the following:  
Prototypes addressing previously listed aspects: 
I. Typical fun actions involving user input are  
• communication via instant messaging,  
• social networks, or 
• micro-blogging. 
II. Typical fun actions requiring time critical performances are  
• competitions,  
• races, 
• games of skill. 
III. Typical fun actions requiring good examples of a kind are  
• guessing games, such as the board game Taboo (Wikipedia.org, 
2013d), or  
• the design of icons or signs.  
Aspect IV describes a prerequisite that needs to be fulfilled on a procedural level, not 
a user interface level; hence it is not considered here. 
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The above list provides ingredients for a cognitive prototype driven design of the web 
module. The ingredients could be combined in several ways, of which the author 
chose to address the three demanded aspects of, instant messaging, competition, and 
guessing games. In the next section, the ingredients chosen by the author will be 
combined in a system concept. 
The previous procedure showcases the basic principle of cognitive prototype based 
digital system design. In this example, the author determined possible prototypes 
simply through immediacy. The identified prototypes may be extensively varying 
among persons; hence, more elaborate designs should capture concepts directly from 
possible end-users. This highlights the importance of methodologies and tools, in 
order to get a more precise shared cognitive prototype structure. 
SALIENT SUPER CONCEPT MODELING GAME CONCEPT 
The above ingredients suggest a system implementation in a game context. Accord-
ing to this, the user input element should follow the design of a social network activi-
ty stream. Contrarily to a common activity stream for direct communication, its ele-
ments should be optimized towards communication in a guessing game, where users 
implicitly communicate with each other. The according user interface is displayed in 
Figure 5-38.  
 
Figure 5-38. ColleaGuess user interface consisting of an activity stream, and 
competitive game elements, 
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In order to start the procedure, respectively play the game, users need to click on the 
play button. As soon as the button is clicked, a task is displayed in the activity 
stream, such as “name actions similar to writing a text”, and players are required to 
provide answers. Whenever such answers correspond to answers of other participants’ 
all players with matching answers get points, Herby points correlate to the amount of 
matching answers. An answer is more valuable if it is given by a higher amount of co-
players. This game element fosters typicality, since users try to find answers possibly 
general for all other participants. Typicality is an important feature of salient proto-
types. Another feature promoting salient answers is immediacy. Therefore, the score 
also works as a count-down timer. This way, players are urged to answer quick and 
immediately, in order to increase the score. Players are also able to pause the game, 
which also pauses the count-down of the score, and empties the task pane. They may 
also skip the current task, if they desire. Moreover, like in social network communi-
ties, it is possible to create new groups or join different existing one. For the underly-
ing purpose of capturing a salient cognitive concepts structure, it is important to 
setup possible end-user groups. While the user interface elements ensure the basic 
aspects required for salient super concept modeling, the underlying procedure, sche-
matically shown in Figure 4-24 (p. 181), also needs to be implemented. With some 
additions, this procedure can be realized through the game logic illustrated in Figure 
5-39.  
 
Figure 5-39. The game logic adapted from super modeling approach procedure 
shown in Figure 4-24. Gray dashed lines indicate transitions of the original 
procedure. 
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The game logic describes the different types of tasks, and how those fit into the orig-
inal procedural concept. The tasks are provided from several pools, which are filled 
during the game. The initial pool of actions may be filled by system designers, or 
end-users using the sub-action modeling module, described earlier.  
The game logic in combination with the user interface addresses all four aspects un-
derlying the salient super concept modeling system. The implementation of fun ele-
ments should furthermore foster the usage of the system. Besides a high-score list, 
the module also provides feedback on cognitive affinity among colleagues, which 
might be another interesting feature raising motivation for using the system. 
More importantly the module delivers a merged conceptual model of all user-inputs. 
Enriched with general salience information from search engine query amounts this 
model should provide a valuable basis for further developments. 
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CONCLUSIONS – DT MECHANISMS AND GUIDELINES 
Since this digital system followed cognitive prototype driven design principles of Digi-
tal Transformatives, the transformative mechanisms can be summarized in the follow-
ing schema. 
 
Figure 5-40. Transformative mechanisms of the super salient concept modeling 
game. 
The user interface provides a shared basic level of cognitive prototype concepts. The 
source system context demanded user input of concepts. The input context was ad-
dressed by a social communication inspired interface. Moreover, the source context 
demanded salient and typical concept inputs. Therefore, the prototype of a guessing 
game was implemented to acquire typical user answers under time pressure. All was 
combined through social competitive game rules, where points are gained when par-
 Chapter 5 Iterative Use Case Prototypes 
 
247 
ticipants of a community agree on inputs. Competition and team play are prototypes 
for fun, both included here. 
First tests during the development of the system also led to the following guideline: 
Challenge Experience 
End-Users are usually not 
designers. Their cognitive 
concepts for design are 
not elaborate. 
Instead of providing tasks in a design context, it is 
advantageous to let users operate in an action con-
text. Cognitive action concepts are more salient and 
prototypical in end-users minds. Taking, for exam-
ple, the design of the craftsman’s cup (introduced in 
chapter 4.3.2, pp. 172). Instead of starting with the 
source concept of a handle, which allows for ham-
mering, it is better to activate the cognitive concept 
of the action of hammering. Hence, the first users 
need to determine actions similar to hammering, 
instead handles similar to a hammer handle. 
5.3.3 Reading Speed Test 
While the previous tools were mainly created for capturing the conceptual model of 
possible end-users in a specific context, the following tool aims at a casual method 
for cooperatively modelling concept structures more generally.  
The tool is based on the comprehensive investigations and discussions of the influ-
ences of language during the cognitive development of concepts. For example, the 
linguistic relativity hypothesis led to multiple studies and discussions on the im-
portance of language for our understanding of the world (Berlin & Kay, 1969; Da-
vidoff, 2001; Derose, 2005; D. Gentner & Goldin-Meadow, 2003; P. Kay et al., 2009; 
Saunders & Van Brakel, 1997; Whorf & Carroll, 1956; Woodbury, 1991). While lan-
guage surely influences knowledge construction, in turn, it also provides a good rep-
resentation of conceptual shapes in our minds. In this context, studies on reading 
provided a profound reflection on learning processes, automatization, and chunking 
(G. D. Bower, 2008; LaBerge & Samuels, 1974; LaBerge, 1975, 1976; Samuels et al., 
1978). Moreover, several studies show an improvement of reading speed with rising 
age in the phases of cognitive development, as visualized in the diagram in Figure 
5-41 (Artelt, Naumann, & Schneider, 2010; Buswell, 1922; Gilbert, 1953; Grissemann, 
1981; Hunziker, 2006; Lefavrais, 1967; Linder & Grissemann, 2003; Mayringer & 
Wimmer, 2003, 2008; Stanford Earl Taylor, Frackenpohl, & Pettee, 1960). 
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Figure 5-41. Diagram visualizing results of multiple studies on the relation of 
reading speed and age, from (Hunziker, 2006). 
Test persons with better reading performance also achieved better text comprehen-
sion, and showed fewer regressions in their eye-movements (times words had to be re-
read). Other studies on reading speed and comprehension underline further correla-
tions with expertise (Artelt et al., 2010; Hunziker, 2006; McNamara & Kintsch, 1996; 
Stanford E. Taylor, 2006). Since expertise is context dependent this also indicates a 
relation between the topic context and its reading speed.  
To get further insights a small scale online test with 8 subjects has been conducted 
on reading speed. Four of the subjects were female and the age ranged from 25 to 58. 
In the test readers were asked to read similar texts in their mother tongue, German, 
and in the foreign language English. The reading test was succeeded with compre-
hension questions, to validate proper comprehensive reading. The results indicate an 
approximately 30% higher letter processing speed of the test subjects in their mother 
tongue.  
For further indications, the first prototype of a simple reading speed test has been 
improved to be more appealing for users. Therefore, it was transformed into a speed 
reading game, as shown in Figure 5-42. 
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Figure 5-42. Screenshots of a cooperative online speed reading game for cap-
turing cognitive concept structures. Session setup interface (left) and in game 
interface (right). 
The game can be played in training mode, to practice speed reading, or in a competi-
tive mode against friends. During the game a selected text is presented sequentially 
subdivided into small chunks. Each text chunk flashes up for a certain time period, 
disappears again, and a word cloud of the text shows up. From this word cloud play-
ers select the words they recognized in the previous text chunk. The display time of 
the text chunks is adapted instantly during the game, according to the error rate. 
Prior to each session users are able to select the input text, and set the starting val-
ues of the words per minute related display time, the length of the text chunks, and 
the number of rows shown at once.  
The multiplayer mode allows for competition between multiple friends. Therefore, 
one player needs to initiate a session by selecting a text, and sending the session 
URL to possible participants. Each invited participant may join the session by read-
ing the given text, while the final score is dependent from the words per minute 
(WPM) value and the error rate. 
Besides the motivation of practicing speed reading, a high-score, and the competition 
should raise interest in using the system. First tests showed that reading speed dif-
fered clearly for single readers among various subject domains. Reading speed and 
error rates performances were much better on user familiar domains. Therefore, it is 
strategically advisable in multiplayer games, to setup sessions with texts of familiar 
domains, which are ideally unfamiliar for the competing readers. Hence the multi-
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player mode fosters the tool to be used in a broad variety of subject domains. As a 
result a broad domain based model of cognitive concepts of each participant is gener-
ated. 
For future work, the speed reading game should be tested and evaluated in large 
scale. However, first indicators, combined with evidences on reading speed from other 
studies, show the potential of this casual game for generally capturing cognitive pro-
totypes. 
5.3.4 Conclusion – How to Create Tools for Capturing Cognitive Con-
cept Structures 
This section briefly gives a general overview on how to create tools for capturing 
cognitive concept structures. It will be a summarizing guidance, concluding experi-
ences based on the practical design of cognitive tools, theoretical knowledge about 
cognition, and the methodological developments for Digital Transformatives. The 
following summary should help with the creation of tools for capturing cognitive con-
ceptual structures in a salience similarity space. 
The required salience-similarity space demands  
• representations of concepts,  
• their relative salience,  
• and relative similarity distance to each other.  
CHOOSE PROPER REPRESENTATIONS OF CONCEPTS 
Today’s digital interfaces allow for addressing cognitive concepts of various types. 
Therefore, one should consider the closest common interface mechanism to user ac-
tions involved in the targeted task. Hereby, linguistic terms provide valuable repre-
sentations of concepts, and are easily captured and analysed. Moreover, aural and 
visual information are also common digital in- and output mechanisms. Even haptic 
interfaces in form of force-feedback devices or 3D printers are available. However, of 
the named representations only linguistic terms can provide anchors to all kind of 
concepts, while the other representations are often mainly addressing concrete con-
cepts. 
After the concept representation, and an appropriate interface is chosen, it is neces-
sary to determine salience of user concepts. 
DETERMINE RELATIVE SALIENCE 
In order to determine relative salience of captured concepts, it is advantageous to 
measure user performance of involved cognitive concepts, since salience corresponds 
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to efficiency. Usually time is a good measure for performance. In practice, it is helpful 
to identify tasks involving the targeted concepts, such as recognizing colors, sounds, 
haptics, or terms, and measure performance times for those. Alternatively, one could 
capture comparative user ratings for familiarity, to get further refinements. 
DETERMINE RELATIVE SIMILARITY DISTANCE  
As the work on super salient prototype modelling shows, similarity distances of con-
cepts can well be approximated through cognitive categorization. Hereby it is im-
portant to keep in mind that cognitive categories are not as well defined as the com-
monly understood categories. They change dynamically over time and context. Simi-
larity distances can be approximated by integrating similarity and generalisation 
requests into the tool. 
CONCLUDING GUIDELINES 
The above explanations are concluded in the following guidelines: 
Challenge Experience 
Choose proper concept 
representations 
Linguistic terms provide valuable representations of 
cognitive concepts. Additionally, one should consid-
er the closest common interface mechanism, to the 
requested concepts, may it be aural, visual or hap-
tic. 
Determine Relative Sali-
ence 
Implement a task involving the addressed cognitive 
concepts and measure user performance. Usually 
time is a good measure for efficiency. The quicker 
the performance the more salient the referring con-
cept. Also, let users comparatively rate for familiari-
ty or typicality for further refinements of the struc-
ture 
Determine Relative Simi-
larity Distance 
Implement request for similar concepts, or generali-
sation tasks to approximate similarity distances  
Table 5-3. Guidelines on how to create tools for capturing cognitive proto-
types.
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6 Conclusion, Critical Reflection and Outlook 
The first part of this chapter provides a summary of the previous text. Afterwards, 
most significant findings are reflected in the context of interactive digital system de-
sign. The final outlook starts with a perspective on the potentials of cognitive proto-
types beyond software design, and how new digital methods may help with the iden-
tification and exploitation of such potentials.  
6.1 Digital Transformatives Summary 
This work was initiated by the observation that mnemonic devices release hidden 
user intrinsic potentials. Hereby, users transform a given task in a different context of 
increased efficiency, where they achieve remarkably better performances despite the 
extra transformational effort needed for encoding and decoding information. Motivat-
ed by such cognitive tools of enhanced efficiency, this thesis aims at establishing a 
new class of interactive digital systems, which utilize the same basic mechanisms for 
improving usage efficiency. Since the transformation is conducted digitally, those 
systems are called Digital Transformatives (DT). 
6.1.1 Basic Schema 
The basic schema outlines the class and helps with the identification of DT systems24.  
 
Figure 6-1. Digital Transformative basic schema for reducing user effort by of-
fering an interface in a user efficient context. Information encoding and decod-
ing becomes part of the design, and needs to be implemented digitally by the 
system. 
 
                                         
24 further elaborated in chapter 1.5.2 Basic Schema of Digital Transformatives (pp. 8) 
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While conventional digital systems often offer interfaces in a functional context, DTs 
transform user interaction to areas of high cognitive performance, as visualized in 
Figure 6-1. Hereby, the DT user interface may be situated in a completely different 
usage context. 
This working principle corresponds to the one of mnemonic devices. However, in con-
trast to those, DTs additionally relieve the user from any transformational cognitive 
load, since context shifts are implemented digitally by the system. Therefore, the 
transformation should already be considered in the design phase, to promote infor-
mation encoding and decoding between the new user interface context and the origi-
nal function context. 
Prominent examples meeting this schema are passphrase pattern inputs or the 
LOGO Turtle, shown in Figure 6-2 (Logo Foundation, 2000; Meacham, 2013). 
 
Figure 6-2. Examples for DTs: Android Pattern Lock (left) and Papert’s 
LOGO Turtle (right) (Logo Foundation, 2000; Meacham, 2013). 
The pattern number lock provides users with a visual input interface, which internal-
ly maps patterns onto number codes. There is no need to memorize or even think 
abou abstract number codes. Users instead work with shapes or paths, which appear 
to be more natural. 
The same applies for the idea of learning with the LOGO Turtle. The LOGO Turtle 
internally consists of a programmable computer with the appearance of a movable 
object. Learners are able to “talk” to this turtle in a programming language. This 
way they can teach it behavior, such as how to move on a certain path. While the 
learners get the impression to talk to a turtle, functionally they are programming a 
computer. Further examples are described in section 2.2. 
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6.1.2 Background and Working Principle 
The basic schema helps with identifying DTs, however, more detailed knowledge 
about the characteristics and mechanisms of high performance contexts is necessary 
for fully understanding, and finally designing DTs.  
BACKGROUND ON COGNITIVE EFFICIENCY 
A review of evidence based research on mnemonic devices and associative cognitive 
processes, such as conceptual metaphors, cognitive categorization, and semiotics, 
highlights the importance of cognitive prototypes (CP) for this work25. CPs define 
areas of high cognitive efficiency. The formation of CPs is related to chunking and 
automatization. In order to understand cognitive efficiency in communication, it is 
necessary to investigate shared cognitive models. Therefore, the term of shared basic 
levels is being introduced. A shared basic level describes a salient prototype concept 
shared among different communicating parties26. 
RETROSPECTIVE STUDY OF EXISTING SYSTEMS 
An evaluation of the cognitive findings against existing systems further showed the 
importance of the two properties of meaningfulness and increased familiarity. Hereby, 
a retrospective property extraction revealed that the two properties were common to 
all context shifts conducted by the investigated systems27. Consequently, they can be 
considered as fundamental characteristics of Digital Transformatives. Other features 
did not occur in all context shifts. The relative frequencies are visualized in a tag 
cloud shown in Figure 6-3. 
 
 Figure 6-3. Context shift property tag cloud sorted by frequency. Familiarity 
and meaningfulness appeared in all context shifts of the investigated DT sys-
tems. 
                                         
25 2.1 Relevant Cognitive Mechanisms (pp. 14) 
26 2.1.7 Cognitive Efficiency Catalysts in Communication (pp. 48) 
27 2.2, Retrospective Property Extraction of Existing Digital Transformatives (pp. 57) 
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Those results are in line with findings on the cognitive background28. The colloquial 
term “familiarity” meets a commonly understood concept, which corresponds to cog-
nitive prototype categories and processes in practice, as evaluated in this thesis29. 
MODEL FOR COGNITIVE EFFICIENCY IN COMMUNICATION 
The results are summarized in a concept for cognitive efficiency in communication, 
shown in Figure 6-430. 
According to this model, efficiency in the communication of new knowledge from 
speakers to listeners is dependent on the conceptual mapping between base and tar-
get concepts. If speakers want to communicate new target concepts to listeners they 
may utilize a base concept, which is known and interpreted by the listeners. 
Hereby, efficiency is dependent on the similarity of target and base concepts, and on 
the cognitive salience of the utilized shared base concept. This suggests the use of 
shared basic levels with certain similarity to the target concept, for most efficient 
communication. 
 
Figure 6-4. Efficiency model of human communication. Deduced from eviden-
tial cognitive research. 
                                         
28 3.3. Digital Transformative Main Characteristics (pp. 116) 
29 3.4. Basic Concept Validation (pp. 119) 
30 3.1. Concept of Cognitive Efficiency Drivers in Human Communication (pp. 110) 
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WORKING PRINCIPLE OF DIGITAL TRANSFORMATIVES 
This efficiency model in human communication can be further adapted towards a DT 
concept model, shown in Figure 6-5. 
 
Figure 6-5. Schematic representation of the Digital Transformatives concept 
and its working principle. 
According to the given concept, context shifts are implemented through the user 
interface, which offer bidirectional conceptual mappings from original function con-
texts to highly efficient usage contexts, through transitional encoding and decoding. 
The user interface resides at a cognitive shared basic target concept, achieving maxi-
mum user familiarity and sufficient similarity to the original source concept. 
In principle, Digital Transformatives cognitively work analogous to cognitive catego-
rization or metaphors in communication. An essential requirement for a successful 
implementation of conceptual mappings is similarity between base and target con-
cept. Hereby, increased similarity of two concepts seems to correlate to a greater 
amount of shared salient features. 
The details of this working principle become clearer if we consider them on a level of 
cognitive concepts. Therefore it is necessary to approximate our cognitive structures 
through a model of concepts arranged in a salience-similarity space31. The salience-
similarity space represents our cognitive structure, visualizing salience values, and the 
relative similarity of concepts. Cognitive prototypes are recognizable as peaks, the 
                                         
31 4.3.2 DT Design Challenge (pp. 180) 
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more similar two concepts, the closer they are on the similarity plane, as depict in 
Figure 6-6. 
 
Figure 6-6. The working principle of Digital Transformatives referred to the 
visualization of a salience-similarity space of cognitive concepts.  
In this visualization, conventional systems address concepts in close similarity to the 
original, usually function related source concept32, while DT design aims for nearby 
super salient cognitive prototypes, which typically mark areas of high cognitive effi-
ciency. 
Consequently, the design of Digital Transformatives initially requires the identifica-
tion of relevant prototypes with sufficient similarity to the source concept33. Similari-
ty comparisons are also active in the innate cognitive processes of categorization34. 
This suggested the development and implementation of methods for extracting cogni-
tive prototype categories, in order to span the salient-similarity space, as described in 
the next section. 
6.1.3 Designing Digital Transformatives 
A major challenge, during the design of interactive digital systems, lies in the provi-
sion of a proper user interface. Therefore, system designers typically first analyse 
                                         
32 Source concepts are cognitive complements to source actions, which may be determined 
through initial task analyses. 
33 Section Similarity Measures for Prototype Categorization (pp. 33) 
34 2.1.6 Pervasiveness of Similarity Comparisons and 2.1.7 Cognitive Efficiency Catalysts in 
Communication (pp. 45) 
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relevant user actions to provide interface solutions directly addressing demanded ac-
tions. During such a design procedure, the given problem context predominantly 
activates salient concepts within the designer, in close similarity to the source con-
cepts. Hereby, based on previous experiences, system designers almost automatically 
tend to think of common interface solutions35. Those direct associations possibly hin-
der them from finding further cognitive prototypes, with close similarity and superior 
salience. Creativity techniques, such as Brainstorming, may get our thoughts beyond 
those obvious concepts. Unfortunately, such techniques also produce some sort of 
noise, resulting in strong random concepts, which are often completely unrelated to 
the source concept. Moreover, those concepts may outshine good candidates.  
Therefore, based on research on categorization and cognitive prototypes36, two ap-
proaches have been developed to systematically span up a salience-similarity-space 
(Figure 6-7 (left)), and identify DT candidate prototypes.  
 
Figure 6-7. The DT design challenge (left). Salient Super Prototypes Ap-
proach for systematically identifying target contexts of high salience and suffi-
cient similarity to the source context (right). 
The processes initiate from source concepts and gradually expanded the salience-
similarity-space towards prototype concepts of adjacent similarity. One procedure 
identifies relevant concepts through generalization, as detailed in Salient Super Proto-
                                         
35 4.3.2 DT Design Challenge (pp. 180) 
36 2.1.4 Concepts, Prototypes, and Categories (pp. 24) 
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type Identification Approach (pp. 175). The other procedure builds on sub concepts of 
the source concept, elaborated in section Sub-Action Modeling Approach (pp. 183). 
Both approaches capture concept structures directly from possible end-users. The 
single steps involved will be briefly described in the following section. Ideally, each 
step should be performed without knowledge about the previous step. Consequently, 
they may be performed by distinct user groups. In any case, results should be sorted 
by frequency or immediacy, as research on cognitive prototypes suggest. 
SUPER SALIENT PROTOTYPE IDENTIFICATION 
The cognitive background of the super salient prototype identification approach is 
visualized in Figure 6-7 (right). Similar prototypes are requested from participants to 
iteratively determine super prototypes. Every super iteration reveals more general 
concepts, going along with prototypes of increased salience and a broader context. 
Hence, the iterations progressively expand the conceptual context and increase dis-
similarity. Examples of those generalized concepts, offer further salient cognitive pro-
totypes. This way the procedure concentrically spans the super-salience-space, The 
iterative identification procedure of salient super prototypes is described in Figure 
6-8. 
 
Figure 6-8. Iterative identification procedure of salient super prototypes. 
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It initially starts from a source concept, iteratively revealing super concepts. Addi-
tionally, each super concept provides access to most salient concepts of this class, 
offering super salient concepts similar to the source concept. Similarity decreases with 
every super iteration. 
SUB-ACTION MODELING APPROACH 
 
Figure 6-9. Iterative identification of similar salient prototypes through sub-
action modeling. 
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While the super salient prototype identification approach was derived only from evi-
dential cognitive findings, the sub-action modeling approach was developed from a 
technical perspective, originating in the Hierarchical Task Analyses. The procedure is 
summarized in the following illustration. 
Both methods should provide numerous relevant cognitive prototypes of differing 
salience and similarity. In a next step, the results may be sorted by end-users, provid-
ing additional familiarity and efficiency ratings.  
METHODS FOR FAMILIARITY ASSESSMENT 
The primary requirement for any Digital Transformative (DT) should be maximum 
user familiarity, which correlates to cognitive prototypes37. Hence, an initial assess-
ment of design ideas according to user familiarity increases the chances for determin-
ing proper DT concepts. Four possible methods for familiarity assessment are pro-
posed38: 
Heuristic expert estimation: Experts assess the level of familiarity for certain tasks 
or actions. This is considered to be the most effortless, but also most inaccurate 
method for familiarity assessment. 
Probabilistic environmental observation: Cognitive prototype categories are being 
developed based on environmental or behavioral occurrences; hence, an adequate 
measurement of such occurrences may offer a fairly accurate probabilistic pattern, 
corresponding to cognitive patterns of high performance within users. 
Learning curve analysis: A learning curve analysis is based on the idea that user 
efficiency of processes and procedures increases with practice and occurrence fre-
quency. Performance analyses allow for determining the learning curve for certain 
actions and the performance state on that curve. This way they give indirect impli-
cation on the current level of familiarity. 
User rated familiarity: User rated familiarity offers an accurate method for assess-
ment. The method requires potential end-users to assess action contexts by familiar-
ity. Tests showed that user rated action familiarity significantly correlates to per-
formances. 
Table 6-1. Methods for assessing familiarity. 
                                         
37 User Rated Familiarity (pp. 171) 
38 4.2.1 Methods for Assessing Familiarity (pp. 162) 
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While expert estimations or learning curve analysis are common, well elaborated 
techniques in user interface design, the two methods of probabilistic environmental 
observation and user rated familiarity need further explanation and evaluation. 
Probabilistic Environmental Observation 
A color perception test, conducted in this work, highlights the relation between envi-
ronmental input stimuli and the development of conceptual structures39. The test 
application also provides an example implementation for the measurement of envi-
ronmental stimuli. Its interface and results are shown in Figure 6-10.  
 
Figure 6-10. User interface of an application developed for analyzing the 
probabilistic environmental color stimuli of test-persons (top). Test results 
(middle) compared to the a distribution found through the Basic Color Terms 
study (Berlin & Kay, 1969). 
                                         
39 Probabilistic Environmental Observation (pp. 162) 
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In this test, the quantized color perception of multiple persons from the same area 
was analyzed, accumulated, and averaged, to get a probabilistic environmental analy-
sis. The results show clear similarities to some outcomes of the World Color Survey 
and the Basic Color Terms study. Those studies captured cognitive concepts on col-
ors and color terms of various cultures around the world, and provide an extensive 
ressource for assessing cognitive concepts (Berlin & Kay, 1969; P. Kay, Berlin, Maffi, 
& Merrifield, 2007; Richard Cook et al., 2012). Thus, the color test clearly indicates 
that the occurance of environmental stimuli probabilistically maps onto the for-
mation of cognitive conecpts. This gives hint for the validaty of this method for de-
ducing cognitive concept structures from environmental user stimuli. 
User Rated Familiarity 
Additionally, a validation of user rated familiarity showed that users are able to rate 
familiarity with sufficient accuracy for this application40. The test provides evidence 
on a correlation between user familiarity assessments and user performances, indicat-
ing the efficiency potential of familiarity, as visualized in Figure 6-11. 
 
Figure 6-11. Extensive test on accuracy of user rated familiarity and its rela-
tion to performance. 
Further analysis, of more than 29000 matches of the German professional football 
league showed a clear tendency for performance improvements if teams had fewer 
turnovers during a season41. Hereby it was assumed that fewer fluctuation of team 
                                         
40 User Rated Familiarity (pp. 171) 
41 3.4.3 Correlation between Familiarity and Performance in Team Sports (pp. 126) 
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members correlates with higher team familiarity. The average performance improve-
ment of the top teams, which had 4 times less turnovers, was determined with 22 
percent. 
RELATIONS BETWEEN FAMILIARITY, AUTOMATIZATION, AND COGNITIVE PROTO-
TYPES 
The investigations on familiarity and efficiency also emphasize a correlation between 
practice in automatization processes and familiarity. Based on a stability index for 
the logarithmic growth of un-familiarity of approximately R2=0,98, the relation of 
familiarity and performance can be described with a logarithmic progression, with a 
stability index of R2>0,9. Hence, analogies to the formula for the law of practice, 
describing automatization processes42, underline the assumption that familiarity cor-
responds to practice in automatization processes (illustrated in Figure 6-12 (left)). 
 
Figure 6-12. Indicators for familiarity corresponding to practice. Familiarity in 
team sports in relation to performance (left). Familiarity and performance in 
the face memory test (right). 
Those findings are further supported by a user rated familiarity test, as shown in 
Figure 6-12 (right). Consequently, familiarity seems to be a valuable measure for 
finding prototypes, and the studies give further insight on how those cognitive proto-
types are formed.  
INTEGRATED SYSTEM DESIGN METHODOLOGY 
The findings and systematic design elements of Digital Transformatives integrate well 
into typical interactive system design procedures. Accordingly, Figure 6-13 shows an 
adaption of the common design approach towards a cognitive prototypes oriented 
interactive system design procedure43. This adapted procedure suggests the consider-
ation of DT heuristics during the conceptual idea development phase. Methods for 
                                         
42 From controlled to automated processes to habituation (pp. 38) 
43 4.2, Interactive System Design Methodology for Digital Transformatives (pp. 160) 
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systematically identifying salient cognitive prototypes may be used to foster the find-
ing of DT concepts. In a next step, the common requirements and guidelines based 
evaluation of the design ideas should be complemented by familiarity assessments. 
This leads to a prototype oriented initial system concept, which is further refined in 
an iterative development phase.  
 
Figure 6-13. An adaption of the common interactive system design approach 
fostering systematic Digital Transformatives design. New aspects are high-
lighted in blue. 
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Within the iterative development phase, DT guidelines and principles should be con-
sidered at every conceptual refinement. Additionally, familiarity assessments should 
be implemented in the evaluation phases. 
6.1.4 Use Case Prototypes 
Besides the previously described test cases, multiple use case systems have been im-
plemented, throughout this research, to study the theoretical concepts practically44. 
The use cases started off with the description of initial concept design ideas, high-
lighting the integration of landmarks into navigation systems45. Moreover, the influ-
ences of this work on the Science Center To Go have been detailed.  
The second generation46 describes first approaches which were developed to investi-
gate the importance of familiarity, and the correspondence to performance and cogni-
tive prototypes. The importance of a comparative assessment tool has been evaluat-
ed47. This Digital Transformative was also used to underline that users were able to 
accurately rate their own familiarity, and hereby implicitly assess areas of high per-
formance. Moreover, based on the concept of Transitional Objects in learning, it has 
been detailed how Digital Transformatives may be used for inducing behavior change. 
In this context, an application, called digital beverage coaster, was developed to 
elaborate on the relation between Persuasive Technologies and Digital Transforma-
tives48. 
In the third generation49, methodological tools were introduced and developed for 
supporting cooperative web based Digital Transformative design. At first, a conven-
tional iterative design cycle has been used for the implementation of a cooperative 
web module for Sub-Action Modeling. In contrast, the second development of a mod-
ule for Salient Super Prototype Modeling emphasizes on DT specific design elements. 
Its user interface is shown in Figure 6-14 (left). 
                                         
44 Detailed in chapter 5 Iterative Use Case Prototypes (pp. 197) 
45 Generation 1 – Concept Designs and Science Center To Go, (pp. 198) 
46 Generation 2 – First Approaches based on Familiarity (pp. 214) 
47 Assess the Assessable (pp. 227) 
48 Drinking Garden – a Digital Beverage Coaster, (pp. 219) 
49 Compare Table 5-1, and (pp. 249) 
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Figure 6-14. The user interface of a game based DT for Salient Super Proto-
type Modeling (left). A screenshot of the Speed Reading Game for capturing 
general cognitive concept structures (right). 
Hence, the design methodology described in DT Web Module Salient Super Prototype 
Modeling (pp. 241), provides a basic example, showcasing cognitive prototype orient-
ed DT design. Finally, another tool is described in form of a speed reading game 
(Figure 6-14 right). The tool is supposed to provide a module for generally extracting 
cognitive structures of users in their leisure time. 
6.1.5 Function Characteristics and Design Guidelines 
The research on the concept and working principle of Digital Transformatives pro-
vides a solid basis for specific development support. Additionally, the iterative re-
search methodology of this thesis was driven by hypotheses, which were transformed 
into DT functional features, and complemented by design guidelines. The functional 
characteristics and design guidelines developed throughout the work are summarized 
in the DT framework. The main attributes and interrelations among those attributes, 
of DTs are graphically summarized in Figure 6-15. A chronological summary, includ-
ing all hypotheses, can be found in section Appendix B - Hypotheses, Features, and 
Guidelines (pp. 292). 
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Figure 6-15. Functional characteristics of Digital Transformatives. 
FUNCTIONAL CHARACTERISTICS 
The fundamental feature of Digital Transformatives is expressed in Feature 1. DTs 
are able to aim for superior user performance (Feature 1) if a system usage context 
shift releases user intrinsic potentials (Feature 12). According to the DT concept, DT 
interfaces are situated in high performance user contexts. System functions need to 
be encoded into such contexts, while user inputs are decoded back into function con-
texts (Feature 4).  
The concept depends on high performance usage contexts (Feature 10). Hence, Fea-
ture 4 is dependent on Feature 10. According to cognitive research, prototype catego-
ries mark such areas of high human potentials. They are mainly formed through au-
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tomatization, learning processes, and frequent occurring environmental stimuli 
(Feature 5, Feature 6). Salience is a major characteristic of cognitive Prototypes 
(Feature 9). Moreover, human beings living in similar environments tend to develop 
similar cognitive prototypes (Feature 2). 
Additionally, the practical feature extraction, conducted in chapter 2.2, suggests the 
importance of familiarity, in relation to cognitive prototypes (Feature 11). The basic 
concept validation (chapter 3.4.4) provides supplementary empirical evidence for Fea-
ture 5 and Feature 6, which, in combination with Feature 3, refine validity of Feature 
11. 
Feature 11 offers further validation for Feature 10, which is also supported by cogni-
tive evidences expressed in Feature 6, Feature 5, Feature 9, Feature 2. Thus, Feature 
10 is based on a comprehensive empirical ground, also validating Feature 4, which 
provides the basis for Feature 12. 
DESIGN GUIDELINES 
After the basic concept and the principle of operation of Digital Transformatives 
have been elaborated, further investigations are driven by the question, whether there 
is a systematic design methodology for creating Digital Transformatives, expressed in 
Hypothesis 3. 
Design concepts for interactive systems usually evolve from ideas gathered through 
brainstorming sessions. Such conceptual ideas are assessed based on previously de-
termined requirements, experience based heuristics, and guidelines. Consequently, the 
basic principles of Digital Transformatives need to be implemented on the brain-
storming and requirements level, which is influencing the concept design (Guideline 
3). 
In a common interactive system development procedure, any concept idea and im-
plementation should be assessed on overall system requirements. Requirements ought 
to be implemented through familiarity assessment, which, hence, has an outstanding 
role in the design of DTs (Guideline 4. Assess concepts and implementations by user 
familiarity.). 
The investigations conducted in this work suggest four major methods for assessing 
familiarity (Guideline 5, Guideline 6, Guideline 7, and Guideline 8) 
In an iterative development cycle, Digital Transformatives are first implemented on a 
conceptual level. The first concept ideas evolve from empirical knowledge and may be 
complemented through creativity techniques, such as brainstorming. While Know-
how may be acquired through experience, creativity is an unreliable factor. The in-
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vestigations on the working principle of DTs provide an informative basis for creating 
systematic heuristics, which reduce the dependency on designer creativity and their 
unpredictable nature. 
The working principle is expressed in Guideline 9. Find super salient cognitive con-
cepts in sufficient similarity proximity to original function related concepts. 
Since DTs address cognitive concepts within possible end-users, it is ideal to actively 
involve the users in the concept design process (Guideline 10. Capture information 
directly from possible end-users. System design concepts should be based on a shared 
cognitive model of possible end-users.). 
Based on the previously given prerequisites, two procedures are proposed to identify 
DT concepts. The first builds on cognitive studies on categorization and findings on 
efficient communication, as elaborated in chapter 2.1 (Guideline 11. Traverse super-
ordinate concepts to find cognitive prototypes of close similarity.). 
The second procedure builds on a combination of cognitive insights on similarity 
measures and prototypability, and on measures and results determined from require-
ments analyses (Guideline 12. Ask for super salient neighbors which share salient sub 
actions (features) with the functional action (source concept).) 
The final section on the practical analysis of use case prototypes revealed important 
empirical heuristics for inducing behavior change expressed in Guideline 13. Transi-
tional Objects offer valuable anchors to induce behavior change with Digital Trans-
formatives.. 
An Overview of all elaborated guidelines and features is given in Figure 6-16. 
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Figure 6-16. Overview of identified DT function characteristics and their rela-
tion to DT design guidelines. 
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6.2 Future Work – Cognitive Prototypes beyond Interactive Sys-
tem Design 
The previous text highlights the importance of Cognitive Prototypes (CP) for the 
design of interactive systems. However, due to the ubiquitous significance of CPs in 
everyday life, insights, detailed in this work, can be further transferred to other do-
mains. CPs reflect appearances everywhere around us, in countless variations. This 
omnipresent pulse of occurrences and frequencies has a fundamental reason, survival 
of the fittest.  
Evolution made us become a highly efficient organism within our environment. Food 
is our fuel, and analogously, our energy is limited. Our system is optimized for 
achieving the best performance with the resources we have. Hereby, cognitive mecha-
nisms, such as conceptual automatization and prototypization, provide highly effi-
cient solutions for adapting our behavior to the environment we live in. Therefore, 
our cognitive structures are adapted, bundling our minds power to stimuli or actions, 
which are occurring on high frequencies, at the expense of less utilized cognitive con-
cepts. Examples of such adaptation processes are habits, learning, or practice. Over 
time, the processing of frequent stimuli and actions becomes more efficient and pleas-
ant, while processing unfamiliar stimuli strain us. Those effects can be used for com-
munication (e.g. promotion of innovative ideas), may be experienced in recognition 
(illusions), or the sense of beauty (attractiveness, music, fashion, creativity). 
This section will briefly elicit the importance of CPs in the above fields of everyday 
life, highlighting the chances new cooperative tools may bring to identify CPs from 
analyzing shared data on the internet. 
6.2.1 CPs at Conventions, Standards, Norms, and the Force of Habit 
The Digital Transformatives (DT) working principle is based on a concept of efficient 
communication. Essential elements of highly efficient communication are shared cog-
nitive prototypes (CPs). Good examples of such shared prototypes are conventions.  
We all probably have been in a situation where we needed to talk to a stranger who 
spoke an unknown language. In such cases gestures and mimics turned out to over-
come language barriers. Gestures such as waving hands to greet, or thumbs up to 
express approval are more universal than any language. Those gestures are commonly 
understood, although they have not been explicitly defined. They are part of social 
behavior conventions which have been shaped over time and among various cultures. 
Doubtless, as the above example shows, they often improve efficiency in communica-
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tion. We are constantly confronted with numerous other conventions of social interac-
tion; even right now, when you read this text top-down from left to right.  
More generally, conventions, systems, or products, which achieved a dominant posi-
tion in a certain culture, are often also referred to as de facto standards. Examples 
for those are Compact Cassettes, HTML, MP3, QWERTY. Analogies between con-
ventions and cognitive prototypes are apparent. They develop at areas which rapidly 
gain importance through rising frequency of use. One could also say, they develop on 
demand. For example, the advent of type writers and computers induced a need for 
keyboards. Multiple solutions for keyboard shapes and layouts are offered, however, 
with rising frequency of use, certain layouts became dominant. Although, layouts like 
QWERTY may ergonomically not be the most efficient solution for single individu-
als, the general agreement on a certain layout definitely increases shared efficiency. 
Additionally, the agreement on de facto standards, such as QWERTY, reduces com-
plexity in production. On these grounds technical standards usually also improve 
efficiency. “A technical standard is an established norm or requirement in regard to 
technical systems.” (Wikipedia.org, 2013e). We implement and employ norms mainly 
to gain efficiency in engineering, processes, or practices (DIN, 2013; ISO, 2013). A 
standard based implementation of a system guarantees interaction with other stand-
ard based systems, and hereby improves efficiency in production. For example, doors 
can be created by machines following certain norms, instead of measuring each single 
door frame to create a tailor-made match.  
Obviously, the implementation of standards in our daily environment also re-induces 
Cognitive Prototypes. Thus, the implementation of a technical standard does not 
only improve efficiency in production, it also improves cognitive efficiency within 
every human. In modern houses we do not expect variances in door heights and 
widths, in the same way we do not expect height variances within a flight of a stair-
way50 (Cote & Harrington, 2006; DIN EN ISO 14122-1, 2002; DIN EN ISO 14122-3, 
2002). Ancient buildings easily let us experience how much more cautious we have to 
be if such standards are not followed (compare Figure 6-17 left). Moving around be-
comes much more stressful and takes more time, if we need to reconsider every step 
in a stair or every door’s height we are passing.  
                                         
50 “Variance on riser height and tread depth between steps on the same flight should be very 
low.” (Cote & Harrington, 2006, p. 167). 
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Figure 6-17. Standards, conventions, and the force of habits may improve effi-
ciency. If those standards are broken our usage efficiency decreases, as show-
cased through low variances in a stair flight (left), or keyboard layouts differ-
ent to QWERTY (right) (Wikipedia.org, 2012a, 2012b). 
Endless further examples could be given, where standards induce cognitive proto-
types and vice versa. The efficiency gains become most obvious when habits are bro-
ken, such as writing on computer keyboards with foreign language layouts (QERTY 
vs. QERTZ), alternating between playing tennis and badminton, or driving cars with 
shift stick or automatic transmission, The high degree of automatization may also 
become a big risk, for example, when we are driving a car on the left or right side of 
the street, or using a bicycle with hand-break or back pedal break. 
6.2.2 CPs in Perception and Recognition 
Cognitive prototypes also influence much more subliminal and fundamental recogni-
tion and categorization processes. Knowledge about CPs offers simple but powerful 
indicators on how recognition works, and how it can be manipulated.  
Frequently perceived occurrences shape our recognition. For example, we say that we 
are social beings. We prefer to live together with friends and socialize with others in 
cities, instead of encapsulating ourselves, living evenly distributed on mother earth. 
The most expressive part of social communication is exchanged via faces. We con-
stantly focus on faces around us. Our brain adapts to such high frequencies and 
forms comparably strong cognitive face prototypes, to optimize general efficiency51. 
As stated in the DT Design Challenge, or through the color perception experiment, 
such prototypes heavily influence our recognition. Our brain tends to assign stimuli 
                                         
51 Faces are highly efficient cognitive areas, which may explain the importance of profile pic-
tures in social networks. 
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to frequent occurrences. This is why we seem to recognize faces in various random 
patterns such as clouds, fire, wood, or geological formations.  
A prominent example of the influences of cognitive prototypes on perception is given 
by the Martian face. The Martian face has been spotted by the space ship Viking 2 
in 1976 on the surface of Mars (see Figure 6-18). 
  
Figure 6-18. The Martian face, which turned out to be nothing alike (NASA 
Science, 2001). 
The attraction of this appearance was high enough to prioritize its observation dur-
ing the Mars Global Surveyor mission, conducted eighteen years later. Obviously it 
turned out to be a common geological formation (NASA Science, 2001). Similar 
mechanisms might be active in gestalt law effects, as exemplified on grouping laws in 
Figure 6-19. 
 
Figure 6-19. Ambiguous images based on Gestalt grouping rules (middle-
right) (Wikipedia.org, 2013a). 
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The recognition of the implicit triangle (left) and the implicit distorted rectangle 
(right) illustrates the gestalt grouping laws. Triangular shapes are frequent occur-
rences in our environment, fostering the recognition of such shapes, although they 
may not even be visible. The shape of a distorted rectangle, however, is less frequent, 
also reducing the gestalt grouping law effect. Since it is less prototypical it should 
also be slightly more stressful and less pleasant to look at. 
Our favor for occurrences corresponding to highly efficient cognitive prototypes, also 
explains why we like symmetry. Cognitive prototypes are some form of averages, 
which often correspond to mean values in normative distributions. Analogously, most 
cognitive prototypes should be symmetric, as further elaborated in section 6.2.4 (CPs 
on Pleasantness and Affection, pp. 279). This aspect may be exemplified with a per-
son trying to draw a free hand circle. The first try might be quite imperfect, but if 
we repetitively draw the same circle the average of all layers forms a more an more 
perfect exemplar.  
The above explanations show why it is important to analyze cognitive prototypes in 
our perceived environment. This way, we are able to understand and reduce miscon-
ceptions. On the other hand, this allows us to intentionally implement illusions, or 
improve subjective-wellbeing by increasing the amount of cognitive prototypes. 
6.2.3 CPs Help Promoting an Image 
Knowledge on cognitive prototypes can also be very useful for methodical communi-
cation of information. Personal or economic success is often directly related to a cer-
tain public perception. Cognitive Prototypes can be utilized to systematically com-
municate a certain image. In advertising, for example, celebrities are being used as 
cognitive prototypes for subtly inducing a designated association with a product or 
company. 
However, general salient concepts hold further potential for influencing public percep-
tion. Let us consider the goal of establishing a remarkable name or logo. For exam-
ple, the firm name and logo of Apple Inc. makes great use of existing prototypes. The 
shape of an apple is a general prototype, and the same accounts for the term apple, 
at least in English speaking cultures. Hence, the logo and name of the company is 
easily being remembered, because it makes use of a strong existing prototype. In the 
western world, the apple can be seen as a celebrity of fruits. It is omnipresent and 
holds many positive associations; healthiness and vitality are two salient nearby pro-
totypes, for instance. Additionally, to guarantee uniqueness, it is important that the 
prototype of an apple is not already prominently being used by another company in 
this context. 
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While it is often easy to ask gut feeling for commonly developed prototypes, it would 
be helpful to have more objective measures for typicality. Based on the idea that 
cognitive prototypes form around shared general probabilistic maxima, we need a 
source which aggregates spontaneous, interest driven, inputs of numerous individuals. 
Hence, a good indicator on general prototypicality of terms may be found in the 
amount of queries input in search engines. Hereby, it can be assumed that terms re-
lated to more salient concepts, are also entered more frequently. Figure 6-20 displays 
search query amounts for fruit terms entered in Googles search engine. 
 
Figure 6-20. Search query amounts (logarithmic scaling) for fruit terms as an 
indicator for prototypability (suggestqueries.google.com). 
If we are taking such amounts as an indicator for prototypability, apple indeed is 
dominant for fruits; the prototypes of orange, banana, cherry, or strawberry, are 
slightly less salient. Accordingly, a company name like Pitaya would be comparably 
unremarkable. 
 
 
Figure 6-21. Examples for company logos (Apple Inc., 2013; Castrol, 2013; 
Mercedes-Benz, 2013; Toyota, 2013; Unilever, 2013) 
What is true for names, also applies for shapes. Do you recognize all of the logos 
shown above? In this case, search query terms do not help at first sight. A simple 
test, whether a logo addresses prototypes, can be conducted by describing it verbally 
(E. H. Rosch, 1973b). We tend to increase efficiency in our communication by using 
prototypes. Consequently, the complexity of our description is a strong indicator for 
prototypability52. Additionally, another person could make a drawing based on this 
                                         
52compare Cognitive Efficiency Catalysts in Communication (pp. 47) 
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description. The closer the drawing gets to the source concept, and the shorter the 
description, the more remarkable the logo. 
It is easy to describe the Apple logo, and the Mercedes-Benz logo may be described 
with a star inside a circle. Circle and star are two very common prototypes. However, 
the star may not be salient in the form used here. Many individuals might have star 
prototypes with more than three spikes in mind. On the other hand, in the western 
world the Mercedes star has become a common prototype itself. This shows that, 
analogously to de facto standards or conventions, it is possible for big companies to 
shape own cognitive prototypes within their consumers. Nevertheless, this does not 
mean that logos of big companies in general develop into cognitive prototypes. In 
order to shape new prototypes, to a certain degree they should be similar to other 
existing prototypes. 
For example, how would you describe the logo of Castrol Ltd.? The logo of Castrol 
addresses the cognitive prototype of a circle, but includes a hardly describable shape. 
The Unilever logo clearly makes use of a U-shape, despite the complex filling, it is 
remarkable. Contrarily, although the Toyota logo seems less complex, it may also be 
less recognizable, as long as the two inner ellipses cannot be referred to a prototype. 
This logo shows quite well the importance of sufficient similarity to cognitive proto-
types. 
In summary, the creation of a remarkable company name or logo, as described above, 
is fostered by the occupation of existing prototypes, which is taken from a different 
context in order to be established in a new context. For example, a logo with a red 
cross on white ground would hardly be remarkable for a company operating in a 
medical context. However, the same prototype could be a remarkable feature of a 
company logo in a technical context, such as a car repair company, Therefore, it is 
advantageous to occupy strong prototypes in untypical contexts. 
In this section it has been briefly elicit, why and how cognitive prototypes can be 
used to promote an image, and how search query amounts may give an indicator on 
remarkability. CPs can further help determining a remarkable name and company 
logo, and they are also related to pleasantness and affection as described in the fol-
lowing section. 
6.2.4 CPs on Pleasantness and Affection 
If we look at the colors used in the company logos shown in the previous section 
(Figure 6-21), it becomes apparent that they address major salient color prototypes, 
compared to results of the World Color Survey (WCS). The WCS, as well as the test 
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on environmental color occurrences53, show that variations of gray, black, and white 
are most dominant salient colors in a western world environment, followed by natural 
frequencies of red, green, and blue. Those colors are most efficiently processed, and 
should commonly be considered pleasant. Interestingly, most salient colors are also 
often associated with premium, classical, perfectionist products; in this context one 
might only think of dresses or cars.  
Similar clusters can also be found if we look at fashion. While fashion worn by young 
people is highly diverse and colorful, we tend to assimilate to each other with rising 
age. During lifetime a fashion prototype seems to be formed, averaging various 
trends. These averages correspond to the definition of cognitive prototypes.  
A correlation between our sense for affection and averages of occurrences is indicated 
in various fields, besides fashion. The Averager, on faceresearch.org, offers a tool to 
interactively experience this correlation between attractiveness of faces and averages 
(DeBruine & Jones, 2013; Langlois & Roggman, 1990; Langlois et al., 2000; Rhodes, 
2006).  
 
Figure 6-22. The Averager computes the average of faces from a selection pool 
(middle). The left face shows an average of the first two female faces in the 
top row, the right face is the average of the 25 selected faces (DeBruine & 
Jones, 2013). 
The Averager is based on an algorithm, which merges faces to an average. Several 
random faces are available for selection. The left face in the figure shows the average 
of two female faces, while the face on the right forms the average of 25 female faces. 
This clearly illustrates how averages, respectively cognitive prototypes, affect our 
perception. The greater the average the more smooth and symmetrical the face ap-
pears to be. These characteristics, and others, defined through averages may be relat-
ed to pleasantness, and can also be found in many Gestalt laws.  
                                         
53 conducted in the section Probabilistic Environmental Observation (pp. 160) 
Chapter 6 Conclusion, Critical Reflection and Outlook 
 
281 
Other studies show, that trustworthiness also corresponds to cognitive prototypes. 
Those results also correlate with the findings on the correlation between familiarity 
and prototypicality. We tend to have higher trust in people we have seen more often 
than others. Imagine, the actor Arnold Schwarzenegger and another stranger are 
ringing your door bell, trying to sell a vacuum cleaner. It is likely that Schwarzeneg-
ger seems to be more trustworthy to you, although you do not actually know this 
person better than the other. Simply higher occurrence frequencies are sufficient to 
let persons appear more trustful. 
In general, prototype formation is highly dependent on stimulus exposure. The more 
often we process certain stimuli the more efficient we get, due to prototype for-
mation. The more efficiently we process input patterns, the more pleasure it is to 
process them. The Mere Exposure Effect may be a strong evidential indicator for this 
correlation. Independent of the type of stimulus, whether it is a geometrical form, a 
melody, or a human face, the more often we are presented with certain stimuli, the 
more we tend to be affected by them (Bornstein & D’Agostino, 1992; Zajonc, 1968). 
This phenomenon has since been observed in more than two hundred experiments 
(Bornstein, 1989). 
As illustrated above, similarity to probabilistic cognitive prototypes may also serve as 
a measure for determining and evaluating affection. It also serves as an indicator for 
familiarity and trustworthiness. 
6.2.5 CPs in Communication and Innovation 
Extensive exposure of a certain stimuli might also lead to the development of shared 
cognitive prototypes which may further be used categorical in communication. Like 
conventional prototype categories, those dynamic categories are essential for efficient 
communication54. For example, one could say: “There is a person who dances like 
Michael Jackson”. The example wonderfully shows the advantages and the limits of 
utilizing such a category. On the one hand, everyone who saw Michael Jackson’s typ-
ical moves, understands this complex information with minimal effort. On the other 
hand, in a decade the typical dancing moves of Michael Jackson might not be com-
monly known anymore. As illustrated by the example, categories can deliver highly 
efficient tools for communication; however, they may be highly variable, changing 
with expertise and context. Therefore, one should be aware to choose the right cate-
gories for transporting information. The larger the group of addressees the more gen-
eral shared prototypes should be used. The logos of global player companies, dis-
                                         
54 elaborated in Cognitive Efficiency Catalysts in Communication (pp. 46), 
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cussed previously, for instance build on very general salient prototypes. More specific, 
and less salient concepts, could be better if we need to attract a smaller group of 
addressees. 
Knowledge about general prototypes, or expert prototypes within a certain communi-
ty, provides us with important information on possible acceptance of a product. It 
gives hint, whether the market is ready for an innovation. The basis for the ac-
ceptance of any innovation is its understanding. Numerous inventions came before 
their time, where possible users did not see a use for it. One of the most prominent 
examples is the invention of the mechanical movable type printing. Johannes Guten-
berg developed and operated the first press of that kind by 1450. However, he could 
not turn the invention into a profitable business, and got bankrupt in 1456. In 1998 
journalists voted Gutenberg to be “Man of the Millenium”, because of his influential 
invention (Wikipedia.org, 2013c). The new economy provides many more similar 
examples.  
If the acceptance of an invention is based on how it is understood, then prototypes 
help promoting it. Vice versa, prototypes also provide a strong indicator whether it is 
time for an invention or not. Therefore, one should determine significant features and 
user interests related to the innovation, and test germane prototypes for their sali-
ence. This prototypical finger print for innovation can further be related to prototype 
landscapes of other successful and unsuccessful products for comparison. The whole 
procedure is comparable to learning with transitional objects55. Hereby, CPs give easy 
access to similar new information. If sufficient similar cognitive prototypes are estab-
lished in general public, than it is likely that the value of the innovation will also be 
understood. 
Hence, a finger print for innovations, or new ideas, can be created and matched 
against existing cognitive prototypes of possible stakeholders. The amount of similari-
ty of this matching gives an indicator on the acceptance of an idea. 
6.2.6 CPs in social structures 
As exemplified by assimilating fashion with rising age, or the establishment of de 
facto standards and conventions, cognitive structures are not only reflected by single 
individuals, but individual cognitive mechanisms are also reflected and implemented 
in communities and cultures. Hence, we can find cognitive prototypes also in social 
structures. Typically every community has its social hubs of very active and well 
                                         
55 detailed in Cognitive and Practical Background Constructivistic Learning with Transitional 
Objects and Digital Manipulatives, pp. 92 
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received members, while others are completely inactive. This phenomenon can nowa-
days be well observed in digital social networks such as Twitter or Facebook. They 
foster prototype development within communities, by offering tools for easily aggre-
gating and distributing information among group members. 
There are many more analogies between cognitive structures of individuals and social 
structures in communities. For example, in the same way some persons turn into 
specialists for communication, others follow different passions. A community develops 
various professions dependent on demanded services. Like a cognitive prototype, sin-
gle individuals specialize in a certain field, delivering highly efficient work. Our social 
environment shows structures similar to our internal working principles. Conventions, 
for example, show how consensus on frequently addressed social aspects is generated, 
and how this improves general efficiency.  
As the above examples illustrate our internal cognitive structures, are reflected into 
our community, and vice versa. This way, the intrinsic mechanisms of cognitive pro-
totypes also increase efficiency in social communities. Current trends turned the in-
ternet into a social place, providing everyone with the chance to share information. 
Consequently, since the amount of shared information through improved communica-
tion services, such as web 2.0 technologies, further increased, the internet gives a 
more fine granular soil for studying shared cognitive prototypes, and fostering such 
structures. 
6.3 New Chances to Analyze and Utilize Cognitive Prototypes 
As highlighted in the previous chapter, CPs are dominating our recognition, which is 
reflecting our environment. Hence, it is essential for many areas to get a better un-
derstanding of CPs, whether this is learning, product branding, innovation, or user 
interface design. While the analysis of CPs was laborious in times when they were 
discovered, the internet, and todays’ tendency towards ubiquitous computing, provide 
new possibilities to capture cognitive structures. 
Social Networks, search engine analytics, and crowd sourcing mechanisms offer new 
insights on shared cognitive prototypes. Special tools can be developed to investigate 
prototypes of user groups and influence all kind of fields that involve human commu-
nication.  
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6.4 Critical Revision 
This work heavily suggests cognitive prototype based development of interactive sys-
tems. Cognitive prototypes describe declarative and procedural areas of improved 
performance and can be obtained through familiarity measures.  
6.4.1 DTs might Hinder Personal Development 
Critically seen, Digital Transformatives might hinder innovation and personal devel-
opment, since they build on existing skills and abilities. Users are not forced to ac-
quire and learn completely new skills. Therefore, one should always carefully assess 
whether a given task demands a completely new interface. Alternatively, one could 
make use of DTs as Transitional Objects56. In this case, DTs are designed to serve as 
tools to acquire new knowledge or behavior. 
6.4.2 Failures through the Force of Habit 
The design of Digital Transformatives should be conducted with care, especially for 
systems addressing dangerous tasks. Possibly dangerous problems may occur, if cog-
nitive prototypes are not met properly57. This is best illustrated with habits. Habits 
are procedural super salient prototypes, trained until automatization. Such highly 
efficient actions demand a minimum amount of attention; they almost happen with-
out conscious control. Consequently, it may become dangerous when habits do not 
match the new environment anymore. For example, if you cross a street in your home 
town, you automatically look to a certain side, right before you start walking. In a 
country with inverted driving directions you might have problems to consciously 
change this habituated subconscious behavior. Since Digital Transformatives heavily 
utilize automatized procedures, and declarative cognitive prototypes, a changing en-
vironment might have serious consequences. Therefore, it is important to be aware of 
all salient prototypes used by a Digital Transformative, and validate them against all 
possible environments the DT might be applied. 
                                         
56 Section Cognitive and Practical Background Constructivistic Learning with Transitional 
Objects and Digital Manipulatives (pp. 92) 
57 exemplified in CPs at Conventions, Standards, Norms, and the Force of Habit, (pp. 285). 
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6.5 Wrap-up and Future work 
According to the long term goal postulated in the end of section Basic Idea (pp. 3), 
this work seeks to establish a new perspective, helping with the creation of highly 
efficient applications by fostering intrinsic user performance.  
6.5.1 Research Questions 
The short term goal of this thesis aimed at validating the basic principles for this 
achievement, and providing a conceptual model, which is complemented by a meth-
odological framework. This outline was expressed in three major research questions in 
the beginning of this text: 
RQ1. IS IT POSSIBLE TO LEARN FROM MNEMONICS IN ORDER TO IMPROVE HUMAN 
MACHINE INTERFACES? 
RQ1 is mainly addressed in section 3.4 and 4.2.1, which show that the principle ac-
tive in mnemonic devices also can be used to improve human machine interfaces. 
RQ2. ARE THE KEY WORKING PRINCIPLES OF MNEMONIC DEVICES APPLICABLE 
THROUGH HUMAN MACHINE INTERFACES (HMI) OF INTERACTIVE SYSTEMS? 
In chapter 3, the key principle has been further elaborated, and mapped onto a con-
cept of Digital Transformatives. Function characteristics were identified throughout 
the work. A summary can be found in section 6.1.5. 
RQ3. ARE THERE METHODOLOGIES FOR SYSTEMATICALLY APPLYING THE WORKING 
PRINCIPLES, IN ORDER TO FOSTER THE CREATION OF SUCH ENHANCED SYSTEMS? 
A design methodology has been developed for the systematic creation of DTs in 
chapter 4. Design guidelines have been formulated mainly in the second part of this 
text, concluded in section 6.1.5. 
6.5.2 Outcomes Beyond Research Questions 
The work on Digital Transformatives offers fundamental cognitive insights on user 
interfaces. Especially the importance of cognitive prototypes for user interface design, 
and human communication in general, is highlighted.  
Cognitive prototypes offer a model, which approximates cognitive structures. Compa-
rable to Newton’s mechanical laws, they might offer a sufficient approximation of 
much more complex processes and structures, which cannot be represented and un-
derstood, yet. However, due to their probabilistic nature, it is often hard to under-
stand them. This might be one of the reasons why they are only little recognized in 
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many fields involving human communication, such as interactive system design, mar-
keting, or social sciences. Therefore, this text delivers many examples and showcases, 
trying to concretize access to the abstract idea of prototypes. Understanding cogni-
tive prototypes helps understanding otherwise fuzzy terms. 
For example, many users often criticize missing intuitiveness of a user interface or 
they claim that usage feels unnaturally. But when and why do we call an interface 
“intuitive”? Although intuition is a fuzzy term it is often the major aspect for pur-
chasing a device. On the other hand, the fuzzy nature of this term makes it hard for 
system designers to address this point of criticism. 
“Intuition is the ability to acquire representation or knowledge about things, apparent-
ly without reasoning or usage of reason in general. Cases of intuition are of a great 
diversity, however processes by which they happen typically remain mostly unknown 
to the thinker, as opposed to our view of rational thinking. […]” (Wikipedia.org, 
2013b) 
Hereby, the characteristics of cognitive prototypes suggest correlations with intuition. 
They describe areas of high efficiency, which are salient and spontaneously activated. 
Hence intuition may likely be based on cognitive prototypes. 
Moreover, this work offers insights, concept, and tools for further socio-technical 
analyses of cognitive prototypes. The resulting models may be valuable in various 
fields related to human communication, such as economics, innovation, or infor-
mation dissemination. 
6.5.3 Outlook 
This work was accompanied by the implementation of numerous practical test proto-
types, which helped refining a conceptual and theoretical framework. In order to 
transfer this theoretical basis back to practical implementations, a web based frame-
work is being developed trying to support a possible community of practitioners. The 
implementation of such an online framework started during this work with the im-
plementation of the Action-Modeling tools, ColleaGuess, and the Reading Speed 
game, and it will further include some sample prototypes for Digital Transformatives, 
which can be tested, discussed and further developed by interested persons. It will 
also provide a set of tools, such as a comparative evaluation tool, allowing others to 
setup familiarity tests for their own Digital Transformative design.  
In summary, this work gives a new perspective and understanding of digital systems, 
helping readers to reconsider existing systems in a new light. Beyond digital design it 
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may also help with further understanding economic or social processes. In future 
work, it might be interesting to create and investigate tools for analyzing cognitive 
prototypes, to make use of them in other domains, apart from digital system design. 
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Appendix A - Inverse Dot Pattern Illustration 
 
Figure A-0-1. Inverse dot pattern from Figure 1-1 as it could be perceived 
through an aperture mask. 
Figure A-1 shows the Inverse dot pattern of the introductory part. 
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Appendix B - Hypotheses, Features, and Guidelines 
Each step of iteration raises new research questions, features, and guidelines which 
lead to hypotheses. Validated hypotheses are transformed into features. The process 
is started with the expression of the fundamental feature for Digital Transformatives: 
• Feature 1. Digital Transformatives aim for superior user performance by shift-
ing the usage context. (Page 6) 
This feature is assumed to be true if the following hypothesis is true. 
• Hypothesis 1: The system usage context shift of Digital Transformatives re-
leases user intrinsic potentials. (Page 6) 
This fundamental hypothesis is tested comprehensively throughout the work. 
Schematically the relation between the initial feature and hypothesis can be ex-
pressed in a hypotheses-feature graph. 
 
Feature 1 is not validated, indicated by the dashed outline. The arrow shows a vali-
dation dependency. It is being assumed that DTs are able to aim for superior user 
performance (F1) if a system usage context shift releases user intrinsic potentials 
(H1). The graph is refined and further extended throughout the work. 
Since our cognitive structure is heavily dependent on environmental influences, such 
influences may be important for Designing Digital Transformatives. Accordingly the 
findings are expressed in Feature 2: 
• Feature 2. Similar user environments induce similar cognitive prototypes (ad-
vantages and disadvantages of cultural and social conditioning). (Page 68) 
• Feature 3. Familiarity correlates to attractiveness, trust, or faithfulness. (Page 
69) 
Because cognitive prototypes tend to be hot spots of high user efficiency, and they 
are related to attractiveness and familiarity, this may be a valuable characteristic for 
Digital Transformative design. 
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Both, Feature 2 and Feature 3 help refining the picture of Digital Transformatives; 
however, they are only weak implicit indicators for Hypothesis 1. 
 
The validation of Hypothesis 1 requires an elaborate Digital Transformative concept, 
which is developed on conceptual and practical findings in chapter 3. According to 
the concept, Digital Transformative interfaces are situated in high performance user 
contexts. System functions need to be encoded into such contexts, while user inputs 
are decoded back into function contexts. The concept is expressed in Feature 4. 
• Feature 4. The user interface provides a bidirectional conceptual mapping be-
tween user context and system context through transitional encoding and de-
coding. (Page 108) 
High performance user contexts correspond to cognitive prototypes categories in hu-
man thinking. Hence, several evidential findings for cognitive research can be applied 
as Digital Transformative features: 
• Feature 5. Prototype categories reflect probabilistic real world stimuli of high 
occurrence frequencies and improved cognitive performance. (Page 109) 
• Feature 6. The fundamental mechanisms of prototype categories are also ac-
tive in process automatization through training. (Page 109) 
• Feature 7. Most salient or familiar features of a prototype are mapped first. 
(Page 110) 
• Feature 8. Conceptual context mapping is directed from the base to the tar-
get. (Page 110) 
• Feature 9. Objects similar to a prototype are predominantly considered more 
salient. (Page 110) 
• Hypothesis 2. Familiarity corresponds to cognitive prototype categories and 
well-practiced processes which describe areas of increased performance. (Page 
111) 
• Feature 10. Digital Transformative interfaces are situated in a context with 
maximum user familiarity, which corresponds to cognitive prototypes on a 
shared basic level of sufficient target similarity. (Page 111) 
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The assessment of Hypothesis 1 is essential for validating Feature 1. The evaluation 
of Hypothesis 1 is dependent on the concept expressed in Feature 4. Feature 8 and 
Feature 7 are defining sub-features of Feature 4.  
The concept depends on high performance usage contexts, expressed in Feature 10. 
Hence, Feature 4 is dependent on Feature 10. According to cognitive research, proto-
types categories mark such areas of high human potentials. They are mainly formed 
through automatization, learning processes, and frequent occurring environmental 
stimuli (Feature 5, Feature 6). Salience is a major characteristic of cognitive Proto-
types (Feature 9), and human beings living in similar environments tend to develop 
similar cognitive prototypes (Feature 2). 
Moreover, the practical feature extraction, conducted in chapter 2.2, suggests the 
importance of familiarity, in relation to cognitive prototypes (Hypothesis 2). 
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The basic concept validation of chapter 3.4.4 provided further empirical evidence on 
Feature 5 and Feature 6, which, in combination with Feature 3, refine validity of Hy-
pothesis 2. Hence, Hypothesis 2 is transformed into Feature 11. 
• Feature 11. Familiarity corresponds to cognitive prototype categories and 
well-practiced processes which describe areas of increased performance. (Page 
128) 
Feature 11 offers further validation for Feature 10, which is also supported by cogni-
tive evidences expressed in Feature 6, Feature 5, Feature 9, Feature 2. Thus, Feature 
10 is based on a comprehensive empirical ground, further validating Feature 4, which 
provides the basis for Hypothesis 1. Consequently, Hypothesis 1 becomes Feature 12: 
• Feature 12. User context shifts of Digital Transformatives increase user per-
formance and efficiency. (Page 128) 
This provides us with a more refined feature graph. 
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After the basic concept of Digital Transformatives, and the principle of operation has 
been elaborated, further investigations are driven by the question, whether there is a 
systematic design methodology for creating Digital Transformatives, expressed in 
Hypothesis 3: 
• Hypothesis 3: Digital Transformatives can be designed systematically. (Page 
129) 
Design concepts for interactive systems usually evolve from ideas gathered through 
brainstorming sessions. Such conceptual ideas are assessed based on previously de-
termined requirements, experience based heuristics, and guidelines. Consequently, the 
basic principles of Digital Transformatives need to be implemented on the brain-
storming and requirements level, which is influencing the concept design. 
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• Guideline 3. Basic principles of Digital Transformatives should be implement-
ed on the brainstorming and requirements level, which is influencing the con-
cept design. (Page 152) 
Concept design guidelines 
In a common interactive system development procedure, any concept idea and 
implementation should be assessed on overall system requirements. Requirements 
ought to be implemented through familiarity assessment, which, hence, has an 
outstanding role in the design of DTs. 
• Guideline 4. Assess concepts and implementations by user familiarity. (Page 
154) 
The investigations conducted in this work suggest four major methods for as-
sessing familiarity: 
• Guideline 5. Use heuristic expert estimations if you quickly require tenden-
cies. (Page 154) 
• Guideline 6. If relevant user environmental data can be captured easily, con-
duct probabilistic analyses of occurrence frequencies of procedural and cogni-
tive stimuli. They offer an accurate measure for cognitive prototypes and fa-
miliarity. (Page 162) 
• Guideline 7. If user relevant performances are at hand or easily measurable, 
capture learning curves. Stagnating learning curves are indicators for areas 
with high procedural or cognitive user familiarity. (Page 163) 
o Feature 13. Familiarity correlates inverse proportionality to the slope 
of learning curves. (Page 163) 
• Guideline 8. If environmental and performance measures are not available, let 
possible end-users rate familiarity. Familiarity ratings provide accurate 
measures for areas of high user potentials. (Page 171) 
o Hypothesis 4. Users are able to accurately rate their own familiarity, 
which reflect their performances. (Page 163) 
o Feature 14. Users are able to accurately rate their own familiarity, 
which reflect their performances. (Page 171) 
In an iterative development cycle, Digital Transformatives are first implemented on a 
conceptual level. The first concept ideas evolve from empirical knowledge and may be 
complemented through creativity techniques, such as brainstorming. While Know-
how may be acquired through experience, creativity is an unreliable factor. The in-
vestigations on the working principle of DTs provide an informative basis for creating 
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systematic heuristics, which reduce the dependency on designer creativity and their 
unpredictable nature. 
The working principle is expressed in Guideline 9: 
• Guideline 9. Find super salient cognitive concepts in sufficient similarity 
proximity to original function related concepts. (Page 173) 
Since DTs address cognitive concepts within possible end-users, it is ideal to actively 
involve the users in the concept design process. 
• Guideline 10. Capture information directly from possible end-users. System 
design concepts should be based on a shared cognitive model of possible end-
users. (Page 178) 
Based on the previously given prerequisites, two procedures are proposed to identify 
DT concepts. The first builds on cognitive studies on categorization and findings on 
efficient communication, as elaborated in chapter 2.1. 
• Guideline 11. Traverse superordinate concepts to find cognitive prototypes of 
close similarity. (Page 178) 
The second procedure builds on a combination of cognitive insights on similarity 
measures and prototypability, and on measures and results determined from require-
ments analyses. 
• Guideline 12. Ask for super salient neighbors which share salient sub actions 
(features) with the functional action (source concept). (Page 183) 
The final section on the practical analysis of use case prototypes revealed important 
empirical heuristics for inducing behavior change expressed in the last guideline. 
• Guideline 13. Transitional Objects offer valuable anchors to induce behavior 
change with Digital Transformatives. (Page 210) 
An Overview of all guidelines and features is given in the following. 
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