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2Since the end of the 19th century, and after the works of F. Klein and H. Poincare´, it is well known that
models of elliptic geometry1 and hyperbolic geometry can be given using projective geometry, and that Euclidean
geometry can be seen as a “limit” of both geometries. (We refer to [1, 2, 3] for historical aspects.) Then all the
geometries that can be obtained in this way (roughly speaking by defining an “absolute”, which is the projective
quotient of the isotropic cone of a quadratic form) were classified, see [35]. Some of these geometries had a rich
development, most remarkably hyperbolic geometry after the work of W.P. Thurston at the end of the 1970’s,
see [43, 44]. On the other hand, the seminal work of G. Mess of 1990 motivated the study in dimension (2 + 1)
of the Lorentzian geometries of Minkowski, de Sitter and anti-de Sitter spaces (these spaces are known under
different names in the realm of projective geometries, see [35, p.375] or [42]), which in higher dimension have had
large interest for a long time in mathematical physics and more precisely in General Relativity. These geometries
are close relatives of hyperbolic geometry and in fact Mess outlined their strong relation with Teichmu¨ller theory.
See [26] and its companion paper [5].
Moreover, some degenerate spaces appear naturally in the picture, namely the co-Euclidean space (the
space of hyperplanes of the Euclidean space), and the co-Minkowski space (that we will restrict to the space of
space-like hyperplanes of Minkowski space), first because of duality reasons, and second because they appear as
limits of degeneration of classical spaces. In fact, co-Minkowski space recently regained interest under the name
half-pipe geometry , since the work of J. Dancinger [12, 13].
The purpose of this paper is to provide a survey on the properties of these spaces, especially in dimensions 2
and 3, from the point of view of projective geometry. Even with this perspective, the paper does not aim to be
an exhaustive treatment. Instead it is focused on the aspects which concern convex subsets and their duality,
degeneration of geometries and some properties of surfaces in three-dimensional spaces. The presentation is
intended to be elementary, hence containing no deep proofs of theorems, but trying to proceed by accessible
observations and elementary proofs. Apart from some constructions in Sections 4 and 5, which have been
obtained in [40], there is no claim of originality in the presented results. On the other hand, the paper attempts
to use a modern mathematical language, thus possibly contrasting with the point of view of several presentations
of classical topics in the literature.
Hopefully, this survey will provide a unified introduction to the aforementioned geometries, and at the
same time it might fill to some extent the lack of references that, in the opinion of the authors, surrounds the
differential-geometric understanding of Minkowski, de Sitter and Anti-de Sitter geometries, quite differently, for
instance, from the case of hyperbolic geometry where a large number of textbooks appeared since its modern
development.
1 Model spaces
1.1 Pseudo-spheres and model spaces
The set of unit vectors of three-dimensional Euclidean space, endowed with the metric induced by the ambient
space, is a useful model for the round sphere S2. Indeed, in this model,
• at a point x ∈ S2, the outward unit normal vector is the vector represented by x itself;
• the isometries of S2 are the restrictions of transformations in O(3), namely of linear isometries of Euclidean
space;
• the geodesics are the intersections of S2 with linear planes, hence are great circles.2
Therefore, using this model, it is easy to show that:
• S2 is a smooth surface;
• the isometry group of S2 acts transitively on points and on orthonormal frames in the tangent spaces;
• the sectional curvature is 1 at every point.
The above properties still hold for the n-dimensional sphere Sn, the set of unit vectors of the Euclidean
space of dimension (n + 1), which is a smooth hypersurface of constant sectional curvature if endowed with
the induced metric. Moreover, it is a simple but fundamental remark that the above properties do not use the
fact that the usual scalar product on the ambient space is positive definite, but only that it is a symmetric
non-degenerate bilinear form.
1The elliptic space is the standard round sphere quotiented by the antipodal map.
2This follows by contradiction using the symmetry by reflection in the plane and the fact that an unparametrized geodesic from a
given point is locally uniquely determined by its tangent vector.
3More precisely, if a smooth manifold M is endowed with a smooth (0, 2)-tensor which is a non-degenerate
symmetric bilinear form, then there is an associated connection, the Levi-Civita connection,3 and the notions
of curvature tensor and geodesic only depend on the connection.4 For example, in Rn+1 endowed with any
non-degenerate symmetric bilinear form b, the Levi-Civita connection is given by the usual differentiation in
each component, the curvature is zero, and the geodesics are affine lines, regardless of the signature of b.
The isotropic cone (or null cone) of b is the set of isotropic vectors for b:
I(b) = {x ∈ Rn+1 | b(x, x) = 0} .
1.1 Definition. A non-empty subset M of Rn+1 is a pseudo-sphere if
M = {x ∈ Rn+1 | b(x, x) = 1} or M = {x ∈ Rn+1 | b(x, x) = −1} .
for a non-degenerate symmetric bilinear form b.
1.2 Remark. Of course, by replacing b by −b, taking 1 or −1 in the definitions leaves the topology unchanged,
but produces changes at a metric level. More concretely, an anti-isometry between two pseudo-Riemannian
spaces5 (N1, g1) and (N2, g2) is a diffeomorphism f : N1 → N2 such that f∗g2 = −g1. For example, if b′ = −b,
the pseudo-sphere
M = {x | b(x, x) = 1} ,
endowed with the metric induced from b, is anti-isometric to
N = {x | b′(x, x) = −1} ,
when N is endowed with the metric induced from b′, the anti-isometry being the identity. As sets, M and N
coincide, but if the signature of b is (p, q), the induced metric on M has signature (p− 1, q), while the induced
metric on N has signature (q, p− 1). In the following, given M, the pseudo-sphere N obtained as above will be
denoted by M.
Let M be a pseudo-sphere. The following facts can be checked in a similar way as the corresponding
properties of the unit sphere in the Euclidean space:
• at a point x ∈M, a unit normal vector is the vector represented by x itself,
• the restrictions of the transformations of O(p, q), namely the linear isometries of b, are isometries of M,6
• totally geodesic submanifolds are the intersections of M with vector subspaces.
It follows straightforwardly from the above properties that:
• M is a smooth hypersurface,
• the isometry group of M acts transitively on points and on orthonormal frames in the tangent spaces,
• the sectional curvature is constantly equal to 1 if M = b−1(1) and equal to −1 if M = b−1(−1).7
For n ≥ 2, the manifold b−1(1) is diffeomorphic to Sp−1 ×Rq, and b−1(−1) is diffeomorphic to Sq−1 ×Rp, so
it may be disconnected. As for the remainder of this section, the reference is [29] for more details. But from the
definition, if x ∈M, then also −x ∈M, hence we will be mainly interested in the projective quotient of M. As
the action of the antipodal map is clearly isometric, the quotient will inherit in an obvious way many of the
properties of M.
1.3 Definition. A model space M is a space M :=M/{±Id}, where M is a pseudo-sphere, together with the
induced metric from b|M.
3The notion of Levi-Civita connection is recalled in Section 4.
4Of course, if the tensor is not positive definite, it does not induce a distance on M , and in particular there is no notion of
“minimization of distance” for the geodesics.
5A smooth manifold is pseudo-Riemannian if it is endowed with a non-degenerate smooth (0, 2)-tensor. If the tensor is positive
definite at each point, then the manifold is Riemannian. If the tensor has a negative direction, but no more than one linearly
independent negative direction at each point, then the manifold is Lorentzian.
6The isometry group of M is bigger than O(p, q) if M is not connected.
7This follows from the Gauss formula and the fact that the shape operator on M is ± the identity. The fact that the sectional
curvature is constant also follows from the preceding item.
4It is obvious that the projective quotient of M is anti-isometric to M, and will thus be denoted by M.
Moreover, in the case where M is not connected, it has two connected components, which correspond under the
antipodal map x 7→ −x. In particular, M is connected.
By construction, M is a subset of the projective space RPn. Indeed, topologically M can be defined as
M = P{x ∈ Rn+1 | b(x, x) > 0} ,
or the same definition with > replaced by <, depending on the case. Hence any choice of an affine hyperplane in
Rn+1 which does not contain the origin will give an affine chart of the projective space, and the image of M in
the affine chart will be an open subset of an affine space of dimension n.
Recall that PGL(n + 1,R), the group of projective transformations (or homographies), is the quotient of
GL(n + 1,R) by the non-zero scalar transformations. Even if M is not connected, an isometry of M passes
to the quotient only if it is an element of O(p, q). Hence Isom(M), the isometry group of M, is PO(p, q), the
quotient of O(p, q) by {±Id} (indeed elements of O(p, q) have determinant equal to 1 or −1).
1.2 Lines and pseudo-distance
Pseudo-distance on M. A geodesic c of M is the non-empty intersection of M with a linear plane. This
intersection might not be connected. The geodesic c of M is said to be
• space-like if b(c˙, c˙) > 0,
• light-like (or null) if b(c˙, c˙) = 0,
• time-like if b(c˙, c˙) < 0.
An anti-isometry sends space-like lines onto time-like lines. For example, assume that the restriction of b to a
plane P of coordinates (x1, x2) has the form x
2
1 + x
2
2. Then the curve
{x ∈ P | b(x, x) = 1} = {x21 + x22 = 1}
is a space-like geodesic. On the other hand b′ = −b has the form −x21 − x22 and thus
{x ∈ P | b′(x, x) = −1} = {x21 + x22 = 1}
is time-like. Actually, up to a global isometry of the ambient space, a non-light-like geodesic ofM can be written
in one the the following forms:
a.1 {x ∈ P | b(x, x) = 1} where b|P (x, x) = x21 + x22 ;
a.2 {x ∈ P | b(x, x) = −1} where b|P (x, x) = −x21 − x22 ;
a.3 {x ∈ P | b(x, x) = 1} where b|P (x, x) = x21 − x22 ;
a.4 {x ∈ P | b(x, x) = −1} where b|P (x, x) = x21 − x22 .
Up to a change of coordinates, a non-light-like geodesic is a circle or a branch of hyperbola. If the geodesic is
light-like, it is an affine line in the ambient space. It follows from those descriptions that:
1.4 Fact. Every pseudo-sphere M is geodesically complete: each maximal (for the inclusion) geodesic is defined
on the entire real line.
Let x, y be on a connected component of a geodesic c of M, and let us parametrize by γ : [0, 1] → c a
subsegment of c such that γ(0) = x and γ(1) = y. The pseudo distance is
d˜(x, y) =
∫ 1
0
√
|b(γ˙(t), γ˙(t))|dt . (1)
If x and y lie on a circle, there are actually two choices for the subsegment of c joining x and y. We choose
the one which gives the smaller distance. In particular, in this case d˜(x, y) ∈ [0, pi]. Moreover if c is light-like,
then d˜(x, y) = 0. We have d˜(x, x) = 0 and d˜(x, y) = d˜(y, x), but in general d˜ is not a distance.8
Considering the cases in a.1-a.4 explicit parameterizations of the circle or the hyperbola give:
b.1 b(x, y) = cos(d˜(x, y)) ;
b.2 −b(x, y) = cos(d˜(x, y)) ;
b.3 b(x, y) = cosh(d˜(x, y)) ;
b.4 −b(x, y) = cosh(d˜(x, y)) .
8It is a distance when M is Riemannian.
5Projective distance on M. We will be mainly interested in non-parametrized geodesics of M.
1.5 Definition. A line (resp. plane, hyperplane) of M is the projective quotient of a non-empty intersection of
M with a 2 dimensional (resp. 3 dimensional, n dimensional) linear vector space.
A straightforward property is that the image of a line (resp. plane, hyperplane) of M in an affine chart is the
intersection of the image of M with an affine line (resp. plane, hyperplane) of Rn.
We say that a line of M is space-like (respectively time-like, light-like) if its lift is a space-like (resp. time-like,
light-like) geodesic of M. But also the lines can be classified with respect to the quadric given by the projective
quotient of the isotropic cone.
1.6 Definition. The projective quotient PI(b) of the isotropic cone is called the absolute.9
1.7 Definition. A line of M is called
• hyperbolic if it intersects the absolute in two distinct points,
• parabolic if it intersects the absolute in one point,
• elliptic it it does not intersect the absolute.
1.8 Lemma. Parabolic and light-like lines coincide.
Proof. A parabolic line is the projective quotient of a plane P containing a unique line belonging to the isotropic
cone of b. But a light-like geodesic of M is the intersection of M with a plane on which the restriction of b is
degenerate.
Recall that an anti-isometry exchanges space-like and time-like lines, but it preserves the type of a line given
by Definition 1.7. Actually the lines in M whose lifts are described in a.1-a.4 have the following corresponding
type:
c.1 space-like elliptic,
c.2 time-like elliptic,
c.3 time-like hyperbolic,
c.4 space-like hyperbolic.
If x, y are on a line of M, we will define a “distance” between them, which roughly speaking corresponds to
the pseudo distance between the corresponding lifts. But one has to choose the lifts carefully.
1.9 Definition. Let x, y be on a line l of M. The projective distance d(x, y) is
• 0 is l is parabolic,
• d˜(x˜, y˜) if l is hyperbolic, and x˜, y˜ are lifts of x and y on the same branch of hyperbola,
• d˜(x˜, y˜) if l is elliptic, and x˜, y˜ are lifts of x and y such that d˜(x˜, y˜) is the smallest.10
With the help of the cross-ratio, one can give a more direct definition of the projective distance. Recall that
if four points x, y, q, p are given on the projective line RP1 ∼= R ∪ {∞}, then there exists a unique projective
transformation h with h(x) =∞, h(y) = 0 and h(q) = 1. Then the cross-ratio can be defined as
[x, y, q, p] = h(p) ∈ R ∪ {∞} .
Of course, [x, y, q, p] =∞ if p = x, [x, y, q, p] = 0 if p = y and [x, y, q, p] = 1 if p = q. More explicitly, a formula
is:
[x, y, q, p] =
x− q
y − q
y − p
x− p .
Note that this last definition extends to complex numbers, i.e. the definition of the cross-ratio extends to CP1.
9The absolute corresponds to what is sometimes called the boundary at infinity of M. We will avoid this terminology in the
present paper, because some confusion may occur from the fact that in an affine chart, the boundary at infinity may be at infinity or
not. Note that an absolute is often the boundary at infinity of two model spaces.
10In particular, in this case d(x, y) ∈ [0, pi/2].
61.10 Lemma. Given two distinct points x, y ∈ M on a line l, then l intersects the absolute at two points I, J
(may be not distinct, may be in CP1), and
d(x, y) =
∣∣∣∣12 ln[x, y, I, J]
∣∣∣∣ . (2)
Here ln denotes the branch of the complex logarithm ln : C \ {0} → {z ∈ C : Im(z) ∈ (−pi, pi]}.
Proof. If l is parabolic, then I = J, [x, y, I, J] = 1 and the result follows.
Let us consider the case when l is elliptic. A lift of the line containing x and y is a connected component of
the intersection of a 2-plane P with M. The restriction of the bilinear form b to the plane P has necessarily
signature (+,+) or (−,−), otherwise P would meet the isotropic cone. Without loss of generality, let us consider
the case (+,+), and let us introduce coordinates such that
b(x, x) = x21 + x
2
2
and c = P ∩M = {x ∈ P | b(x, x) = 1}. In the complex plane, the equation x21 + x22 = 0 is solved by the two
complex lines11
I =
[
i
1
]
and J =
[−i
1
]
.
For more about the points I, J see e.g. [33].
Let us parametrize c as (cos t, sin t), and let us choose tx and ty such that d(x, y) = |tx − ty|. In the affine
chart x2 = 1, the line I (resp. J, x, y) is represented by the point i (resp. −i, cotan tx, cotan ty). Then we
compute:
1
2
ln[x, y, I, J] =
1
2
ln[cotan tx, cotan ty, i,−i]
=
1
2
ln
(
i cotan tx + 1
i cotan ty + 1
i cotan ty − 1
i cotan tx − 1
)
=
1
2
ln
(
i cotan tx + 1
i cotan tx − 1
)
− 1
2
ln
(
i cotan ty + 1
i cotan ty − 1
)
= arcoth(i cotan tx)− arcoth(i cotan ty) = itx − ity = i(tx − ty) ,
where the last equation follows from cos(x) = cosh(ix), sin(x) = (1/i) sinh(ix), therefore i cotanx = arcoth(ix).
This shows that, if l is elliptic, then the expression inside the modulus of (2) is purely imaginary. Taking the
modulus we obtain ∣∣∣∣12 ln[x, y, I, J]
∣∣∣∣ = d(x, y) .
If l is hyperbolic, it intersects the absolute in two distinct points I, J, such that I and J do not separate x and y.
Similarly to the previous case, one can assume b(x, x) = x21 − x22 on P and c = P ∩M = {x ∈ P | b(x, x) = −1}.
Picking the lifts of x and y on the same branch of the hyperbola of c, which is parameterized by (cosh t, sinh t),
one sees that in the affine line x2 = 1 the line I (resp. J, x, y) is represented by the point −1 (resp. 1, tanh tx,
tanh ty). Hence by an analogous computation,
1
2
ln[x, y, I, J] =
1
2
ln[tanh tx, tanh ty,−1, 1] = 1
2
ln
(
tanh tx + 1
tanh tx − 1
)
− 1
2
ln
(
tanh ty + 1
tanh ty − 1
)
= tx − ty .
In this case [x, y, I, J] is a real number, and the formula holds in a way analogous to the elliptic case.
1.3 Usual model spaces
We will often consider the symmetric bilinear form b on Rn+1 in a standard form, i.e. such that the standard
basis of Rn+1 is an orthonormal basis for b, and if the signature of b is (p, q), then the quadratic form is positive
on the first p vectors of the standard basis, and negative on the other q vectors. In this case, we will denote the
bilinear form by bp,q.
11In the text, we will use brackets to designate a projective equivalence class.
7Figure 1: A plane in Min3 is space-like (resp.
time-like, light like) if its intersection with
the isotropic cone of b2,1 is reduced to a point
(resp. two lines, a single line).
Figure 2: On the left: type of lines in an affine model
of the hyperbolic and de Sitter planes. On the right:
type of planes in an affine model of the hyperbolic
and de Sitter spaces.
Euclidean and Elliptic spaces. In our notation Rn+1 is the real coordinate space of dimension (n+ 1), and
we will use the notation En+1 for the Euclidean space of dimension (n+ 1), that is, Rn+1 endowed with bn+1,0.
The elliptic space Elln is the projective space of dimension n endowed with the spherical metric inherited from
Sn, namely:
Elln = {x ∈ Rn+1 | bn+1,0(x) = 1}/{±Id} .
It is a compact Riemannian manifold of dimension n. Any affine chart corresponds to a central projection of
the sphere onto a hyperplane. All its lines are space-like elliptic, in particular the distance induced by the
Riemannian structure is given by the projective distance (2).
Minkowski, Hyperbolic and de Sitter spaces. The space Rn+1 endowed with bn,1 is called the Minkowski
space and denoted by Minn+1. An affine hyperplane Q of direction P in Minn+1 is called
• space-like, if (bn,1)|P is positive definite;
• light-like or null if (bn,1)|P is degenerate;
• time-like if (bn,1)|P has signature (n− 1, 1).
(See Figure 1 for the n = 2 case.)
The hyperbolic space is
Hn = Hn/{±Id} ,
with
Hn = {x ∈ Rn+1 | bn,1(x) = −1} ,
endowed with the induced metric. The hyperbolic space is a simply connected complete Riemannian surface
of sectional curvature −1. All its line are space-like hyperbolic, in particular the distance induced by the
Riemannian structure is given by the projective distance (2).
The other pseudo-sphere of Minkowski space is the de Sitter space
dSn = {x ∈ Rn+1 | bn,1(x) = 1}/{±Id}
endowed with the induced metric. On any tangent plane to dSn, the restriction of bn,1 has Lorentzian signature,
i.e. it is non-degenerate with signature (n− 1, 1). De Sitter space has constant curvature 1, and is homeomorphic
to Sn−1 × R.
Let us focus our attention to the case n = 2. The de Sitter plane dS2 has space-like elliptic, null and time-like
hyperbolic lines. This is more easily seen by taking affine models. The most common model is {x3 = 1}. Then
H2 is the unit open disc, and dS2 is the complement of the closed disc in the plane, see Figure 2.12
By any affine transformation, any ellipse instead of the circle gives another affine model — these affine
transformations are given by the choice of any space-like affine plane in Min3 which does not contain the origin.
Taking as affine chart a time-like or a light-like affine plane of Min3, we obtain other models of the hyperbolic
plane and de Sitter plane:
12This is the famous Klein model for the hyperbolic plane.
8Figure 3: On the left-hand side, some non-
affinely equivalent lines in an affine model of
AdS2. First row on the left: space-like hyper-
bolic, second row: light-like parabolic, third
row: time-like elliptic. On the right-hand
side, some non-affinely equivalent planes in
an affine model of AdS3. First row: hyper-
bolic, second row: co-Minkowski, third row:
AdS2.
1.11 Fact. The convex side of any conic of the plane (i.e. a parabola, ellipse or a hyperbola) endowed with the
projective distance is an affine model of H2 or H2. The other side is an affine model of dS2 or dS2.
In dimension 3, we obtain:
1.12 Fact. Any convex side of a non-degenerate quadric of R3 (i.e. an ellipsoid, an elliptic paraboloid or a
two-sheeted hyperboloid) endowed with the projective distance is a model for H3 or H3. The other side is a model
for dS3 or dS3.
It is then immediate that a plane of H3 is a hyperbolic plane, and that a plane of dS3 may be isometric to
dS2, to the elliptic plane Ell2, or to the co-Euclidean plane ∗E2 (see 2.5), see Figure 2.
Anti-de Sitter space. By considering the non-degenerate symmetric bilinear form bn−1,2 on Rn+1, for n ≥ 2,
we define the anti-de Sitter space as AdSn = AdSn/{±Id}, with
AdSn = {x ∈ Rn+1 | bn−1,2(x) = −1}
endowed with the metric induced from bn−1,2. Anti-de Sitter space is a Lorentzian manifold of curvature −1. It
is not simply connected as it contains a closed time-like geodesic.
1.13 Remark. It is readily seen that AdS2 is anti-isometric to dS2. This is not the case for n > 2.
Let us now focus on the n = 3 case. First note that AdS3 is anti-isometric to b−12,2(1). Up to affine
transformations, AdS3 has two models described as follows:
1.14 Fact. Any part of R3 delimited by a double-ruled quadric (i.e. a hyperbolic paraboloid or a one-sheeted
hyperboloid) endowed with the projective distance is a model of AdS3 or AdS3.
A plane in AdS3 can be isometric to H2, to the co-Minkowski plane ∗Min2 (cf. 2.5), or to AdS2, see Figure 3.
1.4 Convex sets and duality
Dual cones. A non-empty subset K of Rn+1 is convex if it contains the segment between any two of its points
(note that this notion only uses the affine structure of Rn+1). A convex cone C of Rn is a convex set such that
λC ⊂ C for any λ > 0. We will also suppose that C is pointed: the only linear subspace it contains is {0}. In
general, we will also assume implicitly that the cone is closed.
The dual (Rn+1)∗ of Rn+1 is the set of linear forms on Rn+1, and is naturally endowed with a vector space
structure of dimension (n+ 1). Note that the notion of convexity also holds in (Rn+1)∗. Given a convex cone C
in Rn, its dual is
C∗ = {x∗ ∈ (Rn)∗ |x∗(y) ≤ 0,∀y ∈ C} . (3)
It is readily seen that the dual of a convex cone is a convex cone, and that
A ⊂ B ⇒ B∗ ⊂ A∗ . (4)
Recall that a support space of a closed convex set K is a half space containing K and bounded by an affine
hyperplane H. If moreover K ∩H 6= ∅, H is a support plane of K. A convex set is also the intersection of its
support spaces. If K = C is a convex cone, then its support planes are linear hyperplanes. Now if x∗ is a non
trivial linear form on Rn+1, then its kernel is a linear hyperplane, and {y |x∗(y) ≤ 0} is a half-space bounded by
9Figure 4: Dual cones in the Minkowski
plane.
this hyperplane. So C∗ can be interpreted as the set of support planes of C. As a convex set is the intersection of
its support spaces,
C = {x ∈ Rn | y∗(x) ≤ 0, ∀y∗ ∈ C∗} . (5)
From the formal duality between the definitions (3) and (5), it is readily seen that
(C∗)∗ = C . (6)
If Rn+1 is endowed with a non-degenerate symmetric bilinear form b, then b induces an isomorphism between
Rn+1 and (Rn+1)∗. Once b, and thus the isomorphism, are fixed, we will still denote by C∗ the image of C∗ in
Rn+1:
C∗ = {x ∈ Rn | b(x, y) ≤ 0,∀y ∈ C} .
See Figure 4 for an example with b = b1,1. Let us denote by C the projective quotient of λC, ∀λ ∈ R, i.e.
C = (C ∪ −C)/{±Id} .
1.15 Remark. We could have defined as a dual for C the convex set
C∗′ = {x ∈ Rn | b(x, y) ≥ 0,∀y ∈ C} ,
as both definitions agree in the projective quotient: C∗ = C∗
′
.
Convex sets in model spaces. Let M be a pseudo-sphere, C be a convex cone, and suppose that M∩ C is
non-empty. Recall that M is the projective quotient of M, that is, M :=M/{±Id}.
1.16 Definition. A convex set of M is the intersection M ∩ C.
The image of a convex cone in an affine chart may not be an affine convex set. For example the intersection
of {z2 ≤ x2 + y2} with a vertical plane. But the image of a convex cone in an affine chart is an affine convex set
if the vector hyperplane parallel to the hyperplane which defines the affine chart meets the cone only at {0}.
Moreover in an affine chart, even if C is convex, M ∩C is not necessarily an affine convex set (the image of M in
the affine chart may be non convex).
Also, a convex set of M is not necessarily a geodesically convex subset of M. For example, take any convex
cone in R3 which contains the isotropic cone of b2,1 in its interior, and is on one side of the horizontal plane. In
the affine chart given by {x3 = 1}, this gives a convex set of dS2, which is an affine convex set. But it contains
the absolute in its interior, so it is not a geodesically convex set of dS2 (see the big triangle in the left-hand side
of Figure 5).
Duality. The notion of duality for convex sets follows easily from the one for convex cones. Let us focus on
the more relevant cases. Let K be a convex set in Hn, defined by a convex cone C(K). Using the bilinear form
bn,1 to identify the ambient space Rn+1 with its dual, the support planes of C(K) are time-like or light-like, and
the boundary of C(K)∗ is made of space-like or light-like lines, and hence its intersection K∗ with dSn is not
empty. The set K∗ is a convex set of de Sitter space, the dual of K. As the lines of C(K) are orthogonal to the
support planes of C(K)∗ by construction, K∗ is space-like: it has only space-like or light-like support planes.
Conversely, if K is a space-like convex set in dSn, then we can define in the same way its dual convex set K∗,
which is a convex set of Hn.
If K is a convex set in Elln, we obtain similarly a dual convex set K∗ which is in Elln. Analogously, the dual
of a space-like convex set K in AdS3 is a space-like convex set K∗ in AdS3. In any case, we have (K∗)∗ = K.
The duality is also a duality between points and hyperplanes. For x ∈M = b−1(1), x∗ is the intersection (if
non-empty) of N = b−1(−1) with the hyperplane of Rn+1 orthogonal to x for b.
This duality points/hyperplane can also be seen in an affine manner. Let us begin with the hyperbolic case.
A hyperplane in Hn meets the absolute along a topological sphere S of dimension n− 2. Then the point dual to
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Figure 5: Triangles in dS2 dual to
triangles in H2 in an affine chart.
Note that on the right-hand side,
the dual triangle is not the con-
vex hull in the affine chart of the
vertices.
Figure 6: The dual point of a line in
different affine models of the hyper-
bolic plane.
the hyperplane is the apex of the cone formed by the lines tangent to the absolute along S. This is the usual
notion of polarity transformation with respect to a (proper) quadric, which is an affine notion, see Figure 6 and
Figure 7.
We provide an argument, in the n = 2 case, to fix ideas. In the double cover, a plane of H2 corresponds to
the intersection of the pseudo-sphere
H2 = {x ∈ R3 | b2,1(x, x) = −1}
with a time-like plane P of Min3, which meets the isotropic cone I(b2,1) of Min3 along two light-like vectors
v1, v2. The light-like planes tangent to the isotropic cone containing v1, v2 meet along a line directed by a
space-like vector v. It is easy to see that v is orthogonal to v1 and v2, and hence to P .
The same holds in the Anti-de Sitter space: the dual of a space-like plane is a point of AdS3, and vice versa,
see Figure 8.
The duality points/hyperplanes suffices to recover the dual of a convex set, see Figure 9. Also, it gives the
following description of de Sitter space.
1.17 Fact. The de Sitter space dSn is the space of (unoriented) hyperplanes of Hn.
1.18 Remark. In the elliptic plane Ell2, it is well known that the duality can also be expressed in a metric way:
the plane x∗ is the set of points at distance pi/2 from x. This is readily seen because x∗ is the projective quotient
of a linear plane P in E3, and x is the projective quotient of a vector orthogonal to P . The orthogonality for
b3,0 immediately gives that the projective distance is equal to pi/2 due to b.1 in Subsection 1.2.
Figure 7: The hyperplane containing P meets the
absolute along a hypersphere S. The point P ∗ is
the common point of all the lines tangent to the
absolute at points of S.
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Figure 8: The dual of a plane of
the hyperbolic space and of Anti-
de Sitter space in an affine model.
Figure 9: The dual of a convex set
with respect to the sphere is the
envelope of the hyperplanes dual to
its boundary points.
A similar argument leads to the following in AdS3: the plane x∗ dual to the point x is the set of points at
distance pi/2 from x (see Figure 8).
The same computation also occurs in de Sitter space, if one considers the duality in the following way. As
before, let P be a hyperplane in Hn and let P ∗ be its dual point in dSn. Actually P ∗ is also dual to a time-like
hyperplane of dSn, the one defined by the same affine hyperplane as P , and that we still denote by P . Then in
dSn, the distance between P ∗ and P is pi/2, see Figure 7.
Comments and references
• When the pseudo-metric is written under the form given by Lemma 1.10, it is usually called a Hilbert or Cayley–Klein
metric . It can be defined on any convex sets, and not only on the ones bounded by quadrics as here, see e.g. [30]
for more details.
• As Euclidean space is made only of parabolic lines, it is sometimes called parabolic space. In dimension 2, the
projective distance can be defined directly on a quadric: this is the Poincare´ quadric geometry [32, 2]. In particular,
this justifies the term “parabolic”.
• In dimension 3, the sphere S3 remarkably has a group structure, namely SU(2), with the determinant as the
quadratic form on the ambient space. Similarly, AdS3 is SL(2,R), with minus the determinant as the quadratic
form on the ambient space. Note that the Lie algebra su(2) (resp. sl(2,R)) together with its Killing form is naturally
identified with E3 (resp. Min3).
• The following fact comes readily from the definition of duality: any line from x meets x∗ orthogonally. This is
useful in practice, as the affine models are certainly not conformal (to the Euclidean metric), and computations of
angles may be cumbersome, but orthogonality is easily seen, see Figure 7. See Figure 10 for an application. In
particular, the Klein model of hyperbolic space is not a conformal model, as a striking difference with the other
famous Poincare´ model, which will not be used in this survey.
• The duality in S2 induces also a correspondence between angles and length, that has a great importance as many
statements have a straightforward dual analogue. The most basic ones are spherical trigonometric laws for triangles.
Figure 10: A hyperbolic right-
angled hexagon is an affine tri-
angle, hence the correspond-
ing moduli space has dimen-
sion 3. Right-angled hexagons
are fundamental pieces to con-
struct compact hyperbolic sur-
faces [45, 43].
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This is also true for a general duality with respect to a symmetric non-degenerate bilinear form b. Actually this
property is contained in the definition of angle. Let P1, P2 be two hyperplanes in M, and let x ∈ P1 ∩ P2. The
outward unit normals n1 and n2 to P1 and P2 in TxM define two points on a pseudo-sphere S of TxM, which is
naturally isometric to a pseudo-Euclidean space. The (exterior dihedral) angle between P1 and P2 is the pseudo
distance on S between those two points. This does not depend on the choice of the point x ∈ P1 ∩ P2. But TxM is
also identified with a hyperplane in the ambient Rn+1, the one orthogonal to x for b. In particular, n1 and n2 are
identified with points in a pseudo-sphere N , dual to P1 and P2. The distance between those points of N is exactly
the distance between the points in S, hence equal to the angle between P1 and P2.
The point is that in TxM, n1 and n2 may belong to two different pseudo-spheres, but it is possible to define
a pseudo-distance between points belonging to two different pseudo-spheres defined by a same symmetric non-
degenerate bilinear form. We will not use this in the present paper. For trigonometric laws for hyperbolic/anti-de
Sitter triangles, see [43, 10].
• Let Isom0 be the connected component of the identity of the isometry group. There are famous identifications
between Isom0(H2) and PSL(2,R), and between the absolute and RP1. In dimension 3, there is an identification
between Isom0(H3) and PSL(2,C). The last group also acts on the absolute, which is naturally identified with CP1.
In contrast, Isom0(AdS3) = PSL(2,R)× PSL(2,R), and the absolute is naturally identified with RP1 × RP1.
2 Degenerate cases
2.1 Geometries
A geometry is a pair (X,G) where X is a manifold and G is a Lie group acting transitively by diffeomorphisms
on X. The model spaces we introduced in Section 1 are geometries, with X = M and G = PO(p, q). Note that
here the group G is a subgroup of the group of projective transformations that can be characterized in two ways:
G leaves M invariant in the projective space and G is the isometry group of M. We will now be interested by
degenerate model spaces. This means that they are defined by a degenerate bilinear form (or equivalently, their
absolute is not a proper quadric in an affine chart).13
A degenerate model space gives a geometry (M, G), with G the subgroup of the group of projective
transformations that leaves M invariant. Equivalently, G is a subgroup of the group of projective transformations
that preserves a degenerate (0, 2) tensor on M. But we will consider the geometries (M, H), with H a proper
subgroup of G. The choice of H will be justified by a duality argument in this section, and next justified on
the one hand by the process of degeneration introduced in Section 3 and on the other hand by the definition of
connections and volume forms in Section 4.
Unlike the preceding section, we do not attempt to give a unified treatment of the degenerate geometries,
but we focus on the Euclidean and Minkowski spaces, together with their dual spaces: the co-Euclidean space
and the co-Minkowski space.
2.2 Euclidean space
Euclidean space as a degenerated model geometry. The Euclidean space En may be considered as a
projective quotient of a pseudo-sphere Eucn of Rn+1 defined by the following degenerate bilinear form:
b(x, y) = xn+1yn+1 , (7)
i.e.
Eucn = {x ∈ Rn+1 |x2n+1 = 1} .
Indeed, Eucn/{± Id} is the complement of a hyperplane in RPn, i.e. it is identified with the affine space An
of dimension n. Note that in this model, the absolute (the projective quotient of the isotropic cone of b) is the
hyperplane at infinity. In particular, all the lines are parabolic, and hence the projective distance is zero, so we
do not recover the Euclidean metric. We need more information to recover Euclidean geometry from this model.
The group G of projective transformations leaving Eucn invariant is the group of transformation of the form
t1
A
...
tn
0 · · · 0 λ
 (8)
13In particular, the absolute will contain lines, called isotropic.
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where A belongs to GL(n,R) and λ 6= 0, quotiented by the subgroup of multiples of the identity, i.e. it is the
group of transformations of the form 
t1
A
...
tn
0 · · · 0 λ
 .
Of course one can always choose a representative with λ = 1. Under the identification of Eucn/{± Id} with the
affine space An given by taking the chart {xn+1 = 1}, the action of G is identified with the action on An × {1}
of matrices of the form 
t1
A
...
tn
0 · · · 0 1
 . (9)
Hence (Eucn/{± Id}, G) is the affine geometry (An,GL(n,R)oRn). The Euclidean geometry (En, Isom(En))
is (Eucn/{± Id}, H), where H is the subgroup of G such that A in (8) belongs to O(n).
An element of the form (8) also acts on Rn × {0}, and the action reduces to the action of A. As A ∈ O(n),
passing to the projective quotient, the hyperplane at infinity of An is endowed with the elliptic geometry Elln−1.
Conversely, suppose that (An, H) is a geometry, where H is a group of affine transformations, whose action on
the hyperplane at infinity is the one of PO(n). Then necessarily the part A, in a representative of the form (8)
for an element of H, must belong to O(n). In other words, the Euclidean geometry can be characterized as
follows.
2.1 Fact. The Euclidean space is the projective space minus an elliptic hyperplane.
Duality of convex sets. Recall that a convex body of En is a compact convex set in En with non-empty
interior.14 We will add the following assumption.
2.2 Definition. A convex body is admissible if it contains the origin in its interior.
Actually every convex body is admissible up to a translation. It is suitable to consider K in En×{1} ⊂ En+1,
in order to introduce the cone C(K) in En+1 over K:
C(K) =
{
λ
(
x
1
) ∣∣∣∣ x ∈ K,λ ≥ 0} .
Let C(K)∗ be its dual in En+1 for the scalar product bn+1,0:
C(K)∗ = {(y, yn+1) ∈ Rn+1 | bn+1,0 ((y, yn+1), (x, xn+1)) ≤ 0,∀(x, xn+1) ∈ C(K)} . (10)
We will denote by K∗ the intersection of C(K)∗ with {yn+1 = −1}. We identify {yn+1 = −1} with En, so
that K∗ is a closed convex set of En. It is readily seen that
K∗ = {y ∈ Rn | bn,0(x, y) ≤ 1,∀x ∈ K} . (11)
The expression (11) corresponds to the affine duality with respect to the unit sphere: a point rv, with v ∈ Sn,
on the boundary of K will correspond to a support plane of K∗ of direction orthogonal to v and at distance 1/r
from the origin. Compare Figure 11 and Figure 12. In particular, the dual Br of a ball centred at the origin
with radius r is the ball B1/r centred at the origin.
2.3 Lemma. The dual of an admissible convex body in Euclidean space is an admissible convex body in Euclidean
space.
Proof. If K is a convex body, by definition there exists s, t > 0 such that Bs ⊂ K ⊂ Bt. Hence by (4),
B1/t ⊂ K∗ ⊂ B1/s: K∗ is bounded and contains the origin in its interior.
14For some authors, a convex body is only a compact convex set.
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Figure 11: The Euclidean duality is the duality with
respect to the unit sphere.
Figure 12: The duality between points and lines in the
Euclidean plane expressed in terms of orthogonality in
a higher-dimensional Euclidean space.
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Support functions. Let H : Rn → R be such that C(K) is the epigraph of H, i.e.
C(K) = {(x, xn+1) ∈ Rn+1 |xn+1 ≥ H(x)} . (12)
The function H is convex, positive outside the origin, and homogeneous of degree 1: H(λx) = λH(x) for
λ > 0. Hence using (12) and (10),
C(K)∗ = {(y, yn+1) ∈ Rn+1 | bn,0(y, x) ≤ −yn+1xn+1,∀(x, xn+1), xn+1 ≥ H(x)}
i.e.
C(K)∗ = {(y, yn+1) ∈ Rn+1 | bn,0(y, x) ≤ −yn+1H(x), ∀x ∈ Rn}
so K∗ is determined by H:
K∗ = {y ∈ Rn | bn,0(y, x) ≤ H(x), ∀x ∈ Rn} . (13)
2.4 Definition. The function H such that C(K) is the epigraph of H is the support function of K∗.
The support function has also the following interpretation. Let v be a unit vector of En × {0}. Then H(v)
is the distance in En × {−1} between {0} × {−1} and the support plane of K∗ directed by v (see Figure 12).
Hence (13) expresses the fact that K∗ is the envelope of its support planes.
The following fact follows easily from the construction.
2.5 Fact. The support function provides a bijection between the space of admissible convex bodies of Rn and the
space of positive convex 1-homogeneous functions on Rn.
2.3 Co-Euclidean space
Definition. On Rn+1, let b∗ be the following degenerate bilinear form
b∗(x, y) = x1y1 + · · ·+ xnyn .
Let coEucn be the unit sphere for b∗:
coEucn = {x ∈ Rn+1 | b∗(x, x) = 1} ,
endowed with the restriction of b∗ to its tangent space. Topologically, coEucn is Sn × R.
2.6 Definition. The space ∗En = coEucn/{±Id} is the co-Euclidean space.
The isotropic cone I(b∗) is the line ˜`= {(0, . . . , 0, λ)}. Let ` = P˜`. Then ∗En = RPn \ {`}. Lines of ∗En are
parabolic if they contain `, and elliptic otherwise.
Duality. The co-Euclidean space is dual to the Euclidean space in the sense that it can be described as the
set of hyperplanes of En. Let P be an affine hyperplane in En, and v its unit normal vector, pointing towards
the side of P which does not contain the origin 0 of En. Let h(v) be the distance from 0 to P , i.e. P has
equation bn,0(·, v)−h(v) = 0. The vector
(
v
h(v)
) ∈ Rn+1 is orthogonal in En+1 to the linear hyperplane containing
P × {−1}. Its projective quotient defines a point P ∗ in ∗En, see Figure 12. One could also consider the other
unit normal vector −v of P . The (signed) distance from the origin is then −h(v), and the point −( vh(v)) has the
same projective quotient as
(
v
h(v)
)
.
2.7 Fact. The co-Euclidean space ∗En is the space of (unoriented) hyperplanes of En.
Conversely, an elliptic hyperplane P of ∗En (i.e. a hyperplane which does not contain `) is dual to a point
P ∗ of En. The point P ∗ is the intersection of all the hyperplanes x∗, for x ∈ P . A co-Euclidean hyperplane of
∗En (i.e. a hyperplane containing `) is dual to a point at infinity.
Let K be an admissible convex body of En, and let H be its support function, i.e. C(K)∗ is the epigraph of
H. By abuse of notation, let us also denote by K∗ the intersection of C(K)∗ with coEucn. The set K∗ is the
epigraph of the restriction h of H to coEucn ∩{xn+1 = 0}, that we identify with Sn−1. Note that by homogeneity,
H is determined by its restriction to Sn−1, which is actually h:
H(x) = ‖x‖h(x/‖x‖) ,
with ‖x‖ = √bn,0(x, x).
2.8 Fact. The convex set K∗ of coEucn is the epigraph of h, the restriction to Sn−1 of the support function of K.
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Figure 13: In this affine model of the co-Euclidean
plane, the absolute {`} is at infinity, in such a
way that the vertical lines are parabolic. Also the
quotient of {1,−1} × R ⊂ S1 × R is at infinity.
On the left is the effect of the dual of a Euclidean
homothety on an elliptic line of the co-Euclidean
plane, and on the right is the effect of the dual of
a Euclidean translation on an elliptic line of the
co-Euclidean plane.
2.9 Remark. The duality between hyperplanes of En and points in ∗En leads to the following relation between
angles and length. If P ′ is another affine hyperplane of En, orthogonal to the unit vector v′, then the ∗En segment
between P ∗ and P ′∗ is elliptic (or equivalently, the restriction of b∗ is positive definite on any non-vertical
hyperplane of Rn+1). By the expression b.1 in Subsection 1.2, cos d(P ∗, P ′∗) = b∗(P ∗, P ′∗) and it is readily seen
that the last quantity is equal to bn,0(v, v
′). Thus, the (exterior dihedral) angles between intersecting affine
hyperplanes of En are equal to the distance between their duals in ∗En.
A model geometry. Let Isom(b∗) be the subgroup of projective transformations that preserve b∗. There is a
natural injective morphism ∗ : Isom(En)→ Isom(b∗) which is defined as follows. Let
P (v, h) = {z ∈ Rn | bn,0(z, v) = h}
be an affine hyperplane of En, v ∈ Sn−1, h ∈ R∗. For A ∈ O(n) and ~t ∈ Rn, we have
AP (v, h) + ~t = P (Av, h+ bn,0(v,A
−1~t)),
from which we define
∗ A ~t
0 · · · 0 1
 :=

0
A
...
0
A−1~t 1
 . (14)
2.10 Definition. The isometry group of the co-Euclidean space, Isom(∗En), is the group of projective transfor-
mations of the form 
0
A
...
0
~t 1
 (15)
for A ∈ O(n), ~t ∈ Rn.
Note that Isom(∗En) is a proper subgroup of the group of isometries of b∗. For instance the latter also
contains homotheties of the form [diag(1, . . . , 1, λ)]. They correspond to displacement along parabolic lines, see
Figure 13.
The co-Euclidean space is naturally endowed with a degenerate metric g∗, which is the restriction on coEucn
of b∗, pushed down to the projective quotient, and coincides with the elliptic metric on the elliptic hyperplanes,
and is zero on the parabolic lines.
The isotropy group I(p) of a point p ∈ ∗En corresponds to the isometries of En that fix the dual hyperplane
p∗, i.e. all the translations by vectors in the direction of p∗. The group I(p) actually pointwise fixes the parabolic
line passing through p, because each point on the line is dual to a hyperplane parallel to p∗ in En. By a similar
argument, I(p) preserves every other parabolic line (not through p) and acts on it by translation. Finally, the
group I(p) acts simply transitively on all the elliptic hyperplanes containing p, because two such hyperplanes
a, b are dual to two points a∗, b∗ contained in the hyperplane p∗ of En, and there is a unique translation in
the direction of p∗ sending a∗ to b∗. The stabilizer in I(p) of any such elliptic hyperplane clearly acts on it as
O(n− 1).
As a result of this discussion, let us show that any (0, 2)-tensor on ∗En invariant for Isom(∗En) must necessarily
be degenerate. Let g be a bilinear form on Tp
∗En invariant under the action of I(p), and fix a vector X ∈ Tp ∗En
which is not tangent to the parabolic line through p. By the above discussion, there is an element of I(p) which
maps X to X + V , where V is a vector tangent to the parabolic line. Hence if I(p) preserves the bilinear form g,
then V is null for g. Hence g cannot be a scalar product. Since I(p) acts transitively on lines spanned by vectors
X as above, all such vectors X must be of the same type, and therefore g is degenerate.
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2.11 Fact. There is no pseudo-Riemannian metric on (∗En, Isom(∗En)).
In fact, the argument above essentially shows that the metric must be of the form described above (up to a
factor), namely when lifted to the double cover coEucn, it restrict to the spherical metric on every hyperplane
transverse to the parabolic line.
2.4 Minkowski space
Minkowski space as a degenerated model geometry. Like Euclidean space, the Minkowski space is a
subgeometry of the affine geometry, and isometries of Minkowski space are of the form
t1
A
...
tn
0 · · · 0 1
 ,
with A ∈ O(n− 1, 1). Such a transformation also acts on Rn × {0}, and the action reduces to the action of A.
As A ∈ O(n − 1, 1), passing to the projective quotient, the hyperplane at infinity of An is endowed with the
hyperbolic and the de Sitter geometries. Conversely, suppose that (An, H) is a geometry, where H is a group of
affine transformations, whose action on the hyperplane at infinity is the one of PO(n−1, 1). Then necessarily the
part A for the representative of an element of H must belong to O(n− 1, 1). This can be summarized as follows.
2.12 Fact. The Minkowski space is the projective space minus a hyperbolic-de Sitter hyperplane.
Duality of convex sets. An affine space-like hyperplane P splits Minn into two half-spaces. The time-
orientation of Minn allows to speak about the future side of P . A convex set is future convex if it is the
intersection of the future of space-like hyperplanes. Note that a future convex set may have also light-like support
planes (e.g. the future cone of a point),15 but no time-like support plane.
2.13 Fact. A future convex set contains the future cone of any of its points.
Let us denote by F the closure of the future cone of the origin minus the origin, i.e.
F := {x ∈ Rn | bn−1,1(x, x) ≤ 0, xn > 0} . (16)
2.14 Definition. An admissible convex set of Minn is a future convex set contained in F .
Up to translation, any future convex set contained in the future cone of a point is an admissible convex set.
But not all future convex sets are admissible, even up to translation, for example consider the future of a single
space-like hyperplane.
Let K be an admissible convex set of Minn, and let us identify Minn with {−1} ×Minn in Minn+1. Then
the cone C(K) in Minn+1 over K is
C(K) =
{
λ
(−1
x
) ∣∣∣∣ x ∈ K,λ ≥ 0} .
Note that C(K) is not closed as it contains points with zero first coordinate in its closure.
Let C(K)∗ be its dual in Minn+1 for bn,1:
C(K)∗ = {(y1, y) ∈ Rn+1 | bn,1 ((y1, y), (x1, x)) ≤ 0,∀(x1, x) ∈ C(K)} . (17)
We will denote by K∗ the intersection of C(K)∗ with {y1 = −1}. As we identify {y1 = −1} with Minn, K∗
is a closed convex set of Minn, and it is readily seen that
K∗ = {y ∈ Rn | bn−1,1(x, y) ≤ −1,∀x ∈ K} . (18)
This corresponds to the affine duality with respect to the unit hyperboloid, compare Figure 14 and Figure 15.
The dual of Hr, the future convex side of a branch of hyperboloid with radius r, is H1/r. The fact that H
∗
1 = H1
comes also from the following: the boundary of C(H1) is (a part of) the isotropic cone I(bn,1), which is dual to
itself for bn,1.
Let us call admissible cone the future cone of a point contained in the interior of F , and admissible truncation
the intersection of F with the future side of a space-like hyperplane P such that the origin is in the past of P ,
see Figure 16.
15The future cone of a point is the union of all the future directed time-like or light-like half lines from the point.
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Figure 14: The duality of admissible convex sets in
Minkowski space is the affine duality with respect to
the upper hyperboloid.
Figure 15: The duality between points and lines in the
Minkowski plane expressed in term of orthogonality in
a higher-dimensional Minkowski space.
Figure 16: The dual of an admissible
truncation is an admissible cone.
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2.15 Lemma. The dual of an admissible truncation is an admissible cone, and vice versa.
Proof. Let K be an admissible truncation, i.e. if v is the unit future vector orthogonal to P and if r is the
distance from the origin to P , then
K = {x ∈Minn | bn−1,1(x, x) < 0, bn−1,1(x− rv, v) ≤ 0} .
From (18), we see that 1rv ∈ K∗. From Fact 2.13, if C is the future cone of 1rv, then C ⊂ K∗.
On the other hand, as 1rv ∈ C, if y ∈ C∗, then by (18), bn−1,1(y, v) ≤ −r, which implies that y ∈ K, hence
C∗ ⊂ K. The result follows (6) and (4).
2.16 Lemma. The dual of an admissible convex set in Minkowski space is an admissible convex set of Minkowski
space.
Proof. Let K be an admissible convex set. By Fact 2.13, K contains the future cone of a point, and by (4) and
Lemma 2.15, K∗ is contained in an admissible truncation, in particular K∗ is in F .
As K is in F , there exists a hyperplane separating K from the origin, in particular K is contained in an
admissible truncation. By (4) and Lemma 2.15, K∗ contains the future cone of a point. From this is it easy to
see that the closed convex set K∗ must be a future convex set.
Support function. Let H˜ : Rn → R ∪ {+∞} be the convex function whose graph is the cone over the
boundary of K. In particular, C(K) is the intersection of the epigraph of H˜ with {x1 > 0}:
C(K) = {(x1, x) ∈ R>0 × Rn |x1 ≥ H˜(x)} . (19)
The function H˜ is non-positive, convex and homogeneous of degree one. Let dom H˜ be the domain of H˜, the set
of points where H˜ takes finite values. By Fact 2.13, it is easy to see that any future time-like ray from the origin
meets the boundary of K exactly once, hence
intF ⊂ dom H˜ ⊂ F ,
(here F is the set (16) for the Minkowski structure induced on {0} × Rn by that of the ambient Minn+1). Let
v ∈ ∂F , i.e. v is a future light-like vector. If there exists a λ > 0 such that λv ∈ K, then v ∈ dom H˜. Otherwise,
as from (19),
K = {x ∈ F | H˜(x) ≤ −1} , (20)
we would have H˜(λv) > −1. So, by homogeneity, 0 ≥ H˜(v) ≥ −1/λ for all λ > 0, hence H˜(v) = 0, and the
domain of H˜ is F .
As the epigraph of H˜ is closed, H˜ is lower semi-continuous, hence it is determined by its restriction to intF .
See Section 7 in [34] for details. We will denote by H the restriction of H˜ to intF . The function H is negative.
2.17 Definition. The function H is the support function of K∗.
The exact relation between H and K∗ is given by the following lemma.
2.18 Lemma. Let H be the support function of K∗. Then
K∗ = {y ∈ Rn | bn−1,1(y, x) ≤ H(x), ∀x ∈ intF} . (21)
Proof. By (18) and (20)
K∗ = {y ∈ Rn | bn−1,1(x, y) ≤ −1 ∀x ∈ F , H˜(x) ≤ −1} ,
so it is straightforward that the set
A = {y ∈ Rn | bn−1,1(x, y) ≤ H˜(x) ∀x ∈ F}
is contained in K∗. Conversely, suppose that y ∈ K∗ and let x ∈ F . If H˜(x) = 0, then y ∈ A. Otherwise, by
homogeneity,
H˜
(
x
−H˜(x)
)
= −1
so
bn−1,1
(
x
−H˜(x) , y
)
≤ −1
i.e. bn−1,1(x, y) ≤ H˜(x), so y ∈ A. By lower-semi continuity, the right-hand side of (21) is equal to A.
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Figure 17: Projectively equivalent affine
models of 3d co-Minkowski space. In
each case, a hyperbolic plane and a
parabolic line are drawn.
The support function also has the following interpretation. Let v be a unit vector of {0} × intF . Then H(v)
is the distance in {−1} ×Minn between the origin and the space-like support plane of K∗ directed by v (see
Figure 15).16 Hence (21) expresses the fact that K∗ is the envelope of its space-like support planes.
The following fact follows easily from the construction,
2.19 Fact. The support function provides a bijection between the space of admissible convex subsets of Minn
and the space of negative convex 1-homogenous functions on the cone intF .
2.5 Co-Minkowski space
Definition. On Rn+1, let b∗− be the following degenerate bilinear form
b∗−(x, y) = x2y2 + · · ·+ xnyn − xn+1yn+1 .
Let coMinn be the unit sphere for b∗−:
coMinn = {x | b∗−(x, x) = −1} ,
endowed with the restriction of b∗− on its tangent space. Topologically, coMinn is the real line times an open
disc. Any section of coMinn by a hyperplane not containing a horizontal line is isometric to Hn.
2.20 Definition. The space ∗Minn = coMinn/{±Id} is the co-Minkowski space.
The isotropic cone I(b∗) contains the line ˜`= {(λ, 0, . . . , 0)}. Let us call ` = P˜` the vertex of the absolute.
Hyperplanes of co-Minkowski space which do not contain the vertex of the absolute are hyperbolic. Lines passing
through the vertex of the absolute are parabolic.
2.21 Fact. A strip between two parallel lines or the interior of a cone in the plane with the projective distance
is a model of ∗Min2 or ∗Min2.
The two lines in the fact above meet at the vertex of the absolute. In an affine chart, in dimension 3, we
have the following, see Figure 17.
2.22 Fact. The convex side of a ruled quadric in R3 (i.e. elliptic cone or elliptic cylinder or hyperbolic cylinder)
with the projective distance is a model of ∗Min3 or ∗Min3. .
Duality. Let P be an affine space-like hyperplane in Minn, and v its future unit normal vector. Let h(v) be the
Lorentzian distance from 0 to P , i.e. the future of P has equation bn−1,1(·, v) < −h(v). The vector
(
h(v)
v
) ∈ Rn+1
is orthogonal in Minn+1 to the linear hyperplane containing P ×{−1}. Its projective quotient defines a point P ∗
in ∗Minn, see Figure 15. One could also consider the past unit normal vector −v of P . The (signed) Lorentzian
distance from the origin is then −h(v), and the point −(h(v)v ) has the same projective quotient than (h(v)v ).
2.23 Fact. The co-Minkowski space ∗Minn is the space of (unoriented) space-like hyperplanes of Minn.
Conversely, a hyperbolic hyperplane of ∗Minn (i.e. a hyperplane of ∗Minn which does not contain `) is dual
to a point of Minn. A co-Minkowski hyperplane of ∗Minn (i.e. a hyperplane of ∗Minn which contains `) is dual
to a point at infinity.
Let K be an admissible convex subset of Minn, and let H be its support function. By abuse of notation, let
us also denote by K∗ the intersection of C(K)∗ with coMinn. The set K∗ is the closure of the epigraph of the
restriction h of H to coMinn ∩ {x1 = 0}, which we identify with the upper part of the hyperboloid:
Hn−1+ = Hn−1 ∩ {xn > 0} .
16In other terms, the Lorentzian orthogonal projection of the origin onto the support plane is the point −H(v)v.
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Figure 18: The projective trans-
formation
(
x
y
) 7→ ( x/y−1/y) gives K#
from K∗. A hyperbola is sent to
a parabola.
Note that by homogeneity, H is determined by its restriction h to Hn−1+ :
H(x) = ‖x‖−h(x/‖x‖−) ,
with ‖x‖− =
√−bn−1,1(x, x).
2.24 Fact. The convex set K∗ of coMinn is the epigraph of h, the restriction to Hn−1+ of the support function
of K.
Note that the function h : Hn−1+ → R can be extended by symmetry to Hn−1, in such a way that the
projective quotient is well defined on Hn−1.
Cylinder model. There is another convenient way to describe the dual of admissible convex sets of Minkowski
space in the co-Minkowski space, by looking at the affine chart {xn+1 = 1}. In this model, ∗Minn is an elliptic
cylinder Bn−1 × R, with Bn−1 the open unit disc.
Let H be the support function of K∗. The homogeneous function H is also uniquely determined by its
restriction h¯ to Bn−1 × {1}. The intersection of C(K) with {xn+1 = 1} is the graph of h¯. As a restriction of a
convex function to a hyperplane, h¯ is a convex function. Conversely, it can be easily seen that the 1-homogeneous
extension of a convex function Bn−1 × {1} is a convex function on the future cone of the origin. See e.g. [8,
Lemma 2.6].
2.25 Fact. There is a bijection between negative convex functions Bn−1 → R and admissible convex subsets of
Minkowski space Minn.
Let us denote by K# the intersection of C(K)∗ with {xn+1 = 1}. By (21), the convex function h¯ determines
K#:
K# =
{
y | bn−1,1
((
x
1
)
,
(
y
yn
))
≤ h¯(x)
}
.
The way to go from K∗ to K# is by a projective transformation sending the origin to infinity, see Figure 18.
A model geometry. Let Isom(b∗−) be the subgroup of projective transformations that preserves b
∗. There is
a natural injective morphism ∗ : Isom(Minn)→ Isom(b∗−) which is defined as follows. Let
P (v, h) = {z ∈ Rn | bn−1,1(z, v) = h}
be a space-like affine hyperplane of Minn, v ∈ Hn−1+ , h ∈ R∗. For A ∈ O(n− 1, 1) and ~t ∈ Rn, we have
AP (v, h) + ~t = P (Av, h+ bn−1,1(v,A−1~t)),
from which we define ∗I for I ∈ Isom(Minn) as in (14), with A ∈ O(n− 1, 1).
2.26 Definition. The isometry group of the co-Minkowski space, Isom(∗Minn), is the group of projective
transformations of the form (15) for A ∈ O(n− 1, 1), ~t ∈ Rn.
Note that Isom(∗Minn) is a proper subgroup of the group of isometries of b∗. For instance the latter also
contains homotheties of the form [diag(1, . . . , 1, λ)]. As in the co-Euclidean case, these homotheties correspond
to displacement along parabolic lines, see Figure 19.
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Figure 19: In this affine model of the co-
Minkowski plane, the absolute is composed of
two vertical lines. The other vertical lines
are parabolic. On the left is the effect of a
Minkowski homothety on a hyperbolic line of the
co-Minkowski plane, and on the right is the effect
of a Minkowski translation on a hyperbolic line
of the co-Minkowski plane.
The co-Minkowski space is naturally endowed with a degenerate metric g∗, which is the hyperbolic metric on
the hyperbolic hyperplanes, and zero on the parabolic lines.
Following the same reasoning as in the co-Euclidean case, we see that any (0, 2)-tensor field on the co-
Minkowski space which is invariant under the action of Isom(∗Minn) must have parabolic directions in its
kernel.
2.27 Fact. There is no pseudo-Riemannian metric on (∗Minn, Isom(∗Minn)).
Comments and references
• One fundamental property of the support functions is that they behave well under addition. More precisely, the
Minkowski sum A+B = {a+ b |A ∈ A, b ∈ B} of two admissible convex bodies is an admissible convex body. If
HA and HB are the corresponding support functions, then HA+B = HA +HB . The main references for convex
bodies is [39].
• From Remark 2.9 and (2), the angle between two lines in the Euclidean plane can be written as the logarithm of a
cross-ratio. This is the Laguerre formula, see e.g. [33].
• Similarly to Fact 2.1 and 2.12, on has that (Rn, bn−2,2) can be identified with the projective space of dimension n
minus a hyperplane endowed with the anti-de Sitter geometry.
• The duality between Euclidean (resp. Minkowski) and co-Euclidean (resp. co-Minkowski) spaces is expressed using
a different formalism in [11, 42].
• Similarly to Fact 2.23, it is easy to see that the outside of the co-Minkowski space (i.e. the projective quotient of
(b∗−)
−1(1)) is the space of time-like hyperplanes of Minkowski space.
• The boundary of an admissible convex set K in Minkowski space is the graph of a 1-Lipschitz convex function
u : Rn−1 → R. From (2.5), h¯ = sup(p,pn)∈K bn−1,1
((
x
1
)
,
(
p
pn
))
i.e. h¯ = sup(p,pn)∈K {bn−1,0(x, p)− pn} i.e.
h¯ = supp∈Rd {bn−1,0(x, p)− u(p)}, i.e. u is the dual of h¯ for the Legendre–Fenchel duality, see e.g. [8, 2.3] and
references therein for more details.
• By Fact 2.25, a negative convex function on the open unit ball B is the support function h¯ of an admissible convex
set K in Minkowski space. Let us suppose that the lower semi-continuous extension g of h¯ to the boundary of B is
continuous (this is not always the case, for example g could attain no maximum, see p. 870 of [16]). Let h0 be
the convex function on B such that the lower boundary of the convex hull of the graph of g is the graph of h0.
Then h0 ≥ h. The function h0 is the support function of a convex subset of Minkowski space which is the Cauchy
development of the convex set whose support function is h. The function g encodes the light-like support planes of
K (and ∂B × R, the absolute of the co-Minkowski space in a suitable affine model, is sometimes called the Penrose
boundary). Note that a light-like support plane may not touch the boundary of K, as in the case of the upper
branch of the hyperboloid.
Let h+0 be the concave function on B such that the upper boundary of the convex hull of the graph of g is the
graph of h+0 . It is possible to consider h
+
0 as the support function of a past convex set of Minkowski space. At the
end of the day, at a projective level, it would be better to consider as “convex sets” of Minkowski space the data of
a future convex set and a past convex set, with disjoint interior and same light-like support planes.
• The 3 dimensional spaces H3, AdS3 and ∗Min3 can be defined in a unified way as spaces of matrices with coefficient
in R+ κR, with κ /∈ R, κ2 ∈ R, see [14].
• The reference [14] also contains a Gauss–Bonnet formula for ∗Min2 geometry.
3 Geometric transition
In this section, we will study the so-called geometric transition of model spaces as subsets of projective space.
Recall that a model space is an open subsetM of RPn, endowed with a closed subgroup Isom(M) of PGL(n+1,R)
which preserves the geometric structure of M.
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Figure 20: Geometric transition of elliptic
line and hyperbolic line to Euclidean line,
represented in the double cover.
Moreover, recall that given a model space M, by applying a projective transformation g ∈ PGL(n+ 1,R)
one obtains another model space which is equivalent to M. Indeed, the group of isometries of gM is precisely
gIsom(M)g−1.
We say that a model space (N, Isom(N)) is a conjugacy limit or rescaled limit of another model space
(M, Isom(M)) if there exists a sequence of projective transformations gn ∈ PGL(n+ 1,R) such that:
i) The sequence gkM converges to N as k →∞;
ii) The sequence of closed subgroups gkIsom(M)g−1k converges to Isom(N).
The convergence here should be meant as the Hausdorff convergence, for instance. Thus the conditions i)
and ii) essentially mean that:
i) Every x ∈ N is the limit of a sequence {gkxk}, for some xk ∈M, as k →∞;
ii) Every h ∈ Isom(N) is the limit of a sequence {gkhkg−1k }, for some hk ∈ Isom(M), as k →∞.
Of course, in general, the sequences gk and hk are not compact sequences in PGL(n+ 1,R).
A toy model of geometric transition is the 1-dimensional case, namely, the degeneration of projective lines.
We already know that a line c in a model space is a subset of a copy of RP1, with 0, 1 or 2 points in the absolute
if c is elliptic, parabolic or hyperbolic respectively. More precisely, composing with a projective transformation,
we can assume that c is RP1 (if elliptic), RP1 \ {[1 : 0]} (parabolic) or RP1 \ {[1 : 1], [1 : −1]} (hyperbolic). The
stabilizer of c in the isometry group of the model space is identified to a subgroup of PGL(2,R) of the form:{
Rθ =
[
cos θ − sin θ
sin θ cos θ
]}
,
{
Ta =
[
1 a
0 1
]}
,
{
Sϕ =
[
coshϕ − sinhϕ
sinhϕ coshϕ
]}
,
for c elliptic, parabolic of hyperbolic respectively. By applying the projective transformations
gk =
[
k 0
0 1
]
,
one sees that given a sequence θk, the sequence of conjugates
gkRθkg
−1
k =
[
cos θk −k sin θk
(1/k) sin θk cos θk
]
converges to a projective transformation of the form Ta provided θk ∼ a/k. In an analogous way, gkSϕkg−1k
converges to Ta as k →∞ if ϕk ∼ a/k, and gt maps the two points at infinity [1 : 1] and [1 : −1] of the hyperbolic
line to [1 : 1/k] and [1 : −1/k], which converge to [1 : 0] as k →∞. Hence:
3.1 Fact. Elliptic and hyperbolic lines converge — in the sense of geometric transition — to a parabolic line.
See also Figure 20. We will meet this phenomenon again in higher dimensions. We start by discussing some
examples of geometric transition of 2-dimensional model spaces in RP3.
3.1 Limits of 2-dimensional model spaces
Recall that, in dimension 2, we have already introduced the model spaces corresponding to the elliptic plane Ell2,
the hyperbolic plane H2, the de Sitter plane dS2 (which is anti-isometric to AdS2) and the degenerate model
spaces of Euclidean and Minkowski plane E2 and Min2, co-Euclidean and co-Minkowski plane ∗E2 and ∗Min2.
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Elliptic and hyperbolic planes limit to Euclidean plane. Let us consider the unit sphere S2 in the
Euclidean space E3. We shall construct a geometric transition which has the Euclidean plane as a conjugacy
limit. For this purpose, consider the following projective transformations gt ∈ GL(3,R), for t ∈ (0, 1]:
gt =
1/t 0 00 1/t 0
0 0 1
 .
The transformations gt map the unit sphere S2 to an ellipsoid.
Observe that gt fixes the point (0, 0, 1) ∈ E3 and “stretches” the directions x1, x2. More precisely, given a
differentiable path x(t) ∈ S2, for t ∈ [0, 1], such that x(0) = (0, 0, 1), one has
lim
t→0
gtxt = lim
t→0
x1(t)/tx2(t)/t
x3(t)
 =
x˙1(0)x˙2(0)
1
 .
Roughly speaking, the rescaled limit is a point of the affine chart {x3 = 1}, which encodes the first order
derivative of the x1, x2 coordinates. Heuristically, this rescaling procedure is a blow-up of a point , in the sense
that the point (0, 0, 1) is preserved, and the transverse directions are “blown-up”.
This procedure is actually well-defined in projective space. Indeed the transformations gt descend to projective
transformations of RP2, which we will still denote by gt. The points of the Euclidean plane E2, which is defined
as
E2 = {x ∈ E3 |x23 = 1}/{±Id}
are conjugacy limits as t→ 0 of sequences of points of the elliptic plane
Ell2 = {x ∈ E3 | b3,0(x, x) = 1}/{±Id} ,
thus satisfying condition i) in the definition of conjugacy limit, for instance with t = 1/k, see Figure 21 . To
check that the Euclidean plane is a conjugacy limit of the elliptic space, one has to check also the condition
ii) on the isometry groups. That is, given an isometry of Ell2, namely an element in PO(3), let us choose a
representative with determinant ±1 of the form
h =
a11 a12 a13a12 a22 a23
a13 a23 a33
 .
By a direct computation, one checks that
gthg
−1
t =
 a11 a12 a13/ta12 a22 a23/t
ta13 ta23 a33
 .
In fact, gthg
−1
t is a transformation which preserves the quadratic form (1/t)
2x21 + (1/t)
2x22 + x
2
3. Thus every
accumulation point of sequences of the form gth(t)g
−1
t is necessarily of the form
h∞ =
a11(0) a12(0) a˙13(0)a12(0) a22(0) a˙23(0)
0 0 ±1
 ∈ Isom(E2) ,
where (
a11(0) a12(0)
a12(0) a22(0)
)
∈ O(2) .
and
h(0) =
a11(0) a12(0) 0a12(0) a22(0) 0
0 0 ±1
 .
This shows that the conjugacy limit of the group of isometries of Ell2 is precisely the group of isometries of E2,
embedded in PGL(3,R) in the usual way (see (8) and (9)). By a completely analogous proof, using the same
transformations gt, one sees that E2 is a conjugacy limit of the hyperbolic plane H2, see Figure 21. Thus one can
imagine that the Euclidean plane (at t = 0) is an interpolation of the elliptic plane (for t > 0) and the hyperbolic
plane (for t < 0).
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Elliptic and de Sitter plane limit to co-Euclidean plane. We now describe a different procedure which
permits to obtain a different limit from the elliptic plane, namely, we will obtain the co-Euclidean space as a
conjugacy limit of the elliptic plane. Thus, consider
g∗t =
1 0 00 1 0
0 0 1/t
 ∈ PGL(3,R)
for t ∈ (0, 1]. As a remarkable difference with the previous case, the projective transformation gt leaves invariant
a geodesic line of Ell2, namely the line which is defined by the plane {x3 = 0} of E3. So the “stretching” occurs
only in the transverse directions to {x3 = 0}, and indeed the rescaled limit of a differentiable path of points of
the form x(t) = [x1(t) : x2(t) : x3(t)] such that x3(0) = 0 is:
lim
t→0
g∗t xt = lim
t→0
 x1(t)x2(t)
x3(t)/t
 =
x1(0)x2(0)
x˙3(0)
 .
We will indeed call this transition the blow-up of a line. This shows that points of the co-Euclidean plane,
defined by
∗E2 = {x ∈ E3 | b∗(x, x) = 1}/{±Id}
(where b∗(x, x) = x21 + x
2
2) are rescaled limits of sequences in
Ell2 = {x ∈ E3 | b3,0(x, x) = 1}/{±Id} .
For what concerns the isometry groups, we will give again a computation which shows that Isom(∗E2) is the
limit of gtIsom(Ell2)(g∗t )−1. As before, choose a representative of determinant ±1, say
h =
a11 a12 a13a12 a22 a23
a13 a23 a33
 ∈ PGL(3,R) .
By a direct computation,
g∗t h(g
∗
t )
−1 =
 a11 a12 ta13a12 a22 ta23
a13/t a23/t a33
 −→
a11(0) a12(0) 0a12(0) a22(0) 0
a˙13(0) a˙23(0) ±1
 ,
provided a13(0) = a23(0) = 0 and (
a11(0) a12(0)
a12(0) a22(0)
)
∈ O(2) .
In conclusion the limit of g∗t h(g
∗
t )
−1 is an element of the group Isom(∗E2) in Definition 2.10.
Recall that we have introduced a duality of Ell2 to itself, which maps lines of Ell2 to points of Ell2 and
vice versa. In principle, the dual space is a model space in the dual projective space. The dual space of Ell2
is thus identified to Ell2 itself if one chooses the scalar product of E3 to identify RP2 to its dual projective
space. Now, observe that the transformations gt and g
∗
t , which have been used to rescale Ell2 to get E2 and ∗E2
respectively, are well-behaved with respect to this duality. Namely, b3,0(x, y) = 0 if and only if b3,0(gtx, g
∗
t y) = 0.
In other words, if ∗ denotes the duality point-line induced by the ambient scalar product, the following diagram
is commutative:
(Ell2, Isom(Ell2))
gt //
OO
∗

(gtEll2, gtIsom(Ell2)g−1t )OO
∗

(Ell2, Isom(Ell2))
g∗t // (g∗tEll2, g∗t Isom(Ell2)(g∗t )−1)
When t→ 0, we have already observed that (gtEll2, gtIsom(Ell2)g−1t ) converges to (E2, Isom(E2)), while on
the other hand (g∗tEll2, g∗t Isom(Ell2)(g∗t )−1 converges to (∗E2,∗ Isom(∗E2)). The natural duality of E2 and ∗E2
is again induced by the scalar product of E3 and the commutativity of the diagram passes to the limit. Thus, we
have shown:
3.2 Fact. The dual in ∗E2 of a rescaled limit x∞ ∈ E2 of points x(t) ∈ Ell2 is the rescaled limit of the dual lines
x(t)∗ in Ell2 and vice versa (by exchanging the roles of points and lines).
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Figure 21: Degenerations of the top line in
Scheme (22), inside the ambient space, in the double
cover.
Figure 22: Degenerations
of the bottom line in
Scheme (22), inside the
ambient space, in the dou-
ble cover.
In a completely analogous way, one can define a geometric transition which permits to obtain the co-Euclidean
plane ∗E2 as a conjugacy limit of the de Sitter plane dS2. Indeed, observe that Ell2 and dS2 are the constant
curvature non-degenerate model spaces in dimension 2 which contain an elliptic line Ell1, whereas ∗E2 is the
degenerate space having an embedded copy of (Ell1, Isom(Ell1)). Therefore the following fact holds:
3.3 Fact. The dual in ∗E2 of a rescaled limit x∞ ∈ E2 of points x(t) ∈ H2 is the rescaled limit of the dual lines
x(t)∗ in dS2. The dual in E2 of a rescaled limit x∞ ∈ ∗E2 of points x(t) ∈ dS2 is the rescaled limit of the dual
lines x(t)∗ in H2. The converse is also true, by exchanging the role of points and lines.
We thus have the following diagram, which encodes the possible transitions and dualities involving E2 and
∗E2, see Figures 21 and 22:
(Ell2, Isom(Ell2))
blow-up point //
OO
∗

(E2, Isom(E2))
OO
∗

(H2, Isom(H2))
blow-up pointoo
OO
∗

(Ell2, Isom(Ell2))
blow-up line // (∗E2, Isom(∗E2)) (dS2, Isom(dS2))
blow-up lineoo
(22)
Geometric transitions with limits Minkowski and co-Minkowski plane. Given the above constructions,
it is immediate to see that one can mimic the blow-up of a point for the de Sitter plane
dS2 = {x ∈Min3 | b2,1(x, x) = 1}/{±Id} .
Using again the transformations gt, the limit will be again represented by an affine chart defined by {x23 =
1}/{±Id}, and the conjugacy limit of Isom(dS2) ∼= PO(2, 1) will be
Isom(Min2) =

a11 a12 b1a21 a22 b2
0 0 ±1
 : (a11 a12
a12 a22
)
∈ O(1, 1)
 .
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Figure 23: Degenerations
of the bottom line in
Scheme (23), in an affine
chart (Recall that dS2 is
the same as AdS2).
Hence we can say that the blow-up of a point permits to obtain (Min2, Isom(Min2)) as a limit of (dS2, Isom(dS2)).
Also in this case we shall obtain the dual transition. As in the case of Euclidean/co-Euclidean plane, there
are two possible transitions having limit the co-Minkowski plane. Indeed, both hyperbolic plane and de Sitter
plane contain hyperbolic lines (space-like in H2, time-like in dS2). For the hyperbolic plane, one checks directly
that
g∗t Isom(H2)(g∗t )−1 → Isom(∗Min2) =

a11 a12 0a21 a22 0
v1 v2 ±1
 : (a11 a12
a12 a22
)
∈ O(1, 1)
 .
Observe that, in terms of geometric transition, if (N, Isom(N)) is a conjugacy limit of (M, Isom(M)), then
also the anti-isometric space (N, Isom(N)) is a limit of (M, Isom(M)) (and also of (M, Isom(M)), of course), by
conjugating for the same projective transformations. For instance, both dS2 and dS2 limit to ∗Min2. However,
we prefer to say that (dS2, Isom(dS2)) limits to (∗Min2, Isom(∗Min2)) by blowing-up a space-like line, since with
this choice space-like lines (of hyperbolic type) converge to space-like lines of ∗Min2.
For the same reason, blowing-up a point one gets that dS2 limits to Min2. However, in this special
case, the space Min2, anti-isometric to Min2, is also isometric to Min2, thus we have a geometric transition
(dS2, Isom(dS2))→ (Min2, Isom(Min2)). This is formally not the same as the transition of dS2 to Min2 (in dS2
we have space-like elliptic lines which converge to space-like lines of Min2, while in dS2 the space-like lines
are hyperbolic and converge to space-like lines), although it is obtained for instance by applying the usual
transformations gt. Recall also that the dual of dS2, considered as the space of space-like lines, is dS2 itself (see
Figure 7).
By the same argument as in the previous paragraph (using the ambient metric of Min3 on the left, and its
anti-isometric Min3 on the right), one obtains the following diagram which shows the behavior of transitions and
dualities, see Figure 23:
(dS2, Isom(dS2))
blow-up point //
OO
∗

(Min2, Isom(Min2))
OO
∗

(dS2, Isom(dS2))
blow-up pointoo
OO
∗

(H2, Isom(H2))
blow-up line // (∗Min2, Isom(∗Min2)) (dS2, Isom(dS2))
blow-up lineoo
(23)
In words,
3.4 Fact. The dual in ∗Min2 of a rescaled limit x∞ ∈Min2 of points x(t) ∈ dS2 is the rescaled limit of the dual
lines x(t)∗ in H2. The dual in Min2 of a rescaled limit x∞ ∈ ∗Min2 of points x(t) ∈ H2 is the rescaled limit of
the dual lines x(t)∗ in dS2. The converse is also true, by exchanging the role of points and lines.
3.5 Fact. The dual in ∗Min2 of a rescaled limit x∞ ∈Min2 of points x(t) ∈ dS2 is the rescaled limit of the dual
lines x(t)∗ in dS2 and vice versa (by exchanging the roles of points and lines).
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Figure 24: Degenerations
of the bottom line in
Scheme (25), in an affine
chart.
3.2 Limits of 3-dimensional model spaces
At this stage, the reader will not be surprised to find that the transition procedures described in the previous
paragraph extend also to the three-dimensional case (and to higher dimensions, although this will not be
considered in this survey). For instance, the following diagram summarizes the transitions which have limit in
the Euclidean space or the co-Euclidean space:
(Ell3, Isom(Ell3))
blow-up point //
OO
∗

(E3, Isom(E3))
OO
∗

(H3, Isom(H3))
blow-up pointoo
OO
∗

(Ell3, Isom(Ell3))
blow-up plane // (∗E3, Isom(∗E3)) (dS3, Isom(dS3))
blow-up planeoo
(24)
Indeed, the way to rescale elliptic space or de Sitter space to get a limit in co-Euclidean space is by blowing-up
a plane. Space-like planes in Ell3 and dS3 are indeed copies of Ell2, and ∗E3 is the degenerate geometry having an
embedded Ell2 plane. It is thus an exercise to rewrite the statements of Facts 3.2 and 3.3 in the three-dimensional
setting, by making use of the duality points/planes.
The other diagram we considered in dimension 2 also has a generalization here. In fact, it will now become
clear that the right model spaces which have limit in Minkowski space (by blowing-up a point) are de Sitter
and Anti-de Sitter space; whereas their duals (hyperbolic space and Anti-de Sitter space itself) have limit in
co-Minkowski space, see Figure 24:
(dS3, Isom(dS3))
blow-up point //
OO
∗

(Min3, Isom(Min3))
OO
∗

(AdS3, Isom(AdS3))
blow-up pointoo
OO
∗

(H3, Isom(H3))
blow-up plane // (∗Min3, Isom(∗Min3)) (AdS3, Isom(AdS3))
blow-up planeoo
(25)
In fact, in dimension 2 we did not define an Anti-de Sitter plane, as it would be anti-isometric to the de
Sitter plane. Thus we write here the statement which encodes the relationship between transitions and dualities
for Anti-de Sitter space, leaving the analogous statements to the reader:
3.6 Fact. The dual in ∗Min3 of a rescaled limit x∞ ∈ Min3 of points x(t) ∈ AdS3 is the rescaled limit of the
dual planes x(t)∗ in AdS3 and vice versa (by exchanging the roles of points and planes).
Blowing-up time-like planes. However, we observe that in dimension three there are more complicated
pheonomena which might occur. In particular, one might be interested in the blow-up of a time-like plane in a
Lorentzian model-space. Of course this is the same of blowing-up a space-like plane in the anti-isometric model
space. Intrinsically, the time-like plane can be a copy of dS2 or dS2. Let us analyze the following diagram:
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(dS3, Isom(dS3))
blow-up point //
OO
∗

(Min3, Isom(Min3))
OO
∗

(AdS3, Isom(AdS3))
blow-up pointoo
OO
∗

(dS3, Isom(dS3))
blow-up line // (∗Min3, Isom(∗Min3)) (AdS3, Isom(AdS3))
blow-up lineoo
On the upper line, there is nothing surprising. We have just re-written the usual blow-up of a point, but by
considering the anti-isometric copies of dS3, Min3 and AdS3. In fact, the definition of geometric transition does
not distinguish between a model space and its anti-isometric copy. Anyway, we decided to stick to the convention
to choose the sign of the metric in such a way that space-like lines converge to space-like lines, and so on.
On the lower line, we have already encountered the duality which appears on the left. In fact, in Min4 the
linear hyperplanes which define time-like planes in dS3 also define planes in H3 (see Remark 1.18). Hence the
space of time-like planes in dS3, or equivalently the space of space-like planes in dS3, is naturally dS3 itself.
In the right-hand side, recall that AdS3 can be defined as:
AdS3 = {x ∈ R2,2 | b2,2(x) = 1}/{±Id} .
Thus a space-like plane in AdS3 is a copy of dS2, and the dual space of AdS3, considered as the space of space-like
planes of AdS3, is AdS3 itself.
It remains to understand what is the limit space in the center of the lower line. We denoted it by ∗Min3 to
indicate that it is the dual of Min3 (and not the space ∗Min3 anti-isometric to ∗Min3!) We will omit the details
of the definition and the proof of the commutativity of the last diagram presented. However, observe that in the
lower line, both dS3 and AdS3 contain a totally geodesic copy of dS2. Thus one can define a transition procedure
which blows-up a time-like plane, stretching the transverse directions. Topologically the limit space is expected
to be dS2 × R. By a construction similar to that of ∗Min3, one can identify this space to the space of time-like
planes in Min3 (or of space-like planes in Min3). In an affine chart, this would be the exterior of the cylinder
which represents ∗Min3.
Comments and references
• Let us denote by Gal2 the Galilean plane, i.e. the projective plane minus a parabolic line. See [47]. Below are
shown the possible degenerations of the three Riemannian and the three Lorentzian plane geometries. This diagram
is the one in Section 5.3 of [11], adapted to our terminology.
Ell2
 ))
H2
{{ 
dS2
{{  ""
E2
##
∗Min2

∗E2
{{
Min2
uu
Gal2
This essentially shows that the geometric transitions considered in this paper are all the possible transitions in RP3,
except the further space Gal2 which is, in some vague sense, doubly-degenerate. Essentially, the isometry group for
Gal2 is the subset of triangular matrices which preserve an affine chart.
• In [11], the possible degenerations are classified in every dimension. Already in dimension 3, apart from those
considered above, there are other simple degenerations, essentially obtained by blowing up a line. These spaces are
described as model spaces (X, Isom(X)) and in some cases they contain as subgeometries (i.e. as a geometry (X,G)
where G is a subgroup of Isom(X)) other 3-dimensional geometries in the sense of Thurston. For instance Sol
geometry is a possible limit of hyperbolic structures [22]. One could draw the corresponding diagram in dimension
3, which would already be pretty complicated, and find several other spaces as double degenerations. For example,
an affine space endowed with the action of a group of lower triangular matrices, with unitary elements on the
diagonal, is a generalization of Gal2.
• For the effect of the two-dimensional transition hyperbolic-Euclidean-spherical, the effects on angles, area etc. of
triangles are studied in [3].
4 Connection and volume form
In this section we discuss the definitions of the Levi-Civita connection and volume form for model spaces, starting
by the general setting of Riemannian or pseudo-Riemannian manifolds and then specializing to the cases of
constant curvature manifolds. We will then give a construction of a geometric connection and a volume form on
the degenerate cases of co-Euclidean and co-Minkowski space.
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4.1 Non-degenerate model spaces
Let (M, g) be a three-dimensional Riemannian or pseudo-Riemannian manifold. Many key examples have already
been introduced: E3, H3 and Ell3 are Riemannian, Min3, dS3 and AdS3 are pseudo-Riemannian. Recall that
the non-degenerate metric g uniquely determines the Levi-Civita connection, which we will denote by ∇g or ∇M
if there is no ambiguity about the metric tensor g. Indeed, the Levi-Civita connection is the unique connection
which satisfies the following properties:
• ∇g is symmetric, i.e. ∇gXY −∇gYX = [X,Y ] for any pair of vector fields X,Y ;
• ∇g is compatible with the metric, i.e. Z.g(X,Y ) = g(∇gZX,Y ) + g(X,∇gZY ) for any vector fields X,Y, Z.
The latter condition can also be expressed by saying that ∇gg = 0, namely the metric tensor is parallel with
respect to ∇g. Recall also that a volume form is defined on (M, g), provided M is oriented. Namely, the volume
form is a 3-form ω such that ω(X,Y, Z) = 1 if X,Y, Z is an oriented (with respect to the orientation of M)
orthonormal frame for g. The volume form is also characterized by being the unique 3-form w such that:
• ω is parallel with respect to ∇g, i.e. ∇gω = 0;
• ω(v1, v2, v3) = 1, where v1, v2, v3 is an oriented orthonormal triple of vectors at a fixed point x0.
Indeed, as the parallel transport preserves an oriented orthonormal basis, the volume form is parallel for the
connection, i.e. ∇gω = 0, i.e.
Z.ω(X1, . . . , Xn) = ω(∇gZX1, . . . , Xn) + · · ·+ω(X1, . . . ,∇gZXn) . (26)
Explicit construction of the ambient Levi-Civita connection and volume form. Let us now go back
one step, and see how the Levi-Civita connection of the three-dimensional manifolds considered here can be
defined. For instance, the Levi-Civita connection of Euclidean space is simply given by differentiation of the
standard coordinates of a vector field, that is,
∇E3v w = Dw(v) ,
for any pair of smooth vector fields v, w. The connection of Minkowski space is defined analogously, and thus on
the same affine space, the Levi-Civita connections of the Euclidean and the Minkowski metric coincide. Moreover,
the standard volume form of R3 coincides with the volumes forms (induced by the metric) of E3 and Min3, i.e.
in the standard coordinates (x, y, z):
ωE3 = ωMin3 = dx ∧ dy ∧ dz= ωR3 . (27)
Of course, the same definitions can be given for any n-dimensional vector space endowed with a non-degenerate
symmetric bilinear form b. Now we will use this fact to define the Levi-Civita connection and the volume form
of the model spaces. We have already observed that for all non degenerate model spaces M =M/{±Id} which
we have defined as the (projectivization of the) subset M of (R4, b) where the quadratic form defined by b takes
the value 1 (or −1), the normal vector to M at a point x is precisely x itself. Thus, by the definition of the
Levi-Civita connection of an embedded hypersurface in a higher-dimensional manifold, we obtain, for vector
fields v, w tangent to M,
Dw(v) = ∇Mv w − b(v, w)x .
We used that the identity and the second fundamental form coincide (up to a sign) with the first fundamental
form (see also Section 5 below). Clearly this definition descends to the definition of the Levi-Civita connection
of M.
Also the volume form of M (and thus of M) can be defined in terms of the ambient volume form of R4.
Indeed, given any triple of vectors v, w, u in TxM, x is also the normal vector to M, and thus one can define
ωM(v, w, u) = ωR4(x, v, w, u) .
4.2 Degenerate cases
We will now introduce a natural connection and volume form on ∗E3 and ∗Min3. We will discuss the meaning
of naturality in the following, but of course we can anticipate that a natural connection/volume form will be
preserved by the isometry group of co-Euclidean (resp. co-Minkowski) space, as introduced in Definitions 2.10
and 2.26.
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The connection of co-Euclidean space. To define a connection on ∗E3, we start by defining a connection
on its double cover, namely
coEuc3 = {(x1, x2, x3, x4) |x21 + x22 + x23 = 1}= {x ∈ R4 | b∗(x, x) = 1} ,
and thus we will consider S2 × R as a model for coEuc3. In the classical case of model spaces defined by a non
degenerate symmetric quadratic form b, the key ingredient to define the Levi-Civita connection was the existence
of the normal vector field N, so as to be able to write
Dw(v) = ∇Mv w + b(v, w)N .
Clearly the normal vector field has the property that it is preserved by the group of isometries of the ambient
quadratic form b. In this degenerate case, the bilinear form b∗ is degenerate, and thus it does not enable us to
determine a unit normal vector field. However, there is a well-defined transverse vector field to coEuc3, namely
the vector field which at the point x ∈ coEuc3 ⊂ R4 is defined by
Nx = x ∈ R4 ,
Tautologically, this vector field N is preserved by the group Isom(∗E3), which means that if A ∈ Isom(∗E3), then
A∗(Nx) = NA(x). Thus one can use the vector field N to decompose the ambient derivative of two vector fields
in a tangential and a “normal” component.
4.1 Definition (Co-Euclidean connection). Given two vector fields v, w in coEuc3, we define the connection
∇coEuc3 by means of:
Dw(v) = ∇coEuc3v w + b∗(v, w)N ,
The co-Euclidean connection is the connection ∇∗E3 induced on ∗E3 by ∇coEuc3 .
First, it should be clear that the co-Euclidean connection is preserved by the group of isometries of co-
Euclidean space. We prove it now, and in fact this also follows from the characterization given in Proposition 4.3
below.
4.2 Lemma. The co-Euclidean connection ∇∗E3 is invariant for the group Isom(∗E3).
Proof. From the definition, we have
∇coEuc3A∗v A∗w = D(A∗w)(A∗v)− b∗(A∗v,A∗w)NA(x) = A∗(Dw(v)− b∗(v, w)Nx) = ∇coEuc
3
v w ,
since the ambient connection D and the vector field N are invariant for the action of Isom(∗E3).
We will denote by T the vector field on coEuc3 defined by (0, 1) in TxcoEuc3 ∼= TxS2 × R. It is a degenerate
vector field invariant for the group Isom(coEuc3), as seen from the form inside the brackets of (15). Observe that
T does not descend to a global vector field on ∗E3, but we will still talk about the vector field T (by an abuse of
notation) as the vector field induced on any simply connected open subset of ∗E3.
4.3 Proposition. The connection ∇∗E3 is the unique connection on ∗E3 such that:
• ∇∗E3 is symmetric, i.e. ∇∗E3X Y −∇
∗E3
Y X = [X,Y ] for any pair of vector fields X,Y ;
• ∇∗E3 is compatible with the degenerate metric g∗ of ∗E3, i.e. Z.g∗(X,Y ) = g∗(∇∗E3Z X,Y ) + g∗(X,∇
∗E3
Z Y )
for any vector fields X,Y, Z.
• ∇∗E3 preserves every space-like plane of ∗E3, i.e. for V,W vector fields on a space-like plane P , ∇∗E3V W is
tangent to P ;
• The vector field T is parallel with respect to ∇∗E3 , i.e. ∇∗E3T = 0.
In particular, the restriction of ∇∗E3 to any space-like plane coincides with the Levi-Civita connection for the
induced metric.
Proof. It suffices to prove the statement for the double cover coEuc3, since clearly −Id acts on coEuc3 as an
isometry of coEuc3, and preserving ∇coEuc3 . It is straightforward to check that ∇coEuc3 defines a connection
on coEuc3. Symmetry follows from the observation that ∇coEuc3X Y − ∇coEuc
3
Y X is the tangential component of
(DXY −DYX) = [X,Y ], which equals [X,Y ] itself. Also compatibility is very simple: for every vector Z tangent
to coEuc3,
Z.g∗(X,Y ) = g∗(DZX,Y ) + g∗(X,DZY ) = g∗(∇coEuc3Z X,Y ) + g∗(X,∇coEuc
3
Z Y ) .
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For the third point, let P be a plane of coEuc3 obtained as the intersection of coEuc3 with a linear hyperplane
P ′ of R4. Given vector fields V,W on P , DVW is tangent to P ′ and thus the projection to coEuc3 is still in P .
Finally, it is clear from the construction that the derivative of T in any direction vanishes.
Let us now assume that the four conditions hold. In the coordinate system provided by S2×R, the restriction
of ∇coEuc3 to every plane S2×{∗} preserves the plane itself (by the third point) and coincides with the Levi-Civita
connection of S2, by the second point.
Hence it is easily seen that the Christoffel symbols Γkij are those of the Levi-Civita connection when i, j, k
correspond to coordinates of S2. Otherwise, using the first and fourth hypothesis, the Γkij vanish. Hence the
connection is uniquely determined.
4.4 Corollary. The geodesics for the co-Euclidean connection ∇∗E3 coincide with the lines of ∗E3.
Proof. Again, we prove the statement for the double cover coEuc3. Given a space-like line l of coEuc3, using the
action of Isom(coEuc3) we can assume that l is contained in the slice S2 × {0}. Since the connection on such a
slice coincides with the Levi-Civita connection, and lines of coEuc3 are geodesics for this copy of S2, l is a geodesic
for ∇coEuc3 . If l is not space-like, then it is of the form {∗} × R. Since ∇coEuc3T T = 0, it is clear by construction
that l is geodesic, provided it is parametrized in such a way that its tangent vector is a fixed multiple of T for
all time.
Since there is a line of coEuc3 through every point of coEuc3 with every initial velocity, this shows that all
geodesics for the connection ∇coEuc3 are lines of coEuc3.
The volume form of co-Euclidean space. By means of the transverse vector field N in R4, we can also
perform the usual construction to define a volume form for co-Euclidean space. Indeed, we can give the following
definition:
4.5 Definition (Co-Euclidean volume form). The volume form of coEuc3 is the 3-form ωcoEuc3 such that, given
vectors v, w, u in TxcoEuc3,
ωcoEuc3(v, w, u) = ωR4(N, v, w, u) .
The co-Euclidean volume form is the volume form ω∗E3 induced on
∗E3 by ωcoEuc3 .
Both the volume form of the ambient R4 and the vector field N are invariant for Isom(∗E3), hence clearly:
4.6 Lemma. The volume form ωcoEuc3 is invariant for the group Isom(∗E3).
Of course, as there is no Riemannian or pseudo-Riemannian metric invariant by the group of isometries of
∗E3 (Fact 2.11), there is no volume arising as the volume associated to a metric. However, the volume form
ω∗E3 has the property that ω∗E3(v, w,T) = 1 provided v, w are orthonormal space-like vectors for the degenerate
metric of ∗E3, and T is the “unitary” degenerate vector field, so that the triple (v, w,T) is positively oriented.
As in the classical case, since parallel transport preserves both the degenerate metric (this follows from the
compatibility with the metric) and the vector field T (see Proposition 4.3), the volume form ω∗E3 has the
following characterization:
4.7 Proposition. The volume form ω∗E3 is the unique volume form on
∗E3 such that:
• ω∗E3 is parallel with respect to ∇∗E3 , i.e. ∇∗E3ω∗E3 = 0;
• ω∗E3(v, w,T) = 1, where v, w,T is an oriented triple at a fixed point x0, such that v, w are orthonormal
space-like vectors.
The case of co-Minkowski space. Very similar constructions can be used to define a connection and a
volume form for co-Minkowski space. Indeed, we define the vector field N, which is transverse to coMin3 ∼= H2×R
in the ambient space R4, as the vector field Nx = x ∈ R4. Clearly this definition is invariant by the isometries of
coMin3, hence in particular by the involution which identifies the two connected components of H2 × R. For
simplicity, we identify ∗Min3 ∼= H2 × R as one of the two connected components of H2 × R. Recalling that the
bilinear form for co-Minkowski space b∗ has the form x21 + x
2
2 − x23 in the (x1, x2, x3, x4)-coordinates, using the
ambient connection and volume form of R4, one obtains the definitions of co-Minkowski connection and volume
form:
4.8 Definition (Co-Minkowski connection). Given two vector fields v, w in ∗Min3, we define the connection
∇∗Min3 by means of:
Dw(v) = ∇∗Min3v w + b∗(v, w)N .
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4.9 Definition (Co-Minkowski volume form). The volume form of ∗Min3 is the 3-form ω∗Min3 such that, given
vectors v, w, u in T ∗xMin3,
ω∗Min3(v, w, u) = ωR4(N, v, w, u) .
We report the key properties below, without giving the proofs, as they are completely analogous to the
co-Euclidean case.
4.10 Lemma. The co-Minkowski connection ∇∗Min3 and volume form ωcoEuc3 are invariant for the isometry
group Isom(∗Min3).
Here we denote by T the normalized degenerate vector field (as we recall that there is a notion of length of the
degenerate direction which is preserved by the group of isometries of ∗Min3). In the (x1, x2, x3, x4)-coordinates,
T can be written as (1, 0, 0, 0).
4.11 Proposition. The connection ∇∗Min3 is the unique connection on ∗Min3 such that:
• ∇∗Min3 is symmetric, i.e. ∇∗Min3X Y −∇
∗Min3
Y X = [X,Y ] for any pair of vector fields X,Y ;
• ∇∗Min3 is compatible with the degenerate metric g∗ of ∗Min3, i.e. ∇∗Min3g∗ = 0;
• ∇∗Min3 preserves every space-like plane of ∗Min3, i.e. for V,W vector fields on a space-like plane P ,
∇∗Min3V W is tangent to P ;
• The vector field T is parallel with respect to ∇∗Min3 , i.e. ∇∗Min3T = 0.
4.12 Corollary. Geodesics for the co-Minkowski connection ∇∗Min3 coincide with lines of ∗Min3.
4.13 Proposition. The volume form ω∗Min3 is the unique volume form on
∗Min3 such that:
• ω∗Min3 is parallel with respect to ∇∗Min3 , i.e. ∇∗Min3ω∗Min3 = 0;
• ω∗Min3(v, w,T) = 1, where v, w,T is an oriented triple at a fixed point x0, such that v, w are orthonormal
space-like vectors.
Relation with geometric transition. We will now show that the connections of co-Euclidean and co-
Minkowski space are natural also in the sense of geometric transition, that is, they are the limits of the
Levi-Civita connections under the transitions described in Subsection 3.1 and 3.2. We will focus on dimension 3
for definiteness, and consider the transition of Ell3 and dS3 to ∗E3, as described in Scheme (24), which makes
use of the projective transformations
g∗t =

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1/t
 ∈ PGL(4,R) . (28)
4.14 Proposition. Let Xt, Yt, Zt be smooth families of smooth vector fields on Ell3 (resp. dS3) such that
X0, Y0, Z0 are tangent to a plane P . The limit of g
∗
tXt is a vector field on
∗E3 which we denote by X˙, and
analogously for Y˙ and Z˙. Then:
• The limit of g∗t∇Ell
3
X Y (resp. g
∗
t∇dS
3
X Y ) is ∇
∗E3
X˙
Y˙ .
• The limit of ωEll3(Xt, Yt, Zt) (resp. ωdS3(Xt, Yt, Zt)) is ω∗E3(X˙, Y˙ , Z˙).
Proof. First, let us assume that P is defined by x4 = 0 in RP3, as in Subsection 3.2, so that we can use the
projective transformations in (28). We can as usual perform the computation in the double cover coEuc3. Hence
in those coordinates, the vector field X0, Y0, Z0 have x4-coordinate equal to 0. Hence, the limit of g
∗
tXt is:
lim
t→0
g∗tXt(x) = lim
t→0

(Xt(x))1
(Xt(x))2
(Xt(x))3
(Xt(x))4/t
 =

(X0(x))1
(X0(x))2
(X0(x))3
(X˙(x))4
 ,
namely, it is a vector field on ∗E3 whose vertical projection is identified with the vector field X0(x).
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Now, observe that g∗t maps S3 to
S3t := g∗t (S3) = {x |x21 + x22 + x23 + t2x24 = −1} .
Moreover, g∗t is an isometry if we endow S3t with the metric induced by the quadratic form
bt4,0(x, x) = x
2
1 + x
2
2 + x
2
3 + t
2x24 .
Hence g∗t maps the normal vector N(x) = x of S3 to Nt(x) = g∗t (x), which is precisely the normal vector to S3t
for bt4,0.
Now, as X0, Y0, Z0 are tangent to P , their base point xt are rescaled to g
∗
t xt which converge to x∞, base
point for X˙, Y˙ , Z˙. For the same reason, the normal vector Nt(xt) = g
∗
t (xt) to S3t at xt converges to x∞, which
is (in the notation of Definitions 4.1 and 4.8) the vector N(x∞) used as a transverse vector field to coEuc3.
Hence in conclusion,
g∗t∇S
3
XtYt = ∇
S3t
g∗tXt
g∗t Yt = DYt(Xt)− bt4,0(Xt, Yt)Nt(xt)
converges to
∇coEuc3
X˙
Y˙ = DY˙ (X˙)− b∗(X˙, Y˙ )N(x∞) .
Analogously,
ωS2(Xt, Yt, Zt) = ωR4(N, Xt, Yt, Zt) = ωE4(Nt, g∗tXt, g
∗
t Yt, g
∗
tZt)
converges to
ωcoEuc3(X˙, Y˙ , Z˙) = ωR4(N(x∞), X˙, Y˙ , Z˙) .
Of course, the proof is completely analogous for the rescaling from dS3.
Actually, the proof is analogous also for the case of geometric transition of H3 and AdS3 to ∗Min3, hence one
can prove:
4.15 Proposition. Let Xt, Yt, Zt be smooth families of smooth vector fields on H3 (resp. AdS3) such that
X0, Y0, Z0 are tangent to a plane P . The limit of g
∗
tXt is a vector field on
∗Min3 which we denote by X˙, and
analogously for Y˙ and Z˙. Then:
• The limit of g∗t∇H
3
X Y (resp. g
∗
t∇AdS
3
X Y ) is ∇
∗Min3
X˙
Y˙ .
• The limit of ωH3(Xt, Yt, Zt) (resp. ωAdS3(Xt, Yt, Zt)) is ω∗Min3(X˙, Y˙ , Z˙).
4.3 The infinitesimal Pogorelov map
Weyl formula for connections. In an affine chart, a (non-degenerate) model spaceM has the strong property
that its (unparametrized) geodesics are the same as in the ambient Rn endowed with a Euclidean metric. This
will imply that, in an open set, the Levi-Civita connection ∇ of M can be written in terms of the usual connection
on Rn. The manifold M may not be orientable, but on an affine chart we can consider the same orientation as
Rn. Hence the pseudo-Riemannian metric of M gives a volume form ω in the affine chart.
Let N be an orientable manifold with two torsion-free connections ∇ and ∇̂ and with two volume forms ω
and ω̂ such that ∇ω = 0 and ∇̂ω̂ = 0. Let λ be the function on N such that
ω̂ = λω .
Let us introduce
D(X,Y ) = ∇̂XY −∇XY .
This function is linear over smooth functions on both argument, so it is a (1, 2)-tensor. As the connections are
symmetric, it is easy to check that D is symmetric.
4.16 Lemma. The contraction of D is a one-form that is given by λ:
C11D = dlnλ . (29)
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Proof. Recall that the volume form ω is parallel for ∇ (26), that gives, in the given local coordinates on N ,
∂iω1,...,n = ω
(
n∑
k=1
Γki1ek, . . . , en
)
+ · · ·+ ω
(
e1, . . . ,
n∑
k=1
Γkinek
)
.
But ω is alternating and n-linear:
∂iω1,...,n = ω(Γ
1
i1e1, . . . , en) + · · ·+ ω(e1, . . . ,Γninen) =
(
n∑
α=1
Γαiα
)
ω1,...,n ,
namely
n∑
α=1
Γαiα = ∂i ln(ω1,...,n)
and in particular,
n∑
α=1
Γ̂αiα −
n∑
α=1
Γαiα = ∂i lnλ .
4.17 Lemma (Weyl Formula). Let us suppose that ∇ and ∇̂ have the same (unparameterized) geodesics. Then
∇̂XY −∇XY = X.
(
lnλ
1
n+1
)
Y + Y.
(
lnλ
1
n+1
)
X .
Proof. Observe that in this formula both sides are linear in X and Y . To compute the left-hand side, fix p and
Xp ∈ TpN and let c : I → N be a parameterized geodesic for ∇ with tangent vector Xp at c(0) = p. Extend Xp
to X, the tangent vector of c, which is parallel along c, so that ∇XX = 0. Let X̂ be the tangent vector of a
reparametrization of c that turns it into a geodesic ĉ for ∇̂ (hence ∇̂X̂X̂ = 0). Then there is a function f on c
(which depends on the choice of Xp and X̂p) such that X = fX̂. We compute:
(∇̂XX −∇XX)(p) = (∇̂XX)(p) = ∇̂f(p)X̂p(fX̂) = f(p)(X̂p.f)X̂p + f(p)2∇̂X̂pX̂p = f(p)(X̂p.f)X̂p ,
so D(X,X) = X. ln(f)X. Let us define φ(X) = X. ln(fX)/2, so that
D(X,X) = 2φ(X)X . (30)
Let us show that φ is a 1-form. In fact, given any symmetric tensor D such that D(X,X) is a multiple of X,
the function φ satisfying (30) is uniquely determined and clearly satisfies φ(λX) = λφ(X). For the additivity,
from the symmetry of D, we have
D(X + Y,X + Y ) = D(X,X) +D(Y, Y ) + 2D(X,Y ) , (31)
hence
φ(X + Y )(X + Y ) = φ(X)X + φ(Y )Y +D(X,Y ) .
On the other hand, developing the same expression for D(X − Y,X − Y ) gives
φ(X − Y )(X − Y ) = φ(X)X + φ(Y )Y −D(X,Y ) .
Putting together the two expressions, one obtains
(φ(X + Y ) + φ(X − Y )− 2φ(X))X = (φ(X − Y )− φ(X + Y ) + 2φ(Y ))Y .
Since it now suffices to consider X and Y linearly independent, one has φ(X + Y ) + φ(X − Y ) − 2φ(X) =
φ(X − Y ) − φ(X + Y ) + 2φ(Y ) = 0 and therefore φ(X + Y ) = φ(X) + φ(Y ). Hence, using the linearity of φ
which was just proved, from (30) and (31) one obtains:
D(X,Y ) = φ(X)Y + φ(Y )X .
Finally, contracting on both side using (29) leads to dlnλ = (n+ 1)φ.
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Killing fields. If ∇ is the Levi-Civita connection of a pseudo-Riemannian metric g on a manifold N , a vector
field is called a Killing field if it generates a 1-parameter group of isometries. A vector field K is a Killing field if
and only if LXg = 0 (L is the Lie derivative), or if and only if ∇K is a skew-symmetric (1, 1)-tensor:
g(∇XK,Y ) + g(X,∇YK) = 0 , (32)
for every X,Y . It is easy to see that this condition is actually equivalent to the condition that g(∇XK,X) = 0
for every X.
The infinitesimal Pogorelov map. Let us suppose that ∇̂ is also a Levi-Civita connection for a pseudo-
Riemannian metric ĝ on N . Let L := Lg,ĝ be the map TN → TN defined by
g(X,Y ) = ĝ(L(X), Y ) (33)
for every Y . The infinitesimal Pogorelov map P := Pg,ĝ : TN 7→ TN is defined by
P(X) = λ
2
n+1L(X) .
4.18 Lemma. The infinitesimal Pogorelov map Pg,ĝ sends Killing fields of g to Killing fields of ĝ: if K is a
Killing field of (N, g), then P(K) is a Killing field of (N, ĝ).
Proof. By definition,
ĝ(P(K), X) = g(λ
2
n+1K,X) , (34)
which implies
X.ĝ(P(K), X) = X.g(λ
2
n+1K,X) ,
and using the fact that K is a Killing field of (N, g), we arrive at
ĝ(∇̂XP(K), X) = (X.λ 2n+1 )g(K,X)− g(λ 2n+1K, ∇̂XX −∇XX) . (35)
Observe that by Weyl formula (Lemma 4.17),
g(λ
2
n+1K, ∇̂XX −∇XX) = g(λ 2n+1K, 2X.(lnλ 1n+1 )X)) = (X.λ 2n+1 )g(K,X) .
Hence from Equation (35) one gets ĝ(∇̂XP(K), X) = 0, i.e. P(K) is a Killing field of (M, ĝ).
The infinitesimal Pogorelov map from hyperbolic to Euclidean space. Let us consider the usual Klein
model of the hyperbolic space Hn, i.e. the affine chart {xn+1 = 1}, in which Hn is the open unit ball
Bn = {x ∈ Rn | bn,0 < 1} .
We will compare the hyperbolic metric g on Bn with the standard Euclidean metric. For x ∈ Bn, the point
r(x) := ρ(x)
(
x
1
)
, with
ρ(x) =
1√
1− bn,0(x, x)
belongs to Hn in Minn+1.17 So if X ∈ TxBn, then
dr(X) = ρ(x)
(
ρ(x)2bn,0(x,X)x+X
ρ(x)2bn,0(x,X)
)
belongs to Tr(x)Hn, and it is then straightforward that the expression of the hyperbolic metric in the Klein
model is
gx(X,Y ) = ρ(x)
2bn,0(X,Y ) + ρ(x)
4bn,0(x,X)bn,0(x, Y ) . (36)
The radial direction at x is the direction defined by the origin of Rn and x. From (36), a vector is orthogonal
to the radial direction for the Euclidean metric if and only if it is orthogonal for the hyperbolic metric. A vector
orthogonal to the radial direction is called lateral. Then for a tangent vector X of Bn at a point x,
• if X is radial, then its hyperbolic norm is ρ(x)2 times its Euclidean norm.
• if X is lateral, then its hyperbolic norm is ρ(x) times its Euclidean norm.
17If t is the hyperbolic distance from r(0) to r(x), then ρ(x) = cosh t .
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With respect to the definition of L = Lg,bn,0 in (33),
Lx(X) = ρ(x)
2X + ρ(x)4bn,0(x,X)x
and a lateral (resp. radial) vector is an eigenvector for L with eigenvalue ρ(x)2 (resp. ρ(x)4). In an orthonormal
basis for bn,0, det(gx) = det(Lx) = ρ(x)
2(n+1), so
ωRn = ρ
−(n+1)ωHn .
Let K be a Killing field of Hn. Then by Lemma 4.18, P(K) = ρ−2L·(K) is a Euclidean Killing field. More
precisely,
P(K)x = Kx + ρ(x)
2bn,0(x,Kx)x .
In particular,
• if K is lateral, the Euclidean norm of P(K) is equal to ρ−1 times the hyperbolic norm of K;
• if K is radial, the Euclidean norm of P(K) is equal to the hyperbolic norm of K.
The infinitesimal Pogorelov map from Anti-de Sitter to Minkowski Euclidean space. Let us consider
the model of the anti-de Sitter space AdSn given by the affine chart {xn+1 = 1}. Recall that AdSn is the
projective quotient of
AdSn = {(x, xn+1) ∈ Rn+1 | bn−1,2 = −1}
and its image in the affine chart is
Hn = {x ∈ Rn | bn−1,1 < 1} .
We will compare the anti-de Sitter Lorentzian metric g on Hn with the Minkowski metric on Rn. For x ∈ Hn,
the point ρ(x)
(
x
1
)
, with
ρ(x) =
1√
1− bn−1,1(x, x)
belongs to AdSn. A computation similar to the hyperbolic/Euclidean case gives
gx(X,Y ) = ρ(x)
2bn−1,1(X,Y ) + ρ(x)4bn−1,1(x,X)bn−1,1(x, Y ) .
As for the Klein model of the hyperbolic space, a vector has a radial and a lateral component, and this
decomposition does not depend on the metric. We also have
Lx(X) = ρ(x)
2X + ρ(x)4bn−1,1(x,X)x ,
whose determinant in an orthonormal basis for bn−1,1, is ρ(x)2(n+1), so (recall (27))
ωRn = ρ
−(n+1)ωAdSn .
Let K be a Killing field of AdSn. Then by Lemma 4.18, ρ−2L·(K) = K + ρ2bn−1,1(·,K)· is a Minkowski
Killing field.
Comments and references
• A symmetric connection such that there exists (locally) a parallel volume form is characterized by the fact that its
Ricci tensor is symmetric, [28, Proposition 3.1].
• Let ∇ be a torsion-free complete connection on a manifold N , such that a local parallel volume form exists. An
affine field of ∇ is a vector field that generates a 1-parameter group of transformations that preserves the connection.
Let R be the curvature tensor of ∇:
R(X,Y )Z = ∇X∇Y Z −∇Y∇XZ −∇[X,Y ]Z .
Then K is an affine field if and only if (see e.g. [21])
∇Y∇XK = −R(K,Y )X .
Let ∇̂ be another connection on N with the same properties as ∇, both having the same unparametrized geodesics.
Let R̂ be its curvature tensor. Then a direct computation using the Weyl formula shows that:
R̂(X,Y )Z = R(X,Y )Z + (∇2f − df2)(X,Z)Y − (∇2f − df2)(Y,Z)X ,
where ∇2 is the Hessian for ∇. See pp. 126,127 in [21] for the relations between infinitesimal affine transformations
and Killing fields.
• Lemma 4.18 was proved in [20] and independently in [46]. See also the end of Section 5.5.
• The simplest infinitesimal Pogorelov map is the one from Minkowski space to Euclidean space: it suffices to multiply
the last coordinate of the Killing field by −1. This was noted in [17]. The term infinitesimal Pogorelov map
comes from the fact that it was defined as a first-order version of the so-called Pogorelov mapping, see the end of
Section 5.5. See [25, 38, 14] for some applications.
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5 Geometry of surfaces in 3-dimensional spaces
The purpose of this section is the study of embedded surfaces, with particular attention to convex surfaces, in
3-dimensional model spaces. We will first review the classical theory of embeddings of surfaces in 3-manifolds,
with special attention to the constant curvature cases we have introduced so far. After that, we will define
analogous notions in the degenerate spaces (for instance, the second fundamental form and the shape operator),
in particular co-Euclidean and co-Minkowski spaces, and show that these notions have a good behavior both
with respect to the geometry of ∗E3 and ∗Min3, although the ambient metric is a degenerate metric, and with
respect to duality and geometric transition.
5.1 Surfaces in non degenerate constant curvature 3-manifolds
Let (M, g) be a Riemannian or pseudo-Riemannian manifold. Given a smooth immersion σ : S →M with image
a space-like surface σ(S) in (M, g), recall that the first fundamental form is the pull-back of the induced metric,
namely
I(v, w) = g(σ∗(v), σ∗(w)) .
The Levi-Civita connection ∇S of the first fundamental form I of S is obtained from the Levi-Civita connection
of the ambient manifold: given vector fields v, w on S, ∇Svw is the orthogonal projection to the tangent space of
S of ∇Mσ∗v(σ∗w).
Let us denote by N a unit normal vector field on S, namely N is a smooth vector field such that for every
point x ∈ S, Nx is orthogonal to Tσ(x)σ(S), and such that |g(N,N)| = 1. The second fundamental form II is a
bilinear form on S defined by
∇Mσ∗v(σ∗wˆ) = ∇Sv wˆ + II(v, w)N (37)
where wˆ denotes any smooth vector field on S extending the vector w. This form turns out to be symmetric and
it only depends on the vectors v and w, not on the extension of any of them. The shape operator of S is the
(1, 1)-tensor B ∈ End(TS), self-adjoint with respect to I, such that
II(v, w) = I(B(v), w) = I(v,B(w)) . (38)
By a standard computation, it turns out that
B(v) = ±∇Mv N , (39)
the sign depending on whether M is Riemannian or Lorentzian, where we have used the differential of the
embedding σ to identify a vector v ∈ TxS to a vector tangent to the embedded surface σ(S). Indeed, by applying
the condition of compatibility of the metric of the Levi-Civita connection to the condition |g(N,N)| = 1, it is
easily checked that ∇Mv N is orthogonal to N, hence is tangent to σ(S). Since B is self-adjoint with respect to I,
it is diagonalizable at every point. The eigenvalues of B are called principal curvatures.
The extrinsic curvature is the determinant of the shape operator, i.e. the product of the principal curvatures.
The mean curvature is the trace of the shape operator, that is the sum of the principal curvatures.
Fundamental theorem of immersed surfaces. The embedding data of a smooth immersed surface in a
3-manifold are usually considered the first fundamental form and the shape operator, or equivalently, the first and
second fundamental forms. However, these two objects are not independent and satisfy some coupled differential
equations usually called the Gauss–Codazzi equations. We start by expressing such equations in the setting of
the constant curvature 3-manifolds introduced above, namely Euclidean and Minkowski space, and the model
spaces.
The Codazzi equation can be expressed in the same fashion for all ambient spaces, and it says that the
exterior derivative of the shape operator B, with respect to the Levi-Civita connection of the first fundamental
form (denoted by ∇I), vanishes. In formulae,
d∇
I
B := (∇IvB)(w)− (∇IwB)(v) = ∇IvB(w)−∇IwB(v)−B[v, w] = 0 , (40)
The Gauss equation is a relation between the intrinsic curvature of the first fundamental form, and the
extrinsic curvature of the immersion. The form of the Gauss equation, however, depends on the ambient metric
(whether it is Riemannian or pseudo-Riemannian) and on its curvature. In particular, if KI denotes the curvature
of the first fundamental form, in Euclidean space the Gauss formula is:
KI = detB ,
39
while in Minkowski space, for immersed space-like surfaces, the correct form is:
KI = −detB .
As we said, if the ambient manifold has nonzero curvature, there is an additional term in the equation. For
instance, for S3 or Ell3 (curvature 1 everywhere):
KI = 1 + detB ,
while for surfaces in hyperbolic space we have:
KI = −1 + detB .
Finally for space-like surfaces in Lorentzian manifolds of nonzero constant curvature: in de Sitter space the
Gauss equation is
KI = 1− detB ,
and in Anti-de Sitter space of course
KI = −1− detB .
We resume all the statements in the following:
5.1 Fact. Given a smooth immersed surface in a three-dimensional model space (or in Euclidean/Minkowski
space), the first fundamental form and the shape operator satisfy the corresponding Gauss–Codazzi equations.
Clearly, if one post-composes a smooth immersion with an isometry of the ambient space, the embedding
data remain unchanged. A classical theorem in Euclidean space, which can be extended to all the other cases of
constant curvature, states that the Gauss–Codazzi equations are necessary and sufficient conditions in order
to have the embedding data of a smooth surface, and the embedding data determine the surface up to global
isometry. See [6, 41] for a reference.
5.2 Theorem (Fundamental theorem of immersed surfaces). Given a simply connected surface S and a pair
(I, B) of a Riemannian metric and a symmetric (1, 1)-tensor on S, if (I, B) satisfy the Gauss–Codazzi equations
in Euclidean (resp. Minkowski, elliptic, hyperbolic, de Sitter or Anti-de Sitter) space, then there exists a smooth
immersion of S having (I, B) as embedding data. Any two such immersions differ by post-composition by a global
isometry.
Duality for smooth surfaces. We can use the description of duality introduced in Subsection 1.4 to talk
about duality for convex surfaces. In fact, consider a surface S, which is the boundary of a convex set. Then its
dual is again a convex set with boundary a surface S∗. For instance, the dual of the boundary of a convex set
in H3 is a space-like surface in dS3 (and vice versa). Similarly one can consider a convex set in AdS3, whose
boundary is composed of two space-like surfaces, and dually one obtains a convex set in AdS3 bounded by two
space-like surfaces.
Let us consider a convex set with boundary a smooth (or at least C2) embedded surface S, such that B is
positive definite at every point (which in particular implies strict convexity). The third fundamental form of S is
III(v, w) = I(B(v), B(w)) .
First, observe that, since B is positive definite, III is a Riemannian metric. The reader can check, as an exercise,
that in his/her favorite duality of ambient spaces, (III, B−1) are the embedding data of a space-like surface,
namely they satisfy the Gauss–Codazzi equations provided (I, B) satisfy the Gauss–Codazzi equations. It is
helpful to use the following formula for the curvature of III(v, w) = I(B·, B·):
KIII =
KI
detB
,
which holds under the assumption that B satisfies the Codazzi equation (see [24] or [23]).
5.3 Fact. The pair (III, B−1) are the embedding data of the dual surface S∗.
Let us check the fact in the hyperbolic-de Sitter case. If S is a convex surface in H3, for x ∈ S, N(x) is a
point inside the unit tangent sphere of TxH3, and III is by definition the pull-back by N on S of the spherical
metric. But on the other hand, the hyperplane tangent to S at x is naturally identified, via the double cover
in Min4, to a time-like hyperplane, and N(x) is a unit vector orthogonal to this hyperplane, hence a point in
dSn, the double cover of de Sitter space. So III is exactly the induced metric on the dual surface, and by the
involution property of the duality, its shape operator is the inverse of the one of B.
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5.2 Geometry of surfaces in co-Euclidean space
We are now ready to define the second fundamental form of any space-like surface in ∗E3. For simplicity (since
this is a local notion) we will use the double cover coEuc3 ∼= S2 × R. A space-like surface in coEuc3 is locally the
graph of a function u : Ω→ R, for Ω ⊆ S2, and the first fundamental form is just the spherical metric on the
base S2.
Given a space-like immersion σ : S → coEuc3, again there is no notion of normal vector field, since the metric
of coEuc3 is degenerate. However, we have already remarked several times that the vector field T (of zero length
for the degenerate metric, see Section 4.2) is well-defined, i.e. it is invariant by the action of the isometry group.
Given two vector fields vˆ, wˆ on S, using symmetry and compatibility with the metric, it is easy to prove that the
tangential component of ∇coEucσ∗v (σ∗wˆ) in the splitting
T(x,t)coEuc3 = T(x,t)σ(S)⊕ 〈T〉 ,
coincides with the Levi-Civita connection of the first fundamental form. This enables to give the following
definition:
5.4 Definition. Given a space-like immersion σ : S → coEuc3, the second fundamental form of S is defined by
∇coEuc3σ∗v (σ∗wˆ) = ∇Iv(wˆ) + II(v, w)T ,
for every pair of vectors v, w ∈ TxS, where wˆ is any extension on S of the vector w ∈ TxS.
It is easy to check, as in the classical Riemannian case, that II is linear in both arguments, and thus defines a
(0, 2)-tensor.
5.5 Definition. The shape operator of σ : S → coEuc3 is the symmetric (1, 1)-tensor B such that II(v, w) =
I(B(v), w) for every v, w ∈ TxS, where I is the first fundamental form of S. The extrinsic curvature of S is the
determinant of the shape operator.
As usual the definition does not depend on the extension of any of the vectors v and w and the second
fundamental form is symmetric.
5.6 Lemma. Given a space-like embedded graph S in coEuc3, consider the embedding σ : Ω→ coEuc3 ∼= S2 × R
defining S as a graph:
σ(x) = (x, u(x))
for u : Ω→ R and Ω ⊆ S2. Then the shape operator of S for the embedding σ is
B = HessS
2
u+ u Id ,
where HessS
2
u = ∇S2gradu denotes the spherical Hessian of u.
Before proceeding to the proof of this proposition, let us relate functions on Ω ⊂ S2 ⊂ E3 to functions on an
open set of E3. As the unit outward vector field of S2 is the identity, it follows from (37) and (39) that, at a
point x ∈ S2, for X,Y tangent to the sphere,
DXY = ∇S2X Y − 〈X,Y 〉x (41)
where 〈·, ·〉 := b3,0. From this it follows immediately that, for U the 1-homogenous extension of u,
〈HessU(X), Y 〉 = X.Y.U − (DXY ).U
= HessS
2
U |S2(X,Y ) + 〈X,Y 〉x.U ,
and as U is 1-homogenous, by the Euler theorem, x.U = U , so on S2:
HessU = HessS
2
u+ u Id . (42)
Proof. Fix a point x0 ∈ Ω, and denote by b∗ = x1y1 + x2y2 + x3y3 the ambient degenerate quadratic form. By
composing with an element in Isom(coEuc3) of the form (x, t) 7→ (x, t + f(x)), where f(x) = 〈x, p0〉, we can
assume S is tangent to the horizontal plane S2 × {0} at x0. Indeed, observe that by the usual duality, this
statement is equivalent to saying that the point in E3 dual to Tσ(x0)S is the origin and the plane in E3 dual to x0
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is x⊥0 . Such s condition can be easily obtained by applying a translation of E3. From (42), Hess
S2f + fId = 0,
and thus it suffices to prove the statement in this case.
We consider S2 × {0} inside the copy of E3 obtained as {x4 = 0} in R4. Let vˆ, wˆ be two vector fields on
Ω ⊆ S2. Then at x0 ∈ S2 one has as in (41)
Dvˆwˆ = ∇S2vˆ wˆ − 〈vˆ, wˆ〉x0 .
Consider now the vector fields σ∗(vˆ) = vˆ + du(vˆ)T and σ∗(wˆ) = wˆ+ du(wˆ)T on S. We choose extensions V and
W in a neighbourhood of S which are invariant by translations t 7→ t+ t0 in the degenerate direction of S2 × R.
We can now compute
DVW = Dvˆwˆ +Dvˆ(du(wˆ)T) + du(vˆ)DTW
= ∇S2vˆ wˆ − 〈vˆ, wˆ〉x0 + vˆ.〈gradu, wˆ〉T
= ∇S2vˆ wˆ − 〈vˆ, wˆ〉x0 +
(
〈HessS2u(vˆ), wˆ〉+ 〈gradu,∇S2vˆ wˆ〉
)
T ,
where in the first equality we have substituted the expressions for V and W , and in the second equality we have
used that DT = 0 and that the chosen extension W is invariant along the direction of T. Recalling that the
connection ∇coEuc3V W at x0 is defined as the tangential component of DVW with respect to the transverse vector
Nx0 = x0 and using that gradu vanishes at x0 by construction, we get at x0:
∇coEuc3V W = ∇S
2
vˆ wˆ + I(Hess
S2u(v), w) .
By Proposition 4.3, ∇S2vˆ wˆ is tangent to the slice S2 × {0} itself, and thus the second fundamental form is:
II(v, w) = I(HessS
2
u(v), w) .
Since u(x0) = 0, this concludes the proof.
5.7 Corollary. A space-like surface in ∗E3 is a plane if and only if B ≡ 0.
Proof. Totally geodesic planes in coEuc3 are graphs of functions of the form u(x) = 〈x, p〉, which are functions
such that HessS
2
u+ u Id vanishes. Since the statement is local, this is true also in ∗E3.
Recall that the induced metric on a space-like surface S in coEuc3, written as a graph over Ω ⊂ S2, is just the
spherical metric of S2. Hence the first fundamental form I of S satisfies:
KI = 1 . (43)
Of course this statement is local, and thus holds in ∗E3 as well. Moreover, it turns out that the shape operator
satisfies the Codazzi equation with respect to I:
d∇
I
B = 0 . (44)
Indeed, let U be the 1 homogenous extention of u. Let B˜ = HessU . Each component B˜i, i = 1, 2, 3, is a
one-form on R3,
B˜i = B˜i1 dx
1 + B˜i2 dx
2 + B˜i3 dx
3 ,
with Uij = B˜
i
j . By the Schwarz lemma, B˜
i is closed, and by (40) and (41), B satisfies the Codazzi equation on
S2. See also [18, 2.61] for the relations between closdeness of one forms and the Codazzi equation.
The above two equations (43) and (44) can be interpreted as a baby-version of the Gauss–Codazzi equations
for co-Euclidean geometry. Of course this is a very simple version, since the two equations are not really coupled:
the first equation is independent of B. In fact, the proof of the fundamental theorem of immersions will be very
simple. But before that, let us show that any tensor satisfying the Codazzi equation on S2 can be locally written
as HessS
2
u+ u Id.
Let Ω be a domain in S2 and let Ω˜ be the cone over Ω from the origin of E3. Note that Ω˜ is star-shaped
from the origin. Let B be a (1, 1)-tensor on Ω. Let B˜ be a (1, 1)-tensor of Ω˜ which satisfies B˜x(x) = 0, and for
〈X,x〉 = 0, B˜x(X) = Bx/‖x‖(X), where ‖ · ‖ is the usual norm on E3.
Suppose that B satisfies the Codazzi equation on Ω, and consider B˜ as an R3-valued one form. From (40)
and (41), B˜ satisfies the Codazzi equation on Ω˜, hence is a closed form, and by the Poincare´ Lemma, there
exists F i : R3 → R such that B˜i = dF i. Suppose moreover that B is symmetric. This readily implies that B˜ is
symmetric, and hence that the one form ω = F 1 dx1 + F 2 dx22 + F
3 dx23 is closed, so by the Poincare´ Lemma,
there exists a function U : Ω˜ → R with ω = dU , i.e. B˜ = HessU . From (42), we obtain the following fact,
previously noted by D. Ferus in [7]:
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5.8 Fact. Let B be a tensor satisfying the Codazzi equation on a surface of constant curvature equal to one.
Then locally there exists a function u on S2 such that B = HessS2 u+ u Id.
5.9 Proposition (Fundamental theorem of immersed surfaces in co-Euclidean geometry). Given a simply
connected surface S and a pair (I, B) of a Riemannian metric and a symmetric (1, 1)-tensor on S, if (I, B) are
such that I has constant curvature +1,
KI = 1 ,
and B is satisfies the Codazzi conditions for I,
d∇
I
B = 0 .
Then there exists a smooth immersion of S in ∗E3 having (I, B) as embedding data. Any two such immersions
differ by post-composition by a global isometry of ∗E3.
Proof. Again, it suffices to prove first the immersion statement in coEuc3. By Fact 5.8 there exists a function
u : S → R such that B = HessS2 u+ u Id. Let dev : S˜ → S2 be a developing map (that is, a local isometry) for
the spherical metric I on S. Then we define
σ : S → coEuc3 ∼= S2 × R
by means of
σ(x) = (dev(x), u(x)) .
Since dev is a local isometry, and the degenerate metric of coEuc3 reduces to the spherical metric on the S2
component, the first fundamental form of σ is I. By Lemma 5.6, the shape operator is B.
Given any other immersion σ′ with embedding data (I, B), the projection to the first component is a local
isometry, hence it differs from dev by postcomposition by a global isometry A of S2. By composing with an
isometry of coEuc3 which acts on S2 by means of A and leaves the coordinate t invariant, we can assume the first
component of σ and σ′ in S2 × R coincide.
Hence we have σ′(x) = (dev(x), u′(x)) where u′ is such that B = HessS
2
u′ + u′ Id. Therefore HessS
2
(u −
u′) + (u− u′)Id = 0, which implies
u(x)− u′(x) = 〈dev(x), p0〉
for some p0 ∈ E3. This shows that σ and σ′ differ by the isometry
(x, t) 7→ (x, t+ 〈x, p0〉)
which is an element of Isom(coEuc3). This concludes the proof.
Let us remark that (recalling the discussion of Subsection 2.3) if S is a space-like surface which is homotopic
to S2 × {?} in coEuc3 ∼= S2 × R and its shape operator B is positive definite, then S is the graph of u where
u is a support function of a convex body whose boundary is S. Let us now compute the embedding data in
Euclidean space of the dual surface of S. The formulae we will obtain are exactly the same as in the AdS3-AdS3
duality and in the H3-dS3 duality.
5.10 Corollary. Given a space-like smooth surface S in E3 (resp. ∗E3) which bounds a convex set and with
positive definite shape operator, if the embedding data of S are (I, B), then the boundary of the dual convex set
in ∗E3 (resp. E3) has embedding data (III, B−1).
Proof. If the result is proved for one case, then the other case is obvious, since it suffices to exchange the roles of
(I, B) and (III, B−1). Let us consider a surface S in E3, and let S∗ be the dual surface in ∗E3.
Let us assume that in the double cover coEuc3, S∗ is locally the graph of u over an open subset Ω of S2. To
check that the first fundamental form of the dual surface is the third fundamental form, it suffices to compute
the pull-back of the spherical metric of S2 by means of the first component of the dual embedding σ : S → ∗E3
for S∗ — that is, the map which associates to a tangent plane P = TxS to S the dual point P ∗ ∈ ∗E3. Again
in the double cover, the first component of the dual embedding is precisely the Gauss map G of S, and the
derivative of the Gauss map is the shape operator, hence one gets
〈dσ(v),dσ(w)〉 = 〈dG(v),dG(w)〉 = I(B(v), B(w)) .
Moreover, one can directly show that the inverse of the shape operator of S, by means of the inverse of the
Gauss map G−1 : S2 → S ⊂ E3, is B−1 = HessS2u + u Id, where u : S2 → R is the support function of the
convex set bounded by S. Using Lemma 5.6, this concludes the proof.
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5.3 Geometry of surfaces in co-Minkowski space
By means of a very analogous construction, one can study the geometry of surfaces in co-Minkowski space. We
will not repeat all the details, but just state the parallel results. Here 〈·, ·〉 := b2,1 will denote the Minkowski
product of Min3, and we will implicitly identify ∗Min3, which is the quotient of coMin3 ∼= H2 × R by the action
of {±Id}, to one of its connected components, thus considering the model of H2 × R. The definition of second
fundamental form of an immersion σ : S → ∗Min3 makes again use of the splitting:
TxcoMin3 = Txσ(S)⊕ 〈T〉 .
5.11 Definition. Given a space-like immersion σ : S → ∗Min3, the second fundamental form of S is defined by
∇∗Min3σ∗v (σ∗wˆ) = ∇Iv(wˆ) + II(v, w)T ,
for every pair of vectors v, w ∈ TxS, where wˆ is any extension on S of the vector w ∈ TxS.
5.12 Definition. The shape operator of σ : S → ∗Min3 is the symmetric (1, 1)-tensor such that II(v, w) =
I(B(v), w) for every v, w ∈ TxS, where I is the first fundamental form of S. The extrinsic curvature of S is the
determinant of the shape operator.
5.13 Lemma. Given a space-like embedded graph S in ∗Min3, consider the embedding σ : Ω→ ∗Min3 ∼= H2×R
defining S as a graph:
σ(x) = (x, u(x))
for u : Ω→ R and Ω ⊆ H2. Then the shape operator of S for the embedding σ is
B = HessH
2
u− u Id ,
where HessH
2
u = ∇H2gradu denotes the hyperbolic Hessian of u.
5.14 Corollary. A space-like surface in ∗Min3 is a plane if and only if B ≡ 0.
Again, one can observe that the embedding data of a smooth space-like surface in ∗Min3 satisfy the very
simple condition that the first fundamental form I is hyperbolic, and the shape operator satisfies the Codazzi
equation for I.
5.15 Proposition (Fundamental theorem of immersed surfaces in co-Minkowski geometry). Given a simply
connected surface S and a pair (I, B) of a Riemannian metric and a symmetric (1, 1)-tensor on S, if (I, B) are
such that I has constant curvature −1,
KI = −1 ,
and B satisfies the Codazzi conditions for I,
d∇
I
B = 0 .
then there exists a smooth immersion of S in ∗Min3 having (I, B) as embedding data. Any two such immersions
differ by post-composition by a global isometry of ∗Min3.
Finally, the formulae for the embedding data of dual surfaces work well in the Min3-∗Min3 duality:
5.16 Corollary. Given a space-like smooth surface S in Min3 (resp. ∗Min3) which bounds a convex set and
with positive definite shape operator, if the embedding data of S are (I, B), then the boundary of the dual convex
set in ∗Min3 (resp. Min3) has embedding data (III, B−1).
5.4 Geometric transition of surfaces
We now conclude by showing that the notion of curvature in co-Euclidean and co-Minkowski geometry, under the
procedures of geometric transition we have encountered, is the rescaled limit of the usual notions in the model
spaces which degenerate to ∗E3 and ∗Min3. In particular, we will focus on the transitions defined in Subsection
3.2, having limit in the co-Euclidean and co-Minkowski space.
5.17 Proposition. Suppose σt is a C
2 family of space-like smooth immersions of a simply connected surface S
into Ell3 or dS3 (resp. AdS3 or H3), such that σ0 is contained in a totally geodesic plane P . Let
σ = lim
t→0
(g∗t ◦ σt)
be the rescaled immersion in ∗E3 (resp. ∗Min3) obtained by blowing-up the plane P . Then:
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• The first fundamental form of σ coincides with the first fundamental form of σ0:
I(v, w) = lim
t→0
It(v, w) ;
• The second fundamental form of σ is the first derivative of the second fundamental form of σt:
II(v, w) = lim
t→0
IIt(v, w)
t
;
• The shape operator B of σ is the first derivative of the shape operator Bt of σt:
B(v) = lim
t→0
Bt(v)
t
;
• The extrinsic curvature Kext of σ is the second derivative of the extrinsic curvature Kextt = detBt of σt:
Kext(x) = lim
t→0
Kextt (x)
t2
.
Proof. As in Subsection 3.2 (recall also the proof of Proposition 4.14), we can assume that the totally geodesic
plane P is defined by x4 = 0 in RP3, and use the projective transformations
g∗t =

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1/t
 ∈ PGL(4,R) .
Hence, the limit of g∗t σt is:
lim
t→0
g∗t σt(x) = lim
t→0

(σt(x))1
(σt(x))2
(σt(x))3
(σt(x))4/t
 =

(σ0(x))1
(σ0(x))2
(σ0(x))3
(σ˙(x))4/t
 ,
namely, σ(x) = (σ0(x), u(x)) for some function u which encodes the derivative of the vertical component of σt.
It is then clear, from the degenerate form of the metric of both ∗E3 and ∗Min3, that in both cases the first
fundamental form of the rescaled limit σ is the limit of the first fundamental form of σt.
For the second point, we will focus on the case of Ell3 (with limit in E3) for definiteness. Since the statement
is local, we can consider the computation in the dual covers S3 and coEuc3. Consider the unit normal vector
fields Nt to σt(S), chosen so that at time t = 0 the vector field is (0, 0, 0, 1) and Nt varies continuously with t.
Recall that the second fundamental form of σt(S) satisfies:
∇S3σtv(σtwˆ)−∇Itv (wˆ) = IIt(v, w)Nt =
IIt(v, w)
t
tNt .
Now applying the transformation g∗t , we have:
• g∗t∇S
3
σtv(σtwˆ) converges to ∇coEuc
3
σv σw by Proposition 4.14;
• g∗t∇Itv (wˆ) converges to a tangential component to σ(S), since ∇Itv (wˆ) is tangent to σt(S);
• tg∗t (Nt) converges to T = (0, 0, 0, 1) since g∗t (Nt) = (N1t ,N2t ,N3t ,N4t/t) and N0 = (0, 0, 0, 1).
This shows at once that IIt(v, w)/t converges to the second fundamental form of σ in coEuc3, and g∗t∇Itv (wˆ)
converges to ∇Iv(wˆ).
Since IIt(v, w) = It(Bt(v), w) and II(v, w) = I(B(v), w), the third point follows from the first two statements.
The last point is a consequence of the third point and the fact that Kextt = detBt and K
ext = detB.
Clearly the proof is completely analogous for the convergence from dS3 to ∗E3, or from the convergence from
H3 or AdS3 to ∗Min3.
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5.5 Projective nature of infinitesimal rigidity
Let S be a smooth space-like surface in E3, Min3, Ell3, H3, dS3 or AdS3. A vector field Z on S is called an
infinitesimal isometric deformation if it preserves the induced metric on S at the first order: LZg(X,Y ) =
0 ∀X,Y ∈ TS, which is easily shown to be equivalent to g(∇XZ,X) = 0 ∀X ∈ TS, if g is the metric of the
ambient space and ∇ its Levi–Civita connection. An infinitesimal isometric deformation is said to be trivial if it
is the restriction to S of a Killing field of the ambient space.
Now let us suppose that S embeds in an affine chart, and that this affine representation is also an affine chart
for another model space, in which the image of S is space-like. By a straightforward adaptation of the proof of
Lemma 4.18, it is easy to see that the infinitesimal Pogorelov map sends infinitesimal isometric deformations of S
for the first ambient metric to infinitesimal isometric deformations of S for the second ambient metric. Moreover,
Lemma 4.18 also says that trivial deformations are sent to trivial deformations. A surface S is infinitesimally
rigid if all its infinitesimal isometric deformations are trivial.
It follows from the above discussion that the infinitesimal rigidity of a surface in a three dimensional affine
space is independent of the choice of the projective distance on the ambient space.
Comments and references
• A classical problem in Riemannian geometry is the existence of zero mean curvature surfaces with prescribed
boundary at infinity. For instance, in hyperbolic space the so-called asymptotic Plateau problem was proved by
Anderson in [4]. In Anti-de Sitter space, the analogous problem was tackled by Bonsante and Schlenker in [9]. With
the tools introduced in this paper, the analogous problem in ∗Min3 turns out to be very simple. Indeed, taking
the trace in the expression B = HessH
3
u− u Id for the shape operator of a space-like surface, one obtains that a
surface has zero mean curvature if and only if ∆u− 2u = 0 where ∆ denotes the hyperbolic Laplacian. Hence a
proof follows from the existence and uniqueness of solutions to this linear PDE.
• Volkov [46] showed the following: a vector field Z on S is an infinitesimal isometric deformation if and only if for
each x ∈ S there exists a Killing field Kx such that Zx = (Kx)x and (∇XZ)x = (∇XKx)x ∀X ∈ TxS .
• To simplify the presentation, we have considered different metrics on the same (affine) space. But we could have
considered maps between different spaces, sending geodesics onto geodesics. In particular, it would follow from the
result presented here that infinitesimal rigidity in the Euclidean space is invariant under projective transformations.
This fact is known since the end of the 19th century and called the Darboux–Sauer theorem, see e.g. [15, Chapitre
IV]. This is also true for more general surfaces than smooth ones. For example consider polyhedral surfaces made
of pieces of space-like planes. An infinitesimal isometric deformation is then defined as the data of a Killing field on
each face, such that they coincide on common edges. Then Lemma 4.18 implies that the infinitesimal Pogorelov map
sends deformations to deformations and trivial deformations to trivial deformations. This invariance of infinitesimal
rigidity is always true if one considers frameworks instead of surfaces [19].
• The Pogorelov map is a map taking two convex surfaces S1, S2 in Ell3 and giving two convex surfaces S¯1, S¯2 of
E3. If S1 is isometric to S2 (for the distance induced by the ambient metric) then S¯1 and S¯2 are also isometric.
Moreover, if the isometry between S1 and S2 is the restriction to S1 of an isometry of the ambient space, then the
isometry between S¯1 and S¯2 is also the restriction of an isometry of the ambient space. The difficult part is to
prove that S¯1 and S¯2 are convex [31]. The differential of this map at S = S1 = S2 gives the infinitesimal Pogorelov
map. The map was extended to H3 [31] and to dS3 [27] instead of Ell3, see also [36, 37].
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