This paper proposes a methodology to automatically choose the measurement locations of a nonlinear structure/equipment that needs to be monitored while operating. The response of the computational model (or experimental data) is used to construct the proper orthogonal modes applying the proper orthogonal decomposition (POD), and the effective independence distribution vector (EIDV) procedure is employed to eliminate, iteratively, locations that contribute less for the independence of the target proper orthogonal modes.
Introduction
There are many works discussing the placement of sensors in a dynamical structure. One can use, for instance, observability measure [1, 2] to identify the best locations or entropy measure [3] . Debnath et al. [4] did a literature survey of the methods that have been used to identify the optimal location of sensors.
Udwadia and Garba [5] propose to optimally locate sensors with a technique that uncouples the solution of an optimization and an identification problem, and Fisher information matrix is used. Concerning optimal sensor locations for control, [6] use a quadrature formula to obtain the sensor locations, given a feedback control law. In [7] , explicit solutions of generalized algebraic Riccati equations are developed, such that optimal sensor locations are obtained for a control strategy.
Guyan [8] proposed a strategy known as Guyan reduction [9] that can be used for choice of sensor locations. This strategy eliminates locations with low inertia forces compared to elastic forces. Qureshi et al. [10] use the design criterion of maximizing the determinant of Fisher information matrix to optimally place sensors in distributed systems. Kammer [11] proposes the effective independence method to select measurement locations for modal identification of large space structures. This method ranks the contribution of each candidate sensor location to the linear independence of the corresponding target modes; it also maximizes the determinant of Fisher information matrix. This method is also known as the effective independence vector distribution (EIVD) [9] . A recent application of this method for mistuning identification of blisks is found in [12] . The effective independence concept was also modified to take into account strain energy [13] , a strategy called energy matrix rank optimization (EMRO), and kinetic energy [14] , a strategy called energy optimization technique (EOT).
Techniques that use the normal modes of the structures, such as Fisher information matrix, deal with linear structures. As we are interested in nonlinear structures, some extension has to be pursued. Nonlinear normal modes (NNM) [15, 16] , which can be regarded as nonlinear extensions of the classical normal modes, could be applied in this attempt. However, in the present paper, we will pursue another strategy and not use the NNM because they can be difficult to compute, they usually disregard forced response, and also because of the type of the nonlinearity considered (discontinuity). Nevertheless, future developments should investigate the applicability of NNM for optimal sensor placement in nonlinear structures.
Shock and Vibration
The present work aims to automatically choose the location of sensors in a nonlinear dynamical structure under a given operational condition. It uses the EIDV procedure, but the modes considered in Fisher information matrix are the proper orthogonal modes of the structure obtained applying Karhunen-Loève decomposition (KLD) [17] , also called proper orthogonal decomposition (POD). This is a stochastic tool that showed to be well suited for deterministic systems. The proper orthogonal modes (POM) provide the coherent structures underneath the response of the dynamical system. We will call this strategy effective independence proper orthogonal modes (EIPOM).
There are two ways to compute the POMs: (1) with numerical data or (2) with experimental data. If a computational model of the nonlinear system is available, it can be excited in the operational condition to compute the displacement response. Only the locations that can be measured are retained for the computation of the POMs, and then the EIDV procedure can iteratively dismiss the remaining locations that are not relevant. On the other hand, if measurements are taken for the structure in operation (ideally in every possible measurement location), the displacement field obtained by the measurements can be used to compute the POMs, and then the EIDV procedure can iteratively dismiss locations that are not relevant.
The strategy proposed in this work is expected to be well suited to any type of nonlinear structure that needs to be monitored, such as cars, airplanes, bridges, and platforms. It suffices to (1) know the operational condition and to have a calibrated computational model or (2) have experimental data of the structure in the operational condition. A simple cantilever beam with local nonlinearities (impacts) is used to exemplify the EIPOM strategy. This paper is organized as follows. Section 2 presents the equations of the computational models (linear and nonlinear) used in the analysis. Section 3 develops the EIPOM procedure. Finally, the numerical results are presented in Section 4 and the concluding remarks are made in Section 5.
Computational Model
Consider a structure that has been discretized by means of the finite element method, with discretized system, given by
where [ ] ∈ R × is the positive-definite mass matrix, [ ] ∈ R × is the proportional damping matrix that added a posteriori to the model
is the positive-definite bending matrix, u( ) ∈ R is the response vector, and f( ) ∈ R is the force vector. This system is linear; the nonlinearity is going to be added to the system further in this section.
To speed up the computation, a reduced-order model [18, 19] is going to be constructed for the system. The following generalized eigenvalue problem is solved to compute the reduction basis, which is composed by the normal modes of the linear structure
where is the th natural frequency and is the th normal mode. Defining matrix
and writing the displacement as u( ) = [Φ]q( ), the reduced-order system is given by
where the reduced matrices are given
, in which = /(2 ) + /2 is the damping factor and is the Kronecker delta.
Local nonlinearities represented by impacts are taken into account. The impact between the structure and the barrier is modeled with a linear spring with constant sh :
where gap is the distance between the structure and the barrier, ( , ) is the displacement at the impact locations ( = {1, 2, . . .}), and is the Dirac delta. Hence, the nonlinear system of equations is given by
where f NL is the nonlinear force vector related to the impacts.
Effective Independence Proper Orthogonal Modes
This section describes the proposed method called effective independence proper orthogonal modes (EIPOM), where POMs are used in the effective independence strategy. The EIVD strategy is very easy to implement, it is not computationally expensive, and it gives some physical insight to the selection of sensor locations. This method was developed by Kammer [11] as a procedure to validate a large space structure finite element model. The idea is to maximize the determinant of Fisher information matrix:
where Ψ is the reduced modal matrix composed by the selected normal modes of the linear structure without the degrees of freedom that cannot be measured (rotation, for instance). If the modes are independent, [FIM] is invertible. The procedure is based on the observation of the diagonal of matrix [ ] [9] :
The is the same as maximizing independent information, and it tends to minimize the covariance matrix of the estimate errors [11] .
Since we are dealing with a nonlinear structure, an extension of the above procedure is proposed because it does not make much sense to talk about normal modes any more. Karhunen-Loève decomposition (KLD) [17] is also known as proper orthogonal decomposition (POD) and is an extension of the principal component analysis (PCA) [20] to infinity dimension. POD has many applications, such as the construction of reduced-order models for dynamical systems [18, 21] . It was first applied to mechanical systems for the research of coherent structures in turbulent flows [22] . We will use this methodology to compute the POMs, also called coherent structures or Karhunen-Loève basis (KL-basis).
When the system is nonlinear there are no normal modes related to it. However, we can construct the POMs, which are able to retain the important characteristics of a dynamical response through experimental or numerical data.
It is assumed that a zero mean stationary second order random field { ( , x), ( , x) ∈ R × R 3 } is continuous in mean square. This process is obtained by subtracting the mean of the displacement random field of the structure { ( , x), ( , x) ∈ R × R 3 }. Therefore, we assume that the displacement field is a stationary second order random field, which might be a strong assumption. However, we are considering the steady state response of a system in a given operational condition; thus, this assumption is likely to work well. The autocorrelation function of ( , x) is given by
where second order stationarity means ( 1 , x 1 ; 2 , x 2 ) = ( 2 − 1 , x 1 , x 2 ), and E{⋅} is the expectation operator. The POMs POM are obtained by solving the following eigenvalue problem:
where the s are ordered from high to low and are normalized by dividing each by the sum of s, such that the sum of the normalized eigenvalues is one. They are a measure of the energy of each POM, which means that the POMs related to high s are more important for the dynamics. Another useful assumption is to consider the process ( , x) ergodic, such that only one dynamic response is needed to construct the autocorrelation function.
Application
For its simplicity and to focus on the strategy of selecting sensor locations, a cantilever Timoshenko beam is considered in the analysis. Figure 1 shows the nonlinear system analyzed, where the nonlinearity comes from impacts. It consists in a cantilever beam harmonic excited at = and with two barriers located at {0.23 , 0.48 }. This system is inspired by an overhung rotor-bearing system [23, 24] .
The parameter values used in the numerical analysis are = 7850 kg/m 3 , = 200 GPa, = 81 GPa, = 5%, 
Linear
System. This section analyzes a linear cantilever beam. The goal is to show that the placement of sensors is different if one is interested in (a) obtaining the dynamics characteristics of a system or (b) monitoring a system with a given operational condition. It should not be a surprise, since we would expect to obtain different sensor locations if different modes are considered.
To validate the EIDV procedure, the individual normal modes of a clamped and simply supported beam were evaluated. As expected, the optimal sensor locations for the individual normal modes coincided with the maximum amplitude values of each mode.
Second mode

Fsin( t)
Fsin( t) Figure 3 : Clamped beam with two external forces together with the second mode. Even if the excitation frequency is lower than the 1st natural frequency of the system, depending on the force locations, other modes might play a role in the dynamics. For the configuration in the figure, the second mode will be important.
First mode excited
Third mode excited Figure 2 shows the first five normal modes of a cantilever beam with the corresponding natural frequencies. Figure 3 shows that even if the frequency of excitation is lower than the first mode, depending on the configuration of the applied forces, higher modes can be important in the dynamical response of the structure, which means that one should take into account a typical operational condition. For the configuration in the figure, the second mode will play an important role. Finally, Figure 4 shows that a specific sensor location might be good or bad, depending on the mode excited. In the figure, the sensor location is good if the first mode is excited and bad if the third mode is excited.
To analyze some numerical results, let us choose the measurement locations of 4 sensors for two different operational conditions. In the first operational condition, four modes are important in the dynamics. On the other hand, in the second operational condition, only two modes are important; see If the system is linear and if one can filter the relevant modes contributing to the dynamics of a given operational condition; then, the EIDV procedure could be applied with the selected normal modes.
Nonlinear
System. Now the nonlinear system is analyzed. The nonlinear system is harmonically excited at = and two impact locations are considered, as shown in Figure 1 . To construct the POMs, a sample of the steady state response of the numerical model is obtained, and the direct KarhunenLoève decomposition is applied. 
Concluding Remarks
This paper proposes to use together the EIDV and the POMs to choose the location of sensors to monitor a nonlinear dynamical system, in a way that a nonlinear structure/equipment can be monitored effectively. The idea is simple and effective. Instead of using the normal modes in the EIDV procedure, one should use the POMs. Hence, the locations chosen are maximizing the determinant of Fisher information matrix, maximizing independent information, and it tends to minimize the covariance matrix of the estimate errors. The proposed procedure is not effective if the operational condition changes. In this case, two alternatives are proposed: (1) a set of POMs should be constructed for each specific operational condition or (2) all the operational conditions should be used together in order to construct the POMs. Future investigations should be made to analyze the use of POMs in other techniques that use the effective independence strategy, such as EMRO [13] and EOT [14] , when the system is nonlinear.
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