A particular instance of the Shortest Vector Problem (SVP) appears in the context of Compute-and-Forward. Despite the NP-hardness of the SVP, we will show that this certain instance can be solved in complexity order O(nψ log(nψ)) where ψ = P h 2 + 1 depends on the transmission power and the norm of the channel vector. We will then extend our results to Integer-Forcing and finally, introduce a more general class of lattices for which the SVP and the and the Closest Vector Problem (CVP) can be approximated within a constant factor.
I. INTRODUCTION
T HE shortest Vector Problem (SVP) is the problem of finding the shortest non-zero vector of a lattice. It can be mathematically expressed as:
Aa 2 = arg min
where the full-rank matrix A ∈ R n×n is the lattice basis and G = A T A is called the Gram matrix of the lattice. The Closest Vector Problem (CVP), is the problem of finding the closest vector of a lattice to y, an arbitrary vector in R n : a * = arg min a∈Z n Aa − y 2 = arg min a∈Z n a T Ga − 2y T Aa + y T y.
The CVP and the SVP are known to be NP-hard under randomized reduction [1] , [2] . In fact, for a general lattice, there is not even an efficient constant-factor approximation algorithm known for these problems. Discovering such algorithms would have significant implications in terms of the hierarchy of complexity classes [3] , [4] , [2] . Currently, the best known polynomial complexity approximation algorithms for the SVP/CVP only achieve exponential approximation factors [5] , [6] . On the bright side, efficient algorithms for special lattices have been known for a long time. For instance Gauss found an algorithm for solving the SVP in dimension two. Conway in [7] provides exact algorithms for a class of root lattices in higher dimensions. Based on [8] McKilliam [9] showed that if an obtuse superbase for a lattice is known, the SVP and the CVP can be solved in polynomial complexity.
In this work, we introduce new classes of lattices where the SVP and the CVP are of polynomial complexity. These classes are inspired by recently proposed cooperative communication strategies referred to as "Compute-andForward" [10] and "Integer-Forcing" [11] . Optimizing the computation rate achieved by these strategies involves solving particular instances of the SVP. We will first show that under certain conditions on the eigenvalues of the matrix G in Equations (1) and (2) , the solution to the SVP and the CVP can be found in complexity order O n k+1 (2⌈ψ⌉ + 2) k+1 .
We will then show that the instances of the SVP that we are interested in satisfy these conditions. As for IntegerForcing, the parameters k and n respectively stand for the number of antennas at the receiver and the number of transmitters. Here ψ = 1 + P γ 2 max depends on P , the transmission power and γ 2 max , the largest eigenvalue of HH T where H is the channel matrix. For Compute-and-Forward the complexity can be further reduced to O(nψ log(nψ))
where ψ = P h 2 + 1 and h is the channel vector. We will then proceed by introducing a larger class of lattices for which a constant approximation factor for the SVP and the CVP can be found in polynomial complexity.
The paper will continue as follows. We will briefly discuss the Compute-and-Forward technique and its connection with the SVP in Section III. We will demonstrate how this particular instance of the SVP can be solved efficiently. In Section IV we will extend our results to Integer-Forcing. Next, in Section V we will show that the SVP and the CVP can be approximation up to a constant factor for a much larger class of lattices. Finally, in Section VI we will discuss an open problem in the context of lattice reduction.
II. NOTATION
We use boldface capital letters for matrices and boldface lowercase letters for vectors. Scalars are represented by plain letters. All vectors are column vectors by default. All the vector inequalities used throughout the paper are elementwise. For a square matrix A, the operator diag(A) returns a column vector which consists of the diagonal elements of A. The operator ⌈·⌉ returns the smallest integer greater or equal to its input. The two operators ⌈·⌋ and ⌊·⌉ return the closest integer to their inputs. Their difference is at half-integers: the former rounds the half-integers up and the latter rounds them down. Once these operators are applied to a vector, they act element-wise. We use · to represent the 2-norm of a vector. For an n × n matrix A and for a set π ⊆ {1, . . . , n} we define A π as the submatrix of A which consists of the rows indexed in π. For a vector a ∈ R n , we define a π in a similar way. I is the identity matrix and 1 and 0 represent the all-one and all-zero vectors respectively. Finally, R is the set of real numbers and Z the set of integers.
III. IP 1 MATRICES AND COMPUTE-AND-FORWARD
The initial motivation behind this work is the problem of maximizing the achievable computation rate of Computeand-Forward. In this section, we will present a short introduction to this relaying technique and establish its connection with the SVP. We will then demonstrate how this particular instance of the SVP can be solved in polynomial complexity. Although there have been several attempts to tackle this special case of the SVP, the performance of the proposed methods are mostly exhibited through simulation results or heuristic arguments and NP-hardness of the problem in hand is typically the underlying assumption [12] , [13] , [14] , [15] . To the best of our knowledge, this is the first work that proposes an algorithm with concrete proofs of correctness and efficiency.
A. Compute-and-Forward
Compute-and-Forward is an emerging relaying technique in wireless multiuser networks. Contrary to the conventional approaches, Compute-and-Forward does not view interference as inherently undesirable. The key idea is to recover integer linear combinations of transmitted codewords as opposed to decoding individual transmitted messages. Nested lattice codes ensure that these integer linear combinations are codewords themselves. Computeand-Forward has the potential to increase the achievable rate compared to the traditional relaying techniques, as the analysis suggests in [10] , [16] , [17] . Figure 1 demonstrates a Compute-and-Forward scenario, where n transmitting nodes, each with transmission power P , share a wireless channel to send their messages to a relay node. We assume no knowledge of the channel states at the transmitters. The relay receives a noisy linear combination of the transmitted messages, namely
h i x i + z where x i and h i respectively represent the signal transmitted by node i and the effect of the channel from node i to the decoder, and z is the additive white Gaussian noise of unit variance. The relay then recovers a i ω i , an integer linear combination of the transmitted codewords. It has been proved [10] that the achievable rate of Compute-and-Forward satisfies:
. . As evident from Equation (5), the achievable rate depends on the choice of the integer vector a. From the perspective of a single decoder, a reasonable choice for a is one that maximizes R:
which can be simplified as a * = arg min
where
is a positive-definite matrix. Comparing this optimization problem with Equation (1), we see that Equation (7) is an instance of the SVP.
B. IP 1 Matrices and the Main Results
The positive-definite matrix G in Equation (8) falls in the following category of matrices which we refer to as IP 1 .
Definition 1.
A positive-definite matrix G is called IP 1 if G = I − αvv T where v is a normalized column vector in R n and 0 ≤ α < 1 is a real number.
The following theorem, albeit provable mostly by elementary manipulations of integer inequalities, establishes an important fact that provides the foundation of our SVP algorithm for IP 1 matrices. (The proof can be seen as a special case of Theorem 2. All the proofs are in Section VII.) 
and thus a * = ⌈vx⌋ (10) for some x ∈ R + .
• a * is a standard unit vector, up to a sign.
It follows from Theorem 1 that for the special lattices of interest, the shortest vector can be obtained by solving an optimization problem over only one variable. It is shown in [10] that the solution to (7) satisfies
Equation (11) transforms into
for a general IP 1 matrix. It tells us that the search only has to be done over a bounded region. A separate examination of the standard unit vectors must also be performed. Compared to a general lattice, where we have to examine all the lattice points within an n-dimensional shape, this is a significant reduction of the number of candidate vectors a.
Remark 1. The formula given by Theorem 1 has some resemblance to the results of [18] and [19] . However the span of these works are Coxeter lattices and the goal is to find faster algorithms for problems which are already known to be polynomially solvable.
C. SVP Algorithm for IP
1 Matrices
In line with Theorem 1 we define a(x) = ⌈vx⌋. Furthermore, let ψ =
, so that we have a * ≤ ψ. Note that Theorem 1 reduces the problem to a one-dimensional optimization task. Since every a i (x), the i'th element of the vector a(x), is a piecewise constant function of x, so is the objective function
Overall, the goal is to find a set of points which fully represent all the intervals in which f (·) is constant and choose the point that minimizes f (·). Being a piecewise constant function, f (·) can be represented as:
ξ i 's are sorted real numbers denoting the points of discontinuity of f (·). Since f (·) is a continuous function of a, these are in fact the discontinuity points of a(x) (or a subset of them) or equivalently the points where a i (x) is discontinuous, for some i = 1 . . . n. We can see from Equation (9) that any x satisfying
minimizes f (·). As a result, x belongs to the interior of an interval and not the boundary. Therefore, in the process of minimizing f (·), one can ignore the s i values in (13) , and find the minimizer of the objective function among the r i values. min
Since ξi+ξi+1 2 belongs to the interior of the interval (ξ i , ξ i+1 ), we can rewrite r i as r i = f (a( ξi+ξi+1 2 )). Hence:
As we discussed, ξ i 's are the points where at least one of the elements of the vector a faces discontinuity. Since we have a i (x) = ⌈v i x⌋, the discontinuity points of a i (x) are the points where v i x is a half-integer, or equivalently the points of the form x = c |vi| where c is a positive half-integer and v i = 0. From Equation (12) we can also see that |a * i | ≤ ψ and therefore, 0 < c ≤ ⌈ψ⌉ + 1 2 . To conclude this argument, we write:
Thus, the algorithm starts by calculating the sets Φ j and their union Φ, sorting the elements of Φ and then running the optimization problem described by (16) . The standard unit vectors will also be individually checked. The number of elements in Φ j is upper-bounded by ⌈ψ⌉+ 1 and thus the number of elements in Φ is upper-bounded by n(⌈ψ⌉ + 1). The value of f (·) can be calculated in constant time. This is thanks to the special structure of the matrix G. In fact, the objective function can be rewritten as:
We keep track of every a i and the two terms a 2 i and a i v i . Since the discontinuity points are sorted, at each step only one of the a i 's changes and therefore the two terms can be updated in constant time. Consequently the new value of f (a) can also be calculated in constant time. (In order to remember which a i is being updated at each step, we assign a label to every member of Φ which indicates to which Φ j it originally belonged). It is easy to see that the complexity of the algorithm is determined by the sorting step. Since Φ has at most n(⌈ψ⌉ + 1) members, the complexity is O(nψ log(nψ))
where ψ =
for a general IP 1 matrix (Equation (12)) and ψ = 1 + P h 2 for the Compute-and-Forward problem (Equation (11)). The procedure is summarized in Algorithm 1.
Algorithm 1 SVP for IP
1 matrices
Input:
The IP 1 matrix G = I − αvv T . Output: a * the solution to SVP for G. Initialization : 1: u i ← standard unit vector in the direction of the i-th axis 2: ψ ←
Phase 1: 6: for all i ∈ {1, . . . , n}, and v i = 0 do 7: for all c , 0 < c ≤ ⌈ψ⌉
end for 11: end for Phase 2: 12: sort Φ by the first element of the members (in an increasing order). 13: set T 1 ← 0 , T 2 ← 0 and a ← 0. 14: for every (x, j) ∈ Φ (swiping the set from left to right) do 15: a j ← a j + sign(v j ) 16 :
end if 23 : end for 24 : return a *
D. Asymmetric Compute-and-Forward and DP 1 Matrices
A slightly more general model compared to Definition 1 is when the positive-definite matrix G is equal to
where D is an arbitrary diagonal matrix with strictly positive diagonal elements, v is a normalized column vector and 0 ≤ α < 1. We refer to such matrices as DP 1 . Very similar to Theorem 1 we have
T as in Equation (20) . Then at least one of the following statements is true
and thus
for some x ∈ R + .
Furthermore,
where G min is the smallest diagonal element of the matrix G and λ min is the smallest eigenvalue of G.
Algorithm 1 can then be readily extended to solve the SVP for DP 1 matrices. The following modifications are necessary. In step 8, v i should be replaced by vi Dii . Furthermore, f (a) is no longer of the form (18), but instead
Therefore, at step 16, T 1 should be updated as
. Finally, the value of ψ should be replace with the more general expression ψ = Gmin λmin to represent the new bound on the value of a * ≤ ψ. With this change in value of ψ, the complexity again follows (19) . The interest in DP 1 matrices originates from their application in Asymmetric Compute-and-Forward [20] . Concisely, if in the Compute-and-Forward scheme we allow the transmitters to transmit at different rates, the achievable computation rate of the k'th transmitter is proved [20] to be equal to:
where B is an arbitrary diagonal matrix with positive diagonal elements. These diagonal elements are chosen by the respective transmitters based on their channel state information. Clearly, the integer vector a that maximizes the achievable rate, is the same for all of the transmitters:
where G is given by:
which is a DP 1 matrix. Therefore, the extension of Algorithm 1 can be used to find the vector a which simultaneously maximizes the achievable rate for all transmitters.
It should be noted that for DP 1 matrices, the algorithm requires the decomposition of G as D − αvv T . This information might be given a priori as with Asymmetric Compute-and-Forward or the decomposition could be found using the so called diagonal and low rank matrix decomposition techniques studied in [21] , [22] .
IV. IP k MATRICES AND INTEGER-FORCING

A. Integer-Forcing
In this section we provide a generalization of Theorem 1 and the corresponding algorithm by relaxing several constraints that we imposed on the structure of the Gram matrix G. The generalized theorem can be applied to maximize the achievable computation rate of Integer-Forcing studied in [11] . The scenario is very similar to the previous section, with the difference that the relay node now has multiple antennas. Our objective remains the same: decode the best integer linear combination of the received codewords. Assume there are n transmitters with transmission power P and the receiver node has k antennas. Let h i be the channel vector from the transmitting nodes to the i-th antenna of the relay. Also, let H be the n × k matrix whose columns are the h i vectors. It directly follows from the results of [11] that the achievable computation rate satisfies the following equation:
Here W is a unitary matrix in R n×n whose columns are the eigenvectors of HH T , and R is a diagonal square matrix with the first k diagonal elements satisfying
and the last n − k diagonal elements equal to 1. Finally, γ 2 i is the i-th eigenvalue of HH T (same order as the columns of W). Our goal is to find a * = arg min
as in the single antenna case.
B. IP k Matrices and the Main Results
We first mention a generalization of Theorem 1 and next we show that the Gram matrix which appears in Equation (28) satisfies the constrains of the new theorem. To begin with, we define the following:
where P is a positive semidefinite matrix of rank k and I is the identity matrix.
We find it convenient to write G as
where V is an n × k matrix. Such a decomposition is not unique, but our arguments will be valid regardless of how the matrix V is chosen. Theorem 3 is a generalization of Theorem 1 with a similar claim: the SVP for IP k matrices can be reduced to a search problem over only k dimensions.
in Equation (29). Then at least one of the following statements is true
• There exists a vector x ∈ R k such that a * − 1 2 1 < Vx < a * + 1 2 1 and thus a * = ⌈Vx⌋.
Furthermore, a * ≤ ψ = Gmin λmin where G min is the smallest diagonal element of G and λ min is the smallest eigenvalue of G.
Note that Theorem 1 is a special case of Theorem 3 where k = 1. The bound on the norm of a * turns into
, for IP 1 matrices since we have λ min = 1 − α and G min ≤ 1. The Gram matrix in equation (28) also satisfies the constraints of Theorem 3: Since W is a unitary matrix, G can be rewritten as I − W(I − R)W T . The matrix W(I − R)W T is of rank k (since I − R has only k non-zero diagonal entries), and positive semi-definite. The bound given by the theorem translates into a * ≤ 1 + P γ 2 max where γ max is the maximum γ i value. This is because G min ≤ 1 and the eigenvalues of G are equal to
(with the same eigenvectors as HH T ) or 1. We will now show how to solve the SVP for an IP k matrix using Theorem 3.
C. SVP Algorithm for IP k Matrices
Similar to the case k = 1 we see that
is piecewise constant as a function of the vector x (this is because ⌈Vx⌋ is a piecewise constant function of x). Our objective is very similar to before: enumerate all the regions in space in which the objective function f (·) is constant and choose the one that minimizes f (·). From Theorem 3 we know that the vector a * satisfies the 2n inequalities:
for some x ∈ R k . In other words, x belongs to the interior of the cell described by these half-spaces. By analogy to the case k = 1 we aim at enumerating all such cells and finding the one which minimizes the objective function. To start with, we observe that each such cell is bounded by a set of hyperplanes of the form:
where c is a half integer. Due to the bound given by Theorem 3 we could show that the hyperplanes are restricted to |c| ≤ (⌈ψ⌉ + 1 2 ) which gives us a total of n(2⌈ψ⌉ + 2) hyperplanes. The problem of efficient enumeration of all the cells resulting from a yearitioning of the space by a set of hyperplanes is the subject of a field called Hyperplane Arrangements. Very efficient algorithms have been developed over the past few decades. The general idea behind most of these algorithms is the following: we assign a normal vector with a specific direction to every hyperplane. Since a cell is bounded by hyperplanes, it must be entirely located on one side of each hyperplane. Therefore, a cell can be represented by a sign vector ν of length m where m is the number of hyperplanes. Each ν i is either +1 or −1 depending on whether the cell is located on the positive side or the negative side of the corresponding hyperplane. Although there are 2 m possible configurations for the sign vector ν, at most O(m k ) cells are created by the intersection of m hyperplanes. The enumeration algorithm will aim at finding those sign vectors that correspond to the actual cells. We will discuss two existing algorithms due to [23] and [24] . The first one is very simple to understand and implement but it might face numerical issues in case of degeneracies, i. e. when there are more than k + 1 hyperplanes intersecting at the same point. It is clear however that in practice, such an event occurs with probability zero. The second algorithm is slightly more complicated but it covers degeneracies too.
1) Simple Cell Enumeration Algorithm [23]:
The idea is to first find all the vertices of the cells by finding the intersection of every k hyperplanes. We can represent each vertex by a sign vector of length m where each entry belongs to {−1, 0, 1} depending on whether the vertex is on the left hand side of the corresponding hyperplane, located on it, or on its right hand side. Assuming there is no degeneracies, each such vertex belongs to exactly k hyperplanes (and not more). Consequently, every vertex has a sign vector with exactly k elements equal to zero. In this case, each vertex belongs to exactly 2 k cells whose sign vectors can be found by taking all possible assignments of {−1, 1} to the zero elements of the sign vector of the vertex. Repeating this procedure for every vertex, we will have enumerated every cell of the arrangement, albeit in a redundant way. The running time of the algorithm is O(m k+1 ). In case of degeneracies, [23] suggests that we slightly perturb the hyperplanes which however may not perform very well for highly degenerate matrices due to numerical issues.
2) Output-sensitive Cell Enumeration [24] : We represent every cell by a node in a graph. Two nodes are connected by an edge if and only if the corresponding cells are adjacent in space; in other words, if the sign vectors of the two cells differ in exactly one element. Intuitively such a graph is always connected. The algorithm aims at finding a spanning tree of this graph rooted at an arbitrary node. It also provides an interior point of each cell (here we are only interested in these interior points and not the sign vectors). There are two challenges. Firstly, we do not have a global knowledge of the graph and starting from each node we need to discover the neighboring nodes in an efficient way. Secondly, in order to form the spanning tree we must uniquely determine the parent of each node. The Output-sensitive Cell Enumeration algorithm in [24] uses two subroutines, namely adjlist() and parent() to address these two problems. The pseudocode is provided in Algorithm 2.
The overall complexity of the algorithm is O(m|C|) where m is the number of hyperplanes and C is the number of cells which in turn is upper-bounded by O(m k ). In our case, the number of hyperplanes is n(2⌈ψ⌉+2). Therefore the algorithm runs in O n k+1 (2⌈ψ⌉ + 2) k+1 . In order to ensure that all the cells are enumerated, it is necessary to make the first call to Algorithm 2 with the parameter c = {+, . . . , +}, that is the all plus sign vector. To guarantee that the all plus sign vector corresponds to an actual region, we change the direction of the hyperplanes in such a way that the origin is on the plus side of every hyperplane. Algorithm 3 will find the solution to the SVP for an IP k matrix by first finding a list of all the hyperplanes, then calling Algorithm 2 in order to find an interior point of each cell, and finally calculating the value of the objective function over an interior point of each such cell in O(kn). Since there are at most O(m k ) cells, the complexity of Algorithm 3 is the same as Algorithm 2 (for constant k) that is
Algorithm 3 SVP for IP k matrices
Input: The IP k Matrix G = I − VV T . Output: a * the solution to the SVP for G. if f (a) < f min AND a is not the all-zero vector then 12: Set a * = a.
13:
Set f min = f (a).
14:
end if 15 : end for
D. Asymmetric MIMO Compute-and-Forward and DP
k Matrices Similar to IP 1 matrices, we can slightly extend the results by replacing the identity matrix in Equation (29) with an arbitrary diagonal matrix with strictly positive diagonal values. More precisely, we define the DP k matrices as positive-definite matrices of the form
where V ∈ R n×k and D is diagonal with strictly positive diagonal elements. The following Theorem holds: Algorithm 3 can be reused with the following modifications in order to solve the SVP for DP k matrices. In step 6 we now haveV as the vertical concatenation of the matrix D −1 V. Moreover, step 10 should be replaced by a = ⌈D −1 Vd⌋. The complexity of the algorithm is again given by (30). This new version of the algorithm can help us with maximizing the achievable computation rate of all transmitters in an asymmetric MIMO Compute-and-Forward scheme [20] , assuming that the receiver aims at decoding a single integer linear combination of transmitted messages. In this case the achievable computation rate for the k'th transmitter is given [20] by
where W and R are as in (28) and B is an arbitrary diagonal matrix with positive diagonal elements selected at the transmitters. We can simultaneously maximize the achievable rate for all transmitters by solving the SVP for the matrix G = BWRW T B. We know from earlier discussion that WRW is IP k from which it directly follows that BWRW T B is DP k . Hence, our modified algorithm can be used to solve this instance of SVP.
V. APPROXIMATE SVP AND CVP FOR IP
In this chapter we introduce a larger class of lattices for which both the SVP and CVP can be approximated up to a constant factor. As evident from Definition 2, the eigenvalues of an IP k matrix have a very particular structure: n − k eigenvalues are equal to 1 and the remaining k eigenvalues are between 0 and 1. The main idea here is to relax this rather tight constraint and allow the eigenvalues to change within a neighborhood of these values. We will show that if these variations are small, the solution to the SVP and the CVP can be approximated within a constant factor. We start by defining the concept of IP k -approximation of positive-definite matrices.
Definition 3.
Let Q ∈ R n×n be a symmetric matrix with eigenvalues in (0, 1] and with the following eigendecomposition:
For k = 0, . . . , n, we define the IP k -approximation of Q as:
whereΛ is obtained by setting the largest n − k diagonal elements of Λ to one.
The assumption that the eigenvalues must be less than or equal to one is not of fundamental importance. If the eigenvalues of a Gram matrix G are larger than one, we can normalize all the eigenvalues by the largest one. This translation does not have any effect on the solution of SVP (for CVP we will also have to scale the vector y). In particular, the largest n − k eigenvalues of an IP k γ matrix cannot be arbitrarily close to zero. They must be within a constant (γ) gap of one. 
Then we have:
Theorem 5 suggests that instead of solving the SVP for the IP k γ matrixG, we can solve the problem for I k (G), the IP k -approximation ofG. The solution achieves a constant ( 1 1−γ ) approximation factor on the original problem. As we saw in Section IV the SVP for I k (G) (which is an IP k matrix) can be found in polynomial complexity. Therefore, Algorithm 4 is proposed to approximate the SVP forG. A trivial improvement here would be to perform this minimization task over the original objective function. In other words, we can change line 3 of Algorithm 3 to f (a) := a Finding the IP k approximation of a matrix can be done in the same complexity order as finding its eigendecomposition, that is O(n 3 ), therefore, the overall complexity still follows Equation (30) (for k > 1) where ψ is equal to Gmin λmin , the ratio of the smallest diagonal element and the smallest eigenvalue of the matrixĜ. Although λ min is equal for the two matricesĜ andG, the parameter G min is in general larger for the matrixĜ compared toG. Nonetheless, it is evident that all the diagonal entries ofĜ are upper bounded by 1. Therefore we could still claim that as long as 1 λmin is upper bounded by a polynomial function of n, the algorithm runs in polynomial complexity.
C. Extension of the Results to the CVP
Our results can be readily generalized to the CVP. For instance, the CVP for an IP k matrix can be solved in an almost identical approach to the SVP. Furthermore, a similar constant-factor approximation for the CVP for IP k γ matrices can be obtained. This is particularly interesting since in general, the algorithms that are used for solving the CVP are more sophisticated compared to the SVP. The following theorem tells us that the same dimensionality reduction that appears in the SVP for IP k , also holds for the CVP:
as in Equation (29). The solution to the Closest Vector Problem
satisfies:
for some x ∈ R k . Furthermore,
where G max and λ min are the largest diagonal element and the smallest eigenvalue of the matrix G, respectively.
The same Hyperplane Arrangement technique as in Section IV can be applied here. The main difference is that now the hyperplanes are shifted compared to the case of SVP. Similar to Algorithm 3 we need to ensure that the all plus sign vector corresponds to an actual region. We will do this by changing the direction of the hyperplanes in such a way that the origin is on the plus side of every hyperplane. See Algorithm 5.
These modifications do not affect the complexity order of the algorithm. Equation (30) still describes the complexity except for the fact that now ψ = Gmax λmin . The results can be extended to DP k matrices. In this case, the optimal coefficient vector is given by Theorem 7. The solution to the CVP for DP k matrices satisfies:
We will now propose a generalization of our approximation algorithm for the CVP. First note that for the positive-definite matrix G with normalized and sorted eigenvalues λ i we have G = A T A if and only if
where U is an arbitrary unitary matrix and B is a symmetric matrix with the same eigenvectors as G and with eigenvalues β i (sorted) that satisfy: β 2 i = λ i . Without loss of generality, we can also assume β i 's are positive (if they are negative, we can transfer the sign to the unitary matrix U). Under this assumption, if G is IP k then the matrix B must be IP k too. Finally, we can generalize Theorem 5 for CVP. Here, besides mapping the matrixG to its IP k approximation, we will also need to map the vector y, whose nearest neighbor is of interest, to a different vector in space.
Algorithm 5 CVP for IP k matrices
Input: The IP k Matrix G = I − VV T and the latice basis A that satisfies G = A T A and the vector y ∈ R n . Output: a * the solution to the CVP for A and y. if f (a) < f min then 16: Set a * = a.
17:
Set f min = f (a). 
Suppose a * is the solution to a * = arg min
we have that:
To summarize, we propose Algorithm 6 for approximating the CVP for IP k γ matrices. Input: The vector y, the full-rank square matrixÃ = UB as in Equation (38) 
D. Application: MIMO Detection; a Trade-off Between Complexity and Accuracy
We study a potential application of Algorithm 6 in the context of MIMO detection. Consider communication over a general MIMO channel without CSIT: y = Hx + z.
Assume the noise vector z is i.i.d. Gaussian. The receiver performs ML detection to estimate x. After shifting and scaling, and assuming the alphabet size is large enough, we get the following optimization problem [25] :
This can be seen as an instance of the CVP, where the lattice matrix isH. Note that the ML detector outputs the correct value of x, if the norm of the equivalent noise vectorz is smaller than half the minimum distance of the vectors (or equivalently, half the length of the shortest vector) of the lattice characterized byH. Let us call this parameter d H min . Thus we have:
which can be expressed in terms of the CCDF of the Chi-squared distribution. Let us define λ H max as the maximum eigenvalue ofH. For any integer k = 0, . . . , n, suppose γ(k) is the smallest positive number for which the lattice
We will show that Algorithm 6 achieves the following error probability:
Note that if for some integer k we have γ(k) = 0, the matrix 1 λ H maxH will be IP k , and not surprisingly the algorithm returns the ML solution which achieves the same error probability as in Equation (39). But in general there will be a trade off between the complexity of the decoder and the achievable error probability: as we let k decrease to zero, Algorithm 6 runs faster (as evident from Equation (30)) but γ(k) becomes larger which indicates a higher error probability, according to Equation (40).
To prove Equation (40), let us suppose that z < . Ifx = x , the best achievable approximation factor is:
This contradicts with the fact that Algorithm 6 achieves an The field of lattice reduction aims at finding such unimodular transformations for arbitrary lattice bases, and producing new bases with more desirable properties. The new basis is usually called a reduced basis of the lattice. There are different notions of lattice reduction. For instance Minkowsky's criteria for calling a basis A reduced is that the shortest vector (or column) of this basis, v 1 must be the shortest vector of the lattice L(A); the second shortest vector of A must be the second shortest vector of the lattice among all the vectors that are linearly independent of v 1 and so on. Of course, there is no polynomial time algorithm known that can find such a reduced basis (as otherwise, the SVP would have been solved and much more). Another notion is the LLL-reduced basis due to [5] . An LLL reduced basis can be found in polynomial time. However the shortest vector of an LLL-reduced basis can be exponentially longer than the shortest vector of the lattice.
Here, based on the concept of IP It should be clear why we are interested in such a basis. We want to achieve the best possible approximation factor for SVP and CVP through Algorithms 4 and 6 which run in complexity order of O(n k+1 (2⌈ψ⌉ + 2) k+1 ).
Currently we do not know any algorithm that can find an IP k γ -reduced basis for an arbitrary lattice. Finding an efficient algorithm which performs this task could have quite interesting implications in terms of approximating the SVP or CVP for a general lattice.
VII. APPENDICES
A. Proof of Theorem 7
Proof: We will prove the claim for DP k matrices, that is G = D − P = D − VV T . Theorem 6 follows as a special case. To simplify the notation, we define z = A T y. We can rewrite f (a) = a T Ga − 2z T a + y T y as follows:
First note that since P is positive semi-definite, we have P ii ≥ 0 for i = 1, . . . , n. If for some j we have P jj = 0, then we must have P ij = P ji = 0 and V ji = 0 for i = 1, . . . , n. The optimal value for a j in this case is simply a * j = zj Djj which satisfies the claim of the theorem. The problem can then be reduced to n − 1 dimensions. Thus without loss of generality we assume P ii > 0 for the rest of the proof. Assume that we already know the optimal value for all a * i elements except for one element, a j . Note that f is a convex parabola in a j (this is because D jj − P jj = G jj is a diagonal element of a positive-definite matrix) thus the optimal integer value for a j is the closest integer to its optimal real value. By taking partial derivative with respect to a j , the optimal real value of a j is easily seen to be equal to
Taking the closest integer to the real valued solution, we find:
Due to the symmetry of the parabola, both functions return equally correct solutions for a * j . Note that this expression must be true for any j: If for a * and for some j, a * j does not satisfy at least one of these two equations, we can achieve a strictly smaller value over f by replacing a * j with the value given above, and so a * cannot be optimal. From Equation (41) we have that:
Starting with Equation (42), we multiply both sides by the denominator, and add the term a * j P jj to obtain:
Dropping the positive term 1 2 P jj we conclude
As a result, we have:
Writing this inequality in vector format, we obtain
In a similar fashion one can show that Equation (43) results in
Defining x = V T a * , it follows from (44) and (45) that
This completes the proof of Equation (34).
To prove Equation (37), note that
It is also evident that Aa * − y 2 ≤ G max , that is the square distance of the closest vector of the lattice to y is less than the largest diagonal element of G. To see this, note that for any point in the Voronoi region of the origin there are N successive minima of the lattice (ν 1 , . . . , ν N ) such that p = 
B. Proof of Theorem 5
Proof: Proof of Theorem 5 can be seen as a special case of proof of Theorem 8 for y = 0. The extra condition of a = 0 for the SVP does not cause any problem here.
C. Proof of Theorem 4
Proof: The proof of Theorem 4 is almost identical to that of Theorem 7 after setting y = 0. The requirement for checking the standard unit vectors follows from the fact that a cannot be the all zero vector. In other words, all the elements of the vector a must satisfy (41) unless a * is a standard unit vector in the direction of the j'th axis in which case replacing a * j by (41) will lead to the all zero vector. To prove the bound on norm of a * note that the square norm of the shortest vector of the lattice must be smaller or equal to G min . Therefore,
D. Proof of Theorem 2
Proof: This is clearly a special case of Theorem 4. The fact that we can limit the search to x ∈ R + instead of the whole R follows trivially from: a T Ga = (−a) T G(−a).
E. Proof of Theorem 8
Proof: We prove the claim for the more general setting whereÃ = UB √ D where D is diagonal with strictly positive diagonal elements. First define b * = Da * andb = Dâ andB = I k (B) and c =B −1 U T y. We have:
which can be rewritten as
where β i 's and v i 's are the eigenvalues (sorted) and eigenvectors ofB. That is,
For the vector b * − c we have:
