Introduction
In the week of October 3-9, 2010, the Mathematisches Forschungsinstitut at Oberwolfach hosted the Mini-Workshop "Linear Series on Algebraic Varieties." These notes contain a variety of interesting problems which motivated the participants prior to the event, and examples, results and further problems which grew out of discussions during and shortly after the workshop. Many arguments presented here are scattered in the literature or constitute "folklore." It was one of our aims to have a usable and easily accessible collection of examples and results. 1 
Original problems
We begin with a list of problems which were suggested by the participants for the Mini-Workshop. This list was discussed for three months before the workshop began.
Asymptotic effectivity (B. Harbourne)
Let S = {p 1 , . . . , p r } be distinct points in P N , over an algebraically closed ground field k of arbitrary characteristic. Let f : X → P N be the morphism obtained by blowing up p 1 , . . . , p r , and denote the exceptional divisors by E 1 , . . . , E r . Let H = f * (O P N (1)) and let L(d, m) = dH − m(E 1 + · · · + E r ). Waldschmidt [56] introduced and showed the existence of the following quantity: Problem 2.1.1 Develop computational or conceptual methods for evaluating, estimating or bounding e(S).
It is trivial to show that a(S, m) = rm and hence e(S) = r when N = 1.
It is an open problem in general to compute e(S) when N > 1. For example, for r > 9 generic points p i ∈ P 2 , a still open conjecture of Nagata [40, Conjecture, p. 772 ] is equivalent to having e(S) = √ r.
Using complex analytic methods, Waldschmidt [56] and Skoda [47] showed that a(S, 1) N e(S). and hence a(S, k + 1) k + N e(S) a(S, k + 1) k + 1 .
Taking k = 0 recovers the Waldschmidt-Skoda bound (1) . Taking large values of k gives one a way of computing arbitrarily accurate estimates of e(S) [24] , but computing a(S, k) for large k is difficult to do. Chudnovsky [8] conjectured (and proved for N = 2) the stronger bound Conjecture 2.1.2 a(S, 1) + N − 1 N e(S).
(For the proof when N = 2, reduce to the case that r = a+1 2 , where a = a(S, 1), and use the fact that then L(a, 1) is nef.)
Two examples are known where equality in (2.1.2) holds: when the points lie in a hyperplane, or when S is a star configuration [4] (i.e., given a set of s hyperplanes in P N such that at most N of these hyperplanes meet at any single point, S is the set of r = s N points at which N of the hyperplanes meet). Bocci and Chiantini [3] show for N = 2 that a(S,2) 2 = a(S,1)+1 2 implies that S is either a set of collinear points or a star configuration.
Semi-effectiveness (B. Harbourne)
Again let the ground field k be an algebraically closed field of arbitrary characteristic. Definition 2.2.1 Let X be an algebraic variety and L a line bundle on X. We say that L is semi-effective, if there exists n > 0 such that h 0 (nL) > 0.
Let p 1 , . . . , p r be distinct points in P N . Let f : X → P N be obtained by blowing up p 1 , . . . , p r with the exceptional divisors being E 1 , . . . , E r . Let
where H is the pullback via f of a general hyperplane.
The following question was raised by M. Velasco and D. Eisenbud (in an email from Velasco to Harbourne, November 2009).
Problem 2.2.2 Is there a way to determine if D is semi-effective?
For a specific problem consider
for generic points p 1 , . . . , p 10 ∈ P 2 . M. Dumnicki and J. Roé have independently shown that this system is not semi-effective (see Section 3.10). But there are infinitely many more similar examples for which semi-effectivity is still not known. For example, given generic points p i ∈ P 2 , consider D = 111L−36E 1 −35E 2 −· · ·−35E 10 or more generally D = dL − (m + 1)E 1 − mE 2 − · · · − mE 10 , where d = (b 2 + a 2 )/2, m + 1 = ba, m = (b 2 − a 2 )/6 and where 0 < a < b are odd integers satisfying (a + 3b) 2 − 10b 2 = 6. Note that D 2 = 0 but D cannot be reduced by Cremona transformations. According to the SHGH Conjecture [46, 23, 20, 27] , we expect that none of these D are semi-effective.
Limits like those of Waldschmidt are relevant to Problem 2.2.2. Let a(
But, if the SHGH Conjecture is true, this boundary case is precisely the situation of the examples in the preceding paragraph.
Stability of speciality (T. Szemberg)
Let p 1 , . . . , p r be points in the projective plane. Let f : X → P 2 be the blow-up of p 1 , . . . , p r with exceptional divisors E 1 , . . . , E r . Let H = f * (O P 2 (1)), and let
Assume that the divisor D is special (i.e., D is effective with h 1 (X, D) > 0). Is it then true that nD is special for all n > 1?
A somewhat more demanding problem is to determine whether the asymptotic cohomology function h 1 as defined in [33] is positive. This is not true if the points are arbitrary (or less than 10?). Indeed, let p 1 , . . . , p 9 be intersection points of two cubics and let L = 3H − 9 i=1 E i be the anti-canonical pencil. Then h 0 (nL) = n + 1 and h 1 (nL) = n and h 2 (nL) = 0, so that all nL are special but all asymptotic cohomology functions vanish.
Regularity for generic monomial zero schemes (J. Roé)
Let I ⊂ k[x, y] be a monomial ideal, and let Z = Spec k[x, y]/I. Let n = dim k k[x, y]/I be the length of Z, which we assume to be finite (in this case, I is (x, y)-primary, and Z is supported at the origin). For each (irreducible smooth projective) surface S defined over k there is an irreducible constructible subset Hilb I S of Hilb n S whose closed points are the subschemes Y of S isomorphic to Z.
Of course, if I = (x, y) m then Z is just an m-fold point, and Hilb I S ∼ = S is the set of points of S taken with multiplicity m. If I = (y 2 , yx 2 , x 3 ) then Z is a cusp scheme, which means that curves containing Z have at least a cusp at the point supporting Z (i.e., they have a cusp or a more special singularity, and generically it is a cusp). Since the cusp scheme marks the tangent direction to the cusp, Hilb I S is in this case naturally isomorphic to the (projectivized) tangent bundle of S. Other monomial ideals correspond to other singularity "types." Problem 2.4.1 Describe Hilb I S. Is it locally closed? What adjacencies are there between such subsets of the Hilbert scheme?
As Hilb I S is irreducible, it makes sense to consider general (or very general, or generic) subschemes Y of S isomorphic to Z. For each divisor D we have an exact sequence
inducing the usual exact sequence in cohomology. Assuming the previous problem is understood, one can then further ask about the base locus of global sections of I Y ⊗O S (D), and ask if they cut out the scheme Z. Such questions are of interest in the construction of curves with imposed singularities, and have been studied mainly for schemes of small multiplicity (the multiplicity of Z is the maximum m such that I ⊂ (x, y) m ). Note that multiplicity 1 schemes are curvilinear and well known; multiplicity 2 monomial schemes are also quite well understood [43] . The same kind of questions arise as auxiliary problems for the induction arguments of differential Horace methods [15] , even when one is primarily interested in linear series defined by ordinary multiple points.
Note also that the scheme defined by I = (y, x r ) m is a specialization (or collision) of r distinct m-fold points; thus the dimension of the linear series
is by semicontinuity a bound for the dimension of the linear series determined by a set of r general m-fold points. This gives a link with the Nagata conjecture [40] and the SHGH conjecture [46, 23, 20, 27] . More precisely:
Conjecture 2.4.3 Let S = P 2 and I = (y, x r ) m , where r and m are natural numbers with r > 9. Then for all d > 0, and general Y ∈ Hilb I S, A conjecture in terms of monomial ideals implying the general HarbourneHirschowitz conjecture (without uniformity assumptions on the multiplicities) can be stated similarly; we skip it here to avoid introducing the necessary notations, which would lengthen this section unnecessarily, and refer to Hirschowitz's description of the "collisions de front" in [26] instead.
Bounding cohomology (B. Harbourne)
There are various equivalent versions of the SHGH Conjecture [46, 23, 20, 27 ]. Here's one:
Conjecture 2.5.1 (SHGH) Let C ⊂ X be a prime divisor where X → P 2 is the blow-up of generic points p 1 , . . . , p s . Then h 1 (X, O X (C)) = 0. Problem 2.5.2 How can we remove the assumption about the points being generic in the SHGH Conjecture?
The following conjecture arose out of discussions between Harbourne, J. Roé Conjecture 2.5.3 Let X be a smooth projective surface (either rational or assume the characteristic is 0). Then there exists a constant c X such that for every prime divisor C we have h 1 (X, C) c X h 0 (X, C).
The SHGH Conjecture is that c X = 0 when X is obtained by blowing up generic points of P 2 .
Algebraic fundamental groups and Seshadri numbers (J.-M.
Hwang)
Denote by π 1 (Y ) the algebraic fundamental group of an irreducible variety Y . Following [32, Definition (2.7.1)], we say that a projective manifold X has large algebraic fundamental group if for every irreducible variety Z ⊂ X and its normalization ν : Z → X, the image of the induced homomorphism on the algebraic fundamental groups
is infinite. This is equivalent to saying that the algebraic universal cover of X does not contain a complete subvariety. The proof of [32, Lemma 8.2] gives the following.
Proposition 2.6.1 Let N be a positive number. Let X be a projective manifold with large algebraic fundamental group and let L be an ample line bundle on X. Then there exists a finiteétale cover p :
One can then ask the following: Problem 2.6.2 Let X be a projective manifold with large algebraic fundamental group and let L be an ample line bundle on X.
(1) Given a positive number N , does there exist a finiteétale cover p : X ′ → X such that the Seshadri number of p * L at any point is bigger than N ?
(2) Given a positive number N , does there exist a finiteétale cover p : X ′ → X such that denoting by p : 2.7 Blow-ups of P n and hyperplane arrangements (H. Schenck) 
The ideal I generated by the f Λ is called the Orlik-Terao ideal, and the quotient C(A) = R/I is called the Orlik-Terao algebra; of course, C(A) can be defined for arrangements in higher dimensional spaces. For a real, affine arrangement A, Aomoto conjectured a relationship between C(A) and the topology of R n \ A, which Orlik and Terao proved in [42] . The five lines meet in ten points, and every subset of four lines gives a similar relation, one of which is redundant. Thus, I is generated by four cubics, which turn out to be the maximal minors of a matrix of linear forms. This means that I has a Hilbert-Burch resolution, and V (I) is a surface of degree six in P 4 ; a computation shows V (I) has five singular points. Consider the divisor
on X, where X is the blow-up of P 2 at the ten points of Y , E i are the exceptional curves over the singular points, and E 0 is the proper transform of a line. Then D A is nef but not ample; the lines of the original arrangement are contracted to points, and I is the ideal of X in P roj(H 0 (D A )).
The example above is representative of the general case. In [45] , it is shown that if
then C(A) is the homogeneous coordinate ring of ϕ A (X) and ϕ A is an isomorphism on π * (P 2 \ A), contracts the lines of A to points, and blows up Y . The motivation for studying C(A) arises from its connection to topology. In [41] , Orlik and Solomon determined the cohomology ring of a complex, affine arrangement complement M = C n+1 \ A: A = H * (M, Z) is the quotient of the exterior algebra E = (Z d ) on generators e 1 , . . . , e d in degree 1 by the ideal generated by all elements of the form ∂e i 1 ...ir := q (−1) q−1 e i 1 · · · e iq · · · e ir , for which codim H i 1 ∩· · ·∩H ir < r. Since A is a quotient of an exterior algebra, multiplication by an element a ∈ A 1 gives a degree one differential on A, yielding a cochain complex (A, a): [49] relate the fundamental group of M to R 1 (A). Falk showed that R 1 (A) may be described in terms of combinatorics, and conjectured that R 1 (A) is a subspace arrangement, which was shown by ) and Libgober-Yuzvinsky ( [36] ). The paper [45] describes a connection between combinatorics of R 1 (A) which give rise to factorizations of D A and corresponding determinantal equations in I.
Problem 2.7.2 Do the results for lines in P 2 generalize to higher dimension? For example, if A ⊆ P n , then [45] shows that the Castelnuovo-Mumford regularity of C(A) is bounded by n. Can an explicit description of the graded betti numbers of C(A) be given in terms of the geometry of A?
Bounds for symbolic powers (Z. Teitler)
Let X be a non-singular variety of dimension n defined over the complex numbers and let Z ⊆ X be a reduced subscheme of X with ideal sheaf I = I Z ⊆ O X . The p th symbolic power of I, denoted I (p) , is the sheaf of all function germs vanishing to order p at each point of Z. The inclusion I p ⊆ I (p) is clear, or in other words I r ⊆ I (m) for r m, but it is not clear when inclusion in the other direction, I (m) ⊆ I r , holds; m r is necessary but not sufficient in general. Related to a result of Swanson [50] , Ein-Lazarsfeld-Smith used multiplier ideals to prove that if every component of Z has codimension e in X then I (re) ⊆ I r for all r ∈ N; in particular I (rn) ⊆ I r [13] . This was subsequently proved in greater generality by Hochster-Huneke using the theory of tight closure [28] .
The big height of a radical ideal I, denoted bight(I), is the maximum codimension of a component of V (I). Harbourne raised the question whether it is possible to give an improvement of the form I (m) ⊆ I r whenever m f (r), for some function f (r) re, for all radical ideals of big height e. Bocci-Harbourne [4] showed if γ > 0 is such that for all radical ideals I, I (m) ⊆ I r whenever m γr, then γ n. Furthermore, if I (m) ⊆ I r holds whenever m γr for all radical ideals I with bight(I) = e, then γ e. This shows that the function f (r) = re appearing in the Ein-Lazarsfeld-Smith result cannot be decreased by lowering the coefficient e = bight(I).
Harbourne asked whether a constant term can be subtracted, that is whether I (m) ⊆ I r holds whenever m f (r) = er − k for all radical ideals of big height e, for some k. Values k e do not work (the containment fails if I is a complete intersection and -rather trivially -if r = 1 or e = 1). On the other hand, examples studied by Bocci-Harbourne suggest that k = e − 1 might work. Harbourne made the following: A weaker result was observed by Takagi-Yoshida [52] (see also [53] for an expository account) who showed that if ℓ < lct(I (•) ) then I (m) ⊆ I r whenever m re − ℓ. Here lct(I (•) ) is the log canonical threshold of the graded system of ideals I (•) ; in particular this is always e (so ℓ e − 1).
Harbourne-Huneke have asked if an improvement is possible on the other side of the inclusion: Instead of asking for I (m) ⊆ I r , they raise the following: Problem 2.8.2 Suppose (R, m) is a regular local ring of dimension n and I ⊆ R is an ideal with bight(I) = e. Then do the following hold?
1. I (m) ⊆ m rn−r I r for m rn.
3. I (m) ⊆ m re−r I r for m re.
4. I (m) ⊆ m re−r−(e−1) I r for m re − (e − 1).
Progress
In this part we show several solutions to the original problems, present examples which are closely related to the problems, and provide some evidence either for positive or negative answers or forcing reformulation of the original statements.
Relating h 0 and h 1 on surfaces
We show that Conjecture 2.5.3 is false in general. We claim (see Corollary 3.1.2) that there exists a surface X such that for an arbitrary positive integer c there exists a reduced, irreducible curve C ⊂ X with
It turns out that an example of Kollár (taken from [35, Example 1.5.7]) provides a counterexample to Conjecture 2.5.3. We recall briefly the construction, in which we will closely follow the exposition mentioned above. We consider an elliptic curve E without complex multiplication, and take the abelian surface Y := E × E to be our starting point. Divisors and the various cones on Y are well understood. The Picard number ρ(Y ) equals 3, and N 1 (X) R has the fairly natural basis consisting of the classes of F 1 , F 2 (the fibres of the two projection morphisms), and that of the diagonal ∆ ⊆ E × E. The intersection form on Y is given by the numbers
It is known (for details see for example [35, Section 1.5.B]) that the nef and pseudoeffective cones coincide, and a class C = a 1 F 1 + a 2 F 2 + b∆ is nef if and only if (C 2 ) 0 and (C · H) 0 for some ample class H. In coordinates we can express this as
by choosing the ample divisor
For every integer n 2 set
It is immediate to check that
Kollár now sets R := F 1 + F 2 , and picks a smooth divisor B ∈ |2R| (which exists because 2R is base point free by the Lefschetz theorem [34, Theorem 4.5.1]) to form the double cover f :
Corollary 3.1.2 With notation as above, for an arbitrary positive integer c there exists a prime divisor C on X such that
Proof. This is in fact a corollary of the proof of the Proposition 3.1.1. For n 2 the linear system |nA n | is globally generated by the Lefschetz theorem [34, Theorem 4.5.1] and it is not composed with a pencil. The same holds true for |nD n |, therefore the base-point free Bertini theorem implies that the general element of |nD n | is reduced and irreducible. Let C n be such an element. Then
by the Riemann-Roch theorem. On the other hand,
for large enough n.
The surface X studied above is of general type. It still could be true that Conjecture 2.5.3 holds when restricted to rational surfaces, in any characteristic. For some evidence in this direction we now prove a particularly strong form of the conjecture in the case of smooth projective rational surfaces with an effective anticanonical divisor, and hence in particular for smooth projective toric surfaces.
Proposition 3.1.3 Let X be a smooth projective rational surface having an effective anticanonical divisor D ∈ | − K X |. Then there exists a constant c X such that for every prime divisor C ⊂ X we have h 1 (X, C) c X . In fact, the maximum value of h 1 (X, C) is either 0 or 1, or it occurs when C is a component of D.
Proof. Let C be a prime divisor on X. Clearly, we can assume that C is not a component of
hence p a (C) = 0 and C is smooth and rational with
Since X is rational we have
Since C is smooth and rational with
We are left with the case that
, and therefore from (⋆) we have h 1 (X, C) = 1.
Speciality on blow-ups of P 2
In this section we look at the speciality of nef linear systems on blow-ups of P 2 . We try to formulate a statement, which is valid without assuming that the points we blow up are in general position. The examples presented here suggest that one needs to reformulate the problem stated in Section 2.3.
The first example shows that multiples of a special effective nef linear system might no longer be special. 
where H is the class of the line and E i are the exceptional divisors of f , is very ample and special, but Serre vanishing implies that some multiple of L is no longer special. Let X ′ → X be the blow-up of X at an additional point, and let L ′ be the pullback to X ′ of L. Then we have an example of a linear system L ′ which is special and nef but not ample and for which sL ′ is non-special for s ≫ 0.
The second example shows that speciality might persist. 
is special (again because its virtual dimension is negative). The same remains true for all multiples of L. This follows from the restriction sequence
Indeed, by Serre duality we have h 2 (mL) = 0 for all m 1. Also, as L is a pencil of disjoint curves, we have L| C = O C . Then taking the long cohomology sequence of the restriction sequence we have the mapping
The next example shows that speciality may increase linearly while the number of global sections remains fixed.
Example 3.2.3 Let C ⊂ P 2 be a quartic curve with a simple node at p 0 and smooth otherwise. Such a curve exists by a simple dimension count. Then we can take 12 points p 1 , . . . , p 12 on C in such a way that C is the unique quartic passing through p 0 with multiplicity 2 and through p 1 , . . . , p 12 with multiplicities all equal to 1. Let f : X → P 2 be the blow-up of the plane at the points p 0 , . . . , p 12 . We consider the linear system L = 4H − 2E 0 − E 1 − · · · − E 12 on X. By a slight abuse of notation we write C also for the proper transform of C on X. It is a smooth curve of genus 2. If the points p 1 , . . . , p 12 are generic enough, then mL| C has no global sections for all m 1 and by Riemann-Roch on C we have h 1 (C, mL| C ) = 1. Using again the restriction sequence we get h 0 (X, mL) = 1 and h 1 (X, mL) = m for all m 1.
These examples suggest the following problem.
Problem 3.2.4 Let X be the blow-up of P 2 at r distinct points (r is arbitrary and also the position of the points is arbitrary but we require the points to be distinct) and let L be an effective nef divisor on X. Then is it true that either a) there exists m 1 such that h 1 (mL) = 0 (and this m should be 1 if the points are in general position); or b) there is a (not necessarily irreducible) curve C on X such that |L − C| = ∅, p a (C) > 0 and L · C = 0?
Bounded negativity
In the course of the discussions, we investigated the following problem, see [21, Conjecture 1.2.1].
Conjecture 3.3.1 (Bounded Negativity) Let X be a smooth projective surface in characteristic zero. There exists a positive constant b(X) bounding the selfintersection of reduced, irreducible curves on X, i.e.,
for every reduced, irreducible curve C ⊂ X.
The restriction to characteristic zero is in general essential (see Example 3.3.3) and of course so is the hypothesis that the curves be reduced, but it is not necessarily essential that they be irreducible. See Section 3.8 for further discussion.
One situation where Bounded Negativity holds is when the anti-canonical divisor is Q-effective (see [21, 
I.2.3]):
Proposition 3.3.2 Let X be a smooth projective surface such that for some integer m > 0 the pluri-anti-canonical divisor −mK X is effective. Then there exists a positive constant b(X) such that C 2 −b(X) for every irreducible curve C on X.
Proof. As −mK X is effective, there exist only finitely many irreducible curves C such that −K X · C < 0. Hence apart from these finitely many prime divisors, we have −K X · C 0, in which case by the adjunction formula
Note that the hypothesis of Q-effectivity holds for instance on toric surfaces. Another case where the conjecture is clearly true is when −K X is nef (with the same argument as that in the proof of Proposition 3.3.2).
The following example (see also [21, Remark 1.2.2]) shows that the restriction on the characteristic in Conjecture 3.3.1 cannot be avoided in general (but perhaps it can be avoided by restricting X to be, for example, rational).
Example 3.3.3 (Exercise V.1.10, [25] ) Let C be a smooth curve of genus g 2 defined over a field of characteristic p > 0 and let X be the product surface X = C × C. The graph Γ q of the Frobenius morphism defined by taking q = p r -th powers is a smooth curve of genus g and self-intersection Γ 2 q = q(2 − 2g). With r going to infinity, we obtain a sequence of smooth curves of fixed genus with self-intersection going to minus infinity.
In view of this example it is interesting to ask if at least one of the following is true.
Conjecture 3.3.4 (Weak Bounded Negativity) Let X be a smooth projective surface in characteristic zero and let g 0 be an integer. There exists a positive constant b(X, g) bounding the self-intersection of curves of geometric genus g on X, i.e., C 2 −b(X, g)
for every reduced, irreducible curve C ⊂ X of geometric genus g (i.e., the genus of the normalization of C).
Conjecture 3.3.5 (Very Weak Bounded Negativity) Let X be a smooth projective surface in characteristic zero and let g 0 be an integer. There exists a positive constant b s (X, g) bounding the self-intersection of smooth curves of geometric genus g on X, i.e., C
for every irreducible smooth curve C ⊂ X of geometric genus g.
It would be interesting to know if a bound of this type extends to a family of surfaces, i.e., if the following question has an affirmative answer. We show that to a large extent both Conjectures 3.3.4 and 3.3.5 are true. The key ingredient of the proofs is the following vanishing result, [14, Corollary 6.9] . We recall the basic properties of log differential forms in Appendix A. Theorem 3.3.7 (Bogomolov-Sommese Vanishing) Let X be a smooth projective variety defined over an algebraically closed field of characteristic zero, L a line bundle, C a normal crossing divisor on X. Then
Corollary 3.3.8 Let X be a smooth projective surface defined over an algebraically closed field of characteristic zero, C a normal crossing divisor on X.
Then
, which vanishes according to Theorem 3.3.7.
Remark 3.3.9 This kind of result was first observed by Bogomolov for the cotangent bundle of a surface itself:
We refer to [54, Proposition 2.2] for a nice and detailed proof. 
Partial proof of Conjecture 3.3.5: Very Weak Bounded Negativity
Here we prove Conjecture 3.3.5 on surfaces with Kodaira dimension κ(X) 0. Let X be a surface as in Theorem 3.3.7 and let F be a coherent sheaf of rank r on X. Recall that the discriminant ∆(F) is defined as
If F is a rank 2 vector bundle, then this reduces to
The interest in the discriminant of a vector bundle stems in part from the following useful numerical criterion for stability of vector bundles on surfaces. Recall first Definition 3.4.1 Let F be a rank 2 vector bundle on a smooth projective surface X. We call F unstable if there exist line bundles A and B on X and a finite subscheme Z ⊂ X (possibly empty) such that the sequence
is exact and the Q-divisor
satisfies the conditions P 2 > 0 and P · H > 0 for all ample divisors H on X.
Remark 3.4.2 The conditions in the definition imply that P is a big divisor.
The fundamental result of Bogomolov [5] is the following numerical criterion Theorem 3.4.3 (Bogomolov) Let F be a rank 2 vector bundle on a smooth projective surface X. If ∆(F) < 0, then F is unstable.
As a corollary we prove Very Weak Bounded Negativity for smooth curves on surfaces with κ(X) 0.
Proposition 3.4.4 Let X be a smooth projective surface with κ(X) 0 and let C ⊂ X be a smooth curve of genus g(C). Then
Proof. We consider the following exact sequence which arises via an elementary transformation of Ω 1
By [29, Proposition 5.2.2] we have
If we assume that C 2 < c 2 1 (X) − 4c 2 (X) − 4g(C) + 4, then ∆(W ) < 0 and W is unstable. According to Definition 3.4.1 there exists then a line bundle A ⊂ W such that
It follows that A + C ⊂ Ω 1 X (log C) and since κ(X) 0 and C is effective
is big as well. However, this contradicts the Bogomolov-Sommese Vanishing, Theorem 3.3.7.
Remark 3.4.5 Note that a statement as in the above Proposition cannot hold on ruled surfaces, i.e., there is no lower bound on C 2 with C smooth depending only on the genus of C and Chern numbers of X. Indeed, all Hirzebruch surfaces The main auxiliary ingredient in this part is the logarithmic version of the MiyaokaYau inequality.
Theorem 3.5.1 (Logarithmic Miyaoka-Yau inequality) Let X be a smooth projective surface and C a smooth curve on X such that the adjoint line bundle
We refer to Appendix A for the proof. Note that our statement of this inequality is not the most general, but it suffices for our needs. We also need the following elementary lemma.
Lemma 3.5.2 Let X be a smooth projective surface, C ⊂ X a reduced, irreducible curve of geometric genus g(C), P ∈ C a point with mult P C 2. Let σ : X → X be the blow-up of X at P with the exceptional divisor E. Let C = σ * (C) − mE be the proper transform of C. Then the inequality
Proof. We have
.
Proposition 3.5.3 Let X be a smooth projective surface with κ(X) 0. Then for every reduced, irreducible curve C ⊂ X of geometric genus g(C) we have
Proof. The idea is to reduce the statement to a smooth curve and use Theorem 3.5.1. We blow up f : X = X N → X N −1 → . . . → X 0 = X resolving step-by-step the singularities of C. The proper transform of C in X is then a smooth irreducible curve C. Applying Lemma 3.5.2 recursively to every step in the resolution f we see that it is enough to prove inequality (3) for C smooth.
This follows easily from the Logarithmic Miyaoka-Yau inequality 3.5.1. Note that our assumption κ(X) 0 implies that K X + C is Q-effective. Hence
By adjunction C · (K X + C) = 2g(C) − 2 and rearranging terms we arrive at (3).
Remark 3.5.4 Note that Proposition 3.5.3 applies in particular to smooth curves and provides in general a better bound than that in Proposition 3.4.4. We do not pursue the optimality problem here, and we found it instructive to provide two possible proofs for the Very Weak Bounded Negativity Conjecture.
Bounded negativity conjecture and Seshadri constants
We next point out an interesting connection between bounded negativity and a question on Seshadri constants posed by Demailly in [10, Question 6.9]:
Problem 3.6.1 Is the global Seshadri constant
positive for every smooth projective surface X?
At present, this is unknown. In fact, it is unknown whether for every fixed x ∈ X the quantity ε(X, x) = inf {ε(L, x) L ∈ Pic(X) ample} is always positive. The latter, however, would be a consequence of the Bounded Negativity Conjecture: So if we knew that the constant b(Y ) is the same for every one-point blow-up of X (or at least bounded from below by a constant that is independent of x), then we would get a lower bound on ε(X).
Proof of the proposition. Let C ⊂ X be an irreducible curve of multiplicity m at x, and let C ⊂ Y be its proper transform on the blow-up Y of X in x. Then
Consider first the case where
In the alternative case, where m > b(Y ), we have
and hence, using the Index Theorem, we get
An alternative argument for the proof of the proposition goes as follows. Suppose that ε(X, x) = 0. Then there is a sequence of ample line bundles L n and curves C n such that
where m n denotes the multiplicity of C n at x. We use now that the blow-up Y = Bl x (X) has bounded negativity, so that for the proper transform C n of C n we have
n , which, upon using the Index Theorem, tells us that
So we see that
Now, the left hand side of this chain of inequalities tends to one, whereas the right hand side goes to zero, a contradiction.
The Weighted Bounded Negativity Conjecture
The following conjecture is yet another variant of the Bounded Negativity Conjecture 3.3.1:
Conjecture 3.7.1 (Weighted Bounded Negativity) Let X be a smooth projective surface in characteristic zero. There exists a positive constant b w (X) such that
for every irreducible curve C ⊂ X and every big and nef line bundle H satisfying H · C > 0.
The interest in this conjecture is due to the fact that this conjecture is sufficient to imply the conclusion of the previous proposition, by the following result. Proof. As above, there are two proofs, and one of these yields the effective lower bound
where Y = Bl x (X) is the blow-up of X at x. We first look at this proof. Let C ⊂ X be an irreducible curve of multiplicity m at x and L an ample line bundle on X. Let C ⊂ Y be the proper transform of C on Y . Since f * L is big and nef and f * L · C = L · C > 0, the Weighted Bounded Negativity Conjecture on Y yields the existence of a constant b w (Y ) such that
Then, using the Index Theorem, we obtain
This yields
as asserted. The second version of the proof goes as follows: Suppose that ε(X, x) = 0. Then there is a sequence of ample line bundles L n and curves C n such that
where m n denotes the multiplicity of C n at x. Let f : Y = Bl x (X) → X be the blow-up of X at x and denote by C n the proper transform of C n . Since f * L n is big and nef and f * L n · C n = L n · C n > 0, the Weighted Bounded Negativity Conjecture on Y yields the existence of a constant b w (Y ) such that
Combining with the Index Theorem, we obtain
But the left hand side of this chain of inequalities tends to one, whereas the right hand side tends to zero, a contradiction.
Note that the second proof does not give an effective lower bound for ε(X, x).
Bounded negativity for reducible curves
We now consider a reducible version of Conjecture 3.3.1:
Conjecture 3.8.1 (Reducible Bounded Negativity) Let X be a smooth projective surface in characteristic zero. Then there exists a positive constant b ′ (X) bounding the self-intersection of reduced curves on X, i.e.,
for every reduced (but not necessarily irreducible) curve C ⊂ X.
Conjecture 3.3.1 implies Conjecture 3.8.1 in a very explicit way.
Proposition 3.8.2 Let X be a smooth projective surface (in any characteristic) for which there is a constant b(X) such that C 2 −b(X) for every reduced, irreducible curve C ⊂ X. Then C 2 −ρ(X)b(X)⌈b(X)/2⌉ for every reduced curve C ⊂ X, where ρ(X) is the Picard number of X (i.e., the rank of the Néron-Severi group NS(X) of X).
Proof. Let C = C 1 + · · · + C r be a sum of distinct curves C i on X. By reindexing we may write this sum as C = ij C ij , where for each i, the sets {C ij } j are linearly independent in the Néron-Severi group, and for i < i ′ , the span of {C ij } j contains the span of {C i ′ j } j .
For each i, let B i = j C ij and let β be the number of elements B i . Then,
, where the first inequality is because all of the cross terms are non-negative, and the second because C 2 ij −b(X) but there can be at most ρ(X) linearly independent elements in the Néron-Severi group.
Also note for any distinct prime divisors A 1 , . . . , A n , A such that the A i are linearly independent in NS(X) and A 2 < 0 with A in the span (in NS(X)) of the A i , we have A · A i > 0 for some i, and hence (A 1 + · · · + A n ) · A > 0. This is because we can write A + s a s A s = t a t A t for non-negative rational coefficients a s and a t , with the sums over s and t running over disjoint subsets of {1, . . . , n}. Since A = A i for all i, we have A · A i 0 for all i, but if A · A i = 0 for all i, then we would have 0 > A 2 = A · (A + s a s A s ) = A · ( t a t A t ) = 0. In particular this shows for
Let u = min(β, ⌈b(X)/2⌉). We will now show that C 2 (B 1 + · · · + B u ) 2 . The result follows from this, since ( where D 1 , . . . , D t are the terms of the sum C = C 1 + · · · + C r not already subsumed by
i , and B i · D j > 0 for each i and j (by our observation above regarding
It seems unlikely that the bound given in Proposition 3.8.2 is ever sharp. For a blow-up X of P 2 at n generic points, we expect by the SHGH Conjecture that C 2 −1 for any reduced, irreducible curve C ⊂ X. The bound given in Proposition 3.8.2 would then be C 2 −(n + 1) for reduced but possibly reducible curves C. It is easy to produce reduced examples with C 2 = −n; for example, take C = E 1 + · · · + E n . On the other hand, one cannot reach C 2 = −(n + 1). Indeed, the only possibility would be to have n + 1 disjoint (−1) curves. As the Picard number of the blow-up is (n + 1), this would contradict the Index Theorem.
Thus it is of interest to give specific examples of reduced curves with C 2 as negative as possible. Clearly the negativity of C 2 can grow with ρ(X), so it makes sense to normalize C 2 . We will consider several examples involving blow-ups of P 2 at n points, with the goal of finding values of C 2 /n that are as negative as possible.
Example 3.8.3 Let X be the blow-up of P 2 at n collinear points, and let C be the proper transform of the line containing the points. Then C 2 /n is approximately −1. Here C is a prime divisor. Example 3.8.4 Consider a general map f : P 1 → P 2 of degree d. Let C ⊂ X be the proper transform of the image of P 1 (which has degree d) where X is obtained by blowing up the singular points of f (P 1 ) (there are n = d−1 2 nodes). Thus C 2 /n is approximately −2. Here C is again a prime divisor.
Example 3.8.5 Let X be the blow-up of the points of intersection of s > 2 general lines in P 2 ; thus n = s 2 . Let C be the proper transform of the union of the lines. Then C 2 = s(s − 2), so C 2 /n is approximately −2.
Example 3.8.6 Assume the ground field k is algebraically closed of characteristic p. Let q be some power of p > 0. Blow up the points of P 2 with coordinates in the finite field F q . Let C be the proper transform of the union of all lines through pairs of the points blown up. There are n = q 2 + q + 1 points, and also q 2 + q + 1 lines, and q + 1 lines pass through each of the points. Thus C 2 = (q 2 + q + 1) 2 − (q + 1) 2 (q 2 + q + 1) = −q(q 2 + q + 1), so C 2 /n = −q, which is approximately − √ n.
Remark 3.8.7 This last example raises the question of how negative C 2 can be if C is the proper transform of a union of lines. This makes contact with interesting problems studied by combinatorists. For example, let S ⊂ P 2 be a set of n distinct points, and let Λ = {L 1 , . . . , L l } be a set of l distinct lines. Let M (S, Λ) be the incidence matrix; its rows correspond to the points, its columns correspond to the lines, and an entry is either 1 or 0 according to whether the corresponding point lies or does not lie on the corresponding line. Let |M | be the sum of the entries of M . If X is obtained by blowing up the points of S, and It's easy to get a coarse bound on C 2 /n. Clearly, l n 2 , and |M | ln, so C 2 /n n 2 (1 − n)/n − n 2 . For points with real coefficients and lines defined over the reals, the Szemerédi-Trotter Theorem [51] gives an order of magnitude estimate |M | O((ln) 2/3 + l + n). There also are Szemerédi-Trotter type results over finite fields; for example, see Bourgain-Katz-Tao [6] and Vinh [55] .
Imposing higher vanishing order at one point
We next study the polynomial interpolation problem on the projective plane. We denote by L(d; m 1 , m 2 , . . . , m n ) the linear system of homogeneous polynomials of degree d passing through n generic points with multiplicities at least m 1 , . . . , m n . We want to study L(d;
Let π : X → P 2 the blow-up of n generic points; let
and
Thus, the starting point for our problem is to analyze the cohomology of the exact sequence
As a matter of fact, passing to the long exact cohomology sequence we have
The image of ρ is a linear system on E 1 of degree m 1 .
It is known that L(4; 2 5 ) is a special system, since its expected dimension is −1 but there is an element in it: the quartic 2C, where C is the conic passing through the five points. Thus H 1 (4; 2 5 ) = 1, and in this case ρ does not have maximal rank. Example 3.9.2 As a slight modification of the above example we next consider
This shows that also in this case the rank of ρ is not maximal.
The above examples give hints about the behavior of L(d; m 1 + 1, m 2 , . . . , m n ), given L (d; m 1 , m 2 , . . . , m n ) = ∅. We formulate the following:
Conjecture 3.9.3 Let X be the blow-up of P 2 in r general points, D an effective divisor on X and E a (−1)-curve. For the restriction map |D| ρ − → |D |E | one has:
1. All base points in the image of ρ come from a base curve in |D|.
2. If |D| has no fixed component, then ρ has maximal rank.
If points in special position are allowed, then it is not hard to find counterexamples to this statement. However, we would like to consider the analogous question when E is a (−n)-curve, with n > 1. We denote by L(d; m 1 , . . . , m r , m r+1 , . . . , m n ) the linear system of curves of degree d with points of multiplicities m 1 , . . . , m n , the first r of which are collinear, but which are otherwise general. The discussions led to the following problem: This statement seems quite strong. If true, the induction arguments common in approaches to the SHGH conjecture as [26] , [7] , [15] would be significantly simplified, which might even lead to a proof. However we want to remark that some genericity condition is necessary here as well; in particular it is not possible to allow the existence of many negative curves even if they meet the system non-negatively. For example, if we pick four general lines, and four general points on each of them, there is a quartic, if not a pencil, through the 16 points, which is not the case for general points. It is easy to see that we can generalize this counterexample just considering d > 3 lines and d points on each line. We don't have, at the moment, any counterexample to the statement with only two or three lines.
Geometrization of Dumnicki's method [12]
Let D ⊂ N 2 be a finite set, such that D = P ∩ N 2 , where P is a convex polygon with integer vertices. We denote by L(D) the linear series on the affine plane A 2 spanned by monomials in D (we identify a point (k, l) ∈ N 2 with the monomial 
As an example, we prove that the divisor 13H − 5E 1 − 4E 2 − · · · − 4E 10 is not semi-effective (see Definition 2.2.1 and Problem 2.2.2). For a fixed n, we consider the set D = {(x, y) ∈ N 2 : x + y 13n} ⊂ N 2 . We will cut D with nine lines into ten subsets D 1 , . . . , D 10 . The equations of lines are given by the following functions (for small ε > 0):
The sets D 1 , . . . , D 10 are defined inductively by
and D 10 = D\(D 1 ∪· · ·∪D 9 ). Due to Fact 1, it is enough to show that L(D 1 ; 5n) = ∅ and L(D k ; 4n) = ∅ for k = 2, . . . , 10. For each D k we will proceed using Fact 3, and this is more or less a straightforward computation. We present it for D 1 (for D 2 , . . . , D 5 it is very similar) and D 6 (for D 7 , . . . , D 10 it is also very similar). The set D 1 is given by equations −x − y + 5n − 1 + ε > 0, x 0, y 0 and it is in fact a simplex (triangle) with 5n lattice points along the bottom border line, so the assumptions of Fact 3 are satisfied.
The set D 6 is given by 3x−y−15n−1+ε > 0, x+y−13n 0, x−y−5n−1+ε < 0. Let (x, y) ∈ D 6 . Observe that for x > 9n we would have y < 4n, so −y > −4n and x − y − 5n − 1 > 9n − 4n − 5n − 1 > −1, hence x − y − 5n − 1 0, a contradiction. For x 5n we would have y 3x − 15n − 1 −1, a contradiction. Hence x ∈ [5n + 1, 9n], so D 6 lies on at most 4n vertical lines. From the the first and the last defining inequality we easily obtain that for (x, y) ∈ D 6 , x ∈ [5n + 1, 7n] we must have y ∈ [x − 5n, 3x − 15n − 1]. But for x = 5n + 1 we have exactly two lattice points in the interval [x − 5n, 3x − 15n − 1] = [1, 2] . If x increases by one then #[x−5n, 3x−15n−1] inceases by two, so we have at most 2, 4, . . . , 4n−2, 4n points on 2n vertical lines ℓ 2 = {x = 5n + 1}, ℓ 4 = {x = 5n + 2}, . . . , ℓ 4n = {x = 7n}. Similarly we show that on lines ℓ 4n−1 = {x = 7n+1}, ℓ 4n−3 = {x = 7n+2}, . . . , ℓ 1 = {x = 9n} we have at most 4n − 1, 4n − 3, . . . , 1 points. Facts 1 and 2 can be understood from the point of view of toric degenerations, and as a result we can get a more geometric proof of non-semi-effectivity of 13L − 5E 1 − 4E 2 − · · · − 4E 10 . The translation of Fact 1 into a toric statement is based on the construction of a projective toric variety from any polytope D (defined as an intersection of half-spaces) in a space M as follows.
Let Q be a face of D. Define a cone C Q in the dual space N by
As Q varies over all of the faces of D, one gets a fan of cones F D , which defines 1) and (1, 0) . The associated toric variety is the blow-up of P 1 × A 1 at two points of the central fiber, giving a degeneration of P 1 to a chain of three P 1 's. As for the line bundle, it restricts to degree 3 on the general fiber, and degree one on each component of the special fiber. This then realizes the degeneration of the twisted cubic curve to a chain of three lines.
What we see in this example is the 3-Veronese of P 1 , defined by the polytope which is just the interval [0, 3], and a 'subdivision' of the interval suitably used to create the degeneration. In order to properly construct the degeneration, we had to create the 'lifting' of the subdivision to one dimension higher.
In general, one may in fact use a similar construction. One needs a similar lifting of the subdivision of the 'bottom' faces of an unbounded polytope. The key ingredient is to have that the faces of the unbounded polytope lie exactly above the sub-polytopes. This is the idea of a regular subdivision.
Suppose D is a polytope, and S = D i is a subdivision of D. Suppose that we have a real-valued continuous function F on D, which is linear on each D i . One says that the function F is strictly S-convex if it is a convex function, with the additional property that for any subpolytope D i of S, if L i is the linear function for the subpolytope, extended to the entire space, then
A subdivision S of D is called regular if D has a strictly S-convex function. One may consult [57] , Chapter 5, for additional detail on these ideas. Now suppose we have a polytope D in R n , defining a toric variety X D , as above. Suppose we have a subdivision S of D, which is regular; let F be a strictly S-convex function on D. Define the unbounded polytope P (F ) in R n+1 by:
This polytope P (F ) defines a toric variety Y , which is a suitable blow-up of X D × A 1 in the central fiber, and exhibits a degeneration of X D to a union of toric varieties defined by the subpolytopes D i .
There is a more elementary way of seeing the degeneration, embedded in projective space. Suppose that D is a polygon (with lattice points for vertices of course) whose set of lattice points is {m i }. These lattice points correspond to monomials in the variables in the usual way: the lattice coordinates are the exponents of the monomials. If there are k + 1 monomials, this defines a mapping g : P 2 → P k by sending a point [x] to the point [x m i ], and X D is the image of this mapping. Now suppose we have this subdivision S, with a strictly S-convex function F as above. If y is a coordinate on A 1 , this data defines a new mapping
For a fixed y not equal to zero, this is simply a scaling of the original map g, and so the P 2 fibers are all mapped to X D . We want to know what happens in the limit as y approaches zero. Of course, the values of F may well be either negative, or all positive, and so we cannot take the limit with the above formula.
To see what happens, consider one of the subpolytopes D i , and the corresponding linear function L = L i . Vary the above formula by multiplying through by y −L . This will have the effect that as y approaches zero, a limiting value will be available in the projective space.
The simplest example of this construction is to take a polytope D and divide it into two pieces, by a hyperplane. Suppose that this hyperplane does not pass through any of the lattice points. Then one can start with a convex function H that is linear on the two sides of the hyperplane. Form the construction above, and then take the convex hull of the graph of H, using the lattice points. This will produce two 'primary' subpolytopes as faces of this convex hull, containing the two subsets of the lattice points, on the two sides of the hyperplane. It will also contain a set of 'secondary' subpolytopes that cross the boundary of the hyperplane.
The construction then produces a toric degeneration, into two 'primary' toric varieties, and a set of 'secondary' ones. If we want to use this construction to understand an interpolation problemà la Dumnicki, we put the limits of the fat points on the two 'primary' varieties, and none on the secondary ones. If the interpolation problems on the two 'primary' varieties give empty linear systems, then the linear system will be empty in the limit, and therefore empty on the general fiber (by semicontinuity). In Dumnicki's example, with the triangle subdivided into ten subpolytopes, one easily sees that this subdivision can be achieved iteratively, by making a singlehyperplane subdivision, nine times. This should give the result, and provide a 'toric' interpretation for the example.
The proof of Fact 2 mainly involves an interpolation matrix M (D). Let (X D , L D ) be the polarized toric surface defined by the polygon D. Recall that X D = ∪ v∈Vert(D) U v where U v denotes an affine neighborhood around the fixed point on X D corresponding to v. By placing one vertex of the polytope at 0 one chooses an affine patch around the corresponding fixed point so that:
be the m th jet sheaf, i.e., the coherent sheaf defined locally at smooth points p, as
, where m p denotes the maximal ideal at p. The m th evaluation map at a smooth point p is defined as the map:
. .) 1 i+j m to a basic section s i , for a choice of local coordinates (x, y) in a neighborhood U v around p. The map is in fact independent of the choice of U v and Im(ν k,p ) = O m p is referred to as the m th osculating space at p.
Recall that the dimension of O m p at a generic smooth point, e.g., at the generic point in the torus T ∼ = (C * ) 2 ⊂ X D , is constant and it is called the generic osculation dimension.
For a smooth point p the dimension is:
We denote by 1 = (1, 1) the generic point of the torus. 
In the case when |D| = It is important to remark here that the proof gives an interpretation of the lattice points given by D as points in A 2 .
We observed that the set of derivatives used can be substituted by any set
is closed under downward and leftward moves; in the literature such sets E are known as staircases (see [15] ) and they are used to define monomial ideals I(E) = (x α y β ) (α,β) ∈E . In the method above one then has to use a modified jet sheaf where m Such a generalization allows to deal with the Hermite interpolation schemes of tree type considered by Lorentz, (see [37] , Section 3), which is actually a specialized case of the general monomial interpolation problem suggested as Problem 2.4.2. Note that in the original problem the coordinates in which the scheme is monomial can be "deformed" by the immersion of the scheme in the surface, whereas here they are torically fixed. Thus when L(D, E) = ∅ it follows that L(D, I Y ) = ∅ for general schemes Y isomorphic to Spec k[x, y]/I E , but not conversely.
Linear systems connected to hyperplane arrangements
We keep the notation introduced in Section 2.7. Results of Falk-Yuzvinsky [16] show that certain combinatorial objects known as weak (k, m)-multinets give rise to components of R 1 (A), and [45] shows that a weak (k, m)-multinet corresponds to a divisor A on X with h 0 (A) = 2. If the weak multinet is actually a net, then
. This decomposition then gives rise to determinantal equations (and syzygies) in the Orlik-Terao ideal. In particular, since h 0 (A) = 2, if h 0 (B) = m, then I contains the two by two minors of a matrix of linear forms, which has an Eagon-Northcott resolution, which has a very explicit description. The next example shows that not all linear first syzygies arise from components of R 1 (A). The entry in position (i, j) is dim C T or R i (C(A), C) i+j , so there are seven quadratic generators for I, and a single linear first syzygy. On the other hand, for this arrangement, R 1 (A) consists only of local components.
An analysis shows that we may choose a basis for the quadratic component I 2 so that the linear first syzygy involves only five of the seven minimal quadratic generators. Letting J denote the ideal generated by these five elements, we compute that J has betti diagram total 1 5 12 10 2 0
The corresponding variety is a Cohen-Macaulay surface; intersecting with a generic P 5 yields a smooth, projectively normal curve of genus seven and degree eleven. This curve appears in [48] as a counterexample to several conjectures in algebraic geometry. A sole linear first syzygy cannot arise from a decomposition of D A : such a decomposition would yield at least one additional linear first syzygy.
Limitations of multiplier ideal approach to bounds for symbolic powers
It is natural to ask whether the strategy of [13] , using asymptotic multiplier ideals, can be used to prove Conjecture 2.8.1 or any of the improved versions in Problem 2.8.2, or whether another strategy is needed. A weaker version of 2.8.1 was shown by Takagi-Yoshida using tight closure methods [52] , but (as observed in [53] ) the same result follows from the asymptotic multiplier ideal approach of [13] . On the other hand it seems doubtful that the same approach can prove Conjecture 2.8.1 in full strength. So, can the asymptotic multiplier ideals approach prove any of the statements in Problem 2.8.2, or at least weaker versions? We will see an example suggesting that the answer to this question is negative. The strategy of [13] is as follows. Let I be an ideal with bight(I) = e. Consider the graded system of ideals I (•) = {I (p) } p∈N , the sequence of symbolic powers of I. For each positive real number t there is an ideal associated to this graded system, called the t th asymptotic multiplier ideal of I (•) , and denoted J (t·I (•) ). These ideals enjoy a number of remarkable properties; see [13] (where they were introduced) or [35] . In particular it is shown in [13] that the following containments hold:
Here the first and third inclusions follow more or less directly from the definition of multiplier ideals, while the second inclusion follows from the subadditivity theorem of Demailly-Ein-Lazarsfeld [11, 35] . The weak version of 2.8.1 follows from the fact that if J (ℓ · I (•) ) = (1), which holds for sufficiently small ℓ, then I (re−ℓ) ⊆ J (re · I (•) ). (Conjecture 2.8.1 would follow if ℓ = e − 1.) Note that the second and third containments remain the same; only the first is made tighter.
To give a positive answer to Problem 2.8.2 by this approach would require an improvement at the far right-hand side of the above containments. An easy example suggests this may not be possible. Let R = C[x, y, z] and let I = (xy, xz, yz), the ideal defining the union of the three coordinate axes (in particular e = bight(I) = 2). In general multiplier ideals are difficult to compute, and few examples are known; the situation is worse for asymptotic multiplier ideals, where even fewer examples have been computed. However, because this ideal I is a monomial ideal, it is possible to compute the asymptotic multiplier ideals appearing in the above containments. This is carried out in [53] (following [39] ) with the result that, for each r,
That is, it is not possible to improve the third containment while leaving the first and second the same. It is still possible that an improvement might be attainable for some ideals, just not this particular one. However at this point the asymptotic multiplier ideals approach does not seem promising.
A Logarithmic differentials and the Miyaoka-Yau inequality

A.1 Basics
Here we provide a very quick overview of logarithmic differentials, in particular, no proofs are given. For more complete discussions the reader should consult [14] or [30] , for example.
Let X be a smooth projective variety of dimension n over the complex numbers. A reduced divisor D = D 1 + · · · + D r is called a simple normal crossing divisor if all of its irreducible components are smooth, and every point of the support of D has an open neighborhood U sucht that D restricted to U looks like an intersection of coordinate hyperplanes. In particular, if D is prime, then it is forced to be smooth.
With (X, D) as above, let x ∈ D, and D 1 , . . . , D s be the irreducible components of D containing the point x. By definition there exists an open neighborhood x ∈ U ⊆ X, and a local coordinate system x 1 , . . . , x n at x on U such that
for all 1 i s. We call such a coordinate system a logarithmic coordinate system at x along D.
In what follows, D denotes a simple normal crossing divisor. At first we look at the following heuristic picture. We will look at various interesting subbundles inside the tangent bundle T X of X. In order to give some geometric intuition, we will often switch to the language of differential geometry.
With notation as above,
is a sub-vector bundle, that can be identified with vector fields on X fixing D pointwise. On the other hand, it is natural to consider the subbundle corresponding to 
From now on we assume that X is a smooth projective surface and C ⊆ X is an irreducible curve. We will compute the Chern classes of the bundle F := Ω 1 X (log C). Since rank F = 2, we only care about c 1 and c 2 . From the Whitney sum formula [17, Theorem 3.2 (e)] and the exact sequence (4) we obtain c t (Ω 1 X (log C)) = c t (Ω When it comes to computing various expressions in terms of Chern classes, we can identify c 1 (O X (C)) with C and c 1 (Ω 1 X ) with K X .
A.2 The Miyaoka-Yau inequality for Ω 1 X (log C) The purpose of this section is to establish the logarithmic version of the MiyaokaYau inequality originally proved by Sakai [44, Theorem 7.6 ]. Sakai's argument, as will our exposition, follows closely that of Miyaoka in [38] . Since it is our goal to provide a clear picture, we will present a reasonably self-contained proof. The main result is presented in Theorem A.2.8.
In the course of this section X denotes an arbitrary smooth complex projective surface unless otherwise stated. We always work over the complex numbers. Our starting point is the following fundamental result of Bogomolov (see [54, This result has been generalized to log differential forms (see [14, Corollary 6.9] ). A fundamental geometric consequence of Bogomolov-Sommese vanishing is that sub-line bundles of the sheaf of log differentials cannot have many sections. More precisely, we have the following statement, which has already made an appearance as Corollary 3.3.8. We repeat the proof for the reader's convenience.
Corollary A.2.3 Let X be a smooth projective surface, C a normal crossing divisor on X. Then Ω 1 X (log C) contains no big line bundles.
Proof. Note that L is big if and only if κ(X, L) = 2. An inclusion L ֒→ Ω 1 X (log C) gives rise to a non-trivial section of H 0 X, Ω 1 X (log C) ⊗ L −1 , which vanishes according to Theorem A.2.2.
As a consequence we obtain numerical criteria for line bundles contained in Ω 1 X (log C), with C a normal crossing divisor on X.
Proof. Consider the projective bundle π : V := P(F) → X associated to F. Denoting by H the tautological line bundle on V , Proof. This is [38, Lemma 8] . 
If d is the degree of the covering f , then
which completes the proof.
Theorem A.2.8 (Logarithmic Miyaoka-Yau inequality) Let X be a smooth complex projective surface, C a semi-stable curve on X such that K X + C is big. Then
X (log C)), in other words, (K X + C) 2 3(e(X) − e(C)).
Remark A.2.9 We recall that det Ω 1 X (log C) ≃ O X (K X + C) and c 2 (Ω 1 X (log C)) = e(X − C), where e denotes the topological Euler characteristic (see [44, Proposition 7.1 
]).
Remark A.2.10 Let us quickly recall the definition of a semi-stable curve used here (following [44] ). A reduced 1-cycle C ⊆ X is called semi-stable if 1. C is a normal crossing divisor (i.e., has only ordinary nodes as singularities), 2. each smooth rational component of C intersects the other components of C in at least two points.
It is important to point out that an irreducible semi-stable curve can have ordinary nodes as singularities. If C were defined to be simple normal crossing, instead of just normal crossing, then C irreducible would imply C smooth.
Remark A.2.11 With the notation of Theorem A.2.8, we will consider the following version of minimality (which could reasonably be called log-minimal). A smooth rational curve E ⊆ X is called C-exceptional, if (E 2 ) = −1 , (C · E) 1 .
As outlined on [44, pp. 1-2], one can get rid of C-exceptional curves by blowing them down.
