We consider the problem of approximating integrals of the form ~l/W where W may be a simple (e.g. polynomial) form in the integration variables. A variational expression is given which approximates this integral in terms of integrals of W with suitably chosen trial functions. The power of this method is compared with that of Gaussian quadrature in a few examples. Some generalizations of the method are discussed.
INTRODUCTION
Calculations in quantum field theory are usually carried out in terms of the perturbation theory expansion, where each term is represented by a Feynman diagram. This diagram is a mnemonic for writing down a multidimensional integral over the momenta of the intermediate particles.
While much attention in the literature has been given to deriving these rules and analysing the formal properties'of the integrals .involved, there has not been much study of how to ·get numbers out of this formalism~ beyond the lowest order terms. The problem is not trivial" for two reasons. First is the high dimensionality of the integrals: a three loop diagram may represent a Feynman-parametrized integral with eight· . variables. If our integration formula needs n points per dimension to get the required accuracy and we have d dimensions, then we need a total of . N = n d evaluations of the integrand. While in one, two, or even three dimensions the capacity of modern computing machines lets· us use standard methods with many points, as we go to higher dimension:-ality it becomes imperative to have a small number n of points per dimension.
High accuracy with a small number of integration points means we must have some sophisticated rule for numerical integration, and.
this brings us to the second hurdle: For any cookbook rule of numerical integration (Simpson's rule, Gauss quadrature, etc., etc.) the advertised accuracy depends on the assumed analytic smoothness;of the integrand. Thus consider an integral over the. unit interval: with Simpson's rule and n points we·a~e told the error goes as . n times the 2nth derivative of the function.
If the higher derivatives of the integrand are bounded these methods will produce results which improve rapidly in accuracy as the number of points increases. However, if the integrand has even some mild singularity, a higher derivative will be unbounded and the fancier integration formulas may work no better than cruder ones. Ultimately
.the development of accurate numerical integration formulas for a given problem requires a careful study of the singularities of that particular function; so the practical problem of evaluating Feynman integrals will relate to the esoteric study of the singularities of these integrals which has been in vogue lately.
What makes this problem complicated from a numerical analysis point of view is that the singularities are not associated with just , the individual coordinates but lie on various hypersurfaces in a many dimensional space. Take for example the integral
this is easy enough to do analytically, but I challenge anyone to show me a standard method which works at all efficiently. (A change of variables is not allowed since it is not part of a standard method but " ) part of the artist's skill, to be used differently with each new problem. ) In the present paper we present one new method which has been found in thinking about this general sort of problem.
THE VARIATIONAL METHOD
The simplest type of integral to do is a polynomial form; the type we want to consider here involves a quotient of polynomial forms.
For shorthand we will write the single variable x for whatever set of variables x l ,x 2 ,··· we are given; and fdx for the multidimensional integral over some specified domain in the many variables. We study the integral
and with a further simplifications of notation write function .l/W, and one will want to have the general shape and some analytic properties of l/W represented in these basis functions if this expansion is to converge rapidly. In any calculation we will truncate the expansion at some size, say N, and the error· will then be something proportional to the square of the magnitude of the next neglected coefficient in the complete expansion.
Before going into some examples it is interesting to make a comparison of this approach with the general Gaussian technique. l
The integral
The n points x. and the n 1 weights w. are to be chosen so that 1 the representation is exact for some chosen set of 2n functions
Here are 2n nonlinear equations to be solved for the 2n unknowns w. and x. before the method can be used to evaluate some integral of UCRL-18469 error in the use of the nth order formula (15) for the integral (14) would be proportional to the expansion coefficient for the first neglected function, of order 2n.
We can see several similarities bet~een our method and the Gauss method, they may in general be considered to be fair competitors. 
The integrals for M (8) and for r (9) are trivial, and the final answers are shown in Table I for increasing orders of approximation.
Also shown in this table for comparison are the results of Gaussian quadrature using the weights and points for the integral. We observe that both methods work extremely well, there being nothing in Table I to prove. superiority of either method. Table II under the heading "first try",converge very poorly. and this does explain the slow convergence seen in Table II .
As a remedy we shall repeat the calculation using the following basis: Table II under the heading "second try" and we see an extremely rapid convergence. This example emphasizes the importance of choosing appropriate basis functions, but exactly how to do this in each problem is something the analyst will have to discover for himself.
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This integral arises in calculating the fourth order self-energy term for spinless particles associated with the Feynman diagram having two overlapping bubbles when we set the external 4-momentum equal to zero and all the internal masses equal to one.
First we apply the Gauss quadrature prescription 2 for the product of the two one-dimensional integrals
and th~ results,shown under column "Gauss 1" in Table III, One standard remedy is to subtract off the singular part; and in the column "Gauss 2" of Table III we show the results of the same Gauss quadrature applied to the integral 13 after adding and subtracting .-
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These results are an improvement, but still not terribly good; to continue the process of subtracting off the singular parts seems a cumbersome program. Now we will try our~riational method for 1 3 .
We take and ask, What is the most important feature that we want to build into the expansion functions? The answer is the singularities at the points (30) which are represented by the terms in (31) above. We can simplify by noting that the integrand is symmetric about s = 1/2, so we just integrate s from 0 to 1/2 and multiply the result by 2. We have now only the first singularity to worry about, and we choose for our basis u nm 2 n sn-l(l _ t)n-l
(1 -t + s)2 n,m;;;;: 1
In order to do the integrals the follow·ing procedure is used:
ds then introduce new variables t = 2sx in the first term and s = ty/2 in the second. All the integrals then factor into products of one dimensional integrals which are straightforward to evaluate. (It must be admitted that rather a longwinded mess of algebra is involved here.)
The final results are shoWn in the last 'column of 
and take its 0-0 element for the answer. The approximation we make is to use a truncated (finite dimensional) matrix for (W), and the successive steps of approximation amount to increasing the size of the basis kept. In order tci evaluate (46) in general one can always transform (W) to diagonal form, put in the function F of its eigenvalues, and then transform back to the original representation.
We have. not tried any examples of this general method, but it should be worth further study.
