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We consider a class of nonlinear lattices with nonlinear damping
u¨n(t) + (−1)ppun(t) + αun(t) + h
(
un(t)
)+ g(n, u˙n(t))= fn, (0.1)
where n ∈ Z, t ∈ R+ , α is a real positive constant, p is any positive integer and  is the
discrete one-dimensional Laplace operator. Under suitable conditions on h and g we prove
the existence of a global attractor for the continuous semigroup associated with (0.1). Our
proofs are based on a difference inequality due to M. Nakao [M. Nakao, Global attractors
for nonlinear wave equations with nonlinear dissipative terms, J. Differential Equations 227
(2006) 204–229].
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
Our main objective in this paper is to prove the existence of a global attractor for the following class of nonlinear lattices
with nonlinear damping
u¨n(t) + (−1)ppun(t) + αun(t) + h
(
un(t)
)+ g(n, u˙n(t))= fn,
un(0) = u0,n, u˙n(0) = u1,n, (1.1)
where n ∈ Z and t ∈ R+ . In (1.1), α is a positive constant, p is any positive integer and p =  ◦ · · · ◦ , p times, where 
denotes the discrete one-dimensional Laplace operator which is deﬁned by un = un+1 + un−1 − 2un .
For the nonlinearity, we assume that h satisﬁes the following conditions
h ∈ C1(R;R), h(0) = 0 and h˜(s) =
s∫
0
h(σ )dσ  0, ∀s ∈ R, (1.2)
sh(s) c0h˜(s), ∀s ∈ R, for some positive constant c0. (1.3)
Regarding the nonlinear damping g(n, u˙n) in (1.1), we assume that g : Z × R → R is a function which satisﬁes:
g(n, s) is continuous in s and g(n,0) = 0, ∀n ∈ Z, (1.4)
k0|s1 − s2|r+2 
(
g(n, s1) − g(n, s2)
)
(s1 − s2) k1
(|s1 − s2|2 + |s1 − s2|r+2), if |n| n0, (1.5)
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k0|s1 − s2|2 
(
g(n, s1) − g(n, s2)
)
(s1 − s2) k1
(|s1 − s2|2 + |s1 − s2|r+2), if |n| > n0, (1.6)
∀s1, s2 ∈ R, where r  0, n0 is a positive integer and k0, k1 are positive constants.
Finally, we assume that (u0,n)n∈Z , (u1,n)n∈Z and ( fn)n∈Z belong to 2, the space of all sequences of real numbers (an)n∈Z
such that
∑+∞
n=−∞ a2n < +∞.
Let us mention some works related to the problem we studied in this paper. The class (1.1) contains the following
nonlinear Klein–Gordon lattice
u¨n(t) − un(t) + αun(t) + h
(
un(t)
)+ g(n, u˙n(t))= fn. (1.7)
The existence of attractor and ﬁnite-dimensional approximations for second order lattices as in Eq. (1.7) with a possible
extra term μu˙n was studied by S. Zhou in [10] (see also [11]), under the assumption (1.2), (1.3) and more restrictive
conditions on g . He assumed g(n, s) = g0(s), where g0 ∈ C1(R;R), g0(0) = 0, 0 < c1  g′0(s)  c2, ∀s ∈ R, and a suitable
relation on the parameters α, μ, c1 and c2. Of course, such a damping satisﬁes conditions (1.4)–(1.6) with r = 0. We also
would like to observe that, although not included into hypotheses (1.4)–(1.6), the method used in this paper applies to
Eq. (1.1), with damping of the form g(n, s) = V (n)g0(s), where g0 is as above with only g′0(s)  c1 > 0 and V (n) is a
nonnegative bounded real valued function on Z, such that V (n) V0 > 0, for all |n| > n0. In this case, the proof of existence
of a global attractor is still essentially the same of case r = 0.
Another important model included into (1.1) is
u¨n(t) + 2un(t) + αun(t) + h
(
un(t)
)+ g(n, u˙n(t))= fn, (1.8)
where 2un = un+2 − 4un+1 + 6un − 4un−1 + un−2. Eq. (1.8) can be regarded as a discrete version of the one-dimensional
beam equation
utt + uxxxx + αu + h(u) + g(x,ut) = f (x). (1.9)
The existence and ﬁnite dimensionality of a global attractor for a generalization of (1.9) in Rn was studied by A. Khan-
mamedov in [2] when g(x, s) = s and h satisﬁes certain growth conditions. A modiﬁed continuous model is considered by
R. Racke and C. Shang in [8]. They investigate the existence of global attractors under the presence of appropriate linear
damping. To our knowledge, the existence of global attractors for (1.8) and in general for (1.1) is ﬁrstly considered in this pa-
per. Our proofs are based on a difference inequality due to M. Nakao [4], where he studied the existence of global attractors
for nonlinear wave equations with nonlinear dissipative terms
utt − u + h(x,u) + g(x,ut) = f (x) in Ω × R, (1.10)
where Ω is a bounded domain of Rn . We will refer to Lemma 2.1 in [4] as Nakao’s Lemma.
Recently, Nakao’s Lemma (as in [4]) was used in the study of global attractors for some periodic lattices with dissipative
terms having a nonlinearity similar to those considered in [4], see [6,7].
Finally, we would like to mention Nakao’s paper [5], where the existence and some properties of global attractor of a
Klein–Gordon type equation with nonlinear damping in an exterior domain are discussed. Our hypotheses on the damping
g(n, s) in (1.1) stated in (1.4), (1.5) and (1.6) were motivated by those appearing in [4] and [5].
The paper is organized as follows. In Section 2, we prove local and global existence results for system (1.1). Since the
proofs are similar to those presented in [3], some results are brieﬂy discussed. In Section 3, we establish the existence of a
global attractor in the phase space H = 2 × 2 by proving the existence of absorbing sets and the asymptotic compactness
of the semigroup {S(t)}t0 associated to (1.1).
Some notation used in this paper are as follows. Ck(I; X) denotes the space of k-times continuously differentiable func-
tions from an interval I ⊆ R into a Banach space X . We denote by ‖ ‖2 the usual norm of 2. The abbreviation (an) denotes
a sequence (an)n∈Z . We also write ∂+un = un+1 − un , ∂−un = un − un−1 and
Dp :=
{

p
2 , p even,
∂+
p−1
2 , p odd.
It easy to see by induction that
+∞∑
m=−∞
∣∣Dpun∣∣2  4p‖u‖22 , (1.11)
for all u = (un) in 2.
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Let us ﬁrst consider the linear problem associated with (1.1),
u¨n(t) + (−1)ppun(t) + αun(t) = 0, n ∈ Z, t > 0,
un(0) = u0,n, u˙n(0) = u1,n, n ∈ Z, (2.1)
where as before α is a positive constant and p is any positive integer. The Green function for problem (2.1) is given by
G(k, t) = 1
2π
π∫
−π
sinωt
ω
coskxdx, (2.2)
where ω = ω(x) = [α + 4p sin2p( x2 )]1/2. G(k, t) solves the initial value problem (IVP)
G¨(k, t) + (−1)ppG(k, t) + αG(k, t) = 0,
G(k,0) = 0, G˙(k,0) = δk, (2.3)
where
δk =
{
1, k = 0,
0, k = 0.
From (2.2) and after integrating by parts twice (2.2) we deduce
∣∣G(k, t)∣∣ C(α)
k2
(|t| + |t|2), ∣∣G(0, t)∣∣ |t|, (2.4)
∣∣G˙(k, t)∣∣ C(α)
k2
(|t| + |t|2), ∣∣G˙(0, t)∣∣ 1, (2.5)
for all k = 0 in Z and t ∈ R, where C(α) is a positive constant depending on α.
Lemma 2.1. Suppose that u0 = (u0,n) and u1 = (u1,n) belong to 2 . Then, the IVP (2.1) has a unique solution v = (vn(t)) such that
vn ∈ C2(R+;R), ∀n ∈ Z.
Proof. Let v = (vn(t)) be given by
vn(t) =
+∞∑
m=−∞
[
G˙(n −m, t)u0,m + G(n −m, t)u1,m
]
. (2.6)
Using (2.4), (2.5) and Weierstrass’s test for uniform convergence of series we see easily that (2.6) is a solution of (2.1).
Uniqueness follows from the energy equation associated with (2.1), namely,
1
2
+∞∑
m=−∞
[(
v˙n(t)
)2 + (Dpvn(t))2 + α(vn(t))2]= 1
2
+∞∑
m=−∞
[
(u1,n)
2 + (Dpu0,n)2 + α(u0,n)2], (2.7)
for all t  0. 
Now, let us consider the nonlinear problem (1.1). For τ > 0, we consider the (energy) space Hα(τ ) consisting of functions
u = (un(t)) such that un ∈ C1([0, τ ];R), ∀n ∈ Z and
sup
0tτ
+∞∑
n=−∞
[(
u˙n(t)
)2 + (Dpun(t))2 + α(un(t))2]< +∞.
The space Hα(τ ) becomes a Banach space with the norm given by
‖u‖α,τ =
{
sup
0tτ
+∞∑
n=−∞
[(
u˙n(t)
)2 + (Dpun(t))2 + α(un(t))2]
}1/2
.
Note that by Lemma 2.1 and (2.7) the solution v = (vn(t)) of (2.1) belongs to Hα(τ ), ∀τ > 0.
Next, ﬁxed R > 0 and τ > 0, we consider the following closed subset of Hα(τ ):
YR(τ ) =
{
u = (un(t)); u ∈ Hα(τ ), ‖u − v‖α,τ  R, un(0) = uo,n and u˙n(0) = u1,n, ∀n ∈ Z}.
J.C. Oliveira, J.M. Pereira / J. Math. Anal. Appl. 370 (2010) 726–739 729Also, we will use the following notation: Fn(s) = −F (un(s), u˙n(s)) + fn, for all n ∈ Z and s  0, where F (un, u˙n) =
h(un) + g(n, u˙n).
Lemma 2.2. Suppose that u0 = (u0,n), u1 = (u1,n) and f = ( fn) belong to 2 . Also, suppose that h satisﬁes (1.2) and g satisﬁes (1.4),
(1.5) and (1.6). Then, there exist τ0 > 0 and u = (un(t)) in Hα(τ0) such that
un(t) = vn(t) +
+∞∑
m=−∞
t∫
0
G(n −m, t − s)Fm(s)ds, (2.8)
∀n ∈ Z and 0 t  τ0 .
Proof. Let u ∈ YR(τ ) and consider the function Pu deﬁned by P (u)(t) = ( P˜ un(t)), where
P˜ un(t) = vn(t) +
+∞∑
m=−∞
t∫
0
G(n −m, t − s)Fm(s)ds. (2.9)
Using (2.4), (2.5) and the hypotheses of Lemma 2.2 we see that the series in (2.9) converges uniformly in 0  s  τ and
P˜ un(0) = vn(0) = un,0, and ddt P˜ un(t)|t=0 = v˙n(0) = u1,n , ∀n ∈ Z. The remainder of the proof consists in proving that
(a) P : YR(τ ) → YR(τ ) and (b) P is a contraction in YR(τ ),
if τ = τ0 > 0 is chosen suﬃciently small. Since the arguments are similar to those given in Theorem 1 of [3], we omit the
details. From (a) and (b), it follows that the integral equation (2.8) has a unique solution u ∈ YR(τ0). 
Theorem 2.3 (Local existence). Assume the same hypotheses of Lemma 2.2. Then, the IVP (1.1) has a unique solution u = (un(t))
deﬁned in [0, τ0] for some τ0 > 0 and such that u ∈ Hα(τ0).
Proof. Let u = (un(t)) satisfying (2.8) in [0, τ0] with τ0 > 0 be given by Lemma 2.2. Then, the existence result follows by
differentiating twice Eq. (2.8) with respect to t , taking into account (2.3). In order to prove the uniqueness, let un(t) and
wn(t) be solutions of (1.1) deﬁned in [0, τ0] and such that u,w ∈ Hα(τ0). Deﬁne z = (zn(t)), where zn = un − wn , ∀n ∈ Z.
Then, zn ∈ C2([0, τ0];R), ∀n ∈ Z, z ∈ Hα(τ0) and
z¨n(t) + (−1)ppzn(t) + αzn(t) + qn(t) = 0,
zn(0) = 0, z˙n(0) = 0, (2.10)
for all n ∈ Z and 0 t  τ0, where
qn(t) = h
(
un(t)
)− h(wn(t))+ g(n, u˙n(t))− g(n, w˙n(t)).
Let
E0(t) = 1
2
+∞∑
n=−∞
[(
z˙n(t)
)2 + (Dpzn(t))2 + α(zn(t))2], ∀0 t  τ0.
Using (2.10) we obtain
d
dt
E0(t) = −
+∞∑
n=−∞
qn(t)z˙n(t), ∀0 t  τ0.
Observe that∣∣h(un(t))− h(wn(t))∣∣ max|s|s1
∣∣h′(s)∣∣∣∣un(t) − wn(t)∣∣,∣∣g(u˙n(t))− g(w˙n(t))∣∣ k1(1+ 2r sr1)∣∣u˙n(t) − w˙n(t)∣∣,
where s1 = s1(τ0) = ‖u‖α,τ0 + ‖w‖α,τ0 . Then, choosing
M = 2α−1
(
max
|s|s1
∣∣h′(s)∣∣)2 + 2k21(1+ 2r sr1)2,
we see that ddt E0(t)  2M1/2E0(t), ∀0  t  τ0. Therefore, E0(t)  exp (2M1/2t)E0(0) = 0, ∀0  t  τ0, which implies
z = 0. 
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deﬁned in [0,+∞) such that u ∈ Hα(τ ), ∀0 < τ < +∞.
Proof. Using Theorem 2.3 and a well-known argument (see, for example [1]), the local solution u = (un(t)) of (1.1) can be
extended to a maximum interval of existence [0, τmax) such that u ∈ Hα(τ ), ∀0 < τ < τmax. Moreover, either τmax = +∞,
or τmax < +∞ and limτ→τ−max ‖u‖α,τ = +∞. Therefore, to prove Theorem 2.4 it is suﬃcient to prove that
sup
0<τ<τmax
‖u‖α,τ < +∞. (2.11)
Let
E(t) = 1
2
+∞∑
n=−∞
[(
u˙n(t)
)2 + (Dpun(t))2 + α(un(t))2]+ +∞∑
n=−∞
h˜
(
un(t)
)− +∞∑
n=−∞
fnun(t), (2.12)
0 t < τmax. Using Eq. (1.1) we have
d
dt
E(t) = −
+∞∑
n=−∞
u˙n(t)g
(
n, u˙n(t)
)
 0. (2.13)
Thus, E(t) E(0), 0 t < τmax. Since h˜(s) 0, ∀s ∈ R and∣∣∣∣∣
+∞∑
n=−∞
fnun
∣∣∣∣∣ α4
+∞∑
n=−∞
u2n +
4
α
+∞∑
n=−∞
f 2n ,
then
E(t) 1
2
+∞∑
n=−∞
[(
u˙n(t)
)2 + (Dpun(t))2 + α(un(t))2]− α
4
+∞∑
n=−∞
u2n −
4
α
‖ f ‖2
2
, (2.14)
for all 0 t < τmax. Therefore,
‖u‖2α,τ  4
∣∣E(0)∣∣+ 16
α
‖ f ‖2
2
< +∞, ∀0 < τ < τmax,
which implies (2.11). 
3. Existence of global attractor
In this section we consider the IVP (1.1) with h and g satisfying the hypotheses (1.2)–(1.6) and u0 = (uo,n), u1 = (u1,n)
and f = ( fn) in 2. We denote by ‖(a,b)‖H the norm of the space H = 2 × 2, which is given by∥∥(a,b)∥∥H = (‖a‖22 + ‖b‖22)1/2,
∀a,b ∈ 2. Note that by Theorem 2.4 the IVP (1.1) has a unique solution u = (un(t)) such that (u, u˙) ∈ C1(R+; H), where
u˙(t) = (u˙n(t)). Therefore, we can associate with the IVP (1.1) a nonlinear semigroup {S(t)}t0 in H deﬁned by S(t)(u0,u1) =
(u(t), u˙(t)). Moreover, it is clear from the proof of Theorem 2.3 that each S(t) is a continuous operator on H . We shall
prove that {S(t)}t0 has a global attractor in H . In order to establish this, according to Theorem 1.1 of Teman’s book [9], it
is suﬃcient to prove that the semigroup {S(t)}t0 has an absorbing set in H and that it is asymptotically compact in H . In
our proofs we use a difference inequality due to M. Nakao [4], which we state in the following lemma.
Lemma 3.1. (See M. Nakao [4].) Let ϕ(t) a nonnegative continuous function in [0, T ), T > 1, possibly T = +∞, satisfying
sup
tst+1
ϕ(s)1+γ  C
[
ϕ(t) − ϕ(t + 1)]+ K , 0 t < T − 1, (3.1)
with some C > 0, K > 0 and γ > 0. Then
ϕ(t)
[
C−1γ (t − 1)+ +
(
sup
0s1
ϕ(s)
)−γ ]−1/γ + K 1/(γ+1), 0 t < T .
If (3.1) holds with γ = 0, then
ϕ(t) sup
0s1
ϕ(s)
(
C
C + 1
)[t]
+ K , 0 t < T ,
where [t] is the largest integer less than or equal to t and β+ = max{β,0}.
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associated with (1.1), deﬁned by (2.12), ∀t  0.
Observe that by (2.13), E(t) is a decreasing function in [0,+∞) and that
F (t)2 =
t+1∫
t
J (s)ds, (3.2)
where J (t) =∑+∞n=−∞ u˙n(t)g(n, u˙n(t)), ∀t  0. Also, from Eq. (2.14), it follows that
E˜(t) α0
∥∥(u(t), u˙(t))∥∥2H , ∀t  0, (3.3)
where α0 = min{ 12 , α4 }. Inequality (3.3) is crucial to prove the existence of absorbing sets in H by using Nakao’s Lemma.
Furthermore, using the mean-value theorem for integrals we can choose real numbers t1, t2 such that
t+ 14∫
t
J (s)ds = 1
4
J (t1) and
t+1∫
t+ 34
J (s)ds = 1
4
J (t2). (3.4)
Finally, in order to simplify notation we denote by ( , )2 the inner product of 
2 and use some abbreviation: Dpu =
(Dpun), h(u) = (h(un)), g(·, u˙) = (g(n, u˙n)), etc., if u = (un).
Lemma 3.2. Suppose u0 = (u0,n), u1 = (u1,n), f = ( fn) belong to 2 and h and g satisfy (1.2)–(1.6). Then, there exists a positive
constant C0 such that
sup
tst+1
E˜(s) C0
(
F (t)
4
r+2 + F (t)4 + F (t)2 + ‖ f ‖2
2
)
, ∀t  0. (3.5)
Proof. Multiplying Eq. (1.1) by un , summing in Z and integrating the result in [t1, t2], we obtain
t2∫
t1
∥∥Dpu∥∥2
2
ds + α
t2∫
t1
‖u‖2
2
ds +
t2∫
t1
(
u,h(u)
)
2
ds
= (u˙(t1),u(t1))2 − (u˙(t2),u(t2))2 +
t2∫
t1
‖u˙‖2
2
ds −
t2∫
t1
(
u, g(·, u˙))
2
ds +
t2∫
t1
( f ,u)2 ds. (3.6)
Let us estimate each term on the right-hand side of (3.6) using (1.4), (1.5), (1.6) and (3.3). Several positive constants will be
denoted by C0,i , i = 1, . . . ,7. From (3.3) we have
∑
|n|n0
u˙n(t1)un(t1) α−1/20
( ∑
|n|n0
∣∣u˙n(t1)∣∣2
)1/2
sup
tst+1
E˜(s)1/2. (3.7)
Using Hölder’s inequality, (3.4) and (3.2) we deduce
∑
|n|n0
∣∣u˙n(t)∣∣2  (2n0 + 1) rr+2 k− 2r+20 4 2r+2 F (t) 4r+2 . (3.8)
Substituting (3.8) into (3.7) results
∑
|n|n0
u˙n(t1)un(t1) α−1/20 (2n0 + 1)
r
2(r+2) k
− 1r+2
0 2
2
r+2 F (t)
2
r+2 sup
tst+1
E˜(s)1/2. (3.9)
We also have
∑
|n|>n0
u˙n(t1)un(t1) α−1/20 k
−1/2
0
( ∑
|n|>n0
u˙n(t1)g
(
n, u˙n(t1)
))1/2
sup
tst+1
E˜(s)1/2
 2α−1/20 k
−1/2
0 F (t) sup E˜(s)
1/2. (3.10)
tst+1
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∑+∞
n=−∞ u˙n(t2)un(t2) we get
∣∣(u˙(t1),u(t1))2 − (u˙(t2),u(t2))2 ∣∣ C0,1(F (t) 2r+2 + F (t)) sup
tst+1
E˜(s)1/2. (3.11)
For each t  0, we consider the sets I1,1(t) = {n ∈ Z; |n| n0 and |u˙n(t)| 1}, I1,2(t) = {n ∈ Z; |n| > n0 and |u˙n(t)| 1} and
I2(t) = {n ∈ Z; |u˙n(t)| > 1}. If δ > 0, then∑
n∈I1,1(s)
un(s)g
(
n, u˙n(s)
)
 δ
∥∥u(s)∥∥2
2
+ δ−1
∑
n∈I1,1(s)
∣∣g(n, u˙n(s))∣∣2
 δ
∥∥u(s)∥∥2
2
+ k21δ−1
∑
n∈I1,1(s)
(∣∣u˙n(s)∣∣2 + ∣∣u˙n(s)∣∣2(r+1))
 δ
∥∥u(s)∥∥2
2
+ 4k21δ−1(2n0 + 1)
r
r+2 k
− 2r+2
0 J (s)
2
r+2 , (3.12)
and ∑
n∈I1,2(s)
un(s)g
(
n, u˙n(s)
)
 δ
∥∥u(s)∥∥2
2
+ k1δ−1
∑
n∈I1,2(s)
∣∣g(n, u˙n(s))∣∣(∣∣u˙n(s)∣∣+ ∣∣u˙n(s)∣∣r+1)
 δ
∥∥u(s)∥∥2
2
+ 2k1δ−1 J (s). (3.13)
Also, ∑
n∈I2(s)
un(s)g
(
n, u˙n(s)
)

∥∥u(s)∥∥
2
∑
n∈I2(s)
∣∣g(n, u˙n(s))∣∣

∥∥u(s)∥∥
2
∑
n∈I2(s)
∣∣u˙n(s)∣∣∣∣g(n, u˙n(s))∣∣
 α−1/20 J (s) sup
tst+1
E˜(s)1/2. (3.14)
Choosing δ = α4 in (3.12), (3.13) and using (3.14), we obtain
t2∫
t1
(
u, g(·, u˙))
2
ds α
2
t2∫
t1
∥∥u(s)∥∥2
2
ds + C0,2
(
F (t)
4
r+2 + F (t)2)+ α−1/20 F (t)2 sup
tst+1
E˜(s)1/2. (3.15)
We can estimate ‖u˙(s)‖2
2
arguing as in (3.8) and (3.10) to ﬁnd
t2∫
t1
∥∥u˙(s)∥∥2
2
ds C0,3
(
F (t)
4
r+2 + F (t)2), (3.16)
where C0,3 = max{(2n0 + 1)r/(r+2)k−2/(r+2)0 ,k−10 }.
Finally, using (3.3), we infer that
∣∣∣∣∣
t2∫
t1
(
f ,u(s)
)
2
ds
∣∣∣∣∣ α−1/20 ‖ f ‖2 suptst+1 E˜(s)1/2. (3.17)
Substituting the estimates (3.11), (3.15), (3.16) and (3.17) into (3.6) we get
t2∫
t1
∥∥Dpu∥∥2
2
ds + α
2
t2∫
t1
‖u‖2
2
ds +
t2∫
t1
(
u,h(u)
)
2
ds
 C0,4
(
F (t)
2
r+2 + F (t)2 + F (t) + ‖ f ‖2
)
sup E˜(s)1/2 + C0,5
(
F (t)
4
r+2 + F (t)2). (3.18)tst+1
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t2∫
t1
E˜(s)dsmax
{
1, c−10
}{ t2∫
t1
∥∥Dpu(s)∥∥2
2
ds + α
2
t2∫
t1
∥∥u(s)∥∥2
2
ds +
t2∫
t1
(
u,h(u)
)
2
ds
}
+ 1
2
t2∫
t1
∥∥u˙(s)∥∥2
2
ds +
∣∣∣∣∣
t2∫
t1
(
f ,u(s)
)
2
ds
∣∣∣∣∣+ 4α ‖ f ‖22 . (3.19)
Therefore, using (3.18), (3.19), (3.16) and (3.17), we obtain
t2∫
t1
E˜(s)ds C0,6
(
F (t)
2
r+2 + F (t)2 + F (t) + ‖ f ‖2
)
sup
tst+1
E˜(s)1/2 + C0,7
(
F (t)
4
r+2 + F (t)2)+ 4
α
‖ f ‖2
2
. (3.20)
In addition, by the mean-value theorem for integrals, there exists t∗ ∈ [t1, t2] such that
1
2
E˜
(
t∗
)
 (t1 − t2)E˜
(
t∗
)=
t2∫
t1
E˜(s)ds. (3.21)
If t˜ ∈ [t, t∗], then using (2.13) and (3.2), we get
E˜(t˜) = E˜(t∗)+
t∗∫
t˜
J (s)ds E˜
(
t∗
)+ F (t)2.
Analogously, we obtain the same estimate if t˜ ∈ [t∗, t + 1]. Therefore,
E˜(s) E˜
(
t∗
)+ F (t)2, ∀s ∈ [t, t + 1].
Using this fact, (3.21) and (3.20), we conclude the proof of Lemma 3.2. 
Combining Lemma 3.2 with Nakao’s Lemma we obtain the following result.
Lemma 3.3. Assume the same hypotheses of Lemma 3.2 and that ‖(u0,u1)‖H  ρ , where ρ > 0.
(i) If r > 0, then E˜(t) C1(1+ t)−2/r + C2‖ f ‖22 , ∀t  0.
(ii) If r = 0, then E˜(t) C3e−νt + C4‖ f ‖22 , ∀t  0.
Here, Ci , i = 1,2,3,4, and ν are positive constants and C1 , C3 and ν depend on ρ and ‖ f ‖2 .
Proof. Let us prove (i). Using (1.2), (1.3) and (1.11) we obtain
F (t)2  2E˜(0) ‖u1‖22 +
(
4p + α + 2c−10 max|s|‖u0‖2
∣∣h′(s)∣∣+ 1)‖u0‖22 +
(
4
α
+ 1
)
‖ f ‖2
2
. (3.22)
Consequently, from (3.5) we deduce
sup
tst+1
E˜(s)1+
r
2  C1,1
[
E˜(t) − E˜(t + 1)]+ C1,2‖ f ‖r+22 , (3.23)
where C1,i , i = 1,2, are positive constants and C1,1 depend on ρ and ‖ f ‖2 . Using Eq. (3.23) and Lemma 3.1 with ϕ(t) =
E˜(t), γ = r/2, C = C1,1 and K = C1,2‖ f ‖r+22 we obtain
E˜(t)
[
r
2C1,1
(t − 1) + (E˜(0))− p2 ]−
2
p
+ C
2
r+2
1,2 ‖ f ‖22 , ∀t > 1. (3.24)
Then, using the estimate (3.22) and (3.24), it follows that
E˜(t) C1,3(1+ t)− 2r + C
2
r+2
1,2 ‖ f ‖22 , ∀t > 1, (3.25)
with C1,3 > 0 depending on ρ and ‖ f ‖2 .
734 J.C. Oliveira, J.M. Pereira / J. Math. Anal. Appl. 370 (2010) 726–739Since E˜(t) E˜(0) 2 2r (1+ t)− 2r E˜(0), if 0 t  1, then using the estimate (3.22) again and (3.25) we conclude the proof
of (i). In order to prove (ii), we observe that from Lemma 3.2 and (3.22) we have
sup
tst+1
E˜(s) C1,4
[
E˜(t) − E˜(t + 1)]+ C1,5‖ f ‖22 . (3.26)
Applying Lemma 3.1 to the inequality (3.26), we deduce (ii) with C3 = 12 (C1,4 + 1) and ν = log( C1,4+1C1,4 ). 
In what follows we will assume that f = ( fn) in (1.1) is not identically zero.
Lemma 3.4. Under the same hypotheses of Lemma 3.2, there exists r0 > 0 such that B(0; r0) = {(w, z) ∈ H; ‖(w, z)‖H  r0} is an
absorbing set for {S(t)}t0 in H.
Proof. Assume B is any bounded set in H and let ρ = ρ(B) be a positive constant such that ‖(w, z)‖H  ρ , ∀(w, z) ∈ B.
Suppose that (u0,u1) ∈ B . Using (3.3) and Lemma 3.3 we obtain∥∥S(t)(u0,u1)∥∥2H  α−10 C1(1+ t)− 2r + α−10 C2‖ f ‖22 , ∀t  0,
if r > 0. Then, choosing r0 = 2α−1/20 C1/21 ‖ f ‖2 and τ = τ (B) = max{0, ( C1C2‖ f ‖2
2
)r − 1}, we infer that ‖S(t)(u0,u1)‖H  r0,
∀t  τ . The lemma is proved similarly if r = 0. 
Observe that since B(0; r0) is bounded in H , then by Lemma 3.4, there exists τ0 > 0 depending on r0 such that
S(t)B(0; r0) ⊂ B(0; r0), ∀t  τ0. (3.27)
Next, we shall prove the asymptotic compactness of {S(t)}t0. We begin with a slight modiﬁcation of Nakao’s Lemma
which will be used in the main step of the proof.
Lemma 3.5. Let ψ(t) be a nonnegative continuous function on [0,+∞) such that
sup
tσt+1
ψ(σ )1+γ  C
[
ψ(t) − ψ(t + 1)]+ K , t0  t < ∞, (3.28)
with some C > 0, K > 0, γ and t0  0. Then,
ψ(t)
[
C−1γ (t − t0 − 1)+ +
(
sup
t0st0+1
ψ(s)
)−γ ]−1/γ + K 1/(γ+1), t0  t < ∞.
If (3.28) holds with γ = 0, then
ψ(t) sup
t0st0+1
ψ(s)
(
C
C + 1
)[t−t0]
+ K , t0  t < ∞.
Proof. Deﬁning ϕ(t) = ψ(t + t0) and using Lemma 3.1 concludes the proof. 
We also need the following result.
Lemma 3.6. Let u = (un(t)) belong to C1(R+;2) and (θn) belong to 2 . Then
(−1)p
+∞∑
n=−∞
pun(θnu˙n) = 1
2
d
dt
+∞∑
n=−∞
θn
(
Dpun
)2 + +∞∑
n=−∞
(
∂+θn
)
zp,n,
where
∑+∞
n=−∞ |zp,n| C(p)‖(u, u˙)‖2H , for some positive constant C(p) depending on p.
Proof. We will argue by induction. Let us prove the lemma for p odd. The proof for p even is similar. For p = 1 we have
−
+∞∑
un(θnu˙n) =
+∞∑
∂+un∂+(θnu˙n)
n=−∞ n=−∞
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+∞∑
n=−∞
∂+un
(
∂+θn
)
u˙n +
+∞∑
n=−∞
(
∂+un
)
θn∂
+u˙n +
+∞∑
n=−∞
∂+un∂+θn∂+u˙n
= 1
2
d
dt
+∞∑
n=−∞
θn
(
∂+un
)2 + +∞∑
n=−∞
(
∂+θn
)
z1,n,
where z1,n = (∂+un)u˙n + ∂+un∂+u˙n and, clearly, ∑+∞n=−∞ |z1,n| 3‖(u, u˙)‖2H .
Now, suppose that Lemma 3.6 holds for p = 2k − 1. If p = 2k + 1 then
(−1)2k+1
+∞∑
n=−∞
2k+1un(θnu˙n) = −
+∞∑
n=−∞
2kun(θnu˙n)
= −
+∞∑
n=−∞
2k
[
(θn)u˙n + θn(u˙n) + ∂+θn∂+u˙n + ∂−θn∂−u˙n
]
= −
+∞∑
n=−∞
2kun(θnu˙n) −
+∞∑
n=−∞
2kun(θn)u˙n
−
+∞∑
n=−∞
2kun∂
+θn∂+u˙n −
+∞∑
n=−∞
2kun+1∂+θn∂+u˙n. (3.29)
Observe that −∑+∞n=−∞ 2kun(θnu˙n) = −∑+∞n=−∞ 2k−1vn(θn v˙n), where v = (vn(t)) = (un(t)) belongs to C1(R+;2).
Then, using the induction hypothesis we have that
−
+∞∑
n=−∞
2kun(θnu˙n) = 1
2
d
dt
+∞∑
−∞
θn
(
D2k−1vn
)2 + +∞∑
n=−∞
(
∂+θn
)
z2k−1,n, (3.30)
where
+∞∑
n=−∞
|z2k−1,n| C(2k − 1)
+∞∑
n=−∞
[
(un)
2 + (u˙n)2
]
 16C(2k − 1)∥∥(u, u˙)∥∥2H . (3.31)
Substituting (3.30) into (3.29) yields
(−1)2k+1
+∞∑
n=−∞
2k+1un(θnu˙n) = 1
2
d
dt
+∞∑
n=−∞
θn
(
D2k+1un
)2 + +∞∑
n=−∞
(
∂+θn
)
z2k+1,n,
with
z2k+1 = z2k−1 +
(
∂+2kun
)
u˙n +
(
∂+2kun
)
∂+u˙n −
(
2kun+1
)
∂+u˙n. (3.32)
Estimating the three last terms in (3.32) using (1.11) and taking into account (3.31) we obtain
+∞∑
n=−∞
|z2k−1,n| 16
[
C(2k − 1) + 44k]∥∥(u, u˙)∥∥2H ,
which completes the proof of Lemma 3.6. 
In the following we will use some notation analogous to those used to prove Lemma 3.2. As before, u = (un(t)) denotes
the global solution of (1.1). Let θ ∈ C1(R+;R) such that θ ≡ 0 on [0,1], θ ≡ 1 on [2,+∞) and 0  θ  1 and let M0 =
sups0 |θ ′(s)| < +∞. Let w = (wn(t)), where wn(t) = θ( |n|k )un(t), with k ∈ Z ﬁxed.
We deﬁne
Eθ (t) = 1
2
+∞∑
n=−∞
θ
( |n|
k
)[
(u˙n)
2 + (Dpun)2 + α(un)2]+ +∞∑
n=−∞
θ
( |n|
k
)
h˜(un) −
+∞∑
n=−∞
θ
( |n|
k
)
fnun,
E˜θ (t) = Eθ (t) + 4
α
+∞∑
n=−∞
θ
( |n|
k
)
f 2n and Fθ (t)
2 = Eθ (t) − Eθ (t + 1), ∀t  0.
Note that Fθ (t)2 =
∫ t+1 Jθ (s)ds, where Jθ (t) =∑+∞n=−∞ θ( |n| )u˙n(t)g(n, u˙n(t)), for all t  0.t k
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d
dt
Eθ (t) = − Jθ (t) −
+∞∑
n=−∞
(
∂+θn
)
zp,n(t), ∀t  0, (3.33)
where zp,n(t) satisﬁes
+∞∑
n=−∞
∣∣zp,n(t)∣∣ C(p)∥∥(u(t), u˙(t))∥∥2H , ∀t  0. (3.34)
Moreover, we have
E˜θ (t) α0
+∞∑
n=−∞
θ
( |n|
k
)[
un(t)
2 + u˙n(t)2
]
, ∀t  0, (3.35)
where as before α0 = min{ 12 , α4 }.
Lemma 3.7. Assume the same hypotheses of Lemma 3.2 and also that (u0,u1) ∈ B(0; r0). Let τ0 > 0 be given by (3.27). Then, there
exist positive constants C2,i , i = 1,2,3, with C2,1 and C2,3 depending on r0 such that
sup
tst+1
E˜θ (s) C2,1
(
Fθ (t)
4
r+1 + Fθ (t)2
)+ C2,2‖ f ‖2θ + C2,3k , ∀t  τ0, (3.36)
where ‖ f ‖θ = (∑+∞n=−∞ θn f 2n )1/2 .
Proof. We will proceed as in the proof of Lemma 3.2. Let t  τ0 and choose ti ∈ R, i = 1,2, such that
t+ 14∫
t
Jθ (s)ds = 1
4
Jθ (t1) and
t+1∫
t+ 34
Jθ (s)ds = 1
4
Jθ (t2). (3.37)
Multiplying Eq. (1.1) by wn , summing in Z and integrating the result over [t1, t2], we obtain an identity analogous to (3.6),
t2∫
t1
+∞∑
n=−∞
θn
[(
Dpun
)2 + α(un)2]ds +
t2∫
t1
+∞∑
n=−∞
θnunh(un)ds
= −
+∞∑
n=−∞
θn
[
u˙n(t2)un(t2) − u˙n(t1)un(t1)
]−
t2∫
t1
+∞∑
n=−∞
θn(u˙n)
2 ds −
t2∫
t1
+∞∑
n=−∞
θnung(n, u˙n)ds
+
t2∫
t1
+∞∑
n=−∞
θn fnun(s)ds −
t2∫
t1
+∞∑
n=−∞
∂+θn z˜p,n(s)ds, (3.38)
where θn = θ( |n|k ) and z˜p,n(t) satisﬁes
+∞∑
n=−∞
∣∣z˜p,n(t)∣∣ C˜(p)∥∥(u(t), u˙(t))∥∥2H , ∀t  τ0, (3.39)
for some positive constant C˜(p) depending only on p.
Using (3.39) we have
∣∣∣∣∣
t2∫
t1
+∞∑
n=−∞
∂+θn z˜p,n(s)ds
∣∣∣∣∣ M0C˜(p)k r20, (3.40)
because t  τ0 and (u0,u1) ∈ B(0; r0). The other terms on the right-hand side of (3.38) are estimated in a similar manner
as in Lemma 3.2. Thus, we obtain
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+∞∑
n=−∞
θn
[
u˙n(t2)un(t2) − u˙n(t1)un(t1)
]∣∣∣∣∣ C0,1(Fθ (t) 2r+2 + Fθ (t)) suptst+1 E˜θ (s)1/2, (3.41)∣∣∣∣∣
t2∫
t1
+∞∑
n=−∞
θnung(n, u˙n)ds
∣∣∣∣∣ α2
t2∫
t1
+∞∑
n=−∞
θnu
2
n ds + C0,2
(
Fθ (t)
4
r+2 + Fθ (t)2
)+ r0Fθ (t)2, (3.42)
∣∣∣∣∣
t2∫
t1
+∞∑
n=−∞
θn(u˙n)
2 ds
∣∣∣∣∣ C0,3(Fθ (t) 4r+2 + Fθ (t)2) (3.43)
and ∣∣∣∣∣
t2∫
t1
+∞∑
n=−∞
θn fnun(s)ds
∣∣∣∣∣ α−1/20 ‖ f ‖θ suptst+1 E˜θ (s)1/2. (3.44)
Here, the constants are as in Lemma 3.2. Substituting the estimates (3.40)–(3.44) into (3.38) give us
t2∫
t1
+∞∑
n=−∞
θn
(
Dpun
)2
ds + α
2
t2∫
t1
+∞∑
n=−∞
θnu
2
n ds +
t2∫
t1
+∞∑
n=−∞
θnunh(un)ds
 C˜0,1
(
Fθ (t)
2
r+2 + Fθ (t)
)
sup
tst+1
E˜θ (s)
1/2 + C˜0,2
(
Fθ (t)
4
r+2 + Fθ (t)2
)
+ r0Fθ (t)2 + α−1/20 ‖ f ‖θ sup
tst+1
Eθ (s)
1/2 + M0C˜(p)
k
r20, (3.45)
where C˜0,1 and C˜0,2 are positive constants.
Then, integrating E˜θ (t) on [t1, t2] and using (3.38) together with the estimates (3.43) and (3.44) we ﬁnd
t2∫
t1
E˜θ (s)ds C˜0,3
(
Fθ (t)
2
r+2 + Fθ (t) + ‖ f ‖θ
)
sup
tst+1
E˜θ (s)
1/2 + C˜0,4
(
Fθ (t)
4
r+2 + Fθ (t)2
)+ 4
α
‖ f ‖2θ
+max{1, c−10 }M0C˜(p)k r20, (3.46)
where C˜0,i , i = 3,4, are positive constants with C˜0,4 depending on r0.
In addition, by the choice of ti, i = 1,2, there exists t∗ ∈ [t1, t2] such that
1
2
E˜θ
(
t∗
)
 (t1 − t2)E˜θ
(
t∗
)=
t2∫
t1
E˜θ (s)ds. (3.47)
Arguing as in the proof of Lemma 3.2 and using (3.40) we obtain
E˜θ (t˜) E˜θ
(
t∗
)+ Fθ (t)2 + M0C˜(p)
k
r20,
if t˜ ∈ [t, t∗]. This estimate is also valid if t˜ ∈ [t∗, t + 1]. Thus,
E˜θ (s) E˜θ
(
t∗
)+ Fθ (t)2 + M0C˜(p)
k
r20, ∀s ∈ [t, t + 1]. (3.48)
Finally, combining (3.46), (3.47) and (3.48) we conclude the proof of Lemma 3.7. 
Now, we are ready to prove the main step to establish the asymptotic compactness of {S(t)}t0.
Lemma 3.8. Assume the same hypotheses of Lemma 3.7. Then, for each  > 0, there exist τ () and k() ∈ Z such that∑
|n|k()
[(
un(t)
)2 + (u˙n(t))2]< , ∀t  τ ().
738 J.C. Oliveira, J.M. Pereira / J. Math. Anal. Appl. 370 (2010) 726–739Proof. We will denote by C1,i , i = 1, . . . ,6, the positive constants which appear along the proof. After estimating Fθ (t) in
(3.36) we obtain
sup
tst+1
E˜θ (s)
1+ r2  C˜1,1
[
E˜θ (t) − E˜θ (t + 1)
]+ C˜1,2‖ f ‖2θ + C˜1,3k , ∀t  τ0, (3.49)
with C˜1,1 depending on r0 and ‖ f ‖2 .
Let us suppose r > 0. Using (3.49) and Lemma 3.5 we deduce
E˜θ (t)
[
C˜1,1
r
2
(t − τ0 − 1)+ +
(
sup
τ0sτ0+1
E˜θ (s)
)− r2 ]− 2r +(C˜1,2‖ f ‖2θ + C˜1,3k
) 2
r+2
, ∀t  τ0. (3.50)
Observe that the term supτ0sτ0+1 E˜θ (s) in (3.50) can be bounded by a positive constant which depends on r0 and ‖ f ‖2
using (3.27). Thus, arguing as in the proof of Lemma 3.3, we conclude that
E˜θ  C˜1,4(1+ t − τ0)− 2r + C˜1,5‖ f ‖
4
r+2
θ + C˜1,6k−
2
r+2 , ∀t  τ0, (3.51)
where C˜1,4 and C˜1,6 depend on r0 and ‖ f ‖2 . From (3.51) and (3.35) we have
+∞∑
n=−∞
θn
[(
un(t)
)2 + (u˙n(t))2] α−10 C˜1,4(1+ t − τ0)− 2r + α−10 C˜1,5‖ f ‖ 4r+2θ + α−10 C˜1,6k− 2r+2 ,
for all t  τ0. Since f ∈ 2, then given  > 0, there exists a k() ∈ Z such that
α−10 C˜1,5‖ f ‖
4
r+2
θ + α−10 C˜1,6k−
2
r+2 <

2
, ∀k k()
2
.
Then,
+∞∑
n=−∞
θ
( |n|
k
)[(
un(t)
)2 + (u˙n(t))2] α−10 C˜1,4(1+ t − τ0)− 2r + 2 , (3.52)
for all t  τ0 and k k()2 . Choosing τ () = max{0, τ1(), τ0}, where
τ1() = τ0 +
(
2C˜1,4
α0
) r
2
− 1,
it follows from (3.52) that∑
|n|2k
[(
un(t)
)2 + (u˙n(t))2]< , ∀t  τ () and ∀k k()
2
.
This estimate implies Lemma 3.8, if r > 0. The proof of case r = 0 is similar. 
Lemma 3.9. Assume the same hypotheses of Lemma 3.2. Then, the semigroup {S(t)}t0 is asymptotically compact in H.
Proof. We will use the following notation: For w = (w1,w2) ∈ H , with wi = (wi,n), i = 1,2 and a positive integer k, we
write
∑
|n|k ‖wm‖2H =
∑
|n|k(w21,n + w22,n). Analogously, if |n|  k. Let (wm)m∈N a bounded sequence in H , such that‖wm‖H μ, ∀m ∈ N and let tm → +∞. First, we will show that the sequence (S(tm)wm)m∈N is weakly relatively compact
in H . By Lemma 3.4, there exists a τμ > 0 such that S(t)wm ∈ B(0; r0), ∀t  τμ . Since tm → +∞, then there exists an
integer M1 = M1(μ) > 0 such that tm > τμ , ∀m M1, and
S(tm)wm ∈ B(0; r0), ∀m M1. (3.53)
Therefore, there exists a subsequence of (S(tm)wm)m∈N , which we will still denote by (S(tm)wm)m∈N , and w0 ∈ H such that
S(tm)wm → w0 weakly in H . Now, let us show that this convergence is strong in H , that is, the sequence (S(tm)wm)m∈N is,
in fact, relatively compact in H . Given  > 0, by Lemma 3.9, we can select a positive constant τ () and a positive integer
k1() such that
∑ ∥∥(S(t)S(τμ)wm)n∥∥2H < 28 , ∀t  τ ().|n|k1()
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∑
|n|k1()
∥∥(S(tm)wm)n∥∥2H = ∑
|n|k1()
∥∥(S(tm − τμ)S(τμ)wm)n∥∥2H < 28 , ∀m M2. (3.54)
Moreover, since w0 ∈ H , there exists a positive integer k2() such that
∑
|n|k2()
∥∥(w0)n∥∥2H < 28 . (3.55)
Let k() = max{k1(),k2()}. Since the sequence (S(tm)wm)|n|k() converges strongly to (wn)|n|k() in R2k()+1 ×R2k()+1,
as m → +∞, then there exists a positive integer M3 = M3() such that
∑
|n|k()
∥∥(S(tm)wm)n − (w0)n∥∥2H < 22 , ∀m M3. (3.56)
Therefore, choosing M = max1i3{Mi} and using (3.54)–(3.56) we have∥∥S(tm)wm − w0∥∥2H = ∑
|n|k()
∥∥(S(tm)wm)n − (w0)n∥∥2H + ∑
|n|>k()
∥∥(S(tm)wm)n − (w0)n∥∥2H
 
2
2
+ 2
∑
|n|>k()
∥∥(S(tm)wm)n∥∥2H + 2 ∑
|n|>k()
∥∥(w0)n∥∥2H < 2.
This proves Lemma 3.9. 
Theorem 3.10. Assume the same hypotheses of Lemma 3.2. Then, the semigroup {S(t)}t0 associated to the IVP (1.1) has a global
attractorA in H.
Proof. Follows from Lemmas 3.4, 3.9 and Theorem 1.1, p. 23, in Teman’s book [9]. 
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