Currently, technological developments are accompanied by a number of associated problems. Security takes the first place amongst such problems. In particular, biometric systems such as authentication constitute a significant fraction of the security problem. This is because sound recordings having connection with various crimes are required to be analysed for forensic purposes. Authentication systems necessitate transmission, design and classification of biometric data in a secure manner. The aim of this study is to actualise an automatic voice and speech recognition system using wavelet transform, taking Turkish sound forms and properties into consideration. Approximately 3740 Turkish voice samples of words and clauses of differing lengths were collected from 25 males and 25 females. The features of these voice samples were obtained using Mel-frequency cepstral coefficients (MFCCs), Mel-frequency discrete wavelet coefficients (MFDWCs) and linear prediction cepstral coefficient (LPCC). Feature vectors of the voice samples obtained were trained with k-means, artificial neural network (ANN) and hybrid model. The hybrid model was formed by combining with k-means clustering and ANN. In the first phase of this model, k-means performed subsets obtained with voice feature vectors. In the second phase, a set of training and tests were formed from these sub-clusters. Thus, for being trained more suitable data by clustering increased the accuracy. In the test phase, the owner of a given voice sample was identified by taking the trained voice samples into consideration. The results and performance of the algorithms used for classification are also demonstrated in a comparative manner.
Introduction
Currently, security problems have begun to arise along with developments in technology. Studies have been accomplished, especially in order to prevent information belonging to some people from being transferred to other people in commercial transactions. Some of these studies are hand script recognition, signature recognition, face recognition, iris recognition and voice recognition [1] .
Various studies have been carried out on voice and speaker recognition. Jie-Fu et al. [2] collected voice samples in Chinese from seven males and five females aged between 25 and 45. Attempts were made to identify the owner of the voice by trying to analyse these voice samples by means of their tone, vowels, consonants and syllables. Voice samples were separated into four frequency groups, and each frequency band was analysed. However, this study did not test very big data. In addition, the intended success was not exactly achieved because it was performed by taking the similarities with the English language into consideration.
Tokuda et al. [3] developed the English speech synthesis system using hidden Markov model. This system was developed for speaker recognition and specifies the structure by changing the voice feature. However, the characteristic feature of the synthesised voice in the study is pretty low.
Reynolds et al. [4] implemented the SuperSID project to enhance the performance of speaker recognition systems. The purpose of this project was to develop speaker recognition systems and employ the most suitable features in order to increase the accuracy. However, this study failed to fully achieve the acoustic characteristics of the voice and removal of noise.
Reynolds et al. [5] attempted to substantiate speaker identification and verification using Gaussian mixture model (GMM) method. Attempts were made to determine speaker verification in the system according to the probability distribution. Eleven different hypotheses were developed for this probability distribution. Data used in the study were extracted from telephonic conversations.
Danio et al. [6] developed a voice recognition application in English and Mandarin Chinese by using the end-to-end deep learning method. This system is the structure of recurrent neural network, which contains multiple repetitive layers over each other. This method aims to reduce the calculation costs in voice recognition systems and was done using noises that occur in different languages. [7] conducted a voice recognition study to find the emotions of persons by their speech. The most frequently used acoustic feature of the voice was determined according to the emotional contexts. In this study, the number of the status of the emotions in the current sound recordings was determined with the number and variety of speakers. The voice vectors obtained with Mel-frequency cepstral coefficients (MFCCs) were coached by using classification techniques such as ANN, HMM, k-nearest neighbours and SVM.
Dimitros and Kontropulos
Speech has an important place in communication, and for this reason the voice recognition study was carried out. In this study, simulation was also performed to solve the voice recognition problem related to security risk. However, certain difficulties came in the way while creating the voice database. The first and the greatest difficulty was that words were vocalised at different speeds and in different pronunciations by different persons. In addition, factors such as noise occurring in the environment and voice while recording the voice data, toning effect and syllable stress make the voice recognition process difficult [8] .
Feature extraction methods, classification techniques used in the study performed, experimental study of results and conclusion are given in Sections 2, 3, 4 and 5, respectively.
Feature Extraction Methods
The study has been realised on a unique database, which was formed from Turkish sound samples taken from both men and women. These sound samples are trained by getting dispersed to various 50 feature vectors with MFDWC, MFCC and LPCC. In the second stage, the feature vectors of the recorded sound signals are trained with classification algorithms such as k-means, artificial neural network (ANN) and hybrid method (k-means + ANN). The speech for recognition is decided by looking at sound signals in the test and training data after the system is trained. Furthermore, the classification success in recognising the gender of speaker was calculated separately for 1, 3 and 5 feature vectors and the success of the methods was presented comparatively by training the feature vectors, obtained from speech signals.
Mel Frequency Cepstral Coefficients
MFCC is a feature extraction method that is used in sound processing. It is used to extract important information and features by dividing sound data into its subsets. The steps in the feature extraction technique of MFCC are shown in Figure 1 High-frequency sound signals are passed through a filter at this stage. In this way, the energy of the sound is increased at high frequency. The sound signals are analogs and are converted to digital by dividing into small frames between 20 and 40 ms in the framing stage; they are divided into N frames. The sound signal is moved by sliding the sound signal at the windowing stage. In this way, the closest frequency lines and the frame that comes by windowing are combined. The window type, width and sliding amount are determined at this stage. Each N frame is transmitted from the time space to the frequency space with fast Fourier transformer (FFT). The spectral features of sound signals are shown in frequency space. MEL spectrum is obtained by calculating the total weight of these spectral features. This MEL spectrum is formed from triangle waves that are formed while passing through a series of filters. The MEL spectrum reduces noise by lowering two neighbour frequencies. The logarithm of signal is taken at the stage of MEL spectrum and the signal is transmitted back again from the frequency space to time space. The MEL frequency cepstrum factors are obtained using discrete cosine transform in time space.
Pre-emphasis

Mel-Frequency Discrete Wavelet Coefficients
The study in question was performed based on a unique database comprising Turkish voice samples collected from both men and women. These voice samples were separated into various feature vectors with MFDWC, and trained. MFDWC is a feature extraction method employed in speech processing. It is used to extract significant information and features by dividing voice data into subsets. The feature extraction steps of the MFDWC technique are shown in Figure 2 [10] .
Sample speech signal is shown in the 40-40,000 Hz range in the MFDWC feature extraction method. Speech signal is divided into frames after the pre-processing step. Hamming window was used in this study to smoothen the transition of speech samples between the frames. One Mel shows the frequency of voice tone. Mel-scale is scaled between the actual frequency of voice signal and the estimated voice frequency. For this reason, the total energy of every frame is calculated. The classification success in speaker identification was calculated on an individual basis for MFDWC-1, MFDWC-3 and MFDWC-5 vectors by training the feature vectors obtained from voice signals by means of ANN and hybrid method. 
Linear Prediction Cepstral Coefficient
LPCC is a commonly used technique to obtain the characteristic features from sound signals. In this technique, each sample of sound signal is based on the conversion of linear prediction coefficients obtained as a linear weighted total of the previous sound signals into cepstral coefficients. This is not a method preferred for sound signals exposed to various environmental effects or noise. LPCC utilises functions that model the sound path.
The LPCC method is obtained by converting LPC coefficients into cepstral coefficients through Fourier conversion. The preliminary process is completed by transmitting speech signals through high filter. Autocorrelation characterises the signal by determining the similarity of each sound signal with itself. This step is materialised in the frame of each signal. Signal is analysed by converting the autocorrelation values into LPC parameters using Levinson-Durbin recursion. In the final phase, LPCC parameters are obtained with cepstral analysis [11] . The steps in LPCC feature extraction are shown in Figure 3 .
The LPCC method is calculated as in Equality 1 [12] . i a LPC coefficients indicate the degree of p LPC coefficients. 
Feature Extraction Methods
In Figure 4 , the steps of the study are given. In this study, sound samples taken from 25 males and 25 females in different age groups were separated from their feature vectors using MFCC, MFDWC and LPCCC. Education and test samples were formed from these voice feature vectors. These education and test samples were coached according to the ANN and recommended hybrid model, while the voice recognition transaction was realised automatically. The results obtained with the ANN and hybrid method are given comparatively. 
Pre-emphasis
K-Means Clustering
K-means is one of the learning methods that are non-educational and group objects based on their similarities. K-means clustering, which is a method based on being divided, calculates N pieces of objects according to their distance to the k cluster centre and include them in the cluster they are near to. The cluster centre is determined by randomly taking the average of one or more samples at the beginning and is recalculated at each iteration. At every turn, the similarities of all data are found according to the new cluster centres. These steps are iteratively repeated. The steps come to an end when the ratio of clustering error becomes a minimum.
The pseudo-code of k-means clustering method is as follows [13] :
Input: D = {d1, d2,......,dn} //set of n data items.
k // Number of desired clusters
Output:
A set of k clusters.
Steps:
1. Arbitrarily choose k data items from D as initial centroids.
Repeat
Assign each item D to the cluster that has the closest centroid;
Calculate new mean for each cluster;
Until convergence criteria is met.
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Artificial Neural Network
ANNs have very wide fields of application such as in the automotive, banking, defense, electronics, entertainment, finance, insurance, manufacture, oil and gas, robotics, telecommunication and transportation industries.
ANNs are information systems that mirror the human brain function, and classify data through learning. They have been developed based on the principle of functioning of the human brain. In other words, ANNs have been developed with a logic similar to biological neural networks, and are data processing structures connected to each other with weights.
ANNs comprise an input layer, an output layer and hidden layers. Data are received into neural networks through the input layer, and are transferred outside through the output layer. The layers between the input and output layers constitute the hidden layers.
Neurons in the feed-forward neural networks are connected only in the forward direction [1] . Each layer of neural network contains the connection to the next layer; these connections are never in the backward direction. In a sense, there is a hierarchical structure between neurons, and the neurons located in one layer can only communicate data to the next layer. The structure of a feed-forward ANN is shown in Figure 5 .
Backward propagation network shows how to train a neuron [14] [15] [16] . Trainer is a sort of learning. The network is maintained both with the sample inputs and expected outputs when the trainer method is employed. Expected outputs are compared with actual outputs for the networks whose inputs are given. Error is calculated in case the expected outputs are used, and the weights of various layers are adjusted in the backward direction from the output layer to the input layer. In other words, it is given for both input data and output data. The network updates its coefficients in order to obtain the expected output.
ANN is the most widely used method. In this algorithm, error in the output layer is calculated at the end of each iteration. This error is transmitted to all neurons in the direction from output layer to input layer, and weights are readjusted according to the error margin. Such error margin is distributed to the previous neurons located before the said neuron proportional to their weights. Layers are located one after another in a multilayer ANN. Outputs of neurons in a layer are given as their weights, to the input of the next layers, and these weights are used for calculation of outputs for the next layer. The weights of the hidden layer between the input and output layers are calculated [14] . 
Hybrid Method
The steps of the hybrid method are shown in Figure 6 . In this study, the voice feature vectors obtained with MFCC, MFDWC and LPCCC were decomposed with k-means. Random education and test samples were selected from these clusters. Education and test samples were coached with ANN and voice recognition transaction was realised. In this way, the performance and accuracy were increased by categorising and classifying more appropriate data. 
Experimental Study and Results
In this study, an authentic and unique Turkish database was used. The names, surnames, age, sex and speeches of persons have been added to this database. The different numbers of feature vectors of sound components were extracted using MFDWC, MFCC and LPCC feature extraction method. The voice samples, which look alike, were combined in the same cluster with k-means. In the next stages, the sound samples were trained using the ANN and hybrid method. The features of the recorded sound samples are given in Table 1 . Feature vectors of voice components with different quantities were extracted by means of MFDWC, MFCC and LPCC feature extraction method. Voice samples were tested by training them, using available feature vectors by means of ANN and hybrid method.
Forming and selecting of feature vectors of sound recordings
Forming of clusters of voice feature vectors with K-means
Determining of educationand test clusters from these clusters.
ANN classification
Voice recognition with this created model 56 The success rates of speech samples obtained utilising MFCC different feature vectors are given for ANN and the hybrid method in Table 2 . Success in speaker identification increases as the number of words used increases in all the techniques employed. The hybrid method gave more successful results compared to ANN. The success rates of speech samples obtained utilising MFDWC feature vectors for ANN and hybrid method are tabulated in Table 3 . Success in speaker identification increases as the number of words used increases in all the techniques employed. The hybrid method gave more successful results compared to ANN. The success rates of speech samples obtained utilising LPCC different feature vectors for ANN and the hybrid method are given in Table 4 . Success in speaker identification increases as the number of words used increases in all the techniques employed. The hybrid method gave more successful results compared to ANN.
The success rates of speech samples obtained employing MFDWC, MFCC and LPCC feature vectors. The success rates of speech samples obtained employing five feature vectors for all the feature extraction techniques.
A unique and genuine Turkish language database was employed in this study. Names, family names, age, speech and gender of the persons were added to this database. Feature vectors of voice components with different quantities were extracted by means of MFCC, MFDWC and LPCC feature extraction method. Voice samples were tested by training them, using the available feature vectors by means of ANN and hybrid method. In the testing phase, successful classification techniques were determined by the available testing example. It was also presented and compared by calculating the success of other methods used. 57
Conclusion
Voice recognition plays an important role currently, due to security and other reasons. Speech recognition of systems was developed in this study, based on a unique database obtained by utilising the Turkish language. The success of the methods employed in the study is calculated and the results are demonstrated comparatively. The hybrid method provided more successful results compared to ANN. The speech recognition system is more successful for MFCC-5 compared to the results obtained utilising all the other feature extraction techniques.
