By employing the full counting statistics formalism, we characterize the first moment of energy that is exchanged during a generally non-Markovian evolution in non-driven continuous variables systems. In particular, we focus on the evaluation of the energy flowing back from the environment into the open quantum system. We apply these results to the quantum Brownian motion, where these quantities are calculated both analytically, under the weak coupling assumption, and numerically also in the strong coupling regime. Finally, we characterize the non-Markovianity of the reduced dynamics through a recently introduced witness based on the so-called Gaussian interferometric power and we discuss its relationship with the energy backflow measure.
I. INTRODUCTION
In recent years, much work has been devoted to understand energy flow and transport properties in the context of open quantum systems [1] [2] [3] [4] [5] [6] . These questions naturally arise since all realistic quantum systems are open and interact with their environments, which in many cases can be modelled as generic heat baths consisting of bosonic modes. Both discrete and continuous variables (CV) open quantum systems have received considerable attention, the topics ranging from controlling heat flow at a microscopic level to better understanding the high efficiency of photosynthesis in biological systems [7] [8] [9] [10] [11] [12] [13] . Despite these and other related statistical properties are often described within the so-called Born-Markov approximation [14] , many of such systems clearly show memory effects during the dynamics. Moreover, many of the earlier studies still stick to the weak coupling assumption, usually necessary to derive a closed master equation for the statistical operator of the reduced system.
In this work, we consider the energy exchange dynamics in non-driven open CV systems using full counting statistics methods, referring to a recently introduced measure of energy backflow [15] , which quantifies the total amount of energy flowing back to the system from the heat bath. In particular, we calculate it for a model of quantum Brownian motion (QBM) both in the weak coupling regime, using an analytic approach, and in the strong coupling regime by employing a numerical strategy based on exact diagonalization of a large but finite heat bath. In this context, we study the role of coupling strength, temperature and cut-off frequency in the behavior of the energy backflow measure. We also separately consider the dynamics of the energies of system, bath and interaction for different regimes of coupling strength, showing a qualitative change in the dynamics when moving to the strong coupling regime. Finally, we show that, in the considered range of parameters, the reduced dynamics is indeed non-Markovian by using a recently introduced witness which is based on the non-monotonicity of Gaussian interferometric power, which in turn depends on general discord-like correlations between the system and an isolated ancilla.
The paper is organized as follows. In Sec. II we recall the two-time measurement protocol formalism and the notion and quantifier of energy backflow, extending it to CV systems. We then apply this method to the QBM in Sec. III, where we first explicitly characterize analytically all the quantities in the weak-coupling regime and then we evaluate them in the strong coupling regime by means of a numerical approach, showing explicitly the agreement of the two methods in the weak coupling case. In Sec. IV we study the non-Markovianity of the dynamics. Conclusions are finally drawn in Sec. V.
II. TWO-TIME MEASUREMENT PROTOCOL AND ENERGY BACKFLOW IN CONTINUOUS VARIABLE SYSTEMS
To calculate the energy flow between a system of interest S interacting with its environment E, we employ the fullcounting statistics (FCS) formalism, which has been first introduced in the framework of quantum transport [16] [17] [18] [19] and then extended to more general settings, including energy transfers [1] [2] [3] [4] . This method provides the cumulants of the probability distribution for the change in a generic observable of the environment based on a two-time measurement protocol (see Fig. 1 ). For open quantum systems, in the CV case, the cumulant-generating function can be written as
where χ is the characteristic function associated to the modified density operator ρ S (η, t) [20] [21] [22] 
with a, a † denoting the annihilation and creation operators relative to the system. The modified density operator:
arXiv:1607.04977v1 [quant-ph] 18 Jul 2016 Figure 1 . (Color online) Consider a system of interest S interacting with its environment E, to which it is assumed to be decoupled at time t ≤ 0. At time t = 0 a generic observable A of the environment is measured through a projective measurement Π, thus obtaining a certain outcome a0 belonging to its spectrum. Immediately after the interaction is switched on and the overall system evolves up to a time t f , at which time we switch off the interaction and perform another measurement of the observable A, this time obtaining another outcome at. In our case A will be the energy of the environment HE.
evolves according to U η (t, 0) ≡ e iηH E U (t, 0)e −iηH E , which describes the evolution conditioned to the two time measurements of the environmental energy H E . When η is set to zero, we retrieve both the usual evolution operator U η=0 (t, 0) = U (t, 0) and the statistical operator ρ S (η = 0, t) = ρ S (t). However, we emphasize that the system's operator ρ S (η, t) is not a statistical operator (apart from the initial time, when it coincides with ρ S (0)), since its trace is not necessarily normalized to 1.
Within this framework, the time-dependent first moment of the energy transfer is given by
while the energy flow per unit of time θ(t) is
where the dot denotes the time derivative. θ(t) provides the rate by which the system and its environment exchange energy and, more specifically, θ(t) > (<)0 indicates an increment (decrement) in the environmental energy, i.e. an energy flow from the reduced system (environment) to the environment (reduced system). In the Born-Markov semigroup limiting case, θ(t) becomes a monotonic function of time, thus indicating a steady energy flow from the higher to the lower temperature system [14, 15] that vanishes in the case system and environment start with the same initial temperature. Beyond the Born-Markov description, the energy flow becomes an oscillating function of time, whose behavior can strongly vary depending on the various parameters characterizing the dynamics. In particular, we speak of regions of energy backflow from the environment to the system whenever, considering situations which in the Born-Markov semigroup approximation would lead to a non-negative steady energy transfer from system to environment, we have that at some time t θ(t) < 0.
Building on this condition, a measure for the total amount of energy which has flown back from the environment to the system during the evolution can be introduced as [15] ∆q back = max
where the maximization procedure is performed to make it a property of the dynamical map, i.e. independent from the possible choices of initial states of the system. Note that the integrand of (7) is different from zero if and only if θ(t) is negative and it represents, in principle, a measurable quantity.
III. QUANTUM BROWNIAN MOTION
Here we apply the formalism outlined above to the study of the energy transfer in the quantum Brownian motion (QBM), i.e. a quantum harmonic oscillator linearly coupled to an infinite number of bosonic modes. The Hamiltonian of the composite system has the form H = H S + H E + H int , with:
denote the system's (environmental) annihilation and creation operators,
, ω k is the energy of the kth bosonic mode and g k is the coupling strength between the latter and the system. In the following, we use natural units, i.e. = 1 and k B = 1.
A. Analytical Results in the Weak Coupling Regime
Under the assumption of weak coupling and secular approximation, a time-local generalized master equation can be written for the modified statistical operator of the reduced system ρ S (η, t) according to
In this expression, the superoperator Ξ(t) has the form
and represents the familiar time-dependent Lindblad generator considered in [23, 24] , with
where
(12) is the environmental correlation function, T E is the environmental temperature, and J(ω) is the environmental spectral density. The additional superoperator L η (t) [·] in Eq. (9), responsible for the non-trace preserving character, has the form
After performing some calculations, detailed in Appendix A, we are lead to the following expression for the energy flow per unit of time
where σ(t) denotes the well-known solution for the covariance matrix of the system [23] [24] [25] [26] 
In what follows, we will consider an ohmic spectral density with exponential cut-off Ω
with λ denoting the coupling strength. As a consequence, the functions D 1 (t) and D 2 (t), respectively known as noise and dissipation kernels [27] , have the expressions:
where ψ (z) is the derivative of the Euler digamma function
Note that the initial effective temperature T S of the system must be chosen to be greater or equal to the initial environmental temperature T E to ensure the energy backflow is not in the direction of the temperature gradient [15] .
In Fig. 2(a) we show the energy flow per unit of time θ(t) as given by Eq. (15), in the weak coupling limit λ = 0.01 and in units of ω 0 , for Ω = 0.25ω 0 , T E = ω 0 and for three different values of the effective system's temperature T S /ω 0 = 1, 2, 3. 2. × 10 An interesting feature of the energy flow is represented by the first positive peak of θ(t), which can be observed even when the initial temperatures of the reduced system and of the environment are equal to each other. Such peak, which was observed also in the case of a spin-boson model [15] , is a general feature due to the choice of dealing with an initial factorized state, which is essential in order to have a welldefined dynamical map [27] . In fact, even if system and environment are in Gibbs form relative to the same temperature
, with Z S and Z E being the partition functions of the reduced system and environment respectively, the state does not represent an equilibrium preparation [15, 28, 29] . In particular, the contribution of the interaction Hamiltonian is absent before t = 0, i.e. when the first measurement of the environmental energy in the twotime measurement protocol outlined above is performed. The switching on of the interaction term results in a net energy flow both into the environment and into the system that takes place at the early stage of the coupled evolution. In fact, if we compute the change in the system's energy
we still observe a first positive peak in its time-derivative φ(t) ≡ d dt ∆E S , as shown in Fig. 2(b) [29] . The last equality in Eq. (19) has been obtained by noting that
. It is also interesting to consider the time behavior of the change in the mean values of the energies of the environment ∆q t Eq. (4) and of the system ∆E S t Eq. (19) . While the latter is always a positive quantity, it turns out that the energy of the environment, for different values of cut-off frequency and initial temperatures, shows in the weak coupling regime a decrease over time with respect to its initial value, given T E = T S . This lower energy value persists in the long time limit. Being in the weak coupling regime, we can assume the final state of the composite system to be effectively factorized, with an environmental reduced density matrix that can therefore be cast into a Gibbs form relatively to an inverse temperature which is lower than the initial one. In this sense one could speak of a non-externally induced cooling effect. Finally, from the analysis of Fig. 2(a) , it emerges how the energy backflow measure, i.e. the area of the negative region of θ(t), is maximized for T E = T S ; strong numerical evidences suggest that this trend is maintained for all values of the relevant parameters λ, Ω, T E . This fact, in agreement also with what happens in the case of a spin-boson model [15] , can be understood considering that there is no initial temperature gradient when the two temperatures initially match, this favouring a more symmetric situation of energy exchange. Exploiting this result, we can then evaluate the amount of energy backflow, as estimated by Eq. (7) .
In Fig. 4 we show the behaviour of the energy backflow measure ∆q back with respect to its dependence on the various parameters λ, Ω, T E (= T S ) in the range λ ∈ [0.01, 0.1]. In such weak coupling regime the measure turns out to be monotonically increasing with the coupling strength and possesses a non trivial behavior with respect to the cut-off frequency Ω: for intermediate values of the initial temperatures T E = T S , ∆q back decreases for large Ω, while for very low temperature (T E = T S = 0.25ω 0 ) there seems to be an almost linear increment of the latter with Ω. 
B. Energy backflow in the strong coupling regime
In this Section we present a numerical approach to calculate the quantities ∆q back and θ(t), defined in Eqs. (7) and (5) respectively, in the QBM without relying on the FCS. The results obtained this way will encompass both the dynamical regimes of weak coupling, where we will show the agreement with those obtained in the previous Sec. III A, and of strong coupling.
The starting point of this method [30] is to consider the environment as composed by a large but finite number N of bosonic modes, so that the total Hamiltonian (8) of system+environment is now given in terms of a (N +1)×(N +1) matrix of the form
with X = (X 1 , X 2 , . . . , X N , X N +1 ) T and P = (P 1 , P 2 , . . . , P N , P N +1 ) T are the quadrature vectors and where the matrix M has elements M i,i = ω
, g i being the couplings between the system and the environmental mode i.
The exact evolution for the position and momentum operators can be formally written by exploiting the diagonalization of H (see Appendix B). The result reads
In these expressions O denotes the orthogonal transformation which diagonalizes the total Hamiltonian H, i.e. such that M = ODO T with D = diag √ 2d i , while Cos, Sin and D are diagonal matrices with elements Cos i,i = cos (d i t),
We stress that Eq. (21) requires no assumption but the finite number of harmonic oscillators. This gives rise to a different evolution at very long times (longer the higher is N ), when the dynamics in the case of the finite environment leads to Poincaré revivals. However, since no weak coupling or secular approximations are involved in this exact numerical approach, it is possible to extend our study of energy backflow for this model also to the strong coupling regime λ > 0.1, while confronting the numerical evidences with the analytical predictions in the weak coupling regime.
Building on Eq. (21), we can straightforwardly obtain the energy flow per unit of time θ(t), which we plot in Fig. 5(a) having chosen N = 150 modes in the environment for the simulation [31] . Fig. 5(a) clearly shows that in the weak coupling regime the numerical solution (solid line) retraces perfectly the predictions of the analytical approach based on the full-counting statistics (dashed line), while for strong coupling the difference between the two becomes marked, see Fig. 5(b) . Having θ(t) as a result of the numerical simulation and by means of Eq. (7), it is then immediate to obtain the energy backflow measure, which we show as a function of λ and of Ω in Figs. 5(c) and (d) respectively. Note that the range of the coupling strength in Fig. 5(c) , being λ ∈ [0.01, 1.8], encompasses also the strong coupling regime; looking at the lower bottom-left corner, i.e. for λ ∈ [0.01, 0.1], we can see that we recover the results obtained using the analytic approach shown in Fig. 4 .
It is evident from Fig. 5 (c) the existence of a threshold value of the coupling strength λ * (Ω, T E ) above which the energy backflow measure vanishes. It can be shown that this behavior is maintained for any value of the cut-off frequency and temperature, proving therefore a general feature of the dynamics of this model. In order to understand this result, we make use of Eq. (21) to calculate all the separate contributions to the total mean energy, i.e the time-evolution of the change in the mean values of the energy of the environment
of the system
, and finally of the interaction Hamiltonian ∆H I t . Fig. 6 shows these three different contributions for Ω = 0.25ω 0 and T E = T S = ω 0 in the cases of weak coupling λ = 0.01 (top three plots) and of strong coupling λ = 0.8 (middle three plots) and λ = 1.8 (bottom three plots), the latter corresponding to a situation for which the energy backflow measure vanishes. The energy backflow contributions correspond to the time regions where the mean internal energy of the environment [red curves in panels (a), (d) and (g)] temporarily decreases. The measure introduced in Eq. (7) is just the sum of all these contributions. Fig. 6 shows the different time behavior of the average energy of the environment [panels (a), (d) and (g)]. In particular, in the weak coupling regime the latter decreases, see Fig. 6(a) , this leading to the cooling effect previously put into evidence using FCS methods. An opposite behavior is observed in the strong coupling, where the change in the average energy of the environment increases with time, see Fig.  6 (d) and (g). For strong coupling the three contributions become of the same order of magnitude, at variance with what happens in the weak coupling case, where the change in the system's internal energy and in the mean value of the interaction Hamiltonian were roughly an order of magnitude bigger than the change in the environmental energy. An analysis of these two cases shows then that in the weak coupling the timevariation of ∆E S t , which is always positive in our setup, is due both to the switching on of the interaction Hamiltonian at t = 0 + (after the energy measurement on the environment in the two-time measurement protocol) but also to the backflow of energy from the environment, which, despite at the same initial temperature, loses to it a part of its energy. In the strong coupling regime this no longer happens, and the increment in the mean system's energy is only due to ∆H I t , which becomes dominant and ceases energy also to the environment, thus opposing the occurrence of energy backflow which is in fact very much reduced and eventually, when the threshold coupling strength λ * (Ω, T E ) is reached and overcome (bottom three panels), stops.
IV. RELATIONSHIP WITH THE NON-MARKOVIANITY OF THE REDUCED DYNAMICS
We conclude the present work by studying the parameter dependence of the non-Markovianity in this QBM setting and comparing it with the behaviour of the energy backflow. To this purpose, we calculate a recently introduced measure of non-Markovianity [26] , based on the time behaviour of the Gaussian Interferometric Power (GIP). Employing the quantum Fisher information, the GIP measures the ability to estimate, according to black-box interferometry, a local phase shift in a worst case scenario with a two-mode Gaussian probe [32, 33] characterizing the state of the reduced system plus an ancilla. The GIP is a measure of discord-type correlations between system S and ancilla A and can be calculated from the symplectic invariants of the joint covariance matrix σ SA . It is monotonically non-increasing under local completely -positive and trace preserving maps acting on the reduced system. In the same spirit as many other non-Markovianity measures [34] [35] [36] [37] [38] [39] [40] , non-Markovian dynamics are defined as those which lead to a non-monotonic behavior of the GIP, i.e., such that there exist time intervals where
While the non-Markovianity measure N Q (Λ) [26] includes a maximization over all possible initial two-mode Gaussian states:
N σ Q (Λ) represents a (more easily computable) lower bound for the latter. Analytic expressions for N σ Q (Λ) for the QBM in the weak coupling and secular approximation are given in [32] for two important classes of initial two-mode Gaussian states: the mixed thermal states (MTS) and the squeezed thermal states (STS), respectively characterized by covariance matrices of the form
where x 1,2 = diag(x 1,2 , x 1,2 ) with x 1,2 = cosh (2r 1,2 ) and where y 1 = diag(y 1 , y 1 ), y 2 = diag(y 2 , −y 2 ) with y 1,2 = sinh (2r 1,2 ). In these expressions k = ν +1/2, with r 1 being the strength of the Gaussian operations, r 2 the squeezing parameter and ν the average number of thermal photons. Fig. 7 shows N σ Q as a function of the coupling strength λ and as a function of the cut-off frequency Ω for fixed values of the remaining parameters T E , k and r 1,2 . It turns out that the non-Markovianity measure is an increasing function of the coupling strength both for low and high temperatures, see Fig.  7 (a) and (b), at variance with the energy backflow measure which shows a non-monotonic behavior on λ and vanishes above a certain threshold λ * (Ω, T E ). The dependence on the cut-off frequency of the non-Markovianity measure and of the energy backflow measure is instead more similar: both these quantifier present in fact a monotonic increase with Ω in the low-temperature T E = 0.25ω 0 and weak-coupling λ = 0.01 regime, see Figs. 7(c) and green curve of Fig. 4(b 
V. CONCLUSIONS
We have investigated the dynamics of the energy exchange in the QBM and characterized, through FCS formalism, the amount of energy which flows back from the environment to the reduced system in a generally non-Markovian setup. To this purpose, we have pursued both an analytic approach in the weak coupling regime and a numerical method, valid for a large but finite number of bath modes, which has allowed to access also the strong coupling regime. We also quantified the non-Markovianity of the reduced dynamics using a recently introduced witness based on the non-monotonicity of the Gaussian interferometric power.
In the weak coupling regime, the energy added by switching on the interaction, is fully transferred to the reduced system accompanied by a significantly smaller contribution from the environment. The latter results in a small reduction of the energy of the environment. For increasing values of the coupling strength, both reduced system and environment get their share of the interaction energy. Above a certain threshold value of coupling strength, which exhibits only a very weak dependence on the bath temperature, the energy backflow from the environment vanishes.
In perspective, it would be interesting to further deepen the investigation of the link between the occurrence of energy backflow and of memory effects in the reduced dynamics by relying on other suitable witnesses of non-Markovianity such as [38, 41] and more structured thermal environments such as those described by sub-or super-Ohmic spectral densities [42] or such as complex oscillator networks [43] .
