This paper presents the first steps towards building the Predicate Matrix, a new lexical resource resulting from the integration of multiple sources of predicate information including FrameNet (Baker et al., 1997), VerbNet (Kipper, 2005) , PropBank (Palmer et al., 2005) and WordNet (Fellbaum, 1998). By using the Predicate Matrix, we expect to provide a more robust interoperable lexicon by discovering and solving inherent inconsistencies among the resources. Moreover, we plan to extend the coverage of current predicate resources (by including from WordNet morphologically related nominal and verbal concepts), to enrich WordNet with predicate information, and possibly to extend predicate information to languages other than English (by exploiting the local wordnets aligned to the English WordNet).
Introduction
Predicate models such as FrameNet (Baker et al., 1997) , VerbNet (Kipper, 2005) or PropBank (Palmer et al., 2005) are core resources in most advanced NLP tasks, such as Question Answering, Textual Entailment or Information Extraction. Most of the systems with Natural Language Understanding capabilities require a large and precise amount of semantic knowledge at the predicateargument level. This type of knowledge allows to identify the underlying typical participants of a particular event independently of its realization in the text. Thus, using these models, different linguistic phenomena expressing the same event, such as active/passive transformations, verb alternations, nominalizations, implicit realizations can be harmonized into a common semantic representation. In fact, lately, several systems have been developed for shallow semantic parsing an explicit and implicit semantic role labeling using these resources (Erk and Pado, 2004) , (Shi and Mihalcea, 2005) , (Giuglea and Moschitti, 2006) , (Laparra and Rigau, 2013) .
However, building large and rich enough predicate models for broad-coverage semantic processing takes a great deal of expensive manual effort involving large research groups during long periods of development. In fact, the coverage of currently available predicate-argument resources is still far from complete. For example, (Burchardt et al., 2005) or (Shen and Lapata, 2007) indicate the limited coverage of FrameNet as one of the main problems of this resource. In fact, FrameNet1.5 covers around 10,000 lexical-units while for instance, WordNet3.0 contains more than 150,000 words. Furthermore, the same effort should be invested for each different language (Subirats and Petruck, 2003) . Moreover, most previous research efforts on the integration of resources targeted at knowledge about nouns and named entities rather than predicate knowledge. Well known examples are YAGO (Suchanek et al., 2007) , Freebase (Bollacker et al., 2008) , DBPedia (Bizer et al., 2009) , BabelNet (Navigli and Ponzetto, 2010) or UBY (Gurevych et al., 2012) .
Following the line of previous works (Shi and Mihalcea, 2005) , (Burchardt et al., 2005) , (Johansson and Nugues, 2007) , (Pennacchiotti et al., 2008) , (Cao et al., 2008) , (Tonelli and Pianta, 2009) , (Laparra et al., 2010) , we will also focus on the integration of predicate information. We start from the basis of SemLink (Palmer, 2009) . SemLink aimed to connect together different predicate resources such as FrameNet (Baker et al., 1997) , VerbNet (Kipper, 2005) , PropBank (Palmer et al., 2005) and WordNet (Fellbaum, 1998) . However, its coverage is still far from complete.
The Predicate Matrix, the resource resulting from the work presented in this paper, will allow to extend the coverage of current predicate resources (by including from WordNet closely related nominal and verbal concepts), to discover inherent inconsistencies among the resources, to enrich WordNet with predicate information, and possibly to extend predicate information to languages other than English (by exploiting the local wordnets aligned to the English WordNet). Moreover, the Predicate Matrix uses WordNet as a central resource. In that way, each row (or line) in the matrix presents partial predicate information related to a particular WordNet word sense.
First, as SemLink takes VerbNet as the central resource, we present a complete study of the coverage of the mappings between each resource included in SemLink to VerbNet. We describe the coverage and gaps of these mappings with respect to the lexical entries and the role structures of each resource. Second, we exploit WordNet to propose straightforward methods to discover incosistencies among the resources as well as to extend their coverage towards a more complete and robust predicate lexicon.
Sources of Predicate information
As a starting point for building the Predicate Matrix, we consider the sources of predicate knowledge connected to SemLink.
SemLink 1 (Palmer, 2009 ) is a project whose aim is to link together different predicate resources establishing a set of mappings. These mappings make it possible to combine the different information provided by the different lexical resources for tasks such as inferencing, consistency checking, interoperable semantic role labelling, etc. Currently, SemLink provides partial mappings to VerbNet (Kipper, 2005) , PropBank (Palmer et al., 2005) , FrameNet (Baker et al., 1997) and WordNet (Fellbaum, 1998) .
FrameNet 2 (Baker et al., 1997) is a very rich semantic resource that contains descriptions and corpus annotations of English words following the paradigm of Frame Semantics (Fillmore, 1976) . In frame semantics, a Frame corresponds to a scenario that involves the interaction of a set of typical participants, playing a particular role in the scenario. FrameNet groups words or lexical-units (LUs hereinafter) into coherent semantic classes or frames, and each frame is further characterized by a list of participants or frame-elements (FEs hereinafter). Different senses for a word are represented in FrameNet by assigning different frames.
PropBank 3 (Palmer et al., 2005) aims to provide a wide corpus annotated with information about semantic propositions, including relations between the predicates and their arguments. PropBank also contains a description of the frame structures, called framesets, of each sense of every verb that belong to its lexicon. Unlike other similar resources, as FrameNet, PropBank defines the arguments, or roles, of each verb individually. In consecuence, it becomes a hard task obtaning a generalization of the frame structures over the verbs.
VerbNet 4 (Kipper, 2005 ) is a hierarchical domain-independent broad-coverage verb lexicon for English. VerbNet is organized into verb classes extending (Levin, 1993) classes through refinement and addition of subclasses to achieve syntactic and semantic coherence among members of a class. Each verb class in VerbNet is completely described by thematic-roles, selectional restrictions on the arguments, and frames consisting of a syntactic description and semantic predicates.
WordNet 5 (Fellbaum, 1998) is by far the most widely-used knowledge base. In fact, WordNet is being used world-wide for anchoring different types of semantic knowledge including wordnets for languages other than English (Gonzalez-Agirre et al., 2012a). It contains manually coded information about English nouns, verbs, adjectives and adverbs and is organized around the notion of a synset. A synset is a set of words with the same part-of-speech that can be interchanged in a certain context. For example, <learn, study, read, take> form a synset because they can be used to refer to the same concept. A synset is often further described by a gloss, in this case: "be a student of a certain subject" and by explicit semantic relations to other synsets. Each synset represents a concept that are related with an large number of semantic relations, including hypernymy/hyponymy, meronymy/holonymy, antonymy, entailment, etc.
Obviously, we can also exploit the existing SemLink mappings to aid semi-automatic or fully automatic extensions of the current mapping coverage, in order to increase the overall overlapping. The rest of missing senses correspond to those cases where the lemma does not exist in the VerbNet lexicon (7,320 lemmas and 11,201 senses). For example the verb abort does not appear in VerbNet since its three WordNet senses are not part of SemLink. The remaining cases (1,443 WordNet senses and 576 lemmas) correspond to lemmas that exist in both resources but there is no sense mapping between them. For instance, there is no mapping between the WordNet sense harm%2:29:00:: and the VerbNet verb that belongs to the class 31-1.
Moreover, SemLink does not provide mappings to WordNet senses for 1,077 VerbNet predicates. 304 of these VerbNet predicates share the same lemma with some other VerbNet sense that is already mapped to a WordNet sense. This is the case of reveal as shown in 
PropBank and VerbNet aligment
The mapping between PropBank and VerbNet introduces additional complexity to the comparison of both resources. In this case, aligning the lexicon means that the arguments of the PropBank predicates must be aligned to the VerbNet thematicroles.
First, regarding the lexicon mapping, once again, the differences in the coverages of the resources impede to obtain a complete alignment. From the 6,181 different PropBank predicates (comprising 4,552 lemmas), just 3,558 have their corresponding VerbNet predicate in SemLink. That is, 2,623 PropBank predicates have no correspondances to VerbNet. However, all the lemmas of PropBank are contained within the VerbNet lexicon. This means that for each one of the 2,623 missing predicates from PropBank there exists at least another predicate with the same lemma that is mapped to VerbNet. That is the case of the PropBank predicate abandon.02, shown in Regarding the PropBank arguments and the VerbNet thematic-roles, 7,915 out of 15,871 arguments from PropBank 6 are mapped to a thematicrole from VerbNet 7 . That is, around a half of the total PropBank arguments, leaving out the remaining 7,956 arguments. From the opposite point of view, 9,682 out of 17,382 thematic-roles from VerbNet are included in the SemLink mapping. This means that 7,700 thematic-roles are not aligned to any PropBank argument. Table 5 contains some examples of existing and also missing mappings between PropBank arguments and VerbNet thematic-roles.
FrameNet and VerbNet aligment
The alingment between FrameNet and VerbNet proves to be very incomplete. For example, only 1,730 lexical-units from FrameNet 8 are aligned to, at least, one VerbNet predicate 9 . This number represents only 16% out of the total 10,195 lexicalunits of FrameNet. SemLink also includes the alignment between the roles of both resources. However, unlike PropBank the roles of FrameNet, that are called frameelements, are defined at frame-level and not at predicate level. Therefore, the mapping of the VerbNet thematic-roles and the frame-elements of FrameNet is defined between VerbNet classes and FrameNet frames. Table 7 presents an example of the aligment of some roles from both resources for the VerbNet class 54.1. A VerbNet predicate member of this class has been aligned to the WordNet sense total%2:42:00. Once again, the mapping between VerbNet and FrameNet presents significant gaps and missmatches. For instance, just 825 of the 7,124 frameelements of FrameNet 10 are linked to a VerbNet thematic-role. That is, 88% of the frame-elements from FrameNet are not aligned to any VerbNet thematic-role. Moreover, only 262 frames out of 795 have at least one frame-element aligned to a VerbNet thematic-role. That is, just a few frames are used in the mapping. However, it also seems that, at a class level, most of the VerbNet thematicroles appear to be aligned to at least one frameelement. VerbNet covers 787 different thematicroles 11 . From these, 541 appear to be aligned to a FrameNet frame-element. In other words, it seems that just 246 thematic-roles are missing from the mapping provided by SemLink. 
Using WordNet to extend SemLink
As we have seen in Section 3, the mapping between the different sources of predicate information is far from being complete. However, the existing aligments also offer a very interesting source of information to be systematically exploited. In fact, we are devising a number of simple automatic methods to extend SemLink by exploiting simple properties from WordNet. As a proof-of-concept, we present in this section two very simple approaches to extend the coverage of the mapping between VerbNet predicates and WordNet senses. Moreover, we also plan to use additional semantic resources that use WordNet as a backbone. For instance, exploiting those knowledge resources integrated into the Multilingual Central Repository 15 (MCR) (Atserias et al., 2004; Gonzalez-Agirre et al., 2012a) to extend automatically the aligment of the different sources of predicate information (VerbNet, PropBank, FrameNet and WordNet). Following the line of previous works, in order to assign more WordNet verb senses to VerbNet predicates, we also plan to apply more sophisticated word-sense disambiguation algorithms to semantically coherent groups of predicates (Laparra et al., 2010) .
VerbNet Monosemous predicates
Monosemous verbs from WordNet can be directly assigned to VerbNet predicates still without a WordNet aligment. This very simple strategy solves 240 aligments. In this way, VerbNet predicates such as divulge v , exhume v , mutate v or upload v obtain a corresponding WordNet word sense 16 . Remember that only 576 lemmas from VerbNet were not aligned to WordNet.
WordNet synonyms
A very straightforward method to extend the mapping between WordNet and VerbNet consists on including synonyms of already aligned WordNet senses as new members of the corresponding VerbNet class. Obviously, this method expects that WordNet synomyms share the same predicate information. For instance, the predicate desert v member of the VerbNet class leave-51.2-1 appears to be assigned to desert%2:31:00 WordNet verbal sense. In WordNet, this word sense also has three synonyms, abandon v , forsake v and desolate v . Obviously, these three verbal senses can also be assigned to the same VerbNet class. This simple approach can create up to 5,075 new members of VerbNet classes (corresponding to 4,616 different WordNet word senses). For instance, Table 9 presents two productive examples. Moreover, applying this method 103 VerbNet predicates without mapping to WordNet in SemLink are aligned to a WordNet word sense. Table 10 presents a full example of the information that is currently available in the Predicate Matrix including the new mappings obtained by the methods described in the previous section. Each row of this Table represents the mapping of a role over the different resources and includes all the aligned knowledge about its corresponding verb. The Table presents the cases obtained originally from SemLink, denoted as SEMLINK, and the cases inferred following the methods explained previously, identified as SYNONYMS or MONOSEMIC depending on the case. The Table also includes the following fields: the lemma and the class in VerbNet, the sense of the verb in WordNet, the thematic-role in VerbNet, the Frame of FrameNet, the corresponding lexical-entry and frame-element of FrameNet, the predicate in PropBank and its argument, the offset of the sense in WordNet and the knowledge associated with that sense in the MCR, such as the Adimen-SUMO (Álvez et al., 2012) We are now producing and studying initial versions of the Predicate Matrix by exploiting SemLink and applying very simple methods to extend and validate its content. By developping more advanced versions of the Predicate Matrix, we expect to provide a more robust and interoperable predicate lexicon. We plan to discover and solve inherent inconsistencies among the integrated resources. Moreover, we plan to extend the coverage of current predicate resources (by including from WordNet morphologically related nominal and verbal concepts, by exploiting also FrameNet information, etc.), to enrich WordNet with predicate information, and possibly to extend predicate information to languages other than English (by exploiting the local wordnets aligned to the English WordNet) and predicate information from other languages. For instance, the Ancora Spanish corpus and lexicon (Taulé et al., 2008) . 
