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of external electromagnetic fields, modelled by an electric and magnetic potential, and
taking into account a nonlinear particle self-interaction. In recent years, the construction
of numerical splitting schemes for the solution of these systems in the nonrelativistic
limit regime, i.e., the speed of light c formally tending to infinity, has gained a lot of
attention. In this paper, we consider a nonlinear Dirac equation with Thirring type
interaction, where in contrast to the case of the Soler type nonlinearity a classical two-
term splitting scheme cannot be straightforwardly applied. Thus, we propose and analyze
a three-term Strang splitting scheme which relies on splitting the full problem into the
free Dirac subproblem, a potential subproblem, and a nonlinear subproblem, where each
subproblem can be solved exactly in time. Moreover, our analysis shows that the error of








if the magnetic potential in the system
vanishes. Furthermore, we propose an efficient limit approximation scheme for solving





without any c-dependent time step restriction.
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1. Introduction
Dirac equations describe the motion of relativistic spin-
1
2
particles, such as for ex-
ample electrons ([11, 26]). In this paper, we address the construction and analysis of a
splitting scheme for solving Dirac equations with Thirring type nonlinear self-interaction









Ψ + λ(Ψ · βΨ)βΨ
Ψ(0, x) = Ψ0(x) ∈ C4, c ≥ 1, λ ≥ 0, αj , β ∈ C4×4, j = 1, . . . , d (see (2))
(1)
in d = 1, 2, 3 spatial dimensions equipped with periodic boundary conditions on the d-
dimensional torus Td = [−π, π]d for finite times t ∈ [0, T ], with solution Ψ(t, x) ∈ C4. In
the latter equation the influence of an external electromagnetic field is modelled through
a term involving an electric scalar potential φ(t, x) ∈ R and a magnetic vector potential
A(t, x) = (A1(t, x), . . . , Ad(t, x))>, where the electric field E and the magnetic field B are
given as E = −∇φ−c−1∂tA and B = ∇×A. The term λ(Ψ·βΨ)βΨ models the Thirring
type interaction ([27]). The parameter c := c0/vp in the equation describes the relation
between the speed of light c0 and the velocity of the particle vp. In the relativistic regime
where the particle velocity is close to the speed of light, i.e., vp . c0, this parameter c & 1
is small. On the other hand, in the so-called nonrelativistic limit regime the particle
velocity is very small compared to the speed of light, i.e., vp  c0, and the parameter
c 1 becomes very large as c→∞, which triggers high oscillations in the solution. One
of the main challenges in constructing numerical schemes for solving nonlinear Dirac
equations (1) lies in capturing this highly oscillatory nature of the solution in the so-
called nonrelativistic limit regime c 1.
In recent years, many multiscale methods have been developed for solving the Dirac
equations in the nonrelativistic limit regime ([2, 10, 20]). These methods either rely
on some pre-knowledge of the solution or are sophisticated for practical use. Moreover,
splitting methods for Dirac equations in relativistic and nonrelativistic regimes have
recently gained a lot of attention ([3–5, 16, 19]). In [4], the authors construct and analyze
a Strang splitting scheme (TSFP scheme) for the numerical solution of the nonlinear Dirac
equation (1) with the Soler type interaction ([25]). Applying it with time step size τ , it




([4, Theorem 4.3]). Under a particular choice of
the time step τ = 2π/(c2N) for arbitrary number N ∈ N the authors show an improved





In this paper, we introduce and analyze a three-term Strang splitting scheme for the
nonlinear Dirac equation (1) which contains the Thirring type interaction. For the spatial
discretization, we choose Fourier pseudospectral techniques ([12, 21]). In the following we
call the latter Extended Time Splitting Fourier Pseudospectral (ETSFP) Scheme. In this
case the two-term splitting which was considered and analyzed in [4] could not be applied.






Thereby, if we assume that the vector potential vanishes, i.e., if A ≡ 0, the constant





results are collected in Theorem 1. Moreover, our numerical results in Section 6 suggest
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under the time step restriction
τ . c−2 (see [4, Theorem 4.4] for the case of the Soler type interaction). Note that due




this is a natural requirement on the
time step in order to obtain convergence of the scheme.
Furthermore, the numerical results in Section 6 show that the error behaviour of our
scheme significantly improves if the vector potential vanishes , i.e., A ≡ 0, and if we
assume higher regularity of the data than required in Theorem 1.
Secondly, we numerically compare the solutions, obtained with our splitting scheme,
to an asymptotic approximation in the nonrelativistic limit c→∞, which allows analytic




. The latter reduces the task to solving a c-independent
system of nonlinear Schrödinger equations (see results for the case of Klein–Gordon,
Dirac, Maxwell–Klein–Gordon and Maxwell–Dirac equations in [6–9, 23, 24] (analytical)
and [13, 18, 19] (numerical) ).











, for j = 1, . . . , 3 (2)

















where 0N and IN denote the N ×N zero and identity matrix, respectively. Note that
for z ∈ C the expression z denotes the complex conjugate of z. Furthermore, note that
u · v :=
∑N
j=1 ujvj denotes the standard Eucledian inner product of vectors u, v ∈ CN .










N (Ψ) := λ(Ψ · βΨ)βΨ,
(3)
such that we can compactly write (1) as
i∂tΨ = HΨ + V[φ,A]Ψ +N (Ψ), Ψ(0, x) = Ψ0(x) ∈ C4. (4)
We call the operator H the free Dirac operator (see also [26]).
2. Time Splitting Schemes for Dirac Equations
2.1. The case of the Soler type interaction
In [3] the authors proposed and analyzed a Strang splitting scheme (Time Splitting
Fourier Pseudospectral scheme1, TSFP) for numerically solving the Dirac equation with
1Fourier Pseudospectral discretization in space, cf. [12]
3
Soler type nonlinearity ([25])
i∂tΨ = HΨ + V[φ,A]Ψ + µ |Ψ|2 Ψ, µ ∈ R. (5)
The idea is thereby based on splitting the equation into the two subproblems (see also
[12, 22] for Nonlinear Schrödinger equations)
i∂tΨ = HΨ, Ψ(0) = Ψ0 and i∂tΨ = V[φ,A]Ψ + S(Ψ), Ψ(0) = Ψ0,
where S(Ψ) := µ |Ψ|2 Ψ denotes the nonlinear Soler type interaction. Note that we can
solve the first subproblem exactly in time by considering it in Fourier space. Thanks to
the relation ∂t |Ψ|2 = 0 in the second subproblem, the latter can be solved exactly in
time as well. We denote their solution operators (their exact flows) by ϕtH and ϕ
t
V+S , re-









n) ≈ Ψ(tn+1), tn = nτ, n = 0, 1, 2, . . . , (6)
where 0 < τ ≤ 1 is a small time step size. The resulting numerical solution Ψn+1 is then
a second order in time approximation to the exact solution Ψ(tn+1) at time tn+1.
However, replacing in (5) the Soler interaction S(Ψ) by our Thirring interaction
N (Ψ) such a two term splitting idea will not apply. This challenge is discussed in the
next section. For an extensive overview on splitting methods for ordinary and partial
differential equations, we refer to [14] and [12, 17, 21, 22], respectively.
2.2. The Challenges in the Case of Thirring type Nonlinearity
In this section, we outline why the TSFP method (6) (cf. [4]) can not be straight-
forwardly extended to the nonlinear setting (4) with λ > 0, and discuss the additional
challenge that arises. Following the strategy of the previous section, we split the Dirac
equation (4) with Thirring type nonlinearity into the subproblems i∂tΨ = HΨ and




Ψ + λ(Ψ · βΨ)βΨ, (7)













Therefore, in contrast to Section 2.1 we are not able to write down an explicit expression
for the exact flow ϕtV+N (Ψ(0)) of the nonlinear subproblem (7). In view of practical
implementation, we thus have to apply an additional approximation to ϕtV+N (Ψ(0)) in








n) ≈ Ψ(tn+1) (8)
for tn = nτ, n = 0, 1, 2, . . . . More precisely, we have to approximate ϕ
τ
V+N by a suitable
numerical scheme, which preserves the second order global convergence of the Strang
splitting scheme (8). We present the resulting three-term Strang splitting scheme in the
next section.
4
2.3. The extended TSFP (ETSFP) scheme for the nonlinear Dirac equation
In this section, we present a three-term splitting scheme for the nonlinear Dirac
equation (4). A detailed, rigorous global error analysis of this ETSFP scheme will be
given later on in Section 4 by interpreting it as a perturbation of the 2-term splitting
scheme (8).
As a first step in the construction of the scheme, we split the full problem (4) into
the free Dirac subproblem








Ψ, Ψ(0) = Ψ0, (9a)
the potential subproblem







Ψ, Ψ(0) = Ψ0, (9b)
and the nonlinear subproblem
i∂tΨ = N (Ψ) = λ(Ψ · βΨ)βΨ, Ψ(0) = Ψ0. (9c)




N of these subproblems can be computed exactly
in time. For details on practical implementation of these flows, see Section 3.1 and [3,
Appendix 3].
In order to globally obtain second order convergence of our scheme, we approximate
the exact flow ϕτV+N of (7) in (8) through another Strang splitting scheme applied to









0) ≈ ϕτV+N (Ψ0). (10)
Plugging in (10) into (8) results in the final extended TSFP (ETSFP) scheme












n) ≈ Ψ(tn+1). (11)




V are defined in (12), (14) and (15), respectively.
3. A priori bounds
In the following, let ‖u‖2r =
∑
k∈Zd(1 + |k|)2r |u
∧
k|2 denote the classical Sobolev norm
for u ∈ Hr(Td), where u
∧
k, k ∈ Zd denote the corresponding Fourier coefficients of u.
Note that we define the (Hr)m-norm of a vector valued function U : Td → Cm,
U(x) = (u1(x), . . . , um(x))
> with Td-periodic components u`, ` = 1, · · · as
‖U‖2(Hr)m := ‖u1‖
2
r + · · ·+ ‖um‖
2
r ,















k, k ∈ Zd the represen-
tation of U in Fourier space by its coefficients U
∧
k. Next, we set up stability bounds for






3.1. Stability bounds for the subproblems












k, k ∈ Zd
with H
∧
k ∈ C4×4 denoting the k-th Fourier symbol of H.
Exploiting that H
∧
k is orthogonally diagonalizable with real eigenvalues ±c
√
|k|2 + c2
(for details on the practical implementation, see for example [3, Appendix 3], [26, Chapter
1.4] and [19, Chapter 5.2.1]), we easily verify that the exact flow
ϕτH(Ψ










k, k ∈ Zd (12)
of the free Dirac problem (9a) is an isometry in Hr, i.e.,∥∥ϕτH(Ψ0)∥∥r = ∥∥Ψ0∥∥r . (13)






The potential and nonlinear subproblem: Considering the nonlinear subproblem
(9c), we observe that thanks to (Ψ(t, x) · βΨ(t, x)) ∈ R and β2 = I4, and thanks to the



















Similarly, the flow of the potential subproblem (9b) is given through





For practical implementation issues, we approximate the integral via the second order
trapezoidal rule [3, Appendix 3] in order to obtain the numerical flow
ΦτV(Ψ(t, x)) = e





with V(s, x) = V[φ(s, x),A(s, x)]. Note that V(s, x) ∈ C4×4 can be orthogonally diago-
nalized with real eigenvalues (for details, see [3, Appendix 3] and also [19, Chapter 5.2.1])
which allows us to efficiently compute the flow ΦτV .
Following the strategy from [22, Section 4.1] and exploiting the standard bilinear
Sobolev estimate ‖uv‖r ≤ K(r, d) ‖u‖r ‖v‖r for r > d/2 with a constant K(r, d) depend-
ing only on r and d (see [1, Theorem 4.39], [15, Theorem 8.3.1] and also [19, Lemma
6
A.8]), allows us to derive the stability bounds for ϕτN and Φ
τ
V in H
r with r > d/2. For


















where MV depends on supt∈[0,T ] (‖φ(t)‖r + ‖A(t)‖r).
3.2. Commutator bounds
In order to analyze the local error of our three-term ETSFP scheme (11), we firstly set
up commutator bounds for the double commutators involving H, V, N . The commutator
[T, S] (v)w for (nonlinear) operators T, S is defined via (cf. [22])
[T, S] (v)w := T ′(v)S(v)w − S′(v)T (v)w
with T ′(v), S′(v) denoting the Fréchet derivative of T and S, respectively.
For sake of compact notation, we define
(α · ∇)Ψ :=
d∑
j=1




respectively. The single commutator involving H and V applied to Ψ reads
[H,V] Ψ = −ic
(
(α · ∇φ) Ψ− (α · ∇) ((α ·A)Ψ) + (α ·A) (α · ∇) Ψ
)
− c2 [β, (α ·A)] Ψ.
A short calculation shows that we find the following bound on the corresponding



















where the constants Kj,kA and K
`,m
φ depend on
‖Ψ(t)‖r+j , ‖A(t)‖r+k and ‖Ψ(t)‖r+` ‖φ(t)‖r+m ,
respectively. In particular, observe that in (17), for vanishing magnetic potential, i.e.
A ≡ 0, we have that K0,0A = 0, K
1,1
A = 0, K
2,2
A = 0.
Similarly, we establish the following bound on the double commutator involving H
and N in Hr, r > d/2, with a constant where K2N depending on ‖Ψ(t)‖r+2, i.e.,
‖[−iH, [−iH,N ]] (Ψ)Ψ‖r ≤ c
3λK2N .
7
For the remaining double commutators
[V, [V,H]] , [V, [V,N ]] , [N , [N ,V]] , [N , [N ,−iH]] ,
[N , [N ,V]] , [H, [V,N ]] , [V, [H,N ]] , [N , [H,V]]
(18)




in Hr, r >
d
2
, i.e., replacing X by any of the
commutators from (18), we have that ‖X(Ψ)Ψ‖r ≤ c2K
1,1,1
X , where the corresponding
constants K1,1,1X depend only on ‖Ψ(t)‖r+1, ‖A(t)‖r+1, ‖φ(t)‖r+1. For more information
on commutators for nonlinear operators (such as [H, [H,N ]] ), see [22].
4. Error Analysis for the ETSFP scheme
Exploiting the a priori bounds from the previous section we are now ready for a global
error analysis of the ETSFP scheme (11) in Hr with r > d/2. We carry out the error
analysis by a classical Lady-Windermere’s fan argument (see [14]) and obtain a second
order global error bound τ2(c4KA + c
3K) of the numerical solution, where for A ≡ 0 we
have that KA = 0 (see Theorem 1).
4.1. Local error of the ETSFP scheme
In order to derive a local error bound for the scheme (11) combined with the numerical
flow appoximation (16) to ϕτV , i.e.,












n) ≈ Ψ(tn+1), (19)
with Ψ0 = Ψ(0), the idea is to interpret this scheme as a perturbation of the two-term
Strang splitting scheme (8) of the nonlinear Dirac equation (4). More precisely, we split
the full local error as∥∥Ψ(τ)− ΦτETSFP (Ψ0)∥∥r
≤
∥∥∥ϕτH+V+N (Ψ0)− ϕτ/2H ◦ ϕτV+N ◦ ϕτ/2H (Ψ0)∥∥∥
r
+




where we denote ϕτH+V+N (Ψ
0) = Ψ(τ) the exact flow of the full system. We observe
that the first difference term is just the local error of the two term Strang splitting (8).



















where the constants Kj,kA , K
`,m
φ , arising from the commutator bounds in Section 3.2, are
given in (17) and where the constant K is independent of c and τ . In particular note,
that for A ≡ 0 all constants Kj,kA = 0 vanish.
8
In order to derive a bound for the second term in (20), we exploit that by (13) ϕτH is
a linear isometry in Hr. Thus, that term can be bounded by∥∥∥ϕτV+N (ϕτ/2H (Ψ0))− (ϕτ/2N ◦ ΦτV ◦ ϕτ/2N )(ϕτ/2H (Ψ0))∥∥∥
r
≤ τ3KV,N , (22)
i.e., we can interpret it as a second order perturbation term for the two-term split-
ting. The constant KV,N depends on the double commutator bounds of V and N from
Section 3.2, which involve ‖Ψ(t)‖r, ‖A(t)‖r, ‖φ(t)‖r, but which are independent of c.



















where the constants Kj,kA and K
`,m
φ and KV,N are given in (21) and (22) and where K
is independent of c and τ .
4.2. Global Error bound
In order to obtain a global error bound for the ETSFP time integration scheme (19),
we combine the local error bound of the previous section with the stability bounds from
Section 3.1. By a classical Lady Windermere’s fan argument (see [14]), we thus obtain




















where the constantM depends on the Hr norms of the potentials A(t) and φ(t) and on
the initial data Ψ0 and where the constants Kj,kA and K
`,m
φ and KV,N are given in (21)
and (22) and where K is independent of c and τ .
4.3. Error of the full discretization
We obtain a fully discrete Splitting scheme for approximating the solution of (1) by
combining the scheme ΦτETSFP from (19) with a Fourier Pseudospectral space discretiza-
tion scheme, which discretizes the spatial operator HΨ from (1) and (3), respectively.
In the following, we denote by Φτ,MxETSFP the full discretization of the scheme Φ
τ
ETSFP
with Mx ∈ N spatial grid points in each spatial direction. For an extensive overview over
Fourier Pseudospectral space discretization techniques, see for example [12, 21].
The error of the fully discrete scheme Φτ,MxETSFP measured in a discrete H
r norm for





















where m explicitly depends on the regularity of Ψ, φ, A, and where the constants M,
Kj,kA and K
`,m
φ and KV,N are given in (23), (21) and (22) and where K is independent
of c and τ .
We summarize the convergence results in more detail in the following Theorem 1.
Theorem 1. Fix c ≥ 1, λ ∈ R, r1, r > d/2 and ε > 0 arbitrarily small. Furthermore,
let r′1 = max{2, r1 + d/2 + ε}. Let the initial data of the Dirac equation (1) with λ ∈ R
satisfy Ψ0 ∈ Hr+r′1 and let Ψ be the solution to the Dirac equation (1).
Then there exist constants T, τ0 > 0 such that for τ ≤ τ0 and Mx ≥ M0 grid points




























are given in (23), (21) and (22), respectively. In particular note that for A ≡ 0, we have
that Kj,jA = 0, j = 0, 1, 2, i.e., the error constant depends only on c
3 and not on c4.
Proof. Applying the line of argumentation from [4] and [22] and exploiting the results
from the previous sections yields the desired convergence bound.
Our numerical results in Section 6 below underline the second order convergence in
time for time steps τ . c−2. They furthermore suggest that the error bounds from the




similar to [4, Theorem 4.4]
under particular (technical) assumptions on the time steps τ , i.e., from our numerical
results we observe ∥∥Ψ(tn)−ΨnMx∥∥r = O (τ2c2) . (24)
A rigorous proof based on the ideas from [4, Proof of Theorem 4.4] of this improved
bound my be interesting future research.
5. Nonlinear Dirac Equations in the Nonrelativistic Limit Regime
It is well-know, that in the non-relativistic limit regime, i.e., for c → ∞, the class
of Dirac and Klein–Gordon type equations with highly-oscillatory solution asymptoti-
cally reduce to a system of c-independent (nonlinear) Schrödinger equations with (non-
oscillatory) solution (u∞, v∞)
> (see for example [26], and also [13, 18, 19, 23, 24] for the
case of cubic Klein–Gordon equations and Maxwell–Klein–Gordon and Maxwell–Dirac
systems). Thereby the highly oscillatory nature of the exact solution is contained only
in a multiplicative highly-oscillatory phase eic
2t. More precisely we have that for c→∞,














To see this structure, we firstly rewrite (1) as an equivalent nonlinear Klein–Gordon (KG)
system for the components ψj , j = 1, 2, 3, 4 of Ψ and apply a suitable variable transform
(Ψ, ∂tΨ) 7→ (u, v), where u, v both satsify a first order in time system of equations (see
for example [13, 19, 23, 24]). Then, following the strategy from [13, 18, 19, 23, 24], we




































u∞(0) = (0, 0, 2ψ3(0), 2ψ4(0))






where K depends on ‖Ψ(0)‖r+4 and ‖φ(t)‖r+4, i.e., we require
Ψ(0) ∈ Hr+4 and φ(t) ∈ Hr+4 for all t ∈ [0, T ]. (28)
This result is underlined by numerical experiments below, where we apply a three-term
Strang splitting to (26) with step size τ . The resulting numerical limit approximation





(cf. [13, 16, 19] for the case of other Klein–Gordon and Dirac type systems).
In particular, the experiments suggest that the regularity assumptions (28) on the exact
solution are sharp, i.e., the bound (27) does not hold, if the regularity assumptions are
violated.
6. Numerical Experiments
In this section, we numerically underline the theoretical results from Theorem 1. Note
that in lower dimensions d = 1, 2 the nonlinear Dirac system (1) with four-component
solution Ψ(t, x) ∈ C4 reduces to a system for a two-component solution Ψ̃(t, x) ∈ C2 (see
for example [3, 4, 19, 26]). For sake of simplicity, we thus consider in this section the












Ψ̃ + λ(Ψ̃ · σ3Ψ)σ3Ψ (29)
with initial data Ψ̃(0, x) = Ψ0(x) ∈ C2 and for c ≥ 1, λ ≥ 0. The construction of the
respective splitting scheme and the theoretical results from the previous sections also
apply to the latter reduced system. In the following, we omit the˜for simplicity.
In particular, in view of the asymptotic convergence of the exact solution Ψ towards
the limit approximation Ψ∞, our numerical experiments shall stress the importance of the
spatial regularity assumptions on the initial data and the potentials. We thus construct
data of a certain regularity as described in the following section.
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6.1. Construction of data of a certain regularity
In order to construct a function u ∈ Hr(Td), r ≥ 0, we proceed as follows. Let uR
with uR(x) ∈ [−1, 1] for all x ∈ Td be a random distribution of data values in Td. Then




(1 + |k|)−(r+d/2) (uR
∧
)k e
ikx for all x ∈ Td
has bounded Hr norm, but unbounded Hr+ε, ε > 0 norm.
In practical implementation for the case of d = 2, we obtain a discrete version of such
a function via (fft2 and ifft2 are the MATLAB inverse fast Fourier routines)




, k ∈ ZdMx , (30)
where UR ∈ [−1, 1]Mx×Mx denotes randomly distributed values on a 2-dimensional tensor
grid with Mx ∈ N equidistant points in each spatial direction, and where
ZMx :=
{
{−R, . . . , R− 1}, if Mx = 2R ∈ N is even,
{−R, . . . , R}, if Mx = 2R+ 1 ∈ N is odd
is a finite index set.
6.2. Numerical Experiments
For practical implementation issues, we focus on a 2D spatial grid, i.e., we choose
d = 2 and Mx = 128 grid points in each direction.
Moreover, fix T = 1 and choose parameter values c = cj ∈ [1, 2000], j = 1, . . . , 90 with
cj = exp ((j − 1) log(2000)/89)
where log(cj) is distributed equidistantly in the interval [0, log(2000)].






















to the reduced system (29), where the index Mx denotes the spatial discretization with
Mx grid points in each direction, and where Φ
τ,Mx
V denotes the exponential trapezoidal
rule approximation to the exact flow ϕτV , see (16). In our simulations, for fixed number
Nmax = 5040 with mmax divisors, we choose time step sizes
τm = T/Nm, m = 1, . . . ,mmax.
Moreover, let τmin = minm τm be the smallest of the chosen time step sizes.
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6.2.1. Reference Solution
We compute a reference approximation Ψnref to the exact solution Ψ(tn) of the non-
linear Dirac equation (29) at time tn = nτmin, n = 0, 1, 2, . . . , bT/τminc with the fol-
lowing scheme with a very small time step size τref = τmin/Mref, Mref = 256, i.e.,
















Thereby, we apply the second order in time method of Heun Φτ,MxHeun to subproblem (7),
in order to approximate the corresponding exact flow ϕτV+N in the splitting scheme (6).









− iV(tn)ZnMx − iN (Z
n
Mx)
















In order to have comparable data in all our numerical simulations of the solution
ΨMx(t) of the spatially discretized system (29) in d = 2 spatial dimensions, we firstly
define in MATLAB random data arrays (in exactly that order) ψ01,R, ψ
0
2,R using the
MATLAB function rand(Mx)-rand(Mx)+1i (rand(Mx)-rand(Mx)), and φR, A1,R,
A2,R using the MATLAB function rand(Mx)-rand(Mx), where we control the random
number generator with the MATLAB command rng(1) (i.e., we choose seed ’1’). We
then choose constants rΨ, rφ, rA (see specifications in the experiment description be-
low) and construct corresponding functions ψ̃01 , ψ̃
0
2 ∈ HrΨ , φ̃ ∈ Hrφ , Ã1, Ã2 ∈ HrA ,
of bounded discrete HrX (X ∈ {Ψ, φ,A}) norm by applying Reg(·, rX), X ∈ {Ψ, φ,A}
from (30) to the respective random arrays ψ01,R, ψ
0
2,R and φR, A1,R, A2,R. In the ex-






































In the following, we fix r = 1.1 > d/2 and discuss numerical simulation results for
initial data (32) of regularity rΨ and potentials (33) of regularity rφ, rA. We illustrate
the smoothness of the constructed data in Fig. 1, where we plotted the real part of the






























of the ETSFP approximation obtained with the scheme (31) and analogously the errors
of the numerical limit approximation Ψn∞,Mx (cf. (25)). Note, that the coloured thick
and thin lines in the left and middle plot correspond to pairs (τ, c) with τ . c−2 and
τ & c−2, respectively. We start off with experiments for the general case of the reduced
system (29).
Experiment 1. Fix λ = 2 and choose rΨ = rφ = rA = r + 2. The numerical results




of the ETSFP scheme for
τ ∼ c−2 (cf. (24)) for the regularity assumptions from Theorem 1 and (24). Moreover, we
observe that the error of limit approximation (25) towards the reference solution shows a




which is due to lower regularity of the data than needed
for this bound (cf. (28)).
Experiment 2 (data of higher regularity). Fix λ = 2 and choose rΨ = rφ = r + 4,
rA = r + 2. From Fig. 3, we observe slightly better error constants for the ETSFP
scheme compared to Experiment 1. On the other hand for the limit approximation (25)




convergence in contrast to Experiment 1 which underlines
the importance of the data regularity for this approximation (cf. (28)).
Experiment 3 (data of lower regularity). Fix λ = 2 and choose rΨ = rφ = rA = r.
From Fig. 4, we observe a severe order reduction for our ETSFP scheme for large time
steps τ if we choose data of lower regularity. The convergence of order 2 can be observed
only for very small time steps τ . Moreover, under these low regularity conditions the
limit approximation (25) shows a very bad convergence behaviour, which underlines once
more the necessity of the regularity assumptions (28).
In the following experiments, we consider (29) with vanishing vector potential, i.e.,
A ≡ 0. We observe a significantly better convergence behaviour of the ETSFP scheme
than for A 6= 0.
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Figure 2: Plots for Experiment 1: Left and middle: Convergence order of the ETSFP scheme in τ and
c. The black solid and dotted lines correspond to order τ2 and c2, respectively. Right: Convergence of
the limit approximation (25) in c. The black dotted line corresponds to the order c−1.
Experiment 4. Fix A ≡ 0, λ = 2 and choose rΨ = rφ = r + 2. Fig. 5 illustrates that
for vanishing vector potential, i.e., A ≡ 0, we observe significantly better errors for the
ETSFP scheme than for the general case in the previous experiments. This underlines,
that the main contribution in the error bounds for the ETSFP scheme for the general case
is given through the terms involving the vector potential A (cf. Theorem 1). The limit
approximation (25) shows the same behaviour as in Experiment 1 since the regularity
assumptions from (28) on the data are violated.
Experiment 5 (data of higher regularity). Fix A ≡ 0, λ = 2 and choose rΨ = rφ = r+4.
Considering data of higher regularity than in Experiment 4, we observe in Fig. 6 that
the ETSFP scheme shows a much better error behaviour with respect to c. Moreover, we
observe that for τ . c−2 (thick lines) and for c > K(τ) for some number K(τ) depending




independent of c. On the other





convergence in contrast to Experiment 1 and Experiment 4 which underlines the
importance of the data regularity for this approximation (cf. (28)).
In the following experiments, we consider (29) with vanishing vector potential and for
vanishing nonlinearity, i.e., A ≡ 0 and λ = 0. For data of enough regularity, we observe
almost uniform second order convergence in time of the ETSFP scheme, i.e., the error
constants do not depend on c.
Experiment 6. Fix A ≡ 0 λ = 0 and choose rΨ = rφ = r + 2. In Fig. 7, we observe
similar to Experiment 5 that for τ . c−2 (thick lines) and for c > K(τ) for some number
15
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Figure 3: Plots for Experiment 2: Left and middle: Convergence order of the ETSFP scheme in τ and
c. The black solid and dotted lines correspond to order τ2 and c2, respectively. Right: Convergence of
the limit approximation (25) in c. The black dotted line corresponds to the order c−1.




independent of c. The
limit approximation (25) shows the same behaviour as in Experiment 1 and Experiment 4
since the regularity assumptions from Section 5 on the data are violated (cf. (28)).
Experiment 7 (data of higher regularity). Fix A ≡ 0, λ = 0 and choose rΨ = rφ = r+4.
Fig. 8 shows similar to Experiment 5, Experiment 6 that for τ . c−2 (thick lines) and





independent of c. We observe, that the peaks in the c-convergence plot are smaller





convergence results as in Experiment 2 and Experiment 5.
7. Interesting Future Research
In our numerical results for the numerical solution of the Dirac equation (1) with





for step sizes τ . c−2. Thus it would be interesting future research to
give a rigorous proof for this bound, which is similar to the bound from [4, Theorem 4.4]
for the case of the Dirac equation with Soler interaction.
Moreover, building up on our ETSFP scheme, it would be interesting to construct
a splitting scheme for solving a nonlinear Dirac–Poisson equation with Thirring type
16
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Figure 4: Plots for Experiment 3: Left and middle: Convergence order of the ETSFP scheme in τ and
c. The black solid and dotted lines correspond to order τ2 and c2, respectively. Right: Convergence of
the limit approximation (25) in c. The black dotted line corresponds to the order c−1.
interaction, i.e.,{
i∂tΨ = HΨ + V[φ,A]Ψ +N (Ψ), Ψ(0, x) = Ψ0(x) ∈ C4,
−∆φ = |Ψ|2 ,
(34)
where A is a given vector potential, and where φ is given through a Poisson equation
with Dirac charge density on the right hand side. In the construction of such a scheme,
we suggest to split the problem as in Section 2.3, but replace subproblem (9b) by{
i∂tΨ = V[φ,A]Ψ, Ψ(0, x) = Ψ0 ∈ C4,
−∆φ = |Ψ|2 ,
which can be solved exactly since ∂t |Ψ|2 = 0. An error analysis can be carried out using
the ideas and techniques given in [22] for the case of the Schrödinger–Poisson equation
and [4] for the case of the Soler type nonlinear Dirac equation. Preliminary numerical
results are promising.
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Figure 5: Plots for Experiment 4: Left and middle: Convergence order of the ETSFP scheme in τ and
c. The black solid and dotted lines correspond to order τ2 and c2, respectively. Right: Convergence of
the limit approximation (25) in c. The black dotted line corresponds to the order c−1.
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Figure 6: Plots for Experiment 5: Left and middle: Convergence order of the ETSFP scheme in τ and
c. The black solid and dotted lines correspond to order τ2 and c2, respectively. Right: Convergence of
the limit approximation (25) in c. The black dotted line corresponds to the order c−1.
18















100 101 102 103
c
ETSFP Order (c)











Figure 7: Plots for Experiment 6: Left and middle: Convergence order of the ETSFP scheme in τ and
c. The black solid and dotted lines correspond to order τ2 and c2, respectively. Right: Convergence of
the limit approximation (25) in c. The black dotted line corresponds to the order c−1.
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Figure 8: Plots for Experiment 7: Left and middle: Convergence order of the ETSFP scheme in τ and
c. The black solid and dotted lines correspond to order τ2 and c2, respectively. Right: Convergence of
the limit approximation (25) in c. The black dotted line corresponds to the order c−1.
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