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Abstract
Few-shot learning (FSL) aims to learn novel visual
categories from very few samples, which is a chal-
lenging problem in real-world applications. Many
data generation methods have improved the perfor-
mance of FSL models, but require lots of annotated
images to train a specialized network (e.g., GAN)
dedicated to hallucinate new samples. We argue
that localization is a more efficient approach be-
cause it provides the most discriminative regions
without using extra samples. In this paper, we
propose a novel method to address the FSL task
by achieving weakly-supervised object localization
within performing few-shot classification. To this
end, we design (i) a triplet-input module to ob-
tain the initial object seeds and (ii) an Image-To-
Class-Distance (ITCD) based localizer to activate
the deep descriptors of the key objects, thus obtain-
ing the more discriminative representations used to
perform few-shot classification. Extensive experi-
ments show our method outperforms the state-of-
the-art methods on benchmark datasets under vari-
ous settings. Besides, our method achieves superior
performance over previous methods when training
the model on miniImageNet and evaluating it on
the different datasets (e.g., Stanford Dogs), demon-
strating its superior generalization capacity. Extra
visualization shows the proposed method can local-
ize the key objects accurately.
1 Introduction
Deep Convolutional Neural Networks (ConvNets) has
achieved excellent performance in numerous computer vision
tasks in recent years. Trained with a large amount of an-
notated data, the ConvNets can extract robust and effective
representations for classification. However, ConvNets suffers
from its weak generalization ability and poor performance
when the annotated samples for training are very limited. In
contrast, we humans are able to identify novel classes with
only a single or few samples. Thus, recognizing novel cate-
gories from very few samples is an important and significant
problem, which is often termed Few-shot learning (FSL).
Figure 1: Illustration of achieving weakly-supervised object lo-
calization within performing few-shot classification. Our method
mainly contains: (a) a Triplet-input module to generate the initial
object seeds (foreground) for weakly supervised localization, (b) an
embedded module to generate the representations presented by a set
of deep descriptors, and (c) an ITCD localizer/classifier to activate
the deep descriptors of key objects with only image-level labels.
Recently, the FSL problem has attracted increasing atten-
tion, and a number of methods have been proposed to tackle
this task. Fine-tuning the pre-trained model on the novel
datasets is a common and simple method. Besides, To gener-
alize the model to novel datasets, an emerging direction is
to apply the meta-learning paradigm on few-shot learning.
Meta-learning trains an across-task meta-learner which can
accumulate transferable knowledge in one task and general-
ize to other novel tasks quickly. Another common approach is
based on metric-learning, which learns an informative simi-
larity metric between the query and the support samples, thus
to perform few-shot classification.
However, due to the very limited samples, most of the
approaches encounter over-fitting and poor generalization.
Thus, many data augmentation (DA) methods have been pro-
posed. [Wang et al., 2018b] and [Hariharan and Girshick,
2017] are both data generation based method, which can gen-
erate additional examples for data-starved classes. However,
they need a large of extra annotated data to train such a spe-
cialized data generator or hallucinator. Recently, [Alfassy et
al., 2019] performs different set operations (e.g., union and
intersection) on the label set of multi-label samples in the em-
bedded space to fulfill DA. [Schwartz et al., 2019] leverages
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extra multiple semantic and feature fusion to train a more ro-
bust embedded module. Nevertheless, these methods contain
additional combination networks and complicated feature fu-
sion networks, leading to a more difficult training phase.
Different from DA, localization can distinguish the most
discriminative regions from distractors without using extra
annotated samples. Existing studies [Zhou et al., 2016;
Oquab et al., 2015] show there is a built-in attention mecha-
nism in classification networks (e.g., VGG16) to localize the
objects of interest. Such a learned localization has positive
feedback effects on classification but requiring abundant ex-
pensive annotated data to begin bootstrapping. Inspirited by
this, we argue that guiding to localize the key object during
performing few-shot classification should make a significant
improvement of the FSL model. However, due to very lim-
ited samples and with only image-level labels, achieving such
a localization mechanism would be a very challenging prob-
lem for few-shot classification.
To bridge this gap, we propose a novel end-to-end network
to achieve weakly-supervised object localization to address
the FSL task. The proposed model can focus on the key ob-
jects to obtain the most discriminate features to perform few-
shot classification. To this end, we utilize the Grad-CAM
[Selvaraju et al., 2017] to generate the initial object seeds,
which is a common initial step in weakly-supervised object
localization [Zhang et al., 2018] and weakly-supervised se-
mantic segmentation [Wang et al., 2018a]. Initial object seeds
are the coarse regions that may include the key objects. For
obtaining the more accurate localization of the key object, we
use a set of deep descriptors to represent the embedded fea-
ture. Besides, we adopt the Naive Bayes (NB) assumption
that each deep descriptor is independent, thus guaranteeing
the translation invariance of the key object. Compared with
using a vector obtained by flattening embedded features to
represent input, a set of deep descriptors can provide spatial
information, which is a key point of our method. Secondly,
inspirited by NBNN [Boiman et al., 2008], this paper designs
the ITCD based localizer to activate each deep descriptor of
the key object by its nearest neighbor. More concretely, the
localizer achieves localization by correctly performing clas-
sification for each deep descriptor of the key object. Without
additional supervisory loss, the localizer is trained only useful
for classification. Thus, the localizer serves as the classifier
at the same time, and achieve the localization within perform-
ing few-shot classification. The proposed model is a positive
feedback network that the localization and the few-shot clas-
sification will bootstrap from each other.
Below, we list our main contributions: (1) We propose a
novel end-to-end model that can localize the most discrimi-
native region for the FSL problem. To the best of our knowl-
edge, we are the first to achieve the weakly-supervised lo-
calization within few-shot classification. (2) We design the
ITCD based localizer/classifier to activate each deep descrip-
tor of the key region without extra supervised loss, helping the
localization and the classification bootstrap from each other.
(3) Extensive experiments on several benchmark datasets and
the generalization evaluation experiment all show the supe-
riorities of our method. Meanwhile, the visualization shows
the proposed method can localize the key objects accurately.
2 Related Work
2.1 Meta-learning and Metric-learning
Meta-learning based method trains an across-task meta-
learner with the meta-learning paradigm. MAML [Finn et
al., 2017] trained a model agnostic meta-learner and found
the initial parameters adapting to a variety of tasks with simi-
lar distribution, such that the model can quickly generalize to
the new tasks. Meta-Learning LSTM [Ravi and Larochelle,
2017] proposed a model based on LSTM to learn an opti-
mization method as well as the general initialization of the
classifier. Metric-learning tackles the FSL by learning an em-
bedding space where the input of the samples of the same cat-
egories is closer than those of different categories. Combin-
ing with attention mechanism, Matching Network [Vinyals et
al., 2016] used the cosine distance to train a k-nearest neigh-
bor classifier on the learned embedding space. [Snell et al.,
2017] proposed a prototypical network to learn a prototype
representation of each category and performed classification
by the Euclidean distance between the query and prototype
on embedding space. Relation network [Zhang et al., 2018]
learned a nonlinear comparator to compare the distance met-
ric between the query and the support images. Different from
these metric-learning approaches that directly using the vec-
tor obtained by flattening the embedded feature, we use a set
of deep descriptors to represent the embedded feature.
2.2 Object Localization
Many works [Wei et al., 2017; Fu et al., 2017] have shown
that utilizing localization can help to learn the more discrim-
inative embedded feature for classification. In this context,
[Wei et al., 2017] presented the Selective Convolutional De-
scriptor Aggregation method to achieve unsupervised local-
ization in fine-grained datasets. For utilizing localization to
address FSL, SalNet [Zhang et al., 2019] employed a read-
ily available saliency detector to obtain the foreground and
background, thus fulfilling DA by combining them differ-
ently. The ablation study of SalNet demonstrated that perfor-
mance improvements stem from the localization ability of the
saliency detector. Similarly, [Sun et al., 2019] used the class
attention map (CAM) generated by classification networks to
locate the key region and fused with other different scale fea-
tures for fine-grained few-shot classification. Different from
applying readily available localization, [Wertheimer and Har-
iharan, 2019] used the assistant bounding box annotations
to achieve the localization within the few-shot classification,
thus to address the FSL task over heavy-tailed datasets. These
methods can improve few-shot classification performance by
leveraging localization. However, in real-world applications,
bounding box annotations and readily available localization
(e.g., saliency map) may be hard to meet or impracticable.
Therefore, we propose a novel method to achieve weakly-
supervised object localization, thus addressing the FSL prob-
lem with realistic settings.
3 The Proposed Model
3.1 Problem Definition
There is the train dataset D, support dataset S, and the query
dataset Q in the FSL task. D = {(xi, yi)}Ni=1 contains N
samples, where yi is the label of image xi. The support set
S = {(xj , yj)}Mj=1 (M = C ∗ K) includes M examples
in test phase and there is K labeled samples for each of C
novel categories (C-way K-shot problem). The query dataset
Q = {(xj , yj)}Nqj shares the same label space with S. Their
relationship is denoted as (S ∪ Q) ∩ D = ∅. FSL aims to
train a model from D, then classify the novel samples from
Q based on the S during the testing phase. To mimic the few-
shot learning task, the episodic training mechanism is adopted
to train the model. Episode is a mini-batch includes Dsupport
and Dquery, where we randomly sample C categories from
Dtrain and for each category ofC categories, its labeled sam-
ples are randomly split into subset Dsupport with K samples
and subset Dquery with the rest samples. Through this train-
ing mechanism, the model can learn transferable knowledge.
3.2 Model
Deep descriptors For an image X, the activation of a con-
volution layer can ben formatted as an order-3 tensor de-
noted as E(X) ∈ Rd×w×h. On the one hand, E(X) in-
cludes d feature maps with the size of w × h and is denote
as M = {Mn} (n = 1, 2, 3, · · · , d),Mn also known as the
feature map in nth channel. On the other hand, E(X) can be
considered as including m = (w × h) deep descriptors and
each deep descriptor is a d -dimension vector. We denote it
as:
D =
{
d(1,1), d(1,2), · · · , d(i,j), · · · , d(h,w)
}
= {d1, d2, · · · , dm} (1)
where (i, j) is the position of the descriptor and d(i,j) ∈ Rd.
Thus, a set of deep descriptors is the representation contain-
ing spatial information.
Triplet-input Module This paper adopts the Grad-CAM
method to obtain the initial object seeds for weakly-
supervised localization. Simultaneously, to maximally mine
the information of the original images, we further design the
Triplet-input module. Figure 3 shows the special implemen-
tation. Firstly, we obtain the focus-area mask by binarizing
with the threshold of the mean of the Grad-CAM maps. Then
use the focus-area mask to generate the foreground (initial
object seeds) and background for forming the triplet input.
MASKi = Grad− CAM (Ii) (2)
Fi = Ii ∗MASKi (3)
Bi = Ii ∗ (1−MASKi) (4)
Ti = {Ii, Fi, Bi} (5)
Embedding Module We adopt the shallow convolutional
neural network containing only four convolutional blocks as
the embedding module to extract embedded features. More
concretely, there are a convolutional layer with 64 filters of
size 3 × 3, a batch normalization layer, and Leaky ReLU
nonlinear layer in each convolutional block. Besides, behind
each of the first two convolutional blocks, there is an extra
2 × 2 max-pooling layer to reduced spatial resolution. We
also adopt the ResNet backbone as the embedding module to
obtain more detailed and richer features from images.
Naive Aggregation Module We aggregate the triplet out-
put Ei = {f (Ii) , f (Fi) , f (Bi)} to make fully use of the
information of foreground, background and original image.
To pay more attention to the key regions of the images while
suppressing background noise, the naive aggregation method
is to enhance the foreground embedded feature while restrain-
ing the background embedded feature.
Ai = f (Ii) + f (Fi)− f (Bi) (6)
ITCD Localizer/Classifier Module In our model, we
chose the cosine distance to measure the similarity between
two descriptors di and dj :
cos (di, dj) =
dTi dj
‖di‖ ‖dj‖ ∈ [−1, 1],
(
di, dj ∈ Rd
)
(7)
For the query image of class k, its embedded features is
denoted as: qk = {d1, d2, · · · , dm} ∈ Rd×m. Similarly, the
deep descriptors of all support embedded features of class k
are denoted as: sk =
{
d′1, d
′
2, · · · d′l=K×m
} ∈ Rd×l. In or-
der to correctly classify the query image, the model need to
guarantee the distance between qk and its support embedded
feature set sk to be highest (nearest), which means the local-
izer will guarantee each deep descriptor of the query image
can be accurately activate by its nearest neighbor deep de-
scriptor (NN (di)) from support set. Thus, the final distance
between the embedded feature of query image and the em-
bedded feature of the support category k is :
DITC (qk, sk) =
n∑
i=1
‖di −NN (di)‖ =
n∑
i=1
NN− cos
(
di, d̂
′
i
)
(8)
where NN− cos
(
di, d̂
′
i
)
represents d̂′i is the near-
est neighbor descriptor of di among
{
d′1, d
′
2, · · · d′l=K×m
}
over cosine distance. Since the deep descriptors from the key
regions of the query will be mostly activated by the deep de-
scriptors from the regions belonging to the same class, thus
the localizer can fulfill the weakly-supervised object localiza-
tion with the only image-level labels. Therefore, we directly
perform classification by the class of its nearest DITC dis-
tance without additional supervisory loss. For the C - Way K
-Shot task, the probability of query image (x, y) belongs to
the true category k ∈ {0, 1, 2, · · · , C − 1} is denoted as:
pk = p(y = k|x) = exp (DITC (qk, sk))∑
k′∈C exp (DITC (qk, sk′))
(9)
For N query images {(x1, y1) , (x2, y2) , · · · , (xi, yi) , · · · ,
(xN , yN )} in each episode, we minimize the loss Le :
Le =
N∑
i=1
− log p (y = yi|xi) (10)
4 Experiments
4.1 dataset
miniImageNet As the mini-version of ImageNet, it con-
tains 100 classes with 600 color images per class. The splits
proposed in Matching Net is becoming the standard splitting
rule of miniImageNet, where 64 categories are for training,16
categories for validation, and 20 categories for testing. In this
work, we adopt this split to compare our approach with state-
of-the-art methods.
Figure 2: The complete architecture of the proposed method for few-shot learning (e.g., C-way 1-shot). Our pipeline mainly consists of four
modules: (a) Triplet-input module T to obtain the triplet input, (b) Embedding module f to obtain the embedded feature represented by a set
of deep descriptors, (c) Embedded features aggregation module NA to aggregate the triplet output, (d) ITCD localizer to localize the key
objects during performing few-shot classification. In triplet input, the foreground is the initial object seeds for weakly-supervised localization.
Figure 3: Illustration of the proposed Triplet-input module. We uti-
lize the Grad-CAM to obtain the class activation map (CAM). Then
we use the CAM to generate the foreground (initial object seeds) and
background, thus forming triplet-input for initial data augmentation.
Fine-Grained Datasets In this paper, we pick three fine-
grained datasets, e.g., Stanford Dogs [Khosla et al., 2011],
Stanford Cars [Makadia and Yumer, 2014] and CUB-200
[Wah et al., 2011] to conduct the fine-grained few-shot learn-
ing task. Stanford Dogs contains 120 categories with 20,580
color images, where 70, 20, and 30 categories are used for
training, validation, and testing, respectively. Stanford Cars
containing 16,185 color images of 196 classes of cars, which
is divided into 130, 17, and 49 categories for training, valida-
tion, and testing, respectively. CUB-200 is an image dataset
with 6033 color images of 200 bird species for the FGVC
task. Similarly, we split it into 130, 20 and 50 categories for
training, validation, and testing, respectively.
4.2 Settings and Experiments
Settings We adopt the episodic training mechanism to
make the training phase more faithful to the testing phase.
For each training episode, besides the K support images in
each class, 5-way 1-shot contains 15 query images while 5
-way 5-shot contains 10 query images for each of the C ran-
domly sampled categories. To be specific, for the 5-way 1-
shot task, there 5 support images and 15 query images per
class, thus that each episode contains 5 × 1 = 5 support im-
ages and 15 × 5 = 75 query images totally. Similarly, for
the 5-way 5-shot task, there are 5 × 5 = 25 support images
and 10× 5 = 50 query images totally. In addition, we resize
all the input images to 84 × 84. During the training phase,
we randomly sample 300, 000 episodes and select Adam as
the optimizer with an initial learning ratio 5 × 10−2 which
will be reduced by half for every 100, 000 episodes to train
our model. During the testing phase, we also randomly sam-
ple 600 episodes from the test set to evaluate our model. We
adopt the mean accuracy with 95% corresponding confidence
interval as the performance indicator. It is worth mentioning
that all our model is trained from scratch in an end-to-end
manner, without any finetuning in the test phase.
Few-shot Classification on miniImageNet We report the
experiment results in table 1. When adopting the Resnet
as the embedding module, our model can achieve state-of-
the-art results both in the 5-way 1-shot and 5-shot task, es-
pecially in the 5-shot task (3.95 % higher than the 74.44%
reported by DN4 [Li et al., 2019a]). Besides, when using
the Conv as embedding module, our model also achieves the
highest accuracy on the 5-way 5-shot task, gaining the 5.57%,
2.2%, and 0.41% over CovaMNet [Li et al., 2019b], DN4,
and Dynamic-Net [Gidaris and Komodakis, 2018]. We also
obtain very competitive accuracy on 5-way 1-shot task with
Conv embedding module, gaining 3.8%, 2.11%, 1.76% im-
provement over R2D2 [Bertinetto et al., 2019], CovaMNet,
and DN4. As for Dynamic-Net and SalNet on the 5-way 1-
shot task, they perform very complicated training steps to ob-
tain state-of-the-art results. The former utilizes a two-stage
model and needs to pre-train the model while our approach
does not. The latter utilizes the state-of-the-art saliency de-
tection model to generate the saliency map, thus to directly
locate the key object. On the contrary, our approach achieves
weakly-supervised localization with only image-level. Our
approach is more simple but efficient and outperforms over
state-of-the-art methods both on 5-way 1-shot and 5-shot.
Few-shot Classification on fine-grained datasets Com-
pared with the generic few-shot classification task, its more
challenging to perform fine-grained few-shot (FGFS) classi-
fication due to the smaller inter-class and larger intra-class
variations of the fine-grained datasets. However, since FGFS
receives very little attention, most of the exiting few-shot
learning methods do not report their performance on such
fine-grained datasets. Therefore, we implement and evalu-
ate our approach on fine-grained datasets. Meanwhile, we
also report the DN4, CovaMNet, GNN [Satorras and Estrach,
2018], Proto Net, and the baseline K-NN to make a compar-
Table 1: The mean accuracies of the 5-way 1-shot and 5-shot tasks
on the miniImageNet dataset, with 95% confidence intervals.
Model Embedding
5-Way Accuracy(%)
1-shot 5-shot
Proto Net
Resnet 51.15±0.85 69.02±0.75
Conv 49.42±0.78 68.20±0.66
Relation Net
Resnet 52.13±0.82 64.72±0.72
Conv 50.44±0.82 65.32±0.70
R2D2
Resnet 51.80±0.20 68.70±0.20
Conv 49.50±0.20 65.40±0.20
DN4
Resnet 54.37±0.36 74.44±0.29
Conv 51.24±0.74 71.02±0.64
Dynamic-Net
Resnet 55.45±0.89 70.13±0.68
Conv 56.20±0.86 72.81±0.62
Ours
Resnet 58.12±0.92 78.39±0.58
Conv 53.30±0.32 73.22±0.45
Methods with Conv Embedding
Matching Nets Conv 43.56±0.84 55.31±0.73
Meta-Learn LSTM Conv 43.44±0.77 60.60±0.71
MAML Conv 48.70±1.84 63.11±0.92
CovaMNet Conv 51.19±0.76 67.65±0.63
SalNet Conv 57.45±0.88 72.01±0.67
ison. As table 2 shown, compared with those methods, our
method achieves the best performance on the Stanford Dogs
and CUB-200 under both the 5-way 1-shot and 5-shot task.
Besides, when evaluating on Stanford Cars, the Resnet em-
bedding module gains 26.25% and 11.66% improvement over
Conv embedding module, which is higher than the other two
datasets (gaining 1.95% and 6.26% improvement on Stanford
Dogs, 4.90% and 3.67% improvement on CUB-200). Such
uncompetitive performance of Conv embedding is caused by
two reasons: (i) the Resnet module can obtain more detail and
more discriminate feature with the very limited samples than
the Conv module which is a shallow network. (ii) the Grad-
CAM can not generate very well initial object seeds over
Stanford Cars. As Figure 4 shown, compare with the other
two datasets, the seed from Stanford Cars is more coarse,
leading to mistake guidance for the shallow network:Conv.
Table 2: The mean accuracies of the 5-way 1-shot and 5-shot accu-
racies (%) on three fined-grained datasets using the model trained on
miniImageNet, with 95% confidence intervals. All the experiments
are conducted with the same network for fair comparison.
Dataset Proto Net RelationNet
K-tuplet
loss ours
Stanford
Dog
1shot 31.54±0.41 31.24±0.61 37.33±0.65 43.69±0.72
5shot 47.84±0.48 42.47±0.68 49.97±0.66 61.50±0.73
Stanford
Car
1shot 29.19±0.40 28.83±0.55 31.20±0.58 32.87±0.57
5shot 38.00±0.42 35.43±0.58 47.10±0.62 50.10±0.69
CUB200
1shot 37.55±0.51 38.30±0.71 40.16±0.68 43.30±0.75
5shot 55.03±0.49 50.89±0.69 56.96±0.65 62.21±0.73
Generalizing to other datasets To better reflect the gen-
eralization performance of the few-shot learning models, we
evaluate the few-shot learning model on the completely dif-
ferent datasets. A new dataset that totally different from the
training dataset may present data distribution shift [Recht et
al., 2019], which will cause significant performance degra-
dation of the model. According to section 3.1, the training
classes and the testing classes do not share the same label
space, but they still possess the same data distribution be-
cause of coming from the same dataset. In this section, we
train the model on miniImageNet and conduct the testing on
the novel datasets to evaluate the generalization capability.
The experiment results show that our model outperforms pre-
vious work(Proto Net, Relation Net, and K-tuplet loss [Li et
al., 2019c]) on the three novel datasets, which demonstrates
the superior generalization capacity of our approach.
5 Discussion
5.1 Ablation study
To demonstrate the influence of various modules, we per-
form the ablation study and the results are shown in Ta-
ble 4. Firstly, we replace the ITCD with Image-To-Image
distance (ITID) both in the triplet-input and no-triplet-input
combination. The implementation of the ITID classifier is
similar to the prototype network, where we use the vector
flatted from the embedded feature to represent the embed-
ded feature. The ITCD outperforms ITID in different set-
tings, especially with the Resnet and triplet-input module,
gaining approximately 26% improvement in 5-shot and 15%
in 1-shot. Secondly, when disabling the triplet-input mod-
ule, the accuracy drops down in the triplet-input+NA+ITCD
combination. Conversely, disabling the triplet-input in the
triplet-input+NA+ITID obtains great performance improve-
ment, gaining 8% improvement in 1-shot and 17% improve-
ment in 5-shot. This may be caused by the inability of ITID
to utilize the initial object seeds provided by the triplet-input
module, leading to negative cooperation results. The ablation
study shows our method is an organic whole and each module
is elaborate for achieving localization.
Table 4: Testing ecah module of the proposed method during train-
ing on miniImageNet. The mean accuracies of the Resnet and Conv
embedding module, with 95% confidence intervals.
Module
Combination Embedding
Acc %
1shot 5shot
triplet-input
+NA+ITCD
Resnet 58.21±0.91 78.42±0.56
Conv 53.14±0.36 73.12±0.43
triplet-input
+NA+ITID
Resnet 43.74±0.63 52.72±0.75
Conv 41.45±0.67 53.32±0.72
no-triplet-input
+NA+ITCD
Resnet 54.27±0.42 73.64±0.36
Conv 51.24±0.74 69.72±0.64
no-triplet-input
+NA+ITID
Resnet 51.15±0.85 69.02±0.75
Conv 49.42±0.78 68.20±0.66
5.2 Visualization
We visualize the activated deep descriptors to show the lo-
calization. In the background image, the pixel value of the
Table 3: The mean accuracies of the 5-way 1-shot and 5-shot tasks on three fine-grained datasets, with 95% confidence intervals.
Model Embedding
5-Way accuracy(%)
Stanford Dogs Stanford Cars CUB-200
1-shot 5-shot 1-shot 5-shot 1-shot 5-shot
Baseline K-NN Conv 26.14±0.91 43.14±1.02 23.50±0.88 34.45±0.98 25.81±0.90 45.34±1.03
Proto Net Conv 37.59±1.00 48.19±1.03 40.90±1.01 52.93±1.03 37.36±1.00 45.28±1.03
GNN Conv 46.98±0.98 62.27±0.95 55.85±0.97 71.25±0.89 51.83±0.98 63.69±0.94
CovaMNet Conv 49.10±0.76 63.04±0.65 56.65±0.86 71.33±0.62 52.42±0.76 63.76±0.64
DN4 Conv 45.41±0.76 63.51±0.62 59.84±0.80 88.65±0.44 46.84±0.81 74.92±0.64
Ours
Conv 52.50±0.90 67.37±0.76 46.46±0.89 82.28±1.02 55.31±0.78 75.03±0.64
Resnet 54.45±0.95 73.63±0.92 72.71±0.43 93.94±0.33 60.21±0.87 78.70±0.62
Figure 4: Illustration of the proposed few-shot weakly-supervised object localization. From up to down, every two rows are sampled from
the miniImageNet, Stanford Dogs, Stanford Cars, and CUB-200, respectively. For each dataset, the first column is the initial object seeds and
focus-area mask generated by Grad-CAM; the second column is the localization and activated-area mask generated by the proposed ITCD
localizer. We resize activated-area mask using bicubic interpolation to show the localization in input images.
initial object seeds is set to 0. In the foreground image, be-
sides the initial object seeds, all the pixel value is set to 0. We
denote those parts where the pixel value is 0 as black-part.
Since the distribution of pixel value from black-part is simple
and uniform, according to NA, the similarity between two
descriptors that both come from the black-part will be higher
and more stable than the similarity between two descriptors
both come from non-black-part. Meanwhile, Le can guaran-
tee each deep descriptor be accurately activated. Thus, we
select the last 50% (50% for miniImageNet, Stanford Dogs,
Stanford Cars, and 25% for CUB200) activated deep descrip-
tors to form the activated-area mask. In activate-area mask,
some outlier pixel blocks are the descriptors that are not prop-
erly activated. As Figure 4 shown, our model can accurately
localize the key object from the initial object seeds.
6 conclusions
This paper proposes a method to achieve weakly-supervised
localization with very limited samples and only image-level
lables, thus obtaining the most discriminative representations
to perform few-shot classification. Thereinto, the specialized
ITCD localizer can help the classification and the localiza-
tion bootstrap from each other. Extensive experiments show
the proposed method obtains superior performance over state-
of-the-art methods on many benchmark datasets. The visual-
ization shows our method can localize the key objects, which
explains the high accuracies of our method in the FSL tasks.
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