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Summary of thesis
The detection of gravitational waves from the coalescence of two compact ob-
jects has been brought to within touching distance by the construction and
operation of a global network of laser-interferometer detectors. However, the
amplitude of the radiation from these events is so low that direct detection
will require the combined innovations of advanced interferometry and detec-
tor characterisation, along with powerful methods of extracting weak, but
modelled, signals from the background detector noise. This work focuses on
enhancing the probability of such detection through improved identification of
noise artefacts in the instrumental data, and improved signal processing and
extraction.
We begin with a recap of the theory of gravitational waves as derived from
Einstein’s theory of gravity, and the mechanisms that allow propagation of
this radiation away from a source. We also catalogue a number of promising
astrophysical progenitors, with a focus on compact binary coalescences.
We detail the interactions between gravitational waves and an observer, and
describe the layout of the large-scale laser interferometers that have been built
to enable direct detection. A description of the operation of these detectors
during the last science run is given, focusing on their stability and sensitivity,
isolating a number of key instrumental noise mechanisms and how they affected
astrophysical searches over the data. Additionally, we illustrate a new method
to improve the identification of seismic noise bursts, allowing their removal
from search data, improving search sensitivity.
The LIGO and Virgo gravitational-wave detectors operated as a network
during the last joint science run. A summary is given of the analysis pipeline
used to search for gravitational waves signals from compact binary coalescences
using a coincidence-based method, including details of the results of that anal-
ysis. Details are also given of the pipeline used to search for gravitational
waves associated with short, hard gamma-ray bursts, in which a new coherent
method was tuned to search over the reduced parameter space constrained by
the electromagnetic counterpart. Finally, we present a new pipeline adapting
the coherent method to the blind, all-sky, all-time search, allowing for a more
sensitive analysis, as demonstrated by direct comparison.
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Chapter 0
Introduction
The general theory of relativity is the most complete and robust theory of
gravity currently available. Formulated by Einstein during the beginning of
the twentieth century [1], it combines the special theory of relativity [2] with
Newton’s laws of gravitation to produce a geometrical description of gravity
as a property of spacetime in the presence of mass.
General relativity (GR) was revolutionary not only in its description and
conclusion of known problems, for example the advance of the orbital per-
ihelion of Mercury, but also in its prediction of unknown phenomena. For
example, it predicts that electromagnetic radiation interacts with a gravita-
tional field, and that light is attracted towards massive bodies. This effect is
the foundation of gravitational time dilation and gravitational redshift, giving
us an understanding of gravitational lensing, for example, and is is the reason
the Global Positioning System (GPS) works today.
Another important prediction of GR is the existence of gravitational waves
(GWs). This form of radiation is emitted from accelerating massive objects,
and travels through spacetime at the speed of light, analogous to electromag-
netic radiation from accelerating charged objects. As a result, any accelerating
or asymmetric rotating system will emit radiation that could be detectable
from the Earth, giving observers a new window onto the universe. The Earth-
Sun binary system is predicted to emit GWs with an strain amplitude of 1
part in ∼ 10−26 at a distance of 1 light-year, meaning that detecting such
waves would require measuring displacements of less than the width of a pro-
ton. Such small amplitudes lead many early theorists to believe GWs were
undetectable.
However, in the 1960s, Joe Weber built a series of aluminium bar detectors,
capable of detecting strains of one part in 1016 [3, 4], and in 1968 claimed the
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first tentative detection of GWs [5]. These claims were eventually rejected
by the larger scientific community, and it was not until the 1980s that a new
generation of GW detectors took shape.
The GEO project was born out of collaboration between the Max Planck
institutes for Astrophysics (Munich) and Quantum Optics (Garching) and the
University of Glasgow with plans for the first kilometre-scale laser interferom-
eter [6]. While the scale of the original proposal was reduced due to funding
cuts, an instrument with 600 metre arms [7] was completed in 2001 [8]. Along-
side this, a Japanese collaboration designed and built the TAMA300 detector
in Japan, with 300 metre arms [9], achieving their first science data in 1999 [10].
Since then, the first true kilometre-scale instruments were constructed
as part of the Laser Interferometer Gravitational-Wave Observatory (LIGO)
project [11], with three detectors completed in 2002, and the Virgo detec-
tor [12], completed in 2003.
The global network of detectors, including LIGO [13], GEO600 [14], and
Virgo [15], recently completed a second joint data-taking run1, with sensitivity
to GWs from events occurring more than 20 megaparsecs from the Earth [17].
These data have been analysed for both short- and long-duration GW sig-
nals. Short-duration signals include those from compact binary coalescences
(CBCs) [18, 19, 20], and unmodelled bursts [19, 21]. The long-duration sources
include pulsars [22, 23, 24] and a stochastic gravitational-wave background
(SGWB) [25].
This work focuses on the sensitivity of searches for gravitational waves
from CBCs, with particular attention paid to data quality and the impact of
noise transients on the search, and improving the ability to distinguish true
signals from these noises through a fully-coherent matched filter and associated
signal-consistency tests.
Part I concentrates on the theory of gravitational waves. Chapter 1 de-
tails the prediction of gravitational waves as part of GR, and the propagation
of these waves from a source. Chapter 2 describes source of GWs, includ-
ing the Hulse-Taylor pulsar, with a focus developing towards compact binary
coalescences.
In part II we shift focus onto detection of GWs with ground-based laser-
interferometers. Chapter 3 introduces these instruments as a means of detect-
ing GWs through their interaction with a laser beam, while chapters 4 and 5
1The TAMA300 detector has been decommissioned to make way for the Kamioka Gravi-
tational Wave Detector (KAGRA) (formerly the Large-scale Cryogenic Gravitational Wave
Telescope (LCGT)) [16].
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describe the efforts during the most recent LIGO science run to characterise
the noise output of these instruments and mitigate the impact of this noise on
searches of the data [26, 27].
These astrophysical searches are the core of part III. The methods and
results of the coincidence-based search for GWs from CBCs are described in
chapter 6, while the methods and results of the coherent search for CBCs
signals associated with gamma-ray bursts (GRBs) are described in chapter 7.
Finally, Chapter 8 presents the first application of a fully-coherent all-sky,
all-time search for CBC signals.
– 3 –
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Part I
Theory and sources
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Chapter 1
Gravitational waves: theory and
sources
This chapter gives a brief introduction to the theory of gravitational waves as
predicted by general relativity. A number of texts give a more complete study
of these ideas [28, 29, 30], while in this work we focus on those concepts crucial
to the later discussions in parts II and III, of GW detectors and astrophysical
searches respectively.
Section 1.1 begins with the linearised approximation to GR, before sec-
tion 1.2 introduces a particular gauge in which GWs take on their simplest
form. In sections 1.3 and 1.4 we describe the propagation of this radiation
away from a source, towards an observer.
1.1 The linearised general theory of relativity
We begin with the action for motion in a gravitational field [28],
S = SE + SM , (1.1)
where,
SM =
∫
d4x
√−gLM , (1.2)
is the matter action, and
SE =
c3
16piG
∫
d4x
√−gR, (1.3)
is the gravitational, or Einstein, action. LM is the Lagrangian associated with
the matter of the system, R is the Ricci scalar, and g is the metric – containing
– 7 –
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all information about the curvature of the spacetime. Variation of this action
with respect to the metric gives,
Rµν − 1
2
gµνR =
8piG
c4
Tµν , (1.4)
where Tµν is the energy-momentum tensor of matter, defined specifically from
variation of the matter action (equation (1.2)) under a change of the metric.
Equation (1.4) defines the Einstein Field Equations, the mathematical
statement of general relativity. The left-hand side is a geometric object, and
describes how the curvature of space will affect matter, while the right hand
side is the energy-momentum tensor, describing how mass alters the curvature
of space.
The full theory of gravity is non-linear, which is mathematically too com-
plex to allow for simple discussion of its implications. However, in many ap-
plications of GR, including the beginnings of GW physics, it is enough to
approximate the full metric, gµν , as the Minkowski metric, ηµν , plus small per-
turbations. The effect of gravity is then described as a small perturbation hµν
on top of flat space. We write
gµν = ηµν + hµν , (1.5)
where |hµν |  1.This is the weak-field approximation, which we can use to
expand the Einstein Field Equations to linear order in hµν .
If we start with the Christoffel symbols [29],
Γρµν =
1
2
gρσ
(
∂
∂xµ
gσν +
∂
∂xν
gσµ − ∂
∂xσ
gµν
)
, (1.6)
we can define the Reimann curvature tensor,
Rµνρσ =
∂
∂xρ
Γµνσ − ∂
∂xσ
Γµνρ + Γ
µ
αρΓ
α
νσ − ΓµασΓανρ. (1.7)
If we then expand the Christoffel symbols to first-order in h we have
Γρµν =
1
2
(
∂
∂xµ
hρν +
∂
∂xν
hρµ − ∂
∂xρ
hµν
)
, (1.8)
and from this we can calculate the first order Riemann tensor, and contract it
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to form the Ricci tensor
Rµν = R
ρ
µρν = −1
2
(
2hµν − ∂
2
∂xµ∂xρ
hρν − ∂
2
∂xν∂xρ
hρµ +
∂2
∂xµ∂xν
hρρ
)
. (1.9)
If we insert these simplifications into equation (1.4), the linearised Einstein
Field Equations read
2hµν +
∂2
∂xµ∂xν
hρρ − ∂
2
∂xµ∂xρ
hρν − ∂
2
∂xν∂xρ
hρµ−
ηµν
(
2hρρ − ∂
2
∂xρ∂xσ
hρσ
)
= −16piG
c4
Tµν . (1.10)
The increased complexity of equation (1.10) compared to equation (1.4) may
seem like a step backwards, but only temporarily. Following the convention of
[29], we can use
h = ηµνhµν , (1.11)
to define the trace reverse of hµν
h¯µν = hµν − 1
2
ηµνh. (1.12)
This new form holds the same information as before, but allows the equa-
tion (1.10) to be written in a simpler form,
2h¯µν + ηµν
∂2
∂xρ∂xσ
h¯ρσ − ∂
2
∂xρ∂xν
h¯µρ − ∂
2
∂xρ∂xµ
h¯νρ = −16piG
c4
Tµν . (1.13)
The first term is the flat-space Laplacian operator, with the other terms only
maintaining the gauge invariance of the system. Because of this invariance
the linearised equations cannot give unique solutions, since given any solu-
tion we can always perform a suitable coordinate transformation to generate
others. But, we can make use this gauge freedom to simplify the form of equa-
tion (1.13), allowing us to more easily expose the important physical content
of the theory.
The most general coordinate transformation that preserves the weak-field
approximation (equation (1.5)), is
xµ → x′µ = xµ + εµ(x), (1.14)
where the ∂εµ/∂xν are at most the same order of magnitude as hµν . Under a
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general coordinate transform the metric transforms as
gµν(x)→ g′µν(x′) =
∂xρ
∂x′µ
∂xσ
∂x′ν
gρσ(x), (1.15)
and so, applying equation (1.14), the transformation of hµν to linear order is
hµν(x)→ h′µν(x′) = hµν(x)−
(
∂εν
∂xµ
+
∂εµ
∂xν
)
. (1.16)
This highlights the gauge freedom of the system, where we can choose a par-
ticular gauge in which to work in order to simplify our calculations. We choose
the harmonic gauge [28] in which,
gµνΓρµν = 0, (1.17)
or, using equation (1.8), we have
∂
∂xµ
hµν =
1
2
∂
∂xν
hµµ, or (1.18a)
∂
∂xν
h¯µν = 0. (1.18b)
Applying the harmonic gauge condition (equation (1.18)) to the linearised field
equations (1.13) gives a wave equation:
2h¯µν = −16piG
c4
Tµν . (1.19)
This simple (looking) expression predicts the existence of gravitational waves.
1.2 The transverse-traceless gauge
The wave equation (1.19) is the result from which all analytical study of grav-
itational radiation stems. However, we can impose another approximation to
further simplify the form of this radiation.
Away from the source, we can approximate Tµν = 0, resulting in a homo-
geneous equation for gravitational waves,
2h¯µν = 0, (1.20)
whose solution, satisfying the harmonic condition (equation (1.18)), is a linear
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superposition of plane waves of the form
h¯µν(x) = Eµν exp (ikρxρ) . (1.21)
where kρ is the null wave-vector, and the Eµν are constants. In the harmonic
gauge we have
kµEµν = 0, (1.22)
imposing four conditions on the system, reducing the number of degrees of
freedom from ten to six. We can reduce this to just two by manipulating
further coordinate freedoms still present.
Recall the general co-ordinate transformation,
xµ → x′µ = xµ + εµ(x). (1.14)
The gravitational perturbation is transformed as
h¯′µν(x) = E ′µν exp(ikρxρ), (1.23)
where
E ′µν = Eµν + kµεν + kνεµ. (1.24)
We are free to fix the gauge, and construct ε such that the only non-zero
elements of E are
E11 = −E22, (1.25a)
E12 = E21. (1.25b)
We now choose to relabel E11 = h+ and E12 = h×, and so the solution of the
homogeneous gravitational wave equation (1.20) is
hTTµν (x) =

0 0 0 0
0 h+ h× 0
0 h× −h+ 0
0 0 0 0

µν
exp (ikρx
ρ) . (1.26)
We have chosen a gauge in which the waves are transverse – with no wave
amplitude in the direction of propagation – and traceless, and the restriction
to two degrees of freedom is clear. h+ and h× are known as the ‘plus’ and
‘cross’ polarisations of the gravitational wave, as depicted in figure 1.1.
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Figure 1.1: Polarisation amplitudes of a gravitational wave [11].
1.3 The multipole expansion
The transverse, traceless (TT) gauge solution (equation (1.26)) is only valid
for the homogeneous field equations (1.20), that is, in the vacuum. Unsur-
prisingly, gravitational waves are generated by a source with non-zero energy
and momentum, so we must consider the solution of the full wave equation
(1.19) [30],
h¯µν(t, r) =
4G
c4
∫
d3x′
Tµν
(
t− |r−x′|
c
,x′
)
|r− x′| , (1.27)
where r = Dnˆ is the wave position from the centre of the source, and x′ a
point within the source.
We still wish to consider detection far from the source, where D  x′ (the
radius of the source), and so we can expand,
|r− x′| = D − x′ · nˆ +O
(
x′2
D
)
, (1.28)
and consider the internal motions of the source small enough to be neglected1.
The retarded potential (1.27) can then be expanded in powers of the small
parameter (x′ · nˆ)/c.
We begin this expansion by defining the moments of the energy-momentum
1We assume v  c, where v is the typical velocity of internal motion.
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tensor [30],
Sij(t) =
∫
d3xT ij(t,x), (1.29a)
Sij,k(t) =
∫
d3xT ij(t,x)xk, (1.29b)
Sij,kl(t) =
∫
d3xT ij(t,x)xkxl, (1.29c)
...
where i, j, . . . are the spatial indices. We can then define the multipole expan-
sion2,
hij(t, r) =
4G
Dc4
[
Skl +
1
c
nmS˙
kl,m + · · ·
]
. (1.30)
This expansion is also known as the post-Newtonian expansion.
In order to better show the physical meaning of all of the terms in the
multipole expansion, it is beneficial to eliminate the moments of T ij in favour
of the moments of the mass-energy density, T 00, and the linear momentum,
T 0i.
We define the mass moments as
M =
1
c2
∫
d3xT 00(t,x), (1.31a)
M i =
1
c2
∫
d3xT 00(t,x)xi, (1.31b)
M ij =
1
c2
∫
d3xT 00(t,x)xixj, (1.31c)
...
and the momentum moments as
P i =
1
c
∫
d3xT 0i(t,x), (1.32a)
P ij =
1
c
∫
d3xT 0i(t,x)xj, (1.32b)
...
In this form, the mass monopole, M , represents the total mass in the
system. If we combine equations (1.18) and (1.19) we see that the stress-
2Each factor xi is O(d) and each time derivative introduces a term O(ωs). Thus each
additional term in equation (1.30) is a correction to Skl of higher order in (v/c).
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energy tensor is divergence free
d
dxµ
T µν = 0 (1.33)
Using equation (1.33) we can relate the mass and momentum moments,
M˙ i = P i, (1.34a)
M˙ ij = P ij + P ji, (1.34b)
P˙ ij = Sij. (1.34c)
and so, given that Sij is symmetric,
Sij =
1
2
M¨ ij. (1.35)
Using equation (1.35) we can define a relatively simple expression for the lead-
ing order term3,
hTTij (t, r) =
2G
Dc4
M¨kl
(
t− r
c
)
, (1.36)
From equation (1.36) we see the lowest order term in the multipole expan-
sion of linearised GR is the quadrupole, and that neither monopole or dipole
radiation is present. You may be forgiven for thinking that this is a conse-
quence of using linearised gravity, which lead us originally to the wave equation
(1.19) and on to the expansion in equation (1.30), but this is fact a general
property of the full non-linear theory of gravitational radiation.
1.4 Propagation of gravitational waves
The above expression for the quadrupole term of gravitational radiation is
expressed in a coordinate system configured for the source. When considering
observation of GWs far from the source, it is necessary to transform into a new
coordinate frame better suited to radiation in the direction of an observer.
We can generalise to any coordinate system whilst preserving the relative
simplicity of the TT gauge formalism, by introducing the projection, Λij,kl,
into the TT gauge4 [30]. This projection, allows us to directly express the two
3Recall in the TT frame, h0µ = 0
4From this point forward, all expressions for the GW polarisations (h+ and h×) will be
implicitly evaluated in the TT gauge.
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Figure 1.2: The relationship between the source frame, and the observer’s
line-of-sight (radiation frame) [31].
polarisation amplitudes in any coordinate frame as
h+ =
G
Dc4
(
M¨11 − M¨22
)
, (1.37a)
h× =
2G
Dc4
M¨12. (1.37b)
We can then transform into an arbitrary ‘radiation’ frame, in which the
radiation propagates towards an observer. If the radiation coordinates are
(x, y, z), the polarisation amplitudes in the new frame will be
h+ =
G
Dc4
(
M¨ ′11 − M¨ ′22
)
, (1.38a)
h× =
2G
Dc4
M¨ ′12. (1.38b)
where (x′, y′, z′) are the source frame coordinates. We can then express the
mass quadrupole moment in this radiation frame, Mij, in terms of the source
moment, M ′ij, through a rotation,
Mij = R
k
iM
′
klR
l
j. (1.39)
As shown in figure 1.2 this is done by introducing two extrinsic parameters:
the twist angle, ϕ, relating the x-direction in each frame and the x-direction
in the radiation frame; and the inclination angle, ι, defining the z′ → z tilt
between these two frames. Then, in the radiation frame we have
– 15 –
1.5. Energy of gravitational radiation
h+ =
G
Dc4
[
M¨ ′11(cos
2 ϕ− sin2 ϕ sin2 ι)
+ M¨ ′22(sin
2 ϕ− cos2 ϕ sin2 ι)
− M¨ ′33 cos2 ι
− M¨ ′12 sin 2ϕ(1 + sin2 ι)
+ M¨ ′13 sinϕ sin 2ι
+ M¨ ′23 cosϕ sin 2ι
]
, (1.40a)
h× =
G
Dc4
[(
M¨ ′11 − M¨ ′22
)
sin 2ϕ sin ι
+ 2M¨ ′12 cos 2ϕ sin ι
− 2M¨ ′13 cosϕ cos ι
+ 2M¨ ′23 sinϕ cos ι
]
. (1.40b)
These equations give us the full form of the gravitational radiation wave-
form in an arbitrary frame in terms of the mass quadrupole moment compo-
nents, M ′ij in the source frame. In the next chapter we will examine a number
of astrophysical sources, including the coalescence of two compact stars – ei-
ther neutron stars or black holes, using these equations to derive the emission
waveform for this event.
1.5 Energy of gravitational radiation
The energy carried by gravitational waves can be seen by evaluating the energy-
momentum tensor of the GW itself, allowing evaluation of the flux, and so the
emission power. Maggiore [30] evaluates the flux, and shows it can be inte-
grated over the emission sphere to give the power in terms of the polarisation
amplitudes,
dE
dt
=
c3r2
32piG
∫
dΩ
〈
h˙2+ + h˙
2
×
〉
(1.41)
where the angle brackets indicate an average over time. It is then shown that,
using the quadrupole expansion to first order, the power carried by gravita-
tional waves can be given in terms of the mass quadrupole moment as
dE
dt
=
G
c5
〈
...
M ij
...
M ij − 1
3
(
...
Mkk)
2
〉
. (1.42)
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Sources of gravitational waves
The opening chapter outlined the theory of gravitational wave emission, and
the form these waves taken when propagating to an observer. We now turn
to the astrophysical and cosmological sources of this emission, first recalling
one particular source giving the strongest indirect evidence that the theory is
correct, before turning to four categories of sources.
For each of a stochastic gravitational-wave background (SGWB), isolated
spinning neutron stars, and GW burst progenitors, a short description of the
waveform is given along with a summary of the latest search results. For
compact binary coalescences (CBCs), descriptions of modelling each section of
the event are described, with an emphasis on the analytical inspiral models,
with the methods and results for searching for inspiral signals in GW detector
data left for later chapters.
2.1 Evidence for astrophysical gravitational wave
emission: the Hulse-Taylor binary
In 1974, Hulse and Taylor discovered a new pulsar during a survey with the
Arecibo radio telescope [32], for which anomalies in the pulse timing identified
it to be part of a binary system [33]. This was the first observation of a pulsar
as part of a binary system.
Further analysis of the pulsar’s emissions detected an advanced in the time
of orbital periastron, pointing to a decay in the binary orbit due to energy emis-
sion. This decay was found to match exactly the prediction of GR assuming
emission of gravitational waves from a binary neutron star (BNS) [34].
The pulses from B1913+16, as it is known, have been observed for over
– 17 –
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Figure 2.1: Cumulative shift of the periastron of B1913+16 over thirty years
of observations [35]. The points are observational data, and the
solid line gives the prediction from GR assuming emission of GWs.
thirty years, with the advance in the time of periastron compared against
theoretical predictions from GR [35]. This comparison, shown in figure 2.1, is
the strongest indication that binary stars do indeed emit gravitational waves
as predicted.
While this kind of indirect detection allows a number of tests of GR, and
study of the progenitor object, in the remainder of this chapter we discuss a
number of sources of directly detectable gravitational waves. This kind of de-
tection will allow observations in a new regime of astrophysics, complementing
and expanding on knowledge gained from electromagnetic (EM) instruments.
2.2 A stochastic gravitational wave background
The Hulse-Taylor pulsar is continuously emitting GWs, however the amplitude
of this emission is such that the signal will be detectable from ground-based
instruments for only a very short time - as the binary components inspiral,
the amplitude will increase continually, and only reach a detectable level im-
mediately before the binary merger. We consider now a potentially detectable
long-duration source, from which a GW signal should be continuously observ-
able.
A background of GWs is expected to exist from a mix of low-amplitude
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astrophysical signals [36, 37, 38, 39] and a cosmological echo of the early uni-
verse [40]. The SGWB is usually described in terms of a dimensionless energy
density [25],
ΩGW(f) =
f
ρc
dρGW
df
. (2.1)
where dρGW is the energy density of GWs in the frequency range f to f + df ,
and ρc is critical energy density of the universe. This signal is expected to be
a Gaussian random variable whose amplitude is well below the detector noise,
and so a network of at least two detectors must be used to identify the signal
as a correlated ‘noise’, distinguishing it from the uncorrelated detector noise
background.
The most recent analysis of GW detector data taken during LIGO Science
Run 5 (S5) used a signal model of the form
ΩGW(f) = Ωα
(
f
fR
)α
, (2.2)
where α is the spectral index, and fR a reference frequency such that Ωα =
ΩGW(fR). The results presented in [25] used a reference frequency of 100 Hz
with a flat spectrum (α = 0), and calculated an upper limit of ΩGW < 6.9×10−6
with 95% confidence. This upper limit improves on the restricted limit on a
cosmological GW background from cosmic microwave background data [41],
and improves the previous limit on an astrophysical background from data
taken during LIGO Science Run 4 (S4).
2.3 Isolated spinning neutron stars
Where a SGWB manifests as a correlated, random signal in multiple detec-
tors, an ideal source of stable, continuous GW emission is a non-axisymmetric,
rapidly-spinning neutron star. Many spinning neutron stars have been ob-
served as pulsars, and, assuming some deviation from axisymmetry, can be
expected to emit GWs to some extent.
The dominant mode of gravitational wave emission is expected at twice the
rotation frequency, with small drifts in frequency due to either spin-down (due
to energy emission) or spin-up (due to matter accretion). Current searches for
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GWs from known pulsars assume a model of the form [42]
h+(t) = h0
(
1 + cos2 ι
2
)
cos Φ(t), (2.3a)
h×(t) = h0 cos ι sin Φ(t), (2.3b)
where the amplitude h0 is given by
h0 =
4pi2G
c4
Izzf
2
D
. (2.4)
Izz is the rotational moment of inertia and D the distance to the source, while
f is the GW emission frequency and  the ellipticity of the neutron star.
Using data from S5, a blind search for these signals was performed, making
no detections, and placing worst-case 1upper limits on GW strain amplitude
of 10−24 around 150 Hz and 3.8× 10−24 at higher frequencies [43].
Additionally, searches have been targeted at known pulsars, using knowl-
edge of the sky location, pulse frequency, and spin-down (or spin-up) rate to
allow a more sensitive analysis. The data from S5 were searched for 116 known
pulsars, and with no detections, upper limits were set for each source on the
rate of spin-down due to GW emission [23] (Table 1).
Other searches have been specifically targeted at the Crab [22] and Vela
pulsars [24]. In the results of each of these searches, astrophysically interesting
upper-limits have been placed on the amount of pulsar spin-down that can be
attributed to GW emission. For the Crab pulsar, the upper limit on strain
amplitude restricts the GW emission restricts the GW emission to . 6% of
the total available power, while for the Vela pulsar that restriction was . 35%.
2.4 Unmodelled burst sources
A large number of astrophysical events are predicted to emit transient bursts
gravitational waves, but whose emission is, as yet, unmodelled. Core-collapse
supernovae [44], pulsar glitches [45], magnetars [46] including soft gamma re-
peaters (SGRs) [47], long GRBs [19] and a host of other highly-energetic events
are expected to result in detectable emission, and have been included in the
latest searches for GW bursts (see [21] for a full list of possible sources).
These search algorithms make no assumption of the waveform, and detect
1Here ‘worst-case’ refers to the minimum of the detector response over all signal polari-
sations and sky locations
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Figure 2.2: Rate density limit for GW bursts as determined by a search of the
LIGO-Virgo data during the second joint science run assuming an
energy of 1Mc2 [21].
events by identifying time-frequency pixels with excess energy correlated be-
tween detectors [48]. Separation of signals from noise is highly dependent on
detector network consistency checks, and aggressive data quality cuts. The
latest analyses produced no detection of GWs, and so placed an upper limit
on the rate of such bursts [21]. Figure 2.2 shows the 90% confidence upper
limit on rate density as a function of frequency, assuming a linearly-polarised
standard-candle source with EGW = Mc2.
These energies, and so rates, are optimistic when compared against typical
models for long GRBs, with energies of ∼ 10−2Mc2 [21], and core-collapse
supernovae with EGW ∼ 10−8Mc2 [44].
2.5 Compact binary stars
Perhaps the most well-known source of GWs is the coalescence of two compact
objects, either neutron stars or black holes. Two compact stars in gravitationally-
bound rotation form a simple accelerating quadrupole moment, and so will emit
GWs. This emission causes the orbit to decay to the point where the bodies
will coalesce into a new star that settles into a stable state or further decays
into a black hole.
The Hulse-Taylor binary pulsar from section 2.1 is one such example, with
its orbital decay rate in accurate agreement with the predictions of the theory.
Additional to this system, a number of other pulsars have been discovered in
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binary systems including white dwarf stars, neutron stars, and higher mass
companions [49, 50], informing estimates of rates of binary mergers [51, 52].
2.5.1 Modelling compact binary inspiral
The initial phase of the event, known as the inspiral, carries the majority of
the signal energy, as seen by ground-based gravitational wave detectors, and
so we now focus on it relative to the later, shorter phases.
The inspiral can be well modelled using the post-Newtonian (PN) expan-
sion outlined in chapter 1, which relies on some basic assumptions that are
maintained through the remainder of this work. First, we model all compo-
nent stars as point masses; this ignores any tidal effects in mergers involving
a neutron star. Second, we assume all orbits are circular; for nearly equal
mass binaries this assumption is motivated by the prediction that any orbital
ellipticity would have been radiated away before the signal entered the de-
tection band of ground-based detectors [53, 54]. Additionally, we assume the
binary has no spin, removing 6 dimensions from the signal parameter space
(one three-dimensional spin vector for each binary component), allowing for
greatly simplified models.
With these assumptions in place, we can model the binary as two point-
like companions, with masses m1 and m2, and positions x1 and x2 respectively,
moving on a trajectory described by Newtonian mechanics. We can then choose
our (x, y, z) coordinate system to be the centre-of-mass frame where the z-
direction is aligned with the rotational axis, and the orbital motion is given
by
x(t) = r(t) cos
(∫ t
0
ω(t′) dt′
)
, (2.5a)
y(t) = r(t) sin
(∫ t
0
ω(t′) dt′
)
. (2.5b)
For this system we know that the quadrupole moment is [28]
M ij(t) = µxi(t)xj(t), (2.6)
where µ is the reduced mass of the binary,
µ =
m1m2
m1 +m2
, (2.7)
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and so the acceleration of this moment is given by
M¨11(t) = −M¨22(t) = 2µr2(t)f 2(t) cos
(
2
∫ t
0
ω(t′) dt′
)
, (2.8a)
M¨12(t) = M¨21(t) = −2µr2(t)f 2(t) sin
(
2
∫ t
0
ω(t′) dt′
)
, (2.8b)
where all other terms are zero.
We can simplify these expressions by recalling Kepler’s Law for circular
orbits,
ω2 =
GM
r3
, (2.9)
where M = m1 +m2 is the total mass of the system, allowing the amplitudes
of the above expression to be written as
µr2ω2 =M5/3c G2/3ω2/3, (2.10)
where we have now introduced the chirp mass
Mc = µ3/5M2/5. (2.11)
We can then insert the simplified accelerations into the waveform polarisation
amplitudes from equations (1.40) to see
h+(t) =
4
D
(
GMc
c2
)5/3(
ω(t)
c
)2/3(
1 + cos2(ι)
2
)
cos(Φ + 2ψ), (2.12a)
h×(t) =
4
D
(
GMc
c2
)5/3(
ω(t)
c
)2/3
cos ι sin(Φ + 2ψ). (2.12b)
These expressions describe the emitted radiation in terms of the chirp mass of
the source binary,Mc; the orbital frequency of the radiation, ω; the inclination
angle of the orbital axis relative to the observer’s line of sight, ι; the phase of
the radiation, Φ = 2
∫ t
0
ω(t′) dt′; the polarisation angle, ψ; and the distance to
the source, D.
Waveforms, like those above, were used as analytical models in the latest
search for binary inspiral signals in LIGO and Virgo data. A search for coales-
cences of low-mass binaries (neutron star-neutron-star and neutron star-black
hole binaries up to total mass of 25 M) has has been completed [18], with no
detections made, placing a rate density upper limit of 1.3 × 10−4 yr−1 Mpc−3
for BNS coalescences – more than one thousand times higher than optimistic
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estimates [52].
Further details on the methods and results of this analysis will be given in
chapters 6 and 7.
2.5.2 Compact binary merger and ringdown
The above derivation has described an intuitive, analytical method for mod-
elling the inspiral of compact stars. This model is dependent on the validity of
the multipole expansion, which breaks down when the orbital motions reach
relativistic velocities close to merger. As a result numerical methods must be
used to solve the Einstein equations in full, non-linear GR during the merger
phase. For binary black holes, numerical methods have successfully modelled
the merger for near-equal-mass systems (see [55] for a recent review), however
when a neutron star is involved, the matter in the system must be modelled
also, further complicating any numerical modelling; for more details see [56, 57]
and references therein.
The ringdown phase begins once the binary components have coalesced
into a new, deformed black hole, which settles into a steady state by emitting
radiation in a number of quasi-normal modes. Black hole perturbation theory
can be used to model these modes [58], using a damped sinusoid of the form [59,
60]
h(t) = AGM
c2D
e−pif0t/Q cos(2pif0t). (2.13)
where f0 is the frequency of the fundamental resonant mode, and Q the damp-
ing factor.
Figure 2.3 shows a model of the full inspiral-merger-ringdown waveform
emitted during the coalescence of two stellar mass black holes, at a distance of
100 Mpc. This model [61] matches a PN inspiral approximation to the output
of a number of numerical simulations to produce an analytical model for the
full coalescence event waveform.
The data from GW detectors operating during S4 have been searched for
signals from black hole ring-downs by matched-filtering a bank of waveforms
against the data. This search modelled black holes with mass between 10 M
and 500 M, with no detections made, and a 90% confidence upper limit on
the rate density of 3.2× 10−5 yr−1 Mpc−3 was set.
Similarly, a search for full GW inspiral-merger-ringdown (IMR) signals from
binary black hole (BBH) coalescences with total mass in the range 25−100 M
has been completed using more recent data from the LIGO-Virgo network
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Figure 2.3: The gravitational waveform emitted during the coalescence of two
equal-mass, non-spinning black holes [61]. The inspiral, merger,
and ringdown components, as described in the text, can all be
seen.
during the joint run S6/VSR2/3. This search also made no detections and
placed rate density upper limits as a function of component mass [20] (figure
5).
2.5.3 Binary event rate
While CBCs are theoretically a plausible source of GWs, with a firm model
for the waveform, building a detector to search for them would be ill-advised
if these events were prohibitively rare. A number of methods have been used
to estimate rates of binary mergers detectable by both the first- and second-
generation ground-based GW detectors [52] placing estimates on BNS merger
events between 0.01− 50 Myr−1 Mpc−3 [62, 63]. The range of these estimates
highlights the inherent uncertainty in predicting event rates, with theoreti-
cal models of binary evolution compared with extrapolations based on the
observed BNS populations providing a range of several orders of magnitude
between pessimistic and maximally optimistic rates. Readers are referred to
[52] for a review of these methods and their implications for event rates.
Given the sensitivities of the first-generation instruments during the joint
S5/VSR1 data-taking run, these astrophysical rates can be converted to de-
tection rates of between 10−4 − 0.6 per year – one can see that detection with
the first-generation would have been fortuitous. However, when the sensitivity
of the forthcoming second-generation GW detectors is folded into these esti-
mates, a detection rate between 0.4−400 (realistically ∼ 40) BNS mergers per
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year is expected2. Even with pessimistic rate estimates, regular detection of
GW signals from BNS coalescences is expected in the Advanced Detector Era
(ADE).
2These estimates assume a network of detectors operating at their designed sensitivity.
This is expected ∼ 2018, rather than during their first data-taking runs [64].
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Gravitational wave detectors
In part I we saw the prediction of gravitational waves, and the form they take
when propagating from a source. We also saw a number of likely astrophysical
source objects, briefly touched on their signal models, and skimmed over the
latest search results.
We now move on to the more practical issue of detecting gravitational
waves, with our focus on ground-based laser interferometers. A number of
these instruments were constructed and formed the so-called first-generation
detector network, including TAMA300 [65], GEO600 [14], LIGO [13], and
Virgo [15].
This chapter outlines the theoretical approach to detecting gravitational
waves using laser interferometers, whereby astrophysical signals introduce a
differential phase offset between a laser beam in each of the instrumental
arms. We include descriptions of the optical layout and operation of such
instruments, and detail their sensitivity as limited by three fundamental noise
sources. Finally, a brief description of the eagerly-awaited second-generation
instruments is given.
3.1 The effect of gravitational waves on an ob-
server
Throughout the derivations of gravitational-wave propagation from chapter 1,
the transverse, traceless gauge was used to simplify the mathematics. This
choice allowed identification of the ‘plus’ and ‘cross’ polarisations of the wave-
forms, and allowed us to de-couple the signal into these two parts.
When considering the detection of these signals, we use the fact that the
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TT gauge was constructed such that velocities in this gauge, dxi/dτ , are zero
at all times [30], meaning the coordinate separation of two points will not
change. However, we can show that a passing gravitational wave will change
the time taken for light to travel between these points.
Consider, for simplicity, a linearly polarised gravitational wave (h× = 0)
propagating in the z-direction. In the TT frame we have
ds2 = gµνdx
µdxν = (ηµν + hµν) dx
µdxν
= −c2dt2 + dx2 (1 + hTT+ )+ dy2 (1− hTT+ ) . (3.1)
Now, if we consider an observer sending a beam of photons travelling in the
x-direction, we have to first order in h,
dt =
dx
c
(
1 +
1
2
h+(t)
)
. (3.2)
and so the time taken to travel between two points, from x0 at time t0 to x1
at time t1, can be obtained by integrating equation (3.2):
∆t = t1 − t0 = L
c
+
1
2
∫ t1
t0
dt′h(t′) (3.3)
where L is the fixed coordinate distance between the two points. So, we see
the GW will introduce a change in the travel time.
3.2 Laser interferometers as gravitational-wave
detectors
Given the above interaction between light and gravitational waves, laser inter-
ferometers are considered an ideal instrument with which to measure a light
travel time change in two orthogonal directions, and directly detect a strain
induced by GWs.
We can adapt the simple example of the previous section to that of a
Michelson-Morley laser interferometer [66], in which a single laser beam is
separated at a 50%-transmissive ‘beam-splitter’ mirror, with one beam prop-
agating in one direction (known as an ‘arm’) and another propagating in a
perpendicular direction. Each beam is fully reflected at the end of the arm
and returns to recombine at the beam-splitter, when some part of each beam
will be reflected or transmitted back towards the input, and some towards
– 30 –
Chapter 3. Gravitational wave detectors
Figure 3.1: Layout of an idealised Michelson interferometer [67]. Overlaid in
blue is the interaction of a linearly polarised gravitational wave
travelling in the vertical direction, as described in the text.
a photo-detector. Predictably, we choose to orient our coordinates so that
one arm points in the x-direction, and the other in the y; figure 3.1 shows
a schematic of the Michelson interferometer, including a representation of a
linearly-polarised gravitational wave travelling in the z-direction.
If each of the mirrors can be shielded from external forces – by inserting
in a vacuum, and suspending from a pendulum, for example – they are good
approximations to the ideal test masses considered in the toy model of sec-
tion 3.11. The change in light travel time induced by GWs manifests as a
phase offset in the beams travelling in each arm, changing the interference
pattern between them as they recombine at the beam-splitter and propagate
towards the output.
For the beam travelling in the x-direction, we can adapt equation (3.3) to
measure the time taken for a round-trip down the arm (time t0 to t1) and back
(time t1 to t2),
∆t = [t2 − t1] + [t1 − t0]
=
[
Lx/c+
1
2
∫ t2
t1
dt′ h+(t′)
]
+
[
Lx/c+
1
2
∫ t1
t0
dt′ h+(t′)
]
=
2Lx
c
+
1
2
∫ t2
t0
dt′ h+(t′) (3.4)
where Lx is now the length of the interferometer arm.
We can consider a GW model of the form
h+(t) = h0 cos (ωgwt) (3.5)
1It must be noted, however, that some external forces cannot be shielded, gravity gradient
noise for example [68], and that their impact is truly limiting.
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and so equation (3.4) gives (as always, to first order in h0)
∆t =
2Lx
c
+
sin(wgwLx/c)
wgw
h0 cos [wgw(t− Lx/c)] . (3.6)
The resultant phase shift in the x-arm due to gravitational waves is then
∆φx(t) =
ωL
ωgw
sin(wgwLx/c)h0 cos [wgw(t− Lx/c)] , (3.7)
where ωL is the frequency of the laser beam.
If the two interferometer arms are of equal length then the phase shift in
the y-arm is the negative of that in the x2, and so the differential phase shift
induced by GWs in an interferometer is
∆φMich = ∆φx −∆φy = 2∆φx. (3.8)
The electric field at the output can be expressed as [30]
Eout(t) = Ex(t) + Ey(t) = −iE0e−iωL(t−2L/c) sin[φ0 + ∆φx(t)] (3.9)
where φ0 is the phase of the light at the output in the absence of any gravita-
tional waves. This phase can be chosen as part of the experimental configura-
tion, as described in section 3.3.2.
Detecting modulations of the electric field, its amplitude, and its phase,
can allow the detection of gravitational waves. However, as we will see in
the remainder of this chapter, all interferometer components – analogue and
digital, environmental and instrumental – will constrain the sensitivity of the
instrument by adding their own amplitude and phase modulations as noise on
the output photodetector. Understanding and attenuation of these noises is
key to maximising the scientific output of the search for gravitational waves,
as discussed in more detail in chapters 4 and 5.
3.3 First-generation laser interferometers
Based on the above methods, a number of kilometre-scale laser interferome-
ter detectors have been constructed and operated. The first large-scale laser
interferometer detector, TAMA300 [65], took its earliest science data in 1999,
2The phase change upon reflection from the front of the beam-splitter, for the y-arm
beam, relative to the reflection from the back of the beam-splitter after the round trip for
the x-arm beam, introduces an overall sign change [69].
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with 300 metre arms, while the GEO600 detector [14] was completed in 2001,
with a 600 metre arm length. The Laser Interferometer Gravitational-Wave
Observatory project (LIGO) [13] finished construction in 2002 of three inter-
ferometers at two sites, including two with 4-kilometre arm lengths and a third
(co-located with one of the others) with 2 km arms. Each of the TAMA300
and LIGO instruments used additional mirrors at the beginning of the arms to
create a Fabry-Perot optical cavity, causing the laser light to circulate in the
arms for a much longer time before recombination at the beam-splitter [11].
The Virgo detector [15] joined the network in 2007, with 3 km Fabry-Perot
arm cavities.
All of the instruments above had a similar overall design, but each in-
cluded a number of unique components that allowed increased sensitivity to
various sources. The smaller scale of GEO600 in particular has driven sev-
eral innovative techniques to be first tested on that instrument, in order to
improve sensitivity relative to the larger detectors, including triple pendu-
lum suspensions [70]; signal recycling [71]; DC readout with an output mode
cleaner [72, 73]; and quantum squeezing [74]. The following description is for
the LIGO detectors as operated during LIGO Science Run 6 (S6).
3.3.1 Optical layout
The first-generation LIGO instruments were augmented versions of the Michelson-
Morley instrument, as shown in figure 3.2. In this design, the primary light
source was a 35 Watt laser system, employing feedback loops to stabilise both
the intensity and frequency outputs [76], injecting at most 20 W of light at
1064 nm into the main interferometer3. To shield components from acoustic
noise and to stop the beam scattering off gas particles, most components of
each of the large scale interferometers are housed inside an ultra-high vacuum
system [77]. An electro-optic modulator added radio frequency (RF) sidebands
to the input beam, used for control of the instrument at various points, be-
fore it was incident on a triangular mode cleaner. This optical cavity filtered
higher-order optical modes from the light to to ensure maximum transmis-
sion of a fundamental Gaussian beam profile before the beam entered the full
interferometer.
The simple Michelson layout was enhanced with a power recycling mir-
ror, forming a secondary optical cavity with the input test masses; the laser
3With a higher input laser power, maintaining resonance in the arm cavities is more
difficult, and so the full 35 W input was not used [26].
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Laser Modulator
Input Mode
Cleaner
Output Mode
Cleaner
(Enhanced LIGO Only)
Power
Recycling
Mirror
Y-End 
Test Mass
X-End 
Test Mass
Input Test 
Masses
Photodiode Interferometer Readout
Beamsplitter 4km
Figure 3.2: Optical layout of the LIGO interferometers during S6 [75]. The
original Michelson-Morley design has been expanded with optical
mode cleaners (both input and output), a power recycling mirror,
and input test masses.
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power reflected from the beam-splitter towards the input was recycled into
the arms, effectively increasing the input laser power by a factor of ∼ 40 [78].
As mentioned above, the input test masses (see figure 3.2) were used to form
Fabry-Perot cavities in the arms, allowing power to build up in resonance and
acting to store light for a longer period. If we recall equation (3.8), we see the
maximal phase shift due to GWs occurs when ωgwL/c = pi/2 or
L =
pi
2
c
wgw
=
λgw
4
. (3.10)
So, for a gravitational wave at 500 Hz the optimal arm length is 150 kilometres.
The Fabry-Perot cavity allows this to be achieved in a practical manner by
effectively increasing the arm length of the instrument.
Light eventually reflected towards the output system was further cleaned
by an output mode cleaner, which also acted to reduce the power incident on
the detection photodiodes which recorded the signal [79].
3.3.2 Detector operation
As described above, the instruments detect GWs by measuring the amplitude
and phase of the light incident on the output photodiode. In order to maintain
resonance in the various optical cavities, and allow signal power to build up
in the instrument, the detector is operated such that each cavity length is an
integer multiple of the laser wavelength. The two arms are stabilised through
sensing of their common and differential motion, whilst the power recycling
cavity length is stabilised separately.
Additionally, during the first five LIGO Science Runs (S1–S5), the relative
distances of each input test mass from the beam-splitter were controlled to en-
sure the light on the output photodiode was on a dark fringe. In this mode, the
main laser light from each arm interferes deconstructively at the beam-splitter,
whereby GW-induced phase-modulation sidebands will interfere constructively
(recall the 180° phase shift described in footnote 2), and register as power on
the output photodiode.
For S6, LIGO adopted a new detection system, in which the Michelson
phase is stabilised away from a dark fringe, and the main laser beam is used to
carry GW power to the output [72, 80]. A more complete description of this
DC readout system, and other upgrades installed for S6, dubbed Enhanced
LIGO, will be given in chapter 4.
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3.4 Detector sensitivity
The sensitivity of all laser interferometer detectors is measured in terms of
the GW strain amplitude spectral density (ASD) as a function of frequency;
figure 3.3 shows the sensitivities of the LIGO detectors during the last science
run (S6). The sensitivity is built-up through combinations of a vast array of
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Figure 3.3: Representative strain noise amplitude spectra of the first-
generation LIGO interferometers [81]. Here the prefixes ‘H1’ and
‘L1’ refer the 4-km instruments at each of the two LIGO sites.
The overall sensitivity is limited in the low- (. 40 Hz), mid-
(∼ 40 − 200 Hz), and high-frequency bands (& 200 Hz) by seis-
mic, thermal, and shot noise respectively.
system components, with the three dominant contributions described below.
3.4.1 Seismic noise
At the lowest frequencies, up to ∼ 40 Hz, the dominant noise source is seis-
mic motion. The instrument is built to measure microscopic displacements of
macroscopic mirrors, meaning any extra motion of components caused by an
auxiliary source will overwhelm a GW signal. Figure 3.4 shows the displace-
ment noise caused by seismic motion at each LIGO site, outlining the level of
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Figure 1. Current estimates of the contributions of various detector noise sources to the Advanced
LIGO strain (h) sensitivity level (left), and the resulting requirement on displacement noise (right)
where the seismic isolation system supports the test mass suspension, together with approximate
displacement noise spectral densities at the two LIGO sites.
for binary neutron star inspiral sources by a factor of 10 and multiplying the detection rate by
1000. Figure 1 (left) shows the advanced LIGO team’s preliminary strain noise estimates of
the detector noise levels [1].
The general mechanical structure of advanced LIGO is planned to be similar to that of
LIGO-1; a seismic isolation system supports and isolates an in-vacuum optics table on which
test mass suspensions and other components are attached [2]. The solid trace in the right plot
of figure 1 is the amplitude spectral density (ASD) of the part of Advanced LIGO’s noise
budget allocated to vibrational noise on the optical table. This includes transmitted ground
vibration as well as internally generated noise. In comparing this requirement with the other
two traces, which are the typical LIGO ground noise ASDs, one can see that the seismic
isolation system has to reduce noise at the ≈0.15 Hz microseismic peak by about a factor of
10, and must reduce noise in the 1–10 Hz band by about a factor of 1000. The remainder of
this paper describes how this may be achieved.
2. System description
Isolation from seismic noise is provided by an external actuation stage, a two-stage active
isolation platform (supporting the optics table) and by the test mass suspension itself (see
figure 2).
2.1. Structure and performance
The external stage provides±1 mm of actuation in the three displacement degrees of freedom
(DOFs) and±0.5 mrad in the angular DOFs by the use of laminar-flow, low-pressure hydraulic
fluid to compress and expand steel bellows. The large weight of the external stage and all
of the in-vacuum payload is supported by stiff steel springs. We expect that actuation of this
outermost stage can be used to track the Earth’s tides, as well as to correct at each vacuum
tank for large amplitude low-frequency (0.1 Hz to several hertz) motion as measured by
nearby seismometers. The expected motion levels on this stage are indicated in figure 2; the
microseismic peak ASD should be below 2 × 10−7 m Hz−1/2 there.
Inside the vacuum tanks, the next element in the design is a two-stage active isolation
platform that supports the optics table. Each stage contains relative position sensors and
Figure 3.4: Models of the seismic displacement noise spectra at each of the
LIGO sites [82], and the requirement for aLIGO design sensitivity.
Whilst the seismic noise level drops with frequency, the sensitivity
goal requires an increasing level of damping, already at a factor
of ∼ 500 above a few Hertz. Further damping via passive suspen-
sions is required to get from this system requirement to the full
interferometer sensitivity.
attenuation required for the Advanced LIGO (aLIGO) seismic isolation sys-
tem, es ecially at high r frequencies.
This seismic noise is mitigated by a combination of active and passive
isolation systems. In the early science runs, a simple pre-isolation system was
used whereby the signal from a seismometer attached to the vacuum tank
containing each arm cavity mirror was fed forward to actuators on the sides
of the tank to mitigate motion. At LIGO Livingston Observatory (LLO) for
S6, an advanced hydraulic system was used, whe a tripl seismometer signal
was used as input for eight actuators controlling the six degrees of freedom of
the in-vacuum optical tables [83]. In addition, a multiple-pendulum stack is
used to passively damp motion above the resonance frequency of the pendula;
figure 3.5 shows the response of a pendulum to an external stimulus: the
response is flat up to the resonance (∼ 1 Hz) at which any stimulus is greatly
magnified, and above which the amplitude falls away with frequency. The
materials of the suspensions, and the methods by which they are connected
to the mirrors were chosen to have the resonances at low frequency (below
the detection band of the full interferometer), and with high quality factor,
providing a very narrow peak. In first-generation LIGO core optics were hung
from triple suspensions, h le quadruple stacks will be in use for Advanced
LIGO (see section 3.5.1).
– 37 –
3.5. Second-generation detectors
3.4.2 Thermal noise
There is no reason that seismic noise cannot be damped further, and fur-
ther, until the resulting motion is below the required levels. However, due to
mechanical thermal excitations, the test mass suspensions – and the masses
themselves – will move, creating another noise source [84]. These noises are
fundamentally limited by the equipartition theorem, which puts a lower limit
on the random motion of the mirror surfaces at the atomic level [85]. The
thermal noise of the mirror suspensions is concentrated around the vibrational
resonances as shown in figure 3.6 (c.f. figure 3.5).
Dissipative losses from the suspensions can be reduced by making the wires
as thin as possible, or using a less dissipative material; first-generation iLIGO
used steel wires, while aLIGO will use fused silica [87]. In addition the res-
onances are tuned to be outside of the detection band of the instrument as
much as is practicable. Thermal noise in the test masses is dominated by the
coatings used to provide a smooth surface.
3.4.3 Quantum noises
The third main noise category is roughly split into two parts, with radiation
pressure noise another dominant component at mid frequencies, while quantum
shot noise dominates fundamentally at high frequencies [88].
Radiation pressure noise is caused by quanta of light in the laser beam
transferring momentum onto the mirrors upon reflection. This noise is most
prevalent around 50 Hz – and will be limiting for aLIGO – but can be mitigated
with larger, heavier mirrors; however, higher laser power (as used in S6 and
planned for aLIGO) will exacerbate the problem.
Quantum shot noise is the dominant noise above a few hundred Hertz, and
comes as a result of statistical fluctuations in the rate of photons incident on
the output photodiode. The magnitude of this noise is ruled by the Planck
constant, h, and laser power in the interferometer. Thus it is fundamental for
a given laser, but can be reduced by moving to a higher power – at the expense
of higher radiation pressure noise.
3.5 Second-generation detectors
The first-generation LIGO detectors described above stopped operation in Oc-
tober 2010, ending the second joint science run with the Virgo detector. These
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Figure 3.5: Example of the transfer function for a pendulum [86]. The re-
sponse to a stimulus falls away with frequency above the fun-
damental resonant peak. Higher order resonances are hidden by
other noise sources in all GW detectors.
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FIG. 10. Thermal noise of the three mirror’s displacement degrees of freedom.
25
Figure 3.6: Thermal displacement noise for the Initial LIGO (iLIGO) mir-
rors [84]. The thermal noise from the test mass suspensions is
heavily coupled to the resonant modes of oscillation (cf. fig-
ure 3.5).
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Figure 3.7: The simplified optical layout of the aLIGO interferometers [89].
The improved design includes a signal-recycling cavity relative to
initial LIGO (cf. figure 4.1).
instruments were decommissioned in preparation for the installation of the
second-generation Advanced LIGO interferometers [89]. Virgo remained in
operation until late in 2011, operating a joint run with GEO600, before it too
was decommissioned to make way for Advanced Virgo [90, 91].
The Advanced LIGO detectors are designed to be an order of magnitude
more sensitive to GW strain amplitude than the first-generation, representing
an ×1000 increase in the rate of detectable events.
3.5.1 Key hardware improvements
The aLIGO instruments include a huge number of upgrades and improvements
relative to the first-generation LIGO design [89, 92]. We detail a number
of the key upgrades that improve performance relative to each of the three
fundamental noise sources described above. The designed layout of the new
instruments is shown in figure 3.7.
Seismic isolation
For aLIGO, the seismic isolation system is split into two designs, separately for
the large chambers containing suspended core optics – the beam-splitter and
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test mass mirrors – and the small chambers with auxiliary optics – steering
mirrors and optical periscopes, for example – mounted on tables [82, 83].
Both styles of chamber will be fitted with the hydraulic actuation system
installed at LLO during S6 (see chapter 4 for more details). A combination of
feed-forward controls from seismometers on the ground and feed-back controls
from various sensors attached to vacuum chambers will be used to provide a
factor of 10 decrease in seismic noise up to 5 Hz. Additionally, an in-vacuum
feed-back system will control two stages of the isolation platform from which
the optics are suspended, to mitigate motion above 0.2 Hz.
Suspensions and optics
The core optics (test masses and the beam-splitter), will be suspended from a
quadruple pendulum system, adapted from that used first with GEO600 [93].
In this design, the final stage suspension wires, the mirror suspension bonds
(‘ears’), and the test mass mirrors themselves will all be made from the same
materials, and bonded together to create a monolithic final stage with much
lower loss than that used in initial LIGO [87, 94]. It is predicted that the
thermal noise from this system will sit below that of radiation pressure noise
(contrary to the initial LIGO design), however this depends on the laser power
used in operations.
The test mass optics themselves will be 40 kg (10 kg for initial LIGO) silica
cylinders [89]; greater mass and larger radius relative to the first-generation will
reduce radiation pressure noise whilst still being practical. Improved coatings
have also been developed to reduce thermal noise and scattering [95].
To compensate for the increased thermal lensing effects of a higher laser
power, ring heaters are being fitted around the input test masses, designed
to radiate onto the outer barrel of the optics and reduce the lensing curva-
ture [96]. A CO2 laser system similar to that from initial LIGO will also heat
reaction masses immediately behind the test masses (‘compensation plates’ in
figure 3.7) to dynamically shape the optic through radiative heating.
Input laser
A more powerful laser system will be used to provide the main beam into
the interferometer. Similar to initial LIGO, a 1064 nm laser will be used,
but now with a peak input power of 180 W [97]. This system builds on the
35 W input used in S6, with an extra ring oscillator stage to build power to
the maximum. Improved amplitude- and frequency-stabilisation systems have
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also been developed. At the time of writing, this system has already been
installed, and is in performance testing, at both of the LIGO sites.
Signal recycling
While the first-generation LIGO detectors were power-recycled interferome-
ters, the aLIGO detectors will be dual-recycled, with the inclusion of a signal-
recycling mirror [98]. This mirror constructs another auxiliary optical cavity
used to recycle signal power from the output port back into the main inter-
ferometer. Dual-recycling has successfully been implemented for the GEO600
detector [71].
3.5.2 Sensitivity improvement
As noted above, these improved components will give the second-generation
instruments a factor of ten increase in sensitive distance, if they run in their
designed configuration. However, the design sensitivity will not immediately be
achieved in the first advanced science run; rather a series of shorter data-taking
periods, with ever-increasing sensitivity, will lead to this level by the year
2019 [64]. Figure 3.8 shows the projected evolution of the spectral sensitivity
over a number of observing periods.
As the sensitivity increases, the detectable rate of events will rise. While
the first-generation instruments, at the peak of their sensitivity, had a plausible
detection rate of 1 event per 50 years (for a binary neutron star coalescence),
the second-generation detectors running at their design sensitivity should see
around 40 such events every year [52] (recall the substantial error bars from
section 2.5.3).
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Figure 3.8: Evolution of the strain sensitivity of the aLIGO detectors through
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designed sensitivity [52]. The pink curve shows the sensitivity in
the case of the full instrumental configuration tuned for maximal
sensitivity to a binary neutron star merger. For each stage, the
average sensitive distance to such a BNS merger event is given in
Mpc.
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Characterisation of the LIGO
detectors during their sixth
science run
4.1 Introduction
Between July 2009 and August 2010, the LIGO [13] operated two kilometre-
scale laser interferometers as part of a global network aiming to detect and
study GWs of astrophysical origin. These detectors, at LIGO Hanford Obser-
vatory, WA (LHO), and LIGO Livingston Observatory, LA (LLO) – operating
beyond their initial design with greater sensitivity – took data in collaboration
with GEO600 [14] and Virgo [15].
The data from each of these detectors have been searched for GW sig-
nals from a number of sources, including CBCs [18, 19, 20], unmodelled GW
bursts [19, 21], non-axisymmetric spinning neutron stars [42], and a SGWB [99].
The ideal performance of each of these analyses is determined by the searched
volume of the universe times the searched time duration. However, long and
short duration artefacts in real data, such as glitches and spectral lines, further
restrict the sensitivity of GW searches.
Searches for transient GW signals including CBCs and GW bursts are sensi-
tive to many short-duration noise events (known as glitches), the most common
artefacts seen in the LIGO detectors, coming from a number of environmental,
mechanical, and electronic mechanisms. Each search pipeline employs powerful
signal-based methods to distinguish a GW event from noise [48, 100, 101, 102],
but also relies on careful studies of the detector behaviour to provide infor-
mation that leads to improved data quality through ‘vetoes’ that remove data
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likely to contain noise artefacts from the analyses. Searches for long-duration
continuous waves (CWs) and a SGWB are sensitive to disturbances from spec-
tral lines and other sustained noise artefacts. These effects cause elevated noise
at a given frequency and so impair any search over these data.
This paper describes the work done to characterize the LIGO detectors
and their data during the S6, and estimates the improvement in sensitivity for
analyses resulting from detector improvements and data quality vetoes. This
work follows from previous studies of LIGO data during S5 [103, 104] and
S6 [105, 106]. Similar studies have also been performed for the Virgo detector
relating to data taking during Virgo Science Runs (VSRs) 2, 3 and 4 [107, 108].
Section 4.2 details the configuration of the LIGO detectors during S6, and
section 4.3 details their performance over this period, outlining some of the
problems observed and improvements seen. Section 4.4 describes examples
of important noise sources that were identified at each site and steps taken
to mitigate them. In section 4.5, we present the performance of data-quality
category vetoes when applied to each of two astrophysical data searches: the
ihope CBC pipeline and Coherent WaveBurst (cWB) burst pipeline. A short
conclusion is given in section 4.6, along with plans for characterization of the
next-generation Advanced LIGO detectors, currently under construction.
4.2 Configuration of the LIGO detectors dur-
ing the sixth science run
The first-generation LIGO instruments were augmented versions of the Michel-
son interferometer [66], with which GW amplitude is measured as a strain of
the 4-kilometre arm length, as shown in figure 4.1 [75]. In this layout, a diode-
pumped, power-amplified Nd:YAG laser generated a carrier beam in a single
longitudinal mode at 1064 nm [109]. This beam passed through an electro-optic
modulator which added a pair of RF sidebands used for sensing and control
of the test mass positions, before the modulated beam entered a triangular
optical cavity. This cavity (the ‘input mode cleaner’) was configured to filter
out higher-order spatial modes from the main beam before it entered the main
interferometer.
The initial Michelson design was enhanced with the addition of a power-
recycling mirror, which reflected any light returned towards the input system
back into the interferometer. The resonant build-up in the power recycling cav-
ity (PRC) acted to effectively increase the power of the input laser beam [78].
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Figure 4.1: Optical layout of the LIGO interferometers during S6 [75]. The
layout differs from that used in S5 with the addition of the output
mode cleaner.
Additionally, the effective lengths of the interferometer arms were increased
with the addition of input test masses; these formed Fabry-Perot cavities in
the arms, storing the light for a much longer time. During S5, the relative
lengths of each arm were controlled to ensure that the light exiting each arm
cavity interfered destructively at the output photodiode, and all power was
returned towards the input. In such ‘dark fringe’ operation, the phase mod-
ulation sidebands induced by interaction with GWs would interfere construc-
tively at the output, recording a GW strain in the demodulated signal. In
this configuration, the LIGO instruments achieved their design sensitivity goal
over a 2-year run. A thorough description of the initial design is given in [13].
For the sixth science run (S6), a number of new systems were implemented
to improve sensitivity and to prototype upgrades for the second-generation
aLIGO detectors [75, 89]. The initial input laser system was upgraded from a
10 W output to a maximum of 35 W, with the installation of new master ring
oscillator and power amplifier systems [110]. The higher input laser power
from this system improved the sensitivity of the detectors at high frequencies
(> 150 Hz) and allowed prototyping of several key components for the aLIGO
laser system [111]. Additionally, an improved CO2-laser thermal-compensation
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system was installed [112, 113] to counteract thermal lensing caused by expan-
sion of the test mass coating substrate due to heat from absorption of the main
beam.
An alternative GW detection system was installed, replacing the initial het-
erodyne readout scheme [114]. A special form of homodyne detection, known
as DC readout, was implemented, whereby a local oscillator field was intro-
duced at the same frequency as the main laser beam [80]. In this system, GW-
induced phase modulations would interfere with this field to produce power
variations on the output photodiode, without the need for demodulating the
output signal. In order to improve the quality of the light incident on the out-
put photodiode in this new readout system, an output mode cleaner (OMC)
cavity was installed to filter out the higher-order mode content of the output
beam [115]. The OMC was required to be in-vacuum, but also highly stable,
and so a new single-stage seismic isolation system was designed and installed
for the output optical platform [116], from which the OMC was suspended.
Futhermore, controls for seismic feed-forward to a hydraulic actuation sys-
tem were implemented at LLO to combat the higher level of seismic noise at
that site [117]. This system used signals from seismometers at the Michelson
vertex, and at ends of each of the arms, to suppress the effect of low-frequency
(below ∼ 10 Hz) seismic motion on the instrument.
4.3 Detector sensitivity during S6
The maximum sensitivity of any GW search, such as those cited in section 4.1,
is determined by the amount of coincident multi-detector operation time and
astrophysical reach of each detector. In searches for transient signals these
factors determine the number of sources that could be detected during a science
run, while in those for continuous signals they determine the accumulated
signal power over a data-taking run.
The S6 run took place between July 2009 and October 2010, with each
detector recording over seven months of data in that period. The data-taking
was split into four epochs, A–D, identifying distinct analysis periods set by
changes in detector performance or the detector network itself. Epochs A and
B ran alongside the second Virgo Science Run (VSR2), before that detector
was taken off-line for a major upgrade [108], with S6A running for ∼ 2 months
before a month-long instrumental commissioning break; S6B ran to the end
of 2009, before another commissioning break. The final 2 epochs, C and D,
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Figure 4.2: A histogram of the duration of each science segment for the LIGO
detectors during S6. The distribution is centred around ∼ 1 hour.
spanned a continuous period of detector operation, over nine months in all,
with the distinction marking the start of VSR3 and the return of a three-
detector network.
Instrumental stability over these epochs is measured by the detector duty
cycle – the fraction of the total run time during which science-quality data was
recorded. Each individual data-taking stretch is known as a science segment,
when the interferometer arm cavities are locked in resonance and the spectral
sensitivity is deemed acceptable by an operator on duty. A science segment
is typically ended by a critically large noise level in the instrument meaning
arm-cavity resonance cannot be maintained by the electronic control system
(known as lock-loss), however a small number of segments are ended manually
during clean data in order to perform a measurement for calibration purposes,
for example. Figure 4.2 shows a histogram of science segment duration over
the run; as seen, the majority of segments span several hours, but there are a
significant number of shorter segments, symptomatic of interferometer insta-
bility. In particular, for L1 the rate of shorter segments is higher than that
for H1, a result of poor detector stability during the early part of the run,
especially during S6B.
Table 4.1 summarises the science segments for each site over the four run
epochs. Both sites saw an increase in duty cycle, that of H1 increasing by
30%, and L1 by over 40% between epochs A and D. Additionally, the median
duration of a single science-quality data segment more than doubled at both
sites between the opening epochs (S6A and S6B) and the end of the run. These
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Epoch Median
duration (mins)
Longest duration
(hours)
Total live time
(days)
Duty cycle (%)
S6A 54.0 13.4 27.5 49.1
S6B 75.2 19.0 59.2 54.3
S6C 82.0 17.0 82.8 51.4
S6D 123.4 35.2 74.7 63.9
(a) H1
S6A 39.3 11.8 25.6 45.7
S6B 17.3 21.3 40.0 38.0
S6C 67.5 21.4 82.3 51.1
S6D 58.2 32.6 75.2 64.3
(b) L1
Table 4.1: Science segment statistics for the LIGO detectors over the four
epochs of S6.
increases in stability highlight the developments in understanding of the critical
noise couplings and how they affect operation of the instruments, as well as
improvements in the control system used to maintain cavity resonance.
The sensitivity to GWs of a single detector is typically measured as as a
strain amplitude spectral density of the calibrated detector output. This is
determined by a combination of noise components, some fundamental to the
design of the instruments, and some from additional noise coupling from instru-
mental and environmental sources. Figure 4.3 shows the representative ampli-
tude sensitivity of the LIGO detectors during S6. The dominant contribution
below 40 Hz is noise from seismically-driven motion of the core interferome-
ter optics, and from the servos used to control their alignment. The reduced
level of the seismic wall at L1 relative to H1 can be, in part, attributed to the
prototype hydraulic isolation installed at that observatory [117]. Intermedi-
ate frequencies, 50-150 Hz, have significant contributions from thermal effects:
mechanical excitations of the test masses and their suspensions due to thermal
motion [118, 95]. Above 150 Hz, quantum shot noise from discrete photon de-
tection at the output port is the dominant fundamental noise source [119]. The
spectral sensitivity gives a time-averaged view of detector performance, and so
is sensitive to the long-duration noise sources and signals, but is insensitive to
transient noise and signals.
The standard measure of a detector’s astrophysical reach is the distance to
which that instrument could detect GW emission from the inspiral of a binary
neutron star system with a signal-to-noise ratio (SNR) of 8 [120, 17], averaged
over source sky locations and orientations. Figure 4.4 shows the evolution of
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Figure 4.3: Representative strain amplitude sensitivity of the LIGO detectors
during S6.
this value over the science run, with each data point representing an average
over 2048 s of data. Over the course of the run, the detection range of H1
increased from ∼ 16–20 Mpc, and of L1 from ∼ 14–20 Mpc. The instability
of S6B at L1 can be seen between days 80–190, with the lower duty cycle
(also seen in table 4.1) and low detection range; this period included extensive
commissioning of the seismic feed-forward system at LLO [117].
For sources uniform in volume (such as binary neutron stars), the expected
detectable number for an instrumental network is determined as the product
of the searched volume of the universe and the searched duration. From the
increased amplitude sensitivity, and improve duty cycle seen between S6 epochs
A and D, the rate of detectable sources for the LIGO detectors was greatly
increased.
4.4 Data quality issues
Detector data frequently contains components from non-fundamental noise
sources, that can have a significant impact on search sensitivity. The chal-
lenge, then, is to identify the sources of the important non-Gaussian noise
components and reduce them or to veto the times or spectral frequencies at
which they occur. One of the methods for doing this is to correlate noise in the
detector outputs with one or more of the > 20, 000 auxiliary signals recorded
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Figure 4.4: The inspiral detection range of the LIGO detectors throughout
S6 to a binary neutron star merger, averaged over sky location
and orientation. The rapid improvements between epochs can be
attributed to hardware and control changes implemented during
commissioning periods.
by instrumental and environmental sensors at each observatory.
Each noise investigation probes different detector components and requires
different methods, but the basic form is as follows. A new noise source is
identified in the GW data, either by its effect on the sensitivity of an astro-
physical search, or a change in the detector power spectral density (PSD), and
logged for a follow-up investigation. This noise is then correlated to an aux-
iliary instrumental or environmental signal, one that would not see the effect
of a GW signal, and the coupling mechanism hopefully identified. During S6
tens of thousands of instrumental control signals were recorded, along with
a number of acoustic, magnetic, and seismic sensors monitoring the physical
environment around the instrument [121].
This coupling is identified by scanning auxiliary data around the noisy
time, or by studying statistical correlations between glitches in these data and
the GW data. Ideally this auxiliary system can be modified in hardware,
or in control software, to remove this noise source from current and future
data. However, when such a fix cannot be implemented, or when contaminated
data will corrupt an analysis, noisy periods in this auxiliary channel are noted
and recorded as likely to adversely affect the GW data. These data quality
(DQ) flags and their associated time segments are recorded; each analysis can
construct lists of times with elevated noise to use in deciding which time to
analyse, or which detection candidates to reject as likely noise artefacts. In
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section 4.5, we show the positive impact of identifying noisy times, even if an
instrumental fix cannot be implemented.
Special care must be taken to ensure that a flag will not be activated under
the influence of an astrophysical event, and so all flags are tested against
simulated GW signals known as hardware injections. These are performed by
mechanically exciting one of the interferometer test masses to mimic a passing
GW, testing the instrument calibration, analysis efficiency, and DQ flag safety.
If a statistically significant number of hardware injections are associated with
a given flag, it is considered unsafe and is not used.
The remainder of this section outlines a number of specific issues that were
present for some time during S6 at LHO or LLO, some of which were fixed at
source, some which were tagged to be vetoed, and one which was not resolved.
4.4.1 Seismic noise
In the initial design for LIGO, seismic noise was predicted to limit the sensitiv-
ity to GWs below 40Hz. As described above, seismically driven motion did, in
fact, limit the spectral sensitivity during S6. However, seismic noise was also
observed to be strongly correlated with glitches in the detector output, often
at higher frequencies (∼ 100 − 200 Hz) than those limited by linear coupling
of seismic noise.
During S6, the low-latency KleineWelle and the Ω-pipeline [122] glitch mon-
itors identified seismic noise as a regular source of short-duration glitches dur-
ing working hours at both sites. The top panels of figure 4.5 shows traces
and a time-frequency map of seismic motion on the floor of the LHO instru-
mental area, with the lower left and right panels highlighting the correlation
with events recorded by low-latency burst and inspiral searches respectively.
Crucially, during high seismic noise, the low-latency inspiral pipeline ‘daily
ihope’ [102] produced candidate events (triggers) across the full range of sig-
nal templates. This behaviour of these DQ event generators was echoed by
the full analyses for burst and CBC, increasing the significance of the noise
backgrounds and limiting the sensitivity of the searches.
A new method of targeting the the Ω-pipeline at noise events in seismometer
data was developed in order to identify times of high coupling into the GW
readout [27]. This method allowed identification of time-segments during which
large number of glitches in the GW readout were correlated with seismic noise
events, in a relatively short amount of search time.
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Figure 4.5: Seismic motion of the laboratory floor in various frequency bands
(top-left) and as seen by the the Ω-pipeline (top-right), and its
correlation into low-latency GW burst (bottom-left) and inspiral
(bottom-right) analyses.
4.4.2 Seismically-driven length sensing glitches
During S6B, the majority of glitches at L1 were correlated with noise in the
length control signals of two short length degrees of freedom: the PRC, and
the short Michelson formed by the beam-splitter and the input test masses
(MICH). Both of these length controls were glitching simultaneously, and these
glitches were correlated with upwards of 70% of the glitches in the GW data.
The length signals for both MICH and PRC are derived from a photodi-
ode signal reading light picked-off at the beam splitter, however, the glitches
were absent in that photodiode signal, indicating that they were not due to a
physical length change. However, during the winter, the microseismic noise is
particularly high, driving large instabilities of the power recycling cavity that
caused significant drops in the circulating power and resulted in large glitches
in both the MICH and PRC length controls. These actuation signals, applied
to the main interferometer optics, then coupled into the detector output.
In an attempt to decrease the rate of these glitches, additional low-pass
filtering was added to the power recycling gain signal to smooth the fluctua-
tions. This was not successful at reducing the glitch rate, possibly because the
low-passing was not aggressive enough to eliminate the largest dropouts in the
gain signal.
These glitches were eliminated in mid December 2009 by commissioning
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work on a seismic feed-forward system [117]. This decreased the PRC motion
by a factor of three by recording low-frequency seismic motion on the ground
and feeding this signal to a system of hydraulic actuators. With the cavity
stabilized, the power recycling gain did not fluctuate as much and this type of
glitch disappeared. The glitchy data before the fix were identified by both the
HierarchichalVeto (HVeto) and Used Percentage Veto (UPV) algorithms [123,
124] – used to rank auxiliary signals according to the statistical significance of
glitch coincidence with the GW data – with the relevant time segments used by
the searches to dismiss noise artefacts from their results (more in section 4.5).
4.4.3 Upconversion of low-frequency noise due to the
Barkhausen effect
In the early LIGO science runs, reductions in interferometer sensitivity were
noticed in the 40–200 Hz band associated with increased levels of ground mo-
tion below 10 Hz produced by passing trucks, distant construction activities,
seasonal increases in water flow over dams, high wind, and earthquakes [125,
75, 104, 27]. This noise, termed seismic upconversion noise, often limited the
sensitive distance of the instruments. Figure 4.6 shows that a reduction in the
range to binary neutron star inspirals was contemporaneous with the workday
increase in anthropogenic seismic noise.
Experiments subsequently showed that seismic upconversion noise levels
correlated better with the amplitudes of the currents to the electromagnets
that held the test masses in place as the ground moved than with the actual
motion of the test masses or of the ground. An empirical, frequency-dependent
function was developed to estimate upconversion noise from the low-frequency
test mass actuation currents. This function was used to produce flags that
indicated time periods that were expected to have high levels of seismic up-
conversion noise.
In addition to average reductions in sensitivity, seismic upconversion noise
transients further reduced sensitivity to unmodelled GW bursts. Figure 4.7
shows that the rate of low-SNR glitches – in a frequency band above that for
seismic noise – was correlated with the test mass actuation current, suggesting
that seismic upconversion was the source of a low-SNR noise background that
limited GW burst detection.
Investigations found that seismic upconversion noise bursts were clustered
in periods of high slope in the amplitude of the current to the magnetic actu-
ators. This was evidence that the seismic upconversion noise was Barkhausen
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Figure 4.6: Range to a binary neutron star (top) and ground motion in the
1–3 Hz band (bottom) for a day at LLO. The inverse relationship
is believed to be due to non-linear up-conversion of low frequency
seismic ground motions to higher frequency (∼ 50− 250 Hz) noise
in the GW output.
Figure 4.7: Correlation between low SNR glitches in the GW output, and
current in the test mass coil at H1. The r2 value measures the
normalized cross-correlation through a least-squares fit. This cor-
relation is indicative of the Barkhausen effect.
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noise [126]: magnetic field fluctuations produced by avalanches of magnetic
domains in ferromagnetic materials that occur when the domains align with
changing magnetic fields. The Barkhausen noise hypothesis was supported by
investigations in which the noise spectrum was reproduced by magnetic fields
that were generated by a separate system. These investigations also suggested
that the putative source of the Barkhausen noise was near or inside the test
mass actuators. It was found that fasteners inside the magnetic actuator, made
of grade 303 steel, were ferromagnetic, probably because they were shaped or
cut when cold. For aLIGO, grade 316 steel, which is much less ferromagnetic
after cold working, is being used at the most sensitive locations.
4.4.4 Beam jitter
Throughout the science run, misalignment of the primary laser beam relative
to any optical cavities in the instrument resulted in excess noise on the output
signal. The arm cavities are aligned to allow maximum transmission of the
fundamental TEM00 mode of the input laser light, and to damp the amplitude
of other, higher-order modes, helped by both input and output mode cleaners
respectively before and after the main interferometer.
However, motion of the main interferometer test masses, auxiliary mirrors
steering the output beam onto the OMC, and the OMC itself, caused transmis-
sion of non-TEM00 modes, and introduced noise sidebands attached to existing
alignment noise [80]. Such noise was seen at both sites during S6, with seis-
mic noise and vibration of optical tables introducing low-frequency sidebands
around existing higher frequency spectral lines. This instability can be seen
causing glitches at 180− 200 Hz in figure 4.5.
The mitigation of jitter glitches involved ensuring that the alignments of all
optical cavities were controlled in the most stable manner possible. Detector
operators modified these controls as required to minimise the transmission of
higher order optical modes into the output. Further details can be found in
[80].
4.4.5 Mechanical glitching at the reflected port
A set of glitches was produced by faults in the servo actuators used to stabilize
the pointing of the beam at the reflected port of the H1 interferometer. This
table holds a number of photodiodes used to detect light reflected from the
beam-splitter mirror towards the input, used to sense and control angular
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Figure 4.8: Broad noise peaks centred at 37 Hz and its harmonics in the power
recycling cavity length signal (left) and the GW output error sig-
nal (right). The green curves show the noise in comparison with
a reference taken from clean data.
motion of the arm-cavity mirrors.
The source of the glitches was identified with the help of HVeto, which
discovered that a number of angular and length sensing channels derived from
photodiodes at the reflected port were strongly coupled with events in the GW
data. Figure 4.8 shows the broad peaks in the spectra of one length sensing
channel and the un-calibrated GW readout compared to a quiet reference time.
In addition, accelerometer signals from the optical table at the reflected port
were found to be coupling strongly, having weak but coincident glitches. The
accelerometer coincidences suggested the possibility that the glitches were pro-
duced by mechanical motions of steering mirrors resulting from a faulty piezo-
electric actuation system. The piezoelectric power supplies were shut off and,
when this stopped the glitches, the steering servo was deemed unnecessary and
decommissioned.
4.4.6 Broadband noise bursts from poor electrical con-
nections
Another example of glitches caused by an electronics problem were dubbed
the ‘grid glitches’, appearing in H1 data toward the end of S6. This noise
was characterised by periods of repeated glitching lasting from minutes to
hours, generating short, broadband triggers with SNR ∼ 20 in the the Ω-
pipeline [127], as shown in figure 4.9.
The main diagnostic clues were coincident but louder glitches in all of the
quadrant photo-diodes (QPDs) monitoring the OMC; two of these QPDs each
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Figure 4.9: Noise events recorded by the the Ω-pipeline over a 60-hour pe-
riod at LHO. The high SNR events above 100 Hz were caused by
broadband noise from a faulty electrical connection. The grid-like
nature of these events is due to the discrete tiling in frequency by
the trigger generator.
monitor the beam incident on the OMC and that reflected from it. The shape
of the signal on the QPD was very sharp and unnatural, making it unlikely
that the noisy QPDs could detect a glitch in the beam more sensitively than
the GW photodiode. The prime suspect then became the electronics involved
with reading these photodiodes, or electronics in proximity to the readout,
causing glitches that were looped back into the OMC controls.
In the process of isolating the cause, several other electronics boards in the
output mode cleaner were inspected, re-soldered, and/or swapped for spares.
The problem was finally solved by re-soldering the connections on the electron-
ics board that provided the high-voltage power supply to drive a piezo-electric
transducer.
4.4.7 The ‘spike’ glitch
The spike glitch was the name given to a class of very loud transients seen in
the instrument at LLO. They were characterized by a distinctive shape in the
time series of the light on the GW output photodiode, beginning with a narrow
but smooth dip (lasting ∼ 1 ms) before a period of damped oscillation; these
oscillations are noticeably longer than the beginning spike, with a half-width of
about 3 milliseconds. The amplitude of the glitch is extremely large, meaning it
is visible in the raw time series (which is dominated by low-frequency seismic
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Figure 4.10: A spike glitch in the raw GW photodiode signal for L1. The
top panel shows the glitch in context with 10 s of data, while the
bottom shows the glitch profile as described in the text.
motion), as shown in Figure 4.10; other types of glitches, except for severe
seismic disturbances, are not visible in the time series. The SNRs as seen by a
burst search range from 200 to well over 20,000. There may be spike glitches
at lower SNRs that are not identifiable as such because they do not stand
out clearly in the noise. These glitches were surprisingly common given their
amplitude, with about 10 to 30 per day at apparently random times.
The cause of the spike glitch was never determined despite many investi-
gations. The Fabry-Perot arms of the interferometer act as a low-pass filter,
so the size and rapidness of the initial dip suggests that the glitch must have a
source after the light has left the beam splitter on its way to the readout. The
damped oscillations after the initial dip, however, are likely due to the response
of the length control loop of the interferometer. So an actual or apparent sud-
den dip in the light on the output photodiode could explain the entire shape of
the spike glitch. To investigate this possibility, the interferometer was run in a
configuration where the light did not enter the arm cavities, but went almost
directly into the output mode cleaner. This removed the length and angular
servos from consideration. Sharp downward dips in the light were seen during
this test, although they were 0.2 milliseconds wide, much narrower than the
initial dips of the spike glitches.
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4.5 The impact of data quality on gravitational
wave searches
The impact of non-Gaussian noise in the LIGO detectors on searches for GWs
is significant. In Gaussian noise, an event with SNR = 8 is rare, occurring
only a few times per day, while glitches with SNR over 1, 000, such as the
spike glitch described previously, would effectively never occur. Such loud
glitches can mask or greatly disrupt transient GW signals present in the data
at the same time, while high rates of lower SNR glitches can significantly
increase the background in searches for these sources. Additionally, spectral
lines and continued glitching in a given frequency range reduces the sensitivity
of searches for long-duration signals at those frequencies. Both noise sources
have a notable effect on search sensitivity if not mitigated.
Non-Gaussian noise in the detector outputs that can be correlated with
auxiliary signals that have negligible sensitivity to GWs can be used to create
flags for noisy data; these flags can then be used in astrophysical searches
to remove artefacts and improve sensitivity. With transient noise, the flags
are used to identify time segments in which the data may contain glitches;
spectral lines are recorded as frequencies, or narrow frequency bands, at which
the detector sensitivity is reduced.
In this section, the impact of DQ is measured by its effect on the primary
analyses of the LIGO-Virgo CBC and burst all-sky searches [18, 21]: the low-
mass ‘ihope’ [102] and cWB [48] pipelines respectively. The ihope search is a
coincidence-based analysis, where data from each detector is matched-filtered
against a bank of binary inspiral template signals, producing a SNR time-
series for each. Peaks in the SNR between multiple detectors are considered
coincident if they are within a certain time (set by the maximum time it
would take for a GW to travel between sites) and stellar component mass
(of the matched filter template) separation. The cWB algorithm calculates
a multi-detector statistic by clustering time-frequency pixels with significant
energy that are coherent across the detector network. In both cases, the multi-
detector events identified are then subject to a number of consistency tests
before being considered detection candidates.
The background of each search is determined by shifting detector data in
time before performing the search. These time shifts are much greater than the
time taken for a GW to travel between sites, ensuring that any multi-detector
events in these data cannot have been produced by a single astrophysical signal.
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Although both searches require signal power in at least two detectors,
strong glitches in a single detector coupled with Gaussian noise in others still
contributed significantly to the search background during S6. DQ flags were
highly effective in removing these noise artefacts from the analyses. The ef-
fect of a time-domain DQ flag can be described by its deadtime, the fractional
amount of analysis time that has been vetoed; and efficiency, the fractional
number of GW candidate events removed by a veto in this deadtime.
Additionally, the use percentage – the fraction of auxiliary channel glitches
which veto a GW candidate event – allows a measure the strength of the
correlation between the auxiliary and GW channel data. Flag performances
are determined by their efficiency-to-deadtime ratio (EDR): random flagging
and vetoing of data gives EDR ' 1, whereas effective removal of glitches gives
a much higher value.
Each analysis chose to apply a unique set of DQ flags in order to minimise
deadtime whilst maximising search sensitivity; for example the CBC search
teams did not use a number of flags correlated with very short, high-frequency
disturbances, as these do not trigger their search algorithm, while these were
used in searches for unmodelled GW bursts.
We present the effect of three categories of veto on each of the above
searches in terms of reduction in analysable time and removal of noise artefacts
from the search backgrounds. Only brief category definitions are given, for full
descriptions see [104].
Category 1 vetoes
The most egregious interferometer stability problems are flagged as category
1. These flags denote times during data taking when the instrument was not
running under the designed configuration, and so should not be included in
any analysis.
The Data Monitoring Tool (DMT) automatically identified certain prob-
lems in real time, including losses of cavity resonance, and errors in the h(t)
calibration. Additionally, scientists monitoring detector operation in the con-
trol room at each observatory manually flagged individual time segments from
observed instrumental issues and errors.
All LIGO-Virgo search groups use category 1 vetoes to down-select analysis
segments; as a result their primary effect is in the reduction in analysable
time over which searches are performed. This impact is magnified by search
requirements on the duration for analysed segments, with the cWB and ihope
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Absolute deadtime % (seconds) Search deadtime % (seconds)
Observatory cWB ihope cWB ihope
H1 0.3% (53318) 0.4% (176079) 0.4% (77617) 3.8% (786284)
L1 0.4% (75016) 0.1% (20915) 0.7% (137115) 6.2% (1180976)
Table 4.2: Summary of the reduction in all time and analysable time by cat-
egory 1 veto segments during S6
searches requiring a minimum of 316 and 2064 seconds of contiguous data
respectively to accurately measure the detector PSD. Table 4.2 outlines the
absolute deadtime (fraction of science-quality data removed) and the search
deadtime (fractional reduction in analysable time after category 1 vetoes and
segment selection). At both sites the amount of science-quality time flagged
as category 1 is less that half of one percent, highlighting the stability of the
instrument and its calibration. However, the deadtime introduced by segment
selection is significantly higher, especially for the CBC analysis. The long
segment duration requirement imposed by the ihope pipeline results in an
order of magnitude increase in search deadtime relative to absolute deadtime.
Categories 2 and 3
The higher category flags are used to identify events produced by the search
pipelines as likely noise artefacts. Both pipelines produce a first set of candi-
date event triggers after application of category 2 vetoes, and a reduced set
after application of category 3.
The majority of category 2 veto segments are also generated in real time
by the DMT and include photodiode saturations; digital overflows; and high
seismic, or other environmental, noise. These are all generated from data
signals whose correlation with the GW readout has been firmly demonstrated
by instrumental commissioning and investigations.
Category 3 includes a set of DMT flags identifying lower-level couplings,
as well as a large set of flags generated by statistical correlation algorithms.
The HVeto [123] and UPV [124] algorithms are used, by the Bursts and CBC
groups respectively, to identify coupling between auxiliary data and the GW
readout.
Table 4.3 gives the absolute, relative, and cumulative deadtimes of these
categories after category 1 and segment selection, outlining the amount of anal-
ysed time during which event triggers were removed. Similarly to category 1,
category 2 vetoes have deadtime O(1)%, but with significantly higher appli-
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cation at L1 compared to H1. This is largely due to the relative abundance of
short science-quality segments for L1 and the application of a DQ flag remov-
ing the last 30 seconds before lock-loss. Additionally photodiode saturations
and computational timing errors were more prevalent at the LLO site than at
LHO and so contribute to higher relative deadtime.
Category 3 flags contributed O(10)% deadtime for each instrument. Both
statistical algorithms employed are designed to only output those veto seg-
ments that are highly efficient; HVeto was restricted to those correlations pro-
ducing vetoes with EDR > 10 on its training set, for example. As a result, the
relatively high deadtime for this category is acceptable to the search groups.
H1 L1
Deadtime type Cat. cWB ihope cWB ihope
Absolute % (s)
2 0.26% 0.77% 1.59% 1.53%
3 7.90% 9.26% 8.54% 7.03%
Relative % (s) 3 7.73% 9.00% 7.06% 6.10%
Cumulative % (s) 3 7.97% 9.71% 8.54% 7.54%
Table 4.3: Summary of the absolute, relative, and cumulative deadtimes in-
troduced by category 2 and 3 veto segments during S6. The relative
deadtime is the additional time removed by category 3 not vetoed
by category 2, and cumulative deadtime gives the total time re-
moved from the analysis.
Figure 4.11 shows the effect of category 3 vetoes on the background events
from the cWB pipeline; these events are those single detector events that were
identified in the background from time-slides. This search applies category 2
vetoes in memory, and does not record any events before this step, so efficiency
statements are only available for category 3. The results are shown after the
application of a number of network- and signal-consistency checks that reject a
large number of the loud events, meaning the background is dominated by low
SNR events, with a small number of loud outliers. At both sites, DQ vetoes
have cumulative EDR ≥ 5 at SNR 3, with those at L1 removing the tail above
SNR 20. However, despite the reduction, this search was still severely limited
by those events in the multi-detector background distribution, identified as
from the middle of the single-detector distributions shown above [21].
Figure 4.12 shows the effect of category 2 and 3 vetoes on the background
from the ihope pipeline; this search sees a background extending to higher
SNR. As shown, the background is highly suppressed by DQ vetoes, with an
efficiency of 50% above SNR 8, and 80% above ∼ 100 at both sites. The re-
weighted SNR statistic, as defined in [102], is highly effective in down-ranking
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Figure 4.11: The effect of category 3 vetoes on the cWB pipeline for (a) H1
and (b) L1. The left panels show the reduction in event rate,
while the right panels show the cumulative veto efficiency, both
as a function of single-detector SNR.
the majority of outliers with high matched-filter SNR, but a non-Gaussian tail
is still present at both sites. Category 3 vetoes successfully remove this tail,
reducing the loudest event at H1 (L1) from 16.0 (15.3) to 11.1 (11.2). Search
sensitive distance is roughly inversely proportional to the χ2-weighted SNR of
the loudest event, and so reducing the loudest event by ∼ 30% with ∼ 10%
deadtime can be estimated as a factor of ∼ 2.5 increase in detectable event
rate.
The above figures, and their descriptions, show the considerable effect
LIGO data quality flags have on the searches. Coupled with a number of signal-
based consistency tests developed by the analysis groups, the noise background
is greatly reduced.
4.6 Conclusions and outlook for Advanced LIGO
The LIGO instruments, at both Hanford and Livingston, are regularly effected
by both non-Gaussian noise transients and long-duration spectral features.
Throughout S6 a number of problems were identified as detrimental to stable
and sensitive data-taking at the observatories, as well as the astrophysical
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Figure 4.12: The effect of category 2 and 3 vetoes on the CBC ihope pipeline
for (a) H1 and (b) L1. The left panels show the reduction in event
rate as a function of SNR, the centre panels show the reduction
in event rate as a function of the χ2-weighted SNR, and the right
panels show the cumulative efficiency as a function of SNR.
searches performed on the data. These issues have been presented, including
their instrumental causes and the measures taken to mitigate them, with their
impact on data quality the key factor in each study.
Instrumental fixes and general improvements, employed throughout the sci-
ence run, resulted in an increasingly stable and sensitive instrument. Median
segment duration and overall duty cycle improved from epoch to epoch (ta-
ble 4.1) and the detection range to the canonical binary neutron star increased
by a significant factor (figure 4.4). Data quality flags, used to identify known
correlations between noise in auxiliary systems and the GW data, allowed for
a significant reduction in the event background of both core transient searches,
ihope and cWB (figures 4.11 and 4.12). An EDR above 5 for both searches,
at both sites, allowed for a significant increase in the sensitivity of the search,
improving the upper limits on event rate for both astrophysical source types.
However, a tail of high SNR events was still present in the cWB search
for bursts of GWs, requiring deeper study of their morphology and improved
identification methods. A large number of these remaining transient noise
sources are still undiagnosed, meaning a large effort must be undertaken to
mitigate similar effects in the second-generation instruments.
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The first-generation LIGO instruments were decommissioned shortly fol-
lowing the end of S6, with installation and early testing of aLIGO systems
under way [89]. With the next data-taking run scheduled for 2015 [64], many
methods and tools developed during the last run are set to be upgraded to
further improve instrument and data quality. Improvements are in place for
each of the event trigger generators, allowing for more accurate detection of
transient noise in all channels, and work is ongoing for the HVeto and UPV
statistical veto generators, enabling more efficient identification of noise in
the GW data. In addition, multi-variate statistical classifiers are being devel-
oped for use in glitch identification, using more information produced by the
event trigger generators (ETGs) to improve veto efficiency and identification
of false-alarms with minimal deadtime.
One of the major goals of the aLIGO project is multi-messenger astronomy
– the collaboration between GW observatories and EM telescopes [128, 129].
With this in mind, a large part of the development in detector characterisa-
tion in the LIGO Scientific Collaboration (LSC) is toward on-line analysis of
instrumental data, including the GW output and all auxiliary channels. Both
the burst and CBC search working groups are developing low-latency analyses
from which to trigger followup with partner EM telescopes, requiring a much
greater effort in low-latency characterisation of the data. An Online Detector
Characterisation (ODC) system is being developed for aLIGO in which the
status of all instrumental and environmental systems are recorded in real-time
to allow fast identification of false alarms in these on-line analyses, and reduce
the latency of follow-up requests.
A great effort will be required in commissioning these new instruments,
where a strong understanding of the noise sources will be required before the
first advanced science run. Estimates predict ∼ 40 detections of GWs from
binary neutron stars per year at design sensitivity [52], and so fast, accurate,
and efficient data quality information and study will be essential to achieve
this goal.
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Reducing the effect of seismic
noise in LIGO searches by
targeted veto generation
The primary output of each LIGO detector is a single data stream that in gen-
eral contains some combination of a GW signal and detector noise. Glitches
can mask or mimic astrophysical signals, thus limiting the sensitivity of any
search that can be performed over these data [103, 105, 26]. In the searches
for short-duration GW signals the noise background is dominated by glitches,
requiring intense effort from analysis groups and detector scientists to under-
stand the physical origins and eliminate them. Throughout the lifetime of
LIGO up to and including S6, search sensitivity has been improved by careful
use of vetoes . Vetoes allow analysts to tune and operate search pipelines using
a subset of cleaner data, increasing the chance of extracting a signal from the
noise [104].
The detrimental effect of seismic noise has been known to be a key limiting
factor to the sensitivity of GW detectors at low frequencies (below a hundred
Hz [125]). However it is also a common cause of glitches at higher frequencies
due to non-linear coupling of low-frequency seismic noise into the gravitational
wave readout. Previous methods to generate veto segments for times of high
seismic noise have proven ineffective. In this chapter, we introduce a new
method of constructing vetoes for the specific case of seismic noise that has
proven highly effective when used in the latest searches for transient GW
signals. We find a large statistical correlation between triggers from the low-
latency CBC search and seismic noise, vetoing 60% of all triggers in 6% of
time for H1 and 6% of triggers in 0.6% of time for L1.
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Frequency (Hz) Distance (km) Source
0.01− 1 103 Distant earthquakes
Microseism
1− 3 101
Far anthropogenic noise
Close earthquakes
Wind
3− 10 100 Anthropogenic noise
Wind
10− 100 10−1 Close anthropogenic noise
Table 5.1: Description of the main seismic frequency bands and their sources
The chapter is set out as follows. Section 5.1 describes the seismic environ-
ment at each of the LIGO sites, and the effect it has on detector sensitivity. In
section 5.2 we outline existing veto methods used in S5 and S6. In section 5.3
we describe our new method for identifying and vetoing noise in seismome-
ter data. In section 5.4 we present the results in terms of veto efficiency and
deadtime. Finally, section 5.5 presents a brief discussion of implications and
further applications of the method.
5.1 Seismic noise in LIGO
5.1.1 LIGO seismic environment
The two LIGO sites were chosen to be far from urbanised areas, thus reducing
the incident seismic noise, whilst their separation provides a long baseline
helpful in sky-localisation of astrophysical signals [130]. The various types of
seismic noise to which they are subject, as characterised by their source, can be
separated into the four frequency bands given in Table 5.1, and the variability
of noise during evenings and weekends relative to standard working hours is
shown in Figure 5.1. The strain sensitivity of the two LIGO detectors is shown
in figure 4.3, with seismic noise the limiting factor below 50 Hz.
LHO is located 15 km from the United States Department of Energy (US-
DOE) Hanford Site, in which several working areas include use of heavy earth-
moving machinery, and the Tri-Cities area begins roughly 20 km away, both
contributing heavily to the amount of anthropogenic seismic noise incident on
the detector. The site is also subject to high winds up to 40 m/s, causing mo-
tion of the buildings and the concrete slabs supporting the instruments. These
relatively local sources generate noise in the higher bands in Table 5.1, above
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Figure 5.1: Examples of the difference between seismic-induced acceleration
incident at the LHO site during a full 24-hour span on a weekday
(top) and a weekend (bottom), as measured by a seismometer.
The higher frequency bands show elevated noise on a weekday
between 12:00–24:00 UTC (05:00-17:00 local time) from working-
day traffic.
∼ 1 Hz.
LIGO Livingston Observatory (LLO) is located 7 km from the town of
Livingston, and only 3 km from a railway line used daily by cargo trains [125],
plus, the land surrounding LLO is used for timber harvesting. The site is only
130 km from the Gulf of Mexico, and is subject to violent rain and windstorms.
Both sites are also subject to noise from earthquakes occurring almost
anywhere on Earth, and to microseismic noise from oceanic activity due to
their relatively short separation from the nearest coastline. These distant
events are sources of noise below ∼ 1 Hz.
Due to the softer composition of the surrounding geological landscape, seis-
mic noise was worse at LLO during early science runs, so the decision was taken
to install an active seismic isolation system on L1 before S4. The hydraulic
external pre-isolation (HEPI) feed-forward system [117] damps low-frequency
noise by using signals from the onsite seismometers to control movement of
the vacuum chambers for the end test masses. This particular system was not
installed at LHO before S6 – although other isolation systems were used – but
will be installed as part of the aLIGO project [82].
The LIGO instruments are designed to be sensitive in the range 40−7000 Hz
[13], so one may be forgiven for assuming that seismic noise below 30 Hz should
not affect sensitivity in the detection band. However, upconversion has been a
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problem throughout each science run, caused by a number of factors related to
ground motion, for example scattered light [131] and the Barkhausen effect (see
chapter 4). This effect contaminates the sensitive band of the LIGO detectors,
meaning seismic noise is an even greater problem than it would be otherwise.
5.2 Existing veto methods
As described in chapter 4, the GW data stream is not the only information
drawn from the LIGO detectors. Thousands of auxiliary data channels are
recorded, containing control and error signals from instrumental systems, and
measurements from the physical environment. These data are analysed in order
to study and improve detector performance, but also to identify and remove
glitches that can mimic GWs. Veto segments can be constructed around excess
noise if it is known to couple into the detection channel.
In S5 and S6, vetoes were constructed by two methods [103, 26, 104, 124,
123]. The first method relied on known physical couplings between an auxiliary
subsystem and the GW data, whereby when a correlation is understood, the
time stream of a particular auxiliary channel is analysed, and times for which
a certain threshold was exceeded are recorded. Simple, but highly effective
examples include overflows in analogue-to-digital converters, and light dips.
The second method replaces known couplings with statistics, applying the
Kleine-Welle (KW) wavelet-based algorithm [122] to data in auxiliary channels
with negligible sensitivity to GWs, producing lists of triggers. These events
are then tested for time-coincidence with triggers in the GW data, indicating
whether that candidate GW event was likely to be of astrophysical origin.
Vetoes are constructed around a subset of triggers in the auxiliary data chosen
to maximise efficiency whilst minimising deadtime.
In both methods, highly effective vetoes are those with a high ratio of effi-
ciency to deadtime. The HVeto and UPV algorithms [124, 123], as mentioned
in chapter 4, were used in searches for unmodelled bursts [132] and CBCs [133]
during S5, producing comparable results [103].
5.3 Targeted veto methods
The methods described in the previous section are subject to shortcomings
when applied to seismometer data. Simple thresholds have to be placed high
enough to catch only the worst noise spikes, and so have low efficiency over
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weekends and evenings (around lower seismic noise as shown in Figure 5.1).
Similarly, the KW algorithm is tuned for high-frequency gravitational-wave
bursts (GWBs), with limited sensitivity to the low-frequency signature of seis-
mic noise, resulting in low trigger numbers and poor statistical significance of
coincidences.
In order to produce effective vetoes, we have devised a novel method to
explicitly identify low-frequency seismic events, and construct veto segments
to remove this noise from GW searches. This method uses the Ω-pipeline tuned
specifically for low-frequency performance to generate trigger lists highlighting
seismic events, and the low-latency inspiral pipeline Daily iHope to generate
triggers from CBC template matched-filtering. The two are combined by the
HVeto algorithm into lists of time segments during which seismic noise has
polluted the GW analysis.
5.3.1 The Ω-pipeline
The Ω-Pipeline is a burst detection algorithm developed within LIGO as a
combination of the Q Pipeline [127] and X-Pipeline [100] and used, during
S6, for low-latency detection of GW events to trigger electromagnetic followup
[128]. The single-detector triggers were also used for DQ investigations.
The algorithm is based on the Q Transform [134] and projects detector
data, s(t), onto a bank of windowed complex exponentials of the following
form:
S(τ, f,Q) =
∫ ∞
−∞
s(t)w(t− τ, f,Q) exp(−i2pift) dt, (5.1)
where w is a time-domain window centred on τ , f is the central frequency, and
Q is the quality factor. An example of the output of the Ω-Pipeline applied
to low-latency gravitational wave readout data is show in Figure 5.2. A high
density of low SNR (white) triggers is expected from Gaussian noise, but the
higher SNR events (black) indicate increased noise at low frequencies, known
to be correlated with the high seismic activity shown in Figure 5.1.
As a result of using both KW and Ω-Pipeline for DQ studies, direct com-
parisons were drawn on the performance of each, especially in frequency recon-
struction at low frequency. It was found that even before tuning, the Ω-Pipeline
gave much greater low frequency sensitivity, and better frequency resolution.
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Figure 5.2: A 24-hour time-frequency map from the Ω-pipeline of data from
the GW readout of the H1 detector for the same period as fig-
ure 5.1 (top). 12:00 UTC (05:00 local time) onwards are subject
to increased noise at the lowest frequencies due to excess seismic
noise from the working day. The stripes with no events at the end
of the period indicate that the detector was not operational.
5.3.2 Parameterisation of the Ω-Pipeline for seismic noise
The low-latency Ω-Pipeline analysis used a parameter set tuned for perfor-
mance in the detection band, with a frequency range of 48–2048 Hz, and anal-
yses performed using 64-second-long data segments to estimate the background
noise spectrum. As can be seen in Figure 5.2, the frequency range is such that
the seismic band is almost completely ignored. However, significant SNR is
recorded up to around 200 Hz that can be attributed, by time-coincidence, to
seismic noise upconversion.
In order to improve performance when applied to seismometer data, the
parameter space was split into two sets: the anthropogenic band, above 2 Hz,
and very low frequency seismic activity, below 2 Hz. The following paragraphs
detail the changes made to tune the Ω-Pipeline algorithm for each frequency
band, describing three key parameters. The sampling rate defines the highest
frequency (half the sample rate) of the data to be filtered, and the frequency
range gives the complete span of frequencies searched. The block duration
defines the length of period used to estimate the PSD of the detector, set
as a power of 2 (for ease of computation). In order that a small number of
loud events do not affect the measurement of the PSD, we use a duration
significantly longer than the longest resolvable events, and use a median-mean
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Parameter Untuned Value Tuned value
< 2 Hz > 2 Hz
Sample frequency 4096 Hz 4 Hz 64 Hz
Frequency range 48− 2048 Hz 0.01− 2 Hz 2− 32 Hz
Block duration 64 s 65536 s 4096 s
Table 5.2: The parameter sets applied to the Ω-Pipeline search algorithm be-
fore and after tuning for low-frequency performance.
average method reduce sensitivity to transient noise.
The anthropogenic band, > 2 Hz
As described in Section 5.1 the seismic band extends upwards in frequency to
a few tens of Hz. Short, high-frequency events may corrupt the calculation
of the background around them for a longer time, shadowing lower-frequency,
lower-amplitude events. Lowering the sampling frequency to 64 Hz1 filtered
out any high frequency seismic noise, allowing longer time-scale events to be
triggered by the search. The power spectrum was drawn from blocks of 4096 s,
meaning a number of discrete seismic events above 2 Hz could be individually
resolved above the background.
The earthquake band, < 2 Hz
This band was chosen specifically to target long-distance earthquakes, that,
as described in Table 5.1, add noise down to 0.01 Hz for up to several hours.
Here the sampling frequency could be reduced to 4 Hz, eliminating higher
frequency disturbances, with a minimum frequency of 0.01 Hz, while blocks of
65536 seconds were used to allow accurate PSD estimation in the presence of
hour-long earthquake events.
This method was applied to the four main seismometers at LHO: EX, EY,
LVEA and VAULT2; and the three at LLO: EX, EY and LVEA (LLO has no
VAULT seismometer). As can be seen in Figure 5.3b, the new parameter sets
allows a huge increase in the number of triggers produced by the Ω-Pipeline.
1The Ω-Pipeline search for GWs downsamples the readout data to 4096 Hz, while the
seismometers are only sampled at 256 Hz
2The EX and EY seismometers sit outside of the vacuum chambers containing the end test
masses for the X- and Y-arms respectively, the Large Vacuum Equipment Area (LVEA) seis-
mometer sits beside the chamber housing the GW readout photodetector, and the VAULT
seismometer is in an underground chamber a small distance from the LVEA.
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(a) (b)
Figure 5.3: Examples of the untuned KW and tuned the Ω-pipeline algorithms
applied to seismometer data. The left figure, (a), shows the lack of
sensitivity in the untuned KW analysis, while that on the right,
(b), has many orders of magnitude more events. Comparing to
figure 5.2 we can see loud triggers around 10 Hz after 12:00 UTC,
but also triggers with SNR above 10 below 0.1 Hz.
The density of triggers has be greatly increased, especially around noisier times,
with events recorded with frequencies as low as 0.03 Hz.
5.3.3 Low-latency inspiral triggers – Daily iHope
The joint LIGO-Virgo CBC group uses the iHope pipeline to search for GWs
produced by binary coalescences. It is described more fully in [133, 135]. Seis-
mic noise has been known to contribute significantly to the noise background
estimates in these searches, and so creating good vetoes specifically for CBC
searches was a major goal of this work. Here we summarize the key points
and discuss the changes made for daily running of iHope in order to provide
triggers to analyse alongside the Ω-Pipeline triggers from seismic data.
Daily iHope is a templated, matched-filter search using restricted, station-
ary phase, frequency-domain waveforms of the form
h˜(f ;M, η) =
2GM
c2r
(
5Mη
96M
) 1
2
(
M
pi2M
) 1
3
f−
7
6
(
GM
c3
)− 1
6
eiΨ(f ;M,η), (5.2)
where M = m1 + m2 is the total mass of the binary, and η = m1m2/M
2 the
symmetric mass ratio. A static bank of such templates spanning the total
mass range from 2M − 25M was used for each interferometer, based on
the layout at a quiet time in each instrument, with a minimal match of 0.95
for the region above a chirp mass (Mη3/5) of 3.46M and 0.5 below that.
This distribution would not be good enough for an astrophysical search, but
was shown to be adequate for identifying short-duration glitches that match
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Figure 5.4: A 24-hour template mass versus time map of triggers from the
Daily iHope pipeline. Comparing to figures 5.1 and 5.2, we see
the same excess of triggers after 12:00 UTC, but here the excess
noise at low frequency results in triggers across the entire template
bank. No data is analysed after 21:00 UTC because ihope requires
at least 2048 contiguous seconds to estimate the PSD and all data
after this time was in smaller segments.
the higher-mass (shorter) templates better. This allowed for short-duration
glitches, corresponding to higher-mass inspiral templates, to be flagged with
large SNR. An example of the output of Daily iHope is shown in Figure 5.4.
5.3.4 Veto generation – HierarchichalVeto
The seismic triggers from the Ω-Pipeline, and the CBC triggers from Daily
iHope were used to idenfity times of seismic noise using the statistical algorithm
HVeto [123].
The HVeto algorithm tests the statistical significance of time-coincidence
between triggers from one channel, nominally the GW data channel, and those
from auxiliary channels. The significance statistic is defined as
S = − log10
( ∞∑
k=n
P (µ, k)
)
, (5.3)
where n is the number of coincident events, µ is the expected number of ran-
dom coincidences given the trigger rates in the two channels, and P is the
Poisson probability distribution function. The significance is calculated for all
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channels in a two-dimensional space of time-coincidence window, Twin
3, and
SNR threshold, ρc.
The most significant point on the (Twin, ρc) plane is chosen for each aux-
iliary channel, with the loudest channel by significance selected. Veto times
are constructed by generating segments of width Twin around all triggers with
SNR above ρc in that auxiliary channel. These segments are then removed from
the analysis – allowing the next round to be ‘won’ by a (generally) different
auxiliary channel containing less significant coincidences – and the procedure
repeated until the significance of the loudest channel does not exceed a given
stopping point. In this way, vetoes are generated hierarchichally, allowing for
little redundancy between different channels.
Several modifications were made to this algorithm in order to test and
run on the new seismic triggers. Testing was completed in order to construct a
new (Twin, ρc) plane relevant for the long-duration events from the seismic data,
spanning 0.1 <= Twin < 10 s and SNRs 10–300. Alongside this, as described in
the caption to Figure 5.4, modifications were made to first read and understand
the new Daily iHope triggers, and use the relevant new parameters.
5.4 Results
The method described above was used in the construction of the LIGO seismic
veto dubbed SeisVeto for S6. Here we present the results for a test sample of
data, spanning June 26 – August 6 2010. The results for LHO are shown in
Table 5.3a and those for LLO in Table 5.3b with each row giving the statistics
for the most significant channel in each frequency band, in addition to the
cumulative results for the entire period4.
For H1, the rounds contribute to give a cumulative efficiency of 62.5 %,
with a cumulative deadtime of 5.94 %. This means that almost two thirds
of all triggers produced by the low-latency inspiral pipeline are occurring in
a small amount of time, which is coincident with high seismic noise. This
statistic alone outlines the problem caused by seismic noise.
It should not be surprising that the most significant channel for the two
higher frequency bands should be the LVEA seismometer. This building is
3Low-frequency events have a long duration whose maximum coupling time is not known.
Also, many short-duration noise events in an auxiliary system can take a certain time to
couple into the GW output.
4The cumulative results include all rounds passing selection criteria in each band, not
just the most significant channel.
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Freq. Band (Hz) Loudest Channel Significance Efficiency (%) Deadtime (%)
0-1 EX 1455.21 3.26 0.15
1-3 EY 355.37 3.19 0.71
3-10 LVEA 12024.98 22.11 1.24
10-32 LVEA 41042.78 35.99 1.04
Cumulative, all rounds 62.44 5.94
(a) Results for H1.
Freq. Band (Hz) Loudest Channel Significance Efficiency (%) Deadtime (%)
0-1 No channels passing selection criteria 0 0
1-3 LVEA 960.13 1.51 0.06
3-10 LVEA 420.55 0.88 0.06
10-32 EX 1601.22 2.29 0.07
Cumulative, all rounds 6.95 0.60
(b) Results for L1.
Table 5.3: HVeto results from coincidence between new Ω-Pipeline triggers
from seismometer data and low-latency inspiral triggers for the
LIGO detectors operating in S6. Shown are the most significant
(loudest) channels for each frequency band, and the cumulative
statistics for the entire analysis.
closer than any other to a major road, so experiences the highest magnitude of
seismic noise from traffic and close anthropogenic noise, especially trucks serv-
ing the USDOE Hanford site, and also houses the majority of interferometer
control optics and subsystems, notably the GW readout photodetector.
For L1 we can see much lower statistical significance of the correlation
between seismic noise and the readout signal. This can be attributed in part
to the improvements from the HEPI feedforward system for the Livingston
instrument, but also to the different nature of the seismic environment relative
to LHO. However, despite a lower efficiency, the ratio of efficiency to deadtime
is still above 10, highlighting the statistical correlation between seismic noise
and low-latency CBC triggers.
5.5 Summary
In this chapter, we have highlighted the problem of transient seismic noise in
GW detection, and presented a new method to not only identify, but remove,
times of high noise from short-duration GW searches. We have demonstrated
a highly effective veto, with large efficiency-to-deadtime ratio, that has been
crucial in removing the worst of the transient detector noise whilst leaving as
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much searchable time as possible. This method was applied to the searches for
GWB and CBC signals in the final part of S6, and was seen to have a dramatic
effect on the background, [106].
Advanced LIGO (aLIGO) is a major upgrade program that will see the
sensitive distance of the LIGO detectors increase by a factor of 10, giving a
factor of 1000 in sensitive volume. This should mean regular detections of
GW transients from CBC events [52]. However, it is likely that there will
still be non-stationarities in the data from seismic events, and other sources.
The method introduced here will allow us to remove them, increasing search
sensitivity, and also gives a highly tuned means of directing site scientists to
coupling noise sources in a newly commissioned machine.
Seismic noise was chosen as an obvious starting point, given the prevalence
of glitches of seismic origin, and a prior lack of an effective veto method. This
method can be generalised to any and all susbsystems of the next generation
of interferometers by tuning a GW burst detection algorithm on the appropri-
ate data channels and has the potential to lead to a great increase in search
sensitivity as a result of the above benefits.
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Searches for signals from
compact binary coalescences
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Chapter 6
The multi-detector search for
binary inspiral signals
This chapter describes the methodology of a search for gravitational waves
from CBCs using the data from a network of detectors. As the discussion
of part II showed, the noise background for a single detector includes many
transient bursts with high amplitude, and so any analysis must correlate the
data between multiple detectors to detect a common signal.
We start with discussions of the waveforms used in searches, and the opti-
mal filter used to extract these signals from noisy detector data, and continue
to outline the data processing pipeline ‘ihope’ [102] from applying this filter
to the data with a bank of possible signal waveforms, through matching the
output of different detectors, to a possible detection of GWs. We also present
a summary of the analysis as performed on S6/VSR2/3 data, and the results
obtained.
6.1 The binary inspiral waveform
In chapter 2 we introduced the binary inspiral waveform, using the model of
two point masses orbiting around a common centre-of-mass; at this point, we
can further simplify the functional form of the waveform.
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6.1.1 Waveform evolution
To this end, we can determine how the radiation frequency will evolve over
time; recall the mass quadrupole moment for the binary system (2.6),
M ij = µxixj. (6.1)
We can calculate the third differential components of this moment as
...
M
11
= − ...M22 = 4µr2ω3 sin
(∫ t
0
ω(t′) dt′
)
(6.2a)
...
M
12
=
...
M
21
= 4µr2ω3 cos
(∫ t
0
ω(t′) dt′
)
(6.2b)
Now, inserting these into the expression for GW power (1.42), we calculate the
power carried with the binary inspiral as
P =
32
5c5
(
G4M10c ω10
)1/3
. (6.3)
The total energy of the system is simply calculated as
Eorbit = −m1m2
2r
= −
(M5cω
8G
)1/3
, (6.4)
and so we can equate its derivative with the above power to see the evolution
of the orbital frequency
ω˙ =
96
5
(
G5M5cω11
c3
)1/3
. (6.5)
The emission frequency then envolves as
f˙ =
ω˙
pi
=
96
5
(
G5M5cf 11
c3
)1/3
. (6.6)
and so
f =
(
5
256
)3/8
1
pi
(
GMc
c3
)−5/8
τ−3/8 (6.7)
where we define the coalescence time, tc, from the integration constant as that
time when f →∞, and introduce
τ = tc − t (6.8)
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as the time to coalescence. The phase can also be re-expressed in terms of the
coalescence time as
Φ(τ) = 2pi
(
5GMc
c3
)−5/8
[τ − tc]5/8 (6.9)
We can now write the polarisation waveforms (2.12) using their evolutions
h+(τ) = A(τ)f(τ)
2/3
(
1 + cos2 ι
2
)
cos(Φ(τ) + 2ψ) (6.10a)
h+(τ) = A(τ)f(τ)
2/3 cos ι cos(Φ(τ) + 2ψ). (6.10b)
6.1.2 Directional response of a laser interferometer
The waveforms above give the amplitude in a direct line of sight to the observer.
However, the amplitude sensitivity of the GW detectors discussed in part II is
sensitive to the source sky position and polarisation of the incoming signal.
If the angles (θ, φ) give the sky location of the source in the detector frame,
and ψ is the polarization angle, the detected signal h(τ) recorded by an inter-
ferometer is now a weighted sum of the two wave polarisations [136],
h(τ) = F+h+(τ) + F×h×(τ), (6.11)
where
F+(θ, φ, ψ) = −1
2
[1 + cos2(θ)] cos(2φ) cos(2ψ)− cos(θ) sin(2φ) sin(2ψ)
(6.12a)
F×(θ, φ, ψ) =
1
2
[1 + cos2(θ)] cos(2φ) sin(2ψ) + cos(θ) sin(2φ) cos(2ψ). (6.12b)
6.1.3 Detection waveforms
Combining equations (6.12) with equations (6.10), it is possible to simplify the
detection waveform (6.11) to
h(τ) = AM5/3c f 5/3(τ) cos(Φ(Mc, τ) + Φ0), (6.13)
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where A and Φ0 are functions of the extrinsic parameters of the waveform.
From this, we can then separate the waveform into two components,
h(τ) = h0(τ) cos Φ0 + hpi/2(τ) sin Φ0, (6.14)
where the two phases of the waveform are,
h0(τ) = AM5/3c f 5/3(τ) cos (Φ(τ)) (6.15a)
hpi/2(τ) = AM5/3c f 5/3(τ) sin (Φ(τ)) . (6.15b)
6.2 The matched filter
One of the most common problems in observational analysis is extracting a
weak signal from noisy data – without a strong model it is difficult to distin-
guish signal energy from background noise, be that instrumental or environ-
mental. However, knowledge of the signal can be used to construct a filter that
will determine the amplitude of that model in the data.
In analysis of GW data, we can consider the generic detector output signal,
s(t), to be some combination of noise and signal,
s(t) = n(t) + h(t). (6.16)
Here n(t) is the detector noise, which we assume to be stationary and Gaussian
with zero mean; and h(t) is the signal for which we are searching, and for which
we have a model.
We define a filter, F (t), which we can apply to the data
sˆ =
∫ ∞
−∞
F (t) s(t) dt =
∫ ∞
−∞
F˜ ∗(f) s˜(f) df, (6.17)
where we introduce the Fourier transform of a function a(t) as
a˜(f) =
∫ ∞
−∞
a(t)e−2piift dt. (6.18)
The challenge is to find the filter, F , that optimally extracts a signal from the
noise. This is done by maximising the ratio H/N , where H is the expected
value of sˆ in the presence of only signal, and N the standard deviation in the
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absence of signal.
For our stationary, Gaussian noise, the power spectral density (PSD) is
defined by
〈n˜(f) n˜(f ′)〉 = 1
2
δ (f − f ′)Sn(f), (6.19)
and so, in the presence of only noise we have,
〈N2〉 = [〈sˆ2(t)〉 − 〈sˆ(t)〉2]
h=0
= 〈sˆ2(t)〉h=0
=
∫ ∞
−∞
∫ ∞
−∞
F˜ ∗(f) F˜ (f ′) 〈n˜∗(f) n˜(f ′)〉 df df ′
=
∫ ∞
−∞
df |F˜ (f)|2 1
2
Sn(f). (6.20)
where in the first line we continue our assumption of the noise having zero
mean. Then we have
H2
〈N2〉 =
(∫∞
−∞ F˜
∗(f) h˜(f)df
)2
∫∞
−∞ df |F˜ (f)|2 12Sn(f)
(6.21)
In the numerator of this expression we can use the Cauchy-Schwartz in-
equality to see [137](∫ ∞
−∞
F˜ ∗(f) h˜(f) df
)2
= C
(∫ ∞
−∞
|F˜ ∗(f)|2 Sn(f) df
)(∫ ∞
−∞
|h˜(f)|2/Sn(f) df
)
(6.22)
where C is a constant, and so we can simplify equation (6.21) to
H2
〈N2〉 = C
∫ ∞
−∞
h˜∗(f)h˜(f)
Sn(f)
df (6.23)
From this expression we find the optimal filter for extracting h(t) from sta-
tionary, Gaussian noise as
F˜ ∗(f) ∝ h˜(f)
Sn(f)
. (6.24)
We can use the above filter to define the inner product of the data, s, with
the signal, h,
(h|s) = 4 Re
∫ ∞
0
df
h˜∗(f)s˜(f)
Sn(f)
, (6.25)
This result states that the best way to search for a signal in noisy data is to
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filter with the signal itself, weighted by the noise spectrum. From this we can
formally define the SNR of a signal h in detector data s as the normalised
inner product of that signal with the data,
SNR =
(s|h)
(h|h)1/2 . (6.26)
This is then proportional to the amplitude of the signal in the data.
6.3 The multi-detector coincident pipeline
Armed with an analytical model of the signal, and a method of extracting that
signal from detector data, we can start searching for gravitational waves. This
section summarises the analysis pipeline used in the last joint LIGO-Virgo
science run to search for GWs from low-mass binary inspiral signals [18, 102].
This pipeline, known as ‘ihope’, uses the matched-filter method to test for
the presence of GW signals in the data from each detector, in the hope of
identifying coincident peaks across the network signifying the presence of a
gravitational wave. The basic structure is as follows:
1. construct a bank of templates with which to filter, spread out across the
parameter space,
2. filter the data for each detector individually, giving a time-series of SNR,
3. match up those peaks in SNR from each detector that could correspond
to a single event present in the network,
4. discard likely noise artefacts using data quality information and signal-
consistency tests
5. work out the significance of the remaining coincidences compared to the
noise background.
At the end of all this, we end up with a list of those events that have passed
a number of cuts and have been ranked most significant relative to the back-
ground; if the significance of a single event is high enough, it could be con-
sidered a detection candidate. Full details of this method can be found in
[102].
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6.3.1 Event trigger generation
The pipeline can roughly be divided into two parts, the first of which deals
only with extracting signals from the data of each detector. This is done by
matching the data against a range of template waveforms, and recording peaks
in SNR. In this coincidence-based method, events are recorded for each detector
individually, with multi-detector combinations generated by combining events
across the network.
Constructing a template bank
The matched-filter of section 6.2 will match the data against a single waveform
model, with a specific choice of signal parameters. In order to perform a search
that will accurately identify a signal with unknown parameters in the data we
must filter using a number of template waveforms whose parameters span the
parameter space.
We construct a bank of templates covering the required parameter space,
distributing the templates to have as few as possible, whilst demanding that
the loss in SNR for a signal that lies between templates does not exceed a given
threshold. For a non-spinning binary system, the only intrinsic parameters of
the waveform are the component masses – all other parameters are a result
of the relative direction and orientation of the source and detector, and the
timing of the coalescence; the extrinsic parameters act as amplitude and phase
modifiers, and can be analytically marginalised during filtering [138].
In this case, the optimal method [139, 140, 138, 141] is to place templates
in a hexagonal lattice in the (τ0, τ3) metric coordinates [102] such that the loss
in SNR between templates will be no greater than 3%1, as shown in figure 6.1.
Spectrum estimation and filtering
The pipeline analyses all times containing science-quality data – those times
during which each instrument was fully operational, and no serious (category
1) data quality issues were recorded. For each of these time segments, the GW
strain time-series for each detector are separated into blocks of 2048 seconds2
over which the detector noise spectrum is measured. The full PSD (equa-
tion (6.19)) is estimated by taking the median average of 15 256 s PSDs from
1A 3% reduction in SNR gives . 10% loss in signals.
2Detector noise can be approximated as stationary on this time-scale.
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(a) Example template bank in metric
coordinates (τ0, τ3)
(b) Example template bank in compo-
nent mass coordinates
Figure 6.1: Example of the template bank used in the coincident search.
overlapping time segments.
The single-detector signal-to-noise ratio is calculated as the phase-maximised,
matched-filter SNR, where we separate the template waveform into the 0
and pi/2 phase components introduced in equations (6.15), and apply equa-
tion (6.26),
ρ2 |Max(A,Φ0) =
(s|h)2
(h|h) =
(s|h0)2 + (s|hpi/2)2
(h0|h0) . (6.27)
An inverse Fourier transform is applied to recover the SNR at all times,
(s|h) (tc) =
∫ ∞
−∞
s˜(f)h˜0(f)
∗
S(f)
e2piiftc df, (6.28)
where S(f) is the detector noise PSD, and tc the coalescence time of the signal.
Any peaks in the SNR time series are recorded as triggers, recording the time
and amplitude of the peak, along with the parameters of the corresponding
template waveform.
6.3.2 Multi-detector event selection
Once the data from each detector have been filtered over the template bank,
the second stage of the pipeline down-selects the multi-detector triggers to
identify those events that could represent a GW signal present in the detector
network.
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Coincidence
For the first- and second-generation GW detectors, an astrophysical signal is
not likely to be resolvable using a single detector. The predicted amplitude of
signals relative to the noise spectrum of each instrument means signal power
in multiple detectors is required for a detection to be believed.
This constraint is applied to all triggers identified by the matched-filter; two
triggers from different detectors are said to be ‘coincident’ if they are separated
by a sufficiently small time window, and the templates with which they were
best recovered are sufficiently similar in binary component mass [102].
Background estimation by time slides
Confident recovery of signals from the data – either real or simulated – is based
on estimating how likely it is that each candidate could have been generated
by a noise artefact in the detector network. As such, generation of a large set
of background events that represent noise coincidences between detectors will
allow a more accurate search.
Large amounts of background data can be constructed by shifting the data
from one detector relative to another. Small time offsets between detectors
could be explained by the signal arriving at one site before another as a result
of its sky location; however, very large offsets can by used to ensure that any
coincident triggers must have been produced by a noise artefact.
The coincidence-based analysis generates background triggers by shifting
the triggers from one detector by a multiple of 5 seconds relative to another
before the coincidence check. Sliding only the triggers, and not the raw data
themselves, allows a large number of time slide backgrounds to be created with
minimal computational cost.
Simulations
In order to test the pipeline’s ability to distinguish GW signals from noise,
simulated signals are added to the data before filtering. The data including
these software injections are analysed identically to the regular data, with the
results used to improve the analysis’ ability to distinguish noise artefacts from
real signals. This is done through tuning signal-consistency tests – identifying
noise artefacts with a high matched-filter SNR – and selection of an optimal
detection statistic used to rank foreground triggers against the background.
Additionally, in the case of a non-detection of GW signals, the results of the
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simulation runs are used to determine search efficiency. The fractional number
of simulations recovered as a function of simulated source distance are used
to estimate the sensitive distance of the search, and construct upper limits on
astrophysical event-rate density. Given that these signals are not present in
the actual recorded data, a huge number of simulations, with signals spanning
the full parameter space, can be performed using the same data, allowing large
statistical samples to be generated.
6.3.3 Data quality and signal-based vetoes
To this point, the coincident pipeline has produced a list of multi-detector
coincident triggers that pass a simple threshold on SNR. However, as we have
seen in chapters 4 and 5, the presence of non-Gaussian noise in the data results
in spikes of SNR in each detector not caused by GWs.
These events typically do not have the same spectral shape as an inspi-
ral and so are identified using a spectral χ2 statistic [142] that measures the
mismatch between the template and the data over a number of independent
bins in the frequency domain. A true GW signal will match the template well
over each frequency bin, but a glitch will typically only match well in a narrow
band. Figure 6.2 shows the distribution of the spectral χ2 statistic versus SNR
for background and simulations from the H1 detector during a two-week anal-
ysis of S6 data. Typically, the simulations maintain a low χ2-statistic value
for all values of SNR, but loud glitches match the template increasingly poorly
with higher amplitude. Further signal-based cuts are not described here, for
details see [102].
Additionally, as described in section 4.5, all triggers falling within time
flagged by a category 2 DQ flag are identified and immediately discarded from
the analysis. The remaining events are used to identify potential detection can-
didates worthy of individual follow-up. The category 3 DQ flags are then used
to identify those triggers unlikely to be true GW events, with non-detection
upper limits generated based on the distribution of events remaining after this
stage. The effect of this process on the background events from S6 are shown
in figure 4.12.
6.3.4 Detection statements and rate limits
The stages outlined in sections 6.3.1 to 6.3.3 are repeated for the foreground
data (no simulations, no time shifts), each simulation run, and the time slide
– 90 –
Chapter 6. The multi-detector search for binary inspiral signals
Figure 6.2: Distribution of the spectral χ2-statistic versus ρ (SNR) for trig-
gers from a two-week analysis of H1 data. Here the background
(noise) events from time-slid analysis are in black, with simulated
signals in red, and the contours represent constant values of the
re-weighted SNR detection statistic.
background analyses. Figure 6.2 shows that ranking events based simply on
their matched-filter SNR does not accurately distinguish signals from noise,
and so a re-weighted SNR, incorporating the χ2 signal-consistency test has
been calculated as [102]
ρnew =

ρ, χ2 ≤ ndof
ρ[(
1 +
(
χ2
ndof
)3)
/2
]1/6 , χ2 > ndof. , (6.29)
where ndof is the number of degrees of freedom of the χ
2 statistic. The contours
shown in the figure represent constant values of this new statistic, clearly
distinguishing the simulations from the background.
Events in the foreground are then assigned a false-alarm rate (FAR), a mea-
sure of how often an event at least this significant is seen in the background.
Figure 6.3 shows the distribution of inverse FAR (so that more significant
events have a large value) for an example two-week analysis, with the fore-
ground events ranked against the background from 100 time-slide trials. If the
FAR assigned to any event is sufficiently low, it may be claimed as a detec-
– 91 –
6.4. The all-sky coincident search during S6
Figure 6.3: The inverse FAR (IFAR) distribution for an example two-week
analysis using the coincidence-based pipeline. Each of the grey
lines represents a single time-slid background trial, on top the
shaded 1- and 2-σ error regions. The blue triangles show the
search foreground; a simulated CBC signal appears on the far
right with very high IFAR.
tion event. An example of the follow-up for such a candidate will be given in
section 6.4.
The final result is a statistical statement of rate limits. Search efficiency is
calculated as the fractional number of simulated signals that are successfully
recovered as a function of their injected distance. Integrating this efficiency
over distance gives an estimate of the sensitive volume of the analysis, which
when combined with the duration of the search, yields an upper limit on the
observable event rate density. In the event of a detection, the observed rate
density can be used to raise the lower bound away from zero.
6.4 The all-sky coincident search during S6
During S6/VSR2/3, data from the LIGO-Virgo instrument network were searched
for signals from low-mass compact binary coalescences. This section sum-
marises the all-sky analysis that was performed, including the impact of data
quality, the blind injection challenge, and final search results. The full analysis
results were presented in [18].
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6.4.1 Analysis summary
During the run, the data were separated into calendar fortnights, with each
analysis performed as soon as all data, analysis segments, and DQ informa-
tion were available and verified. This latency allowed quick identification of
significant events in the foreground and any problems with the analysis.
The analyses were performed using a bank of non-spinning, inspiral-only
waveforms generated at 3.5 PN order [143, 144] and placed across the mass pa-
rameter space using the method described in section 6.3.1. The templates were
restricted to have a component mass of at least 1 M with a maximum com-
bined mass of 25 M, allowing for any combination of neutron stars and stellar-
mass black holes. Given the first-generation LIGO sensitivity, the merger and
ringdown phases of a CBC event with a plausible amplitude would have been
outside of the sensitive band, allowing the fully analytical inspiral-only wave-
forms from section 2.5 to fully describe the detectable signals [18].
Several simulation campaigns were used to measure search efficiency, in-
cluding a number of BNS, neutron star-black hole (NSBH), and BBH-specific
configurations, and a set of spinning signals. No statement of the efficiency
towards spinning signals was made in the results, rather these were used to
inform decisions on analysis pipeline development.
6.4.2 Data selection
This search used data from the two LIGO detectors and the Virgo detector
between July 7 2009 – October 20 2010, totalling 242 / 221 days of analysable
data for the H1 and L1 detectors respectively and 50 days of data for the Virgo
detector spanning VSRs 2 and 3.
These data were down-selected using category 1 vetoes, as outlined in chap-
ter 4; these vetoes represented times during which the instruments were not
operating in a stable manner, and as a result the data should not have be
analysed. The resulting segments were further down-selected based on a 2064-
second duration requirement, applied to ensure enough contiguous data were
available to accurately measure the detector strain sensitivity at a given time.
In the end, 233/208/49 days of data were analysed for the H1/L1/V1 detectors
during the run.
All available data were analysed, whether or not data from another detector
was available at the time, in order to construct larger background trials from
the time-slid coincidences. A total of 138/138/41 days of data for each inter-
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Figure 6.4: A histogram of sensitive distance for each analysable data seg-
ment for the three detectors during S6[17]. The horizon distance
used here is a measure of the range to which each instrument
could detect an optimally oriented and located BNS with an SNR
of 8. The bi-modal distribution is due to poorer environmental
conditions during working hours.
ferometer were found in at least two-detector coincident operation; it is from
this time that detection candidates were identified. To construct the back-
ground trials, 100 time slide analyses were performed, allowing these events to
be generated from effectively nearly 40 years of data for the LIGO detectors,
and over ten years of data for Virgo.
6.4.3 Detector sensitivity and data quality
The general performance of the LIGO detectors during S6 was studied in chap-
ter 4, however a number of issues central to the CBC all-sky search were not
discussed or only briefly mentioned. Figure 6.4 highlights the stability of the
three detectors in terms of the number of analysable segments achieving a given
horizon distance sensitivity. All three detectors show a bi-modal distribution,
understood to be the difference in the seismic environment around each site
during the working day (lower sensitivity) and during evenings and weekends
(higher), while L1 shows a more even spread due to its more unstable running
during the early parts of the run.
Figure 6.5 gives the median range of each detector as a function of binary
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Figure 6.5: Sensitive distance to equal-mass binaries as a function of total
mass for the LIGO-Virgo detectors during S6/VSR2/3 [17]. In
this figure, the horizon distance is the sensitive distance assuming
an optimally oriented and located source, for which the detector
responses (equations (6.12)) are maximal.
total mass (M). The sensitive distance scales with the binary chirp mass as
M5/6c and so the range increases monotonically from 2–25 M3.
Apart from spectral sensitivity, search performance is determined by the
background event distribution, that collection of events against which any
detection candidates are ranked. A tail of loud events will result in any high
SNR detection candidates being ranked as likely noise artefacts, and so not
considered as a true detection.
Throughout the science run, any significant background events were iden-
tified with 2 − 4 week latency. Weekly studies of DQ – using a low-latency,
single-detector implementation of the ihope pipeline – and fortnightly studies
of the data from the main analyses were performed, including the performance
of those vetoes available at the time, with the loudest events studied in detail.
These studies included surveys of auxiliary data signals at the time of
the loud events, including (for example): seismically-induced motion on the
laboratory floor and on optical tables; angular beam motion at various points
in the interferometer; and the power incident on photodiodes in the OMC. If
any auxiliary signals were observed to correlate strongly to significant events
3For reference, the canonical BNS source used in figure 6.4 has a total mass of 2.8 M.
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in the search, glitches in these channels could be used to remove times from
the analysis that were likely to include noise artefacts.
Using this procedure, a number of new DQ flags were produced, including
the targeted seismic-noise flag presented in chapter 5, and one flag used to
remove 8 seconds on either side of any peak in the matched-filter SNR above
250 [18]. This flag was used in particular to identify the ‘spike’ glitches in the
data from L1 described in ??.
Figure 6.6 (reprinted in part from figure 4.12) shows the background event
distribution for the LIGO-Virgo detectors before and after application of cat-
egory 2 and 3 DQ vetoes. As described in section 4.5 for LIGO, category 2
vetoes have high efficiency in vetoing those events with high matched-filter
SNR, but those are largely re-weighted to low significance by the spectral χ2
statistic. The same is true of the Virgo detector background, except for this
detector the background is very quiet to start with; a lower sensitivity for this
detector throughout the analysis meant most of the background coincidences
included loud transients from LIGO data with something innocuous in the
Virgo data.
The category 3 vetoes had a huge impact on the analysis. In O(10)%
deadtime for each detector4, the loudest event for each detector is reduced by
tens of percent. Each of the LIGO detectors recorded a loudest event with
χ2-weighted SNR ∼ 12, while that in Virgo data had a value of 8.8.
What is apparent is the use of the spectral χ2 statistic to re-weight the
matched-filter SNR has rendered category 2 vetoes almost obsolete. This cat-
egory is defined to contain those analysable data containing noise in an auxil-
iary data signal whose correlation to the GW output is known. It seems those
events, typically producing very high matched-filter SNR, are recognised by
the χ2 statistic as noise transients, and down-weighted appropriately. How-
ever, given the relative deadtime of category 2 vetoes, O(1)% at each site, the
amount of data lost is minimal.
6.4.4 Analysis of S6D
The final epoch of the run, S6D, ran from June 26 – October 20 2010. This
period began with the scheduled return of the Virgo detector for VSR3, and
finished when the first-generation LIGO interferometers were decommissioned.
Technical issues led to the first analysis-quality data from the Virgo instrument
4Numbers can be found in section 4.5 for LIGO; for Virgo, category 2 vetoes contributed
1.8% deadtime while category 3 added another 5.4%.
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Figure 6.6: The background event distribution from the CBC all-sky search
in S6/VSR2/3 before and after data quality vetoes.
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Figure 6.7: Inspiral sensitive distance for the H1L1V1 network during S6D
averaged over all sky locations and source orientations.
in mid-August 2010.
The data were divided into 8 fortnightly analyses5. Figure 6.7 shows the
maximal (‘horizon’) distance to which each detector could detect an optimally
oriented and located BNS inspiral signal throughout this epoch. As shown, the
LIGO detectors had a sensitive horizon distance around 40 (35) Mpc for H1
(L1), while the Virgo detector, only returning from its commissioning break
around day 45, had that of around 10 Mpc. This was the most sensitive epoch
for each of the LIGO instruments (cf. figure 4.4), however the Virgo detector
performance during VSR3 was lower than that during VSR2 [108].
During analysis of one fortnight, an outlier was seen in the foreground
with higher significance that anything in the background of 100 time-slides.
Figure 6.8 shows time-frequency spectrograms of the H1 and L1 data at the
time of the event, dubbed GW100916 (in the manner of GRB naming), clearly
showing a chirp-like signal above the background. This signal, observed in both
LIGO detectors but not the Virgo detector, was was recovered as a high-mass-
ratio NSBH binary with a multi-detector, χ2 re-weighted SNR of 12.5, with
a false-alarm rate of 1 per 7000 years after an extended background analysis
and inclusion of trials factors. That no event was seen in the Virgo data was
consistent with it’s sensitivity roughly 1/4 that of the H1 and L1 detectors
which recorded individual re-weighted SNRs of 10.3 and 6.2 respectively.
This event also sparked an extensive review of all analysis and DQ informa-
5The final ‘fortnight’ spanned 19 days to include the last days of the science run.
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Figure 6.8: Time-frequency spectrograms of candidate GW100916 in the
LIGO data [145].
tion. Auxiliary data signals were studied at the time of the event to determine
any noise couplings that could have been falsely identified. Figure 6.9 shows
the seismic noise level in the 1− 3 Hz and 3− 10 Hz bands at LHO; a vehicle
was recorded on site around the time, but at can be seen, did not interfere with
the candidate. Additionally, 9 seconds prior to the event in L1 data, a massive
transient ‘spike’ glitch was observed. As noted above, these spikes can cause
instability of the pipeline for a number of seconds around the glitch, however
this event was not found in coincidence with data from the other detectors,
and so did not affect this search.
After the analysis of this event was complete, it was revealed that this event
was not a genuine GW, rather a signal added to the interferometer control
feedback signal to simulate a GW. A full description of the Blind Injection
Challenge, and the conclusion taken from the exercise, can be found in [145].
No other significant outliers were seen during this period, as is discussed in
the coming section.
6.4.5 Search results
The fortnightly analyses, including those during S6D, were considered a ‘first
cut’ at the data, and used to direct decision-making about search inputs –
template parameters, DQ flags, etc. – and tune search outputs – including
development of the χ2 re-weighted SNR statistic. In the final analysis, the
data were separated into larger chunks, each allowing for a larger background
sample whilst remaining computationally practical.
These chunks were each analysed separately, with results studied from each,
before the data were combined into a single results statement, and a calculation
of search upper limits. The results are presented in full in [18].
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(a) 1− 3 Hz
(b) 3− 10 Hz
Figure 6.9: Seismic noise around the time of the GW100916 candidate, in the
(a) 1− 3 Hz and (b) 3− 10 Hz bands.
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Figure 6.10: Upper limits on event rate density set by the S6/VSR2/3 search
for low-mass CBC signals. The grey region represents the upper
limit set during S5/VSR1; the black bar, the improvement set
with S6/VSR2/3; while the blue region spans the pessimistic to
optimistic rate estimates for each source [18].
No GW signals were observed in the data, with all foreground events con-
sistent with the background from time-slid analysis. Upper limits were then
set on the rate density of each of the three source types analysed – BNS
(m1 = m2 = 1.35 ± 0.04 M), NSBH (m1 = 1.35 ± 0.04 M, m2 = 5 ± 1 M)
and BBH (m1 = m2 = 5± 1 M) – as shown in figure 6.10. The upper limits
for each source are still around one order of magnitude away from optimistic
astrophysical rate estimates [52], however, with the sensitivity improvement
predicted for the second-generation GW detectors, search sensitivity should
improve by a factor of 1,000, allowing analyses to probe the range of realistic
event rates shown.
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The coherent, targeted search
for binary coalescence signals
associated with gamma-ray
bursts
In this chapter, we describe the concept of and results from a targeted search
for gravitational waves associated with known GRB detections.
Any one of a number of partner telescopes (either electromagnetic or high-
energy neutrino) or an automated alert service (such as ATel [146]) may indi-
cate the detection of an astrophysical signal. If this event could have produced
detectable GWs, a search around the same time, frequency, or sky location
may be carried out. A number of such searches have been completed in the
past, targeting GRBs [147], SGRs [47], high-energy neutrinos (HENs) [148],
and pulsar glitches [149], for example.
For the specific case of GRBs, a single satellite, such as Swift [150] or
Fermi [151], or a network of such satellites, such as the InterPlanetary Net-
work (IPN) [152], will record tens or hundreds of observations per year, with
information about each detection rapidly disseminated to interested parties by
means of the Gamma-ray Coordinates Network (GCN) [153]. This information
includes the detection time, the burst duration, the most likely sky location,
and the radius of the 95% confidence area on the sky1. These data are used by
the GW analysis groups to target a search over a subset of parameter space.
The constraints placed by the target information allow greater distinction be-
tween background noise and signals, and so present an opportunity for a more
1Any other information included is not currently used to direct a GW search.
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sensitive search.
It was for this type of search that a coherent matched-filtering method
was first demonstrated for a CBC search [101], whereby the higher computa-
tional cost of a multi-detector matched-filter was reduced by the restricted sky
location and timing provided by GRB detections.
This chapter presents an overview of the search for GWs associated with
short, hard GRBs, thought to be produced by neutron-star binary mergers.
We include a brief discussion of the suspected progenitor of these bursts, be-
fore describing the methodology of the coherent matched-filter. We describe
the pipeline developed to use that method in a targeted search, including an
extension of the analysis to search over the full 95% confidence sky area. Fi-
nally, the results of that search over LIGO and Virgo detector data during the
joint S6/VSR2/3 run are summarised.
7.1 Short-hard gamma-ray bursts
Gamma-ray bursts have been seen since the late 1960s as some of the most
highly-energetic events in the universe. Following a survey of detected bursts [154],
a consensus has formed dividing GRBs into two classes, short and hard, and
long and soft, where ‘hard’ and ‘soft’ refer to the hardness ratio, a measure of
the relative photon energy in different bands. The bursts are characterised by
their T90 – the time in which the central 90% of photon counts for a burst are
observed – with those bursts with T90 < 2 seconds largely classed as short, and
the others as long. Figure 7.1 shows the distribution of the T90 amongst a large
sample of GRBs from the Burst And Transient Source Experiment (BATSE)
catalogue [155].
It is believed that, specifically, short GRBs are produced during the coa-
lescence of either BNSs [157, 158] or NSBH binaries [158, 159, 160]. In these
models, a binary merger will form a new black hole surrounded by a disk of
matter that very rapidly accretes onto the black hole, powering a violent burst
of energy in the form of gamma-rays. Given the strong possibility of detect-
ing GWs directly from the coalescence of two compact stars, the ability to
target a search from a known sky location and time (and possibly distance)
would greatly increase the confidence in that GW detection. Furthermore,
combined detection, or non-detection, of the same event in multiple radia-
tion types (rather then just multiple EM bands) would allow for a increased
scientific yield [161, 162, 163].
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Figure 7.1: The distribution of the T90 duration of GRBs [156]. The blue
histogram represents the data from GRBs from the BATSE cata-
logue [155], while the green and red traces give Gaussian models
of short and long bursts respectively.
7.2 The multi-detector coherent matched-filter
Harry and Fairhurst [101] developed a coherent algorithm for use in a triggered
search for GWs, whereby the data from multiple detectors is combined at the
filtering stage to calculate a coherent network signal-to-noise ratio.
Assuming a binary waveform as described in equations (6.15), we can define
the multi-detector inner product as a sum over detectors,
(a|b) =
∑
X
(
aX |bX) . (7.1)
Also, note that in transforming from the radiation frame to the detector frame,
we introduced a polarisation angle, ψ. We choose to introduce an equivalent
angle, χ, in transforming from the source frame to the radiation frame (see
section 1.4), without placing any restrictions on the signal. This radiation
polarisation can be chosen such that the two detector response functions, F+
and F×, are orthogonal, effectively orienting our detector frame such that the
interferometer network is much more sensitive to the + polarisation than the
×. In this ‘dominant polarisation’ frame [164], the multi-detector coherent
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SNR is defined as [101]
ρ2coh =
(s|F+h0)2 +
(
s|F+hpi/2
)2
(F+h0|F+h0) +
(s|F×h0)2 +
(
s|F×hpi/2
)2
(F×h0|F×h0) . (7.2)
Here sX is the detector data stream for detector X, FX+,× are the detector
response functions defined in section 6.1.2, and hX0,pi/2 are the two phase ampli-
tudes of the template gravitational waveform defined from equations (6.15).
We can see that this statistic, compared to the single-detector SNR of
equation (6.27), uses information from both polarisations of the waveform,
and accounts for the relative sensitivity of detectors for a given source sky
location, allowing for an improved distinction between signals and noise.
Additionally, filtering a two-polarisation waveform against a network of
three or more detectors allows for the construction of a null stream: a relative
combination of detector data containing no signal power. This gives an addi-
tional signal-consistency check if the null stream is similarly filtered against
the templates in the bank. Further details on signal-consistency tests used
with the coherent statistic are given in the next sections.
7.3 The coherent search for gravitational waves
associated with gamma-ray bursts
The remainder of this chapter describes the pipeline built around the coherent
method. We begin with discussions of the search over Swift-detected GRB tar-
gets [150] – whose sky location is reported with greater accuracy than the GW
detector network resolution – and the improvements that were implemented for
those GRB targets detected by Gamma-ray Burst Monitor instrument aboard
the Fermi satellite [151], where the uncertainty on the sky location is much
greater than the GW network resolution.
7.3.1 Analysis of Swift-detected GRBs
The Swift Burst Alert Telescope (BAT) [150] was used for targeted GW
searches during S5 and S6 [147, 19]. The typical directional accuracy for this
instrument is 1-4′, which is greatly less than the sky location resolution of a
GW detector [130]; this means the targeted search can be performed over a
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single sky point at the centre of the localisation confidence interval.
Data selection
The information collected from the GRB detection notice is used to construct
a search pipeline with the following search intervals:
• an on-source window of [−5,+1) seconds around the GRB peak time is
searched for a foreground GW signal,
• an off-source window of 2048 seconds around the peak time, not including
the on-source and a 72 s buffer, is used to measure the background noise
at the time. This is done by constructing 300 6-second background trials
against which to rank the on-source.
The choice of on-source window reflects the fact that the GRB emission is
expected as a result of post-merger accretion onto the newly formed black
hole, but with no matter shell containing the burst (as in the case of long
GRBs) [165], so GW emission should precede the GRB. Only those GRBs for
which there is a multi-GW-detector network operating over the full off-source
window are analysed.
Template generation
In a coincident analysis, where detectors are filtered individually, a template
bank is generated for each detector, spanning the component mass space of the
binary (see section 6.3.1); however, in a coherent search, a multi-detector tem-
plate bank is required. At this time, a fully-coherent template bank placement
algorithm (such as [166]) has not been implemented, but rather we simply use
a bank generated for one detector.
Coherent filtering
The data from each detector are then filtered against each template in the bank,
to generate single-detector complex SNR streams which are then combined to
calculate the coherent SNR defined in section 7.2. The difference in signal
arrival time (assuming GWs travel at the speed of light) is used to shift the
single-detector SNR time series to represent a coherent sum for the recorded
sky location.
In order to reduce computational cost, the coherent SNR is only calculated
for those time points where the single-detector SNR in at least one detector
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is above a threshold of 4. Futhermore, only those time points for which the
coherent SNR is above 6 are recorded and passed to the next stage.
Signal consistency
In order to identify noise artefacts with high matched-filter SNR, four signal-
consistency parameters are then calculated for each time point [101].
As well as a coherent version of the standard spectral χ2 statistic men-
tioned previously, a second χ2-distributed statistic is calculated to measure
the overlap of the data with a fixed set of templates spread across the bank.
Glitches in the data will likely have high SNR when filtered against a variety of
templates – matching a small number of cycles with high amplitude – whereas
a true signal should have markedly higher significance when filtered against
the closest template relative to others in the bank.
Additionally, an auto-correlation χ2 statistic was implemented to measure
how well the distribution of SNR over time for a given template matches the
prediction from filtering that template against itself. A glitch will result in
high SNR for the duration of the template, as a result of its high match with a
small number of cycles, whereas a true signal will sharply peak in SNR when
the signal and template overlap best in time.
Figure 7.2 shows the distributions of the three χ2 tests versus coherent
SNR for the off-source, and a simulation run, for an example GRB as analysed
during S6. The re-weighted SNR statistic defined in equation (6.29) is used to
construct signal-based vetoes from the three χ2 statistics, whereby any events
whose spectral χ2-, bank χ2-, or auto-correlation χ2-weighted SNR falls below
6 are vetoed from the analysis as likely glitches.
While the χ2 statistic are similar to those used in the coincidence-based
analysis, the coherent algorithm also allows the use of a new consistency check,
the null SNR. This is measured for each event as the SNR for the relevant
template filtered against the null stream, introduced in section 7.2, which by
construction contains no true GW signals.
In addition to the signal-consistency checks, category 2 data quality vetoes
are used to clean the data of instrumental artefacts. These time segments are
used to remove event triggers from both on-source and off-source data before
any detection statements are made. Higher category vetoes are not required
for the targeted search thanks to the improved distinction of foreground from
background with the coherent matched-filter and the above signal-based ve-
toes.
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(a)
(b)
(c)
Figure 7.2: The distribution of the various χ2 tests versus coherent SNR for
an example GRB during S6. For each of (a) the standard spectral
χ2, (b) the bank χ2, and (c) the auto-correlation χ2 tests, the
shaded region shows those events vetoed, while the contours show
constant values of the reduced SNR, weighted by the relevant χ2
statistic.
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Simulation runs
For each GRB analysis, simulation runs were used to inject neutron star binary
signals (BNS and NSBH) into the data, with neutron star masses normally
distributed between 1−3 M and black hole masses between 2−25 M. While
the mass distributions were the same for all GRBs, the injection distances were
tuned relative to the known sensitivity of the detector network at the target
time, to best test analysis performance. Similarly, the source sky locations
of the injections were distributed over a densely seeded region, centred on
the reported most likely point, out to the reported 90% location uncertainty
radius.
The recovery of these simulations were used to instruct tuning of cuts and
the detection statistic, and to determine search sensitivity, as discussed below.
Background estimation
As noted under Data selection, background estimation is performed using de-
tector data away from the on-source region to construct 300 equivalent trials.
The loudest event in each of these trials is used to determine the significance
of the loudest event in the on-source window, as a false-alarm probability.
In the coherent analysis, the time-shifts are applied to the raw data be-
fore filtering (cf. section 6.3.2) by re-ordering the 256-second analysis chunks
between detectors. In this manner fully-coherent background data can be con-
structed, but with the penalty that each time-slide is computationally equiv-
alent to the non-time-shifted analysis, presenting a massive increase in cost;
for this reason, time slide analyses are only used to follow-up those GRBs
whose loudest on-source event is more significant than any in the original 300
background trials.
Results: detection statements and distance exclusions
The detection statistic, ρdet, uses a combination of χ
2 weighting, and a weight-
ing by null SNR [101]. The χ2 statistic is used to weight the coherent SNR as,
ρχ2 =

ρ, χ2 ≤ ndof
ρ[(
1 +
(
χ2
ndof
)4/3)
/2
]1/4 , χ2 > ndof (7.3)
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This weighting differs slightly from that in equation (6.29), reflecting the dif-
ferent distributions of background between the targeted and all-sky searches.
The null SNR is then used to further weight the statistic as,
ρdet =

ρχ2 , ρNull ≤ 4.25
ρχ2
ρNull − 3.25 , 4.25 < ρNull
(7.4)
This additional step, relative to the coincidence-based analysis, down-ranks a
small set of noise events whose χ2-statistics do not identify it as likely noise,
further separating foreground and background.
Each event is ranked by it’s false-alarm probability (FAP), i.e. the like-
lihood that an event this loud could be a noise artefact, calculated as the
fractional number of background events with a higher value of the detection
statistic. If the loudest event in the foreground achieves a low enough FAP
(. 1%), or is louder than all of the background events, it would be followed-up
as an interesting candidate.
Similar to the coincidence-based analysis, time-shifts can be used to pro-
vide a greater background sample from which to calculate a non-zero FAP for
foreground events. With each time-shifted analysis providing a further 300
trials, enough data can be search to find a background event as (or more) sig-
nificant than the candidate, given an estimate of how likely it would be that
the candidate was produced by a noise artefact.
In the event of no interesting candidates, the simulations can be used to
determine a distance exclusion statement for each GRB; a true GW signal
would be recovered by the pipeline assuming it was louder than all other events
in the on-source time.
Each simulation is marked as found if it is recovered with higher significance
than the loudest event in the foreground, and the distance at which injection
recovery falls below 90% is used to construct a exclusion limit for this GRB.
This limit gives the distance inside which a GW sources would have a ≥ 90%
chance of producing a candidate event louder than the loudest observed event.
Figure 7.3 shows the distance efficiency distribution for an example GRB.
7.3.2 Sky patches for larger localisation areas
Instruments on satellites other than Swift, such as the Fermi Gamma-ray Burst
Monitor (GBM), give larger uncertainties on the source sky location, typically
∼ 10 deg2. If the search was performed using a single search point at the centre
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Figure 7.3: Injection recovery efficiency versus distance for GRB100404. The
green curve represents the results of the simulation run, with the
red curve presenting a more conservative limit after a Monte Carlo
simulation of instrumental calibration errors. The exclusion dis-
tance lower limit is interpolated from these data at the 90% effi-
ciency point (19.3 Mpc).
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Figure 7.4: The normalised SNR as a function of timing error for initial
LIGO [130]. The solid lines show exact results for each the two
phases of the waveform, while the dashed lines use an approxima-
tion to second order in h.
of the region, a GW signal from the edge would be localised with a time-delay
error of up to several milliseconds. This error in time delay could reduce the
recovered coherent SNR by more than 10%, as shown in figure 7.4 [130]. As
a result, for the search for GWs associated with Fermi-detected GRBs during
S6, a method to tile the full 90% confidence region, and search coherently over
each sky point, was developed.
Considering a network of N detectors, D{1, . . . , N}, let ti be the arrival time
of a GW signal from a GRB at detector i. Now, we can calculate the difference
in the arrival time of the signal at detectors i and j, τij as [167],
τij(φ, θ) == tj − ti = 1
c
(rj − ri)T w(φ, θ), (7.5)
where ri is the position of detector i, w is the unit wave vector, and (φ, θ)
are the standard coordinates in our spherical polar system on the unit sphere.
Additionally, if we define dij as the distance (through the Earth) between two
detectors (dij = ||rj − ri||), we can define the light travel time between these
detectors as
Tij == dij/c (7.6)
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Figure 7.5: Example of a circular grid of sky points for a target with a con-
fidence radius of 10◦ using the H1L1V1 detector network. In this
example the angular resolution is 2.18◦ (0.5 ms).
In order to tile the necessary sky area, we construct a grid of concentric
circles emanating from the target centre, encompassing the 90%-confidence ra-
dius from the GRB detection. The angular resolution for the grid is calculated
as
δα = min
i,j
2 ∗ δt√
T 2ij − τ 2ij
 . (7.7)
Here δt is the chosen timing resolution of the search, calculated as the timing
error that would reduce the SNR by 3% due to phase-mismatching [130]. In
practice, the resolution is determined by that detector pair (Di, Dj) for which
the GRB target location has smallest arrival time difference.
Using the calculated angular resolution, the circular grid can be generated
by placing rings of points spaced by δα, starting at the centre, with the final
ring passing the 90% confidence radius. Each ring will have d2pi/δαe points.
The result for a fictional GRB target is shown in figure 7.5.
In the analysis, each point in the grid is treated independently, with the
coherent SNR calculated separately for each, applying the detector responses,
F+ and F×, for that sky point. The differences in signal arrival time between
detectors for a given sky location are also used to shift the single-detector SNR
streams into a coherent combination specific to that point. The re-calculation
of the coherent SNR, and in turn the various signal-consistency checks (χ2-
like statistics, and null stream) for every sky position, introduces a significant
increase in computational cost when using a large sky grid. This issue has still
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Figure 7.6: The effect of removing time-delay degenerate sky points from a
circular map. The blue points show the full grid, while the red
points are those few mapping to unique differences in signal arrival
time between LHO and LLO. That the parsed points do not form
a straight line is an artefact of the parsing routine, that has no
effect on the grid reduction.
to be formally addressed, but was circumvented during the actual analysis by
exploiting the reduced sky localisation accuracy of a two-site network.
Two-site time-delay degeneracy
In the specific case of a two-site detector network, as is the case for any LIGO-
only configuration, the ability to resolve independent sky locations is vastly
reduced. With a single baseline between sites, those sky locations separated by
lines orthogonal to the baseline will have the same time delay [130]. Two such
sky locations still map to unique values for the detector response functions,
but with the difference over 10 deg2 typically a few percent, these sky locations
can be treated as degenerate.
In these searches, we consider any two points with the same time delay
(±δt/2) as degenerate, with only one point recorded, allowing a vast reduction
in the size of the sky grids. Figure 7.6 shows the result of simply parsing the
circular sky maps to remove degeneracies in time-delay. For the map shown,
only 20% of the points are required to uniquely span the allowed time-delays
between the LIGO sites, allowing a great speed up in the analysis for two-site
GRB analyses.
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7.4 Targeted, coherent searches during S6/VSR2/3
The coherent pipeline outlined in section 7.3 was run on GRB targets from the
Swift and Fermi satellites during S6/VSR2/3. These satellites publish each
observation through the GCN, informing analysis parameters including timing
and sky location, but also including light-curves and any distance (redshift)
information available. Both the X-Pipeline burst detection algorithm [100]
and the coherent CBC pipeline were used to search for GWs associated with
GRBs, with the combined results presented in [19].
This section presents a summary of the analysis of short GRBs using the
coherent, targeted CBC pipeline, including the selection of GRBs for analysis,
the special case of GRB 090802A, and the search results.
7.4.1 Target selection
In all, 407 GRB detections were announced between July 7 2009 – Oct 21
2010 (S6/VSR2/3). Only those GRBs that occurred when at least two GW
detectors were operating in a stable configuration, and whose data were of a
sufficient standard, were analysed for associated GW signals. As described in
section 7.3.1, 2172 seconds of data around the GRB detection were used to
measure the search background; if any category 1 DQ flags were active during
that time, the GRB was not analysed. Similarly, if there were any active
category 2 flags during the 6-second on-source search window, the GRB was
not analysed.
After these criteria were applied, 150 GRBs were analysed by X-Pipeline,
while the coherent CBC search analysed those 26 targets identified as short
GRBs2. Of the selection searched for a CBC progenitor, 25 GRBs occurred
during simultaneous operation of two detectors, with only GRB 090802A co-
incident with operation of the full three-detector LIGO-Virgo network.
7.4.2 Analysis summary
The S6 analysis was performed using the pipeline outlined in section 7.3. Anal-
yses were coordinated in bulk once all GRBs targets were known, allowing time
for pipeline development, including of the improved error regions for Fermi
GRBs, and use of the most up-to-date DQ information.
2Of those targets analysed for CBC signals, 22 were also analysed by X-Pipeline.
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Figure 7.7: Initial search sky grid for GRB 090802A. Analysis of the full patch
of 136 sky points would have been too computationally costly.
This search used a similar set of template waveforms to the all-sky coincidence-
based analysis (section 6.4), namely non-spinning, 3.5 PN order, inspiral tem-
plates with component masses above 1 M and total mass below 25 M.
A number of simulation campaigns were undertaken, testing the network
sensitivity to both BNS and NSBH binary pairs. Given that short GRBs are
likely to be beamed [168, 169, 170], each simulation type was divided into
distributions with half-opening inclination angles of 10°, 30°, 45°, and 90°.
The 25 two-detector analyses used the sky tiling method set out in sec-
tion 7.3.2, covering the sky region enclosed by the 90% confidence radius
published by each satellite team. The same radius was used to generate the
simulated signals, using a Gaussian distribution about the central point.
7.4.3 GRB 090802A
As noted above, one short GRB was detected during three-detector operations.
GRB 090802A [171] was localised by the GBM instrument aboard the Fermi
satellite with a 90% confidence radius of 14.8°. The sky tiling algorithm pro-
duced a grid as shown in figure 7.7, containing 136 sky points, presenting a
prohibitively high computational cost.
As the analysis was being prepared, the Fermi GBM team published a
revised estimate of the sky location, with a new triggered location almost
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Figure 7.8: Combined IPN and Fermi localisation for GRB 090802A. The
intersection of the large IPN contours and the updated 90% con-
fidence interval from Fermi were used to place both search points
and simulations. Here the blue dot represents the centre of the
revised Fermi error region, while the green dots mark the IPN
search grid in the case of an IPN-only analysis. The red dots then
mark the search grid for the combined Fermi -IPN region. The
original Fermi localisation peak can be seen on the far right of
the figure as a 3-sigma confidence contour.
30° away from the original. The revised positioning did not come with a
smaller error radius, however, so the decision was taken to combine this new
information with that from the IPN’s detection of the same event.
The IPN [152] uses triangulation from a network of detectors to locate a
GRB to one or more ellipses on the celestial sphere. As shown in figure 7.8, the
IPN contours overlapped with the updated 3-σ confidence contours supplied by
the Fermi GBM team. The intersection of these two independent localisations
of the same event allowed for a much narrower localisation band, used to seed
both search grids and simulation grids. Using the same resolution as for the
other GRBs, a search grid of ten points was generated manually, with this
analysis configured independently of the others.
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7.4.4 Data quality
In a similar manner to that of the all-sky search discussed in the previous
section, DQ had a great impact on the coherent GRB analysis. As mentioned
above, of the 407 GRB targets published between the start and end of S6, only
154 of those were analysed by either the CBC or GW Burst pipelines.
Of the total list, 242 triggers (59%) did not occur during stable, coincident
operation of multiple GW detectors. From the summary of detector perfor-
mance during S6 in chapter 4, this number is consistent with the overall duty
cycle of the detectors, including large periods of no operation due to extended
commissioning breaks, and the O(1)% deadtime introduced by category 1 DQ
vetoes.
From the remaining GRBs, only 3 were rejected due to poor DQ in the
on-source segment. This is, again, consistent with the O(1)% deadtime from
category 2 flags throughout the analysis.
7.4.5 Search results
Each GRB was analysed independently, with the full results published, along-
side those of the X-Pipeline search for GW bursts, in [19]. No associated GW
detections were made by either search, with distance exclusion limits set for
each GRB.
Figure 7.9 shows the 90%-confidence exclusion distances set for each GRB
by the coherent CBC signal search. The distribution of exclusion distances is
determined by the detector sensitivity and the detector response for each sky
location. For BNS, the exclusions sit around 10−20 Mpc, in agreement with the
angle-averaged detector range throughout the runFor NSBH, the exclusions are
higher (recall figure 6.5), with the histogram peaked sharply in the 30−40 Mpc
distance bin.
In addition to per-GRB distance exclusions, limits were placed on the dis-
tribution of BNS and NSBH merger events (under the assumption that all
analysed GRB targets had CBC progenitors). Figure 7.10 shows this result
for each type, and an extrapolated distribution for aLIGO (at design sensitiv-
ity). With aLIGO sensitivity (∼ 2018 [64]), detection of a GW counterpart to
a GRB detection is possible, but even a non-detection will place constraints
on GRB population models.
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Figure 7.9: Histogram of the 90%-confidence distance exclusions set by the
search for GWs from CBC associated with GRBs [19]. These
data used simulations of neutron stars with masses Gaussian dis-
tributed around 1.4 M and black holes around 10 M, and a GRB
jet opening angle of 30°.
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Figure 7.10: Cumulative redshift exclusion distribution from the search for
GWs from CBCs associated with GRBs [19]. The extrapolated
curves assume aLIGO operating at design sensitivity, while the
red stepped curve shows the distribution from Swift GRB obser-
vations with known redshift.
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In this chapter, we describe the first implementation of an all-sky, all-time co-
herent search for gravitational waves from compact binary coalescences, tying
together many of the key ideas from each of the previous two chapters. In
sections 8.1 and 8.2 we describe methods for tiling the sphere of source sky
locations for two- and three-site networks, each based on a uniform tiling in
cross-detector time-delays. Section 8.3 outlines the methods for a fully coher-
ent analysis pipeline, using an example two-site analysis of data from S5. We
compare new results with those from the coincidence-based pipeline.
8.1 Sky tiling for a two-site network
During the first year of LIGO Science Run 5 (S5), November 2005 – November
2008, the three LIGO detectors formed a two-site, three-detector network,
with both LHO instruments taking part in the run. For this network, there
exists only a single time-delay baseline between the observatories, restricting
the accuracy of sky localisation [130]; any localisation by triangulation will
reconstruct only the difference in time of arrival between the sites, mapping
to a ring of source direction probability on the celestial sphere.
As discussed in the previous chapter, for a two-site network, lines of source
sky positions running perpendicular to the baseline between sites all result in
the same arrival time difference for a signal incident on the network. As a
result, the most efficient tiling of the sky sphere for a two-site ‘all-sky’ search
is given by the one-dimensional space of physically allowed time-delays.
While it is true that each of those sky locations degenerate in time delay will
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Figure 8.1: A two-site all-sky grid for the LIGO detector network. The point
span the allowed time-delays between sites, forming a great circle
passing overhead both.
have unique values of the detector response, the amplitude error introduced
by this uncertainty averages over the sky and does not introduce an overall
systematic error.
The allowed time delays are bounded by the light travel time, T , between
sites; if we choose a temporal resolution δt, then the size of the grid is
N =
⌊
T
δt
⌋
. (8.1)
The light travel time between LHO and LLO is T = 10 ms, so, for a resolution
of 500µs, the two-site LIGO grid requires 40 sky points.
To seed this grid, we lay points with time delay τ in the range [−T, T ),
evenly spaced by 2δt, and project these onto the prime meridian (zero longi-
tude) via,
φ = 0 (8.2a)
θ = cos−1
( τ
T
)
(8.2b)
This ring is then rotated onto the great circle containing both sites, as shown in
figure 8.1. The grid then has greatest density orthogonal to the inter-detector
baseline, where the time-delay is smallest, with density dropping symmetrically
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in either direction, as the time-delay grows.
8.2 Sky tiling for a three-site network
During the second year of S5 and throughout S6, the LIGO-Virgo detectors
operated a three-site network, allowing much more accurate time-delay tri-
angulation, and better sky localisation [172]. This is likely to be the same
network running during the middle years of the advanced detector era, after
both Advanced LIGO and Advanced Virgo is operational, but before any other
detectors are ready.
With three or more detectors, the network can triangulate any signal to a
single point in the hemisphere above the plane of the network, but a symmetry
still exists in that plane, producing a second point in the other hemisphere.The
unfortunate downside of better sky localisation is the requirement for much
larger sky maps for a full coherent analysis, vastly increasing the computational
cost of the search.
In order to map the sky for three sites, we follow the analytical models of
[167]; consider a network of D detectors, and define the time-delay vector
τ = [τ2, . . . , τD]
T , (8.3)
where τn is the arrival time difference between detector 1 and detector n. If Tm
is the light travel time between detector 1 and detector m, and we define αmn
as the angle separating the baselines between detector 1 and detectors m and n
respectively, we can construct a bounding ellipse for the physically-admissible
time delays,
τ TADτ ≤ BD, (8.4)
where
A3 =
[
T 23
T 22
−T3
T2
cos (α23)
−T3
T2
cos (α23) 1
]
(8.5a)
B3 = T
2
3 sin
2 (α23) . (8.5b)
Here, cosαmn effectively measures the correlation between the two time delays,
where in the limit cosαmn = ±1 (the three sites lie in a line) the time-delays
are degenerate and the triangulation is no better than a two-site network.
In the limit αmn = pi/2, the time-delays are independent and the time-delay
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Figure 8.2: Time-delay tiles for the LIGO-Virgo three-site network. All phys-
ically admissible points in this space are laid in a hexagonal grid,
with a minimal 5µs spacing between neighbouring points.
baselines form the major and minor axes of the bounding ellipse.
Using the above conditions, a grid of hexagonal time-delay tiles is laid in
in (τ2, τ3) coordinates, such that the distance between any two points matches
the desired resolution. The resulting time-delay grid for the three-site LIGO-
Virgo network is shown in figure 8.2. This grid uses the same 0.5 ms resolution
as considered in chapter 7.
The time-delay grid is then projected onto the celestial sphere by construct-
ing a detector network coordinate system, as shown in figure 8.3, where the
time-delay coordinates are related to network longitude, φ, and latitude θ, via
φ = ± cos−1
(
− T2τ3 − T3τ2 cos(α23)
T3
√
T 22 − τ 22 sin(α23)
)
, (8.6a)
θ = cos−1
(
− τ2
T2
)
. (8.6b)
We can then relate the network coordinates (φ, θ) to earth-fixed longitude and
latitude with a simple rotation. This projection is done twice, once for each
hemisphere above and below the plane of the detector network.
Figure 8.4 shows an all-sky grid for the LIGO-Virgo network; 8.4a views
the grid from nearly overhead the plane of the network, where the grid is dens-
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Figure 8.3: The network coordinate system used in projecting points in time-
delay space onto the sky [167]. A three-site network defines a
right-handed coordinate system, with a potential fourth-detector
breaking the symmetry x− z plane.
for a source on the sy
est, while 8.4b shows the relative sparsity of the grid parallel to the network
plane. This grid, using a time-delay resolution of δt = 0.5 ms, contains over
2,700 points, representing a huge computational cost if applied na¨ıvely to the
coherent analysis.
8.3 Search implementation and testing
With the above methods for mapping all possible time-delays onto the sky for
a given network, we can use the coherent matched-filter described in chapter 7
to construct an all-sky, all-time search. In this section we demonstrate the
first implementation of a fully-coherent, all-sky search for signals from binary
neutron star inspirals.
We analysed one month of data from S5, during which the three LIGO
instruments formed a two-site, three-detector network, allowing a complete test
of an all-sky coherent analysis with relatively small computational cost. This
analysis, searching a reduced portion of the mass parameter space (compared
to the previously published coincidence-based analysis described in chapter 6),
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(a)
(b)
Figure 8.4: The three-site all-sky coherent search sky grid for the LIGO-Virgo
detector network. (a) and (b) view the same grid from different
angles.
and using only a two-site network, serves as a proof-of-principle demonstration
that a coherent analysis can be constructed and used to search current and
advanced detector data.
8.3.1 Data selection
The multi-detector coherent search is only run over those times when all de-
tectors in the network are operating, using category 1 vetoes to remove times
of sub-standard DQ for each (recall section 4.5 for more details). The detector
PSD is measured using 16 half-overlapping 256-second blocks, so all remaining
segments are down-selected to those longer than 2176 seconds; figure 8.5 shows
the segments selected for a month of data during S5. Of all available time,
48.9% falls in three-detector coincident operation (after applying category 1
vetoes), with 45.3% acceptable for analysis based on segment duration.
Figure 8.6 shows the detection range (averaged over source location and
orientation) for each detector in the network during this period. As seen, the
smaller H2 detector maintained a range between 6–7 Mpc throughout, while
the larger instruments improved as the run progressed, with H1 peaking at
16 Mpc.
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Figure 8.5: Analysis segments for coherent all-sky search of one month of S5
data.
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Figure 8.6: Inspiral averaged sensitive range for the LIGO network during one
month of S5.
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Figure 8.7: The template bank used for the coherent all-sky search of one
month of S5 data.
8.3.2 Generating a template bank
A template bank is laid in the same method as used for the targeted search from
section 7.3, with a single-detector bank for the L1 detector used as a simple
approximation to a fully-coherent template bank. For the test analysis, non-
spinning, 3.5 PN-order, BNS inspiral waveforms were placed with minimum
component mass of 1 M and maximum combined mass of 6.2 M, resulting
in ∼ 2, 200 templates, as shown in figure 8.7.
8.3.3 Event trigger generation
For computational ease, each analysis segment is divided into chunks of 2176
seconds, overlapping by 64 seconds on each end; a template bank is generated
for each of these chunks (due to changing detector sensitivity), with each chunk
processed separately. Analogous to the targeted search associated with GRBs,
the data from each detector are used to measure its PSD, using the average of
sixteen 50%-overlapping 256-second sensitivity estimates.
For each of the 256-second blocks, the data from each detector are filtered
against each template in turn, producing time-series of single-detector SNR.
Each sky location in the map is used then to construct coherent combinations
of these time-series to calculate the coherent SNR, with each of those peaks in
coherent SNR recorded as a trigger.
– 128 –
Chapter 8. An all-sky, all-time, coherent search
Background estimation with time-slides
The background of noise is measured using time-slid data. As mentioned
in chapter 7, since a fully-coherent search combines detector data at the
filtering stage, each time-slide analysis requires re-computing the coherent
matched-filter SNR. This represents a huge computational cost, in compar-
ison to the coincidence-based analysis where time-shifts are performed on the
single-detector triggers produced after filtering.
In this analysis, we construct 10 time-shifts, each sliding data from the L1
detector forward by a multiple of 128-seconds. Such large slides are computa-
tionally simple and performed by combining data from the LHO instruments
with those from L1 in a different 256-second block. The slides are performed
on a ring (formed by the sixteen analysis blocks for a single chunk), whereby
any L1 data slid off the end of the analysis chunk is re-inserted at the start
and filtered against the data from the LHO instruments in the first block.
Simulations
A set of non-spinning BNS inspiral simulations were used to inform tuning
of the signal-consistency cuts and the detection statistic, and measure search
performance through simulation recovery efficiency. These were injected into
the data with simulated distances uniformly distributed between 1− 60 Mpc.
Throughout the following descriptions of signal-based and data quality
cuts, we use the simulation results as a measure of the separation of fore-
ground from background.
8.3.4 Event down-selection
The rate of events produced during the data processing is too high to be either
useful or practical – as seen in chapter 4, large glitches will trigger across the
template bank, producing multiple events from a single noise input.
Events are down-selected by identifying those most significant relative to
the surrounding data. The full list of events are divided into 100 ms bins,
with an event selected only it is the loudest in its own bin, and louder than
all events in a 100 ms window around itself. This selection method typically
reduces the event rate by a factor of 100 or more, by identifying those triggers
that represent the peak of an excess power transient in the data (either noise
or GW signal).
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Signal-consistency cuts
Each of the signal-consistency tests outlined in section 7.3 are applied equally
to the triggers from the un-slid foreground, each of the time-slide backgrounds,
and the simulations. The following criteria are applied during the search:
• single-detector SNR ≥ 5 in one detector, and ≥ 4.5 in another
• coherent SNR ≥ 7,
• spectral χ2 re-weighted SNR > 7,
• bank χ2 re-weighted SNR ≥ 7,
• auto-correlation χ2 re-weighted SNR ≥ 7,
• null SNR < 6
The thresholds used for these cuts are more aggressive than those used for the
targeted search, in which single-detector SNR thresholds of 4 and re-weighted
SNR thresholds of 6 were applied. The larger parameter space, including
longer duration, and all-sky coverage, place less restrictions on the background,
potentially reducing search sensitivity, and so stricter cuts are required to
reduce the volume of triggers to a manageable level.
Additionally, the background distribution for the all-sky search more closely
resembles that of the coincidence-based analysis from chapter 6, compared to
the targeted search of chapter 7, and so the original tuning for the the χ2
re-weighting was adopted:
ρnew =

ρ, χ2 ≤ ndof
ρ[(
1 +
(
χ2
ndof
)3)
/2
]1/6 , χ2 > ndof. .
The first cut, on single-detector SNR, identifies those events with power
in a single detector only, typically removing more than 90% of all events.
Figure 8.8 shows the impact of this cut on the events from the S5 analysis,
applied to both H1 and L1 data, including both the background from time
slides and from the simulation set. Those background triggers (blue dots) on
the diagonal in each figure represent events with power only in that detector,
and fail the cut (black line) in the other detector. The simulated signals are
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(a) (b)
Figure 8.8: The impact of the single-detector SNR cut on events from an
all-sky coherent search. The blue dots are those from the noise
background, while the red pluses are those from simulated BNS
signals. The shaded region represents the single-detector cut as
applied. All events with power only in a single-detector are vetoed
as likely noise artefacts.
below the diagonal because their coherent SNR is accumulated from a strong
component in each detector.
Figures 8.9a to 8.9c show the impact of the three χ2 consistency cuts,
each evaluated after the single-detector SNR cut has been applied. These
statistics clearly differentiate between the recovered simulations and the noise
background, removing those events inconsistent with a true signal. Figure 8.9d
shows the impact of the null SNR cut, similarly evaluated after the single-
detector SNR cut has been applied. The null SNR cuts a relatively small
number of noise events that are incoherent between detectors, but down-ranks
a large number of others to a lower value of the detection statistic.
Data quality cuts
DQ vetoes are also used to identify noise artefacts in the data, using instrumen-
tal and environmental correlations, rather than signal-consistency. Category
2 and 3 vetoes are applied to data from each of the foreground, background
and simulations such that if an event vetoed by any instrument is removed
from the search. This should be compared to the coincidence-based analysis,
whereby any event vetoed in a single-detector is still recorded as a two-detector
event. Such events in the coherent search should be recorded and processed
separately, but we leave such an extension to future work.
Figure 8.10 shows the impact of category 2 and 3 DQ vetoes on the back-
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(a) (b)
(c) (d)
Figure 8.9: The impact of signal-consistency cuts on the background of an all-
sky coherent search. The blue dots are background events from
time-slid analysis, and the red pluses are events from BNS sim-
ulations, and the shaded region covers those events failing the
signal-consistency test. In figures (a) to (c), the contours rep-
resent constant values of the re-weighted SNR (dashed lines for
half-integers, solid for integers). The detection statistic is con-
structed from the χ2 re-weighted SNR, and the null SNR, figure
(d), for which events above the dashed line are down-ranked using
equation (7.4).
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Figure 8.10: The impact of data quality vetoes on the background of an all-
sky coherent search. As seen, the loudest event is reduced from
a re-weighted SNR of 13.9 to 9.3.
ground events (from time slides), after the application of the signal-based
vetoes. We use the same detection statistic as the previous coherent search,
defined in equation (7.4). The category 2 vetoes are successful in removing
the very loudest events, with the loudest event reduced from 13.9 to 11.8, with
only 1% deadtime. Category 3 introduces a large amount of deadtime, above
26%, but eliminates the remaining tail of significant background events, with
the loudest event reduced to a detection statistic value of 9.3.
We can qualify the overall impact of the combined signal-based and data
quality vetoes, and the effectiveness of the chosen detection statistic, by com-
paring the high coherent SNRs seen in figure 8.8 to the final distribution in
figure 8.10.
8.3.5 Search performance
The performance of the search is measured using the results of the simula-
tion run, after all signal-based and data quality cuts have been applied. All
simulations for which no event was recorded are classed as missed. Those
simulations with an associated trigger that is ranked higher than all of the
background events are classed as recovered, while those events with an asso-
ciated triggers that is not louder than all background events are marginally
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Figure 8.11: Recovery of simulated BNS signals during the S5 coherent all-
sky analysis. Successfully recovered signals as marked with black
crosses, missed signals with red crosses, and marginally-recovered
signals with dots coloured by FAP. The ‘decisive’ distance is the
second-largest effective distance for the network, as detailed in
the text.
recovered.
The recovery of injections as a function of distance allows calculated of the
volume sensitivity of the search, in order to calculate event rate upper limits.
All results are constructed after application of the same signal-consistency and
DQ cuts to each simulation run, as well as the background data.
Figure 8.11 shows the distribution of injections and their recovery as a
function of the injected decisive distance and simulation chirp mass. The
decisive distance is defined as the second largest effective distance for the
detectors in the network, where the effective distance for a detector is the
distance at which an optimally-oriented and located signal would have the
produced the same SNR as the given simulation. This value gives a measure
of how far in distance the network could have been expected to recover this
event, given a requirement of power in at least two detectors.
At lower masses, the majority of simulations injected below 30 Mpc (∼
13 Mpc angle-averaged range) are successfully recovered, consistent with the
network sensitive distance during S5 (figure 8.6)1, with recovery improving
as mass increases (recall figure 6.5). With the background highly cleaned by
1The angle-averaged range shown in figure 8.6 is calculated for a BNS with mass m1 =
m2 = 1.4 M, for which Mc ' 1.2.
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the myriad cuts and vetoes, resulting in a low-significance loudest event, very
few simulations are marginally recovered, with the transition rapidly made to
completed missed signals at higher distances.
8.3.6 Comparison with the coincidence-based pipeline
In order to compare search performance against a benchmark, we have analysed
the same data segments in S5 with the coincidence-based ‘ihope’ pipeline [102].
The same data quality veto method was used, whereby those events vetoed in a
single detector are removed from the search. Finally, the search was performed
using identical template parameters and simulation parameters, allowing a
direct comparison of search efficiency with the new coherent pipeline.
Computational cost
Each of the coherent and coincident algorithm are limited by the speed of
the fast Fourier transform (FFT) – the computational core of the matched-
filter – and so with the inclusion of multiple sky points, and CPU-expensive
calculations of the χ2 statistics, the coherent algorithm is around a factor of 2
more expensive than its coincidence-based predecessor. Extension to the full
three-site, all-sky grid will increase computational cost marginally, requiring
more calculations but crucially no further FFT-based filtering.
However, with the current implementation of the background trials, each
time-slide is computationally equivalent to the zero-lag foreground, resulting in
a significant relative increase in computational cost for this new search. Recent
developments in this method will reduce the cost of each time-slide, allowing
∼ 30 unique background trials for the same cost as the zero-lag foreground,
meaning a full detection search including 1, 000 trials would result in around
a ×30 computational cost in moving from coincidence-based to coherent.
Signal recovery
Figure 8.12 compares the efficiency of simulation recovery between the two
analyses. The top and centre panels compare the injection recovery and cu-
mulative volume respectively as functions of distance between the two searches;
the bottom panel shows the relative volume improvement of the coherent
search. The small reduction in sensitivity at low distances is within statis-
tical errors, however, the near 25% improvement in sensitive volume over the
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Figure 8.12: Comparison of search performance between the coincident and
coherent all-sky searches for one month of S5 data. The top panel
shows the injection recovery (efficiency) as a function of distance,
while the second panel shows the the cumulative volume, compar-
ing between the coincident (black) and coherent (red) searches.
The bottom panel shows the relative volume improvement of the
coherent search. The coherent search outperforms the coincident
with nearly 25% greater volume sensitivity.
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full simulation campaign highlights the advantage of this coherent pipeline
compared to the previously published algorithm.
8.4 Discussion and future direction
In this chapter we have demonstrated the first implementation of a fully-
coherent all-sky search for gravitational waves from the inspiral of two compact
objects. Sections 8.1 and 8.2 detailed methods for tiling the physical space of
time-delay for two-site and three-site networks respectively, while section 8.3
showed a proof-of-principle test of the search implementation.
The fully-coherent, two-site search was seen to improve sensitive volume by
nearly 25% over a coincidence-based search of the same data. The detection
rate estimates presented in [52] are associated with the sensitivity of the full
coincident search of S5 data [135], predicting a rate of ∼ 40 BNS detections per
year with a design-sensitivity second-generation detector network; the above
results show that using an all-sky coherent search over the same data could
result in almost 50 detections per year.
Given the improvement seen in this example, it can be expected that a
fully-coherent analysis using a three-site (or more) detector network will pro-
vide even greater improvements in sensitivity, as the power of the null stream
increases, and a truly all-sky tiling method is used. With a two-site network
likely to operate in the early years of the second-generation detector network,
this implementation is applicable to those data, however the computational
cost of a three-site search with a large background sample is currently very
expensive; development is on-going to reduce the relative cost of coherent
time-slides, as noted earlier. Furthermore, in order to construct a complete
analysis pipeline, further testing will be required, including tuning of the de-
tection statistic and signal-based vetoes over a larger mass parameter space
and a larger background distribution.
While the above results are a preliminary statement only, the potential
of a fully-coherent search for GWs from CBCs has been demonstrated, and
presents an exciting path for future development.
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Conclusion
The first generation of gravitational wave detectors have been decommissioned
after almost ten years of operation. While no direct detections were recorded,
the knowledge gained from constructing and commissioning these instruments,
and analysing the data they have produced, will be invaluable for the LIGO
and Virgo collaborations as they work towards a second-generation network.
Throughout this work we have concentrated on using the detector character-
isation and data analysis skills developed during the last joint science run
(S6/VSR2/3) to improve the sensitivity of searches over the data recorded by
laser-interferometer detectors.
In part II we reviewed the operation and performance of the LIGO de-
tectors during their sixth science run. This run saw the instruments at their
most sensitive level, with a number of upgrades relative to S5 prototyping new
and improved hardware looking ahead to Advanced LIGO. We showed the
improvement in search sensitivity purely as a result of instrumental commis-
sioning throughout the run (section 4.3), and as a result of the application
of data quality vetoes in transient searches (section 4.5). While instrumental
commissioning will play the crucial role over the next five years of develop-
ing the second-generation interferometers, DQ studies and veto methods will
definitely be key to maximising the search output from the short science runs
expected to begin in 2015.
The targeted veto method presented in chapter 5 showed the remarkable
performance available from DQ vetoes if the auxiliary data are properly studied
and understood, with ∼ 60% background trigger elimination in ∼ 6% deadtime
at LHO. This improved identification of seismic noise bursts as a result of
detailed tuning for low-frequency analysis demonstrated what could be possible
if such efforts are extended to all interferometer systems over the coming years.
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Characterisation of the aLIGO instruments is already underway at each
observatory, with the input laser and optical systems installed and in commis-
sioning. The lessons learned from the studies of S6 data will be used to ensure
maximum performance of each of the instrumental sub-systems as they are in-
stalled and tested, to allow for high sensitivity as early in the advanced science
runs as possible. We are confident that extension of the targeted noise event
identification to all interferometer components will improve search sensitivity
through lower deadtimes and better cleaning of the search data.
In part III we have discussed the core analyses of detector data searching for
GW signals from compact binary coalescences. A coincidence-based analysis
was used throughout the first-generation science runs as the primary method
for all-sky, all-time searches, and for targeted searches up to and including
S5. Over the course of the S6, this all-sky pipeline was greatly improved
through better attention to DQ information, and development of a χ2-weighted
detection statistic. With these in place, the upper limits set from this analysis
were improvements over S5, with the expectation that, as the instrumental
sensitivity grows over the next few years, upper limits will begin to probe
rates set by theoretical and observational estimates.
We have also reviewed the coherent matched-filter method, and described
its adoption for the search associated with short GRBs observations. The
improvements to this search over the S5 method, including mapping of the
probability sky patches published by the Fermi satellite detections, offer a firm
basis from which to build in directing second-generation search algorithms.
Finally, the first implementation of a fully-coherent, all-sky, all-time search
was presented in chapter 8. This development has followed naturally from
those of the coincidence-based all-sky pipeline, and the coherent targeted
search, with a first analysis performed on S5 data using a two-site detector
network. We have shown, on this one-month test using BNS inspiral sig-
nals, an improvement of more than 20% in search sensitive volume over the
coincidence-based analysis run on the same data. It should be expected that,
setting computational cost aside, a fully-coherent analysis with a three-site
network will show even greater performance, with improved sky localisation,
and a more powerful null stream consistency test.
While a coherent analysis with a large background sample is currently very
costly, work is ongoing to improvement the efficiency of the computational
infrastructure to minimise cost. Implementation and testing of such a search
must be the goal ahead of completion of the Advanced Virgo interferometer, in
– 139 –
order to maximise the science goal in the early years of the second-generation
science runs, when detections are likely to be made, but not in great numbers.
The potential for increasing detection rate by 30% or more should be a driving
force in development of this analysis.
Progress made over the next few years will define our field for the next
decade. The first-generation experience has shown that direct detection grav-
itational waves is imminent, and all efforts must be made to commission
and characterise not only the new instruments, but also new search meth-
ods. If these efforts are made, direct detections will be made by the second-
generation network, allowing gravitational wave physics to become part of a
multi-messenger era for astronomy.
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