Theorem 1: Let K , K ′ be regular Cantor sets with Hausdorff dimensions d and d ′ , respectively, such that K is of class C 2 and non essentially affine. Then, given a C 1 map f from a neighbourhood of K × K ′ to R such that, in some point of K × K ′ its gradient is not parallel to any of the two coordinate axis, we have HD(
The first version of these formula were stated in [Mor98] , without a proof, as a tool to obtain results on geometric properties of the classical Markov and Lagrange spectra. Shmerkin wrote in [Shm] a proof of Theorem 1 above assuming that both K and K ′ are C 2 and a non-resonance hypothesis: that there are periodic orbits of the dynamics which define K and K ′ such that the ratio of the logarithms of the absolute values of their eigenvalues is irrational.
An immediate corollary is the following:
Proposition: Let K , K ′ be regular Cantor sets with Hausdorff dimensions d and d ′ , respectively, such that K is of class C 2 and non essentially affine. Then HD(K + sK ′ ) = min{1, HD(K) + HD(K ′ )}, for every s = 0. We also prove a version of these results in the case when K and K ′ are not necessarily C 2 , assuming that they satisfy the hypothesis of the Scale Recurrence Lemma of [MY2] , and that they have periodic orbits whose ratio of logarithms of (the norms of the) eigenvalues is irrational. This result is an essential tool in forthcoming works in collaboration with Cerqueira and Matheus on geometric properties of dynamical Markov and Lagrange spectra associated to conservative diffeomorphisms and with Cerqueira, Matheus and Romaña on geometric properties of dynamical Markov and Lagrange spectra associated to geodesic flows in negative curvature.
I would like to thank Aline Cerqueira, Carlos Matheus and Pablo Shmerkin for helpful comments and suggestions which substantially improved this work.
1 -Basic definitions. 1.1 -Regular Cantor sets.
We will follow the notations and definitions of [MY] and [MY2] . Let A be a finite alphabet and Σ ⊂ A Z a subshift of finite type defined by a transition set B ⊂ A 2 . We will always assume that Σ is mixing and uses all letters of A.
A word of Σ is a finite sequence of elements of A verifying the transition rules given by B. Let r ∈ (1, +∞] ; we say that a C r map g is expanding of type Σ if: -its domain is a finite union B I(a 0 , a 1 ), where, for every (a 0 , a 1 ) ∈ B , I(a 0 , a 1 ) is a compact sub-interval of I(a 0 ) := [0, 1] × {a 0 } ; -for each (a 0 , a 1 ) ∈ B, the restriction of g to I(a 0 , a 1 ) is a C r -diffeomorphism onto I(a 1 ), satisfying |Dg(t)| > 1 for every t ∈ I(a 0 , a 1 ).
We denote by Ω r Σ the space C r expanding maps of type Σ, endowed with the C r -topology. Such a map defines the regular Cantor set
The dynamics of g over K is canonically conjugated to the unilateral sub-shift σ : Σ + → Σ + , Σ + ⊂ A N defined by B: there exists a unique homeomorphism h : Σ + → K such that h(a) ∈ I(a 0 ), for a = (a 0 , a 1 , . . . ) ∈ Σ + h • σ = g • h.
-Limit Geometries.
For (a 0 , a 1 ) ∈ B, f (a 0 ,a 1 ) denotes the inverse map of g| I(a 0 ,a 1 ) . For a word a = (a 0 , . . . , a n ) of Σ, we put f a = f a 0 a 1 • · · · • f a n−1 an ; it is a diffeomorphism of I(a n ) over a sub-interval I(a) of I(a 0 ). We denote K(θ 0 ) := K ∩ I(θ 0 ) and, more generally, K(a) := K ∩ I(a). We denote by Σ − the unilateral sub-shift defined by B indexed by the integers which are negative or zero.
We equip Σ − with the following ultrametric distance: for θ =θ ∈ Σ − , we set
where θ ∧ θ = (θ −n , . . . , θ 0 ) with θ −j = θ −j for 0 ≤ j ≤ n and θ −n−1 = θ −n−1 .
For θ = (θ m ) m≤0 in Σ − , n < 0, we put
where θ n = (θ −n , . . . , θ 0 ) and B is the only affine map from I(θ n ) onto I(θ 0 ) such that k θ n is orientation preserving.
The sequence k θ n converges to a diffeomorphism k θ ∈ Dif f r + (I(θ 0 )) (cf. [Su] ) ; the convergence takes place in the C r ′ -topology for every r ′ < r, and even in the C r -topology if r is an integer or +∞. The convergence is uniform in θ ∈ Σ − and in a neighbourhood of g in Ω r Σ . The limit geometry of K associated to θ is the Cantor set
The diffeomorphisms k θ , θ ∈ Σ − , realise a fibered linearisation of the dynamics since the
We denote I θ (a) := k θ (I(a)). The different K θ are related in the following way: let F θ be the affine map from I(θ 0 ) onto I σ −1 (θ) (θ −1 , θ 0 ) with the same orientation than f θ −1 θ 0 . Then, on I(θ 0 ):
It follows by induction that, for any positive integer n, if we denote by F θ n the affine map from I(θ 0 ) onto I σ −n (θ) (θ n ) with the same orientation than f θ n , then, on I(θ 0 ):
Taking inverses, we also get that
-Renormalization Operators.
For a ∈ A, we denote by P r (a) the space of C r -embeddings of I(a) into R, endowed with the C r -topology ; we put P r = A P r (a). We call by A the space of pairs (θ, A), where θ ∈ Σ − and A is an affine embedding of I(θ 0 ) into R ; we have a natural map: A → P r which associates A • k θ to the pair (θ, A). Let a = (a 0 , . . . , a n ) a word of Σ ; the renormalization operator T a : P r (a 0 ) → P r (a n ) is defined by
It has a lift to A (still called by T a ) ; while a varies between the words of Σ of size n + 1, the T a are the inverse branches of S n , the map S : A → A being defined by
-Relative Configurations.
As in 1.3, we can introduce the spaces A, A ′ associated to the limit geometries of g, g ′ respectively. We denote by C the quotient of A × A ′ by the diagonal action on the left of the affine group. An element of C, represented by (θ, A) ∈ A, (θ ′ , A ′ ) ∈ A ′ , is called a relative configuration of the limit geometries determined by θ, θ ′ .
The fibers of the quotient map: C → S are one-dimensional and have a canonical affine structure; moreover this bundle map is trivializable; we choose now an explicit trivialization C ∼ = S × R in order to have a coordinate in each fiber.
For each a ∈ A (resp. a ′ ∈ A ′ ), we choose ω(a) ∈ Σ + starting with a (resp. ω(a ′ ) ∈ Σ ′+ starting with a ′ ). Given a configuration represented by (θ, A), (θ ′ , A ′ ), we normalize (by the action of the affine group) in order to obtain that
on the fiber will be by definition
With the chosen normalization, A(I(θ 0 )) has size 1 while A ′ (I(θ ′ 0 )) has size |s|.
2 -The scale recurrence property. 2.1 -Let g, g ′ be expansive maps as above. If ((θ, A), (θ ′ , A ′ )) is a relative configuration, the
} is well defined; the coefficient of x is a number in R * which is called the relative scale of the given relative configuration. We obtain thus the space S = Σ − × Σ ′− × R * of relative scales; this space is considered as a quotient of C in the following
defines by passing to the quotient a projection from C to S. Given words a = (a 0 , a 1 , . . . , a n ) and a ′ = (a ′ 0 , a ′ 1 , . . . , a ′ n ), we define renormalization operators T a , T ′ a ′ acting on S in the following way:
where σ(a) = σ(a 0 , a 1 , . . . , a n ) = (a 1 , . . . , a n ) and ε = +1 (resp. −1) if f a is orientation preserving (resp. reversing). Similarly, if a ′ is a word in Σ starting with θ ′ 0 , we have
2.2 -The formulation of the scale recurrence property involves, between several other constants, a parameter α ∈ (0, 1] which will play an important rôle in what follows. In the case of [MY] (which corresponds to the case when both Cantor sets are C 2 ), we had α = 1. In the case of Cantor sets arising as stable and unstable Cantor sets associated to a horseshoe of a diffeomorphism, we may have to take α < 1, related to the contraction and expansion rates of (iterates of) the diffeomorphism near the horseshoe, which also affects the differentiability classes of the corresponding stable and unstable Cantor sets. On the other hand we state the scale recurrence property and the scale recurrence lemma in terms of regular Cantor sets (not a priori associated to a horseshoe).
2.3 -We choose once for all a constant c 0 > 1. For every 0 < ρ < 1, we then denote by Σ(ρ) the set of words a of Σ such that c
The scale recurrence property can now be stated as follows: The constants c 0 , R being choosed large enough, there are c 1 , c 2 , c 3 > 0, ρ 0 ∈ (0, 1) such that, for every 0 < ρ < ρ 0 , and for every collection of sets (E(a,
we can find a collection of compact sets (
(ii) For at least half of the pairs (a, a ′ ), the Lebesgue measure of E * (a, a ′ ) is larger than half of that of J R ; (iii) for each (a, a ′ ) ∈ Σ(ρ) × Σ ′ (ρ), and each s ∈ E * (a, a ′ ), there are at least
Remark -The pairs (b, b ′ ) appearing in (iii) should of course have as first letters the last letters of (a, a ′ ).
2.4 -We proved in [MY2] that the scale recurrence property is a consequence of the following property (Hα), which deals only with the first Cantor set K.
Property (Hα) : There exist η > 0 , ρ 1 ∈ (0, 1) such that, for every 0 < ρ < ρ 1 , 1 ≤ ξ ≤ ρ −α and every subset X of Σ(ρ) satisfying
we can find a 0 , a 1 ∈ X such that we have, for every Φ ∈ R and every θ
When α = 1, and so the k θ are C 2 , (H1) follows from the much simpler property (H ′ 1)
There are θ 0 , θ 1 ∈ Σ − , ending by the same letter θ 0 , and x 0 ∈ I(θ 0 ) such that we
When K and K ′ come from horseshoes Λ and Λ ′ associated to a diffeomorphism F , i.e, are, respectively, a stable Cantor set of Λ and an unstable Cantor set of Λ ′ , we choose α in the following way.
When the diffeomorphism F contracts area in a neighbourhood of the horseshoe Λ and expands area in a neighbourhood of the horseshoe Λ ′ , we choose α = 1.
In the conservative case (when F preserves a smooth measure) we choose arbitrarily α ∈ (0, 1).
In the remaining cases, we choose α ∈ (0, 1) in such a way that the following property is satisfyied: for an appropriate riemannian metric on M , we have
In all cases, this assures that there exists α ′ > α such that the foliations W s (Λ) and
Remark -The hypothesis (Hα) are less restrictive when α is smaller. So, when K is C 2 (even when K ′ is not C 2 ) (in particular, when K and K ′ come from horseshoes as before, F contracts area in a neighbourhood of the horseshoe Λ but does not expand area in a neighbourhood of the horseshoe Λ ′ ) it is enough to check the property (H ′ 1), which makes the situation in this case simpler than in the general case.
It is proved in [MY2] that, for Cantor sets coming from horseshoes, the properties (Hα) (or (H ′ 1) when α = 1) are generic (open and dense) conditions in both conservative and dissipative cases, and so is the scale recurrence property. Since the properties (Hα) follows from the property (H ′ 1), this is also true for C k Cantor sets, k ≥ 2.
3 -Dimension estimates -a discrete Marstrand-like result. Let K, K ′ be regular Cantor sets with associated finite alphabets A, A ′ . LetK andK ′ be differentiable embeddings of K and
Given a word c of Σ beginning by a, we define the intervalĨ(c) := h(I(c)). Analogously, given a word c ′ of Σ ′ beginning by a ′ , we define the intervalĨ(c ′ ) :=h(I(c ′ )). Given δ ∈ (0, 1), we denote byΣ(δ) the set of words c ∈ Σ(δ) which begin by a, and byΣ ′ (δ) the set of words c ′ ∈ Σ ′ (δ) which begin by a ′ . We say that Q is a δ-rectangle ofK
Proposition 1: Let K, K ′ be regular Cantor sets with d + d ′ < 1, where d and d ′ are the Hausdorff dimensions of K and K ′ , respectively, and letK andK ′ be differentiable embeddings of K and K ′ , as above. For s ∈ R, let π s : R 2 → R be given by π s (x, y) = x − sy. Let R > 0 be a large constant. For a given δ > 0, let N δ (s) be given by
. This set is an interval. Let p 1 = (x 1 , y 1 ) and p 2 = (x 2 , y 2 ) be the centers of Q andQ, respectively. If
If
Let us now estimate
, and the number of ρ-rectangles
Given a point (θ, θ ′ , s) in the space S of relative scales, and points
(where (θ, A), (θ ′ , A ′ ) represents this configuration). Parametrizing the fiber of C over (θ, θ ′ , s)
as in §1.4, the coordinate of this configuration is given by
′ , respectively, and Remark 2: Notice that the constant implicit in the O notation gets worst when d + d ′ approaches 1, which is consistent with Besicovitch's theorem on projections of irregular 1-sets.
Proposition 1 is useful to estimate measures and dimensions of projections because of the folowing result.
Proof: Let k = ⌊(2R + 2)c 0 δ −1 ⌋, and let x 0 = −R − 1, x 1 , x 2 , . . . , x k , x k+1 = R + 1 ∈ [−(R + 1), R + 1] be an arithmetic progression. Since π λ (Q) has size at least c −1 0 δ > (2R + 2)/(k + 1) for every Q ∈ F, for every Q ∈ F there is a positive integer j ≤ k such that x j belongs to π λ (Q). Let j(Q) be the smallest such j. For 1 ≤ j ≤ k, let m j be the number of rectangles Q of F such that j(Q) = j. Then we have
we have
Given j ∈ B we may choose Q ∈ F such that j(Q) = j, and an interval J(j) such that x j ∈ J(j) ⊂ π λ (Q) with size (R + 1)/(k + 1). The interiors of these intervals are all disjoint and so
4 -Dimension estimates -constructing a recurrent set of good scales.
4.1 We define sets E(θ, θ ′ ) as the sets of s ∈ J R which verify:
(1)
where, in (2) . We then put
where a ∈ Σ(ρ), a ′ ∈ Σ ′ (ρ) and (θ, θ ′ ) describes the pairs of Σ − × Σ ′ − ending by (a, a ′ ). The integer m is fixed once for all, and should satisfy m ≥ 3 , m > α −1 . The real number α ∈ (0, 1] denotes here the parameter intervening in the scale recurrence lemma. We remark that the hypothesis 2.2, 2.4 which allow us to prove the scale recurrence lemma are less restrictive when the parameter α is smaller. This means that we may always choose the parameter α satisfying α ≤ 1/2, which we will do in what follows.
We assume that the scale recurrence property holds (which, as we have seen, is generically true). Now, if we choose c 5 large enough, Proposition 1 from section 3 guarantees that the condition
which appears in the scale recurrence lemma holds. So the scale recurrence lemma gives us, for a ∈ Σ(ρ), a ′ ∈ Σ ′ (ρ) a family of compact sets E * (a, a ′ ) ⊂ J R which satisfy the conclusions (i), (ii) and (iii) of 2.3. We will consider the compact setL ⊂ S constituted by the triples (θ, θ ′ , s) such that s ∈ E * (a, a ′ ), where θ, θ ′ finish respectively by a ∈ Σ(ρ) , a ′ ∈ Σ ′ (ρ) .
4.2
The fiber L(θ, θ ′ , s) ⊂ R (for (θ, θ ′ , s) ∈L) is constituted by the values of t for which there is at least one pair (b
following properties:
t belongs to the image of the rectangle
In this chapter we will prove the following Proposition -There is c 6 > 0 such that we have
for every (θ, θ ′ , s) ∈L .
4.3 -Proof of the proposition 4.3.1 Let us fix (θ, θ ′ , s) ∈L. By definition ofL, there exists (a, a ′ ) ∈ Σ(ρ) × Σ ′ (ρ) ending (θ, θ ′ ) such that s ∈ E * (a, a ′ ). By the conclusion (i) of the scale recurrence lemma, there exists
The above relations (1), (2) are therefore verifyied by (θ,θ ′ ,s). From the conclusion (iii) of the scale recurrence lemma, there are at least
We will denote by Γ m the set of these pairs (b, b ′ ). We thus have
-
Since the map θ → k θ is not necessarily Lipschitz, but is α-Hölder (with α > 1/m), and the sets E * (a, a ′ ) are contained in neighbourhoods of E(a, a ′ ) of sizes O(ρ α ) (but not O(ρ)), we need to consider a sequence of scales in a geometric progression of ratio ρ 1/m before aplying the Scale Recurrence Lemma: We now define, by descending recursion on 1 ≤ ℓ ≤ m, a subset Γ ℓ of Σ(ρ ℓ/m ) × Σ ′ (ρ ℓ/m ) . We just defined Γ m . For ℓ < m, the definition depends on a large enough constant c ′ 5 : Γ ℓ is constituted of the pairs (b, b ′ ) satisfying is large enough, we will have by descending recursion from (11) :
4.3.3 -For words c, c ′ of Σ, Σ ′ beginning respectively by θ 0 , θ ′ 0 , let us denote by J(c, c ′ ) (resp.J(c, c ′ )) the interval of R image of the rectangle I(c) × I ′ (c ′ ) by π θ,θ ′ ,s (resp. by πθ ,θ
Lemma : There is c 8 > 0 such that we have,
4.3.4 -The two following elementary results are used in the proof of the lemma and proved in [MY, p. 70] .
α∈A two families of intervals and ε > 0, λ > 1, ν > 0 constants satisfying:
For every α ∈ A, we have ε < Leb(J α ) < λ ε and ε < Leb(
For every α ∈ A, the centers of J α , J ′ α are distant from at most νε ; We then have
Sublemma 2 -Let (J α ) α∈A be a family of intervals, and 0 < ν < 1 ; for each α ∈ A, let K α a subset of J α satisfying Leb(K α ) ≥ νLeb(J α ). We have then
-Proof of the Lemma
It will be done by descending recursion on ℓ ; the case ℓ = m is tautologic (with c 8 = c 8 (m) = 1) and so we assume ℓ < m.
By Proposition 2 from section 3, for each subset
We apply the preceding inequality replacing (θ,θ (12) and (13), and using the preceding inequality (with
We will now compare the measures of ∪J(c, c ′ ) and ∪J(c, c ′ ) using sublemma 1. Since we have d(θ,θ) ≤ cρ, the C 1 -distance between k θ and kθ is at most of the order of ρ α .
The same holds for k ′ θ ′ and k ′θ ′ . We also have |s −s| ≤ c 2 ρ α . The C 1 -distance between π θ,θ ′ ,s and πθ ,θ ′ ,s is thus at most of the order of ρ α . We recall that α > 1 m . Sublemma 1 (with ε ∼ ρ 1/m ) and (15) give therefore:
By the recursion hypothesis, for (c, c
which gives us, after (16) and sublemma 2 :
which is the inequality of the lemma with c 8 (ℓ) = 1 2 c ′ 9 c 8 (ℓ + 1) .
-End of the proof of the Proposition
As in the proof of the Lemma, we apply Proposition 2 from section 3, now to the union of the rectangles of Γ 1 . Since #Γ 1 ≥ c 7 ρ
, using sublemmas 1 and 2 as in the proof of the previous Lemma we conclude that the union for (b,
, where c 6 > 0 is a constant, and this implies the Proposition.
5 -The main results. Proposition: Let K , K ′ be regular Cantor sets with HD(K) + HD(K ′ ) < 1 such that K satisfies property H α for some α > 0 as in the preceeding discussion. Suppose that, for any
Then, given a C 1 map h from a neighbourhood of K ×K ′ to R such that, in some point of K ×K ′ its gradient is not parallel to any of the two coordinate axis, we have
By hypothesis, and by continuity of dh, we may find a pair of periodic points p and p ′ of K and K ′ , respectively, with addresses a = aaa... and a ′ = a ′ a ′ a ′ ..., where a and a ′ are finite sequences, such that dh(p, p ′ ) is not a real multiple of dx nor of dy. There are increasing sequences of natural numbers (m k ), (n k ) and s ∈ J R such that
Since h is C 1 , for large k, the restriction of h to I a ′n k × I ′ a m k is very close in the C 1 topology, up to a composition on the left by an affine map, to the linear map x − sy. So, the composition of h with the map (f a ′n k , f ′ a ′n k ), which brings
are inverse branches of iterates of the expansive dynamics which define K and K ′ ) is very close in the C 1 topology, up to a composition on the left with an affine map, to π a,a ′ ,s . By hypothesis, there is δ > 0 and finite admissible words b, b
′ is very close in the C 1 topology, up to a composition on the left with an affine map, to
Proposition above implies that there are intervals which are image of rectangles of the type
4 ρ α , we have (θ 1 , θ ′ 1 ,s 1 ) ∈L, and such that the measure of the union of these intervals is at least c 7 ρ 1−(d+d ′ ) . We may select a disjoint union of these intervals whose measure is at least , with (θ 1 , θ ′ 1 ,s 1 ) ∈L (since limit geometries behave as attractors for renormalization operators, and differentiable maps are very close to linear maps in small scales). Now, the conclusion of the proposition is a consequence of the following fact, mentioned in [MY2] , which may be proved with usual techniques of fractal geometry (as the mass distribution principle; see section 4.1 of [F] ): Let us consider, for r ≥ 1, a finite family J (r) of disjoint compact intervals. We suppose that each interval of J (r + 1) is contained in an interval of J (r) and that we have
If we have, for every r ≥ 1, I ∈ J (r):
Indeed, the previous discussion implies that we may apply this statement to the set
Since η > 0 is arbitrary, the result follows.
Corollary 1: Let K , K ′ be regular Cantor sets such that HD(K) + HD(K ′ ) < 1 satisfying properties H α for some α > 0 then: i) If K and K ′ have periodic orbits whose ratio of logarithms of the norms of their eigenvalues is irrational, then, given a C 1 map h from a neighbourhood of K × K ′ to R such that, in some point of K × K ′ its gradient is not parallel to any of the two coordinate axis, we have HD(h(K × K ′ )) = HD(K) + HD(K ′ ). Consequently, if K has two periodic orbits whose ratio of logarithms of the norms of their eigenvalues is irrational, then, given a C 1 map h from a neighbourhood of K × K ′ to R such that, in some point of K × K ′ its gradient is not parallel to any of the two coordinate axis, we have
ii) If K has a sequence of periodic points (x n ) with corresponding eigenvalues (µ n ) and K ′ has a periodic point y with eigenvalue λ such that (log |µ n |/ log |λ|) is a sequence of rational numbers whose denominators tend to +∞, then, given a C 1 map h from a neighbourhood of K × K ′ to R such that, in some point of K × K ′ its gradient is not parallel to any of the two coordinate axis, we have HD(h(K × K ′ )) = HD(K) + HD(K ′ ). Consequently, if K has a sequence of periodic points (x n ) with corresponding eigenvalues (µ n ) such that (log |µ n |/ log |µ 1 |) is a sequence of rational numbers whose denominators tend to +∞, then, given a C 1 map h from a neighbourhood of K × K ′ to R such that, in some point of K × K ′ its gradient is not parallel to any of the two coordinate axis, we have
If K has a sequence of periodic points (x n ) with corresponding eigenvalues (µ n ) such that (log |µ n |/ log |µ 1 |) is a sequence of rational numbers whose denominators tend to +∞, choose y a periodic point of K ′ and λ its eigenvalue. If (log |µ 1 |/ log |λ|) is irrational, we conclude by i) that, given a C 1 map h from a neighbourhood of K × K ′ to R such that, in some point of K × K ′ its gradient is not parallel to any of the two coordinate axis, we have HD(h(K × K ′ )) = HD(K) + HD(K ′ ). If (log |µ 1 |/ log |λ|) is rational, then the ratios (log |µ n |/ log |λ|) = (log |µ n |/ log |µ 1 |) · (log |µ 1 |/ log |λ|) form a sequence of rational numbers whose denominators tend to +∞, and we conclude by ii) that, given a C 1 map h from a neighbourhood of K × K ′ to R such that, in some point of K × K ′ its gradient is not parallel to any of the two coordinate axis, we have
In order to remove the hypothesis HD(K) + HD(K ′ ) < 1, we need the following Lemma.
Lemma : Given a regular Cantor set K defined by an expanding map g and constants a, b with 0 ≤ a < b ≤ HD(K), there is a regular Cantor setK contained in K satisfying a < HD(K) < b.
Proof: Let Σ (n) be the set of words of Σ of length n and
and so
Moreover, we have
We may define the regular Cantor set (with expanding map g n )
The previous estimates imply that
where
On the other hand, we have
an it follows from the estimates of [PT] , pp. 69-70 that a < HD(K) < (a + b)/2 < b.
Corollary 2: Let K , K ′ be regular Cantor sets such that K satisfies property H α for some α > 0. Suppose that i) K has two periodic orbits whose ratio of logarithms of the norms of their eigenvalues is irrational or ii) K has a sequence of periodic points (x n ) with corresponding eigenvalues (µ n ) such that (log |µ n |/ log |µ 1 |) is a sequence of rational numbers whose denominators tend to +∞.
Then, given a C 1 map h from a neighbourhood of K × K ′ to R such that, in some point of K × K ′ its gradient is not parallel to any of the two coordinate axis, we have
it follows directly from Corollary 1. If d + d ′ ≥ 1, given δ > 0, it follows from the Lemma above that there is a regular Cantor set K ′′ contained in K ′ satisfying 1−d−δ < HD(K ′′ ) < 1−d ≤ d ′ . Using Corollary 1 we conclude that 1−δ < HD(h(K ×K ′ )) ≤ 1 for every δ > 0, so, in this case, HD(h(K × K ′ )) = 1, which implies the result.
Corollary 3: Let K and K ′ be, respectively, a stable and an unstable Cantor set of a horseshoe Λ. Suppose that K satisfies property H α for some α > 0 and i) K has two periodic orbits whose ratio of logarithms of the norms of their eigenvalues is irrational or ii) K has a sequence of periodic points (x n ) with corresponding eigenvalues (µ n ) such that (log |µ n |/ log |µ 1 |) is a sequence of rational numbers whose denominators tend to +∞.
Then, given a C 1 map h from a neighbourhood of Λ to R such that, in some point of Λ its gradient is not parallel to the stable nor to the unstable direction of Λ at this point, then we have HD(h(Λ)) = min{1, HD(Λ)}.
Proof: It follows from Corollary 2 and from the fact that, given a point of a horseshoe Λ in a surface, there is a C 1 diffeomorphism from a neighbourhood U of it to an open rectangle of R 2 with sides parallel to the coordinate axis such that the image of local stable leaves of Λ are contained in horizontal lines, the image of local unstable leaves of Λ are contained in vertical lines and the image of Λ ∩ U is a cartesian productK ×K ′ of differentiable embeddingsK and K ′ of K and K ′ , respectively (notice that HD(Λ) = HD(K) + HD(K ′ )).
Proof of Theorem 1: We want to check the hypothesis of Corollary 2. Let h : Σ + → K be the homeomorphism which conjugates the dynamics of g over K to the unilateral sub-shift σ : Σ + → Σ + . We have by hypothesis two limit geometries α and β in Σ − which end by the same letter a 0 , and a point which will be identified by its address γ in Σ, which begins by a 0 , such that (k α • k let us putũ = k a (u) andṽ = k a (v). We have G(v) = u, and soG(ṽ) =ũ. Since (G) ′′ (ṽ) = 0, at least one of the following possibilities holds, by the chain rule: (H) ′′ (ũ) = 0 or (R) ′′ (ṽ) = 0. Indeed, we have (R) ′ = (H) ′ •G · (G) ′ and (R) ′′ = (H) ′′ •G · (G) ′2 + (H) ′ •G · (G) ′′ , and so (R) ′′ (ṽ) = (H) ′′ (ũ) · ((G) ′ (ṽ)) 2 + (H) ′ (ũ) · (G) ′′ (ṽ). In the first case, the sequence of the periodic points p k whose addresses have periods ca k , k ≥ 1 is such that the sequence of logarithms of the eigenvalues of their orbits modulo log λ is convergent and has eventually distinct terms. Indeed, conjugating by k a , we get the sequence of pointsp k = k a (p k ) such that (G) k •H(p k ) =p k , and the eigenvalue of the orbit of p k coincides with ((G) k •H) ′ (p k ) = λ k (H) ′ (p k ). Since the points (p k ) are distinct and converge toũ = k a (u), our claim follows from (H) ′′ (ũ) = 0. In the second case, the same thing happens for the sequence of periodic points q k whose addresses have periods a 0 bc ′ a k , k ≥ 1 (and the proof is analogous to the previous case). In any case, we obtain sequences of pairs of periodic points (one of them, in each pair, being h(a)), whose ratio of logarithms of the norms of the eigenvalues are either irrational or rational with arbitrarily large denominators, which solves the problem, by Corollary 1.
