1. Cluster analysis plays vital role in pattern recognition in several fields of science.
Introduction 4 8
Cluster analysis is the method of grouping similar objects in order to simplify the structure of
The silhouette width, s(i), is defined as:
s(i) ranges between -1 and 1. Values near 1 indicate that object i is much closer to the other 1 0 3 objects in the same cluster than to objects of the second closest cluster, implying a correct number or proportion of objects with positive silhouette width can also be used as validity measures. For a cluster containing a single object, s(i) takes the arbitrary value 0. x 1 , x 2 , …, x n and p an element of affinely extended real numbers. The generalized mean of 1 1 9 degree p is:
For p = 0 and p = |∞| the following exceptions are to be made:
The generalized mean takes the values of well-known summary statistics presented in Table   1 2 2 1. The original version of silhouette width is the special case when within-and between-group 1 2 3 average distances are calculated by p = 1. By changing the p parameter it is possible to 1 2 4 emphasize lower or higher distances in the calculation of means. The lower the p value is, the 1 2 5 more importance is attributed to objects in close proximity, while the effect of farther 1 2 6 neighbour objects (including outliers) is reduced. In this way, the criteria of compactness is 1 2 7 gradually replaced by connectedness and clusters with irregular or elongated shape can also 1 2 8 be considered 'good'. At p = -∞ a classification is ideal if each object is assigned to the same +∞ the clustering criteria of complete linkage is applied. We test the performance of the generalized mean with different parameterization on artificial 1 3 7 point patterns and well-known public data sets. Artificial data sets containing 100 objects and two variables were generated. The data sets 1 3 9
represented data structures some of which were also applied by Podani (2000) heterogeneous clusters (high separation, low compactness); 7) two concentric clusters (high 1 5 0 separation, different compactness, special spatial arrangement). The analyses were run also On these data sets generalized silhouette widths with different p parameter values were total number of objects) and mean silhouette width (MSW; the sample-wise mean of s(i)).
6 8
We evaluated also the performance of different classification methods in the view of the 1 6 9 generalized silhouette width. For this purpose, we used a two-dimensional random point 1 7 0 pattern of 1000 points because we supposed that in the lack of true cluster structure the 1 7 1 inherent characteristics of the methods will determine classification the most. We classified 1 7 2 this data set using single linkage, group average and complete linkage methods. Silhouette classifications between 2 and 20, then mean silhouette widths were compared across group mean and for generating artificial data set are available in the Supporting Information. values up to zero there were two or three misclassified objects, while for higher p values there 1 8 5
were five or six ones (Fig. 1 ). Despite the low misclassification rate, MR decreased from 0.73 1 8 6
at p = -∞ to 0.181 at p = ∞ . Misclassified plots were situated near the border between the two 1 8 7
clusters. When the separation and compactness were moderate (Fig. 2) , for p = -∞ and p = -2 1 8 8
there were two and one misclassified objects, respectively, otherwise all plots were correctly 1 8 9 clustered with higher p values. There were no misclassifications at all when points were 1 9 0 clustered into four aggregations (Fig. 3) ; however, MSW decreased from 0.96 to 0.77 with 1 9 1 increasing p. When the same points were split into two clusters instead of their true 1 9 2 aggregations, misclassification rate (MR) did not change but MSW decreased more steeply, 1 9 3 reaching 0.249 with p = ∞ (Fig. 4) . When two, well separated and compact groups were of 1 9 4 different sizes, MR and MSW decreased as p increased. With p = -∞, there were no 1 9 5 misclassification, and MSW was 0.92 (Fig. 5) . With increasing p misclassified objects 1 9 6 appeared gradually in the larger cluster near the border of the two clusters but they were not 1 9 7 abundant until p = 3. However, with p = ∞ as high as 33% of all objects were indicated groups, all objects were considered correctly classified with p < 0 (Fig. 6 ). From p = 0 the MR 2 0 0 increased from 0.03 to as high as 0.6 at p = ∞ . At p = -∞ MSW was 0.84, with p = 1 it was 2 0 1 1 0 0.124, while with higher p values MSW was near 0 indicating an unsatisfactory classification.
0 2
Objects in marginal position in the point clouds tended to be identified as misclassified. With 2 0 3 concentric groups, the inner, compact group was considered perfect regardless the p 2 0 4 parameter (Fig. 7) . However, the assessment of the outer group varied greatly. With p = -∞ all 2 0 5 objects were deemed correctly classified. As p raised, the number of misclassified objects in 2 0 6 the outer group increased, too. With p = 0 misclassified plots gave 23% of the total data set 2 0 7
which means 46% of the outer group. From p = 1 and higher all objects in the outer group 2 0 8
were considered misclassified, thus the data set consisted of a perfect and a totally bad cluster 2 0 9
together giving 50% correct classification rate. Along the gradient in the parameter value, parameter, while MR showed irregular response (Fig. 8 ). However, these silhouette width Similarly to the simulated data, with the Iris data set, misclassification rate increased with 2 1 7 increasing p parameter ( Fig. 9 & 10) . The minimum was 0.087 with p < 0, the maximum was to seem misclassified. With all classification methods average silhouette width decreased with increasing the p 2 2 5 parameter (Fig. 11 ). Using single linkage and p = -∞, MSW decreased monotonically with linkage -although, the latter two performed very similarly (Fig. 12 ). With p = 1, group 2 3 4 average was slightly better than complete linkage, while single linkage obtained by far the high average widths, while single link seemed again much less efficient at all cluster levels. The results supported our expectation about the behaviour of the silhouette method using the 2 4 0 generalized mean. Both artificial data and the Iris data set showed that cluster compactness completely disregarded. As we increase the p parameter, more importance is attributed to 2 4 7 more distant objects within and between clusters, i.e. to the compactness criterion. 
