Introduction
A major part of life history theory revolves around the existence of trade-offs (e.g., Stearns 1992 , Roff 2002 ; see also Chapter 1 ). A trade-off exists when a change in one trait has either positive or negative consequences on another trait, in both an evolutionary and a functional sense ( Stearns 1989 ) . Trade-offs manifest themselves at various organismal levels, such as among life history traits, behaviors, and physiological processes. For example, female birds with experimentally enlarged clutch sizes (an addition of eggs) in the fi rst breeding attempt show a reduced clutch size in a subsequent breeding attempt in that same year and/or a reduced survival in the following non-breeding season compared with controls (e.g., Dijkstra et al. 1990 ). This illustrates the existence of a life history trade-off between current and future reproduction, with high investment into current reproductive effort impairing survival and/or future fecundity (see also Chapter 11 ). Trade-offs can occur among behaviors, as when male rodents treated with exogenous testosterone display increased sexual behavior but at the same time show reduced paternal behavior (e.g., Clark and Galef 1999 ). Trade-offs can also occur among physiological processes, such as when the investment of energy and nutrients into reproduction comes at the expense of growth in fi sh species (e.g., Warner 1984 ) . Because many life history, behavioral, and physiological trade-offs involve endocrine control mechanisms, hormones may constitute an important part of the physiological machinery that underlies vertebrate life history strategies ( Ketterson and Nolan 1992 , Finch and Rose 1995 , Sinervo and Svensson 1998 , Zera and Harshman 2001 ; see also Chapter 24 ).
One major question in the fi eld of evolutionary endocrinology is to what extent hormonally-regulated trade-offs represent adaptive physiological mechanisms that can readily evolve, and to what degree they represent constraints that limit optimal responses of individuals, populations, and species ( Ketterson and Nolan 1999 , Wingfi eld et al. 2001 , Ricklefs and Wikelski 2002 , Hau 2007 , AdkinsRegan 2008 , Lessells 2008 , McGlothlin and Ketterson 2008 , Ketterson et al. 2009 ).
To some extent this relates, on a physiological level, to the long-standing question about the processes that create trade-offs. One possibility is that trade-offs are caused by the limited availability of critical resources, such as energy, nutrients, and time, requiring differential allocation into competing processes that simultaneously require such resources (functional or intrinsic trade-offs; e.g., Lessells 2008 ; see also Chapter 11 ). If so, hormonal regulation of traits may have been favored by selection to mediate/signal allocation decisions, and quantitative variations in hormone signaling could lead to changes in the resolution of the trade-off. Such quantitative variations in hormone signaling conceivably could occur over short evolutionary time scales or even within individuals, as during different reproductive stages. Alternatively, tradeoffs may be caused by a linkage of traits on a molecular level, for example from past selection for a correlation of certain traits, from linkage disequilibrium or other processes (molecular or genetic tradeoffs, e.g., Roff and Fairbairn 2007b ) . Such linkages could require longer evolutionary times to change or break, and also might not be possible for an individual to change within its lifetime. In this latter case hormones may be part of the mechanism causing the trade-off because they could be molecules contributing to those links (e.g., Leroi 2001 ) . Conceivably, such a molecular linkage of traits could be the result of past selection for allocation signaling by hormones but, due to evolutionary inertia, persists without there necessarily being a functional (e.g., resource-based) trade-off at present. Some processes, for example strong past selection on the correlation of traits or the functioning of complex physiological systems (see below) could also have dramatically reduced the amount of standing genetic variation that selection could act on, thereby greatly slowing down the rate of evolutionary change in the resolution of trade-offs (see also Heideman 2004 , Heideman and Pittman 2009 ) . Such evolutionary inertia could potentially provide a physiological explanation for the remarkable onedimensionality of vertebrate life histories, i.e., the fi nding that organisms vary in life history strategies primarily along a slow or fast pace-of-life axis (e.g., Ricklefs and Wikelski 2002 ) .
Here we will discuss evolutionary implications of the hormonal regulation of vertebrate life history, behavioral, and physiological trade-offs, focusing on one well-known endocrine system, the hypothalamic-pituitary-gonad axis (HPG) and the steroid hormone testosterone. We will approach this question primarily from a physiological standpoint by describing known patterns of conservation and variation. We will fi rst consider the potential for adaptations in testosterone-regulated trade-offs via evolutionary change by analyzing interspecifi c patterns (comparing populations and species). Such analyses will be important to understand which components in the complex HPG axis and testosterone signaling cascade can evolve, for example when a different resolution of trade-offs would be optimal in populations experiencing major changes in ecological conditions, such as after invading new habitats. Second, we will discuss the degree of plasticity in the hormonal regulation of traits to environmental conditions on an intraspecifi c level (comparing individuals within a population). Knowing phenotypic plasticity in hormonally-regulated traits can help assess how well individuals can adjust the resolution of tradeoffs to changes in circumstances within their lifetime, for example when the environment fl uctuates seasonally or social conditions change (e.g., group size, density etc.). Our focus will be on birds because of their importance as study subjects in natural and laboratory environments, and particularly on male birds because of the availability of data. Even though we will concentrate our discussion here on testosterone, vertebrate life history trade-offs are likely regulated by various, and probably interacting, hormonal systems, including the gonadotropins (e.g., Mills et al. 2008 ) , the hypothalamo-pituitary-adrenal system (BÓkony et al. 2009 , Hau et al. 2010 , and others (e.g., insulin-like growth factor-1, Sparkman et al. 2009 ; thyroid hormones, e.g., Chapters 6 and 7 ).
Testosterone and trade-offs
Testosterone is a molecule whose main functions concern the regulation of reproductive function in male vertebrates ( Knobil and Neill 1988 , Wingfi eld 2006 ) . Testosterone synthesis and release, as in most other hormones, results from the activation of a complex endocrine cascade. For testosterone, this cascade is the HPG axis, which comprises several hierarchical steps and feedback loops ( Fig. 26-1 ) . The activity of the HPG cascade is triggered by environmental information, transduced from sensory receptor systems to the hypothalamus where gonadotropin-releasing hormone (GnRH) release is regulated ( Fig. 26-1 ). Several types of GnRH are known to infl uence the release into the circulation of the two gonadotropins, luteinizing hormone (LH) and follicle-stimulating hormone (FSH) from the anterior pituitary. LH and FSH release lead to a subsequent stimulation of testosterone production from the testes, and production of negative feedback systems, which in turn regulate GnRH and gonadotropin release ( Nelson 2005 , Norris 2007 . Recently, a new peptide has been discovered that can inhibit gonadotropin release (gonadotropininhibitory hormone, GnIH; Tsutsui et al. 2009 ), thus modulating the activity of the HPG axis. Testosterone is usually synthesized within the Leydig cells of the testes from cholesterol in various enzymatic steps ( Fig. 26-2 ) .
A brief summary of the known signal transduction pathways of testosterone ( Nelson 2005 , Fig. 26-3 ) is as follows. Being a small, lipophilic molecule, testosterone can diffuse across cell walls and passively enter the circulation (unless bound to large binding proteins, see below). Once in the blood, testosterone circulates to target tissues where it enters cells and interacts (usually) with intracellular receptors that then become gene transcription factors regulating many morphological, physiological, and behavioral traits. In blood, testosterone is often carried bound to sex-hormone bindingglobulins or, as in birds, to corticosteroid binding globulin (e.g., Breuner and Orchinik 2002 , Fig. 26-3 ) . One major function of these binding globulins might be to "buffer" the actions of testosterone, although Note that gonadotropin-inhibitory hormone (GnIH) can inhibit gonadotropin-releasing hormone (GnRH) centrally or hypophysiotropically to inhibit GnRH-stimulated release of luteinizing hormone (LH) at the anterior pituitary (e.g. Tsutsui et al. 2009 ). Glutamate can also stimulate GnRH and LH release as shown by injections of its agonist NMDA (N-methyl-D -aspartate; e.g., Meddle et al. 1999 ) . CYP, cytochrome P450 enzymes; HSD, hydroxysteroid-dehydrogenase. Dotted lines, feedback loops (positive or negative). In general, this neuroendocrine and endocrine cascade leading to release of testosterone into blood is highly conserved across vertebrates. However, the interactions of GnRH, GnIH, glutamate, and other hypothalamic neurotransmitters and neuropeptides can provide great diversity of pathways by which environmental information can be transduced into testosterone release. Steroid metabolizing enzymes play a key role in determining which steroid hormone genomic receptor will be activated and thus which set of genes is expressed. AR, androgen receptor; ER, estrogen receptor (α or β). Their activation can also be modifi ed by co-activators and co-repressors which are also potential foci of diversity of regulation. Note also that in at least some neurons, steroid metabolizing enzymes are expressed that can synthesize T or estradiol de novo from cholesterol, or sequester circulating androgen precursors such as androstenedione, progesterone, or dehydroepiandrosterone (DHEA). CYP, cytochrome P450 enzymes; HSD, hydroxysteroiddehydrogenase. This basic "response" system is generally conserved across vertebrates, but the ways in which specifi c components may be emphasized or de-emphasized can be highly variable, providing diversity of mechanistic pathways. Compiled from Schlinger and London ( 2006 ) alternative functions of aiding in testosterone traffi cking across the membrane can at this point not yet be excluded (e.g., Breuner and Orchinik 2002 ). In general, unbound testosterone enters target cells, where steroid-metabolizing enzymes may modify it, resulting in profound infl uences on its mechanisms of action ( Fig. 26-3 ). Basically there are four major fates of testosterone when it enters a target cell, for example a neuron in the brain (e.g., Zakon 1998 ). First, it can directly bind to the androgen receptor (AR) or, second, it can be aromatized to estradiol, which then binds to estrogen receptor alpha or beta (ERα, ERβ). Activation of these receptors then results in a completely different set of genes being transcribed. Third, testosterone can be converted to 5α-dihydrotestosterone, which also binds to AR but cannot be aromatized to estradiol, thus potentiating the AR pathway. Fourth, conversion of testosterone to 5α-dihydrotestosterone results in de-activation of testosterone because this metabolite does not bind to AR and also cannot be aromatized to estradiol.
Testosterone's effects on male reproduction include the regulation of reproductive behavior (courtship, copulation), physiology (sperm maturation), morphology (muscle hypertrophy), and many other processes ( Fig. 26-4 ). In addition to reproduction, testosterone exerts actions on several other processes that are major components of the life history strategy of an organism: metabolism, immune function, and many more (e.g., Ketterson and Nolan 1992 , Wingfi eld et al. 2001 ) . Some of these traits are antagonistically affected by testosterone and one important function of this hormone might therefore be the physiological regulation of trade-offs ( Ketterson and Nolan 1992 ). Indeed, intraspecifi c studies, such as a long-term study on dark-eyed juncos, Junco hyemalis , have shown that individuals with naturally or experimentally increased circulating testosterone concentrations have increased reproductive output, larger home range sizes, and higher extra-pair fertilization rates ( Reed et al. 2006 , McGlothlin and Ketterson 2008 ) . Conversely, male juncos with higher testosterone concentrations often suffer from decreased parental care, lower survival rates, impaired immune function, and suppressed molt, indicating that testosterone mediates life history, and behavioral and physiological trade-offs. Similarly, large-scale comparative analyses in bird species have shown that absolute testosterone concentrations of males during the breeding season are positively related to reproductive intensity, as they are higher in species with shorter breeding seasons (which usually lay a larger numbers of eggs in each breeding attempt and thus show a higher reproductive effort per unit time) ( Goymann et al. 2004 , Garamszegi et al. 2008 . Antagonistic effects of testosterone on traits, corresponding to those shown in intraspecifi c studies, have long been hypothesized, for example a suppression of immune function ( Folstad and Karter 1992 ), which could impair survival rate. Indeed there is evidence that testosterone can suppress immune function in some vertebrate species, but whether this is a general pattern and indeed mediated by testosterone is not yet fully understood (e.g., Roberts et al. 2004 ) . Hence, there is ample evidence both from intraand interspecifi c studies that testosterone is involved in regulating life history trade-offs. Does that limit individuals and populations in their ability to optimally resolve trade-offs when environmental conditions vary?
Conservation versus variation in testosterone-regulated traits on an interspecifi c level
"It is impossible for any population of organisms to evolve optimal solutions to all selective changes at once" (quoted from Freeman and Herron 2007 , p. 383). Here, we will ask whether the regulation of traits by testosterone potentially creates impediments (i.e., constraints) to evolutionary variation in the resolution of trade-offs or whether it promotes evolutionary adaptations in trade-offs. Essentially, we ask: does a male that has increased testosterone concentrations during the breeding season to promote traits that increase reproductive success, such as the display of aggression to establish a territory and courtship to attract a female, always suffer from negative effects of testosterone on other traits. Such effects could be, for example, on parental behavior or immune responses. This could be the case despite ecological conditions in its population of origin rendering male contributions to raising offspring critical to reproductive success (e.g., low overall food availability) or favor a strong investment in immune function (e.g., high pathogen pressure)?
We will approach this question by describing known patterns of conservation in the testosterone signaling cascade, which might indicate the presence of evolutionary impediments, as well as known patterns of variation that indicate the existence of evolutionary variability in that endocrine system. It is unlikely that "hard" constraints exist that prevent the evolutionary variation of hormonally-regulated trade-offs; rather there might exist processes that slow down the rate of evolutionary change, especially over short time scales ( Adkins-Regan 2008 , McGlothlin and Ketterson 2008 , Ketterson et al. 2009 ). The pleiotropic linkage of traits via hormones is one factor that has been suggested to impede the rate of evolutionary variation in trade-offs, but there is also the interesting possibility that this linkage of traits by hormones might speed up evolutionary adaptations ( Ketterson et al. 2009 ). Also, the remarkable conservation in the endocrine system of vertebrates, in which a limited number of vertebrate hormones exists, and probably more than 80% of the vertebrate endocrine system has been conserved for around 200-300 million years ( Wingfi eld 2006, Norris 2007 ) could be taken as evidence for constraints, as it implies that it is highly unlikely that a population evolves a new hormone to resolve a particular trade-off. However, an alternative interpretation for the observed conservation is that it is the result of a physiological organization favored by selection (see also Heideman 2004 ). Hence, from such large-scale patterns it is yet not possible to distinguish the contributions of evolutionary impediments to the patterns that we observe in natural systems. Below we will therefore discuss in more detail known conservation and variation in signal production (i.e., synthesis pathways and control of secretion mechanisms for testosterone release; Figs 26-1 and 26-2 ) and signal transduction pathways (i.e., transport to target tissues and mechanisms of action of testosterone; Fig. 26-3 ).
Signal production pathway
The main components of the HPG axis are conserved from fi sh to mammals (e.g., Wingfi eld 2006 , Norris 2007 , Fig. 26-1 ) . One possible reason for this conservation could stem from the complexity of the HPG cascade (e.g., Adkins-Regan 2008 ), with selection having minimized genetic variation in its components to prevent the collapse of the entire system should one component malfunction as a result of alteration. Selection against genetic variation in components of endocrine axes might be particularly strong for processes at the top of the cascade because variation in such upstream processes will have ramifi cations for all processes downstream (see also Heideman and Pittman 2009 ). Conservation in the HPG axis could also be due to linkage disequilibrium, for example as a result of multilocus selection on functional components of the HPG axis (e.g., Sinervo and Svensson 1998 ). However, strong selection pressures can be expected to break such linkages (e.g., Roff and Fairbairn 2007b ) and therefore such conservation is more likely the result of a physiological organization that has been optimized by selection.
Even if certain components of the HPG axis and their interactions were constrained in their variation to some extent, it would still be questionable whether this system would present an impediment to the diversifi cation of life history, or behavioral or physiological trade-offs. Indeed, Adkins-Regan ( 2008 ) has argued that a crucial component to the functioning of the HPG axis lies in its neural regulation, which in turn is evolutionarily highly variable in vertebrates. The neural input into the HPG axis includes sensory systems that gather environmental information as well as the pathways that lead to neuroendocrine secretions ( Wingfi eld 2008 ). Furthermore, GnIH, which can act both centrally and hypophysiotropically ( Tsutsui et al. 2009 ), could play a potentially vital role in generating variation.
There exists well-known interspecifi c variation in the sensitivity to and reliance on photoperiod as the primary environmental cue for regulating the activity of the HPG axis ( Bronson 1985 , Wingfi eld et al. 1992 . Most species of temperate zone vertebrates rely strongly on photoperiod for regulating HPG axis activity. But even among temperate zone species, there exists considerable variation among species and populations in the importance of other cues such as temperature, food, and social stimuli ( Bronson 1985 , Hahn et al. 1997 . Furthermore, in species living at lower latitudes, food cues and social stimuli appear to be equally or even more important than photoperiod (e.g., Hau et al. 2008 , Schoech and Hahn 2008 ) . Hence, even though the backbone of the HPG axis is highly conserved in vertebrates, there appears to exist ample variability in the neural input pathways into this axis, which could be selected for and result in altered resolutions of trade-offs.
Although it has not yet been comprehensively analysed, there is likely also interspecifi c variation in the stimulatory effects of the GnRHs on the gonadotropins LH and FSH, and their respective effects on testosterone-producing enzymes. For example, across avian species, concentrations of LH and testosterone in males do not occur at the same ratio. Two closely related sparrow species in North America (the white-crowned sparrow, Zonotrichia leucophrys , and the song sparrow, Melospiza melodia ) show a ratio of LH/testosterone of about 1.5 at the beginning of the breeding season ( Wingfi eld and Farner 1993 ). By contrast, neotropical spotted antbirds ( Hylophylax n.naevioides ) have an LH/testosterone ratio of 4.5 ( Wikelski et al. 2000 ) , while afrotropical stonechats ( Saxicola torquata axillaris ) show a ratio of 0.7 ( Dittami and Gwinner 1985 , Goymann et al. 2006 ) . Although absolute concentrations of LH might vary between these studies due to differences in hormone assays, the data from several studies were analysed in the same laboratory and patterns are tantalizing in suggesting that species may differ in their sensitivity to LH for stimulating testosterone production. This could be tested further in studies determining direct responses to LH and characterizing/quantifying receptors for LH. The role of GnIH in this system is only just beginning to be appreciated and could provide further valuable insight.
There also exists interspecifi c variation in avian species in the relative circulating concentrations of testosterone and some of its precursors and metabolites ( Fig. 26-2 ) , such as dehydroepiandrosterone (DHEA), androstenedione, dihydrotestosterone (DHT), and others. For example, the ratio of circulating testosterone to DHT concentrations in males at the beginning of the breeding season is about 12:1 in song sparrows, 8:1 in white-crowned sparrows ( Wingfi eld and Farner 1993 ), but 4:1 in Wilson's phalarope ( Phalaropus tricolor , Fivizzani et al. 1986 ) . It is therefore likely that the relative densities and/ or activities of steroidogenic enzymes differ across species, even though their role in the endocrine cascade is the same.
Lastly, there may also exist interspecifi c variation in the sites of testosterone production. There is ample evidence now that many target tissues (particularly in the brain) can utilize cholesterol or androgen precursors, such as progesterone, DHEA, androstenedione, and possibly others, and convert them to testosterone ( Schlinger and London 2006 , Soma 2006 ) . All the enzymes necessary to synthesize testosterone are expressed in these cells, at least in some avian species. Since this is an important emerging fi eld and comparative data are still sparse, at present it is hard to estimate how much interspecifi c variation exists. However, if sites of testosterone production varied across species, such extragonadal production of testosterone could contribute to circulating concentrations or conversely provide a mechanism for highly localized effects independent of the functioning of the HPG axis and circulating testosterone.
Signal transduction pathway
Testosterone exerts its biological actions via transduction pathways that equal or even exceed the complexity of the production cascade. Because of processes similar to the ones discussed above, in the signal production section such complexity could constrain interspecifi c variation. However, being further downstream in the endocrine signaling cascade, one could expect transduction pathways generally to show more genetic variability. Indeed, evolutionary adaptations at the tissue sensitivity level (e.g., hormone receptor) rather than the signaling level (e.g., circulating hormone concentrations) have been suggested to be more likely to occur in natural populations ( Adkins-Regan 2005 ) . However, a realistic scenario could also be that an interaction of both variation at the signal production level (i.e., secretion of testosterone via HPG activation) and sensitivity of the responding tissues (i.e., receptors and other factors) is what varies among populations and species (see also Ketterson et al. 2009 ). For example, within individuals there is ample crosstalk between the signal and its effector systems. Long-term environmental cues such as photoperiod ("initial predictive cues"; Wingfi eld et al. 1992 ) usually affect signal production, and the hormonal signal then activates hormone-sensitive tissues. Then other, more short-term environmental cues, such as food availability and social factors ("supplementary cues"), may infl uence tissue-response systems further to customize responses of individuals in time and space. Thus it is likely that any evolutionary change in one component of this interaction would affect the other one as well.
There is indeed substantial interspecifi c variation in many of the components of the testosterone transduction cascade. For reasons of brevity, here we will outline just a few select examples. First, interspecifi c variation in circulating concentrations, temporal dynamics, and binding affi nities of CBG has been documented ( Breuner et al. 2006 ) , which could affect the bioavailability of testosterone for tissues in various ways. Second, avian species that have been looked at so far possess only one nuclear androgen receptor ( Wingfi eld et al. 2001 , Fig. 26-3 ), but in fi sh a second form has been described ( Sperry and Thomas 1999 ). Third, even though androgen receptor forms appear to be strongly conserved, their spatial distribution within the avian brain shows considerable interspecifi c variation (e.g., Gahr 2001 ). Finally, there exists large variation in the distribution and activity of the enzyme aromatase (or CYP19), which converts testosterone into estradiol, which in turn acts via estrogen and not androgen receptors ( Fig. 26-2 ; e.g., Schlinger 1997 , Silverin et al. 2000 , Soma 2006 .
Taken together, there is some evidence for conservation of components of the HPG axis and their function, seemingly most prominently in signal production pathways but also to some degree in signal transduction. Conversely, there is much evidence for interspecifi c variation in neural inputs into the HPG axis and in signal transduction pathways. Increasing our understanding of role of GnIH is a particularly interesting challenge, as it might modulate neural input, behavioral responses, and signal production processes.
Plasticity of testosteroneregulated trade-offs on an individual level
To what extent do hormonally-regulated trade-offs impede, versus provide plasticity to, individuals in achieving optimal resolutions of trade-offs under varying environmental or social contexts? For example, would an individual in breeding condition, which shows elevated testosterone concentrations to combat male competitors or attract potential mates, always suffer from a suppressed immune system or show decreased parental care, even if there was plenty of food in a given year allowing for the simultaneous investment of resources into processes supporting reproduction and survival? Evolutionarily, the mechanisms of selection on hormonally-regulated trade-offs are expected be similar on the inter-and the intraspecifi c levels, since the individual phenotype will be the target of selection. However, when analysing potential limitations to an individual imposed by the regulation of trade-offs through testosterone it seems important to focus on the degree of plasticity within its lifetime. Below we will discuss three aspects of hormonally-regulated trade-offs that might limit individual plasticity. First, there might be signifi cant costs associated with the neuroendocrine system that have a negative impact on fi tness, irrespective of the phenotype. Second, individual phenotypic plasticity may be limited by the specifi cs of endocrine reaction norms. Third, developmental processes might create potent limits to individuals by permanently altering their phenotype and possibly their phenotypic plasticity.
Costs
Costs are fi tness detriments incurred by the expression of a trait, even when an optimal phenotype is expressed ( Pigliucci 2005 ) . Endocrine signaling could be associated with various costs, a topic excellently discussed by Lessells (2008) . For example, an obvious energetic cost could arise at the signal production level if either the molecule itself was expensive to produce or the signal-producing machinery was expensive to maintain. However, as pointed out by Lessells (2008) , testosterone as a molecule is likely rather cheap to produce because it requires neither limited nutritional resources, such as rare amino acids or elements, nor energetically expensive compounds like proteins. Hence, unless one key enzyme in the biosynthetic pathway is particularly "expensive" to produce and maintain, it is unlikely that testosterone as a molecule is costly to produce. At least for males, the metabolic costs of maintaining active testes and the added weight of enlarged testes could impose energetic challenges (for estimates in birds see, e.g., Ricklefs 1974 ). However, the part of the testis that produces testosterone (Leydig cells; e.g., Nelson 2005 ) is a miniscule part of the gonad as a whole. Thus, proposed costs of maintaining a testis likely refer almost completely to producing sperm and not to testosterone. Toxicity of testosterone could represent another major cost as it would have immediate negative fi tness consequences for an individual ( Wingfi eld et al. 2001 , Lessells 2008 . However, most of the known toxic effects of hormones have been observed at pharmacological doses, which also holds for the proposed oncogenic effects of steroid hormones. Taken together, there do not appear to be signifi cant costs associated with producing or having testosterone in the circulation per se .
Phenotypic plasticity and reaction norms
Perhaps the most important determinant of limitations to individuals in their ability to achieve an optimal resolution of hormonally-regulated tradeoffs within their lifespan is their degree of endocrine phenotypic plasticity. For our purposes, a useful defi nition for phenotypic plasticity is an "environmentally-based change in the phenotype" ( Via et al. 1995 ) . A reaction norm can be defi ned as the "genotype-specifi c environment-phenotype function" ( Pigliucci 2005 ) and describes the way in which a trait changes as a function of environmental variation (i.e., it specifi es the elevation, slope, and shape of the relationship between the trait and the environmental variable). Phenotypic plasticity can likely be found in many components of the testosterone system, i.e., both in signal production/release pathways (sensory perception, neural transmission, and production/release pathways) as well as in signal transduction pathways (cellular sensitivity and responsiveness) to testosterone.
When applied to the hormonal control of traits and trade-offs, reaction norms can help visualize and analyze aspects of phenotypic plasticity of individuals ( Fig. 26-5 , Nussey et al. 2007 ) . The intercept (elevation) of a reaction norm would show, for example, how much testosterone is required for the regulation of a trait under certain conditions, how sensitive a certain tissue is to the effects of testosterone, the duration of testosterone secretion in response to stimulation, and many other aspects. To understand limitations to individuals, knowing the intercept of a reaction norm in testosterone-regulated trade-offs is likely less informative than the steepness of slope (genotype I in Fig. 26-5 ) . The steepness of the slope would indicate, for example, how much plasticity exists in an individual across environments or social contexts in circulating testosterone concentrations, tissue sensitivity, or duration of testosterone secretion. A shallow slope (genotype II in Fig. 26-5 ) would indicate little plasticity, whereas a steep slope (genotype I in Fig. 26-5 ) would indicate great plasticity. The shape of the reaction norm (not illustrated in Fig. 26 -5 , for example, curve versus straight line) would determine the degree of linearity in the relationship between testosterone and the trait. Thus, if an individual shows a rather shallow reaction norm, its ability to plastically vary the resolution of hormonally-regulated trade-offs likely is quite limited. But if an individual possesses a reaction norm with a steep slope, it might readily be able to adjust to variations in environmental or social contexts by means of phenotypic plasticity.
There appear to exist variations in how much plasticity individuals from certain populations or species show in their responsiveness of circulating testosterone concentrations to social stimulation ( Wingfi eld et al. 1990 , Goymann 2009 There is also remarkable plasticity in the brain, for example in the activity of the enzyme aromatase ( Fig. 26-3 ) . Although, in light of technical limitations, it is currently not possible to determine individual phenotypic plasticity for most neural processes, in birds we know that the activity of aromatase can change both over very rapid (within minutes) and slower (hours to days) timescales in response to social stimuli ( Balthazart et al. 2003 ) . Individuals within a population or from different populations/species could vary in their amplitude of changes in aromatase activity (generally, or at specifi c sites) in response to social stimuli, with individuals with steeper reaction norms being able to more plastically adjust the resolution of tradeoffs to variations in social environment. Similarly, there is known seasonal and social plasticity in androgen receptor and aromatase (and other steroid-metabolizing enzymes) expression in various avian species (e.g., Soma et al. 1999 , 2003 , Canoine et al. 2007 ) that could contribute to individual plasticity in trade-off resolution in similar ways.
If it is benefi cial to adjust trade-offs to environmental or social contexts, why do not all individuals show maximal plasticity? The most plausible explanation is that plasticity itself is costly, potentially due to various processes (reviewed in deWitt et al. 1998 ) . Just as one example, costs of plasticity of hormonally-regulated trade-offs could arise from the need to maintain both the sensory and regulatory machineries to support plastic responses. A number of different sensory systems would have to be involved, for example in the perception of social information such as visual, auditory, and olfactory senses. To process and integrate this information, brain areas would need to be maintained so that signals to regulate components of the HPG axis would be sent out when appropriate. However, costs might also arise from the production of plasticity, developmental instability, and many other processes ( deWitt et al. 1998 , West-Eberhard 2003 . At present, we have a very limited understanding of the specifi c costs that hormonal plasticity might generate.
Development
Endocrine processes during development such as hormonal, environmental, and experiential effects can permanently determine the embryonic, postnatal, and adult phenotype of an individual. Since this subject has recently been excellently summarized ( Groothuis et al. 2005 , Adkins-Regan 2008 , Monaghan 2008 , here we will only mention a few select examples. In principle, such permanent differentiation could be considered to limit individuals in their plasticity-at least when compared with the undifferentiated state. A good example could be sexual differentiation, where hormones (among other processes) permanently determine the morphology, physiology, and behavior in individuals according to their genetic sex; those changes cannot be reversed in adulthood. However, it is also conceivable that some developmental effects increase phenotypic plasticity later in life. For example, maternal effects transmitted via hormones to developing offspring can have potent effects on the adult phenotype of the offspring ( Mousseau and Fox 1998 ). In birds, increased yolk androgen concentrations in developing eggs affect offspring begging intensity, food competitiveness, nestling growth, and immune function (among many other effects, e.g., Groothuis et al. 2005 ) . If such traits were expressed in a context-dependent manner more strongly in chicks hatched from eggs containing higher yolk androgen concentrations compared to chicks with lower androgen exposure, these maternal effects could serve to enhance phenotypic plasticity. Likewise, in birds, yolk hormone concentrations can affect the "personality" (consistent differences between individuals in their behavior across time and contexts) of the offspring ( Groothuis et al. 2005 ) , and different personalities may show different levels of phenotypic plasticity ( Dingemanse et al. 2010a ). Hence, it will be an exciting fi eld for the future to study whether effects during early development (or "programming," reviewed in Monaghan 2008 ) increase or limit individual plasticity.
