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ABSTRACT 
We prove a general result which implies that the period of the continued fraction expansion of 
1 tends to infinity when n tends to infinity. 
1. INTRODUCTION 
Given a parametrized, infinite family of rational numbers, it is, in general, very hard 
to predict whether the lengths of their continued fraction expansions are uniformly 
bounded. However, for a rational function p(X)/q(X), Schinzel [13] (see also 
Mend6s France [9] for a more precise statement) established that the maximum of 
the lengths of the continued fraction expansions of the rational numbers p(n)/q (n) 
is finite, when n runs through the set of positive integers. As proved recently by 
Corvaja and Zannier [3], quite the opposite happens when the rational function 
p(X)/q(X) is replaced by a quotient of power sums f /g  which satisfy certain 
assumptions. Recall that a power sum f is a function defined on the set of positive 
integers and of the form 
f (n)=alb~+. . .+a,b~,  
where ~ ~> 1 is an arbitrary integer, the a i's are nonzero rational numbers and the 
bi's are distinct positive integers. The main result from [3] is that if f and g satisfy 
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certain very mild (albeit necessary) assumptions, then the length of the continued 
fraction of the rational number f (n) /g(n)  tends to infinity with n. 
It is well known that the continued fraction expansion of ~/-J, where d is a 
positive integer which is not a square, is of the form [co; c~ . . . . .  Cr-1, 2c0], where 
{-} is used to emphasize the period of the expansion. Furthermore, we recall 
that cl . . . . .  Cr-1 is a palindrome; i.e., ci = Cr-i holds for all i = 1 . . . . .  r - 1. The 
length r of the period is at least 1 (and this is achieved, for example, for square 
free numbers d of the form k 2 + 1 for some positive integer k), and it satisfies 
r << v/-dlogd (see [7]). Here, and in all what follows, we use the Vinogradov 
symbols << and >>, as well as the Landau symbols O and o, with their usual 
meanings. 
The aforementioned results from [3] and [13] suggest o us to investigate the 
following question: given a parametrized, infinite family of quadratic numbers, 
what can be said about the lengths of the periods of their continued fraction 
expansions? This was first studied by Schinzel (see [12,13]), who proved that, if 
p(X) is a nonconstant polynomial with integer coefficients and positive leading 
term satisfying certain assumptions (for example, of odd degree, or of even degree 
but of which the leading term is not a square of a positive integer), then the 
length of the continued fraction expansion of ~/p(n) can become arbitrarily large 
as n goes to infinity. In the present work, we replace the polynomial p(X) by a 
power sum f .  Among other results, we establish that the length of the period of 
the continued fraction expansion of ~/2 2n+l q- 1 tends to infinity when n tends to 
infinity. Our main result, which is Theorem 2.1, provides apartial affirmative answer 
to a question specifically raised at the end of [3], where it was conjectured that the 
period of the continued fraction expansions of ~/f(n) tends to infinity with n if 
f satisfies certain technical assumptions. As predicted by the concluding remarks 
of [3], the proof of our main theorem uses the Schmidt Subspace Theorem, much 
in the spirit of the papers [2] and [3]. We point out that a complete characterization 
of those power sums f such that the period of the continued fraction expansion of 
~/f(n) does not tend to infinity with n has been obtair/ed recently by Scremin (see 
[17] and the last section of the present paper). 
2. RESULTS 
First, we introduce our notation. Let £ ~> 1, ai and bi be nonzero integers for i = 
1 . . . . .  £, with bl > b2 > ... > be ~> 1, and set 
(1) f (n)  =Za ib~ (n >~ 1). 
i=l 
We call bl . . . . .  be the roots of the form f and al . . . . .  a~ its coefficients. To follow 
standard notation (see, e.g., [2]), we write 8z for the ring of all such forms together 
with the constant 0 form. If R is any subring of C, we write RSz for the ring 
R ®~ 8~, which is the ring of power sums f given by formula (1), but where the 
coefficients ai are allowed to be in R. As usual, we write Q for the field of algebraic 
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numbers. In order to prove our main result, we shall assume that our form f is in 
Qgz and satisfies the following condition: 
Condition (.). There do not exist an integer j ~ {0, 1}, a number 6 < 1/2, and 
forms g and h in Qgz, such that both the relation 
f(2n + j)  = h(n) 2 + g(n) 
and the estimate 
L (n)l << If(n)l 
hold for all positive integers n. 
In this paper, we prove the following result. 
Theorem 2.1. Assume that f in £z satisfies Condition (*). Then ~/ f (n)  is a 
rational number for at most finitely many positive integers n. Moreover, the length 
r (n) of the period of the continued fraction expansion of ~/f(n) tends to infinity 
with n. 
It is likely that Theorem 2.1 remains true even for certain forms f in gz (or 
Qgz) which do not satisfy the above Condition (,). However, some restrictions 
must be imposed as, for example, v/h(n) 2 + 1 = [h(n); 2h(n)] holds for all forms h 
in gz whose coefficients ai are positive for i = 1 . . . . .  ~, while the example f (n)  = 
h(n) 2 with h in Qgz shows that ~/f(n) can be a rational number with a bounded 
denominator for all positive integers n. See Section 5 for further emarks. 
While the above Condition (,) seems cumbersome to verify for a given power 
sum f ,  we display an immediate consequence of Theorem 2.1. 
Corollary 2.2. Let ~ >~ 1, ai and bi be nonzero integers for i = 1 . . . . .  g, with 
bl > b2 > ... > be ~ 1. Assume that neither al nor albl is a square and set 
£ 
f (n) = Ea ibn  
i=1 
(n/> 1). 
Then ~/ f (n) is a rational number for at most finitely many positive integers n. 
Moreover, the length r(n) of the period of the continued fraction expansion of 
~/ f (n) tends to infinity with n. 
It follows, from Corollary 2.2 applied to the form f (n) = 2 • 4 n + 1, that the 
length of the period of the continued fraction expansion of , /2 2n+1 + 1 tends to 
infinity when n tends to infinity. We emphasize that Corollary 2.2 applies to a much 
wider class of power sums. 
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3. PREPARATIONS 
In this section, we review some standard notions of algebraic number theory (see, 
for example, [ 1,10,18]) and of Diophantine approximation. 
Let L be an algebraic number field of degree D over Q. Denote its ring of integers 
by OL and its collection of places by A4L. For a fractional ideal Z of L, we denote 
by NmL(Z) its norm. We recall that NmL(Z) = #(OL/2-) i fZ is an ideal of OL, and 
the norm map is extended multiplicatively (using unique factorization) to all the 
fractional ideals of L. 
For a prime ideal 7 ), we denote by ord~(x) the order at which it appears in the 
factorization of the principal ideal [x] generated by x inside L. 
For/, 6 AdL and x c L, we define the absolute value Ixl~ as follows: 
(i) Ix[t~ = [~(x)[ lID i f#  corresponds tothe embedding o-: L ~-~ R; 
(ii) Ixlg = Icr(x)l 2/D = ]~(x)l 2/D if/x corresponds to the pair of complex conju- 
gate embeddings o-,~ : L ~ C; 
(iii) ]x[u = NmL (7))-°rdp (x~ if/z corresponds tothe nonzero prime ideal 7) of OL. 
In case (i) or (ii) we say that/x is real infinite or complex infinite, respectively; in
case (iii) we say that # is finite. 
These absolute values atisfy the product formula 
17 Ixl~ : 1, for all x E L*.  
#C~dL 
Our basic tool is the following simplified version of a result of Schlickewei 
(see [14,15]), which is commonly known as the Subspace Theorem. 
Lemma 3.1. Let L be an algebraic number fieM of degree D. Let S be a finite 
set of places of L containing all the infinite places. Let {Ll,g . . . . .  LM,u} for # c S 
be linearly independent sets of linear forms in M variables with coefficients in IL. 




[] ~ max{[xil i = 1 . . . . .  M} -~ 
p~cS i=1 
is contained infinitely many proper linear subspaces of Q M. 
4. PROOFS 
Throughout this section, C1, C2 . . . .  are effectively computable constants which are 
either absolute, or depend on the given data (usually, a form f in Cz). 
The following result is a variation of Lemma 1 from [2]. 
Lemma 4.1. I f  the positive integer b and the power sum f in Cz (not necessarily 
satisfying Condition (*)) are such that for infinitely many positive integers n the 
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denominator of the rational number f(n)/b n is less than 2 n/2, then b I bi for all 
i=1  . . . . .  £. 
Proof. Without any loss of  generality, we may assume that gcd(bl . . . . .  be) = 1. We 
then have to prove that b = 1. Assume that this is not so, and assume further that b 
is prime (if not, we replace b by a prime factor of  it). Finally, it is clear that we may 





We now apply Lemma 3.1 as in the proof o fLemma 1 in [2]. We let L = Q, M = ~, 
and S be the set of  places of  L consisting of  ec, b, and all prime factors o f  bi for 
i = 1 . . . . .  ~. For /z  c S\{b} and a vector x = (xl . . . . .  xe) we put Li , /z(x) =xi  for 
i = 1 . . . . .  £, while for/z = b we put Ll,b(x) = ~f=l  aixi  and Li,b(X) -=- x i for i = 
2 . . . . .  g. We evaluate the double product appearing in the statement of  Lemma 3.1 
for x = (b~ . . . . .  b~). We note that xi are integers for all i = 1 . . . . .  g. Our assumption 
and the calculation from p. 322 in [2] show that, for infinitely many positive integers 
n, we have 
(3) 
£ 
[ I  1--IlL/,.(x)l. : ]LI'b(X) Ib b-n" 2n/2 <~ b-n~2= -e°' 
/xES i=1 
where e0 = (logb)/(21ogbl). Since b~ = max{lxilli = 1 . . . . .  £}, it follows easily 
that the above inequality (3) implies that our points x and linear forms Li,u for 
i = 1 . . . . .  £, and/x c S fulfill inequality (2) with e = co. Now Lemma 3.1 asserts 
that there are only finitely many proper subspaces of  Qe of  equations of  the form 
Z~=I CiXi = 0 with ci 6 Q for i = 1 . . . . .  £, not all zero, such that every point x e Z e 
satisfying the above inequality (3) lies on one of  these subspaces. This in turns gives 




Since each one of  the above equations gives the set of  zeros of  a linear recurrent 
sequence having a dominant root (note that at least one of  the coefficients ci is 
nonzero), it follows that each one of  these equations can have only finitely many 
positive integer solutions n. This contradiction shows that b must be equal to 1 and 
proves the lemma. [] 
Let f be a form in QCz, not necessarily satisfying Condition (,). Replacing f(n) 
by f(2n + j) for j = {0, 1}, it follows that we may replace bi by b 2 and ai by aib j
for i = 1 . . . . .  £. In particular, we may assume that bl is a square throughout this 
section. 
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Lemma 4.2. Let f be a form in Qgz satisfying Condition (,). Then there exists a 
computable positive constant C1, depending only on f, such that if C2 is any fixed 
constant and if X (n ), Y (n ) are positive integers uch that the inequality 
IX (n )  2 - f(n)Y(n)21 < C2 
holds, then Y (n) > exp(Cln) holds for all positive integers n with onlyfinitely many 
exceptions. 
Proof. We write f(n) -- alb~(1 + ~(n)), where 
3(n) = ~ al \b l ]  
i=2 
Note that 6(n) - 0 in Qgz if, and only if, g = 1. I fg  ~> 2, we then let fl = bl/b2, and 
observe that fi > 1 and that 8(n) = O(fl-n). We let k be a positive integer such that 
flk > bl. Clearly, we can choose k = klogbl/logfil + 1. Writing u = 4~h-i -, we note 
that we have the approximation 






orbS~2 y~ 1.2 3(n) i _-- oe. h(k_l/2)n, 
i=0 ~1 
where fa is in Q£z. Thus, we may write 
(5) v/f(n) =ol fl(n) _t_O(bln/2fi_n), b}k-1/2) n 
where we take f l  (n) = 0 if ~ = 1. Note also that all the prime factors of  the roots 
of  f l  are among the prime factors of  the roots of  f .  Assume now that C2 is some 
fixed positive constant and that (X(n), Y(n)) is a pair of  positive integers uch that 
(6) IX (n )  2 --  f(n)Y(n) 21 < C2. 
Then, since 
/" f l (n)  +O(bln/2fl_n))2=ot2(f l(n) 2 f(n)~- ~Olb}k_l/2) n ~blk_l/2---~)n ) +O(~-n), 
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we get that 
2// / l (n )  ,~2 O(Y(n)2fi-n)" X(n) 2 - f (n)Y(n)  2 - -  X ( r t )  2 - ol ~51~-_~7~). ) Y(n)  2 --}- 
We choose C1 < (logfi)/2, and we infer that, if Y(n) < exp(Cln), then inequal- 
ity (6) leads to the conclusion that the .inequality 
( f l (n )  2 
X(n) 2 - oeZ~blk_l/Z)n) Y(n) 2 < 2C2 
holds for all but finitely many positive integers n. In turn, the above inequality 
implies that 
X(n) k, (k-1/2)nafl(n) Y(n) 1 
(7) << bn/2y(rt--')l v 1 
The constant mderstood in << above depends on Ce and on the form f .  The above 
inequality (7) is equivalent to 
(8) Ib(lk-1/2)nX(n) -- ~k(n)Y(n)  I ~ - -  
We now write 
b(k-1)n t 
Y(n) 
f l ( . )  = 
i=1 
where b~ > b~ > .. .  > be, ~> 1. Note that 1 ~< g' ~< 1 + (g - 1) + . . .  + (g - 1) k, and 
that b~ = b~ (recall that bl is a square). We are now all set to apply Lemma 3.1. We 
choose L = Q(o0, M = 1 + g', and ,5 to be the set of  all places of  L (which is either 
Q, or a real quadratic field, respectively) consisting of  the infinite ones (one, or two 
of  them, respectively), and the finite ones corresponding to primes in L lying above 
the prime factors of  the product bl . . .  be. Note that all the prime factors of  the b~'s 
are among the prime factors of  the bi 's. Denote by D the degree o fL  (D = 1 or D = 
2, respectively). When/ ,  • ,5 is finite, we then put L i , / z (x)  = xi for i = 1 . . . . .  M, 
while i f / ,  is infinite corresponding to the real embedding o- : L w-> JR, we then put 
Li.l~ = xi i f /¢  2, and Li,u ---- Xl - o " -1  (o~)(a~x2 +. . .  +a~,xe,+l) i f /=  2. Note that if  
xi are rational integers, then ]Li,~ (x)  ]/, ~-- ]X l - ol (a~ x2 -Jr-'" -Jr- a~,xe,+l ) [1/D holds for 
all the infinite p laces/ ,  • S. We begin by verifying that if  we take x = (xl . . . . .  XM) 
as Xl = blk-1/Z)nx(n), and xi = (b~_l)ny(n) for i ---- 2 . . . . .  M, then inequality (8) 
implies that the inequality 
(9) 
m y(n)M_ 1 
FI [IfL, (x)l  <<- -  
~c.9 i=1 b?/2 
27 
holds. To this end, observe first that if i 7~ 2, then 
~68 ~cS 
and by the product formula, the fact that xi c Z* for all i = 1 . . . . .  M, and the fact 
that $ contains all infinite places and all the places corresponding toall the prime 
divisors of bl and of b} for j = 2 . . . . .  £', it follows easily from (6) and the definition 




H ]tl~(X)l~ = H Ixll. ~ X(n)~bl/2y<n), 
I-IIL,,.<x)l  = I-I Ixil. ~ Y(n) fo r /=3 . . . . .  M. 
tz~S bt~S 
Finally, when i = 2, and D = 1, we have, by inequality (8), that 
1 bl k-1)n 1 
(12) U IL2,.<x)l ' IL2,~(x)l~ <. (b~)~ Y(n~ ~ b~' 
/ZES 
#<ocz 
because b~ = bl k, while when i = 2 and D = 2, we have, again by inequality (8), that 
I--I [Lm,~(x)l~ •ILm,~,(x)l~ "ILm,~2(x)l~ 
/z~S 
~<~ 
1 (bll~-l)n~ 1/2 (blk-1)n~l/2 1 
<" ' v r ( n ) / v e <" ' 
which is again inequality (12) but for the case D = 2. Inequality (9) follows now 
easily by multiplying inequalities (10)-(12). We now choose C1 < ( logbl)/(4(M - 
1)), and conclude that if Y(n) < exp(Cln), then Y(n) g-1 <~ bl/4, and therefore 




/zeS i=1 bl/4 
holds. Since C1 < klogbl, we get that 
max{lxi[ ] i = 1 . . . . .  M} ~ bkny(n) ~ b 2kn = (b7/4) 8k. 
Assume that we have Y(n) < exp(Cln) for infinitely many n. It follows easily that 
the above inequality (13) implies that Lemma 3.1 holds for our field L, the points 
x corresponding tothese values of n, the set of valuations S and the forms Li,~ for 
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i = 1 . . . . .  M, and/z 6 $, with e = 1/(8k + 1). The conclusion of Lemma 3.1 is that 
there exist only finitely many proper subspaces of QM of equations M Zi=I  CiXi = O, 
with not all the coefficients ci being zero, and such that all points x satisfying the 
above inequality (13) belong to one of these subspaces. 
Assume now that x is on one of these subspaces of equation ~/M=a CiX  i = O. 
Suppose first that cl = 0. We then get the equation 
M 
~_,c i (b~_l )n=O, 
i=2  
which gives the set of zeros of a linear recurrence sequence having a dominant root 
(note that at least one ci for i/> 2 is nonzero), and as such it can have only finitely 
many positive integer solutions n. 
Assume now that cl ~ 0. In this case, we get that 
X(n) - -  f2(n) Y(n), 
h(k-1/2)n 
where f2 is the form in Q£z given by 
M 
-1  t n f2(n) = - -  ~'~cic 1 (b i _  1) • 
i=2 
hk-1/2 then f z (n ) /b  n = X(n) /Y (n) .  Assume that C1 < Thus, if we write b = ~1 ,
(log2)/2. Then, if Y(n) < exp(Cln), and if the above equation has infinitely many 
positive integer solutions n, it follows, by Lemma 4.1, that b divides every root 
of fz(n). In particular, we get that Y(n) is bounded. Since we are assuming that 
this is so for infinitely many values of n, it follows that there exists a constant 
value A such that Y(n) = A holds for infinitely many values of the positive 
integer n. Since the inequality IX(n) 2 -  f (n )Y(n)2 l  < C 2 also holds for all these 
positive integers n, it follows that there exists a fixed integer B such that both 
relations X(n) 2 - f (n )Y (n)  2 = B and Y(n) = A hold. In particular, we conclude 
that the Diophantine quation f (n )  = x 2 - B /A  2 admits infinitely many solutions 
(n, x), with a positive integer n, and a rational number x (namely, all the pairs 
(n, x) = (n, X (n) /A) ) .  Then, by Theorem 3 from [2], the form f does not satisfy 
Condition (.). This contradicts our assumption that Y(n) < exp(Cln) holds for 
infinitely many n. 
The above argument does show that if we choose C1 to be sufficiently small, then 
indeed, for every fixed value of the positive real number C2, all positive integer 
solutions (X(n), Y(n)) of the inequality (6) have Y(n) > exp(Cln) for all but finitely 
many values of n. [] 
Remark. It is easy to see that Lemma 4.2 remains true even for forms f in Q£z 
satisfying a weaker hypothesis then Condition (,), namely such that there do not 
exist j in {0, 1}, a form h in Q£z and a rational number )~ such that f (2n  + j )  = 
h(n) 2 + )~ holds identically for all positive integers n. 
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Assume now that f in Qgz satisfies Condition (,). For every positive integer 
n, we write ~/f(n) = [a0(n); . . . .  aj(n) . . . .  ] for the continued fraction expansion 
of ~/f(n). We also write pj (n)/qj(n) for the jth convergent of ~/f(n). The next 
lemma is the key ingredient of the proof of our Theorem 2.1, as it will show that he 
first 'sufficiently many' partial quotients aj (n) are 'small' for all but finitely many 
positive integers n. 
Lemma 4.3. Let f be a form in Qgz satisfying Condition (,). Then there exist 
positive computable positive constants C3 < 0.3 and C4 >- 3 depending only on f ,  
such that the following holds. 
Assume that e 6 (0, C3) is fixed. Let j be a positive integer. 
(i) I f  qj (n) < exp(C3gn), then the inequality 
(14) fx /~-  pj(n) 1 
qj(n) >~ qZ(n)exp(en) 
holds with at most finitely many exceptions in the positive integer n (depending 
on 8).  
(ii) I f  exp(C3en) ~ qj(n) < exp(C3n), then the inequality 
(15) fx /~-  pj(n) 1 
qj (n) >/ qj (n) c4 
holds with at most finitely many exceptions in the positive integer n (depending 
on E). 
Proof. We will deal with both inequalities (14) and (15) simultaneously. We write 
Qj(n) = qj(n)exp(en) in case (i) and Qj(n) = qj(n) c4-t in case (ii). With the 
notations from Lemma 4.2, we established (see (5)) in the course of its proof that 
fl(n) 
v/f  (n) = oe h(k_l/2) n q- O(bln/2 fi-n). 
v 1 
Thus, the inequality 
f~_  pj(n) < 1 
qj (n) qj (n) Qj (n) 
leads to the inequality 
(16) oe fl(n) pj(n) 1 
h(k-1/2)n qj(n) << qj(n)Qj(n) '
provided that the inequality (bl/Zfi) n > qj(n)Qj(n) holds. In case (i) this last 
inequality is satisfied if (2C3 + 1)e < log(bl/2fi) and in case (ii) it is satisfied if 
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C3C4 < log(bl/2fi). Since e < C3 < 1, it follows that in the first case the inequality 
is fulfilled if 3C3 < log(b~/2¢3), and, since C4 ) 3, we see that it suffices that the 
inequality C3C4 < log(b~/2fi) holds. From (16), we get the inequality 
(17) [blk-1/2)npj (n) -- otf l (n)qj (n)[ << - -  
b(k-1/2)n 1 
Qj(n) 
Comparing (17) with (8), we see that (17) is obtained from (8) by replacing X(n) 
and Y(n) by pj (n) and qj (n), respectively, and the upper bound bl ~-l)n / Y(n) on (8) 
by the upper bound b I k- 1/2),,/Qj (n). We now apply again Lemma 3.1 with the same 
choices of field L, set of places S, forms Li.tx, and integer indeterminates vector x, 
as in the proof of Lemma 4.2. Inequality (9) now becomes 
(18) 
M 
H I-IILi,.(x)l. << qj(n) M 
/zcS i=1 Qj  (n) 
In case (i), the right-hand side of (18) is qj (n)M-1/exp(en). Imposing that C3 < 




(19) I-I I-[]Li,u(x) ]. << 
/*CS i=l exp(en/2) 
Assume that e is such that C3e < klogbl. Since e < C3, it suffices that C 2 < 
klogbl. In this case, since qj(n) < exp(C3en) < b~l n, we get that 
(20) max{]xilli = 1 . . . . .  M} << qj(n)b~ n<< b 2kn = exp(en/2) e-lc5, 
where C5 = 4k log b l. Hence, from inequalities (19) and (20), we get 
(21) 
M 
H FIILi.(*)I. << 
/zcS i=1 
1 <<max{lxilli = 1 . . .  M} -eC6, 
exp(en/2) ' ' 
where C6 = C51 . 
In case (ii), we may choose C4 = M + 2, and then inequality (18) becomes 
M 
1 1 
(22) YI YIILi, (*)I  << exp(C3en)" 
/zES i=1 
Since C3 < klogbl, for any positive integer n with qj(n) < exp(C3n), we have 
max{ Ixil ] i = 1 . . . . .  M} << b~nqj (n) <. b 2kn = exp(C3en) e-lc7, 
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where  C7 = (2k log bl)/C3. Thus, inequality (22) implies that the inequality 
(23) 
M 
I-I I-IILi.(x)l. << 
#~S i=1 
1 <<max{Ixi[l i  = 1,. M} -ec8 
exp(C3en) ""  
holds with Ca = C7 a. 
In either one of the two cases (i) or (ii) we may apply Lemma 3.1, and derive that 
there exist only finitely many subspaces of QM of equations ~M 1 CiX  i = O, and not 
all the coefficients ci being zero, and such that every point x ~ Z M satisfying either 
inequality (21) or (23) lies on one of these subspaces. Consider now the subspace 
M t n of equation Y~M 1 CiX  i = 0. If ca = 0, we then get the equation ~i=2 Ci (b i _ l )  : 0, 
which has only finitely many positive integer solutions n because at least one of the 
coefficients ci is nonzero for i = 2 . . . . .  M. Assume now that cl ¢ 0. In this case, 
we get that 
pj (n)  fz(n) 
qj (n) b n ' 
• ¢--,M c-l~b, ,n (log2)/2, if the h(g-1/2) and f2(n) = 2..,i=2ci 1 [, i -1  ) " Since C3 < where b = ~1 
above equation has infinitely many positive integer solutions n, then Lemma 4.1 
implies that qj (n) is bounded for all such n and thus, for large n, we are in case (i). 
It now follows that there exists a constant A such that qj (n) = A holds for infinitely 
many n, and we are therefore led to the conclusion that the inequality 
1 
exp(en---~ 
holds for infinitely many positive integers n. Theorem 3 from [2] tells us that f 
does not satisfy Condition (,). This proves that (14) (respectively (15)) holds with 
only finitely many exceptions. [] 
We can now prove our Theorem 2.1. 
Proof of Theorem 2.1. We assume again that bl is a perfect square. We keep the 
notation C1, C3, C4 for the constants appearing in the statements ofLemmas 4.1, 4.2 
and 4.3, respectively. We first note that if ~ is a rational number for infinitely 
many values of the positive integer n, then, by Theorem 3 from [2], there exists 
a form h in Qgz such that f (n )= h(n) 2. In particular, f does not satisfy 
Condition (*). Assume now that f (n )  is not a square of an integer. In this case, 
~/f (n)  = [a0(n); al(n) . . . . .  at(n)-1,2a0(n)]. Assume that r(n) does not tend to 
infinity. Then there exists a fixed positive integer such that r = r(n) holds for 
infinitely many positive integers n. It is known that pr - l (n ) /q r - l (n )  gives the 
fundamental unit in the quadratic order Q[~/f(n)]. In particular, we have the 
equation pr-1 (n) 2 - f (n)qr -1 (n) 2 = 4-1. By Lemma 4.2 with C2 = 1.5, it follows 
that infinitely many positive integers n exist such that qr- l (n)  > exp(Cln). Let e 
be a very small number in the interval (0, C3) to be chosen later. Let m ~< r - 1 
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be the largest index such that the inequality qm(n) < exp(C3sn) holds. Since r is 
fixed and we have infinitely many values for n, we may assume that m is also 
fixed. In this case, by inequality (14), we get that qm+l(n) <~ qm(n)exp(en) <
exp((C3 + 1)sn), but by the definition of m, we also have qm+l (n) ~ exp(C3sn). By 
.< C 4-1 inequality (15), we get that the inequality qm+2 -~. qm+l holds once s is sufficiently 
small, and, in general, that the inequality qm+s+l (n) ~ qm+s (n) c4-1 holds provided 
that qm+s (n) < exp(C3n). Assuming therefore that qm+s (n) < exp(C3n), we get that 
qm+s+l(n) <~ qm+l(n) (c4-1)s <~ exp((C4 - 1)s(c3 + 1)sn). Taking s = r - 1, we get 
that the inequality 
qr (n) <<. qm+(r-1)+l (n) ~< exp((C4 - 1) r-1 (C3 + 1)sn) 
holds, provided that (C4 - 1) r-1 (C3 + 1)s < C3. Thus, it suffices to choose s such 
that this last inequality is fulfilled. However, we also know that qr(n) > qr- l(n)/> 
exp(Cln). Hence, if we choose s such that the inequality (C4 - 1) r-1 (C3 + 1)s < C1 
holds as well, we then obtain a contradiction. 
Thus, r(n) tends to infinity with n and Theorem 2.1 is therefore proved. [] 
5. COMMENTS AND REMARKS 
We do not know whether Condition (.) is needed, although it is clear that some 
assumption is necessary in order to get the conclusion of Theorem 2.1. 
Indeed, it is easily checked that for v, w in gz and f (n) = v(n)2w(n) 2-}- 2w(n), 
the relation 
f~  = [v(n)w(n); v(n), 2v(n)w(n) ] 
holds for all sufficiently large positive integers n. 
Scremin [17] showed that if f 6 gz is such that the length r(n) of the period of 
the continued fraction expansion of ~/f(n) remains bounded for infinitely many n, 
there must exist j c {0, 1} and f0 . . . . .  fr-1 in Qgz such that the relation 
v/f(2n + j) = [f0(n); f l(n) . . . . .  fr-1 (n), 2f0(n) ] 
holds for all sufficiently large positive integers n (note that the above 'continued 
fraction' may differ from the actual continued fraction as fi (n) are rational numbers 
with bounded enominators, but not necessarily positive integers). 
Very recently, Corvaja and Zannier [4] applied the Schmidt Subspace Theorem to 
prove that, under suitable (necessary) assumptions on the real quadratic number a, 
the length of the period of the continued fraction expansion of a n tends to infinity 
with n. 
In the literature, there exist explicit versions of Lemma 3.1 (see, for example, [5] 
and [6]), which bound the number of possible subspaces occurring in its conclusion. 
Usually, such a bound is of the form C9g -c10. The constant C10 depends only on 
the number of indeterminates M, and the number of places #S, while the constant 
C9 depends also on the heights of the linear forms Li,tz for i = l . . . . .  M, and Ix c ,S. 
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It is likely that one could use such results instead of the present formulation of 
Lemma 3.1, in conjunction with upper bounds for the zero multiplicities of linearly 
recurrent sequences ( uch as the results from [ 11 ] and [ 16]), to get that there exists 
a function X ~-+ g(X) tending to infinity with X, such that if f in gz satisfies 
Condition (.) and if X tends to infinity, then r(n) >> g(X) holds for all positive 
integers n < X with o(X) exceptions. We point out that a result establishing a lower 
bound for the exponent of the group E(Fqn) of points on an elliptic curve E defined 
over the finite field with q elements ~q, and valid for almost all n, has been recently 
established in [8] by a method similar to the one described above. 
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