Abstract-Speech recognition has been used in various realworld applications such as automotive control, electronic toys, electronic appliances etc. In many applications involved speech control functions, a commercial speech recognizer is used to identify the speech commands voiced out by the users and the recognized command is used to perform appropriate operations. However, users' commands are often corrupted by surrounding ambient noise. It decreases the effectiveness of speech recognition in order to implement the commands accurately. This paper proposes a multichannel filter to enhance noisy speech commands, in order to improve accuracy of commercial speech recognizers which work under noisy environment. An innovative particle swarm optimization (PSO) is proposed to optimize the parameters of the multichannel filter which intends to improve accuracy of the commercial speech recognizer working under noisy environment. The effectiveness of the multichannel filter was evaluated by interacting with a commercial speech recognizer, which was worked in a warehouse.
Introduction
Many electronic products involved speech control functions [1] [2] [3] are usually implemented by a commercial speech recognizer, which is developed based on a database contained a certain amount of speech commands voiced out by different kinds of people [4] . However, while using the developed commercial speech recognizer in real-world environments, original speech signals voiced out by users is usually corrupted by ambient noise, thereby causing inaccurate speech recognitions.
To enhance speech recognition, single channel approaches [5] are commonly used to filter stationary noise such as background street noise, but non-stationary noise like human conversations cannot be filtered. Multi-channel filters [6] [7] are commonly used to filter non-stationary noises. They align the signals received from multi-channels in order to focus the signal power from the direction of the command source, and minimize the signal power from all the other directions. Hence, a unity from the direction of the command source can be received. However, they only intend to optimize subjective or objective acoustic criteria which are not totally related to the accuracy of the commercial speech recognizer. Speech recognition may not be enhanced, as the spectrum of the original signal is distorted by the multichannel filters [8] .
To overcome the limitation, an optimization problem is formulated to maximize the accuracy of the commercial recognizer by optimizing the parameters of the multi-channel filter. With the optimization problem, an innovative particle swarm optimization (PSO) is proposed to determine the optimal multi-channel filter. It employs the mechanisms of the movement of particle swarm [9] , in order to locate the global optimum. In this paper, the mechanism of enhancing the effectiveness of PSO is proposed based on a fuzzy inference system. Activating components are injected into the particles in the late generations of the search, in order to increase diversity of the particles. It aids the PSO to achieve a better solution [10] . The fuzzy inference system monitors the degree of diversity of the particles and the progress rate of the PSO. When the diversity of the particles or the progress rate is low, more activating components are injected. The fuzzy inference system helps to avoid pre-maturely converging to sub-optima, and helps the PSO to jump from the sub-optima to reach the global optimum of the speech recognition optimization problem. The proposed PSO is applied on development of multi-channel filters for a commercial speech recognizer, which worked under non-stationary noise. More convincing results can be obtained than the classical PSO and the genetic algorithm.
II. Optimization of accuracies of commercial speech recognizers
A commercial speech recognizer, ( )
.. R , is used to recognize n speech commands, {s 1 , s 2 , …, s n }, which can be a single word or a set of phrases. The original user's command is usually corrupted by the acoustic noise as: 
at the j-th row and l-th column of the multi-channel filter matrix w, and is given by:
... 
The optimal multi-channel filter matrix w is determined by solving (7), in order to maximize the correct recognition rate estimated by the commercial speech recognizer: 
The PSO discussed in Section III is proposed to determine w.
III. Particle swarm optimization
The PSO first creates a random initial swarm which consists of s N particles, where each particle is represented by the multichannel filter matrix formulated in equation (4) . The position of the i-th particle at the g-th generation is given by: 
; L is the filter length of the multi-channel filter; and M is the number of microphones in the multi-channel filter.
Then each particle, g i P , is evaluated by the correct recognition rate based on the optimization problem (7) that determines the accuracy of the resulting commercial speech recognizer. The fitness of
The position of the j-th element on the i-th particle, g k i p , , is updated based on equation (9) at the g-th generation: [12] . For the proposed PSO, the velocity of the element is given by:
In equation (12) (11) is determined by the diversity of the particles and the rate of the progress of the PSO. When the diversity of the particles is low and the progress of the PSO is low, the particles are unlikely to jump from a local optimum to the global optima. In order to relocate the particles from the local optimum to the global optima, the velocities of the particles are increased by increasing ( ) g ω . To further prevent the particles from being trapped in a local optimum, a random velocity component,
, , is injected into the j-th element on the i-th particle.
,
is determined based on (12), which is randomly generated and bound with 0.25 of the dynamic range of the particle element, (11) 
The intelligence inertia weight,
equation (9), and the intelligence component factor, ( ) g β formulated in equation (10), are treated as the two outputs of the fuzzy intelligence system of which the mechanism of the fuzzy intelligence system is similar to those for quality evaluation [13] and fault detection [14] . Both ( ) ( ) ( )
where
.
( 1 4 ) and g i J is the fitness of the i-th particle at the g-th generation. ( 1 7 ) respectively, where
( ) ( ) 
IV. Experimental results
In this research, a commercial speech recognizer, namely RSC-4x synthesis microcontroller [15] , is used. It can obtain high correct recognition rate which is greater than 99% for speaker-dependent recognition, when the signal-to-noise-ratio is high. However, when the signal-to-noise-ratio is low, only a low accurate recognition rate can be produced. A set of commands were embedded in the commercial speech recognizer to evaluate the effectiveness of the proposed speech enhancement method: It consists of five speech commands, jingle bells, santa claus is coming totown, sleigh ride, let it snow, and winter wonderland. Those are typical commands which can be used on the voice control device for instructing the assigned machine to delivery different song products in the warehouse.
To simulate the typical voice control device, a square microphone array with four channels (20cm x 20 cm) was used. The command source was located one metre away from the microphone array, which simulates a warehouse environment. Two different noises were collected from the warehouses. One involves no human conversations and only warehouse noise is involved, which is called non-conversation noise. The other noise involves both human conversations and warehouse noise, which is called conversation noise. All the noise and command signals were recorded in a warehouse environment with a sampling rate of 16k Hz. The correct recognition rates for the command set are 20% and 40%, where the non-conversation noise and conversation noise with signal-to-noise-ratio of 0dB was corrupted the original signal respectively. Hence, it is necessary to enhance the recognition accuracy.
The parameter settings of the proposed PSO, which is referred to [16] , were utilized to develop multi-channel filters for this commercial speech recognizer: The pre-defined number of generations = 100; the number of particles in the swarm = 100; inertia upper and lower weight factors, max w = 0.90 and min w = 0.4 respectively; acceleration constants 1 φ = 1 and 2 φ = 1; maximum velocity max v = 0.2; the number of elements in the particle = 64 (i.e. 4 16 = × ), where the filter length L=16 and the number of channels is 4.
Apart from using the proposed PSO, two global optimization algorithms were employed as a comparison. They are genetic algorithm (GA) [17] , and classical PSO (CPSO) [18] . They were used to develop multi-channel filters to optimize correct recognition rates by solving equation (7).
GA creates a random initial population of chromosomes based on equation (4) of which each of them is evaluated based on equation (7). Evolution of the chromosomes was performed by crossover and mutation, where intermediate crossover [18] and mutation with randomly changing one or more filter parameters within their searching ranges were used. The following GA parameters [10] were used: population size =100; crossover rate = 0.8; mutation rate =0.001; and pre-defined number generations =100.
In CPSO, each particle is represented as equation (4). The velocity, , (9) respectively. The following parameters recommended by [20] were used in CPSO: the inertia weight factor = 0.5; both the acceleration constants, 1 φ =1 and 2 φ =1; the inertia upper factor max w =0.9 and lower weight factor min w =0.4 respectively; the maximum velocity max v = 0.2; the pre-defined number of generations =100; and the number of particles in the swarm = 100.
Hence, the computational efforts used on the three algorithms were the same. Those algorithms were implemented by Matlab under PC with an Intel Core 2 vPro processor. The results obtained by the multi-channel filters generated by those algorithms were recorded. As those algorithms are the stochastic algorithms, different results can be obtained by runs. Therefore, 30 runs were performed on those algorithms, in order to evaluate the effectiveness of the stochastic algorithms. Among the 30 runs, we recorded the mean correct recognition rates, the maximum correct recognition rates, the minimum correct recognition rates and the variance of correct recognition rates obtained by the filters developed by those algorithms. Table 1 shows the results obtained by the filters developed by those algorithms for the command set, which is corrupted by non-conversation noise and conversation noise with 0dB signal-to-noise-ratio. For the command set which was corrupted by non-conversation noise, Table 1 shows that the correct recognition rate obtained by the commercial speech recognizer without any enhancement is 20%. While those algorithms were used for developing the multi-channel filters, improvement of correct recognition rate can be obtained. Mean correct recognition rate of 46.4% can be obtained by GA. The maximum correct recognition rate and minimum correct recognition rate with 60% and 40% can be obtained respectively. The variance of the correct recognition rates of the 30 runs is 21.28. The mean correct recognition rate of the proposed PSO is 88.8, which is better than the correct recognition rate, 61.8, obtained by CPSO. Also, the maximum and the minimum correct recognition rates obtained by the proposed PSO are higher than those obtained by the other three algorithms.
The convergence plots of the three algorithms, GA, CPSO, and PSO are shown in Figures 1 and 2 , which are regarding the commands contaminated with non-conversation noise and conversation noise respectively. They show that the GA prematurely converged to the poorest solution than the solution obtained by the other two stochastic algorithms, CPSO, and PSO. Although the proposed PSO cannot obtain the best solution among all algorithms in early generations, it can converge to the best solution compared with the other algorithms in the later generations. Hence, the proposed PSO is more likely to achieve better solutions than with the other tested methods. 
V. Conclusion
In this paper, a PSO was proposed to optimize a multi-channel filter for commercial speech recognizers. A speech recognition optimization problem was formulated by developing an optimal multi-channel filter, in order to maximize accuracy of a commercial speech recognizer within a noisy environment. The approach was evaluated by implementing on a commercial speech recognizer embedded with a set of speech commands. Results show that the PSO can improve the accuracy of the commercial speech recognizer which was used under noisy environment of a warehouse. The results show that the proposed PSO outperforms GA, and CPSO in the development of the multi-channel filters for the commercial speech recognizer.
We are currently using the proposed PSO on enhancing speech signals for the commercial speech recognizer which is embedded with digital commands. Further experimental results involved more advanced PSO algorithms and different types of noise will be reported shortly.
