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In the ﬁrst part of the paper we provide a construction of an
abstract homotopy invariant detecting zeros of maps of the form
−A + F where A : D(A) E is a densely deﬁned m-accretive op-
erator in a Banach space E and F :U → E is a tangent ﬁeld deﬁned
on an open subset U of a neighborhood retract M being invariant
with respect to the resolvents of A. The construction is performed
under the assumption that resolvents of A are completely contin-
uous. In the second part we derive index formulae for isolated
zeros and apply them to show the existence of nontrivial positive
steady state solutions for a class of nonlinear reaction–diffusion
equations and equations with one-dimensional p-Laplacian with
possibly non-positive perturbations as well as some controlled
Neumann-like problems.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Consider a constrained nonlinear equilibrium problem
{
0 ∈ −Ax+ F (x),
x ∈ M (1)
where A : D(A) E is a (possibly set-valued) m-accretive operator in a Banach space E , F : E → E
is a continuous map and M ⊂ E is a closed set of state constraints. Natural and effective methods
✩ Work supported in part by KBN Grant.
* Corresponding author.
E-mail address: aleks@mat.uni.torun.pl (A. C´wiszewski).
1 Partially supported by UMK Grant 382-M.
2 Partially supported by Marie Curie Transfer of Knowledge program, project TODEQ, MTKD-CT-2005-030042.0022-0396/$ – see front matter © 2009 Elsevier Inc. All rights reserved.
doi:10.1016/j.jde.2009.06.025
2236 A. C´wiszewski, W. Kryszewski / J. Differential Equations 247 (2009) 2235–2269in studying nonlinear problems of this form often involve homotopy invariants of topological degree
type — see e.g. [9], [21], [24], [25] or [23]. However, in general and in many applications (see e.g.
Sections 5, 6 and 7), the constraint set M has empty interior. This is a fundamental obstacle in ap-
plying the usual topological degree theory to this kind of nonlinear problems. Constrained ﬁxed point
theory and various topological degrees for perturbations of unbounded linear operators generating
C0-semigroups (or, more generally, accretive operators) have been widely studied, e.g. for convex M
in [15], [6] and [14]; for classes of nonconvex M and A generating C0-semigroups in [2] and in [10];
for m-accretive A in [11]. If M is convex, then, under additional geometric assumptions, the topologi-
cal degree may be deﬁned as the ﬁxed-point index of (λI + A)−1(λI + F ) (for some λ ∈ R) provided
it is well-deﬁned (i.e. some compactness of the involved maps is assumed). Otherwise, if M is non-
convex, then the superposition (λI + A)−1(λI + F ) may take values out of M and the mentioned
ﬁxed-point index cannot be applied. In this case however, under the assumption that −A generates a
compact semigroup and M satisﬁes some additional conditions implying nice viability properties, one
studies the existence of zeros (1) via ﬁxed points of the (usually set-valued) operators of translation
along trajectories associated to the inclusion u˙ ∈ −Au + F (u) — see [10] and [11] where F is locally
Lipschitz and [12] when F is continuous or even set-valued upper semicontinuous.
In this paper we treat a general situation and construct a topological degree for maps of the form
−A + F where A : D(A) E is m-accretive with compact resolvents, F : U → E is continuous and
deﬁned on an open subset U of an L-retract M invariant with respect to the resolvent of A and F is
tangent to M in the sense of contingent (Bouligand) cones, i.e., for any x ∈ U ,
F (x) ∈ TM(x) :=
{
u ∈ E
∣∣∣ lim inf
h→0+
dM(x+ hu)
h
= 0
}
where dM(y) = d(y,M) := infz∈M‖y − z‖ denotes the distance of y ∈ E to M .
The only assumption concerning the constraint set M does not seem to be very restrictive. A closed
set M ⊂ E is called an L-retract (see [4]) if there exist an open ‘ball’ B(M, η) := {x ∈ E | d(x,M) < η},
η > 0, a continuous retraction r : B(M, η) → M and a constant L  1 such that
∥∥r(x) − x∥∥ LdM(x) for any x ∈ B(M, η). (2)
The class of L-retracts is a broad subclass of all neighborhood retracts: it contains most classes of
sets usually considered as constraining sets (for more details and examples of L-retracts see [4] and
[13]). In particular, any closed convex set M ⊂ E is an L-retract.
The topological degree introduced here is essentially more general than those considered so far in
the literature. Even if the constraint set M is a closed convex cone, our approach enables to consider
perturbations taking values outside this cone, which is a signiﬁcant feature when applying the degree
to partial differential equations. The compactness of the resolvent of A is essentially weaker an as-
sumption than the compactness of the semigroup generated by −A which makes that tool applicable
to a broader class of operators than that from [11]. One may view the approach of the present paper
as a noncompact (or inﬁnite dimensional) extension of degrees for vector ﬁelds on manifolds and
that for locally compact L-retracts (see [13]). Moreover, our construction does not involve semiﬂows
generated by −A + F .
In Section 2 necessary notions and tools are brieﬂy recalled. In Section 3 we construct a degree
and verify its basic properties. Section 4 deals with some basic index formulae for isolated zeros with
applications to elliptic operators in Lp-spaces. Finally Sections 5, 6 and 7 are devoted to applications
of the degree to the existence of equilibria of nonlinear reaction–diffusion problem, boundary value
problems with one-dimensional p-Laplacian and the constrained control problems.
Notation and terminology. In what follows (E,‖ · ‖) stands for a (real) Banach space; the closure of a
set X ⊂ E is denoted by X or by cl X . Given M ⊂ E , B(M, r) (resp. D(M, r)) is the open (resp. closed)
ball of radius r > 0 around M . We shall consider some notions concerning compactness of maps. To
make a necessary distinction we say that a map F : X → E is compact (resp. completely continuous)
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we say that F is locally compact if each point x ∈ X has a neighborhood V in X such that F (V ) is
relatively compact.
2. Preliminaries
Recall that a set-valued map A : D(A) E , where D(A) ⊂ E , is an accretive operator if, for any
x, y ∈ D(A), u ∈ Ax, v ∈ Ay and λ > 0, ‖x − y + λ(u − v)‖  ‖x − y‖. If, additionally, the image
R(I + A) := (I + A)(D(A)) = E , where I : E → E is the identity operator, then we say that A is m-
accretive.
Remark 2.1. It is easy to see that A : D(A) E is accretive if and only if, for any x, y ∈ D(A), u ∈ Ax
and v ∈ Ay,
〈x− y,u − v〉+  0
where 〈·,·〉+ : E × E → R is the (positive) semi-inner product: for x, y ∈ E , 〈x, y〉+ := supp∈ J (x) p(y)
where J (x) := {p ∈ E∗ | p(x) = ‖x‖2 = ‖p‖2} is the duality map (the negative semi-inner product is
given by 〈x, y〉− := infp∈ J (x) p(y), x, y ∈ E).
If A : D(A) E is m-accretive, then, for any λ > 0, R(I + λA) = E and the map Jλ = J Aλ : E →
D(A) ⊂ E given, for u ∈ E , by Jλu := (I + λA)−1u, is well-deﬁned. The map Jλ , λ > 0, is called the
λ-resolvent (or, simply, the resolvent) of A and has the properties collected below.
Proposition 2.2. If A : D(A) E is an m-accretive operator, then
(i) ‖ Jλu − Jλv‖ ‖u − v‖ for any u, v ∈ E and λ > 0;
(ii) ‖ Jλx− x‖ λ inf{‖u‖ | u ∈ Ax} for x ∈ D(A) and λ > 0;
(iii) Jλ = Jμ(μλ I + (1− μλ ) Jλ) for λ,μ > 0;
(iv) limλ→0+ Jλu = u for any u ∈ cl D(A);
(v) the map E × (0,∞) 
 (u, λ) → Jλu is continuous.
Proof. Property (i) is a straightforward consequence of the deﬁnition of accretive operators. Proper-
ties (ii), (iii) and (iv) are proved e.g. in [32].
To see (v), take a sequence λn → λ0 > 0, u ∈ E and let xn := Jλn u, n  0. Then u = xn + λnvn for
some vn ∈ Axn . Using the basic properties of the semi-inner products 〈·,·〉± : E × E → R (see [3] or
[33]) and Remark 2.1, one has
‖xn − x0‖2 = 〈xn − x0,−λnvn + λnv0 − λnv0 + λ0v0〉−
 λn〈xn − x0,−vn + v0〉− + 〈xn − x0,−λnv0 + λ0v0〉+
 〈xn − x0,−λnv0 + λ0v0〉+
 |λn − λ0|‖xn − x0‖‖v0‖.
Therefore
‖ Jλnu − Jλ0u‖ = ‖xn − x0‖ |λn − λ0|‖v0‖ → 0.
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‖ Jλnun − Jλ0u0‖ ‖ Jλnun − Jλnu0‖ + ‖ Jλnu0 − Jλ0u0‖
 ‖un − u0‖ + ‖ Jλnu0 − Jλ0u0‖ → 0. 
Remark 2.3. If there exists ω > 0 such that A − ωI is m-accretive, then, by the very deﬁnition of
m-accretivity, one has ‖ J Aλ u − J Aλ v‖ (1+ λω)−1‖u − v‖, for any u, v ∈ E .
Deﬁnition 2.4. A family {A(t)}t∈T of m-accretive operators (deﬁned in E), where T ⊂ R is an interval,
is resolvent compact (resp. resolvent continuous) with respect to a set M ⊂ E if the map
M × T 
 (u, t) → J A(t)λ u
is completely continuous (resp. continuous) for any λ > 0. If M = E , then {A(t)}t∈T is said to be
resolvent compact (resp. resolvent continuous). In particular, an m-accretive operator A : D(A) E is
resolvent compact (resp. with respect to M) if, for each λ > 0, Jλ (resp. Jλ restricted to M) is com-
pletely continuous.
Remark 2.5. Since resolvents are nonexpansive, in order to show that the family {A(t)}t∈T of m-
accretive operators is resolvent continuous it is suﬃcient to check that A(t)
res−→ A(t0) when t → t0,
i.e., for any sequence tn → t0 in T , u ∈ E and all λ > 0, J A(tn)λ u → J A(t0)λ u.
Example 2.6. Let A : D(A) E be a resolvent compact m-accretive operator. Then, given continu-
ous functions f , g : [0,1] → [0,+∞) such that inft∈[0,1] g(t) > 0, { f (t)I + g(t)A}t∈[0,1] is a resolvent
compact family of m-accretive operators.
Indeed, for each t ∈ [0,1], A(t) := f (t)I + g(t)A is clearly m-accretive. For any λ > 0, the continuity
of the map
E × [0,1] 
 (u, t) → J A(t)λ u
follows immediately from Proposition 2.2(v), since, for each u ∈ E and t ∈ [0,1],
J A(t)λ u = J Aλg(t)(1+λ f (t))−1
((
1+ λ f (t))−1u).
Now in fact we need to show that the map
E × [ε,+∞) 
 (u, λ) → J Aλ u,
where ε > 0, is completely continuous. To this end take bounded sequences (un) in E and (λn) in
[ε,+∞). Without loss of generality we may assume that λn → λ ε. Then
J Aλnun = J Aλ
(
λ
λn
un +
(
1− λ
λn
)
J Aλnun
)
.
It is clear that the sequence ( J Aλn un) is bounded (take any u0 ∈ D(A), then ‖ J Aλn un‖ ‖ J Aλn u0‖+‖un −
u0‖ ‖un −u0‖+λnd(0, Au0) in view of Proposition 2.2(ii)). Hence, by the complete continuity of J Aλ ,
we see that ( J Aλ un) has a convergent subsequence.n
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(i) Let a family {A(t)}t∈[0,1] of m-accretive operators be resolvent continuous with respect to M ⊂ E. Given
sequences (xn) in M, (tn) in [0,1] and (un) in E such that xn ∈ D(A(tn)), un ∈ A(tn)xn for all n  1, if
xn → x0 ∈ M, un → u0 ∈ E and tn → t0 ∈ [0,1], then x0 ∈ D(A(t0)) and u0 ∈ A(t0)x0 .
(ii) Let a family {A(t)}t∈[0,1] of m-accretive operators be resolvent compact with respect to M ⊂ E. Given
bounded sequences (xn) in M, (tn) in [0,1] such that xn ∈ D(A(tn)) for all n  1, if there is a bounded
sequence (un) such that un ∈ A(tn)xn for n 1, then the set {xn} is relatively compact.
Proof. (i) Observe that xn = (I + A(tn))−1(xn + un) for any n  1. Passing to the limits and using
the continuity of the map (u, t) → (I + A(t))−1u, we see that x0 = (I + A(t0))−1(x0 + u0); hence
x0 ∈ D(A(t0)) and u0 ∈ A(t0)x0.
(ii) There is R > 0 such that, for all n  1, xn,un belong to the closed ball D(0, R) := {y ∈ E |
‖y‖ R}. For any n 1, since un ∈ A(tn)xn , one has xn = (I + εA(tn))−1(xn + εun) for arbitrary ε > 0.
By Proposition 2.2(ii), for any n 1,
∥∥xn − (I + εA(tn))−1xn∥∥ ε‖un‖ εR,
and, consequently, xn ∈ Bε + D(0, εR) where Bε := {(I + εA(λ))−1x | x ∈ D(0, R) ∩ M, t ∈ [0,1]}. The
resolvent compactness with respect to M of the family {A(t)}t∈[0,1] shows that Bε is relatively com-
pact. Since ε > 0 is arbitrary, we gather that the set {xn} is relatively compact, too. 
Let us now recall some basic issues from the ﬁxed-point index theory for (locally) compact maps
of absolute neighborhoods retracts (ANR’s). For more details see [20] or [19].
Let M be a metric absolute neighborhood retract (ANR). A locally compact map φ : U → M , where
U ⊂ M is open, is admissible if the ﬁxed-point set Fix(φ) := {x ∈ U | φ(x) = x} is compact. By an
admissible homotopy we mean a locally compact map φ : W → M , where W ⊂ M ×[0,1] is open, such
that the set {(x, t) ∈ W | φ(x, t) = x} is compact.
By an appropriate use of the Leray–Schauder degree degLS , one gets the following result.
Proposition 2.8. There is a correspondence that assigns to any admissible map φ : U → M the integer
IndM(φ,U ) (called the ﬁxed-point index of φ with respect to U ) such that:
(Existence) If IndM(φ,U ) = 0, then Fix(φ) = ∅.
(Additivity) Let φ : U → M be an admissible map and U1,U2 ⊂ U be open and disjoint sets such that
{x ∈ U | φ(x) = x} ⊂ U1 ∪ U2 . Then
IndM(φ,U ) = IndM(φ |U1 ,U1) + IndM(φ |U2 ,U2).
(Multiplicativity) Let Ui ⊂ Mi , i = 1,2, be open subsets of absolute neighborhood retracts and let
φi : Ui → Mi be admissible. Then the product φ1 × φ2 : U1 × U2 → M1 × M2 is admissible and
IndM1×M2(φ1 × φ2,U1 × U2) = IndM1(φ1,U1) · IndM2(φ2,U2).
(Homotopy invariance) If ψ : W → M , where W ⊂ M × [0,1] is open, is an admissible homotopy,
then
IndM
(
ψ(·,0),W0
)= IndM(ψ(·,1),W1)
where Wk := {x ∈ M | (x,k) ∈ W }, k = 0,1.
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IndM(Θx0 ,U ) =
{
1 if x0 ∈ U ,
0 if x0 /∈ U .
(Global normalization) If φ : M → M is compact (i.e. the set φ(M) is relatively compact) and homotopic to
the identity idM on M (we do not assume that the homotopy is compact), then
IndM(φ,M) = χ(M)
where χ(M) stands for the Euler characteristic of M.
Only the last statement requires a comment.
Remark 2.9. (a) If M is a topological space such that the graded vector space H∗(M;Q), where
H∗(·,Q) is the (singular) cohomology cofunctor with rational coeﬃcients, is of ﬁnite type (i.e.
Hn(M,Q) is nontrivial for ﬁnitely many n ∈ Z and dim Hn(M,Q) < ∞ for each n ∈ Z), then the Euler
characteristic χ(M) :=∑n∈Z(−1)n dim Hn(M,Q) of M is well-deﬁned.
(b) Actually, the normalization property for the ﬁxed-point index is usually stated as follows: if
φ : M → M is compact, then φ is a Lefschetz map, i.e. the homomorphism H∗(φ) is a Leray endomorphism
of H∗(M,Q) and IndM(φ,M) = Λ(φ) where Λ(φ) is the generalized Lefschetz number of φ — see [20,
Deﬁnition V.(2.1), (3.1) and Theorem (5.1)] or [19]. If φ is homotopic to the identity on M , then
H∗(φ) = H∗(idM) = idH∗(M) . This implies that idM is a Lefschetz map; hence H∗(M) is of ﬁnite type
and the Euler characteristic χ(M) is well-deﬁned. Moreover, in this case Λ(φ) is equal to the ordinary
Lefschetz number λ(φ) = λ(idM) = χ(M) (for details concerning these notions see also e.g. [8]).
3. Construction of the topological degree
First we are going to describe a class of maps for which the topological degree is to be con-
structed. Let M ⊂ E be an L-retract with the L-retraction r : B(M, η) → M , η > 0, and let U ⊂ M be
open. We shall consider pairs (A, F ) (and, consequently, maps of the form −A + F : U ∩ D(A) E)
where A : D(A) E is a densely deﬁned (i.e. cl D(A) = E) m-accretive operator and F : U → E is a
continuous map, such that:
(A1) M is invariant with respect to the resolvent of A, i.e. there is λ0 > 0 such that J Aλ (M) ⊂ M for each
0< λ λ0;
(A2) A is resolvent compact with respect to M;
(A3) F is tangent to M in the sense that F (x) ∈ TM(x) for x ∈ U ;
(A4) the zero set Z(A, F ;U ) := {x ∈ U ∩ D(A) | 0 ∈ −Ax+ F (x)} is compact.
A pair (A, F ) satisfying (A1)–(A4) is called an admissible pair (relative to an open U ⊂ M).
Remark 3.1. (a) Observe that if F satisﬁes the tangency condition (A3), then F is tangent in the sense
of the Clarke cones, i.e., for any x ∈ U ,
F (x) ∈ CM(x) :=
{
u ∈ E
∣∣∣ lim
y→x, y∈M,h→0+
dM(y + hu)
h
= 0
}
.
This follows from the continuity of F and the following inclusion (see [1, Theorem 4.1.9])
Lim inf
y→x, y∈M TM(y) ⊂ CM(x).
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TM(x) = CM(x) = SM(x) :=
⋃
λ>0
λ(M − x)
for any x ∈ M .
(b) It is clear (see Proposition 2.2(iv) and (v)) that a map
M × [0, λ0] 
 (u, λ) →
{
J Aλ u for 0< λ λ0,
u for λ = 0
provides a (continuous) homotopy joining J Aλ0 to idM . In view of Remark 2.9 and the normalization
property of the ﬁxed-point index, if Jλ0(M) is compact (this holds for instance if M is bounded) then
the Euler characteristic χ(M) is well-deﬁned and χ(M) = IndM( Jλ0 ,M).
By an admissible homotopy we understand a pair ({A(t)}t∈[0,1], H), where the family {A(t)}t∈[0,1] of
densely deﬁned m-accretive operators is resolvent compact with respect to M and H : U × [0,1] → E
is a continuous map, such that: for any t ∈ [0,1], J A(t)λ (M) ⊂ M for 0 < λ λ0 (with λ0 > 0 indepen-
dent of t), H(·, t) is tangent to M and
(AH) the set {x ∈ U | ∃t ∈ [0,1], x ∈ D(A(t)), 0 ∈ −A(t)x+ H(x, t)} is compact.
Remark 3.2. Let a pair ({A(t)}t∈[0,1], H) satisfy the above conditions except for (AH). Assume that U
and H(U ×[0,1]) are bounded. Then the set {x ∈ U | ∃t ∈ [0,1], x ∈ D(A(t)), 0 ∈ −A(λ)x+ H(x, λ)} is
relatively compact. Indeed, suppose 0 ∈ −A(tn)xn + H(xn, λn) for each n 1, where xn ∈ U ∩ D(A(tn)).
Then, for all n  1, un := H(xn, λn) ∈ A(tn)xn; the boundedness of the sequence (un) and Proposi-
tion 2.7(ii) imply that the sequence (xn) is relatively compact. Therefore, if the closure
cl
{
x ∈ U ∣∣ ∃t ∈ [0,1], x ∈ D(A(t)), 0 ∈ −A(λ)x+ H(x, λ)}⊂ U ,
then (AH) is satisﬁed, i.e. ({A(t)}t∈[0,1], H) is an admissible homotopy.
Let ({A(t)}t∈[0,1], H) be an admissible homotopy. In view of (AH), there exists an open bounded
set V ⊂ M such that
{
x ∈ U ∣∣ ∃t ∈ [0,1], x ∈ D(A(t)), 0 ∈ −A(t)x+ H(x, λ)}⊂ V ⊂ cl V ⊂ U (3)
and the set H(cl V × [0,1]) is bounded. The following lemma contains the crucial idea of the con-
struction.
Lemma 3.3. For λ > 0, let φλ : cl V × [0,1] → M be given by
φλ(x, t) :=
(
I + λA(t))−1(r(x+ λH(x, t))), x ∈ cl V , t ∈ [0,1].
There exists λ1 ∈ (0, λ0] such that, for λ ∈ (0, λ1], φλ is a well-deﬁned compact map and
{
x ∈ cl V ∣∣ ∃t ∈ [0,1], φλ(x, t) = x}⊂ V .
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x+ λH(x, t) ∈ B(M, η) for (x, t) ∈ cl V × [0,1]
and M is invariant with respect to resolvents, i.e., for any t ∈ [0,1], J A(t)λ (M) ⊂ M; therefore φλ is
well-deﬁned. The compactness of φλ follows directly from the resolvent compactness of the family
{A(t)}t∈[0,1] and the fact that r maps bounded sets into bounded ones.
In order to show that, for suﬃciently small λ > 0, {x ∈ cl V | ∃t ∈ [0,1], φλ(x, t) = x} ⊂ V it is
enough to prove that φλ(·, t), t ∈ [0,1], has no ﬁxed points on the boundary bdM V of V (relative
to M). Suppose to the contrary that there exist sequences λn → 0+ , (xn) ⊂ bdM V and (tn) ⊂ [0,1]
such that φλn (xn, tn) = xn . Then xn ∈ D(A(tn)) and r(xn + λnH(xn, tn)) ∈ xn + λn A(tn)xn . Hence, for all
n 1, there is un ∈ A(tn)xn such that
r
(
xn + λnH(xn, tn)
)= xn + λnun.
In view of (2), for each n 1,
∥∥un − H(xn, tn)∥∥= λ−1n ∥∥xn + λnun − (xn + λnH(xn, tn))∥∥
 λ−1n
∥∥r(xn + λnH(xn, tn))− (xn + λnH(xn, tn))∥∥
 L · dM(xn + λnH(xn, tn))
λn
(4)
and
dM(xn + λnH(xn, tn))
λn
= dM(xn + λnH(xn, tn)) − dM(xn)
λn

∥∥H(xn, tn)∥∥ R.
This, together with (4), implies that ‖un‖  (L + 1)R . Hence, in view of Proposition 2.7(ii), (xn) is
relatively compact. With no loss of generality we may assume that xn → x0 ∈ bdM V and tn → t0 ∈
[0,1]. By (4),
∥∥un − H(xn, tn)∥∥ L dM(xn + λnH(x0, t0))
λn
+ L∥∥H(xn, tn) − H(x0, t0)∥∥.
Passing with n → ∞ and using Remark 3.1(a),
lim
n→∞
∥∥un − H(xn, tn)∥∥< L · lim
n→∞
dM(xn + λnH(x0, t0))
λn
= 0
and, thus, un → H(x0, t0). Finally, by Proposition 2.7(i), we infer that x0 ∈ D(A(t0)) and H(x0, λ0) ∈
A(λ0)x0: a contradiction with (3). 
Remark 3.4. Note that arguing as in the proof of Lemma 3.3, we show the following property: if
λn → 0+ , (xn) ⊂ V , {tn} ⊂ [0,1] and φλn (xn, tn) = xn for n  1, then there exist subsequences (xnk )
and (tnk ) such that xnk → x0 ∈ V , tnk → t0 and 0 ∈ −A(t0)x0 + H(x0, t0). This is of importance in the
sequel.
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and bounded V ⊂ U such that Z(A, F ;U ) ⊂ V ⊂ cl V ⊂ U and F (cl V ) is bounded. As in Lemma 3.3
we show that there is λ1 > 0 such that: for 0 < λ  λ1, x + λF (x) ∈ B(M, η) for x ∈ cl V and
J Aλ (M) ⊂ M; a map φλ(x) := J Aλ (r(x+λF (x))), x ∈ cl V , is well-deﬁned and compact; moreover, the set{x ∈ V | x = φλ(x)} is compact. By Proposition 2.8, for 0< λ λ1, the ﬁxed-point index IndM(φλ, V ) is
well-deﬁned.
Lemma 3.5. If 0< λ < μ λ1 , then IndM(φλ, V ) = IndM(φμ, V ).
Proof. For t ∈ [0,1], let A(t) := [(1−t)λ+tμ]A. By Example 2.6, the family {A(t)}t∈[0,1] of m-accretive
operators is resolvent compact with respect to M . In particular, the map
M × [0,1] 
 (u, t) → J A(1−t)λ+tμ(u) = J A(t)1 (u)
is completely continuous. Hence in view of Lemma 3.3, the map given by φ(x, t) := J A(1−t)λ+tμ(r(x +
[(1 − t)λ + tμ]F (x))) for x ∈ V , t ∈ [0,1], provides a well-deﬁned compact homotopy joining φλ to
φμ such that {(x, t) ∈ V × [0,1] | φ(x, t) = x} is compact. The claim follows in view of the homotopy
property of IndM . 
Therefore one may deﬁne the constrained degree of the admissible pair (A, F ) by
degM
(
(A, F ),U
) := lim
λ→0+
IndM(φλ, V ). (5)
Lemma 3.6. The number given by (5) is well-deﬁned, i.e., it is independent of the choice of the neighborhood
V and the L-retraction r.
Proof. If V0 and V1 are two different bounded neighborhoods of Z(A, F ;U ) in (5), then Z(A, F ;U ) ⊂
V0 ∩ V1 and, by arguments similar to those from the proof of Lemma 3.3 and Remark 3.4, we infer
that, for suﬃciently small λ > 0, φλ has no ﬁxed points on cl[V0 ∪ V1] \ (V0 ∩ V1), i.e.
{
x ∈ cl[V0 ∪ V1]
∣∣ φλ(x) = x}⊂ V0 ∩ V1,
which, by the additivity property of the ﬁxed-point index (see Proposition 2.8), implies that
Ind(φλ, V0) = Ind(φλ, V0 ∩ V1) = Ind(φλ, V1).
Now take two L-retractions rk : B(M, ηk) → M , k = 0,1, i.e., retractions such that
∥∥rk(x) − x∥∥ LkdM(x) for x ∈ B(M, ηk), k = 0,1.
Without loss of generality, we may assume, that η := η0 = η1 and L := L0 = L1  1. Let
R := supx∈cl V ‖F (x)‖. For 0< λ < ηRL , deﬁne Φλ : cl V × [0,1] → M by
Φλ(x, t) := J Aλ
(
r0
(
(1− t)R0,λ(x) + tR1,λ(x)
))
, x ∈ cl V , t ∈ [0,1],
where Rk,λ(x) := rk(x + λF (x)) for k = 0,1 and x ∈ cl V (it is clear that Rk,λ is well-deﬁned since
x+ λF (x) ∈ B(M, η)). In view of (2), for t ∈ [0,1],
dM
(
(1− t)R0,λ(x) + tR1,λ(x)
)

∥∥x− (1− t)R0,λ(x) − tR1,λ(x)∥∥
 (1− t)∥∥x− R0,λ(x)∥∥+ t∥∥x− R1,λ(x)∥∥
 LdM
(
x+ λF (x)) Lλ∥∥F (x)∥∥< η.
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k = 0,1.
Suppose that Φλ(x, t) = x for some x ∈ bdM V and t ∈ [0,1]. Then x ∈ D(A) and there is u ∈ Ax
such that
r0
(
(1− t)R0,λ(x) + tR1,λ(x)
)= x+ λu. (6)
Hence, in view of (2),
λ
∥∥u − F (x)∥∥= ∥∥r0((1− t)R0,λ(x) + tR1,λ(x))− x− λF (x)∥∥

∥∥r0((1− t)R0,λ(x) + tR1,λ(x))− (1− t)R0,λ(x) − tR1,λ(x)∥∥
+ (1− t)∥∥R0,λ(x) − x− λF (x)∥∥+ t∥∥R1,λ(x) − x− λF (x)∥∥
 LdM
(
(1− t)R0,λ(x) + tR1,λ(x)
)+ LdM(x+ λF (x)).
In order to estimate the right-hand side of this inequality, note that
dM
(
(1− t)R0,λ(x) + tR1,λ(x)
)
 dM
(
x+ λF (x))+ (1− t)∥∥R0,λ(x) − x− λF (x)∥∥
+ t∥∥R1,λ(x) − x− λF (x)∥∥ (1+ L)dM(x+ λF (x)).
Combining the above inequalities, we get
∥∥u − F (x)∥∥ (L2 + 2L)dM(x+ λF (x))
λ
. (7)
We now claim that there exists λ > 0 such that, for λ ∈ (0, λ] and t ∈ [0,1], Φλ(x, t) = x when
(x, λ) ∈ bdM V × [0,1]. Indeed, suppose to the contrary that there exist sequences λn → 0+ , (xn) in
bdM V an (tn) in [0,1] such that Φλn (xn, tn) = xn for each n 1. Then again xn ∈ D(A) and
r0
(
(1− tn)R0,λ(xn) + tnR1,λ(xn)
)= xn + λun
for some un ∈ Axn . By (7), for any n 1,
‖un‖
∥∥F (xn)∥∥+ (L2 + 2L)dM(xn + λn F (xn))
λn
 (L + 1)2∥∥F (xn)∥∥ (L + 1)2R.
By Proposition 2.7(ii), the sequence (xn) is relatively compact; hence we may assume actually that
xn → x0 ∈ bdM V and tn → t0 ∈ [0,1]. Passing with n → ∞ in (7), we get
limsup
n→∞
∥∥un − F (xn)∥∥ (L2 + 2L) lim
n→∞
(
λ−1n dM
(
xn + λn F (x0)
)+ ∥∥F (xn) − F (x0)∥∥)= 0.
Hence un → F (x0); again, by Proposition 2.7(i), F (x0) ∈ Ax0: a contradiction.
Thus, for suﬃciently small λ > 0, by the homotopy invariance of the degree, we obtain
IndM
(
Φλ(·,0), V
)= IndM(Φλ(·,1), V ),
which completes the proof. 
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(Existence) If degM((A, F ),U ) = 0, then there exists x ∈ U ∩ D(A) such that 0 ∈ −Ax+ F (x).
(Additivity) If U1,U2 ⊂ U and Z(−A + F ,U ) ⊂ (U1 ∪ U2) \ (U1 ∩ U2), then
degM
(
(A, F ),U
)= degM((A, F ),U1)+ degM((A, F ),U2).
(Homotopy invariance) If ({A(t)}t∈[0,1], H) is an admissible homotopy, then
degM
((
A(0), H(·,0)),U)= degM((A(1), H(·,1)),U).
(Normalization) If M and F (M) are bounded, then degM((A, F ),M) = χ(M).
Proof. (Existence) By deﬁnition, for an appropriate (as in (5)) neighborhood V of Z(A, F ;U ),
degM((A, F ),U ) = Ind(φλ, V ) = 0 if λ > 0 is suﬃciently small. The existence property of the ﬁxed-
point index implies that, for a given sequence λn → 0+ , for each n  1, there exists xn ∈ V such
that φλn (xn) = xn . In view of Remark 3.4, it is clear that (xn) has a subsequence convergent to some
x0 ∈ Z(A, F ; V ).
The additivity and homotopy invariance properties follow straightforwardly from Lemma 3.3 and
the corresponding properties of the ﬁxed-point index.
To see (Normalization) note that degM((A, F ),M) = IndM(φλ,M) for suﬃciently small λ > 0 and
that a map φ : M × [0,1] → M given by
ψ(x, t) :=
{
φtλ(x), x ∈ M, t ∈ (0,1],
x, x ∈ M, t = 0,
provides a well-deﬁned and continuous (in view of Proposition 2.2(iv) and (v)) homotopy joining idM
to φλ . By the global normalization property from Proposition 2.8, Ind(φλ,M) = χ(M). 
In particular, we obtain the following global existence criterion (being a straightforward conclusion
from the existence and normalization property).
Corollary 3.8. If M is a bounded L-retract with χ(M) = 0, A, F satisfy (A1)–(A4) and F is bounded, then
there exists x0 ∈ M ∩ D(A) such that 0 ∈ −Ax0 + F (x0).
Corollary 3.9. If M is a bounded closed convex set, A, F satisfy (A1)–(A4) and F is bounded, then there exists
x0 ∈ M ∩ D(A) such that 0 ∈ −Ax0 + F (x0).
Remark 3.10. (a) The above corollaries are improvements (in the case F is single-valued) of similar
results from [6] and [11], which were obtained for convex M and under the assumption that −A
generates a compact semigroup.
(b) It is well known that having a local homotopy invariant such as topological degree, one may
apply it to obtain continuation and bifurcation of zeros. We do not develop those issues here, as they
are rather standard.
Finally let us make the following observation.
Remark 3.11. The above construction of the degree does not actually require a densely deﬁned op-
erator A : D(A) → E to be m-accretive. The only requirement is that A has completely continuous
‘resolvents’ Jλ : E → E , i.e., for any u ∈ E and λ > 0, there is a unique v = Jλ(u) ∈ D(A) with
v + λAv = u, such that: (a) Jλ is Lipschitz continuous; (b) for u ∈ E , ‖ Jλ(u) − u‖  Cλ‖A(u)‖ for
some C > 0 (and, consequently, Jλu → u for λ → 0+), and (c) the map E × (0,+∞) 
 (u, λ) → Jλ(u)
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provided F : U → M is continuous and tangent. This degree has standard properties.
For instance assume that ρ : R → R is continuous, strictly increasing, ρ(0) = 0 and there are
, L > 0 such that |s− s′| |ρ(s)−ρ(s′)| L|s− s′| for all s, s′ ∈ R. Consider A : D(A) → E := L2(Ω),
where Ω ⊂ RN is open bounded and has the smooth boundary ∂Ω , given by
Au := −ρ(u) for u ∈ D(A) := {u ∈ E ∣∣ ρ(u) ∈ H10(Ω), ρ(u) ∈ E}.
It is not clear whether A is accretive (see also Section 5).
An old result of Brezis (see e.g. [22, Proposition 9.6]) asserts that, for any λ > 0 and u ∈ E , there is
w ∈ H10(Ω) ∩ H2(Ω) such that on Ω
κ
(
w(x)
)− λw(x) = u(x)
in the weak sense, where κ = ρ−1 and  is the Laplacian in L2(Ω) with Dirichlet boundary condi-
tions. Hence v = Jλ(u) = (I + λA)−1(u) is well-deﬁned by the formula v := K (w) where K : E → E
is given by K (w)(x) = κ(w(x)) for w ∈ E (note that ρ(v) = w ∈ H10(Ω) and ρ(v) = v − u ∈ E , i.e.,
v ∈ D(A); moreover K is Lipschitz continuous with constant −1). One proves easily that K − λ
is m-accretive. Since 〈K (w) − K (w ′),w − w ′〉L2  γ ‖w − w ′‖ for all w,w ′ ∈ E where γ := L−1, we
gather that K − λ − γ I is m-accretive, too. Clearly Jλ(u) = K ◦ J K−λ−γ Iγ −1 (γ −1u). This implies that
Jλ is Lipschitz continuous and maps bounded sets onto bounded ones. Moreover we see that Jλ(u)
depends continuously on λ > 0 and u ∈ E . Further observe that A−1 : E → E is completely contin-
uous since A−1 = K ◦ (−)−1 and (−)−1 is completely continuous. If u ∈ E and v = Jλ(u), then
Av = λ−1(u − v) = λ−1(u − Jλ(u)). Thus Jλ(u) = A−1(λ−1u − λ−1 Jλ(u)) is completely continuous. It
is also easy to see that ‖ Jλu−u‖ λ‖A(u)‖ for u ∈ D(A). Therefore A satisﬁes properties (a), (b) and
(c) enlisted above.
4. General index formulae
Suppose A : D(A)  E is a densely deﬁned m-accretive operator, U is an open subset of
an L-retract M , F : U → E is continuous and tangent and conditions (A1), (A2) are satisﬁed. If
x0 ∈ U ∩ D(A) is an isolated zero of −A + F , then the constrained topological index of x0
indM
(
(A, F ), x0
) := lim
δ→0+
degM
(
(A, F ), BM(x0, δ)
)
,
where BM(x0, δ) := {x ∈ M | ‖x − x0‖ < δ}, is deﬁned. We start with the following general index for-
mula.
Proposition 4.1. Let a densely deﬁned operator A : D(A) E be such that, for some ω > 0, A − ωI is m-
accretive, let M ⊂ E be closed convex and let conditions (A1), (A2) be satisﬁed. Then, for any point x0 ∈ M ∩
D(A) such that 0 ∈ Ax0 , the index indM((A,Θ0), x0), where Θ0 : M → E, Θ0(x) := 0 for x ∈ M, is deﬁned
and
indM
(
(A,Θ0), x0
)= 1. (8)
Proof. Observe that A is m-accretive and invertible because A = ω(I + ω−1(A − ωI)). Thus x0 is the
only zero of A (and x0 = J Aλ x0 for any λ > 0). By (5), for small λ > 0 and δ > 0,
indM
(
(A,Θ0), x0
)= degM((A,Θ0), BM(x0, δ))= IndM( J Aλ , BM(x0, δ)).
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The convexity of M , conditions (A1) and (A2) imply that ψ is a correctly deﬁned locally compact map.
If, for some t ∈ [0,1] and x ∈ BM(x0, δ), ψ(x, t) = x, then x = (1− t)x0 + t J Aλ x and, by Remark 2.3,
‖x− x0‖ = t
∥∥ J Aλ x− x0∥∥= t∥∥ J Aλ w − J Aλ x0∥∥ t/(1+ λω)‖x− x0‖,
i.e., x = x0. By the homotopy invariance and the local normalization property of the ﬁxed-point index,
we get
IndM
(
J Aλ , BM(x0, δ)
)= IndM(ψ(·,1), BM(x0, δ))= IndM(ψ(·,0), BM(x0, δ))
= IndM
(
Θx0 , BM(x0, δ)
)= 1,
which ends the proof. 
Now we shall turn our attention to the linear case and cone constraints; this is to be used in
the next sections in order to compute topological indices of some nonlinear maps. We start with a
general formula.
Proposition 4.2. Let A : D(A) → E be densely deﬁned linear m-accretive operator and M ⊂ E be a closed
convex cone (i.e. a closed set such that αx+ β y ∈ M, for any x, y ∈ M and α,β  0). Suppose that conditions
(A1), (A2) are satisﬁed, λ1 > 0 is the smallest real eigenvalue of A to which there corresponds an eigenvector
u1 ∈ M \ {0} such that, for all λ > λ1 ,
(A − λI)−1u1 ∩ M = ∅ (9)
and
Ker(A − λI) ∩ M = {0}. (10)
Then
indM
(
(A, λI),0
)= {1 for λ < λ1,
0 for λ > λ1.
(11)
Proof. First observe that the above degree is well-deﬁned since, for all λ ∈ R, the map M 
 x → λx is
tangent to M .
Take λ < λ1 and ω > 0 such that −ω  λ. Clearly B := A + ωI is accretive and satisﬁes conditions
(A1), (A2) (i.e. B is resolvent compact and M is invariant with respect to J Bλ for suﬃciently small
λ > 0). Moreover B − ωI is m-accretive. Therefore, in view of Proposition 4.1, indM((B,Θ0),0) = 1.
Let B(t) := A+ tωI and H(x, t) := (1− t)λx for x ∈ M , t ∈ [0,1]; then {B(t)} forms a resolvent compact
family of m-accretive operators (see Example 2.6) and H is tangent to M . Moreover B(t)x = H(x, t) if
and only if Ax = (λ − t(λ + ω))x. Hence B(t)x = H(x, t) for x = 0 and t ∈ [0,1]. Thus
indM
(
(A, λI),0
)= indM((B(0), λI),0)
= indM
((
B(1),Θ0
)
,0
)= indM((B,Θ0),0)= 1.
Suppose now that λ > λ1. Deﬁne H : M × [0,1] → E by H(x, t) = λx+ tu1 for x ∈ M , t ∈ [0,1]. It is
clear that, for any t ∈ [0,1], H(·, t) is tangent to M . If 0 < t  1, then, in view of (9), Ax = H(x, t) for
all x ∈ M and, in view of (10), Ax = H(x,0) if, and only if, x = 0. Hence
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(
(A, λI),0
)= indM((A, H(·,0)),0)
= indM
((
A, H(·,1)),0)= indM((A, λI + u1),0)= 0
in virtue of the homotopy and existence property of our degree. 
In the rest of this section we shall verify conditions (9) and (10) for a class of elliptic operators
and the cone of nonnegative functions.
Let Ω ⊂ RN , N  1, be open bounded with smooth boundary ∂Ω . For p  1, deﬁne Ap : D(Ap) →
Lp(Ω) by
Apu := −
N∑
i, j=1
∂
∂x j
(
aij
∂u
∂xi
)
for
u ∈ D(Ap) :=
{
u ∈ W 1,p0 (Ω)
∣∣ Apu ∈ Lp(Ω)},
where aij ∈ C∞(Ω), for i, j = 1, . . . ,N . We shall assume further that operators Ap are symmetric and
elliptic, i.e. aij = a ji , for i, j = 1, . . . ,N , and there is θ > 0 such that, for any ξ ∈ RN and x ∈ Ω ,
N∑
i, j=1
aij(x)ξiξ j  θ |ξ |2.
It is known that operators Ap , p  1, are m-accretive (see e.g. [30, Section 7.3] or [32, Section II.9]).
Below we collect some other basic properties of Ap .
Lemma 4.3.
(i) For any p > 1, D(Ap) = W 2,p(Ω) ∩ W 1,p0 (Ω); for 1 q < N/(N − 1), D(A1) ⊂ W 1,q0 (Ω) and there is
cq > 0 such that
‖u‖
W 1,p0 (Ω)
 cq‖A1u‖L1(Ω) (12)
for u ∈ D(A1).
(ii) For any p  1, Ap is invertible and resolvent compact.
(iii) For any p  1, Mp := {u ∈ Lp(Ω) | u(x)  0 for a.e. x ∈ Ω} is invariant with respect to the resolvent
of Ap .
(iv) σ(A2) = {λk}+∞k=1 where 0 < λ1 < λ2  · · · (counting with multiplicities) are eigenvalues of A2 ,
λk → +∞ as k → +∞; λ1 is the only eigenvalue with nonnegative eigenfunction. There exists an or-
thonormal base {uk}∞k=1 in L2(Ω) such that A2uk = λkuk for any k 1.
(v) For any p  1, if Apu = λu, for some u ∈ D(Ap) \ {0} and λ ∈ R, then λ = λk and u ∈ Ker(A2 − λk I) for
some k 1.
(vi) σ(Ap) = σ(A2) = {λk}+∞k=1 , for p  1.
Proof. For the proof of (i) we refer to [32, Section II.9].
In order to prove (ii) we start with p = 1. If A1u = 0 for some u ∈ D(A1), then, in view of (12),
u = 0; hence A1 is injective. It is known that A2 is surjective and A−12 is a completely continuous lin-
ear operator (see e.g. [17]). For any w ∈ L1(Ω) there is a sequence (wn) in L2(Ω) such that wn → w
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for any n,m  1, i.e. (un) converges in L1(Ω) to some u. Hence the sequence (un,wn) (in the graph
of D(A2)) converges to (u,w) (in L1(Ω) × L1(Ω)), i.e. (u,w) lies in the closure (with respect to
L1(Ω) × L1(Ω)) of the graph of A2, which is equal to the graph of A1 — see [32, Proposition II.9.1].
Hence A1 is surjective and A
−1
1 is a completely continuous linear operator, in virtue of (12) and the
Rellich–Kondrachov theorem. If p > 1, then, by the use of the invertibility of A1, it is easy to conclude
that Ap is invertible, too. Since, for each p > 1, operator Ap is closed (as an m-accretive operator), we
infer that A−1p is bounded. Hence, by use of the following estimate (see e.g. [18, Lemma 9.17])
‖u‖W 2,p(Ω)  Cp‖Apu‖Lp(Ω) for any u ∈ D(Ap),
satisﬁed for some Cp > 0, and the Rellich–Kondrachov theorem, A−1p is completely continuous for
p > 1. Since
J
Ap
λ = A−1p
(
1
λ
I − 1
λ
J
Ap
λ
)
,
the resolvent J
Ap
λ is completely continuous for any λ > 0 and p  1.3
(iii) follows immediately from [32, Proposition II.9.1(b)].
(iv) can be found in [17].
To get (v) observe that it is suﬃcient to prove it for p = 1. Suppose that A1u = λu for some
u ∈ D(A1) and λ ∈ R. Put w := A1u and note that, in view of (i), u ∈ W 1,q0 (Ω) for some ﬁxed 1< q <
N/(N−1). Therefore Aqu = λu ∈ W 1,q(Ω). Applying the ‘bootstrap’ argument k-times (k 1) (see e.g.
[18, Theorem 9.19]), we infer that u ∈ W 2k+1,q(Ω). For suﬃciently large k, 2k+ 1> N/q+ 2 and, due
to the Sobolev embedding theorem, u ∈ W 2,∞(Ω). This means that u ∈ W 2,2(Ω), i.e. A2u = λu.
(vi) follows from (ii) and (v). 
Proposition 4.4. For any p  1, conditions (9) and (10) with A = Ap and M = Mp are satisﬁed. In conse-
quence, the index formula (11) holds for A = Ap, p  1.
Proof. Let p = 2. From Lemma 4.3(iv) it follows that, for any λ = λ1, Ker(A2 − λI) ∩ M2 = {0}, which
means that (10) holds. Suppose that, for some λ > λ1, there exists u ∈ M2 such that
A2u − λu = u1 (13)
(u1 is taken from Lemma 4.3(iv)). Clearly, there exist unique α ∈ R and v ∈ Ker(A2 − λ1 I)⊥ =
{v ∈ L2(Ω) | 〈w, v〉 = 0 for all w ∈ Ker(A2 −λ1 I)} such that u = αu1 + v . Then, by (13), α(λ1 −λ)u1 +
A2v − λv = u1, which, in view of Lemma 4.3(iv), implies
α(λ1 − λ)u1 = u1 (14)
and
A2v − λv = 0. (15)
3 Actually, the semigroups generated by −Ap are analytic, which together with the resolvent compactness of Ap implies that
the semigroup generated by Ap is compact.
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Lemma 4.3(iv), v = 0. Therefore u = αu1 ∈ (−M2) ∩ M2 = {0}, i.e. u1 = 0, a contradiction. Thus, con-
dition (9) is also veriﬁed.
Now suppose that p  1 is arbitrary. If, for some u ∈ Mp ∩D(Ap) and λ ∈ R, Apu−λu = 0, then, by
Lemma 4.3(v) and (iv), either u = 0 or λ = λ1, which means that (10) is satisﬁed for Ap and Mp . Now
observe that in order to show (9) for arbitrary p  1 it is suﬃcient to prove it for p = 1. Suppose that
there exist λ > λ1 and u ∈ D(A1) ∩ M1 such that A1u − λu = u1. By the general Fredholm alternative
for A2 − λI (see e.g. [17, Theorem 6.2.3.4]), either A2v − λv = w has a solution for any w ∈ L2(Ω)
or Ker(A2 − λI) = {0}. In the latter case, we conclude that λ = λk for some k  2, which, in view of
Lemma 4.3(iv), implies that u1 ∈ Ker(A2 − λI)⊥ . Hence, by the mentioned Fredholm alternative, there
exists u˜ ∈ D(A2) such that A2u˜ − λu˜ = u1. Observe that A1(u − u˜) = λ(u − u˜), which, according to
Lemma 4.3(v), means that either u − u˜ = 0 or λ ∈ σ(A2) and u − u˜ ∈ Ker(A2 − λI); in both cases
we have u ∈ M2 ∩ D(A2) and A2u − λu = u1, which is impossible due to the ﬁrst part of the proof;
a contradiction completes the proof. 
Finally let us consider A : D(A) → E := C([0, T ]), where C([0, T ]) stands for the space of continu-
ous (real) functions on [0, T ], D(A) := {u ∈ E | u(0) = u(T ) = 0, u′′ ∈ E} and
Au := −u′′ for any u ∈ D(A).
One checks (see also Proposition 5.1) that A is m-accretive, resolvent compact and the cone M := {u ∈
E | u(x) 0 for any x ∈ [0, T ]} is invariant with respect to the resolvent of A.
Proposition 4.5. If A and M are as above, then σ(A) = σ(A2) (A2 is from Lemma 4.3 with Ω := (0, T )) and
conditions (9) and (10) are satisﬁed; in consequence, formula (11) holds.
Proof. Observe that each eigenvalue (resp. a corresponding eigenfunction) of A is also an eigenvalue
(resp. an eigenfunction) of A2 and vice versa. Thus, we easily conclude that λ1 is the only eigenvalue
of A with a nonnegative eigenfunction, i.e. A satisﬁes condition (10). Moreover, each nonnegative
solution of Au − λu = u1 for ﬁxed nonzero u1 ∈ Ker(A − λ1 I) ∩ M and λ > λ1, is a solution to (13).
This means that A also satisﬁes condition (9). 
5. Nonlinear reaction–diffusion equations
Consider the following stationary reaction–diffusion problem
⎧⎨
⎩
−ρ(u(x))= f (x,u(x)), x ∈ Ω,
0 u(x)m, x ∈ Ω,
u|∂Ω = 0
(16)
where Ω ⊂ RN is an open bounded set with the smooth boundary ∂Ω , 0 < m ∞, ρ : R → R is
continuously differentiable, ρ(0) = 0, ρ ′(s) > 0 for s ∈ R and f : Ω ×R → R is a Carathéodory map.4
Let us put (16) into an abstract setting. Let E := L1(Ω) (with the usual norm ‖u‖ := ‖u‖L1 =∫
Ω
|u(x)|dx, u ∈ E) and deﬁne an operator Aρ : D(A) → E by
Aρu := −ρ(u), u ∈ D(A),
4 I.e. f (x, ·) is continuous, f (·,u) is measurable and there are a function ξ ∈ L1(Ω) and β  0 such that | f (x,u)| ξ(x)+β|u|
for all u ∈ R and a.a. x ∈ Ω .
In what follows, given a Carathéodory function g : Ω × R → R, by Ng : E → E we denote the corresponding Nemytskii
operator generated by g . In view of the Krasnoselskii theorem, Ng is well-deﬁned and continuous.
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D(A) := {u ∈ E ∣∣ ρ(u) ∈ W 1,10 (Ω), ρ(u) ∈ E}
where ρ(u) denotes the Laplacian of ρ(u) := ρ ◦ u ∈ W 1,10 (Ω) (understood in the sense of distribu-
tions). Moreover, for m > 0, let
Mm :=
{
u ∈ E ∣∣ 0 u(x)m for a.a. x ∈ Ω}
and let N f : E → E be the Nemytskii operator generated by f , i.e. for any u ∈ E and x ∈ Ω ,
N f (u)(x) := f
(
x,u(x)
)
.
Thus (16) may be transformed into the problem
{
0 = −Aρu + N f (u),
u ∈ Mm. (17)
Proposition 5.1.
(i) Aρ is densely deﬁned, m-accretive and resolvent compact.
(ii) For anym > 0, Mm is closed convex (hence an L-retract) and invariant with respect to the resolvent of Aρ ,
i.e. for each λ > 0, J
Aρ
λ (M) ⊂ M.
(iii) The Nemytskii operator N f is well-deﬁned and continuous. If, for somem > 0, f (x,0) 0 and f (x,m)
0 for a.a. x ∈ Ω , then N f is tangent to Mm.
Proof. (i) For the proof of m-accretivity of Aρ — see [5] and e.g. [22,32]. The resolvent compactness
of Aρ was shown in [33, Lemma 2.6.2]. As concerns (ii) — see [6].
To see (iii), ﬁx m > 0 and u ∈ Mm . For any h > 0,
dMm
(
u + hN f (u)
)= inf{∥∥v − u − hN f (u)∥∥ ∣∣ v ∈ Mm}
= inf
{∫
Ω
∣∣v(x) − u(x) − hf (x,u(x))∣∣dx ∣∣∣ v ∈ Mm
}

∫
Ω
d[0,m]
(
u(x) + hf (x,u(x)))dx
(where d[0,m](s) denotes the distance of s ∈ R to the segment [0,m], i.e. d[0,m](s) = s −m if s > m,
|s| if s < 0 and 0 otherwise). This follows from the fact that the function v : Ω → [0,m] deﬁned, for
x ∈ Ω , by
∣∣v(x) − u(x) − hf (x,u(x))∣∣= d[0,m](u(x) + hf (x,u(x)))
is measurable and v ∈ Mm . Fix x ∈ Ω and let us consider the following three cases:
- if 0< u(x) <m, then, for suﬃciently small h > 0, u(x) + hf (x,u(x)) ∈ [0,m];
- if u(x) = 0, then u(x) + hf (x,u(x)) = hf (x,u(x))  0 and, for suﬃciently small h > 0,
hf (x,u(x))m;
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hf (x,u(x)) =m+ hf (x,u(x)) 0.
Therefore, observing that, for any h > 0, h−1d[0,m](u(x) + hf (x,u(x)))  | f (x,u(x))| a.e. on Ω , by
the Lebesgue dominated convergence theorem,
lim
h→0+
dM(u + hN f (u))
h
= 0,
i.e. N f (u) ∈ TMm (u). 
By Corollary 3.8, we get
Proposition 5.2. If, for some m > 0, f (x,0)  0 and f (x,m)  0 for a.a. x ∈ Ω , then problem (17), and
consequently, (16) admits a solution.
Next we pass to the index formulae for trivial solutions with respect to the constraint set
M := {u ∈ E ∣∣ u(x) 0 a.e. on Ω}.
In view of [6], M is invariant with respect to the resolvents of Aρ and A1 : D(A1) → E where
A1u := −u for u ∈ D(A1) :=
{
u ∈ W 1,10 (Ω)
∣∣u ∈ E} (18)
(see also Lemma 4.3).
Let λ1 > 0 be the ﬁrst eigenvalue of A1.
Theorem 5.3. Assume that there is α > 0 such that ρ ′(s)  α for any s ∈ R,5 there are functions
a,b : [0,+∞) → R differentiable at 0, a(0)b(0) = 0, a(s),b(s) 0 on [0,+∞), and f : [0,+∞) → R such
that f (s) := a(s)(b(s) − s), s 0, is Lipschitz continuous. If f ′(0)/ρ ′(0) = λ1 , then there is δ > 0 such that 0
is the unique solution of Aρu = N f (u) in DM(0, δ) := {x ∈ M | ‖x‖ δ}, and
degM
(
(Aρ,N f ), BM(0, δ)
)= {1 if f ′(0)/ρ ′(0) < λ1,
0 if f ′(0)/ρ ′(0) > λ1.
We shall need some auxiliary facts.
Lemma 5.4. If κ : R → R is Lipschitz continuous, differentiable at 0 and κ(0) = 0, then, for any sequences
(tn) in R and (wn) in E such that tn → 0+ and wn → w ∈ E,
t−1n Nκ (tnwn) → κ ′(0)w in E,
where, as usual, Nκ (u)(x) := κ(u(x)) for u ∈ E and x ∈ Ω .
5 In fact we need to assume that ρ is continuous, (strictly) increasing, ρ(0) = 0, ρ ′(0) exists and there is  > 0 such that
|ρ(s) − ρ(s′)| |s − s′| for all s, s′ ∈ R.
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∣∣t−1n Nκ (tnwn)(x) − κ ′(0)w(x)∣∣
 t−1n
∣∣κ(tnwn(x))− κ(tnw(x))∣∣+ ∣∣t−1n κ(tnw(x))− κ ′(0)w(x)∣∣
 Lκ
∣∣wn(x) − w(x)∣∣+ ∣∣t−1n κ(tnw(x))− κ ′(0)w(x)∣∣
where Lκ is the Lipschitz constant for κ . Integrating this inequality, we get
∥∥t−1n Nκ (tnwn) − κ ′(0)w∥∥
 Lκ‖wn − w‖ +
∫
Ω
∣∣t−1n κ(tnw(x))− κ ′(0)w(x)∣∣dx. (19)
Since |t−1n κ(tnw(x)) − κ ′(0)w(x)| → 0 a.e. on Ω and the sequence is majorized by (Lκ + κ ′(0))|w|,
using the Lebesgue dominated convergence theorem, we get
∫
Ω
|t−1n κ(tnw(x)) − κ ′(0)w(x)|dx → 0
and, in view of (19), the proof is completed. 
Lemma 5.5. For t ∈ (0,1], let A(t) : D(A(t)) → E be given by
A(t)u := t−1Aρ(tu) = −t−1ρ(tu)
for u ∈ D(A(t)) := {u ∈ E | ρ(tu) ∈ W 1,10 (Ω), ρ(tu) ∈ E} and
A(0) := ρ ′(0)A1
(A1 is deﬁned in (18)). Then {A(t)}t∈[0,1] is a resolvent compact family of m-accretive operators and M is
resolvent invariant with respect to {A(t)}t∈[0,1] , i.e. for all t ∈ [0,1] and λ > 0, J A(t)λ (M) ⊂ M.
Proof. The last two statements are evident. We shall show that the family is resolvent compact, i.e.
that, for any λ > 0, the map E×[0,1] 
 (u, t) → J A(t)λ u is completely continuous. To see the continuity,
let u ∈ E and let tn → t0 in [0,1] (comp. Remark 2.5). For any t ∈ (0,1],
J A(t)λ u = t−1 J Aρλ (tu).
Therefore if t0 > 0, then J
A(tn)
λ u → J A(t0)λ u. Suppose that tn → 0+ and, for n 1, let vn := J A(tn)λ u, i.e.
tnvn − λρ(tnvn) = tnu; hence
vn = t−1n Nκ
(
λ−1tnwn
)
(20)
where Nκ is the Nemytskii operator determined by κ := ρ−1 and wn := A−11 (u − vn).
The accretivity of A(t) implies that, for each n  1, ‖vn‖  ‖u‖; therefore, by the complete con-
tinuity of A−11 , there is a subsequence (wnk ) converging in E to some w0 ∈ E . By Lemma 5.4 and
(20),
vnk = t−1nk Nκ
(
λ−1tnk wnk
)→ v0 := κ ′(0)λ−1w0 = [λρ ′(0)]−1w0 = [λρ ′(0)]−1A−11 (u − v0)
in view of the deﬁnition of wn , i.e. v0 = (I +λA(0))−1u = J A(0)λ u. Since, any subsequence of (vn) con-
tains a subsequence convergent to v0, we end the proof of the continuity of the family {A(t)}t∈[0,1] .
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let vn := (I + λA(tn))−1un . Since A1 is resolvent compact, we may assume that tn > 0 for all n  1.
Observe that (vn) is bounded and that, for any n 1, vn − t−1n λρ(tnvn) = un; hence
vn = t−1n Nκ
(
λ−1tnwn
)
with wn := A−11 (un − vn). Since A−11 is completely continuous, there exists a subsequence (wnk ) con-
vergent to some w0 in E and such that tnk → t0. If t0 ∈ (0,1], then vnk → t−10 Nκ (λ−1t0w0); if t0 = 0,
then, in view of Lemma 5.4, we get vnk → κ ′(0)λ−1w0, which completes the proof. 
Proof of Theorem 5.3. Deﬁne H : M × [0,1] → E by
H(u, t) :=
{
t−1N f (tu) if t ∈ (0,1],
f ′(0)u if t = 0.
The Lipschitz continuity of f implies that H is continuous on M × (0,1] and, using Lemma 5.4, we
infer that H is continuous. Fix u ∈ M and t ∈ (0,1]. Note that
dM
(
u + hH(u, t))= inf{∥∥v − u − hH(u, t)∥∥ ∣∣ v ∈ M}
= inf
{∫
Ω
∣∣v(x) − u(x) − ht−1 f (tu(x))∣∣dx ∣∣∣ v ∈ M}

∫
Ω
d[0,+∞)
(
u(x) + ht−1 f (tu(x)))dx; (21)
the last inequality follows because the function v : Ω → [0,+∞) deﬁned, for a.e. x ∈ Ω , by
∣∣v(x) − u(x) − ht−1 f (tu(x))∣∣= d[0,+∞)(u(x) + ht−1 f (tu(x)))
is integrable (since d[0,+∞)(s) = |s| if s < 0 and d[0,+∞)(s) = 0 if s  0). For a.e. x ∈ Ω and for suﬃ-
ciently small h > 0,
u(x) + hH(u, t)(x) = (1− ha(tu(x)))u(x) + ha(tu(x))t−1b(tu(x)) 0.
In other words h−1d[0,+∞)(u+hH(u, t)) converges a.e. to 0. Since it is majorized a.e. by |t−1 f (tu(·))|,
we may use (21) and the Lebesgue dominated convergence theorem to get H(u, t) ∈ TM(u). Clearly,
H(u,0) ∈ TM(u) as well (see Remark 3.1).
We claim now that there is δ > 0 such that, for any t ∈ [0,1], 0 is the only solution of A(t)u =
H(u, t) in BM(0, δ) (the family {A(t)}t∈[0,1] was deﬁned in Lemma 5.5). Observe that if A(t)u =
H(u, t), then either t = 0 and ρ ′(0)A1u = f ′(0)u (which implies that u = 0 since λ1 = f ′(0)/ρ ′(0)) or
t > 0 and then Aρ(tu) = N f (tu): this means that we may consider only t = 1. Suppose to the contrary
that there is a sequence (un) in M such that un = 0, un → 0 and Aρun = N f (un) for any n 1. Then
un = Nκ
(
A−11 N f (un)
);
hence
zn = ‖un‖−1Nκ
(‖un‖wn) (22)
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Lipschitz constant for f , by the complete continuity of A−11 , there exists a subsequence (wnk ) of
(wn) converging to some w0 in E . Then, by (22) and Lemma 5.4, we get znk → z0 := κ ′(0)w0 =
(ρ ′(0))−1w0. On the other hand, again by Lemma 5.4,
wnk = A−11
(
N f (‖unk‖znk )
‖unk‖
)
→ A−11
(
f ′(0)z0
)
.
Therefore A−11 ( f ′(0)z0) = w0 = ρ ′(0)z0 and, hence, A1z0 = ( f ′(0)/ρ ′(0))z0, which is a contradiction,
since z0 ∈ M \ {0} and f ′(0)/ρ ′(0) = λ1.
To see the assertion note that, by the homotopy invariance property,
degM
(
(Aρ,N f ), BM(0, δ)
)= degM((A(1), H(·,1)), BM(0, δ))
= degM
((
A(0), H(·,0)), BM(0, δ))
= degM
((
A1, f
′(0)/ρ ′(0)I
)
, BM(0, δ)
)
and use Proposition 4.4. 
We also consider the topological index with respect to Mm (m > 0).
Theorem 5.6. Let m > 0 and, as before, assume that f : [0,m] → R is Lipschitz continuous and is of the
form f (s) := a(s)(b(s) − s) where functions a,b : [0,m] → R are continuous, the derivatives a′(0), b′(0)
exist, a(0)b(0) = 0, a(s)  0 and 0  b(ts)  tm for all s ∈ [0,m] and t ∈ [0,1]. Moreover suppose that
ρ ′(s) α > 0 for s ∈ R. Then there is δ > 0 such that 0 is the only solution of Au = N f (u) in BM(0, δ) and
degM
(
(Aρ,N f ), BM(0, δ)
)= 1
provided f ′(0)/ρ ′(0) = λ1 .
Proof. Deﬁne H : Mm × [0,1] → E by
H(u, t) :=
{
t−1N f (tu) if t ∈ (0,1],
f ′(0)u if t = 0.
Obviously, H is well-deﬁned and continuous on Mm × (0,1], by the Lipschitz continuity of f . The use
of Lemma 5.4 implies the continuity at points from Mm × {0}.
Fix u ∈ Mm and t ∈ (0,1]; for a.e. x ∈ Ω , there is h > 0 such that
0 u(x) + hH(u, t)(x) = (1− ha(tu(x)))u + ha(tu(x))t−1b(tu(x))m
a.e. on Ω , because 0 t−1b(tu(x))m a.e. on Ω . Therefore H(u, t) ∈ TMm (u) by the Lebesgue domi-
nated convergence theorem. Clearly H(u,0) ∈ TMm (u).
The proof of the existence of δ > 0 such that, for any t ∈ [0,1], 0 is the only solution to A(t)u =
H(u, t) (where the family {A(t)}t∈[0,1] was introduced in Lemma 5.5) in BM(0, δ) goes exactly as in
the proof of Theorem 5.3.
Since Mm is invariant with respect to the resolvent of Aρ , it is clear that it is also invariant with
respect to the resolvent of A(t) for t ∈ [0,1]. Hence, by the homotopy invariance property,
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(
(Aρ,N f ), BMm (0, δ)
)= degMm((A(1), H(·,1)), BMm (0, δ))
= degMm
((
A(0), H(·,0)), BMm (0, δ))
= degMm
((
A1,
(
f ′(0)/ρ ′(0)
)
I
)
, BMm (0, δ)
)
.
Since 0 is the only solution of A1u = ( f ′(0)/ρ ′(0))u in Mm , by the excision property, the boundedness
of Mm and the normalization property of the degree, we have
degMm
((
A1,
(
f ′(0)/ρ ′(0)
)
I
)
, BMm (0, δ)
)
= degMm
((
A1,
(
f ′(0)/ρ ′(0)
)
I
)
,Mm
)= χ(Mm) = 1. 
Finally we also deal with the so-called index at inﬁnity.
Theorem 5.7. Suppose that a,b, f and ρ : R → R are such as in Theorem 5.3 and assume that the limits
ρ ′∞ := lims→+∞
ρ(s)
s
> 0 and f ′∞ := lims→+∞
f (s)
s
(23)
exist. Then there is R > 0 such that the equation Au = N f (u) has no solutions u ∈ M \ B(0, R) and
degM
(
(Aρ,N f ), BM(0, R)
)= {1 if f ′∞/ρ ′∞ < λ1,
0 if f ′∞/ρ ′∞ > λ1.
First we need the following analogues of Lemmata 5.4 and 5.5.
Lemma 5.8. If κ : R → R is Lipschitz continuous, the limit κ ′∞ := lims→+∞
κ(s)
s exists, zn → z0 in E and
μn → +∞, then
Nκ (μnzn)
μn
→ κ ′∞z0 in E.
Proof. Note that∥∥∥∥Nκ (μnzn)μn − κ ′∞z0
∥∥∥∥
∥∥∥∥Nκ (μnzn)μn −
Nκ (μnz0)
μn
∥∥∥∥+
∥∥∥∥N f (μnz0)μn − κ ′∞z0
∥∥∥∥
 Lκ‖zn − z0‖ +
∫
Ω
∣∣∣∣κ(μnz0(x))μn − κ ′∞z0(x)
∣∣∣∣dx
where Lκ > 0 is the Lipschitz constant for κ . Since |μ−1n κ(μnz0(x))−κ ′∞z0(x)| → 0 for a.e. x ∈ Ω and
it is majorized by (Lκ +κ ′∞)|z0|, by use of the Lebesgue dominated convergence theorem we complete
the proof. 
Lemma 5.9. For t ∈ (0,1], let B(t) : D(B(t)) → E be given by
B(t)u := t Aρ
(
t−1u
)= −tρ(t−1u) (24)
for u ∈ D(B(t)) := {u ∈ E | ρ(t−1u) ∈ W 1,10 (Ω), ρ(t−1u) ∈ E} and
B(0) := ρ ′∞A1.
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resolvent of B(t) for all t ∈ [0,1].
Proof. It is clear that, for t ∈ [0,1], B(t) is m-accretive and M is resolvent invariant.
Let λ > 0. In order to check the continuity of the map
E × [0,1] 
 (u, t) → J B(t)λ u (25)
it is suﬃcient to show that, for a ﬁxed u ∈ M , J B(tn)λ u → J B(t0)λ u whenever tn → t0 in [0,1] (see
Remark 2.5). For any t ∈ (0,1],
J B(t)λ u = t J Aρλ
(
t−1u
)
.
Therefore if t0 > 0, then J
B(tn)
λ u → J B(t0)λ u. Suppose that tn → 0+ and, for n 1, let vn := J B(tn)λ u, i.e.
vn = tnNκ
(
λ−1t−1n wn
)
(26)
where κ := ρ−1 and wn := A−11 (u − vn).
The accretivity of B(t) implies that, for each n 1, ‖vn‖ ‖u‖; by the complete continuity of A−11 ,
there is a subsequence (wnk ) converging in E to some w0 ∈ E . By (26) and Lemma 5.8,
vnk = tnk Nκ
(
λ−1t−1nk wnk
)→ v0 := κ ′∞λ−1w0 = [λρ ′∞]−1w0 = [λρ ′∞]−1A−11 (u − v0),
i.e. v0 = J B(0)λ u. Since, any subsequence of (vn) contains a subsequence convergent to v0, we end the
proof of the continuity of the family {B(t)}t∈[0,1] .
To prove the complete continuity of (25), take a bounded sequence (un) in E and a sequence (tn)
in [0,1] and let vn := J B(tn)λ un . Since A1 is resolvent compact we may assume that tn > 0 for all n 1.
Clearly, (vn) is bounded and, for any n 1,
vn = tnNκ
(
λ−1t−1n wn
)
where wn := A−11 (un − vn). Since A−11 is compact, there exists a subsequence (wnk ) convergent to
some w0 in E and such that tnk → t0. If t0 ∈ (0,1], then vnk → t0Nκ (λ−1t−10 w0), and if t0 = 0, then,
in view of Lemma 5.8, we get vnk → κ ′∞λ−1w0, which completes the proof. 
Proof of Theorem 5.7. Deﬁne G : M × [0,1] → E by
G(u, t) :=
{
tN f (t−1u) for t ∈ (0,1],
f ′∞u for t = 0.
As before G is tangent to M and continuous on M × (0,1]. The continuity at points of M ×{0} follows
from Lemma 5.8.
Let {B(t)}t∈[0,1] be as in Lemma 5.9. We claim that there exists R > 0 such that, for any
t ∈ [0,1], the equation B(t)u = G(u, t) has no solutions with ‖u‖ R . Observe that if B(t)u = G(u, t),
then either t = 0 and then ρ ′∞A1u = f ′∞u or t > 0 and −Aρ(t−1u) + N f (t−1u) = 0. Hence, it is
enough to show the claim for t = 1. Suppose to the contrary, then there is a sequence (un) in M
such that ‖un‖ → +∞ and Aρun = N f (un) for all n  1. This means that un = Nκ (‖un‖wn) with
wn := A−11 (‖un‖−1N f (un)). The Lipschitz continuity of f implies that the sequence (‖un‖−1N f (un))
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wn → w0 ∈ E . So, in view of Lemma 5.8,
zn := ‖un‖−1un = ‖un‖−1Nκ
(‖un‖wn)→ z0 := κ ′∞w0 = (ρ ′∞)−1w0.
On the other hand, again by Lemma 5.8,
wn = A−11
(‖un‖−1N f (un))= A−11 (‖un‖−1N f (‖un‖zn))→ A−11 ( f ′∞z0).
Hence ρ ′(0)z0 = w0 = A−11 ( f ′∞z0), which means that f ′∞/ρ ′∞ is an eigenvalue of A1 with a nonneg-
ative eigenfunction; a contradiction.
By the homotopy invariance
degM
(
(Aρ,N f ), BM(0, R)
)= degM((B(1),G(·,1)), BM(0, R))
= degM
((
B(0),G(·,0)), BM(0, R))
and
degM
((
B(0),G(·,0)), BM(0, R))= degM((A1, ( f ′∞/ρ ′∞)I), BM(0, R)),
which, in view of Proposition 4.4, completes the proof. 
As an immediate consequence of the obtained index formulae we get the following existence cri-
terion.
Theorem 5.10. If a,b, f and ρ are such as in Theorems 5.3 and 5.7, then the problem
{−ρ(u) + a(u)u = a(u)b(u) on Ω,
u|∂Ω = 0
admits a nontrivial nonnegative (weak) solution provided
either f ′(0)/ρ ′(0) < λ1 < f ′∞/ρ ′∞ or f ′∞/ρ ′∞ < λ1 < f ′(0)/ρ ′(0).
Proof. In view of Theorems 5.3 and 5.7 and the additivity property of the degree we obtain, for
appropriate δ > 0 and R > δ,
degM
(
(Aρ,N f ), BM(0, R) \ DM(0, δ)
)
= degM
(
(Aρ,N f ), BM(0, R)
)− degM((Aρ,N f ), BM(0, δ))
=
{−1 if f ′(0)/ρ ′(0) < λ1 < f ′∞/ρ ′∞,
1 if f ′∞/ρ ′∞ < λ1 < f ′(0)/ρ ′(0),
which, by the existence property of the degree, completes the proof. 
We end this section with another existence criterion following from Theorem 5.7.
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{−ρ(u(x))+ a(u(x))u(x) = a(u(x))b(u(x))+ h(x), x ∈ Ω,
u|∂Ω = 0
admits a nonnegative (weak) solution provided f ′∞/ρ ′∞ < λ1 .
Proof. Deﬁne H : M × [0,1] → E by H(u, t) := N f (u) + th. By inspection of arguments in the proof
of Theorem 5.3, we see that H is tangent to M . Moreover, by the same arguments as in the proof of
Theorem 5.7, we prove that there exists R > 0 such that Aρu = H(u, t) for any t ∈ [0,1] and u ∈ M \
B(0, R). Hence, by the homotopy invariance of the degree and Theorem 5.7, we get degM((Aρ,N f +
h), BM(0, R)) = degM((Aρ,N f ), BM(0, R)) = 1, which ends the proof. 
Remark 5.12. In some situations the constraint approach enables to ﬁnd a solution which is not
detected by the topological degree with M = E (as it would depend on the number of eigenvalues
between which the proper expressions would fall).
6. Non-homogeneous p-Laplacian problem
In this section our interests turn to the existence of positive solutions u : [0, T ] → R of the non-
linear problem
{−(u′|u′|p−2)′ = f (u) + h(x), x ∈ (0, T ),
u(0) = u(T ) = 0,
where p  2, T > 0 and f : [0,+∞) → R and h : [0, T ] → R are continuous functions. As before, in
order to apply the constrained topological degree, we ﬁrst put the problem into an abstract setting.
Let p  2, and let Ap : D(Ap) → E , where E := C([0, T ]) is the space of continuous functions
u : [0, T ] → R with the usual norm ‖u‖ := maxx∈[0,T ] |u(x)|, be given by
Apu := −
(
ϕp(u
′)
)′
for
u ∈ D(Ap) :=
{
u ∈ E ∣∣ u(0) = u(T ) = 0, u ∈ C1([0, T ]), (ϕp(u′))′ ∈ E},
where ϕp : R → R, ϕp(s) := s|s|p−2 for s ∈ R. Note that A2 is the ordinary (one-dimensional) Lapla-
cian (see Proposition 4.5).
First collect some basic properties of Ap .
Lemma 6.1. Let p  2. Then:
(i) the map A−1p : E → E is well-deﬁned, injective and completely continuous;
(ii) Ap is a resolvent compact m-accretive operator;
(iii) the set M := {u ∈ E | u(x) 0 for all x ∈ [0, T ]} is invariant with respect to resolvents of Ap , i.e., for any
λ 0, J Apλ (M) ⊂ M;
(iv) the eigenvalue problem
{−(ϕp(u′(x)))′ = λϕp(u(x)) for each x ∈ (0, T ),
u(0) = u(T ) = 0
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Moreover, λ1,p is the only eigenvalue with nonnegative eigenfunction and, for each k  1, the mapping
p → λk,p is continuous;
(v) moreover, if q > 2, then the family {Ap}p∈[2,q] is resolvent compact.
Proof. The case p = 2 is clear (see Proposition 4.5). Let p > 2. (i) First we show that Ap is surjective.
To this end take h ∈ E and deﬁne a functional Ψ : W 1,p0 (0, T ) → R by
Ψ (u) := 1
p
T∫
0
|u′|p dx−
∫
I
hu dx, u ∈ W 1,p(0, T ). (27)
One can show that Ψ is sequentially weakly lower semicontinuous, strictly convex and coercive. This
implies the existence of a unique critical point u0 ∈ W 1,p0 (0, T ) for Ψ , i.e.
T∫
0
ϕp
(
u′0
)
v ′ dx =
T∫
0
hv dx for any v ∈ C∞0 (0, T ). (28)
It is well known (see e.g. [7, Theorem VIII.2] or [17, Theorem 2, 5.9.1]) that u0 ∈ E (after possibly
being redeﬁned on a set of measure zero) and u0(x) = u0(y) +
∫ x
y u
′
0(z)dz for all 0 y  x T .
Put w0 := ϕp(u′0). Then w0 ∈ L
p
p−1 (0, T ) and, in view of (28), w ′0 = −h (in the sense of distribu-
tions). Hence, we may assume again without loss of generality that w0 is continuous on [0, T ] and,
for any x ∈ [0, T ],
w0(x) = w0(0) +
x∫
0
w ′0(z)dz = w0(0) −
x∫
0
h(z)dz,
i.e. w ′0(x) = −h(x) for all x ∈ [0, T ], i.e. w0 ∈ C1([0, T ]). Next observe that u′0(x) = ϕp′ (w0(x)) a.e. on[0, T ] where p′ := p/(p − 1) is the conjugate exponent. Therefore u0 ∈ D(Ap) and Apu0 = h.
To see that A−1p is injective, assume that Apu1 = Apu2 for some u1,u2 ∈ D(Ap). Then u1 and u2
are critical points of the functional Ψ . The convexity of Ψ , implies that Ψ attains global minima at u1
and u2; since Ψ is strictly convex, we gather that u1 = u2 a.e. on [0, T ] and, by continuity, u1 = u2.
If u = A−1p h, then u ∈ D(Ap) and there is c ∈ [0, T ] with u′(c) = 0. Hence, for any x ∈ [0, T ],
ϕp(u′(x)) = −
∫ x
c h(z)dz, which yields
∣∣u′(x)∣∣= ∣∣ϕp′(ϕp(u′(x)))∣∣=
∣∣∣∣∣ϕp′
(
−
x∫
c
h(z)dz
)∣∣∣∣∣=
∣∣∣∣∣
x∫
c
h(z)dz
∣∣∣∣∣
p′−1
 T p′−1‖h‖p′−1.
In consequence,
‖u‖ T‖u′‖ T p′ ‖h‖p′−1. (29)
In view of the Ascoli–Arzéla theorem, A−1p maps bounded sets into compact ones of E .
To see the continuity of A−1p , we shall show actually that a map
[2,+∞) × E 
 (p,h) → A−1p h (30)
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this end let pn  2, pn → p and hn → h in E . Put un := A−1pn hn and wn := ϕpn (u′n). By (29), sequences
(un), (u′n) and (wn) are bounded and, since −w ′n = hn for all n  1, so is the sequence (w ′n) (note
that the conjugate exponents p′n = pn/(pn − 1) > η > 0 since (pn) is bounded). Hence, by the Ascoli–
Arzéla theorem, (un) and (wn) contain subsequences, denoted again by (un) and (wn), convergent in
E to some u and w , respectively, and
w(x) = w(0) −
x∫
0
h(z)dz for any x ∈ [0, T ]. (31)
Then it is clear that, for any x ∈ [0, T ], u′n(x) = ϕp′n (wn(x)) → ϕp′ (w(x)) and, in view of the Lebesgue
convergence theorem, u(x) = ∫ x0 ϕp′(w(z))dz. Therefore u′ = ϕp′(w) and, consequently w = ϕp(u′).
Moreover, in view of (31), w ′ = −h, i.e. Apu = h. Thus, we have shown that each subsequence of (un)
contains a subsequence converging to A−1p h; this completes the proof of the claim.
(ii) To verify that Ap is accretive we need to show that
〈u − v, Apu − Apv〉+  0 for any u, v ∈ D(Ap)
where the semiproduct 〈·,·〉+ : E × E → R is given by
〈u, v〉+ := ‖u‖max
{
v(x) sign
(
u(x)
) ∣∣ x ∈ [0, T ], ∣∣u(x)∣∣= ‖u‖}, u, v ∈ E
(see e.g. [31]). Hence the sign of 〈u − v, Apu − Apv〉+ (u, v ∈ D(Ap)) is the same as the sign of the
maximum of the function
x → [−(ϕp(u′(x)))′ + (ϕp(v ′(x)))′] sign(u(x) − v(x))
over the set {x ∈ [0, T ] | |(u− v)(x)| = ‖u− v‖}. Suppose ﬁrst that x0 ∈ [0, T ] is such that (u− v)(x0) =
‖u − v‖. If x0 ∈ {0, T }, then, since (u − v)(0) = (u − v)(T ) = 0, one obviously has 〈u − v, Apu −
Apv〉+  0. If x0 ∈ (0, T ), then (u − v)′(x0) = 0 and we have to show that, for ψ : (0, T ) → R given by
ψ(x) := −ϕp(u′(x)) + ϕp(v ′(x)), x ∈ (0, T ), one has ψ ′(x0) 0. If it is not so, then there is δ > 0 such
that ψ ′(x) < 0 for x ∈ (x0 − δ, x0 + δ). Since ψ(x0) = 0, it follows that ψ(x) > 0 for x ∈ (x0 − δ, x0) and
ψ(x) < 0 for x ∈ (x0, x0 + δ). The monotonicity of ϕp implies that (u − v)′(x) < 0 for x ∈ (x0 − δ, x0)
and (u − v)′(x) > 0 for x ∈ (x0, x0 − δ). This means that x0 is a strict local minimizer of u − v:
a contradiction with the assumption that (u − v)(x0) = ‖u − v‖. If (u − v)(x0) = −‖u − v‖, then
(v − u)(x0) = ‖v − u‖ and, by the above arguments, we get −(ϕp(v ′(x0)))′ + (ϕp(u′(x0)))′  0, which
completes the proof of the accretivity of Ap .
Now we shall show the range condition, i.e. R(I + λAp) = E for all λ > 0. Given h ∈ E deﬁne
Ψλ : W 1,p0 (0, T ) → R by
Ψλ(u) := 1
2
T∫
0
|u|2 dx+ λ
p
T∫
0
|u′|p dx−
T∫
0
hu dx. (32)
As before one may prove that Ψλ is convex, weakly sequentially lower semicontinuous, bounded from
below and coercive. Hence, it attains a unique minimum at some point u ∈ W 1,p0 (0, T ), which is a
critical point of Ψλ , i.e. a weak solution of u − λ(ϕp(u′))′ = h in W 1,p(0, T ). As in (i) we show that
(after a possible change on a zero-measure set) u ∈ D(Ap) and u + λApu = h.
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tinuity of J
Ap
λ (see Proposition 2.2) and the equality J
Ap
λ = A−1p ( 1λ I − 1λ J
Ap
λ ) (it also follows from (v)).
(iii) If h ∈ M , then, for any v ∈ W 1,p0 ((0, T )), Ψλ(v) Ψλ(|v|) (where Ψλ was deﬁned in (32)). This
means that the minimizer u is nonnegative.
For (iv) we refer to [29] or [28].
(v) Fix λ > 0. If, for some p ∈ [2,q], J Apλ h = u where h ∈ E , ‖h‖ R , then, since J Apλ 0 = 0, ‖u‖
‖h‖  R in view of Proposition 2.2. Moreover Apu = λ−1(h − u). Hence, by (29) and Ascoli–Arzéla
theorem, the set
⋃
p∈[2,q] J
Ap
λ B(0, R) is relatively compact in E .
In order to show that the map E × [0,q] 
 (h, p) → J Apλ h is continuous recall Remark 2.5, take
h ∈ E , a sequence (pn) in [2,q], pn → p, and let un := J Apnλ h. Since ‖un‖  ‖h‖, by (29) and the
Ascoli–Arzéla theorem, any subsequence of (un), denoted again by (un), admits a subsequence con-
vergent to some u ∈ E . Clearly un = A−1pn (λ−1(h − un)) and, in view of the continuity of the map
(30), u = A−1p (λ−1(h − u)), i.e. J Apλ h = u. Since each subsequence of ( J Apnλ h) contains a subsequence
convergent to J
Ap
λ h, the proof of the continuity is completed. 
Let now us state a constrained version of the index formula obtained in [27] (see also [26]).
Theorem 6.2. Let continuous functions a,b : [0,+∞) → R be such that a(0)b(0) = 0, a(s),b(s) 0 for any
s ∈ [0,+∞), and assume that, for some p  2, there exists the limit
f ′0 := lim
s→0+
f (s)
sp−1
(33)
where f : [0,+∞) → R is given by f (s) := a(s)(b(s) − s) for s 0. Then there is δ > 0 such that
degM
(
(Ap,N f ), BM(0, δ)
)= {1 if f ′0 < λ1,p,
0 if f ′0 > λ1,p,
where, as usual, N f : M → E is given by [N f (u)](x) := f (u(x)) for u ∈ M and x ∈ [0, T ].
Proof. Deﬁne H : M × [0,1] → E by
H(u, t) :=
{
t1−pN f (tu) if t ∈ (0,1],
f ′0Nϕp (u) if t = 0.
It is obviously continuous on M× (0,1]. The continuity at points from M×{0} is an easy consequence
of (33). Fix u ∈ M and t ∈ (0,1]. One can easily see that, for small h > 0, one has
u(x) + hH(u, t)(x) = u(x)(1− ht2−pa(tu(x)))+ ht1−pa(tu(x))b(tu(x)) 0
for all x ∈ [0, T ], i.e. H(u, t) ∈ (M − u)/h ⊂ TM(u). Similarly, for suﬃciently small h > 0, one has
u(x) + hH(u,0)(x) = u(x) + hf ′0(u(x))p−1 = u(x)(1+ hf ′0(u(x))p−2) 0, i.e. H(u,0) ∈ TM(u).
We claim that there exists δ > 0 such that, for any t ∈ [0,1], 0 is the only solution of Apu =
H(u, t) in BM(0, δ). If, for some u ∈ M and t ∈ [0,1], Apu = H(u, t), then either t = 0 and Apu =
f ′0Nϕp (u), which, by Lemma 6.1(iv), implies u = 0 as f ′0 = λ1,p , or otherwise t > 0 and Ap(tu) =
N f (tu). Therefore we only need to prove the claim for t = 1. Suppose that there exist un ∈ M , n 1,
such that un → 0, un = 0 and Apun = N f (un). Then
un = A−1p
(
N f (un)
)
.
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zn = A−1p
(
N f (un)
‖un‖p−1
)
. (34)
In view of (33), the sequence (‖un‖1−pN f (un)) is bounded in E . Thus, by Lemma 6.1(i), without loss
of generality, we may assume that zn → z0 ∈ M with ‖z0‖ = 1. Again, by (33), it is easy to see that
N f (un)
‖un‖p−1 → f
′
0z
p−1
0 (35)
in E . Therefore, in view of (35), Lemma 6.1(i) and passing to the limit in (34), we get z0 =
A−1p ( f ′0z
p−1
0 ), i.e. Apz0 = f ′0zp−10 . This together with Lemma 6.1(iv) implies that z0 = 0, since f ′0 =
λ1,p ; a contradiction.
By the homotopy invariance of the degree,
degM
(
(Ap,N f ), BM(0, δ)
)= degM((Ap, f ′0Nϕp ), BM(0, δ)). (36)
Since the map [2,+∞) 
 q → λ1,q is continuous (see Lemma 6.1(iv)), there exists a continuous
function ξ : [2, p] → R such that ξ(p) = f ′0 and, for any q ∈ [2, p],
ξ(q) > λ1,q if f
′
0 > λ1,p or ξ(q) < λ1,q if f
′
0 < λ1,p . (37)
Deﬁne operators A(t) := Aν(t) with ν(t) := 2(1 − t) + pt . By Lemma 6.1(v), the family {A(t)}t∈[0,1] is
resolvent compact.
Next deﬁne G : M × [0,1] → E by G(u, t) := ξ(ν(t))uν(t)−1. It is obviously continuous and tangent
to M . Moreover, if A(t)u = H(u, t) for some u ∈ M and t ∈ [0,1], then Aν(t)u = ξ(ν(t))uν(t)−1, which,
in view of (37) and Lemma 6.1(iv), means that u = 0. Hence, by the homotopy invariance of the
degree, one has
degM
((
Ap, f
′
0Nϕp
)
, BM(0, δ)
)= degM((A2, ξ(2)I), BM(0, δ)).
Finally, taking advantage of (37) and applying Proposition 4.5, we end the proof. 
Let us pass to criteria for the existence of nontrivial solutions.
Theorem 6.3. Suppose a,b, f : [0,+∞) → R are as in Theorem 6.2 and assume additionally that there exists
the limit
f ′∞ := lims→+∞
f (s)
sp−1
(38)
and
either f ′0 < λ1,p < f ′∞ or f ′∞ < λ1,p < f ′0. (39)
Then the boundary value problem
{−(ϕp(u′))′ + a(u)u = a(u)b(u), x ∈ [0, T ],
u(0) = u(T ) = 0
admits a nontrivial nonnegative solution.
2264 A. C´wiszewski, W. Kryszewski / J. Differential Equations 247 (2009) 2235–2269Proof. Deﬁne H : M × [0,1] → E by
H(u, t) :=
{
t p−1N f (t−1u) if t ∈ (0,1],
f ′∞Nϕp (u) if t = 0.
One sees easily that H is tangent to M . Clearly H is continuous on M × (0,1]. To see the continuity at
points from M × {0}, take sequences (un) in E and (tn) in [0,1] such that un → u0 in E and tn → 0+ .
Take any ε > 0 and let M1 > supn1 ‖un‖. By (38), there is M2 > 0 such that, for any s > M2
∣∣∣∣ f (s)sp−1 − f ′∞
∣∣∣∣< ε/Mp−11 .
Choose N  1 such that, for n  N , t p−1n < ε/(M3 + | f ′∞|Mp−12 ) where M3 := sups∈[0,M2] | f (s)|. Note
that, for any n N and x ∈ [0, T ], if t−1n un(x) > M2, then
∣∣t p−1n f (t−1n un(x))− f ′∞(un(x))p−1∣∣= (un(x))p−1
∣∣∣∣ f (t−1n un(x))
(t−1n un(x))p−1
− f ′∞
∣∣∣∣< Mp−11 (ε/Mp−11 )= ε
and, if t−1n un(x) M2, then
∣∣t p−1n f (t−1n un(x))− f ′∞(un(x))p−1∣∣ t p−1n M3 + ∣∣ f ′∞∣∣Mp−12 t p−1n = t p−1n (M3 + ∣∣ f ′∞∣∣Mp−12 )< ε,
which shows the continuity of H at points of M × {0}.
We claim that there exists R > 0 such that Apu = H(u, t), for t ∈ [0,1] and u ∈ M \ B(0, R). If,
for some u ∈ M and t ∈ [0,1], Apu = H(u, t), then either t = 0 and Apu = f ′∞Nϕp (u) (which, by
Lemma 6.1(iv) and (39), means that u = 0) or t > 0 and Ap(t−1u) = N f (t−1u); therefore we need to
consider only the case t = 1. If there exists a sequence (un) ⊂ D(Ap) ∩ M with ‖un‖ → ∞ and such
that
Apun = N f (un),
then, putting zn := un/‖un‖, one has
zn = A−1p
(
N f (un)
‖un‖p−1
)
. (40)
It is clear that the sequence (‖un‖1−pN f (un)) is bounded in E . Therefore, in view of the complete
continuity of Ap (see Lemma 6.1(i)), we may assume that zn → z0 ∈ E , ‖z0‖ = 1. The continuity of H
implies that
‖un‖1−pN f
(‖un‖zn)= H(zn,‖un‖−1)→ H(z0,0) = f ′∞z0.
Hence, by (40), we get z0 = A−1p ( f ′∞zp−10 ), i.e. Apz0 = f ′∞zp−10 , which, in view of Lemma 6.1(iv) and
(39), is a contradiction proving the claim.
By the homotopy invariance, we get
degM
(
(Ap,N f ), BM(0, R)
)= degM((Ap, f ′∞Nϕp ), BM(0, R)).
If f ′∞ = λ1,p , then 0 is the only solution to Apu = f ′∞Nϕp u. Thus
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((
Ap, f
′∞Nϕp
)
, BM(0, R)
)= {1 if f ′∞ < λ1,p,
0 if f ′∞ > λ1,p
(41)
in view of arguments analogous to those from the last part of the proof of Theorem 6.2. Hence,
combining it with Theorem 6.2, we get
degM
(
(Ap,N f ), BM(0, R) \ DM(0, δ)
)= degM((Ap,N f ), BM(0, R))− degM((Ap,N f ), BM(0, δ))
=
{
1 if f ′∞ < λ1,p < f ′0,
−1 if f ′0 < λ1,p < f ′∞,
which, by the existence property of the degree, completes the proof. 
Below we provide a nonnegative version of [16, Theorem 12.3].
Theorem 6.4. If a,b : [0,+∞) → R are continuous nonnegative, a(0)b(0) = 0, and
lim
s→+∞
a(s)(b(s) − s)
sp−1
< λ1,p,
then, for any nonnegative h ∈ E, the boundary value problem
{−(ϕp(u(x)′))′ + a(u(x))u(x) = a(u(x))b(u(x))+ h(x), x ∈ [0, T ],
u(0) = u(T ) = 0
admits a nonnegative solution.
Proof. Let f : [0,+∞) → R, f (s) := a(s)(b(s) − s), s 0, and deﬁne H : M × [0,1] → E by H(u, t) :=
N f (u) + th. The arguments from the proofs of Theorems 6.2 and 6.3 show that H is tangent to M
and, there exists R > 0 such that, for any t ∈ [0,1], the equation Apu = H(u, t) has no solutions in
M \ B(0, R). Therefore, by the homotopy invariance and (41), we get degM((Ap,N f + h), BM(0, R)) =
degM((Ap,N f ), BM(0, R)) = 1, which ends the proof. 
Remark 6.5. One may extend the results of this section for f depending also on x by modifying the
above proofs with use of the results for the weighted eigenvalue problem (see e.g. [27] or [16] and
the references therein).
7. Controlled Neumann-like problems
When studying stationary processes of different physical nature one often encounters elliptic prob-
lems of the form
{−u + u = f (z,u),
−∂u
∂ν
∈ ∂ψ(u) a.e. on ∂Ω, (42)
where Ω is an open bounded subset of RN with smooth boundary ∂Ω , Z ⊂ Rn , f : Z × R → R
is continuous and ψ : R → R ∪ {+∞} is convex proper and lower semicontinuous, ∂ψ denotes the
subdifferential of ψ and ∂
∂ν denotes the outward normal derivative (note that if u ∈ H2(Ω), then it
makes sense to consider the equation − ∂u
∂ν ∈ ∂ψ(u) on ∂Ω since Tu ∈ H3/2(∂Ω), where T : H1(Ω) →
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∂ν ∈ H1/2(∂Ω)). In this setting, Z plays a role of a set of n-
dimensional control parameters z ∈ Z . It is clear that, for each z ∈ Z , (42) admits a solution. We are
going to treat (42) subject to the side condition
∫
Ω
g
(
z,u(x)
)
dx = 0, z ∈ Z , (43)
where g : Z × R → Rn is continuous and the above integral represents e.g. the total mass balance of
the process u controlled by z ∈ Z .
To this end suppose that, for s ∈ R,
ψ(s) C
(
1+ s2) (44)
for some C  0, and consider a functional Φ : L2(Ω) → R∪ {+∞} given by
Φ(u) =
⎧⎪⎨
⎪⎩
1
2
∫
Ω
|∇u|2 dx+
∫
∂Ω
ψ(T u)dS when u ∈ H1(Ω),
+∞ otherwise.
In view of (44), Φ is well-deﬁned, convex and proper, domΦ := {u ∈ L2(Ω) | Φ(u) < +∞} = H1(Ω).
Moreover, let us observe that Φ is of compact type, i.e., for any c ∈ R, the set
X := {u ∈ L2 ∣∣Φ(u) + ‖u‖2L2(Ω)  c}
is relatively compact in L2(Ω). To see that note that if u ∈ X , then u ∈ H1(Ω) and, for any u ∈ H1(Ω),
Φ(u) + ‖u‖2L2(Ω) = ‖u‖2H1(Ω) + Ψ (u)
where Ψ (u) = ∫
∂Ω
ψ(Tu)dS . Clearly Ψ is convex proper and lower semicontinuous; hence there is an
aﬃne function  : H1(Ω) → R such that (u) Ψ (u) and |(u)| η‖u‖H1(Ω) + β for some η,β > 0.
Thus, for any u ∈ X ,
−η‖u‖H1(Ω) + ‖u‖2H1(Ω)  c + β.
This implies that X is bounded in H1(Ω) and, by the Rellich–Kondrachov theorem, X is relatively
compact.
In a similar manner we show that Φ is lower semicontinuous. Thus, it is well known that the
subdifferential ∂Φ is m-accretive and, as it is shown in [32, Example 2.E],
∂Φ(u) = {−u}
for u ∈ D(∂Φ) := {u ∈ L2(Ω) | ∂Φ(u) = ∅} where
D(∂Φ) =
{
u ∈ H2(Ω)
∣∣∣−∂u
∂ν
(x) ∈ ∂ψ(u(x)) a.e. on ∂Ω}.
Let us assume that f (z, ·) is Lipschitz continuous uniformly with respect to z ∈ Z , i.e. there is
L  0 such that | f (z,u)− f (z,u′)| L|u − u′|. Then the Nemytskii operator N f : Z × L2(Ω) → L2(Ω),
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Lipschitz continuous uniformly with respect to z ∈ Z (with the same constant L).
Finally assume that |g(z, s)| C(1+ s2) for all s ∈ R; then G : Z × L2(Ω) → Rn given by G(z,u) :=∫
Ω
g(z,u(x))dx is well-deﬁned and continuous.
Hence the above problem has been transformed to the following one:
⎧⎨
⎩
∂Φ(u) = N f (z,u) − u,
G(z,u) = 0,
u ∈ L2(Ω), z ∈ Z .
Theorem 7.1. Under the above assumptions, suppose additionally that Z is a compact L-retract, χ(Z) = 0
and, for each z ∈ Z and s ∈ R, g(z, s) ∈ T Z (z). Then (42), (43) admits a solution.
Proof. Let E := Rn × L2(Ω) (with the norm ‖(z,u)‖ = |z| + ‖u‖L2(Ω) for z ∈ Rn and u ∈ L2(Ω)) and
let A : D(A) → E , where D(A) := Rn × D(∂Φ), be given by
A(z,u) := (0, ∂Φ(u)), z ∈ Rn, u ∈ D(∂Φ).
It is clear that A is a densely deﬁned m-accretive operator. Moreover, for any λ > 0,
J Aλ (z,u) =
(
z, J ∂Φλ u
)
for any (z,u) ∈ E . Hence M := Z × L2(Ω) is invariant with respect to the resolvent of A. Since Φ is
of compact type, we infer that ∂Φ is resolvent compact (see [22, Chapter 3, Theorem 8.48]); hence so
is A.
Finally, let F : M → E be given by F (z,u) := (G(z,u),N f (z,u) − u) for z ∈ Z and u ∈ L2(Ω). Then
F is continuous and, for each (z,u) ∈ M , F (z,u) ∈ TM(z,u) (for any z ∈ Z and u ∈ R, g(z,u) ∈ CZ (z)
in view of Remark 3.1(a); since CZ (z) is a convex cone, we infer that G(z,u) ∈ CZ (z) for any z ∈ Z
and u ∈ L2(Ω); hence F (z,u) ∈ CZ (z,u) × L2(Ω) = CM(z,u) ⊂ TM(z,u) for (z,u) ∈ M).
We shall show that the set Z(A, F ;M) := {(z,u) ∈ M | A(z,u) = F (z,u)} is compact. To see this
observe that (z,u) ∈ Z(A, F ;M) if, and only if, A(z,u) = F (z,u), i.e. ∂Φ(u) = N f (z,u) − u and
0 = G(z,u); hence, for any λ > 0,
u + λ∂Φ(u) = (1− λ)u + λN f (z,u),
i.e. u = Tλ(z,u) := J ∂Φλ ((1 − λ)u + λN f (z,u)). It is easy to see that, for suﬃciently small λ0 > 0
(0< λ λ0 = (1+ L)−1 where L is the Lipschitz constant for f (z, ·)), T := Tλ : Z × L2(Ω) → L2(Ω) is
a contraction with constant α := 1− λ since J ∂Φλ is nonexpansive.
Let us now state the following lemma.
Lemma 7.2. Let T : Z × E → E, where E is a Banach space and Z is a compact metric space, be continuous
and let, for each z ∈ Z , T (z, ·) be a contraction with the Lipschitz constant 0  α < 1, i.e., for any x, x′ ∈ E,
‖T (z, x) − T (z, x′)‖ α‖x− x′‖. Then
K := {x ∈ E ∣∣ x = tT (z, x) for some t ∈ [0,1], z ∈ Z}
is compact.
Proof. Let, for n  1, xn ∈ K , i.e., for all n  1, there are tn ∈ [0,1] and zn ∈ Z such that xn =
tnT (zn, xn). Without loss of generality we may assume that tn → t ∈ [0,1] and zn → z ∈ Z . Let
K(E) be the space of all compact, nonempty subsets of E endowed with the Hausdorff distance
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T : K(E) → K(E) given, by T (A) := tT ({z} × A) for A, B ∈ K(E). It is clear that T is well-deﬁned
and it is a contraction: for A, B ∈ K(E),
dH
(T (A),T (B)) tαdH (A, B).
Since (K(E),dH ) is a complete metric space, T has a unique ﬁxed point A ∈ K(E), i.e. T (A) = A.
Take n 1 and an arbitrary x0 ∈ A. Then
d(xn, A) = inf
x∈A ‖xn − x‖
∥∥xn − tT (z, x0)∥∥= ∥∥tnT (zn, xn) − tT (z, x0)∥∥

∥∥tnT (zn, xn) − tnT (zn, x0)∥∥+ ∥∥tnT (zn, x0) − tT (z, x)∥∥
 tnα‖xn − x0‖ + sup
x∈A
∥∥tnT (zn, x) − tT (z, x)∥∥.
Since x0 ∈ A was arbitrary, we infer that
(1− tnα)d(xn, A) sup
x∈A
∥∥tnT (zn, x) − tT (z, x)∥∥.
In view of the contractivity of T (z, ·), for each ε > 0 and x ∈ A, there is δx > 0 such that ‖t′T (z′, x′)−
tT (z, x)‖ < ε provided ‖x′ − x‖ < δx , |t′ − t| < δx and dZ (z′, z) < δx . The compactness of A implies that
there is δ > 0 such that if |t′ − t| < δ and dZ (z′, z) < δ, then ‖t′T (z′, x) − tT (z, x)‖ < ε for any x ∈ A.
Therefore
lim
n→∞d(xn, A) = 0.
The compactness of A implies that (up to a subsequence) xn → x. The continuity shows that
x = tT (z, x), i.e. x ∈ K . 
In view of this lemma, Z(A, F ;M) is clearly compact. Finally observe that M is an L-retract with
an L-retraction V × L2(Ω) 
 (z,u) → R(z,u) := (r(z),u) where r : V → M is the L-retraction onto Z
from some open (in Rn) neighborhood of Z .
We are thus in a position to deﬁne degM((A, F ),M). It is clear that, for suﬃciently small
0< λ λ0, the map φλ : M → M , given for (z,u) ∈ M by
φλ(z,u) = J Aλ
(
R
(
(u, z) + λF (z,u)))= (r(z + λG(z,u)), J ∂Φλ ((1− λ)u + λN f (z,u)))
is well-deﬁned and completely continuous (hence locally compact) and, Fix(φλ) is compact (in M).
Thus, φλ is admissible. By the excision (or the additivity) property of IndM ,
degM
(
(A, F ),M
)= IndM(φλ,M).
In order to compute the last index, consider a map φ : M × [0,1] → M ,
φ
(
(z,u), t
) := (r(z + tλG(z,u)), t J ∂Φλ ((1− λ)u + λN f (z,u))), (z,u) ∈ M, t ∈ [0,1].
This homotopy is locally compact and, again in view of Lemma 7.2, φ is an admissible (for the ﬁxed-
point index) homotopy. Since φ(·,1) = φλ and φ((z,u),0) = (z,0) on M , we have
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(
(A, F ),M
)= IndM(φ(·,0),M)= IndZ (idZ , Z) · IndL2(Ω)(Θ0, L2(Ω))= χ(Z)
in view of the homotopy and multiplicativity properties (see also the local normalization property of
Ind). The existence property of degM completes the proof. 
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