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BILINEAR PSEUDO-DIFFERENTIAL OPERATORS WITH
EXOTIC CLASS SYMBOLS OF LIMITED SMOOTHNESS
TOMOYA KATO
Abstract. We consider bilinear pseudo-differential operators with symbols in
the bilinear Ho¨rmander class, BSmρ,ρ, m ∈ R, 0 ≤ ρ < 1. The aim of this paper
is to discuss smoothness conditions for symbols to assure the boundedness from
L2 × L2 to h1 and from L2 × bmo to L2.
1. Introduction
Let m ∈ R and 0 ≤ δ ≤ ρ ≤ 1. The bilinear Ho¨rmander symbol class BSmρ,δ =
BSmρ,δ(R
n) consists of all functions σ(x, ξ, η) ∈ C∞((Rn)3) such that
|∂αx∂
β
ξ ∂
γ
ησ(x, ξ, η)| ≤ Cα,β,γ(1 + |ξ|+ |η|)
m+δ|α|−ρ(|β|+|γ|)
for all multi-indices α, β, γ ∈ Nn0 = {0, 1, 2, . . .}
n. For a bounded measurable func-
tion σ = σ(x, ξ, η) on (Rn)3, the bilinear pseudo-differential operator Tσ is defined
by
Tσ(f, g)(x) =
1
(2π)2n
∫
(Rn)2
eix·(ξ+η)σ(x, ξ, η)f̂(ξ)ĝ(η) dξdη
for f, g ∈ S(Rn). To mention about the boundedness of the operator Tσ, we will
use the following terminology with a slight abuse. Let X, Y, Z be function spaces.
If there exists a constant C such that the estimate
‖Tσ(f, g)‖Z ≤ C‖f‖X‖g‖Y
holds for all f ∈ S ∩X and g ∈ S ∩ Y , then we simply say that the operator Tσ is
bounded from X×Y to Z. If A is a class of symbols, we denote by Op(A) the class
of all bilinear operators Tσ such that σ ∈ A. If the operator Tσ is bounded from
X × Y to Z for all σ ∈ A, then we write Op(A) ⊂ B(X × Y → Z).
The boundedness of the bilinear pseudo-differential operators with symbols in the
bilinear Ho¨rmander class has been studied by a lot of researches. In the case ρ = 1
and δ < 1, since the bilinear operator Tσ for σ ∈ BS
0
1,δ becomes a bilinear Cardero´n–
Zygmund operator in the sense of Grafakos–Torres [9], it is bounded from Lp × Lq
to Lr, 1 < p, q <∞, 1/p+1/q = 1/r. See Coifman–Meyer [7], Be´nyi–Torres [3], and
Be´nyi–Maldonado–Naibo–Torres [2]. Moreover, in the case ρ = δ = 1, Be´nyi–Torres
[3] and Koezuka–Tomita [16] proved that the bilinear operator Tσ for σ ∈ BS
0
1,1 is
bounded from Lps ×L
q
s to L
r
s, 1 < p, q <∞, 1/p+ 1/q = 1/r, s > 0, where L
p
s is the
Lp-Sobolev space equipped with the norm ‖f‖Lps = ‖(I −∆)
s/2f‖Lp.
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2 T. KATO
In this paper, we are interested in the case 0 ≤ ρ = δ < 1. Also, we only consider
the boundedness of the operator Tσ from L
2×L2 to L1 and its dual, the boundedness
from L2×L∞ to L2, which are often understood as bases of the bilinear case. Now,
in the case 0 ≤ ρ = δ < 1, it is known that the class BS0ρ,ρ does not provide
the boundedness on Lp × Lq. This was pointed out by Be´nyi–Torres [4]. Then,
Miyachi–Tomita [20, 22] proved that
(1.1) Op(BS−(1−ρ)n/2ρ,ρ (R
n)) ⊂ B(L2 × L2 → L1)
and
(1.2) Op(BS−(1−ρ)n/2ρ,ρ (R
n)) ⊂ B(L2 × L∞ → L2),
where, if ρ = 0, L1 in (1.1) is replaced by the local Hardy space h1 and L∞ in (1.2) is
replaced by the local BMO space bmo. (See also [1, 18] for the preceding results in
the case m < −(1−ρ)n/2.) Also, in the case ρ = 0, these boundedness were further
extended to sharper ones by using L2-based amalgam spaces in [14, 15]. Now, by
interpolation between (1.1) and (1.2), it holds that
(1.3) Op(BS−(1−ρ)n/2ρ,ρ (R
n)) ⊂ B(Lp × Lq → Lr)
for 1 ≤ r ≤ 2 ≤ p, q ≤ ∞ and 1/p + 1/q = 1/r. In [20], it was also proved that the
order m = −(1− ρ)n/2 is critical to have (1.1), (1.2), and (1.3).
We shall have a look to regularity conditions for symbols to assure the bounded-
ness of the bilinear pseudo-differential operator. Before that, let us recall the linear
case. The linear Ho¨rmander symbol class, Smρ,δ = S
m
ρ,δ(R
n), is defined by the set of
all functions σ ∈ C∞(Rn × Rn) such that
|∂αx∂
β
ξ σ(x, ξ)| ≤ Cα,β(1 + |ξ|)
m+δ|α|−ρ|β|
for all α, β ∈ Nn0 . For a bounded measurable function σ = σ(x, ξ) on (R
n)2, the
linear pseudo-differential operator σ(X,D) is defined by
σ(X,D)f(x) =
1
(2π)n
∫
Rn
eix·ξσ(x, ξ)f̂(ξ) dξ
for f ∈ S(Rn). The celebrated Caldero´n–Vaillancourt theorem in [6] states that if
symbols are in S0ρ,ρ, 0 ≤ ρ < 1, the linear pseudo-differential operator is bounded
on L2. However, this theorem requires much smoothness to symbols. Then, this
was relaxed to, roughly speaking, the smoothness of symbols up to n/2 for each
variable x and ξ by Cordes [8], Coifman–Meyer [7], Miyachi [19], Muramatu [23],
Sugimoto [24], and Boulkhemair [5], for ρ = 0, and Marschall [17] and Sugimoto
[25], for 0 < ρ < 1. Now, we shall consider the bilinear case. For ρ = 0, it was shown
by [14, 15] that the smoothness of symbols up to n/2 for each variable x, ξ, and
η assures the boundedness (1.3). See also Herbert–Naibo [12, 13] for the preceding
results. For 0 < ρ < 1, the author cannot find related results.
The purpose of this paper is to improve the boundedness (1.3) for 0 < ρ < 1 in
two ways. Firstly, we show that the target space L1 for r = 1 can be replaced by
h1 and the domain space L∞ for p = ∞ or q = ∞ can be replaced by bmo when
0 < ρ < 1 as well as ρ = 0. Secondly, we determine a smoothness condition of
symbols for 0 < ρ < 1 to obtain the boundedness (1.3) as for ρ = 0.
We shall state the main theorem of this paper. Before that, we define a Besov type
symbol class. Let {ψk}k∈N0 and {Ψj}j∈N0 be Littlewood–Paley partitions of unity
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on Rn and (Rn)2, respectively. For j ∈ N0, k = (k0, k1, k2) ∈ (N0)
3, s = (s0, s1, s2) ∈
[0,∞)3, and σ = σ(x, ξ, η) ∈ L∞((Rn)3), write k · s = k0s0 + k1s1 + k2s2,
∆kσ(x, ξ, η) = ψk0(Dx)ψk1(Dξ)ψk2(Dη)σ(x, ξ, η),
and
σρj (x, ξ, η) = σ(2
−jρx, 2jρξ, 2jρη)Ψj(2
jρξ, 2jρη).
Then, for m ∈ R, we denote by BSmρ,ρ(s;R
n) the set of all σ ∈ L∞((Rn)3) such that
‖σ‖BSmρ,ρ(s;Rn) = sup
j∈N0
∑
k∈(N0)3
2−jm+k·s‖∆k[σ
ρ
j ]‖L2ul((Rn)3) <∞,
where L2ul is the uniformly local L
2 space (see Section 2.1). By using this symbol
class, the main theorem of this paper is given as follows.
Theorem 1.1. Let 0 ≤ ρ < 1, m = −(1 − ρ)n/2, and s = (s0, s1, s2) ∈ [0,∞)
3
satisfy s0 > n/2 and s1, s2 ≥ n/2. Then, if σ ∈ BS
m
ρ,ρ(s;R
n), the bilinear pseudo-
differential operator Tσ is bounded from L
2(Rn)× L2(Rn) to h1(Rn) and is bounded
from L2(Rn)× bmo(Rn) to L2(Rn).
We write
Xp =

h1, if p = 1,
Lp, if 1 < p <∞,
bmo, if p =∞.
Then, by virtue of Theorem 1.1, we have the following boundedness related to (1.3)
for the bilinear Ho¨rmander class with limited smoothness.
Corollary 1.2. Let 0 ≤ ρ < 1 and 1 ≤ r ≤ 2 ≤ p, q ≤ ∞ satisfy 1/p + 1/q = 1/r.
Then, if σ ∈ C([n/2]+1,[n/2]+1,[n/2]+1)((Rn)3) satisfies that
|∂αx∂
β
ξ ∂
γ
ησ(x, ξ, η)| ≤ Cα,β,γ
(
1 + |ξ|+ |η|
)−(1−ρ)n/2+ρ(|α|−|β|+|γ|)
for all α, β, γ ∈ Nn0 with |α|, |β|, |γ| ≤ [n/2] + 1, the bilinear pseudo-differential
operator Tσ is bounded from X
p(Rn)×Xq(Rn) to Xr(Rn).
We end this section by explaining the plan of this paper. In Section 2, we introduce
basic notations, function spaces and their properties which will be used throughout
this paper. In Section 3, we display two key theorems, Theorems 3.2 and 3.3,
and then we derive Theorem 1.1 and Corollary 1.2 from them. In Section 4, we
prepare several lemmas which will be used to prove Theorems 3.2 and 3.3. After
we decompose symbols into easy forms to handle in Section 5, we actually prove
Theorems 3.2 and 3.3 in Sections 6 and 7, respectively. In Section 8, we consider
the sharpness of indices stated in Theorem 1.1. In Appendix A, we consider the
existence of the decomposition used in Section 5. In Appendix B, we give a small
remark on the critical case s0 = n/2.
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2. Preliminaries
2.1. Basic notations. We collect notations which will be used throughout this
paper. We denote by R, N, Z and N0 the sets of reals, natural numbers, integers
and nonnegative integers, respectively. We denote by Q the n-dimensional unit cube
[−1/2, 1/2)n. A disjoint union of translations τ+Q, τ ∈ Zn, generates the Euclidean
space Rn. This implies integral of a function on Rn can be written as
(2.1)
∫
Rn
f(x) dx =
∑
τ∈Zn
∫
Q
f(x+ τ) dx.
For x ∈ Rn and R > 0, we denote Q(x,R) by the closed cube x + [−R,R]n and
BR = B(0, R) by the closed ball {x ∈ R
n : |x| ≤ R}. We write the characteristic
function on the set Ω as 1Ω. For 1 ≤ p ≤ ∞, p
′ is the conjugate number of p defined
by 1/p+ 1/p′ = 1. We write [s] = max{n ∈ Z : n ≤ s} for s ∈ R.
For two nonnegative functions A(x) and B(x) defined on a set X , we write A(x) .
B(x) for x ∈ X to mean that there exists a positive constant C such that A(x) ≤
CB(x) for all x ∈ X . We often omit to mention the set X when it is obviously
recognized. Also A(x) ≈ B(x) means that A(x) . B(x) and B(x) . A(x).
We denote the Schwartz space of rapidly decreasing smooth functions on Rd by
S(Rd) and its dual, the space of tempered distributions, by S ′(Rd). The Fourier
transform and the inverse Fourier transform of f ∈ S(Rd) are given by
Ff(ξ) = f̂(ξ) =
∫
Rd
e−ix·ξf(x) dx,
F−1f(x) = fˇ(x) =
1
(2π)d
∫
Rd
eix·ξf(ξ) dξ,
respectively. We sometimes write F [f ] and F−1[f ] when the form of f is com-
plicated. Furthermore, we sometimes deal with the partial Fourier transform of a
Schwartz function f(x, ξ, η), x, ξ, η ∈ Rn. We denote the partial Fourier transform
with respect to the x, ξ, and η variables by F0, F1, and F2, respectively. We also
write F1,2 = F1F2. For m ∈ S
′(Rn), the Fourier multiplier operator is given by
m(D)f = F−1
[
mf̂
]
=
(
F−1m
)
∗ f.
We also use the notation (m(D)f)(x) = m(Dx)f(x) when we indicate which variable
is considered.
For m ∈ N, we denote by C((Rn)m) the set of all bounded and uniformly contin-
uous functions on (Rn)m. For Ni ∈ N0, i = 1, . . . , m, we define
C(N1,...,Nm)((Rn)m)
=
{
f : ∂α1x1 . . . ∂
αm
xm f(x1, . . . , xm) ∈ C((R
n)m) for |αi| ≤ Ni, i = 1, . . . , m
}
.
For a measurable subset E ⊂ Rd, the Lebesgue space Lp(E), 1 ≤ p ≤ ∞, is the set
of all those measurable functions f on E such that ‖f‖Lp(E) = (
∫
E
|f(x)|p dx)1/p <∞
if 1 ≤ p < ∞ or ‖f‖L∞(E) = ess supx∈E |f(x)| < ∞ if p = ∞. We also use
the notation ‖f‖Lp(E) = ‖f(x)‖Lpx(E) when we indicate the variable explicitly. The
uniformly local L2 space, denoted by L2ul, is the set of all measurable functions f on
Rd such that
‖f‖L2ul(Rd) = sup
ν∈Zd
(∫
[−1/2,1/2)d
∣∣f(x+ ν)∣∣2 dx)1/2 <∞.
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Let K be a countable set. For 1 ≤ q ≤ ∞, we denote by ℓq = ℓq(K) the set of all
complex number sequences {ak}k∈K such that ‖{ak}k∈K‖ℓq = (
∑
k∈K |ak|
q)1/q <∞ if
1 ≤ q <∞ or ‖{ak}k∈K‖ℓ∞ = supk∈K |ak| <∞ if q =∞. For the sake of simplicity,
we will write ‖ak‖ℓq instead of the more correct notation ‖{ak}k∈K‖ℓq . Moreover, we
use the notation ‖ak‖ℓq = ‖ak‖ℓqk(K) when we indicate the variable.
Let X, Y, Z be function spaces. We denote the mixed norm by
‖f(x, y, z)‖XxYyZz =
∥∥∥∥∥‖f(x, y, z)‖Xx∥∥Yy∥∥∥Zz .
(Here pay special attention to the order of taking norms.) We shall use these mixed
norms for X, Y, Z being Lp or ℓp.
We end this subsection by stating the Schur lemma. See, e.g., [11, Appendix A].
Lemma 2.1. Let {Aj,k}j,k∈N0 be a sequence of nonnegative numbers satisfying that
‖Aj,k‖ℓ1k(N0)ℓ∞j (N0) ≤ 1 and ‖Aj,k‖ℓ1j (N0)ℓ∞k (N0) ≤ 1. Then, we have∑
j,k∈N0
Aj,kbjck ≤ ‖bj‖ℓ2(N0)‖ck‖ℓ2(N0)
for all sequences of nonnegative numbers {bj}j∈N0 and {ck}k∈N0.
2.2. Besov spaces. We recall the definition of the Besov space.
Let φ ∈ S(Rd) satisfy that φ = 1 on {ξ ∈ Rd : |ξ| ≤ 1} and supp φ ⊂ {ξ ∈ Rd :
|ξ| ≤ 2}. We set φk = φ(·/2
k), k ∈ N0. We write ψ = φ− φ(2·) and set ψ0 = φ and
ψk = ψ(·/2
k), k ∈ N. Then, suppψ ⊂ {ξ ∈ Rd : 1/2 ≤ |ξ| ≤ 2} and
∑
k∈N0
ψk ≡ 1.
We denote the Fourier multiplier operators ψk(D) by ∆k, k ∈ N0. We call {ψk}k∈N0
a Littlewood–Paley partition of unity. For 1 ≤ p, q ≤ ∞ and s ∈ R, the Besov space
Bsp,q(R
d) consists of all f ∈ S ′(Rd) such that
‖f‖Bsp,q(Rd) =
∥∥2ks‖∆kf‖Lp(Rd)∥∥ℓqk(N0) <∞.
We will sometimes write ∆k[f ] when the form of f is complicated. It is known
that Besov spaces are independent of the choice of the Littlewood–Paley partition
of unity. See [27] for more properties of Besov spaces.
2.3. Local Hardy space h1 and spaces bmo and BMO. We recall the definition
of the local Hardy space h1(Rn) and the spaces bmo(Rn) and BMO(Rn).
Let φ ∈ S(Rn) be such that
∫
Rn
φ(x) dx 6= 0. Then, the local Hardy space h1(Rn)
consists of all f ∈ S ′(Rn) such that ‖f‖h1 = ‖ sup0<t<1 |φt ∗ f |‖L1 < ∞, where
φt(x) = t
−nφ(x/t). It is known that h1(Rn) does not depend on the choice of the
function φ, and that h1(Rn) →֒ L1(Rn).
The space bmo(Rn) consists of all locally integrable functions f on Rn such that
‖f‖bmo = sup
|Q|≤1
1
|Q|
∫
Q
|f(x)− fQ| dx+ sup
|Q|≥1
1
|Q|
∫
Q
|f(x)| dx <∞,
where fQ = |Q|
−1
∫
Q
f , and Q ranges over the cubes in Rn.
The space BMO(Rn) consists of all locally integrable functions f on Rn such that
‖f‖BMO = sup
Q
1
|Q|
∫
Q
|f(x)− fQ| dx <∞,
where the supremum is taken over all cubes in Rn.
It is known that the dual space of h1(Rn) is bmo(Rn) and that the embeddings
L∞(Rn) →֒ bmo(Rn) →֒ BMO(Rn) hold. See Goldberg [10] for more properties.
6 T. KATO
We end this subsection by stating the following lemma. This was mentioned in
the memo by Miyachi–Tomita. Hence, although this lemma is not the author’s
contribution, let the author give a proof below for the reader’s convenience.
Lemma 2.2. Let a ≥ 0. Suppose that ϕ ∈ S(Rn) and ψ ∈ S(Rn) satisfies ψ(0) = 0.
Then, the following hold for any f ∈ S(Rn).
(1) ‖ϕ(D/2a)f‖L∞(Rn) . (1 + a)‖f‖bmo(Rn).
(2) ‖ψ(D/2a)f‖L∞(Rn) . ‖f‖BMO(Rn).
Here, the implicit constants above are independent of a ≥ 0.
Proof. We first consider the assertion (1). We have
ϕ(D/2a)f(x) = 2an
∫
Rn
ϕˇ
(
2a(x− y)
)
f(y) dy
. 2an
∫
Rn
(1 + 2a|x− y|)−N |f(y)− fQ(x,2−a)| dy + |fQ(x,2−a)|,
where N is a constant such that N > n and fΩ = |Ω|
−1
∫
Ω
f(y) dy for the set Ω ⊂ Rn.
The first term is estimated by a constant times ‖f‖BMO (see [11, Proposition 3.1.5
(ii)]). For the second term,
|fQ(x,2−a)| ≤
∑
0≤ℓ≤[a]
|fQ(x,2−a+ℓ) − fQ(x,2−a+ℓ+1)|+ |fQ(x,2−a+([a]+1))|.
Here, we have |fQ(x,R) − fQ(x,2R)| ≤ 2
n‖f‖BMO for R > 0 (see [11, Proposition 3.1.5
(i)]) and |fQ(x,2−a+([a]+1)| ≤ ‖f‖bmo, since −a+ ([a] + 1) > 0. Hence, we obtain
|fQ(x,2−a)| . (1 + [a])‖f‖BMO + ‖f‖bmo . (1 + a)‖f‖bmo,
which completes the proof.
For (2), since the assumption ψ(0) = 0 means that
∫
Rn
ψˇ(x) dx = 0, we have
ψ(D/2a)f(x) = 2an
∫
Rn
ψˇ
(
2a(x− y)
)(
f(y)− fQ(x,2−a)
)
dy.
Since this is estimated by a constant times ‖f‖BMO, we complete the proof. 
3. Main theorems
3.1. Key theorems. In this subsection, we display two boundedness results which
immediately derive Theorem 1.1. These will be proved later in the next sections,
Sections 5, 6, and 7, by using lemmas which will be stated in Section 4.
To state the results, we give the definition of the Besov type symbol class.
Definition 3.1. Let 0 ≤ ρ < 1. Let {ψk}k∈N0 and {Ψj}j∈N0 be Littlewood–Paley
partition of unity on Rn and (Rn)2, respectively. For j ∈ N0, k = (k0, k1, k2) ∈ (N0)
3,
s = (s0, s1, s2) ∈ [0,∞)
3, and σ = σ(x, ξ, η) ∈ L∞((Rn)3), we write k · s = k0s0 +
k1s1 + k2s2,
∆kσ(x, ξ, η) = ψk0(Dx)ψk1(Dξ)ψk2(Dη)σ(x, ξ, η),
and
σρj (x, ξ, η) = σ(2
−jρx, 2jρξ, 2jρη)Ψj(2
jρξ, 2jρη).
Then, for m ∈ R, we denote by BSm,∗ρ,ρ (s;R
n) the set of all σ ∈ L∞((Rn)3) such that
‖σ‖BSm,∗ρ,ρ (s;Rn) =
∑
k0∈N0
sup
j∈N0
{ ∑
k1,k2∈N0
2−jm+k·s‖∆k[σ
ρ
j ]‖L2ul((Rn)3)
}
<∞.
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Note that BSmρ,ρ(R
n) ⊂ BSm,∗ρ,ρ (s;R
n) ⊂ BSmρ,ρ(s;R
n) for s ∈ [0,∞)3. See Lemma
3.5 below for the first inclusion relation. Now, we have the following theorems.
Theorem 3.2. Let 0 ≤ ρ < 1, m = −(1 − ρ)n/2, and s = (s0, s1, s2) ∈ [0,∞)
3
satisfy s0 > n/2 and s1, s2 ≥ n/2. Then, if σ ∈ BS
m,∗
ρ,ρ (s;R
n), the bilinear pseudo-
differential operator Tσ is bounded from L
2(Rn)× L2(Rn) to h1(Rn).
Theorem 3.3. Let 0 ≤ ρ < 1, m = −(1 − ρ)n/2, and s = (s0, s1, s2) ∈ [0,∞)
3
satisfy s0, s1, s2 ≥ n/2. Then, if σ ∈ BS
m,∗
ρ,ρ (s;R
n), the bilinear pseudo-differential
operator Tσ is bounded from L
2(Rn)× bmo(Rn) to L2(Rn).
Remark 3.4. For the critical case s0 = n/2 in Theorem 3.2, we can prove that
Op
(
BSmρ,ρ(s;R
n)
)
⊂ B(L2 × L2 → L1) for m = −(1 − ρ)n/2 and s0, s1, s2 ≥ n/2.
(See Appendix B below for the proof of this boundedness.) In order to improve the
target space L1 to h1, we will use the small loss with respect to s0.
3.2. Proofs of Theorem 1.1 and Corollary 1.2. Theorem 1.1 follows from The-
orems 3.2 and 3.3 with the following inclusion relation among the symbol classes:
BSmρ,ρ((s0 + ε, s1, s2);R
n) ⊂ BSm,∗ρ,ρ ((s0, s1, s2);R
n) for any ε > 0. Moreover, Corol-
lary 1.2 is obtained by using the following lemma, Theorem 1.1, and interpolation.
The idea contained in the argument goes back to [14, Proposition 4.7].
Lemma 3.5. Let 0 ≤ ρ < 1, m ∈ R, and s = (s0, s1, s2) ∈ [0,∞)
3. Suppose that
σ ∈ C([s0]+1,[s1]+1,[s2]+1)((Rn)3) satisfies that
|∂αx∂
β
ξ ∂
γ
ησ(x, ξ, η)| ≤ Cα,β,γ(1 + |ξ|+ |η|)
m+ρ(|α|−|β|−|γ|)
for all α, β, γ ∈ Nn0 with |α| ≤ [s0] + 1, |β| ≤ [s1] + 1, and |γ| ≤ [s2] + 1. Then,
σ ∈ BSm,∗ρ,ρ (s;R
n).
Proof. We let Ni = [si] + 1, i = 0, 1, 2. We first consider ∆k[σ
ρ
j ] for j, k0, k1, k2 ≥ 1.
By using the Taylor expansion to the η variable, the ξ variable, and the x variable
(in this order), together with the moment condition ∂αψ(0) =
∫
xαψˇ = 0, we have
∆k[σ
ρ
j ](x, ξ, η) = 2
(k0+k1+k2)n
∑
|α|=N0
1
α!
∑
|β|=N1
1
β!
∑
|γ|=N2
1
γ!
×
∫
(Rn)3
∫
[0,1]3
ψˇ(2k0x′)(−x′)α ψˇ(2k1ξ′)(−ξ′)β ψˇ(2k2η′)(−η′)γ
×
( ∏
i=0,1,2
Ni(1− ti)
Ni−1
)(
∂αx∂
β
ξ ∂
γ
η (σ
ρ
j )
)
(x− t0x
′, ξ − t1ξ
′, η − t2η
′) dTdX ′,
(3.1)
where dT = dt0dt1dt2 and dX
′ = dx′dξ′dη′. Here, we observe that∣∣∣(∂αx∂βξ ∂γησ) (2−jρx, 2jρξ, 2jρη)∣∣∣ . 2jm+jρ(|α|−|β|−|γ|)
on the support of Ψj(2
jρ·, 2jρ·). Then, we have
(3.2)
∣∣∣(∂αx∂βξ ∂γη (σρj ))(x, ξ, η)∣∣∣ . ∑
β′≤β,γ′≤γ
2−jρ(|α|−|β
′|−|γ′|) 2jm+jρ(|α|−|β
′|−|γ′|) ≈ 2jm.
Collecting (3.1) and (3.2), we have∣∣∆k[σρj ](x, ξ, η)∣∣ . 2jm 2−k0N0−k1N1−k2N2,
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and hence
(3.3) ‖∆k[σ
ρ
j ]‖L2ul . 2
jm 2−k0N0−k1N1−k2N2
for j, k0, k1, k2 ≥ 1. For the case j ≥ 1 and at least one of k0, k1, k2 is zero, by
avoiding the usage of the Taylor expansion for the corresponding variables, we obtain
the same conclusion as above. Also, the case j = 0 is similarly obtained. Therefore,
the estimate in (3.3) holds for j, k0, k1, k2 ∈ N0. This means ‖σ‖BSm,∗ρ,ρ (s;Rn) . 1. 
4. Lemmas
4.1. Elemental lemmas. In this subsection, we denote by S the operator
S(f)(x) =
∫
Rn
f(y)
(1 + |x− y|)n+1
dy.
Note that S is bounded on Lp(Rn), 1 ≤ p ≤ ∞. We display basic properties of the
operator S. The proof can be found in [15, Lemmas 4.1 and 4.3].
Lemma 4.1. Let 1 ≤ p ≤ ∞. Then, the following assertions (1)-(3) hold for all
nonnegative functions f, g on Rn.
(1) S(f ∗ g)(x) =
(
S(f) ∗ g
)
(x) =
(
f ∗ S(g)
)
(x).
(2) S(f)(x) ≈ S(f)(y) for x, y ∈ Rn such that |x− y| . 1.
(3) ‖S(f)(x)‖Lpx(Rn) ≈ ‖S(f)(ν)‖ℓpν(Zn).
(4) Let ϕ be a function in S(Rn) with compact support. Then, |ϕ(D−ν)f(x)|2 .
S(|ϕ(D − ν)f |2)(x) for any f ∈ S(Rn), ν ∈ Zn, and x ∈ Rn.
In the following lemma, the first assertion for R = 1 was proved by Miyachi–
Tomita [22, Lemma 3.2]. Moreover, the second assertion for R = 1 was proved in
the unpublished memo by Miyachi–Tomita. We generalize them to the cases R ≥ 1.
Lemma 4.2. Let 2 ≤ p ≤ ∞, R ≥ 1, and ϕ ∈ S(Rn). Then, the following hold for
any f ∈ S(Rn).
(1)
∥∥∥∥∥∥
(∑
ν∈Zn
∣∣∣∣ϕ(D − νR
)
f
∣∣∣∣2
)1/2∥∥∥∥∥∥
Lp(Rn)
. Rn/2‖f‖Lp(Rn).
(2)
∥∥∥∥∥∥∥
 ∑
ν∈Zn:ϕ(−ν/R)=0
∣∣∣∣ϕ(D − νR
)
f
∣∣∣∣2
1/2
∥∥∥∥∥∥∥
L∞(Rn)
. Rn/2‖f‖BMO(Rn).
Here, the implicit constants above are independent of R ≥ 1.
Proof. We consider the assertion (1). Since Rn =
⋃
ν′∈Zn 2πν
′ + [−π, π)n, we have
ϕ
(
D − ν
R
)
f(x) = Rn
∫
Rn
ei(x−y)·νϕˇ (R(x− y)) f(y) dy
= Rneix·ν
∑
ν′∈Zn
∫
2πν′+[−π,π]n
e−iy·νϕˇ (R(x− y)) f(y) dy
= Rneix·ν
∫
[−π,π]n
e−iy·ν
{ ∑
ν′∈Zn
ϕˇ (R(x− y − 2πν ′)) f(y + 2πν ′)
}
dy.
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Here, we realize that the function
∑
ν′∈Zn ϕˇ(R(x − y − 2πν
′))f(y + 2πν ′) is 2πZn-
periodic with respect to the y-variable. Hence, we have by the Parseval identity∥∥∥∥ϕ(D − νR
)
f(x)
∥∥∥∥2
ℓ2ν
= (2π)nR2n
∫
[−π,π]n
∣∣∣∣∣∑
ν′∈Zn
ϕˇ (R(x− y − 2πν ′)) f(y + 2πν ′)
∣∣∣∣∣
2
dy.
By applying the Cauchy–Schwarz inequality to the sum over ν ′, we have∥∥∥∥ϕ(D − νR
)
f(x)
∥∥∥∥2
ℓ2ν
. R2n
∫
[−π,π]n
∑
ν′∈Zn
|ϕˇ (R(x− y − 2πν ′))| |f(y + 2πν ′)|2 dy
= R2n
(
|ϕˇ(R·)| ∗ |f |2
)
(x),
where we used that
∑
ν′∈Zn |ϕˇ (R(z − 2πν
′))| . 1 for z ∈ Rn and R ≥ 1. Taking the
Lp/2 norm of the above, since 2 ≤ p ≤ ∞, we have by the Young inequality∥∥∥∥∥
∥∥∥∥ϕ(D − νR
)
f(x)
∥∥∥∥
ℓ2ν
∥∥∥∥∥
2
Lpx
. Rn‖f‖2Lp,
which completes the proof of the assertion (1).
For the assertion (2), we have for ν ∈ Zn such that ϕ(−ν/R) = 0
ϕ
(
D − ν
R
)
f(x) = Rneix·ν
∫
Rn
e−iy·νϕˇ (R(x− y))
(
f(y)− c
)
dy
for any constant c ∈ C. Repeating the same lines as above with f(y)− c, we obtain∑
ν∈Zn:ϕ(−ν/R)=0
∣∣∣∣ϕ(D − νR
)
f(x)
∣∣∣∣2 . R2n (|ϕˇ(R·)| ∗ |f − c|2) (x).
Choose c = fQ(x,R−1) = |Q(x,R
−1)|−1
∫
Q(x,R−1)
f(y) dy and observe that
Rn
∫
Rn
|ϕˇ (R(x− y))|
∣∣f(y)− fQ(x,R−1)∣∣2 dy . ‖f‖2BMO
(with the aid of [11, Proposition 3.1.5 (i) and Corollary 3.1.8]). Then, we have∑
ν∈Zn:ϕ(−ν/R)=0
∣∣∣∣ϕ(D − νR
)
f(x)
∣∣∣∣2 . Rn‖f‖2BMO,
which completes the proof of the assertion (2). 
Corollary 4.3. Let r > 0, R ≥ 1, and ϕ, φ ∈ S(Rn). Then,∥∥∥∥∥∥∥
 ∑
ν∈Zn:ϕ(−ν/R)=0
∣∣∣∣ϕ(D − νR
)
φ
(
D
r
)
f
∣∣∣∣2
1/2
∥∥∥∥∥∥∥
L∞(Rn)
. Rn/2‖f‖BMO(Rn),
where the implicit constant above is independent of r > 0 and R ≥ 1.
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Proof. The summand can be written by
ϕ
(
D − ν
R
)
φ
(
D
r
)
f(x) = rn
∫
Rn
ϕ
(
D − ν
R
)
f(x− y) φˇ(ry) dy.
We take the ℓ2ν norm restricted to the set {ν ∈ Z
n : ϕ(−ν/R) = 0} of the above and
use the Minkowski inequality for the integral. Then, by Lemma 4.2 (2), we have the
desired results, since rn‖φˇ(r·)‖L1 ≈ 1 for r > 0. 
4.2. Lemmas for Theorems 3.2 and 3.3. In this subsection, we show some lem-
mas for the dual form of bilinear pseudo-differential operators. The basic idea for
the argument used here goes back to Boulkhemair [5]. See also [15, Proposition 5.1].
Throughout this subsection, we will denote the Fourier multiplier operator κ(D−
µ) by µ for µ ∈ Z
n, where κ ∈ S(Rn). Moreover, the norm ‖σν(x, ξ, η)‖L2ξ,ηL2ul,xℓ∞ν
will be abbreviated to ‖σν‖ for the sake of simplicity.
Lemma 4.4. Let R0, R1, R2 ≥ 1 and 2 ≤ p, q, r ≤ ∞ satisfy 1/p+1/q+1/r = 1. Let
Λ,Λ1,Λ2 be subsets of Z
n. Suppose that κ ∈ S(Rn) satisfies that supp κ ⊂ [−1, 1]n
and that {σν}, ν = (ν1, ν2) ∈ (Z
n)2, is a sequence of bounded functions on (Rn)3
satisfying that suppF [σν ] ⊂ BR0 × BR1 × BR2 for ν ∈ (Z
n)2. Then, the following
(1) and (2) hold for any f, g, h ∈ S(Rn), and (3) holds for any f, g ∈ S(Rn) and
{hτ}τ∈Zn ⊂ S(R
n).∑
ν∈Λ1×Λ2
∣∣∣∣∫
Rn
Tσν (ν1f,ν2g)(x) h(x) dx
∣∣∣∣(1)
. min
i=1,2
(
|Λi|
1/2
)
(R0R1R2)
n/2‖σν‖ ‖f‖Lp(Rn)‖ν2g‖ℓ2ν2(Λ2)L
q(Rn)‖h‖Lr(Rn).∑
ν∈Λ1×Λ2
∣∣∣∣∫
Rn
Tσν (ν1f,ν2g)(x) h(x) dx
∣∣∣∣(2)
. (|Λ1| |Λ2|)
1/2 (R1R2)
n/2‖σν‖ ‖f‖Lp(Rn)‖ν2g‖ℓ2ν2(Λ2)Lq(Rn)‖h‖L
r(Rn).∑
τ∈Λ
∑
ν1∈Zn: ν1+ν2=τ
∣∣∣∣∫
Rn
Tσν (ν1f,ν2g)(x) hτ (x) dx
∣∣∣∣(3)
. |Λ|1/2(R1R2)
n/2‖σν‖ ‖f‖Lp(Rn)‖g‖Lq(Rn)‖hτ‖ℓ2τ (Λ)Lr(Rn).
Here, the absolute values of Λ, Λ1, and Λ2 are the cardinality of these sets, and the
implicit constants are independent of R0, R1, R2. In particular, ‖ν2g‖ℓ2ν2(Λ2)L
q(Rn)
in (1) and (2) can be replaced by ‖g‖Lq(Rn).
To prove this, we use the following lemma.
Lemma 4.5. Let R1, R2 ≥ 1. Suppose that κ ∈ S(R
n) satisfies that supp κ ⊂
[−1, 1]n and that {σν}, ν = (ν1, ν2) ∈ (Z
n)2, is a sequence of bounded functions on
(Rn)3 such that suppF1,2[σν ](x, ·, ·) ⊂ BR1 × BR2 for ν ∈ (Z
n)2 and x ∈ Rn. Then,∣∣∣∣∫
Rn
Tσν (ν1f,ν2g)(x) hν1+ν2(x) dx
∣∣∣∣
. ‖σν‖
∑
ν0∈Zn
{
S
(
1BR1 ∗
∣∣ν1f ∣∣2) (ν0)}1/2 {S (1BR2 ∗ ∣∣ν2g∣∣2) (ν0)}1/2
× ‖hν1+ν2(x+ ν0)‖L2x(Q)
(4.1)
for any ν ∈ (Zn)2, x ∈ Rn, f, g ∈ S(Rn), and {hτ}τ∈Zn ⊂ S(R
n).
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Proof. We simply denote by I the left hand side of (4.1). Observe that
(2π)2n Tσν (ν1f,ν2g)(x)
=
∫
(Rn)2
F1,2[σν ](x, y − x, z − x) 1BR1 (x− y)ν1f(y) 1BR2 (x− z)ν2g(z) dydz.
Then, the Cauchy–Schwarz inequalities and the Plancherel theorem give
|Tσν (ν1f,ν2g) (x)|
2
.
∥∥σν(x, ξ, η)∥∥2L2ξ,η(1BR1 ∗ ∣∣ν1f ∣∣2)(x)(1BR2 ∗ ∣∣ν2g∣∣2)(x)
for any ν ∈ (Zn)2 and x ∈ Rn. From this, it holds that
I .
∫
Rn
∥∥σν(x, ξ, η)∥∥L2ξ,η |hν1+ν2(x)|
×
{(
1BR1 ∗
∣∣ν1f ∣∣2)(x)}1/2{(1BR2 ∗ ∣∣ν2g∣∣2)(x)}1/2 dx.(4.2)
We separate the integral by using (2.1). Then, the inequality (4.2) coincides with
I .
∑
ν0∈Zn
∫
Q
∥∥σν(x+ ν0, ξ, η)∥∥L2ξ,η |hν1+ν2(x+ ν0)|
×
{(
1BR1 ∗
∣∣ν1f ∣∣2)(x+ ν0)}1/2{(1BR2 ∗ ∣∣ν2g∣∣2)(x+ ν0)}1/2 dx.
Since we have by Lemma 4.1 (4), (1), and (2)(
1BR1 ∗
∣∣ν1f ∣∣2)(x+ ν0) . S(1BR1 ∗ ∣∣ν1f ∣∣2)(ν0)
for x ∈ Q, we obtain
I .
∑
ν0∈Zn
{
S
(
1BR1 ∗
∣∣ν1f ∣∣2)(ν0)}1/2{S(1BR2 ∗ ∣∣ν2g∣∣2)(ν0)}1/2
×
∫
Q
∥∥σν(x+ ν0, ξ, η)∥∥L2ξ,η |hν1+ν2(x+ ν0)| dx
≤
∑
ν0∈Zn
{
S
(
1BR1 ∗
∣∣ν1f ∣∣2)(ν0)}1/2{S(1BR2 ∗ ∣∣ν2g∣∣2)(ν0)}1/2
×
∥∥σν(x+ ν0, ξ, η)∥∥L2ξ,ηL2x(Q) ‖hν1+ν2(x+ ν0)‖L2x(Q) .
Taking the supremum over ν0 and ν of the factor of σν , we complete the proof. 
Now, we shall prove Lemma 4.4.
Proof of Lemma 4.4 (1). We may assume that |Λ1| < ∞ or |Λ2| < ∞. We simply
denote by I the left hand side of the assertion (1). We first observe that
F [Tσν (ν1f,ν2g)] (ζ)
=
1
(2π)2n
∫
(Rn)2
F0[σν ]
(
ζ − (ξ + η), ξ, η
)
κ(ξ − ν1)f̂(ξ)κ(η − ν2)ĝ(η) dξdη.
Here, since suppF0[σν ](·, ξ, η) ⊂ BR0 and supp κ(· − νi) ⊂ νi + [−1, 1]
n, we see that
suppF [Tσν (ν1f,ν2g)] ⊂
{
ζ ∈ Rn : |ζ − (ν1 + ν2)| . R0
}
.
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We take a function ϕ ∈ S(Rn) satisfying that ϕ = 1 on {ζ ∈ Rn : |ζ | . 1}. Then,
I =
∑
ν∈Λ1×Λ2
∣∣∣∣∫
Rn
Tσν (ν1f,ν2g)(x)ϕ
(
D + ν1 + ν2
R0
)
h(x) dx
∣∣∣∣ .
By the use of Lemma 4.5,
I . ‖σν‖
∑
ν0∈Zn
∑
ν∈Λ1×Λ2
∥∥∥∥ϕ(D + ν1 + ν2R0
)
h(x+ ν0)
∥∥∥∥
L2x(Q)
×
{
S
(
1BR1 ∗
∣∣ν1f ∣∣2)(ν0)}1/2{S(1BR2 ∗ ∣∣ν2g∣∣2)(ν0)}1/2.
(4.3)
In what follows, we simply write each summand by
F (ν1, ν0) =
{
S
(
1BR1 ∗
∣∣ν1f ∣∣2) (ν0)}1/2 ,
G(ν2, ν0) =
{
S
(
1BR2 ∗
∣∣ν2g∣∣2) (ν0)}1/2 ,
H(ν3, ν0) =
∥∥∥∥ϕ(D + ν3R0
)
h(x+ ν0)
∥∥∥∥
L2x(Q)
.
Then the inequality (4.3) is rewritten as
(4.4) I . ‖σν‖ II
with
II =
∑
ν0∈Zn
∑
ν1∈Λ1
∑
ν2∈Λ2
F (ν1, ν0)G(ν2, ν0)H(ν1 + ν2, ν0).
Let us estimate II. We first consider the case |Λ1| ≤ |Λ2|. We apply the Cauchy–
Schwarz inequality firstly to the sum over ν2 and secondly to the sum over ν1, and
thirdly apply the Ho¨lder inequality with 1/p + 1/q + 1/r = 1 to the sum over ν0.
Then,
II ≤
∑
ν0∈Zn
∑
ν1∈Λ1
F (ν1, ν0)‖G(ν2, ν0)‖ℓ2ν2(Λ2)‖H(ν3, ν0)‖ℓ
2
ν3
(Zn)
≤ |Λ1|
1/2
∑
ν0∈Zn
‖F (ν1, ν0)‖ℓ2ν1(Λ1)‖G(ν2, ν0)‖ℓ2ν2 (Λ2)‖H(ν3, ν0)‖ℓ2ν3
≤ |Λ1|
1/2‖F (ν1, ν0)‖ℓ2ν1ℓ
p
ν0
‖G(ν2, ν0)‖ℓ2ν2(Λ2)ℓ
q
ν0
‖H(ν3, ν0)‖ℓ2ν3ℓ
r
ν0
.
For the opposite case |Λ2| ≤ |Λ1|, we switch the order to use the Cauchy–Schwarz
inequalities with respect to ν1 and ν2. Thus, we obtain
(4.5) II ≤ min
i=1,2
(
|Λi|
1/2
)
‖F (ν1, ν0)‖ℓ2ν1ℓ
p
ν0
‖G(ν2, ν0)‖ℓ2ν2(Λ2)ℓ
q
ν0
‖H(ν3, ν0)‖ℓ2ν3ℓrν0 .
We shall estimate the norms of F , G, and H . Firstly, for the norm of F , we have
by Lemma 4.1 (3)
(4.6)
∥∥F (ν1, ν0)∥∥ℓ2ν1ℓpν0 ≈ ∥∥∥S(1BR1 ∗ ∥∥ν1f∥∥2ℓ2ν1)(x)∥∥∥1/2Lp/2x .
By the boundedness of the operator S on Lp/2(Rn), p ≥ 2, and the Young inequality,
the right hand side of (4.6) is estimated by a constant times
(4.7)
∥∥∥1BR1 ∗ ∥∥ν1f∥∥2ℓ2ν1∥∥∥1/2Lp/2 . Rn/21
∥∥∥∥∥ν1f∥∥ℓ2ν1∥∥∥Lp .
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Since ν1 = κ(D − ν1) with κ ∈ S(R
n), we have ‖ν1f‖ℓ2ν1Lp . ‖f‖L
p by Lemma
4.2 (1) with R = 1. Therefore, we obtain∥∥F (ν1, ν0)∥∥ℓ2ν1ℓpν0 . Rn/21 ‖f‖Lp.(4.8)
For the norm of G, repeating the same line as for F , we have by (4.6) and (4.7)
(4.9) ‖G(ν2, ν0)‖ℓ2ν2 (Λ2)ℓ
q
ν0
. R
n/2
2
∥∥∥∥∥ν2g∥∥ℓ2ν2 (Λ2)∥∥∥Lq .
Lastly, we consider the norm of H . Since Lr(Q) →֒ L2(Q) for 2 ≤ r ≤ ∞, we have
by Lemma 4.2 (1)
‖H(ν3, ν0)‖ℓ2ν3ℓ
r
ν0
=
∥∥∥∥ϕ(D + ν3R0
)
h(x+ ν0)
∥∥∥∥
ℓ2ν3L
2
x(Q)ℓ
r
ν0
≤
∥∥∥∥ϕ(D + ν3R0
)
h(x)
∥∥∥∥
ℓ2ν3L
r
x(R
n)
. R
n/2
0 ‖h‖Lr .
(4.10)
Thus, collecting (4.4), (4.5), (4.8), (4.9), and (4.10), we obtain the desired estimate.
Moreover, by virtue of Lemma 4.2 (1), ‖ν2g‖ℓ2ν2 (Λ2)Lq
can be replaced by ‖g‖Lq . 
Proof of Lemma 4.4 (2). We may assume |Λ1|, |Λ2| < ∞. We simply denote by I
the left hand side of the inequality of the assertion (2). Since h is independent of
ν1 + ν2, we have by Lemma 4.5
I . ‖σν‖
∑
ν0∈Zn
‖h(x+ ν0)‖L2x(Q)
×
∑
ν∈Λ1×Λ2
{
S
(
1BR1 ∗
∣∣ν1f ∣∣2) (ν0)}1/2 {S (1BR2 ∗ ∣∣ν2g∣∣2) (ν0)}1/2 .
We use the Cauchy–Schwarz inequalities to the sums over ν1 and ν2 and then use
the Ho¨lder inequality to the sum over ν0 with 1/p+ 1/q + 1/r = 1. Then,
I . (|Λ1| |Λ2|)
1/2 ‖σν‖ ‖h(x+ ν0)‖L2x(Q)ℓrν0
×
∥∥∥∥{S (1BR1 ∗ ∣∣ν1f ∣∣2) (ν0)}1/2∥∥∥∥
ℓ2ν1(Λ1)ℓ
p
ν0
∥∥∥∥{S (1BR2 ∗ ∣∣ν2g∣∣2) (ν0)}1/2∥∥∥∥
ℓ2ν2 (Λ2)ℓ
q
ν0
.
Here, from (4.8) and (4.9), the factors of f and g are bounded by a constant times
R
n/2
1 ‖f‖Lp and R
n/2
2 ‖ν2g‖ℓ2ν2(Λ2)Lq , respectively. From the embedding L
r(Q) →֒
L2(Q) for 2 ≤ r ≤ ∞, ‖h(x + ν0)‖L2x(Q)ℓrν0 ≤ ‖h‖L
r . Hence, we obtain the desired
estimate. Also, by Lemma 4.2 (1), ‖ν2g‖ℓ2ν2 (Λ2)Lq
can be replaced by ‖g‖Lq . 
Proof of Lemma 4.4 (3). We may assume |Λ| < ∞. We denote by I the left hand
side of the assertion (3). By Lemma 4.5,
I . ‖σν‖
∑
ν0∈Zn
∑
τ∈Λ
∑
ν1: ν1+ν2=τ
‖hτ (x+ ν0)‖L2x(Q)
×
{
S
(
1BR1 ∗
∣∣ν1f ∣∣2)(ν0)}1/2{S(1BR2 ∗ ∣∣ν2g∣∣2)(ν0)}1/2.
Firstly, we apply the Cauchy–Schwarz inequality to the sum over ν1, since ν2 = τ−ν1.
Secondly, we use the Cauchy–Schwarz inequality to the sum over τ and thirdly use
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the Ho¨lder inequality to the sum over ν0 with 1/p+ 1/q + 1/r = 1. Then,
I . |Λ|1/2‖σν‖‖hτ (x+ ν0)‖L2x(Q)ℓ2τ (Λ)ℓrν0
×
∥∥∥∥{S(1BR1 ∗ ∣∣ν1f ∣∣2)(ν0)}1/2∥∥∥∥
ℓ2ν1ℓ
p
ν0
∥∥∥∥{S(1BR2 ∗ ∣∣ν2g∣∣2)(ν0)}1/2∥∥∥∥
ℓ2ν2ℓ
q
ν0
.
By (4.8), the factors of f and g are bounded by a constant times R
n/2
1 ‖f‖Lp and
R
n/2
2 ‖g‖Lq , respectively. For the factor of hτ , since L
r(Q) →֒ L2(Q) for 2 ≤ r ≤ ∞,
‖hτ (x+ν0)‖L2x(Q)ℓ2τ (Λ)ℓrν0 ≤ ‖hτ‖ℓ
2
τ (Λ)L
r(Rn). Hence, we obtain the desired estimate. 
5. Decomposition of symbols
In this section, we decompose symbols of the bilinear operator Tσ by Littlewood–
Paley partitions and the following lemma given by Sugimoto [24, Lemma 2.2.1]. An
explicit proof can be found in [15, Lemma 4.4].
Lemma 5.1. There exist functions κ ∈ S(Rn) and χ ∈ S(Rn) satisfying that
supp κ ⊂ [−1, 1]n, supp χ̂ ⊂ B1, |χ| ≥ c > 0 on [−1, 1]
n, and∑
ν∈Zn
κ(ξ − ν)χ(ξ − ν) = 1, ξ ∈ Rn.
As a first step of this section, we decompose symbols by a Littlewood–Paley
partition of unity {Ψj}j∈N0 on (R
n)2 as follows:
σ(x, ξ, η) =
∑
j∈N0
σ(x, ξ, η)Ψj(ξ, η) =
∑
j∈N0
σj(x, ξ, η)
with
(5.1) σj(x, ξ, η) = σ(x, ξ, η)Ψj(ξ, η).
Here, we observe the following two identities for Ψj. Firstly, we let a function
φ ∈ S(Rn) satisfy that φ = 1 on {ζ ∈ Rn : |ζ | ≤ 2} and suppφ ⊂ {ζ ∈ Rn : |ζ | ≤ 4},
and write φj = φ(·/2
j). Then, we have for j ≥ 0
Ψj(ξ, η) = Ψj(ξ, η)φj(ξ)φj(η).
Secondly, there exist functions φ′, ψ′, ψ′′ ∈ S(Rn) satisfying that for j ≥ 1
Ψj(ξ, η) = Ψj(ξ, η)φ
′
j(ξ)ψ
′
j(η) + Ψj(ξ, η)ψ
′
j(ξ)φ
′
j(η) + Ψj(ξ, η)ψ
′′
j (ξ)ψ
′′
j (η),
where φ′j = φ
′(·/2j), ψ′j = ψ
′(·/2j), and ψ′′j = ψ
′′(·/2j), and that
supp φ′ ⊂
{
ζ ∈ Rn : |ζ | ≤ 2−5
}
,(5.2)
suppψ′ ⊂
{
ζ ∈ Rn : 2−4 ≤ |ζ | ≤ 22
}
,(5.3)
suppψ′′ ⊂
{
ζ ∈ Rn : 2−6 ≤ |ζ | ≤ 22
}
.(5.4)
See Appendix A for the existence of such functions. (By this, the annulus of suppΨj
is decomposed into the three parts: |ξ| ≪ |η|, |ξ| ≫ |η|, |ξ| ≈ |η|.) Then, we have
σ(x, ξ, η) =
∑
j.1
σj(x, ξ, η)φj(ξ)φj(η) +
∑
j≫1
σj(x, ξ, η)φ
′
j(ξ)ψ
′
j(η)
+
∑
j≫1
σj(x, ξ, η)ψ
′
j(ξ)φ
′
j(η) +
∑
j≫1
σj(x, ξ, η)ψ
′′
j (ξ)ψ
′′
j (η),
where the implicit constant of the sum over j depends only on ρ and dimensions.
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As a second step, we rewrite the dual form of Tσ(f, g). By using the decomposition
of symbols just above, the dual form of Tσ(f, g) can be written as∫
Rn
Tσ(f, g)(x) h(x) dx =
∑
j.1
∫
Rn
Tσj
(
φj(D)f, φj(D)g
)
(x) h(x) dx
+
∑
j≫1
∫
Rn
Tσj
(
φ′j(D)f, ψ
′
j(D)g
)
(x) h(x) dx
+
∑
j≫1
∫
Rn
Tσj
(
ψ′j(D)f, φ
′
j(D)g
)
(x) h(x) dx
+
∑
j≫1
∫
Rn
Tσj
(
ψ′′j (D)f, ψ
′′
j (D)g
)
(x) h(x) dx
=: I0 + I1 + I2 + I3.
(5.5)
In what follows, we rewrite this forms Ii, i = 0, 1, 2, 3.
To do this, we shall consider the following:
I :=
∫
Rn
Tσj (F,G)(x) h(x) dx,
where σj is in (5.1). By changes of variables, we have
I =
2−jρn
(2π)2n
∫
(Rn)3
eix·(ξ+η)σj(2
−jρx, 2jρξ, 2jρη) ̂F (2−jρ·)(ξ)Ĝ(2−jρ·)(η) h(2−jρx) dX
= 2−jρn
∫
Rn
Tσρj (Fj, Gj)(x) hj(x) dx,
where we simply wrote dX = dxdξdη,
σρj = σj(2
−jρ·, 2jρ·, 2jρ·),(5.6)
Fj = F (2
−jρ·), Gj = G(2
−jρ·), and hj = h(2
−jρ·),
with σj in (5.1). We next decompose the symbol σ
ρ
j . We use the product type
operator ∆k defined in Definition 3.1 and then use Lemma 5.1 to have
σρj (x, ξ, η) =
∑
k=(k0,k1,k2)∈(N0)3
∆k[σ
ρ
j ](x, ξ, η)
=
∑
k∈(N0)3
∑
(ν1,ν2)∈(Zn)2
∆k[σ
ρ
j ](x, ξ, η)χ(ξ − ν1)χ(η − ν2) κ(ξ − ν1)κ(η − ν2).
Then, by writing as
(5.7) σρj,k,ν(x, ξ, η) = ∆k[σ
ρ
j ](x, ξ, η)χ(ξ − ν1)χ(η − ν2)
for k = (k0, k1, k2) ∈ (N0)
3 and ν = (ν1, ν2) ∈ (Z
n)2, we can see that
Tσρj (Fj , Gj)(x) =
∑
k∈(N0)3
∑
ν∈(Zn)2
Tσρj,k,ν (κ(D − ν1)Fj, κ(D − ν2)Gj) (x).
By denoting the Fourier multiplier operator κ(D − νi) by νi , i = 1, 2, we have
(5.8) I =
∑
k∈(N0)3
∑
ν∈(Zn)2
2−jρn
∫
Rn
Tσρj,k,ν (ν1Fj,ν2Gj)(x) hj(x) dx.
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Now, we actually rewrite the form Ii defined in (5.5). For I0, substituting F =
φj(D)f and G = φj(D)g into (5.8), then we have
(5.9) I0 =
∑
j.1
∑
k∈(N0)3
∑
ν∈(Zn)2
2−jρn
∫
Rn
Tσρj,k,ν (ν1fj ,ν2gj)(x) hj(x) dx,
where σρj,k,ν is in (5.7) with (5.6) and (5.1),
fj = φj(D)f(2
−jρ·), gj = φj(D)g(2
−jρ·), and hj = h(2
−jρ·).
Also, since suppφ ⊂ {ζ ∈ Rn : |ζ | ≤ 4}, fj and gj satisfy that
supp f̂j ⊂
{
ξ ∈ Rn : |ξ| ≤ 2j(1−ρ)+2
}
,
supp ĝj ⊂
{
η ∈ Rn : |η| ≤ 2j(1−ρ)+2
}
.
(5.10)
Substituting (F,G) = (φ′j(D)f, ψ
′
j(D)g), (ψ
′
j(D)f, φ
′
j(D)g), and (ψ
′′
j (D)f, ψ
′′
j (D)g)
into (5.8), the corresponding forms I1, I2, and I3 are respectively given as follows.
For I1, we have
(5.11) I1 =
∑
j≫1
∑
k∈(N0)3
∑
ν∈(Zn)2
2−jρn
∫
Rn
Tσρj,k,ν(ν1f
(1)
j ,ν2g
(1)
j )(x) hj(x) dx,
where
(5.12) f
(1)
j = φ
′
j(D)f(2
−jρ·), g
(1)
j = ψ
′
j(D)g(2
−jρ·), and hj = h(2
−jρ·).
Also, f
(1)
j and g
(1)
j satisfy from (5.2) and (5.3) that
supp f̂
(1)
j ⊂
{
ξ ∈ Rn : |ξ| ≤ 2j(1−ρ)−5
}
,
supp ĝ
(1)
j ⊂
{
η ∈ Rn : 2j(1−ρ)−4 ≤ |η| ≤ 2j(1−ρ)+2
}
.
(5.13)
Moreover, in this case, it should be remarkable that
(5.14) 2j(1−ρ)−5 ≤ |ξ + η| ≤ 2j(1−ρ)+3, if (ξ, η) ∈ supp f̂
(1)
j × supp ĝ
(1)
j .
For I2, we have
(5.15) I2 =
∑
j≫1
∑
k∈(N0)3
∑
ν∈(Zn)2
2−jρn
∫
Rn
Tσρj,k,ν(ν1f
(2)
j ,ν2g
(2)
j )(x) hj(x) dx,
where
(5.16) f
(2)
j = ψ
′
j(D)f(2
−jρ·), g
(2)
j = φ
′
j(D)g(2
−jρ·), and hj = h(2
−jρ·).
Also, f
(2)
j and g
(2)
j satisfy from (5.3) and (5.2) that
supp f̂
(2)
j ⊂
{
ξ ∈ Rn : 2j(1−ρ)−4 ≤ |ξ| ≤ 2j(1−ρ)+2
}
,
supp ĝ
(2)
j ⊂
{
η ∈ Rn : |η| ≤ 2j(1−ρ)−5
}
.
(5.17)
Again, in this case, it should be remarkable that
(5.18) 2j(1−ρ)−5 ≤ |ξ + η| ≤ 2j(1−ρ)+3, if (ξ, η) ∈ supp f̂
(2)
j × supp ĝ
(2)
j .
For I3, we have
(5.19) I3 =
∑
j≫1
∑
k∈(N0)3
∑
ν∈(Zn)2
2−jρn
∫
Rn
Tσρj,k,ν(ν1f
(3)
j ,ν2g
(3)
j )(x) hj(x) dx,
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where
(5.20) f
(3)
j = ψ
′′
j (D)f(2
−jρ·), g
(3)
j = ψ
′′
j (D)g(2
−jρ·), and hj = h(2
−jρ·).
Also, f
(3)
j and g
(3)
j satisfy from (5.4) that
supp f̂
(3)
j , supp ĝ
(3)
j ⊂
{
ζ ∈ Rn : 2j(1−ρ)−6 ≤ |ζ | ≤ 2j(1−ρ)+2
}
.(5.21)
We remark that a fact like (5.14) and (5.18) does not hold in this case.
In the forthcoming sections, we will estimate the rewritten dual forms in (5.9),
(5.11), (5.15), and (5.19) to show the boundedness in Theorems 3.2 and 3.3.
Remark 5.2. Through the argument above, we have been able to examine precisely
the annulus {|(ξ, η)| ≈ 2j(1−ρ)} by ν + [−1, 1]2n, ν ∈ Zn × Zn. On the other hands,
in [22, Section 3], Miyachi–Tomita employed the method examining the annulus
{|(ξ, η)| ≈ 2j} by 2jρν + [−2jρ, 2jρ]2n. These two are essentially the same, and
so the idea used in this section goes back to their method in [22]. Moreover, the
essential idea of decomposing the annulus into the three parts, the sets {|ξ| ≪ |η|}
and {|ξ| ≫ |η|} to have |ξ + η| ≫ 1 and the set {|ξ| ≈ |η|}, also goes back to [22].
The changes of variables concerned with 2±jρ were used to show the boundedness
on L2 of linear pseudo-differential operators with symbols in the exotic class S0ρ,ρ,
0 ≤ ρ < 1. See, e.g., [26, Chapter VII, Section 2.5].
The idea of decomposing symbols by using the functions κ and χ in Lemma 5.1
comes from Sugimoto [24].
6. Proof of Theorem 3.2
In this section, we prove Theorem 3.2. To this end, we show that the absolute
values of Ii, given in (5.9), (5.11), (5.15), and (5.19), are bounded by a constant
times
‖σ‖BSm,∗ρ,ρ (s;Rn)‖f‖L2‖g‖L2‖h‖bmo
with m = −(1 − ρ)n/2 and s = (n/2 + ε, n/2, n/2) for any ε > 0. Then, these
complete the proof of Theorem 3.2 by recalling the expression in (5.5). In what
follows, we will first consider I1. However, we omit the proof for I2 because of
symmetry between I2 and I1. After that, we mention about I3 and finally about I0.
The basic idea contained in the proof goes back to Miyachi–Tomita [22].
Before the proof, we shall give two remarks. In order to obtain the desired bound-
edness, we will apply Lemma 4.4 to the dual forms Ii. This means that this lemma
will be used under the setting σν = σ
ρ
j,k,ν . Recall from (5.7) and Lemma 5.1 that
σρj,k,ν(x, ξ, η) = ∆k[σ
ρ
j ](x, ξ, η)χ(ξ − ν1)χ(η − ν2)
with χ ∈ S(Rn) satisfying that supp χ̂ ⊂ B1 and |χ| ≥ c > 0 on [−1, 1]
n.
Firstly, let us investigate the support of the Fourier transform of σρj,k,ν . Since
supp χ̂ ⊂ B1,
(6.1) suppF [σρj,k,ν ] ⊂ B2k0+1 ×B2k1+2 ×B2k2+2
holds. Hence, we will use Lemma 4.4 with R0 = 2
k0+1 and Ri = 2
ki+2, i = 1, 2.
Secondly, we have
(6.2)
∥∥σρj,k,ν(x, ξ, η)∥∥L2ξ,ηL2ul,xℓ∞ν ≈ ‖∆k[σρj ]‖L2ul((Rn)3).
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To see this, we separate the integrals of L2ξ,η by using (2.1). Then, we have∥∥σρj,k,ν(x+ ν0, ξ, η)∥∥2L2ξ,ηL2x(Q)
=
∑
µ1,µ2∈Zn
∫
Q3
∣∣∆k[σρj ](x+ ν0, ξ + µ1, η + µ2)χ(ξ + µ1 − ν1)χ(η + µ2 − ν2)∣∣2 dX
.
∑
µ1,µ2∈Zn
∏
i=1,2
(1 + |µi − νi|)
−(n+1)
∫
Q3
∣∣∆k[σρj ](x+ ν0, ξ + µ1, η + µ2)∣∣2 dX
for ν0 ∈ Z
n and ν = (ν1, ν2) ∈ (Z
n)2, where dX = dxdξdη. Thus, it holds that∥∥σρj,k,ν(x+ ν0, ξ, η)∥∥L2ξ,ηL2x(Q) . ‖∆k[σρj ]‖L2ul
for ν0, ν1, ν2 ∈ Z
n, which yields the inequality . of (6.2). The opposite inequality
& of (6.2) can be proved in a similar way by using the fact |χ| ≥ c > 0 on [−1, 1]n.
Therefore, when we use Lemma 4.4 under the situation σν = σ
ρ
j,k,ν , the equivalence
(6.2) allows us to replace ‖σρj,k,ν‖ = ‖σ
ρ
j,k,ν(x, ξ, η)‖L2ξ,ηL2ul,xℓ∞ν by ‖∆k[σ
ρ
j ]‖L2ul.
6.1. Estimate for I1. In this subsection, we consider the dual form I1 in (5.11).
We decompose the factor of f by a Littlewood–Paley partition {ψℓ} on R
n as
ν1f
(1)
j =
∑
ℓ∈N0
∆ℓ
[
ν1f
(1)
j
]
=
∑
ℓ∈N0
ν1∆ℓf
(1)
j .
Then, I1 can be expressed by
I1 =
∑
j≫1
∑
k∈(N0)3
∑
ℓ∈N0
∑
ν∈(Zn)2
I
(1)
j,k,ℓ,ν
with
(6.3) I
(1)
j,k,ℓ,ν = 2
−jρn
∫
Rn
Tσρj,k,ν (ν1∆ℓf
(1)
j ,ν2g
(1)
j )(x) hj(x) dx.
The sums over ℓ and ν are restricted by the factors ν1∆ℓf
(1)
j and ν2g
(1)
j . Firstly,
recalling the notation νi = κ(D− νi), i = 1, 2, with κ ∈ S(R
n) such that supp κ ⊂
[−1, 1]n, we have by (5.13)
ν1 ∈ Λ1,ℓ =
{
ν1 ∈ Z
n : |ν1| . 2
ℓ
}
, ν2 ∈ Λ2,j =
{
ν2 ∈ Z
n : |ν2| . 2
j(1−ρ)
}
.(6.4)
Secondly, from the factor ∆ℓf
(1)
j , we see that 2
ℓ−1 ≤ 2j(1−ρ)−5, which implies that
(6.5) ℓ ≤ j(1− ρ)− 4 ≤ j(1− ρ).
Note that the set {ℓ ∈ N0 : ℓ ≤ j(1− ρ)− 4} is not empty, since j ≫ 1. Hence,
I1 =
∑
j≫1
∑
k∈(N0)3
∑
ℓ∈N0: ℓ≤j(1−ρ)
∑
ν∈Λ1,ℓ×Λ2,j
I
(1)
j,k,ℓ,ν .
For this expression, we further separate the sum over j as
I1 =
∑
k0∈N0
{ ∑
j≫1:
j(1−ρ)≤k0+L
+
∑
j≫1:
j(1−ρ)>k0+L
} ∑
k1,k2∈N0
∑
ℓ∈N0:
ℓ≤j(1−ρ)
∑
ν∈Λ1,ℓ×Λ2,j
I
(1)
j,k,ℓ,ν
=: I(1,1) + I(1,2)
(6.6)
for some sufficiently large constant L > 0, where I
(1)
j,k,ℓ,ν is in (6.3).
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6.1.1. Estimate of I(1,1) in (6.6). Firstly, we observe that
F
[
Tσρj,k,ν (ν1∆ℓf
(1)
j ,ν2g
(1)
j )
]
(ζ)
=
1
(2π)2n
∫
(Rn)2
F0[σ
ρ
j,k,ν ]
(
ζ − (ξ + η), ξ, η
) ̂
ν1∆ℓf
(1)
j (ξ)
̂
ν2g
(1)
j (η) dξdη.
Combining this with the fact suppF0[σ
ρ
j,k,ν ](·, ξ, η) ⊂ B2k0+1 from (6.1), we have
suppF
[
Tσρj,k,ν(ν1∆ℓf
(1)
j ,ν2g
(1)
j )
]
⊂
{
ζ ∈ Rn : |ζ − (ξ + η)| ≤ 2k0+1, ξ ∈ supp
̂
ν1∆ℓf
(1)
j , η ∈ supp
̂
ν2g
(1)
j
}
.
(6.7)
Here, since we are considering the sum over j such that j(1− ρ) ≤ k0 + L, we have
|ξ|, |η| . 2k0 for ξ ∈ supp
̂
ν1∆ℓf
(1)
j and η ∈ supp
̂
ν2g
(1)
j . Hence, by (6.7)
suppF
[
Tσρj,k,ν (ν1∆ℓf
(1)
j ,ν2g
(1)
j )
]
⊂
{
ζ ∈ Rn : |ζ | . 2k0
}
.
We take a function ϕ ∈ S(Rn) such that ϕ = 1 on {ζ ∈ Rn : |ζ | . 1}. Then, I(1,1)
can be rewritten as
I(1,1) =
∑
k0∈N0
∑
j: j(1−ρ)≤k0+L
∑
k1,k2∈N0
∑
ℓ: ℓ≤j(1−ρ)
∑
ν∈Λ1,ℓ×Λ2,j
× 2−jρn
∫
Rn
Tσρj,k,ν (ν1∆ℓf
(1)
j ,ν2g
(1)
j )(x)ϕ(D/2
k0)[hj ](x) dx.
In what follows, we shall estimate this rewritten I(1,1). Again, recall that νi =
κ(D − νi), i = 1, 2, with κ ∈ S(R
n) such that supp κ ⊂ [−1, 1]n. Then, since
min(|Λ1,ℓ|, |Λ2,j|) . 2
ℓn, we have by Lemma 4.4 (1) with p = q = 2 and r =∞∣∣I(1,1)∣∣ . ∑
k0∈N0
∑
j: j(1−ρ)≤k0+L
∑
k1,k2∈N0
∑
ℓ: ℓ≤j(1−ρ)
× 2−jρn 2ℓn/2 2(k0+k1+k2)n/2‖∆k[σ
ρ
j ]‖L2ul‖∆ℓf
(1)
j ‖L2‖g
(1)
j ‖L2‖ϕ(D/2
k0)[hj ]‖L∞ .
Here, recall the notations of f
(1)
j , g
(1)
j , and hj from (5.12). Then, we have
‖∆ℓf
(1)
j ‖L2 =
∥∥∆ℓ[φ′j(D)f(2−jρ·)]∥∥L2 . 2jρn/2‖∆ℓ+jρf‖L2,
‖g
(1)
j ‖L2 = 2
jρn/2‖ψ′j(D)g‖L2,
(6.8)
where, ∆ℓ+jρ = ψℓ(D/2
jρ) for ℓ ≥ 0. Moreover, since j(1− ρ) ≤ k0 + L, by Lemma
2.2 (1), we have for any ε > 0
‖ϕ(D/2k0)[hj ]‖L∞ = ‖ϕ(D/2
k0+jρ)h(2−jρ·)‖L∞
. (1 + k0 + jρ)‖h‖bmo ≤ Cε2
k0ε‖h‖bmo.
(6.9)
(The role of the condition j(1− ρ) ≤ k0 + L is finished by obtaining this estimate.)
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Hence, by denoting the Fourier multiplier operator ψ′j(D) by ∆
′
j, we have∣∣I(1,1)∣∣ . ∑
k0∈N0
∑
j≫1
∑
k1,k2∈N0
∑
ℓ: ℓ≤j(1−ρ)
× 2ℓn/2 2k0(n/2+ε) 2(k1+k2)n/2‖∆k[σ
ρ
j ]‖L2ul ‖∆ℓ+jρf‖L2 ‖∆
′
jg‖L2‖h‖bmo
≤ ‖σ‖BSm,∗ρ,ρ (s;Rn)‖h‖bmo
∑
j≫1
∑
ℓ: ℓ≤j(1−ρ)
2−j(1−ρ)n/2 2ℓn/2‖∆ℓ+jρf‖L2‖∆
′
jg‖L2
= ‖σ‖BSm,∗ρ,ρ (s;Rn)‖h‖bmo II,
(6.10)
where m = −(1− ρ)n/2, s = (n/2 + ε, n/2, n/2) for any ε > 0, and
(6.11) II :=
∑
j≫1
∑
0≤ℓ≤j(1−ρ)
2−j(1−ρ)n/22ℓn/2‖∆ℓ+jρf‖L2‖∆
′
jg‖L2.
In what follows, we shall show that
(6.12) II . ‖f‖L2‖g‖L2.
To this end, we divide II into the two parts ℓ = 0 and ℓ ≥ 1. We write
(6.13) II = IIℓ=0 + IIℓ≥1
with
IIℓ=0 =
∑
j≫1
2−j(1−ρ)n/2‖ψ0(D/2
jρ)f‖L2‖∆
′
jg‖L2,
IIℓ≥1 =
∑
j≫1
∑
1≤ℓ≤j(1−ρ)
2−j(1−ρ)n/22ℓn/2‖ψℓ(D/2
jρ)f‖L2‖∆
′
jg‖L2.
The sum for ℓ = 0 is estimated as
(6.14) IIℓ=0 . ‖f‖L2‖g‖L2
∑
j≫1
2−j(1−ρ)n/2 ≈ ‖f‖L2‖g‖L2,
since 0 ≤ ρ < 1. For the sum in the case ℓ ≥ 1, we take a function ψ† ∈ S(Rn) such
that ψ† = 1 on {ξ ∈ Rn : 1/4 ≤ |ξ| ≤ 4} and suppψ† ⊂ {ξ ∈ Rn : 1/8 ≤ |ξ| ≤ 8}.
Then, we realize that ψ†(·/2ℓ+[jρ]) = 1 on suppψℓ(·/2
jρ), since [jρ] ≤ jρ ≤ [jρ] + 1.
Hence, by writing the operator ∆†ℓ+[jρ] = ψ
†(D/2ℓ+[jρ]), we have
‖ψℓ(D/2
jρ)f‖L2 = ‖∆
†
ℓ+[jρ]ψℓ(D/2
jρ)f‖L2 . ‖∆
†
ℓ+[jρ]f‖L2.
Therefore, we see that
IIℓ≥1 .
∑
j≫1
∑
1≤ℓ≤j(1−ρ)
2−j(1−ρ)n/2 2ℓn/2‖∆†ℓ+[jρ]f‖L2‖∆
′
jg‖L2.
By using the fact 2jρ ≈ 2[jρ] and the translation as ℓ+ [jρ] 7→ ℓ′, we have
IIℓ≥1 .
∑
j≫1
∑
1≤ℓ′≤j
2−jn/2 2ℓ
′n/2‖∆†ℓ′f‖L2‖∆
′
jg‖L2.
Here, we verify that
sup
j∈N
{∑
ℓ′∈N
1ℓ′≤j 2
−jn/22ℓ
′n/2
}
≈ 1 and sup
ℓ′∈N
{∑
j∈N
1ℓ′≤j 2
ℓ′n/22−jn/2
}
≈ 1.
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Then, we obtain from Lemma 2.1
(6.15) IIℓ≥1 .
∥∥∆†ℓ′f∥∥L2ℓ2
ℓ′
(N)
∥∥∆′jg∥∥L2ℓ2j (N) . ‖f‖L2‖g‖L2.
Therefore, from (6.13), (6.14), and (6.15), we obtain (6.12).
Finally, collecting (6.10), (6.11), and (6.12), we obtain∣∣I(1,1)∣∣ . ‖σ‖BSm,∗ρ,ρ (s;Rn)‖f‖L2‖g‖L2‖h‖bmo,
where m = −(1− ρ)n/2 and s = (n/2 + ε, n/2, n/2) for any ε > 0.
6.1.2. Estimate for I(1,2) in (6.6). In this subsection, since we are considering the
sum over j such that j(1− ρ) > k0 + L with some large L > 0, we have by (6.7)
suppF
[
Tσρj,k,ν(ν1∆ℓf
(1)
j ,ν2g
(1)
j )
]
⊂
{
ζ ∈ Rn : |ζ − (ξ + η)| ≤ 2j(1−ρ)+1−L, ξ ∈ supp
̂
ν1∆ℓf
(1)
j , η ∈ supp
̂
ν2g
(1)
j
}
.
Here, we recall from (5.14) that if ξ ∈ supp f̂
(1)
j and η ∈ supp ĝ
(1)
j , then 2
j(1−ρ)−5 ≤
|ξ + η| ≤ 2j(1−ρ)+3 holds. Then, we see that
suppF
[
Tσρj,k,ν (ν1∆ℓf
(1)
j ,ν2g
(1)
j )
]
⊂
{
ζ ∈ Rn : 2j(1−ρ)−6 ≤ |ζ | ≤ 2j(1−ρ)+4
}
.
(6.16)
We take a function ψ‡ ∈ S(Rn) satisfying that ψ‡ = 1 on {ζ ∈ Rn : 2−6 ≤ |ζ | ≤ 24}
and suppψ‡ ⊂ {ζ ∈ Rn : 2−7 ≤ |ζ | ≤ 25}. Then, I(1,2) can be rewritten as
I(1,2) =
∑
k0∈N0
∑
j: j(1−ρ)>k0+L
∑
k1,k2∈N0
∑
ℓ: ℓ≤j(1−ρ)
∑
ν∈Λ1,ℓ×Λ2,j
× 2−jρn
∫
Rn
Tσρj,k,ν (ν1∆ℓf
(1)
j ,ν2g
(1)
j )(x)ψ
‡(D/2j(1−ρ))[hj ](x) dx.
(The role of the condition j(1−ρ) > k0+L is finished by obtaining this expression.)
Now, we shall estimate the newly given I(1,2). Since min(|Λ1,ℓ|, |Λ2,j|) . 2
ℓn, we
have by using Lemma 4.4 (1) with p = q = 2 and r =∞∣∣I(1,2)∣∣ . ∑
k0∈N0
∑
j≫1
∑
k1,k2∈N0
∑
ℓ: ℓ≤j(1−ρ)
× 2−jρn2ℓn/2 2(k0+k1+k2)n/2‖∆k[σ
ρ
j ]‖L2ul‖∆ℓf
(1)
j ‖L2‖g
(1)
j ‖L2‖ψ
‡(D/2j(1−ρ))[hj ]‖L∞ .
Here, for the factors of f and g, we have the estimate (6.8). For the factor of h,
since ψ‡(0) = 0, we have by Lemma 2.2 (2)
‖ψ‡(D/2j(1−ρ))[hj]‖L∞ = ‖ψ
‡(D/2j)h(2−jρ·)‖L∞ . ‖h‖BMO.
Therefore, by writing as ∆′j = ψ
′
j(D), we have∣∣I(1,2)∣∣ . ∑
k0∈N0
∑
j≫1
∑
k1,k2∈N0
∑
ℓ: ℓ≤j(1−ρ)
× 2ℓn/2 2(k0+k1+k2)n/2‖∆k[σ
ρ
j ]‖L2ul‖∆ℓ+jρf‖L2‖∆
′
jg‖L2‖h‖BMO
≤ ‖σ‖BSm,∗ρ,ρ (s;Rn)‖h‖BMO
∑
j≫1
∑
ℓ: ℓ≤j(1−ρ)
2−j(1−ρ)n/2 2ℓn/2‖∆ℓ+jρf‖L2‖∆
′
jg‖L2,
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where m = −(1 − ρ)n/2 and s = (n/2, n/2, n/2). Since the sums over j and ℓ are
exactly identical with II defined in (6.11), we see from (6.12) that∣∣I(1,2)∣∣ . ‖σ‖BSm,∗ρ,ρ (s;Rn)‖f‖L2‖g‖L2‖h‖BMO,
where m = −(1− ρ)n/2 and s = (n/2, n/2, n/2).
6.2. Estimate for I2. In this subsection, we consider the dual form I2 given in
(5.15). However, by comparing (5.16) with (5.12), (5.17) with (5.13), and (5.18)
with (5.14), we realize that I2 and I1 are in symmetrical positions. Moreover, in
this section, we are considering the boundedness on L2 × L2. Therefore, following
the same lines as in Section 6.1, we obtain
|I2| . ‖σ‖BSm,∗ρ,ρ (s;Rn)‖f‖L2‖g‖L2‖h‖bmo
with m = −(1 − ρ)n/2 and s = (n/2 + ε, n/2, n/2) for any ε > 0.
6.3. Estimate for I3. In this subsection, we consider the dual form I3 given in
(5.19). As in the previous subsections, we put
I
(3)
j,k,ν = 2
−jρn
∫
Rn
Tσρj,k,ν (ν1f
(3)
j ,ν2g
(3)
j )(x) hj(x) dx.
We separate the sum of I3 into three parts with slight changes of the way to sum
over ν as follows. For some sufficiently large constants N > 0 and C > 0,
I3 =
∑
k0∈N0
∑
j≫1:
j(1−ρ)≤k0+N
∑
k1,k2∈N0
∑
ν∈(Zn)2
I
(3)
j,k,ν
+
∑
k0∈N0
∑
j≫1:
j(1−ρ)>k0+N
∑
k1,k2∈N0
∑
τ∈Zn:
|τ |≤C2k0
∑
ν1∈Zn:
ν1+ν2=τ
I
(3)
j,k,ν
+
∑
k0∈N0
∑
j≫1:
j(1−ρ)>k0+N
∑
k1,k2∈N0
∑
τ∈Zn:
|τ |>C2k0
∑
ν1∈Zn:
ν1+ν2=τ
I
(3)
j,k,ν
=: I(3,1) + I(3,2) + I(3,3).
(6.17)
6.3.1. Estimate for I(3,1) in (6.17). By the factors ν1f
(3)
j and ν2g
(3)
j with (5.21),
we have the restriction of the sum over ν:
ν1, ν2 ∈ Λj =
{
ν ∈ Zn : |ν| . 2j(1−ρ)
}
.
We next observe that |ξ|, |η| . 2k0 hold for ξ ∈
̂
ν1f
(3)
j and η ∈
̂
ν2g
(3)
j , since
j(1− ρ) ≤ k0 +N . Then, by referring to the argument around (6.7), we see that
suppF
[
Tσρj,k,ν (ν1f
(3)
j ,ν2g
(3)
j )
]
⊂
{
ζ ∈ Rn : |ζ | . 2k0
}
.
We take a function ϕ ∈ S(Rn) such that ϕ = 1 on {ζ ∈ Rn : |ζ | . 1}. Then, I(3,1)
can be expressed as
I(3,1) =
∑
k0∈N0
∑
j: j(1−ρ)≤k0+N
∑
k1,k2∈N0
∑
ν∈Λj×Λj
× 2−jρn
∫
Rn
Tσρj,k,ν (ν1f
(3)
j ,ν2g
(3)
j )(x)ϕ(D/2
k0)[hj ](x) dx.
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By Lemma 4.4 (1) with p = q = 2, r =∞, and the fact |Λj| . 2
j(1−ρ)n, we have∣∣I(3,1)∣∣ . ∑
k0∈N0
∑
j: j(1−ρ)≤k0+N
∑
k1,k2∈N0
× 2−jρn 2j(1−ρ)n/2 2(k0+k1+k2)n/2‖∆k[σ
ρ
j ]‖L2ul‖f
(3)
j ‖L2‖g
(3)
j ‖L2‖ϕ(D/2
k0)[hj ]‖L∞ .
Here, ‖f
(3)
j ‖L2 = 2
jρn/2‖ψ′′j (D)f‖L2 and ‖g
(3)
j ‖L2 = 2
jρn/2‖ψ′′j (D)g‖L2 hold from
(5.20). Also, since j(1 − ρ) ≤ k0 + N , ‖ϕ(D/2
k0)[hj ]‖L∞ ≤ Cε2
k0ε‖h‖bmo holds for
ε > 0 from (6.9). (Again, the role of the condition j(1− ρ) ≤ k0 +N is finished by
obtaining this estimate.) Hence, we obtain from the Cauchy–Schwarz inequality∣∣I(3,1)∣∣ . ∑
k0∈N0
∑
j≫1
∑
k1,k2∈N0
× 2j(1−ρ)n/2 2k0(n/2+ε) 2(k1+k2)n/2‖∆k[σ
ρ
j ]‖L2ul‖ψ
′′
j (D)f‖L2‖ψ
′′
j (D)g‖L2‖h‖bmo
≤ ‖σ‖BSm,∗ρ,ρ (s;Rn)‖h‖bmo
∑
j≫1
‖ψ′′j (D)f‖L2‖ψ
′′
j (D)g‖L2
. ‖σ‖BSm,∗ρ,ρ (s;Rn)‖f‖L2‖g‖L2‖h‖bmo,
where m = −(1− ρ)n/2 and s = (n/2 + ε, n/2, n/2) for any ε > 0.
6.3.2. Estimate for I(3,2) in (6.17). We here write Λk0 = {τ ∈ Z
n : |τ | ≤ C2k0}.
We shall consider the support of the Fourier transform of Tσρj,ν,k(· · · ). We observe
that |ξ + η| . 2k0 holds for (ξ, η) ∈ supp
̂
ν1f
(3)
j × supp
̂
ν2g
(3)
j , since |ξ − ν1| . 1
and |η − ν2| . 1 for this (ξ, η) and ν1 + ν2 = τ ∈ Λk0 in the sum of I
(3,2). Then, by
referring to the argument around (6.7),
suppF
[
Tσρj,k,ν (ν1f
(3)
j ,ν2g
(3)
j )
]
⊂
{
ζ ∈ Rn : |ζ | . 2k0
}
.
Take a function ϕ ∈ S(Rn) such that ϕ = 1 on {ζ ∈ Rn : |ζ | . 1}. Then, we have
I(3,2) =
∑
k0∈N0
∑
j: j(1−ρ)>k0+N
∑
k1,k2∈N0
∑
τ∈Λk0
∑
ν1: ν1+ν2=τ
× 2−jρn
∫
Rn
Tσρj,k,ν (ν1f
(3)
j ,ν2g
(3)
j )(x)ϕ(D/2
k0)[hj ](x) dz.
Now, we shall estimate this I(3,2). By Lemma 4.4 (3) with p = q = 2 and r =∞,∣∣I(3,2)∣∣ . ∑
k0∈N0
∑
j: j(1−ρ)>k0+N
∑
k1,k2∈N0
× 2−jρn 2k0n/2 2(k1+k2)n/2‖∆k[σ
ρ
j ]‖L2ul‖f
(3)
j ‖L2‖g
(3)
j ‖L2
∥∥ϕ(D/2k0)[hj ]∥∥ℓ2τ (Λk0 )L∞ .
Here, recalling (5.20), we have ‖f
(3)
j ‖L2 . 2
jρn/2‖f‖L2 and ‖g
(3)
j ‖L2 . 2
jρn/2‖g‖L2.
Moreover, since ϕ(D/2k0)[hj ] is independent of τ , we have by Lemma 2.2 (1)∥∥ϕ(D/2k0)[hj ]∥∥ℓ2τ (Λk0 )L∞ = |Λk0|1/2‖ϕ(D/2k0)[hj ]‖L∞
. 2k0n/2(1 + k0 + jρ)‖h‖bmo ≤ 2
k0n/2(1 + j)‖h‖bmo,
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where we used the condition j(1− ρ) > k0 +N in the last inequality. From these,∣∣I(3,2)∣∣ . ∑
k0∈N0
∑
j: j(1−ρ)>k0+N
∑
k1,k2∈N0
× (1 + j) 2k0n/2 2(k0+k1+k2)n/2‖∆k[σ
ρ
j ]‖L2ul‖f‖L2‖g‖L2‖h‖bmo
≤
∑
k0∈N0
sup
j∈N0
{ ∑
k1,k2∈N0
2j(1−ρ)n/2 2(k0+k1+k2)n/2‖∆k[σ
ρ
j ]‖L2ul
}
× 2k0n/2
∑
j: j(1−ρ)>k0+N
(1 + j)2−j(1−ρ)n/2 ‖f‖L2‖g‖L2‖h‖bmo.
Here, we have for 0 < ε < n/2∑
j: j(1−ρ)>k0+N
(1 + j)2−j(1−ρ)n/2 ≤ Cε,ρ2
−k0(n/2−ε), k0 ∈ N0,
since 0 ≤ ρ < 1. Therefore, we obtain∣∣I(3,2)∣∣ . ‖σ‖BSm,∗ρ,ρ (s;Rn)‖f‖L2‖g‖L2‖h‖bmo,
where m = −(1− ρ)n/2 and s = (n/2 + ε, n/2, n/2) for any ε > 0.
6.3.3. Estimate for I(3,3) in (6.17). The sum over τ is further restricted to
τ ∈ Λj,k0 = {τ ∈ Z
n : C2k0 < |τ | . 2j(1−ρ)},
by the factors ν1f
(3)
j and ν2g
(3)
j . Here, note that the set Λj,k0 is not empty, since
j(1− ρ) > k0 +N with a sufficiently large N . Moreover, referring to the argument
around (6.7), we have
suppF
[
Tσρj,k,ν(ν1f
(3)
j ,ν2g
(3)
j )
]
⊂
{
ζ ∈ Rn : |ζ − τ | . 2k0
}
,
since |ξ − ν1| . 1 and |η − ν2| . 1 hold for ξ ∈ supp
̂
ν1f
(3)
j and η ∈ supp
̂
ν2g
(3)
j ,
where ν1 + ν2 = τ . We take a function ϕ ∈ S(R
n) such that ϕ = 1 on {ζ ∈ Rn :
|ζ | . 1}. Then, I(3,3) can be rewritten by
I(3,3) =
∑
k0∈N0
∑
j: j(1−ρ)>k0+N
∑
k1,k2∈N0
∑
τ∈Λj,k0
∑
ν1: ν1+ν2=τ
× 2−jρn
∫
Rn
Tσρj,k,ν(ν1f
(3)
j ,ν2g
(3)
j )(x)ϕ
(
D + τ
2k0
)
[hj ](x) dx.
Now, we shall estimate this I(3,3). By Lemma 4.4 (3) with p = q = 2 and r =∞,∣∣I(3,3)∣∣ . ∑
k0∈N0
∑
j: j(1−ρ)>k0+N
∑
k1,k2∈N0
× 2−jρn2j(1−ρ)n/22(k1+k2)n/2‖∆k[σ
ρ
j ]‖L2ul‖f
(3)
j ‖L2‖g
(3)
j ‖L2
∥∥∥∥ϕ(D + τ2k0
)
[hj]
∥∥∥∥
ℓ2τ (Λj,k0 )L
∞
.
Here, from (5.20), ‖f
(3)
j ‖L2 = 2
jρn/2‖ψ′′j (D)f‖L2 and ‖g
(3)
j ‖L2 = 2
jρn/2‖ψ′′j (D)g‖L2.
Moreover, since ϕ(τ/2k0) = 0 for τ ∈ Λj,k0, we see from Lemma 4.2 (2) that∥∥∥∥ϕ(D + τ2k0
)
[hj ]
∥∥∥∥
ℓ2τ (Λj,k0 )L
∞
. 2k0n/2‖h(2−jρ·)‖BMO = 2
k0n/2‖h‖BMO.
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Here, it is remarkable that BMO is scaling invariant, that is, ‖f(λ·)‖BMO = ‖f‖BMO
for λ > 0, although the space bmo is not so in general. See, e.g., [11, Proposition
3.1.2 (6)]. Hence, we obtain from the Cauchy–Schwarz inequality∣∣I(3,3)∣∣ . ∑
k0∈N0
∑
j≫1
∑
k1,k2∈N0
× 2j(1−ρ)n/2 2(k0+k1+k2)n/2‖∆k[σ
ρ
j ]‖L2ul‖ψ
′′
j (D)f‖L2‖ψ
′′
j (D)g‖L2‖h‖BMO
≤ ‖σ‖BSm,∗ρ,ρ (s;Rn)‖h‖BMO
∑
j≫1
‖ψ′′j (D)f‖L2‖ψ
′′
j (D)g‖L2
. ‖σ‖BSm,∗ρ,ρ (s;Rn)‖f‖L2‖g‖L2‖h‖BMO,
where m = −(1− ρ)n/2 and s = (n/2, n/2, n/2).
6.4. Estimate for I0. In this subsection, we consider I0 in (5.9). Considering ν1fj
and ν1gj, we see from (5.10) that ν1, ν2 ∈ Z
n satisfy that |ν1| . 1 and |ν2| . 1, since
j . 1. Moreover, we see that suppF [Tσρj,k,ν (ν1fj,ν2gj)] ⊂ {ζ ∈ R
n : |ζ | . 2k0}.
We take a function ϕ ∈ S(Rn) such that ϕ = 1 on {ζ ∈ Rn : |ζ | . 1}. Then, by
Lemma 4.4 (2) and Lemma 2.2 (1), we have
|I0| ≤
∑
j.1
∑
k∈(N0)3
∑
|ν1|,|ν2|.1
2−jρn
∣∣∣∣∫
Rn
Tσρj,k,ν (ν1fj,ν2gj)(x)ϕ(D/2
k0)[hj ](x) dx
∣∣∣∣
.
∑
j.1
∑
k∈(N0)3
2(k1+k2)n/2‖∆k[σ
ρ
j ]‖L2ul‖fj‖L2‖gj‖L2‖ϕ(D/2
k0)[hj ]‖L∞
.
∑
j.1
∑
k∈(N0)3
(1 + k0)2
(k1+k2)n/2‖∆k[σ
ρ
j ]‖L2ul‖f‖L2‖g‖L2‖h‖bmo
. ‖σ‖BSm,∗ρ,ρ (s;Rn)‖f‖L2‖g‖L2‖h‖bmo,
where m = −(1− ρ)n/2 and s = (ε, n/2, n/2) for any ε > 0.
Remark 6.1. The conclusion requiring the class BSm,∗ρ,ρ (s;R
n) is only in Section
6.3.2 . The conclusions in the other subsections hold for the wider class BSmρ,ρ(s;R
n).
7. Proof of Theorem 3.3
In this section we prove Theorem 3.3. To this end, we will estimate the dual forms
Ii, i = 0, 1, 2, 3, given in (5.9), (5.11), (5.15), and (5.19), by a constant times
‖σ‖BSm,∗ρ,ρ (s;Rn)‖f‖L2‖g‖bmo‖h‖L2
for m = −(1 − ρ)n/2 and s = (n/2, n/2, n/2). Then, these complete the proof of
Theorem 3.3. The basic idea of the proof here again goes back to [22].
We will again use Lemma 4.4 under the setting σν = σ
ρ
j,k,ν . Hence, from the same
reasons as stated in Section 6, we will use the lemma with R0 = 2
k0+1, Ri = 2
ki+2,
i = 1, 2, and the equivalence (6.2). Now, we shall start the proof of Theorem 3.3.
7.1. Estimate for I1. In this subsection, we consider the dual form I1 given in
(5.11). As was done in the previous subsections, we divide the sum over j as follows.
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For some sufficiently large constant L > 0,
I1 =
∑
k0∈N0
{ ∑
j≫1:
j(1−ρ)≤k0+L
+
∑
j≫1:
j(1−ρ)>k0+L
} ∑
k1,k2∈N0
∑
ν∈(Zn)2
I
(1)
j,k,ν
=: I(1,1) + I(1,2)
(7.1)
with
I
(1)
j,k,ν = 2
−jρn
∫
Rn
Tσρj,k,ν (ν1f
(1)
j ,ν2g
(1)
j )(x) hj(x) dx.
7.1.1. Estimate for I(1,1) in (7.1). The sum over ν of I(1,1) is restricted to
ν1, ν2 ∈ Λj =
{
ν ∈ Zn : |ν| . 2j(1−ρ)
}
,
because of the factors ν1f
(1)
j and ν2g
(1)
j with (5.13). Hence, I
(1,1) is rewritten by
I(1,1) =
∑
k0∈N0
∑
j: j(1−ρ)≤k0+L
∑
k1,k2∈N0
∑
ν∈Λj×Λj
I
(1)
j,k,ν .
By Lemma 4.4 (2) with p = r = 2 and q =∞, we have∣∣I(1,1)∣∣ . ∑
k0∈N0
∑
j: j(1−ρ)≤k0+L
∑
k1,k2∈N0
× 2−jρn 2j(1−ρ)n/2 2j(1−ρ)n/2 2(k1+k2)n/2‖∆k[σ
ρ
j ]‖L2ul‖f
(1)
j ‖L2‖g
(1)
j ‖L∞‖hj‖L2 .
Here, ‖f
(1)
j ‖L2 . 2
jρn/2‖f‖L2 and ‖hj‖L2 = 2
jρn/2‖h‖L2 hold. Moreover, it holds
from Lemma 2.2 (2) that
(7.2) ‖g
(1)
j ‖L∞ = ‖ψ
′
j(D)g(2
−jρ·)‖L∞ . ‖g‖BMO.
Hence, since
∑
j: j(1−ρ)≤k0+L
2j(1−ρ)n/2 . 2k0n/2, we have∣∣I(1,1)∣∣ . ‖f‖L2‖g‖BMO‖h‖L2
×
∑
k0∈N0
∑
j: j(1−ρ)≤k0+L
2j(1−ρ)n/2 sup
j∈N0
{ ∑
k1,k2∈N0
2j(1−ρ)n/2 2(k1+k2)n/2‖∆k[σ
ρ
j ]‖L2ul
}
. ‖σ‖BSm,∗ρ,ρ (s;Rn)‖f‖L2‖g‖BMO‖h‖L2 ,
where m = −(1− ρ)n/2 and s = (n/2, n/2, n/2).
7.1.2. Estimate for I(1,2) in (7.1). We follow the same lines as in Section 6.1.
We use a Littlewood–Paley partition on Rn to decompose ν1f
(1)
j as
∑
ℓν1∆ℓf
(1)
j .
Then, the sum over ν is restricted to ν1 ∈ Λ1,ℓ = {ν1 ∈ Z
n : |ν1| . 2
ℓ} and
ν2 ∈ Λ2,j = {ν2 ∈ Z
n : |ν2| . 2
j(1−ρ)} (see (6.4)), and the sum over ℓ is restricted to
ℓ ≤ j(1−ρ) (see (6.5)). Moreover, recall (6.16) and take a function ψ‡ ∈ S(Rn) such
that ψ‡ = 1 on {ζ ∈ Rn : 2−6 ≤ |ζ | ≤ 24} and suppψ‡ ⊂ {ζ ∈ Rn : 2−7 ≤ |ζ | ≤ 25}.
Then, I(1,2) can be expressed as
I(1,2) =
∑
k0∈N0
∑
j: j(1−ρ)>k0+L
∑
k1,k2∈N0
∑
ℓ: ℓ≤j(1−ρ)
∑
ν∈Λ1,ℓ×Λ2,j
× 2−jρn
∫
Rn
Tσρj,k,ν (ν1∆ℓf
(1)
j ,ν2g
(1)
j )(x)ψ
‡(D/2j(1−ρ))[hj ](x) dx.
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We shall estimate this new I(1,2). We use Lemma 4.4 (1) with p = r = 2 and
q =∞ to the sum over ν, and use the fact min(|Λ1,ℓ|, |Λ2,j|) . 2
ℓn to have∣∣I(1,2)∣∣ . ∑
k0∈N0
∑
j≫1
∑
k1,k2∈N0
∑
ℓ: ℓ≤j(1−ρ)
× 2−jρn2ℓn/2 2(k0+k1+k2)n/2‖∆k[σ
ρ
j ]‖L2ul‖∆ℓf
(1)
j ‖L2‖g
(1)
j ‖L∞‖ψ
‡(D/2j(1−ρ))[hj]‖L2 .
Here, ‖∆ℓf
(1)
j ‖L2 . 2
jρn/2‖∆ℓ+jρf‖L2 and ‖g
(1)
j ‖L∞ . ‖g‖BMO hold (see (6.8) and
(7.2), respectively). Also, ‖ψ‡(D/2j(1−ρ))[hj ]‖L2 = 2
jρn/2‖ψ‡(D/2j)h‖L2. Hence, by
denoting ψ‡(D/2j) by ∆‡j , we have∣∣I(1,2)∣∣ . ‖σ‖BSm,∗ρ,ρ (s;Rn)‖g‖BMO∑
j≫1
∑
ℓ: ℓ≤j(1−ρ)
2−j(1−ρ)n/2 2ℓn/2‖∆ℓ+jρf‖L2‖∆
‡
jh‖L2 ,
. ‖σ‖BSm,∗ρ,ρ (s;Rn)‖f‖L2‖g‖BMO‖h‖L2 ,
where m = −(1 − ρ)n/2 and s = (n/2, n/2, n/2), since the sums over j and ℓ are
identical with II in (6.11) whose factor ‖∆
(1)
j g‖L2 is replaced by ‖∆
‡
jh‖L2 and the
inequality ‖∆‡jh‖L2ℓ2j (N) . ‖h‖L2 holds.
7.2. Estimate for I2. As in the previous sections, we divide the sum of I2 defined
in (5.15) as follows. For some sufficiently large constants M > 0 and C > 0,
I2 =
∑
j≫1
∑
k∈(N0)3
∑
ν1∈Zn,
ν2∈Zn: |ν2|≤C
I
(2)
j,k,ν
+
∑
k0∈N0
∑
j≫1:
j(1−ρ)≤k0+M
∑
k1,k2∈N0
∑
ν1∈Zn,
ν2∈Zn: |ν2|>C
I
(2)
j,k,ν
+
∑
k0∈N0
∑
j≫1
j(1−ρ)>k0+M
∑
k1,k2∈N0
∑
ν1∈Zn,
ν2∈Zn: |ν2|>C
I
(2)
j,k,ν
=: I(2,1) + I(2,2) + I(2,3)
(7.3)
with
I
(2)
j,k,ν = 2
−jρn
∫
Rn
Tσρj,k,ν (ν1f
(2)
j ,ν2g
(2)
j )(x) hj(x) dx.
7.2.1. Estimate for I(2,1) in (7.3). We write Λ2 = {ν2 ∈ Z
n : |ν2| ≤ C} and observe
that min(|Zn|, |Λ2|) . 1. Then, by Lemma 4.4 (1) with p = r = 2 and q =∞∣∣I(2,1)∣∣ .∑
j≫1
∑
k∈(N0)3
2−jρn 2(k0+k1+k2)n/2‖∆k[σ
ρ
j ]‖L2ul‖f
(2)
j ‖L2‖g
(2)
j ‖L∞‖hj‖L2.
Here, we have ‖f
(2)
j ‖L2 . 2
jρn/2‖f‖L2 and ‖hj‖L2 = 2
jρn/2‖h‖L2 by (5.16), and
‖g
(2)
j ‖L∞ = ‖φ
(2)
j (D)g(2
−jρ·)‖L∞ . (1 + j)‖g‖bmo
by Lemma 2.2 (1). Hence, recalling the assumption 0 ≤ ρ < 1, we obtain∣∣I(2,1)∣∣ . ‖σ‖BSm,∗ρ,ρ (s;Rn)‖f‖L2‖g‖bmo‖h‖L2 ∑
j≫1
(1 + j) 2−j(1−ρ)n/2
. ‖σ‖BSm,∗ρ,ρ (s;Rn)‖f‖L2‖g‖bmo‖h‖L2 ,
where m = −(1− ρ)n/2 and s = (n/2, n/2, n/2).
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7.2.2. Estimate for I(2,2) in (7.3). The sum over ν is restricted to
ν1 ∈
{
ν1 ∈ Z
n : |ν1| . 2
j(1−ρ)
}
and ν2 ∈
{
ν2 ∈ Z
n : C < |ν2| . 2
j(1−ρ)
}
.
Denote by Λ2,j the set to which ν2 belongs. Then, we have by Lemma 4.4 (2) with
p = r = 2 and q =∞∣∣I(2,2)∣∣ . ∑
k0∈N0
∑
j: j(1−ρ)≤k0+M
∑
k1,k2∈N0
2−jρn 2j(1−ρ)n/2 2j(1−ρ)n/2 2(k1+k2)n/2
× ‖∆k[σ
ρ
j ]‖L2ul‖f
(2)
j ‖L2‖ν2g
(2)
j ‖ℓ2ν2(Λ2,j)L
∞‖hj‖L2.
Here, we have ‖f
(2)
j ‖L2 . 2
jρn/2‖f‖L2 and ‖hj‖L2 = 2
jρn/2‖h‖L2. Moreover, we have
(7.4) ‖ν2g
(2)
j ‖ℓ2ν2(Λ2,j )L
∞ . ‖g‖BMO.
To see this, we observe that
ν2g
(2)
j (x) = κ(D − ν2)
[
φ′j(D)g(2
−jρ·)
]
(x)
= κ(D − ν2)φ
′(D/2j(1−ρ))[g(2−jρ·)](x)
and also that κ(−ν2) = 0 for ν2 ∈ Λ2,j, since supp κ ⊂ [−1, 1]
n. Then, by Corollary
4.3 and the scaling invariance of the space BMO, we have
‖ν2g
(2)
j ‖ℓ2ν2(Λ2,j )L
∞ . ‖g(2−jρ·)‖BMO = ‖g‖BMO.
Therefore, since
∑
j: j(1−ρ)≤k0+M
2j(1−ρ)n/2 . 2k0n/2, we obtain∣∣I(2,2)∣∣ . ‖f‖L2‖g‖BMO‖h‖L2
×
∑
k0∈N0
∑
j: j(1−ρ)≤k0+M
2j(1−ρ)n/2 sup
j∈N0
{ ∑
k1,k2∈N0
2j(1−ρ)n/2 2(k1+k2)n/2‖∆k[σ
ρ
j ]‖L2ul
}
. ‖σ‖BSm,∗ρ,ρ (s;Rn)‖f‖L2‖g‖BMO‖h‖L2,
where m = −(1− ρ)n/2 and s = (n/2, n/2, n/2).
7.2.3. Estimate for I(2,3) in (7.3). The sum over ν in I(2,3) is restricted to
ν1 ∈ Λ1,j = {ν1 ∈ Z
n : |ν1| . 2
j(1−ρ)}, ν2 ∈ Λ2,j = {ν2 ∈ Z
n : C < |ν2| . 2
j(1−ρ)}.
Moreover, recalling the argument around (6.16), in the sum over j such that j(1−
ρ) > k0 +M , we have
suppF
[
Tσρj,k,ν (ν1f
(2)
j ,ν2g
(2)
j )
]
⊂
{
ζ ∈ Rn : 2j(1−ρ)−6 ≤ |ζ | ≤ 2j(1−ρ)+4
}
,
since 2j(1−ρ)−5 ≤ |ξ + η| ≤ 2j(1−ρ)+3 holds for ξ ∈ supp f̂ (2)j and η ∈ supp ĝ
(2)
j (see
(5.18)). Hence, by taking a function ψ‡ ∈ S(Rn) such that ψ‡ = 1 on {ζ ∈ Rn :
2−6 ≤ |ζ | ≤ 24} and suppψ‡ ⊂ {ζ ∈ Rn : 2−7 ≤ |ζ | ≤ 25}, we have
I(2,3) =
∑
k0∈N0
∑
j: j(1−ρ)>k0+M
∑
k1,k2∈N0
∑
ν∈Λ1,j×Λ2,j
× 2−jρn
∫
Rn
Tσρj,k,ν(ν1f
(2)
j ,ν2g
(2)
j )(x)ψ
‡(D/2j(1−ρ))[hj](x) dx.
BILINEAR PSEUDO-DIFFERENTIAL OPERATORS 29
Now, we shall estimate the rewritten I(2,3) above. Using Lemma 4.4 with p = r = 2
and q =∞ and recalling the estimate (7.4), we have∣∣I(2,3)∣∣ . ∑
k0∈N0
∑
j≫1
∑
k1,k2∈N0
2−jρn 2j(1−ρ)n/2 2(k0+k1+k2)n/2
× ‖∆k[σ
ρ
j ]‖L2ul‖f
(2)
j ‖L2‖ν2g
(2)
j ‖ℓ2ν2 (Λ2,j)L
∞‖ψ‡(D/2j(1−ρ))[hj]‖L2
. ‖σ‖BSm,∗ρ,ρ (s;Rn)‖g‖BMO
∑
j≫1
‖ψ′′j (D)f‖L2‖ψ
‡(D/2j)h‖L2
. ‖σ‖BSm,∗ρ,ρ (s;Rn)‖f‖L2‖g‖BMO‖h‖L2,
where m = −(1− ρ)n/2 and s = (n/2, n/2, n/2).
7.3. Estimate for I3. As in Section 6.3, we split the sum into two parts and slightly
change the way to sum over ν. For some sufficiently large N > 0,
I3 =
∑
k0∈N0
∑
j≫1:
j(1−ρ)≤k0+N
∑
k1,k2∈N0
∑
ν∈(Zn)2
I
(3)
j,k,ν
+
∑
k0∈N0
∑
j≫1:
j(1−ρ)>k0+N
∑
k1,k2∈N0
∑
τ∈Zn
∑
ν1∈Zn:
ν1+ν2=τ
I
(3)
j,k,ν
=: I(3,1) + I(3,2)
(7.5)
with
I
(3)
j,k,ν = 2
−jρn
∫
Rn
Tσρj,k,ν (ν1f
(3)
j ,ν2g
(3)
j )(x) hj(x) dx.
7.3.1. Estimate of I(3,1) in (7.5). The sum over ν is restricted to ν1, ν2 ∈ {ν ∈ Z
n :
|ν| . 2j(1−ρ)}. Then, by Lemma 4.4 (2) with p = r = 2 and q =∞, we have∣∣I(3,1)∣∣ . ∑
k0∈N0
∑
j: j(1−ρ)≤k0+N
∑
k1,k2∈N0
× 2−jρn 2j(1−ρ)n/2 2j(1−ρ)n/2 2(k1+k2)n/2‖∆k[σ
ρ
j ]‖L2ul‖f
(3)
j ‖L2‖g
(3)
j ‖L∞‖hj‖L2 .
Hence, since ‖g
(3)
j ‖L∞ . ‖g‖BMO from Lemma 2.2 (2), we obtain∣∣I(3,1)∣∣ . ‖f‖L2‖g‖BMO‖h‖L2
×
∑
k0∈N0
∑
j: j(1−ρ)≤k0+N
2j(1−ρ)n/2 sup
j∈N0
{ ∑
k1,k2∈N0
2j(1−ρ)n/2 2(k1+k2)n/2‖∆k[σ
ρ
j ]‖L2ul
}
. ‖σ‖BSm,∗ρ,ρ (s;Rn)‖f‖L2‖g‖BMO‖h‖L2,
where m = −(1− ρ)n/2 and s = (n/2, n/2, n/2).
7.3.2. Estimate of I(3,2) in (7.5). Let {ψℓ}ℓ∈N0 be the Littlewood–Paley partition of
unity on Rn. Then, it holds that∑
ℓ∈N0
ψℓ(ζ/2
k0) = 1, ζ ∈ Rn, k0 ∈ N0.
By using this, we further decompose I(3,2) as follows:
I(3,2) =
∑
k0∈N0
∑
j: j(1−ρ)>k0+N
∑
k1,k2∈N0
∑
ℓ∈N0
∑
τ∈Zn
∑
ν1: ν1+ν2=τ
I
(3)
j,k,ℓ,ν
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with
I
(3)
j,k,ℓ,ν = 2
−jρn
∫
Rn
Tσρj,k,ν(ν1f
(3)
j ,ν2g
(3)
j )(x)ψℓ(D/2
k0)[hj ](x) dx.
As in the previous sections, observe that
suppF
[
Tσρj,k,ν (ν1f
(3)
j ,ν2g
(3)
j )
]
⊂
{
ζ ∈ Rn : |ζ − τ | . 2k0
}
and take a function ϕ ∈ S(Rn) such that ϕ = 1 on {ζ ∈ Rn : |ζ | . 1}. Then, I(3)j,k,ℓ,ν
can be rewritten as
(7.6)
I
(3)
j,k,ℓ,ν = 2
−jρn
∫
Rn
Tσρj,k,ν (ν1f
(3)
j ,ν2g
(3)
j )(x)ϕ
(
D + τ
2k0
)
ψℓ(D/2
k0)[hj ](x) dx.
We next investigate restrictions of ℓ and τ by considering the multipliers operated
to hj. Observe that |ν1|, |ν2| . 2
j(1−ρ) with ν2 = τ−ν1. Then, since j(1−ρ) > k0+N ,
suppϕ
(
·+ τ
2k0
)
⊂
{
ζ ∈ Rn : |ζ + τ | . 2k0
}
(7.7)
⊂
{
ζ ∈ Rn : |ζ | . 2j(1−ρ)
}
.(7.8)
Furthermore,
suppψ0(·/2
k0) ⊂
{
ζ ∈ Rn : |ζ | ≤ 2k0+1
}
, if ℓ = 0,
suppψℓ(·/2
k0) ⊂
{
ζ ∈ Rn : 2k0+ℓ−1 ≤ |ζ | ≤ 2k0+ℓ+1
}
, if ℓ ≥ 1.
(7.9)
From (7.8) and (7.9), the sum over ℓ is restricted to
ℓ ∈ Ωj,k0 = {ℓ ∈ N0 : ℓ ≤ j(1− ρ)− k0 + C}
with a suitable constant C > 0 depending on dimensions. From (7.7) and (7.9), the
sum over τ is restricted to
τ ∈ Λk0,ℓ =
{
τ ∈ Zn : |τ | . 2k0+ℓ
}
.
Therefore, with I
(3)
j,k,ℓ,ν newly given in (7.6), I
(3,2) can be rewritten by
I(3,2) =
∑
k0∈N0
∑
j: j(1−ρ)>k0+N
∑
k1,k2∈N0
∑
ℓ∈Ωj,k0
∑
τ∈Λk0,ℓ
∑
ν1: ν1+ν2=τ
I
(3)
j,k,ℓ,ν.
We shall estimate this new I(3,2). By Lemma 4.4 (3) with p = r = 2 and q =∞∣∣I(3,2)∣∣ . ∑
k0∈N0
∑
j: j(1−ρ)>k0+N
∑
k1,k2∈N0
∑
ℓ∈Ωj,k0
2−jρn 2(k0+ℓ)n/2 2(k1+k2)n/2
× ‖∆k[σ
ρ
j ]‖L2ul‖f
(3)
j ‖L2‖g
(3)
j ‖L∞
∥∥∥∥ϕ(D + τ2k0
)
ψℓ(D/2
k0)[hj]
∥∥∥∥
ℓ2τ (Λk0,ℓ)L
2
.
Here, ‖g
(3)
j ‖L∞ . ‖g‖BMO hold from Lemma 2.2 (2). Moreover, we have by Lemma
4.2 (1) and changes of variable∥∥∥∥ϕ(D + τ2k0
)
ψℓ(D/2
k0)[hj]
∥∥∥∥
ℓ2τ (Z
n)L2
. 2k0n/2‖ψℓ(D/2
k0)[hj ]‖L2
= 2k0n/2 2jρn/2‖ψℓ(D/2
k0+jρ)h‖L2.
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Hence, by denoting the operators ψ′′j (D) by ∆
′′
j and ψℓ(D/2
k0+jρ) by ∆ℓ+k0+jρ,∣∣I(3,2)∣∣ . ∑
k0∈N0
∑
j: j(1−ρ)>k0+N
∑
k1,k2∈N0
∑
ℓ∈Ωj,k0
2(k0+ℓ)n/2 2(k0+k1+k2)n/2
× ‖∆k[σ
ρ
j ]‖L2ul‖∆
′′
jf‖L2‖g‖BMO‖∆ℓ+k0+jρh‖L2
≤ ‖g‖BMO
∑
k0∈N0
sup
j∈N0
{ ∑
k1,k2∈N0
2j(1−ρ)n/2 2(k0+k1+k2)n/2‖∆k[σ
ρ
j ]‖L2ul
}
×
∑
j: j(1−ρ)>k0+N
∑
ℓ∈Ωj,k0
2(k0+ℓ)n/2 2−j(1−ρ)n/2‖∆′′j f‖L2‖∆ℓ+k0+jρh‖L2
≤ ‖σ‖BSm,∗ρ,ρ (s;Rn)‖g‖BMO sup
k0∈N0
IIIk0
(7.10)
with
IIIk0 =
∑
j: j(1−ρ)>k0+N
∑
ℓ∈Ωj,k0
2(k0+ℓ)n/2 2−j(1−ρ)n/2‖∆′′j f‖L2‖∆ℓ+k0+jρh‖L2 .
We shall estimate IIIk0 and prove that this is bounded by a constant times
‖f‖L2‖h‖L2 for all k0 ∈ N0. The way to estimate IIIk0 is almost the same as was
done to have (6.12). We divide IIIk0 into the two parts ℓ = 0 and ℓ ≥ 1. That is,
(7.11) IIIk0 = III
ℓ=0
k0 + III
ℓ≥1
k0
with
IIIℓ=0k0 =
∑
j: j(1−ρ)>k0+N
2k0n/2 2−j(1−ρ)n/2‖∆′′jf‖L2‖ψ0(D/2
k0+jρ)h‖L2 ,
IIIℓ≥1k0 =
∑
j: j(1−ρ)>k0+N
∑
ℓ∈N∩Ωj,k0
2(k0+ℓ)n/2 2−j(1−ρ)n/2‖∆′′j f‖L2‖ψℓ(D/2
k0+jρ)h‖L2.
For the first sum IIIℓ=0k0 , we have
(7.12) IIIℓ=0k0 . ‖f‖L2‖h‖L2
∑
j: j(1−ρ)>k0+N
2k0n/2 2−j(1−ρ)n/2 . ‖f‖L2‖h‖L2 .
We next consider the second sum IIIℓ≥1k0 . We take a function ψ
† ∈ S(Rn) such that
ψ† = 1 on {ξ ∈ Rn : 1/4 ≤ |ξ| ≤ 4} and suppψ† ⊂ {ξ ∈ Rn : 1/8 ≤ |ξ| ≤ 8}. Then,
by writing as ∆†ℓ+k0+[jρ] = ψ
†(D/2ℓ+k0+[jρ]), we have
‖ψℓ(D/2
k0+jρ)h‖L2 = ‖∆
†
ℓ+k0+[jρ]
ψℓ(D/2
k0+jρ)h‖L2 .
∥∥∆†ℓ+k0+[jρ]h∥∥L2 .
From this and the fact 2jρ ≈ 2[jρ], it holds that
IIIℓ≥1k0 .
∑
j: j(1−ρ)>k0+N
∑
ℓ: 1≤ℓ≤j(1−ρ)−k0+C
2(ℓ+k0+[jρ])n/2 2−jn/2‖∆′′jf‖L2‖∆
†
ℓ+k0+[jρ]
h‖L2 .
Changing the sum of ℓ as ℓ + k0 + [jρ] 7→ ℓ
′, we have by Lemma 2.1
(7.13) IIIℓ≥1k0 .
∑
j≥1
∑
ℓ′: 1≤ℓ′≤j+C
2ℓ
′n/2 2−jn/2‖∆′′jf‖L2‖∆
†
ℓ′h‖L2 . ‖f‖L2‖h‖L2 .
Lastly, collecting (7.10), (7.11), (7.12), and (7.13), we obtain that∣∣I(3,2)∣∣ . ‖σ‖BSm,∗ρ,ρ (s;Rn)‖f‖L2‖g‖BMO‖h‖L2 ,
where m = −(1− ρ)n/2 and s = (n/2, n/2, n/2).
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7.4. Estimate for I0. In this section, we consider I0 in (5.9). Considering ν1fj
and ν1gj , we see from (5.10) that ν1, ν2 ∈ Z
n satisfy that |ν1|, |ν2| . 1, since j . 1.
Hence, we have by Lemma 4.4 (2) with p = r = 2, r =∞ and Lemma 2.2 (1),
|I0| ≤
∑
j.1
∑
k∈(N0)3
∑
|ν1|,|ν2|.1
2−jρn
∣∣∣∣∫
Rn
Tσρj,k,ν (ν1fj ,ν2gj)(x) hj(x) dx
∣∣∣∣
.
∑
j.1
∑
k∈(N0)3
2−jρn 2(k1+k2)n/2‖∆k[σ
ρ
j ]‖L2ul‖fj‖L2‖gj‖L∞‖hj‖L2
. ‖σ‖BSm,∗ρ,ρ (s;Rn)‖f‖L2‖g‖bmo‖h‖L2,
where m = −(1− ρ)n/2 and s = (0, n/2, n/2).
8. Sharpness of Theorem 1.1
In this section, we consider the sharpness of the conditions of the order m and
the smoothness s = (s0, s1, s2) stated in Theorem 1.1.
8.1. Sharpness of the order m. In this subsection, we show the following.
Proposition 8.1. Let 0 ≤ ρ < 1, m ∈ R, s = (s0, s1, s2) ∈ [0,∞)
3, and 1 ≤ r ≤
2 ≤ p, q ≤ ∞ satisfy 1/p + 1/q = 1/r. If all bilinear pseudo-differential operators
with symbols in BSmρ,ρ(s;R
n) are bounded from Lp×Lq to Lr, then m ≤ −(1−ρ)n/2.
This is immediately obtained by the fact that BSmρ,ρ(R
n) ⊂ BSmρ,ρ(s;R
n), s ∈
[0,∞)3, from Lemma 3.5 and the following theorem proved by Miyachi–Tomita [20,
Theorem A.2].
Theorem 8.2. Let 0 ≤ ρ < 1, m ∈ R, and 1 ≤ r ≤ 2 ≤ p, q ≤ ∞ satisfy 1/p +
1/q = 1/r. If all bilinear pseudo-differential operators with symbols in BSmρ,ρ(R
n)
are bounded from Lp × Lq to Lr, then m ≤ −(1− ρ)n/2.
8.2. Sharpness of the smoothness s1 and s2. In this subsection, we show the
following. The idea of the proof comes from Miyachi–Tomita [21, Section 7].
Proposition 8.3. Let 0 ≤ ρ < 1, m ∈ R, s = (s0, s1, s2) ∈ (0,∞)
3, and 1 ≤
p, q, r ≤ ∞ satisfy 1/p+ 1/q = 1/r. Suppose that the inequality
(8.1) ‖Tσ(f, g)‖Lr . ‖σ‖BSmρ,ρ(s;Rn)‖f‖Lp‖g‖Lq
holds for all σ ∈ BSmρ,ρ(s;R
n) and f, g ∈ S(Rn). Then, s1, s2 ≥ n/2.
We will use the following fact. See, e.g., [25, Proposition 1.1 (i)].
Lemma 8.4. Let 1 ≤ p, q ≤ ∞ and s > 0. Then, we have
‖f(λ·)‖Bsp,q(Rn) . λ
−n/pmax(1, λs)‖f‖Bsp,q(Rn), λ > 0.
Proof of Proposition 8.3. It suffices to prove s1 ≥ n/2. Let u, v ∈ S(R
n) satisfy that
supp û ⊂ {ξ ∈ Rn : |ξ| ≤ 1},
supp v̂ ⊂ {η ∈ Rn : 9/10 ≤ |η| ≤ 11/10},
v̂ = 1 on {η ∈ Rn : 19/20 ≤ |η| ≤ 21/20},
and put for ε > 0
σ(x, ξ, η) = σ(ξ, η) = û(ξ/ε) v̂(η),
f̂(ξ) = εn/p−n û(ξ/ε), ĝ(ξ) = εn/q−n û
(
(η − e1)/ε
)
,
(8.2)
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where e1 = (1, 0, . . . , 0) ∈ R
n. Then,
(8.3) ‖Tσ(f, g)‖Lr ≈ 1, ‖f‖Lp ≈ 1, and ‖g‖Lq ≈ 1
for a sufficiently small ε > 0. In fact, since v̂ = 1 on the support of û((· − e1)/ε) by
choosing a suitably small ε > 0, we have
Tσ(f, g)(x) = ε
n/p
(
u ∗ u
)
(εx) εn/qeix1u(εx),
where x = (x1, . . . , xn) ∈ R
n. Hence, ‖Tσ(f, g)‖Lr ≈ 1, since 1/p + 1/q = 1/r. The
second and third equivalences are obvious.
Next, we let a function Ψ0 ∈ S(R
n×Rn) satisfy that for a sufficiently small δ > 0
suppΨ0 ⊂
{
(ξ, η) ∈ Rn × Rn : |(ξ, η)| ≤ 21/2+δ
}
,
Ψ0 = 1 on
{
(ξ, η) ∈ Rn × Rn : |(ξ, η)| ≤ 21/2−δ
}
.
We put Ψ = Ψ0 −Ψ0(2·, 2·) and Ψj = Ψ(·/2
j, ·/2j), j ∈ N. Then, we have
suppΨ ⊂
{
(ξ, η) ∈ Rn × Rn : 2−1/2−δ ≤ |(ξ, η)| ≤ 21/2+δ
}
,
Ψ = 1 on
{
(ξ, η) ∈ Rn × Rn : 2−1/2+δ ≤ |(ξ, η)| ≤ 21/2−δ
}
,
and
∑
j∈N0
Ψj = 1 on R
n × Rn. This {Ψj}j∈N0 is a Littlewood–Paley partition of
unity on Rn×Rn. Now, observe that supp σ ⊂ {(ξ, η) ∈ Rn×Rn : |(ξ, η)| ≤ 21/2−δ},
choosing ε > 0 and δ > 0 suitably. Then, we see that
σρj (ξ, η) = σ(2
jρξ, 2jρη)Ψj(2
jρξ, 2jρη) =
{
σ, if j = 0,
0, if j 6= 0.
Moreover, since the symbol σ is independent of x, we have
∆k[σ
ρ
j ](x, ξ, η) =
{
ψk1(Dξ)ψk2(Dη)[σ
ρ
j ](ξ, η), if k0 = 0,
0, if k0 6= 0.
These two facts mean that
‖σ‖BSmρ,ρ(s;Rn) =
∑
k1,k2∈N0
2s1k1+s2k2‖ψk1(Dξ)ψk2(Dη)σ(ξ, η)‖L2ul((Rn)2).
Therefore, from the embedding L2 →֒ L2ul and Lemma 8.4, we obtain
‖σ‖BSmρ,ρ(s;Rn) ≤
∑
k1,k2∈N0
2s1k1+s2k2‖ψk1(Dξ)ψk2(Dη)σ(ξ, η)‖L2((Rn)2),
= ‖û(·/ε)‖Bs12,1(Rn) ‖v̂‖B
s2
2,1(R
n) . ε
n/2−s1
(8.4)
for ε > 0 sufficiently small.
Test (8.2) to the assumption (8.1). Then, by (8.3) and (8.4), we have εn/2−s1 & 1
for ε > 0 sufficiently small. This means that s1 ≥ n/2. 
8.3. Sharpness of the smoothness s0. In this subsection, we show the following.
Proposition 8.5. Let 0 ≤ ρ < 1, m = −(1 − ρ)n/2, s = (s0, s1, s2) ∈ (0,∞)
3, and
1 ≤ p, q, r ≤ ∞ satisfy 1/p+ 1/q = 1/r. Suppose that the inequality
(8.5) ‖Tσ(f, g)‖Lr . ‖σ‖BSmρ,ρ(s;Rn)‖f‖Lp‖g‖Lq
holds for all σ ∈ BSmρ,ρ(s;R
n) and f, g ∈ S(Rn). Then, s0 ≥ n/2.
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To prove this, we employ a strategy by Miyachi–Tomita [20, Appendix A]. Define
‖σ‖BSm,†ρ,ρ (s;Rn) = sup
j∈N0,k∈(N0)3
2−jm+k·s
∥∥∆k[σρj ]∥∥L∞((Rn)3),
with the same notations as in Definition 3.1. Then, we have the following.
Lemma 8.6. Let 0 < ρ < 1, m ∈ R, s = (s0, s1, s2) ∈ (0,∞)
3, and 1 ≤ p, q, r ≤ ∞
satisfy 1/p+ 1/q = 1/r. Suppose that the inequality
(8.6) ‖Tς(f, g)‖Lr . ‖ς‖BSm,†ρ,ρ (s;Rn)‖f‖Lp‖g‖Lq
holds for all ς ∈ BSm,†ρ,ρ (s;R
n) and f, g ∈ S(Rn). Then, the inequality
‖Tσ(f, g)‖Lr . ‖σ‖BSm′,†0,0 (s;Rn)
‖f‖Lp‖g‖Lq
holds for all σ ∈ BSm
′,†
0,0 (s;R
n) with m′ < m/(1− ρ) and f, g ∈ S(Rn).
To prove this, we will use the following lemma given by Sugimoto [25].
Lemma 8.7. Let {ψk}k∈N0 be the Littlewood–Paley partition of unity on R
n.
(1) Let (s1, s2) ∈ (0,∞)
2. Then,
sup
k1,k2∈N0
2s1k1+s2k2 ‖ψk1(Dξ)ψk2(Dη)[f1f2](ξ, η)‖L∞((Rn)2)
.
∏
i=1,2
sup
k1,k2∈N0
2s1k1+s2k2 ‖ψk1(Dξ)ψk2(Dη)[fi](ξ, η)‖L∞((Rn)2) .
(2) Let s = (s0, s1, s2) ∈ (0,∞)
3. Then,
sup
k∈(N0)3
2k·s ‖∆k[f(λ0·, λ1·, λ2·)]‖L∞((Rn)3)
. max(1, λs00 )max(1, λ
s1
1 )max(1, λ
s2
2 ) sup
k∈(N0)3
2k·s ‖∆kf‖L∞((Rn)3)
for λ0, λ1, λ2 ∈ (0,∞).
The assertion (1) was stated in [25, Theorem 1.4]. See also [27, Theorem and
Remark 1 in Section 2.8.2]. The two variables version of the assertion (2) was
mentioned in [25, Proposition 1.1]. Following the same lines as there, one can show
the assertion (2) for the three variables. Therefore, we omit these proofs.
Proof of Lemma 8.6. Assume σ ∈ BSm
′,†
0,0 (s;R
n) with m′ < m/(1−ρ). Let {Ψℓ}ℓ∈N0
be a Littlewood–Paley partition of unity on (Rn)2. Then,
(8.7) σ(x, ξ, η) =
∑
ℓ∈N0
σ(x, ξ, η)Ψℓ(ξ, η) =
∑
ℓ∈N0
σℓ(x, ξ, η)
with σℓ(x, ξ, η) = σ(x, ξ, η)Ψℓ(ξ, η). For simplicity, we write ̺ =
ρ
1−ρ
for 0 < ρ < 1.
We have by changes of variables
Tσℓ(f, g)(x)
=
1
(2π)2n
∫
(Rn)2
ei2
−ℓ̺x·(ξ+η)σℓ(x, 2
−ℓ̺ξ, 2−ℓ̺η)f̂(2ℓ̺·)(ξ)ĝ(2ℓ̺·)(η) dξdη
= Tςℓ(fℓ, gℓ)(2
−ℓ̺x)
(8.8)
with
ςℓ = σℓ(2
ℓ̺·, 2−ℓ̺·, 2−ℓ̺·), fℓ = f(2
ℓ̺·), and gℓ = g(2
ℓ̺·).
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Then, ςℓ ∈ BS
m,†
ρ,ρ (s;R
n), and more precisely, the inequality
(8.9) ‖ςℓ‖BSm,†ρ,ρ (s;Rn) . 2
ℓ(m′−m/(1−ρ))‖σ‖
BSm
′,†
0,0 (s;R
n)
holds for any ℓ ∈ N0. We shall prove (8.9). Since
supp ςℓ ⊂
{
(ξ, η) ∈ Rn × Rn : 2ℓ/(1−ρ)−1 ≤ |(ξ, η)| ≤ 2ℓ/(1−ρ)+1
}
,
recalling the notation of (ςℓ)
ρ
j :
(ςℓ)
ρ
j (x, ξ, η) = ςℓ(2
−jρx, 2jρξ, 2jρη) Ψj(2
jρξ, 2jρη),
we see that j must be in the set
Ωℓ =
{
j ∈ N0 : max
(
0,
ℓ
1− ρ
− 2
)
≤ j ≤
ℓ
1− ρ
+ 2
}
(otherwise, (ςℓ)
ρ
j vanishes). Then, we have
(8.10) ‖ςℓ‖BSm,†ρ,ρ (s;Rn) ≈ 2
−ℓm/(1−ρ) sup
j∈Ωℓ
sup
k∈(N0)3
2k·s
∥∥∆k [(ςℓ)ρj]∥∥L∞
for ℓ ∈ N0. Here, since
∆k
[
(ςℓ)
ρ
j
]
= ψk1(Dξ)ψk2(Dη)
[
ψk0(Dx)
[
ςℓ(2
−jρx, 2jρξ, 2jρη)
]
×Ψj(2
jρξ, 2jρη)
]
,
it holds from Lemma 8.7 (1) that
(8.11) sup
k∈(N0)3
2k·s
∥∥∆k [(ςℓ)ρj]∥∥L∞ . sup
k∈(N0)3
2k·s
∥∥∆k[ςℓ(2−jρ·, 2jρ·, 2jρ·)]∥∥L∞
for j ∈ N0, where we used the fact that
sup
k1,k2∈N0
2s1k1+s2k2
∥∥ψk1(Dξ)ψk2(Dη) [Ψj(2jρ·, 2jρ·)]∥∥L∞ . 1
holds with the implicit constant independent of j ∈ N0. Moreover, since
ςℓ(2
−jρ·, 2jρ·, 2jρ·) = σℓ(2
ℓ̺−jρ·, 2−(ℓ̺−jρ)·, 2−(ℓ̺−jρ)·)
and 2ℓ̺−jρ ≈ 1 for j ∈ Ωℓ, we have by Lemma 8.7 (2)
(8.12)
sup
k∈(N0)3
2k·s
∥∥∆k[ςℓ(2−jρ·, 2jρ·, 2jρ·)]∥∥L∞ . sup
k∈(N0)3
2k·s
∥∥∆k[σℓ]∥∥L∞ , j ∈ Ωℓ.
Collecting (8.10), (8.11), and (8.12), we obtain
‖ςℓ‖BSm,†ρ,ρ (s;Rn) . 2
−ℓm/(1−ρ) sup
k∈(N0)3
2k·s
∥∥∆k[σℓ]∥∥L∞
≤ 2−ℓm/(1−ρ) 2ℓm
′
‖σ‖
BSm
′,†
0,0 (s;R
n)
,
since σℓ = σ
0
ℓ . This is the desired inequality (8.9).
Therefore, we have by (8.7), (8.8), (8.6), and (8.9)
‖Tσ(f, g)‖Lr ≤
∑
ℓ∈N0
‖Tσℓ(f, g)‖Lr =
∑
ℓ∈N0
2ℓ̺n/r‖Tςℓ(fℓ, gℓ)‖Lr
.
∑
ℓ∈N0
2ℓ̺n/r‖ςℓ‖BSm,†ρ,ρ (s;Rn)‖fℓ‖Lp‖gℓ‖Lq
.
∑
ℓ∈N0
2ℓ(m
′−m/(1−ρ)) ‖σ‖
BSm
′,†
0,0 (s;R
n)
‖f‖Lp‖g‖Lq
≈ ‖σ‖
BSm
′,†
0,0 (s;R
n)
‖f‖Lp‖g‖Lq ,
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since 1/p+ 1/q = 1/r and m′ < m/(1− ρ). This completes the proof. 
We also use the following lemma proved byWainger [28, Theorem 10] and Miyachi–
Tomita [20, Lemma 6.1].
Lemma 8.8. Let 1 ≤ p ≤ ∞, 0 < a < 1, 0 < b < n and ϕ ∈ S(Rn). For t > 0, put
fa,b,t(x) =
∑
k∈Zn\{0}
e−t|k||k|−bei|k|
a
eik·xϕ(x).
Then, if b > n(1− a/2− 1/p+ a/p), we have supt>0 ‖fa,b,t‖Lp(Rn) <∞.
By using this lemma, we shall show the following. See also [15, Proposition 7.3].
Lemma 8.9. Let m ≥ −n, s = (s0, s1, s2) ∈ [0,∞)
3, and 1 ≤ p, q, r ≤ ∞. Suppose
that
(8.13) ‖Tσ(f, g)‖Lr . ‖σ‖BSm,†0,0 (s;Rn)
‖f‖Lp‖g‖Lq
holds for all σ ∈ BSm,†0,0 (s;R
n) and f, g ∈ S(Rn). Then, s0 ≥ m+ n.
Proof. In this proof, we will use nonnegative functions ϕ, ϕ˜ ∈ S(Rn) satisfying that
suppϕ ⊂ [−1/4, 1/4]n, ϕ˜ = 1 on [−1/4, 1/4]n, and supp ϕ˜ ⊂ [−1/2, 1/2]n. Define
σa1,a2(x, ξ, η) = ϕ(x)e
−ix·(ξ+η)
×
∑
k,ℓ∈Zn\{0}
(1 + |k|+ |ℓ|)m−s0e−i|k|
a1e−i|ℓ|
a2ϕ(ξ − k)ϕ(η − ℓ),
fa1,b1,t(x) =
∑
ν∈Zn\{0}
e−t|ν||ν|−b1ei|ν|
a1eiν·xF−1ϕ˜(x),
ga2,b2,t(x) =
∑
µ∈Zn\{0}
e−t|µ||µ|−b2ei|µ|
a2
eiµ·xF−1ϕ˜(x),
where t > 0, 0 < a1, a2 < 1, b1 = n(1 − a1/2 − 1/p + a1/p) + ε1, and b2 =
n(1 − a2/2 − 1/q + a2/q) + ε2, with ε1, ε2 > 0. Note that fa1,b1,t, ga2,b2,t ∈ S(R
n),
thanks to the exponential decay factors.
For these functions, the following hold:
‖σa1,a2‖BSm,†0,0 (s;Rn)
. 1,
sup
t>0
‖fa1,b1,t‖Lp(Rn) . 1, sup
t>0
‖ga2,b2,t‖Lq(Rn) . 1.
(8.14)
The second and third inequalities follow from Lemma 8.8. We shall consider the first
inequality. We write Ni = [si] + 1, i = 0, 1, 2 and recall the notation σ
0
j (x, ξ, η) =
σ(x, ξ, η)Ψj(ξ, η) for ρ = 0. Then, observing that∣∣∣∂αx ∂βξ ∂γησa1,a2(x, ξ, η)∣∣∣ . (1 + |ξ|+ |η|)|α|+m−s0,
and that 1 + |ξ|+ |η| ≈ 2j on the support of Ψj, we realize that∣∣∣∂αx ∂βξ ∂γη (σa1,a2)0j (x, ξ, η)∣∣∣ . 2j(|α|+m−s0).
Hence, as in the proof of Lemma 3.5, applying the Taylor expansion (see the argu-
ment around (3.1)) to ∆k[(σa1,a2)
0
j ], we have
(8.15)
∥∥∆k [(σa1,a2)0j]∥∥L∞ . 2−k0N0−k1N1−k2N2 2j(N0+m−s0)
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for j ≥ 0 and k ∈ (N0)
3. On the other hand, in the derivation of (3.1), by avoiding
the Taylor expansion with respect to the x-variable, we have
∆kσ(x, ξ, η)
= 2n(k0+k1+k2)
∑
|β|=N1
1
β!
∑
|γ|=N2
1
γ!
∫
(Rn)3
ψˇ(2k0x′) ψˇ(2k1ξ′)(−ξ′)β ψˇ(2k2η′)(−η′)γ
×
∫
[0,1]2
( ∏
i=1,2
Ni(1− ti)
Ni−1
)(
∂βξ ∂
γ
ησ
)
(x− x′, ξ − t1ξ
′, η − t2η
′) dTdX ′,
where dT = dt1dt2 and dX
′ = dx′dξ′dη′. Then, we have by the same lines as above
(8.16)
∥∥∆k [(σa1,a2)0j]∥∥L∞ . 2−k1N1−k2N2 2j(m−s0)
for j ≥ 0 and k ∈ (N0)
3. Take 0 < θ < 1 such that N0θ = s0. By (8.15) and (8.16)∥∥∆k [(σa1,a2)0j]∥∥L∞ = ∥∥∆k [(σa1,a2)0j]∥∥θL∞ ∥∥∆k [(σa1,a2)0j]∥∥1−θL∞
. 2−k0s0 2−k1N1−k2N2 2jm.
Therefore, we obtain the first inequality in (8.14).
We next investigate the left hand side of (8.13). Observe that suppϕ(· − k) ∩
supp ϕ˜(· − k′) = ∅ if k 6= k′, and ϕ˜ = 1 on suppϕ. Then,
Tσa1,a2 (fa1,b1,t, ga2,b2,t)(x) =
‖ϕ‖2L1
(2π)2n
ϕ(x)
∑
k,ℓ
e−t(|k|+|ℓ|)(1 + |k|+ |ℓ|)m−s0|k|−b1 |ℓ|−b2.
Taking the Lr norm of both sides, we have
‖Tσa1,a2 (fa1,b1,t, ga2,b2,t)‖Lr &
∑
k∈Zn\{0}
∑
ℓ: 0<|ℓ|≤|k|
e−2t|k|(1 + |k|)m−s0|k|−b1 |k|−b2
≈
∑
k∈Zn\{0}
e−2t|k|(1 + |k|)m−s0−b1−b2+n.
(8.17)
Collecting (8.13), (8.14), and (8.17), we obtain∑
k∈Zn\{0}
e−2t|k|(1 + |k|)m−s0−b1−b2+n . 1
with the implicit constant independent of t. Thus, we have by the Fatou lemma∑
k∈Zn\{0}
(1 + |k|)m−s0−b1−b2+n . 1.
This yields m− s0 − b1 − b2 + n < −n, which is identical with
s0 > m+ 2n− n
(
1−
a1
2
−
1
p
+
a1
p
)
− n
(
1−
a2
2
−
1
q
+
a2
q
)
− ε1 − ε2.
Since 0 < ai < 1 and εi > 0, i = 1, 2, are arbitrary, if we take the limits as ai → 1
and εi → 0, we obtain the condition s0 ≥ m+ n, which gives the desired result. 
Proof of Proposition 8.5. We first observe that BSm,†ρ,ρ (sε;R
n) ⊂ BSmρ,ρ(s;R
n) holds
with sε = (s0 + ε, s1 + ε, s2 + ε) for any ε > 0. Now, we first consider the case
0 < ρ < 1. In this case, we have by (8.5) and the inclusion relation above
‖Tσ(f, g)‖Lr . ‖σ‖BS−(1−ρ)n/2,†ρ,ρ (sε;Rn)‖f‖L
p‖g‖Lq ,
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and then, by Lemma 8.6
‖Tσ(f, g)‖Lr . ‖σ‖BS−n/2−δ,†0,0 (sε;Rn)
‖f‖Lp‖g‖Lq
for any δ > 0. Thus, we conclude by Lemma 8.9 that s0 + ε ≥ n/2− δ. Since ε > 0
and δ > 0 are both arbitrary, if we take the limits as ε → 0 and δ → 0, we obtain
s0 ≥ n/2, which is the desired result for the case 0 < ρ < 1. The case ρ = 0 is
similarly proved by the embedding above, Lemma 8.9, and a limit argument. 
Appendix A. Existence of decomposition
In this appendix, we determine functions used to decompose symbols in Section
5. Let φ ∈ S(Rn) satisfy that supp φ ⊂ {ξ ∈ Rn : |ξ| ≤ 2} and φ = 1 for |ξ| ≤ 1. For
k ∈ Z, we write φk = φ(·/2
k). Then, we see that supp φk ⊂ {ξ ∈ R
n : |ξ| ≤ 2k+1}
and supp (1− φk) ⊂ {ξ ∈ R
n : |ξ| ≥ 2k} for k ∈ Z, since φk = 1 for |ξ| ≤ 2
k.
Let {Ψj}j∈N0 be a Littlewood–Paley partition on (R
n)2. Then, for j ≥ 1, Ψj can
be expressed into the following form:
Ψj(ξ, η) = Ψj(ξ, η)φj+1(ξ)φj+1(η)
× {φj−6(ξ) + (1− φj−6(ξ))} {φj−6(η) + (1− φj−6(η))} .
Since φj φj′ = φj′ if j > j
′ and φj−6(ξ)φj−6(η) vanishes on suppΨj, j ≥ 1, we have
Ψj(ξ, η) = Ψj(ξ, η)φj−6(ξ)φj+1(η)(1− φj−6(η))
+ Ψj(ξ, η)φj+1(ξ)(1− φj−6(ξ))φj−6(η)
+ Ψj(ξ, η)φj+1(ξ)(1− φj−6(ξ))φj+1(η)(1− φj−6(η)).
We further decompose the first factor above as follows:
Ψj(ξ, η)φj−6(ξ)φj+1(η)(1− φj−6(η)) {φj−4(η) + (1− φj−4(η))} .
Then, this is equal to Ψj(ξ, η)φj−6(ξ)φj+1(η)(1−φj−4(η)), since φj−6(ξ)φj−4(η) van-
ishes on suppΨj , j ≥ 1, and (1−φj)(1−φj′) = (1−φj) if j > j
′. The second factor
can be expressed similarly because of symmetry. Therefore, we have
Ψj(ξ, η) = Ψj(ξ, η)φj−6(ξ)φj+1(η)
(
1− φj−4(η)
)
+Ψj(ξ, η)φj+1(ξ)
(
1− φj−4(ξ)
)
φj−6(η)
+ Ψj(ξ, η)φj+1(ξ)
(
1− φj−6(ξ)
)
φj+1(η)
(
1− φj−6(η)
)
=: Ψj(ξ, η)φ
′
j(ξ)ψ
′
j(η) + Ψj(ξ, η)ψ
′
j(ξ)φ
′
j(η) + Ψj(ξ, η)ψ
′′
j (ξ)ψ
′′
j (η)
with φ′j = φ
′(·/2j), ψ′j = ψ
′(·/2j), and ψ′′j = ψ
′′(·/2j), and then we realize that
supp φ′ ⊂
{
ζ ∈ Rn : |ζ | ≤ 2−5
}
,
suppψ′ ⊂
{
ζ ∈ Rn : 2−4 ≤ |ζ | ≤ 22
}
,
suppψ′′ ⊂
{
ζ ∈ Rn : 2−6 ≤ |ζ | ≤ 22
}
.
Hence, we obtain the information (5.2), (5.3), and (5.4) given in Section 5.
Appendix B. Boundedness from L2 × L2 to L1
In this appendix, we shall prove the following boundedness stated in Remark 3.4.
Theorem B.1. Let 0 ≤ ρ < 1, m = −(1 − ρ)n/2, and s = (s0, s1, s2) ∈ [0,∞)
3
satisfy s0, s1, s2 ≥ n/2. Then, if σ ∈ BS
m
ρ,ρ(s;R
n), the bilinear pseudo-differential
operator Tσ is bounded from L
2(Rn)× L2(Rn) to L1(Rn).
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The proof is much simpler than that of the boundedness to h1 done in Section 6.
Proof. As in Section 5 and Appendix A, we decompose a Littlewood–Paley partition
{Ψj}j∈N0 on (R
n)2 into the following form: For j ≥ 1,
Ψj(ξ, η) = Ψj(ξ, η)φ
′
j(ξ)ψ
′
j(η) + Ψj(ξ, η)ψ
′
j(ξ)φ
′
j(η),
where φ′j = φ
′(·/2j), ψ′j = ψ
′(·/2j), supp φ′ ⊂ {ζ ∈ Rn : |ζ | ≤ 2−2}, and suppψ′ ⊂
{ζ ∈ Rn : 2−3 ≤ |ζ | ≤ 22}. Then, repeating the same lines as in Section 5, the dual
form of Tσ(f, g) can be expressed by the sum of the forms I0, I1, and I2 as follows.
The form I0 is the same as in (5.9). The form I1 is the following:
I1 =
∑
j≫1
∑
k∈(N0)3
∑
ν∈(Zn)2
2−jρn
∫
Rn
Tσρj,k,ν (ν1f
′
j ,ν2g
′
j)(x) hj(x) dx,
where f ′j = φ
′
j(D)f(2
−jρ·), g′j = ψ
′
j(D)g(2
−jρ·), and hj = h(2
−jρ·). Also, we have
supp f̂ ′j ⊂
{
ξ ∈ Rn : |ξ| ≤ 2j(1−ρ)−2
}
,
supp ĝ′j ⊂
{
η ∈ Rn : 2j(1−ρ)−3 ≤ |η| ≤ 2j(1−ρ)+2
}
.
The form I2 is in a symmetrical position with I1, and thus we omit stating it.
We shall consider the three forms above. However, we only consider I1, since the
proof for I0 is exactly the same as in Section 6.4 and the proof for I2 is similar to
that for I1 because of symmetry. We take a Littlewood–Paley partition {ψℓ} on R
n
and decompose the factor of f as
I1 =
∑
j≫1
∑
k∈(N0)3
∑
ℓ∈N0
∑
ν∈(Zn)2
2−jρn
∫
Rn
Tσρj,k,ν (ν1∆ℓf
′
j ,ν2g
′
j)(x) hj(x) dx.
Then, the sums over ν and ℓ are restricted to ν1 ∈ {ν1 ∈ Z
n : |ν1| . 2
ℓ}, ν2 ∈ {ν2 ∈
Zn : |ν2| . 2
j(1−ρ)}, and ℓ ≤ j(1 − ρ) (see Section 6.1). Applying Lemma 4.4 (1)
with p = q = 2 and r =∞ to the restricted sums, we have
|I1| .
∑
j,k
∑
ℓ: ℓ≤j(1−ρ)
2ℓn/2 2(k0+k1+k2)n/2‖∆k[σ
ρ
j ]‖L2ul‖∆ℓ+jρf‖L2‖ψ
′
j(D)g‖L2‖h‖L∞
where we used the calculation as in (6.8) to the factors of f and g. Since we are not
dividing the sum over j, the right hand side above is simply bounded by
‖σ‖BSmρ,ρ(s;Rn)‖h‖L∞
∑
j≫1
∑
ℓ: ℓ≤j(1−ρ)
2ℓn/2 2−j(1−ρ)n/2‖∆ℓ+jρf‖L2‖ψ
′
j(D)g‖L2,
wherem = −(1−ρ)n/2 and s = (n/2, n/2, n/2). The sums over j and ℓ are bounded
by a constant times ‖f‖L2‖g‖L2, recalling the proof of (6.12). Hence, we obtain
|I1| . ‖σ‖BSmρ,ρ(s;Rn)‖f‖L2‖g‖L2‖h‖L∞ ,
where m = −(1− ρ)n/2 and s = (n/2, n/2, n/2). This completes the proof. 
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