We construct a generalized gradient approximation (GGA) of the exchange-correlation energy that satisfies the non-uniform scaling in one dimension and is accurate in the whole quasi-twodimensional (q2D) regime. Using spatial and energetical analyses of metal (111) surfaces, we show that the q2D behavior is important at the surface of most transition metals, and that the here proposed q2D-GGA functional predicts for these metals accurate surface energies as well as bulk properties.
where n σ (r) is the electron spin density (σ =↑ and ↓; n = n ↑ + n ↓ ), and λ is the scaling constant. When λ → ∞, the true 2D limit is reached, and the reduced gradients for exchange (s = |∇n|/[4(3π 2 ) 1/3 n 4/3 ]) and correlation (t = |∇n|/[φ4(3/π) 1/6 n 7/6 ]), behave as s ∼ λ 2/3 and t ∼ λ 5/6 . Here φ is a spin-scaling factor [6] . Under the non-uniform scaling of Eq. (1), the exchange and correlation energies per particle, ε x and ε c , should satisfy at least the following scaling relations [1] [2] [3] :
Popular XC approximations (local spin-density approximation, LSDA [4] , generalized gradient approximation, GGA [6] [7] [8] [9] , meta-GGA [10, 11] ) as well as hybrid functionals [12] do not satisfy these exact constraints. For this reason, they are usually well suited for ordinary 3D matter (atoms, molecules, bulk solids and surfaces of simple metals), but severely fail in describing systems with a relevant quasi-2D (q2D) regime [13] , e.g. at metal-metal interfaces, in quantum dots, or, as shown in this paper, even at surfaces of transition metals. Eq. (2) can be satisfied by fully non-local functionals (incorporating exact exchange). Methods implementing exact exchange, like the hyper-GGA correlation [14] and the random phase approximation (RPA) method, behave however poorely in the 2D as well as in the q2D limit. An accurate description of the dimensional crossover can be achieved by more advanced approaches [2] , like the inhomogeneous Singwi-Tosi-Land-Sjölander [15, 16] (ISTLS) method. This high-level correlated approach was however only tested for very simple systems, as jellium slabs and helium atom, being almost unaffordable for systems with more electrons or more realistic geometries. Thus, the problem of constructing a simple, practical XC density functional, which behaves properly under the nonuniform density scaling, has a great theoretical and practical importance.
With this aim, we consider the simple model of an infinite-barrier (IBM) quantum well of thickness L in the z-direction [1, 3] , already used to derive exact constraints for XC semilocal approximations [3] , and which helps understanding the dimensional crossover of the XC energy. In the IBM model, the Kohn-Sham (KS) potential is set to zero inside the well and to infinity outside it, so that the electrons can not leak out of the well. The true 2D electron-gas limit is thus recovered by shrinking the zcoordinate, keeping fixed the total number of electrons per unit area (n 2D ). The KS orbitals and the energy levels are
where A is the cross-sectional area, l is the principal quantum number for the motion in z direction (l ≥ 1), and r || and k || are the position and the wavevector components parallel to the surface. The q2D limit is obtained when it is satisfied the condition
, with r 2D s = 1/ √ πn 2D the radius of the circle that encloses on average one electron, and k
the corresponding 2D Fermi wavevector . Note that L → 0 corresponds to a nonuniform scaling in one dimension (Eq. (1)) with λ → ∞.
In the 2D limit, the 3D density (n) and its reducedgradients (s, t) diverge, but still contain all the 2D information, because of the relation [3] 
which connects r 2D s with the 3D Seitz bulk parameter r s = (4πn/3) −1/3 . Eq. (4) is independent on the quantum well potential model [3] and represents thus an universal constraint for the 2D limit which can be used to construct an accurate GGA for the q2D regime.
To solve the dimensional crossover problem, that is especially important in surface and interface regions and in some peculiar bulk crystals [13] , we propose, following Refs. [3, 7] , a GGA (named q2D-GGA) using the IBM model as reference system and satisfying exact solid-state XC constraints. The q2D-GGA functional has been constructed by interpolating between the Perdew-Burke-Ernzerhof (PBE) functional [6] and its modification for solid-state systems (PBEsol, see Ref. [8] ) for the correlation and the exchange, respectively, and the 2D limit. The exchange enhancement factor (i.e.
(n), where n is the density of a spin-unpolarized system) and the correlation energy per particle are
where F P BEsol x is the PBEsol [8] exchange enhancement factor, ζ is the spin polarization, ǫ P BE c is the PBE correlation energy per particle [6] , and ǫ is always positive, is correctly independent on the uniform scaling (n γ (r) = γ 3 n(γr), γ ≥ 0) such that the exchange part of the q2D-GGA satisfies the uniform scaling relation
for s ≤ 1 (the most important region in bulk solids), has a maximum around s = s max ≈ 1.32, enhances the exchange energy until s ≤ 1.76, and deenhances it in the large-s region (s ≥ 1.76), recovering the exact IBM asymptotic behav-
is always negative and its second term represents a quasi-2D correction which is very small for any 3D system. The q2D-GGA has the following properties:
(i) for a uniform 3D density, recovers the 3D LSDA;
(ii) for a slowly-varying 3D density, satisfies the correct second-order gradient expansion in the high-density limit; (iii) satisfies the Lieb-Oxford bound;
(iv) recovers the non-uniform scaling relations of Eq.
(2);
that is exact for the IBM model, and represents the 2D LSDA. We recall that LSDA works for 2D systems even better than for extended 3D systems [18] .
The upper panel of Fig. 1 shows that q2D-GGA performs remarkably well for the whole quasi-2D region of the IBM reference system with r 2D s = 4, being in very good agreement with the ISTLS benchmark curve [2] , and recovering the exact value for λ = ∞. A similar accuracy is found also for r 2D s = 2/ √ 3. (Note that q2D-GGA is faster by more than three orders of magnitude than the ISTLS scheme.) The lower panel of Fig. 1 reports the performance of the q2D-GGA for the non-uniformlyscaled hydrogen atom over the most important range for practical applications (1 ≤ λ ≤ 10). This system models an electron strongly bounded to a surface [3] . For 1 ≤ λ ≤ 1.5 all functionals preserve their 3D accuracy. For λ ≥ 3 (approaching the q2D limit) the conventional semilocal functionals fail, whereas q2D-GGA becomes almost exact (in both panels of Fig. 1) .
The previous two extreme models (IBM and scaled hydrogen) reveal that the q2D-GGA behaves well for 3D systems and is very accurate in any quasi-2D regime, not only in case of an infinite number of electrons, but also for finite sytems. It can be therefore applied successfully to treat practical applications where the q2D regime is relevant. In this letter we analyze and estimate the performance of the q2D-GGA functional, through the study of the (111) surface of a simple (Al) and several transition metals (Cu, Rh, Au, Pt, Pd and Ti). Instead of considering exotic systems with a very large 2D confinement, we choose these more simple, real systems, for which experimental values (surfaces energies) are available, and which present surface localization effects similar to the q2D behavior. Fig. 2 reports such localization by showing the plane-averaged electron-density variation induced by cutting the bulk to form left and right (111) surfaces, for Al, Cu, Au, and Pt (other transition metals show similar density-difference profiles; Pd almost coincides with Pt ). We used a plane-wave pseudopotential (PW-PP) approach [19, 20] with the PBEsol functional. We did not consider surface relaxation and the plot also uses normalized distances (z/d 0 ), to allow a fair comparison among the metals. For all the metals, the charge depletion at the surface bond-center (z/d 0 = 0) is due to the bondbreaking at the surface; alternating regions of charge depletion and accumulation inside the surface are also evident. For Al the density variations are smooth, and a comparison with the results of jellium surfaces with similar r s values as the metals considered (e.g. the jellium r s parameter of Al is 2.07 [21] ) shows that the Al density variation can be well described by jellium Friedel oscillations [22, 23] . On the other hand, for all the transition metals, the charge accumulation close to the surface (see the arrow in Fig. 2 ) is more structured and localized. In fact, such oscillations are not related to jellium Friedel oscillations but to a rearrangement of the d-electrons at the surface.
Differences among transition metal surfaces can be indeed described by inspecting the density of states (DOS) of d-orbitals (Fig. 3) . A clear difference can be observed at the onset of the d-band between the DOS of Cu and those of the other metals. For Au and Pt, in fact, at the onset of the d-band the DOS is higher in the bulk than in the surface for orbitals containing a z-component, while the opposite is observed for the d x 2 −y 2 and d xy orbitals. For Cu negligible differences are found. The observed behavior can be traced back to the reduction of the symmetry along the z direction, with respect to the bulk case, when the surface is considered. This causes a splitting in energy between orbitals with and without a z component. As a result, for Au and Pt, at the surface, the d z 2 , d zx and d zy orbitals are slightly stabilized, while the energy of the d x 2 −y 2 and d xy orbitals is slightly increased with respect to the bulk case. The net effect is the formation of a small excess population of electrons in the d orbitals containg a z component at the surface. These conclusions are also supported by the computed occupation-number ratios (Fig. 3 ). An accurate analysis of the KS orbitals with a large contribution from defined d atomic orbitals allows finally to associate the maxima and minima of the Electron density difference (∆n(z) = −(n bulk − n surf,r (z) − n surf,l (z))) versus normalized distance z/d0, for selected metal surfaces. The distance between atomic layers is d0 = a0/ √ 3, with a0 being the lattice constant. We used xy-averaged densities (n(z) = R dx dy n(x, y, z)). n surf,r and n surf,l are the densities of the right (z > 0) and left (z < 0) surfaces, respectively. The center of the bond that is broken to form the two surfaces is at z = 0. Inset: Density isosurface of a KS orbital with d z 2 character at the surface.
charge density difference in Fig. 2 to the filling or emptying of d-orbitals for Au and Pt (e.g. for Au, oscillations at the surface atom are due to the strong contribution from d z 2 filling). On the other hand, for Cu the charge density redistribution in Fig. 2 is closer to Al: in fact, it involves mainly sp electrons [24] and localization effects are less evident.
The above analyses indicate that a q2D regime can be important at the transition metals surfaces. Note that in the surface region (z/d 0 > −0.5) s rapidly increases and thus the q2D-GGA functional should lead to an improved description of surfaces. This is indeed the case as shown in Table I where we report bulk lattice constants and surface energies σ from PW-PP calculations [19, 20] .
For bulk properties (top panel) q2D-GGA is competing in accuracy with PBEsol and LDA for all systems (and being almost exact for Rh, Au, Pt, Pd), due to the fact that it recovers the correct second-order gradient expansion for slowly-varying 3D densities.
For surface energies (bottom panel) q2D-GGA outperforms all other functionals, with a MAE of only 0.1 J/m 2 , which is also the error we estimate for the computational accuracy (due to e.g. number of layers and pseudopotentials). It is well known that PBE strongly underestimates the surface energy [25] and overestimates bulk lattice constants [25] for many systems, while more accurate surface energies (but still underestimated) could be obtained from simple LDA calculations [25] . The PBEsol functional was derived to improve the bulk solid-state properties of materials [8] , and the surface energies of simple metals. But even if PBEsol improves over PBE for transition metal surfaces energies, on the average it still largely underestimates. The here presented q2D-GGA is the only functional which is able to largely increase the surface energy without reducing the accuracy on the bulk properties, which can be traced back to the q2D correction. Table I also shows that the q2D-GGA surface energies are very accurate for systems with larger q2D behavior, (i.e. Au, Pt, Pd), whereas they are slightly overestimated for systems with small or almost no 2D behavior (Al, Cu) . At a simple GGA level such fine tuning is out of reach. We believe that a Laplacian-level or a meta-GGA functional could distinguish between different regimes in order to apply the q2D correction only when significant q2D regions are present.
In conclusion, we presented a novel non-empirical GGA functional that describes with high accuracy the whole q2D regime (where common density functionals fail), and satisfies exact solid-state and q2D XC constraints. We also showed that (111) surfaces of transition metals present a q2D behavior, and are indeed very well characterized by q2D-GGA calculations, which also retain an accurate description of bulk-properties. To our knowledge the q2D-GGA functional is the first semilocal functional accurate for the q2D regime as well as for solidstate problems. Thus, it may have a broad applicability 
