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DISPERSIVE BLOW-UP FOR SOLUTIONS OF THE
ZAKHAROV-KUZNETSOV EQUATION
F. LINARES, A. PASTOR, AND J. DRUMOND SILVA
Abstract. The main purpose here is the study of dispersive blow-up for solu-
tions of the Zakharov-Kuznetsov equation. Dispersive blow-up refers to point
singularities due to the focusing of short or long waves. We will construct initial
data such that solutions of the linear problem present this kind of singulari-
ties. Then we show that the corresponding solutions of the nonlinear problem
present dispersive blow-up inherited from the linear component part of the
equation. Similar results are obtained for the generalized Zakharov-Kuznetsov
equation.
1. Introduction
In this paper we consider solutions of the initial value problem (IVP) associa-
ted to the two dimensional Zakharov-Kuznetsov (ZK) and generalized Zakharov-
Kuznetsov (gZK) equations, respectively k = 1 and k ≥ 2,
(1.1)
{
∂tu+ ∂x∆u + u
k∂xu = 0, (x, y) ∈ R2, t ∈ R, k ∈ Z+,
u(x, y, 0) = u0(x, y)
where u is a real function and ∆ denotes the Laplace operator in space variables.
The equation above, for k = 1, arises in the context of plasma physics, where
it was formally derived by Zakharov and Kuznetsov [35] as a long wave small-
amplitude limit of the Euler-Poisson system in the “cold plasma” approximation.
This formal long-wave limit was rigorously justified by Lannes, Linares and Saut
in [22] (see also [15] for derivation in a different context).
The Zakharov-Kuznetsov equation can be seen as a natural multi-dimensional
extension of the Korteweg-de Vries (KdV) equation, quite different from the well-
known Kadomtsev-Petviashvili (KP) equation which is obtained as an asymptotic
model of various nonlinear dispersive systems under a different scaling.
Contrary to the Korteweg-de Vries or the Kadomtsev-Petviashvili equations, the
Zakharov-Kuznetsov equation is not completely integrable but it has a Hamiltonian
structure and possesses three invariants, namely,
I(t) =
∫
R2
u(x, y, t) dxdy =
∫
R2
u0(x, y) dxdy = I(0),
M(t) =
∫
R2
u2(x, y, t) dxdy =
∫
R2
u20(x, y) dxdy = M(0),
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and
E(t) =
1
2
∫
R2
(
|∇u|2 − u
3
3
)
dxdy =
1
2
∫
R2
(
|∇u0|2 − u
3
0
3
)
dxdy = E(0).
Regarding the well-posedness for the IVP (1.1) when k = 1, the best local
result available in the literature was recently obtained by Kinoshita [21] for initial
data in Hs(R2), for s > −1/4, and using the conserved quantities above global
well-posedness is established in Hs(R2), s ≥ 0. Previous results include those by
Molinet and Pilod [31], Grünrock and Herr [13], Faminskii [9] and Linares and
Pastor [25].
In the case of the generalized Zakharov-Kuznetsov equation (gZK), i.e. (1.1)
for k ≥ 2, we shall briefly describe what is known for the well-posedness of the
associated IVP. In the 2D case, the scale argument suggests local well-posedness
results for data inHs(R2), for s > sk = 1−2/k. Sharp local results were obtained by
Ribaud and Vento [34], for k ≥ 4. In [12], Grünrock proved the local well-posedness
in H˙sk(Rn) for n = 2, 3 and sk = n/2− 2/k. For the particular nonlinearity k = 2,
also called modified Zakharov-Kuznetsov equation (mZK), for which L2(R2) is the
critical space suggested by the scaling argument, local well-posedness was shown
for data in Hs(R2), for s ≥ 1/4 in [34]. Still for the nonlinearity k = 2 global
well-posedness in Hs(R2), s > 53/63, for initial data with suitable L2 norm, was
established by Linares and Pastor in [26]. Recently, this Sobolev index was pushed
down to s > 3/4 by Bhattacharya, Farah, and Roudenko in [2].
Here our main goal is to establish a dispersive blow-up result for solutions of
the IVP associated to the ZK and gZK equations. We recall that the notion of
dispersive singularity was first addressed in [1] (see also [5]) for solutions of the
linear Korteweg-de Vries equation,
∂tu+ ∂xu+ ∂
3
xu = 0, x ∈ R, t ∈ R.
Roughly, it is possible to obtain a solution u = u(x, t) that blows up in the L∞-
norm in finite time by considering an infinitely smooth, bounded initial wave profile
u(x, 0) = u0(x), possessing finite energy. Moreover, the blow-up point (x
∗, t∗) can
be specified arbitrarily in the upper-half plane R × (0,∞). In [4] Bona and Saut
started the mathematical analysis of the dispersive blow-up for solutions of the
nonlinear generalized KdV equation. More precisely, they proved the following:
Theorem A ([4]). Let T > 0 be given and let {(xn, tn)}∞n=1 be a sequence of points
in R× (0, T ) without finite limit points and such that {tn}∞n=1 is bounded below by
a positive constant. Let either s = 0 and k = 1 or s ≥ 2 and k ≥ 1 be an arbitrary
integer. Then there exists ψ ∈ Hs(R) ∩ C∞(R) such that the solution of the IVP{
ut + ∂
3
xu+ u
k∂xu = 0,
u(x, 0) = ψ(x),
satisfies
(1) u lies in L∞([0, T ] : Hs(R))∩L2([0, T ] : Hs+1loc (R)), or in C([0, T ] : Hs(R))∩
L2([0, T ] : Hs+1loc (R)), if s ≥ 2.
(2) ∂sxu is continuous on R× (0, T )\ ∪∞n=1 {(xn, tn)}, and
(3) lim
(x,t)→(xn,tn)
∂sxu(x, t) = +∞, for n = 1, 2, . . . .
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The main idea behind the proof is to show that the Duhamel term associated
to the solution of the IVP is smoother than the linear term of the solution. In [30]
Linares and Scialom obtained the result above, for k ≥ 2, by employing the smooth-
ing effect properties without using weighted Sobolev spaces. Recently, Linares,
Ponce and Smith [29] improved the previous result using fractional weighted spaces
in the case k = 1, i.e., for the KdV equation (see also [24]).
Analogous phenomena also appear in other linear dispersive equations, such as
the linear Schrödinger equation and the free surface water waves system linearized
around the rest state [5]. In [5] Bona and Saut constructed initial data with point
singularities for solutions of the linear Schrödinger equation. Bona, Ponce, Saut
and Sparber [3] established the dispersive blow-up for the semilinear Schrödinger
equation in dimension n and other Schrödinger type equations. Simplifications of
the proof and low regularity requirements were given in [14]. The main tools em-
ployed to show these results were the intrinsic smoothing effects of these dispersive
equations. We remark that this is the only known result up to date regarding
dispersive blow-up in n > 1 dimensions.
In order to state and prove our results we will exploit the symmetric form of
(1.1). We recall that the linear change of variables introduced by Grünrock and
Herr in [13], i.e.,
x′ = µx+ λy, y′ = µx− λy,
with µ = 4−1/3, λ =
√
3µ, symmetrizes the equation so that the IVP (1.1) can be
written as
(1.2)
{
∂tv + ∂
3
xv + ∂
3
yv + 4
−1/3(vk∂xv + v
k∂yv) = 0, (x, y) ∈ R2, t ∈ R,
v(x, y, 0) = v0(x, y).
This allows us to consider the IVP (1.2) instead of (1.1) without changing the
well-posedness theory. One of the reasons to work with this symmetric equation is
that we obtain better Strichartz estimates (see Lemma 2.1) which will be key in our
argument. Besides, some technical issues are easier to deal with in the symmetrized
equation, as we will explain below.
The integral form of the solution of (1.2) then becomes (we drop the unimportant
constant 4−1/3)
(1.3) v(t) = V (t)v0 −
∫ t
0
V (t− t′)vk(∂xv + ∂yv)(t′) dt′,
where V (t) is the unitary group associated to the symmetric linear problem
(1.4)
{
∂tv + ∂
3
xv + ∂
3
yv = 0,
v(x, y, 0) = v0(x, y),
which, via Fourier transform, is given by V̂ (t)v0(ξ, η) = e
it(ξ3+η3)v̂0(ξ, η).
We now state our main result concerning the existence of dispersive blow-up
taking place for the ZK equation.
Theorem 1.1. Let s ∈ [1, 2). There exists
v0 ∈ Hs(R2) ∩ C∞(R2) ∩ L2(〈x〉r dxdy),
for some r > 0, so that the solution v(t) of the IVP (1.2), for k = 1, is global in
time with
v ∈ C(R : Hs(R2)) ∩ . . .
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and it satisfies
(1.5)
{
v(t) ∈ C1(R2), t > 0, t /∈ Z+,
v(t) ∈ C1(R2\(0, 0))\C1(R2), t ∈ Z+.
Moreover, if we set
(1.6) z1(t) =
∫ t
0
V (t− t′)v (∂xv + ∂yv) (t′) dt′,
we have that z1(t) is in C
1(R2) for any t > 0.
Remark 1.1. This result shows that the dispersive blow-up phenomenon can be
established in higher dimensions for nonlinear models with nonlinearities involving
derivatives.
In order to prove Theorem 1.1 we first construct an initial data whose linear time
evolution fails to be C1(R2) at all positive integer times, borrowing some ideas from
[29]. Then we show that, even though such a initial data is inH2
−
(R2), the Duhamel
term z1(t) actually is slightly more regular and belongs to H
2+(R2) ⊂ C1(R2) for
any t > 0. This smoothing gain in the integral part encapsulates the dispersive
blow-up phenomenon as the singularity development is exclusively due to the linear
evolution component in (1.3).
To explain our approach we will consider the nonlinear term v∂xv and then
proceed to estimate it along with its derivatives in the x-variable. To control 2+
derivatives in x for z1(t) in the L
2-norm we will first apply the dual version of the
smoothing effect of Kato type (see Lemma 2.3). This allows us to gain 1 derivative
but we still end up with the term D1
+
x (v∂xv) in a L
1
xL
2
yT -norm. We notice issues
are reduced to considering the worst term D1
+
x ∂xv but in order to avoid the use of
the L1x norm we must introduce some weights which bring into play the local well-
posedness theory for the IVP (1.2) in weighted Sobolev spaces. Recently, Fonseca
and Pachon [11] (see also [6]) established the theory in these spaces. Then our next
concern is to estimate D1
+
x ∂xv. This can be done by using the Strichartz estimates
that permit a gain of some extra derivative in the x-variable. When we analyze
the worst term we choose to introduce the commutator [D1
+
x , v]∂xv, which morally
is better than the term we have already discussed. Nevertheless this commutator
is in the L1xL
2
yT -norm. Again we need to introduce a weight to have this term in
L2TL
2
xy-norm. At this point we have to appeal to a Kato-Ponce type commutator
estimate in weighted spaces proved by Cruz-Uribe and Naibo in [7]. To control the
terms after applying the commutator we will use interpolation estimates introduced
by Nahas-Ponce [32] and Ponce [33] to distribute weights and derivatives. The key
point here is to use Strichartz estimates and avoid Sobolev embedding. This will
close the estimates. Same arguments work when we look at the y-derivatives.
Case k ≥ 2. We observe that the analysis described above can be also used to
show a similar result as Theorem 1.1 for solutions of the IVP (1.2) for k ≥ 2. More
precisely,
Theorem 1.2. Let s ∈ [1, 2) and k ≥ 2. There exists
v0 ∈ Hs(R2) ∩ C∞(R2) ∩ L2(〈x〉r dxdy)
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with ‖v0‖H1 ≪ 1 so that the solution v(t) of the IVP associated to (1.2) is global
in time with
v ∈ C(R : Hs(R2)) ∩ . . .
satisfies {
v(t) ∈ C1(R2), t > 0, t /∈ Z+,
v(t) ∈ C1 (R2\(0, 0)) \C1(R2), t ∈ Z+.
Since the proof of this result follows by employing a similar analysis as the proof
of Theorem 1.1 we will not give the details. We point out, however, the fact that
the initial data has small H1 norm guarantees that the corresponding solution is
indeed global in time (see [10] and [25]).
To complete our set of results we consider a generalized kind of dispersive blow-
up. We will first show that, given a time t∗ 6= 0, it is possible to construct an initial
data in H1(R2) ∩W 1,p(R2), p > 2, such that the solution of the linear problem
associated to the gZK equation is not in W 1,p(R2) at time t∗. Moreover, we will
prove that the solution of the nonlinear problem inherits such a property but this
is still provided by the linear part of the solution. The statement will be the first
part of our last theorem below.
The second result regards propagation of regularity of solutions of IVP (1.2). In
[16] Isaza, Linares and Ponce, considering suitable solutions of the IVP associated
to the generalized KdV equation
(1.7)
{
∂tu+ ∂
3
xu+ u
k∂xu = 0, x, t ∈ R, k ∈ Z+,
u(x, 0) = u0(x),
established the propagation of regularity in the right-hand side of the data for
positive times. More precisely,
Theorem B ([16]). If u0 ∈ H3/4+(R) and for some l ∈ Z+, l ≥ 1, and x0 ∈ R,
‖ ∂lxu0‖2L2((x0,∞)) =
∫ ∞
x0
|∂lxu0(x)|2dx <∞,
then the solution of the IVP (1.7) provided by the local theory in [19] satisfies that
for any v > 0 and ǫ > 0
sup
0≤t≤T
∫ ∞
x0+ǫ−vt
(∂jxu)
2(x, t) dx < c,
for j = 0, 1, . . . , l with c = c(l; ‖u0‖H3/4+ ; ‖ ∂lxu0‖L2((x0,∞)); v; ǫ;T ).
In particular, for any t ∈ (0, T ], the restriction of u(·, t) to any interval (x0,∞)
belongs to H l((x0,∞)).
Moreover, for any v ≥ 0, ǫ > 0 and R > 0∫ T
0
∫ x0+R−vt
x0+ǫ−vt
(∂l+1x u)
2(x, t) dxdt < c,
where now c = c(l; ‖u0‖H3/4+ ; ‖ ∂lxu0‖L2((x0,∞)); v; ǫ;R;T ).
In [28] Linares and Ponce extended this result for solutions of the Zakharov-
Kusnetzov equation. More precisely,
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Theorem C ([28]). Let u0 ∈ Hs(R2) with s > 2. If for some (a, b) ∈ R2 satisfying
a > 0, b ≥ 0 and
√
3a > |b|,
and for some j ∈ Z+, j ≥ 3,
Nj ≡
∑
|α|=j
∫
P{a,b,c}
(∂αu0)
2(x, y) dxdy <∞,
then the corresponding solution u = u(x, y, t) of the IVP for the ZK equation pro-
vided by the local theory satisfies that for any v ≥ 0, ǫ > 0 and R > 4ǫ
sup
0≤t≤T
∑
|α|≤j
∫
P{a,b,c−vt+ǫ}
(∂αu)2(x, y, t) dxdy
+
∑
|α|=j+1
∫ T
0
∫
H{a,b,c−vt+ǫ,c−vt+R}
(∂αu)2(x, y, t) dxdydt
≤ C = C(‖u0‖Hs ; {Nl : 1 ≤ l ≤ j}; j; a; b; v;T ; ǫ;R),
where P{a,b,c} denotes the half-space
P{a,b,c} = {(x, y) ∈ R2 : ax+ by ≥ c},
and H{a,b,c,d} denotes the strip
H{a,b,c,d} = {(x, y) ∈ R2 : c ≤ ax+ by ≤ d}.
Our next result complement this last one. More precisely, we will construct
initial data in H1(R2) ∩W r,p(R2), for some r and p, such that the singularities of
the solutions do not propagate in any direction. This statement will be the second
part of our last theorem below.
We summarize the results described above in the next theorem.
Theorem 1.3. Fix k ≥ 2.
(1) Let t∗ 6= 0 be a given real number. Then there exists v0 ∈ H1(R2) ∩
W 1,p(R2), p > 2, such that the corresponding solution of the IVP (1.2) is
global in time and satisfies:
(a) v ∈ C(R : H1(R2));
and
(b) v(t∗) /∈W 1,p(R2) for every p > 2.
(2) There exist r > 1, p ∈ (2, 10), and an initial data v0 ∈ H1(R2) ∩W r,p(R2)
such that the corresponding solution of the IVP (1.2) is global in time and
satisfies:
(a) v ∈ C(R : H1(R2));
and
(b) there exists t > 0 such that
v(t) /∈ W r,p(R2+) and v(−t) /∈ W r,p(R2+),
where
(1.8) R2+ := {(x, y) ∈ R2 : y ≥ 0}.
The same result holds for R2− := {(x, y) ∈ R2 : y ≤ 0}.
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To prove this theorem we extend previous analysis introduced in [23] and [29].
The main ingredient is the smoothness of the Duhamel term as before. In this case
we use pure Sobolev spaces, combined with the smoothing effect of Kato type; the
main tool being used. More precisely, we have
Proposition 1.4. Fix k ≥ 2. Let v0 ∈ Hs(R2), s = 1, 2, . . . , and v ∈ C([−T, T ] :
Hs(R2)) the local solution of the IVP (1.2). Then
zk(t) =
∫ t
0
V (t− t′)vk (∂xv + ∂yv) (t′) dt′ ∈ C([−T, T ] : Hs+1(R2)).
The argument to prove Proposition 1.4 employs the smoothing properties of
solutions of the linear problem and the properties of the solution of the IVP itself.
We will give the details only for the case k = 2. For the other nonlinearities we
shall follow the arguments given here and those in [25] where the local theory for
the IVP (1.1) is established in Hs(R2), for s > s0, 0 < s0 < 1. This latter result
implies global well-posedness of the IVP in Hs(R2), s ≥ 1, whenever the initial
data are small enough.
The paper is organized as follows. In Section 2 we recall estimates and results for
the linear and nonlinear ZK and gZK equations, that will be needed in the proofs
that follow. In Section 3 we construct the smooth initial data whose linear evolution
develops singularities at all future integer times and which embodies the dispersive
blow-up phenomenon. In Section 4 we prove the nonlinear smoothing effect for
the ZK equation (k = 1), which in this particular case consists in showing that for
initial data in H2
−
(R2) the Duhamel term corresponding to the nonlinear evolution
is actually slightly more regular, it belongs to H2
+
(R2). Finally, in Section 5 we
prove Theorem 1.3 and Proposition 1.4.
2. Notation and Preliminary Estimates
In this section we introduce some notation used throughout the paper and de-
scribe some smoothing properties of solutions of the linear IVP associated to the
generalized Zakharov-Kuznetsov equation in (1.2). We use c to denote various con-
stants that may vary line by line. Let a and b be positive real numbers, the notation
a . b means that there exists a positive constant c such that a ≤ cb. Given a real
number r, we use r+ and r− to denote, respectively, r+ ε and r− ε for some ε > 0
sufficiently small.
Let q, r ≥ 1 and I ⊂ R an interval; the mixed norm in the spaces LqILrxy of a
function f = f(x, y, t) is defined as
‖f‖LqILrxy =
(∫
I
‖f(·, t)‖qLrxydt
) 1
q
,
with the usual modifications if either q = ∞ or r = ∞. If I = [−T, T ] we use the
notation ‖f‖LqTLrxy . Moreover, if I = R we shall use ‖f‖LqtLrxy . Similar definitions
and considerations may be made interchanging the variables x, y, and t.
Given a function g = g(x, y), its Fourier transform will be denoted by ĝ. Given
s ∈ R and p ≥ 1, W s,p = W s,p(R2) denotes the usual Sobolev space. The standard
L2-based Sobolev space, that is, when p = 2, will be denoted by Hs := Hs(R2).
For any s, r ∈ R, Zs,r denotes the weighted Sobolev space
Zs,r := H
s(R2) ∩ L2((1 + x2 + y2)rdxdy).
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For a function f defined on Rn, n ≥ 1, Dsf and Jsf are defined, via Fourier
transform, as
D̂sf(ζ) = |ζ|sf̂(ζ) and Ĵsf(ζ) = 〈ζ〉sf̂(ζ), ζ ∈ Rn,
where, as it is customary, we use the notation 〈ζ〉s = (1+ |ζ|2)s/2. Given a function
f = f(x, y) defined on R2, by Dsxf and D
s
yf we denote the fractional derivatives of
order s with respect to the x and y variables, that is, via Fourier transform,
D̂sxf(ξ, η) = |ξ|sf̂(ξ, η) and D̂syf(ξ, η) = |η|sf̂(ξ, η).
We also define Jsx and J
s
y as
Ĵsxf(ξ, η) = 〈ξ〉sf̂(ξ, η), and Ĵsyf(ξ, η) = 〈η〉sf̂(ξ, η).
Next we present the smoothing properties of the solutions of the linear problem
(1.4). We start by recalling the dispersive estimates
(2.1) ‖Dθǫx V (t)v0‖Lpxy ≤ c|t|−
θ(2+ε)
3 ‖v0‖Lp′xy , t 6= 0,
and
(2.2) ‖Dθǫy V (t)v0‖Lpxy ≤ c|t|−
θ(2+ε)
3 ‖v0‖Lp′xy , t 6= 0,
where 0 ≤ ε ≤ 1/2, 0 ≤ θ ≤ 1, p = 21−θ , and 1p + 1p′ = 1 (see [6] and [25]). This
inequalities imply the Strichartz estimates for the linear propagator.
Lemma 2.1. The solution of the linear problem (1.4) satisfies
(2.3) ‖D
θǫ
2
x V (t)v0‖LqtLpxy ≤ c‖v0‖L2xy
and
(2.4) ‖D
θǫ
2
y V (t)v0‖LqtLpxy ≤ c‖v0‖L2xy ,
for ǫ ∈ [0, 1/2], θ ∈ [0, 1], p = 21−θ , and q = 6θ(2+ǫ) .
Proof. Inequality (2.3) was originally proved for solutions of the linear problem
associated with equation (1.1). However, the proof of the lemma follows the same
strategy (see also Section 2 in [6]). 
Remark 2.1. Observe that p = q in Lemma 2.1 if and only if θ = 35+ǫ . More
precisely, if and only if p = q = 2(5+ǫ)2+ǫ .
As a consequence of Lemma 2.1 we obtain.
Corollary 2.2. For any 0 ≤ ε ≤ 1/2 we have
‖D
ε
2
x V (t)v0‖L12/5T L∞xy ≤ cT ‖v0‖L2xy
and
‖D
ε
2
y V (t)v0‖L12/5T L∞xy ≤ cT ‖v0‖L2xy ,
where cT is a constant depending on T .
Proof. See Lemma 2.3 in [26]. 
The smoothing effects of Kato’s type are given in the following lemma.
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Lemma 2.3. The solution of the linear problem (1.4) satisfies
(2.5) ‖∇V (t)v0‖L∞x L2yt ≤ c‖v0‖L2xy
and
(2.6) sup
t∈[−T,T ]
‖∇
∫ t
0
V (t− t′)g(·, t′) dt′‖L2xy ≤ c‖g‖L1xL2yT .
Same estimates hold interchanging y in place of x.
Proof. See Theorem 2.2 in [9] and Lemma 2.2 in [6]. Note that (2.6) is nothing but
the dual version of (2.5). 
The maximal function estimates for solution of the linear IVP (1.4) are given in
the next lemma.
Lemma 2.4. For s > 3/4 and T > 0 it holds that
(2.7) ‖V (t)v0‖L2xL∞yT ≤ cT ‖v0‖Hsxy
and
(2.8) ‖V (t)v0‖L2yL∞xT ≤ cT ‖v0‖Hsxy ,
where cT is a constant depending only on T .
Proof. See Theorem 2.4 in [9] and Lemma 2.3 in [6]. 
2.1. Additional Tools. Next we will list a series of results useful when we treat
the nonlinear case for the ZK equation. In our analysis we will need a Kato-Ponce
commutator estimate ([18]) in weighted spaces. In next lemma Ap denotes the
Muckenhoupt class on Rn (see [7] for details) and S(Rn) stands for the Schwartz
space.
Lemma 2.5. Let 1 < p, q <∞ and 12 < r <∞ be such that 1r = 1p + 1q . If v ∈ Ap,
w ∈ Aq and s > max{0, n(1r − 1)} or s is a non-negative even integer, then for all
f, g ∈ S(Rn),
‖Ds(fg)− fDsg‖
Lr(v
r
pw
r
q )
≤ c‖Dsf‖Lp(v)‖g‖Lq(w) + ‖∇f‖Lp(v)‖Ds−1g‖Lq(w),
where Ds represents the homogeneous fractional derivative of order s on Rn.
Proof. See Theorem 1.1 in [7]. 
Next we recall a useful Leibniz’s rule for fractional derivatives.
Lemma 2.6. Let s ∈ (0, 1) and p ∈ (1,∞). Then
(2.9) ‖Ds(fg)− fDsg − gDsf‖Lp(R) ≤ c ‖g‖L∞(R)‖Dsf‖Lp(R),
Proof. See Theorem A.12 in [20]. 
We end this section with the following interpolation results, which is valid in any
dimension n ≥ 1.
Lemma 2.7. Assume a, b > 0, 1 < p < ∞, and θ ∈ (0, 1). If Jaf ∈ Lp(Rn) and
〈x〉bf ∈ Lp(Rn) then
(2.10) ‖〈x〉(1−θ)bJθaf‖Lp ≤ c‖〈x〉bf‖1−θLp ‖Jaf‖θLp .
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The same holds for homogeneous derivatives Da in place of Ja. Moreover, for
p = 2,
(2.11) ‖Jθa(〈x〉(1−θ)bf)‖L2 ≤ c‖〈x〉bf‖1−θL2 ‖Jaf‖θL2.
Proof. The proof of (2.10) is based on the Three Lines Theorem. We refer to [32]
for the details in the case p = 2. For general p the proof is exactly the same.
Inequality (2.11) is simply Plancherel’s theorem applied to (2.10) when p = 2. 
3. Linear singularities
The goal in this section is to construct the initial data for Theorem 1.1 such that
the corresponding linear evolution exhibits singularities for future times. More
specifically, we explicitly determine v0 ∈ Hs(R2) ∩C∞(R2) ∩L2(〈x〉s dxdy), for all
s < 2, and show that for all positive integer time instants t ∈ Z+, V (t)v0 fails to
be C1(R2). After we prove in the following section that, for that same initial data,
the Duhamel terms of the nonlinear solutions remain in C1(R2) for all times, this
will serve to establish that singularities of the full solutions to the corresponding
IVPs for (1.2) occur due to the linear component of the evolutions.
Let us start by considering v0 ∈ Hs(R2), s < 2, and such that ex+yv0 ∈ L2(R2).
If we now define w(t) = ex+yv(t), where v(t) = V (t)v0 is the solution of the linear
IVP (1.4), we conclude that w(0) ∈ L2(R2) and w satisfies the PDE:
(3.1) ∂tw = 3∆w + 2w − 3(∂xw + ∂yw)− (∂3xw + ∂3yw), (x, y) ∈ R2, t > 0.
Therefore, it follows that w is given by:
(3.2) w(t) = V (t)(e3t∆e−3t∂x−3t∂ye2tex+yv0)
and hence
(3.3)
ex+yV (t)v0 = V (t)(e
3t∆e−3t∂x−3t∂ye2tex+yv0(x, y))
= V (t)(e3t∆ex+y−4tv0(x− 3t, y − 3t)).
From Plancherel’s theorem and direct estimates of the heat kernel we obtain the
following estimates for derivatives of any order |λ| = m, λ = (λ1, λ2), in L2(R2) of
ex+yV (t)v0, t > 0:
(3.4)
‖∂λx,y(ex+yV (t)v0)‖L2
= ‖∂λx,yV (t)(e3t∆ex+y−4tv0(x− 3t, y − 3t))‖L2
≤ ‖|ξ|λ1 |η|λ2 e−3tξ2−3tη2‖L∞ξ,η‖ex+y−4tv0(x− 3t, y − 3t)‖L2
≤ ‖|ξ|λ1 e−3tξ2‖L∞ξ ‖|η|λ2 e−3tη
2‖L∞η ‖e2t+x−3t+y−3tv0(x− 3t, y − 3t)‖L2
≤ Cλ1
(
√
t)λ1
Cλ2
(
√
t)λ2
e2t‖ex+yv0‖L2
≤ Cλ
t
m
2
e2t‖ex+yv0‖L2 .
For negative times we define w(t) = e−x−yv0 and assume that e
−x−yv0 ∈ L2(R2).
Once we perform a similar estimate to the former one we get for t < 0:
(3.5) ‖∂λx,y(e−x−yV (t)v0)‖L2 ≤
Cλ
|t|m2 e
2|t|‖e−x−yv0‖L2 .
Next, in order to define appropriate initial data v0 that will display the formation
of dispersive singularities, we follow the argument in [29] and consider φ(x, y) =
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e−
√
x2+y2 , x, y ∈ R. It is easy to check that φ ∈ Hs(R2) ∩ L2(|(x, y)|s dxdy) for
any 0 < s < 2, therefore φ is a continuous function but it just misses the regularity
to be a C1 function in R2 at the origin (x, y) = (0, 0). With the help of this φ,
the unitary group V (t) and a sequence (αj)j of positive real numbers converging
to zero sufficiently fast, let us define:
(3.6) v0 =
∞∑
j=1
αjV (−j)φ.
From the known local and global well-posedness theory for the two dimensional
ZK equation, discussed in the introduction above, it follows that for this initial data
v0 there exist globally defined solutions v(t) ∈ C(R;Hs(R2)∩L2(|(x, y)|s dxdy)) of
the symmetrized IVP in (1.2), with k = 1, for any 1 ≤ s < 2 (see also Theorem 4.1
below).
We also claim that v0 in (3.6) belongs to C
∞(R2). This is equivalent to showing
that e−x−yv0 ∈ C∞(R2) and from the Sobolev embedding it is enough to prove
that e−x−yv0 ∈ Hm(R2) for any m ∈ N. For this purpose we restrict our attention
now to (1.4) with initial datum φ and note that it satisfies e−x−yφ ∈ L2(R2) so
that, from estimate (3.5), we conclude that for |λ| = |(λ1, λ2|)| = m:
(3.7)
‖∂λx,y(e−x−yv0)‖L2 ≤
∞∑
j=1
αj‖∂λx,y(e−x−yV (−j)φ)‖L2
≤
∞∑
j=1
αj
Cλ
j
m
2
e2j‖e−x−yφ‖L2 <∞.
for sufficiently small αj ’s.
Finally, we consider the linear evolution of the IVP (1.4) with initial datum
v0 and note that for any t > 0, t /∈ N, V (t)v0 =
∑∞
j=1 αjV (t − j)φ ∈ C∞(R2).
In fact, we proceed as before and reduce matters to showing that for every m ∈
N, e−x−yV (t)v0 ∈ Hm(R2). This claim follows from (3.4) and (3.5) since
(3.8)
‖∂λx,y(e−x−yV (t)v0)‖L2 ≤
∞∑
j=1
αj‖∂λx,y(e−x−yV (t− j)φ)‖L2
≤ Cλ
∞∑
j=1
αj
1
|t− j|m2 e
2|t−j| <∞.
On the other hand, if t = n ∈ N, we have
(3.9) V (t)v0 = αnφ+
∞∑
j=1,j 6=n
αjV (t− j)φ,
where the series can be shown again to be in C∞(R2) and therefore at these times
the linear flow cannot be C1(R2), which we will identify as the dispersive blow-up
taking place at (x, y) = (0, 0) on an infinite number of time instants.
4. Proof of nonlinear smoothing for k = 1
We start this section by giving the statement of the local theory of the IVP (1.2)
with k = 1 that will be convenient for our purposes. Recall that in this case, (1.2)
12 F. LINARES, A. PASTOR, AND J. DRUMOND SILVA
writes as
(4.1)
{
∂tu+ ∂
3
xu+ ∂
3
yu+ u∂xu+ u∂yu = 0, (x, y) ∈ R2, t ∈ R,
u(x, y, 0) = u0(x, y).
Theorem 4.1. Let s > 3/4 and u0 ∈ Zs,s/2. Then there exist T = T (‖u0‖Hs) > 0
and a unique solution u of (4.1) such that
(4.2) u ∈ C([−T, T ];Zs,s/2),
(4.3) ‖Dsx∂xu‖L∞x L2yT + ‖D
s
y∂xu‖L∞x L2yT + ‖D
s
x∂yu‖L∞y L2xT + ‖D
s
y∂yu‖L∞y L2xT <∞,
(4.4) ‖∂xu‖L2TL∞xy + ‖∂yu‖L2TL∞xy <∞,
and
(4.5) ‖u‖L2xL∞yT + ‖u‖L2yL∞xT <∞.
Moreover, for any T ′ ∈ (0, T ) there exists a neighborhood V of u0 ∈ Zs,s/2 such
that the data-solution map u˜0 7→ u˜ from V into the class defined in (4.2)-(4.5), with
T ′ instead of T , is Lipschitz.
Proof. For a detailed proof of this result see [6] and [11]. 
Next, for the initial data constructed in (3.6), we will show that z1(t) defined in
(1.6) belongs to H2
+
(R2). This implies in particular that z1(t) ∈ C1(R2). We will
only prove that
(4.6) z(t) :=
∫ t
0
V (t− t′)u∂xu(t′) dt′
belongs H2
+
(R2). This suffices to complete the proof as the analogous estimates
for the Duhamel term associated to the nonlinearity u∂yu are exactly the same,
with the roles of x and y exchanged with respect to this case.
We will estimate
‖z(t)‖2H2+a = ‖z(t)‖2L2 + ‖D2+ax z(t)‖2L2 + ‖D2+ay z(t)‖2L2,
for a ∈ (0, 3/22). Since z(t) ∈ L2(R2) it is enough to estimate ‖D2+ax z(t)‖2L2 and
‖D2+ay z(t)‖2L2 .
We start by considering ‖D2+ax z(t)‖L2 . Using the dual version of the smoothing
effect (2.6), it follows that
‖D2+ax z(t)‖L2xy =
∥∥∥∥∂x ∫ t
0
V (t− t′)D1+ax (u∂xu)(t′) dt′
∥∥∥∥
L2xy
. ‖D1+ax (u∂xu)(t)‖L1xL2yT
. ‖uD1+ax ∂xu‖L1xL2yT + ‖D
1+a
x (u∂xu)− uD1+ax ∂xu‖L1xL2yT
= NL1 +NL2
(4.7)
Next we estimate each term on the right-hand side of (4.7).
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4.1. Estimates for NL1. We will employ the Strichartz estimates (2.3) and (2.4)
to estimate NL1. From Remark 2.1 we choose r =
2(5+ǫ)
2+ǫ . Then Hölder’s inequality,
Sobolev’s embedding and interpolation yield
‖uD1+ax ∂xu‖L1xL2yT ≤ ‖u‖Lp1x Lq1yT ‖D
2+a
x u‖LrxyT
≤ c‖〈x〉αu‖Lq1x Lq1yT ‖D
2+a
x u‖LrxyT
≤ cT 1/q1‖〈x〉αu‖L∞T Lq1xy‖D
2+a
x u‖LrxyT
≤ cT 1/q1‖〈(x, y)〉αu‖L∞T Lq1xy‖D
2+a
x u‖LrxyT
≤ cT 1/q1‖Jsr(〈(x, y)〉αu)‖L∞T L2xy‖D2+ax u‖LrxyT
(4.8)
where
α >
1
2
,
1
p1
= 1− 1
r
,
1
q1
=
1
2
− 1
r
, sr ≥ 2
(
1
2
− 1
q1
)
=
2
r
.
Remark 4.1. Since ǫ ∈ [0, 1/2] we have 4 < r ≤ 5; so we may (and will) take
sr =
1
2 .
Using Lemma 2.7, we have
‖J1/2(〈(x, y)〉αu)‖L2xy ≤ c‖Jγu‖λL2xy‖〈(x, y)〉
βu‖(1−λ)L2xy
for γλ = 12 , β(1 − λ) = α and λ ∈ (0, 1). That is, we have γ = 12 1λ and β = α1−λ >
1
2
1
1−λ . Then taking λ =
1
3 we obtain γ =
3
2 and β >
3
4 . Thus 2β >
3
2 and
‖uD1+ax ∂xu‖L1xL2yT
≤ cT 1/4‖J3/2u‖1/3L∞T L2xy‖〈(x, y)〉
3/4+u‖2/3L∞T L2xy‖D
2+a
x u‖LrxyT .
(4.9)
The first two terms on the right-hand side of (4.9) are bounded by Theorem 4.1.
The third one requires a more careful analysis which we pursue in the next section.
4.2. Estimate for ‖D2+ax u‖LrxyT . Let us write s0 = 1 + a − ǫθ2 and observe that
s0 ∈ (0, 1) when a < ǫθ2 = 3ǫ2(5+ǫ) , ǫ ∈ [0, 1/2). We recall that the solution of (4.1)
is given by
(4.10) u(t) = V (t)u0 −
∫ t
0
V (t− t′) (u∂xu+ u∂yu)(t′) dt′,
for t ∈ (−T, T ), T > 0 given by the local theory.
First we use the Strichartz estimate (2.3) to estimate the linear part of (4.10) as
‖D2+ax V (t)u0‖LrxyT = ‖D
ǫθ
2
x V (t)D
1+s0
x u0‖LrxyT ≤ ‖D2
−
x u0‖L2xy
because s0 < 1. Using this bound, as well as Minkowski’s inequality, the Cauchy-
Schwarz inequality in time and again (2.3), for the integral part of (4.10), we obtain
‖D2+ax u‖LrxyT ≤ c‖D1+s0x u0‖L2xy
+ cT 1/2‖Ds0x ∂x(u∂xu)‖L2xyT + cT
1/2‖Ds0x ∂x(u∂yu)‖L2xyT .
(4.11)
We first consider the second term on the right-hand side of (4.11). The usual
Leibniz rule yields
(4.12) ‖Ds0x ∂x(u∂xu)‖L2xyT ≤ ‖D
s0
x (u∂
2
xu)‖L2xyT + ‖D
s0
x (∂xu∂xu)‖L2xyT .
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We analyze next each term on the right-hand side of (4.12). We apply the fractional
Leibiniz rule in Lemma 2.6 in the x-direction and then we use Hölder’s inequality
to deduce
‖Ds0x (u∂2xu)‖L2xyT
≤ c‖Ds0x u ∂2xu‖L2xyT + c‖uD
s0
x ∂
2
xu‖L2xyT + c‖‖∂
2
xu‖L∞x ‖Ds0x u‖L2x‖L2yT
≤ c‖‖∂2xu‖L∞xy‖Ds0x u‖L2xy‖L2T + c‖u‖L2xL∞yT ‖D
s0
x ∂
2
xu‖L∞x L2yT
≤ c(‖∂2xu‖L2TL∞xy‖Ds0x u‖L∞T L2xy + ‖u‖L2xL∞yT ‖Ds0x ∂2xu‖L∞x L2yT )
(4.13)
From the local theory we can see that all the terms on the right-hand side can
be controlled for data in H2
−
(R2) regularity. Observe that the norm ‖∂2xu‖L2TL∞xy
is finite since we use the Strichartz estimate (2.3) to deduce it and it does not
introduce loss of derivatives.
A similar but easier argument leads to
(4.14) ‖Ds0x (∂xu∂xu)‖L2xyT ≤ c ‖∂xu‖L2TL∞xy‖D
s0+1
x u‖L∞T L2xy ,
whose terms on the right-hand side can be estimated using the local theory.
For the last term in (4.11) we follow similar arguments as in (4.13) and (4.14)
to conclude that
‖Ds0x ∂x(u∂yu)‖L2xyT
≤ c (‖∂x∂yu‖L2TL∞xy‖Ds0x u‖L∞T L2xy + ‖u‖L2xL∞yT ‖Ds0x ∂x∂yu‖L∞x L2yT )
+ c
(‖∂xu‖L2TL∞xy‖Ds0x u‖L∞T L2xy + ‖∂yu‖L2TL∞xy‖Ds0+1x u‖L∞T L2xy ).
(4.15)
Once again the local theory for data in H2
−
(R2) allows us to deduce that the right-
hand side of (4.15) is finite. As we commented above the norm ‖∂x∂yu‖L2TL∞xy is
finite because the Strichartz estimates do not introduce extra derivative and so we
may control it using the arguments employed to obtain the local theory.
Gathering together all estimates above we conclude that NL1 is finite.
4.3. Estimates for NL2. Here we will estimate the term
NL2 = I := ‖D1+ax (u∂xu)− uD1+ax ∂xu‖L1xL2yT .
First of all, let us consider γ > 1 to be chosen sufficiently close to 1, as to satisfy
all the requirements that follow. Thus, Hölder’s inequality in x variable give
(4.16) I = ‖〈x〉−γ/2‖〈x〉γ/2[D1+ax , u]∂xu‖L2yT ‖L1x . ‖〈x〉
γ/2[D1+ax , u]∂xu‖L2xyT ,
where we used that 〈x〉−γ/2 ∈ L2(R). Define v(x) = w(x) = 〈x〉γ . Then,
v2/4w2/4 = 〈x〉γ/2〈x〉γ/2 = 〈x〉γ .
In view of Lemma 2.5, with r = 2 and p = q = 4,
‖〈x〉γ/2[D1+ax , u]∂xu‖L2x = ‖[D1+ax , u]∂xu‖L2x(〈x〉γ)
. ‖〈x〉γ/4D1+ax u‖L4x‖〈x〉γ/4∂xu‖L4x + ‖〈x〉γ/4∂xu‖L4x‖〈x〉γ/4Dax∂xu‖L4x.
(4.17)
By using that H2 = −1, where H is the Hilbert transform, and 〈x〉γ belongs to A4
class, we have
(4.18) ‖〈x〉γ/4Dax∂xu‖L4x = ‖〈x〉γ/4HDa+1x u‖L4x . ‖〈x〉γ/4Da+1x u‖L4x .
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Consequently, from (4.17) and Young’s inequality,
‖〈x〉γ/2[D1+ax , u]∂xu‖L2x . ‖〈x〉γ/4Da+1x u‖L4x‖〈x〉γ/4∂xu‖L4x
. ‖〈x〉γ/4Da+1x u‖2L4x + ‖〈x〉
γ/4∂xu‖2L4x .
(4.19)
Substituting (4.19) in (4.16),
I . ‖〈x〉γ/4Da+1x u‖2L4Txy + ‖〈x〉
γ/4∂xu‖2L4Txy
=: I1 + I2.
(4.20)
Let us estimate I1. We start by using (2.10) in L
4 and with homogeneous
derivatives, to split the norm into two, one of which only has weights and the other
only has derivatives
‖〈x〉γ/4Da+1x u‖L4x . ‖〈x〉γ/4λu‖λL4x‖D
(a+1)/(1−λ)
x u‖1−λL4x
. ‖〈x〉γ/4λu‖L4x + ‖D(a+1)/(1−λ)x u‖L4x ,
(4.21)
with λ ∈ (0, 1), and then
‖〈x〉γ/4Da+1x u‖L4xy . ‖〈x〉γ/4λu‖L4xy + ‖D(a+1)/(1−λ)x u‖L4xy
. ‖〈(x, y)〉γ/4λu‖L4xy + ‖D(a+1)/(1−λ)x u‖L4xy .
(4.22)
For the first of these terms we use Sobolev’s embedding and Lemma 2.7 again
‖〈(x, y)〉γ/4λu‖L4xy . ‖J1/2
(
〈(x, y)〉γ/4λu
)
‖L2xy
. ‖〈(x, y)〉γ/4λσu‖σL2xy‖J
1/2(1−σ)u‖1−σL2xy
. ‖〈(x, y)〉γ/4λσu‖L2xy + ‖J1/2(1−σ)u‖L2xy .
(4.23)
So we choose σ = 34 − ε and λ = 13 + δ, with ε and δ small so that
1
2(1− σ) =
2
1 + 4ε
< 2,
and
γ
4λσ
=
γ
(13 + δ)(3 − 4ε)
< 1,
for γ close to 1. So, gathering all these estimates back into I1 we get
(4.24) I1 . T
1/2‖〈(x, y)〉1−u‖2L∞T L2xy + T
1/2‖J2−u‖2L∞T L2xy + ‖D
(a+1) 32
+
x u‖2L4Txy .
The first two terms on the right-hand side of this inequality are bounded by the
estimates from the local theory. As for the third term, we observe that
‖D(a+1)
3
2
+
x u‖L4Txy ≤ T
1/12‖D(a+1)
3
2
+
x u‖L6TL4xy ,
and that L6TL
4
xy is a Strichartz admissible norm, corresponding to θ = 1/2 and
ǫ = 0 in Lemma 2.1. So that the linear term in (4.10) in this norm will be bounded
by ‖D(a+1)
3
2
+
x u0‖L2xy , and following an argument analogous to that in Section 4.2,
the boundedness of the norm of the full nonlinear solution is guaranteed from the
local existence theorem.
As for the term I2 in (4.20) we start by switching from the classical derivative
to a homogeneous one, in an analogous manner to what was done in (4.18),
‖〈x〉γ/4∂xu‖L4x = ‖〈x〉γ/4HDxu‖L4x . ‖〈x〉γ/4Dxu‖L4x .
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And now we just have to observe that this term ‖〈x〉γ/4Dxu‖L4x is almost the same
as in I1, except that the number of derivatives is 1, instead of the slightly bigger
1 + a, making the treatment of I2 exactly the same as was done above for I1.
Now we estimate derivatives in the y variable. Following (4.7) we have that the
dual version of the smoothing effect (now in the y variable) yields
‖D2+ay
∫ t
0
V (t− t′)u∂xu(t′) dt′‖L2xy ≤ ‖D1+ay (u∂xu)‖L1yL2xT
≤ ‖uD1+ay ∂xu‖L1yL2xT + ‖D
1+a
y (u∂xu)− uD1+ay ∂xu‖L1yL2xT
= K1 +K2.
(4.25)
Next we estimate K1. Following the argument in (4.8) it follows that we reach
an estimate analogous to (4.9):
‖uD1+ay ∂xu‖L1xL2yT
≤ cT 1/4‖J3/2u‖1/3L∞T L2xy‖〈(x, y)〉
3/4+u‖2/3L∞T L2xy‖D
1+a
y ∂xu‖LrxyT ,
(4.26)
the only difference being the term ‖D1+ay ∂xu‖LrxyT , with mixed derivatives, instead
of ‖D2+ax u‖LrxyT that occurred in (4.9) with all 2+a derivatives in x only. However,
the same type of argument as in Section 4.2 allows us to again control this term,
with a gain of ǫθ2 =
3ǫ
2(5+ǫ) ∼ 322 derivatives in the x direction, from the local theory
norms.
On the other hand, following the same ideas as in Section 4.3 to estimate the
commutator term,
(4.27) K2 ≤ ‖〈y〉γ/2[D1+ay , u]∂xu‖L2xyT ,
and using the estimate in Lemma 2.5 again we obtain
‖〈y〉γ/2[D1+ay , u]∂xu‖L2y ≤ ‖〈y〉γ/4∂xu‖L4y‖〈y〉γ/4D1+ay u‖L4y
+ ‖〈y〉γ/4∂yu‖L4y‖〈y〉γ/4Day∂xu‖L4y .
(4.28)
The terms ‖〈y〉γ/4D1+ay u‖L4y and ‖〈y〉γ/4∂yu‖L4y can be handled exactly as was
done in Section 4.3, now in the y direction. The only novelty here are the terms
‖〈y〉γ/4Day∂xu‖L4y and ‖〈y〉γ/4∂xu‖L4y , with mixed directions for derivatives and
norms. For the second of these terms, we observe that
(4.29) ‖〈y〉γ/4∂xu‖L4xy . ‖〈(x, y)〉γ/4∂xu‖L4xy . ‖〈(x, y)〉γ/4Dxu‖L4xy .
Hence the argument employed above to estimate I2, which in turn was analogous
to the one used to estimate I1, applies in this case too.
We are thus only left with controlling ‖〈y〉γ/4Day∂xu‖L4y . But again using the
same ideas as in the estimates for I1, splitting the norm by Lemma 2.7, and ulti-
mately using Strichartz estimates as in Section 4.2 to recover some derivatives in
order to bring the total to 2− derivatives in L2, one can follow similar arguments
as before to obtain the required bounds. This finishes the proof.
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5. Proof of nonlinear smoothing for k = 2
We now consider solutions of the IVP associated to the modified Zakharov-
Kuznetsov equation,
(5.1)
{
∂tu+ ∂
3
xu+ ∂
3
yu+ u
2(∂xu+ ∂yu) = 0, (x, y) ∈ R2, t ∈ R,
u(x, y, 0) = u0(x, y).
In this section we show that we can obtain the nonlinear smoothing effect of the
Duhamel term of the solution without using weighted Sobolev spaces. We start by
giving the local well-posedness result that we will use in this case.
Theorem 5.1. For any u0 ∈ Hs(R2), s > 3/4, there exist T = T (‖u0‖Hs) > 0
and a unique solution u of the IVP (5.1) defined in the interval [−T, T ] such that
(5.2) u ∈ C([−T, T ] : Hs(R2)),
(5.3) ‖Dsx∂xu‖L∞x L2yT + ‖D
s
y∂xu‖L∞x L2yT + ‖D
s
x∂yu‖L∞y L2xT + ‖D
s
y∂yu‖L∞y L2xT <∞,
(5.4) ‖u‖L3TL∞xy + ‖∂xu‖L12/5T L∞xy + ‖∂yu‖L12/5T L∞xy <∞,
and
(5.5) ‖u‖L2xL∞yT + ‖u‖L2yL∞xT <∞.
Moreover, for any T ′ ∈ (0, T ) there exists a neighborhood W of u0 ∈ Hs(R2)
such that the map u˜0 7→ u˜(t) from W into the the class defined by (5.2)–(5.5), with
T ′ instead of T , is Lipschitz.
Proof. The proof relies on the contraction mapping principle and it is quite similar
to that of Theorem 1.1 in [25]. The Strichartz estimates in Corollary 2.2, Kato’s
smoothing effects in Lemma 2.3 combined with the maximal function estimate in
Lemma 2.4 are enough to recover the loss of derivatives in the nonlinear term of
(5.1). 
Next we prove Proposition 1.4 in the case k = 2. As we already said, the general
case follows similar arguments.
Proof of Proposition 1.4. We will prove the proposition in the case s = 1. For larger
values of s the strategy is the same. Thus, it suffices to assume that u0 ∈ H1(R2)
and prove that
z2(t) =
∫ t
0
V (t− t′)u2 (∂xu+ ∂yu) (t′) dt′ ∈ H2(R2) for t ∈ [−T, T ].
Since z2(t) is in L
2(R2), it is enough to show that ∂2xz2(t) and ∂
2
yz2(t) are in L
2(R2)
for t ∈ [−T, T ].
In addition, due to the symmetry with respect to x and y in z2(t) and in our
estimates presented in Section 2 we will only show that
(5.6) ∂2x
∫ t
0
V (t− t′)u2∂xu(t′) dt′ and ∂2y
∫ t
0
V (t− t′)u2∂xu(t′) dt′
belong to L2(R2). The estimates for the nonlinear term involving u2∂yu follow in
a similar fashion.
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Now using the dual version of the smoothing effect (2.6),
‖∂2x
∫ t
0
V (t− t′)u2∂xu(t′) dt′‖L2xy
. ‖∂x(u2∂xu)‖L1xL2yT
. ‖u2∂2xu‖L1xL2yT + ‖u(∂xu)
2‖L1xL2yT
= A1 +A2.
(5.7)
Applying Hölder’s inequality it follows that
(5.8) A1 . ‖u‖2L2xL∞yT ‖∂
2
xu‖L∞x L2yT ,
which is finite from the local theory in (5.3) and (5.5).
Again using the Hölder inequality we get
A2 . ‖u‖L2xL∞yT ‖∂xu‖2L4xL4yT .(5.9)
Since the norm ‖∂xu‖L4xL4yT can be interpolated from the norms ‖∂2xu‖L∞x L2yT in
(5.3) and ‖u‖L2xL∞yT in (5.5), which are bounded by Theorem 5.1, it follows that
that the term A2 is also finite.
To estimate the second term in (5.6) we use again the smoothing effect (2.6),
this time for ∂y, to obtain
‖∂2y
∫ t
0
V (t− t′)(u2∂xu)(t′) dt′‖L2xy
. ‖u2∂y∂xu‖L1xL2yT + ‖u∂yu∂xu‖L1xL2yT
= B1 +B2.
(5.10)
For the first term, B1, we use Hölder’s inequality to get
(5.11) B1 . ‖u‖2L2xL∞yT ‖∂y∂xu‖L∞x L2yT ,
which is finite by (5.3) and (5.5).
Applying once more the Hölder inequality, now for B2, we obtain
B2 . ‖u‖L2xL∞yT ‖∂yu∂xu‖L2xL2yT
. T 1/12‖u‖L2xL∞yT ‖∂yu‖L12/5T L∞xy‖∂xu‖L∞T L2xy .
(5.12)
All the terms in the last inequality are bounded by Theorem 5.1.
Combining the above inequalities the result follows. 
Proof of Theorem 1.3. We start proving part (1). Recall that for any initial data
v0 ∈ H1(R2), as long as the local solution of (1.2) exists, it can be written as
(5.13) v(t) = V (t)v0 −
∫ t
0
V (t− t′)vk(∂xv + ∂yv)(t′) dt′ =: V (t)v0 + zk(t).
In addition, from Proposition 1.4 it follows that zk(t) ∈ H2(R2). Hence the Sobolev
embedding theorem implies that zk(t) ∈ W 1,p(R2), for any p ≥ 2, as long as it is
well defined. Then we have to show that there exists v0 ∈ H1(R2)∩W 1,p(R2) such
that U(t∗)v0 /∈ W 1,p(R2) for every p > 2.
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Let φ ∈ H1(R2) ∩W 1,1(R2) such that φ /∈ W 1,p(R2) for every p > 2. We note
that, from (2.1),
(5.14) ‖V (t)∂xφ‖L∞xy ≤
c
|t|2/3 ‖∂xφ‖L1xy , t 6= 0.
Also, since V (t) is a unitary group on L2(R2), we have
(5.15) ‖V (t)∂xφ‖L2xy = c‖∂xφ‖L2xy .
Since φ ∈ H1(R2) ∩W 1,1(R2), an interpolation using (5.14) and (5.15) gives that
V (t)∂xφ ∈ Lp(R2), for any p ≥ 2. Similar estimates hold if we replace ∂xφ by φ
or ∂yφ in (5.14) and (5.15), from which we deduce that V (t)φ ∈W 1,p(R2), for any
p ≥ 2 and each t 6= 0.
Next we choose v0(x, y) = V (−t∗)φ(x, y). Multiplying v0 by a small constant,
if necessary, we may assume that the corresponding solution, say, v(t), is global in
time with v ∈ C(R : H1(R2)). Since V (t∗) is a unitary group in H1(R2) we deduce
that v0 ∈ H1(R2) ∩W 1,p(R2) with V (t∗)v0 = φ ∈ H1(R2) but φ /∈ W 1,p(R2) for
every p > 2. This implies claim (1).
Next we prove part (2). First we note that by taking ε = 1/2 and θ ∈ [0, 1) in
Lemma 2.1, we have, for p > 2,
(5.16) ‖D
p−2
4p
x V (t)v0‖
L
12p
5(p−2)
t L
p
xy
≤ c‖v0‖L2xy
and
(5.17) ‖D
p−2
4p
y V (t)v0‖
L
12p
5(p−2)
t L
p
xy
≤ c‖v0‖L2xy ,
for any v0 ∈ L2(R2).
We take v˜0 ∈ H1(R2) with 1 = r − p−24p = r − pˆ with v˜0 /∈ W r,p(R2+), where R2+
is defined as (1.8). From (5.16) and (5.17) there exists t˜ > 0 such that
V (±t˜ )v˜0, V (±2t˜ )v˜0 ∈W r,p(R2) with r = 1 + p− 2
4p
= j.
Next we consider the initial data
(5.18) v0 = V (t˜ )v˜0 + V (−t˜ )v˜0.
We observe that v0 ∈ H1(R2) ∩W r,p(R2). In addition, multiplying v0 by a small
constant, if necessary, we may also assume that the corresponding solution is global
in time with v ∈ C(R : H1(R2)). On the other hand, we have from Proposition 1.4
that zk(t) ∈ C([−T, T ] : H2(R2)). Hence, the Sobolev embedding implies that
C([−T, T ] : H2(R2)) →֒ C([−T, T ] : W r,p(R2))
whenever p ∈ (2, 10).
We finally note that
V (t˜ )v0 = V (2t˜ )v˜0 + v˜0 /∈ W r,p(R2+)
and the same holds for V (−t˜ )v0.
Combining the above information we derive the desired result. 
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