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EXTENSIONS OF PERRON-FROBENIUS THEORY
NIUSHAN GAO
Abstract. The classical Perron-Frobenius theory asserts that for two matrices
A and B, if 0 ≤ B ≤ A and r(A) = r(B) with A being irreducible, then A = B.
This was recently extended in [5] to positive operators on Lp(µ) with either A
or B being irreducible and power compact. In this paper, we extend the results
to irreducible operators on arbitrary Banach lattices.
1. Introduction and Preliminaries
Throughout this paper, X always denotes a real Banach lattice with dimX > 1,
and T always stands for a non-zero positive operator on X . Recall that a positive
operator is said to be ideal irreducible if it has no non-zero proper invaraint
closed ideals, and band irreducible if it has no non-zero proper invariant bands.
These definitions of irreducibity coincide on order continuous Banach lattices; in
particular, on Lp spaces for 1 ≤ p < ∞ and on R
n. Moreover, for a positive
matrix A, it is easily seen that A is irreducible if and only if A does not have a
block form
[
A11 A12
0 A22
]
under any permutation of the standard basis.
The classical Perron-Frobenius theory (see Chapter 8, [2]) asserts the following.
Theorem 1.1. Let A > 0 be an irreducible matrix. Then its spectral radius
r(A) > 0, r(A) is a simple root of its characteristic polynomial fA, and ker(r(A)−
A) = Span{x0} for some strictly positive vector x0.
Theorem 1.2. Suppose A and B are two matrices such that 0 ≤ B ≤ A and
r(A) = r(B). If A is irreducible, then A = B.
Theorem 1.1 has been generalized to positive operators on Banach lattices
by various authors; see, e.g. [19, 20, 21, 7, 1, 2, 10, 11, 14], etc. Extensions
of Theorem 1.2 have also been considered by some authors; see, e.g., [15, 3].
Results of this type are often referred to as comparison theorems. The following
comparison theorem is of interest.
Theorem 1.3 ([5]). Suppose 0 ≤ S ≤ T on Lp(µ) where 1 < p < ∞ and µ is
σ-finite. Suppose also r(T ) = r(S). Then T = S if either T or S is irreducible
and power compact.
In Section 2 of this paper, we generalize some known facts about positive eigen-
vectors of irreducible operators and their adjoint operators. In Sections 3 and 4,
we provide several extensions of Theorem 1.2 to positive operators on arbitrary
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Banach lattices. In particular, we show in Corollary 3.5 that Theorem 1.3 re-
mains valid for general Banach lattices. Moreover, we prove in Theorem 3.9 that
power compactness condition may be replaced with the (weaker) condition that
the spectral radius is a pole of the resolvent.
We write σ(T ) for the spectrum of T , r(T ) for the spectral radius of T , and
R(·, T ) for the resolvent of T . For x ∈ X , we write x+ and x− for the positive and
negative parts of x, respectively. Recall that a positive operator is called strongly
expanding (respectively, expanding) if it sends non-zero positive vectors to
quasi-interior points (respectively, weak (order) units). A positive operator on
X is said to be strictly positive if it does not vanish on any non-zero positive
vectors. It can be easily verified that if T > 0 is σ-order continuous, then so is∑∞
1
Tn
λn
for each λ > r(T ). For background and notations on Banach spaces and
Banach lattices, we refer the reader to [6, 2, 4, 21].
We will use the following well known properties of irreducible operators.
Lemma 1.4. Fix λ > r(T ). The following statements are equivalent:
(1) T is ideal irreducible;
(2)
∑∞
1
Tn
λn
is strongly expanding;
(3)
∑∞
1
Tn∗
λn
x∗ is strictly positive for any x∗ > 0.
Proof. The equivalence of (1) and (2) is shown in [22], p. 317. For (2) ⇔ (3),
simply note that x∗
(∑∞
1
Tn
λn
x
)
=
(∑∞
1
Tn∗
λn
x∗
)
(x), and that y > 0 is a quasi-
interior point if and only if x∗(y) > 0 for any x∗ > 0. 
Lemma 1.5. Let T be ideal irreducible.
(1) If Tx = λx for some x > 0 and λ ∈ R then x is a quasi-interior point and
λ > 0;
(2) If T ∗x∗ = λx∗ for some x∗ > 0 and λ ∈ R then x∗ is strictly positive and
λ > 0;
(3) T is strictly positive.
Proof. (1) It is clear that λ ≥ 0. Now pick any δ > r(T ). Then by Lemma 1.4 (2),∑∞
1
Tn
δn
x =
(∑∞
1
λn
δn
)
x is a quasi-interior point. Hence λ > 0 and x is a quasi-
interior point. (2) can be proved similarly by using Lemma 1.4 (3). (3) follows
immediately from (1). 
Lemma 1.6. Let T > 0 be σ-order continuous. Fix λ > r(T ). The following two
statements are equivalent:
(1) T is band irreducible;
(2)
∑∞
1
Tn
λn
is expanding.
Any of these two implies the following:
(3)
∑∞
1
Tn∗
λn
x∗ is strictly positive for any σ-order continuous x∗ > 0.
Proof. (1) ⇔ (2) can be proved similarly as for ideal irreducible operators; see
[22], p. 317. For the last assertion, simply note that if y > 0 is a weak unit, then
x∗(y) > 0 for any σ-order continuous x∗ > 0. 
Lemma 1.7. Let T be band irreducible and σ-order continuous.
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(1) If Tx = λx for some x > 0 and λ ∈ R, then x is a weak unit and λ > 0;
(2) If T ∗x∗ = λx∗ for some σ-order continuous x∗ > 0 and λ ∈ R, then x∗ is
strictly positive and λ > 0;
(3) T is strictly positive.
The following generalization of Krein-Rutman theorem will be used; see Propo-
sition 4, [20].
Lemma 1.8. If r(T ) is a pole of R(·, T ), then the leading coefficient of the Lau-
rent expansion of R(·, T ) at r(T ) is positive, and T as well as T ∗ has a positive
eigenvector for r(T ).
2. Positive Eigenvectors of Irreducible Operators
In this section, we establish some basic lemmas. We will look at positive eigen-
vectors of irreducible operators. In particular, we are interested in positive eigen-
functionals of their adjoint operators.
Recall that we always assume T > 0. The following theorem is well known and
can be found in Theorem 5.2, p. 329, [21] for ideal irreducible operators and in
Theorem 4.12, [11] for band irreducible operators.
Theorem 2.1. Suppose Tx0 = r(T )x0 and T
∗x∗0 = r(T )x
∗
0 for some x0 > 0 and
some x∗0 > 0.
(1) If T is ideal irreducible, then ker(r(T )− T ) = Span{x0};
(2) If T is band irreducible and σ-order continuous, and x∗0 is strictly positive,
then ker(r(T )− T ) = Span{x0}.
One can replace the spectral radius with a positive eigenvalue as follows.
Lemma 2.2. Suppose Tx0 = λx0 and T
∗x∗0 = λx
∗
0 for some x0 > 0 and x
∗
0 > 0
and λ ∈ R.
(1) If T is ideal irreducible, then ker(λ− T ) = Span{x0};
(2) If T is band irreducible and σ-order continuous, and x∗0 is strictly positive,
then ker(λ− T ) = Span{x0}.
(3) If T ∗ is band irreducible, then ker(λ− T ) = Span{x0} and ker(λ− T
∗) =
Span{x∗0}.
Proof. The proof of (1) and (2) is analogous to that of Theorem 5.2, p. 329, [21].
It remains to prove (3). Note that T is ideal irreducible; see Exercise 16, p. 356,
[2]. Applying (1) to T , we know ker(λ − T ) = Span{x0}. By Lemma 1.5(1), x0
is quasi-interior. Thus it acts as a strictly positive functional on X∗ such that
T ∗∗x0 = λx
∗
0. Note that, being the adjoint of a positive operator, T
∗ is order
continuous. Hence applying (2) to T ∗, we have ker(λ− T ∗) = Span{x∗0}. 
For (3), we would like to remark that if X is order continuous, then T ∗ is band
irreducible if and only if T is ideal irreducible; see Exercise 16, p. 356, [2].
Recall that if λ is a simple pole of R(·, T ) then PX = ker(λ − T ) where P is
the spectral projection of T for λ; see Corollary 6.40, p. 268, [2].
Lemma 2.3. Suppose r(T ) is a pole of R(·, T ) and T satisfies one of the following:
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(1) T is ideal irreducible;
(2) T is band irreducible and σ-order continuous, and T ∗x∗0 = r(T )x
∗
0 for some
strictly positive functional x∗0
1.
Then r(T ) > 0 and it is a simple pole of R(·, T ), PX = ker(r(T )−T ) = Span{x0}
for some x0 > 0, and P
∗X∗ = ker(r(T )−T ∗) = Span{x∗0}, where P is the spectral
projection of T for r(T ).
For Case (1), a proof of the assertions except the last one can be found in [20]
(see Theorem 2 there), a complete proof can be found in [19] (see Theorems 1
and 2 there). Variants of Case (2) can be found in [10] and [14]. We include here
a simple proof for the convenience of the reader.
Proof. We prove (2) first. By Lemma 1.8, there exists x0 > 0 such that Tx0 =
r(T )x0. By Lemma 1.7 (1), r(T ) > 0.
Let r(T ) be a pole of order m. Denote by A−n the coefficient of (λ− r(T ))
−n
in the Laurent expansion of R(λ, T ) at r(T ). Then A−m = (T − r(T ))
m−1P ,
and P ∗ is the spectral projection of T ∗ for r(T ). Since T ∗x∗0 = r(T )x
∗
0, we know
x∗0 ∈ P
∗X∗, P ∗x∗0 = x
∗
0. By Lemma 1.8, we can take x > 0 such that A−mx > 0.
Then 0 < x∗0(A−mx) = (T
∗ − r(T ))m−1(P ∗x∗0)(x) = [(T
∗ − r(T ))m−1x∗0](x). If
m ≥ 2, then (T ∗ − r(T ))m−1x∗0 = 0, yielding a contradiction! Hence m = 1, that
is, r(T ) is a simple pole.
By the remark preceding this lemma and Lemma 2.2 (2), PX = ker(r(T )−T ) =
Span{x0}. Thus rank(P
∗) = rank(P ) = 1. It follows from 0 6= ker(r(T )− T ∗) ⊂
P ∗X∗ that P ∗X∗ = ker(r(T ) − T ∗) = Span{x∗0}. The proof of (1) is similar, as
in view of Lemmas 1.8 and 1.5, there exist x0 > 0 such that Tx0 = r(T )x0 and a
strictly positive functional x∗0 such that T
∗x∗0 = r(T )x
∗
0. 
Lemma 2.4. (1) Suppose T ∗x∗0 = λx
∗
0 for some strictly positive functional x
∗
0.
Then for any x ∈ X such that Tx ≥ λx or Tx ≤ λx, we have Tx± = λx±;
(2) Suppose Tx0 = λx0 for some quasi-interior point x0 > 0. Then for any
x∗ ∈ X∗ such that T ∗x∗ ≥ λx∗ or T ∗x∗ ≤ λx∗, we have T ∗x∗± = λx
∗
±;
(3) Let T be σ-order continuous. Suppose Tx0 = λx0 for some weak unit
x0 > 0. Then for any σ-order continuous x
∗ ∈ X∗ such that T ∗x∗ ≥ λx∗
or T ∗x∗ ≤ λx∗, we have T ∗x∗± = λx
∗
±.
Proof. (1) Note that 0 = (T ∗x∗0 − λx
∗
0)(x) = x
∗
0(Tx − λx). Since x
∗
0 is strictly
positive, Tx = λx. This in turn implies λ|x| ≤ T |x|. Using what we have just
proved, we have T |x| = λ|x|. Hence, Tx± = λx±.
(3) Note that (T ∗x∗ − λx∗)(x0) = x
∗(Tx0) − λx
∗(x0) = 0. Since T
∗x∗ − λx∗
is σ-order continuous and x0 is a weak unit, T
∗x∗ − λx∗ = 0, i.e., T ∗x∗ = λx∗.
This in turn implies λ|x∗| ≤ T |x∗|. Since |x∗| is also σ-order continuous, applying
what we have just proved, we have T ∗|x∗| = λ|x∗|. Hence Tx∗± = λx
∗
±.
(2) can be proved either similarly as (3), or via (1) since x0 acts as a strictly
positive functional on X∗ such that T ∗∗x0 = λx0. 
1By Lemma 1.8, what we really require here is strict positivity of x∗
0
, not its existence.
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Recall that an operator S ∈ L(X) is called order weakly compact if S[0, x]
is relatively weakly compact for all x > 0. This is a large class of operators
containing all compact operators, AM-compact operators and weakly compact
operators. Recall also that an operator is called strictly singular if it fails to be
invertible on any infinite-dimensional closed subspaces. Strictly singular operators
are order weakly compact; see Corollary 3.4.5, p. 193, [16]. We say that S is power
compact (power weakly compact, etc) if Sk satisfies the property for some k ≥ 1.
The following lemma handles σ-order continuity of eigenfunctionals. The idea
of the proof has appeared in [10, 11, 1], ect.
Lemma 2.5. (1) If T is σ-order continuous and order weakly compact, then
T is σ-order-to-norm continuous.
(2) If T is power σ-order-to-norm continuous and T ∗x∗ = λx∗ for some λ 6= 0,
then x∗ is σ-order continuous.
(3) If T is σ-order continuous and power order weakly compact and T ∗x∗ =
λx∗ for some λ 6= 0, then x∗ is σ-order continuous.
Proof. (1) Take xn ↓ 0. Then Txn ↓ 0. By Eberlein-Smulian theorem, Txnj → y
weakly for some (nj) and y ∈ X . Since Txnj is decreasing, it is straightforward
verifications that y = infj Txnj = infn Txn = 0. Hence ||Txnj || → 0 by Dini
theorem (see Theorem 3.52, p. 174, [4]). This in turn implies ||Txn|| → 0.
For (2), simply note that x∗ ∈ Range(T k∗). (3) follows from (1) and (2). 
We end this section with the following variant of Theorem 2.1, Lemmas 2.2 (3)
and 2.3.
Proposition 2.6. Suppose T is power order weakly compact such that Tx0 = λx0
and T ∗x∗0 = λx
∗
0 for some x0 > 0 and x
∗
0 > 0. If T satisfies one of the following:
(1) T is ideal irreducible;
(2) T s band irreducible and σ-order continuous,
then ker(λ− T ) = Span{x0} and ker(λ− T
∗) = Span{x∗0}.
Proof. We only prove (2); the proof of (1) is similar. By Lemma 1.7 (1), x0 is a
weak unit and λ > 0. Hence x∗0 is σ-order continuous by Lemma 2.5 (3), and is
strictly positive by Lemma 1.7 (2). Therefore, by Lemma 2.2 (2), ker(λ − T ) =
Span{x0}.
Without loss of generality, assume λ = 1. Suppose that dim ker(1 − T ∗) > 1.
Then there exists x∗ ∈ ker(1 − T ∗) with x∗+ > 0 and x
∗
− > 0. By Lemma 2.5 (3),
x∗ is σ-order continuous. Since x0 is a weak unit, Lemma 2.4 (3) implies that
x∗± ∈ ker(1 − T
∗). Let k ≥ 1 be such that T k is order weakly compact. Then
(T k)∗x∗± = x
∗
±. It follows that
0 =x∗+ ∧ x
∗
−(x0) = inf
0≤x≤x0
(x∗+(x0 − x) + x
∗
−(x))
= inf
0≤x≤x0
((T k)∗x∗+(x0 − x) + (T
k)∗x∗−(x)) = inf
0≤x≤x0
(x∗+(x0 − T
kx) + x∗−(T
kx)).
So we can take xn ∈ [0, x0] such that x
∗
+(x0 − T
kxn) + x
∗
−(T
kxn) → 0. Using
order weak compactness of T k and Eberlein-Smulian theorem, we can assume,
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by passing to a subsequence, that T kxn → y ∈ [0, T
kx0] = [0, x0] weakly. In
particular, we have x∗+(x0−y)+x
∗
−(y) = 0. It follows that x
∗
+(x0−y) = x
∗
−(y) = 0.
Since x∗± are both σ-order continuous and lie in ker(1−T
∗), they are both strictly
positive by Lemma 1.7 (2). This forces x0 − y = y = 0. Thus x0 = 0, which is
absurd. Therefore, dim ker(λ− T ∗) = 1, and ker(λ− T ∗) = Span{x∗0}. 
3. Main Theorems
The following is straightforward.
Lemma 3.1. Suppose 0 ≤ S ≤ T . Then T = S if any of the following is satisfied:
(1) T ∗x∗0 = S
∗x∗0 for some strictly positive functional x
∗
0;
(2) Tx0 = Sx0 for some quasi-interior point x0 > 0;
(3) T is σ-order continuous and Tx0 = Sx0 for some weak unit x0 > 0.
Lemma 3.2. Suppose 0 ≤ S ≤ T and T is ideal irreducible. Then T = S if any
of the following is satisfied:
(1) T ∗x∗0 = λx
∗
0 for some x
∗
0 > 0 and Sx0 ≥ λx0 for some x0 > 0;
(2) Tx0 = λx0 for some x0 > 0 and S
∗x∗0 ≥ λx
∗
0 for some x
∗
0 > 0.
Suppose 0 ≤ S ≤ T and T is band irreducible and σ-order continuous. Then
T = S if any of the following is satisfied:
(1’) T ∗x∗0 = λx
∗
0 for some strictly positive x
∗
0 > 0 and Sx0 ≥ λx0 for some
x0 > 0;
(2’) Tx0 = λx0 for some x0 > 0 and S
∗x∗0 ≥ λx
∗
0 for some σ-order continuous
x∗0 > 0.
Proof. We only prove (2’); the other cases can be proved similarly. By Lemma 1.7 (1),
we know x0 is a weak unit. Now note λx
∗
0 ≤ S
∗x∗0 ≤ T
∗x∗0. Hence, λx
∗
0 = S
∗x∗0 =
T ∗x∗0 by Lemma 2.4 (3). By Lemma 1.7 (2), x
∗
0 is strictly positive. Therefore, it
follows from T ∗x∗0 = S
∗x∗0 that T = S by Lemma 3.1 (1). 
Lemma 3.3. Suppose T and S are compact, 0 ≤ S ≤ T and r(T ) = r(S). Then
T = S if T is either ideal irreducible, or band irreducible and σ-order continuous.
Proof. Suppose that T is band irreducible and σ-order continuous. By Schaefer-
Grobler Theorem [10] (see also Corollary 9.33, p. 367, [2]), r(S) = r(T ) > 0.
Since T and S are both compact, by Krein-Rutman Theorem, we can take x0 > 0
and x∗0 > 0 such that Tx0 = r(T )x0 and S
∗x∗0 = r(S)x
∗
0. Since S is also σ-order
continuous, x∗0 is σ-order continuous by Lemma 2.5 (3). This completes the proof
by Lemma 3.2 (2’).
The case when T is ideal irreducible can be proved by using similar arguments
and de Pagter’s theorem [7] that compact ideal irreducible operators are non-
quasinilpotent. 
Theorem 3.4. Suppose 0 ≤ S ≤ T , r(T ) = r(S), and Sk is non-zero and compact
for some k ≥ 1. Then T = S if T is either ideal irreducible or band irreducible
and σ-order continuous.
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Proof. We only prove the band irreducible case; the other case can be proved
similarly. Without loss of generality, assume ||T || < 1. Put T˜ =
∑∞
1
Tm and
S˜ =
∑∞
1
Sm. Recall that r(T ) ∈ σ(T ) and r(S) ∈ σ(S). Thus by the spectral
mapping theorem, it is easily seen that
r(T˜ T kT˜ ) = r(T )k
(
∞∑
1
r(T )m
)2
= r(S)k
(
∞∑
1
r(S)m
)2
= r(S˜SkS˜).
Together with T˜ T kT˜ ≥ T˜ SkT˜ ≥ S˜SkS˜, this implies r(T˜SkT˜ ) = r(S˜SkS˜).
Recall that T˜ is σ-order continuous. Hence, so is T˜ SkT˜ . By Lemma 1.6 (2), T˜
is expanding, hence so is T˜ SkT˜ ; in particular, T˜ SkT˜ is band irreducible. Finally
note that since Sk is compact, so are T˜ SkT˜ and S˜SkS˜. Applying Lemma 3.3 to
0 ≤ S˜SkS˜ ≤ T˜ SkT˜ , we have T˜ SkT˜ = S˜SkS˜.
Note that T˜ SkT˜ ≥ T˜ SkS˜ ≥ S˜SkS˜. Hence, T˜ SkT˜ = T˜ SkS˜. Since T˜ is strictly
positive and SkT˜ ≥ SkS˜, we have SkT˜ = SkS˜. If Skx = 0 for some x > 0, then
SkT˜ x = S˜Skx = 0. But T˜ x is a weak unit, forcing Sk = 0, which is absurd.
Hence Sk is strictly positive. Now it follows from SkT˜ = SkS˜ and T˜ ≥ S˜ that
T˜ = S˜. This in turn implies T = S. 
We are now ready to present a generalization of Theorem 1.3 to operators on
arbitrary Banach lattices.
Corollary 3.5. Suppose 0 ≤ S ≤ T and r(T ) = r(S). Then T = S if one of the
following is satisfied:
(1) T is power compact, and is either ideal irreducible or band irreducible and
σ-order continuous;
(2) S is power compact, and either S is ideal irreducible, or S is band irre-
ducible and T is σ-order continuous.
Proof. (1) By Lemma 1.5 (3) or Lemma 1.7 (3), each power of T is non-zero,
hence r(S) = r(T ) > 0 by Corollary 4.2.6, p. 267, [16]. In particular, this implies
that each power of S is non-zero. By Aliprantis-Burkinshaw’s Cube theorem
(Theorem 5.14, p. 283, [4]), we know S is also power compact. The desired result
now follows from Theorem 3.4 immediately.
(2) Assume Sk is compact. By Lemma 1.5 (3) or Lemma 1.7 (3), Sk > 0. Note
that since S is irreducible, so is T . Now apply Theorem 3.4 again. 
Remark 3.6. Lemma 3.3, Theorem 3.4 and Corollary 3.5 still hold if we replace
compactness involved by strict singularity and assume r(T ) > 0. The same lines
of arguments with minor modifications will work. For example, let’s look at the
band irreducible case of Lemma 3.3. Suppose S and T are now strictly singular.
Since 0 < r(T ) ∈ σ(T ) and 0 < r(S) ∈ σ(S), r(T ) and r(S) are poles of R(·, T )
and R(·, S), respectively; see Exercise 8, p. 314 and Corollary 7.49, p. 303, [2].
Replacing Krein-Rutman Theorem with Lemma 1.8, we get x0 and x
∗
0 as before.
Since S is order weakly compact, Lemma 2.5 again implies that x∗0 is σ-order
continuous. Thus Lemma 3.3 holds. Theorem 3.4 holds because the set of strictly
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singular operators also forms an ideal of L(X); see Corollary 4.62, p. 175, [2].
Corollary 3.5 holds because the power property also holds for strictly singular
operators (that is, if 0 ≤ S ≤ T and T is strictly singular, then S4 is strictly
singular; see Corollary 4.2, [9]).
Motivated by an idea from [5], we can also prove a variant of Corollary 3.5
replacing power compactness condition with the spectral radius being a pole of
the resolvent. We need the following two lemmas.
Lemma 3.7 ([13]). If r(T ) = 1 is a simple pole of R(·, T ) then 1
n
∑n
i=1 T
i → P ,
the spectral projection of T for r(T ) = 1.
Lemma 3.8. Suppose Tn → T and σ(T )\σper(T ) is closed. Then r(Tn)→ r(T ).
Proof. It is well known that lim supn r(Tn) ≤ r(T ); see [18].
We proceed to prove r(T ) ≤ lim infn r(Tn). The argument is an imitation of
the proof of continuity of spectral radius on compact operators. Assume r(T ) >
lim infn r(Tn). Take ǫ > 0 such that r(T ) > lim infn r(Tn) + 2ε. By passing to a
subsequence, we may assume r(T ) > r(Tn) + ǫ for all n ≥ 1.
Since σ(T )\σper(T ) is closed, we can take δ > 0 small enough so that 2δ < ε
and σ(T )\σper(T ) ⊂ {z : |z| < r(T ) − 2δ}. Now for j = ±1, define curves
γj(t) = [r(T ) + jδ]e
it, 0 ≤ t ≤ 2π. Then by Cauchy integral theorem, we have∫
γ1−γ−1
R(λ, Tn)dλ = 0, ∀ n ≥ 1.
But on the other hand, note that in any unital Banach algebra, for a invertible
and ||x|| small enough, ||(a− x)−1− a−1|| ≤ ||x|| ||a
−1||2
1−||x|| ||a−1||
; see p. 5, [17]. Using this,
it is easy to see that R(·, Tn)→ R(·, T ) uniformly on γj’s. Therefore
P =
1
2πi
∫
γ1−γ−1
R(λ, T )dλ = lim
n
1
2πi
∫
γ1−γ−1
R(λ, Tn)dλ = 0,
where P is the spectral projection of T for σper(T ). This is absurd. 
Theorem 3.9. Let 0 ≤ S ≤ T be such that r(T ) = r(S).
(1) Suppose that r(T ) is a pole of R(·, T ), then T = S if T is either ideal
irreducible, or band irreducible and σ-order continuous with σ-order con-
tinuous2 x∗0 > 0 such that T
∗x∗0 = r(T )x0;
(2) Suppose that r(S) is a pole of R(·, S), then T = S if either S is ideal
irreducible, or S is band irreducible with σ-order continuous x∗0 > 0 such
that S∗x∗0 = r(S)x0 and T is σ-order continuous.
Proof. (1) Suppose first T is band irreducible and σ-order continuous, and T ∗x∗0 =
r(T )x∗0 for some σ-order continuous x
∗
0 > 0. Let P be the spectral projection of
T for r(T ). We know that x∗0 is strictly positive by Lemma 1.7 (2). Hence, by
Lemma 2.3, r(T ) > 0 is a simple pole of R(·, T ), PX = ker(r(T )−T ) = Span{x0}
for a weak unit x0 > 0 and P
∗X∗ = ker(r(T ) − T ∗) = Span{x∗0}. Without loss
2By Lemma 1.8, what we require here is the σ-order continuity of x∗
0
, not its existence.
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of generality, we can assume r(T ) = 1 and P (·) = x∗0(·)x0. Then PT = P is
compact, expanding and σ-order continuous.
Since r(T ) is a simple pole of R(·, T ) and PS and PT are compact, we have,
by Lemmas 3.7 and 3.8,
1 = lim
n
r
(
1
n
n∑
1
SiS
)
≤ lim
n
r
(
1
n
n∑
1
T iS
)
= r(PS)
≤r(PT ) = lim
n
r
(
1
n
n∑
1
T iT
)
= 1.
It follows that r(PT ) = r(PS) = 1. Now applying Lemma 3.3 to 0 ≤ PS ≤ PT ,
we know PT = PS. Hence, T = S due to strict positivity of P . The case when
T is ideal irreducible can be proved similarly.
For (2), let P be the spectral projection of S for r(S). Then as before, we can
show that PS is (strongly) expanding, and hence so is PT . A similar argument
also gives r(PT ) = r(PS). Now applying Lemma 3.3 to 0 ≤ PS ≤ PT again, we
obtain PT = PS, and thus T = S due to strict positivity of P . 
Remark 3.10. Recall that power compact operators are essentially quasinilpo-
tent; see Definition 7.46, p. 302, [2]. Recall also that power compact irreducible
operators are non-quasinilpotent (Corollary 4.2.6, p. 267, [16]). Hence, the spec-
tral radius of a power compact irreducible operator is a pole of the resolvent;
see Corollary 7.49, p. 303, [2]. Therefore, it is easily seen that Corollary 3.5 and
Theorem 1.3 can be deduced from Theorem 3.9.
4. Further Remarks
When the dominating operator is irreducible, the comparison theorem still holds
if both operators bear some even weaker spectral conditions. We begin with a
slight generalization of Lemma 1.8.
Lemma 4.1. Let T be such that r(T )k is a pole of R(·, T k) for some k ≥ 2. If
r(T ) > 0 or T is strictly positive, then T has a positive eigenvector for r(T ).
Proof. Suppose that r(T )k is a pole of order m ≥ 1. Then Lemma 1.8 implies
(T k − r(T )k)m−1P = A−m > 0 where P is the spectral projection of T
k for r(T )k
and A−m is the coefficient of (λ− r(T )
k)−m in the Laurent expansion of R(λ, T k)
at r(T )k.
Take v > 0 such that A−mv > 0. Then by the given conditions, u =: (r(T )
k−1+
r(T )k−2T + · · · + T k−1)A−mv > 0. Now (T − r(T ))u = (T
k − r(T )k)A−mv =
A−m−1v = 0. Hence u is a positive vector as required. 
Proposition 4.2. Suppose 0 ≤ S ≤ T , r(T ) = r(S), and there exist k,m ≥ 1
such that r(T )k is a pole of R(·, T k) and r(S)m is a pole of R(·, Sm). Then T = S
if one of the following is satisfied:
(1) T is ideal irreducible;
(2) T is band irreducible and σ-order continuous and S is power σ-order-to-
norm continuous.
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Proof. We only prove (2); the proof of (1) is similar. By Lemma 1.7 (3), T is
strictly positive. Hence, by Lemma 1.8 or 4.1, Tx0 = r(T )x0 for some x0 > 0. It
follows from Lemma 1.7 (1) that r(S) = r(T ) > 0. Now Lemma 1.8 or 4.1 applied
to S∗ yields x∗0 > 0 such that S
∗x∗0 = r(S)x
∗
0. We know x
∗
0 is σ-order continuous
by Lemma 2.5. Hence, T = S by Lemma 3.2 (2’). 
It is clear that Corollary 3.5 (1) can be deduced from this proposition.
When the dominated operator is irreducible and bears similar spectral condi-
tions, we are able to establish comparison theorems for commuting operators.
Lemma 4.3. Suppose 0 ≤ S ≤ T , r(T ) = r(S), Sx0 = r(S)x0 and S
∗x∗0 = r(S)x
∗
0
for some x0 > 0 and x
∗
0 > 0. Suppose also TS = ST . Then T = S if one of the
following is satisfied:
(1) S is ideal irreducible,
(2) S is band irreducible, T is σ-order continuous and x∗0 is strictly positive.
Proof. We only prove (2); the proof of (1) is similar. Note that S is band irre-
ducible and σ-order continuous. Hence, ker(r(S)−S) = Span{x0} by Lemma 2.2 (2).
Since S(Tx0) = TSx0 = r(S)(Tx0), Tx0 ∈ ker(r(S) − S). Hence Tx0 = cx0 for
some c ∈ R. Clearly, 0 ≤ c ≤ r(T ). On the other hand, cx0 = Tx0 ≥ Sx0 =
r(T )x0 implies c ≥ r(T ). Hence, c = r(T ). It follows that Tx0 = r(T )x0 = Sx0.
Since x0 is a weak unit, T = S by Lemma 3.1 (3). 
Proposition 4.4. Let 0 ≤ S ≤ T be such that r(T ) = r(S) and ST = TS.
Suppose there exists m ≥ 1 such that r(S)m is a pole of R(·, Sm). Then T = S if
one of the following is satisfied:
(1) S is ideal irreducible,
(2) S is band irreducible and power σ-order-to-norm continuous, and T is
σ-order continuous.
Proof. We only prove (2); the proof of (1) is similar. Clearly, S is band irreducible
and σ-order continuous. By Lemma 1.7 (3), it is strictly positive. Applying
Lemma 1.8 or 4.1, we have Sx0 = r(S)x0 for some x0 > 0. This in turn implies
r(S) > 0 by Lemma 1.7 (1). Now applying Lemma 1.8 or 4.1 to S∗, we have
S∗x∗0 = r(S)x
∗
0 for some x
∗
0 > 0. By Lemma 2.5, x
∗
0 is σ-order continuous, and thus
is strictly positive by Lemma 1.7 (2). This completes the proof by Lemma 4.3 (2).

It deserves mentioning that the commutation condition in Lemma 4.3 and
Proposition 4.4 is equivalent to semi-commutation. The following is a slight gen-
eralization of Corollary 3.3 in [8].
Lemma 4.5. Let U, V ∈ L(X) be such that UV ≥ V U or UV ≤ V U . Suppose
Ux0 = λx0 and U
∗x∗0 = λx
∗
0 for some x0 > 0 and strictly positive x
∗
0. Then
UV = V U if one of the following is satisfied:
(1) x0 is a quasi-interior point,
(2) x0 is a weak unit, and U and V are σ-order continuous.
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Proof. We only prove (2); the proof of (1) is similar. Note that x∗0((UV −
V U)x0) = (U
∗x∗0)(V x0) − x
∗
0(V Ux0) = λx
∗
0(V x0) − x
∗
0(V λx0) = 0. Since x
∗
0 is
strictly positive, we have (UV − V U)x0 = 0. Note also UV − V U is σ-order con-
tinuous. Thus x0 being a weak unit yields UV − V U = 0 by Lemma 3.1 (3). 
We would like to mention a recent preprint [12], where several similar compar-
ison theorems were obtained independtently using different techniques.
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