In this work, the Graph Coloring Problem and its generalizations -the Bandwidth Coloring Problem, the Multicoloring Problem and the Bandwidth Multicoloring Problem -are studied. A Squeaky Wheel Optimization with Tabu Search heuristic is developed and experiments using benchmark geometric test cases show that the algorithm performs well for these problems and achieves results for the Bandwidth Multicoloring Problem which improve on results obtained by other researchers.
INTRODUCTION
The Graph Coloring Problem (GCP) is a well-known NPcomplete problem that has been studied extensively. Heuristics have been widely used for the GCP (see, for example, [1] ); these include: iterative Greedy by Culberson and Luo [3] , Tabu Search by Hertz and de Werra [6] and Glover et al. [5] , DSATUR by Brelaz [1] , XRLF by Johnson et al [7] . Other techniques, such as combining of the S-IMPASSE algorithm with exhaustive search [10] and a distributed coloration neighborhood search [13] have also been introduced. Among these, the well-known Greedy method is the simplest which takes an ordering of nodes of a graph and colors these with the smallest color satisfying the constraints that no adjacent nodes are assigned same colors. However, the Greedy method performs poorly in practice. DSATUR uses a heuristic which changes the ordering of nodes and then uses the Greedy method to color these nodes. Further to this, exact algorithms, such as branch and bound, have been used to solve instances with a small number of colors [16] .
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The Multi-Coloring Problem (with weighted nodes), the Bandwidth Coloring Problem (with weighted edges) and the Bandwidth Multi-Coloring Problem (with weighted edges and nodes) are generalizations of the GCP and have a range of applications. The Multi-Coloring Problem can be used, for example, to schedule jobs with different time requirements where the set of colors assigned to a node corresponds to resources (e.g. men) assigned to a job. Here, each node has a demand of a set of colors which we have to assign to it ensuring that its neighbors receive disjoint sets (e.g. sets of men). A related application is in scheduling processor tasks where certain resources cannot be shared concurrently by certain sets of jobs. The problem of channel frequency assignment arises with different transmitters operating in the same region which can interfere with each other. This is common to mobile or general radio networks. The problem can be viewed as a multicoloring problem where each node of an interference graph has an associated integer weight representing the number of calls that must be served by the corresponding base station. We then seek to assign the weighted number of colors to each node such that adjacent nodes are assigned disjoint sets of colors. The objective is then to minimize the number of colors used for such an assignment. Because of signal interference in networks, adjacent transmitters need to operate at different and separated frequencies. This separation requirement is addressed by constraining frequencies to be separated by stipulated "distances", usually some positive integer. In such problems, a "bandwidth" is associated with each frequency.The Bandwidth Coloring and Multi-Coloring Problems have been used for channel frequency assignment with interference problems. In the Fixed Channel Assignment Problem [14] , for example, frequency demand is forecasted and used to determine network requirements and frequencies are assigned in advance. In this problem, each cell requires a single assigned frequency and the Bandwidth Coloring Problem can be used. In general, when cells require a number of separated frequencies, the Bandwidth Multi-Coloring Problem is used. For example, this problem can be applied to the Fixed Channel Assignment Problem when co-channel constraints, adjacent channel constraints and the co-site constraints are included [14] .
Recently, Prestwich proposed a combination of local search and constraint propagation in a method called FCNS to solve generalized graph coloring problems [15] . This ap-proach is a hybrid of the DSATUR backtracker and the S-IMPASSE local search algorithm and was applied in experiments to geometric graphs. More recently, Lim et al. proposed a hybrid method which combines Squeaky Wheel Optimization (SWO) and hill-climbing techniques which was also tested on geometric graphs [12] . Squeaky Wheel Optimization (SWO) is a meta-heuristic in which the core is a Construct-Analyze-Prioritize cycle [2, 9] , which we will introduce in details in Section 3.3. In this work, we propose new algorithms which use Tabu Search and SWO. In particular, the SWO with Tabu Search hybrid allows SWO diversification to be complemented by Tabu Search intensification in search. We found that this approach gives superior results when compared with those obtained by Prestwich and Lim et al. [15, 12] in the Bandwidth Multi-Coloring Problem which is the most difficult of those compared. This paper is organized as follows. In Section 2, we will give definitions of the GCP and its generalizations -the Bandwidth Coloring Problem, the Multi-Coloring Problem (MCP) and the Bandwidth MCP. In Section 3, we will describe the algorithm, its framework and each of its components -a Greedy Algorithm, SWO and Tabu Search. In Section 4, we will present experimental results with comparisons and analysis. In the last section, we will provide a conclusion.
PROBLEM DESCRIPTIONS
We give brief descriptions of the problems we study here.
The Graph Coloring Problem
Problem: Given a graph G(V, E), find a minimum k, and a mapping r :
This is the classical problem when each node in the graph is assigned one color and colors for adjacent nodes must be different. Many practical applications can be modelled as GCPs, as we mentioned above. This problem has been wellstudied. In this problem, each node can only be assigned one color and there are no "distance" restrictions for adjacent nodes. The GCP can be extended as in the following.
The Bandwidth Coloring Problem
Problem: Given a graph G(V, E) with edge weights d(i, j), find a minimum k and a mapping r from V → {1, ..., k} such that r(i) = r(j) and
In this model, the additional constraint that the distance between r(i) and r(j) is at least d(i, j) for each edge can be used to model certain applications, such as channel assignment problem, where edge weights are interpreted as the minimum required "separation distance" between two adjacent stations, cells, etc.
The Multi-Coloring Problem
Problem: Given a graph G(V, E) with node weights k(i) for each i ∈ V , find a minimum k and subsets
In this model, each node can be assigned multiple colors. Figure 1 is an example of a valid Multi-Coloring instance with k = 8. 
The Bandwidth Multi-Coloring Problem
Problem: Given a graph G(V, E) with node weights k(i) for i ∈ V , and edge weights d(i, j) for (i, j) ∈ E, find a minimum k and subsets S(i) ⊂{1, ..., k} for each i ∈ V , such that |S(i)| = k(i) for each i ∈ V and such that S(i) ∩ S(j) = ∅ and where, for each p ∈ S(i) and
This model combines the above two models, and is more complex. Note that the graph can contain self-loops. For example, d(1, 1) = 2, k(1) = 3 means the 3 colors assigned to node 1 must have a difference of value 2 at least between any two of them. The example given in Figure 1 is not a valid bandwidth Multi-Coloring instance since it violates the bandwidth constraint. The example given in Figure 2 is an example of a valid instance of the problem.
A HEURISTIC APPROACH
In this section, we discuss a heuristic approach to tackle generalized graph coloring problems. Since the Bandwidth MCP is a generalization of the other three problems, we apply the algorithm only to it.
We will first present the framework of the approach, then discuss its components -Greedy Algorithm, SWO and Tabu Search (TS) respectively.
Algorithm Framework
In the algorithm, we modeled solutions as sequences of nodes. Given a sequence of "problem elements", in the context of the SWO approach, we used a greedy algorithm to assign colors to it for a solution and then apply meta-heuristics to adjust these sequences to achieve good or better solutions.
Here, the nodes in the graph are the natural candidates to Figure 3 . If the original graph had n nodes and node i had weight k(i), 1 ≤ i ≤ n, then the new graph will have P n i=1 k(i) nodes. When a sequence is given, it will be passed to the greedy algorithm to generate a solution. The greedy algorithm is "deterministic" or one-one correspondence, i.e., for two identical sequences, resulting solutions are the same. This allowed us to exploit meta-heuristic to adjust sequences to find good or better solutions.
The algorithm can be divided into two parts. In the first part, the SWO technique is applied to adjust sequences globally, in particular, through diversification. From this, the best solution that SWO finds is passed to a TS heuristic for refinement and better solutions. We adopted TS as the second meta-heuristics here because of its strength in searching for good solutions in a local search space while avoiding local optima.
The greedy algorithm will then be invoked to evaluate the sequence so as to determine the number of colors it requires. The entire framework is summarized in Figure 4. 
The Greedy Algorithm
The greedy algorithm takes a sequence of "split nodes" and assign colors to them greedily. The idea is straightforward. Following the node sequence, we assign colors one by one where, for each node, we assign the smallest possible color not used by adjacent earlier nodes. The details of this algorithm is shown as Algorithm 1. Here, n is the number of nodes in the original graph; d(i, j) is the weight of edge (i, j); m is the number of nodes after splitting; p [1. .m] is the priority sequence for the m nodes (p[1] = u implies node u has the highest priority); c [1. .m] records the assigned colors. and the function get original node(u) returns the node v in the original graph such that u is split from v.
Algorithm 1 The Greedy Algorithm which Assigns Colors
∈ f orbidden set} end for
Squeaky Wheel Optimization
"Squeaky Wheel" Optimization (SWO) is a meta-heuristic in which the core is a Construct-Analyze-Prioritize cycle [2, 9] . A solution is constructed by a constructor using a greedy algorithm where decisions are determined by the priorities assigned to the elements of the problem. The analyzer then takes over and is the component that looks for those elements that are "trouble makers" and assigns numerical "blame" values to these problem elements i.e. those elements that contribute to weaknesses in the current solution. In [9] , blames are assigned to the nodes that use new colors, for example. A prioritizer will then modify the sequence of problem elements and increase the priorities of the trouble makers which then causes the constructor to process them earlier in the next iteration. The cycle repeats until a specified termination condition (number of iterations) is satisfied.
The SWO technique has been successful in applications to Machine Scheduling and Graph Coloring Problems [2, 9] . Here we used SWO to generate an initial solution. One reason for this choice is that SWO is fast when compared with other meta-heuristics such as TS, Simulated Annealing and Genetic Algorithms. The other reason is that SWO is able explore the search space more widely and can provide for good diversification in search. It considers both the solution space and the priority space where small changes in the priority space can cause a large change in solution space. This property causes SWO to view the solution space more globally. The components of SWO, the constructor, the analyzer and the prioritizer, are described as follows:
• The Constructor: A greedy algorithm is invoked.
The priority sequence of the "problem elements" -the split nodes -is passed to the algorithm and a corresponding greedy solution constructed.
• The Analyzer: The analyzer will identify the socalled "trouble makers" and assign blame values to them.
• The Prioritizer: Once blame has been assigned, the prioritizer modifies the previous sequence of problem elements. The nodes with higher blame values will be moved forward in the priority sequence while the ones with small blame values will remain in the back of the sequence. This causes the "trouble makers" to be handled first by the constructor in the next iteration.
Here, we used a new scheme to calculate the blame values for the implementation of SWO. Assume that, in the current solution, the maximum color is K. We define "trouble makers" as those elements that use colors which are "large enough". If the node is assigned color c, then c is "large enough" if c > α.K, where α is a real number (called a blame rate) in (0, 1) and close to 1. Problem elements will be assigned a constant blame value b.
The SWO algorithm is described in Algorithm 2. We first ran the SWO for a number of iterations and picked up the best solution to be the initial solution of TS, which we discuss in the next section.
Tabu Search
TS is iterative method designed to help standard local search methods escape local optima operating through neighborhood moves that proceed from one solution to another at each iteration. In basic TS, some moves are tabu and forbidden unless they lead to desirable outcomes [4] .
As mentioned earlier, we only considered sequences of problem elements (split nodes). The neighborhood move is an exchange of two nodes in the solution sequence. The move can be denoted a ↔ b for 1 ≤ a, b ≤ m, where m is the number of nodes in the graph after splitting. A tabu memory is used to forbid a reverse move, within a certain number of iterations, to avoid traps at local optima and the number of iterations for which a particular restriction remains is given by a tabu tenure. Taking iter to denote the current iteration, after we select the move a ↔ b as the best one from a number of neighborhood moves (specified as No. TS moves in the next section), tabu memory is updated as tabu (a, b) = iter + tabu tenure. The reverse move b ↔ a is then prevented in the next tabu tenure number of iterations.
The TS procedure is detailed in Algorithm 3. 
EXPERIMENTAL RESULTS
To test the algorithms, we used the 33 benchmark geometric instances given by Trick which can be found in Computational Symposium Announcement: Graph Coloring and its Generalizations at http://mat.gsia.cmu.edu/COLORING02/. Points are generated in a 10,000 by 10,000 grid and are connected by an edge if they are close enough together. Edge weights are inversely proportional to the distance between nodes and node weights are uniformly generated. GEOMn instances are sparse; GEOMa and GEOMb instances are denser and require fewer colors per node.
We implemented the SWO+TS algorithm using Java and with the results, we list those from [15] and [11] , for experiments on the same set of instances. Table 1 gives the parameter settings for the four problems. We experimented with different number of restarts and found that after 10 restarts the marginal improvement was small (with a maximum of 2 colors in only two cases out of 33), and beyond 15 restarts, the improvement was negligible. With more restarts, however, running times increased. We therefore chose to restart the algorithm 10 times with different (randomized) initial solutions. The comparisons between the method and the previous two methods is shown in Table 2 where the following notations are used:
• M1 -Method used by Prestwich [15] • M3 -The SWO+TS method 3 Table 3 and Table 4 give detailed results for the MCP and Bandwidth MCP (The detailed results of GCP and Band- width Coloring are not presented here due to the space limitation), where k denotes the number of colors and t denotes the running time in seconds. In [15] , when there are no results for the MCP, and only partial results for the Bandwidth MCP, we write "-" in the tables to denote this. The performance of the algorithms is good in all four problems and especially so for the Bandwidth MCP. We conducted the experiments using Bandwidth MCP instances which are not covered in [15] . Results tied or surpassed all of the results in [15] and [11] . Although the methods that are applied in [15] are good for GCP and perform well on the DIMACS geometric graph instances, the new algorithm is only weaker in 3 out of 33 cases and for only 1 color each. In the Bandwidth Coloring Problem, results are not as good as [15] although comparable with [11] .
We believe that the method in [15] does not work well for the Bandwidth MCP because there are too many variables and constraints to check simultaneously. The backtracker used there would take a long time to deal with the many constraints. However, the approach given in [11] and here always generates a solution quickly and then improves on it incrementally. One of the reasons why the method outperforms [11] is that TS works well with SWO and is able to avoid local optima. Furthermore, we used TS after SWO, whereas hill-climbing was implemented in each iteration of the SWO in [11] which results in longer times. In the same amount of time, we were able to run more iterations of SWO to refine the solutions.
It is interesting that in the MCP, we obtained the same results as [11] on all the 33 instances. No results are provided in [15] for this problem.
In terms of running time, the method takes relatively longer times for small instances, especially for the Coloring and Bandwidth Coloring. However, the running times did not increase sharply when instances became larger, and are comparable with the other two methods. We believe this is due to the different heuristics setup. Since we used constant parameters, running times will not change much as the sizes vary; however, the running times of the other heuristics were dependant on the instance sizes.
CONCLUSION
In this work, we discussed several variations of generalized graph coloring problems and proposed a new hybrid SWO with TS technique to solve these. Experiments are conducted using benchmark problems and results compared with those obtained by existing methods. These results show that this approach is effective for the problems studied and provides superior results than the current methods for the Bandwidth MCP.
