This paper shows that learning by imitation leads to a positive effect not only in human behavior but also in the behavior of the autonomous agents (AA) in the field of self-organized creation deposits. Indeed, for each agent, the individual discoveries (i.e. goals) have an effect on the performance of the population level and therefore they induce a new learning capability at the individual level. Particularly, we show through a set of experiments that adding a simple imitation capability to our bio-inspired architecture allows increasing the ability of agents to share more information and improving the overall performance of the whole system. We will conclude with robotics' experiments which will feature how our approach applies accurately to real life environments.
Introduction
Swarm-based systems [1, 2] are now a classical approach to dealing with collective intelligence problems. In such approaches, to produce global emergent behaviors for Autonomous Agents (AA) the interaction between agents needs not to be complex [3, 4] . Based on this idea, researchers have been able to design a number of successful algorithms in the field of self-organized creation deposits.
[5] has proposed a model relying on biologically plausible assumptions to account for the phenomenon of the clustering of dead bodies performed by ants. [6] showed that acting on objects simplifies the reasoning needed by a multi-agent system and allows the deposit of scattered objects. In the same field of creation deposits we assume an environment composed of several animats and three plants (A, B and C). The AA are motivated by the simulation of three types of needs related to the three plants and each need can be satisfied by a corresponding plant. The level of each type of need is internally represented by an essential variable, e i (t) whose value is in [0; 1] and varies with time de i /dt = −α n e i (t), where α n represents the decreasing rate of the essential variable. If a plant from the corresponding type has not been found, the agent dies. Thus, in order to maintain the satisfaction level of our AA, keep them alive and optimize their planning, instead of only navigating between the three plants, it would be interesting if the agents were able to create relevant warehouses. So as to improve the performance of the system, several benefits can be expected from the imitation capability [7] [8] [9] . It can be considered as a powerful skill that would enable the AA to learn and discover new tasks and places. Learning by imitation is an intuitive and natural method, it is not only a skill useful for learning but also a way to speed up the learning process. Therefore, the researchers consider imitation as a powerful behavior which enables learning by observation even if the imitation was not intentional (i.e. imitation emerging from the ambiguity of the perception in a simple sensori-motor system) [7] . The aim of this work is to show the positive effect of the learning by imitation on the improvement of the performance of the deposits' system. To validate our system we performed a series of experiments with simulated agents and with swarm robots. The remainder of this paper is organized as follow: in section 2 the bio-inspired architecture is presented. Section 3 describes the behaviors of the AA. Sections 4 and 5 are devoted respectively to the description of the relevance of the emerging warehouses and to the explanation of the imitation process. Before concluding, section 6 and section 7 are concerned respectively with the analysis of the positive feedback induced by the imitation strategy in AA and in swarm robots.
The Bio-inspired N.N Architecture of the Agent
Starting from neurobiological hypotheses on the role of the hippocampus in the spatial navigation, [10] produced a model of the cognitive map in the hippocampus representing the entire environment and not only the shortest paths to a given goal. The work of [11] revealed special cells in the rodents' hippocampus that strike off when the animal is at a precise location. These neurons have been called place cells (PC). In our model, we do not directly use PC we rather use neurons called transition cells (TC) [12] . A transition cell encodes for a spatiotemporal transition between two PCs consecutively winning the competition, respectively at time t and t + δt. The set of the PCs and the TCs constitute a non-cartesian cognitive map. A schematic view of the architecture of our AA is shown in fig. 1 . 
