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This chapter gives background information about the topic of this thesis, both historical
references and recent research areas, and it gives a short overview of articles that influenced
the chosen approach. We also introduce the general setting that is used throughout the thesis
and point out important properties of the considered system and the involved objects.
1.1 General background
The qualitative analysis of dynamical systems is an active field of research in modern math-
ematics. The roots of this type of analysis reach back as far as the 1890 article [Poi90] by
mathematician and physicist H. Poincaré, who discovered complicated dynamics in an oth-
erwise deterministic model system for the three-body problem. This is widely believed to
be the beginning of the qualitative analysis of dynamical systems which aims at the under-
standing of the long-term behaviour of given systems (such as models of physical, biological
or chemical systems) and how this behaviour depends on the change of external parameters.
This understanding requires knowledge of global and characteristic features of such a system,
for example steady state solutions or periodic solutions. Typically, one is interested in the
location of invariant (stable or unstable) manifolds of these objects, as these manifolds give
insight into the global dynamics. The analysis of the change of the dynamics (in the sense
of a change of the interaction of the special objects and their corresponding manifolds) by
means of analytical, geometrical or statistical methods is now known as bifurcation theory.
For dynamical systems theory and bifurcation theory, see textbooks such as [GH83, Kuz98,
Str94, Rob99, Wig90] as entry points into the extensive literature. In recent years, the qual-
itative analysis of the dynamics near connecting cycles (such as homoclinic orbits connecting
an equilibrium point to itself or heteroclinic cycles connecting two equilibrium points) has
drawn much attention. These objects act as ‘organising centers’ for the nearby dynamics




The analysis of the dynamics near homoclinic and heteroclinic orbits to equilibrium points is
now a widely used tool, both theoretically and numerically in practical model systems. For
a long time, the analytical treatment of the dynamics near connecting cycles was dominated
by the ‘Shilnikov group’, for an overview of their results and methods we refer to [SSTC98,
SSTC01], and to [Kuz98] for further bibliographical notes. The main tool for studying the
dynamics with this more geometrical approach is a Poincaré map, which is constructed for
the connecting cycle. However, more recently X.-B. Lin proposed a new method for the
theoretical analysis of this kind of ‘recurrent’ dynamics in his article [Lin90], which proved to
be more appropriate to detect particular orbits or even shift dynamics in certain geometrically
complicated constellations. Many contributions to this method have been made since then,
most notably by B. Sandstede and J. Knobloch [San93, Kno04]. So far, it has been used
for orbits connecting hyperbolic equilibria, recently an extension to non-hyperbolic equilibria
has been made by J. Klaus and J. Knobloch [KK03, Kla06]. Lin’s method is also the basis of
the recent analytical considerations by J. Rademacher [Rad04, Rad05], he uses the method
to describe homoclinic bifurcations from heteroclinic cycles between equilibria and periodic
orbits.
On the practical side, numerical methods for the analysis of connecting cycles are well-
established and widely used for the bifurcation analysis of model equations. This analysis
allows conclusions about the dynamics of a system, even if theoretical considerations are not
possible or not yet done; it often even gives new ideas what phenomena to look out for theoret-
ically. Single homoclinic or heteroclinic orbits connecting equilibria are numerically described
by boundary value problems that use projection boundary conditions near the equilibria. To
solve this kind of boundary value problem, standard algorithms can be used. The software
package Auto by E. Doedel et al. [DPC+00, DPC+06] is a commonly used programme, that
provides many routines for bifurcation analysis and the solution of boundary value problems.
In [OCK03] a numerical method for homoclinic branch switching that uses Lin’s method is
proposed; this is a good example of how Lin’s method can be utilised numerically.
In this thesis we introduce an extension of Lin’s method for heteroclinic cycles connecting a
hyperbolic equilibrium and a hyperbolic periodic orbit (or EtoP heteroclinic cycle for short),
but we use a different approach than in [Rad05]. The idea in our approach is to use the
Poincaré map to describe the dynamics near the periodic orbit and then to consider the
hybrid system consisting of the original continuous system and the discrete system. This has
the advantage that many known results for Lin’s method for discrete dynamical systems can
be used. Moreover, we develop general estimates which allow us to formulate a wide range of
bifurcation equations in the given setting.
Further, we use the theory based on our extension of Lin’s method to develop a new numerical
method to find and to continue a heteroclinic orbit connecting a hyperbolic equilibrium and a
hyperbolic periodic orbit. We denote such a connection by EtoP connection, regardless of the
direction of the flow. Such an EtoP connection may not be robust, but of codimension d ≥ 1,
meaning that it generically exists at isolated points in d-dimensional parameter space. Due
to the codimension and the global nature of this type of orbit, advanced numerical methods




In this thesis we deal with a setting situated in Rn, n ≥ 3. We consider a family of dynamical
systems generated by the ODE
ẋ = f(x, λ), x ∈ Rn, λ ∈ Rm (1.2.1)
and throughout we assume that f is sufficiently smooth.
We assume that in a suitable neighbourhood Λ of a critical parameter value λ = λ∗, the
system (1.2.1) has a hyperbolic equilibrium p and a hyperbolic periodic orbit Υ (we do not
indicate their dependence on λ in the notation). Without loss of generality, we set λ∗ = 0
for the analytical considerations in Chapter 2, but return to the λ∗ notation in Chapter 3.





λ (Υ), respectively (for λ = λ
∗ we omit the subscript λ and only write W s/u(p) and
W s/u(Υ), respectively).
For our analytical considerations that use an extension of Lin’s method, we assume that
there exists a complete heteroclinic EtoP cycle for λ = λ∗. However, for the development of
a numerical method to find and continue single EtoP connections, we generally only assume
that one EtoP connection is present.
More precisely, we assume that for λ = λ∗ the system (1.2.1) has the following properties:
(C1) There is a hyperbolic equilibrium p; its unstable manifold W u(p) is of dimension k:
dimW u(p) = k.
(C2) There is a hyperbolic periodic orbit Υ; its stable manifold W s(Υ) is of dimension l:
dimW s(Υ) = l.
(C3) The dimensions ofW u(p) andW s(Υ) at most add up to the space dimension n: k+l ≤ n.
(C4) The manifolds W u(p) and W s(Υ) intersect in an isolated EtoP connecting orbit Γ1 ⊂
W u(p) ∩W s(Υ). Moreover, the non-degeneracity condition
TgW
u(p) ∩ TgW s(Υ) = f(g, λ∗) (1.2.2)
holds for each point g ∈ Γ1.




W uλ (p) × {λ} and W sΛ(Υ) :=
⋃
λ∈Λ
W sλ(Υ) × {λ}










for all g ∈ Γ1.
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Consider system (1.2.1) and let Conditions (C1)–(C5) hold. Then we define the value
d := n+ 1 − k − l ≥ 1. (1.2.4)
Conditions (C1)–(C5) describe the existence and non-degeneracity of one EtoP connection
Γ1.
As already mentioned, for the analytical considerations we need another EtoP connection Γ2
that connects the periodic orbit back to the equilibrium; if both EtoP connections exist, we
speak of a heteroclinic EtoP cycle. The analysis of recurrent dynamics requires to have an
EtoP cycle.
We assume that the following non-degeneracity condition holds for Γ2:
(C6) W u(Υ) and W s(p) intersect in an EtoP connection Γ2: Γ2 ⊂ W u(Υ) ∩ W s(p). We
demand the following minimal intersection condition for the intersection of W u(Υ) and
W s(p):
dim (TgW
s(p) ∩ TgW u(Υ)) = d for all g ∈ Γ2. (1.2.5)
Condition (C6) means that W u(Υ) and W s(p) intersect in a robust heteroclinic EtoP con-
nection Γ2 ⊂ W s(p) ∩W u(Υ) which is not isolated if d > 1.
Alternatively, instead of Condition (C6), we also consider the situation where the intersection
of W u(Υ) and W s(p) is degenerate:
(C6’) There is a heteroclinic EtoP connection Γ2 in the intersection of W
u(Υ) and W s(p):
Γ2 ⊂W s(p) ∩W u(Υ);
dim (TgW
s(p) ∩ TgW u(Υ)) = d+ 1 (1.2.6)
holds for all g ∈ Γ2.
Definition 1.2.1 Consider system (1.2.1) and let Conditions (C1)–(C5) hold. We say that
the EtoP connection Γ1 is of codimension d. If additionally Condition (C6) is satisfied, we
say that the complete heteroclinic EtoP cycle is of codimension d.
If Condition (C1)–(C5) and Condition (C6’) are satisfied and we assume a ‘quadratic tan-
gency’ (see below), then the codimension of the EtoP cycle is d+ 1.
Condition (C3) means that (generically) the EtoP connection Γ1 is not robust and indeed
Condition (C5) tells us that Γ1 breaks as the manifolds W
u
λ (p) and W
s
λ(Υ) split up with
nonzero velocity for λ 6= λ∗. For Γ2 on the other hand, Condition (C6) implies that
dim(W s(p) ∩ W u(Υ)) = d, thus Γ2 is robust, see Section A.2 for details. For the impli-
cations of Condition (C6’), we restrict to the case n = 3. In accordance with our assumptions
dimW s(p) = dimW u(Υ) = 2 and d = 1 and thus Γ2 is isolated. However, due to Condi-
tion (C6’), the traces of W u(Υ) and W s(p) in any cross-section of Γ2 have a common tangent.
In Section 2.4 we assume that this tangency is quadratic, meaning that the distance of the
traces of the manifolds can be expressed as quadratic functions along the common tangent,







Figure 1.1: Draft of the general setting. Shown are the hyperbolic equilibrium p, the hyper-
bolic periodic orbit Υ and the heteroclinic cycle consisting of Γ1 ⊂W u(p)∩W s(Υ)
and Γ2 ⊂ W u(Υ) ∩W s(p).
By excluding all other degeneracities (see Conditions (C4) and (C5)), it follows from (1.2.2)
and (1.2.3) that
n +m ≤ dimT(g,λ∗)W uΛ(p) + dimT(g,λ∗)W sΛ(Υ) − 1
m ≥ n+ 1 − k − l = d.
So it turns out that the number of parametersm needs to be at least d to unfold the bifurcation
of Γ1; this justifies Definition 1.2.1 which states that Γ1 is of codimension d.
Remark 1.2.2 It is important to note that there are two different notation schemes used
in this thesis. The first part (Chapter 2) is devoted to the analysis and an extension of
Lin’s method, therefore we try to keep the standard notation in this context. The second part
(Chapter 3) deals with the numerical application, and here we also try to use the standard
notation. To avoid confusion, we try to keep both notation schemes congruent where possible
and we refer to the Table of notations for an overview of the used symbols and their respective
meanings.
This thesis is organized as follows: In Chapter 2 the full setting above (C1)–(C6)/(C6’) is
analysed using an extension and adaptation of Lin’s method which is explained in detail. A
hybrid system consisting of a discrete dynamical system and a continuous dynamical system
is used to construct a sequence of partial orbits that stay near the heteroclinic cycle for all
times. Two consecutive partial orbits may only have jumps in certain prescribed subspaces
in cross-sections of the EtoP cycle. Moreover, estimates for the jump functions are derived.
Using these estimates, bifurcation equations for various types of solutions near the heteroclinic
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cycle are developed and discussed. The existence of homoclinic orbits to p and homoclinic
orbits to Υ is discussed and references to our numerical results in Chapter 3 are given.
In Chapter 3 we introduce a novel numerical method to find and to continue a heteroclinic
EtoP connection as described by Conditions (C1)–(C5). The method is based on the the-
oretical results of Chapter 2 and uses the well-established continuation package Auto to
numerically solve the arising boundary value problems. The performance of the method is
demonstrated by three examples, also showing how to use the numerical data of a com-
plete heteroclinic EtoP cycle as starting data for the continuation of other types of orbits
nearby. Numerical evidence that supports the analytical results is found in the examples, and
also a new accumulation phenomenon of an EtoP connection to itself is discovered. Finally,
the method is extended to finding periodic-to-periodic (PtoP) heteroclinic connections and
demonstrated on a codimension-zero PtoP connection.
In Chapter 4 conclusions are drawn and avenues for future research are given.
10
CHAPTER 2
Lin’s method for EtoP cycles
In this chapter we introduce the analytical tools to deal with heteroclinic cycles between
hyperbolic equilibria and hyperbolic periodic orbits (EtoP cycles for short). We give a short
overview of the classical application of Lin’s method, which is commonly used to analyse the
dynamics near connecting cycles between hyperbolic equilibria, and we present the idea and
the main result of our approach in the first section. The second section is dedicated to the
details of an adaptation of Lin’s method to the setting presented in Section 1.2. In the third
section, the jump estimates are derived that are finally used in the fourth section to discuss
bifurcation equations for different types of objects near the heteroclinic cycle.
2.1 Idea and main result
In this section the main idea and results of the analytical considerations regarding the ap-
plication of Lin’s method for heteroclinic EtoP cycles are presented. The basic idea is to
use a method that is inspired by the ‘classical’ usage of Lin’s method which we briefly sum-
marise. For a related setting that consists of a heteroclinic cycle connecting two equilibria
(with one heteroclinic connection being robust and the other non-robust) and the applica-
tion of Lin’s method in this so-called T-point setting, see [KLW07] and references therein
([GS86, FSFRL02]).
We assume that for the critical parameter value λ∗ a heteroclinic cycle exists and we introduce
two cross-sections Σ1 and Σ2 to the heteroclinic connections. The idea is then to construct a
so-called Lin orbit (see also Definition 2.1.2 below) that consists of a sequence of partial orbits
(i.e. orbits that are only considered on a subinterval of their respective maximal domain)
that stay close to the heteroclinic cycle. Each such partial orbit provides a transition either
from Σ1 to Σ2 or from Σ2 to Σ1, and the Lin orbit is constructed such that two consecutive
partial orbits provide a single ‘loop’ around the heteroclinic cycle. Moreover, two consecutive
partial orbits may only have a jump in Σ1 or in Σ2 and this jump is only allowed parallel to
certain prescribed directions Z1 and Z2, respectively. One main conclusion of Lin’s method
11
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is that for given transition times for each of the consecutive loops, such a Lin orbit does exist
and it is unique. The procedure to construct a Lin orbit usually consists of two steps, one of
which describes the ‘splitting of the manifolds’ and the other the ‘transition to finite time’.
In the first step, the original heteroclinic solutions (at the critical parameter value) γ1(·) and
γ2(·) are perturbed such that – for each λ 6= λ∗ – solutions γ±1 and γ±2 within the stable and
unstable manifolds of p and Υ are constructed. γ+1 approaches Υ for increasing time while
γ−1 approaches p for decreasing time; the solutions γ
±
2 provide the connection in the opposite
direction.
In the second step, the solutions γ±1 and γ
±
2 are perturbed further and thus a sequence of
partial orbits X12i and X
21
i is constructed (i denotes the number of the revolution along
the EtoP cycle). These partial orbits connect the cross-sections Σ1 and Σ2 and follow the
respective solutions γ±1/2; the key point here is that they are coupled near the equilibrium
point and near the periodic orbit, respectively, see also Figure 2.1. The main difference of the
approach presented here and the ‘classical’ application of Lin’s method (and also the approach
in [Rad05]) is how the solutions are coupled near the periodic orbit. In our approach we use
a discrete dynamical system implied by the Poincaré map to describe the dynamics near the
periodic orbit and partial orbits of this system to do the actual coupling, see below for details.
We start with the notation for a neighbourhood of the EtoP cycle that is used throughout
this chapter.
Notation 2.1.1 We denote a neighbourhood of the heteroclinic cycle Γ = Γ1∪Γ2 by UΓ. This
neighbourhood is usually considered being small with the exact extent given by the analysis.
Similar to the procedure in the classical application of Lin’s method, we introduce cross-
sections Σ1 and Σ2 of Γ1 and Γ2, respectively. These sections are assumed to intersect the
heteroclinic orbits Γ1 and Γ2 at the points γ1(0) and γ2(0), respectively:
Σ1 := γ1(0) + Y1,
Σ2 := γ2(0) + Y2
where Y1 and Y2 are (n− 1)-dimensional linear subspaces. Within the linear subspace Y1 we
define a linear subspace Z1 such that
R
n = Z1 ⊕ (Tγ1(0)W u(p) + Tγ1(0)W s(Υ)).
Within Y2 we define linear subspaces Z2 and U such that
span{f(γ2(0), 0)} ⊕ U = Tγ2(0)W u(Υ) ∩ Tγ2(0)W s(p)
and
R
n = Z2 ⊕ (Tγ2(0)W u(Υ) + Tγ2(0)W s(p)).
In Section 2.2 we give some more details about the involved linear subspaces and how they
are chosen, but for now it is sufficient to observe that we introduce a subspace Z1 within Y1
that is not contained in the tangent spaces of W u(p) and W s(Υ) at γ1(0), and a subspace
Z2 within Y2 that is not contained in the tangent spaces of W
u(Υ) and W s(p) at γ2(0) (note
12
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that dimZ2 = 0 and dimU = d− 1 if Condition (C6) applies and dimZ2 = 1 and dimU = d
if Condition (C6’) applies).
First we define what we refer to as a Lin orbit (see Figure 2.1 for a sketch) which plays an
important role in the bifurcation analysis of the introduced setting.
Definition 2.1.2 A sequence X = (X12i , X
21
i )i∈Z of partial orbits (i.e. orbits that are only
considered on a subinterval of the maximal domain) X12i and X
21
i that are inside a neigh-
bourhood UΓ of the heteroclinic cycle Γ := {Γ1,Γ2} is called Lin orbit (with respect to UΓ) if
it satisfies the following conditions:
(i) Each partial orbit X12i starts at X
12
i ∈ Σ1 and follows Γ1 to Υ, then follows Γ2 and hits
Σ2 in a point X12i . Similarly, each partial orbit X
21
i starts at X
21
i ∈ Σ2, follows Γ2 to p
and finally follows again Γ1 until it ends at X21i ∈ Σ1.
(ii) The starting point of X12i+1 and the end point of X
21
i in Σ1 may only have a jump parallel
to Z1, the starting point of X
21
i and the end point of X
12
i in Σ2 may only have a jump
parallel to Z2:
X21i −X12i+1 ∈ Z1 and X12i −X21i ∈ Z2.
Let 2ωi be the transition time of the partial orbit X
21
i from Σ2 to Σ1, and let νi be the number
of revolutions for which X12i stays inside a fixed neighbourhood UΥ of Υ, cf. Figure 2.1. Then
a complete Lin orbit of (1.2.1) is characterized by the sequences ω = (ωi)i∈Z and ν = (νi)i∈Z
along with parameters ϑ = (ϑi)i∈Z, ϑi ∈ U , and λ ∈ Rm, see Theorem 2.1.4. This gives rise
to the notation X(ω,ν,ϑ, λ). The neighbourhood UΓ is given by the analysis. If it follows
from the context, we use the short notation Lin orbit.
The analysis in Section 2.2 is entirely devoted to the proof of the existence and uniqueness
of a Lin orbit for given transition times and revolutions.
Notation 2.1.3 Bold letters denote sequences. ω > Ω means that the sequence ω = (ωi)i∈Z,
ωi ∈ R+, is such that ωi > Ω for all i ∈ Z. Similarly, ν > 2N means that the sequence
ν = (νi)i∈Z, νi ∈ N, is such that νi > 2N for all i ∈ Z. The symbol ϑ denotes the sequence
ϑ = (ϑi)i∈Z with ϑi ∈ U .
The following main theorem guarantees the existence and uniqueness of Lin orbits for given
transition times and revolutions near Υ:
Theorem 2.1.4 Consider system (1.2.1) and Conditions (C1)–(C5) together with (C6) or
(C6’).
There are constants N ∈ N and Ω, c > 0 such that for all ω > Ω, ν > 2N and ϑ, ϑi ∈ U ,
and λ ∈ Rm with ‖ϑ‖ , ‖λ‖ < c, there is a unique Lin orbit X(ω,ν,ϑ, λ).
To prove Theorem 2.1.4 we use an extension of Lin’s method (see above and [Lin90, San93,
Kno04]). The idea is to split the system into two parts, a continuous part that describes
the dynamics everywhere except in a certain neighbourhood of Υ, and a discrete part that
describes the dynamics near the periodic orbit by means of a Poincaré map with respect
13










Figure 2.1: Part of a Lin orbit X in the described setting. The partial orbit X12i starts in Σ1,
follows Γ1 to Υ, then follows Γ2 until it ends in Σ2. The partial orbit X
21
i starts
in Σ2, follows Γ2 to p, then follows Γ1 until it ends in Σ1. The end point of X
21
i
and the start point of X12i+1 have a jump parallel to Z1 (inside Σ1), the end point
of X12i and the start point of X
21
i have a jump parallel to Z2 (inside Σ2).
14
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to a Poincaré section ΣΥ. For the continuous system we prove the existence of ‘partial Lin
orbits’ connecting ΣΥ with itself while satisfying certain boundary conditions in ΣΥ. Here, by
‘partial Lin orbit’ we mean a ‘discontinuous orbit’ with jumps only in Σ1 and Σ2 parallel to
Z1 and Z2, respectively. Further, we prove that there are partial orbits of the discrete system
satisfying boundary conditions as they are known from the theory of Shilnikov variables
(cf. [Kno04] and references therein). Then we prove that the respective boundary conditions
can be adjusted such that it is possible to match the end point of a partial Lin orbit with the
start point of a partial orbit of the discrete system and the end point of this partial orbit with
the start point of the next partial Lin orbit. This leads to an alternating sequence of partial
Lin orbits and partial orbits of the discrete system that finally defines the sought-after Lin
orbit.
The detailed proof of Theorem 2.1.4 is the main subject of the first part of this thesis and is
carried out in detail in Section 2.2.
The next step in the analysis of the described setting is the construction of bifurcation
equations for special solutions near the heteroclinic cycle. To derive these equations, it is
important to know estimates of the sizes of the jumps that arise in the constructed Lin orbit.
Here we only consider Condition (C6) (i.e. there are only jumps in Σ1 and no jumps in Σ2)
and define the so-called jump function Ξ = (Ξi)i∈Z by
Ξi(ω,ν, λ) := X21i (ω,ν,ϑ, λ) −X12i+1(ω,ν,ϑ, λ).
Recall that X21i (ω,ν,ϑ, λ) denotes the end point of X
21
i (ω,ν,ϑ, λ) within Σ1 near Γ1, and
X12i+1(ω,ν,ϑ, λ) denotes the start point of X
12
i+1(ω,ν,ϑ, λ) within Σ1 near Γ1. Note that,
although technically Ξi also depends on a sequence ϑ, we do not express that dependence in
the notation. The reason is that we only consider Condition (C6) and therefore the sequence
ϑ does not contribute to the dynamics, the ϑi are only used to select which of the (infinitely
many) heteroclinic connections in W u(Υ) ∩W s(p) the partial orbits X12i and X21i follow. In
Section 2.4.1 we briefly discuss the case where we assume Condition (C6’) and thus consider
additional jumps in Σ2. In this case the dependence on ϑ is indeed crucial to the jump
estimates.
To estimate the leading terms of the jump function, it is necessary to make assumptions on the
leading eigenvalues. Here, µs denotes the leading stable eigenvalue of the linearisation at p,
µuΥ denotes the leading unstable eigenvalue of the linearisation of the equilibrium q := ΣΥ∩Υ
of the discrete dynamical system implied by the Poincaré map (note that this value is the
leading unstable Floquet multiplier of Υ). By ‘leading eigenvalue’ we refer to the eigenvalue
that is closest to the imaginary axis in the continuous case and closest to the unit circle in
the discrete case.
We consider two different cases of eigenvalue constellations:
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(H 2.1) The leading stable and unstable Floquet multipliers of Υ, denoted by µsΥ(λ) and









0 < |µssΥ | < µ̄ssΥ < |µsΥ(λ)| < µ̄sΥ < 1 < µ̄uΥ < |µuΥ(λ)| < µ̄uuΥ < |µuuΥ |
holds for all remaining stable and unstable Floquet multipliers µssΥ and µ
uu
Υ .
Moreover, we demand that for the leading Floquet multipliers




The leading stable and unstable eigenvalues µs(λ) and µu(λ) of the linearisation
at p are simple and real. There are constants µ̄ss, µ̄uu, µ̄s and µ̄u such that
Reµss < µ̄ss < µs(λ) < µ̄s < 0 < µ̄u < µu(λ) < µ̄uu < Reµuu
holds for all remaining stable and unstable eigenvalues µss and µuu.
Moreover, we demand that for the leading eigenvalues




(H 2.2) Let µsΥ(λ) and µ
u
Υ(λ) be as in Hypothesis (H 2.1). The leading stable and unsta-
ble eigenvalues µs(λ) and µu(λ) are simple and complex (non-real). There are
constants µ̄ss, µ̄uu, µ̄s and µ̄u such that
Reµss < µ̄ss < Reµs(λ) < µ̄s < 0 < µ̄u < Reµu(λ) < µ̄uu < Reµuu
holds for all remaining stable and unstable eigenvalues µss and µuu.
Moreover, we demand that for the leading eigenvalues




The following Hypothesis guarantees that the heteroclinic connections Γ1 and Γ2 approach
p and Υ generically, that is, they do not approach in the strong stable/unstable directions.
This is also known as a non-orbit-flip condition. To formulate the assumptions, we need some
notation that is properly introduced later in this thesis. Let ΣΥ denote a Poincaré section
of Υ and Π the Poincaré map with respect to ΣΥ. Then we consider the discrete dynamical
system given by the Poincaré map (cf. (2.2.43)) and denote the saddle equilibrium Υ ∩ ΣΥ
by q. Further, we denote the orbit in W s(q) that is given by the intersection points of Γ1
with ΣΥ by Γ
+ and we denote the orbit in W u(q) that is given by the intersection points of
Γ2 with ΣΥ by Γ
−. The notation W ss/uu refers to the strong stable/unstable manifold.
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(H 2.3) The connecting orbits do not approach p and Υ in the strong stable and unstable
manifolds:
Γ1 6⊂W uu(p) and Γ+ 6⊂W ss(q);
Γ− 6⊂W uu(q) and Γ2 6⊂ W ss(p).
For the following assumption we need some additional notation, cf. Section 2.3. We consider
the adjoint variational equation along Γ1 (with respect to the scalar product used in (2.3.6)
below)
ẋ = − (D1f(γ1(t), 0))T x
and denote the transition matrix by Ψ(·, ·) and the stable subspace for t → ∞ at t = 0 by
Es1(0) (and the respective subspace for t → −∞ at t = 0 by Eu1 (0), accordingly). Then by
construction, Z1 ⊂ Es1(0) ∩ Eu1 (0). Let ̟+ denote the transition time from Σ1 to ΣΥ (see
Hypothesis (H 2.8) below) and let Z̃1 := Ψ(̟
+, 0)Z1. For the discrete dynamical system
as introduced above, we consider the adjoint variational equation along Γ+ and define in a
similar manner the subspaces E
s/u
1,d (0). Analogously we define the subspaces concerning the
adjoint variational equation along Γ2 and Γ
−, respectively. We denote the associated strong




We assume the following hypothesis for Z1, Z̃1,Z2 and Z̃2 holds:
(H 2.4) Z1 6⊂ Euu1 (0) and Z̃1 6⊂ Ess1,d(0). Z2 6⊂ Ess2 (0) and Z̃2 6⊂ Euu2,d(0).
Geometrically, this is the so-called non-inclination-flip condition. It means (for Γ1) that the
stable manifold W s(Υ) intersects the manifold W culoc(p) transversally and an analogous condi-
tion for Γ2. Here, the manifold denoted by W
cu
loc is such that its tangent space TpW
cu
loc consists
of all unstable and the weakest stable direction. Note that in general this manifold is not
determined uniquely, however, in this case the tangent spaces along Γ1 are uniquely defined.
See also [Kno04], Section 2.3.2, for a deeper discussion of the geometrical implications.
Under either of the eigenvalue hypotheses we can now show the following properties of the
jump function which can then be used to formulate bifurcation equations; therefore the two
following theorems are the main results of this chapter. First we consider the real leading
eigenvalue case.
Theorem 2.1.5 Consider system (1.2.1) and let Conditions (C1)–(C6), Hypothesis (H 2.3)
and Hypothesis (H 2.4) hold. Assume that the leading eigenvalues are as stated in Hypothe-
sis (H 2.1).
Let Ω, N,ω,ν be according to Theorem 2.1.4. Then the structure of the jump function Ξ =
(Ξi)i∈Z is as follows:
Ξi(ω,ν, λ) = λ+ c1(λ)e
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The functions c1,2 : R
m → RdimZ1 are continuous and c1,2(0) 6= 0 holds. The o-terms and the
O-term are valid for Ω and N tending to infinity. Moreover, the jump function Ξ depends
smoothly on ω and λ.
For the complex leading eigenvalue case we get a similar result:
Theorem 2.1.6 Consider system (1.2.1) and let Conditions (C1)–(C6), Hypothesis (H 2.3)
and Hypothesis (H 2.4) hold. Assume that the leading eigenvalues are as stated in Hypothe-
sis (H 2.2).
Let Ω, N,ω,ν be according to Theorem 2.1.4. Then there is a constant φs ∈ R such that the
structure of the jump function Ξ = (Ξi)i∈Z is as follows:
Ξi(ω,ν, λ) = λ+ c1(λ) sin (2Imµ
s(λ)ωi + φ
s) e2Reµ























The functions c1,2 : R
m → RdimZ1 are continuous and c1,2(0) 6= 0 holds. The o-terms and the
O-term are valid for Ω and N tending to infinity. Moreover, the jump function Ξ depends
smoothly on ω and λ.
Remark 2.1.7 Due to the construction, all the statements in Theorem 2.1.4, Theorem 2.1.5
and Theorem 2.1.6 remain valid for Ω → ∞ or N → ∞.
The proof of these estimates (exemplarily for Theorem 2.1.5) can be found in Section 2.3.
In Section 2.4 we use the jump estimates stated in Theorem 2.1.5 and Theorem 2.1.6 to
construct and discuss bifurcation equations for various types of orbits near the heteroclinic
EtoP cycle. The main results are stated in the following theorems.
We start with homoclinic orbits to p that stay near the heteroclinic EtoP cycle:
Theorem 2.1.8 Consider system (1.2.1) and let Conditions (C1)–(C6), Hypothesis (H 2.3)
and Hypothesis (H 2.4) hold. Additionally, assume that the eigenvalue situation Hypothe-
sis (H 2.1) or Hypothesis (H 2.2) holds.
Then there is a constant N ∈ N such that for all ν ∈ N, ν > 2N , there is a unique parameter
value λν for which a 1-homoclinic orbit to p exists that stays in UΓ. The value of ν determines
the number of revolutions that the homoclinic orbit stays in a fixed neighbourhood of Υ.
Moreover, λν tends to 0 as ν tends to infinity.
In other words, at discrete values of λ close to 0, homoclinic orbits to p accumulate with in-
creasing revolution numbers around Υ. This result is in agreement with the results in [Rad05]
and is also numerically verified in Section 3.5.2.
Now we consider homoclinic orbits to Υ that stay near the EtoP cycle:
Theorem 2.1.9 Consider system (1.2.1) and let Conditions (C1)–(C6), Hypothesis (H 2.3)
and Hypothesis (H 2.4) hold. Additionally, assume that the eigenvalue situation Hypothe-
sis (H 2.1) or Hypothesis (H 2.2) holds.
Then there is a constant Ω such that for all ω > Ω there is a unique parameter value λ = λ(ω)
for which a 1-homoclinic orbit to Υ exists that stays in UΓ. The function λ(·) is smooth and
λ tends to 0 as ω tends to infinity.
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If the leading eigenvalues are real, we observe a so-called ‘blue sky catastrophe’ scenario, see
Figures 2.11 and 2.14 below for a geometrical interpretation and Section 3.5.1 for numerical
evidence of that scenario. In the case of complex leading eigenvalues, the function λ(·) has
infinitely many roots, see Figures 2.12 and 2.15 for a geometrical interpretation.
The proof of Theorem 2.1.9 and a discussion of the bifurcation equation for homoclinic orbits
to p if Condition (C6’) applies can be found in Section 2.4.
2.2 Extension and adaptation of Lin’s method
In the following sections we explain how to adapt and extend Lin’s method to deal with the
presented setting. The main difference to the classical setting for heteroclinic cycles connect-
ing hyperbolic equilibria (as for example in [KLW07]) is that one hyperbolic equilibrium is
replaced by a hyperbolic periodic orbit. The idea how to use Lin’s method in this setting is
to describe the dynamics near the periodic orbit by the associated discrete dynamical system
defined by the Poincaré map with respect to a cross-section ΣΥ of Υ. An advantage of this
approach is that it provides a ‘kit’ which can be used to deal with almost any kind of set-
ting involving periodic orbits and equilibria, while it utilises the well-established theory for
continuous and discrete systems. So the approach boils down to a coupling of a continuous
and a discrete dynamical system using certain projection boundary conditions. The actual
procedure is as follows: First, we prove the unique existence of solutions inside W uλ (p) and
W sλ(Υ) that stay near Γ1 and have a jump inside Σ1 in the subspace Z1. Similarly, we prove
the unique existence of solutions inside W sλ(p) and W
u
λ (Υ) that stay near Γ2 and have a jump
inside Σ2 in the subspace Z2. Then we prescribe two projection boundary conditions inside
ΣΥ and prove that there is exactly one ‘partial Lin orbit’ inside UΓ that connects ΣΥ to itself
and satisfies these conditions (and the jump conditions) and takes a prescribed transition
time ω from Σ2 to Σ1. Similarly, for the discrete dynamical system inside ΣΥ we prove that
for given projection boundary conditions (similar to the conditions known from the theory of
Shilnikov variables) there is exactly one solution that takes ν steps from boundary to bound-
ary. In the last step, we couple both of these solutions inside ΣΥ to construct a Lin orbit that
stays inside UΓ and has jumps only inside Σ1 and Σ2 parallel to the subspaces Z1 and Z2.
To perform Lin’s method, we introduce certain directions that are important for the coupling
and jump conditions. We define W+1 and W
−
1 as the complements of the vector field direction
within the tangent spaces of W s(Υ) and W u(p), respectively, at γ1(0):
(
Tγ1(0)W
s(Υ) ∩ Tγ1(0)W u(p)
)
⊕W+1 = Tγ1(0)W s(Υ),
(
Tγ1(0)W
s(Υ) ∩ Tγ1(0)W u(p)
)
⊕W−1 = Tγ1(0)W u(p).
In this setting, we still have some freedom in choosing the cross-section Σ1 and in particular
the subspace W+1 . It is crucial for the discussed method that W
+
1 is chosen such that it is
the image of a certain projection. We return to the exact setting in Section 2.2.2.
Finally, we choose an additional subspace Z1 such that R
n = span{f(γ1(0), 0)}⊕W+1 ⊕W−1 ⊕
Z1 and thus define Y1 := W
+
1 ⊕W−1 ⊕ Z1 and the cross-section Σ1 of the heteroclinic orbit
Γ1 as follows:
Σ1 := γ1(0) + (W
+
1 ⊕W−1 ⊕ Z1). (2.2.1)
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Note that since we exclude all degeneracities other than the dimensions of the stable and
unstable manifolds, dimZ1 = d.
For Σ2 we introduce similar subspaces as follows:
(
Tγ2(0)W
u(Υ) ∩ Tγ2(0)W s(p)
)
⊕W+2 = Tγ2(0)W s(p),
(
Tγ2(0)W
u(Υ) ∩ Tγ2(0)W s(p)
)
⊕W−2 = Tγ2(0)W u(Υ).
We define additional subspaces Z2 and U such that
span{f(γ2(0), 0)} ⊕ U = Tγ2(0)W u(Υ) ∩ Tγ2(0)W s(p)
and
R
n = span{f(γ2(0), 0)} ⊕ U ⊕W+2 ⊕W−2 ⊕ Z2.
Note that if we assume Condition (C6), the subspace U is d− 1-dimensional and dimZ2 = 0;
if we assume Condition (C6’), the subspace U is d-dimensional and dimZ2 = 1.
Then we can define Y2 := U ⊕W+2 ⊕W−2 ⊕ Z2 and thus
Σ2 := γ2(0) + (U ⊕W+2 ⊕W−2 ⊕ Z2). (2.2.2)
Special cases
We briefly discuss the dimensions of the introduced subspaces for two important cases that are
also numerically considered in Chapter 3. The examples in Section 3.5.1 and Section 3.5.2
are in R3, the codimension of the respective EtoP connection is d = 1. Since n = 3 we
have that k = dimW u(p) = 1 and l = dimW s(Υ) = 2. Then dimW−1 = 0, dimW
+
1 = 1
and dimZ1 = 1. For Condition (C6) the situation in Σ2 is straightforward, dimZ2 = 0,
dimW+2 = dimW
−
2 = 1 and dimU = 0. On the other hand, if we consider Condition (C6’),




2 = 0 and dimU = 1.
The second important case is the codimension-two case in R4 as considered in Section 3.5.3.
Here we find that k = dimW u(p) = 1, l = dimW s(Υ) = 2 and thus dimW−1 = 0, dimW
+
1 = 1




2 = 1 and thus
dimU = 1 in Σ2.
2.2.1 Step one – Orbits in the stable and unstable manifolds
In general, the first step of Lin’s method describes the splitting of the stable and unstable
manifolds. In the described setting only the unstable manifold of p and the stable manifold
of Υ actually split, whereas the heteroclinic connection from Υ to p does not break. The goal
is to find solutions in the splitting manifolds that can be described as perturbations of the
original heteroclinic solutions γ1(·) and that satisfy certain jump conditions in the transversal
section Σ1.
Throughout the following sections we assume that the two technical hypotheses
(H 2.5) The hyperbolic equilibrium p does not change as long as the parameter λ is
sufficiently close to λ∗, that is pλ ≡ p.
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(H 2.6) The hyperbolic periodic orbit Υ does not change as long as the parameter λ is
sufficiently close to λ∗, that is Υλ ≡ Υ, and the vector field along Υ does not
change: f(·, λ)|Υ = f(·, λ∗).
hold. See Section A.3 for a justification of these hypotheses. Hypothesis (H 2.5) and Hypoth-
esis (H 2.6) provide that the equilibrium and the periodic orbit (and the vector field along
the periodic orbit) are kept fixed for λ close to λ∗; these technical assumptions allow us to
handle certain estimates in the following considerations more easily.
The following theorem gives the first step of Lin’s method and is a generalisation of Theorem
4.1.6 in [Rie03] to arbitrary dimension n.
Theorem 2.2.1 Consider system (1.2.1) and assume Conditions (C1)–(C5) hold. Then
there is a neighbourhood Λ of λ∗ such that for each λ ∈ Λ there is a unique pair of solutions
(γ+1 (λ)(·), γ−1 (λ)(·)) that satisfy the following conditions:
(i) γ+1 (λ)(0) ∈W sλ(Υ), γ−1 (λ)(0) ∈W uλ (p),
(ii) γ+1 (λ)(0), γ
−
1 (λ)(0) ∈ Σ1 and
(iii) γ+1 (λ)(0) − γ−1 (λ)(0) ∈ Z1.
Outline of the proof. For n = 3 (and consequently dimZ1 = 1) this theorem is rigorously
proved in [Rie03]; we give an outline of this proof and generalize it to Rn, n ≥ 3. We start
with the heteroclinic solution γ1(·) that exists for λ = λ∗ and look for orbits γ−1 (λ)(·) in
W uλ (p) and γ
+
1 (λ)(·) in W sλ(Υ) as perturbations of γ1(·). Since the computations for the orbit
in W uλ (p) are completely analogous to the computations in the classical application of Lin’s
method for heteroclinic cycles between hyperbolic equilibria (see for example [Kno04]), we
confine the following elaboration to the solution γ+1 in W
s
λ(Υ).
We define for t ≥ 0 the solution γ+1 (t) := γ1(t)+v+1 (λ)(t) and deduce the nonlinear variational
equation
v̇+1 (t) = D1f(γ1(t), 0)v
+




1 (t), λ) (2.2.3)
with h+1 (t, v, λ) := f(γ1(t) + v, λ) − f(γ1(t), 0) − D1f(γ1(t), 0)v. In a first approximation
we replace the function h(·, ·, ·) by an arbitrary function g(·) that does not depend on v,
thus (2.2.3) becomes
v̇+1 (t) = D1f(γ1(t), 0)v
+
1 (t) + g(t). (2.2.4)
The only condition we impose on g is that it is exponentially bounded. More precisely, we
assume that g ∈ V +ᾱ for some ᾱ where V +ᾱ is the following Banach space
V +ᾱ :=
{







Note that the linear homogenuous equation associated with (2.2.4) has an exponential tri-
chotomy on R+. Let δ̄c and δ̄s denote the exponents of the trichotomy, then ᾱ has to be
chosen such that 0 ≤ δ̄c < ᾱ < δ̄s holds.
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Figure 2.2: The splitting of the manifolds. Shown is the situation for Conditions (C1)–(C6)
where the manifolds W uλ (p) and W
s
λ(Υ) split up for λ 6= λ∗ while the connection
Γ2 is robust.
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Exploiting the variation of constants formula and the estimates of the exponential trichotomy,
we can now give a detailed equation for solutions of (2.2.4) that are exponentially bounded,
namely: Exponentially bounded solutions of (2.2.4) on R+ take the form












with w+ ∈ W+1 . Note that Q+s (·) denotes the projection associated with the exponential
trichotomy.
After replacing the function g(·) by h+(·, v+1 (·), λ), equation (2.2.5) can be read as a fixed
point equation in V +ᾱ . Near λ = λ
∗ and for sufficiently small w+ ∈W+1 this equation can be
solved for v+1 = v
+
1 (w
+, λ). Note that due to the exponential trichotomy it is important to
solve the fixed point equation in the space of exponentially bounded functions.
For the solution v−1 we use a similar approach, but here it is sufficient to use bounded solutions
(instead of exponentially bounded solutions) and to exploit the exponential dichotomy on
R− with the associated projection P−(·). Here we find that solutions have the form v− =
v−(w−, λ) for sufficiently small w− ∈W−1 and λ close to λ∗.
Finally, using the decomposition (2.2.1) of Σ1 we get the system
v+(w+, λ)(0) = w+ + w̃−(w+, λ) + z+(w+, λ),
v−(w−, λ)(0) = w̃+(w−, λ) + w− + z−(w−, λ)
(2.2.6)
with w−, w̃− ∈ W−1 , w+, w̃+ ∈ W+1 and z−, z+ ∈ Z1. Using that γ+1 (λ)(0) − γ−1 (λ)(0) ∈ Z1
results in
w+ = w̃+(w−, λ),
w− = w̃−(w+, λ),
which then can be solved for (w+, w−) = (ŵ+(λ), ŵ−(λ)) around λ = λ∗ (exploiting that
w̃+/−(0, λ∗) = 0 and D1w̃
+/−(0, λ∗) = 0).
Now we can plug this into (2.2.3) which gives
γ+1 (λ)(·) := γ1(·) + v+1 (ŵ+(λ), λ)(·),
γ−1 (λ)(·) := γ1(·) + v−1 (ŵ−(λ), λ)(·).
Since the v
+/−
1 are (exponentially) bounded, the solutions γ
+/−
1 stay close to γ1 for all
t → ∞ (t → −∞, respectively). Since p and Υ are hyperbolic, it immediatly follows that
{γ+1 (λ)(t); t ∈ R+} ⊂W sλ(Υ) and {γ−1 (λ)(t); t ∈ R−} ⊂W uλ (p). This proves the theorem.
In other words, Theorem 2.2.1 allows us to define a jump function ξ∞ : Rm → Z1, ξ∞(λ) :=
γ+1 (λ)(0) − γ−1 (λ)(0) which measures how the manifolds W uλ (p) and W sλ(Υ) split for λ 6= λ∗.
Note that if we assume Condition (C6), Z1 ∼= Rm. Condition (C5) then is equivalent to the
non-singularity of D1ξ
∞(0) and thus we can transform ξ∞(λ) such that
(H 2.7) ξ∞(λ) = λ− λ∗
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U
W uλ (Υ) ∩W sλ(p)






Figure 2.3: Inside Σ2 – generic case (Condition (C6)). Sketch of the situation inside Σ2 for
R3. Shown are the traces of intersection curve W u(Υ) ∩W s(p) and the subspace
U in Σ2. The projection of γ
±
















(c) λ < 0
Figure 2.4: Sketch of the situation inside Σ2 (for R
3) – Condition (C6’), quadratic tangency
case. Shown are the traces of the intersection curves W uλ (Υ)∩Σ2 and W s(p)∩Σ2
in Σ2 as well as the subspaces Z2 and U .
holds. We use Theorem 2.2.1 in Chapter 3 extensively to introduce a novel numerical method
for finding and continuing EtoP connections. Note that the notation in Chapter 3 changes,
there the unique solutions in the stable and unstable manifolds are denoted by q± (instead
of γ±1 ) and the periodic orbit is denoted by Γ (instead of Υ).
Before formulating a similar theorem for the EtoP connection Γ2, we define a projection
PU : Y2 → U that projects onto U along W+2 ⊕W−2 ⊕ Z2 in accordance with the decomposi-
tion (2.2.2).
Theorem 2.2.2 Consider system (1.2.1) and assume Conditions (C1)–(C3) hold. Addi-
tionally, either Condition (C6) or Condition (C6’) holds. Then there is a neighbourhood Λ
of λ∗ such that for each λ ∈ Λ and each ϑ ∈ U sufficiently close to 0 there is a unique pair of
solutions (γ+2 (ϑ, λ)(·), γ−2 (ϑ, λ)(·)) that satisfy the following conditions:
(i) γ+2 (ϑ, λ)(0) ∈W sλ(p), γ−2 (ϑ, λ)(0) ∈W uλ (Υ),
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(ii) γ+2 (ϑ, λ)(0), γ
−
2 (ϑ, λ)(0) ∈ Σ2,
(iii) PU
(
γ±2 (ϑ, λ) − γ2(0)
)
= ϑ and
(iv) γ+2 (ϑ, λ)(0) − γ−2 (ϑ, λ)(0) ∈ Z2.
Outline of the proof. The proof runs completely parallel to the proof of Theorem 2.2.1, the
additional direction U can be worked in in a straightforward way. Finally, in place of Equa-
tion (2.2.6) we get
v+(w+, ϑ+, λ)(0) = w+ + w̃−(w+, ϑ+, λ) + z+(w+, ϑ+, λ) + ϑ+,
v−(w−, ϑ−, λ)(0) = w̃+(w−, ϑ−, λ) + w− + z−(w−, ϑ−, λ) + ϑ−
(2.2.7)
and by claiming γ+2 (ϑ, λ)(0) − γ−2 (ϑ, λ)(0) ∈ Z2 it follows that ϑ+ = ϑ− =: ϑ and
w+ = w̃+(ϑ, w−, λ),
w− = w̃−(ϑ, w+, λ)
can be solved for (w+, w−) = (ŵ+(ϑ, λ), ŵ−(ϑ, λ)) and thus we finally can define
γ+2 (ϑ, λ)(·) := γ2(·) + v+(ϑ+ ŵ+(ϑ, λ), λ)(·),
γ−2 (ϑ, λ)(·) := γ2(·) + v−(ϑ+ ŵ−(ϑ, λ), λ)(·).
The same argument as in the proof of Theorem 2.2.1 concludes the proof of this theorem.
Remark 2.2.3 In case of Condition (C6), due to the transversal intersection of W u(Υ)
and W s(p), the heteroclinic orbit Γ2 persists and thus the solutions γ
+
2 (ϑ, λ) and γ
−
2 (ϑ, λ)
coincide. Then the parameter ϑ is only used to select one of the infinitely many orbits in case
dim (W u(Υ) ∩W s(p)) ≥ 2.
In essence, the previous theorems provide us with solutions within the involved stable and
unstable manifolds that can then be further perturbed to finally obtain Lin orbits as defined
in Definition 2.1.2. This is also known as the first step of Lin’s method which is dedicated
to the ‘infinite’ time solutions. The transition to finite time intervals is done in steps two to
four of the presented method (in the classical application of Lin’s method this is also known
as the ‘second step’).
2.2.2 Step two – The continuous system
In this section we perform the coupling near the equilibrium p, i.e. we look for piecewise
continuous solutions of the system that start and end in ΣΥ and satisfy certain linear boundary
conditions in ΣΥ and jump conditions in Σ1 and Σ2. As it turns out, for given transition times
and given projection conditions in ΣΥ we get a unique solution that starts in ΣΥ, follows γ2,
has a jump in Σ2 in Z2 direction, then follows γ1, has a jump in Σ1 in Z1 direction and ends
in ΣΥ again. For convenience and without loss of generality, from now on we assume λ
∗ = 0.
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Figure 2.5: Draft of the continuous system. Shown are the solutions x±1 (·) that have a jump
in Σ1 in Z1 direction and the solutions x
±
2 that have a jump in Σ2 in Z2 direction
and that satisfy the projection boundary conditions (2.2.18) in ΣΥ. Moreover, x
−
1
and x+2 are coupled near the equilibrium p.
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We express the corresponding solutions as perturbations of the solutions γ±1,2 in the stable
and unstable manifolds of p and Υ and denote them by x±1,2, see Figure 2.5.
x−1 (t, λ) = γ
−
1 (λ)(t) + v
−
1 (t, λ),
x+1 (t, λ) = γ
+
1 (λ)(t) + v
+
1 (t, λ),
x−2 (t, ϑ, λ) = γ
−
2 (ϑ, λ)(t) + v
−
2 (t, ϑ, λ),
x+2 (t, ϑ, λ) = γ
+
2 (ϑ, λ)(t) + v
+
2 (t, ϑ, λ).
(2.2.8)



























2 , ϑ, λ),
v̇+2 = A
+






2 , ϑ, λ)
(2.2.9)
where
A±1 (t, λ) := D1f(γ
±
1 (λ)(t), λ),
A±2 (t, ϑ, λ) := D1f(γ
±
2 (ϑ, λ)(t), λ)
and
h±1 (t, v, λ) := f(γ
±
1 (λ)(t) + v, λ) − f(γ±1 (λ)(t), λ) − A±1 (t, λ)v,
h±2 (t, v, ϑ, λ) := f(γ
±
2 (ϑ, λ)(t) + v, λ) − f(γ±2 (ϑ, λ)(t), λ) − A±2 (t, ϑ, λ)v.
In order to find solutions that meet our premises, we state the following general boundary
conditions for the solutions v±j of (2.2.9):
v±1 (0) ∈ Y1, v±2 (0) ∈W−2 ⊕W+2 ⊕Z2, v+1 (0)−v−1 (0) ∈ Z1, v+2 (0)−v−2 (0) ∈ Z2. (2.2.10)
Note that the v±2 (0) are not in the subspace U . The U component of x
±
2 (0) is contributed
only by γ±2 (0).
In a first step towards solutions of (2.2.9) we replace the function h by an arbitrary but small





























The theory of exponential trichotomies (see Section A.1) tells us that due to the hyperbolicity
of the equilibrium the homogenuous linear equation that corresponds to Equation (2.2.11a)
has an exponential dichotomy on R−. Similarly, the homogenuous linear equation correspond-
ing to Equation (2.2.11d) has an exponential dichotomy on R+. We denote the corresponding
projections by P+,(id − P+) and P−,(id − P−).
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Moreover, the homogenuous linear equation that corresponds to Equation (2.2.11b) has an
exponential trichotomy on R+ due to the hyperbolicity of the periodic orbit. Similarly,
the homogenuous linear equation corresponding to Equation (2.2.11c) has an exponential






















The exponential dichotomies and trichotomies fix the images of the projections P+(·) and
P−(·), Q+sc(·) and Q−cu(·) such that





















Now we return to our remark from the beginning of Section 2.2 that we have some restrictions
on choosing the linear subspace W+1 ⊂ Y1. Here we choose W+1 such that imQ+s (0) = W+1 ,
this is always possible because imQ+s (0) ⊂ Tγ1(0)W s(Υ) and the dimensions match. This
setting implies that imQ+s (0) ⊂ Y1, this is important for the following considerations.
The exponential dichotomy/trichotomy fixes the images of the projections, however, we have
some freedom in choosing the kernels (note that the image of the kernel of a projection P is
equal to the image of (id − P )). Here we stick to
im
(
id − P+(0, ϑ, λ)
)
= W−2 ⊕ Z2, im
(
id − P−(0, λ)
)





= W−1 ⊕ Z1, im
(
id −Q−cu(0, ϑ, λ)
)
= W+2 ⊕ Z2. (2.2.12b)
The following lemma gives an important property of the projections P±:
Lemma 2.2.4 There are constants c,Ω > 0 such that for all ‖λ‖ , ‖ϑ‖ < c and for all
ω± > Ω the following holds:
im
(




id − P−(−ω−, λ)
)
= Rn.
Moreover, this decomposition defines a projection P̃ (ω+, ω−, ϑ, λ).
We set im P̃ (ω+, ω−, ϑ, λ) = im (id − P+(ω+, ϑ, λ)). The projection P̃ is uniformly bounded,
i.e. there is a constant M > 0 such that
∥
∥
∥P̃ (ω+, ω−, ϑ, λ)
∥
∥
∥ ≤ M .
The proof of Lemma 2.2.4 can be found in [VF92].
Similarly, the following lemma holds for the projections of the exponential trichotomy.
Lemma 2.2.5 There are constants c,Ω > 0 such that for all ‖λ‖ , ‖ϑ‖ < c and for all
ω± > Ω the following holds:
im
(




id −Q−cu(−ω−, ϑ, λ)
)
= Rn.
A proof can be found in [Rad04].
To simplify the following considerations and proofs we use a rescaling of the original ODE
that allows us to handle the coupling conditions easily. The hypothesis below pays tribute to
that rescaling, we postpone a justification to Section A.3.
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(H 2.8) All solutions starting in a sufficiently small neighbourhood of γ+1 (0) (γ
−
2 (0),
resp.) in Σ1 (Σ2, resp.) need the same time ̟
+ (̟−, resp.) to hit the Poincaré
section ΣΥ = Υ0 + YΥ (Υ0 ∈ Υ, YΥ is a (n− 1)-dimensional linear subspace).
Now we state some important consequences of Hypothesis (H 2.8).
Lemma 2.2.6 Let Φ+1 and Φ
−
2 be the transition matrices of the homogenuous linear systems
associated with (2.2.11b) and (2.2.11c). Assume that Hypothesis (H 2.8) holds.
Then the following holds:
Φ+1 (̟
+, 0, λ)(Y1) = YΥ and Φ
−
2 (−̟−, 0, ϑ, λ)(Y2) = YΥ.





+, 0, λ) = Dϕ̟
+
(γ+1 (λ)(0)) and Tγ+
1
(λ)(0)Σ1 = Y1 follows the result for Φ
+
1 . A
similar computation gives the result for Φ−2 .





⊂ YΥ and im
(
id −Q−cu(−̟−, ϑ, λ)
)
⊂ YΥ.
Proof. Let Φ+1 denote the transition matrix of the linear homogenuous system associated
with (2.2.11b). First we show that (id −Q+sc(̟+, λ))(Φ+1 (̟+, 0, λ)im (id −Q+sc(0, λ))) ⊂ YΥ.
Let y ∈ im (id −Q+sc(0, λ)) ⊂ Y1. Then y = (id −Q+sc(0, λ)) y holds since (id −Q+sc(0, λ)) is a
















































Using that Φ+1 (̟
















































From (2.2.13) and (2.2.14) follows im (id −Q+sc(̟+, λ)) ⊂ YΥ. Analogous considerations using
Q−cu and Φ
−
2 conclude the proof of the lemma.







id −Q−cu(−̟−, ϑ, λ)
)
holds.







id −Q−cu(−̟−, ϑ, λ)
)
= {0}
holds, see Lemma 2.2.5.











Hence, due to the rescaling, it is possible to represent the Poincaré section ΣΥ through the














Remark 2.2.9 In the following considerations, we always assume ̟+ and ̟− to be suffi-
ciently large and we usually omit the dependence on ̟+ and ̟− in the notation.
Function spaces
In this section we search for solutions of system (2.2.9) that satisfy certain (linear) boundary
and certain jump conditions. Later we use the Banach Fixed Point Theorem and therefore
we need to define appropriate function spaces.
Definition 2.2.10 Let ̟+, ̟−, ω ∈ R+. The space Vω denotes the space of quadruples






2 ) ∈ C([−ω, 0],Rn) × C([0, ̟+],Rn) × C([−̟−, 0],Rn) ×
C([0, ω],Rn).
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We equip the function space Vω with a maximum norm as follows (we use the supremum




















Remark 2.2.11 In the formulation of the boundary conditions in the following lemmas we
use the notation α = (α−, α+) ∈ (id −Q−cu(−̟−, ϑ, λ)) × (id −Q+sc(̟+, λ)).
Here is the main theorem of this section:
Theorem 2.2.12 There are constants c̄, c̃,Ω > 0 such that for all ω > Ω and given λ ∈ Rm,
α = (α−, α+), ϑ ∈ U with ‖λ‖ , ‖ϑ‖ < c̄ and ‖α‖ < c̃, there is a unique solution v ∈ Vω
of (2.2.9) such that
(i) v−1 (0), v
+
1 (0) ∈W−1 ⊕W+1 ⊕ Z1 and v−2 (0), v+2 (0) ∈W−2 ⊕W+2 ⊕ Z2,
(ii) v−1 (0) − v+1 (0) ∈ Z1 and v−2 (0) − v+2 (0) ∈ Z2,
(iii) v−1 (−ω) − v+2 (ω) = γ+2 (ω) − γ−1 (−ω) and
(iv) (id −Q+sc(̟+, λ)) v+1 (̟+) = α+ and (id −Q−cu(−̟−, ϑ, λ)) v−2 (−̟−) = α−.
Moreover, for the functions
α̃+⊥(α, ϑ, λ) := Q
+
s (̟
+, λ)v+1 (α, ϑ, λ)(̟
+),
α̃−⊥(α, ϑ, λ) := Q
−
u (−̟−, ϑ, λ)v−2 (α, ϑ, λ)(−̟−)











































We prove this theorem in several steps. First, we show that a boundary value problem with
purely linear boundary conditions near the equilibrium and near the periodic orbit has a
unique solution. Then we adjust the boundary condition near the equilibrium in terms of a
difference condition. Finally, we formulate and solve a fixed point equation which has the
sought-after solution as a unique solution.
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Fully linearised problem
Now we are prepared for the first result which states that there is a unique solution of system
(2.2.11) satisfying fully linear boundary conditions.
To formulate these boundary conditions we use a ∈ Rn and α = (α−, α+) as described
in Remark 2.2.11.
More precisely, we approximate the coupling of x+2 and x
−
1 near the equilibrium by
(
id − P+ (ω, ϑ, λ)
)
v+2 (ω) = a
+(ω) :=
(




id − P− (−ω, λ)
)
v−1 (−ω) = a−(ω) :=
(











id −Q−cu(−̟−, ϑ, λ)
)
v−2 (−̟−) = α−
(2.2.18)
as boundary conditions near the periodic orbit.
Then there is one unique solution that satisfies these linear boundary conditions.
Lemma 2.2.13 There are constants c,Ω > 0 such that for all ω > Ω and ϑ ∈ U , λ ∈ Rm
with ‖ϑ‖ , ‖λ‖ < c and for given g ∈ Vω and given a ∈ Rn and α = (α−, α+), the boundary
value problem (2.2.11),((2.2.10),(2.2.17),(2.2.18)) has a unique solution










(g, a, α, ϑ, λ) ∈ Vω.
Proof. Let Φ±i (·, ·) denote the transition matrix of the homogenuous linear equations corre-
sponding to (2.2.11). In this proof we keep λ fixed for the moment and do not write down
the dependencies of Q+sc, Q
−
cu, P
+, P− and Φ±j on λ and ϑ.
Using the variation of constant formula for (2.2.11) gives





















(j = 1, 2) as solutions.
Setting t = ω (t = −ω, t = ̟+, t = −̟− resp.) yields
v−1 (−ω) = Φ−1 (−ω, 0) v−1 (0) +
∫ −ω
0
Φ−1 (−ω, τ) g−1 (τ)dτ,
v+1 (̟
+) = Φ+1 (̟





v−2 (−̟−) = Φ−2 (−̟−, 0)v−2 (0) +
∫ −̟−
0
Φ−2 (−̟−, τ)g−2 (τ)dτ,
v+2 (ω) = Φ
+
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The above system of equations can be rewritten as




















Φ+2 (0, ω) v
+








Finally, we apply (id − Q+sc(0)), (id − Q−cu(0)), (id − P+(0)) and (id − P−(0)) and use prop-
erties (A.1.2) and (A.1.4) of the exponential dichotomy/trichotomy:
(id − P−(0))v−1 (0) = Φ−1 (0,−ω)
(






Φ−1 (0, τ)(id − P−(τ))g−1 (τ)dτ,




Φ+1 (0, τ)(id −Q+sc(τ))g+1 (τ)dτ,




Φ−2 (0, τ)(id −Q−cu(τ))g−2 (τ)dτ,
(id − P+(0))v+2 (0) = Φ+2 (0, ω)
(






Φ+2 (0, τ)(id − P+(τ))g+2 (τ)dτ
and thus
(id − P−(0))v−1 (0) = Φ−1 (0,−ω) a− +
∫ 0
−ω
Φ−1 (0, τ)(id − P−(τ))g−1 (τ)dτ,
(id −Q+sc(0))v+1 (0) = Φ+1 (0, ̟+)α+ −
∫ ̟+
0
Φ+1 (0, τ)(id −Q+sc(τ))g+1 (τ)dτ,
(2.2.20a)
(id −Q−cu(0))v−2 (0) = Φ−2 (0,−̟−)α− +
∫ 0
−̟−
Φ−2 (0, τ)(id −Q−cu(τ))g−2 (τ)dτ,
(id − P+(0))v+2 (0) = Φ+2 (0, ω)a+ −
∫ ω
0
Φ+2 (0, τ)(id − P+(τ))g+2 (τ)dτ.
(2.2.20b)
33
2 Lin’s method for EtoP cycles
We look for solutions that satisfy (2.2.10), thus we can decompose v±1,2(0) as follows





























where w+1 ∈W+1 , w−1 ∈W−1 , z±1 ∈ Z1, z±2 ∈ Z2 and w±2 ∈W±2 .
So, the left-hand side of (2.2.20a) can be considered as a linear mapping
L1 : W
+
1 ×W−1 × Z1 × Z1 → (W+1 ⊕ Z1) × (W−1 ⊕ Z1).
Similarly, the left-hand side of (2.2.20b) can be considered as a linear mapping
L2 : W
+
2 ×W−2 × Z2 × Z2 → (W+2 ⊕ Z2) × (W−2 ⊕ Z2).































2 )(g, a, α, ϑ, λ).
This together with (2.2.21) and (2.2.19) completes the proof.
In the following lemma we give norm estimates for the solutions v̄ and the quantities ᾱ±⊥
which are complementary to α±.
Lemma 2.2.14 Let Lemma 2.2.13 hold. Then there is a constant C > 0 such that the
following estimate holds:
‖v̄(g, a, α, ϑ, λ)‖ ≤ C (‖a‖ + ‖α‖ + ‖g‖) . (2.2.22)
Moreover, there is a constant δ > 0 such that
∥




∥P−(−ω)v̄−1 (g, a, α, ϑ, λ)(−ω)
∥
∥




ᾱ+⊥(g, a, α, ϑ, λ) := Q
+
s (̟
+, λ)v̄+1 (g, a, α, ϑ, λ)(̟
+),
ᾱ−⊥(g, a, α, ϑ, λ) := Q
−
u (−̟−, ϑ, λ)v̄−2 (g, a, α, ϑ, λ)(−̟−)
(2.2.24)
there are constants δ̄s, δ̄u > 0 such that the estimates
∥













s̟+ + C ‖g‖ ,
∥
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Proof. To prove estimate (2.2.22) we decompose v+1 by means of the projection Q
+
sc:
















We use the variation of constants formula and the estimates of the exponential trichotomy


































































The constants δ̄s, δ̄c and K are the corresponding constants of the exponential trichotomy





































∥ ≤ C1(‖α‖ + ‖a‖ + ‖g‖).
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For the first term of the right hand side of (2.2.29) we use




Φ+1 (t, τ)(id −Q+sc(τ))g+1 (τ)dτ













2 in a similar way we finally end up with estimate (2.2.22).
Now we consider estimate (2.2.23).
∥

































Φ−1 (−ω, 0)v−1 (0) −
∫ 0
−ω













∥) +M ‖g‖ .
Note that δ := min{δu, δs} where δs and δu are the exponents of the exponential dichotomies
(δs is from the dichotomy on R+ while δu is from the dichotomy on R−. This notation is
unambiguous since we do not use the remaining exponents). Together with (2.2.30) this gives
the desired estimate.
For estimate (2.2.25) we exploit the exponential trichotomy again (note that ᾱ±⊥ is defined
in (2.2.24)):
∥






























































∥+ ‖g‖)e−δ̄s̟+ + C ‖g‖ .
For the derivative we note that the dependencies of v±1/2 on (g, a, α) are linear (this can
be seen by applying L−11/2 to (2.2.20)). This means that we can write (exemplarily for v
+
1 )
v+1 (g, a, α, ϑ, λ) = L(ϑ, λ)(g, a, α) = L(ϑ, λ)(g, 0, 0)+L(ϑ, λ)(0, a, 0)+L(ϑ, λ)(0, 0, α) for some
linear operator L depending on ϑ and λ and hence (due to the definition) α⊥ also depends




























For ᾱ−⊥ similar estimates can be drawn. This completes the proof of the lemma.
The next step towards the coupling of the solutions near the equilibrium is given by the
following lemma. Instead of the boundary condition (2.2.17) we now use
v+2 (ω) − v−1 (−ω) = d (2.2.31)
for given d ∈ Rn.
Then we can state:
Lemma 2.2.15 There are constants c,Ω > 0 such that for all ω > Ω and ϑ ∈ U , λ ∈ Rm
with ‖ϑ‖ , ‖λ‖ < c and for given g ∈ Vω and given d ∈ Rn and α = (α−, α+), the boundary
value problem (2.2.11),((2.2.10),(2.2.31),(2.2.18)) has a unique solution










(g, d, α, ϑ, λ) ∈ Vω.
Proof. The idea of the proof is to find an a = a++a− such that the conditions for Lemma 2.2.13
are satisfied.
We consider
v̄+2 (g, a, α, ϑ, λ) (ω) − v̄−1 (g, a, α, ϑ, λ) (−ω) = d
with boundary conditions
(id −Q−cu(−̟−, ϑ, λ))v̄−2 (−̟−) = α−,
(id −Q+sc(̟+, λ))v̄+1 (̟+) = α+,
(
id − P+ (ω, ϑ, λ)
)
v̄+2 (ω) = a
+,
(
id − P− (−ω, λ)
)
v̄−1 (−ω) = a−
and solve this system for a.
We have
a+ − a− = d− P+ (ω, ϑ, λ) v̄+2 (ω) + P− (−ω, λ) v̄−1 (−ω) .
Now we can use the projection P̃ := P̃ (ω, ϑ, λ) introduced in Lemma 2.2.4 (such that P̃ a = a+
and (id − P̃ )a = a−). With a = a+ + a− we write
a =
(
−id + 2P̃ (ω, ϑ, λ)
) (
d− P+ (ω, ϑ, λ) v̄+2 (ω) + P− (−ω, λ) v̄−1 (−ω)
)
.
Since the dependence of v̄±1,2 on (g, a, α) is linear, the right-hand side of the above equation
also depends linearly on (g, a, α) and thus the equation can be written as
a = L1(ϑ, λ)a+ L2(ϑ, λ)g + L3(ϑ, λ)d+ L4(ϑ, λ)α, (2.2.32)
where Li(ϑ, λ)(·), i = 1, 2, 3, 4, are linear operators depending on ϑ and λ.
The operator (id − L1) is invertible (see (2.2.23)) for sufficiently large ω, hence we can solve
the equation for a = a(g, d, α, ϑ, λ) and thus we have finally v̂ = v̄(g, a(g, d, α, ϑ, λ), α, ϑ, λ).
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Lemma 2.2.16 Let Lemma 2.2.15 hold. Then there is a constant Ĉ > 0 such that
‖v̂(g, d, α, ϑ, λ)‖ ≤ Ĉ (‖g‖ + ‖d‖ + ‖α‖) . (2.2.33)
For the functions
α̂+⊥(g, d, α, ϑ, λ) := Q
+
s (̟
+, λ)v̂+1 (g, d, α, ϑ, λ)(̟
+),
α̂−⊥(g, d, α, ϑ, λ) := Q
−
u (−̟−, ϑ, λ)v̂−2 (g, d, α, ϑ, λ)(−̟−)
there are constants δ̄s, δ̄u > 0 such that the estimates:
∥
∥α̂+⊥(g, d, α, ϑ, λ)
∥
∥ ≤ Ĉ (‖g‖ + ‖d‖ + ‖α‖) e−δ̄s̟+ + Ĉ ‖g‖ ,
∥
∥α̂−⊥(g, d, α, ϑ, λ)
∥







⊥(g, d, α, ϑ, λ)
∥












⊥(g, d, α, ϑ, λ)
∥




⊥(g, d, α, ϑ, λ)
∥
∥ ≤ Ĉ(e−δ̄u̟− + 1)
(2.2.36)
hold.
Proof. Recall from the proof of Lemma 2.2.15 that v̂(g, d, α, ϑ, λ) = v̄(g, a(g, d, α, ϑ, λ), α, ϑ, λ).
From (2.2.32) and (2.2.23) we get ‖a‖ ≤ Ĉ2(‖g‖ + ‖d‖ + ‖α‖). The estimate (2.2.33) then
follows immediately from (2.2.22); the remaining estimates follow from (2.2.26), (2.2.27)
and (2.2.28).
Coupling near the equilibrium
The next step is the coupling of the solutions x+2 and x
−
1 near the equilibrium. We use
x+2 (ω) = γ
+
2 (ω) + v
+
2 (ω) = γ
−
1 (−ω) + v−1 (−ω) = x−1 (−ω) (2.2.37)
as the corresponding boundary condition.
Based on Lemma 2.2.15, we can formulate a fixed point problem in the function space Vω (as
stated in Definition 2.2.10) such that a solution of this fixed point equation corresponds to a
solution of the nonlinear boundary value problem (2.2.9),((2.2.10),(2.2.37),(2.2.18)).
To formulate the fixed point equation we need a so-called Nemyzki operator to deal with the
nonlinearity h. First we introduce four operators as follows:
H−1 : C([−ω, 0] ,Rn) × Rm → C([−ω, 0] ,Rn)
(v, λ) 7→ H−1 (v, λ) := h−1 (·, v(·), λ);
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H+1 : C([0, ̟
+],Rn) × Rm → C([0, ̟+],Rn)
(v, λ) 7→ H+1 (v, λ) := h+1 (·, v(·), λ);
H−2 : C([−̟−, 0],Rn) × U × Rm → C([−̟−, 0],Rn)
(v, ϑ, λ) 7→ H−2 (v, ϑ, λ) := h−2 (·, v(·), ϑ, λ);
H+2 : C([0, ω] ,R
n) × U × Rm → C([0, ω] ,Rn)
(v, ϑ, λ) 7→ H+2 (v, ϑ, λ) := h+2 (·, v(·), ϑ, λ).
















2 (t, v(t), ϑ, λ)w(t).
Proof. The proof is carried out exemplarily for H+1 .
Using the mean value theorem leads to
∥




















1 (t, v(t) + τw(t), λ) −D2h+1 (t, v(t), λ)
∥
∥ dτ.
The last term tends to zero as ‖w‖ → 0, thus H+1 is differentiable with respect to v.
The differentiability with respect to λ follows from the differentiability of h+1 with respect to
λ.













H : Vω × U × Rm → Vω
(v, ϑ, λ) 7→ (H−1 (v−1 , λ), H+1 (v+1 , λ), H−2 (v−2 , ϑ, λ), H+2 (v+2 , ϑ, λ)).
Now we can formulate the fixed point equation in Vω that corresponds to the boundary value
problem:
v = v̂ω(H(v, ϑ, λ), dω(ϑ, λ), α, ϑ, λ)
= Fω(v, α, ϑ, λ).
(2.2.38)
We define dω(ϑ, λ) := γ
−
1 (λ)(−ω) − γ+2 (ϑ, λ)(ω) such that the coupling condition (2.2.37) is
satisfied.
Then the following lemma concludes the coupling near the equilibrium:
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Lemma 2.2.18 There are constants c̄, c̃,Ω > 0 such that for all ω > Ω, ϑ ∈ U , λ ∈ Rm
with ‖λ‖ , ‖ϑ‖ < c̄ and given α = (α−, α+) with ‖α‖ < c̃, the fixed point equation (2.2.38) has
(in a sufficiently small neighbourhood of 0 ∈ Vω) a unique solution










(α, ϑ, λ) ∈ Vω.
Proof. We use the Banach Fixed Point Theorem to prove the existence and uniqueness of
a solution to the fixed point problem (2.2.38). First we show that there is a ball that is
invariant under Fω and then that Fω is a contraction with respect to v.
We start with the Fω-invariant closed ball B(0, ε̄) ⊂ Vω.
Using (2.2.33) we get
‖Fω(v, α, ϑ, λ)‖ ≤ Ĉ (‖d‖ + ‖H‖ + ‖α‖) .
We show that for all ε > 0 there is an ε̄ < ε such that




for ‖v‖ < ε̄ and sufficiently small ‖λ‖, ‖ϑ‖ and ‖α‖.
We start with an estimate for ‖H‖. From the definition of h±1,2(...) we see that H(0, 0, 0) = 0
and thus we can use the mean value theorem to get an estimate for ‖H‖:

















‖D1H(s(v, ϑ, λ))‖ds ‖v‖ +
∫ 1
0




‖D3H(s(v, ϑ, λ))‖ ds ‖λ‖ .
Let ‖λ‖ , ‖v‖ , ‖ϑ‖ < ε. Then there is a constant C2 > 0 such that
∫ 1
0
‖D2H(s(v, ϑ, λ))‖ds < C2 and
∫ 1
0
‖D3H(s(v, ϑ, λ))‖ ds < C2.
Moreover, since D2h
±
1,2(t, 0, ϑ, λ) ≡ 0, D1H(0, 0, 0) = 0 holds. Hence there is an ε̄ ≤ ε such
that for ‖v‖ , ‖λ‖ , ‖ϑ‖ < ε̄




holds and thus ∫ 1
0




So there is a constant c2 > 0 such that for ‖λ‖ , ‖ϑ‖ < c2 < ε̄2·7Ĉ2C2 the following holds:
∫ 1
0
‖D3H(s(v, ϑ, λ))‖ ds ‖λ‖ +
∫ 1
0
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Now we estimate ‖d‖. From the definition of d we get
‖d‖ =
∥





∥γ−1 (λ)(−ω) − γ1(−ω)
∥
∥+ ‖γ1(−ω) − γ2(ω)‖ +
∥
∥γ+2 (λ)(ω) − γ2(ω)
∥
∥ .
Now let Ω be according to Lemma 2.2.15. Then there is an Ω̃ > Ω such that for all ω̃1, ω̃2 > Ω̃,
‖γ1(−ω̃1) − γ2(ω̃2)‖ < ε̄/(21Ĉ) holds. Moreover, there is a constant c̄ > 0 with c̄ ≤ c2 such
that for all ‖ϑ‖ , ‖λ‖ < c̄ holds
∥













Hence the norm of d can be estimated by ‖dω‖ < ε̄7Ĉ .
Using the estimate for ‖d‖ and ‖H‖ and choosing α such that ‖α‖ ≤ 3ε̄
7Ĉ
=: c̃ we find that
the mapping Fω leaves the ball B(0, ε̄) ⊂ Vω invariant for ‖λ‖ < c̄.
Moreover, using these values for the estimates, we have






and thus Fω is a contraction on B(0, ε̄). The existence and uniqueness follows immediatly
from the Banach fixed point theorem.
Lemma 2.2.19 Let Lemma 2.2.18 hold. Then for the functions
α+⊥(α, ϑ, λ) := Q
+
s (̟
+, λ)v+1 (α, ϑ, λ)(̟
+),
α−⊥(α, ϑ, λ) := Q
−
u (−̟−, ϑ, λ)v−2 (α, ϑ, λ)(−̟−)










∥ ≤ 2Ĉc̃e−δ̄u̟− + 2c̃
3
(2.2.40)
hold (c̃ as above).
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Proof. We consider the estimates (2.2.34) and (2.2.35). With ‖d‖ < ε̄
7Ĉ


























≤ 2Ĉc̃e−δ̄s̟+ + 2c̃
3
.










⊥(H, d, α, ϑ, λ)
∥










First we consider ‖D1v(α, ϑ, λ)‖. We use v(α, ϑ, λ) = v̂(H(v, ϑ, λ), d, α, ϑ, λ) to see that









‖D1v(α, ϑ, λ)‖ ≤
‖D3v̂(H, d, α, ϑ, λ)‖
1 − ‖D1v̂(H, d, α, ϑ, λ)‖ · ‖D1H(v, ϑ, λ)‖
.
We use ‖D3v̂(H, d, α, ϑ, λ)‖ ≤ Ĉ, ‖D1v̂(H, d, α, ϑ, λ)‖ ≤ Ĉ (which follows from the linear
dependence of v̂ on (g, d, α) and Equation (2.2.33)) and ‖D1H(v, ϑ, λ)‖ < 17Ĉ2 (from (2.2.39)).
Then it is obvious that


































∥ similar estimates can be drawn.
This concludes the coupling near the equilibrium and thus Theorem 2.2.12 is proved. We
continue with the coupling near the periodic orbit which is done using the discrete dynamical
system defined by the Poincaré map.
2.2.3 Step three – The discrete system
In this section we use the discrete system that is defined by the Poincaré map
Π : ΣΥ × Rm → ΣΥ
42














Figure 2.6: The coupling near the periodic orbit. Shown are the ‘local coordinate systems’
at γ+(0) and γ−(0) as well as the projection boundary conditions for u+(0) and
u−(0) as defined by β = (β−, β+). The solutions y+(n) = γ+(n) + u+(n) and
y−(n) = γ−(n) + u−(n) are coupled near q = Υ ∩ ΣΥ, which is an equilibrium of
the discrete dynamical system (2.2.43).
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to find a (discrete) partial orbit inside the Poincaré section ΣΥ that satisfies certain projection







id −Q−cu(−̟−, ϑ, λ)
)
.
The discrete dynamical system defined on ΣΥ then reads
y(n+ 1) = Π(y(n), λ). (2.2.43)
We denote the equilibrium Υ ∩ ΣΥ by q (note that q does not depend on λ, see Hypoth-
esis (H 2.6)). The solution of (2.2.43) that arises as intersection points of γ+1 (λ)(·) with
ΣΥ, is denoted by γ
+(λ)(·), starting with γ+(λ)(0) = γ+1 (λ)(̟+) ∈ ΣΥ. Similarly, the
solution (2.2.43) arising from the intersection points of γ−2 (ϑ, λ)(·) with ΣΥ is denoted by
γ−(ϑ, λ)(·), starting with γ−(ϑ, λ)(0) = γ−2 (ϑ, λ)(−̟−) ∈ ΣΥ.
Similar to the considerations in Section 2.2.2, we consider the sought solutions y±(n) of (2.2.43)
as perturbations of the solutions γ−(ϑ, λ)(·) and γ+(λ)(·), thus we write
y±(n) = γ±(n) + u±(n) , n ∈ N0 (−n ∈ N0 , respectively).
This gives the following difference equation for u±(·):
u−(n+ 1) = A−(n, ϑ, λ)u−(n) + h−(n, u−, ϑ, λ),
u+(n+ 1) = A+(n, λ)u+(n) + h+(n, u+, λ)
(2.2.44)
where A+(n, λ) := D1Π(γ
+(λ)(n), λ) and A−(n, ϑ, λ) := D1Π(γ
−(ϑ, λ)(n), λ) and
h+(n, u, λ) := Π(γ+(λ)(n) + u, λ) − Π(γ+(λ)(n), λ) −A+(n, λ)u,
h−(n, u, ϑ, λ) := Π(γ−(ϑ, λ)(n) + u, λ) − Π(γ−(ϑ, λ)(n), λ) − A−(n, ϑ, λ)u.
First we look at the ‘linearised’ equation (as we did before, see Section 2.2.2, Equation (2.2.11))
where we replace the function h by a function g that only depends on n:
u+(n+ 1) = A+(n, λ)u+(n) + g+(n), (2.2.45a)
u−(n+ 1) = A−(n, ϑ, λ)u−(n) + g−(n). (2.2.45b)
Analogous to Equation (2.2.11) in Section 2.2.2, the linear homogenuous equation associated
with (2.2.45a) has an exponential dichotomy on R+ with projection R+ and exponent δ̂s.
Similarly, the linear homogenuous equation associated with (2.2.45b) has an exponential
dichotomy on R− with projection R− and exponent δ̂u.
Geometry
Before we continue with our considerations of the discrete system, we discuss the geometry
of the setting. Due to Lemma 2.2.6, for the solutions v+1 and v
−
2 according to Theorem 2.2.12
v+1 (ϑ, λ)(̟
+) ∈ YΥ and v−2 (ϑ, λ)(−̟−) ∈ YΥ holds.
Then we can show:
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Lemma 2.2.20 For the projections R+ and R− of the exponential dichotomy of the ho-
mogenuous linear equation associated with (2.2.45) the following holds:
imR+(0) = imQ+s (̟
+) and imR−(0) = imQ−u (−̟−).
Proof. First we show that Q+s (̟
+)v+1 (ϑ, λ)(̟
+) ∈ YΥ. Consider
Q+s (̟
+)v+1 (ϑ, λ)(̟
+) = Q+s (̟
+)Φ+1 (̟











+) ∈ YΥ. (2.2.46)
Further, we know that imQ+sc(̟















































Using that dimR+(0) = dimQ+s (̟
+) = l − 1 (and similar computations for R−) gives the
result of the lemma.
The images of R+ and R− are given by Lemma 2.2.20, however, we have some freedom




s(Υ)), it is clear that im(id −Q+sc(̟+)) ∩ imR+(0) = {0}.
Using this argument and similar considerations for R−, we can choose the kernels of R+ and
R− as follows:
kerR+(0, λ) = im
(







kerR−(0, ϑ, λ) = im
(








Similar to Lemma 2.2.4 and Lemma 2.2.5 we can formulate the following lemma:
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holds for all ‖λ‖ , ‖ϑ‖ < c and for all n± > N . Moreover, this decomposition defines a
projection R̃(n+, n−, ϑ, λ) with imR̃(n+,−n−, ϑ, λ) = im(id − R+(n+, λ)). The projection R̃








Now we introduce the function space that we need to find the solutions.





(the integer part of ν
2
) and
ν+ := ν − ν−.
By Sν (S−ν) we denote a function space that maps the set {0, 1, ..., ν} ({−ν, ..., 2, 1, 0}, re-
spectively) to YΥ, equipped with the maximum norm.
By Uν we denote a space that consists of pairs of functions (u−, u+) such that u− ∈ S−ν− and
u+ ∈ Sν+.












Remark 2.2.23 We use the notation β = (β−, β+) ∈ imR−(0, λ)×imR+(0, ϑ, λ) throughout
this section.
Here is the main theorem of this section:
Theorem 2.2.24 There are constants c̄, c̃, N > 0 such that for all ν > 2N and given
λ ∈ Rm, β = (β−, β+), ϑ ∈ U with ‖ϑ‖ , ‖λ‖ < c̄ and ‖β‖ < c̃ there is a unique solution
u ∈ Uν of (2.2.44) such that
(i) u−(−ν−) − u+(ν+) = γ+(ν+) − γ−(−ν−) and
(ii) R+(0, λ)u+(0) = β+ and R−(0, ϑ, λ)u−(0) = β−.
Moreover, for the functions
β̃+⊥(β, ϑ, λ) :=
(
id − R+(0, λ)
)
u+(β, ϑ, λ)(0),
β̃−⊥(β, ϑ, λ) :=
(
id − R−(0, ϑ, λ)
)
u−(β, ϑ, λ)(0)
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We prove this theorem in several steps. First, we show that a boundary value problem with
purely linear boundary conditions near the equilibrium and near the periodic orbit has a
unique solution. Then we adjust the boundary condition near the equilibrium in terms of
a difference condition. Finally, we formulate and solve a fixed point equation such that the
sought solution is the unique solution of the fixed point problem.
Fully linearised problem
In principle, we proceed as we did in Section 2.2.2, but we choose a slightly different approach
for the linearised boundary conditions. In view of the general theory of Lin’s method, our
approach can be seen as a replacement of the jump condition by the following linear projection
conditions.
R+(0, λ)u+(0) = β+,
R−(0, ϑ, λ)u−(0) = β−
(2.2.52)
The projection boundary conditions near the fixed point p on the other hand have the same
meaning as the conditions (2.2.17):
(id − R+(ν+, λ))u+(ν+) = b+(ν+) := (id − R+(ν+, λ))b,
(id −R−(−ν−, ϑ, λ))u−(−ν−) = b−(ν−) := (id − R−(−ν−, ϑ, λ))b. (2.2.53)
Note that b ∈ Rn−1 and β as in Remark 2.2.23 are given and that b = b+(ν+) + b−(ν−) for
sufficiently large ν.
Then there is a unique solution that satisfies these linear boundary conditions.
Lemma 2.2.25 There are constants c > 0, N ∈ N such that for all ν > 2N and ϑ ∈ U ,
λ ∈ Rm with ‖ϑ‖ , ‖λ‖ < c and for given g ∈ Uν, b ∈ YΥ and β = (β−, β+), the boundary
value problem (2.2.45),((2.2.52),(2.2.53)) has a unique solution




(g, b, β, ϑ, λ) ∈ Uν .
Proof. In this proof we do not indicate the dependence on λ and ϑ. Let Φ± denote the
transition matrices of the homogenuous linear equations associated with (2.2.45).
Using the variation of constants formula for (2.2.45) we start with
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Proceeding in a similar way as in the proof of Lemma 2.2.13, we use the dichotomy and finally
arrive at
(id −R+(0))u+(0) = Φ(0, ν+)b+ −
ν+∑
m=1
Φ(0, m)(id −R+(m))g+(m− 1),
(id −R−(0))u−(0) = Φ(0,−ν−)b− +
0∑
m=−ν−+1
Φ(0, m)(id − R−(m))g−(m− 1).
(2.2.55)
Now we take (2.2.52) and (2.2.49) into consideration. Decomposition of u±(0) by means of
R+(0) and R−(0), respectively, yields
u+(0) = β+ + Φ(0, ν+)b+ −
ν+∑
m=1
Φ(0, m)(id −R+(m))g+(m− 1),
u−(0) = β− + Φ(0,−ν−)b− +
0∑
m=−ν−+1
Φ(0, m)(id − R−(m))g−(m− 1).
(2.2.56)
Thus the u+(0) and u−(0) are completely determinded by b and β, and using the variation
of constants formula (2.2.54), the solutions u± can be expressed as (ū−, ū+)(g, b, β, ϑ, λ).
Lemma 2.2.26 Assume Lemma 2.2.25 holds. Then there is a constant C > 0 such that
‖ū(g, b, β, ϑ, λ)‖ ≤ C (‖b‖ + ‖β‖ + ‖g‖) . (2.2.57)
There is a constant δ̂ > 0 such that
∥




∥R−(−ν−)ū−(g, b, β, ϑ, λ)(−ν−)
∥
∥
≤ Ce−δ̂N ‖β‖ + C ‖g‖ .
(2.2.58)
For the functions
β̄+⊥(g, b, β, ϑ, λ) :=
(
id − R+(0, λ)
)
ū+(g, b, β, ϑ, λ)(0),
β̄−⊥(g, b, β, ϑ, λ) :=
(
id − R−(0, ϑ, λ)
)
ū−(g, b, β, ϑ, λ)(0)
the following estimates hold:
∥
∥β̄+⊥(g, b, β, ϑ, λ)
∥
∥ ≤ C (‖b‖ + ‖g‖) e−δ̂N + C ‖g‖ ,
∥
∥β̄−⊥(g, b, β, ϑ, λ)
∥
∥ ≤ C (‖b‖ + ‖g‖) e−δ̂N + C ‖g‖ .
(2.2.59)
For the derivatives of β̄
+(−)




⊥(g, b, β, ϑ, λ)
∥














⊥(g, b, β, ϑ, λ)
∥




⊥(g, b, β, ϑ, λ)
∥
∥ ≤ C(e−δ̂N + 1).
(2.2.61)
Proof. For the norm estimate we decompose u+ using the projection R+:


















































































For the first term of the right-hand side in (2.2.62) we use the variation of constants formula
again
∥














































Using the same approach for ‖u−(n)‖ and putting everything together we finally get esti-
mate (2.2.57).
The estimate (2.2.58) can be derived in the following way: First, we use the variation of con-
stants formula and the properties of the dichotomy on R+(ν+)u+(ν+) and R−(−ν−)u−(−ν−).
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≤ Ke−δ̂N ‖β‖ +M ‖g‖ .
Here, δ̂ := min{δ̂s, δ̂u} and δ̂s and δ̂u are the exponents of the exponential dichotomy on R+
and R−.
Now we consider estimate (2.2.59). Using (2.2.55) we get
∥






























∥+ C ‖g‖ .
Since the dependency of β±⊥ on b and on g is linear the derivatives with respect to b and g










⊥(g, b, β, ϑ, λ)
∥
∥ ≤ C(e−δ̂uν− + 1).
This completes the proof of the lemma.
The next step towards the coupling of the solutions near the periodic orbit is given by the
following lemma. We replace the boundary condition (2.2.53) by
u+(ν+) − u−(−ν−) = d. (2.2.63)
Then we can state:
Lemma 2.2.27 There are constants c > 0, N ∈ N such that for all ν > 2N and ϑ ∈ U ,
λ ∈ Rm with ‖ϑ‖ , ‖λ‖ < c and for given g ∈ Uν, d ∈ YΥ and β = (β−, β+), the boundary
value problem (2.2.45),((2.2.52),(2.2.63)) has a unique solution




(g, d, β, ϑ, λ) ∈ Uν .
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Proof. Let β = (β−, β+) be fixed. We use that for any given d there is a unique b = (b+, b−)
such that the corresponding solutions of the boundary value problem in Lemma 2.2.25 solve
the boundary value problem stated above.
We consider the system
u+(g, b, β, ϑ, λ)(ν+) − u−(g, b, β, ϑ, λ)(−ν−) = d
with boundary conditions
(id − R+(ν+, λ))u+(ν+) = b+,
(id −R−(−ν−, ϑ, λ))u−(−ν−) = b−
and solve this system for b.
Then we have
b+ − b− = d−R+(ν+, λ)u+(g, b, β, ϑ, λ)(ν+) +R−(−ν−, ϑ, λ)u−(g, b, β, ϑ, λ)(−ν−). (2.2.64)
Now we use the projection R̃ := R̃(ν+, ν−, ϑ, λ) as defined in Lemma 2.2.21. With b = b++b−
we can write
b = (−id + 2R̃(ν+, ν−, ϑ, λ))
(
d− R+(ν+, λ)u+(g, b, β, ϑ, λ)(ν+)
+R−(−ν−, ϑ, λ)u−(g, b, β, ϑ, λ)(−ν−)
)
.
Since the dependencies of u+(g, b, β, ϑ, λ)(ν+) and u−(g, b, β, ϑ, λ)(−ν−) on (g, b, β) are linear,
the equation can be written as
b = L1(ϑ, λ)b+ L2(ϑ, λ)g + L3(ϑ, λ)d+ L4(ϑ, λ)β, (2.2.65)
where L1/2/3/4(ϑ, λ)(·) are linear operators depending on λ and ϑ.
The operator (id − L1) is invertible, hence we can solve the equation for b = b(g, d, β, ϑ, λ)
and thus we finally have û = ū(g, bν(g, d, β, ϑ, λ), β, ϑ, λ).
Lemma 2.2.28 Assume the conditions of Lemma 2.2.27 hold. Then there is a constant
Ĉ > 0 such that
‖û(g, d, β, ϑ, λ)‖ ≤ Ĉ (‖d‖ + ‖β‖ + ‖g‖) . (2.2.66)
For the functions
β̂+⊥(g, d, β, ϑ, λ) :=
(
id − R+(0, λ)
)
û+ν (g, d, β, ϑ, λ)(0)
β̂−⊥(g, d, β, ϑ, λ) :=
(
id − R−(0, ϑ, λ)
)
û−ν (g, d, β, ϑ, λ)(0)
there are constants δ̂s, δ̂u > 0 such that the estimates
∥
∥
∥β̂+⊥(g, d, β, ϑ, λ)
∥
∥
∥ ≤ C (‖d‖ + ‖β‖ + ‖g‖) e−δ̂sN + C ‖g‖ ,
∥
∥
∥β̂−⊥(g, d, β, ϑ, λ)
∥
∥
∥ ≤ C (‖d‖ + ‖β‖ + ‖g‖) e−δ̂uN + C ‖g‖
(2.2.67)
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hold.





⊥(g, d, β, ϑ, λ)
∥
∥















⊥(g, d, β, ϑ, λ)
∥
∥





⊥(g, d, β, ϑ, λ)
∥
∥
∥ ≤ C(e−δ̂uN + 1).
(2.2.69)
Proof. The estimate (2.2.66) follows directly from (2.2.57) together with
‖b‖ ≤ Ĉ1(‖β‖ + ‖d‖ + ‖g‖), (2.2.70)
which is a consequence of (2.2.65) and (2.2.58).
From (2.2.70) together with (2.2.59), (2.2.60) and (2.2.61) follow the estimates of the lemma.
Coupling near the periodic orbit
The next step is the coupling of the solutions y+ and y− near the periodic orbit. We use
y+(ν+) = γ+(ν+) + u+(ν+) = u−(−ν−) + γ−(−ν−) = y−(−ν−) (2.2.71)
as the corresponding boundary condition.
Based on Lemma 2.2.27, we can formulate a fixed point problem in the function space Uν as
stated in Definition 2.2.22 such that a solution of this fixed point equation corresponds to a
solution of the nonlinear boundary value problem (2.2.44),((2.2.52),(2.2.71)).
To formulate the fixed point problem, we introduce the following Nemyzki operators:
H− : S−ν− × U × Rm → S−ν−
(u, ϑ, λ) 7→ H−(u, ϑ, λ) := h−(n, u(n), ϑ, λ)
and
H+ : Sν+ × Rm → Sν+
(u, λ) 7→ H+(u, λ) := h+(n, u(n), λ).
We use the operator H := (H−, H+) defined by
H : Uν × U × Rm → Uν
(u, ϑ, λ) 7→ (H−(u−, ϑ, λ), H+(u+, λ)).
The fixed point equation in Uν reads
u = û(H(u, ϑ, λ), dν(ϑ, λ), β, ϑ, λ)
= Fν(u, β, ϑ, λ).
(2.2.72)
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We choose dν(ϑ, λ) such that
dν(ϑ, λ) := γ
−(−ν−, ϑ, λ) − γ+(ν+, λ). (2.2.73)
Here is the main lemma of this section:
Lemma 2.2.29 There are constants N ∈ N, c̄, c̃ > 0 such that for all ν > 2N , ϑ ∈ U
and λ ∈ Rm with ‖ϑ‖ , ‖λ‖ < c̄ and given β = (β−, β+) with ‖β‖ < c̃, the fixed point
problem (2.2.72) has (in a sufficiently small neighbourhood of 0 ∈ Uν) a unique solution




(β, ϑ, λ) ∈ Uν .
Proof. The proof runs completely analogous to the proof of Lemma 2.2.18, again we use the
Banach Fixed Point Theorem to prove the existence and uniqueness of the solution in Uν .
Lemma 2.2.30 Assume that Lemma 2.2.29 holds. Then for the functions
β̃+⊥(β, λ) :=
(





id − R−(0, λ)
)
u−(β, λ)(0)














∥ ≤ 2Ĉc̃e−kN + 2c̃
3































Proof. The proof runs completely parallel to the proof of Lemma 2.2.19.
2.2.4 Step four – Construction of the Lin orbit
In this section we couple the solutions x±1/2(·) = γ±1/2(·) + v±1/2(·) from Section 2.2.2 and
y±(·) = γ±(·)+u±(·) from Section 2.2.3 to construct a Lin orbit as stated in Definition 2.1.2.
In particular, our goal is to find sequences α and β such that the corresponding solutions
of (1.2.1) and (2.2.43)
x±1,i(αi, ϑi, λ)(t) := γ
±
1 (λ)(t) + v
±
1 (αi, ϑi, λ)(t),
x±2,i(αi, ϑi, λ)(t) := γ
±
2 (ϑi, λ)(t) + v
±
2 (αi, ϑi, λ)(t),
y+i (βi, ϑi, λ)(n) := γ
±(λ)(n) + u+(β, ϑi, λ)(n),
y−i (βi, ϑi, λ)(n) := γ
±(ϑi, λ)(n) + u
−(β, ϑi, λ)(n)
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Figure 2.8: Heteroclinic chain. The relation of the solutions x±1/2, y
± and the Lin orbit
X = (X12i , X
21
i )i∈Z. Also shown are the transition times and the place where
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are coupled inside ΣΥ, that means x
+
1 (αi−1, ϑi−1, λ)(̟
+) = y+(βi, ϑi, λ)(0) and y
−(βi, ϑi, λ)(0) =
x−2 (αi, ϑi, λ)(−̟+). Because (by definition) γ+(λ)(0) = γ+1 (λ)(̟+) and γ−(ϑ, λ)(−̟−) =
u−(ϑ, λ)(0), it is sufficient to couple the perturbance terms, hence we look for
v+1 (αi−1, ϑi−1, λ)(̟
+) = u+(βi, ϑi, λ)(0) and
u−(βi, ϑi, λ)(0) = v
−
2 (αi, ϑi, λ)(−̟+).
For an illustration of how the orbits X12i and X
21
i are constructed using the solutions x
±
1,2 and
y± from Section 2.2.2 and Section 2.2.3, see Figure 2.8.
To make clear that the coupling inside ΣΥ indeed makes sense, recall that, according to Hy-
pothesis (H 2.8), v+1 (̟
+) ∈ YΥ and v−2 (−̟−) ∈ YΥ. Moreover, the following two lemmas
justify that the boundary conditions that are imposed on v+1 and v
−
2 and the boundary condi-
tions that are imposed on u− and u+ are reasonable to allow to couple these solutions inside
YΥ.
Lemma 2.2.31 For the projections Q+c and Q
−
c of the exponential trichotomy of the linear
homogenuous equation associated with (2.2.11) the following holds:
Q+c (̟
+, λ)(YΥ) = {0} and Q−c (−̟−, ϑ, λ)(YΥ) = {0}.
Proof. Similar to the proof of Lemma 2.2.20 we can show that imQ+u (̟
+, λ) ⊂ YΥ. By




+, λ) ⊕ imQ+u (̟+, λ).
Thus Q+c (̟
+, λ)(YΥ) = {0}; for Q−c (̟−, ϑ, λ) a similar conclusion can be drawn.
Lemma 2.2.32 Let v+1 and v
−
2 be solutions according to Theorem 2.2.12. For the pro-






cu, respectively) of the exponential trichotomy of the linear
homogenuous equation associated with (2.2.11) the following holds:
(id −Q+sc(̟+, λ))v+1 (̟+) = (id −Q+s (̟+, λ))v+1 (̟+)
and
(id −Q−cu(−̟−, ϑ, λ))v−2 (−̟−) = (id −Q−u (−̟−, ϑ, λ))v−2 (−̟−).
Proof. The result follows from Lemma 2.2.31 using that v+1 (̟










In Section 2.2.2 we showed that for a given projection boundary condition (2.2.18) (with
α = (α−, α+)) in ΣΥ and for a given transition time ω from Σ2 to Σ1 there is a unique
solution v(α, ϑ, λ)(·) ∈ Vω of system (2.2.9) that only has jumps inside Σ1 in Z1 and inside
Σ2 in Z2. Additionally, in Section 2.2.3 we showed that for given ‘complementary’ projection
boundary conditions (2.2.52) (with β = (β−, β+)) and a given step number ν there is a unique
solution u(β, ϑ, λ)(·) ∈ Uν of system (2.2.44).
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along with the points y+i (0) and y
−
i (0). All of them are restricted to lie in certain







In this section we consider sequences of parameters ϑ = (ϑi)i∈Z, ϑi ∈ U , transition times
ω = (ωi)i∈Z and ν = (νi)i∈Z and sequences α = (αi)i∈Z and β = (βi)i∈Z. With these
quantities the associated sequences of solutions v = (vi)i∈Z and u = (ui)i∈Z are determined
by Theorem 2.2.12 and Theorem 2.2.24. The objective here is to adjust αi and βi in such
a way that the solutions x+1,i−1(αi−1, ϑi−1, λ) and y
+
i (βi, ϑi, λ) and the solutions y
−
i (βi, ϑi, λ)
and x−2,i(αi, ϑi, λ) are coupled inside ΣΥ. With this coupling we finally construct a Lin orbit
as stated in Definition 2.1.2.
Figure 2.7 shows a visualisation of such a sequence of partial orbits; for a clearer visualisation
the EtoP heteroclinic cycle is shown as a heteroclinic chain. In more detail, Figure 2.8 shows
how the partial orbits X12i and X
21




We start with the definition of a space of sequences which we use to couple the solutions.
Definition 2.2.33 We define the space ∆ as
∆ := {(α,β) = (αi, βi)i∈Z :αi ∈ im
(







βi ∈ imR−(0, ϑi, λ) × imR+(0, λ)}.
We use the norm ‖(α,β)‖∆ := max{‖α‖ , ‖β‖} in ∆.
We now give the main theorem that provides the coupling in the Poincaré section ΣΥ, see
Figure 2.9 for a visualisation of this procedure.
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Theorem 2.2.34 Consider system (1.2.1) and assume that Conditions (C1)–(C5) and ei-
ther Condition (C6) or (C6’) hold.
There are constants c,Ω > 0, N ∈ N such that for ω > Ω, ν > N , λ ∈ Rm and ϑ, ϑi ∈ U ,
with ‖ϑ‖ , ‖λ‖ < c the following holds:
There is a sequence (α,β) ∈ ∆ such that for the corresponding solutions vi(αi, ϑi, λ)(·) ∈ Vωi
and ui(βi, ϑi, λ)(·) ∈ Uνi the following holds:
v+1,i−1(αi−1, ϑi−1, λ)(̟
+) − u+i (βi, ϑi, λ)(0) = 0 and
v−2,i(αi, ϑi, λ)(−̟−) − u−i (βi, ϑi, λ)(0) = 0.
(2.2.74)
To prove this theorem we formulate an equivalent fixed point problem and solve it using the
Banach Fixed Point Theorem.
Consider the first coupling condition in (2.2.74). The decomposition of the corresponding
terms by means of the projection R+(0) gives
R+(0)v+1,i−1(αi−1, ϑi−1, λ)(̟
+) = R+(0)u+i (βi, ϑi, λ)(0),
(id −R+(0))v+1,i−1(αi−1, ϑi−1, λ)(̟+) = (id −R+(0))u+i (βi, ϑi, λ)(0).
(2.2.75)
Using that imR+(0) = imQ+s (̟
+) and Lemma 2.2.32 we find that
im(id − R+(0)) = im(id −Q+sc(̟+)) = im(id −Q+s (̟+).




+) = R+(0)u+i (βi, ϑi, λ)(0),
(id −Q+s (0))v+1,i−1(αi−1, ϑi−1, λ)(̟+) = (id −R+(0))u+i (βi, ϑi, λ)(0).
(2.2.76)
Taking the boundary conditions (2.2.18) and (2.2.52) into consideration gives
(id − R+(0))u+i (βi, ϑi, λ)(0) = α+i−1,
Q+s (̟
+)v+1,i−1(αi−1, ϑi−1, λ)(̟
+) = β+i .
Similar computations regarding the second coupling condition in (2.2.74) lead to
(id −R−(0))u−i (βi, ϑi, λ)(0) = α−i ,
Q+u (−̟−)v−2,i(αi, ϑi, λ)(−̟−) = β−i .
Definition 2.2.35 The function G = (Gi)i∈Z is defined as
G : ∆ × UZ × Rm → ∆
((α,β),ϑ, λ) 7→ G((α,β),ϑ, λ) = (Gi((α,β),ϑ, λ))i∈Z
(2.2.77)
with
Gi ((α,β) ,ϑ, λ) :=
( (
(id − R−(0, ϑi, λ))u−i (βi, ϑi, λ)(0), (id − R+(0, λ))u+i+1(βi+1, ϑi+1, λ)(0)
)
(
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Note that due to (2.2.49), Lemma 2.2.32 and Lemma 2.2.20, the function G(·,ϑ, λ) indeed
maps to ∆.
Hence the fixed point problem (for fixed λ and ϑ) in ∆ reads
G((α,β),ϑ, λ) = (α,β). (2.2.79)
First we show that the function G is indeed differentiable with respect to (α,β).
Lemma 2.2.36 The function G as defined in (2.2.77), (2.2.78) is differentiable with respect
to (α,β).
For the derivative of G at (α0,β0) the following holds:
D1G((α0,β0),ϑ, λ) = (D1Gi((α0,β0),ϑ, λ))i∈Z .
Proof. We show that the function G : ∆ × UZ × Rm → ∆ is differentiable with respect to
(α,β).
For the proof we use the notation G = (Gi)i∈Z. We exploit that Gi is differentiable at (α0,β0)
and that there is a constant K > 0 such that ∀i ∈ Z : ‖D1Gi((α0,β0),ϑ, λ)‖ < K. Moreover,
we use that D1Gi(·,ϑ, λ) is continuous, uniformly in i.
Let h ∈ ∆. We write G((α0,β0) + h,ϑ, λ) = G((α0,β0),ϑ, λ) + (D1Gi((α0,β0),ϑ, λ)h)i∈Z +
R(h). The existence of the constant K ensures that h 7→ (D1Gi((α0,β0),ϑ, λ)h)i∈Z is
a bounded linear mapping from ∆ into ∆. It remains to prove that R(h) = o(‖h‖).
Let Ri(h) := P iR(h) where P i projects to the i-th component. Then we can show that
supi∈Z Ri(h) = o(‖h‖) as follows. We apply the mean value theorem, this leads to
∃η ∈ (0, 1), such that Gi((α0,β0) + h,ϑ, λ) = D1Gi((α0,β0) + ηh,ϑ, λ)h
and thus
Ri(h) = P iG((α0,β0) + h,ϑ, λ) − P iG((α0,β0),ϑ, λ) − P i(D1G((α0,β0),ϑ, λ)h)i∈Z
= D1Gi((α0,β0) + ηh,ϑ, λ)h −D1Gi((α0,β0),ϑ, λ)h
= (D1Gi((α0,β0) + ηh,ϑ, λ) −D1Gi((α0,β0),ϑ, λ))h.
Since D1Gi(·,ϑ, λ) is continuous, uniformly in i, R = o(‖h‖) follows.
Now, if G(·,ϑ, λ) is differentiable at (α0,β0), the derivative is composed of the derivatives of
the Gi: D1G((α0,β0),ϑ, λ) = (D1Gi((α0,β0),ϑ, λ))i∈Z.
Now we can utilise the Banach Fixed Point Theorem to prove the existence and uniqueness
of a solution to the fixed point equation (2.2.79).
Lemma 2.2.37 There are constants c,Ω > 0, N ∈ N such that for given sequences ω > Ω,
ν > N and for ϑ, ϑi ∈ U , λ ∈ Rm with ‖ϑ‖ , ‖λ‖ < c (in a sufficiently small neighbourhood
of 0 ∈ ∆), there is a unique solution to the fixed point problem (2.2.79).
Proof. First we show that there is a ball B ⊂ ∆ such that G leaves B invariant. Then we
show that there is a K > 0 such that ‖D1G‖ ≤ K < 1 and thus the Banach Fixed Point
Theorem tells us that there is one unique solution to the fixed point problem.
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Let ‖(α,β)‖ < c̃, according to Lemma 2.2.18. Then there is a constant Ĉ ≥ 1 such that
∥
∥Q+s (̟
+, λ)v+1,i(αi, ϑ, λ)(̟
+)
∥
∥ ≤ 2Ĉc̃e−l̟+ + 2c̃
3
,
and thus if ̟+ is large enough
∥
∥Q+s (̟







Proceeding in the same manner with the remaining components of G we find that G(·, ϑ, λ)
leaves the ball B(0, c̃) ⊂ ∆ invariant.
Next we consider the derivative of G(·, ϑ, λ) and show that its norm is smaller than one.































Using (2.2.16) and (2.2.51) on the terms in the above equations, it follows that there is a
constant K̂ such that for ̟+, ̟− and N large enough
‖D1G((α,β),ϑ, λ)‖ ≤ K̂ < 1.
From the Banach Fixed Point Theorem immediately follows the existence of a unique solution
to the fixed point problem (2.2.79).
Now we can give an explicite expression for the Lin orbit as stated in Definition 2.1.2.
To finally construct the Lin orbit, we need to incorporate the solutions of the discrete dy-
namical system into the (global) continuous system. This can be done as follows: Let ϕt(·)
be the flow of (1.2.1) and let y± and x± denote the coupled solutions of (1.2.1) and (2.2.43),
respectively. Then there are numbers T+ν and T
−
ν such that ϕ
T+ν (y+(0)) = y+(ν+) and
ϕ−T
−
ν (y−(0)) = y−(−ν−). We define
X12i := {x+1,i−1(t), t ∈ [0, ̟+]} ∪ {ϕt(y+i (0)), t ∈ [0, T+ν ]},
X21i := {ϕt(y−i (0)), t ∈ [−T−ν , 0]} ∪ {x−2,i(t), t ∈ [−̟−, 0]}.
This concludes our consideration of the coupling and proves Theorem 2.1.4. Note that in
general the constructed Lin orbit is uniquely determined by selecting a sequence of transition
times ω, a sequence of revolutions ν, a sequence of parameters ϑ and a parameter value λ.
However, in the case of Condition (C6), the dependence on the sequence ϑ does not contribute
to the dynamics and is therefore usually neglected, see also the discussion in Section 2.3.
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2.3 Estimates of the jump
For the bifurcation analysis of a system with a heteroclinic cycle, it is important to know more
about the jumps that occur in the constructed Lin orbit. In this section we derive estimates
for the leading terms of the jump function that allow us to state (and solve) bifurcation
equations for different types of orbits in Section 2.4.
The following explanations only cover the jump estimates mentioned in Theorem 2.1.5, but in
principle they also apply to the complex leading eigenvalue situation in Theorem 2.1.6. The
proof of the differentiability of the jump function is not carried out, we refer to the work of
Sandstede [San93] and Knobloch [Kno04] for the corresponding results. Note that the jump
estimates stated in Theorem 2.1.5 and Theorem 2.1.6 only refer to the situation described in
Condition (C1)–(C6) and therefore only the jump in Z1 is considered. Moreover, although
the Lin orbit and the corresponding solutions that are used here are dependent on a sequence
ϑ, ϑi ∈ U , this dependence is neglected (also in the theorems and lemmas) as it does not
contribute to the dynamical features (in essence, this dependence only selects which of the
infinitely many possible orbits in W u(Υ)∩W s(p) the Lin orbit follows, but this does not have
immediate influence on the jump in Z1). The situation in case of Condition (C6’) is different,
here we consider a tangency of W u(Υ) and W s(p) and therefore there is a jump in Z2 to be
considered. Then the dependence on ϑ is indeed crucial for the jumps. In Section 2.4.1 we
give some results for this case (but for reasons of simplicity we restrict these considerations
to R3).
2.3.1 Leading terms
According to the first step of Lin’s method, the parameter λ itself can be used to measure the
splitting of the stable and unstable manifolds. Therefore, the i-th jump of the jump function
Ξ = (Ξi)i∈Z can be split into two parts:
Ξi(ω,ν, λ) := ξ
∞(λ) + ξi(ω,ν, λ).
According to the result in Section 2.2.1 and in [Rie03] with Hypothesis (H 2.7), we can set
ξ∞(λ) = λ, so it remains to examine the ξi. Due to this setting, the ξi are given by
ξi(ω,ν, λ) := v
+
1,i(0) − v−1,i(0).
The structure of the terms of Ξi under Hypothesis (H 2.1) is stated in Theorem 2.1.5, therefore
proving the following lemma about the structure of ξi also proves Theorem 2.1.5. Note that
we assume that Hypothesis (H 2.3) and Hypothesis (H 2.4) hold.
Lemma 2.3.1 Assume that the leading eigenvalues are as stated in Hypothesis (H 2.1). Let
Ω, N,ω,ν be as in Theorem 2.1.4.
Then the structure of the function ξi is as follows:
ξi(ω,ν, λ) = c1(λ)e
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The functions c1,2 : R
m → RdimZ1 are continuous and c1,2(0) 6= 0 holds. The o-terms and the
O-term are valid for Ω and N tending to infinity.
We prove Lemma 2.3.1 in several steps. Note that in this section we denote solutions and
auxiliary variables that correspond to the discrete system with a subscript ‘Π’ where the
notation may be ambiguous.
First, we consider the basis of Z1 denoted by {zj , 1 ≤ j ≤ dimZ1}. Now let 〈·, ·〉 be a scalar





zj , ξi(ω,ν, λ)
〉
zj .
Assuming that 〈·, ·〉 is such that the direct sum decomposition (2.2.1) is orthogonal gives
〈






















zj , (id − P−(0, λ)) v−1,i(ω,ν, λ)(0)
〉
in (2.3.1) can be treated exactly as in [Kno04],
















id − P̃ (ωi, λ)
){
γ−1 (−ωi, λ) − γ+2 (ωi, λ)












In the same spirit we can treat the scalar product
〈
zj , (id −Q+sc(0, λ)) v+1,i(ω,ν, λ)(0)
〉
. How-
ever, the details differ slightly in comparison with the situation in [Kno04]. For that reason
we discuss our procedure in more detail.











Φ+1 (0, τ)(id −Q+sc(τ))h+1 (τ, v+1,i(τ), λ)dτ.
(2.3.3)
















Φ+Π(0, m)(id − R+(0, λ))h+Π(m− 1, u+i+1(m− 1), λ).
(2.3.4)
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And for b+i+1 we use the equation (see (2.2.64))
b+i+1 − b−i+1 = γ−Π(−ν−i+1, λ) − γ+Π(ν+i+1, λ) − R+(ν+i+1, λ)u+i+1(ν+i+1) +R−(−ν−i+1, λ)u−i+1(−ν−i+1).
Applying R̃ as defined in Lemma 2.2.21 yields an expression for b+ that can be plugged



















γ−Π(−ν−i+1, λ) − γ+Π(ν+i+1, λ)











Φ+1 (0, τ)(id −Q+sc(τ))h+1 (τ, v+1,i(τ), λ)dτ.
(2.3.5)
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Plugging (2.3.5) and (2.3.2) into (2.3.1) we end up with the following equation:
〈

















γ−Π(−ν−i+1, λ) − γ+Π(ν+i+1, λ)



























id − P̃ (ωi, λ)
){
γ−1 (−ωi, λ) − γ+2 (ωi, λ)












Next we estimate the individual terms in (2.3.6) to finally find the leading terms of the jump
function. Note that most of the following estimates are similar to the estimates in [Kno04],
however, the terms R̃(−R+u+i+1 + R−u−i+1) and
∫ ̟+
0
Φ+1 (id − Q+sc)h+1 are different from the
‘classical’ case and therefore we look at these terms in greater detail. Also note that the
following estimates basically also hold true for complex leading eigenvalues.
Estimates of (Φ+Π)
T (id −R+)T (Φ+1 )T zj
We define z̃j := Φ+1 (0, ̟
+)T zj and therefore look for an estimate of (Φ+Π)
T (id −R+)T z̃j .




T (id −R+(0, λ))T z̃j
= (µuΥ(λ))
−ν+







Here, η+ is a nonzero eigenvector of
(
(D1Π(q, λ))
−1)T belonging to the eigenvalue (µuΥ(λ))
−1.
For more details, see again [Kno04].
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Estimates of R̃(γ−Π + γ
+
Π)




Π(−νi+1, λ) and R̃(ν+i+1, ν−i+1, λ)γ+Π(νi+1, λ) run com-
pletely parallel to the computations in [Kno04], Section 3.6.3. Following the procedure pre-














































Our above considerations so far yield
〈













Furthermore, linear algebra tells that
cj2(λ) :=
〈
η+(z̃j , λ), ηu(λ)
〉
6= 0. (2.3.9)
In what follows we show that cj2(λ)(µ
u
Υ)
νi+1 is one of the leading terms of the expression
in (2.3.6).
Estimates of R̃(R−u−i+1 −R+u+i+1)
We consider
∥
∥R−(−ν−i+1, λ)u−i+1(−ν−i+1) − R+(ν+i+1, λ)u+i+1(ν+i+1)
∥
∥ and follow the lines of the
proof in [Kno04].
Let HΠ = (H−Π , H+Π ) be the Nemyzki operator as introduced in Section 2.2.3. Then we have
(looking carefully at the proof of Lemma 2.2.26)
∥
∥R−(−ν−i+1, λ)u−i+1(−ν−i+1) − R+(ν+i+1, λ)u+i+1(ν+i+1)
∥
∥







































Due to the definition of H
+/−
Π , we have H
+/−
Π (0, λ) = 0 and D1H
+/−
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∥+ ‖βi+1‖ + ‖dΠ,i+1(νi+1, λ)‖).


























∥ ≤ C(‖βi+1‖ + ‖dΠ,i+1‖). (2.3.12)
The term ‖dΠ,i+1‖ can be estimated by using the definition of d = dΠ (see (2.2.73)) and a
representation of γ±Π (similar to the one used in (2.3.7) and (2.3.8)), thus
‖dΠ,i+1‖ =
∥































holds. So we have dΠ,i+1 = O((max{µ̄sΥ, (µ̄uΥ)−1})ν
+
i+1).


















































































∥ we use results from the considerations in [Den89]. There,
solutions that pass by a hyperbolic equilibrium are considered. These solutions satisfy certain
linear boundary conditions as known from the theory of Shilnikov variables, cf. Figure 2.6
for a visualisation of such boundary conditions. The main result is that for given projection
boundary conditions the complementary projections of the start and the end point of the
solutions decay exponentially fast for increasing transition time. Using the same argument for









∥ for increasing transition steps follows immediately. The rate
of the exponential decay is determined by the leading eigenvalues of the linearisation at the



































The term ‖di‖ (note that this di is from the continuous system, Section 2.2.2) can be estimated
similar to the discrete ‖dΠ‖ as done before. This yields di = O(emax{µ̄s,−µ̄u}ωi).




















∥+ ‖di‖ + ‖αi‖
)
.






















∥ ≤ C(‖di‖ + ‖αi‖).


















Furthermore, using H+1 (v
+







and plugging this (and a similar estimate for H−2 )




























































































Φ+Π(id − R+)h+Π run completely parallel to the computation in [Kno04],
















Φ+1 (0, τ)(id −Q+sc(τ))h+1 (τ, v+1,i(τ), λ)dτ .
For
∥
∥(id −Q+sc(t))h+1 (t, v+1,i(τ), λ)
∥
∥, we use the definition of h+1 and we split v
+
1,i into a stable
and an unstable part. The stable part is defined as vs(t) := Q+sc(t)v
+
1,i(t), the unstable part is
defined as vu(t) := (id −Q+sc(t))v+1,i(t), and thus v+1,i(t) = vu(t) + vs(t).
By using the same procedure as in [Kno04], we can establish
∥
∥(id −Q+sc(t))h+1 (t, v+1,i(t), λ)
∥
∥ ≤ C ‖vu(t)‖ (‖vs(t)‖ + ‖vu(t)‖) .




























Next we choose δ > 0 such that 0 < δ < ln µ̄uΥ and we assume ̟
+ to be large enough such
that e−δ̟
+


































∥ = O(µ̄νiΥ) + O(µ̄
νi+1
Υ ) + O(e
µ̄ωi), where µ̄Υ = max{µ̄sΥ, (µ̄uΥ)−1} and µ̄ =


























and we show that the term supt∈[0,̟+] e
− ln µ̄u
Υ
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(t−̟+) ‖vu(t)‖ · sup
t∈[0,̟+]
(‖vs(t)‖ + ‖vu(t)‖)̟+.









































Putting all this together we finally end up with the desired estimate
∫ ̟+
0















The remaining term in (2.3.6)








id − P̃ (ωi, λ)
){
γ−1 (−ωi, λ) − γ+2 (ωi, λ)


















Combining (2.3.16) and the other terms of (2.3.6) as estimated above yields the result of
Lemma 2.3.1.
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2.4 Applications
In this section we discuss some of the bifurcation equations that arise if one looks for specific
types of solutions near the heteroclinic cycle. Such specific solutions include homoclinic orbits
to the equilibrium and homoclinic orbits to the periodic orbit. We assume different leading
eigenvalue situations (as stated in Hypothesis (H 2.1) and Hypothesis (H 2.2)) and derive and
discuss the arising bifurcation equations.
Recall that the general jump functions that are used to derive the bifurcation equations
are given in Theorem 2.1.5 and Theorem 2.1.6, depending on the eigenvalue situation. The
bifurcation equations then follow from ‘closing the gaps’ of the Lin orbit and thus constructing
a real orbit that stays close to the EtoP cycle.
We focus our considerations on the discussion of bifurcation equations for orbits that are
closely related to the numerical examples discussed in Chapter 3. In particular, we consider
homoclinic orbits to p and homoclinic orbits to Υ.
When searching for a single 1-homoclinic orbit, the infinitely dimensional equation (2.1.1) for
the jump function comes down to a single equation













2.4.1 Homoclinic orbits to the equilibrium
Here we look for solutions in the intersection of the stable and unstable manifolds of p, so we
have to consider the limit ω → ∞ of the jump estimate (2.4.1) (cf. Remark 2.1.7).
Then the bifurcation equation reads
Ξ(ν, λ) = λ+ ξ(ν, λ) = 0
with







Formulating this as a fixed point equation yields













−ν) (see [San93, Kno04]). Thus there is an N ∈ N and a constant K < 1 such that
for all ν > 2N and sufficiently small ‖λ‖, ‖D1ξ(λ)‖ ≤ K < 1 holds. Then it is straightforward
to use the Banach Fixed Point Theorem to show that for each ν sufficiently large there is a
unique solution λν of (2.4.2). Moreover, we observe that the λν accumulate at λ
∗ = 0 for
ν → ∞.
We manifest this result in the following lemma:
Lemma 2.4.1 Assume that Condition (C6) and eigenvalue situation Hypothesis (H 2.1) or
(H 2.2) hold.
Then there is a constant N ∈ N such that for all ν ∈ N with ν > 2N the fixed point
equation (2.4.2) has a unique solution λ = λν. Moreover, λν → λ∗ = 0 as ν → ∞.
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Remark 2.4.2 Note that this lemma is true for the codimension-d case, that means we have
λ = (λ1, . . . , λd)T ∈ Rd. Depending on the sign of µuΥ, for each j ∈ {1, . . . , d} the sequence
(λjν)ν>2N is either strictly monotonic or alternating. Moreover, the sequence (λ
j
ν) decays
exponentially as ν → ∞, the rate is determined by the leading unstable Floquet multiplier.
In Section 3.5.2 we find numerical evidence for Lemma 2.4.1 (in R3): A (codimension-one)
Shilnikov-type homoclinic orbit to an equilibrium is numerically continued (in two param-
eters) and a ‘snaking’ behaviour in the parameter plane is observed, see Figure 3.9 below.
In the figure, the bifurcation curve hb1 of the homoclinic orbit accumulates to a curve seg-
ment on the curve cb (where the codimension-one EtoP connection exists), namely to the
segment where the complete EtoP cycle exists. If we now choose parameter values ν1 = ν
∗
1
and ν2 = ν
∗




2) is on cb, in between the tangency lines tb, then the EtoP cycle
exists for (ν∗1 , ν
∗
2). Keeping ν2 fix at ν
∗
2 and only varying ν1 (to the left) while monitoring the
intersection points with hb1 yields an accumulation of these intersection points as predicted
by Lemma 2.4.1.
Taking a closer look at this accumulation process, we observe that (in phase space) the
homoclinic orbit itself accumulates to a heteroclinic EtoP cycle as the bifurcation curve hb1
approaches cb. Taking a closer look at the phase portrait we observe that the homoclinic
orbit takes one more loop around the periodic orbit for each turning point of the snaking
curve hb1. The numerics strongly suggest that the snaking is closely related to the tangency
of W u(Υ) and W s(p) (the turning points are close to the tangency curves tb), thus we now
consider Condition (C6’) to find a (partial) explanation for the snaking behaviour.
Tangencies of homoclinic orbits to p
In this section, we consider the situation that the intersection W u(Υ) ∩ W s(p) becomes
tangent, that is, we consider Condition (C6’). For reasons of simplicity and to keep the result
closely related to the numerical observations, we restrict the following to R3. Then we have
the case that d = 1 and thus dimZ1 = 1. Moreover, in Σ2 we find that dimZ2 = 1 and
dimU = 1. To unfold the bifurcation of the EtoP cycle in this situation, the dimension of the
parameter space has to be increased and thus we now consider a two-dimensional parameter
λ = (λ1, λ2)
T .
Note that all our considerations in Section 2.2.1 to 2.2.4 hold true, but we have not given
jump estimates for the jump in Z2. This can be done in a similar way as in Section 2.3, but
omitting the details we only use the result.
At this stage, we assume a ‘quadratic tangency’ of W u(Υ) and W s(p), that means that the
situation inside Σ2 is as shown in Figure 2.4. Then the function ξ
∞ : R × R2 → R2 that
describes the splitting of the manifolds inside Σ1 in the first component and the splitting of







For the jump function for homoclinic orbits to p (that again describes the jump in Z1 in the
first component and the jump in Z2 in the second component) we get
Ξ(ν, ϑ, λ) = ξ∞(ϑ, λ) + ξ(ν, ϑ, λ) (2.4.4)
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(c) Ξ(ν∗, ϑ, λ) = 0,
smooth
Figure 2.10: The solution curve κ∞ (a) and the possible perturbances (b) and (c). If the
solution curve κ is not smooth (b) at the minimum, it is possible to reparametrise
such that the curve becomes smooth and looks like (c).
with














Note that in this case the factors c12 and c
2
2 indeed depend on ϑ; this follows from the
considerations in Section 2.3. (Working in the dependence on ϑ, we find that cj2(ϑ, λ) :=〈
η+(z̃j , ϑ, λ), ηu(ϑ, λ)
〉
, see (2.3.9).)
To investigate the structure of the solutions of Ξ(ν, ϑ, λ) = 0, we first look at the solutions
of ξ∞(ϑ, λ) = 0. It is obvious that the graph of the solution in the (λ2, ϑ)-plane is a simple
parabola, while the solution curve in the (λ1, λ2)-plane κ
∞ := {(λ1(ϑ), λ2(ϑ)) = (0, ϑ2)} is a
line from the origin upwards (which is covered twice as ϑ varies), see Figure 2.10(a).
Now we use that the solution curve κ of Ξ(ν, ϑ, λ) = 0 for fixed ν = ν∗ is a perturbation of the
solution curve κ∞; this can be seen by considerations similar to [Kno04], Section 4.3.1. We
first note that the perturbed solution curve in the (λ2, ϑ)-plane is also a parabola, therefore
the solution curve κ in (λ1, λ2) has a local minimum. Due to the fact that in this situation
(dimW u(p) = 1) we have a one-to-one correspondence of the existence of a homoclinic orbit to
p and the value of λ1, the solution curve κ must qualitatively look like depicted in Figure 2.10
(b) or (c) (as perturbances of (a)). Note that if the curve κ is not smooth at the minimum,
then it is possible to reparametrise such that the reparametrised curve is smooth and looks
like Figure 2.10(c). This explains the shape of the snaking curve locally around the turning
points, see again Figure 3.9.
However, the analysis so far does not grasp the full snaking behaviour. For further analysis of
the snaking behaviour, considerations analogous to [BKL+08] are necessary. This is beyond
the scope of this thesis and remains a challenge for future research.
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2.4.2 Homoclinic orbits to the periodic orbit
For homoclinic orbits to Υ we consider the limit ν → ∞ of the jump function (2.4.1) (cf.
Remark 2.1.7).
The bifurcation equation for 1-homoclinic orbits to Υ reads
Ξ(ω, λ) = λ+ ξ(ω, λ).
Homoclinic orbits to Υ – real eigenvalues
For the eigenvalue assumption Hypothesis (H 2.1) we get















It is straightforward to use the Banach Fixed Point Theorem to solve this equation for suf-
ficiently large ω, hence there is a constant Ω > 0 such that for all ω > Ω there is a unique
solution λ = λ(ω) of (2.4.6). Moreover, assuming that c1(0) < 0, for all ω > Ω, λ(ω) > 0
holds; there is no solution λ ≤ 0, cf. Figure 2.11.
Lemma 2.4.3 Let (C6) be satisfied. Assume that the leading eigenvalues are as given in
Hypothesis (H 2.1).
Then there is a constant Ω > 0 such that the fixed point equation (2.4.6) has a unique solution
λ = λ(ω). Moreover, λ(ω) → 0 as ω → ∞.
Note that λ(ω) decays exponentially as ω → ∞, see Figure 2.11 for a draft. The rate of the
decay is given by the leading stable eigenvalue.
Homoclinic orbits to Υ – complex eigenvalues
For the eigenvalue situation Hypothesis (H 2.2) we have








Then we have to solve Ξ(ω, λ) = 0, formulating this as a fixed point equation yields







Lemma 2.4.4 Let (C6) be satisfied. Assume that the leading eigenvalues are as given in
Hypothesis (H 2.2).
Then there is a constant Ω > 0 such that for all ω > Ω the fixed point equation (2.4.7) has
a unique solution λ(ω). Moreover, λ(ω) → 0 as ω → ∞ and the function λ(·) has infinitely
many roots.
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ω
λ
Figure 2.11: Homoclinic ‘blue sky catastrophe’. Draft of the solutions of (2.4.6) that indicate
the existence of homoclinic orbits to Υ.
Note that supω>Ω |λ(ω)| decays exponentially as Ω → ∞, see Figure 2.12.
Geometry
The statements of Lemma 2.4.3 and Lemma 2.4.4 are in perfect agreement with the geomet-
rical implications. First we consider the eigenvalue situation (H2.1). We expect a point in
W u(Υ) ∩ Σ2 to be transported with the flow towards p, then W u(Υ) is ‘split in two’, where
only one part is transported along Γ1, see Figure 2.13. Thus we expect to see Figure 2.14 in
Σ1, that is, we expect the curve W
u(Υ) ∩ Σ1 to intersect W s(Υ) ∩ Σ1 either in exactly one
point (for λ > 0) or not at all (for λ ≤ 0). This is in agreement with Equation (2.4.6) and
explains the ‘blue sky catastrophe’ of the homoclinic orbit to Υ. The numerical example in
Section 3.5.1 shows how a homoclinic orbit to a periodic orbit is continued in this eigenvalue
situation. We use the numerical data of the complete EtoP cycle as starting data for the
continuation and set the correct projection boundary conditions to approximate the homo-
clinic orbit. The situation is as depicted in Figure 2.14, where the parameter λ is ̺ and the
critical parameter value is ̺het. Then we continue the homoclinic orbit, but due to the blue
sky situation this is only possible in one direction, see Figure 3.5.
On the other hand, if we consider the eigenvalue situation (H2.2), Equation (2.4.7) is as
sketched in Figure 2.12 (there are infinitely many solutions for λ = 0 and finitely many for
λ 6= 0).
In Σ1 we expect to see the spiralling curve of W
u(Υ) ∩ Σ1 intersecting the curve W s(Υ) as
shown in Figure 2.15, that is, with infinitely many intersection points for λ = 0 and finitely
many intersection points for λ 6= 0.
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λ
ω
Figure 2.12: The graph shows the existence of homoclinic orbits to Υ and how it depends on
the values of λ and ω. For λ = 0 there are (countably) infinitely many homoclinic
orbits to Υ. For λ 6= 0 there are only finitely many, but the number tends to
infinity as λ→ 0.
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Figure 2.13: Homoclinic ‘blue sky catastrophe’. Draft of the behaviour of the manifolds in













(c) λ > 0
Figure 2.14: Homoclinic ‘blue sky catastrophe’. Shown are the traces of the respective mani-
folds inside Σ1 in the R
3 case. For λ < 0 there are no homoclinic orbits to Υ
(a), for λ = 0 the EtoP cycle exists (there are also no homoclinic orbit to Υ) (b)
and for λ > 0 there is exactly one homoclinic orbit to Υ (c).
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W s(Υ)
W u(Υ)
(a) λ = 0
W sλ(Υ)
W uλ (Υ)
(b) λ 6= 0
Figure 2.15: Spiral inside Σ1. The trace of the manifold W
u(Υ) spirals around the trace of
W u(p), thus there are infinitely many intersection points of W u(Υ) and W s(Υ)
(resulting in infinitely many homoclinic orbits to Υ) for λ = 0 (a) and only
finitely many intersection points for λ 6= 0 (b).
This concludes our considerations of bifurcation equations. In Chapter 4 we give some ideas
for further applications and future research.
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CHAPTER 3
Finding and continuing EtoP and PtoP
connections
In this chapter we introduce a numerical method to perform the bifurcation analysis of a set-
ting as described in Section 1.2. We restrict most of the following considerations to conditions
(C1)–(C5) only, so in the general context no codimension-zero connection has to be present.
In some of the examples however we show how such a ‘returning’ codimension-zero connec-
tion influences the dynamics and how the heteroclinic cycle interacts with other (connecting)
solutions nearby.
This chapter is a version of [KR08] and uses a slightly different notation than in Chapter 2.
The periodic orbit is denoted by Γ (instead of Υ) and the orbits in the stable and unstable
manifolds are denoted by Q+ and Q−, respectively (instead of Γ+1 and Γ
−
1 ). Moreover, as
we generally consider only one EtoP connection Q (= Γ1), we omit the subscript ‘1’ in the
notation of the cross-section Σ (= Σ1) and subspaces Y (= Y1) and Z (= Z1).
3.1 Motivation
The development of numerical methods for the continuation of homoclinic and heteroclinic
orbits has been an active field of research [Bey94, Bey90, CKS96, Doe07, DF89, FD93,
KOGV07, LK80]. Today, homoclinic and heteroclinic orbits to equilibria can readily be
continued, for example, with the HomCont [CKS96] part of the well-known continuation
package Auto [DPC+00]. The underlying idea is to represent the connecting orbit as the
solution of a boundary value problem over a finite time interval by imposing projection bound-
ary conditions, which ensure that the two endpoints lie in the stable and unstable eigenspaces
of the respective equilibria; see, for example, [Bey90, DF89]. This makes it possible to explore
and understand complicated bifurcation diagrams involving homoclinic and heteroclinic or-
bits to equilibria; recent examples include the study of global bifurcations in a semiconductor
laser system [WK05] and in models of calcium dynamics in cells [CKK+07].
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This chapter is concerned with the next logical step: the continuation of connecting orbits in-
volving saddle periodic orbits. One distinguishes two types of such orbits: connections from a
saddle equilibrium to a saddle periodic orbit, which we refer to as EtoP connections, and hete-
roclinic connections between the same or two different periodic orbits, or PtoP connections for
short. Codimension-one EtoP connections are of particular relevance, because their existence
can be inferred from the occurence of certain codimension-two bifurcations of connections to
equilibria. An example is a Shilnikov-Hopf bifurcation where the saddle focus involved in a
codimension-one homoclinic orbit undergoes a Hopf bifurcation; see [CKK+07, HK93, WK05].
Another example is the possibility that homoclinic bifurcations of a saddle equilibrium may
accumulate on a heteroclinic EtoP cycle of an equilibrium and a saddle periodic orbit. This
phenomenon was studied theoretically in [Rad05] and in Section 2.4 and was numerically
found near a saddle-node Hopf bifurcation with a global reinjection mechanism [KO06].
We present here a Lin’s method approach to finding and continuing heteroclinic connecting
orbits involving periodic orbits. We concentrate on the case of codimension-d EtoP connec-
tions, but our approach can also be applied to PtoP connections. Lin’s method [Lin90] is
an analytical theory that can be used to analyse the recurrent dynamics near, for example,
homoclinic orbits or heteroclinic cycles; see also [Kno04, Rad05, Rie03, San93, Yew01]. The
main result in the present context is that for any value of the system parameter there are two
well-defined orbit segments from the equilibrium to a suitable section Σ and from Σ to the
periodic orbit, whose difference lies in a d-dimensional subspace; see Section 3.3 for details.
This gives rise to d well-defined test functions, which are also called the Lin gaps. The sought-
after codimension-d EtoP connection can then be found by closing each of the Lin gaps one
by one via suitable continuation runs. The two orbit segments are represented as solutions of
a boundary value problem subject to projection boundary conditions. Near the equilibrium
we use a well-established condition [Bey90] as implemented in HomCont [CKS96], while
the projection boundary condition near the periodic orbit is adapted from the method in
[EKO05]. All boundary value problems are solved with the continuation package Auto in
the flavours Auto2000 [DPC+00] and Auto07p [DPC+06]. Once a codimension-d EtoP
connection has been detected as a common zero of the d test functions, it can readily be con-
tinued in additional system parameters. Furthermore, by considering the corresponding EtoP
heteroclinic cycle, other global orbits that bifurcate from it, for example, a codimension-zero
homoclinic orbit of the periodic orbit, can be found and continued as well.
A number of other methods for the continuation of EtoP and PtoP connections have been
proposed recently [Bey94, DR04b, DKKvVa, Pam01]. They have in common that the con-
necting orbit is represented as a single orbit segment over a finite time interval by imposing
suitable boundary conditions at the periodic orbit. A common difficulty is that of finding an
initial approximate connecting orbit that satisfies the boundary value problem. The seminal
work by Beyn [Bey94] introduces a general setup in terms of suitable projection boundary
conditions and establishes corresponding error bounds. Pampel [Pam01] further analyses
and implements the EtoP connection scheme and uses it to compute the codimension-one
EtoP connection in the Lorenz system; here an initial connecting orbit is obtained by con-
tinuation (in a system parameter) of intersection curves of the stable and unstable manifold
in a suitably chosen plane. Dieci and Rebaza [DR04b, DR04a] follow the general approach
of [Bey94] and combine it with the method of continuing invariant subspaces from [DDF00] to
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formulate the boundary conditions at the equilibrium and the periodic orbit. They compute
and continue in parameters the codimension-one EtoP connection in the Lorenz system and
a codimension-zero PtoP connection in a coupled oscillator system; in both cases, a simple
shooting method is used to find an initial connecting orbit. Finally, Doedel et al. [DKKvVa]
present an implementation for EtoP connections, where the adjoint variational equation along
the periodic orbit is used to formulate projection boundary conditions. As examples they con-
tinue codimension-one EtoP connections in the Lorenz system, in a three-dimensional model
of an electronic circuit, and in a three-dimensional food-chain model. Doedel et al. use a
homotopy-type method to find an initial connecting orbit. They start by continuing an orbit
from near the equilibrium in the unstable eigenspace to find an intersection point with the
stable eigenspace of the periodic orbit. The distance of this intersection point to the periodic
orbit is then reduced in additional continuation steps. This homotopy approach has been
extended in [DKKvVb] to the case of PtoP orbits of three-dimensional vector fields (which
are of codimension zero). Finding an initial connecting orbit by homotopy works well when
the (un)stable manifold of the equilibrium is of dimension one and the dimension n of the
phase space is not too large (n = 3 is considered in [DKKvVa, DKKvVb]). However, it
requires that one starts quite close to the EtoP or PtoP connection, and it is less systematic
when higher-dimensional manifolds are involved.
3.2 Idea and main result
The main property of our method is that it uses two separate orbits segments up to a suitably
chosen section as a means of setting up a systematic way of finding codimension-d EtoP
connections for any d ≥ 1 and for arbitrary dimensions of the stable and unstable manifolds
of the equilibrium and periodic orbit involved. Namely, one chooses the section Σ to divide
the phase space into two regions, one of which contains the equilibrium and the other the
periodic orbit (for parameters chosen from a region of interest). Then any EtoP connection
will intersect Σ and, generically, this intersection is transverse. Therefore, it is possible to set
up the boundary value problem for the two orbit segments that define the Lin gaps. While this
requires some extra work because we consider two orbit segments (rather than a single orbit
segment), the advantage is that the resulting boundary value problem is well defined and has
a unique solution for any value of the system parameters, and not just in some neighbourhood
of the EtoP connection itself. This means that specific knowledge of the location of EtoP
orbits in phase and/or parameter space is not required for our setup. The Lin gaps are
well-defined test functions throughout and the task of finding an EtoP connection reduces to
finding their zeros. As for any test function, zeros of the Lin gaps can be found by performing
suitable continuation runs that involve system parameters. Any common zero of the Lin gaps
corresponds to an EtoP connection. It is possible that several common zeros are found,
which then correspond to different EtoP connections. Hence, different EtoP connections can
be found with the same boundary value problem setup. Conversely, if no common zero of
the Lin gaps can be found in a parameter region of interest (and this requires some careful
checking) then this constitutes numerical evidence that the sought-after EtoP connection does
not exist in the considered parameter region. Note that our approach is similar in spirit to
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the implementation of Lin’s method in [OCK03], where regular test functions are set up that
allow one to switch branches from a known homoclinic orbit (to an equilibrium) to nearby
n-homoclinic orbits that pass close to the equilibrium (n− 1) times before returning back to
it.
The performance of our method, and its use as a stepping stone for the study of complicated
bifurcation diagrams with EtoP connections, is discussed in detail with three examples in
Section 3.5. In Section 3.5.1 we find the codimension-one EtoP heteroclinic cycle of the
origin in the Lorenz system, which consists of a codimension-one EtoP connection and a
codimension-zero EtoP connection from the periodic orbit back to the origin. The entire
EtoP heteroclinic cycle is then continued in two parameters. We also demonstrate how the
continuation of a codimension-zero homoclinic orbit to the periodic orbit can be started from
the data for the EtoP cycle. Section 3.5.2 is a thorough investigation of EtoP connections
and associated global bifurcations in the three-dimensional model vector field from [KO06] for
the dynamics near a saddle-node Hopf bifurcation with a global reinjection mechanism. This
reveals the bifurcation phenomena behind the accumulation of a curve of homoclinic orbits
(to an equilibrium) on a curve of codimension-one EtoP connections. Successive maxima and
minima of this accumulation process appear close to curves of tangencies that bound a region
where the codimension-zero connection of the overall EtoP cycle exists. This completes the
study in [KO06] in agreement with the theoretical results in [Rad05] and Section 2.4. What
is more, we detect and continue a second EtoP connection, which reveals a new accumulation
phenomenon: the EtoP connection itself accumulates on a segment of a curve of the first EtoP
connection. In the process, a codimension-zero homoclinic orbit to the periodic orbit ‘splits
off’. Our results suggest that the accumulation of a connecting orbit onto a curve segment
is quite a general mechanism. In Section 3.5.3 is an example that shows that our method
also works for EtoP connections of a higher codimension. Namely, we find and continue a
codimension-two EtoP connection in a four-dimensional Duffing-type system, which involves
closing two Lin gaps in succession.
Finally we generalise our method to PtoP connections in Section 3.6 and compute a co-
dimension-zero PtoP connection in a four-dimensional vector field; while the Lin direction
is trivial in this case, we can nevertheless use continuation runs (which now do not involve
system parameters) to bring the endpoints of the two orbit segments together.
3.3 Lin’s method for an EtoP connection
In this section we briefly repeat some of the relevant definitions, assumptions and results
from Chapter 2.
We consider a sufficiently smooth vector field (1.2.1) in the phase space Rn and the parameter
λ ∈ Rm. The flow is denoted by φt. All the relevant objects in this section (equilibrium,
periodic orbit, their respective invariant manifolds) depend on λ, but we generally do not
indicate this explicitely in the notation.
Our main object of study is one single EtoP connection, that is, a heteroclinic connecting
orbit Q of (1.2.1) between a hyperbolic equilibrium p and a hyperbolic periodic orbit Γ at
some parameter value λ∗. For definiteness we assume in the formulation below that the flow
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along the connection is from p to Γ. (This can always be achieved by a reversal of time in
(1.2.1) if the flow is in the opposite direction.) We consider a generic EtoP connection, more
precisely, we assume that the Conditions (C1)–(C5) are satisfied.
Our goal is to find the EtoP connection Q for λ∗ in a systematic way by starting nearby, that
is, in the neighbourhood Λ of λ∗. To formulate our method we use the cross-section Σ = Σ1
as introduced in Section 2.2. We denote a specific point on Σ by pΣ and the normal vector
by nΣ, thus we can express Y = Y1 by Y := {x : 〈x, nΣ〉 = 0} and Σ by
Σ = pΣ + Y. (3.3.1)
Note that, even when Q is yet unknown, transversality of its intersection with Σ can be
achieved by making sure that the flow φt is transverse to the relevant part of Σ throughout
Λ. While the choice of section Σ is effectively arbitrary, it is in the spirit of the method to
choose Σ far from p and far from Γ.
Due to transversality of Q and Σ, for all λ ∈ Λ we can find (λ-dependent) orbit segments
Q− = {q−(t) | t ≤ 0} ⊂W u(p) (3.3.2)
from p to Σ, and
Q+ = {q+(t) | t ≥ 0} ⊂W s(Γ) (3.3.3)
from Σ to Γ. In other words, q−(·) and q+(·) satisfy (1.2.1) and the boundary conditions
lim
t→−∞
q−(t) = p, (3.3.4)




dist(q+(t),Γ) = 0, (3.3.6)
q+(0) ∈ Σ, (3.3.7)
respectively.
By construction, the EtoP connection Q for λ = λ∗ is given as Q = Q− ∪ Q+, which means
that Q is characterized by
q−(0) = q+(0). (3.3.8)
Since dim(W u(p)∩Σ) = k−1 and dim(W s(Γ)∩Σ) = l−1, equation (3.3.8) consists formally
of n− (k− 1)− (l− 1) = d+ 1 conditions. However, the existence of the EtoP connection Q
is only of codimension d, so the task is now to find d well-defined test functions that are zero
exactly when (3.3.8) is satisfied.
The key idea due to Lin is that the orbit segments Q− and Q+ can be chosen in such a way
that the difference of q−(0) and q+(0) lies in a d-dimensional linear subspace Z ⊂ Y . This
d-dimensional linear subspace Z (Lin space for short) is defined in (2.2.1).
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Figure 3.1: Sketch of the statement of Theorem 2.2.1 in R3, showing the two-dimensional
section Σ and the one-dimensional Lin space Z together with the orbit segments
Q− ⊂ W u(p) and Q+ ⊂ W s(Γ). Panel (a) shows the situation for λ near λ∗, and
panel (b) that for λ = λ∗ where the EtoP connection Q = Q− ∪Q+ exists.
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Due to the genericity conditions (C4) and (C3) the subspace Z is of dimension d, and we
choose basis vectors z1, · · · , zd of Z. Note that there is still an element of choice for Z, which
corresponds to the choice of the scalar product for which (2.2.1) is satisfied. One well-known
possibility is that Z is expressed as a linear combination of initial values for bounded (on R)
solutions of the adjoint variational equation along Q [San93, Kno04, OCK03].
Then the statement of Theorem 2.2.1 is that there is a neighbourhood Λ of λ∗ such that for
each λ ∈ Λ there is a unique pair of orbits Q+ and Q− as defined above and the difference of
their end points ξ∞(λ) in Σ lies exclusively in Z: ξ∞(λ) := q+(0) − q−(0) ∈ Z.
As a result of theorem 2.2.1, for a choice of basis vectors z1, · · · , zd of the Lin space Z there
are smooth functions ηi : R





on the neighbourhood Λ and
ηi(λ
∗) = 0 for all i = 1, . . . , d.
Due to Condition (C5) the matrix Dξ∞ is non-singular. This means that the d smooth
functions ηi(λ) are well-defined test-functions, which we refer to as the Lin gaps.
In light of Theorem 2.2.1, a generic codimension-d EtoP connection Q can be found as
follows. After choosing a suitable d-dimensional Lin space Z we can find for a fixed λ near
λ∗ the unique orbit segments Q− ⊂ W u(p) and Q+ ⊂ W s(Γ), such that their difference
ξ(λ) = q+(0)− q−(0) ∈ Y lies exclusively in the Lin space Z ⊂ Y ; recall that Σ = pΣ +Y and
see Figure 3.1(a) for a sketch of this situation for n = 3. The main idea is now to continue
the λ-dependent orbit segments Q− and Q+ in a suitable combination of system and internal
parameters in such a way that the Lin gaps ηi(λ) become zero one by one. When this has
been achieved, we have λ = λ∗ and the EtoP connection Q has been found; see Figure 3.1(b).
How this general scheme can be implemented in practice is discussed next.
3.4 Implementation of the method
For the implementation of the method we formulate the orbit segments Q− andQ+ in the form
of well-posed boundary value problems, which are then continued with the software package
Auto [DPC+00, DPC+06] in suitable parameters to close the Lin gaps. In particular, Q−
and Q+ need to be truncated to finite time intervals. This can be achieved by using projection
boundary conditions [Bey94, CKS96], where the end points near the equilibrium p and the
periodic orbit Γ, respectively, are forced to lie in the local linear eigenspaces. During the
continuation both p and Γ need to be continued as discretised objects together with their
relevant linearisations. The orbit segments Q− and Q+ themselves are represented within
the collocation setup of Auto by Gauss-Legendre polynomials on a variable mesh. As is
common, we consider the vector field (1.2.1) in the time-rescaled form
u̇ = T f(u, λ), (3.4.1)
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where any orbit segment is parameterised over the unit interval [0, 1] and the associated
integration time T appears as a separate parameter [Doe07]. In practice, all objects that
need to be continued are condensed into one large boundary value problem. We proceed by
defining this large system piece by piece. Note that all involved objects depend on the family
parameter λ, but for convenience we do not represent this explicitly in the notation.
3.4.1 Equilibrium and periodic orbit
The equilibrium p simply satisfies the equation
f(p, λ) = 0 (3.4.2)
and can be continued in λ as such. We also need to continue the unstable linear eigenspace
Eu(p) (which is assumed to be of fixed dimension throughout Λ). In the case that Eu(p) is
the span of a single unstable eigenvector, it is often possible to find an explicit formula for
it as a function of λ. This has been used in the examples in Section 3.5. More generally,
the linearisation at p can be continued in λ by extending the system with the eigenvalue
problem of the Jacobian (together with a normalisation equation for the eigenvector). The
eigenspace Eu(p) can then be found for each value of λ. This approach is quite standard and
implemented, for example, in the HomCont part of Auto; see [CKS96] for more details.
The periodic solution Γ = {γ(t) | 0 ≤ t ≤ Tγ} is represented as an orbit segment uγ that
satisfies (3.4.1) for the (minimal) period T = Tγ of Γ, subject to the boundary conditions






dτ = 0. (3.4.4)
Here (3.4.4) is a standard integral phase condition with respect to a reference solution ũγ
(usually that of the previous continuation step) to ensure that the solution uγ(·) is isolated,
so that the boundary value problem for uγ is well-posed [Doe07]. In practice, the numerical
representation uγ of the saddle periodic orbit Γ can be found by continuation, for example,
from a known stable periodic orbit or from a Hopf bifurcation of an equilibrium.
Our method requires knowledge of the stable eigendirections of the monodromy matrix of
Γ that are associated with the (l − 1) stable Floquet multipliers µ1, . . . , µl−1 of Γ. Each
eigendirection corresponds to a solution vi 6≡ 0 of the variational equation along Γ that
satisfies vi(Tγ) = µivi(0). Note that the vectors vi(t) form a linear bundle along Γ, which is
also known as a Floquet bundle.
A numerical representation ui of the ith stable eigendirection vi can be obtained as the
solution of the boundary value problem
u̇i(t) = TγDuf(uγ(t), λ)ui(t), (3.4.5)
ui(1) = µ ui(0), (3.4.6)
〈ui(0), ui(0)〉 = h, (3.4.7)
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where uγ represents the periodic orbit Γ of period Tγ as above; see [EKO05, Der07]. The idea
is to start from the trivial solution ui ≡ 0 for µ = 0 and h = 0. Continuation in µ results in a
branch point at each Floquet multiplier µ = µi. Now one can switch the branch by continuing
in the internal parameter h while fixing µ = µi. Note that (3.4.7) is a normalisation that
uniquely determines ui, and we stop the continuation when h = 1 is reached. Each stable
eigendirection ui (i = 1, . . . , l − 1) can now be continued in the system parameter λ as a
solution of (3.4.5)–(3.4.7) for fixed µ = µi and h = 1. Exactly the same procedure can also
be applied to get a numerical representation of the unstable eigenfunctions vl, . . . , vn−1 and
the associated unstable Floquet multipliers µl, . . . , µn−1.
We remark that it may be advantageous to improve the numerical stability of the computation
by continuing ui as the solution of the equivalent boundary value problem
u̇i(t) = TγDuf(uγ(t), λ)ui(t) + ln |µi|ui(t), (3.4.8)
ui(1) = sign(µi)ui(0), (3.4.9)
〈ui(0), ui(0)〉 = 1; (3.4.10)
see [DKKvVa] for details (in short, the equations λold = ±eλ and u(t) = eλtuold(t) are used
to transform the system (3.4.5)–(3.4.7) to (3.4.8)–(3.4.10)). Equations (3.4.8)–(3.4.10) were
in fact used for the computations in Section 3.5.3.
3.4.2 Step one – Finding orbit segments up to Σ
As was mentioned before, the (n − 1)-dimensional section Σ should be chosen such that it
intersects the sought-after EtoP connection Q transversely. This can be achieved by choosing
Σ such that the equilibrium p is on one side and the periodic orbit Γ on the other side of Σ
for all λ ∈ Λ. What is more, then any connecting orbit from p to Γ (that may exist for one
or more λ ∈ Λ) intersects Σ, and the intersection is generically transverse. Indeed, the exact
choice of Σ depends on the system under consideration; see the examples in Section 3.5.
The first step of the method is now to find discretisations u− and u+ of the orbit segments
Q− and Q+ from p to Σ and Γ to Σ, respectively. To this end, we fix the parameter λ at some
value near λ∗. From Section 3.4.1 we know (numerical representations of) the equilibrium p
with its unstable eigendirections eui , i = 1, . . . , k, as well as the periodic orbit uγ with the
stable eigenfunctions ui, i = 1, . . . , l − 1.
For u− we consider the boundary value problem
u̇−(t) = T−f(u−(t), λ), (3.4.11)
〈









Here (3.4.13) imposes a projection boundary condition on u(0) at the equilibrium p. Namely,
the parameters εi are the distances of u
−(0) from p along the unstable eigendirections. Fur-
thermore, the parameter σ− measures the distance of the other endpoint u−(1) from Σ. For a
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(3.4.11)–(3.4.13) in the integration time T− > 0 and in σ−. The continuation is stopped when
a zero of σ− is detected, which means that we have found an initial orbit segment u− starting
near p in the unstable eigenspace and ending in Σ. We remark that it is convenient after the
initial continuation up to Σ to implement the projection boundary condition in the form of
a projection operation Lu(p, λ) (represented by an (n− k) × n matrix) in combination with
a phase condition; compare with [CKS96, Doe07]. This means that we replace (3.4.13) with
Lu(p, λ)u
−(0) = 0, (3.4.14)
∫ 1
0
〈 ˙̃u−(τ), u−(τ) − ũ−(τ)〉dτ = 0. (3.4.15)
The orbit segment u+ is found similarly by considering the boundary value problem
u̇+(t) = T+f(u+(t), λ), (3.4.16)
〈
u+(0) − pΣ, nΣ
〉
= σ+, (3.4.17)




Here (3.4.18) imposes a projection boundary condition on u+(1) at the point uγ(0) on the
periodic orbit Γ. Namely, the parameters δi are the distances of u
+(1) from uγ(0) along the
stable Floquet directions ui(0), while σ
+ measures the distance of the other endpoint u+(0)
from Σ. (It may be advantageous in some situations to work with a basis of the stable Floquet
space instead to avoid that the ui become (numerically) linearly dependent; however, this is
not an issue in our examples.) We again start with a fixed choice of small δi and the trivial
solution u+ ≡ uγ(0) +
∑l−1
i=1 δiui(0) and continue (3.4.16)–(3.4.18) in the integration time
T+ > 0 and in σ+. When σ+ = 0 is detected we will have found an initial orbit segment u+
that starts in Σ and ends near Γ in the stable eigenspace. We remark that after the initial
continuation in T it would also be possible to replace (3.4.18) by a projection operator and
an additional phase condition [Bey94]. However, we find it more convenient to stick with
the formulation (3.4.18) in terms of the internal parameters δi, which indeed implements a
projection boundary condition at Γ since the δi are free to vary during the continuation.
3.4.3 Step two – Setting up the Lin space
The Lin space Z is a d-dimensional subspace of the space Y (from the definition (3.3.1) of
Σ) that satisfies (2.2.1). Once Z has been chosen we need to ensure that u+(0)− u−(1) ∈ Z.
While there is not a single ‘optimal’ way of choosing Z, we discuss here a few convenient
choices as used in Section 3.5.
We first consider the case that dimZ = 1 when we also talk of Z as the Lin direction. Then
a straightforward option is to define Z = span{u+(0) − u−(1)}, which generically satisfies
(2.2.1). (Note that here λ 6= λ∗.) Another option is to consider the curves that are traced out
by u−(1) and u+(0) (still for fixed λ) when one continues the orbit segments u− and u+ in (a
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suitable combination of) (εi, T
−) and (δi, T
+), respectively. The Lin direction Z can then be
chosen as that through the two points of these families that are closest to each other. In this
way, the initial Lin gap along Z is as small as possible; see Section 3.5.1 and Section 3.5.2.
More generally, one can choose Z as any d-dimensional subspace. A convenient choice used
in Section 3.5.3 is that of a d-dimensional hyperplane parallel to some of the coordinate axes.
A continuation of (3.4.16)–(3.4.18) for fixed σ+ = 0 in T+ and (a suitable combination of) δi
can then be used to ensure that u+(0) − u−(1) ∈ Z.
Finally, we select an orthonormal basis zi, i = 1, . . . , d of Z. This allows us to initialize the
(signed) Lin gaps ηi, i = 1, . . . , d, such that




in accordance with Theorem 2.2.1.
3.4.4 Step three – Closing the Lin gaps
The orbit segments u− and u+ that we have obtained after steps 1 and 2 above represent
a solution of a large λ-dependent boundary value problem, as formulated step-by-step in
the above sections, that also involves the equilibrium, the periodic orbit and their linear
eigendirections. It can be formulated as
f(p, λ) = 0, (3.4.20)
u̇γ(t) = Tγf(uγ(t), λ), (3.4.21)






dτ = 0, (3.4.23)
u̇i(t) = TγDuf(uγ(t), λ)ui(t), (3.4.24)
ui(1) = µiui(0), (3.4.25)
〈ui(0), ui(0)〉 = 1, (i = 1, . . . , l − 1) (3.4.26)
u̇−(t) = T−f(u−(t), λ), (3.4.27)
〈




−(0) = 0, (3.4.29)
∫ 1
0
〈 ˙̃u−(τ), u−(τ) − ũ−(τ)〉dτ = 0, (3.4.30)
u̇+(t) = T+f(u+(t), λ), (3.4.31)
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Equations (3.4.21), (3.4.24), (3.4.27) and (3.4.31) form a system of N = (3n+(l−1)n) equa-
tions. (Note that equation (3.4.20) for the equilibrium is well-posed in itself and, hence, is not
included in this count.) Similarly, we can combine the boundary conditions and integral con-
straints (3.4.22), (3.4.23), (3.4.25), (3.4.26), (3.4.28), (3.4.29), (3.4.30), (3.4.32) and (3.4.33)
into a system of B = (4n+(l−1)n+ l−k+2) constraints. Thus for every value of the system
parameter λ ∈ Λ the B − N = n + l − k + 2 internal parameters Tγ , T+, T−, δ1, . . . , δl−1,
µ1, . . . , µl−1, η1, . . . , ηd are uniquely determined, meaning that system (3.4.20)–(3.4.33) is
well-posed [Doe07].
The strategy is now to free the system parameter λ = (λ1, . . . , λm) in a systematic way
to close the Lin gaps η1, . . . , ηd one by one by performing well-defined continuation runs;
compare with [OCK03]. Assuming that at the start ηi 6= 0 for all i = 1, . . . , d to begin with,
we continue (3.4.20)–(3.4.33) in the first run in λ1, Tγ , T
+, T−, δ1, . . . , δl−1, µ1, . . . , µl−1,
η1, . . . , ηd until η1 is zero. We then fix η1 = 0 and replace the parameter η1 by a second family
parameter λ2. That is, in the second run we continue (3.4.20)–(3.4.33) in λ1, λ2, Tγ , T
+, T−,
δ1, . . . , δl−1, µ1, . . . , µl−1, η2, . . . , ηd until, without loss of generality, η2 = 0. Proceeding in this
manner, in the j-th run the continuation parameters are λ1, . . . , λj, Tγ , T
+, T−, δ1, . . . , δl−1,
µ1, . . . , µl−1, ηj , . . . , ηd, while η1 = · · · = ηj−1 = 0.
After d consecutive continuation runs all Lin gaps ηi are zero and we have λ = λ
∗. The
concatenation of the orbit segments u− and u+, which satisfy u−(1) = u+(0), is the sought
discretisation of the connecting orbit Q of (1.2.1). It can be continued in further system
parameters λi for i > d while keeping η1 = · · · = ηd = 0.
We remark that it is possible that there exist several solutions where all Lin gaps are
closed. Each such solution corresponds to a different EtoP connection at an isolated point
in (λ1, . . . , λd)-space. On the other hand, if it is not possible to find a solution where all Lin
gaps are closed, then the sought-after EtoP connection Q does not exist in the parameter
region Λ.
3.4.5 Computation of related objects
A codimension-d EtoP connection Q typically implies the existence of other orbits involved
in the bifurcation diagram that are related to Q. Therefore, the continuation of Q provides
a starting point for unravelling a bifurcation diagram. We now discuss some related objects
and how they can be found and continued.
First of all, with the codimension-d EtoP connection Q one often finds a second connection
R from Γ back to p. This second EtoP connection is generically of codimension zero. It
can be found by performing steps 1 and 2 above to find a (generic) intersection point of
W u(Γ)∩Σ and W s(p)∩Σ for some initial λ; in this continuation dimZ = 0, so that restricting
the difference of u−(1) and u+(0) to Z means achieving u−(1) − u+(0) = 0. Note that in
the setup in Section 3.4.2 and Section 3.4.3 time T is reversed in (3.4.1). The resulting
connecting orbit can then be continued in λ. However, in low-dimensional examples it is
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generally easier to obtain a codimension-zero EtoP connection R by a so-called homotopy
method; see [DKKvVa, EKO05]. Namely one starts in the linear unstable eigenspace near
the periodic orbit Γ and continues in the integration time T (effectively performing shooting)
until the linear stable eigenspace of p is reached. The distance to the equilibrium p can then
be reduced in a further continuation. The codimension-zero EtoP connection in Sections 3.5.1
and 3.5.2 were found in this way. Specifically, the connecting orbit R is represented by an
orbit segment ur and can then be continued, together with p, Γ and their linear eigenspaces,
as the solution of the boundary value problem
u̇r(t) = Tf(ur(t), λ), (3.4.34)








˙̃ur(τ), ur(τ) − ũr(τ)
〉
dτ = 0. (3.4.37)
Here we use the unstable Floquet directions ui, i = l, . . . , n − 1 for the approximation of
W u(Γ), while the projection boundary condition near p is given by the projection Ls(p, λ)
onto the linear stable eigenspace of p. The boundary value problem (3.4.34)–(3.4.37) is well-
posed ifW u(Γ) andW s(p) intersect transversely along an isolated orbit, which is R. Note that
generically this is always the case when the original EtoP connection Q is of codimension one.
In this situation ur can be continued in the parameter λ as a solution of (3.4.34)–(3.4.37).
We only remark that if W u(Γ) and W s(p) intersect along a manifold of dimension larger
than one, additional conditions are needed to select a single connecting orbit R within the
intersection.
Together the codimension-d EtoP connection Q and the codimension-zero EtoP connection
R form an EtoP heteroclinic cycle between p and Γ, which can be continued in parameters.
Theory predicts that other types of global orbits exists near such an EtoP heteroclinic cycle;
see [CKK+07, KO06, Rad05] and Section 2.4. Start data for these expected global objects can
be obtained by concatenating the orbit segments representing Q and R in appropriate ways.
For example, a codimension-d homoclinic orbit connecting p back to itself can be constructed
in good approximation as the concatenation of u−, u+ and ur, provided ur(0) and u
+(1) are
sufficiently close together. After an initial Newton step, the homoclinic orbit can readily be
continued with the HomCont extension of Auto; see Section 3.5.2 where we investigate the
interaction of this kind of homoclinic orbit with the EtoP heteroclinic cycle. Another type
of orbit that must be expected near the EtoP heteroclinic cycle is a homoclinic orbit to Γ,
which is generically of codimension zero. Again, we can concatenate orbit segments as start
data for the discretised homoclinic orbit uh, which (for each λ) satisfies the boundary value
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problem
u̇h(t) = Thf(uh(t), λ), (3.4.38)








Note that (3.4.38)–(3.4.40) is well-posed, as it consists of 2n boundary conditions that deter-
mine uh and the n additional parameters Th, δ1, . . . , δn−1.
More generally, the boundary value problems in Section 3.4 provide a ‘toolkit’ for the con-
tinuation of the connecting orbits that we are interested in. As is demonstrated in the next
section, the construction of the initial codimension-d EtoP connection with Lin’s method
serves as a stepping stone for the continuation of many associated connecting orbits.
3.5 Demonstration of the method
We now demonstrate our method for finding and continuing EtoP connections and related
EtoP heteroclinic cycles with three examples. Namely, we consider the well-known Lorenz
system [Lor63], a three-dimensional vector field model of a saddle-node Hopf bifurcation
with global reinjection [KO06], and a four-dimensional coupled Duffing system [LX03]. All
computations are performed with the numerical continuation package Auto2000/Auto07p
[DPC+00, DPC+06], which uses pseudo-arclength continuation and orthogonal collocation
to solve the boundary value problems that arise; see [Doe07] for more details. The size of
the overall boundary value problems is given by the number of objects that are continued
simultaneously, which typically include the equilibrium p, the periodic orbit Γ together with
its stable and its unstable eigenfunctions, and the two orbit segments Q− and Q+ up to the
specified section Σ. Throughout we use polynomials of degree NCOL = 4 in each collocation
interval and, depending on the complexity of the orbit, between NTST = 200 and NTST = 1000
collocation intervals. (Note that this means that Γ, Q− and Q+ are all represented over the
same mesh as given by NCOL and NTST).
3.5.1 Codimension-one EtoP heteroclinic cycle in the Lorenz system
In the 1960’s Lorenz derived the much simplified model of atmospheric convection [Lor63]




ẋ = σ(y − x),
ẏ = ̺x− y − xz,
ż = xy − βz.
(3.5.1)
For the classical choice of parameters given by β = 8
3
, σ = 10.0 and ̺ = 28 he found the now
well-known butterfly or Lorenz attractor, which is one of the best known examples of chaotic
dynamics (i.e. sensitive dependence on the initial condition).
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When the parameter ̺ is allowed to vary, there is a transition from simple to chaotic dynamics.
It involves a homoclinic bifurcation at ̺hom ≈ 13.9265 where there is a pair of homoclinic
orbits to the origin 0 that are each other’s images under the symmetry transformation
(x, y, z) 7→ (−x,−y, z)
of (3.5.1). For ̺het ≈ 24.0579 there exists a symmetric pair of EtoP connections between
0 and periodic orbits Γ+ and Γ−; see [DKO06, Spa82] for more details. Here we find and
follow in parameters (one of) these EtoP connections and the associated EtoP heteroclinic
cycle. The origin 0 is a saddle-point for ̺ > 1 with a one-dimensional unstable manifold and
a two-dimensional stable manifold, as determined by the eigenvalues
−β and − 1
2
(σ + 1) ± 1
2
√
(σ + 1)2 + 4σ(̺− 1).
The periodic orbit Γ can been found by continuation from a Hopf bifurcation at ̺H ≈ 24.7368





β(̺− 1), ̺− 1).
Indeed Γ is of saddle type and its stable eigenspace can be computed as described in Sec-
tion 3.4. Due to the symmetry it is sufficient to consider only the connection from 0 to
Γ = Γ− which lies in the one-dimensional unstable manifold of 0 and the two-dimensional
stable manifold of Γ.
Finding the codimension-one EtoP connection
We define the section Σ by specifying the point pΣ ∈W u(0) (for ̺ = 24.0579 ≈ ̺het and β, σ
at their classical values) that satisfies










Further, the normal vector nΣ of Σ is defined as the direction of the flow at pΣ.
To start, we choose ̺ = 24.5 as an initial parameter value reasonably close to ̺het. The
first step (cf. Section 3.4.2) consists of a computation of the one-dimensional manifold W u(0)
by continuation in the direction of positive time T− from 0, subject to boundary condi-
tion (3.4.13), until the section Σ is reached. Similarly, we choose a point g ∈ Γ, g =
(−10.0437,−9.95751, 25.7945), and consider the corresponding fixed stable Floquet vector
v for the formulation of boundary condition (3.4.18). We then continue in the direction of
time T+ until Σ is reached. A further continuation in the distance δ along v yields the
one-dimensional intersection curve W s(Γ) ∩ Σ.
Figure 3.2(a) shows the end points u+(1) of orbit segments on v near the chosen fixed base
point g ∈ Γ. The orbit denoted by A intersects the Floquet vector v twice and thus bounds a
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W s(Γ) ∩ Σ
Figure 3.2: Orbit segments during the computation of W s(Γ) up to the section Σ in the
Lorenz system (3.5.1) for σ = 10.0, ̺ = 28.0, and ̺ = 24.5. Panel (a) shows the
end points of different orbit segments along the stable Floquet direction v; the
orbit A bounds a fundamental domain. The length of the fundamental domain is
1.55752 × 10−5. Panel (b) shows how the other end points trace out W s(Γ) ∩ Σ.
fundamental domain. While u+(1) on v covers the fundamental domain on v, the other end
point u+(0) traces out the intersection curve W s(Γ) ∩ Σ. As Figure 3.2(b) shows, this curve
is a smooth closed curve in Σ. Figure 3.3(a) shows the computed parts of W u(0) and W s(Γ)
in (x, y, z)-space, where the section Σ is the grey plane. Notice that W s(Γ) is a topological
cylinder that is represented well by the family of orbit segments parametrised by δ.
Next we need to make a suitable choice for the one-dimensional Lin direction Z; cf. Sec-
tion 3.4.3. As was mentioned before, a good choice is to define Z as the direction given by
W u(0)∩Σ and the point on W s(Γ)∩Σ that lies closest to it. Then the initial Lin gap along
Z is as small as possible. The respective orbit segments of W u(0) and W s(Γ) are shown in
Figure 3.3(b); the initial gap size is η = 1.39437.
To close the Lin gap η and find the codimension-one EtoP connection we continue in the
parameters T−, T+, η and ̺; cf. Section 3.4.4 and (3.4.20)–(3.4.33). For ̺ = 24.0579 a zero
of η is detected; Figure 3.3(c) depicts the EtoP connection from 0 to Γ. Note that this value
agrees within the computational accuracy of ̺het found in [DKO06].
These computations show that our method is indeed able to find a first solution for the
continuation of the codimension-one EtoP connection. Namely, the two orbit segments can
now be continued in system parameters while keeping η = 0 fixed. As was explained in
Section 3.4.5, we find the codimension-zero connection from Γ back to p as the solution of
the boundary value problem defined by (3.4.34)–(3.4.37) by starting from a suitable initial
orbit segment.
Continuation of the EtoP cycle
The entire codimension-one EtoP heteroclinic cycle can be continued in two system pa-
rameters. Figure 3.4(a) shows the resulting codimension-one bifurcation curve het and the
bifurcation curve hom of the homoclinic explosion in the (̺, β)-plane; also shown is the Hopf
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Figure 3.3: The manifolds W u(0) and W s(Γ) of (3.5.1) computed up to the section Σ for
̺ = 24.5 with a Lin gap along Z of η = 1.39437 (a); panel (b) only shows the
two orbit segments up to Z. For ̺ = 24.0579, where η = 0 was detected, the two
orbit segments connect in Σ (c). Throughout, β = 8/3 and σ = 10.0.
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Figure 3.4: Panel (a) shows the curve het of EtoP connections from 0 to Γ, the curve hom of the homoclinic
connection to 0 and the curve H of Hopf bifurcation in the (̺, β)-plane of (3.5.1). Panels
(b) and (c) show the computed EtoP heteroclinic cycle for the two selected parameter values
(̺, β) = (24.0579, 2.66667) and (̺, β) = (68.6494, 6.97370), respectively. Specifically, panels
(b1) and (c1) show the projection onto the (x, z)-plane; panels (b2) and (c2) show the norm of
the codimension-one connection from 0 to Γ; and panels (b3) and (c3) show the norm of the
codimension-zero connection from Γ back to 0.
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Figure 3.5: The codimension-zero homoclinic orbit to Γ of (3.5.1) for β = 8/3 and σ = 10.0
in dependence on ̺. Shown are the projection onto the (x, z)-plane (left column)
and the norm of the approximating orbit segment (right column) for ̺ = 23.9666
(a), ̺ = 23.5575 (b), ̺ = 18.6310 (c), and ̺ = 13.9828 (d).
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bifurcation curve H . Panels (b1) and (c1) show two examples of the corresponding EtoP
heteroclinic cycle in projection onto the (x, z)-plane, which consists of the codimension-one
connection from 0 to Γ (black curve) and the codimension-zero connection from Γ back to
0 (grey curve). The two respective time traces of the norm ‖·‖ of the approximating orbit
segments (subject to projection boundary conditions) are shown in Figure 3.4 (b2)/(c2) and
(b3)/(c3), respectively.
When computing the codimension-one connection for decreasing ̺ towards the homoclinic
bifurcation hom we encountered some difficulties with the calculation of the two Floquet
multipliers of Γ, which could only be determined reliably for ̺ > 13.1703. This problem
might be solved by employing a more accurate method for determining Floquet multipliers,
such as that in [Lus01], but this is beyond the scope of this thesis. The codimension-zero
connection from Γ back to 0, on the other hand, could be computed throughout, that is,
the intersection of W u(Γ) and W s(0) remains transverse; an example where this intersection
becomes tangential is presented in Section 3.5.2.
To demonstrate that the EtoP heteroclinic cycle can be used as a starting solution for the
numerical continuation of other types of orbits, we compute the codimension-zero homoclinic
orbit to Γ; for β = 8/3 and σ = 10.0 it exists for ̺ ∈ (̺hom, ̺het) ≈ (13.9265, 24.0579). For
an explanation for the disappearance of the homoclinic orbit in a ‘blue sky catastrophe’ as
the parameter ̺ approaches ̺het, see Section 2.4.2 (real eigenvalue case) and Theorem 2.1.9.
To obtain a first homoclinic orbit we concatenate the two separate heteroclinic connections
near the fixed point p as a seed for a Newton solve of the boundary value problem defined by
(3.4.38)–(3.4.40). The resulting approximation (subject to projection boundary conditions
(3.4.39), (3.4.40) at both ends) of the homoclinic orbit to Γ can then be continued (together
with Γ and its Floquet bundles) in a system parameter. Figure 3.5 shows the homoclinic
orbits to Γ for different values of ̺. Panel (a) is for ̺ close to ̺het and the homoclinic orbit
passes very close to the origin 0 after a single excursion to the right, that is, into the region
of positive x. As ̺ is decreased, the orbit deforms but maintains its overall structure with a
single excursion to the right; see Figure 3.5(b) and (c). At the same time the periodic orbit
Γ = Γ− (and its counterpart Γ+) move toward 0 and the homoclinic orbit to Γ approaches
the union of the two symmetrically related homoclinic orbits to 0 as the homoclinic explosion
point at ̺hom ≈ 13.9265 is approached; see Figure 3.5(d). This shows that the homoclinic
orbit to Γ considered here is one of the infinitely many connecting orbits that are born in the
homoclinic explosion; see also [DKO06].
3.5.2 Global reinjection orbits near a saddle-node Hopf bifurcation
In this section we compute connecting orbits in a three-dimensional model vector field that
was introduced in [KO06] to describe the dynamics near a saddle-node Hopf bifurcation in
the presence of a global reinjection mechanism. This type of dynamics with reinjection can be
found, for example, in laser systems [KTL98, WKSL05, ZNS01], in dynamo theory [ARS04]
and, more generally, near weak resonances [Vit03, chapter 4.3.2]. The vector field model can
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ẋ = ν1x− ωy − (αx− βy) sinϕ− (x2 + y2)x
+d(2 cosϕ+ ν2)
2,
ẏ = ν1y + ωx− (αy + βx) sinϕ− (x2 + y2)y
+f(2 cosϕ+ ν2)
2,
ϕ̇ = ν2 + s(x
2 + y2) + 2 cosϕ+ c(x2 + y2)2,
(3.5.2)
where ν1 and ν2 are the unfolding parameters of the saddle-node Hopf bifurcation. The
parameters ω, α, β, s, c, d and f determine the type of unfolding and we keep them fixed
throughout at
ω = 1.0, α = −1.0, β = 0, s = −1.0, c = 0, d = 0.01, f = πd.
This choice corresponds to the unfolding of type A that was studied in [KO06], where more
details can be found. The variable ϕ is 2π-periodic and global reinjection is realised by trajec-
tories that connect a neighbourhood of a saddle-node Hopf point with one of its symmetric
copies. When representing trajectories it is convenient to show them in (u, v, w)-space as




u = (R + x) cosϕ,
v = (R + x) sinϕ,
w = y,
(3.5.3)
where a global reinjection corresponds to a large excursion near the circle S1 = {x = y = 0}.
Note that this circle is not invariant because d 6= 0 and f 6= 0 (where rational ratios are
avoided). We fix the radius R = 2, which is large enough in light of the x-amplitudes of the
observed solutions.
As was shown in [KO06], system (3.5.2) features a complicated structure of homoclinic or-
bits of equilibria that involve one or more global reinjections. Furthermore, some of the
corresponding homoclinic bifurcation curves accumulate on curve segments, while the ho-
moclinic orbit itself accumulates on a periodic orbit of saddle type. This global bifurcation
phenomenon was studied theoretically in [Rad05] and Section 2.4 and (3.5.2) provides the
first concrete example. Here we demonstrate how the bifurcation diagrams from [KO06] can
be completed with our method.
Codimension-one EtoP heteroclinic cycle
Our starting point is the two-parameter bifurcation diagram of system (3.5.2) given in Fig-
ure 3.6, which only shows the bifurcation curves that were presented in [KO06]. Two saddle-
node Hopf points SNH± on two lines S0 of saddle-node bifurcations are connected by a Hopf
bifurcation curve H . The curve Sl of saddle-node bifurcations of periodic orbits emerges from
a degenerate Hopf point DH . The most interesting object is the curve h1b of homoclinic orbits
that connect the saddle-focus b = (0, 0, arccos(ν2/2)) back to itself after a single global rein-
jection. As can be seen in the enlargement panels (b) and (c), h1b emerges from a non-central
saddle-node homoclinic point NS , crosses Sl and then accumulates on a curve segment in the
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(c)
hb1
Figure 3.6: Bifurcation diagram in the (ν1, ν2)-plane of (3.5.2) consisting of two saddle-node
bifurcation curves S0 and a Hopf bifurcation curve H that meet at two saddle-
node Hopf points SNH±, a curve Sl of saddle-node bifurcations of periodic orbits,
and a homoclinic bifurcation curve h1b . Panel (a) shows an overview, and panels
(b) and (c) are successive enlargements of the curve h1b .
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W u(Γ) ∩ Σ
Figure 3.7: Orbit segments during the computation of W u(Γ) of (3.5.2) up to the section
Σ. Panel (a) shows the end points of different orbit segments along the stable
Floquet direction v; the orbit A bounds a fundamental domain; the length of the
fundamental domain is 1.42163 · 10−8. Panel (b) shows how the other end points
trace out W u(Γ) ∩ Σ.
(ν1, ν2)-plane. As was mentioned, this accumulation process implies the existence of an EtoP
heteroclinic cycle connecting the saddle point b with a periodic orbit Γ of saddle type. Note
that we have dimW u(Γ) = 2 and dimW s(b) = 1, thus we reverse time in the formulation of
the boundary value problems in Section 3.4.
To find the EtoP heteroclinic connection between the equilibrium b and the periodic orbit Γ,
we choose the section Σ = {v = 0} and start from a point in parameter space close to the
segment of accumulation of hb1; compare with Figure 3.6(c). Specifically, we fix ν2 = −1.46
and start the computation from ν1 = 0.706987. First we compute W
s(b) by continuation
in T+ until the section Σ is reached; cf. Section 3.4.2 and (3.4.11)–(3.4.13). We then fix a
vector v(g) of the unstable bundle of Γ at a chosen point g = (0.226499,−0.226726, 5.69218)
to specify the boundary condition (3.4.18) and continue in the direction of time T− until Σ
is reached. Continuation in the distance δ along v over a fundamental domain is then used
to compute the curve W u(Γ) ∩ Σ; Figure 3.7 shows that it is again a smooth closed curve in
Σ. Figure 3.8(a) shows W s(b) and W u(Γ) in (u, v, w)-space as computed up to the section Σ
(grey plane). W u(Γ) is a topological cylinder and well represented by a suitable selection of
orbit segments as parametrised by δ.
As in Section 3.5.1, we choose the Lin direction Z as the line through W u(b) ∩ Σ and the
point on W s(Γ) ∩ Σ closest to it; cf. Section 3.4.3. The respective orbit segments of W u(b)
and W s(Γ) that end in Z are shown in Figure 3.8(b), where the gap size is η = 0.1. By
continuation in T−, T+, η and ν1 the Lin gap is closed; cf. Section 3.4.4 and (3.4.20)–(3.4.33).
Namely, a zero of η is detected at ν1 = 0.741189; the corresponding connecting orbit is shown
in Figure 3.8(c).
The codimension-one connecting orbit from Γ to b can now be continued in the parameters
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Figure 3.8: The manifolds W s(b) and W u(Γ) of (3.5.2) computed up to the section Σ for
ν1 = 0.706987 with a Lin gap along Z of η = 0.1 (a); panel (b) only shows the
two orbit segments up to Z. For ν1 = 0.741189, where η = 0 was detected, the
two orbit segments connect in Σ (c). Throughout, ν2 = −1.46.
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Figure 3.9: The bifurcation diagram of (3.5.2) from Figure 3.6 completed by the curve cb
of codimension-one EtoP connection from b to Γ, and the curves tb of tangency
bifurcation of the codimension-zero connection from Γ back to b. Panel (a) is an
overview, and panels (b) and (c) show successive enlargements near the accumu-
lation of h1b onto cb. Phase portraits and time plots of the orbits at labels (a)–(d)
in panel (c) are shown in Figure 3.10, panels (a)–(d). The orbit at the indicated
intersection point between cb and tb is shown in Figure 3.11.
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Figure 3.10: The homoclinic orbit to b of (3.5.2) for selected points along the curve hb1
as indicated in Figure 3.9(c). Shown are the orbits in (u, v, w)-space (left
column) and the w-value of the approximating orbit segment (right column)
for (ν1, ν2) = (0.735540,−1.46337) (a), (ν1, ν2) = (0.739280,−1.46007) (b),
(ν1, ν2) = (0.740976,−1.45861) (c) and (ν1, ν2) = (0.741773,−1.45793) (d).
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Figure 3.11: The EtoP heteroclinic cycle of (3.5.2) on cb for (ν1, ν2) = (0.742526,−1.45729)
(a). Panels (b1) and (b2) show the codimension-one EtoP connection and its
w-time plot, and panels (c1) and (c2) the codimension-zero EtoP connection and
its w-time plot.
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ν1 and ν2 while keeping the gap closed. This yields the curve cb that is shown as part of
the bifurcation diagram in Figure 3.9. One end point of cb is the point SC 1 on the curve Sl
of saddle-node bifurcations of the periodic orbit, where Γ disappears. The other end point
of cb is the point HSH 1 on the curve H of Hopf bifurcation where Γ shrinks down to the
equilibrium a. At HSH 1 a codimension-two connection between b and a exists, that is, the
branches of the one-dimensional manifolds W u(a) and W s(b) coincide. This codimension-
two point is one of the possible ‘heteroclinic equivalents’ of a Shilnikov-Hopf bifurcation; see




In system (3.5.2) the codimension-zero EtoP connection from b back to Γ exists only in a
certain region of the (ν1, ν2)-plane, namely near the accumulation of the curve h
b
1 on cb.
This structurally stable intersection of the two-dimensional manifolds W u(b) and W s(Γ) can
be computed as was explained in Section 3.4.5 using the boundary value problem (3.4.34)–
(3.4.37). The boundary of its region of existence is formed by curves tb where W
u(b) and
W s(Γ) become tangent. The curves tb can be continued as folds of the respective codimension-
zero EtoP connection; they are shown in Figure 3.9(b) and (c) as part of the bifurcation
diagram in the (ν1, ν2)-plane. For increasing ν1, the curves tb can be continued up a point
(not shown) on Sl, where the periodic orbit Γ disappears in a saddle-node bifurcation. When
ν1 is decreased, the curves tb cross the Hopf curve H where Γ disappears in the equilibrium a.
As a consequence, the codimension-zero EtoP connection changes its nature along the curve
segment HSH 2 on H ; see Figure 3.9(b). Namely, beyond HSH 2 (for smaller ν1) there is now a
codimension-zero heteroclinic connection between the two-dimensional manifolds W u(b) and
W s(a). Hence, beyond H the curves tb correspond to tangencies of W
u(b) and W s(a). Such
tangencies, that is, the curves tb, can be continued to the point SNH
−; see Figure 3.9(a).
We remark that the heteroclinic bifurcation at HSH 2 can be described as another type of
‘heteroclinic equivalent’ of a Shilnikov-Hopf bifurcation; see [HK93].
We observe in Figure 3.9(b) and (c) that the curves tb appear to bound the accumulation pro-
cess of the curve hb1 on cb. After it enters the region in the (ν1, ν2)-plane that is bounded by tb,
the curve hb1 oscillates between these bounds; see Figure 3.9(c). Figure 3.10 shows homoclinic
orbits in parameter space and as w-time plots for the maxima (w.r.t. ν1) that are indicated
in Figure 3.9(c). From maximum to maximum of hb1 the corresponding homoclinic orbit from
b back to itself makes one more turn around the periodic orbit Γ; this is best seen in the
time traces in the right column of Figure 3.10. In the limit one obtains the EtoP heteroclinic
cycle shown in Figure 3.11 at the intersection point (ν1, ν2) = (0.742526,−1.45729) of cb and
the upper curve tb. Figure 3.11(a) shows the complete EtoP cycle from Γ to b (black) and
back to Γ (grey) in (u, v, w)-space. The computed codimension-one and codimension-zero
connections and their time traces are shown in rows (b) and (c), respectively.
Our calculations of the curves cb and tb allow us to bring out the missing ingredients of the
two-dimensional nature of the accumulation process in the (ν1, ν2)-plane, which was already
suggested by the oscillating nature of the curve hb1 in [KO06]. Indeed, our numerical obser-
vations strongly suggest a close link between the details of the accumulation process of the
homoclinic orbit and the tangency bifurcations. Note that existing analytical results only
deal with the accumulation of points of a homoclinic connection on an EtoP heteroclinic
cycle along a one-dimensional curve in parameter space (cf. [Rad05] and Theorem 2.1.8); in
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Section 2.4.1 we discuss the shape of the snaking curve locally around the turning points. An
explanation of the full snaking curve is beyond the scope of this thesis, advanced analytical
considerations similar to [BKL+08] are necessary to do this.
Accumulation of an EtoP connection
By starting from (ν1, ν2) = (0.66,−1.558) and following the steps shown in Section 3.4 it
is possible to find a different EtoP connection between Γ and b than that discussed in Sec-
tion 3.5.2. The continuation of this connection yields the codimension-one curve c∗b in the
bifurcation diagram in Figure 3.12. For decreasing ν2 the curve c
∗
b can be continued past
a fold point until it ends at the point SC 2 on Sl. For increasing ν2 the curve c
∗
b appears
to accumulate on a segment of cb; see Figure 3.12(c). It turns out that this accumulation
process is associated with a codimension-zero homoclinic orbit to Γ, that is, an intersection
of the two-dimensional manifolds W u(Γ) and W s(Γ). The homoclinic orbit to Γ can be found
numerically, using the numerical data of the homoclinic orbit to the equilibrium a and contin-
uation through the Hopf bifurcation of a. It exists in a parameter region that is bounded by
curves tΓ where W
s(Γ) and W u(Γ) are tangent. The curves tΓ can also be calculated (using
the boundary value problem (3.4.38)–(3.4.40)) and are shown in Figure 3.12 (grey curves) as
part of the bifurcation diagram in the (ν1, ν2)-plane. For decreasing ν1, the tangency curves
tΓ end at a Shilnikov-Hopf bifurcation point of equilibrium a; see [HK93]. For increasing ν1,
the curves tΓ can be continued until they connect with Sl (not shown).
As Figure 3.12 shows, we have found an accumulation phenomenon of a curve of connecting
orbits, but this time of a curve of EtoP connection. Note that the curve c∗b also enters the
region between the tangency curves tΓ and then appears to oscillate in between these two
curves. Figure 3.13 shows the respective EtoP connections of successive maxima (w.r.t. ν1)
along the curve c∗b as indicated in Figure 3.12(c). The EtoP connection departs from Γ, makes
one excursion along the homoclinic orbit to Γ, stays near Γ again before finally connecting to
b. From maximum to maximum of c∗b , the corresponding EtoP connection from the periodic
orbit Γ to b makes one more turn around Γ after the excursion along the homoclinic orbit;
this is best seen in the time traces in the right column of Figure 3.13. (Note that the
number of turns near Γ before the excursions is due to the projection boundary condition; it
is not related to the accumulation process.) The EtoP connection accumulates in the limit
on the concatenation of the (different) EtoP connection along cb and a homoclinic orbit of
Γ. This limiting global object is shown in Figure 3.14; it corresponds to the intersection
point (ν1, ν2) = (0.726851,−1.48784) of cb and the upper curve tΓ. Figure 3.14(a) shows
the complete object in (u, v, w)-space, which consists of the homoclinic part from Γ back to
Γ (grey curve) and the EtoP connection from Γ to b (black curve) in (u, v, w)-space. The
computed codimension-one and codimension-zero connections and their time traces are shown
in rows (b) and (c), respectively.
Overall, Figure 3.12 to Figure 3.14 show a new example of the accumulation of a curve of
global bifurcations in parameter space. We emphasize that no analytical results exist for
this case. The main ingredient is again the fact that the connecting orbit increasingly ‘loops
around’ a periodic orbit of saddle-type, which gives rise to a concatenation of a codimension-
one connection with a codimension-zero connection in the limit. We conjecture that this
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Figure 3.12: The bifurcation diagram of (3.5.2) from Figure 3.9 completed by the curves c∗
b
of codimension-
one EtoP connections from b to Γ, and the curves tΓ of tangency bifurcations of the
codimension-zero homoclinic connection to Γ. Panel (a) is an overview, panel (b) is an en-
largement of the area around the point SH where the homoclinic connection to Γ is born,
and panel (c) shows an enlargement near the accumulation of c∗
b
onto cb. The orbits at labels
(a)–(d) in panel (c) are shown in Figure 3.13. The orbits at the indicated intersection point
of cb and tΓ are shown in Figure 3.14.
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Figure 3.13: The EtoP connection from Γ to b of (3.5.2) for selected points along the curve c∗
b
as indi-
cated in Figure 3.12(c). Shown are the orbits in (u, v, w)-space (left column) and the time
plot of the approximating orbit segment (right column) for (ν1, ν2) = (0.720036,−1.49320)
(a), (ν1, ν2) = (0.723578,−1.49042) (b), (ν1, ν2) = (0.725231,−1.48914) (c) and (ν1, ν2) =
(0.726028,−1.48852) (d). The orbits stay near Γ (the number of turns here is due to the pro-
jection boundary conditions and not related to the accumulation process) before taking one
excursion along the homoclinic orbit to Γ, then stay near Γ again, where the number of turns
increases by one for each consecutive oscillation of c∗
b
, before finally connecting to b.
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Figure 3.14: The EtoP connection and the homoclinic orbit to Γ (grey line) of (3.5.2) on
cb for (ν1, ν2) = (0.726851,−1.48784) (a). Panels (b1) and (b2) show the
codimension-one EtoP connection and its w-time plot, and panels (c1) and (c2)
the codimension-zero homoclinic connection to Γ and its w-time plot.
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general mechanism underlies the accumulation phenomenon of connecting orbits for vector
fields in R3.
3.5.3 Codimension-two EtoP connection in a coupled Duffing system
Our method also works in the quite challenging situation when one wants to detect and
subsequently continue an EtoP connection of higher codimension. This means that the Lin
space is more than one-dimensional. As an example we consider here a codimension-two EtoP
connection in a four-dimensional coupled Duffing system. This system was derived in [LX03]






ẋ2 = (a+ y2)x1 − x31 + ε(α+ βy1)x2,





ẏ2 = ε(−y1 + γy2 + λy21y2).
(3.5.4)
In [LX03] it was shown that (3.5.4) has Shilnikov-type homoclinic orbits to the origin 0 for
λ = −4γ and 2aα + (2aβ + 3)(1 −√a) = 0, 0 < a < 1, γ > 0. Therefore we also expect to
find EtoP connections in this system. We fix a = 0.0461071, γ = 2.63680 and λ = −27.6186
and consider ε, α and β as continuation parameters. Specifically, we start the first step of
our method from
ε = 0.0881558, β = 15.0, α = −5.17613.















Throughout the parameter region we are considering, 0 has one negative eigenvalue and three
eigenvalues with positive real part. Hence, W s(0) is of dimension one. Moreover, there is a
saddle-type periodic orbit Γ, which can be found by continuation from a Hopf bifurcation of
one of the secondary equilibria of (3.5.4). In the parameter region of interest Γ has two stable
Floquet multipliers and one unstable Floquet multiplier. Hence, W u(Γ) is of dimension two.
We are seeking here the codimension-two EtoP connection from Γ to 0 that exists when
W s(0) ⊂W u(Γ). Since the connection is from Γ to b, time needs to be reversed when formu-
lating the respective boundary value problems from Section 3.4. We remark that the unstable
Floquet multiplier of Γ is actually negative, which means that W u(Γ) is non-orientable.
One end point of the orbit segment u+ starting from near 0 lies in Es(0). We choose a mesh



















































































Figure 3.15: The orbit segments from Γ to Σ and from Σ to 0 of (3.5.4) for ε = 0.0881558,
β = 15.0 and α = −5.17613, shown in projection onto (x1, x2, y1)-space (a)
and onto the (x1, x2)-plane (b). The end points of both orbit segments in Σ
actually lie in the two-dimensional Lin plane Z, as is shown in projection onto
(x1, x2, y2)-space (c) and onto the (x2, x1)-plane (d).
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Figure 3.16: The curves Li and Ki are traced out in the Lin plane Z by the end points of orbit
segments during continuation in the gap sizes η1, η2 and the system parameter ε.
Namely the Li are traced out by the orbit segment u
− from Γ to Σ, and the Ki
by the orbit segment u+ from Σ to 0; here L1 and K1 are for α = α1 = −5.17613,
L2 and K2 are for α = α2 = −4.86955, and L3 and K3 are for α = α3 = −4.5.
The enlargement in panel (b) indicates that the Ki change only very little with
the system parameters. To close the gap we start from e1 and follow L1 until
η1 = 0 at e2. Then we continue in η2 and the system parameters ε and α until
η2 = 0, which happens at the point L3 ∩K3 = e3.
One end point of the orbit segment u− starting near Γ is then chosen to lie at distance δ
from g on the corresponding Floquet vector v at g. Integration by continuation as described
in Section 3.4.2 can be used to extend the orbit segments u+ and u− so that their other end
points lie in the fixed section
Σ := {x1 = 0.1}.
Figure 3.15 shows different projections of the orbit segments u+ from Σ to 0 and u− from Γ
to Σ. Note that Σ is three-dimensional but, due to the chosen projections, it appears as a
plane and as a line in Figure 3.15(a) and (b), respectively. For computational convenience
and for the sake of clear illustrations we choose the two-dimensional Lin space Z parallel to
the (y1, y2)-plane. Figure 3.15(c) and (d) are two different projections that show Z as a plane
and as a line. Note that the distance δ along the Floquet vector v has been chosen such that
the difference u+(0) − u−(1) already lies in the Lin space Z; cf. Section 3.4.3.
Given the choice of Z it is natural to measure the Lin gaps η1 and η2 along the y1 and
y2 coordinate directions, respectively. The initial gap sizes are η1 = −0.0405882 and η2 =
0.00803835. In order to close the two gaps, we first continue in η1, η2 and the system
parameter ε; cf. Section 3.4.4, (3.4.20)–(3.4.33). The end points of the orbit segments inside
Z that are computed during the continuation are depicted in Figure 3.16. Namely, the end
points of the orbit segments u− from Γ to Σ trace out the curve L1 shown in Figure 3.16(a).
At the same time, the end points of the orbit segment u+ from Σ to 0 trace out a curve
K1. In fact, the point u
+ hardly changes and the curve K1 is visible only in the enlarged
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Figure 3.16(b). The curves L1 and K1 (which are parametrised by the system parameter
ε) are for α = α1 = −5.17613. Also shown in Figure 3.16 are the curves L2, L3, K2 and
K3 for α = α2 = −4.86955 and for α = α3 = −4.5, respectively. The curves Li and Ki,
i = 1, 2, 3, show that the Lin plane Z is locally given by two one-parameter families of unique
one-dimensional curves that intersect transversely. In other words, the gap can be closed in
a systematic way. Namely, we first continue in η1, η2 and ε starting at the point e1 along L1
until a η2 = 0 is detected; see the point e2 in Figure 3.16(a). We then fix η2 = 0 and change
to a continuation in η1, ε and α. The continuation traces out the (almost) horizontal dashed
line in Figure 3.16(a) and stops when a zero of η1 is detected, which happens for ε = 0.1 and
α = −4.5. In the enlargement Figure 3.16(b) this occurs at the intersection of L3 and K3,
denoted by e3.
Once both Lin gaps have been closed, that is, η1 = η2 = 0, we have found a codimension-two
EtoP connection from Γ to 0. The connecting orbits can now be continued in the three system
parameters ε, β and α. Figure 3.17(a) and (b) shows the resulting curve h of connecting
orbits in (ε, α, β)-space and in projection onto the (ε, β)-plane, respectively. We remark that
the curve h does not self-intersect, even though one may get this impression due to the
projection. Five points along h are labelled and the respective connecting orbits are shown
in Figure 3.17(c)–(g) in (x1, x2, y1)-space and as a time series of the norm. Notice how the
connecting orbit changes along the curve h. In Figure 3.17(c) the connection follows Γ closely
and then quickly connects to 0. This gradually changes and the connecting orbit makes a
closer and closer pass near 0 and then makes another large excursion before it connects to 0;
see Figure 3.17(f) and (g). We remark that the curve h could not be computed beyond what
is shown in Figure 3.17(a) and (b). It appears that this is due to the connecting orbit passing
very close to 0 at an intermediate point. In the limit, it seems that the connection becomes
a concatenation of a new codimension-two connection from Γ to 0 and a codimension-one
homoclinic orbit from 0 back to itself. A more detailed study of the global bifurcations of
(3.5.4) is beyond the scope of this thesis, but we remark that a similar phenomenon has been
found for codimension-zero EtoP connections in the Lorenz system [DKO06].
3.6 Finding PtoP connections
It is quite straightforward to generalise our approach for finding EtoP connections to the
case of codimension-d PtoP connections from one periodic orbit Γ1 to another periodic orbit
Γ2. Suppose that dim(W
u(Γ1)) = k ≥ 2, dim(W s(Γ2)) = l ≥ 2, and that these manifolds
intersect in an isolated orbit that is generic (in the sense of (C4) from Section 3.3). We
consider two orbit segments u− from Γ1 to a suitable section Σ, and u
− from Σ to Γ2 subject
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Figure 3.17: The curve h of codimension-two EtoP connections of (3.5.4) shown in (ε, α, β)-space (a) and
in projection onto the (ε, β)-plane (b). (c)–(g) show selected orbits, as indicated along h,
in (x1, x2, y1)-space and as time series of the norm; from (c) to (g) (ε, α, β) has the values
(0.0584877,−3.51797, 8.40132), (0.0967731,−4.25440, 14.3715), (0.128392,−4.59897, 13.7927),
(0.0918179,−3.71152, 12.2683) and (0.0689425,−3.46446, 9.36032).
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to the boundary conditions













u−(1) − pΣ, nΣ
〉
= 0, (3.6.3)




where the vectors zi are again a basis of a suitably chosen d-dimensional Lin space; the numer-




γ, respectively, the representations
of the associated unstable and stable eigenfunctions are denoted by u1i and u
2
i .
The geometry of a PtoP connection is very similar to that of an EtoP connection, and
we strongly believe that the equivalent statement of theorem 2.2.1 can be proved for PtoP
connections. While technical details need to be checked to prove this conjecture, it appears
quite clear that the two orbit segments are uniquely determined by choosing a d-dimensional
Lin space. In other words, the general setup given by (3.6.1)–(3.6.4), in combination with
the continuation of u1γ with its unstable eigenspace u
1
i and of u
2
γ with its stable eigenspace u
2
i ,
constitutes a well-defined boundary value problem. In particular, closing the test functions
ηi(λ) one by one provides a systematic way of finding a codimension-d PtoP connection.
We remark that it is not at all straighforward to find a numerical example of a codimension-d
PtoP connection for d ≥ 1. Even identifying a candidate vector field among models from
applications is quite a task, as it requires finding two saddle periodic orbits with the correct
dimensions of their stable and unstable manifolds. Therefore, we now discuss the problem of
continuing a robust PtoP connection of codimension zero. In Section 3.5.1 and in Section 3.5.2
we have actually already seen two examples, namely for the case that the connection is a
homoclinic orbit from a periodic orbit Γ back to itself. As was explained in Section 3.4.5,
an initial homoclinic PtoP connection can be found from the concatenated data of an EtoP
heteroclinic cycle consisting of a codimension-one and a codimension-zero EtoP connection.
The homoclinic PtoP can then be continued imposing projection boundary conditions (3.4.39)
and (3.4.40) at Γ at both ends of the connecting orbit segment u.
Consider now a codimension-zero PtoP connection between two different saddle periodic
orbits Γ1 and Γ2 of periods T1 and T2, respectively. Indeed it is possible to approximate
this PtoP connection also with a single orbit segment u subject to projection boundary
conditions at both Γ1 and Γ2, which is the approach taken in [DR04b]. The problem is that
for PtoP connections there is no simple way to construct an initial approximate connecting
orbit segment. As an alternative we propose the following geometric approach. We assume
that the codimension-zero PtoP connection is generic, which means that l+k = n+1, the Lin
space is trivial, and d = 0 in (3.6.4). We fix the system parameter λ and, as for the general
method above, perform step 1 of constructing the orbits segments u− and u+ by continuation
in the integration time T , so that u−(1) ∈ Σ and u+(0) ∈ Σ. This means that u− and u+
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satisfy (3.6.1)–(3.6.3), but not (3.6.4) since u+(0) − u−(1) 6= 0. Recall that the Lin space is
trivial, so that the difference u+(0) − u−(1) can be chosen to be zero without changing the
system parameter λ. To achieve this, we set z0 := (u
+(0) − u−(1))/ ‖u+(0) − u−(1)‖ and
define the one-dimensional subspace Z0 := span{z0}. Replacing condition (3.6.4) by
(u+(0) − u−(1)) = η z0 (3.6.5)
ensures that the difference u+(0) − u−(1) remains restricted to Z0. As a result, the overall
boundary problem given by (3.6.1)–(3.6.3), (3.6.5), together with the respective formulations
for Γ1 with its unstable eigenspace and of Γ2 with its stable eigenspace, is well-posed, meaning
that T1, T2, εi, δj , and η are uniquely defined. Hence, η = η(T1, T2, εi, δj) is a well-defined
test function, so that a continuation run in the direction of decreasing η allows us to find the
codimension-zero PtoP connection as a zero of η.
3.6.1 Codimension-zero PtoP connection in a four-dimensional vector
field
As an example of a system with a codimension-zero PtoP connection we consider the four-






ẋ = (1 − w)y + wx (1 − x2) ,
ẏ = (1 − w) (−x+ λ(1 − x2)y) + w (z − 3 − λ) ,
ż = (1 − w)z (z2 − (4 + λ)2)
+w (−y + 3 + λ+ λ (1 − (y − 3 − λ)2) (z − 3 − λ)) ,
ẇ = w(1 − w),
(3.6.6)
where the parameter λ is set to λ = 0.5. System (3.6.6) can be interpreted as a homotopy
from w = 0 to w = 1 between two planar systems in the (x, y)-plane and in the (y, z)-plane,
respectively. In each of the two planes the system resembles a Van der Pol oscillator with
an attracting periodic orbit. We denote the periodic orbit in the (x, y)-plane by Γ1 and
the one in the (y, z)-plane by Γ2. Since dimW
u(Γ1) = 2 and dimW
s(Γ2) = 3 one expects
a codimension-zero PtoP connection from Γ1 to Γ2. In [DR04b] this PtoP connection was
found with difficulties by using a shooting technique and then continued in λ.
We choose the cross-section to be Σ = {w = 0.5} which clearly separates the two periodic




























Furthermore, we compute the (fixed) Floquet vectors at these points for the definition of the
projection boundary conditions (3.6.1) and (3.6.2). After computing the orbit segments u−
and u+ up to Σ, we construct the one-dimensional space Z0 from u
+(0) − u−(1) and find
that the distance η in (3.6.5) is η = 3.76668; see Figure 3.18(a). Continuation of the overall
boundary value problem in T1, T2, ε1, δ1, δ2 and η then detects the codimension-zero PtoP
connection shown in Figure 3.18(b) as a zero of η.
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Figure 3.18: Orbit segments u− ⊂W u(Γ1) and u+ ⊂W s(Γ2) up to the section Σ = {w = 0.5}
of (3.6.6) for λ = 0.5. Their end points u−(1), u+(0) ∈ Σ are restricted to lie
in the direction Z0. The gap η is initially nonzero (a) and is then closed by a
continuation run to reveal a codimension-zero PtoP connection (b). Note that




This thesis provides a contribution to the bifurcation analysis of heteroclinic EtoP connec-
tions. We first present theoretical considerations that extend the well-known Lin’s method
to EtoP cycles. To do this extension, we use a hybrid system that consists of a continuous
dynamical system and a discrete dynamical system, which is given by the Poincaré map and
describes the dynamics near the periodic orbit. Then we prove that there are unique solutions
of these two systems that satisfy specific projection boundary conditions within the Poincaré
section. Using these solutions we show that for given transition times there is a unique Lin
orbit that stays close to the EtoP cycle for all times and has discontinuities only in prescribed
directions.
The derived estimates for the size of the jumps (discontinuities) of the Lin orbit are then
used to discuss bifurcation equations for several types of orbits. In particular, bifurcating
homoclinic orbits to the equilibrium and homoclinic orbits to the periodic orbit are considered.
We find that the results about the existence of such orbits are in agreement with geometrical
considerations as well as with numerical results as presented in this thesis.
However, we restrict our considerations to bifurcation equations of homoclinic orbits (to either
p or Υ). We emphasize that the results of the jump estimates allow to formulate bifurcation
equations for any kind of orbit that stays near the EtoP cycle for all times. For example,
it is possible to consider N -homoclinic orbits, periodic orbits or even orbits that are neither
homoclinic nor periodic. A complete discussion of these orbits is non-trivial and beyond
the scope of this thesis, but certainly worth to consider in the future. Namely, as done for
example in [KLW07] for the T-point situation, we expect to find infinitely many periodic orbits
that stay near the EtoP cycle. Then it is possible to select two of these periodic solutions
and construct a solution that follows either one of the periodic solutions, determined by a
prescribed sequence of two symbols. We expect the dynamics to be conjugated to a shift on
the sequence of two symbols which is a well-known example for chaotic dynamics.
Another challenge for future research is a complete understanding of the snaking behaviour
of certain homoclinic orbits to the equilibrium near the EtoP cycle. The results in [BKL+08]
suggest that it is possible to explain the snaking in more detail than we discuss here.
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Finally, we present a method based on the previous theoretical considerations that allows
to find a generic codimension-d EtoP connection from a saddle equilibrium to a saddle pe-
riodic orbit. The key idea is to set up an overall boundary value problem that defines two
separate orbit segments up to a specified cross-section, whose end points lie in a well-defined
d-dimensional space. The two orbit segments exist in an entire region of parameter space
(and not just at the heteroclinic connection), so that they give rise to d smooth test func-
tions, known as the Lin gaps. Closing the Lin gaps in consecutive continuation runs allows to
find codimension-d EtoP connections in a systematic way. The EtoP connection and related
global objects, such as homoclinic orbits of the periodic orbit, then can be continued in system
parameters. With three examplary vector fields we demonstrate how our method of finding
EtoP connections can be used to investigate quite complicated bifurcation phenomena.
The study of EtoP connections in other vector field models from applications is an obvious
direction for future research; interesting candidates are laser models [WK05], models from
cell dynamics [CKK+07], or models for voltage collapse in power systems [AWA+93].
We also present a general setup for finding codimension-d PtoP connections. While the
underlying statement of Lin’s method has not been proven, geometrical arguments strongly
suggest that the respective Lin gaps are regular test functions. Furthermore, with the example
of a vector field in R4, we show how a generic codimension-zero PtoP connection can be found
in practice. The demonstration of the method for codimension-d PtoP connections for d > 0





A.1 Exponential dichotomies and trichotomies
In this section we introduce the concept of exponential dichotomies and exponential tri-
chotomies for linear non-autonomous continuous or discrete systems. The exponential di-
chotomies and trichotomies are important properties of variational equations along special
solutions (for example connecting orbits) in dynamical systems. They provide many useful
estimates that are exploited in some of the proofs in Chapter 2. Here we only present the
important results that are used throughout the thesis, we refer to the literature (for example
[Cop78, HL86, Pal00]) for the proofs and for more (detailed) information about exponential
dichotomies/trichotomies.
A.1.1 Continuous systems
Here we give the definitions and some properties of exponential dichtomies and exponential
trichotomies for continuous systems.
We consider a linear homogeneous system
ẋ = A(t)x, x ∈ Rn, A(·) ∈ C(I,Rn×n) (A.1.1)
for an interval I ⊂ R and we denote the transition matrix of this system by Φ(·, ·).
First we give a definition of an exponential dichotomy on an interval I (typically I = R+,
I = R− or I = R).
Definition A.1.1 The system (A.1.1) has an exponential dichotomy on I if there are pro-
jections P and (id − P ) on Rn such that
Φ(t, τ)P (τ) = P (t)Φ(t, τ),
Φ(t, τ)(id − P )(τ) = (id − P )(t)Φ(t, τ), ∀t, τ ∈ I, (A.1.2)
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and there are constants K, δs, δu > 0 such that the following estimates hold:
‖Φ(t, τ)P (τ)‖ ≤ Ke−δs(t−τ), t ≥ τ,
‖Φ(t, τ)(id − P (τ))‖ ≤ Ke−δu(τ−t), τ ≥ t.
(A.1.3)
For more information about exponential dichotomies in continuous systems, see [Cop78],
[LL00] or [Pal00]. The concept of an exponential dichotomy can be seen as a replacement
for the concept of invariant stable or unstable manifolds for non-autonomous linear systems.
An important property of exponential dichotomies is the so-called roughness property; that
means that if a system has an exponential dichotomy, also (small) perturbations have an
exponential dichotomy, and the projections and constants are close to the corresponding
projections and constants of the unperturbed system. We again refer to [Pal00] for roughness
theorems for dichotomies, see also Theorem A.1.3 below.
The main application of exponential dichotomies in this thesis are variational equations along
orbits in the stable or unstable manifold of a hyperbolic equilibrium. Let µs and µu de-
note the (simple) leading stable and unstable eigenvalue, then the linearised equation at the
equilibrium has an exponential dichotomy with exponents Reµs < δs < 0 < δu < Reµu.
The roughness property provides that also the variational equation along an orbit in the
stable (or unstable) manifold has an exponential dichotomy, the exponents can be chosen
arbitrarily close to the exponents of the unperturbed system. In particular, we find that
Reµs < −δs = µ̄s < 0 < δu = µ̄u < Reµu is possible, cf. Hypothesis (H 2.1) and Hypothe-
sis (H 2.2). Moreover, the images of the projections P and (id − P ) are the tangent spaces
of the respective stable and unstable manifolds at the respective point on the orbit under
consideration, see [Kla06].
In this thesis we also deal with variational equations along orbits that are in the stable
(unstable) manifold of a hyperbolic periodic orbit. These variational equations have a so-
called exponential trichotomy as defined below.
Definition A.1.2 The system (A.1.1) has an exponential trichotomy on I if there are
projections Qs, Qu and Qc = id −Qs −Qu on Rn such that
Φ(t, τ)Qs/c/u(τ) = Qs/c/u(t)Φ(t, τ), ∀t, τ ∈ I, (A.1.4)
and there are constants K > 0 and δ̄s, δ̄u > δ̄c ≥ 0 such that the following estimates hold:
‖Φ(t, τ)Qs(τ)‖ ≤ Ke−δ̄
s(t−τ), t ≥ τ,
‖Φ(t, τ)Qc(τ)‖ ≤ Keδ̄
c(t−τ), t ≥ τ,
‖Φ(t, τ)Qc(τ)‖ ≤ Ke−δ̄
c(t−τ), τ ≥ t,
‖Φ(τ, t)Qu(t)‖ ≤ Ke−δ̄
u(t−τ), t ≥ τ.
(A.1.5)
We use the abbreviations Qsc = Qs +Qc and Qcu = Qc +Qu.
One of the main features of exponential trichotomies is the roughness property:
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Theorem A.1.3 Let (A.1.1) have an exponential trichotomy on I with projections Qs, Qc
and Qu, constant K > 0 and exponents δ̄
s, δ̄c and δ̄u as in Definition A.1.2. Furthermore,
let B ∈ C(R,Rn×n) with ‖B(t)‖ < Ce−ηt for some 0 < η < min{δ̄s − δ̄c, δ̄u − δ̄c}.
Then the perturbed system
ẋ = [A(t) +B(t)] x
has an exponential trichotomy on I with exponents δ̃s, δ̃u > δ̃c ≥ 0 and projections Q̃s, Q̃c, Q̃u.
The exponents δ̃s/c/u can be chosen arbitrarily close to δs/c/u. Moreover, if dim imQc(t) = 1





∥ ≤ Ke−ηt, i = s, c, u holds.
This roughness theorem follows from general roughness theorems for shifted exponential di-
chotomies (i.e. generalized dichotomies where the exponents δs and δu may have different
signs, see [HL86] and also [San93]), a proof can be found in [Bey94].
The main application of the exponential trichotomy is for variational equations along solutions
in the stable (or unstable) manifold of a hyperbolic periodic orbit Υ. Let µsΥ and µ
u
Υ denote
the leading stable and unstable Floquet multipliers of the periodic orbit, then the variational





= 1 < eδ̄
u
< µuΥ, see again [Bey94] for a proof that in this case δ̄
c = 0
is possible. A variational equation along an orbit in the stable or unstable manifold of Υ





= 1 < eδ̄
u
< |µuΥ| holds (see Theorem A.1.3), cf. Hypothesis (H 2.1) and
Hypothesis (H 2.2). Moreover, the images of the projections Qcs and Qcu are the tangent
spaces of the respective stable and unstable manifolds at the respective point on the orbit
under consideration, see [Kla06] and [Rad04].
A.1.2 Discrete systems
The concept of exponential dichotomies for discrete dynamical systems is analogous to the
above considerations of dichotomies of continuous systems. Nonetheless we give a seperate
introduction to provide the notation that is used in Chapter 2.
We consider a discrete dynamical system in Rl
y(n+ 1) = A(n)y(n), y ∈ Rl, A(·) ∈ Rl×l. (A.1.6)
The transition matrix of (A.1.6) is denoted by Φ(·, ·).
Definition A.1.4 The system (A.1.6) has an exponential dichotomy on I ⊂ Z if there are
projections R and (id − R) on Rl such that
Φ(n,m)R(m) = R(n)Φ(n,m),
Φ(n,m)(id −R)(m) = (id − R)(n)Φ(n,m), ∀n,m ∈ I, (A.1.7)
and there are constants K, δ̂s, δ̂u > 0 such that the following estimates hold:
‖Φ(n,m)R(m)‖ ≤ Ke−δ̂s(n−m), n ≥ m,




Again, the exponential dichotomy has the roughness property and thus a theorem similar to
Theorem A.1.3 applies.
The main application of exponential dichotomies in this thesis is for variational equations
along solutions in the stable (or unstable) manifolds of hyperbolic equilibria. In accordance
with the notation used throughout this thesis, let µsΥ and µ
u
Υ denote the leading stable and
unstable eigenvalues of the linearisation of the hyperbolic equilibrium. First we observe
that the linearised equation at the equilibrium point has an exponential dichotomy, then the
exponents δ̂s and δ̂u are such that |µsΥ| < e−δ̂
s
< 1 and 1 < eδ̂
u
< |µuΥ|. The roughness
property of the dichotomy then provides that a solution along an orbit in the stable (or
unstable) manifold of the equilibrium also has an exponential dichotomy, the exponents can be
chosen such that |µsΥ| < e−δ̂
s
= µ̄sΥ < 1 and 1 < e
δ̂u = µ̄uΥ < |µuΥ| holds, cf. Hypothesis (H 2.1)
and Hypothesis (H 2.2). Moreover, the images of the projections R+ and R− are the tangent
spaces of the respective stable and unstable manifolds at the respective point on the orbit
under consideration, see [Kla06].
For more information about exponential dichotomies for discrete systems, we refer to [Kno04],
[Pal00] and references therein, in particular [Pal84] and [Pal88].
A.2 Consequences of Condition (C6)
We show that from (1.2.5) follows that dim(W s(p) ∩W u(Υ)) = d.
Lemma A.2.1 Consider system (1.2.1) and assume that Conditions (C1)–(C6) hold.
Then
dim(W s(p) ∩W u(Υ)) = n− k − l + 1 =: d.
Proof. Let g ∈W s(p)∩W u(Υ). Then there is a function F s : Rn → Rk with rankDF s(g) = k
such that, locally around g, W s(p) is given by
F s(x) = 0.
Then TgW
s(p) = kerDF s(g).
Similarly, there is a function F u : Rn → Rl−1 with rankDF u(g) = l − 1 such that, locally
around g, W u(Υ) is given by
F u(x) = 0.
Then TgW
u(Υ) = kerDF u(g).
The intersection W s(p) ∩W u(Υ) is then given by
F (x) := (F s(x), F u(x)) = 0, F : Rn → Rk × Rl−1 ∼= Rk+l−1.
DF (g) = (DF s(g), DF u(g)) holds and hence
kerDF (g) = kerDF s(g) ∩DF u(g).
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Due to Condition (C6) dim kerDF (g) = d = n− (k+ l−1) and thus dim imDF (g) = n−d =
k+ l−1 (note that DF (g) ∼= Rn/ kerDF (g)). Therefore rankDF (g) = k+ l−1 and F (x) = 0
can be solved near g by means of the Implicite Function Theorem for
(x1, · · · , xk+l−1) = (x1, · · · , xk+l−1)(xk+l, · · · , xn)
(up to renumeration). Hence dimW s(p) ∩W u(Υ) = d.
A.3 Transformations
We give justifications for the technical Hypothesis (H 2.6) and (H2.8) in this section.
Justification of Hypothesis (H 2.6)
The following considerations are taken from [Rie03] and modified to apply to the presented
setting in Rn.
For some of the estimates in this thesis, it is convenient to use a transformation of the vector
field f(x, λ) such that for λ 6= 0 the periodic orbit as well as the vector field along the periodic
orbit coincide with the periodic orbit at λ = λ∗ and the vector field along that orbit.
In the following we denote the perturbed periodic solution by pλ(·) and the unperturbed
solution by p(·).
We do this transformation in several steps:
First we use a transformation of the time such that the minimal period T of the periodic
solution pλ(·) is the same as for the unperturbed periodic solution p(·).
Then we define two-dimensional discs Dδ(p(t)) in R
n such that the centre of each disc is p(t)
for some t ∈ [0, T ) and each disc is perpendicular to the vector field direction at the centre.
Moreover, we demand that pλ(t) is contained in the disc and that none of the discs intersect
each other. This construction is always possible if we only choose the radius of the discs small
enough. To justify this construction, we consider a coordinate change such that the periodic
orbit Υ is a circle in a plane and then choose the discs such that each of them points towards
the centre of the circle. Clearly, none of them intersect (if the radius is small enough) and
the union of all those circles forms a ‘tubular neighbourhood’ of Υ, see [Hir93].
The following transformation takes place in the coordinates defined by t ∈ S1 (each t de-
termines one disc Dδ(p(t))) and x̃ ∈ Dδ(p(t)) ⊂ Rn−1. Thus we look for a transformation
Tloc(·, ·) : S1 × Rn−1 → S1 × Rn−1 that acts on these coordinates.
Now we change coordinates on each disc Dδ(p(t)) such that pλ(t) is moved to the origin
(which is p(t)) of the disc. This local transformation can be expressed by Tloc(t, x̃) :=
(t, x̃− (p̃λ(t) − p(t))). The p(t) is given by the ODE, the p̃λ(t) if defined by p̃λ(t) :=
Υλ ∩Dδ(p(t)). It is obvious that this transformation Tloc(·, ·) is close to the identity transfor-
mation and thus we can write Tloc(t, x̃) =
(
t, x̃+ T̃ (t)
)
where T̃ (t) := p̃λ(t) − p(t).









This Jacobian is indeed regular for all (t, x̃) ∈ S1 × Rn−1 and thus Tloc(·, ·) is a smooth
transformation.
To perform a globalisation of this transformation, we use a C∞-smooth cut-off function χ(·)
acting on [0, 1] ⊂ R defined as follows:
χ(x) =
{
1 if x ≤ 1
3
,
0 if x ≥ 2
3
.
Using χ(·) we can define χδ(·, ·) : S1 × Rn−1 → R:





Now we can use χδ(·, ·) to globalise the transformation Tloc(·, ·) to the tubular neighbuorhood
in the following way:
T (t, x̃) =
(
t, x̃+ χδ(t, x̃)T̃ (t)
)
.




D1T 1 +D2χδ(t, x̃) · T̃ (t)
)
.
Considerations similar to those in [Van89] show that supx∈Dδ(p(t))
∥
∥




δ → 0. Thus the Jacobian is everywhere regular and so this global transformation T (·, ·)
provides a smooth transformation of the perturbed periodic orbit onto the unperturbed pe-
riodic orbit. Note that we have to choose ‖λ‖ sufficiently small such that the points of the
perturbed orbit pλ(t) lie in the inner third of each of the discs with radius δ, this is due to
the choice of the cut-off function. Also note that T (·, ·) is in fact dependent on λ, thus in the
following we write Tλ(·, ·).
Now we consider Tλ(·) as a transformation in Rn that consists of the transformation Tλ(·, ·) for
points that are in the tubular neighbuorhood of Υ (and thus can be described by coordinates
(t, x̃)) and of the identity for all other points. In terms of the vector field, the transformation
Tλ(·) preserves the vector field direction along p(·), but does not necessarily preserve the
vector length. We denote the transformed vector field by f̃ :
f̃(Tλx, λ) = DTλ(x)f(x, λ).
To achieve the preserving of the length of each vector along the periodic orbit, we use one
final transformation on the fibres of the tangent bundle of Rn. We denote the tubular neigh-
bourhood that we defined by the construction as described above by Uδ(Υ). Moreover, we
denote the cut-off function that transforms to the tubular coordinates (t, x̃) and then applies





‖f̃(x,λ)‖ f̃(x, λ) + (1 − χδ(x)) f̃(x, λ) , x ∈ Uδ(Υ),
f̃(x, λ) , x 6∈ Uδ(Υ).
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It remains to check that f̃(x, λ) 6= 0 for x ∈ Uδ(Υ). Because of the properties of the periodic
solutions, f̃(x, λ) 6= 0 for x ∈ Υ, and thus we can find a δ > 0 such that this holds for all
x ∈ Uδ(Υ).
With both transformations combined the final result is that we can transform the vector field
in such a way that the periodic orbit and the vector field along the periodic orbit do not
change as the parameter λ changes.
Justification of Hypothesis (H 2.8)
The following lemma gives a justification of Hypothesis (H 2.8).
Lemma A.3.1 There is a smooth function K : Rn → R, K(x) 6= 0, such that all solutions
of the scaled ODE
ẋ = K(x)f(x) (A.3.1)
that start sufficiently close to γ1(0) in Σ1, need the same time to reach the Poincaré section
ΣΥ.
Proof. We set K(x) = (1 + k(x)b(x)) where b(x) is an arbitrary (but smooth) cut-off function
with the following properties:
(i) b(x) = 0 for all d(x,Σ1) ≤ ǫ1 and d(x,ΣΥ) ≤ ǫ2,
(ii) b(x) = 0 for all x ∈ Γ1,
(iii) b(x) = 1 for all 2
5
≤ d(x,Γ1) ≤ 35 and
(iv) b(x) = 0 for all d(x,Γ1) ≥ 45 .
We denote the flow of (A.3.1) by ψ(t, ·; k).
In the following, tx0 denotes the time that the solution starting in x0 ∈ Σ1 needs to hit ΣΥ.
The goal is to choose k such that ψ(t̃, x, k) ∈ ΣΥ for all x ∈ Σ1, where t̃ is fix.
We define a projection P : Rn → Σ⊥Υ which projects along ΣΥ. Obviously, the goal is
to find k such that Pψ(tx0, x, k) = 0. It is easy to see that Pψ(tx0, ·, ·) : Rn−1 × R → R,
Pψ(tx0, x0, 0) = 0. If Dk(Pψ(tx0, x0, 0)) 6= 0, then we can use the Implicite Function Theorem
to solve for k = k(x) and thus we have ψ(tx0 , x, k(x)) ∈ ΣΥ for all x ∈ Σ2.
In order to show that we consider ẋ = a(x)f(x) and let ψ(t, x) := ϕ(T (t, x), x). Now we have
to find conditions for T such that ψ is a solution:
ψ̇ = ϕ̇(T (t, x), x) · Ṫ (t, x) = f(ϕ(T (t, x), x)) · Ṫ (t, x).
So we have
Ṫ (t, x) = a(ϕ(T (t, x), x)), T (0, x) = 0
or a shorter notation
Ṫ = a(ϕ(T, x)), T (0) = 0
as an ODE for T .
For a(x) = 1 + kb(x) the ODE is as follows:
Ṫ = 1 + kb(ϕ(T, x)), T (0) = 0.
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We denote the solution by T = T (t, x, k).
Plugging this in we get
ψ(t, x, k) = ϕ(T (t, x, k), x),
ψ(tx0 , x, k) = ϕ(T (tx0, x, k), x)
and
Dkψ(tx0 , x0, 0) = ϕ̇(T (tx0, x0, 0), x0) ·DkT (tx0 , x0, 0)
= f(ϕ(T (tx0, x0, 0)), x0) ·DkT (tx0, x0, 0)
= f(ϕ(tx0, x0)) ·DkT (tx0 , x0, 0).
Thus we have
DkPψ(tx0, x0, 0) = P (f(ϕ(tx0, x0))DkT (tx0, x0, 0)) .
It remains to show that DkT (tx0, x0, 0) 6= 0.
Consider (DkT )̇ = b(ϕ(T, x))+kb(ϕ(T, x)) · ϕ̇(T, x) ·DkT . For k = 0 this reduces to (DkT )̇ =
b(ϕ(T, x)). Integrating gives DkT (tx0 , x0, 0)−DkT (0, x0, 0) =
∫ tx0
0
b(ϕ(T (t, x0, 0)))dt and thus
DkT (tx0, x0, 0) > 0.
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EtoP Connecting orbit/cycle between a hyperbolic equilibrium and a
hyperbolic periodic orbit (regardless of the direction of the flow)
PtoP Connecting orbit/cycle between two (not necessarily distinct) hy-
perbolic periodic orbits
d codimension of the EtoP connection/cycle
f(·, λ) family of vector fields
λ ∈ Rm family parameter
λ∗ critical parameter value, usually λ∗ = 0
p hyperbolic equilibrium
Υ hyperbolic periodic orbit
W sλ(p) stable manifold of p
W s(p) stable manifold of p for λ = λ∗
W u(p) unstable manifold of p for λ = λ∗
Tγ1(0)W
s(Υ) tangent space of the stable manifold of Υ at γ1(0)
Γ1, γ1(·) orbit and associated solution of the heteroclinic connection be-
tween p and Υ (for λ = λ∗)
Γ2, γ2(·) orbit and associated solution of the robust heteroclinic connection
between Υ and p (for λ = λ∗)
Chapter 2
γ−1 (λ)(·) solution in the unstable manifold of p near γ1(·)
γ+1 (λ)(·) solution in the stable manifold of Υ near γ1(·)
γ−2 (ϑ, λ)(·) solution in the unstable manifold of Υ near γ2(·)
γ+2 (ϑ, λ)(·) solution in the stable manifold of p near γ2(·)
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Dif partial derivative of f with respect to the ith argument
Dxf derivative of f with respect to variable x
q hyperbolic equilibrium of the discrete dynamical system
γ+(λ)(·), γ−(ϑ, λ)(·) solutions in the stable/unstable manifold of q (discrete system)
ϑ element in U that provides uniqueness of the solutions
α variable that describes the projection boundary condition in ΣΥ
for the continuous system
β variable that describes the projection boundary consition in ΣΥ
for the discrete system
P+, P− projections of the dichotomies on R+ and R− of the homogenuous









cu projections of the trichotomies on R
+ and R− of the homogenuous
variational equation along γ+1 and γ
−
2
R+, R− projections of the dichotomies on R+ and R− of the homogenuous
variational equation along γ+ and γ− (discrete system)
x±1 , x
±







y± solutions of the discrete system, y± = γ± + u±
Chapter 3
p hyperbolic equilibrium
Γ hyperbolic periodic orbit
Q heteroclinic EtoP connection of codimension d
Q+, Q−, q+(·), q−(·) orbits and associated solutions in W s(Γ) and W u(p) for λ 6= λ∗
Σ cross-section of Q, Σ = pΣ + Y
nΣ normal vector of Y
Z d-dimensional Lin space, Z ⊂ Y
u solution of a discretised boundary value problem for the...
uγ ...periodic orbit
ui ...stable/unstable eigenfunctions
u− ...orbit segment from p to Σ
u+ ...orbit segment from Σ to Γ
ur ...codimension-zero EtoP orbit
uh ...homoclinic orbit to Γ
ηi Lin gaps, well-defined test functions to detect the EtoP connection
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[Poi90] H. Poincaré. Sur le problème des trois corps et les équations de la dynamique
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