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LESLIE’S PREY-PREDATOR MODEL IN DISCRETE TIME
U. A. ROZIKOV, S.K. SHOYIMARDONOV
Abstract. We consider the Leslie’s prey-predator model with discrete-time. This model
is given by a non-linear evolution operator depending on five parameters. We show that
this operator has two fixed points and define type of each fixed point depending on the
parameters. Finding two invariant sets of the evolution operator we study the dynamical
systems generated by the operator on each invariant set. Depending on the parameters we
classify the dynamics between a predator and a prey of the Leslie’s model.
1. Introduction
First predator-prey models were introduced by Lotka and Volterra. These models have
been extensively studied by mathematical and biological researchers. The investigations are
important in understanding the dynamics between a predator and a prey (population with
two species), which live together in the same environment (see [4], [5], [6], [13], [18], [19] and
references therein). One interests for a suitable conditions that allow the both species survive
in equilibria [15]. But in many papers (see for example [9]-[12]) have shown that considering a
harvesting term in the model can lead to the extinction of any species.
Following [5] consider the Leslie’s prey-predator model in continuous time. At time moment
t ≥ 0 consider the following model:{
dx
dt = ax− bx2 − cxy
dy
dt = dy − αy
2
x ,
(1.1)
where a, b, c, d and α are positive parameters. The predator equation is logistic, with carrying
capacity proportional to the prey population. This two species food chain model describes
a prey population x which serves as food for a predator y. This model usually studied for
continuous time.
In this paper (as in [14] and [16]) we study a model of discrete time process of Leslie’s
prey-predator model (1.1), which has the following form
V :
{
x(1) = x(a− 1− bx− cy)
y(1) = y(d− 1− α yx).
(1.2)
where (x, y) ∈ R2+ = {(u, v) ∈ R2 : u > 0, v ≥ 0} and a > 1, b > 0, c > 0, d > 1, α > 0.
We are interested to the behavior of the sequence V n(x, y), n ≥ 1 for any initial point
(x, y) ∈ R2+.
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The paper is organized as follows. In Section 2 we construct two invariant sets with respect
to operator V . Section 3 devoted to fixed points of the operator, moreover the type of each
fixed point is defined depending on the parameters of the model. In Section 4 under some
conditions on parameters we give limit points of trajectories. In the last section we give
numerical analysis of trajectories corresponding to the remaining cases of parameters.
2. Invariant sets
The set M is called an invariant with respect to operator V if V (M) ⊂M. We formulate
the following:
Proposition 1. The set
M1 =
{
(x, y) ∈ R2+ : 0 < x <
a− 1
b
, y = 0
}
is an invariant with respect to V .
The proof of this Proposition is straightforward.
Definition 1. (see. [7], page 47) Let f : A → A and g : B → B be two maps. f and g
are said to be topologically conjugate if there exists a homeomorphism h : A→ B such that,
h ◦ f = g ◦ h. The homeomorphism h is called a topological conjugacy.
Under a condition on parameters the restriction of the operator V on M1 is topologically
conjugate to the well-known quadratic family Fµ(x) = µx(1 − x) (discussed in [7]). Let
us do this point clear: in the system (1.2), if y = 0 then from the first equation we get
x(a− 1− bx) = fa,b(x).
Proposition 2. Two maps Fµ(x) and fa,b(x) are topologically conjugate for µ = 3− a.
Proof. We take the linear map h(x) = px+ q and by Definition 1 we should have h(Fµ(x)) =
fa,b(h(x)), i.e.,
pµx(1− x) + q = (px+ q)(a− 1− b(px+ q))
from this identity we get
pµ = bp2
pµ = p(a− 1− 2bq)
q = q(a− 1− bq)
⇒

p = µb
q = a−1−µ2b
q = a−2b
⇒ a = 3− µ.
Thus, the homeomorphism is h(x) = 3−ab x+
a−2
b . Moreover, since a > 1 we have µ < 2. 
The importance of this proposition is that if two maps are topologically conjugate then they
have essentially the same dynamics (see. [7], page 53).
Proposition 3. Let 1 < a ≤ 2. Then the set
M2 =
{
(x, y) ∈ R2+ :
αy
d− 1 ≤ x <
a− 1− cy
b
}
is an invariants with respect to operator V if
(1) 1 < d ≤ 2 or
(2) d < 4a− 3 and 0 < x < 2α
√
bcα(d−1)+b2α2+c2(a−1)(d−1)−α(c(d−1)+2bα)
c2(d−1) .
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Proof. If (x, y) ∈M2 then by 1 < a ≤ 2 we have
x(1) = x(a− 1− bx− cy) < x(a− 1) ≤ x,
and by the form of M2 we have
x(1) = x(a− 1− bx− cy) > x(a− 1− (a− 1− cy)− cy) = 0.
Similarly,
y(1) = y(d− 1− αy
x
) ≥ y(d− 1− αd− 1
α
) = 0.
Next we show that y(1) ≤ (d−1)x(1)α .
Case-1. If 1 < d ≤ 2 then y(1) = y(d − 1 − α yx) ≤ y(d − 1) ≤ y. Hence, in this case
x(1) < x, y(1) ≤ y and M2 is an invariant.
Case-2. Let we consider the inequality y(1) ≤ (d−1)x(1)α . Instead of x(1), y(1) we put their
expressions and we have
α2y2
x(d− 1) − (cx+ α)y + x(a− 1− bx) ≥ 0.
Last inequality is always true with respect to y if a discriminant is nonpositive, i.e.,
c2x2 + (2cα+
4bα2
d− 1)x+ α
2(
d− 4a+ 3
d− 1 ) ≤ 0.
By solving this inequality we obtain the (2) condition of the Proposition.Thus the proposition
is proved. 
Remark 1. The conditions (to the parameters a, b, c, d, α) in Proposition 3 are sufficient for
the set M2 to be an invariant.
3. Fixed points
A fixed point ([14]) p for a mapping F : Rm → Rm is a solution to the equation F (p) = p.
We will study fixed points of the operator (1.2). Let λ(0) = (x(0), y(0)) be an initial point. By
the continuity of the operator V , (1.2), the limit points of each trajectory λ(n) = V n(λ(0)) are
fixed points for the operator V .
Proposition 4. For the operator (1.2) fixed points are
(i) λ1 =
(
a− 2
b
, 0
)
, (a > 2)
and
(ii) λ2 =
(
(a− 2)α
bα+ c(d− 2) ,
(a− 2)(d− 2)
bα+ c(d− 2)
)
where a > 2, bα+ c(d− 2) > 0 (if 1 < a < 2, bα+ c(d− 2) < 0 then from second inequality we
get that d < 2 and (a−2)(d−2)bα+c(d−2) < 0.)
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Proof. i) If y = 0 then the equation x = x(a−1− bx), (where x > 0) has the solution x = a−2b .
ii) If y > 0 then the system of equations x = x(a− 1− bx− cy), y = y(d− 1− α yx) has unique
solution
(
α(a−2)
bα+c(d−2) ,
(a−2)(d−2)
bα+c(d−2)
)
and here for existence of fixed point we have conditions a > 2
and bα+ c(d− 2) > 0. If a = 2 then{
x(1) = x(1− bx− cy) = x
y(1) = y(d− 1− α yx) = y
(3.1)
from this we get bx = −cy, but all parameters are positive, so x = y = 0 and there is no
solution of the system (3.1). 
Proposition 5. The following relations hold
(1)
λ1 =

nonhyperbolic, if a = 4 or d = 2
attractive, if 2 < a < 4, 1 < d < 2
repeller, if a > 4, d > 2
saddle, if otherwise
(2)
λ2 =

nonhyperbolic, if |µ1| = 1, or |µ2| = 1
attractive, if |µ1| < 1, |µ2| < 1
repeller, if |µ1| > 1, |µ2| > 1
saddle, if otherwise
where
µ1 = −1
2
1
bα+ cd− 2c(abα+ bdα+ cd
2 − 6bα− 6cd+ 8c+
√
D),
µ2 = −1
2
1
bα+ cd− 2c(abα+ bdα+ cd
2 − 6bα− 6cd+ 8c−
√
D).
D = a2b2α2 − 2ab2dα2 − 6abcd2α− 4ac2d3 + b2d2α2 + 2bcd3α+ c2d4 + 24abcdα
+24ac2d2 − 24abcα− 48ac2d− 24bcdα− 24c2d2 + 32ac2 + 32bcα+ 64c2d− 48c2.
Proof. (1) First we find the Jacobian for the system (1.2):
J =
[
a− 1− 2bx− cy −cx
α y
2
x2
d− 1− 2α yx
]
(3.2)
Then the Jacobian at the fixed point λ1 =
(
a−2
b , 0
)
has the form
J(λ1) =
[
3− a −c (a−2)b
0 d− 1
]
and the eigenvalues of this matrix are ν1 = 3− a, ν2 = d− 1. By solving inequalities |ν1| < 1,
|ν2| < 1 we get 2 < a < 4, 1 < d < 2, thus, λ1 is an attracting fixed point. The proof of all
other cases are similar.
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(2) The Jacobian at the second fixed point λ2 =
(
(a−2)α
bα+c(d−2) ,
(a−2)(d−2)
bα+c(d−2)
)
has the following
form
J(λ2) =
[
1− (a−2)bαbα+c(d−2) − (a−2)cαbα+c(d−2)
(d−2)2
α 3− d
]
.
Then the eigenvalues µ1, µ2 of this matrix are the roots of the following quadratical equation:
µ2 − µ
(
4− d− (a− 2)bα
bα+ c(d− 2)
)
+ (3− d)
(
1− (a− 2)bα
bα+ c(d− 2)
)
+
c(a− 2)(d− 2)2
bα+ c(d− 2) = 0.

We note that there exist coefficients satisfying the condition |µ1| < 1, |µ2| < 1. For example,
if a = 3, b = 1, c = 2, d = 4.5, α = 0.5 then µ1 = 0.3114, µ2 = −0, 9023.
4. Limit points
4.1. Definitions. The set of limit points of trajectory is very important in the theory of
dynamical systems, so we will study the set of limit points of trajectories of the operator (1.2).
Definition 2. (see. [7], page 49) f : J → J is said to be topologically transitive if for any pair
of open sets U, V ⊂ J there exists k > 0 such that fk(U) ∩ V 6= ∅.
Definition 3. (see. [7], page 49) f : J → J has sensitive dependence on initial conditions if
there exists δ > 0 such that, for any x ∈ J and any neighborhood N of x, there exists y ∈ N
and n ≥ 0 such that |fn(x)− fn(y)| > δ.
Definition 4. (see. [7], page 50) f : J → J is said to be chaotic on J if
1. f has sensitive dependence on initial conditions;
2. f is topologically transitive;
3. periodic points are dense in J.
4.2. On the invariant set M1. Consider trajectories on the invariant set M1 first.
Proposition 6. If 1 < a ≤ 2 and initial point (x(0), y(0)) ∈M1 then
lim
n→∞(x
(n), y(n)) = (0, 0).
Proof. If 1 < a < 2 then x(1) = x(0)(a − 1 − bx(0)) < x(0)(a − 1), from this we get x(n+1) <
x(0)(a− 1)n. Thus,
lim
n→∞x
(n) = 0
since a− 1 < 1. In addition, by conjugacy of the operators Fµ(x), fa,b(x) and by Proposition
5.3. (in [7], page 32) from 1 < µ < 3 we have 0 < a < 2. In Proposition 1, fa,b = h ◦ Fµ ◦ h−1
since h ◦ Fµ = fa,b ◦ h, so fna,b = h ◦ Fnµ ◦ h−1 and going to the limit from two sides we have
lim
n→∞ f
n
a,b(x) = limn→∞h ◦ F
n
µ ◦ h−1(x) = h(1−µµ ) = 0, where h(x) = 3−ab x + a−2b . If a = 2 then
x(n+1) = x(n)(1− bx(n)) < x(n) for any n ∈ N (where N is the set of all positive integers), i.e.,
the sequence x(n) monotonically decreasing. Since the sequence is bounded from below, it has
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a limit. The limit should be a fixed point for the function f2,b(x), i.e. the unique fixed point
x = 0. Hence, x(n) → 0 as n→∞.
We note that, by the domain of the operator (1.2), x(1) = x(0)(a− 1− bx(0)) > 0⇒ x(0) <
a−1
b . 
Proposition 7. Let 2 < a < 4.
(i) fa,b(x) = x(a− 1− bx) has an attracting fixed point p0 = a−2b and repelling fixed point 0.
(ii) If 0 < x < a−1b then
lim
n→∞ f
n
a,b(x) = p0
Proof. (i). Let fa,b(x) = x(a − 1 − bx) with a > 2. Then it has two fixed points: 0 and
p0 =
a−2
b . We have f
′
a,b(0) = a− 1 and f ′a,b(p0) = 3− a. Hence 0 is a repelling for a > 2 and
p0 is an attracting with 2 < a < 4.
(ii) Case: 2 < a < 3. Suppose x ∈ (0, a−12b ). Then graphical analysis (which is called
Kyonigsa-Lamereya diagram, see [17], page 7) shows that limn→∞ fna,b(x) = p0. If x lies in the
interval (a−12b ,
a−1
b ) then fa,b(x) lies in (0,
a−1
2b ), so that the previous argument implies (see
Fig.1)
fna,b(x) = f
n−1
a,b (fa,b(x))→ p0, as n→∞.
Case: 3 < a < 4. Graphical analysis shows what is different in this case (see Fig.2). Note
that a−12b < p0 <
a−1
b . Let pˆ0 denote the unique point in the interval (0,
a−1
2b ) that is mapped
onto p0 by fa,b. Then we can easily check that f2a,b maps the interval [pˆ0, p0] inside [
a−1
2b , p0].
It follows that fna,b(x) → p0 as n → ∞ for all x ∈ [pˆ0, p0]. Now suppose x < pˆ0. Again
graphical analysis shows that there exists integer k > 0 such that fka,b(x) ∈ [pˆ0, p0]. Thus
fk+na,b (x) → p0 as n → ∞. Similarly, fa,b maps the interval (p0, a−1b ) onto (0, p0). Since
(0, a−1b ) = (0, pˆ0) ∪ [pˆ0, p0] ∪ (p0, a−1b ), we have finished the proof. 
If a > 4 then the fixed point p0 becomes repelling. Let us consider 2-periodical points of
the function fa,b (see Fig.3) as roots of the equation:
fa,b(fa,b(x))− x
fa,b(x)− x = 0.
Then we have the following solutions: p1 =
a−
√
a(a−4)
2b , p2 =
a+
√
a(a−4)
2b . We know that if|f ′a,b(p1) · f ′a,b(p2)| < 1 then the cycle {p1, p2} is an attracting (see [17], page 9). Hence,
f ′a,b(p1) · f ′a,b(p2) = (a− 1)2 − 2b(a− 1)(p1 + p2) + 4b2p1p2 = −a2 + 4a+ 1,
then |f ′a,b(p1) · f ′a,b(p2)| < 1, if 4 < a < 2 +
√
6 ≈ 4.4494...
If a > 2 +
√
6 then the cycle {p1, p2} becomes repelling. Numerical analysis shows that if
2 +
√
6 < a < 4.543 then there exists four periodical attracting cycle (see Fig.4).
Proposition 8. Let x < a−1b . Then
(i) If 4 < a < 2 +
√
6 ≈ 4.4494 then the operator fa,b(x) = x(a − 1 − bx) has a cycle of
period two;
(ii) If 2 +
√
6 < a < 4.543 then the operator fa,b(x) = x(a− 1− bx) has a cycle of period
four;
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(iii) If 4.544 < a < 4.564 then the operator fa,b(x) = x(a − 1 − bx) has a cycle of period
eight;
(iv) If a > 3 +
√
5 then fa,b(x) = x(a− 1− bx) has chaotic dynamics for any initial point
x0 ∈ (0, a−1b ) \ {p0}.
Proof. The proof of (i), (ii) and (iii) follows from above mentioned discussion. Proof of the
(iv) follows by the arguments of [7], pages 50-51. 
Figure 1. Graphical analysis
of fa,b(x) = x(a−1−bx) when
2 < a < 3.
Figure 2. Graphical analysis
of fa,b(x) = x(a−1−bx) when
3 < a < 4.
Figure 3. Two periodical
graphics of fa,b(x) = x(a− 1−
bx) when a > 4.
Figure 4. Four periodical
graphics of fa,b(x) = x(a− 1−
bx) when a > 4.
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4.3. On the invariant set M2.
Theorem 1. Let (x(0), y(0)) ∈M2 be an initial point and 1 < d ≤ 2.
(i) If 1 < a ≤ 2 then
lim
n→∞(x
(n), y(n)) = (0, 0)
(ii) If 2 < a < 4 then there exists a neighborhood U(λ1) such that
lim
n→∞(x
(n), y(n)) = λ1 = (
a− 2
b
, 0), ∀(x(0), y(0)) ∈ U(λ1).
Proof. For 1 < d < 2 we get y(n+1) < y(0)(d− 1)n and from this
lim
n→∞ y
(n) = 0
If d = 2 then y(n+1) = y(n)(1− α y(n)
x(n)
) < y(n). Thus, y(n) is decreasing and it has a limit. We
assume that
lim
n→∞ y
(n) = y¯ 6= 0.
From second equation of the operator V we have:
x(n) =
αy(n)
1− y(n+1)
y(n)
.
From this we obtain lim
n→∞x
(n) =∞. This is a contradiction to the boundedness of the sequence
x(n) in the invariant set M2. Hence,
lim
n→∞ y
(n) = 0.
Case-(i). If 1 < a < 2 we get x(n+1) < x(0)(a− 1)n and limn→∞ x(n) = 0.
If a = 2 then x(1) = x(0)(1 − bx(0) − cy(0)). It means than the sequence x(n) monotone
decreasing and it has limit x¯. If we assume that x¯ 6= 0 then it must be a fixed point. But in
this case there is no fixed point of the operator V. Thus, x¯ = 0.
Case-(ii). Above we have shown that independently on a ∈ (1, 4) the sequence y(n) has zero
limit and x(n) → 0 if 1 < a ≤ 2.
Let now 2 < a < 4. First equation of the operator V is:
x(n+1) = x(n)(a− 1− bx(n) − cy(n)) (4.1)
For y(0) = 0 by Proposition 7 we get that the limit of the sequence x(n) is a−2b .
If y(0) > 0 then by Proposition 5 the fixed point λ1 is attractive, and therefore by the
general theory of dynamical systems [7], there exists its neighborhood U(λ1) such that for any
(x(0), y(0)) ∈ U(λ1) we have
lim
n→∞(x
(n), y(n)) = λ1.
(see Fig.5 for an illustration). The theorem is proved. 
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Figure 5. a=3.8, b=1, c=2, d=2, α = 4, x(0) = 1.2, y(0) = 0.2. Shown
λ(n) = (x(n), y(n)), n = 0, 1, . . . , 10000
Theorem 2. Let (x(0), y(0)) ∈M2 be an initial point which is not fixed points and let 1 < d ≤ 2.
Then
(i) If 4 < a < 2 +
√
6 ≈ 4.4494 then the operator V n(x(0), y(0)) converges to a cycle of
period two;
(ii) If 2 +
√
6 < a < 4.543 then the operator V n(x(0), y(0)) converges to a cycle of period
four;
(iii) If 4.544 < a < 4.564 then the operator V n(x(0), y(0)) converges to a cycle of period
eight;
(iv) If a > 3 +
√
5 then V has chaotic dynamics.
Proof. By the condition 1 < d ≤ 2 we have that lim
n→∞ y
(n) = 0. It means that for any initial
point there exists n0 ∈ N such that the operators V and fa,b have the same limit behavior.
Hence, proof of this theorem follows from Proposition 8. 
Let us give some figures related to this Theorem: If 4 < a < 2 +
√
6 then by two periodical
points p1 =
a−
√
a(a−4)
2b , p2 =
a+
√
a(a−4)
2b which are mentioned in above, we have two attracting
fixed points (p1, 0), (p2, 0) of period 2. For example, if a = 4.3, b = 1 then (p1, 0) ≈ (1.5821, 0)
and (p2, 0) ≈ (2.71789, 0) (Fig. 6). Similarly, for the 2 +
√
6 < a < 4.543, for example, a = 4.5,
we can see the behavior of the trajectory with respect to the attracting cycle of period four
(Fig.7). In addition, represented 8, 16 and greater periodical fixed points. (Fig. 8, Fig. 9, Fig.
10, Fig. 11).
5. Case d > 2, a > 2
In this case we have several interesting cases, in particular chaos. Numerical analysis shows
that the coordinates of the vector λ(n) are not monotone, so it is not easy to see the limit
properties of the trajectory. Therefore, we study these limits numerically for concrete values
of parameters: (In all Figures the red point is the fixed point λ2)
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Figure 6. Two periodical:
a=4.3, b=1, c=2, d=2, α =
4, x(0) = 1.2, y(0) = 0.2.
Shown λ(n), n =
0, 1, . . . , 100000.
Figure 7. Four periodical:
a=4.5, b=1, c=2, d=2, α =
4, x(0) = 1.2, y(0) = 0.2.
Shown λ(n), n =
0, 1, . . . , 100000.
Figure 8. Eight periodical:
a=4.564, b=1, c=2, d=2, α =
4, x(0) = 1.2, y(0) = 0.2.
Shown λ(n), n =
0, 1, . . . , 100000.
Figure 9. Sixteen periodical:
a=4.569, b=1, c=5, d=2, α =
42, x(0) = 1.2, y(0) = 0.2.
Shown λ(n), n =
0, 1, . . . , 100000.
5.1. Numerical analysis. 1) a = 3, b = 2, c = 5, d = 4, α = 1. Then by the system (1.2) we
get x
(n+1) = 2x(n) − 2(x(n))2 − 5x(n)y(n)
y(n+1) = 3y(n) − (y(n))2
x(n)
(5.1)
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Figure 10. a=4.6, b=1, c=2,
d=2, α = 4, x(0) = 1, y(0) =
0.2. Shown λ(n), n =
0, 1, . . . , 100000.
Figure 11. a=4.8, b=1, c=2,
d=2, α = 4, x(0) = 1, y(0) =
0.2. Shown λ(n), n =
0, 1, . . . , 100000.
For this system λ2 = ( 112 ,
2
12) = (0.0833, 0.1666). Here we choose the initial point with condition
x(1) > 0, y(1) ≥ 0. By using Wolfram Mathematica 7.0 we find limit points of initial point
x(0) = 0.1, y(0) = 0.2 (Fig.12).
Figure 12. a=3, b=2, c=5,
d=4, α = 1, x(0) = 0.1, y(0) =
0.2. Shown λ(n), n =
0, 1, . . . , 2000.
Figure 13. a=3, b=2,
c=5, d=4, α = 1, x(0) =
0.09514, y(0) = 0.1919. Shown
λ(n), n = 0, 1, . . . , 2000.
2) a = 3, b = 1, c = 2, d = 4.5, α = 2. Then λ2 = (27 ,
5
14) = (0.2857, 0.3571) after n = 20000
iteration we have (x(n), y(n)) = (0.285714, 0.357143) with x(0) = 0.25, y(0) = 0.3. (Fig.14) We
see that in some subcases of the system (1.2) limit is:
lim
n→∞(x
(n), y(n)) = λ2 =
(
(a− 2)α
bα+ c(d− 2) ,
(a− 2)(d− 2)
bα+ c(d− 2)
)
.
12 U. A. ROZIKOV, S.K. SHOYIMARDONOV
Figure 14. a=3, b=1, c=2,
d=4.5, α = 2, x(0) =
0.25, y(0) = 0.3. Shown λ(n),
n = 0, 1, . . . , 2000.
Figure 15. a=3, b=1, c=2,
d=4.5, α = 2, x(0) =
0.2967, y(0) = 0.364. Shown
λ(n), n = 0, 1, . . . , 2000.
Figure 16. Fig.12 and Fig.13
in one system of coordinates
Figure 17. Fig.14 and Fig.15
in one system of coordinates
But for some cases the behavior of the trajectory is various (Fig.18- Fig.22).
3) For a = 3.7, b = 2, c = 1, d = 3.9, α = 3 the trajectory is given in Fig.18 and Fig.19
4) For a = 3.7, b = 2, c = 2, d = 3.6, α = 3 the trajectory is given in Fig.20 and Fig.22
From the Fig.20 and Fig.22 we can say that in this case there is an invariant domain which is
bounded by closed and attracting invariant curve.
5) For a = 3.9, b = 1, c = 1, d = 3.1, α = 1, x(0) = 0.1, y(0) = 0.01 the trajectory is given in
Fig.25
6) For a = 4.4, b = 1.3, c = 1.1, d = 3.1, α = 1, x(0) = 0.1, y(0) = 0.01 the trajectory is given
in Fig.26
7) For a = 4.3, b = 1, c = 1, d = 3.1, α = 1, x(0) = 0.1, y(0) = 0.01 the trajectory is given in
Fig.27
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Figure 18. a=3.7, b=2, c=1,
d=3.9, α = 3, x(0) =
0.5, y(0) = 0.3. Shown λ(n),
n = 0, 1, . . . , 100000.
Figure 19. a=3.7, b=2, c=1,
d=3.6, α = 3, x(0) =
0.6431, y(0) = 0.3857. Shown
λ(n), n = 0, 1, . . . , 100000.
Figure 20. a=3.7, b=2, c=2,
d=3.6, α = 3, x(0) =
0.5, y(0) = 0.3. Shown λ(n),
n = 0, 1, . . . , 100000.
Figure 21. a=3.7, b=2, c=2,
d=3.6, α = 3, x(0) =
0.512, y(0) = 0.3168. Shown
λ(n), n = 0, 1, . . . , 100000.
8) For a = 4.4, b = 1, c = 1, d = 3.1, α = 1, x(0) = 0.1, y(0) = 0.01 the trajectory is given in
Fig.28
5.2. Lyapunov exponents. It is known that the Lyapunov exponents describe the behavior
of vectors in the tangent space of the phase space and are defined from the Jacobian matrix,
([2], [3], [8], [20]).
Lyapunov exponent is calculated by eigen values of the limit of the following expression:
(J0J1...Jn)
1
n
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Figure 22. a=3.7, b=2, c=2, d=3.6, α = 3, x(0) = 0.5559, y(0) = 0.2901.
Shown λ(n), n = 0, 1, . . . , 100000.
Figure 23. Fig.20 and Fig.21
in one system of coordinates
Figure 24. Fig.20 and Fig.22
in one system of coordinates
where n tends to infinity, and Ji is the Jacobian of the function at the iterated point (xi, yi).
For the evaluation of Lyapunov exponent, we have taken an initial point and iterated it say
for 106 time so that we are closer to the fixed point. We find J0J1...Jn where n = 106 say and
calculate the Eigenvalues of that resultant matrix. Then λ = ln(eigenvalue)n is the Lyapunov
exponent.
For the system (1.2) we consider the case a = 3.9, b = 2, c = 2, d = 3.6, α = 3, x(0) =
0.5, y(0) = 0.4 and we calculate the Lyapunov exponent. The Jacobian is:
J(x, y) =
[
2.9− 4x− 2y −2x
3 y
2
x2
2.6− 6 yx
]
Then
J = J0J1...J106 =
[ −747074 278832
−3.41787 ∗ 106 1.27566 ∗ 106
]
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Figure 25. a = 3.9, b =
1, c = 1, d = 3.1, α = 1, x(0) =
0.1, y(0) = 0.01
Figure 26. a = 4.4, b =
1.3, c = 1.1, d = 3.1, α =
1, x(0) = 0.1, y(0) = 0.01
Figure 27. a = 4.3, b =
1, c = 1, d = 3.1, α = 1, x(0) =
0.1, y(0) = 0.01
Figure 28. a = 4.4, b =
1, c = 1, d = 3.1, α = 1, x(0) =
0.1, y(0) = 0.01
The eigenvalues of this matrix are µ1 = 528588, µ2 = −8.14907 ∗ 10−10 and from this the
positive Lyapunov exponent is
λ =
ln(528588)
106
≈ 0.1243.
Hence, in this case the trajectory is chaos [1]. The dots in the XY-plane are given in Fig.29.
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Figure 29. a=3.9, b=2, c=2,
d=3.6, α = 3, x(0) =
0.5, y(0) = 0.4. Shown λ(n),
n = 0, 1, . . . , 10000.
Figure 30. a=3.9, b=2, c=2,
d=3.6, α = 3, x(0) =
0.5857, y(0) = 0.319. Shown
λ(n), n = 0, 1, . . . , 10000.
Figure 31. a=4.8, b=1,
c=30, d=2, α = 1, x(0) =
0.1, y(0) = 0.01. Shown λ(n),
n = 0, 1, . . . , 10000.
Figure 32. a=4.8, b=1,
c=70, d=2, α = 1, x(0) =
0.1, y(0) = 0.01. Shown λ(n),
n = 0, 1, . . . , 100000.
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