Abstract. We investigate the possibility of solving mathematical programs with complementarity constraints (MPCCs) using algorithms and procedures of smooth nonlinear programming. Although MPCCs do not satisfy a constraint qualification, we establish sufficient conditions for their Lagrange multiplier set to be nonempty. MPCCs that have nonempty Lagrange multiplier sets and that satisfy the quadratic growth condition can be approached by the elastic mode with a bounded penalty parameter. In this context, the elastic mode transforms MPCC into a nonlinear program with additional variables that has an isolated stationary point and local minimum at the solution of the original problem, which in turn makes it approachable by sequential quadratic programming algorithms. One such algorithm is shown to achieve local linear convergence once the problem is relaxed. Under stronger conditions, we also prove superlinear convergence to the solution of an MPCC using an adaptive elastic mode approach for a sequential quadratic programming algorithm recently analyzed in an MPCC context by Fletcher and al. [16]. Our assumptions are more general since we do not use a critical assumption from that reference. In addition, we show that the elastic parameter update rule will not interfere locally with the super linear convergence once the penalty parameter is appropriately chosen.
1. Introduction. Complementarity constraints can be used to model numerous economics or engineering applications [27, 33] . Solving optimization problems with complementarity constraints may prove difficult for classical nonlinear optimization, however, given that, at a solution x * , such problems cannot satisfy a constraint qualification [27, Chapter 3] . As a result, algorithms based on the linearization of the feasible set, such as sequential quadratic programming (SQP) algorithms, may fail because feasibility of the linearization can no longer be guaranteed in a neighborhood of the solution [27] .
Several methods have been recently proposed to accommodate such problems. For example, a nondifferentiable penalty term in the objective function can be used to replace the complementarity constraints [28] , while maintaining the same solution set. Although the new problem may now satisfy the constraint qualification the nondifferentiability of the objective function is an obstacle to the efficient computation of an optimal point, at least from the practical perspective of the range of available software. Another method is the disjunctive nonlinear programming (disjunctive NLP) approach [27] , though this may lead to a large number of subcases to account for the alternatives involving degenerate complementarity constraints. If all constraint functions, with the exception of the complementarity constraints, are linear, then efficient active set approaches can be defined, if the linear independence constraint qualification holds [20] . Still other approaches have been defined for problems whose complementarity constraints originate in equilibrium conditions [27] .
A nonsmooth approach has been proposed in [33] for MPCCs in which the underlying complementarity constraints originate in a variational inequality with strong regularity properties. A bundle trust-region algorithm is defined in which each element of the bundle is generated from the generalized gradient of the reduced objective function. The key step is to produce an element of the generalized gradient [33, Equations (7.24), (7.25) ], which may be quite costly for general cases at points where there are a substantial number of degenerate complementarity constraints.
In this work we investigate the possibility of solving MPCCs by applying certain SQP algorithms to their nonlinear programming formulation. This endeavor is important because it allows one to extend the considerable body of analytical and computational expertise of smooth nonlinear programming to this new class of problems. The advantage of such an approach over disjunctive programming, for example, is that it considers simultaneously all the alternatives involving degenerate complementarity constraints. The disadvantage is that the description of the constraint set is considerably less well behaved.
Recognizing that the potential infeasibility of the subproblems with linearized constraints may prevent normal termination of SQP algorithms, we discuss their use in conjunction with the elastic mode [22] . The elastic mode is a standard technique of approaching infeasible subproblems by relaxing the constraints and introducing a differentiable penalty term in the objective function. To show that such an approach can accommodate a large class of MPCCs, we use the framework from [36] to determine sufficient conditions for MPCCs to have nonempty Lagrange multiplier sets.
As in [36] , the first-and second-order optimality properties of an MPCC are compared with the similar properties of two nonlinear programs that involve no complementarity constraints and may thus satisfy a constraint qualification. Here, however, we consider the optimality properties of an MPCC formulated as a nonlinear program with differentiable data. In [36] the MPCC is equivalently described with the complementarity constraints replaced by an equality involving the nondifferentiable function min {x 1 , x 2 }. The two formulations will ultimately have similar properties, but the smooth description is important in anticipation of the use of a standard nonlinear programming algorithm to solve MPCCs.
The elastic mode approach we present here is different from other nonlinear programming approaches for MPCC in the following important respect. Virtually all smooth nonlinear programming approaches currently described in the literature for finding a solution x * of MPCC consist of transforming it into another nonlinear program depending on a parameter p, MPCC(p) and then finding the solution x p of the modified problem [23, 27, 37] . The problem MPCC(p) will have enough constraint regularity for x p to be found reasonably efficiently. The solution x * is then obtained in the limit as p → 0, and x p = x * for any p. The program MPCC(0) is undefined, or does not satisfy a constraint qualification (if the parameter is a penalty parameter c, the same observation is valid by choosing p = 1 c ). For the elastic mode, under conditions to be specified in the body of this work, MPCC is transformed into a problem MPCC(c) that satisfies a constraint qualification and has x * as a local solution for all c sufficiently large but finite. So MPCC is transformed by a finite procedure in a nonlinear program with the same solution that satisfies a constraint qualification, which does not happen for the other approaches. To our knowledge, at the time of the initial issue of this technical report in December 2000, the developments presented here are the first systematic approach of this type that is valid for a generic instance of mathematical programs with complementarity constrains.
We note that SQP was applied before in connection with a smoothing method for MPCC [19] . However, that approach is different from the one used here, in that the smoothing parameter had to be taken to a limit point, at which the nonlinear programming constraint qualification did not hold. In the context described here, that approach is closer to the MPCC(p) approach presented in the preceding paragraphs, though its appeal is that for a given smoothing parameter, the resulting problem was not solved until convergence, as opposed to other MPCC(p) approaches.
The paper is structured as follows. In the remainder of Section 1 we review the relevant nonlinear programming concepts. In Section 2 we discuss sufficient conditions for MPCC to have a nonempty Lagrange multiplier set, in spite of not satisfying a constraint qualification at any point. This allows us to argue in Section 3 that the elastic mode applied to an instance of the MPCC class will retrieve a local solution of the problem for a finite value of the penalty parameter, a point which is supported by several numerical examples. In section 4 we prove that an adaptive elastic mode approach built around an algorithm recently analyzed in Fletcher and al. [16] in the MPCC context will result in super linear convergence near the solution of an MPCC under assumptions weaker than in [16] . Specifically, here we do not assume that the iterates are either feasible or satisfy the complementarity constraints for the unrelaxed problem. In addition, we show that the elastic parameter update rule will not affect locally the super linear convergence once the penalty parameter is appropriately chosen. Hereg : R n → R m ,h : R n → R r . We assume thatf ,g, andh are twice continuously differentiable.
We call x a stationary point of (1.1) if the Fritz-John condition holds: There exist multipliers 0 =λ = (λ 0 ,λ 1 , . . . ,λ m+r ) ∈ R m+r+1 , such that A local solution x * of (1.1) is a stationary point [34] . We introduce the sets of generalized Lagrange multipliers Λ g (x) = 0 =λ ∈ R m+r+1 |λ satisfies (1.2) at x , (1.4)
The set of active inequality constraints at a stationary point x is A(x) = {i ∈ {1, 2, . . . , m} |g i (x) = 0} . (1.6)
The set of inactive inequality constraints at x is the complement ofÃ(x):
A c (x) = {1, 2, . . . , m} -Ã(x). (1.7)
With this notation, the complementarity condition from (1.2), m i=1λ i g i (x) = 0, becomesλÃ c (x) = 0.
If certain regularity conditions hold at a stationary point x (discussed below), there existμ = (μ 1 ,μ 2 , . . . ,μ m+r ) ∈ R m+r that satisfy the Karush-Kuhn-Tucker (KKT) conditions [3, 4, 14] :
In this case,μ are referred to as the Lagrange multipliers, and x is called a KarushKuhn-Tucker (KKT) point. We denote the set of Lagrange multipliers by
A simple inspection of the definitions of Λ(x) and Λ g 1 (x) reveals that:
Also, because of the first-order homogeneity of the conditions (1.2), and from (1.8), it immediately follows that
The regularity condition, or constraint qualification, ensures that a linear approximation of the feasible set in the neighborhood of a stationary point x captures the geometry of the feasible set. The regularity condition that we will use at times at a stationary point x is the Mangasarian-Fromovitz constraint qualification (MFCQ) [30, 29] :
1. ∇ xhj (x), j = 1, 2, . . . , r, are linearly independent and 2. ∃p = 0 such that ∇ xhj (x) T p = 0, j = 1, 2, . . . , r
It is well known [21] that (MFCQ) is equivalent to the fact that the set Λ(x) of Lagrange multipliers of (1.1) is not empty and bounded at a stationary point x of (1.1). Note that Λ(x) is certainly polyhedral in any case. Another condition that we will use on occasion is the strict MangasarianFromovitz constraint qualification (SMFCQ). We say that this condition is satisfied by (1.1) at a KKT point x if (SMFCQ) 1) (MFCQ) is satisfied at x and 2) the Lagrange multiplier set Λ(x) contains exactly one element.
The critical cone at a stationary point x is [13, 38] 
We now review the conditions for a point x * to be a solution of (1.1). The second-order necessary conditions for x * to be a local minimum are that Λ g (x * ) = ∅ and [24] ∀u ∈ C(x * ), ∃λ
The second-order sufficient conditions for x * to be a local minimum are that Λ g (x * ) = ∅ and [24] ∀u ∈ C(x * ), u = 0, ∃λ
Stronger second-order conditions are Robinson's conditions. These conditions are that, at a solution x * , the following condition holds:
In a fact we will invoke Robinson's conditions for the case where Λ g 1 (x * ) = ∅. In the latter situation, Robinson's conditions are equivalent to:
1.2. Notation. For a mapping q : R n → R l , we define:
With this definition, it immediately follows that q(x) = q + (x) − q − (x) and that
We denote the L ∞ nondifferentiable penalty function bỹ
We also define the L 1 penalty function as
It is immediate that:
An obvious consequence of (1.15) and (1.14) is that x is a feasible point of (1.1) if and only ifP 1 (x) =P ∞ (x) = 0.
We say that the nonlinear program (1.1) satisfies the quadratic growth condition with a parameterσ at
holds for someσ > 0 and all x in a neighborhood of x * . The quadratic growth condition is equivalent to the second-order sufficient conditions (1.13), [6, 7, 24, 25, 38] and it is the weakest possible second-order condition.
For the case in which (MFCQ) holds at a solution x * of (1.1), the quadratic growth condition at x * is equivalent to [6] f
for someσf > 0 and all x feasible in a neighborhood of x * . We will also use the Landau notation. We say that a is of order b which we denote by a = O(b), if there exists c such that a ≤ cb for all a and b sufficiently small. We denote by a = Ω(b) quantities a and b that satisfy a = O(b) and b = O(a).
We will use certain symbols twice, to denote related data of different programs. However, to avoid confusion, we will use a˜sign for the data of the general nonlinear programming problem (1.1), whereas the same objects associated with the (MPCC) problem (to be defined later) are denoted it without the˜sign. For instance, f ,g,h, denote, respectively, the objective, the inequality constraint, and the equality constraints of the general nonlinear programming problem, whereas f, g, h denote, respectively, the objective, the inequality constraints, and the equality constraints of the MPCC problem. The MPCC problem, however, has, in addition, complementarity constraints.
In the literature problems of the type we treat here are also called mathematical programs with equilibrium constraints (MPEC), an acronym that we may use when we invoke optimality conditions from the respective references.
Exact Penalty
Conditions for Degenerate Nonlinear Programming. We now assume that at a solution x * of the nonlinear program (1.1) the following conditions hold:
1. The Lagrange multiplier set at x * , Λ(x * ), is not empty. 2. The quadratic growth condition (1.16) is satisfied. Then there exists a neighborhood V(x * ), some penalty parametersc 1 ≥ 0,c ∞ ≥ 0 and some growth parameters σ 1 > 0 and σ ∞ > 0 such that [7, Theorem 3.113 ]
Therefore, x * becomes an unconstrained strict local minimum for the nondifferentiable functions ψ 1 (x) and ψ ∞ (x). Such functions are called nondifferentiable exact merit functions for the nonlinear program (1.1) [3, 4, 14] . If (1.18) and (1.19) are satisfied then we say that the functions ψ 1 (x) and ψ ∞ (x) satisfy a quadratic growth condition near x * .
Formulation of Mathematical Programs with Complementarity Constraints.
We use notation similar to the one in [36] to define a mathematical program with complementarity constraints (MPCC).
In this work we assume that the data of (MPCC) (f (x), h(x), g(x) and F k,i (x), for k = 1, 2, . . . , n c , and i = 1, 2) are twice continuously differentiable.
For a given k, the constraints
≤ 0 are therefore called complementarity constraints and are active at any feasible point of (MPCC).
Since we cannot have F k,1 (x) < 0, F k,2 (x) < 0, and F k,1 (x)F k,2 (x) < 0 simultaneously, it follows that (MFCQ) cannot hold at any feasible point x [27, 36].
1.5. MPCC Notation. In this section, which previews our general convergence results, we use the same notation from [36] to denote certain index sets, because at some point we invoke a theorem from that reference. Later, in our super linear convergence results we will use notation from [16] to denote similar index sets, because we will use results from the latter reference.
If i is one of 1, 2 we define i = 2 − i + 1. Therefore i = 1 ⇒ i = 2, and i = 2 ⇒ i = 1. The complementarity constraints can thus be written as
. . , n c . We use the notation
The active set of the inequality constraints
We use the following notation:
There are two cases for the constraints involved in the complementarity constraints at a feasible point x.
1. F k,1 (x)+F k,2 (x) < 0. In this case there is an i(k) ∈ {1, 2} such that F k,i(k) = 0 and F k,i(k) < 0. Therefore, with our notation k ∈ K(x), (k, i(k)) ∈ I(x) and (k, i(k)) ∈ I(x). We call F k,1 (x), F k,2 (x) a nondegenerate (or strictly complementary) pair. In the rest of the paper i(k) and i(k) will have the meaning defined in this paragraph, whenever k ∈ K.
(k, 1) ∈ D(x) and (k, 2) ∈ D(x). We call F k,1 (x), F k,2 (x) a degenerate pair. Therefore I(x) andĪ(x) contain the indices of the active constraints at which strict complementarity occurs, whereas D(x) contains the indices of the constraints that are degenerate at x from the point of view of complementarity. The set K(x) represents the indices k at which strict complementarity occurs and K(x) the indices k at which complementarity degeneracy occurs.
Since we are interested in the behavior of (MPCC) at a solution point x * , we may avoid the dependence of these index sets on x. Therefore we denote
, and A = A(x * ). For a set of pairs J ⊂ {1, 2, . . . , n c } × {1, 2} we denote by F J a map whose components are F k,i with (k, i) ∈ J .
Associated Nonlinear Programs at x
* . In this section we associate two nonlinear programs to (MPCC). This will help with characterizing the stationarity conditions for (MPCC). The notation is from [36] .
At x * we associate the relaxed nonlinear program (RNLP) to (MPCC).
As it can be seen, (RNLP) is obtained from (MPCC) by dropping the elements from F (x) that are inactive at x * , as well as the complementarity constraints, but enforcing the complements of inactive constraints as equality constraints.
We also associate at x * the tightened nonlinear program (TNLP), in which all the complementarity constraints in (MPCC) are dropped and all active constraints at x * connected to complementarity constraints are replaced by equality constraints.
We immediately see that, near x * , (TNLP) is a more constrained problem than (MPCC), which in turn is more constrained than (RNLP), and all three programs have the same objective function. As a result, if x * is a local solution of (RNLP), then it must be a local solution of (MPCC). Also, if x * is a local solution of (MPCC), then it will be a local solution of (TNLP). None of the reverse implications hold in general for either local solutions or stationary points.
However, if (TNLP) satisfies (SMFCQ) at a solution x * of (MPCC), then x * is a Karush-Kuhn-Tucker point of (TNLP) and (RNLP) [36] .
The Lagrange Multiplier Set of (MPCC).
In this section we analyze the relationship between the relevant mathematical objects of (MPCC) and (RNLP) at a solution x * . The (RNLP) formulation does not immediately violate (MFCQ), the way (MPCC) does. By establishing a correspondence between the Lagrange multiplier sets of (RNLP) and (MPCC) we ensure that, under certain conditions, (MPCC) has a nonempty Lagrange multiplier set, although it does not satisfy a constraint qualification.
Critical Cones.
In this section we compare the critical cones of (MPCC) and (RNLP). The active sets play a structural part in the definition of the critical cones. We have that:
We distinguish two cases.
, and, as a result,
which is active at x * , has no bearing on the definition (1.11) of the critical cone (it would just add the constraint 0 ≤ 0).
whereas F k,i(k) (x * ) < 0 and the corresponding constraint is inactive at x * . Therefore we have that
and thus the constraints connected to k that enter the definition of the critical cone (1.11) are:
for u an element of the critical cone. Using the definition (1.11) we get that the critical cone of (MPCC) is
Note that the definition that we use here of the critical cone corresponds to the nonlinear programming interpretation of (MPCC). There exists another, combinatorial, definition of the critical cone, that is used in connection to disjunctive approaches [27, Equation 5.3 . (2)]. We use (1.11) again to determine the critical cone of the relaxed nonlinear program. It is immediate from the definition of the index sets I, K, and D that all constraints involving components of F (x) are active at x * for (RNLP). It thus follows that the critical cone of (RNLP) is
Proof The conclusion is immediate, by noting that all the constraints involving the critical cones are the same with the exception of the ones involving indices k for which (k, i(k)) ∈ I. For these k, from the definition (1.22) of the index sets it follows that F k,i(k) (x * ) < 0. We therefore have that:
Since the remaining constraints of (RNLP) and (MPCC) are the same this equivalence proves the claim.
Generalized Lagrange Multipliers.
The set of generalized Lagrange multipliers of (MPCC) at x * is a set of multiples
that satisfies the Fritz-John conditions (1.2). Since µ are the multipliers corresponding to the components of F (x), we will index them by elements in (1, 2, . . . , n c ) × (1, 2). The Fritz-John conditions for (MPCC) at x * are that x * is feasible for (MPCC) and that
From our definition of the index sets it follows that F I (x * ) < 0 and g A c (x * ) < 0. Therefore, from the complementarity conditions (2.6), it follows that µ I = 0 and ν A c = 0.
We can also determine the relations satisfied by the generalized Lagrange multipliers of (RNLP). As discussed above, the index sets that define (RNLP) have been chosen such that all constraints involving components of F (x) are active. Therefore the generalized Lagrange multipliers are:
that satisfy the Fritz-John conditions:
Hereμ is a vector that is indexed by elements of D, andη is indexed by elements of I.
Relations between the generalized Lagrange Multiplier Sets of (MPCC) and (RNLP
We construct from the generalized multiplierλ of (RNLP) a generalized multiplier λ
• of (MPCC). We define the following types of components of λ
• . 1. Components that correspond to the objective function or the inequality constraints g i (x) ≤ 0 and equality constraints h j (x) = 0
2. Components connected to the pairwise degenerate constraints. For these we have
Similar to the equation (2.1) we have that:
and thereforeμ
3. Components connected to pairwise strictly complementary constraints. In this case we have k ∈ K, (k, i(k)) ∈ I, and (
, and we thus define the multipliers
It is immediate from these definitions that µ
is the only multiplier of (RNLP) involved in definition (2.12), we obtain using (2.2) that
(2.13)
After we compare the terms that, following (2.11) and (2.13), are equal in (2.7) and (2.5), we get that λ
5) as well as (2.6). By tracing the definition of λ
• we also have thatλ = 0 ⇒ λ • = 0. Therefore λ • is a generalized Lagrange multiplier of (MPCC) or
where α
• =α from (2.9).
Theorem 2.2. If the set of Lagrange multipliers of (RNLP) is not empty, then the set of Lagrange multipliers of (MPCC) is not empty.
Proof Since the Lagrange multiplier set of (RNLP) is not empty, we can choosẽ
is a generalized multiplier of (MPCC). From (1.10) it follows that the Lagrange multiplier set of (MPCC) is not empty.
The Lagrange multiplier set of (TNLP) at x * has a unique element.
Then the Lagrange multiplier set of (MPCC) is not empty.
Proof From [36, Theorem 2], since (TNLP) satisfies (SMFCQ) at x * , the Lagrange multiplier set of (RNLP) is not empty. Following Theorem 2.2, we obtain that the Lagrange multiplier set of (MPCC) is not empty, which proves the claim.
Unfortunately, the reverse statement of Theorem 2.2 does not hold in the absence of (SMFCQ), as is shown in [36] . Indeed, consider the following example:
The unique minimum of this problem is (0, 0). However, if we construct the associated (RNLP) formulation, we obtain
The point (y, 0) is feasible for y < 0 for the now-linear program (2.16). Thus (2.16) is unbounded and cannot have (0, 0) as a stationary point. Therefore Theorem 2.2 cannot be applied, since the Lagrange multiplier set of (2.16) is empty. In this situation (TNLP) associated to (2.15) of (2.15) does not satisfy either (MFCQ) or (SMFCQ).
An alternative formulation.
We also investigate the following equivalent formulation of (MPCC), where the complementarity constraints have been replaced by one constraint:
At a feasible point of the above program, we must have that nc k=1 F k,1 (x)F k,2 (x) = 0 and the equivalence between (2.17) and (MPCC) follows immediately. This formulation is of interest in computations because it has less constraints than (MPCC).
Lemma 2.4. If the Lagrange multiplier set of (MPCC) is not empty, there exists a generalized Lagrange multiplier
MPCC be a generalized Lagrange multiplier of (MPCC). Now let d ∈ R nc such that d ≥ 0. If k corresponds to degenerate complementarity constraints, k ∈ K, we have, as argued above, that F k,1 (x * ) = F k,2 (x * ) = 0, and thus
For this case, define
which results in
If k corresponds to strict complementarity constraints, k ∈ K, we have that
In turn, the last equation implies that
Since λ • satisfies (2.5) and (2.6), it follows from the preceding equation and (2.18), in a manner similar to the proof of the Theorem 2.2, that λ
• , µ * , η * ) satisfies (2.5) and (2.6) and thus λ
The conclusion is immediate, since we can always choose a vector
We now describe the generalized Lagrange multiplier set of the alternative formulation (2.17). We denote mathematical objects connected to (2.17) by the subscript M P CC1 . We write the Fritz-John conditions (1.2) for (2.17) at the point x * , and we obtain
and η 1 ≥ 0 ∈ R. A generalized multiplier of (2.17) is thus
where λ satisfies the Fritz-John conditions (2.19), (2.20) . Theorem 2.5.
i) The formulation (2.17) has a not empty Lagrange multiplier set if and only if (MPCC) has a not empty Lagrange multiplier set. ii) If (MPCC) has a not empty Lagrange multipliers set and it satisfies the quadratic growth condition at x * , then (2.17) has a not empty Lagrange multipliers set and satisfies the quadratic growth condition at x * . Proof If the Lagrange multiplier set of (2.17) is not empty, then there exists
T ∈ R nc and λ * = (1, ν , π , µ , η * ). It follows by inspection that λ * satisfies (2.5), (2.6) at x * . Therefore λ * is a generalized Lagrange multiplier of (MPCC), which means that (ν , π , µ , η * ) is a Lagrange multiplier of (MPCC). Thus the Lagrange multiplier set of (MPCC) is not empty. Conversely, applying Lemma 2.4, if the Lagrange multiplier set of (MPCC) is not empty, there exists the generalized Lagrange multiplier λ = (1, ν, π, µ, η) of (MPCC) that satisfies η k = η 1 , for k = 1, 2, . . . , n c . It immediately follows that, since λ satisfies (2.5) and (2.6), (1, ν, π, µ, η 1 ) satisfies (2.19) and (2.20) and is thus a generalized Lagrange multiplier of (2.17). Therefore (ν, π, µ, η 1 ) is a Lagrange multiplier of (2.17) at x * . The proof of part i) is complete.
For the second part, if (MPCC) has a not empty Lagrange multiplier set, then, from part i), the formulation (2.17) has a not empty Lagrange multiplier set. Since (MPCC) satisfies the quadratic growth condition, we have that [7, Theorem 3.113] there exists c 1 > 0 and σ 1 such that, for any x in a neighborhood of x * , we have that:
Here we denote by
. We now analyze in detail one term of the rightmost sum. We have that:
Since only one term in the preceding sum can be a nonzero, we obtain that:
. This implies that there exists a c F F > 0 such that, for any x in a neighborhood of x * , and for any k = 1, 2, . . . , n c , we will have that:
. In turn, this implies that for any x in a neighborhood of x * , we will have that:
Using the last inequality we obtain that:
From the last inequality it follows that (2.17) satisfies the quadratic growth condition (1.16) with parameter min
The proof of part ii) is complete. Theorems 2.2 and 2.5 give sufficient conditions for (MPCC) and (2.17) to have a nonempty Lagrange multiplier set in spite of the fact that neither satisfy a constraint qualification at any point in the usual sense of nonlinear programming. In Section 3 these conditions will imply that a relaxed version of either (MPCC) or (2.17) will have the same solution as (MPCC) and will satisfy (MFCQ), which makes either approachable by SQP algorithms.
The Elastic
Mode. An important class of techniques for solving nonlinear programs (1.1) is sequential quadratic programming. The main step in an algorithm of this type is solving the quadratic program
The matrix W can be the Hessian of the Lagrangian (1.1) at (x, λ) [15] , where λ is a suitable approximation of a Lagrange multiplier or a positive definite matrix that approximates the Hessian of the Lagrangian on a certain subspace [14, 22, 31] . A trust-region type constraint may be added to (3.1) to enforce good global convergence properties [15] . The solution d of (3.1) is then used in conjunction with a merit function and/or line search to determine a new iterate. We give here only a brief description of SQP algorithms, since our interest is solely in showing how the difficulties regarding the potential infeasibility of (3.1) when applied to (MPCC) can be circumvented. For more details about SQP methods see [14, 15, 22, 31] .
If a nonlinear program satisfies (MFCQ) at x * then the quadratic program will be feasible in a neighborhood of x * . If (MFCQ) does not hold at x * , however, the possibility exists that (3.1) is infeasible, no matter how close to x * [27, 33, 36] . This is an issue in the context of this paper because (MPCC) does not satisfy the (MFCQ) at a solution x * .
In the case of infeasible subproblems some of the SQP algorithms initiate the elastic mode [22] . This consists of modifying the nonlinear program (1.1) by relaxing the constraints and adding a penalty term to the objective function.
When the elastic mode is implemented, only the nonlinear constraints are relaxed [22] . To represent this situation in our approach, we assume thatg i (x) for i = 1, 2, . . . , l i , andh j (x), for j = 1, 2, . . . , l e , are linear.
For these constraints, we assume that
The set F l is feasible, where
[B2] The preceding representation of F l is minimal: ∇ xhj (x) are linearly independent, j = 1, 2, . . . , l e , and ∃d such that
None of these assumptions induces any loss of generality. Indeed, if F l = ∅, then the original nonlinear program (1.1) is infeasible. Most software for nonlinear programming starts with an analysis of the linear constraints and the infeasibility of the problem, which is the correct outcome when F l = ∅, is immediately detected. Clearly, the interesting situation is when F l is feasible, which is our assumption [B1].
If the set F l is polyhedral and nonempty, it must have a minimal representation [39, 11] . In addition, this representation can be computed by solving only one linear program [18] . The methods we use in this work are of the sequential quadratic programming type, where all constraints of the nonlinear program are linearized, and the nonlinear constraints are perhaps relaxed. Since the set F l is invariant under linearization, any of its representations will produce the same quadratic program subproblems. As long as we do not involve the Lagrange Multipliers of the constraints defining F l , that are not invariant to a change in representation, assumption [B2] does not result in any loss of generality as long as assumption [B1] holds.
Depending on the type of the relaxation, we can have either an L 1 or an L ∞ approach. Our results are related to the situation in which the merit functions ψ 1 (x) and ψ ∞ (x) are exact for the nonlinear program (1.1). Since both merit functions are widely used we will state our results for both cases.
First we consider the case in which the added penalty term is of the L ∞ [3] type:
k , and k = k + 1. Go to QP. 
An alternative elastic mode strategy consists of using an L 1 approach [14, 22] . The modified nonlinear program becomes
where e m−li and e r−le are vectors whose entries are all ones, of dimension m − l i and r − l e , respectively. We call c ∞ and c 1 the penalty parameters. All the constraints are now inequality constraints. A quadratic program analogous to (3.1) is constructed for (3.2) or (3.3), which, since [B1] and [B2] hold, now satisfies (MFCQ) at any feasible point. A feasible point of (3.2) or (3.3), respectively, can be immediately obtained by choosing ζ and u, v, w, respectively, to be sufficiently large.
We will make specific claims about one algorithm, presented in Table 3 .1. The algorithm is not necessarily practical, but it serves to show that rates of convergence results can be obtained under very general assumptions. We now define the algorithm for the general nonlinear program (1.1), though we later applied it to (3.2) and (3.3).
For fixed penalty parameter c 1 , the problem (3.3) can be approached by the above SQP algorithms without resulting in an infeasible QP, since the linearization of the problem The possibility exists, however, that c 1 may have to be increased indefinitely before a solution of (1.1) is obtained. In the following theorem we discuss sufficient conditions that ensure that the elastic mode relaxations (3.2) and (3.3) have x * as a component of the solution for sufficiently large but finite penalty parameter.
Theorem 3.1. Assume that, at a solution x * of (1.1), we have that • the Lagrange multiplier set of (1.1) is not empty, • the quadratic growth condition (1.16) is satisfied at x * , and • the data of (1.1) are twice continuously differentiable. Then, 1. For sufficiently large but finite values of the penalty parameter c ∞ and, respectively, c 1 , we have that the points (x * , 0) and, respectively, (x * ,0 m−li ,0 r−le , 0 r−le ), are local minima of (3.2) and (3.3) at which both (MFCQ) and the quadratic growth condition (1. Table 3 .1 is applied to (3.2) and, respectively, (3.3), and is initialized sufficiently close to (x * , 0) and, respectively, (x * , 0 m−li , 0 r−le , 0 r−le ), with sufficiently large penalty parameterc ∞ , then the sequence x k of iterates converges R-linearly. Proof We will prove part 1 of the Theorem only for the L ∞ case, the L 1 case following in the same manner. We define the fully relaxed nonlinear program
If (x, ζ) is a feasible point of (3.4), it immediately follows from the definition (1.14) of the L ∞ penalty function,P ∞ (x), that ζ ≥P ∞ (x). From (1.19), under the assumptions stated in this Theorem, we have that there existsc ∞ > 0 such that the penalty function ψ ∞ (x) satisfies a quadratic growth condition at x * . Choose now
Using (1.19), we obtain that, in a sufficiently small neighborhood of x * , we must have that:f
Whenever ζ ≤ 1 σ1 , we will have that σ 1 ζ 2 ≤ ζ. Therefore, in a sufficiently small neighborhood of (x * , 0), for all (x, ζ) feasible, we will have that:
Therefore, for our choice of c ∞ we have that (3.4) satisfies the quadratic growth condition for feasible points (x, ζ). Since any feasible point of (3.2) is feasible for (3.4), if follows that (3.2) also satisfies quadratic growth at (x * , 0) for every feasible point (x, ζ). Since (3.2) clearly satisfies (MFCQ) everywhere from assumption [B2], this is equivalent to the quadratic growth condition (1.16) holding for all (x, ζ) in a neighborhood of (x * , 0) [6, 7] . The proof of part 1 of the theorem is complete. From the conclusion of part 1 we have that, since (MFCQ) and the quadratic growth condition holds for (3.2) and, respectively, (3.3), at (x * , 0) and, respectively, (x * , 0 m−li , 0 n−le , 0 n−le ), these points must be isolated stationary points of the respective nonlinear programs [1] . This concludes the proof of part 2.
Part 3 immediately follows from [1] since (3.2) and, respectively, (3.3) satisfy the quadratic growth condition and (MFCQ) at (x * , 0) and, respectively, (x * ,0 m−li ,0 n−le , 0 n−le ). Note thatc ∞ that enters the definition of ψ ∞ used in the algorithm is not the same as the one in the proof of part 1. It can be shown that now we needc ∞ ≥ c ∞ , once the latter is chosen. Discussion • Note that the conditions used in the Theorem are fairly weak. The quadratic growth is the weakest possible second-order sufficient condition. Relaxing our Lagrange multiplier requirement would result in a problem with an empty Lagrange multiplier set, for which few regularity results are known that could be algorithmically useful.
• Determining that a solution point is an isolated stationary point is an important issue in nonlinear programming [35, 13, 7] . In practical terms, it means that a nonlinear programming algorithm with global convergence safeguards that does not leave a neighborhood of the solution point x * will in fact converge to x * . Example of such algorithms are provided in the references [8, 9, 10, 12, 26, 15] .
• A difficulty with the definition of the algorithm is that the successful completion of the algorithm depends on the choice of the parameters c ∞ ,c ∞ , c 1 , that need to be sufficiently large but finite. Note that here c ∞ andc ∞ have different purposes: c ∞ is needed to enforce ζ = 0 at a solution of (3.2), whereasc ∞ is the parameter of the merit functionψ ∞ (x) when the preceding algorithm is applied to (3.2) or (3.3). The two are related, but we need at leastc ∞ > c ∞ if we follow the proof of linear convergence from [1] . If (MFCQ) does not hold, the usual update [2, 4] , that depends on the Lagrange multipliers, for the value of the penalty parameter cannot be used to adapt c ∞ , if the original value is insufficient to result in ζ = 0. An adaptive elastic mode can be implemented where if ζ is not sufficiently small, then the penalty parameters are increased [22] . In Section 4 we show that such an update works under certain conditions. We now apply Theorem 3.1 for the case of interest in this work, MPCC. The following corollary is a simple restatement of Theorem 3.1 for (MPCC).
Corollary 3.2. Assume that (MPCC) satisfies the following conditions, at a solution x * : • The Lagrange multiplier set of (MPCC) not empty. From Theorem 2.2, (SM-FCQ) holding for (TNLP) is a sufficient condition for this assumption to hold.
• The quadratic growth condition (1.16) is satisfied at x * .
• The data of (MPCC) are twice continuously differentiable. Then the conclusions of Theorem 3.1 hold for (MPCC) and for (2.17).
Note The part of this result that leads to of Theorem 3.1 i) holding for (MPCC) under the stated conditions is related to [36, Theorem 8] . Note, however, that the cited result is rather an analysis tool since it involves a nonlinear program whose setup requires the knowledge of the various active sets at the solution. Such an information is not available in an algorithmic framework, unless we are very near convergence. In the approach that we present in this work, the elastic mode is applied directly to the original formulation either in (MPCC) or (2.17), and no further knowledge of the Proof From Theorem 3.1 the conclusion immediately applies for (MPCC). For (2.17) we apply Theorem 2.5 followed by Theorem 3.1 to obtain the conclusion.
Consequently, when started sufficiently close to a solution and with a sufficiently large penalty parameter, the algorithm will converge to that solution of (MPCC) or (2.17) with a sufficiently large but finite c ∞ andc ∞ as soon as (MPCC) satisfies the quadratic growth condition and has a nonempty Lagrange multiplier set at a solution x * . Since (SMFCQ) is a generic condition for (MPCC) and holds with probability 1 for instances of problems in the MPCC class [36] and the quadratic growth condition is the weakest second-order sufficient condition, this convergence property is expected to hold with probability 1.
Numerical Experiments. We conducted some numerical experiments on
MPCCs from the collection MacMPEC of Sven Leyffer. To validate the conclusions of this work, we used two widely employed nonlinear solvers MINOS [31] and SNOPT [22] . SNOPT implements an adaptive L 1 elastic mode approach.
We considered three types of problem, all of which appear in [33] 1. Stackelberg games [33, Section 12.1], which characterize market complementarity problems in which one of the players has a temporal advantage over the others. In our table these are the gnash problems. 2. Generalized Nash complementarity points [33, Section 12.2]. In our table this is the gne problem, an instance of the problem 12.34 in [33] . This is a restricted market complementarity problem. 3. Optimum packaging problem. The problem involves designing the support of a membrane such that the area of contact between the membrane and a specified rigid obstacle is minimized, subject to the constraint that a certain region must be in contact [33, Chapter 10] . The underlying variational inequality is defined by a two-dimensional elliptic operator, which is discretized on a grid of 8 × 8, 16 × 16, and 32 × 32 elements, which are the problems pack-rig followed by the discretization index in our table. With the exception of gne, all the problems have the complementarity constraints lumped together as one inequality, as in the formulation (2.17).
In the tables showing the results for MINOS and SNOPT, we indicate the number of variables, constraints, and complementarity constraints ("Var-Con-CC" in the first column), the final value of the objective function, the number of function evaluations and the final status of the run. The runs for both MINOS and SNOPT were done on the NEOS server [32] at Argonne National Laboratory. For SNOPT, we also indicate if the elastic mode was started and in what conditions. SNOPT can initialize the elastic mode in two circumstances: if the subproblem is infeasible or if the Lagrange multipliers exceed some user-specified quantity. In both examples for which the elastic mode was started, this happened because of an infeasible subproblem, a fact that we indicated in the Elastic, Why column of Table 3 .3 by an "Inf" symbol. All the runs except one completed: the exception was pack-rigid-32, in MINOS, which we were forced to interrupt after it had been running on the World Wide Web interface of NEOS for about 8 hours.
The fact that (MPCC) does not satisfy (MFCQ) does not immediately result in the algorithm's running into an infeasible QP and failure. But it suggests a significant expectation that this would occur. Indeed, it can be seen that MINOS fails in more than half of the instances of MPCCs with an "infeasible" message and a large value of the measure of infeasibility. SNOPT, by contrast, solves all the problems presented in a reasonable number of iterations, needing to initiate the elastic mode for two problems after encountering elastic subproblems as shown in Table 3.3. MINOS is a widely-used augmented Lagrangian approach whereas SNOPT is an SQP algorithm that implements an adaptive elastic mode approach. We do not use this comparison to demonstrate that the elastic mode approach is what makes MPCC solvable with an SQP approach. Rather, we have used MINOS to show that otherwise robust NLP solvers can have unpredictable failures on problems from the MPCC class and that the difficulty of MPCC is not trivial. Also, the fact that the elastic mode was initiated for SNOPT shows that the use of the elastic mode considerably increases the robustness of sequential quadratic programs, since otherwise SNOPT would have failed with an Infeasible diagnostic. The elastic mode approach is guaranteed to succeed for a finite penalty parameter under the conditions discussed in this paper.
A superlinearily convergent algorithm for MPCC.
In the following, we present a superlinear convergence result for a special but widely-encountered type of algorithm that uses exact second derivatives. Here we extend the work in [16] , in that we relax one assumption that was critical to the convergence proof: that the iterates satisfy either the complementarity constraints or the feasibility conditions for the unrelaxed quadratic program. We will show that in certain distinguished cases, an adaptive elastic mode approach can be used to induce either feasibility or complementarity for all iterates from which superlinear convergence follows from [16] .
We assume that the complementary variables are the last components of the unknown vector x. This is not a restrictive assumption: any MPCC can be recast in such a form by using slack variables [16] .
Consider the MPCC:
To simplify the subsequent notation, we assume that we are interested in local convergence to a solution x * that satisfies:
We also denote by x 1 = (x 11 , x 21 , . . . , x nc1 ) and by x 2 = (x 12 , x 22 , . . . , x nc2 ). With this notation, the complementarity constraint becomes x T 1 x 2 = 0, or, equivalently over the feasible set of (MPCCS),
Note that here we use a more specialized notation convention for the various index sets, same as in Fletcher and al. [16] , that is related to the objects defined in (1.22)-(1.26), for which the notation is the same as in [36] . This is because we will invoke at times results from [16] . The connection between the two notations, however, can be immediately determined. We have the following relations that tie in the two notations.
To prove our convergence results, we will invoke stronger conditions than in our preceding sections. One such condition is MPEC-LICQ. We say that (MPCCS) satisfies MPEC-LICQ at x * , if the associated relaxed nonlinear program satisfies the linear independence constraint qualification (LICQ) at x * . Specifically, the condition is expressed as:
..,ne , e k1 | k=1,2,...,nc , e k2 | k=1,2,...,n d , are linearly independent.
As opposed to the preceding sections, where a symbol e was used to denote the vector of all ones, in this section we denote by e * ∈ R n a vector that has zeroes everywhere, except in the * position, where it has a 1. We also denote by A(x * ) the set of inequality constraints that is active:
For an arbitrary point x, we denote by:
The associated (RNLP) is:
and, if x * is a local solution of (MPCCS) and MPEC-LICQ holds at x * , then x * is a Karush-Kuhn-Tucker point of (MPCCS) [36] as well as a local solution of (RNLPS). If MPEC-LICQ holds at x * , we have that LICQ holds for (RNLPS) at x * , and (RNLPS) has a unique Lagrange multiplier at the solution: (ν,π,μ,η), that satisfies
Here we use the natural implicit convention thatν i = 0 for i / ∈ A(x * ), which we will use at other points since this way we can treat the multiplier as a vector that satisfies the complementarity constraints corresponding to the optimality conditions. However, at times we will refer toν or similar quantities as to a vector with n i components, especially in a solution stability context.
Associated to the MPEC-LICQ assumption, we can define strong second-order sufficient conditions.
* is the Hessian of the Lagrangian evaluated at (x * ,ν, π,μ,η) and C RN LP S is the critical cone of (RNLPS) at x * .
In the rest of this work we invoke the following assumptions,
[A1] f, g, h are twice continuously differentiable.
[A2] (MPCCS) satisfies MPEC-LICQ at the solution
. . , n e , and eitherμ k1 > 0 orμ k2 > 0 for k = 1, 2, . . . , n d .
[A5] When a QP is solved, the QP solver picks a linearly independent basis.
In relation to assumption [A4], ifμ k1 > 0, for k one of 1, 2, . . . , n d , we say that the constraint x k1 ≤ 0 is a constraint in a degenerate pair that is strongly active (at x * ). Similarly, ifμ k2 > 0, for k one of 1, 2, . . . , n d , we say that the constraint x k2 ≤ 0 is a constraint in a degenerate pair that is strongly active. In these terms, the portion of assumption [A4] referring to degenerate pairs can be stated as: at least one constraint from each degenerative pair is strongly active.
The assumptions [A1]-[A5] are identical to the assumptions with the same name used in [16] . Note, however, that at no point in this work we will invoke either Assumption [A6] (that the current point satisfies the complementarity constraint x T 1 x 2 = 0) or Assumption [A7] (that all subproblems are feasible) from the same reference. As we later show, for suitable values of the penalty parameter, the elastic mode approach that we present here will induce one of the situations covered by these two assumptions, without the need to assume it from the outset.
We now explore in more details the relationship between the Lagrange multipliers and the second-order conditions of (RNLPS), (MPCCS), and of an elastic mode relaxation of (MPCCS).
In the following analysis, an important role will be played by the fact that we will assume that the elastic mode implementation enforces the linear constraints exactly. To that end, we assume that: i = 1, 2, . . . , l i , h j (x), j = 1, 2, . . . , l e are linear functions. This is not a restrictive assumption: it is only a bookkeeping convention, since we allow l i and l e to be 0. Also note, following from our assumption [A2], that MPEC-LICQ holds at x * , that we have that the assumptions [B1] and [B2] that were used for the elastic mode defined in Section 3, will automatically hold here.
We now present an L ∞ elastic mode approach. An L 1 approach with similar properties can be defined, exactly as used in SNOPT [22] . We use the L ∞ approach because of notational convenience: only one extra variable is needed. In this case, the relaxed MPCC becomes:
When MPEC-LICQ holds, we can say more about the relationship between the multipliers of (RNLPS), (MPCCS) and (MPCC(c)), than we did in Section 2. The Lagrange multiplier set of (MPCCS) is not empty at x * , following [36] . Therefore, there must exist ν i , i ∈ A(x * ); π j , j = 1, 2, . . . , n e ; µ k1 , for k = 1, 2, . . . , n c ; and µ k2 for k = 1, 2, . . . , n d ; and η ∈ R, that satisfy the KKT conditions for (MPCCS):
as well as the inequality constraints ν i ≥ 0, i ∈ A(x * ), µ k1 ≥ 0, k = 1, 2, . . . , n c , µ k2 ≥ 0, k = 1, 2, . . . , n d and η ≥ 0. Here η is the Lagrange multiplier of the complementarity constraint of (MPCCS) x T 1 x 2 ≤ 0. One immediate consequence is that (MPCCS) has a Lagrange multiplier that is minimal (in terms of the 1 norm) [16] . We call that multiplier the fundamental multiplier. Comparing the algebraic expression of its components in terms of the components of the multiplier of (RNLPS) we obtain:
Since LICQ holds, it is immediate that (MPCCS) has a degeneracy of order 1 and thus its Lagrange multiplier set will have dimension at most 1. Therefore any multiplier of (MPCCS) must satisfy:
where a ≥ 0. We now write the KKT conditions for the relaxed problem (MPCC(c)) at (x * , 0), assuming that (x * , 0) is a stationary point of (MPCC(c)), an assumption for which we will later determine sufficient conditions for it to hold. We have that, for a Lagrange multiplier of MPCC(c) with componentsν i , i ∈ A(x * );π j , for j = 1, 2, . . . , l e ;π + j , associated with the inequality h j (x) ≤ ζ andπ − j , associated with the inequality −h j (x) ≤ ζ, j = l e + 1, . . . , n e ;μ k1 for k = 1, 2, . . . , n c ;μ k2 for k = 1, 2, . . . , n d ; and η, associated with the complementarity constraint x T 1 x 2 ≤ ζ; andθ ≥ 0, associated with the inequality ζ ≥ 0, we can write the KKT conditions:
If MPEC-LICQ holds, and (x * , 0) is a stationary point of (MPCC(c)), then, using (4.4), we obtained that any Lagrange multiplier of (MPCC(c)) must satisfy, in terms of the components of the fundamental multiplier, the following relations:
where a ≥ 0, and f j ≥ 0, for j = l e + 1, . . . , n e . Hereθ is the Lagrange multiplier of the constraint ζ ≥ 0 and the requirementθ ≥ 0 results in a condition on the value that c ∞ must take for (x * , 0) to be a stationary point of (MPCC(c)). We do not add the complementarity constraints that appear when applying the first order optimality condition, since these are automatically satisfied by our choice of active set and multiplier components.
Rewritingθ in terms of the fundamental multiplier (FMC), we obtain that:
We denote by ν 0 the following quantity, that is also defined in terms of the components of the fundamental multiplier (FMC):
Since the values of the fundamental multiplier are fixed, and since a ≥ 0 and f j ≥ 0, j = l e + 1, . . . , n e , the condition for (x * , 0) to be a stationary point of (MPCC(c)) is:
The set of Lagrange multipliers of (MPCC(c)) is defined by f j ≥ 0, j = l e + 1, . . . , n e and a ≥ 0 that satisfy the inequalityθ ≥ 0, that is,
An immediate consequence is that, if c ∞ = ν 0 , then the program (MPCC(c)) has a unique multiplier! This is formally stated in the next result.
4.1. Second-order conditions. Lemma 4.1. Assume that (MPCCS) satisfies MPEC-LICQ and MPEC-SOSC. Assume that c ∞ satisfies c ∞ ≥ ν 0 . Then (MPCC(c)) satisfies (MFCQ) and (RSOSC) at (x * , 0). In addition, if c ∞ = ν 0 , then the Lagrange multiplier set of (MPCC(c)) at (x * , 0) has a unique element. Proof Consider one multiplier of (MPCC(c)), whose components are:ν i ≥ 0 for i ∈ A(x * );π j for j = 1, 2, . . . , l e ;π
The Hessian of the Lagrangian at x * corresponding to this Lagrange Multiplier, accounting for only the nonlinear terms, and using (FMC) and (4.5), is the following:
The Hessian of the Lagrangian of (MPCC(c)) should also be computed with respect to ζ, but, since the contribution of ζ is linear both in the constraints and in the objective function of (MPCC(c)), it follows that the Hessian of the Lagrangian is:
Note that, from Lemma 2.1, we have that C M P CCS = C RN LP S at x * , where by C we denote the critical cone of the respective nonlinear program. When c ∞ ≥ ν 0 , since x * is a stationary point for (MPCC) and (x * , 0) is a stationary point for (MPCC(c)) we will have that C M P CC(c) = C M P CCS {0}. Let now (u, 0) ∈ C M P CC(c) and thus u ∈ C RN LP S . We have that:
where the last two inequalities follow, respectively, from the fact that, on the critical cone of (RNLPS) we have (e T k1 u)(e T k2 u) ≥ 0, for k = 1, 2, . . . , n d , and (e T k1 u)(e T k2 u) = 0, for k = n d + 1, . . . , n c , andη ≥ 0, and, respectively, from the MPEC-SOSC assumption. Since we obtained, for any multiplier of MPCC(c), that:
this means that Robinson's condition (RSOSC) holds for (MPCC(c)) at (x * , 0). Since (MFCQ) clearly holds at (x * , 0), the conclusion of the lemma follows. The uniqueness of the multiplier for the case c ∞ = ν 0 follows from (4.8).
The algorithm.
We now consider the effect of applying SQP to MPCC in either the original or the relaxed form. As matrix W of the QP we use the Hessian of the Lagrangian, with the Lagrange multipliers computed at the previous step.
We define the following matrix W at the point x:
or, alternatively,
where the first branch is followed in the quadratic program associated with the relaxation (QPMC(c)) was solved at the preceding iteration, and the second branch is followed if the quadratic program associated with the unrelaxed problem (QP (x), to be defined later) was solved at the preceding iteration.
Consider now the following quadratic program associated to (MPCC(c)) at point (x, ζ).
To obtain results for the application of the algorithm to (MPCCS), we state and prove the following stability result for general nonlinear programming.
Lemma 4.2. Consider the nonlinear program:
Assume that it satisfies (MFCQ) and (RSOSC) at a solution x * . We denote the compact Lagrange multiplier set of this nonlinear program by Λ(x * ). Consider the Quadratic Program:
Here dist (·, ·) denotes the distance between two sets.
Proof The rightmost inequalities in both part (i) and (ii) are a consequence of [40, Theorem A1] . In that reference, the inequality-only case is treated, but the conclusion can be immediately extended for the case where there are also equality constraints, that are linearly independent and that, together with the inequality constraints, satisfy (MFCQ). Since (MFCQ) holds, we have that:
This implies that the size of the infeasibility, I(x), where 
In turn, this implies that there exists a c 1 > 0 such that ||x − x * || ≤ c 1 ||d||, which completes the proof. Theorem 4.3. Consider the quadratic program (QPMC(c)), whose solution is
•
Here the first vector is a Lagrange multiplier solution of (QPMC(c)) at (x, ζ).
, for j = l e + 1, . . . , n e . Here π * j is the corresponding component of the fundamental multiplier (FMC).
• iv) -Either ζ + d ζ = 0, -Or the point x + d satisfies the complementarity constraints, and the strongly active variables that are in degenerate pairs at x * are active. Note Here the components of the multipliers are as follows:ν is considered to have n i components, though only the ones corresponding A(x * ) may be nonzero close to the solution (x * , 0),π has l e elements,π + andπ − have n e − l e elements,μ 1 and µ 2 have n c elements. The last n c − n d components ofμ 2 are equal to 0, by virtue of the optimality conditions for (MPCCS), (MPCC(c)) and (4.2) .
Proof Parts i) and ii) are an immediate consequence of Lemma 4.1 and Lemma 4.2. Part iii) follows from Part ii), (FMC) and (4.4), using the relations:
For Part iv), since ζ + d ζ ≥ 0, we need to analyze only the case where ζ + d ζ > 0. In the latter case, we obtain that, for any j, j = l i + 1, . . . , n i , only one of the Using Part ii), we get that there exists ν * ,π * ,π
such that:
(4.10) In particular, for j = l e + 1, . . . , n e , we obtain from (4.10) that:
Note that, from (4.5) we have, for j = l e + 1, . . . , n e , that
for some f j ≥ 0. We have two cases, for each j = l e + 1, . . . , n e . One of them can be discarded by using the first part of the assumption [A4]. However, to maintain the assumptions we use here at a minimum we will not invoke it at this point.
1. π * j = 0, where π * j is the corresponding component of the fundamental multiplier. Assume that π * j > 0. Then (FMC) and (4.5), together with part ii) implied that for sufficiently small we must have thatπ = f j , we use (4.11) to obtain that:
The same inequality holds for the case whereπ * j < 0. 2. Assume now that π * j = 0. In this case we have thatπ
After we apply again (4.9) followed by (4.11), we obtain that (4.12) holds. Therefore (4.12) holds in any case.
Since we were under the assumption that ζ + δζ > 0, the optimality conditions of (QPMC(c)) imply thatθ + = 0. In turn, this and (4.10) imply thatθ * ≤ c 0 (||x − x * || + ζ). Using the last inequality as well as (4.6) and (4.12) we obtain that:
Using now (4.10), and the relationship between the multipliers of (MPCCS) and the fundamental multipliers (4.5), we obtain that:
This implies, using (4.13), and that, from (FMC), µ *
We clearly obtain that, if we choose > 0, and thus ||x − x * || + ζ, sufficiently small then we must haveμ
. . , n c . This means that, in (QPMC(c)), the constraints x k1 + d k1 ≤ 0 must be active, that is, x k1 + d k1 = 0, for k = n d+1 , . . . , n c . In addition,using part ii) of the proof, (FMC), (4.4), Assumption [A4] and the complementarity relation in the optimality conditions of (QPMC(c)), we obtain that at least one of the inequalities
must be active for any k = 1, 2, . . . , n d , the one that corresponds to the positive fundamental multiplier. This implies that when we define x + = x + d, the complementarity constraints will be satisfied, and all constraints that are in a degenerate pair with positive multipliers will be active. This completes the proof.
Note that we have used only the last part of the assumption [A4], and we have not assumed anything about the strict complementarity of the multipliers of the nonlinear inequality and equality constraints of (MPCCS). In effect, in this work we need the assumption [A4] as stated only at the points where we invoke results from [16] .
Theorem 4.4. Consider the quadratic program (QPMC(c)). Assume that c ∞ − ν 0 = γ 0 > 0. There exists > 0 and such that, if
2. dist ν,π,π + ,π − ,μ 1 ,μ 2 ,η,θ ; Λ M P CC(c) < , and 3. x satisfies the complementarity constraints, and the strongly active constraints from the degenerate pairs exactly.
ii) the strongly active constraints from degenerate pairs are active for (QPMC(c)) at x,
iii) x + d satisfies the complementarity constraints.
Note that, from (FMC) and (4.5), we obtain, similarly to the conclusion of Theorem 4.3 iii) that:
Also, denote by
Recall, we assume that x satisfies the complementarity constraints which means that Z 1 (x)∪Z 2 (x) = {1, 2, . . . , n c }. The degenerate indices are the indices k at which both complementarity variables are 0, that is x k1 = x k2 = 0. We denote by D(x) their set and we have that
In the definition of these index sets, we use the same notation as in [16] since we will invoke key results from that reference. These index sets are similar to the ones defined in (1.20-1.26), although we will use them at points other than x * . Due to our assumption that the complementarity constraints hold at x, we must have that Z The following discussion is similar to the one following proposition 5.1 in [16] . We clearly must have Z
contains only indices that are inactive at x * and, therefore, in an entire neighborhood of
, which means that x k1 < 0 and x * k1 = 0. Since x satisfies the complementarity constraints, we must have that k / ∈ Z ⊥ 2 (x) and therefore k / ∈ Z ⊥ 2 (x * ). This implies that k must be a degenerate index at x * , and thus k ∈ D(x * ). We therefore have that:
An important consequence of this relationship is, using (4.2), that we must have {n d + 1, . . . , n c } ⊂ Z 1 (x) for all x in a neighborhood of x * that satisfy assumption 3 from the statement of this Theorem and that {1, 2, . . . , n d } = D(x * ). Consider the following unrelaxed quadratic program, which is (QPMC(c)), with the additional requirement that ζ + d ζ = 0.
This quadratic program corresponds to a direct application of the SQP algorithm to MPEC (without relaxation). Also, consider the following quadratic program at x, corresponding to a Z(
, as introduced in the preceding paragraphs. Here we consider the situation where Z = Z(x) is associated to a pointx in a neighborhood of x * that satisfies assumption 3 of this theorem.
From assumptions 1-3 of this Theorem and from (4.14), we obtain that (QP R (x, Z(x))) and ( . Moreover, d is also the only strict local minimizer of (QP (x)) in a neighborhood of d = 0 [16] . However, since we need a more specialized version of the results in [16] , we will provide our own proof, at least for the part of (QP R (x, Z(x))) having the same stationary point as (QP (x)). Stability of the primal-dual solution of (QP R (x, Z)). We note that if Z = Z(x) = {Z 1 (x), Z 2 (x)}, wherex is a point in the neighborhood of x * that has the properties stated in assumption 3 of this Theorem, then we will have that:
Therefore the constraints of (QP R (x, Z(x))) that correspond to k ∈ {n d + 1, . . . , n c }, will be the following:
If we take x = x * in (QP R (x, Z(x))), we obtain that d = 0 is a solution at which x * k2 + d k2 < 0, for k = n d + 1, . . . , n c . . Therefore all active constraints of QP R (x * , Z(x)) are active constraints of (RNLPS). In addition, from (4.16) we get that the active inequality constraints of QP R (x * , Z(x)) are a subset of the ones in (RNLPS). Therefore, we obtain that α) Since both (RNLPS) and QP R (x * , Z(x)) satisfy LICQ, thenν i for i ∈ A(x * ); π j for j = 1, 2, . . . , n e ;μ k1 ≥ 0 and andμ k2 for k = 1, 2, . . . , n d ; and µ k1 for k = n d + 1, . . . , n c , the components of the unique Lagrange multiplier of (RNLPS) are also the components of the Lagrange multiplier of QP R (x * , Z(x)). β) From part α), and our observation concerning active sets, we also obtain the following relationship between the critical cones C QP R (x,Z(x)) ⊂ C RN LP S . From assumptions [A2] and [A3] we obtain that, for x = x * and at d = 0, QP R (x, Z(x)) satisfies (LICQ) and (RSOSC). Therefore, using the stability results from [35] , we obtain that for anyx that satisfies assumption 3 in a neighborhood of x * , we will have that there exists a c Z , that truly depends only on Z(x), that satisfies:
where d(x, Z(x)) and, respectively, (ν, π, µ, η), are the solution and, respectively, the Lagrange multiplier of (QP R (x, Z(x))). Since the number of partitions that lead to a particular Z is finite, it follows that there existsĉ such that for anyx that satisfies assumption 3 a neighborhood of x * , and for any x in a neighborhood of x * , we have that:
In the rest of the proof, we will use this result for x =x, but this choice does not affect (STAB). Constructing a Lagrange multiplier of (QP (x)) starting from a Lagrange multiplier of (QP R (x, Z(x))). Consider the Lagrange multiplier ν, π, µ k1 , µ k2 of (QP R (x, cZ(x))). We must have that:
From the optimality conditions of (QP R (x, Z(x))), we have that µ k1 ≥ 0, k ∈ Z 2 (x), and µ k2 ≥ 0 for k ∈ Z 1 (x).
We want to show that there exists a choice of η ≥ 0 and µ k1 , and µ k2 , k = 1, 2, . . . , n c , such that:
where µ k1 ≥ 0, µ k2 ≥ 0, for k = 1, 2, . . . , n c , and x k1 + d k1 < 0 ⇒ µ k1 = 0, and x k2 + d k2 < 0 ⇒ µ k2 = 0, for k = 1, 2, . . . , n c . This would result in d being a stationary point of (QP(x)).
Since
, we obtain from (4.17), for any η, that:
We want to show, based on the previous equality, that the choice µ ki = µ ki − ηx kī −ηd kī , whereī = 2 − i + 1, i = 1, 2 (4.20) satisfies the multiplier conditions, for the appropriate choice of η ≥ 0.
Recall, we assume that x satisfies Assumption 3 from the statement of this Theorem. We have the following cases.
, if x is sufficiently close to x * we must have that k ∈ Z 1 (x * ) ∩ Z 2 (x * ) and that at least one ofμ k1 andμ k2 is positive. Using (STAB) we get that at least one of µ k1 and µ k2 is positive. We assume without loss of generality that µ k1 > 0 which means that we must also have x k1 + d k1 = 0. This implies that, since k ∈ Z 1 (x), we must have that x k1 = 0, and thus d k1 = 0. Since k ∈ Z 2 (x), we also have that x k2 = 0 and thus, from the inequality x k2 + d k2 ≤ 0, we obtain that d k2 ≤ 0. Since k ∈ Z 1 (x) ∩ Z 2 (x), from the optimality conditions for (QP R (x, Z(x))), we obtain that µ k1 ≥ 0 and µ k2 ≥ 0.
In this situation, the choice (4.20) results in the following relations:
In addition, if x k2 + d k2 < 0, then µ k2 = 0 and thus µ k2 = 0.
• k ∈ Z ⊥ 1 (x). Then x k1 < 0, x k2 = 0, d k2 = 0, and µ k1 ≥ 0. In this situation, the choice (4.20) results in the following relations:
In addition, x k1 + d k1 < 0 implies that µ k1 = 0, from the optimality conditions of (QP R (x, Z(x))) which in turn implies that µ k1 = 0. For the second multiplier, the choice (4.20) results in the following relation:
which is nonnegative as soon as 
In addition, x k2 + d k2 < 0 implies that µ k2 = 0, from the optimality conditions of (QP R (x, Z(x))) which in turn implies that µ k2 = 0. For the second multiplier, the choice (4.20) results in the following relation:
which is nonnegative as soon as
From equation (4.21) and (4.22) and using the choice (4.20) to define µ k1 and µ k2 we have that (4.18) holds together with,
as well as
provided that the following holds:
This shows that ν, π, µ 1 , µ 2 , η, is a Lagrange multiplier of (QP (x)). fundamental multiplier, whose components are:
As → 0 , from the definition of ν 0 (4.7), we obtain that θ will approach c ∞ −ν 0 = γ 0 > 0. Therefore comparing (QP(x)) with (QPMC(c)), we see that ν, π, µ 1 , µ 2 , η, θ, is a Lagrange multiplier of (QPMC(c)) for the stationary point (d, −ζ). Since the solution is locally unique, due to the Robinson conditions holding at (x * , 0) for (MPCC(c)) for sufficiently small from Lemma 4.1 coupled with (4.14), we obtain that ζ + d ζ = 0 at the solution of (QPMC(c)). This proves the claim of part i).
Following (4.26), we obtain that the strongly active constraints from degenerate pairs are active at the solution of (QPMC(c)). This proves part ii) of the claim.
What is now left to prove is part iii), that the point x + d, where d is the solution of (QPMC(c)), also satisfies the complementarity conditions.
If the index k / ∈ D(x), we have that exactly one of x k1 , x k2 is negative, since the point x satisfies the complementarity constrains. We denote that entry by x ki(k) . We thus have that x ki(k) < 0 and that x kī(k) = 0, whereī(k) = 3 − i(k).
The linear constraint from (QPMC(c)) derived from the complementarity constraints of (MPCCS) becomes:
where the last part of the equation follows part i) of this Theorem. Since x kī(k) + d kī(k) ≤ 0, from the constraints of (MPCC(c)) and since x ki(k) < 0 for k / ∈ D(x), it follows that:
If, on the other hand, we have that k ∈ D(x), then we must have that k ∈ D(x * ), and using Assumption [A4], as well as (4.26) together with our conclusion that the multiplier of (QPMC(c)) that we constructed approaches the fundamental multiplier (FMC), we obtain that the least one of the constraints x k1 + d k1 ≤ 0, x k2 + d k2 ≤ 0 is active for the solution of (QPMC(c)). We therefore obtain that the point x + d satisfies the complementarity constraints, which completes the proof.
4.3.
A superlinearily convergent algorithm. We now state our algorithm for general nonlinear programming, and then show that, under certain conditions, it will converge superlinearily when applied to (MPCCS). The problem to be solved is the following: min xf (x) sbj. tog i (x) ≤ 0, i = 1, 2, . . . , m h j (x) = 0, j = 1, 2, . . . , r.
(4.27)
We assume thatg i (x), i = 1, 2, . . . , l i andh j (x), j = 1, 2, . . . , l e , are linear constraints that do not get relaxed in an elastic mode approach. In the algorithm that we describe we use one of the two following quadratic programs:
(QP ) When (QP) is solved, we obtain a direction d and Lagrange multipliers ν i , i = 1, 2, . . . , n i and π j , for j = 1, 2, . . . , n e . When (QPC) is solved, we obtain Lagrange multipliers ν i , i = 1, 2, . . . , n i ; π j , j = 1, 2, . . . , l i ; π + j and π − j , j = l e + 1, . . . , n j ; and θ. We define the matrixW to be used to in the next quadratic program, which is either (QP) or (QPC) as follows. We now define our algorithm in Table 4 .1. The algorithm depends upon the parameters c µ , c γ > 1, c 0 .
The (QP) subproblem of this algorithm is the same subproblem as in the algorithm by [17] , minus the trust-region constraint that is imposed for globalization. The (QPC) subproblem is the natural extension of (QP) when using the elastic mode. The elastic mode strategy used here is identical to the one used in SNOPT [22] , except that we use here the L ∞ function.
Note that once the subproblem (QPC) is solved the algorithm never solves the problem (QP) again. So we either solve (QP) till convergence or (QPC) till convergence.
We now analyze the effect of applying this algorithm to (MPCC). For this case, the (QP) subproblem becomes (QP(x)), whereas the (QPC) subproblem becomes (QPMC(c)).
Theorem 4.5. Assume that Assumptions [A1]-[A5] hold near a solution x * of (MPCCS). Assume that the point x k0 is sufficiently close to x * and either i) The elastic mode is never invoked, and the algorithm uses at k 0 , for the purpose of constructing the matrixW , an estimate of the Lagrange multiplier that is sufficiently close to a multiplier of (MPCCS). ii) The elastic mode is invoked at k 0 with c ∞ ≥ ν 0 and at all subsequent iterates, and the algorithm uses at k 0 , for the purpose of constructing the matrixW , an estimate of the Lagrange multiplier that is sufficiently close to a multiplier of (MPCC(c)), and a ζ k0 that is sufficiently close to 0. Then x k converges to x * superlinearily in case i) and (x k , ζ k ) converges to (x * , 0) superlinearily in case ii).
Proof For case i) to hold, we must have that the test involving the 1 norm of the nonlinear multipliers is always satisfied. Therefore, for all iteration indices k, we have that the following inequality holds:
where the left hand side is composed of multipliers of (QP(x k )). Since we are sufficiently close to x * , this must imply that c µ ≥ ν 0 . In the latter case, we will have that a solution of (QP(x k )) can be completed to a solution of (QPMC(c)) with ζ = 0 and ζ + δ ζ = 0, and c ∞ = c µ ≥ ν 0 . We get therefore treat the case i) as a special case of case ii) to which we now confine our attention. We have the following cases.
• Case 1 c ∞ = ν 0 . In this case, following Lemma 4.1, (MPCC(c)) has a unique multiplier, and the result from [5] applies to give superlinear convergence of (x k , ζ k ) to (x * , 0). • Case 2 c ∞ > ν 0 and ζ k + δζ k = 0 for all k ≥ k 0 . Then the solution obtained of (QPMC(c)) is a also a solution of (QP(x k )) which is feasible for all x = x k . The result claimed follows from [16] .
• Case 3 c ∞ > ν 0 and ζ k0 + δζ k0 > 0. Then using Theorem 4.3 we obtain that the point x k0+1 = x k0 + d k0 , where d k0 are the components of the solution of the quadratic program (QPMC(c)) corresponding to x at (x k , ζ k ), satisfies the complementarity constraints and that the strongly active variables from degenerate pairs are active at the solution of the quadratic program (QPMC(c)). Using now Theorem 4.4 for all k ≥ k 0 + 1, we obtain that x k satisfies the complementarity constraints for k ≥ k 0 + 1 and that ζ k = 0 for k ≥ k 0 + 2. The superlinear convergence result again follows from [16] . The proof is complete.
We have the following observations: 1. We do not prove here the more desirable result that if x k is sufficiently close to x * we obtain superlinear convergence to x * or of (x k , ζ k ) to (x * , 0). The difficulty is that, unless we have an estimate for ν 0 , the subsequent iterates may find themselves far away from x * once the elastic mode is entered. In effect, if the penalty parameter c ∞ is too small, the iterates may even be unbounded, even if the objective function is bounded on the feasible set. Such an adverse outcome can be prevented only by a global convergence result that will be the result of future research. Table 4 .1 will not be triggered, for x k sufficiently close to x * and for c ∞ > ν 0 . Therefore, the update rule does not interfere with super linear convergence. On the other hand, it is also clear that, if c ∞ < ν 0 , then ζ k > 0 and the rule will eventually be triggered assuming that the iterates approach a stationary point. The test we use here is important because we do not spend an infinite amount of steps with an inappropriate c ∞ . The complete study of an appropriate rule should also involve global convergence issues, since one possible outcome of the penalty parameter adaptation rule is to obtain unbounded iterates. 3. The appropriate value of c µ is ν 0 (or a slightly larger value) which of course cannot be determined unless we specifically use the MPCC structure. A general NLP approach cannot be guaranteed to succeed in determining the appropriate value for c ∞ through c µ by looking at the multipliers of (QPMC(c)) alone, since the Lagrange multiplier set of (MPCCS) is infinite, whereas such rules are based on the assumption of finiteness of the Lagrange multiplier set at the solution x * [2] . Whether c µ can be adaptively defined is a matter for future research. For NLP implementations, a user-defined value for c µ is considered to be an acceptable approach [22] . 4. Note that the only meaningful difference between the proofs outlined here and the ones in [16] , once the Theorems 4.3 and 4.4 have been established, is the one involve in the case where c ∞ = ν 0 , for which the well-known result from [5] has been invoked. Our contribution to this class of super linear convergent results has been essentially to show that, for the case c ∞ > ν 0 , the elastic mode approach, as presented in Table 4 .1, will force the algorithm to choose points that are either always feasible or always satisfy the complementarity constraints and in so doing we do not have to apriori assume that this holds, as it was done in [16] . 
