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Abstract
In a geometric bottleneck shortest path problem, we are given a set S of n points in the plane, and want to answer
queries of the following type: given two points p and q of S and a real number L, compute (or approximate)
a shortest path between p and q in the subgraph of the complete graph on S consisting of all edges whose lengths
are less than or equal to L. We present efficient algorithms for answering several query problems of this type. Our
solutions are based on Euclidean minimum spanning trees, spanners, and the Delaunay triangulation. A result of
independent interest is the following. For any two points p and q of S, there is a path between p and q in the
Delaunay triangulation, whose length is less than or equal to 2π/(3 cos(π/6)) times the Euclidean distance |pq|
between p and q , and all of whose edges have length at most |pq|.
 2004 Elsevier B.V. All rights reserved.
1. Introduction
We consider bottleneck shortest path problems in geometric graphs. For a set S of n points in the plane,
we consider queries of the following type: given any two points p and q of S and any real number L,
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compute or approximate a shortest path between p and q in the subgraph of the complete graph on S
consisting of all edges whose lengths are less than or equal to L.
To define these problems more precisely, given L ∈ R, let K(L) be the graph with vertex set S,
in which any two distinct vertices p and q are connected by an edge if and only if their Euclidean
distance |pq| is less than or equal to L. Furthermore, we denote by δ(L)(p, q) the Euclidean length of
a shortest path between p and q in the graph K(L). (If there is no path between p and q in K(L), then
δ(L)(p, q) = ∞.) In this paper, we will consider the following three query problems:
(1) In a bottleneck connectedness query, we are given two points p and q of S and a real number L, and
have to decide if there exists a path between p and q in K(L).
(2) In a bottleneck shortest path length query, we are given two points p and q of S and a real number L,
and have to compute δ(L)(p, q) or an ε-approximation to δ(L)(p, q).
(3) In a bottleneck shortest path query, we are given two points p and q of S and a real number L,
and have to compute a path between p and q in K(L) whose length is equal to, or ε-approximates,
δ(L)(p, q).
The motivation for studying these problems comes from several applications. For example, consider
a scenario where there are a number of wireless devices each with a specified radius of transmission L.
Two devices p and q can communicate with each other if their distance is at most L. If their distance is
more than L, then they can still communicate provided that there is a sequence of wireless devices each
of whose distance is at most L from its neighbor in the sequence. This is precisely a path in K(L)(p, q).
Such a wireless network is referred to as an ad-hoc wireless network [15].
One can imagine another scenario where the points of S are airports. Then we would like to answer
queries in which we are given two airports p and q and an airplane that can fly a distance of L kilometers
without refueling, and have to compute, or approximate, shortest path information for this airplane to fly
from p to q.










graphs K(L). This implies that the number
of possible queries is Θ(n4). As a result, both bottleneck connectedness queries and bottleneck shortest
path length queries can trivially be solved in O(logn) time using O(n4) space. Similarly, using O(n5)
space, bottleneck shortest path queries can trivially be solved in O() time, where  is the number of
edges on the reported path.
1.1. Our results
Throughout the rest of this paper, we denote by L1 < L2 < · · · < L(n2) the sorted sequence of distances
determined by any two distinct points of S. (We assume for simplicity that all these distances are distinct.)





, we write K(i) instead of K(Li), and δ(i)(p, q) instead of δ(Li)(p, q).
In Section 2, we show that, after an O(n logn)-time preprocessing, bottleneck connectedness queries
can be answered in O(1) time. The data structure is a binary tree that reflects the way in which Kruskal’s
algorithm computes the minimum spanning tree of S.
In Section 3, we consider bottleneck shortest path length queries. By using the fact that |pq| 
δ(i)(p, q)  (n − 1)|pq| for any i for which δ(i)(p, q) is finite, we present a simple data structure of
size O(n2 logn) that supports ε-approximate bottleneck shortest path length queries in O(logn) time,
where ε is any fixed positive real constant. A simple extension of this data structure allows ε-approximate
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bottleneck shortest path queries to be answered in O(logn+ ) time, where  is the number of edges on
the reported path. This data structure uses O(n3 logn) space.
In Section 4, we give a general approach for solving the approximate bottleneck shortest path query( )
problem. Our approach is to approximate the sequence K(i), 1  i  n2 , of graphs by a collection
of O(n) sparse graphs. (A precise definition of this notion is given in Section 4.) Examples of such
collections are given in Section 5. In Section 5.1, we show that the bottleneck version of the Yao-
graph [16] is an example of such a collection of sparse graphs. Using the single-sink spanners of Arya
et al. [1], we even obtain such a collection consisting of graphs of bounded degree (which are, in general,
not planar). In Section 5.2, we prove that the bottleneck version of the Delaunay triangulation gives
such a collection, consisting of at most 3n − 6 planar graphs. The latter claim is obtained by extending
the proof of Keil and Gutwin [10] that the Delaunay triangulation has stretch factor less than or equal
to 2π/(3 cos(π/6)). To be more precise, we prove that for any two points p and q of a given point
set S, there exists a path between p and q in the Delaunay triangulation of S whose length is at most
2π/(3 cos(π/6)) ≈ 2.42 times the Euclidean distance |pq| between p and q, and all of whose edges have
length at most |pq|. (In [10], there is no guarantee on the lengths of the individual edges on the path.)
Finally, in Section 6, we give a data structure of size O(n5/2) that can be used to answer bottleneck
shortest path queries in planar graphs in O(
√
n+ ) time, where  is the number of edges on the reported
path. This data structure uses a result of Djidjev [7] to obtain a recursive separator decomposition of the
planar graph. By applying this result to the graphs of Section 5.2, we obtain an efficient solution for the
approximate bottleneck shortest path query problem.
1.2. Related results
After we wrote a preliminary version of this paper, we learned that the bottleneck connectedness query
problem has been solved before, see Neto [12]. In fact, Neto’s solution is identical to ours.
To the best of our knowledge, the other types of bottleneck shortest path problems considered in this
paper have not been studied before. There is related work by Narasimhan and Smid [11], who consider
the following problem: given a real number L, approximate the stretch factor of the graph K(L), which
is defined as the maximum value of δ(L)(p, q)/|pq| over all distinct points p and q of S. They present a
data structure of size O(logn), that can be built in roughly O(n4/3) time, and that can be used to answer
approximate stretch factor queries (with an approximation factor of about 36) in O(log logn) time.
Our results are based on t-spanners, which are sparse graphs having stretch factor less than or equal
to t . A good overview of results on the problem of constructing t-spanners for a given point set can be
found in the surveys by Eppstein [8] and Smid [14].
2. Bottleneck connectedness queries
As mentioned above, our solution for answering bottleneck connectedness queries appears already in
Neto [12]. In order to be self-contained, however, we present this solution in this section.
Let MST(S) be the Euclidean minimum spanning tree of the point set S. We define a binary tree
T (S) as follows. If |S| = 1, then T (S) consists of one node storing the only point of S. Assume that
|S|  2, and let e be the longest edge in MST(S). Removing e partitions MST(S) into two trees. Let
S1 and S2 be the vertex sets of these trees. Then T (S) consists of a root that stores the edge e and
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pointers to its two children, which are roots of recursively defined trees T (S1) and T (S2). Observe
that the leaves of T (S) are in one-to-one correspondence with the points of S, and the internal nodes
are in one-to-one correspondence with the edges of MST(S). Computing T (S) according to the above
definition corresponds to tracing back the execution of Kruskal’s minimum spanning tree algorithm [5].
It is not difficult to see that T (S) can in fact be computed directly while running Kruskal’s algorithm.
The following lemma shows how the tree T (S) can be used to answer bottleneck connectedness queries.
Lemma 1. Let p and q be two distinct points of S, and let L be a real number. Let e be the edge stored
at the lowest common ancestor of the leaves of T (S) storing p and q. Then p and q are connected by a
path in the graph K(L) if and only if the length of e is less than or equal to L.
Proof. Assume that the length of e is less than or equal to L. Let u be the node of T (S) that stores e.
We may assume without loss of generality that p is stored in the left subtree of u (and, hence, that q is
stored in the right subtree of u). Let Sp and Sq be the sets of points that are stored at the leaves of the
left and right subtrees of u, respectively. Let x and y be the endpoints of e, where x ∈ Sp and y ∈ Sq . By
the recursive definition of T (S), the edges of the subtree of MST(S) induced by the points in Sp form
a subtree of MST(S). All edges in this subtree are of length at most that of e. Hence, there is a path P1
in MST(S) between p and x whose edges have length at most that of e. Similarly, there is a path P2 in
MST(S) between y and q whose edges have length at most that of e. Thus, the concatenation of P1, e,
and P2 is a path between p and q whose edges have length at most L. In particular, this path is contained
in K(L).
To prove the converse, assume that the length of e is larger than L. Let S1 and S2 be the partition of S
obtained by deleting e from MST(S). Since the unique path in MST(S) between p and q contains e, we
have (i) p ∈ S1 and q ∈ S2, or (ii) p ∈ S2 and q ∈ S1. By a well-known property of minimum spanning
trees, the length of e is equal to the minimum distance between any point of S1 and any point of S2. If
there is a path in K(L) between p and q, then this path must contain an edge between some point of
S1 and some point of S2. Since the length of any such edge is larger than L, it follows that such a path
cannot exist. 
Lemma 1 implies that a bottleneck connectedness query can be answered by answering a lowest
common ancestor query in the tree T (S). This tree can be computed in O(n logn) time, by first computing
the Delaunay triangulation DT(S) of S (see [6]), and then running Kruskal’s algorithm on DT(S)
(see [5]). Given T (S), we preprocess it in O(n) time, so that lowest common ancestor queries can be
answered in O(1) time. (See Harel and Tarjan [9], Schieber and Vishkin [13], or Bender and Farach-
Colton [2].) We have proved the following result.
Theorem 2. We can preprocess a set of n points in the plane in O(n logn) time into a data structure of
size O(n), such that bottleneck connectedness queries can be answered in O(1) time.
3. Bottleneck shortest path length queries
Recall the sequence L1 < L2 < · · · < L(n2) of distances determined by any two distinct points of the





, K(i) denotes the graph K(Li), i.e., the graph with vertex
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set S in which any two distinct points p and q are connected by an edge if and only if |pq|  Li . We
define K(0) to be the graph (S,∅). Finally, recall that we write δ(i)(p, q) instead of δ(Li)(p, q).
Let ε be any fixed real constant with 0 < ε  3. In this section, we show how to preprocess the points of
S into a data structure of size O(n2 logn), such that ε-approximate bottleneck shortest path length queries
can be answered in O(logn) time. First we show that a query of the following type can be answered in
O(log logn) time using a data structure of size O(n2 logn): given two points p and q of S and an index i





, compute an ε-approximation to the length δ(i)(p, q) of a shortest path between p and q
in the graph K(i), i.e., a real number ∆, such that δ(i)(p, q)∆ (1+ε) ·δ(i)(p, q). Using an additional
amount of O(n2) space, we will extend this solution to solve general ε-approximate bottleneck shortest
path length queries (in which an arbitrary real number L is part of the query, rather than the distance Li)
in O(logn) time. Our solution is based on an approach by Narasimhan and Smid [11].





(p, q) · · · δ(2)(p, q) δ(1)(p, q) δ(0)(p, q) = ∞.
Let k := min{i  0: δ(i)(p, q) < ∞}. Since p and q are not connected by a path in the graph K(k−1), we
have |pq| > Lk−1 and, hence, |pq|  Lk. On the other hand, since p and q are connected by a path in
K(k), and since any such path contains at most n− 1 edges, we have
δ(k)(p, q) (n− 1)Lk  (n − 1)|pq|.






|pq| δ(i)(p, q) (n− 1)|pq|.
Based on this observation, we partition the set {k, k + 1, . . . , (n2)} into O(logn) subsets, in the following
way. For any integer j , let
I jpq :=
{





and (1 + ε/3)j |pq| δ(i)(p, q) < (1 + ε/3)j+1|pq|
}
.
Clearly, I jpq can only be non-empty if 0 j  log1+ε/3(n−1). We store for each integer j where I jpq = ∅,
(1) a value jpq , which is the smallest element of the set I jpq , and
(2) a value ∆(j)(p, q) which is equal to (1 + ε/3) · δ(jpq)(p, q).
Let us see how we can use this information to answer an ε-approximate bottleneck shortest path





. We start by showing how the value of
δ(i)(p, q) can be approximated. First compute the integer j for which jpq  i < j−1pq . Then return the
value ∆ := ∆(j)(p, q).
To prove the correctness of this query algorithm, first observe that i ∈ I jpq . This implies that
δ(i)(p, q) < (1 + ε/3)j+1|pq|. Similarly, since jpq ∈ I jpq , we have δ(jpq)(p, q)  (1 + ε/3)j |pq|. By
combining these two inequalities, it follows that δ(i)(p, q) < ∆. In a completely symmetric way, we
obtain
∆ = (1 + ε/3) · δ(jpq)(p, q) < (1 + ε/3)j+2|pq| (1 + ε/3)2 · δ(i)(p, q).
Since 0 < ε  3, we have (1 + ε/3)2  1 + ε. Therefore, ∆ < (1 + ε) · δ(i)(p, q). This proves that ∆ is
an ε-approximation to the length of a shortest path between p and q in the graph K(i).
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By storing the values jpq in sorted order in an array, the ε-approximation to δ(i)(p, q) can be computed
in O(log logn) time.
We store this information for each pair of points. Additionally, we store the sequence L1 < L2 <
· · · < L(n2) of distances. Given two query points p and q of S and an arbitrary query value L ∈R, we first
use binary search to find the index i for which Li  L < Li+1. Since δ(L)(p, q) = δ(i)(p, q), we then
answer the query as described above.
The amount of space used by this solution is O(n2 logn), because we store O(logn) values for each
pair of points of S. Furthermore, the query time is O(logn). Let us consider the preprocessing time. It






Floyd-Warshall algorithm, one such problem can be solved in O(n3) time; see [5]. Hence, the overall
preprocessing time is O(n5).
If we store with each value ∆(j)(p, q) a path in K(
j
pq) of length δ(
j
pq)(p, q), then we can use this
additional information to answer approximate bottleneck shortest path queries: let L, i and j be as
above. Then the path P stored with ∆(j)(p, q) has length δ := δ(jpq)(p, q) satisfying δ(i)(p, q)  δ 
(1 + ε/3)δ(i)(p, q). (Observe that P is a path in K(i).) We have proved the following result.
Theorem 3. For any real constant ε > 0, we can preprocess a set of n points in the plane in O(n5) time
into
(1) a data structure of size O(n2 logn), such that ε-approximate bottleneck shortest path length queries
can be answered in O(logn) time,
(2) a data structure of size O(n3 logn), such that ε-approximate bottleneck shortest path queries can be
answered in O(logn+ ) time, where  is the number of edges on the reported path.
4. The bottleneck shortest path problem
In this section, we introduce a general approach for the approximate bottleneck shortest path problem.





, of graphs by a “small” collection of sparse
graphs, i.e., with “few” edges. This notion is formalized in the definition below. For any graph G and any
two vertices p and q, we denote the length of a shortest path in G between p and q by δ(G)(p, q).
Definition 1. Let S be a set of n points in the plane, let t  1 be a real number, let J be a subset of
{1,2, . . . , (n2)} and, for each j ∈ J , let G(j) be a graph with vertex set S all of whose edges have length
at most Lj . We say that the collection G = {G(j): j ∈ J } is a collective bottleneck t-spanner of S, if the





, there is an index j ∈ J , such that j  i and
δ(G
(j))(p, q) t · δ(i)(p, q)
holds for all pairs of points p and q in S.
The purpose of this definition should be clear: in order to approximate a bottleneck shortest path
between p and q in the possibly dense graph K(i), we compute a shortest path P between p and q in
the graph G(j). Observe that, since j  i, P is a path in K(i) and δ(i)(p, q) δ(G(j))(p, q). Hence, P is a
t-approximate shortest path between p and q in K(i).
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The goal is to define the collection G in such a way that shortest path queries on them can be answered
efficiently. Further goals are to minimize (i) the value of t , (ii) the size of the index set J , and (iii) the
number of edges in the graphs in G. The following lemma gives a lower bound on the size of J .Lemma 4. The size of the index set J in Definition 1 is greater than or equal to n − 1.
Proof. Let (p, q) be any edge of the Euclidean minimum spanning tree MST(S) of S, and let i be
the index such that |pq| = Li . Observe that δ(i)(p, q) = |pq| < ∞. We claim that i ∈ J . To prove
this, assume that i /∈ J . By Definition 1, there is an index j ∈ J such that j < i and δ(G(j))(p, q) 
t ·δ(i)(p, q) < ∞. In particular, we have δ(j)(p, q) < ∞. By well-known properties of minimum spanning
trees (see also the proof of Lemma 1), however, we have δ(j)(p, q) = ∞, contradicting our assumption
that i /∈ J . Hence, each of the n− 1 edges of MST(S) contributes an index to J . 
In the next section, we discuss several constructions of collective bottleneck spanners G of S.
5. Examples of collective bottleneck spanners
5.1. The Yao-graph
In this section, we consider the Yao-graph [16], which is also known as the geographic neighborhood
graph. Let S be a set of n points in the plane, and let 0 < θ < π/4 be an angle such that 2π/θ is an
integer. We partition the plane into a collection C of 2π/θ cones of angle θ , all having their apex at the
origin. For any point p ∈ S and any cone C ∈ C, let Cp be the cone obtained by translating C by the
vector p. (Hence, Cp has p as its apex.)
The Yao-graph Y (S, θ) has S as its vertex set. Let p be any point of S, let C be any cone of C such that
Cp ∩ (S \ {p}) = ∅, and let qp be the point of Cp ∩ (S \ {p}) whose Euclidean distance to p is minimum.
The edge set of Y (S, θ) consists of all edges (p, qp) obtained in this way. Chang et al. [4] have shown
how to construct the graph Y (S, θ) in O(n logn) time.
Given two points p and q, we construct a path between p and q in Y (S, θ) in the following way.
If p = q, then there is nothing to do. Assume that p = q. Let C be the cone in C such that q ∈ Cp.
The graph Y (S, θ) contains an edge (p, r), where r ∈ Cp and |pr|  |pq|. We follow this edge, and
recursively construct a path between r and q. In the following two lemmas, we will analyze the path
constructed by this algorithm.
Lemma 5. Let p, q and r be as above. We have
|rq| |pq| − (cos θ − sin θ)|pr|.
Proof. Let α be the angle between the line segments pq and pr , and let r ′ be the orthogonal projection of
r onto pq; see Fig. 1. Observe that α  θ . We have |rr ′| = |pr| sinα  |pr| sin θ and |pr ′| = |pr| cosα 
|pr| cos θ . It follows that
|rq| |rr ′| + |r ′q| = |rr ′| + |pq| − |pr ′| |pr| sin θ + |pq| − |pr| cos θ,
proving the lemma. 
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Lemma 6. Let t = 1/(cos θ − sin θ), and let p and q be any two points of S. There is a path between p
and q in the Yao-graph Y (S, θ) whose length is less than or equal to t|pq|, and all of whose edges have
length at most |pq|.
Proof. The proof is by induction on the rank of |pq| in the sequence of all (n2) distances determined
by pairs of points in S. If p and q form a closest pair in S, then the lemma holds because p and q are
connected by an edge in Y (S, θ).
We now assume that p and q do not form a closest pair. Furthermore, we assume that the lemma
holds for all pairs of points whose distance is less than |pq|. Let C be the cone in C such that q ∈ Cp,
and let (p, r) be the edge in Y (S, θ) with r ∈ Cp. If r = q, then (p, q) is an edge in Y (S, θ) and the
lemma holds. So assume that r = q. Observe that |pr| |pq|. Since 0 < θ < π/4, Lemma 5 implies that
|rq| < |pq|. Therefore, by the induction hypothesis, there is a path P between r and q in Y (S, θ) whose
length is less than or equal to t|rq|, and all of whose edges have length at most |rq|. Let P ′ be the path
obtained by concatenating (p, r) and P . Then the length of each edge of P ′ is less than or equal to |pq|.
By Lemma 5, we have
|P ′| = |pr| + |P | |pr| + t|rq| |pr| + t|pq| − |pr| = t|pq|.
This completes the proof. 
Let ε > 0 be a real constant. We choose a constant 0 < θ < π/4 such that 1/(cos θ − sin θ) 1+ε and
consider the graph Y (S, θ). Let m denote the number of edges in this graph. Then m (2π/θ)n = O(n).
Let j1 < j2 < · · · < jm be the indices such that Lj1 < Lj2 < · · · < Ljm are the edge lengths of Y (S, θ).
For any k with 1  k  m, we denote by Y (jk) the graph with vertex set S consisting of all edges of
Y (S, θ) whose lengths are at most Ljk .
Let J := {jk: 1 k m}. We claim that G := {Y (jk): 1  k m} is a collective bottleneck (1 + ε)-






We may assume that p and q are connected by a path in the graph K(i). Let k be the integer such that
Ljk Li < Ljk+1 , and let δ be the length of a shortest path between p and q in the graph Y (jk). It is clear
that jk  i. It remains to show that
δ  (1 + ε) · δ(i)(p, q). (1)
Consider a shortest path P between p and q in K(i). Hence, the length of P is equal to δ(i)(p, q). Consider
an arbitrary edge (x, y) on P . Observe that |xy|  Li . By Lemma 6, there is a path Pxy between x and
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y in the graph Y (S, θ) whose length is at most (1 + ε)|xy| and all of whose edges are of length at most
|xy|. Since Pxy is a path in Y (S, θ), each of its edges has in fact length at most Ljk . That is, Pxy is a path
in the graph Y (jk). By concatenating the paths Pxy , over all edges (x, y) of P , we obtain a path between
p and q in Y (jk) having length at most (1 + ε) times the length of P . This proves (1). We have shown the
following theorem.
Theorem 7. Let S be a set of n points in the plane, and let ε > 0 be a constant. There exists a collective
bottleneck (1 + ε)-spanner of S, consisting of O(n) graphs. Each graph in this collection has O(n)
edges.
If the set S consists of the center p of a circle and n− 1 points on the boundary of this circle, then the
degree of p in Y (S, θ) is n − 1. Therefore, the bottleneck graphs in the collection G are not of bounded
degree.
Arya et al. [1] have shown how to combine the Yao-graph with so-called single-sink spanners to obtain
a (1+ ε)-spanner of bounded degree for any point set S. In the same way as in Lemma 6, it can be shown
that this spanner has the property that any two points p and q of S are connected by a path whose length
is less than or equal to (1 + ε)|pq|, and all of whose edges have length at most |pq|. This implies the
following result.
Theorem 8. Let S be a set of n points in the plane, and let ε > 0 be a constant. There exists a collective
bottleneck (1 + ε)-spanner of S, consisting of O(n) graphs. The maximum degree of each graph in this
collection is bounded by a constant.
Even though the bottleneck graphs in Theorems 7 and 8 are small in size, they are difficult to
preprocess for shortest path queries. In the next section, we will see how to obtain a collective bottleneck
spanner consisting of O(n) planar graphs. As we will show in Section 6, planar graphs have the advantage
that shortest path queries can be answered efficiently.
5.2. The Delaunay triangulation
Let S be a set of n points in the plane. We assume for simplicity that these points are in general
position, i.e., no three points of S are collinear, and no four points of S are cocircular. Let DT(S) be
the Delaunay triangulation of S, see [6]. We will show that for any two points p and q of S, there
exists a path P between p and q in DT(S) such that (i) the length |P | of P is less than or equal to
2π/(3 cos(π/6)) · |pq|, and (ii) no edge on P has length more than |pq|. We will prove this claim by
modifying Keil and Gutwin’s proof of the fact that DT(S) is a (2π/(3 cos(π/6))-spanner of S; see [10].
(The proof in [10] may produce a path between p and q that contains an edge whose length is greater
than |pq|.)
We start by stating the main lemma that is needed for our proof. We remark that this lemma is similar
to [10, Lemma 1].
Before we can state the main lemma, we have to define the notion of upper angle. Let p and q be two
distinct points of S, and let L be the line through p and q. Assume that L is not vertical and that p is to
the left of q. Let L+ and L− be the open halfplanes consisting of all points that are above and below L,
respectively. Let C be any circle that has p and q on its perimeter, and let m be the center of C.
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are no points of S in the part of the interior of C that is below the line L.
Assume that no point of S is in the intersection of L− and the interior of C. Then the upper angle of p
and q is defined as the angle by which we have to rotate the line segment mp in clockwise order so that
it coincides with mq. See Fig. 2 for an illustration.
Now assume that no point of S is in the intersection of L+ and the interior of C. Then the upper angle
of p and q is defined as the angle by which we have to rotate the line segment mp in counterclockwise
order so that it coincides with mq.
Lemma 9. Let p and q be two distinct points of S, and let L be the line through p and q. Let C be any
circle that has p and q on its perimeter, and let r and m be the radius and center of C, respectively.
Assume that no point of S is in the intersection of L− and the interior of C, or no point of S is in the
intersection of L+ and the interior of C. Let θ be the upper angle of p and q. Then there exists a path P
in DT(S) between p and q such that
(1) the length of P is less than or equal to rθ , and
(2) the length of each edge on P is less than or equal to |pq|.
5.2.1. Proof of Lemma 9
We will assume, for ease of presentation, that p and q are both on the x-axis, p is to the left of q, and
no point of S is in the part of the interior of C that is below the x-axis.
If (p, q) is an edge of the convex hull of S, then it is also an edge of DT(S). In this case, Lemma 9
clearly holds. So we assume from now on that (p, q) is not a convex hull edge.
Our goal is to prove Lemma 9 by induction on the angle θ . In order to do this, we will normalize the
circle C so that, over all possible pairs p and q of points in S, there are only a finite number of normalized
circles.
To normalize C, we move the center m of C downwards along the bisector of p and q; during this
movement, we change C so that it always contains the points p and q. We stop this process at the moment
when the part of C below the x-axis hits a point, say z, of S. Observe that z exists, because otherwise
(p, q) would be an edge of the convex hull of S. Observe that during the movement, the radius r and the
upper angle θ of C change. It is easy to see, however, that the product rθ decreases. Hence, it suffices to
prove Lemma 9 for the new circle C, which we will refer to as a normalized circle.
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Hence, from now on, C is a normalized circle through the points p, q and z, where z is below the
x-axis. This circle has center m and radius r . There are no points of S in the part of the interior of C that
is below the x-axis.
Each pair of points defines at most two normalized circles (depending on whether the circle is empty
above or below the line through the two points). Therefore, there are O(n2) normalized circles. We
proceed by induction on the rank of the upper angles θ of these circles.
For the base case, assume that the angle θ of C is minimum over all normalized circles. We claim that
(p, q) is an edge of DT(S), which will prove that Lemma 9 holds for the points p and q. To prove the
claim, assume that (p, q) is not an edge of DT(S). Then, by the definition of the Delaunay triangulation,
the part of the interior of C that is above the x-axis contains at least one point of S.
For any point t of S that is in the interior of C, let Dt be the circle through p, q and t . Choose the
point t such that no point of S lies in the part of the interior of Dt that is above the x-axis. (Observe that
such a t must exist.) We will write D instead of Dt . By symmetry, we may assume that t is to the left
of m; see Fig. 3.
Let C1 be the circle through p and t whose center lies on the segment pm. We denote the center of
C1 by m1. By the definition of D, no point of S lies in the part of the interior of C1 that is below the
line through p and t . Let θ1 be the upper angle  pm1t . Observe that (i) the ray from m1 in direction −−→mq
intersects the x-axis in a point of C1, and (ii) t is above this ray. This implies that θ1 < θ .
If C1 is a normalized circle, then we have obtained a contradiction to our assumption that θ is the
smallest angle. In general, however, C1 will not be a normalized circle. Therefore, we proceed as follows.
We move the center m1 of C1 down along the bisector of p and t ; during this movement, we change C1
so that it always contains p and t . We stop at the moment when the part of C1 that is below pt hits a
point, say x, of S. (Observe that x exists: it is equal to z or a point of S that is hit upon earlier.) The new
circle C ′1 is a normalized circle, and its upper angle θ ′1 is less than or equal to the upper angle θ1 of the
initial circle C1. Hence, θ ′1 < θ , which is a contradiction. This completes the base case.
For the inductive step, we again consider the normalized circle C with upper angle θ =  pmq. We
assume that θ is not the minimum angle. Furthermore, we assume that Lemma 9 holds for all normalized
circles whose upper angles are less than θ . If (p, q) is an edge of DT(S), then Lemma 9 holds for the
circle C. So we may assume that (p, q) is not an edge of DT(S). We define the point t and the circle
D as in the base case. We may assume without loss of generality that t is to the left of m. Observe that
θ ∈ (0,2π). We will treat the cases 0 < θ  π and π < θ < 2π separately. Before proceeding, we give
some constructions that will be used in the sequel. (Refer to Figs. 4 and 5.)
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Let C1 be the circle through p and t whose center lies on the segment pm. We denote the center and
radius of C1 by m1 and r1, respectively. Similarly, let C2 be the circle through t and q whose center lies
on the segment qm. We denote the center and radius of C2 by m2 and r2, respectively. By our choice of
D, no point of S lies in the part of the interior of C1 that is below the line through p and t , and no point
of S lies in the part of the interior of C2 that is below the line through q and t .
Consider the two intersection points between C1 and the x-axis. One of these intersection points is p;
we denote the other one by a1. Similarly, let a2 be the intersection point between C2 and the x-axis that
is not equal to q.
Let C3 be the circle through a1 and a2 whose center is the intersection between the line through m1
and a1 and the line through m2 and a2. We denote the center and radius of C3 by m3 and r3, respectively.
We observe that the following four triangles are all similar isosceles triangles with two equal base
angles, which we will denote by φ: (p,m,q), (p,m1, a1), (a2,m2, q), and (a2,m3, a1).
As in the base case, both upper angles θ1 :=  pm1t and θ2 :=  tm2q are less than θ . We use the
same construction as in the base case to move m1 down along the bisector of p and t (changing C1 such
that it always contains p and t) until the part of C1 that is below pt hits a point of S. Let C ′1 be the
resulting circle, and let θ ′1 and r ′1 be its upper angle and radius, respectively. Then C ′1 is a normalized
circle, r ′1θ ′1  r1θ1, and no point of S is in the part of the interior of C ′1 that is below the line through p
and t . Hence, by the induction hypothesis, there is a path P1 between p and t in DT(S), having length
|P1| r ′1θ ′1  r1θ1, and all of whose edges have length at most |pt|. In a completely symmetric way, there
is a path P2 between t and q in DT(S), having length |P2| r2θ2, and all of whose edges have length at
most |tq|.
Fig. 4. Illustrating Case 1.
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Case 1. 0 < θ  π ; see Fig. 4.
Let P be the concatenation of P1 and P2. Then
|P | = |P | + |P | r θ + r θ = r θ + r θ − (r (θ − θ ) + r (θ − θ )).1 2 1 1 2 2 1 2 1 1 2 2
Since 0 < θ  π , a2 is to the left of a1. Observe that
(1) the length of the upper arc of C3 between a2 and a1 is equal to r3θ ,
(2) the length of the upper arc of C1 between t and a1 is equal to r1(θ − θ1), and
(3) the length of the upper arc of C2 between a2 and t is equal to r2(θ − θ2).
Since the part of C3 above the x-axis is convex and contained in both parts of the interiors of C1 and C2
that are above the x-axis, we have
r1(θ − θ1)+ r2(θ − θ2) r3θ.
Hence,











Since 0 < θ  π , we have |pt| |pq| and |tq|  |pq|. Recall that all edges on P1 have length at most
|pt| and all edges on P2 have length at most |tq|. Therefore, the length of each edge on P is less than or
equal to |pq|.
Case 2a. π < θ < 2π and t is inside the circle having p and q as diameter; see Fig. 5.
Let P be the concatenation of P1 and P2. Recall that θ1 < θ and θ2 < θ . We have
|P | = |P1| + |P2| r1θ1 + r2θ2  (r1 + r2)θ.
If a2 is to the right of a1, then









If a2 is to the left of a1, then |P | rθ by the same argument as in Case 1.
Since t is contained in the circle with p and q as diameter, we have |pt| |pq| and |tq| |pq|. As a
result, the length of each edge on P is less than or equal to |pq|.
Fig. 5. Illustrating Case 2a. The circle C3 has m3 as its center.
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Case 2b. π < θ < 2π and t is outside the circle R with p and q as diameter; see Fig. 6.
Let C4 be the circle through p and z whose center is on the x-axis. We denote the center and radius
of C4 by m4 and r4, respectively. Let θ4 be the upper angle  pm4z. (Recall our definition of upper angle
given just before Lemma 9.) Similarly, let C5 be the circle through q and z whose center is on the x-axis.
We denote the center and radius of C5 by m5 and r5, respectively. Let θ5 be the upper angle  zm5q.
Observe that no point of S is contained in the part of the interior of R that is above the x-axis.
Therefore, there is no point of S in the part of the interior of C4 that is above the line through p and z.
Similarly, there is no point of S in the part of the interior of C5 that is above the line through q and z.
We also observe that both θ4 and θ5 are less than π and, hence, less than θ . After normalizing C4 and C5,
in the same way as we did before, we can apply the induction hypothesis. Hence, there exists a path P4
between p and z in DT(S), having length |P4|  r4θ4, and all of whose edges have length at most pz.
Similarly, there exists a path P5 between z and q in DT(S), having length |P5| r5θ5, and all of whose
edges have length at most zq. Let P be the concatenation of P4 and P5. Then
|P | = |P4| + |P5| r4θ4 + r5θ5  (r4 + r5)θ.
Since z is contained in R, both r4 and r5 are less than or equal to |pq|/2. Therefore, we have |P | rθ .
Finally, since both |pz| and |zq| are less than |pq| (this again follows from the fact that z is contained
in R), the length of each edge on P is less than or equal to |pq|. This concludes the proof of Lemma 9.
5.2.2. A collective bottleneck planar spanner
Using Lemma 9, we obtain the theorem below. We omit the proof, because it is basically the same as
the proof of [10, Theorem 1]. Replacing [10, Lemma 1] by Lemma 9 guarantees that the length of each
edge on the path is less than or equal to |pq|.
Theorem 10. Let S be a set of n points in the plane, let DT(S) be the Delaunay triangulation of S, and
let p and q be two points of S. There is a path between p and q in DT(S) whose length is less than or
equal to 2π/(3 cos(π/6)) · |pq| and all of whose edges have length at most |pq|.
We proceed as in Section 5.1. Let m be the number of edges of DT(S), and let j1 < j2 < · · · < jm
be the indices such that Lj1 < Lj2 < · · · < Ljm are the edge lengths of DT(S). Since DT(S) is a planar
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graph, we have m 3n−6. For any k with 1 k m, let DT (jk) be the graph with vertex set S consisting
of all edges of DT(S) whose lengths are at most Ljk . As in Section 5.1, we obtain the following result.Corollary 11. Let S be a set of n points in the plane. The collection G := {DT(jk): 1 k m} of planar
graphs constitutes a collective bottleneck t-spanner of S, for t = 2π/(3 cos(π/6)). The number of graphs
in this collection is less than or equal to 3n− 6.
6. Bottleneck shortest path queries in planar graphs
In this section, we address the following problem: given a set S of n points in the plane and a planar
graph G with vertex set S, build a data structure that can answer bottleneck queries of the following type:
given two points p and q of S and a real number L, decide whether there is a path between p and q in G
all of whose edges are of length at most L, and report the shortest such path if such a path exists.
Using the results of Section 2, existence queries can be answered in O(1) time. We will present a data
structure of size O(n5/2) that allows the shortest path whose edges have lengths at most L to be reported
in O(
√
n+ ) time, where  is the number of edges on the reported path.
Our solution uses the following result, due to Djidjev [7], for answering general shortest path queries
in the entire planar graph G.
Lemma 12 [7]. Let S be a set of n points in the plane and let G be a planar graph with vertex set S. We
can preprocess G in O(n3/2) time into a data structure of size O(n3/2) such that the shortest path in G
between any two query points can be computed in O(
√
n + ) time, where  is the number of edges on
the reported path.
Consider again the planar graph G with vertex set S. Let e1, e2, . . . , em be the m edges of G, sorted by
their lengths. For any i with 1 i m, let |ei| denote the Euclidean length of edge ei , and let G(i) be the
graph consisting of all edges of G having length at most |ei|.
In order to answer bottleneck shortest path queries in G, we build the shortest path data structure of
Lemma 12 for each of the graphs G(i). We also compute a labeling of the vertices of each G(i) so that
two vertices have the same label if and only if they are in the same connected component of G(i). The
following observation is obvious.
Observation 1. Let p and q be two points of S, let L be a real number, and let i be the integer such that
|ei | L< |ei+1|.
(1) There is a path between p and q in G all of whose edges have length at most L if and only if p and
q are in the same connected component of G(i).
(2) The shortest path between p and q in G(i) is the same as the shortest path between p and q in G all
of whose edges have length at most L.
Thus, we build a binary search tree T over the sorted edge set of G. In O(logn) time, we can find
the index i such that |ei | L < |ei+1|. Given that every node of T stores a pointer to the corresponding
graph G(i) and the shortest path data structure for G(i), it now takes constant time to retrieve the two
248 P. Bose et al. / Computational Geometry 29 (2004) 233–249
labels of the vertices p and q in G(i), and compare them to decide whether p and q are in the same
connected component of G(i). If they are, we query the shortest path data structure to report the shortest
path. Using the data structure of Lemma 12, this takes O(
√
n + ) time, where  is the number of edgesin the reported path.
The binary search tree T has size O(n). Since G is planar, the number m of its edges is less than
or equal to 3n − 6. Hence, we build O(n) shortest path data structures of size O(n3/2) each, one per
graph G(i). Each of these data structures can be constructed in O(n3/2) time. Hence, the total preproc-
essing time and amount of space used by our data structure is O(n5/2). Thus, we obtain the following
theorem.
Theorem 13. Let S be a set of n points in the plane and let G be a planar graph with vertex set S. We
can preprocess G in O(n5/2) time into a data structure of size O(n5/2) such that the following type of
bottleneck queries can be answered: given any two points p and q of S and any real number L, decide
whether there is a path between p and q in G all of whose edges have length at most L. If such a path
exists, report the shortest such path. The decision part of the query takes O(1) time, whereas reporting
the shortest path takes O(
√
n+ ) time, where  is the number of edges on the reported path.
If we combine Theorems 10 and 13, then we obtain the following result.
Theorem 14. Let S be a set of n points in the plane. We can preprocess S in O(n5/2) time into
a data structure of size O(n5/2) such that t-approximate bottleneck shortest path queries, for t =
2π/(3 cos(π/6)), can be answered in O(
√
n + ) time, where  is the number of edges on the reported
path.
7. Conclusion
We have presented efficient algorithms to solve a variety of geometric bottleneck problems. In each
case, we show how to preprocess the data so that (approximate or exact) shortest path queries can be
answered efficiently. In solving these problems, we use an array of tools such as minimum spanning
trees, spanners, and the Delaunay triangulation.
The amount of preprocessing and space used in Theorems 3, 13 and 14, are very high. It is an open
problem whether these bounds can be improved.
The graphs in the collective bottleneck spanner of Theorem 8 are of bounded degree, but they are not
planar. On the other hand, the graphs in the collective bottleneck spanner of Corollary 11 are planar,
but their degree may be unbounded. We leave it as an open problem to decide whether there exists a
collective bottleneck spanner consisting of planar graphs, all having bounded degree. Observe that Bose
et al. [3] have shown that a planar spanner of bounded degree can be computed for any point set. This
spanner, however, does not have the property that each edge on a spanner path between two points p and
q has length at most |pq|. Therefore, it is not clear if this result can be used in our context.
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