University of South Florida

Scholar Commons
Graduate Theses and Dissertations

Graduate School

January 2012

Graphene Casimir Interactions and Some Possible
Applications
Anh Duc Phan
University of South Florida, anhphan@mail.usf.edu

Follow this and additional works at: http://scholarcommons.usf.edu/etd
Part of the Physics Commons
Scholar Commons Citation
Phan, Anh Duc, "Graphene Casimir Interactions and Some Possible Applications" (2012). Graduate Theses and Dissertations.
http://scholarcommons.usf.edu/etd/4386

This Thesis is brought to you for free and open access by the Graduate School at Scholar Commons. It has been accepted for inclusion in Graduate
Theses and Dissertations by an authorized administrator of Scholar Commons. For more information, please contact scholarcommons@usf.edu.

Graphene Casimir Interactions and Some Possible Applications

by

Anh D. Phan

A thesis submitted in partial fulfillment
of the requirements for the degree of
Master of Science
Department of Physics
College of Arts and Science
University of South Florida

Major Professor: Lilia M. Woods, Ph.D.
Manh-Huong Phan, Ph.D.
Ivan Oleynik, Ph.D.
Inna Ponomareva, Ph.D.

Date of Approval:
October 25, 2012

Keywords: Casimir interactions, dispersion properties, graphene,
Lifshitz theory, quantum fluctuations
Copyright c 2012, Anh D. Phan.

ACKNOWLEDGMENTS

I would first like to thank my advisor, Dr. Lilia M. Woods. She provided me with
exciting research projects and ideas, which led to the work presented in this thesis.
Moreover, she supported and gave me the freedom to explore ideas on my own. I am
very thankful for her constant encouragement and guidance during the two years of
my Master’s degree studies.
I also would like to acknowledge Prof. N. A. Viet, my former advisor from Institute
of Physics, Hanoi, Vietnam, because of his financial support and helpful discussions.
I am also very grateful to the other members of my committee, Dr. Manh-Huong
Phan, Dr. Ivan Oleynik, and Dr. Inna Ponomareva for taking their time to read my
thesis, for assisting me with anything I needed and for giving me guidance throughout
these years.
Further, my research cannot be enjoyable and successful without fellow graduate
students, particularly Nam B. Le.
At last, I am indebted to my family for their love and invaluable support.

TABLE OF CONTENTS

List of Tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

ii

List of Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

iv

Abstract

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

v

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
1.1 The Casimir effect . . . . . . . . . . . . . . . . . . . . . . . . . . . .
1.2 Graphene and its properties . . . . . . . . . . . . . . . . . . . . . . .

1
1
5

2 Casimir force involving graphene . . . . . . . . . . . . . . . . . . . . . . .
2.1 The reflection coeffcients of the bottom substrate . . . . . . . . . . .
2.2 The reflection coefficients of the upper objects . . . . . . . . . . . . .

10
12
15

3 Graphene optical properties . . . . . . . . . . . . . . . . . . . . . . . . . .

17

4 Graphene Casimir interactions

22

. . . . . . . . . . . . . . . . . . . . . . . .

5 Temperature-dependent graphene suspension

. . . . . . . . . . . . . . . .

29

6 Conclusions and discussions . . . . . . . . . . . . . . . . . . . . . . . . . .

34

References

35

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

i

LIST OF TABLES

2.1

Parameters for the oscillator model of the low-index materials . . . .

4.1

Parameters for the dynamical graphite conductivity. The units of the
damping parameters, plasma frequency and resonant frequencies are eV . 27

ii

13

LIST OF FIGURES

1.1
1.2

1.3

1.4

1.5
1.6

2.1

2.2

3.1

Two perfectly conducting infinite plates, placed at a distance d. . . .
The repulsion between a gold sphere and a silica plate in the presence
of bromobenzene. The experimental data reveals the relation among
the dielectric function of three objects causing the non-contact system.
Originally printed in Nature 457, 170 (2009) [10]. . . . . . . . . . . .
a) The attractive and repulsive forces of a gold sphere with a gold plate
and a silica plate in bromobenzene, respectively. b) and c) The good
agreements of the theoretical calculations using the Lifshitz theory and
experimental data in these two systems. Originally printed in Nature
457, 170 (2009) [10]. . . . . . . . . . . . . . . . . . . . . . . . . . . .
Schematic picture of the setting considered in the calculations. A
sphere is located in bromobenzene at a distance d away from a material plate. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
The schematic representation of carbon allotropes: a) fullerence, b)
graphite and c) carbon nanotube. . . . . . . . . . . . . . . . . . . . .
(Left) Band structure of graphene. The π(lower) bands and the π ∗
(upper) bands touch at six points so-called the Dirac points or K points.
(Right) The projected density of states [PDOS] for a graphene system.
Relative Casimir force between two semi-infinite plates normalized by
the perfect metal force F0 (d) = π 2 ~c/240d4 in the presence of bromobenzene medium. . . . . . . . . . . . . . . . . . . . . . . . . . . .
Schematics of a planar sheet (graphene) immersed in medium between
two slab substrates. The graphene sheet separates the medium layer 2
into two sublayers - 2’ and 2”. . . . . . . . . . . . . . . . . . . . . . .
a) Experimental observation of the optical transmission of graphene.
b) Transmission spectrum over the visible wavelength range and its
variation as a function of the number of graphene layers [45]. . . . . .

iii

2

2

4

5
6

7

11

12

18

3.2
3.3

4.1
4.2

4.3
4.4

5.1
5.2
5.3

The normalized graphene conductivity σ(iξ)/σ0 vs frequency at given
temperatures. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
The normalized graphene conductivity σ(iξ, µC )/σ0 vs frequency at
given temperatures. . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Dielectric function ε(iξ) as a function of frequency ξ (eV ) for several
materials [20]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
F/F0 as a function of d1 . (a) silica; (b) PTFE; (c) SiC; (d) the BB
liquid phase temperature regime for the three substrates. Note that
F0 (d1 ) = π 2 ~c/240d41 is the Casimir force between two perfect metal
plates. The bottom substrate is semi-infinite. The BB liquid phase
exists for T ∈ [242-429] K [20]. . . . . . . . . . . . . . . . . . . . . .
The real and imaginary part of the dynamical conductivity for graphite
and the universal conductivity σ0 as a function of frequency. . . . . .
The Casimir interactions between two graphene sheets calculated by
the dynamical and universal conductivity. . . . . . . . . . . . . . . .
The Casimir energy is calculated as a function of separation for different materials. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
The Casimir energy is calculated as a function of separation for different materials. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Total energy of the 50 × 50 µm2 suspeded graphene in terms of kB T
vs d1 calculated by the full expression for the Casimir energy and by
the first four terms in its Taylor series for D = 800 µm. . . . . . . . .

iv

19
21

22

23
25
27

30
31

33

ABSTRACT

Scientific development requires profound understandings of micromechanical and
nanomechanical systems (MEMS/NEMS) due to their applications not only in the
technological world, but also for scientific understanding. At the micro- or nano-scale,
when two objects are brought close together, the existence of stiction or adhesion is
inevitable and plays an important role in the behavior operation of these systems.
Such effects are due to surface dispersion forces, such as the van der Waals or Casimir
interactions. The scientific understanding of these forces is particularly important for
low-dimensional materials. In addition, the discovery of materials, such as graphitic
systems has provided opportunities for new classes of devices and challenging fundermental problems. Therefore, invesigations of the van der Waals or Caismir forces
in graphene-based systems, in particular, and the solution generating non-touching
systems are needed.
In this study, the Casimir force involving 2D graphene is investigated under various
conditions. The Casimir interaction is usually studied in the framework of the Lifshitz theory. According to this theory, it is essential to know the frequency-dependent
reflection coefficients of materials. Here, it is found that the graphene reflection coefficients strongly depend on the optical conductivity of graphene, which is described
by the Kubo formalism. When objects are placed in vacuum, the Casimir force is
attractive and leads to adhesion on the surface. We find that the Casimir repulsion
can be obtained by replacing vacuum with a suitable liquid. Our studies show that
bromobenzene is the liquid providing this effect. We also find that this long-range
force is temperature dependent and graphene/bromobenzene/metal substrate configuration can be used to demonstrate merely thermal Casimir interaction at room
temperature and micrometer distances. These findings would provide good guidance
and predictions for practical studies.

v

Chapter 1
INTRODUCTION

1.1

The Casimir effect

Dispersion forces between objects originate from the electromagnetic fluctuations the
objects can support. These long-range interactions can be explained as the difference
in radiation pressure of virtual photons outside and inside a cavity formed by the
materials [1]. At small separation distances where the speed of light c is considered
as infinite, the forces are known as the van der Waals forces. For distances where c is
finite, they are called Casimir interactions. Two types of the dispersion forces have the
same origin, but the important difference is retardation. In the vast majority of cases,
the force is attractive and it is responsible for adhesion or stiction of nanodevices [1, 2,
3]. In recent years, the long-range interaction between bodies is of great importance
for the synthesis, design, and operation of nanomechanical devices [4]. The Casimir
or van der Waals forces play also a significant role in biological systems such as DNA,
viruses, or microtubules [5, 6].
The Casimir effect was theoretically predicted for the first time for the configuration of two ideal parallel semi-infinite metals in vacuum at zero temperature, in 1948
[7]. The force per unit area between such metals can be analytically descirbed by
Fpp (d) = π 2 ~c/240d4 , here d is the separation distance. In the case of real metals the
finite conductivity and thermal effects have to be taken into account (see Fig. 1.1).
This result can be calculated using the Casimir-Lifshitz formalism, which requires
taking into account the dielectric function ε(ω) of each material, here ω is the frequency of electromagnetic wave [5, 8]. The Lifshitz theory [9] is a unified approach
of both the van der Waals and Casimir forces in thermal equilibrium.
It has been shown theoretically that the Casimir interaction is always attractive between two (non-magnetic) dielectric bodies in vacuum [11, 12, 13, 14, 15, 16].
Exploring the possibility for a repulsive force is a direction creating inspiration for
scientists to handle the stiction/adhesion problems of NEMS [2, 10, 17, 18, 19, 20].
The repulsive Casimir forces can be observed in systems which have the presence of
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Figure 1.1: Two perfectly conducting infinite plates, placed at a distance d.

Figure 1.2: The repulsion between a gold sphere and a silica plate in the presence
of bromobenzene. The experimental data reveals the relation among the dielectric
function of three objects causing the non-contact system. Originally printed in Nature
457, 170 (2009) [10].
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liquids, metamaterials and metallic geometries. Figure 1.2 is an example of recent
experiments pointing out that there a repulsive force exists between a gold sphere
and a silica plate, separated by bromobenzene [10]. As a matter of fact, the repulsive
Casimir forces between solids arise when the dielectric properties of 1 and 2 and a
separating liquid obey the relation ε1 (iξ) > εliquid (iξ) > ε2 (iξ) over a wide imaginary
frequency range ξ (ω = iξ). All experimental results have a good agreement with the
theoretical calculations using the Lifshitz theory (see Fig. 1.3).
In order to consider the Casimir interactions in different configurations at a distance of close approach, d, at a given temperature T , it is very useful to use the
proximity force approximation (PFA) [2, 21, 22]. It is known that the magnitude
of the Casimir force between two dielectric bodies depends on the configuration and
distance between two bodies. The shape usually used in experiments is a combination
of a sphere and a plate, because one can avoid the problem of alignment and easily
control the distance between them. Experimental results for the Casimir force in
the plane-sphere geometry are usually compared with PFA-based theoretical models
[10, 17]. The spherical surface with radius R is assumed to be nearly flat over the
scale of d. Although the Casimir force is not additive, PFA is often expected to provide an accurate description when R  d. It can be described by Fig.1.4. In this
approach, the surfaces of the bodies are treated as a superposition of infinitesimal
parallel plates [2]
PFA
Fsp
(d)

ZR
Fpp (d + R −

=

√

R2 − r2 )2πrdr.

(1.1)

0

where Fpp (d) and Fsp (d) are the Casimir forces for two parallel plates of unit area
and the Casimir interactions between a plate and a spherical body, respectively. As
calculating the Casimir forces between the sphere 1 and the plate 2, and the sphere
2 and the plate 1 with the same radius for spherical objects, there is no difference
in the calculations and subsequent results as well, because the PFA method does not
consider a structure of bodies when their shape is modified [2].
The energy interactions between a plate-plate system per unit area can be obtained
by using the relationship between the Casimir energy of two plannar objects and the

3

Figure 1.3: a) The attractive and repulsive forces of a gold sphere with a gold plate
and a silica plate in bromobenzene, respectively. b) and c) The good agreements of
the theoretical calculations using the Lifshitz theory and experimental data in these
two systems. Originally printed in Nature 457, 170 (2009) [10].
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dispersion force of a sphere-plate system. [2]
PFA
Fsp
(d) = 2πRE(d),

(1.2)

where E(d) is the Casimir energy per a unit area for planar bodies.

Figure 1.4: Schematic picture of the setting considered in the calculations. A sphere
is located in bromobenzene at a distance d away from a material plate.

1.2

Graphene and its properties

Graphene, a flat monolayer of carbon atoms tighly packed into a honeycomb lattice,
has attracted immense research interests because of its novel properties [23, 24, 25, 26,
27]. The unusual effects of graphene arise from its truly atomic thickness and hexagonal symmetry of the crystal structure. These include an extremely high mobility of
the charge carriers [28, 29], an anomalous quantum Hall effect [30], and ambipolar
transport phenomena [31, 32, 33]. Graphene is also expected to play an important
role in the fabrication of nano-electronic and bio-electronic devices in the near future
[27, 34].
A variety of carbon allotropes, shown in Fig. 1.5, can be considered as originating
from graphene [35, 36]. The wrapping of graphene and introducing curvature in

5

Figure 1.5: The schematic representation of carbon allotropes: a) fullerence, b)
graphite and c) carbon nanotube.

terms of forming five membered rings, leads to fullerence (see Fig. 1.5 a). Rolling
of graphene segments with different boundaries results in carbon nanotubes (CNT)
of various chiralities shown in Fig 1.5 c. The chiralities play a decisive role for their
metallic or semiconducting properties. Moreover, one can obtain a three-dimensional
graphite by stacking the graphene atomic layers stabilized by van der Waals forces.
Another interesting feature of graphene is that a cutting graphene into strips yields
graphene nanoribbons. Edge atoms of the nanoribbons directly influence not only
their electric, but also their magnetic properties. Graphene, therefore, has opened up
possibilities for diverse applications and new types of devices.
The tight binding (TB) method for electronic band structure is one of the standard
models in solid state physics and it is frequently used to study many-body problems
[35, 36, 37]. It applies to graphitic systems as well. In its simplest form, it is taken
within the nearest-neighbor interaction for the graphene pz orbitals, but neglects the
overlap between wave functions centered at different atoms. In the framework of the
TB approximation, the energy dispersion of a graphene system with lattice constant

6

Figure 1.6: (Left) Band structure of graphene. The π(lower) bands and the π ∗ (upper)
bands touch at six points so-called the Dirac points or K points. (Right) The projected
density of states [PDOS] for a graphene system.

a is described by
v
u
u
√
E = ±tt3 + 2 cos( 3ky a) + 4 cos

√

!
3
ky a cos
2

!
√
3
kx a ,
2

(1.3)

where t is the hopping integral, kx and ky are the wavevector along x and y axes,
respectively. This band structure is depicted in the 3D and projected form in Fig. 1.6.
For a graphene monolayer, it is possible to cast the low energy band structure in a
2D Dirac-like representation with linear dispersion relations around the characteristic
K-points for electron and hole carriers
E≈

3ta ~
~|k| = ~vF |~k|,
2

(1.4)

where ~k is the two-dimensional momentum and vF = 3ta/2 ≈ 106 m/s is the Fermi
velocity. Electrons in graphene behave like massless relativistic particles. The expression of the electronic density of state D(E) can be obtained as
D(E) =

|E|
2πvF2
7

(1.5)

From Eq. 1.5, the Fermi level is situated at the connection points of these cones.
Therefore, D(E) = 0 at these points which leads to low electrical conductivity of an
intrinsic graphene. It is well known that the graphene conductivity is proportional to
e2 /h. Graphene is regarded as both metal and zero-gap semiconductor. Obviously, it
is possible to tune the Fermi level using an applied electric field, chemical modification
or doping. Such effects can lead to opening of a band gap at the Fermi level tunning
its properties from metallic to semiconducting.
Another interesting effect in graphene is the quantum Hall effect (QHE) which
exists in the presence of a magnetic field perpendicular to the surface. The graphene’s
charge carriers exhibit intrinsic mobility and move micrometer-long distances with little scattering under ambient conditions at room temperature [38, 39]. Thus, QHE can
be observed at high temperature. One knows that a strong magnetic field causes Landau quantizations of the energy levels in a typical material. In the case of graphene,
the unsual Landau spectrum reveals a half-integer quantum Hall effect. Continuing
to investigate this effect helps us elucidate a variety of important aspects of quantum
physics and broaden understanding for an interacting system.
Recently, due to applications of graphene in NEMS and other nano devices [40,
41, 42], studying Casimir interactions in graphene systems has become essential. The
Casimir-Lifshitz formulism continues to be appliable to the low dimensional systems [11, 18, 20, 43]. The dispersion forces of graphene-graphene and graphenemetamaterials in vacuum were investigated by Ref. [11, 18]. Authors demonstrated
that the interactions are strongly dependent on the graphene conductivity. Unlike regular materials, graphene does not change phase such as superconducting phase transition when varying temperature. At low temperature, the conductivity approaches a
universal value σ0 = e2 /4~ [44, 45]. For this reason, the graphene/graphene Casimir
force per unit area is found as [11]
Fg (d) =

3e2
.
32πd4

(1.6)

It is interesting to note that the distance dependence of the Casimir force is the
same as the one between two perfect conductors. However, Fg (d)/Fpp (d) ≈ 0.00538,
which means that the graphene Casimir force is much smaller than that of ideal
parallel metals.

8

When graphene/metamaterial interactions are considered, one finds that repulsion
is possible at the 200-300 K temperature range. However, this effect appears at
distances larger than 1 µm and the strength is small.

9

Chapter 2
CASIMIR FORCE INVOLVING GRAPHENE

There has been a great deal of interest in recent year in the Lifshitz theory of the
dispersion forces in condensed media [1, 5, 8]. This theory has served as a unique
unified model of both the van der Waals and Casimir interactions. The Lifshitz
approach can be obtained using Maxwell’s equations, where electromagnetic field is
induced by the thermal fluctuations. The Lifshitz theory is difficult to apply in object
with edges, which has motivated the difference of the PFA approach [46, 47]. In this
case, one calculates the Casimir interaction between two semi-infinite materials and
the Lifshitz formula gives us the retared forces per unit area. In addition, the longrange force of an atom and a substrate can be calculated by the Lifshtiz theory. The
Casimir force in this sytem is known as the Casimir-Polder interaction [48, 49, 50].
As mentioned in the previous chapter, the Lifshitz theory has a good agreement with
series of separate experiments and would provide excellent predictions and guidance
for advanced research. In Fig. 2.1, the retarded forces of two plates made from
different materials at room temperature are given. The theoretical calculations in the
silica-gold system immerged in bromobenzene are preciously fitted with measurements
at the separation distance d ≤ 150 nm [2]. However, experiments so far have not
measured at long distances in these three-layer systems. Our calculations suggest
that it is possible to obtain repulsion between Au and M gO, and M gO and SiO2 .
Another interesting point is that experimentalists can observe the repulsive-attractive
transition of these three systems. The transition positions of the Au − M gO and
Au − SiO2 system are the stable equilibrium positions. It is difficult to detect the
change of a sign of the Casimir force in the Au−M gO system since it occurs at around
5.5 nm and the force is extremely small to measure. For the system M gO−SiO2 , there
are two repulsive-attractive transition positions. However, the transitions at d ≈ 12.5
nm and d ≈ 103 nm correspond to the unstable and stable position, respectively.
In our study, we investigate a sandwich system including a suspended graphene
depicted in Fig. 2.2. The Casimir force between the bottom substrate and the upper
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Figure 2.1: Relative Casimir force between two semi-infinite plates normalized by the
perfect metal force F0 (d) = π 2 ~c/240d4 in the presence of bromobenzene medium.

objects in medium at a separation d1 and a given temperature T is calculated by
employing the Lifshitz formula [20]
Z ∞
∞ 
kB T X
1
1 − δl0
F (d1 , T ) = −
ql k⊥ dk⊥
π l=0
2
0
!
(1) (2)
(1)
(2)
RT E RT E
RT M RT M
×
+
,
(2.1)
(2)
(2)
(1)
(1)
2q
d
2q
d
e l 1 − RT E RT E e l 1 − RT M RT M
+,−
where kB is the Boltzmann constant, RT+,−
M and RT E are the reflection coeffcients
corresponding to the transverse magnetic (TM) and transverse electric (TE) field
modes of the objects above the layer 20 (+ subscipt) and below the layer 20 (- subscipt).
Fitting between theoretical calculations and experimental studies shows that we can
use the Lifshitz expression at zero temperature in order to calculate the Casimir force
at room temperature if the separation distance is much smaller than the thermal
wavelength λT = ~c/kB T [1, 51, 52]. For such situations, Eq. 2.1 can be taken as

Z
∞ 
X
1
~ ∞
2kB T
1 − δl0 f (iξl ) →
dξf (iξ).
(2.2)
2
π
0
l=0
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Figure 2.2: Schematics of a planar sheet (graphene) immersed in medium between two
slab substrates. The graphene sheet separates the medium layer 2 into two sublayers
- 2’ and 2”.

2.1

The reflection coeffcients of the bottom substrate

The reflection coeffcients for a semi-infinite bottom substrate can be found by solving the appropriate boundary conditions for the electromagnetic fields accross the
boundaries. They are given as [1, 2, 8]
µ1 (iξl )ql − k1
,
µ1 (iξl )ql + k1
ε1 (iξl )ql − εm (iξl )k1
,
≡ rT−M (iξl , k⊥ ) =
ε1 (iξl )ql + εm (iξl )k1
rT−E ≡ rT−E (iξl , k⊥ ) =

rT−M

(2.3)

where
r

ξ2
2
k⊥
+ µm (iξl )εm (iξl ) l2 ,
c
r
ξ2
2
k1 ≡ k1 (iξl , k⊥ ) = k⊥
+ µ1 (iξl )ε1 (iξl ) l2 .
c

ql ≡ ql (iξl , k⊥ ) =

(2.4)

Here k⊥ is the wave vector component perpendicular to the plate, c is the speed of
light, ξl = 2πkB T l/~ is the Matsubara frequencies. εm (iξl ) and µm (iξl ) are the dielectric function and the permeability of a medium filled between two bodies, respectively.
Regularly, one selects vacuum or liquid to be the medium, so µm (iξl ) = 1.
In the case of low index materials such as bromobenzene (BB), polytetrafluoroethylene (P T F E) and silica, the oscillator models are constructed to represent the

12

Table 2.1: Parameters for the oscillator model of the low-index materials
= 5.44 × 10−2
= 1.84 × 10−2
= 4.75 × 10−2
= 5.32 × 10−1
= 6.45 × 10−1

ω1 = 5.02 × 10−3
ω2 = 3.09 × 10−2
ω3 = 1.11 × 10−1
ω4 = 6.75
ω5 = 1.33 × 101

Bromobenzene
C6 = 2.4 × 10−1
ω6 = 2.4 × 101
C7 = 9.27 × 10−3
ω7 = 9.99 × 101

C1
C2
C3
C4
C5

Silica
C7 = 2.17 × 10−1
ω7 = 8.14
C8 = 5.50 × 10−2
ω8 = 91.6

C1 = 7.84 × 10−1
C2 = 2.03 × 10−1
C3 = 4.17 × 10−1
C4 = 3.93 × 10−1
C5 = 5.01 × 10−2
C6 = 8.2 × 10−1

ω1
ω2
ω3
ω4

PTFE
C7 = 1.06 × 10−1
ω7 = 42.1
C8 = 3.86 × 10−2
ω8 = 77.6

C1 = 9.3 × 10−3
C2 = 1.83 × 10−2
C3 = 1.39 × 10−1
C4 = 1.12 × 10−1
C5 = 1.95 × 10−1
C6 = 4.38 × 10−1

ω1 = 3 × 10−4
ω2 = 7.6 × 10−3
ω3 = 5.57 × 10−2
ω4 = 1.26 × 10−1
ω5 = 6.71
ω6 = 18.6
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= 4.11 × 10−2
= 1.12 × 10−1
= 1.12 × 10−1
= 1.11 × 10−1
ω5 = 14.5
ω6 = 17

dielectric function at imaginary frequencies. The form of the oscillator model is given
by [2, 17]
ε(iξ) = 1 +

X Ci ω 2
i
,
2 + ω2
ξ
i
i

(2.5)

where the coefficient Ci are the strengths of the oscillator corresponding to the resonant frequencies ωi . In this work, we take available experimental data for a variety
of temperature regions 242-429 K. These data are shown to be more accurate in
describing various properties as compared to the ones taking only one oscillator in
Eq. 2.5. In particular, the accuracy of the response properties is of great importance
to the correct description of the Casimir force between objects. By taking well-fitted
εm (iξ), we believe the results from these calculations not only have qualitative, but
also quantitative values [2, 17]. The parameters for bromobenzene, silica and also
P T F E are presented in Table. 2.1 [17].
We consider two types of materials for the bottom substrates- SiC and SiO2 . The
dielectric function of SiC is expressed by
εSiC (ω) = ε∞

ωL2 − iωγ − ω 2
,
ωT2 − iωγ − ω 2

(2.6)

where the parameters were fitted by the Lorentz oscillator model, ε∞ = 6.7, ωL = 0.12
eV , ωT = 0.09851 eV , and γ = 6 × 10−4 eV [56]. While the dielectric function of
SiO2 is given in Eq. 2.5 and one can see the parameters from Table. 2.1.
To investigate the influence of the finite thickness D of the bottom substrate on
the Casimir force, the expressions of the reflection coefficients are modified as [20, 57]
RT−E,T M ≡ RT−E,T M (iξl , k⊥ ) = rT−E,T M

1 − e−2ql D
.
1 − (rT−E,T M )2 e−2ql D

(2.7)

We recall that Lifshitz formula, routinely used to interpret current experiments,
express the Casimir force between two parallel plates as an integral over imaginary
frequencies iξ of a quantity involving the dielectric permittivities of the plates ω = iξ
[1, 2, 58]. It is important to note that, in principle, recourse to imaginary frequencies
is not mandatory because it is possible to rewrite Lifshitz formula in a mathematically equivalent form, involving an integral over the real frequency axis. In this case,
however, the integrand becomes a rapidly oscillating function of the frequency, which
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hampers any possibility of numerical evaluation. Another remarkable point is that
occurrence of imaginary frequencies in the expression of the Casimir force is a general feature of all recent formalisms hence extending Lifshitz theory to non-planar
geometries. The problem is that the electric permittivity ε(iξ) at imaginary frequencies cannot be measured directly by any experiment. The only way to determine it
by means of dispersion relations, which allow the expression of ε(iξ) in terms of the
observable real-frequency electric permittivity. In the standard works on the Casimir
effect, ε(iξ) is calculated by the Kramers-Kronig relation in terms of an integral of a
quantity involving the imaginary part of the electric permittivity [1, 2, 58]
Z
2 ∞ ωImε(iω)
dω 2
,
(2.8)
ε(iξ) = 1 +
π 0
ω + ξ2
where Imε(iω) is obtained using the tabulated optical data for the complex index of
refraction.
2.2

The reflection coefficients of the upper objects

As can be seen in Fig. 2.2, the upper objects consist of graphene and the top material
separated by a medium with a thickness d2 . The reflection coefficients RT+M,T E can
be written by satisfying the correct boundary conditions for electromagnetic fields as
[11]
rTσ E + rTt E (1 + 2rTσ E )e−2ql d2
,
1 − rTσ E rTt E e−2ql d2
rσ + rTt M (1 − 2rTσ M )e−2ql d2
,
≡ RT+M (iξl , k⊥ ) = T M
1 − rTσ M rTt M e−2ql d2

RT+E ≡ RT+E (iξl , k⊥ ) =
RT+M

(2.9)

here
µ3 (iξl )ql − k3
,
µ3 (iξl )ql + k3
ε3 (iξl )ql − εm (iξl )k3
,
≡ rTt M (iξl , k⊥ ) =
ε3 (iξl )ql + εm (iξl )k3
rTt E ≡ rTt E (iξl , k⊥ ) =

rTt M

(2.10)

are the reflection coefficients of the top substrate an the infinite thickness in the
p
2
medium εm (iξl ), and k3 ≡ k3 (iξl , k⊥ ) = k⊥
+ µ3 (iξl )ε3 (iξl )ξl2 /c2 . If the top substrate is a non-magnetic material, as it is the case here, one has µ3 (iξl ) = 1. The
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response properties of the metal are characterized by the dielectric function ε3 (iξl )
and the permeability function µ3 (iξl ), both of which are frequency dependent along
the imaginary axis (ωl = iξl ). The Drude model ε1D and the plasma model ε1P are
employed to describe the dielectric function of metals [1, 53, 54, 55]
ωp2
,
ε3,D (iξ) = 1 +
ξ(ξ + γp )
ωp2
ε3,P (iξ) = 1 + 2 .
ξ

(2.11)

The reflection coefficients rTσ E and rTσ M are the reflection coefficients of a suspended
graphene in the medium, given as [20]
µ0 σ(iξl )ξl
,
µ0 σ(iξl )ξl + 2ql
σ(iξl )ql /(2ε0 ξl )
.
≡ rTσ M (iξl , k⊥ ) =
εm (iξl ) + σ(iξl )ql /(2ε0 ξl )
rTσ E ≡ rTσ E (iξl , k⊥ ) = −

rTσ M

(2.12)

here ε0 and µ0 are the vacuum static permitivity and permeability constants.
In the limit of d2 → ∞, the top substrate vanishes in Fig. 2.2 and the upper
objects are a free-standing graphene sheet. From Eq. 2.9, one can obtain RT+E = rTσ E
and RT+M = rTσ M . For d2 = 0, the reflection coefficients are written by satisfying the
correct boundary conditions for electromagnetic fields as
−σ(iξl ) + (ql − k3 )/(µ0 ξl )
,
σ(iξl ) + (ql + k3 )/(µ0 ξl )
[ε3 (iξl )ql − εm (iξl )k3 ] + σ(iξl )ql k3 /(ε0 ξl )
RT+M (iξl , k⊥ ) =
.
[ε3 (iξl )ql + εm (iξl )k3 ] + σ(iξl )ql k3 /(ε0 ξl )
RT+E (iξl , k⊥ ) =

(2.13)

To further investigate the Casimir interactions of graphene-based systems, it is
necessary to understand the optical conductivity of graphene. This is the main subject
for Chapter 3.
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Chapter 3
GRAPHENE OPTICAL PROPERTIES

The graphene optical response properties are unique and they are directly related to
the Dirac-like electronic structure of the graphene carriers. The optical conductivity
can be modeled using the low energy electron model, which obeys the linear momentum energy dispersion E = ±vF ~k, where vF ≈ c/300. Within the Kubo formalism,
the optical conductiviy is expressed as [11, 43, 44]
 Z ∞

 Z ∞

f0 (−ε) − f0 (ε)
df0 (ε)
ie2 ω 2
dε
εdε
−
,
(3.1)
σ(ω) =
π~ ω 2 0
dε
(~ω)2 − 4ε2
0
where f0 (ε) = 1/(e(ε−µC )/kB T + 1) is the Fermi distribution, µC is the chemical potential with respect to the Dirac point. The first term corresponds to the intraband
electron-photon scattering process. The second term originates from the direct interband transitions. The intraband contribution is found to be



µC
2ie2 kB T
ln 2 cosh
.
(3.2)
σintra (ω) =
π~ω
2kB T
It is clear that at low temperatures, the intraband conductivity approaches zero.
However, since experimental studies demonstrated that graphene has non-zero conductivity at 0 K, the interband conductivity has received special attentions of scientific community. From the second term in Eq. 3.1, one finds


e2
i
(~ω + 2µC )2
σinter (ω) =
Θ(~ω − 2µC ) −
ln
,
(3.3)
4~
2π (~ω − 2µC )2
where Θ(~ω − 2µC ) is the step function. It is easy to see that for ~ω  µC , the
magnitude of the interband conductivity acquires a constant value
e2
σinter (ω) = σ0 =
.
4~

(3.4)

This finding elucidates why the graphene conductivity is nonzero at low temperature. σ0 = e2 /4~ is regarded as the universal value of the graphene conductivity. This
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Figure 3.1: a) Experimental observation of the optical transmission of graphene.
b) Transmission spectrum over the visible wavelength range and its variation as a
function of the number of graphene layers [45].

result plays an important role in the graphene optical field. For pristine graphene,
in the visible range of the spectrum at energies ≤ 3 eV [11], the transimission of
the incident light can be estimated T ≤ 1 − πα ≈ 97.7 %, where α ≈ 1/137 is the
fine structure constant [45]. Thus, the monolayer graphene should absorb πα ≈ 2.3
%, which makes it an optically transparent material. Numerous experimental studies have verified the value of absorbtion of graphene sheet over a wide wavelength
scale spanning the visible and infrared ranges. In Fig. 3.1, we show the pioneering
experiments by Nair et. al [45], which explain in more details.
Note that Eq. 3.1 gives us the real-frequency optical conductivity. However, for the
Casimir force, the graphene conductivity along the imaginary axis is used. The Kubo
formalism for the dynamical conductivity of free-standing graphene as a function of
imaginary frequency ω = iξ [11, 20].
Z ∞
e2 ξ
tanh(x)dx
2e2 kB T ln(2)
σ(iξ) =
+
.
(3.5)
2
2
π~ ξ
8πkB T 0 x + (~ξ/4kB T )2
The temperature-dependent conductivity is shown in Fig. 3.2 [53]. As can be
seen in this figure, there is no much difference between the graphene conductivity
at low temperature and high temperature. The first Matsubara frequencies ξ1 are
approximately 0.027, 0.162, and 0.325 eV corresponding to the temperature 50, 300
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Figure 3.2: The normalized graphene conductivity σ(iξ)/σ0 vs frequency at given
temperatures.

and 600 K, respectively. For l ≥ 2, it is possible to substitute σ0 for σ(iξ) in Eq. 2.12
and Eq. 2.13 to calculate the reflection coefficients and the higher order terms in the
Casimir-Lifshitz force formula.
Equation 3.5 is used for the case of no chemical potential (µC = 0). However, in
practice, there are a variety of graphene-based systems, which have non-zero chemical
potential. The chemical potential of graphene can be tailored by chemical doping or
applying an external field. The relation between µC and an applied electric field is
expressed by [53, 59, 60]
Z ∞
πε0 ~2 vF2
Ed =
E [f (E) − f (E + 2µC )] dE,
(3.6)
e
0
where f (E) is the Fermi distribution function, vF ≈ c/300 is the Fermi velocity. In

19

this case, the graphene conductivity is found to be [43]
e2 kB T ln(2) e2 kB T ln(1 + cosh(µC /kB T ))
σ(µC , iξ) =
+
π~2 ξ
π~2 ξ
Z
e2 ξ ∞
sinh(E/kB T )
dE
+
.
2
π 0 cosh(E/kB T ) + cosh(µC /kB T ) (~ξ) + 4E 2

(3.7)

These first two terms are responsible for the intraband contribution. The last term
corresponds to the interband transition. One can express the intraband component
in the form



µC
2e2 kB T
ln 2 cosh
.
(3.8)
σintra (µC , iξ) =
π~2 ξ
2kB T
At small temperature or large chemical potential µC  kB T , this expression
becomes
σintra (µC , iξ) =

µC e2
.
π~2 ξ

(3.9)

Equation 3.9 suggests that σintra (µC , iξ) is a temperature-independent quantity.
Since kB T = 0.025 eV at room temperature, σintra (µC , iξ) with µC = 0.5 or 1 eV
does not change much as varying temperature in the 50-600 K regime. Figure 3.3
shows that the intraband conductivity plays a significant role at low frequencies.
The separation between the two curves corresponding to the intraband conductivity
and the full conductivity at the same chemical potential is small. The effect of
the chemical potential on the graphene conductivity is most pronounced at small
frequencies. At large frequencies, σintra (µC , iξ) approaches zero and the effect of the
interband conductivity increases. The ratio σ(µC , iξ)/σ0 approaches 1 when ξ ≥ 1.8
eV due to the influence of the interband contribution.
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Figure 3.3: The normalized graphene conductivity σ(iξ, µC )/σ0 vs frequency at given
temperatures.
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Chapter 4
GRAPHENE CASIMIR INTERACTIONS

Before obtaining the Casimir force using the Lifshitz formula in Eq. 2.1, we can predict
whether the dispersion forces are repulsive or attractive by using the relation between
the dielectric function of materials. The Casimir repulsion of the non-magnetic system occurs as εobject1 (iξ) < εm (iξ) < εobject2 (iξ) [2, 10, 17]. If this ordering is not
maintained, the Casimir force is always attractive. In Fig. 4.1, we describe the dielectric function of graphene, bromobenzene (BB), gold, SiC, Teflon (P T F E) and
SiO2 along the imaginary frequecies [20].

Figure 4.1: Dielectric function ε(iξ) as a function of frequency ξ (eV ) for several
materials [20].
In our calculations, the bottom substrate is SiO2 , SiC and P T F E submerged in
a BB medium. The top material is gold. The gold thickness is assumed to be much
greater than 22 nm to avoid the skin-depth effect. Under this condition, the gold slab
can be considered as the semi-space thickness plate. Using the plasma model or the
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Drude model is a problematic issue. Some experimental groups showed that the Drude
model could provide a better aggrement with measurement in comparison with the
plasma model. However, other groups proved the opposite problem. In the following
work, we use the Drude model for gold to calculate the Casimir force. The plasma
frequency and the damping parameter for gold are ωp = 9 eV and γp = 0.035 eV . The
dielectric function of graphene is found as σg (k, iξ) = 1 + 2πkσ(iξ)/ξ. Because of low
conductivity, graphene has the smallest dielectric function material (nearly 1). We call
εef f (iξ) the effective dielectric function of a graphene sheet, bromobenzene in layer 2”
and the gold plate. It is easy to understand that εef f (iξ) > εBB (iξ) for all frequencies.
On the other hand, from Fig. 4.1 εBB (iξ) > εSiO2 (iξ) and εBB (iξ) > εP T F E (iξ). These
findings show that the repulsive Casimir interaction between the upper object with
silica and P T F E can be possible.

Figure 4.2: F/F0 as a function of d1 . (a) silica; (b) PTFE; (c) SiC; (d) the BB liquid
phase temperature regime for the three substrates. Note that F0 (d1 ) = π 2 ~c/240d41
is the Casimir force between two perfect metal plates. The bottom substrate is semiinfinite. The BB liquid phase exists for T ∈ [242-429] K [20].

23

In Fig. 4.2 (a, b, c), we show results from calculating the Casimir force with
different separations of the gold substrate. Repulsive force is found in the cases of
SiO2 and P T F E as bottom substrates for all distances d1 and d2 . For SiC, however,
the Casimir force is attractive. Because εBB (iξ) and σg (k, iξ) are much smaller than
the dielectric function of gold εAu (iξ), the Au plate has a significant effect on the
dispersion interaction at small d2 . A simple reason is that the increase of d2 causes to
the decrease of εef f (iξ). It is possible to ignore the influence of gold on the Casimir
interaction when d2 ≥ 100 nm. For silica and teflon, εef f (iξ) > εBB (iξ) > εSiO2 (iξ)
and εP T F E (iξ) at ξ < 10 eV . Therefore, this range makes the largest contribution
to the net repulsive force in this distance range. For ξ ≥ 10 eV , the Casimir force
becomes attractive. The obtained results can most easily be interpreted via the sign of
RT−M . From Eq. 2.3 and 2.7, RT−M < 0 when εBB (iξ) > εSiO2 (iξ) and RT−M > 0 when
εBB (iξ) < εSiO2 (iξ). F (d1 , T ) changes its sign acoording to that of RT−M . Similar
explainations can be applied to P T F E. For SiC, however, Fig. 4.1 shows that
εSiC (iξ) > εBB (iξ), which results in an attractive Casimir force as we obtain in
Fig. 4.2(c).
To investigate the effect of graphene on the temperature dependence of the Casimir
interaction, it is necessary to present explicit expressions for the l = 0 term and
analyze the higher order terms. For l = 0, rTσ M = 1, rTt M = 1, rTσ E = 0, rTt E = 0, so
RT+M = 1 and RT+E = 0. The l = 0 term is given
Z
ε1 (0) − εm (0)
kB T ∞ 2
(0)
k⊥ dk⊥ 2k d1
F (d1 , T ) = −
2π 0
e ⊥ [ε1 (0) + εm (0)] − [ε1 (0) − εm (0)]
Z ∞
ε1 (0) − εm (0)
kB T
.
(4.1)
x2 dx 2x
= −
3
2πd1 0
e [ε1 (0) + εm (0)] − [ε1 (0) − εm (0)]
Note that ε1 (0) is the dielectric function of the bottom substrate. In the case of
SiO2 and P T F E ε1 (0) < εm (0), it can be seen that F (0) (d1 , T ) is always positive and
contributes dramatically to the repulsion of the net force. Another feature is that
the l = 0 is heavily temperature-dependent, proportional to 1/d31 and independent
of the response properties of graphene. The l > 0 terms terms dependend on σ(iξ).
Because of the transparency of graphene, the higher order terms are much smaller as
compared to the l = 0 term. Moreover, it is well-known that each bulk material is
characterized by the thermal wavelength λT = ~c/kB T . When the separation distance
between two objects is much greater than λT , the sum of the l > 0 0 terms has minor
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contribution and does not impact the full Casimir interaction. The thermal Casimir
force is determined by the l = 0 term at large distances. For graphene, however,
the thermal wavelength is estimed λT /200 [11, 52]. Previous studies showed that the
thermal fluctuation effect can be observed at d1 > 30 nm at room temperature and
the l = 0 term plays a dominant role.
In Fig. 4.2(d), the Casimir interactions at a range of temperatures, where bromobenzene exists in the liquid form. This figure demonstrates that the electromagnetic fluctuation interactions do not change much versus temperature variation.

Figure 4.3: The real and imaginary part of the dynamical conductivity for graphite
and the universal conductivity σ0 as a function of frequency.
The graphene conductivity used to calculate in Fig. 4.1 and Fig. 4.2 is modeled
by the Kubo formalism discussed in the previous chapter. It is remarkable that the
two-band model of the graphene conductivity is valid at low frequencies (≤ 3 eV )
[11] because this model is based on the band structure at low energy. Nevertheless,
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calculating the Casimir interactions in graphene systems is determined by frequencies
less than 3 eV at large separation distances. The larger frequencies have minor
contributions to the dispersion force and can be ignored. When one wants to calculate
the Casimir interaction between two graphenes and they are brought closer, the higher
energy levels should be considered. As a result, another model for the graphene
conductivity may be needed.
Measurements of the graphene conductivity have been reported for ω ≤ 3 eV .
Beyond the regime, one has used the state-of-the-art computational tools such as DFT
and ab initio to predict phenomena and provide good guidance for experimentalists
[11, 61]. Figure 4.3 presents the graphite conductivity calculated by ab initio method
for the frequency range from 0.1 eV to 40 eV . It was proved that the graphite
conductivity can be expected to describe for the conductivity of graphene. Previous
study pointed out that the optical graphite conductivity per layer approaches the
value of e2 /4~, which is the universal conductivity of the free-standing graphene.
The two peaks at 4 eV and 14 eV are caused by the interband transitions. The
optical dielectric function of graphite is written in the form of [61]
ε(ω) = ε(f ) (ω) + ε(b) (ω),
f0 Ω2p
,
ε(f ) (ω) = 1 −
ω(ω + iΓ0 )
7
X
fj Ω2p
ε(b) (ω) = −
,
2 − ω 2 ) + iωΓ
(ω
j
j
j=1

(4.2)

here ε(f ) (ω) expressing the intraband effect is described by the Drude model, ε(b) (ω)
reflecting the interband contribution is modeled by the modified Lorentz model. Parameters fitted with computational calculations [61] are given in Table 4.1 below
The dielectric function of graphite is related to its dynamical conductivity by
ε(ω) = 1 +

2πσ(ω)
.
ω

(4.3)

In Fig. 4.3 [11], the real part of σ(ω) is very close to σ0 . This shows that there
is no effect of other graphene layers on the conductivity of a graphene sheet. After
fluctuating and reaching to two peaks, the real and imaginary part of the graphene
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Table 4.1: Parameters for the dynamical graphite conductivity. The units of the
damping parameters, plasma frequency and resonant frequencies are eV .
f0
f1
f2
f3
f4
f5
f6
f7

= 0.014 Γ0 = 6.365
= 0.073 Γ1 = 4.102
= 0.056 Γ2 = 7.328
= 0.069 Γ3 = 1.414
= 0.005 Γ4 = 0.046
= 0.262 Γ5 = 1.862
= 0.460 Γ6 = 11.922
= 0.200 Γ7 = 39.091

Ωp = 27
ω1 = 0.275
ω2 = 3.508
ω3 = 4.451
ω4 = 13.591
ω5 = 14.226
ω6 = 15.550
ω7 = 32.011

Figure 4.4: The Casimir interactions between two graphene sheets calculated by the
dynamical and universal conductivity.
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conductivity decay at larger photonic energies. As mentioned earlier, to use this
model to calculate the Casimir interaction of two graphene sheets, transforming the
conductivity in Eq. 5.1 to the conductivity as a function of imaginary frequency is
requirement. In this case, we used the Kramers-Kronig relations for transforming the
function. In Figure 4.4 [11] shows the retarded force of two graphene sheets at zero
temperature. In this figure, T and T0 denote for the Casimir forces of the graphene
system and two ideal metal plates, respectively. As can be seen, T /T0 is constant
if σ(iξ) = σ0 . While the dynamical conductivity leads to relatively large difference
at short separation distances. However, the separation between two curves at longer
distances is small. Therefore, the model of the graphene conductivity at ω ≥ 3 eV
is of great interest to investigate deeply the dispersion force at short distances and
non-zero temperature.
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Chapter 5
TEMPERATURE-DEPENDENT GRAPHENE SUSPENSION

Instead of considering the Casimir force, we can also calculate the interaction in terms
of its energy/distance dependence. The energy dispersion curve versus the distance
separation provides a better response of the repulsive and attractive ranges as well
as equilibrium position. There are two methods to evaluate the Casimir interaction
energy between two planar objects. The first approach is the proximity force approximation using the relation between the Casimir force and energy in Eq. 1.2. The PFA
method has been widely used as a useful tool to calculate the dispersion interactions
between two smooth bodies at short distances compared to the size of bodies. In
practice, experimentalists prefer to measure the Casimir force of a sphere-plate system because this is the easies system to measure in this field. As discussed in the
Introduction, it is easy to change the separation distance between two objects and to
avoid unnecessary obstacles with the alignment issue. The fact that all of the current
experiments use this system have presented a good agreement with theoretical calculations. The PFA approximation for calculating the long-range interaction in the
sphere-plate system can be recast in a different form


Z ∞
r2
rdr = 2πRE(d).
(5.1)
Fpp d +
Fsp (d) = 2π
2R
0
Generally, results obtained from Eq. 1.1 and Eq. 5.1 are the same as d  R.
One can see that Eq. 5.1 is the Taylor expansion of Eq. 1.1. In experiments from
Peter van Zwol [17] and Cappaso [10], the radius of the spherical object is R = 40
µm. We, therefore, use the same value radius for the sphere in the Casimir force
calculations [2]. Afterwards, the results obtained are used to calculate the Casimir
energy interactions between two different parallel materials per unit area as shown in
Fig. 5.1.
The Lifshitz expression of the Casimir force can be provided as an expression for
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Figure 5.1: The Casimir energy is calculated as a function of separation for different
materials.

the energy of the system [20]
∞ Z


kB T X 0 ∞
Ec (d1 ) =
k⊥ dk⊥ ln 1 − RT+M RT−M e−2qd1
2π n=0 0


+ ln 1 − RT+E RT−E e−2qd1 .

(5.2)

In the system in Fig. 2.2 with d2 = ∞, except for the Casimir energy interaction, the effects of gravity attraction and buoyancy on the graphene sheet are also
presented. In our calculation, the surface of the bottom substrate is the origin of the
potential energy. The energy due to gravity is [20]
Eg (d1 ) = ρg gd1 ,

(5.3)

where ρg = 7.6 × 10−7 kg/m2 is the surface mass density of graphene [62], g is the
gravitational acceleration. The buoyancy energy is given as [20]
Eb (d1 ) = −ρb gN0 V d1 ,

(5.4)

where ρb = 1.5×103 kg/m2 is the bromobenzene volume mass density, N0 the number
of carbon atoms per unit area and and V is the volume of a carbon atom. The total
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energy of the suspended graphene is the combination of these three types of energy
E = Ec + Eb + Eg . A minus sign in the buoyancy energy reveals that the Archimedes
force has an opposite direction in comparison with gravity.

Figure 5.2: The Casimir energy is calculated as a function of separation for different
materials.
Figure 5.2 presents the net energy interactions of a graphene sheet 50 × 50 µm2
and the different substrates with various thinknesses at the room temperature. The
position corresponding to the minimum energy E is the stable equilibrium position
a0 . One can find a0 by means of finding the position where the net interaction force is
zero. In bulk materials, it is well-known that a reduction of the thickness gives rise to
a small decrease of the Casimir force at the same temperature. In particular, SiO2 and
P T F E are two low index materials, so their conductivities and dielectric functions
are small. The effect of thickness of the silica and P T F E substrate on the longrange force with graphene becomes much more evident. The equilibrium position,
therefore, moves upward as the thickness of the substrates is decreased. However, if
the substrate is metal such as iron, the influence of the substrate thickness on the
Casimir force is minor. The reason is that the skin depth δ of metals is sub-40-
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nm, thus the substrate thickness can be considered to be infinity when the thickness
D > δ.
Another feature is that the increase of temperature causes to a shift of a0 towards
larger values as D = constant. The inset of Fig. 5.2 shows this behavior for different
temperatures. For the temperature range 242-429 K, the equilibrium position a0
changes from 1.1 to 2 µm for P T F E and from 0.8 to 1.5 µm for SiO2 . Because
of the presence of bromobenzene, the Casimir interaction is repulsive. This force is
dependent on temperature while the gravitational and buoyancy forces are unchanged.
Thus, Ec (T ) is responsible for the shift of a0 vs d1 . It is important to note that the
graphene sheet is suspended in a liquid, which makes it a subject to Brownian motion
fluctuation. The role of the Brownian motion depends on the size of the sample. In
some experiments, the graphene flakes have typical dimensions of tens of nanometers,
so that Brownian motion is dominant and gravity is negligible. For bigger graphene
(on the µm scale), the effect of the Brownian motion on the total force can be ignored.
For graphene separations in the submicron and micron scales and large temperatures, the l = 0 has an major contribution to Ec since the thermal wavelength of the
graphene system as mentioned earlier. When the thickness of the bottom substrate
is D = 800 µm, the expression of Ec can be approximately expressed
Ec (d1 ) =

kB T γ
,
4πd21

(5.5)

here γ = 0.028. Note that γ is strongly dependent of D. For D = ∞, γ = 0.038.
Using Eq. 5.3, 5.4 and 5.5, we can describe the total energy E around the equilibrium
position a0 by means of expending the Taylor series. The approximate formula of
E(d1 ) is given
E(d1 ) − E(a0 ) ≈

3 kB T γ
kB T γ
(d1 − a0 )2 −
(d1 − a0 )3
4
4 πa0
πa50
5 kB T γ
3 kB T γ
+
(d1 − a0 )4 −
(d1 − a0 )5 ,
6
4 πa0
2 πa70

(5.6)

where E(a0 ) is the total energy at the equilibrium distance. The position a0 can be
found by an analytical expression

1/3
kB T γ
a0 =
.
(5.7)
2π(ρg g − ρb gN0 V )
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In Fig. 5.3, we show E/kB T calculated by the full expression and the approximate
expression in Eq. 5.6 kepping the first several terms as a function of d1 . As we can see,
the full expression of E(d1 ) can be well described by the first term of approximation
for different temperatures. This result suggests that the graphene sheet can behave
as a simple harmonic oscillator. The frequency of oscillations is written by
s
3kB T γ
.
(5.8)
ω=
2πρg a40
The frequency of this harmonic oscillatory system varies from 2 to 5 kHz for the
studied temperature regime and other substrates.

Figure 5.3: Total energy of the 50 × 50 µm2 suspeded graphene in terms of kB T vs
d1 calculated by the full expression for the Casimir energy and by the first four terms
in its Taylor series for D = 800 µm.
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Chapter 6
CONCLUSIONS AND DISCUSSIONS

In summary, we have studied the Casimir interactions between two objects involving
a graphene sheet in a medium. We showed that these interactions at a given temperature can be calculated by the Casimir-Lisfhitz theory. Since our system is placed in
the same thermal reservoir, this is the thermal equilibrium Casimir effect. The Lifshitz theory can determine both the van der Waals and Casimir interactions but for
different regimes of separation. For the low dimensional systems, such as graphene,
the particular atomic structure does not play an important role if the separation distance is larger than 50 nm. At smaller distances, the structures such as AA-stacking
or AB-stacking for graphene must be taken into account.
Important components for the Lifshitz theory are the reflection coefficients of materials. The reflection coefficients of the three-dimensional objects are expressed by
means of the material dielectric functions, but for graphene, these are directly described by the graphene conductivity. Our findings demonstrate that we can create
repulsion in bromobenzene if the graphene sheet lies between SiO2 or P T F E and
Au substrates. When the SiO2 substrate is substituted by SiC, the Casimir force
becomes attractive. In addition, it is also found that the long-range force is substantially affected by temperature. For the temperature range where bromobenzene is in a
liquid state, nevertheless, this interaction does not change much with the investigated
bottom substrates. In the case of the repulsive Casimir force and absence of the gold
subtrate, we can control the Casimir force and the suspension of graphene by varying
the thickness of substrate or varying the temperature. The equilibrium position of
graphene is strongly dependent on the thickness and temperature. Analytical expressions for the suspended graphene in bromobenzene are given for the total energy and
equilibrium position to hopefully guide future experiments to demonstrate Casimir
temperature dependent effects.
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