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Abstract
Sim-SEQ is a model comparison initiative for geologic carbon storage (GCS). Within this initiative, 15 different 
modeling teams are developing conceptual models for flow and transport of an injected CO2 plume at the Sim-SEQ
study site (the S-3 site) located near Cranfield, Mississippi. The objective of the project is to understand the sources
of model uncertainty in GCS, and if possible, to quantify these uncertainties through comparison of the different 
conceptual models and also through comparison with observed data from the S-3 site. In this paper, we compare six 
different conceptual models of the S-3 site, and present a preliminary uncertainty analysis of these six models using a 
generalized linear model approach. We show that differences in model conceptualization and interpretation of site 
characterization data cause a significant range in predictions.
© 2013 Published by Elsevier Ltd.  
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1. Introduction
When modeling the fate of CO2 at geologic carbon storage (GCS) sites, modelers must make many 
simplifying choices that often lead to a wide range of predictions. In this context, the modeling activity 
itself introduces the uncertainty and bias associated with selecting a set of domain-specific properties,
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processes, and mathematical formulations to predict trends in CO2 plume behavior. This uncertainty, 
referred to as model selection uncertainty, forms one of the greatest sources of uncertainty for predictive 
modeling. 
 
Recognizing that assessment of model uncertainty is necessary to increase 
GCS, the US Department of Energy has recently initiated the Sim-SEQ project.  The scope of Sim-SEQ 
and its uniqueness relative to earlier GCS code comparison and benchmarking studies can be found 
elsewhere [1,2]. Briefly, the Sim-SEQ project intends to objectively evaluate (through model-to-model 
and model-to-data comparison) the modeling efforts of different groups as they are applied to CO2 
injection field tests. The project  initial focus is on the Sim-SEQ field injection test site (S-3). Based on 
 data, 15 modeling teams from eight countries are attempting to correctly 
predict the behavior of an injected CO2 plume at the S-3 site.  
 
Sim- model comparison study is supported by a multi-model uncertainty analysis workflow that 
integrates statistical techniques for model-ensemble analysis [3] and uncertainty quantification [4]. In the 
ensemble analysis, predictive performance and uncertainty are assessed and quantified for each individual 
model and for the ensemble as a whole.  The benefit of this approach is that common design choices used 
in more accurate, reliable models can be identified and characterized. Ultimately, this analysis supports an 
iterative feedback loop to help modeling teams jointly test, refine, and verify assumptions behind their 
model designs. 
 
 Model building and model comparison analysis in Sim-SEQ is being carried out in stages. In the first 
step, modelers have developed their models in predictive mode, i.e., having minimum knowledge of the 
field observation data. In the second step, models are iteratively refined using the field observation data. 
Since iterative model refinement is currently in progress, this paper focuses on findings made from our 
initial model-building exercise. In this context, we have selected six different modeling approaches to 
include in the preliminary model comparison study (both qualitative and quantitative)  see below for 
more details on these six modeling approaches. 
 
We begin the paper by briefly introducing the S-3 site. We then present the essential attributes of the 
conceptual models of the S-3 site developed by the six selected teams. Next, we present the uncertainty 
quantification methods used to compare these models. We then present the results from our uncertainty 
analysis. The paper concludes by summarizing the findings from this preliminary model comparison and 
uncertainty analysis study, and by making recommendations for future extensions of the Sim-SEQ 
project. 
 
2. The S-3 site 
The S-3 site is patterned after the Southeast Regional Carbon Sequestration Partnership (SECARB) 
Phase III Early Test in the southwestern part of Mississippi, USA. A description of the geology of the site 
can be found in [5]. The target formation for injection at the S-3 site is comprised of fluvial sandstones of 
the Cretaceous lower Tuscaloosa Formation at depths of 3300 m, which form a four-way anticline cut by 
a northwest-trending fault (Figure 1a). The complex geological features of the site present an opportunity 
to study the extent to which the sedimentary architecture controls fluid flow.  
 
Denbury Onshore LLC (hereafter referred to as Denbury) has hosted the SECARB Phase II and Phase 
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III tests in a depleted oil and gas reservoir under CO2 flood since 2007. The tests are managed by the 
Bureau of Economic Geology (BEG) at the University of Texas, Austin. The Phase III Early Test started 
in April 2009 with CO2 injection in the eastern block of the northwest-trending fault, in an area 
commonly known as the High Volume Injection Test (HiVIT) area, as shown in Figure 1a. The Sim-SEQ 
project focuses on one part of the HiVIT, referred to as the Detailed Area Study (DAS), located in the 
water leg of the reservoir, outside of but close to the reservoir under CO2 flood.  
 
                        
Figure 1. (a) Location map of the S-3 site including the HiVIT and DAS; (b) injection rate and bottom-hole 
temperature at injection well F-1 
Monitoring at the DAS has been designed to collect dense time-lapse data from an array of three 
closely spaced wells (i.e., F-1, F-2, and F-3), with injection occurring through well F-1 and the other two 
serving as observation wells, located downdip of F-1. The surface locations of the three wells are aligned 
approximately in an east-west direction, with F-2 positioned 70 m of F-1 to the west and 30 m of F-3 to 
the east. Injection in the DAS area (through well F-1) started in December 2009. The observed injection 
rate and the bottomhole temperature at the injection well are shown in Figure 1b. 
3. Selected models of the S-3 site 
For the model comparison study presented in this paper, we selected models developed by six different 
teams. These are (in alphabetical order): Imperial College London (ICL); Lawrence Berkeley National 
Laboratory (LBNL); Pacific Northwest National Laboratory (PNNL); Shell China (Shell), Taisei 
Corporation, Japan (Taisei); and Uni Research, Norway (URN). These teams were selected based not 
only on the differences in the simulator used, but also on the wide range they provided in terms of 
numerical grids, fluid properties, rock properties, and spatial distribution of properties. These factors, 
including the simulators used by these teams, the components they have included in their conceptual 
models, and the salient features of their numerical grids, are summarized in Table 1. Further details about 
the simulators used by these teams can be found in the cited references (see Table 1). The initial and 
boundary conditions imposed by these six teams are given in Table 2. Table 3 summarizes the rock 
properties used by these teams. 
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Table 1. Summary of software and numerical grids used by the different teams 
ITEM ICL LBNL PNNL Shell Taisei URN 
Software  Eclipse/E300 
[6] 
TOUGH2/EOS7C 
[7,8]  
STOMP-CO2e 
[9,10] 
MoReS [11] TOUGH2-
MP/ECO2N 
[12] 
VESA [13] 
Components Water+CO2 Water+CO2+CH4 Water+CO2+Salt Water+CO2+Salt Water+CO2+Salt Water+CO2 
Grid Type  3-D, 
Rectangular , 
Uniform 
3-D, Voronoi 
tessellation, 
Irregular 
3-D, 
Rectangular, 
Irregular, 
3-D, 
Rectangular, 
Irregular 
3-D Cylindrical, 
Voronoi 
tessellation, 
Irregular 
2-D, 
Rectangular, 
Uniform  
Orientation  No  Tilted (2o) Top boundary-
fitted  
Top boundary-
fitted 
Top boundary-
fitted 
No  
Model extent  2,000 m  
2,000 m 
4,000 m  5,200 
m  
3,218 m  3,218 
m   
5,000 m  5,000 
m 
1,200 m (radius) 610 m  610 
m  
Number of  
layers  
8  8  16  40 50 0  
Number of 
gridblocks 
40,000 4968 44,944 182,240 223,901 40,000 
Table 2. Initial and boundary conditions used by different modeling teams 
 ICL LBNL PNNL Shell Taisei URN 
Fault N/A No flow No flow No flow Not considered N/A 
Top/bottom 
boundaries 
Closed Closed to flow Closed to flow Closed to flow Closed to flow Closed to flow 
Side boundaries Constant 
pressure 
Constant 
pressure 
Constant 
pressure 
Semi-analytical 
aquifer model or 
closed 
Constant pressure Constant 
pressure 
Initial pressure ~32 MPa ~32 MPa ~32 MPa ~32 MPa  ~32 MPa  ~32 MPa 
Initial 
temperature 
125oC 127oC 128oC 128oC 100oC 125oC 
Initial salt Not 
included 
Not included 157,000 ppm 150,000 ppm  123,000 ppm Not included 
Initial CH4  Not 
included 
Water 
saturated with 
dissolved CH4  
Not included Not included Not included Not included 
Injected fluid Pure CO2 92% CO2+8% 
CH4 
Pure CO2 Pure CO2 Pure CO2 Pure CO2 
 
Table 3.Summary of rock properties used by different teams 
 
ITEM ICL LBNL PNNL Shell Taisei URN 
Perm/poro  Homogeneous 
(layerwise)  
Homogeneous 
(layerwise)  
Heterogeneous 
(facies)  
Heterogeneous 
(facies) 
Homogeneous 
(layerwise) 
Homogeneous  
Source  Core  data (F-2 
& F-3)  
logs & sidewall 
cores ( F-1) 
Core data (F-2 
& F-3) 
Core data (F-2 
& F-3) 
Log data (F-3) Average value 
of core data (F-
2 & F-3) 
Anisotropy  No  Yes  Yes  Yes Yes No  
Upscaling  No  Yes  Yes  Yes Yes No  
Rel perm  van Genuchten Corey  From cores  Corey van Genuchten Brooks-Corey  
PC  van Genuchten van Genuchten Brooks-Corey Core data van Genuchten No Pc 
 Sgr  0  0  0.20  0 and 0.2 0.2 0.2  
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Depending upon how each modeling team conceptualized the spatial variability in permeability and 
porosity at the S-3 site, we classified their approaches into 14 different conceptual models, which are 
grouped into different schemes (e.g., zonation, spatial random field, layering, homogeneous and isotropic) 
according to the model complexity. The dependent (explanatory) variables include: Rzx (vertical to x-
direction anisotropy ratio), Rzy (vertical to y-direction anisotropy ratio), Ryx (horizontal anisotropy ratio), 
model scheme (zonation, spatial random field, layering, homogeneous), average porosity, average 
permeability in the flow direction, as well as the interaction terms of these variables (e.g., Rzx:Rzy). These 
conceptual models are summarized in Table 4. 
Table 4. Model classification based on spatial variability of permeability and porosity 
Team Model Rzx Rzy Ryx Scheme Mean permeability (mD) Mean porosity 
PNNL 1 0.0147 0.0026 5.6325 zonation 35.89 0.2138 
PNNL 2 0.0026 0.0147 0.1775 zonation 28.91 0.2131 
PNNL 3 0.01 0.01 1 zonation 35.68 0.2177 
PNNL 4 0.0147 0.0026 5.6325 random 13.01 0.2075 
PNNL 5 0.0026 0.0147 0.1775 random 11.21 0.2071 
PNNL 6 0.01 0.01 1 random 13.27 0.2111 
PNNL 7 0.0147 0.0026 5.6325 SGSIM 13.05 0.2189 
PNNL 8 0.0026 0.0147 0.1775 SGSIM 14.76 0.2214 
PNNL 9 0.01 0.01 1 SGSIM 16.35 0.2255 
LBNL 10 0 0 1 layering 106.21 0.2354 
Shell 11 0.04 0.04 1 sequential 172.19 0.2411 
Taisei 12 0.1 0.1 1 layering 14.40 0.2143 
URN 13 1 1 1 homogeneous 50.00 0.2500 
ICL 14 0 0 1 layering 19.11 0.2289 
4. Comparison of model results and uncertainty analysis  
GLM (generalized linear model) analyses are used to test the significance of linear and interaction 
terms/factors for each response variable. A GLM is fitted with the following starting model:  
 
                                                                                              (1) 
where pi,j represents the ith realization of the jth parameter which can be original or transformed 1st order, 
two-way interaction, or higher order terms, j is the fitted coefficient for the jth parameter, and Yi 
represents the ith realization of the response variable. We adopt the AIC (Akaike's information criterion 
[14]) based backward removal approach to identify the most significant parameters. The analyses yield 
quantitative measures of how these factors control the parameter sensitivities.  
 
The statistical significance of the input parameters can be evaluated through null hypothesis tests. 
Specifically, a t-statistic and a P-value are calculated for each basis function (e.g., input parameter); if the 
P-value is larger than the significance level of the test (e.g., 0.1), one can accept the hypothesis that the 
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corresponding basis function is insignificant [15,16]. For each starting model, a step-wise backward 
removal approach is used to obtain a finalized model with minimum AIC, which yields the best 
compromise of the response misfit and the number of input parameters to be included. 
 
Prediction uncertainty depends not only on input parameters/factors as shown in Table 4, but also on 
the response variables of interest. In this study, we processed the simulation results from the different 
modeling groups at 41 different times since start of injection at the DAS on 12/1/2009, and obtained the 
following response variables for comparison and uncertainty analysis: (a) arrival times of CO2 at wells F-
2 and F-3, (b) simulated maximum pressures at 30, 180, and 365 days, (c) root mean squared error 
(RMSE) of the bottomhole pressure at wells F-2 and F-3 (individually), and (d) the combined RMSE for 
wells F-2 and F-3. The RMSEs are calculated as the square roots of average squared errors between 
simulated and observed bottom-hole pressures at the two observation wells (note that modeling teams did 
not have access to these observed pressures). The simulated pressures are averaged weekly corresponding 
to the temporal resolution of observation data. The output summary of the selected response variables is 
given in Table 5.  
 
Table 5. Response variables for the 14 conceptual models 
Team Model 
F-2 
Arrival 
Time, 
day 
F-3 
Arrival 
Time, 
day 
Max Pressure 
30d, MPa 
Max 
Pressure 
180d, MPa 
Max 
Pressure 
365d, MPa 
RMSE 
F-2, 
MPa 
RMSE 
F-3, 
MPa 
RMSE, 
MPa 
PNNL 1 11 31 35.087 35.480 32.692 0.685 1.142 0.942 
PNNL 2 8 19 34.061 34.679 32.685 0.700 1.169 0.963 
PNNL 3 9 49 34.755 35.625 32.757 0.584 1.272 0.989 
PNNL 4 14 33 39.219 40.606 33.002 1.397 2.175 1.828 
PNNL 5 11 24 37.068 39.092 33.074 1.396 2.310 1.908 
PNNL 6 14 53 37.687 40.243 33.338 1.934 2.659 2.325 
PNNL 7 10 22 36.088 36.875 32.740 0.591 1.382 1.063 
PNNL 8 11 32 34.201 35.164 32.755 0.577 1.300 1.005 
PNNL 9 10 30 34.919 36.161 32.838 0.646 1.505 1.158 
LBNL 10 19 53 35.626 35.580 35.554 1.495 1.042 1.289 
Shell 11 19 39 33.019 34.050 33.432 0.858 1.180 1.031 
Taisei 12 9 22 39.463 39.659 34.448 1.164 1.001 1.086 
URN 13 7 57 31.199 31.068 31.013 3.416 2.732 3.093 
ICL 14 36 94 36.676 38.586 37.057 1.685 2.281 2.006 
 
4.1. Analysis summary  
Overall, the modeling scheme plays the most important role in breakthrough time, maximum pressure, 
and bottom hole pressure calculations (Table 6). Average porosity and permeability are also significant, 
particularly for simulated maximum pressure at early or intermediate times. The anisotropy ratios are of 
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secondary significance, but the vertical to x-directional anisotropy is more important, followed by the 
Iz/Iy and Iy/Ix anisotropy ratios, and the interaction effects.  
Table 6. Statistical significance of the linear and interaction terms of explanatory variables (more asterisks imply greater 
significance; a blank box indicates no statistical significance) 
Factors 
F-2 
Breakthrough 
Time, day 
F-3 
Breakthrough 
Time, day 
Max 
Pressure 
30d, MPa 
Max 
Pressure 
180d, MPa 
Max 
Pressure 
365d, MPa 
RMSE 
bpw2, 
MPa 
RMSE 
bpw3, 
MPa 
RMS
E 
MPa 
Perm *   *** **   * 
Poro ** * *** **** **    
Perm:poro *   ** **    
Rzx **  * *** * ****  ** 
Rzy   ** ** *    
Ryx    **     
Rzx:Rzy    ** *  *  
Scheme ** * *** **** ** **** ** ** 
 
In general, the response variables are more sensitive to the input parameters at intermediate times than 
at early/late times; and they are more sensitive at shorter distances. Specifically, breakthrough time at F-2 
is mainly affected by average porosity, average permeability, and their interactions, as well as the 
modeling scheme, while breakthrough time at F-3 is weakly affected by porosity and modeling scheme. 
The maximum pressure calculations are more sensitive to all parameters during intermediate times, but 
show weaker sensitivity at early/late times; during early and late times, the anisotropy ratios have 
comparable effects to model scheme, permeability, and porosity. 
 
Using the observed bottomhole pressure at F-2 and F-3, we evaluate model accuracy and also study the 
effect of the aforementioned factors. Simplified models (e.g., homogeneous and isotropic) yield the 
largest deviations between modeled and observed bottomhole pressures. Highly complex conceptual 
models (3D heterogeneity and anisotropy in permeability and porosity) have larger simulation errors than 
models with intermediate-level of complexity (e.g., zonation with local heterogeneity, or layering 
assumption). The estimation errors at shorter distances (i.e., near F-2) are strongly affected by the 
modeling scheme and Rzx. At larger distances (i.e., near F-3), the errors become less sensitive to the 
model parameters. Overall, the errors are determined by the modeling scheme, Rzx, and permeability, in 
order of significance. 
5. Summary 
We compare six different conceptual models of the S-3 site to highlight the impact of model 
conceptualization on model predictions at GCS sites. The models are selected not only because they use 
different simulators, but also because they provided a wide range in how the site characterization data are 
interpreted and represented in the conceptual models. We discuss the essential features of the six models, 
and then we compare their predictions in terms of CO2 arrival times at the two observation wells and 
maximum simulated pressure. The models are also compared based on their predictions of pressure at the 
two observation wells, as well as the calculated RMSE between predicted and observed pressures. We use 
a GLM analysis to determine the parameters with the most influence on model predictions. These include 
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the modeling scheme, the rock flow properties, and their spatial anisotropy ratios. Note that our 
preliminary statistical analyses are based on a limited number of experiments and a large number of 
response variables, which is yet to be expanded to include more parameters/factors (relative permeability, 
entry pressure, residual saturation, etc.) not considered in this study. More rigorous testing is needed for 
more reliable conclusions.  
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