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UNIFORMLY DISTRIBUTED SYSTEMS OF ELEMENTS ON
METABELIAN LIE RINGS
E.N.POROSHENKO, E. I. TIMOSHENKO
Abstract. In this paper, the notion of a uniformly distributed systems of
elements on the variety of metabelian Lie algebras is introduced. This notion
is analogous to one of a measure preserving systems of elements on group
varieties. As the main result of the paper it was shown that on the variety
of metabelian Lie algebras a system of elements is primitive iff it is uniformly
distributed.
1. Introduction
In this paper, we describe systems of elements that uniformly distributed on
the variety of Lie rings (over the ring of integers Z). In [5, 6], elements uniformly
distributed on groups were studied. Such elements are called measure preserving.
In the papers [13, 14] of the second author, the notion of a measure preserving
element on a group variety was introduced and the measure preserving systems of
elements on the varieties of nilpotent and metabelian groups were described. It
turns out that such systems of elements are primitive i.e. they can be completed
to the bases of a free group of the corresponding variety.
Not only the uniform distribution on groups and rings but also other distributions
can be considered. Some interesting problems arise in this case. An example
of such problem is to describe the sets of elements having the same distribution
on a given variety. For this reason, we think that it is appropriate to use the
terms “distribution of elements” and correspondingly “distribution of systems of
elements” and although the terms “measure preserving elements” and “uniformly
distributed elements” have the same meaning we will use the second one.
The main result of the paper is Theorem 3.7. It claims that a system of elements
of a free metabelian Lie ring is uniformly distributed on the variety of metabelian
Lie rings iff it is primitive. To prove this theorem we had to find a primitivity
criterion for this ring variety (Theorem 3.3). The proof of this criterion is similar
to one for the varieties of metabelian groups and metabelian Lie algebras, (see. [7,
8, 11, 12, 15, 16]) but it has some distinctions.
2. Preliminaries
In this paper, we assume that X = {x1, x2, . . . , xn} is a finite set. By L denote
the free Lie ring with the set of free generators X and by M denote the free
metabelian Lie ring with the same set of generators, i.e. free and free metabelian
Lie Z-algebras respectively. By L′ and M ′ denote the derived Lie rings of L and
M respectively.
Let S be a Lie ring with generators x1, x2, . . . , xn. By U(S) denote the universal
enveloping Z-algebra of S.
We denote Lie monomials by bracketed lowercase Latin characters and associa-
tive monomials by lowercase Latin characters without brackets. Moreover, we use
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brackets to denote the images of Lie monomials by the natural map from S to U(S).
Namely, [v] in U(S) is a homogeneous associative polynomial obtained by complete
removal of brackets by the rule [[u1], [u2]] = [u1][u2]− [u2][u1].
Let [v] be a Lie monomial. By ℓ([v]) denote the length of this monomial i.e. the
total number of entries of all generators in [v].
Any element g in M can be considered as a Lie polynomial in the variables
x1, x2, . . . , xn. So, we denote it by g(x1, x2, . . . , xn). Although a representation
of an element of M is not unique, we will see below that one can use any such
representation.
Definition 2.1. A system of elements {g1, g2, . . . , gk} (k > 1) is said to be a
primitive system of elements of the metabelian Lie ring M , if it can be included in
a system of free generators of this ring.
Let St be the direct sum of t copies of S, where S is an arbitrary Lie ring.
Namely St = S ⊕ S ⊕ · · · ⊕ S︸ ︷︷ ︸
t times
. By pt denote a t-tuple (p1, p2, . . . , pt) of elements
in S (then pt ∈ St). Similarly, if T be a module then by T t denote the module
T ⊕ T ⊕ · · · ⊕ T︸ ︷︷ ︸
t times
.
Let R be a finite Lie ring of some variety M. For an arbitrary system of elements
{g1, g2, . . . , gk} in the free Lie ring with n generators define the map ψg1,g2,...,gk :
Rn → Rk such that
ψg1,g2,...,gk(r
n) = (g1(r1, r2, . . . , rn), g2(r1, r2, . . . , rn), . . . gk(r1, r2, . . . , rn)).
Namely, to obtain ψg1,g2,...,gk(r
n) one should substitute r1, r2, . . . , rn instead of
x1, x2, . . . , xn in any representation of g1, g2, . . . , gk as Lie polynomials and take the
obtained elements in the same order to form k-tuple. Since any map of generators
of a free Lie ring LM in a variety M to an arbitrary Lie ring of this variety can
be extended to a homomorphism uniquely the values of g1(r
n), g2(r
n), . . . , gk(r
n)
depend on the elements g1(x1, x2, . . . , xn), g2(x1, x2, . . . , xn), . . . , gk(x1, x2, . . . , xn)
in LM but do not depend on a polynomials representing these elements. Consider
the uniform distribution on Rn. Namely, suppose that each element r1, r2, . . . , rn
is chosen independently with probability |R|−1. Then for any rn ∈ Rn probability
to choose it is equal to |R|−n.
Definition 2.2. Let M be an arbitrary variety of Lie rings and let R be a finite Lie
ring in this variety. The system of elements {g1, g2, . . . , gk} (k > 1) of a free Lie ring
in a variety M is called uniformly distributed on R, if for any pk ∈ Rk probability
that ψg1,g2,...,gk(r
n) = pk is equal to |R|−k, where rn is chosen at random. It means
that if rn runs over Rn then any pk ∈ Rk is the image of exactly |R|n−k elements
of Rn.
Definition 2.3. A system of elements {g1, g2, . . . , gk} (k > 1) of a free Lie ring
of a variety M is uniformly distributed on M if it is uniformly distributed on any
finite Lie ring of this variety.
Clearly, the property of a system of elements to be uniformly distributed on
the variety of metabelian Lie algebras does not depend on a set of free generators
chosen in M . Indeed, let y1, y2, . . . yn be some other system of free generators of
M . Then we have
(1)
x1 = f1(y1, y2, . . . yn); y1 = h1(x1, x2, . . . xn);
x2 = f2(y1, y2, . . . yn); y2 = h2(x1, x2, . . . xn);
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
xn = fn(y1, y2, . . . yn). yn = hn(x1, x2, . . . xn).
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Here fi and hj are Lie polynomials. Let
gˆl(y1, . . . yn) = gl(f1(y1, . . . , yn), . . . , fn(y1, . . . , yn)),
and
gˇl(x1, . . . xn) = gˆl(h1(x1, . . . xn), . . . , hn(x1, . . . xn))
for l = 1, 2, . . . , k. Then, obviously, gl(x1, . . . xn) = gˆl(y1, . . . , yn) = gˇl(x1, . . . , xn)
in M .
Let µ : Rn → Rn take each rn ∈ Rn to (s1, s2, . . . sn) = s
n ∈ Rn, where
si = fi(r
n). Let us show that different rn’s correspond to different sn’s. If it is
not the case then the images of some two elements under µ coincide. Since the
images of Rn are in Rn and Rn is finite there exists an n-tuple sˇn = (sˇ1, . . . , sˇn)
not lying in the image of µ. Let rˇi = hi(sˇ
n). Then (1) implies sˇi = fi(rˇ
n), we get
a contradiction. Consequently, µ is a bijection. Thus for any p ∈ R the number of
n-tuples rn ∈ Rn such that (g1(r
n), g2(r
n), . . . , gk(r
n)) = pk in Rk is equal to the
number of n-tuples sn ∈ Rn, such that (gˆ1(s
n), gˆ2(s
n), . . . , gˆk(s
n)) = pk in R.
The group analogues of uniformly distributed elements are called measure pre-
serving elements (see [13]). Later on we will need the lemma from [13].
Lemma 2.4. Let An be a free abelian group of rank n. A system of elements
{v1, v2, . . . , vn} (1 6 k 6 n) of this group preserves measure on the variety of
abelian groups iff it is primitive.
Definition 2.5. For any associative commutative ring S a vector (s1, s2, . . . , sk) ∈
Sk is called unimodular if the ideal generated by the coordinates of this vector
coincides with S.
The following definition generalizes Definition 2.5.
Definition 2.6. Let S be an associative commutative ring and let I be an ideal in
this ring. A vector (s1, s2, . . . , sk) ∈ S
k is called I-modular if the ideal generated
by the coordinates of this vector coincides with I.
Let us formulate one more statement we will need in this paper.
Theorem 2.7. [2] Let S0 ⊂ S1 ⊂ . . . Sr ⊂ . . . be a chain of commutative rings
satisfying the following properties.
(1) For any r the unit of Sr lies in S0.
(2) Any ring Sr is a retract of Sr+1, the kernel of this retract is generated by
an element yr+1, and yr+1 is not a zero divisor of the ring
⋃
i Si.
(3) For any t > r the group GL(t, Sr) of invertible matrices of order t acts
transitively on the set of unimodular vectors in Str.
(4) If Ir is the ideal in Sr generated by y1, y2, . . . , yr, then Ir/I
2
r is a free S0-
module of rank r.
Then for all t > r the group GL(t, Sr) acts transitively on the set of Ir-modular
vectors in Str.
Let us remind the definition of partial derivatives in free and free metabelian
Lie rings. Consider the image of f ∈ L in U(L) under the natural embedding. For
the sake of simplicity let us denote this image also by f . It is clear that there are
unique elements ∂′1f, ∂
′
2f, . . . , ∂
′
nf ∈ U(L) such that
(2) f = x1∂
′
1f + x2∂
′
2f + · · ·+ xn∂
′
nf.
These elements are called partial (right) derivatives of f . Evidently, we can say that
the maps ∂′i : L → U(L) are derivations. Namely, these maps have the following
properties
∂′i(f + g) = ∂
′
if + ∂
′
ig; ∂
′
i[f, g] = (∂
′
if)g − (∂
′
ig)f
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(more precisely the second property should be written as
∂′i[f, g] = (∂
′
if)ω(g)− (∂
′
ig)ω(f),
where ω : L → U(L) is the natural embedding of the free Lie ring L to U(L), i.e.
ω(xi) = xi and by induction ω([[u], [v]]) = ω([u])ω([v])− ω([v])ω([u])).
Let us define partial derivatives on a free metabelian Lie ring. By Z[X ] denote
the set of commutative associative polynomials in the variables x1, x2, . . . , xn. Let
ϕ : L → M be the natural homomorphism i.e. the homomorphism taking each
xi to itself and let ϕ
′ : U(L) → Z[X ] also be the natural homomorphism (that is
ϕ′(xi) = xi). Consider the maps ∂i = ϕ
′ ◦ ∂′i ◦ ϕ
−1 : M → Z[X ]. It is easy to see
that ∂i are well defined. Indeed, the only difficulty in defining this map is that ϕ is
not an isomorphism if |X | > 1. Therefore, each element g ∈M has more than one
pre-image under ϕ in L. However, if g1, g2 ∈ L are such that ϕ(g1) = ϕ(g2) = g
then g2 − g1 ∈ Kerϕ = 〈[L
′, L′]〉, where L′ is the derivative ring of L. Therefore,
we have g2 − g1 =
∑
j αj [[uj ], [vj ]], where [uj] are monomials in [L
′, L′], [vj ] are
monomials in L, and αj ∈ Z. So, we obtain
ϕ′ ◦ ∂′i(g2 − g1) =ϕ
′ ◦ ∂′i
(∑
j
αj [[uj], [vj ]]
)
=ϕ′
(∑
j
αj∂
′
i([[uj ], [vj ]])
)
=ϕ′
(∑
j
αj(∂
′
i([uj ])[vj ]− ∂
′
i([vj ])[uj ])
)
=
∑
j
αj(ϕ
′ ◦ ∂′i([uj ])ϕ
′([vj ])− ϕ
′ ◦ ∂′i([vj ])ϕ
′([uj])).
(3)
Next, let [w] be in L′. Then ϕ′([w]) = 0. Indeed, [w] = [[w1], [w2]] for some Lie
monomials [w1], [w2] in L consequently ϕ
′([w]) = ϕ′([w1])ϕ
′([w2])−ϕ
′([w2])ϕ
′([w1]).
If [w] = [[w1], [w2]] lies in [L
′, L′] then ∂′i([w]) = ∂
′
i([w1])[w2] − ∂
′
i([w2])[w1]. Since
[w1], [w2] ∈ L
′ we obtain as above that ∂′i([w]) = 0. Therefore, the value of (3) is
0. So, the value of ∂(g) does not depend on the element in ϕ−1(g) we are taking.
Let g be an element of a free (metabelian) Lie algebra. It follows from the
definition of derivatives that the value of a partial derivative of g depends on the
choice of the system of free generators.
Let S be a metabelian Lie ring and let g(x1, x2, . . . , xn), f1(x1, x2, . . . , xn), . . . ,
fn(x1, x2, . . . , xn) be Lie polynomials. Substitute f1, f2, . . . , fn for x1, x2, . . . , xn in
∂ig. By ∂ig(f1, f2, . . . , fn) denote the obtained expression considered as an element
of U(S).
Given the system of elements {g1, g2, . . . gk} of M by J (g1, g2, . . . , gk) denote
the Jacobi matrix of this system, i.e. the matrix
(∂igj)n×k =

∂1g1 ∂1g2 . . . ∂1gk
∂2g1 ∂2g2 . . . ∂2gk
. . . . . . . . . . . .
∂ng1 ∂ng2 . . . ∂ngk
 .
Let
f1(x1, x2, . . . , xn), f2(x1, x2, . . . , xn), . . . , fn(x1, x2, . . . , xn)
be Lie polynomials. Substitute these polynomials in J (g1, g2, . . . , gk) for the corre-
sponding x1, x2, . . . , xn and denote by Jf1,f2,...,fn(g1, g2, . . . , gk) the obtained ma-
trix.
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Let T be the free right Z[X ]-module with a basis t1, t2, . . . tn. Consider the set
M of square matrices of the second order(
l 0
τ 0
)
,
where l is a linear polynomial in Z[X ] and τ ∈ T . Define the multiplication on M
by the rule [S1, S2] = S1S2 − S2S1. It is easy to show that M is a metabelian Lie
ring with respect to this multiplication.
Let ν be the homomorphism from M to M taking each generator xi to the
matrix (
yi 0
ti 0
)
.
It is well-known (see, for example, [1, 2]) that the analogue of ν for Lie algebras
over a field (for instance, over Q) is an embedding, . Since Z ⊆ Q, this map is
obviously an embedding of M into M.
By Z1[X ] denote the set of linear polynomials (without a free term) in variables
from the set X . Next, let p, q,m be positive integers and m > 2. By Ip,q,m denote
the ideal in Z[X ] generated by m and xpi (x
q − 1), where i = 1, 2, . . . , n. Besides,
by Zp,q,m[X ] denote the commutative associative ring Z[X ]/Ip,q,m, by Z
1
m[X ] the
set of linear polynomials in Zp,q,m[X ], and by Tp,q,m the free right n-generated
Zm-module. To denote the elements of a basis of Tp,q,m we use the characters
t1, t2, . . . , tn as well as to denote the elements of the basis of T . Finally, by Mp,q,m
we denote the Lie ring of 2× 2 matrices of the form(
l 0
τ 0
)
,
where l ∈ Zp,q,m[X ], τ ∈ Tp,q,m, and the Lie multiplication is defined in the natural
way. Obviously, Mp,q,m is a finite metabelian Lie ring.
Let η : Z[X ] → Zp,q,m[X ] be the natural homomorphism. By ∂ig denote the
image of ∂ig under the action of η. Respectively, by J p,q,m(g1, g2, . . . , gk) let us
denote the Jacobi matrix for a system of elements {g1, g2, . . . , gk} over Zp,q,m[X ],
i.e. the matrix
(∂igj)n×k =

∂1g1 ∂1g2 . . . ∂1gk
∂2g1 ∂2g2 . . . ∂2gk
. . . . . . . . . . . .
∂ng1 ∂ng2 . . . ∂ngk
 .
The following diagram shows the relationship among the rings described above:
L U(L) Z[X ] Zp,q,m[X ]
✲ ✲ ✲
❄
M
✟
✟
✟
✟
✟
✟
✟✯
✏
✏✏
✏
✏✏
✏
✏✏
✏
✏✏✶
∂′
i
ϕ′ η
ϕ ∂i
∂i
3. Property of primitivity and uniform distribution of elements
Let g ∈M . Later on, by g′ we denote the element ofM such that g−g′ is a linear
combination of the elements in X . This linear combination itself will be denoted
by g. The identities of a free metabelian Lie ring are homogeneous, therefore, for
any g the elements g and g′ are defined uniquely and g = g + g′. By ∆ denote the
ideal in Z[X ] generated by the set X . Finally, for any matrix A = (aij)n×n we will
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use the following notation
σi(A) =
n∑
j=1
xjaji.
Lemma 3.1. Let A be an invertible n× n matrix such that its coefficients are in
Z[X ]. Then σ1(A), σ2(A), . . . , σn(A) generates the ideal ∆.
Proof. The statement of this lemma follows from the following chain of equalities.
(x1, x2, . . . , xn) = (x1, x2, . . . , xn)AA
−1 = (σ1(A), σ2(A), . . . , σn(A))A
−1.

Lemma 3.2. Let µ : M → M be an automorphism of M such that µ(xi) = gi.
Then the Jacobi matrix J (g1, g2, . . . , gn) is invertible in the ring of n× n matrices
over Z[X ].
Proof. Let µ1 and µ2 be endomorphisms of the free metabelian Lie ring M defined
as follows: µj(xi) = yj,i(x1, x2, . . . , xn). Then we have
µ2 ◦ µ1(xi) = µ2(µ1(xi)) = y1,i(y2,1(x1, . . . , xn), . . . , y2,n(x1, . . . , xn)).
By zj(x1, x2, . . . , xn) denote y1,j(y2,1(x1, . . . , xn), . . . , y2,n(x1, . . . , xn)). The follo-
wing “chain-rule” formulas hold:
∂izj =
n∑
k=1
∂iy2,k∂ky1,j(y2,1, y2,2, . . . , y2,n).
These formulas imply
(4) J (z1, z2, . . . , zn) = J (y2,1, y2,2, . . . , y2,n)Jy2,1,y2,2,...,y2,n(y1,1, y1,2, . . . , y1,n).
Let µ be an automorphism of M . Then µ−1 is also an automorphism. Let
µ−1(xi) = fi. Using (4) for the identity automorphism we obtain
(5) E = J (x1, x2, . . . , xn) = J (g1, g2, . . . , gn)Jg1,g2,...,gn(f1, f2, . . . , fn).
Note that the elements of Jg1,g2,...,gn(f1, f2, . . . , fn) are polynomials with integer
coefficients. It implies that the matrix J (g1, g2, . . . , gn) is invertible from the right
in the ring of matrices over Z[X ]. By [16] the Jacobi matrix J (g1, g2, . . . , gn) is
invertible in the ring of matrices overQ[X ]. Consequently, the right and left inverses
of this matrix coincide. Thus, J (g1, g2, . . . , gn) is invertible in the ring of matrices
over Z[X ]. 
Theorem 3.3. A system of elements {g1, g2, . . . , gk} (1 6 k 6 n) of the free
metabelian Lie ring M is primitive iff the ideal generated by all k × k minors of
J (g1, g2, . . . , gk) coincides with Z[X ].
Proof. Suppose that the ideal generated by all k × k minors of J (g1, g2, . . . , gk)
coincides with Z[X ]. Then each column of J (g1, g2, . . . , gk) is a unimodular vector.
Consequently, [10] implies that there exists an invertible n × n matrix B1 with
entries in Z[X ] and such that B1 · (∂1g1, ∂2g1, . . . , ∂ng1)
t = (1, 0, . . . , 0)t. Hence
B1J (g1, g2, . . . , gk) =

1 ∗ . . . ∗
0 ∗ . . . ∗
...
...
. . .
...
0 ∗ . . . ∗

It can be shown that k × k minors of B1J (g1, g2, . . . , gk) are linear combinations
of the k × k minors of J (g1, g2, . . . , gk). So, the ideal generated by k × k minors
of B1J (g1, g2, . . . , gk) is contained in the ideal generated by the k × k minors of
J (g1, g2, . . . , gk). Since B1 is invertible, these ideals coincide.
UNIFORMLY DISTRIBUTED SYSTEMS 7
Let J1 be obtained from B1J (g1, g2, . . . , gk) by deletion the first row and the
first column. Then the set of (k − 1) × (k − 1) minors of J1 coincides with Z[X ].
Therefore the first column of J1 is unimodular. Thus there exist (n− 1)× (n− 1)
matrix B′2 such that the product of B
′
2 by the first column of J1 is equal to the
column (1, 0, . . . , 0)t of the length k − 1. extend B′
2
up to an n× n matrix B2 as
follows:
B2 =

1 0 . . . 0
0
...
0
B
′
2

We obtain
B2B1J (g1, g2, . . . , gk) =

1 ∗ ∗ . . . ∗
0 1 ∗ . . . ∗
0 0 ∗ . . . ∗
...
...
...
. . .
...
0 0 ∗ . . . ∗

And so on. Finally we obtain a matrix of the form
BkBk−1 . . .B1J (g1, g2, . . . , gk) =

1 ∗ ∗ . . . ∗
0 1 ∗ . . . ∗
0 0 1 . . . ∗
...
...
...
. . .
...
0 0 0 . . . 1
...
...
...
. . .
...
0 0 0 . . . 0

Extend this matrix up to an n× n matrix as follows:
Ĉ =

BkBk−1 . . .B1J (g1, g2, . . . , gk)
0 0 . . . 0
...
...
. . .
...
0 0 . . . 0
1 0 . . . 0
0 1 . . . 0
...
...
. . .
...
0 0 . . . 1

Clearly, C˜ = (BkBk−1 . . .B1)
−1
Ĉ is of the form
C˜ =
(
J (g1, g2, . . . , gk) C′
)
for some n× (n− k) matrix C′.
It is obvious that C˜ is invertible. Moreover, let us notice that gj = σj(C˜) for
j = 1, 2, . . . , k.
Consider the homomorphism ε : Z[X ]→ Z that takes each polynomial in Z[X ] to
its free term. The ideal generated by all k× k minors of J (g1, g2, . . . , gk) coincides
with Z[X ]. Therefore applying ε to the minors of J (g1, g2, . . . , gk) we obtain that
the ideal generated by all k × k minors of J (g1, g2, . . . , gk) coincides with Z. It is
well known that in this case the system {g1, g2, . . . , gk} can be included in a set of
generators of the free abelian Lie algebra with a basis X . Therefore, this system
can be included in a system of generators of the free metabelian Lie algebra M as
well.
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Let R be a subring of Z[X ] such that it is generated by gk+1, gk+2, . . . , gn.
Consider the elements σk+1(B
−1), σk+2(B
−1), . . . , σn(B
−1). they can be repre-
sented as polynomials in g1, g2, . . . , gn. Thus, one can find linear combinations
g˜k+1, g˜k+2, . . . , g˜n of the elements σ1(C˜), σ2(C˜), . . . , σk(C˜), with coefficients in Z[X ]
such that these combinations satisfy following property. If we represent σi(C˜)− ĝi
(k + 1 6 i 6 n) as polynomials in g1, g2, . . . , gn then these polynomials do not
depend on g1, g2, . . . , gk. For all i = k + 1, k + 2, . . . , n subtract the linear combi-
nations corresponding to ĝi from the last ith columns of C˜. Let C be the obtained
matrix.
Denote by Es the s × s identity matrix and by Es,i,j the s × s matrix unit
corresponding to the ith row and the jth column. Then we haveC is a product of C˜
and the matrices of the form E−ĝiEi,j for i = 1, 2, 3, . . . , k and j = k+1, k+2, . . . , n.
Since the matrices C˜ and E − ĝiEi,j are invertible so is C. The elements σ1(C),
σ2(C), . . . , σn(C) generate the same ideal in Z[X ] as the elements g1, g2, . . . , gn
do. At it was shown above, this ideal is ∆. Consequently, σk+1(C), σk+2(C), . . . ,
σn(C) generate the same ideal of R as gk+1, gk+2, . . . , gn do.
Consider the following chain of the subrings of R: Z ⊂ Z[gk+1] ⊂ Z[gk+1, gk+2] ⊂
· · · ⊂ Z[gk+1, gk+2, . . . gn] = R. Easy to see, that this chain satisfies the conditions
of Theorem 2.7. Indeed, the first two conditions are obvious (in the second condition
we take gk+i for yi). The third condition follows from [10]. The fourth condition
is also obvious because Ir = 〈gk+1, gk+2, . . . , gk+r〉, therefore Ir/I
2
r is isomorphic
to the set of linear combinations of gk+1, gk+2, . . . , gk+r . This means that Ir/I
2
r
is a Z-module of rank r. Consequently, the set of all (n − k) × (n − k)-matrices
with coefficients in Z[gk+1, gk+2, . . . , gn] acts transitively on the set of all In−k-
modular vectors. In other words, there exists an invertible matrix D1 (in which the
elements gk+1, gk+2, . . . , gn are written as expressions in x1, x2, . . . , xn) such that
(σk+1(C), σk+2(C), . . . , σn(C))D1 = (gk+1, gk+2, . . . , gn).
Let
D =

Ek 0 . . . 0
0
... D1
0
 .
Then
(x1, x2, . . . , xn)CD = (σ1(C), σ2(C), . . . , σn(C))D = (g1, g2, . . . , gn).
Therefore, we obtain σi(CD) = gi for all i = 1, 2, . . . , n. There is a unique repre-
sentation
(6) CD = F+ F′,
where F is such that its elements are integers and F′ is such that its elements are
polynomials in the variables from the set X and without free terms.
By computing degrees of polynomials in both sides of (6) one can obtain that
σi(F) = gi. Therefore, σi(F
′) = 0. Thus, [16] implies that there exist elements
g′1, g
′
2, . . . , g
′
n ∈ M
′
Q such that CD = J (g1, g2, . . . , gn), where gi = gi + g
′
i for
i = 1, 2, . . . n (MQ is the free metabelian Lie Q-algebra with the set of generators
X).
Let [u] = [. . . [[xi1 , xi2 ]xi3 ] . . . xik ] ∈M
′. It is easy to show by induction that
(7) ∂i[u] =

xi2xi3 . . . xik , if i = i1
−xi1xi3 . . . xik , if i = i2
0, else.
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Let us put a linear order on X . By [4, 9], the set of all right-normed elements of
the form [. . . [[xi1 , xi2 ]xi3 ] . . . xik ] where xi2 < xi1 , xi2 6 xi3 6 · · · 6 xik is a basis
of M . Later on, such monomials will be called basis ones.
Suppose that h = α[u] for some [u] ∈ M ′ starting with xi. It follows from (7)
that ∂ih = α∂i[u]. Consider distinct Lie monomials [u] such that xi is not the least
generator in these monomials. Then the non-zero values of monomials ∂i[u] are
also distinct. Let h be an element of M ′ such that h =
∑
αj [uj], where [uj ] ∈ M
′
and let [uj ] start with xij . If we write derivatives ∂ih as a linear combinations of
∂i[uj] then we can see that for any j the monomial ∂ij [uj] occurs only once in the
sum obtained by taking ∂ij from all Lie monomials in the linear combination ∂ih.
So, the coefficient by ∂ij [uj] in ∂ijh is equal to αj .
We have shown that all derivatives of g′1, g
′
2, . . . , g
′
n are the polynomials with inte-
ger coefficients. Represent g′1, g
′
2, . . . , g
′
n as linear combinations of basis monomials.
By the last paragraph, all coefficients by these monomials are integer.
Since C and D are invertible so is their product. Again by [16] we obtain that
the homomorphism µ : M →M defined by the rule µ(xi) = gi is an automorphism.
So, {g1, g2, . . . , gn} is a set of free generators of M .
Conversely, let {g1, g2, . . . , gk} be primitive system of elements. Then it can be
included in a system of free generators {g1, g2, . . . , gn} of M . So, µ : M → M
defined by the rule µ(xi) = gi is an automorphism. Therefore, Lemma 3.2 implies
|J (g1, g2, . . . , gn)| = ±1. Expanding this determinant by the last column we obtain
1 as a linear combination of (n− 1)× (n− 1) minors constructed on the first n− 1
rows. Expanding these minors by the last columns we obtain a linear combination
of (n− 2)× (n− 2) we obtain 1 as a linear combination of (n− 2)× (n− 2) minors
constructed on the first n − 2 rows and so on. Finally, we obtain an equality of
the form
∑
i fimi = ±1, where mi are k× k minors constructed on the first k rows
and fi ∈ Z[X ]. Multiplying by −1 if necessary, we see that 1 lies in the ideal of
the ring Z[X ] that is generated by m1,m2, . . . . Therefore this ideal coincides with
Z[X ]. This concludes the proof. 
Lemma 3.4. A system of elements {g1, g2, . . . , gk} (1 6 k 6 n) of the free
metabelian Lie ring M is primitive iff for any positive integer numbers p, q,m such
that m > 2 the ideal generated by k × k minors of J p,q,m(g1, g2, . . . , gk) coincides
with Zp,q,m[X ].
Proof. If a system of elements {g1, g2, . . . , gk} is primitive then by Theorem 3.3
the ideal generated by k × k minors of J (g1, g2, . . . , gk) coincides with the en-
tire ring Z[X ]. It is clear that for any ring Zp,q,m[X ] the natural homomorphism
Z[X ] → Zp,q,m[X ] is surjective. Therefore, the ideal generated by k × k minors of
J p,q,m(g1, g2, . . . , gk) coincides with Zp,q,m[X ].
Conversely, let the system of elements {g1, g2, . . . , gk} be not primitive. Then,
by Theorem 3.3 the ideal generated by k × k minors of Jp,q,m(g1, g2, . . . , gk) does
not coincide with Z[X ]. Therefore, Z[X ]/I is non-trivial. Obviously, this ring
is finitely generated. So, [3] implies that there exists an ideal J such that R =
Z[X ]/I + J is a non-trivial finite ring. Consider the images x˘1, x˘2, . . . , x˘n of the
elements x1, x2, . . . , xn under the natural homomorphism Z[X ]→ R. Since the ring
R is finite, for any x˘i there are integers pi, qi > 0 such that x˘
pi
i = x˘
pi+qi
i . Take pi to
be least possible and for each such pi take qi to be least possible. Moreover, there
exists a positive integer number m > 2 such that m = 0 in R. Take m to be also
least possible. Let p = max{p1, p2, . . . , pn} and q be the least common multiple of
q1, q2, . . . , qn.
It is clear that the map X → R defined by the rule xi → x˘i can be extended up
to the homomorphism θ : Zp,q,m[X ]→ R. Indeed, since Z[X ] is the free associative
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commutative n-generated ring and Zp,q,m[X ] = Z[X ]/Ip,q,m we are only left to
show that θ is well-defined. It means that the relations generating Ip,q,m go to
zero by the action of θ. Let us verify this for all relations generating Ip,q,m. We
have θ(m) = m = 0 by the choice of m. Since q is the least common multiple of
q1, q2, . . . qn it divides all qi. Therefore, q = qiq˜i for some positive integer number
q˜i (i = 1, 2, . . . , n). Consequently,
θ(xpi (x
q
i − 1)) = x˘
p
i (x˘
q
i − 1) =
= x˘p−pii x˘
pi
i (x˘
qi q˜i
i − 1) =
= x˘p−pii (x˘
qi(q˜i−1)
i + x˘
qi(q˜i−2)
i + · · ·+ x˘
qi
i + 1))(x˘
pi
i (x˘
qi
i − 1)) =
= 0
Thus, θ is a homomorphism and it is clearly surjective. The natural homo-
morphism from Z[X ] to Zp,q,m[X ] takes k × k minors of J (g1, g2, . . . , gk) to the
corresponding k × k minors of J (g1, g2, . . . , gk). Moreover, the ideal generated by
these elements does not coincide with the entire ring Zp,q,m[X ]. Indeed, on the one
hand, θ is a surjective homomorphism, but on the other hand, all k × k minors of
J (g1, g2, . . . , gk) are in the kernel of θ. Therefore, if the ideal generated by k × k
minors of J (g1, g2, . . . , gk) coincided with R then R would be the trivial ring. We
get a contradiction. 
Lemma 3.5. If the system of elements {g1, g2, . . . , gk} (1 6 k 6 n) of the free
metabelian Lie ringM is uniformly distributed on the variety of metabelian Lie rings
then the natural homomorphism from M to M/M ′ takes the system {g1, g2, . . . , gk}
to a primitive system of elements on the variety of free abelian Lie rings.
Proof. Suppose that gi ∈M
′. Let A be an arbitrary finite abelian Lie ring. Let us
choose a basis of M such that all elements in this basis are Lie monomials. Then
represent gi as an integer valued linear combination of the elements of this basis.
Obviously, any monomial in this linear combination is a product of at least two
generators of M . Therefore, gi(r1, r2, . . . , rn) = 0 in A for any r1, r2, . . . rn ∈ A.
But gi(x1, x2, . . . , xn) is uniformly distributed on the variety of metabelian Lie
rings. In particular, it is uniformly distributed on any finite abelian Lie ring. This
is a contradiction. So, gi ∈M\M
′ for any k = 1, 2, . . . , k.
Arguing as in the last paragraph we see that g′i(r1, r2, . . . , rn) = 0 for
any r1, r2, . . . , rn ∈ A. Consequently, for any r1, r2, . . . , rn ∈ A we
have gi(r1, r2, . . . , rn) = gi(r1, r2, . . . rn). Therefore, the system of elements
{g1, g2, . . . , gk} is uniformly distributed on A.
Note that the image of gi by the natural homomorphismM →M/M
′ is equal to
gi. Since we can consider an arbitrary the finite abelian Lie ring A we obtain the
system {g1, g2, . . . , gk} is uniformly distributed on the variety of abelian Lie ring.
Since the multiplication on abelian Lie rings is trivial, we can consider an abelian
Lie ring as an additive abelian group. Finally, Lemma 2.4 implies that since the
system of elements {g1, g2, . . . , gk} is uniformly distributed on the variety of abelian
groups, this system is primitive in the free abelian group G generated by the set X .
It means that this element is primitive in the free abelian Lie ring that is obtained
from G by adding on the multiplication in the trivial way. This is exactly what we
needed. 
We need one more well known auxiliary lemma. We are going to give its proof
for the completeness of reasoning.
Lemma 3.6. Let
S1 =
(
s1 0
τ1 0
)
, S2 =
(
s2 0
τ2 0
)
, . . . , Sn =
(
sn 0
τn 0
)
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be elements of the Lie ring Mp,q,m. Then
(8) g(S1, S2, . . . , Sn) =
(
g(s1, s2 . . . , sn) 0
τ ′ 0
)
,
where τ ′ =
∑n
i=1 τi · ∂ig(s1, s2, . . . , sn).
Proof. Let g = [v]. Without loss of generality we may assume that [v] is a right-
normed monomial, i.e. a monomial of the form [. . . [xi1 , xi2 ], . . . , xik ]. If ℓ([v]) = 1
then the proof is trivial. Let ℓ([v]) > 2. Suppose that the statement is true for any
monomials of lesser length. We have [v] = [[u], xj ]. By induction hypothesis
[u](S1, S2, . . . , Sn) =
(
[u](s1, s2 . . . , sn) 0
τ ′[u] 0
)
,
where
(9) τ ′[u] =
n∑
i=1
τi · ∂i[u](s1, s2, . . . , sn).
Let us notice that
[u](s1, s2 . . . , sn) =
{
si, if [u] = xi, i = 1, 2, . . . n
0, if ℓ([u]) > 2
.
For any ∂i the following equality holds:
∂i[v] =∂i[[u], xj ] =
=η ◦ ϕ′(∂′i[u] · xj − ∂
′
ixj · [u]) =
=η(∂i[u] · xj − ∂ixj [u]) =
=∂i[u] · xj − δij [u]
(10)
where δij is Kronecker delta. On the other hand,
(11)
[(
[u](s1, s2, . . . , sn) 0
τ ′[u] 0
)
,
(
sj 0
τ ′j 0
)]
=
(
0 0
τ ′[u]sj − τj [u](s1, s2, . . . , sn) 0
)
.
By (3), (9) and (11) we get
τ ′ =
( n∑
i=1
τi · ∂i[u](s1, s2, . . . , sn))sj − τj [u](s1, s2, . . . , sn
)
.
Taking into account (10), we obtain τ ′ =
∑n
i=1 τi · ∂i[u](s1, s2, . . . , sn). So, for the
case of a Lie monomial the proof is complete. If g is a Lie polynomial, then the
statement follows from the linearity of ∂i and the linearity of the matrix addition.

Theorem 3.7. A system of elements {g1, g2, . . . , gk} (1 6 k 6 n) of the free
metabelian Lie algebra M is primitive iff it is uniformly distributed on the variety
of metabelian Lie algebras.
Proof. Let a system of elements {g1, g2, . . . , gk} be primitive. Then it can be in-
cluded in a set of generators of M . As we have shown, the property of a system
of elements to be uniformly distributed on the variety of metabelian Lie algebras
does not depend on a set of free generators chosen in M . Therefore, we may as-
sume that {g1, g2, . . . , gk} ⊆ X , for instance, gi = xi for i = 1, 2, . . . , k. Let R
be an arbitrary finite metabelian Lie ring. Then for any elements r1, r2, . . . , rn
we have gi(r1, r2, . . . , rn) = ri. This means that for any s1, s2, . . . , sk the val-
ues of the polynomials gi are equal to the corresponding si for |R|
n−k n-tuples
(r1, r2, . . . , rn) ∈ R
n. Therefore, the system {g1, g2, . . . , gk} of elements in M is
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uniformly distributed on R. Since finite metabelian Lie ring R has been chosen
arbitrarily we obtain that {g1, g2, . . . , gk} is uniformly distributed on the variety of
metabelian Lie rings.
Conversely let a system {g1, g2, . . . , gk} be uniformly distributed on the variety
of metabelian Lie rings. Remind that the elements g1, g2, . . . , gk are the images of
the corresponding g1, g2, . . . , gk by the natural homomorphism M → M/M
′. By
Lemma 3.5 the system {g1, g2, . . . , gk} is primitive in M/M
′. Easy to show, that
in abelian Lie ring a linear basis is a set of generators. Therefore, without loss of
generality it can be assumed that gi ∈ X for i = 1, 2, . . . , k (say, gi = xi).
Consider a ring Mp,q,m. Lemma 3.6 implies that for arbitrary elements
S1 =
(
s1 0
τ1 0
)
, S2 =
(
s2 0
τ2 0
)
, . . . , Sn =
(
sn 0
τn 0
)
of this ring the following equality holds:
gi(S1, S2, . . . , Sn) =
(
gi(s1, s2 . . . , sn) 0
τ ′i 0
)
,
where τ ′i =
∑n
j=1 τj · ∂jgi(s1, s2, . . . , sn). Since the system {g1, g2, . . . , gk} is uni-
formly distributed on the variety of metabelian Lie algebras it is uniformly dis-
tributed on any ring, in particular, on Mp,q,m. Consequently, for any system of
matrices (Q1, Q2, . . . , Qk), where Qi =
(
ai 0
τ˜i 0
)
, the system of equations

g1(S1, S2, . . . , Sn) = Q1,
g2(S1, S2, . . . , Sn) = Q2,
. . . . . . . . . . . . . . .
gk(S1, S2, . . . , Sn) = Qk
has exactly |Mp,q,m|
n−k solutions. Therefore the system of equations
(12)

g1(s1, s2 . . . , sn) = a1,
g2(s1, s2 . . . , sn) = a2,
. . . . . . . . . . . . . . .
gk(s1, s2 . . . , sn) = ak,
n∑
j=1
τj · ∂jg1(s1, s2, . . . , sn) = τ˜1,
n∑
j=1
τj · ∂jg2(s1, s2, . . . , sn) = τ˜2,
. . . . . . . . . . . . . . . . . . . . . . . . . . .
n∑
j=1
τj · ∂jgk(s1, s2, . . . , sn) = τ˜k.
has |Mp,q,m|
n−k solutions. Here we say that the solution of system (12) is a vector
(s1, s2, . . . sn, τ1, τ2, . . . , , τn) ∈ Z
1
m[X ]
n × T n
satisfying all equations of this system.
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For any elements s1, s2, . . . , sn ∈ Z
1
m[X ] consider the map ξs1,s2,...,sn : T
n → T k
defined by the rule
ξs1,s2,...,sn(τ1, τ2, . . . , τn) =
=
 n∑
j=1
τj · ∂ig1(s1, s2, . . . , sn), . . . ,
n∑
j=1
τj · ∂igk(s1, s2, . . . , sn)
 .
Clearly, this map is a homomorphism of Zp,q,m[X ]-modules. Therefore, cardinality
of Ker ξs1,s2,...,sn is not less than |T |
n−k. Moreover, if it is equal to |T |n−k, then
ξs1,s2,...,sn is a surjective homomorphism. Thus, for any s1, s2, . . . , sn and for any
(τ˜1, τ˜2, . . . , τ˜k) in the image of ξs1,s2,...,sn the system of the last k equations of (12)
has at least |T |n−k solutions (τ1, τ2, . . . τn).
Consider the system of equations consisting of the first k equations of (12) in the
case ai = xi for i = 1, 2, . . . , k. Since gi = xi + g
′
i, for i = 1, 2, . . . , k the set of all
solutions of this system consists of n-tuples of the form (x1, x2, . . . , xk, sk+1, . . . , sn).
So, cardinality of the set of n-tuples satisfying the system of the first k equations
of (12) is |Z1m[X ]|
n−k. As we have shown above, for each such n-tuple, there
are at least |T |n−k n-tuples (τ1, τ2, . . . , τn) satisfying the last k equations of (12)
for τ˜1 = τ˜2 = · · · = τ˜k = 0. We are left to notice that |Mm,p,q| = |Z
1
m[X ]| ·
|T |. Therefore, if for some n-tuple (x1, x2, . . . , xk, sk+1, . . . , sn) there are more
than |T |n−k solutions then the cardinality of the set of all solutions of system
(12) is greater than |Z1m[X ]|
n−k · |T |n−k = |Mm,p,q|
n−k. This contradicts to the
assumption that the system {g1, g2, . . . , gk} is uniformly distributed on Mm,p,q.
So, if τ˜1 = τ˜2 = · · · = τ˜k = 0 then for any n-tuple of the form
(x1, x2, . . . , xk, sk+1, . . . , sn) there are exactly |T |
n−k n-tuples (τ1, τ2, . . . , τn) sat-
isfying the last k equations of system (12). Consequently, for any n-tuple of the
form (x1, x2, . . . , xk, sk+1, . . . , sn) ∈ (Z
1
m[X ])
n the map ξx1,x2,...,xk,sk+1,...,sn is a
surjective homomorphism. So, for any such n-tuple the system of equations of the
form
n∑
j=1
τj · ∂jgi(x1, x2, . . . , xk, sk+1, . . . , sn) = τ˜i, i = 1, 2, . . . , k has a solution. In
particular, the system of equations
∑n
j=1 τj · ∂jg1(x1, x2, . . . , xn) = t1,∑n
j=1 τj · ∂jg2(x1, x2, . . . , xn) = t2,
. . . . . . . . . . . . . . . . . .∑n
j=1 τj · ∂jgk(x1, x2, . . . , xn) = tk,
has a solution.
Let τj =
∑n
l=1 tlαjl for j = 1, 2, . . . , n. Then, considering the coefficients by
t1, t2, . . . , tk in the right-hand side and in the left-hand side we obtain
n∑
j=1
αj,l∂jga(x1, x2, . . . , xn) = δl,a,
l = 1, 2, . . . , k, a = 1, 2, . . . , n, and δl,a is Kronecker delta.
Therefore,
(13)

α1,1 α2,1 . . . αn,1
α1,2 α2,2 . . . αn,2
. . . . . . . . . . . .
α1,k α2,k . . . αn,k
 · J p,q,m(g1, g2, . . . , gk) = Ek.
Since |Ek| = 1 equality (13) implies that the unit of Zp,q,m[X ] is a linear combi-
nation of k × k minors of J (g1, g2, . . . , gk). Therefore, the ideal generated by all
k× k minors of J (g1, g2, . . . , gk) coincides with Zp,q,m[X ]. Since this holds for any
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positive integers p, q,m, such that m > 2, Lemma 3.4 implies that the system of
elements {g1, g2, . . . , gk} is primitive. 
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