Abstract-When applying unsupervised learning techniques in biomedical data analysis, a key question is whether the estimated parameters of the studied system are reliable. In other words, can we assess the quality of the result produced by our learning technique? We propose resampling methods to tackle this question and illustrate their usefulness for blind-source separation (BSS). We demonstrate that our proposed reliability estimation can be used to discover stable one-dimensional or multidimensional independent components, to choose the appropriate BSS-model, to enhance significantly the separation performance, and, most importantly, to flag components that carry physical meaning. Application to different biomedical testbed data sets (magnetoencephalography (MEG)/electrocardiography (ECG)-recordings) underline the usefulness of our approach.
truly applicable. For example, the principal component analysis (PCA) algorithm will always provide a projection to an orthogonal basis whether the signal of interest can be best decomposed or interpreted within this basis or not. Thus, the user has so far little clue about the certainty with which the answer of the unsupervised algorithm is correct. Clearly, the medical staff always needs both aspects for a diagnosis: a decision and the certainty for the respective decision. So, assessment of reliability for a data analysis result is of fundamental importance, especially if the automatic decision or subsequent human decision bears high risks or costs.
In this paper, we show how a reliability estimation for unsupervised learning algorithms can be computed using well-known resampling methods from statistics [3] , [4] (Section II). Once we are able to estimate the reliability of a solution, we can use this information for model/algorithm selection purposes, for testing model validity and for improving the used algorithm. Note that resampling is completely general and can be applied to assess reliability of any unsupervised learning algorithms, e.g., projection techniques [for instance, independent component analysis (ICA), PCA (cf. [5] ), kernel PCA [6] , etc.], clustering (cf. [7] ), and so on. In Section III, we apply the proposed resampling techniques to blind-source separation (BSS) problems. We show how these techniques enable us to select a good BSS-algorithm, to improve the separation performance and to find potentially meaningful projection-directions or subspaces respectively. We will give an algorithmic description of the resampling method (Section III), show excellent experimental results on toy (Section IV), several real-world data testbed sets [magnetoencephalogram (MEG), electrocardiogram (ECG)] (Section V), and conclude with a brief discussion in Section VI.
II. RESAMPLING TECHNIQUES FOR UNSUPERVISED LEARNING

A. Resampling Methods
In the typical unsupervised learning scenario, we want to learn or estimate a set of parameters from observed data , that characterize the generating law of the data. Usually, we consider a random variable distributed according to a stochastic process and regard as one realization of it.
We will denote the estimated parameters by , where the estimator is a function of the given data set. The important quantity to assess stability is the root-mean-squared error (RMSE) of the estimator (1) where denotes the expectation for . 1 We remark that in our procedure for blind-source separation, we measure the error componentwise, i.e., for each . Since we neither have access to the true parameter , nor to more than one realization from the distribution , we cannot evaluate these quantities in a straightforward manner.
Resampling is a statistical method which gives, e.g., the bias and the variance of estimators only from one set of data at hand by virtue of modern computer power. Among such procedures, the Jackknife and the Bootstrap are most well known (see, e.g., [3] and [4] ). The Jackknife produces surrogate data sets by just deleting one datum each time from the original data set. There are generalizations of this approach like the delete-Jackknife which delete more than one datum at a time. The Bootstrap is a more general approach and is widely used in data analysis recently. We will give a brief explanation in the next section.
B. Bootstrap
Let us consider the case in which we get i.i.d. samples from a distribution . We will write the data by the vector . A scalar parameter is estimated with an estimator . We want to evaluate the RMSE of the estimator. Let be the empirical distribution of the data . A random variable from takes values with equal probabilities . Then, new surrogate data sets 2 are generated with , by taking i.i.d. random variables from the empirical distribution . We remark that some data points might occur several times, while others might not occur at all in a particular Bootstrap sample. On each surrogate , the estimator is calculated, so we have estimators 3 . The Bootstrap estimator of the RMSE is calculated as (2) (See, also, the flowchart of the Bootstrap in Fig. 1 .) This quantity measures, how robust our estimation is against small (resampling) changes to the data; in other words, how stable the learning algorithm is w.r.t. the estimated solution . Thus, (2) can be used as a measure of reliability that allows to select between different algorithmic solutions, to perform selection between different algorithms or to choose hyperparameters for a single algorithm. Furthermore, an assumption about the data generating model can be accepted or rejected (in the sense of mathematical testing theory). In the following, we will employ the Bootstrap error estimator as a measure of reliability. If the data generating process is not i.i.d., we have to use extensions of the Bootstrap, e.g., when there exists time structure in the data.
There is a wide literature on statistical properties of the Bootstrap and its extensions, which supports the use of resampling procedures. For example, it can be shown that for i.i.d. data the Bootstrap estimators of the distributions of many commonly used statistics are consistent [4] , i.e., the Bootstrap error estimator of converges to the true in probability as and go to infinity III. RESAMPLING APPLIED TO ICA
A. The BSS-Model
BSS techniques (e.g., [8] - [15] , and [5] ) have found widespread use in various application domains, e.g., acoustics (e.g., [16] - [19] and [48] ), telecommunication (cf. [5] ) or biomedical signal processing (e.g., [20] - [22] , and [5] ). BSS is an unsupervised statistical technique to reveal unknown source signals when only mixtures of them can be observed. For a linear mixture model, each of the observed signals is assumed to be generated by (3) ICA assumes that the source signals are statistically independent and that the matrix has full-column rank. So, the BSS problem is to identify the mixing matrix and/or the source signals using only the observed signals while assuming statistical independence of the source signals and linear independence of the columns of . (There are other BSS algorithms that use slightly different assumptions, e.g., vanishing temporal cross correlations instead of statistical independence).
The BSS problem as previously stated is clearly undetermined; since only the observed signals are known, a scalar factor can be exchanged between each source signal and the corresponding column of without changing the product. Also the ordering of the source signals (and the corresponding columns of ) has no meaning and is nothing but a notational device. Thus, the source signals can be recovered at best up to a permutation, scales and signs. In other words, we can only identify an unordered set of one-dimensional (1-D) source signal subspaces.
B. Multidimensional Independent Components
Recently, some approaches have tried to generalize the idea of ICA to the case of multidimensional independent components (see, e.g., [23] or cf. subspace models [24] ). In this case, it is not assumed that all of the source signals are mutually statistically independent, but that they form higher dimensional independent components. This means, that there is a set of indices that fulfills (4) where denotes the joint probability density function of the whole data set. Each is a probability density function that cannot be further decomposed into a product of marginal densities. Standard ICA algorithms that are applied to such a data set will produce 1-D source estimates that are as independent as possible, which means they will still find the right decomposition given by (4), but they are forced to select as well a decomposition of the actually multidimensional components. Thus, standard ICA techniques are able to find these multidimensional source signal subspaces [23] , but they choose an (arbitrary) basis within these subspaces. The problem is then to decide, which of the 1-D source space estimates given by the algorithm should be grouped together. Fig. 2(b) shows an example of a two-dimensional (2-D) signal space. The two time series that are shown in this scatterplot are given by and where and are uniformly distributed and Gaussian signals, respectively. This combination of produces a rotational symmetric joint probability density, so there is no basis within this space that could make these two time series independent.
C. Used Source Separation Algorithms
In the next sections, we will illustrate the resampling idea with two commonly used source separation algorithms: joint approximate diagonalization of eigen-matrices (JADE) and temporal decorrelation separation (TDSEP). Both algorithms determine the mixing matrix based on a joint approximate diagonalization of symmetric matrices. The difference between them is that JADE [13] computes those matrices from "parallel slices" of the fourth-order cumulant tensor, TDSEP [14] solely relies on second-order statistics and diagonalizes time-lagged correlation matrices, i.e., JADE maximizes the kurtosis of the output signals whereas TDSEP minimizes temporal cross correlations between the output signals.
To achieve an approximate simultaneous diagonalization of several symmetric matrices the algorithms take two steps: 1) prewhitening and 2) rotation. First, the whitening transformation transforms the signals according to [25] such that the covariance matrix of For small values (U 0:1) the uncertainty allows to predict the RMSE.
becomes the identity matrix. The remaining set of matrices can then be diagonalized by an orthogonal transformation , since in a white basis all degrees of freedom left are rotations [13] . For several matrices, that share a common Eigen-structure, a Jacobi-like algorithm proposed by Cardoso is used to determine [26] , [27] . The basic idea is that the rotation matrix is formed by a product of elementary plane rotations each trying to minimize the off-diagonal elements in a 2-D subspace, where the optimal rotation angle can be calculated in closed form (see [27] for details). Concatenation of both transforms (whitening and rotation ) yields an estimate of the mixing matrix .
D. Distance Measure for ICA-Projections
Since ICA does not allow to identify the mixing matrix itself, but only an unordered set of 1-D source signal subspaces, a very natural distance measure between two sources is the angle difference estimate between their respective subspaces. A mathematically simple, but technically important, fact is that we first have to define an orthonormal basis in our data space to define the notion of an angle. Let and be two 1-D subspaces and , two vectors of nonzero length. The distance between and measured with respect to then reads
The mixing/demixing process can be described as a change of coordinates. This means, we consider the sources as components of a vector with respect to an orthonormal basis and . Estimated sources and separability matrix using TDSEP (toy data set). The audio sources (1,2) and the sin/cos signals (6,7) can be identified. The Gaussian and the uniformly distributed noise is still mixed (3) (4) (5) . (Note that components 6,7 span a 2-D independent subspace, since every linear combination of these signals is again a sinus with a certain phase shift). The separability matrix displays exactly this behavior. the observations as the components of the very same vector in terms of a different basis (6) with , where is the Kronecker symbol ( if and otherwise). Note that the basis of the mixtures then is nonorthogonal in general.
The linear transformation between these two coordinate systems is given by (3) and (6) (7) If we denote the estimated sources given by our ICA-algorithm with and the corresponding basis with (i.e., ), then we obtain (8) and the estimation error for the th component is given by
E. Resampling Methods
It is straightforward to apply Bootstrap resampling for i.i.d. data and for algorithms that do not use temporal structure. Less obvious is to construct a time structure preserving Bootstrap. A simple Bootstrap approach would clearly destroy temporal structure, but it can be generalized such that methods like TDSEP that use temporal correlations are still applicable. Consider a time series of length . The Bootstrap resampling defines a series with and each telling how often the data point has been drawn. Using this, we can calculate the resampled time-lagged correlation matrices as (10) Another way of generating a time-structure-preserving surrogate data is, for example, to apply a (random) linear filter on the measured (mixed) data (11) (This can be understood as giving different weights to different frequencies, whereas normal Bootstrap gives different weights to different time instants). Since the mixture matrix commutes with this filter operator ( ) and the filtered sources are still mutually independent, the filtered signals can be interpreted as linear mixture of the filtered sources with the same mixture matrix .
Note, that in general, resampling procedures using (10) or (11) do not provide consistent estimators like the real Bootstrap on i.i.d. data sets. Nevertheless, the asymptotic bias can be bounded (Appendix-B). Also, numerical simulations show that they can still be used for the purposes of this paper, since they give good estimates as well (at least for small separation errors).
F. The Resampling Algorithm-Uncertainty Estimation
We will now give a short description of our resampling algorithm. In principle, it is straightforward now, to obtain the Bootstrap estimator for the RMSE as (12) where is the number of Bootstrap replications and is the basis estimated from the th surrogate data set.
This naive approach, however, has two practical problems. The first one is merely technical: we assume, that we already know which basis vector estimated from the surrogate data corresponds to a given . In general, this is not true, and finding the right permutation may become computationally very expensive. The second problem is more fundamental: if we allow higher dimensional source signals, this estimator will no longer be able to assess the stability of a solution. To see this, consider a five-dimensional mixture of, say, two signals and with and that both cannot be written as linear combinations of independent one-dimensional signals but are mutually statistically independent [i.e., ]. Although the two subspaces containing and can be separated perfectly with standard ICA techniques, there is no primely basis within each of these two subspaces that could be identified by ICA. This means that every ICA projection will be marked as unstable by the Bootstrap estimator.
To simplify the permutation problem, we use the fact that the subspaces identified by our ICA algorithms do not depend on the initial basis defined by our observations , i.e., we are free to perform a linear transformation (or a change of coordinate system) before applying the resampling procedure. In particular, it is highly convenient to resample after a prior BSS step, i.e., we have to consider only small deviations from the identity matrix in every Bootstrap sample. Since the components of the data vector with respect to are white by construction, the separating matrices obtained from the surrogate data sets are approximately characterized by a small rotation. 4 The crucial idea how to find stable higher dimensional source signal subspaces is to calculate not the overall rotation for each direction, but to decompose each rotation into elementary rotations within all two-dimensional planes spanned by the coordinate axes. This can be carried out by taking the matrix logarithm (13) Here, each component of is the angle of a rotation in the --plane (see the Appendix-A).
If we now calculate the variance of the -matrix componentwise, we obtain a separability matrix (14) The component of this matrix measures, how unstable the ICA solution is with respect to a rotation in the --plane, i.e., how reliable the respective one-dimensional subspaces and can be separated. Note that a low , therefore, corresponds to good separability.
If the used BSS algorithm was successful in separating the independent subspaces, the separability matrix should have a block structure that groups together 1-D ICA projections that belong to the same independent subspace. Thus, a reliable independent subspace should become clearly separated from every other subspace. Algorithmically one can use the second eigenvector for detecting block structure in which is a very common technique in spectral clustering (see, e.g., [28] - [30] ).
We use this to define the uncertainty of the estimated one or multidimensional source signal subspace. Let be a -dimensional subspace spanned by the ICA basis vectors with . The uncertainty of an estimated multidimensional source signal subspace can be defined by (15) 4 In order to obtain exact rotations a rewhitening transformation-defined as x = Vx with V = E[xx ] -is applied to the surrogate data. Fig. 7 . The 1-D uncertainties for the source estimates from Figs. 6 and 5 using (a) JADE and (b) TDSEP. On this data set, JADE is able to identify three 1-D components with acceptable low uncertainties (3, 4, 7-the audio signals and the uniformly distributed source) whereas TDSEP can find only two stable one-dimensional components (1, 2-the audio signals). Note that TDSEP is able to extract the audio signals more reliably than JADE.
In the case of 1-D independent components this reduces to (16) Let us summarize the resampling algorithm. 1) Estimate the mixing matrix with some ICA/BSS algorithm. Calculate the projections 2) Produce surrogate data sets from and whiten each of these data sets. 3) For each of the surrogate data sets: do BSS. This produces a set of rotation matrices . 4) Calculate the matrix of the elementary rotation angles 5) Calculate the separability matrix in the rotation parameters (angles) . 6) Separate the data space into different one or multidimensional subspaces according to the block structure of 7) For each subspace, calculate the uncertainty. To wrap up, we compute the stability of independent subspaces found by ICA/BSS. Depending on the application (cf. next section), each subspace can in principle be one or multidimensional. We would like to stress that our method allows to pin down structural dependencies (say, e.g., a three-dimensional stable subspace) which provides highly important and relevant information for subsequent biomedical interpretation and modeling.
IV. EXPERIMENTS ON ARTIFICIAL DATA
In the experiments that are reported here, we used both the Bootstrap and the filter technique. Remarkably, the results are almost identical. The following figures show the results of the Bootstrap resampling (with JADE) and (10) (with TDSEP).
A. Comparison Separation Error-Uncertainty Estimate
To show the practical applicability of the resampling idea to BSS, the RMSE [(1)] was compared with the uncertainty [(16)] for the case of one dimensional independent components. The separation was performed on artificial two-dimensional mixtures of signals that have been produced by simple stochastic processes (1000 data points, unit variance). To achieve different separation qualities, the parameters of the used stochastic processes have been adjusted such that they produce time series of different kurtosis values and different strength of time structure. Fig. 3 shows the result of the experiment for the algorithms JADE and TDSEP. Each point in this diagram stands for a specific parameter setting of the stochastic process. One can clearly see that the RMSE is nicely correlated to the uncertainty . For low uncertainties ( ) the uncertainty measure therefore allows a good prediction of the true separation error. For large uncertainties the points in the diagrams scatter over a large range of possible RMSE values; this means that it is no longer possible to predict the true separation error. (The systematic deviation of the points from the bisecting line in this regime is due to the fact that one can measure errors only up to ).
B. Blockwise Uncertainty Estimates
For a longer time series, it may be interesting to know whether different parts of a given time series are more (or less) reliable to separate than others. In this case, it may be better to estimate the mixing matrix not on the whole time series but only on certain "good" parts, where the BSS assumptions are properly fulfilled. To demonstrate these effects, we mixed two audio sources (8 kHz, 10 s-80 000 data points), where the mixtures are partly corrupted by white Gaussian noise. Reliability analysis is performed on windows of length 1000, shifted in steps of 250; the resulting variance estimates are smoothed. Fig. 4 shows again that the uncertainty measure is nicely correlated with the true separation error, furthermore the variance goes systematically up within the noisy part but also in other parts of the time series that do not seem to match the assumptions underlying the algorithm. 5 So, our reliability estimates can eventually be used to improve separation performance by either removing all but the "reliable" parts of the time series or by performing weighted averaging. For our example, this reduces the overall separation error by two orders of magnitude from 2.4 10 to 1.7 10 .
This moving-window resampling can detect instabilities of the projections in two different ways: Besides the resampling variance that can be calculated for each window, one can also calculate the change of the projection directions between two windows. The latter has already been used successfully by Makeig et al. [31] .
C. Selecting the Appropriate BSS Algorithm and Detecting Multidimensional Independent Components
As our resampling algorithm behaves well in the case of one-dimensional independent components, the next logical step is to test it with mixtures of multidimensional independent components. Equally important we can use it as a model selection criterion for: 1) selecting some hyperparameter of the BSS algorithm, e.g., choosing the lag values for TDSEP or 2) choosing between a set of different algorithms that rely on different assumptions about the data, i.e., higher order statistics (e.g., JADE, INFOMAX, FastICA, …) or second-order statistics (e.g., TDSEP). It could, in principle, be much better to extract one multidimensional component with one and the next with another assumption/algorithm.
To illustrate the usefulness of the separability matrix, we study the following seven-channel mixture: two harmonic oscillations ( and ), two speech signals, two channels of white Gaussian noise and one channel of uniformly distributed noise. From Section III-B, we know that this mixture contains of five independent subspaces: The audio signals and the uniformly distributed noise each define a 1-D source signal space, whereas the -and the Gaussian-noise subspaces are 2-D. Fig. 5 shows the estimated sources and the separability matrix using TDSEP with time lags ( ). The source estimates show, that TDSEP is able to identify the audio sources and the -signals up to a phase shift. The Gaussian and uniform noise signals are still mixed; what is to be expected, because TDSEP can separate only sources with temporal structure. The separability matrix displays exactly this behavior: source estimates 1 and 2 (audio signals) are one dimensional components, source estimates 3, 4, and 5 (noise) span a three-dimensional component and source estimates 6 and 7 ( and ) span a two-dimensional component. Note, that the grouping of source estimates to higher dimensional subspaces displays both the properties of the data and properties of the used source separation algorithm. Fig. 6 shows estimated sources and separability matrix for the same data set using JADE. The main difference to Fig. 5 (besides the permutation of the estimates, that has no meaning) is the fact, that JADE is able (in contrast to TDSEP) to separate the uniform noise from the Gaussian sources. This can as well be seen in the separability matrix.
For this data set, JADE is able to find smaller subspaces than TDSEP and can therefore be regarded as the more suitable algorithm in this case. A more careful examination of the separability matrix, however, reveals (Fig. 7) , that the uncertainties of the 1-D audio signal estimates ( and ) using TDSEP are much lower, than the respective uncertainties ( and ) using JADE. Calculation of the true separation errors shows that in fact TDSEP ( and ) does a better job estimating these sources (JADE: and ). The 2-D subspace is found equally well by both algorithms.
Knowing this, it is now straightforward to combine the strengths of both algorithms for the source separation. A first application of TDSEP finds the audio sources and the subspace. Then, applying JADE to the orthogonal subspace allows to extract the other components and yields the best solution that can be achieved by combining these two algorithms.
V. APPLICATION TO BIOMEDICAL DATA
We will now apply our algorithm to biomedical real-world data sets that serve as testbeds. A full analysis of the respective data sets is beyond the scope of this paper; we reference original papers for physiological details and interpretation.
A. Fetal ECG
We now illustrate our resampling approach on fetal ECG data. We use a data set [32] of 2500 points sampled at 500 Hz with eight electrodes located on abdomen and thorax of a pregnant woman. In previous examinations of this data set [33] , [23] , the usefulness of introducing the generalization of ICA to multidimensional components became obvious.
Looking at the separability matrices (Figs. 8 and 9 ), one can clearly see that the JADE algorithm is more appropriate for separating this data than TDSEP, because JADE yields lower matrix entries, i.e., better reliability. The TDSEP separability matrix does not show a clear block structure; the only component that can be reliably separated from the others is component 8. The JADE separability matrix in contrast shows two one-dimensional components (1 and 4) and three two-dimensional components (2/3, 5/6, and 7/8). Examination of the estimated source signals shows that in fact only JADE is able to separate the heartbeat of the fetus from the heartbeat of the mother (mother: 1, 2/3, 4; fetus: 7/8).
B. Removing 150-Hz Artifact in Event-Related MEG Measurements
In the analysis of MEG data, we often face the problem that noise from biological or technical origin is corrupting the measurements. A previous study showed that BSS methods can be used to reduce the artifacts which will improve the source localization accuracy [34] , [35] .
We applied ICA combined with our resampling scheme to the MEG data sets from [34] , [35] containing measurements of somatic evoked magnetic fields (SEFs) elicited by electrical stimulation of the right median nerve. In this experiment, the magnetic field above the contralateral somatosensory cortex was measured at a sampling rate of 2 kHz using the Berlin 49-channel planar SQUID-gradiometer system operated in a magnetically shielded room. A stimulus locked averaging over 12 000 epochs with a duration of 333 ms had been performed.
The averaged data can be used to locate the exact position of the activated region of the somatosensory cortex by fitting an equivalent current dipole model. This is of high clinical importance for example in the "presurgical assessment of functional brain area" [36] , [37] . However, such a technique is very sensitive to corruption by artifactual signals, like the omnipresent power line interferences.
Applying BSS and resampling to this data after compression to the 25 most powerful principle components (cf. [34] , [38] ), reveals that several low-dimensional subspaces could be reliably identified when using TDSEP (Fig. 10) . In particular, the two-dimensional subspace spanned by components TDSEP1 and TDSEP2 clearly corresponds to a 150-Hz harmonics due to the power line artifact. (Here, we encounter again the previously discussed -component, Fig. 11) . Fig. 10 also shows that TDSEP works better on this data set and is able to find low-dimensional signal subspaces. The separability matrix for JADE does not show such a clear blockstructure and cannot identify the artifact-component as well as TDSEP.
C. A dc-MEG Experiment With Acoustic Stimulation
We now apply our reliability analysis to a time series that has been produced by a dc-MEG experiment with acoustic stimulation. dc-coupled brain monitoring is of high medical relevance because many pathophysiological processes have their main energy in the frequency range below 0.1 Hz. The biomagnetic recording technology employed here is based on a mechanical modulation of the head, respectively, body position relative to the sensor [39] . This technology has the potential to enable physicians to detect minute injury-related fields e.g., from near-dc phenomena in stroke such as peri-infarct and anoxic depolarizations (see, e.g., [40] - [42] for a detailed discussion). The magnetic field has been recorded with a planar SQUID-gradiometer sensor-array that was centered tangentially over the left auditory cortex. An acoustic stimulation was achieved by presenting alternating periods of music and silence, each of 30 s length, to the subjects right ear during 30 min of total recording time. This paradigm of externally controlled music-related dc-activations of auditory cortices defines a measurement and analysis scenario with almost complete knowledge about both the spatial pattern and the time course of a cerebral dc-source which on the other hand is fully embedded in the "real" biological and ambient noise background (for details, see [43] and [42] ). The measured dc-magnetic field values, sampled at a frequency of 0.4 Hz, gave a total number of 720 sample points for each of the 49 channels. While previously [42] analyzing the data, we found that many of the ICA components are seemingly meaningless Fig. 12 . The separability matrices of TDSEP and JADE on the dc-MEG data set show that JADE fails to produce a stable source separation; TDSEP is able to find three 1-D and three higher dimensional components. and it took some medical knowledge to identify potentially meaningful projections for a later close inspection. In the current experiment, BSS and resampling was performed on the 23 most powerful principal components.
The results in Figs. 12 and 13 show that JADE (b) fails completely to produce a stable source separation, whereas TDSEP (a) identifies three one-dimensional components (1, 22, 23) and three higher-dimensional components (2/3, 4-7 and 8-21) with a low uncertainty. In fact, at least the one-dimensional components have a clear physical meaning: component 1 is an internal very low-frequency signal (drift) that is always present in dc-measurements and component 23 shows an typical artifact produced by the MEG measuring device (Fig. 14) . Interestingly, component 22 shows a (noisy) rectangular waveform that clearly displays the 1/30 s on/off characteristics of the stimulus sequence (correlation to stimulus 0.7; see Fig. 15 ). The clear dipole-structure of the spatial field pattern in Fig. 15 underlines the relevance of this projection. The components found by JADE do not show such a clear structure and the strongest correlation of any component to the stimulus is about 0.3, which is of the same order of magnitude as the strongest correlated PCA-component before applying JADE.
VI. DISCUSSION AND CONCLUSION
We proposed a simple method based on resampling techniques to estimate the reliability of results obtained from unsupervised learning algorithms. After briefly discussing the general resampling idea, we applied it to the BSS scenario and showed, that our technique approximates the separation error well. Now several directions are open for applications. First, we may like to use our reliability assessment for model selection purposes to distinguish between algorithms or to chose good hyperparameters. Note that powerful algorithms exist that can be used in deflation mode, e.g., FastICA [44] . So, BSS should be applied component-wise: choosing the best, i.e., most reliable algorithm for every one or multidimensional component. Simulation experience clearly suggest that such a deflation strategy can give excellent results if different statistical assumptions are underlying the respective sources, e.g., when the first source contains only temporal information, the second is of super-Gaussian nature and so on.
Second, variances can be estimated on blocks of data and separation performance can be enhanced by weighted averaging or by using only low variance blocks where the model matches the data nicely. Possible breakdowns of reliability give an indication for a violation of the respective BSS/ICA model assumptions, thus revealing interesting structure of the data.
Finally, reliability estimates can be used to find stable meaningful components. Here, our assumption is that the more meaningful a component is, the more stably we should be able to estimate it. In this sense, artifacts appear also as meaningful, whereas noisy directions are discarded easily, due to their high uncertainty. By discarding meaningless 6 components, we can relieve the medical staff from inspecting useless components and therefore reduce the necessary human interaction in a decision/diagnosis process. This is particularly important for example in MEG applications where recent devices have more than 300 sensor channels.
Note that the reliable components to be extracted can be oneor multidimensional, a finding, which can provide highly useful information as a starting point for further understanding or modeling of physiological data. For example the study (see Section V-A) on fetal ECG underlines that ECG signals can be most reliably described: ECG signals can be most reliably described and should be modeled best with multidimensional components.
As previously indicated, since resampling is a very general statistical method, it can also be used for assessing reliability in other unsupervised learning scenarios. Future research will therefore focus on applying resampling techniques to other unsupervised learning scenarios e.g., for clustering (cf. also [45] ). We furthermore also intend to consider Bayesian modelings (e.g., varational or ensemble models; cf. [46] , [47] , [15] , and [5] ) where often a variance estimate comes for free along with the trained model, however, often at high computational costs.
APPENDIX
A. Rotation Angles and Rotation Matrices
The rotation matrices in -dimensional space form a representation of the special orthogonal group . This means, that for all Rotation matrics in the space of all antisymmetric matrices can be defined by (19) where denotes the Kronecker symbol: if and otherwise. Note, that each is a by matrix, and specify the matrix entries, i.e., is the row-and 6 The subspace spanned by the unstable component estimates could in principle also carry physical meaning, but within the assumptions of the used algorithm it is impossible to reveal any hidden structure. The estimated source signals are arbitrary in this case and should not be interpreted without further processing.
the column-index. Using this, every orthogonal matrix can be written as (20) Due to the antisymmetry of the , one can choose the to be antisymmetric, too, without loss of generality. If we do so, each corresponds to the angle of a basic rotation within the --plane. More precisely, is a orthogonal transformation that rotates the -axis toward the -axis by the angle . So, given an arbitrary rotation matrix , it is always straightforward to decompose it into elementary rotations within different planes by taking the matrix logarithm The 2-D Rotation matrix can now be written as which is the best-known parameterization of the two-dimensional rotation matrices. Equation (20) is the -dimensional generalization of this formula.
B. Asymptotic Considerations for Resampling
Properties of resampling methods are typically studied in the limit when the number of Bootstrap samples and the length of signal [4] . In the case of Bootstrap resampling, as , the Bootstrap variance estimator computed from the s converge to where denotes the resampled angle deviation and denotes the distribution generating it. Furthermore, if , converges to the true variance as . This is the case, for example, if the original signal is i.i.d. in time. When the data has time structure, does not necessarily converge to the generating distribution of the original signal anymore. Although we cannot neglect this difference completely, it is small enough to use our scheme for the purposes considered in this paper. For instance, in TDSEP, where the depend on the variation of the time-lagged covariances of the signals, we can bound the difference between the real variation and its Bootstrap estimator as if . In our experiments, however, the bias is usually found to be much smaller than this upper bound.
For the filter resampling, it is rather difficult to show theoretically whether it can be used as a unbiased variance estimator. Nevertheless, our experiments show numerically that the filter resampling typically provides good absolute variance estimates.
