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ABSTRACT 
Since incorporating interindustry analysis into econometric framework was pioneered some 
40 years ago (Glickman, 1977), there has been a growing number of studies in the literature 
on application of the integrated framework at the subnational level. The integrated models in 
the literature have appeared in different forms with respect to the strategy and the structure, 
through which input-output (IO) and econometric are merged. The objective of the integrated 
framework is to capitalize on the merits of both component models, namely, an exhaustive 
interindustry analysis and a dynamic reflection of economic variables. This paper presents an 
attempt to extend and apply the interindustry demand variable (IDV) technique to embed an 
IO analysis into a time-series model to investigate the Illawarra economy. The result is a 
dynamic intersectoral model that not only represents structural changes in the regional 
economy, but also provides high accuracy, in forecasting total employment and output. 
 
1.  INTRODUCTION 
Since the development of integrated input-output econometric framework during 1970s 
(Glickman, 1977), the number of studies applying integrated framework at the regional level 
has proliferated (Isard and Anelin, 1982; Moghadam and Ballard, 1988; Anselin and Maden, 
1990; Bertugilia et al, 1990; Conway, 1990; West, 1991; Israilevich et al, 1997; Schindler et 
al, 1997; West and Jackson, 1998; Rey, 1998; Motii, 2005). The studies applying the 
integrated framework apply different forms of integration with respect to the interaction 
system and integration configuration, through which input-output (IO) and econometric 
models are combined. A thorough examination of the different studies in the literature reveals 
a common consensus on the modellers’ motivations for applying the integrated models to 
regional policy analysis. The common credence among integrated modellers is that the 
standalone component models, namely, IO and econometric, are becoming inadequate to deal 
with the complex issues involved in economic forecasting and impact analysis at the regional 
level (Batey and Madden, 1986; West, 1991; Rey, 1998). 
A regional IO model represents a comprehensive intersectoral structure of the regional 
economy, albeit it is limited to a single temporal observation and thus fails to capture the 
dynamic price effects and technological changes as the economy develops over time 
(Ó hUallacháin, 1984; West, 1991). On the other hand, a regional econometric model is 
dynamically oriented, in that it incorporates technological changes and price effects as the 
economy evolves over time. However, it lacks the detailed depiction of the interindustry 




structure of a regional economy (Moghadam and Ballard, 1988; West, 1991). It is argued that 
regional econometric representation of the economy is a basic view of the economic 
interactions, skipping over some important intersectoral linkages (Wilson, 1984). 
Hence the objective of embedding an IO analysis into an econometric framework is to 
capitalize on the merits of both component models, namely, the detailed interindustry analysis 
and the dynamic representation of market variables. This paper presents an attempt to 
investigate the dynamic properties of intersectoral relationships within the Illawarra regional 
economy in Australia. The result is a dynamic intersectoral model that not only represents 
structural changes in the regional economy, but also provides higher accuracy, in forecasting 
total employment and output, compared to the standalone models, namely, econometric and 
input-output. 
2. BACKGROUND 
The impetuses for developing an integrated econometric IO model to investigate the Illawarra 
economy are grouped into two categories: theoretical and practical. An important theoretical 
impetus is the claim that integrated framework offers a fully disaggregated general 
equilibrium structure, which helps capture intersectoral interactions within an economy 
(Preston, 1975; West, 1991). The integrated econometric IO model is a closed model that 
captures the simultaneity between supply and demand (Chowdhury, 1984; Israilevich at al, 
1997).1 Unlike the standalone application of the component models, namely, econometric and 
IO that only trace the effects of change from one side of the market (demand), the advantage 
of simultaneity between supply and demand gives the integrated framework a superior appeal 
to regional modellers. Nevertheless, two studies argue that both econometric modelling and 
IO analysis are classically demand-driven at the regional scale (Beaumont, 1990; Conway, 
1990). Thus it is claimed that a model originating from combination of these two components 
cannot integrate supply and demand simultaneously (Beaumont, 1990; Conway, 1990). 
It is further argued that since integration of supply and demand is a critical motive for 
integrating the two models, the integrated framework is to be viewed as a failure and hence to 
be skipped over in favour of computable general equilibrium (CGE) models (Beaumont, 
1990). Nonetheless, it can be contended that this argument is a case of not seeing the forest 
for the trees; as such a critical motive for simultaneously capturing supply and demand 
interactions is an excessive objective at the regional scale, specifically as is the case for the 
Illawarra. Because not only is there a dire dearth of time series data for the Illawarra region, 
but also not all proponents of the integrated approach consider that motive very critical for 
integration. Moreover, development of CGE models at the regional level is oppressed by a 
number of restrictions related to data availability, incorporation of temporal dynamics and 
requirements for model calibration. As a final point, the distinction between the accuracy of 
the results from CGE and integrated models is argued to be a blurry one (Almon, 1991; Treyz 
et al, 1992; West and Jackson, 1998). 
In contrast to the above mentioned argument,2 the critical objective for incorporating an IO 
analysis into a time-series model is relaxing the restrictive assumptions of each of the two 
models (West, 1991; Rey, 1998; Masouman and Harvie, 2012). Constant coefficients, linear 
production function, and constant returns to scale are the major restrictive assumptions that 
                                                 
1  In this particular context, the term “closed” refers to the treatment of the household sector as an endogenous 
variable. Nonetheless, the Illawarra econometric input-output model is an open model with respect to 
extraregional trades. 
2  There is a growing consensus among regional modellers that the main objective of the integrated framework 
is to relax the restrictions of each model applied alone. 




can be set at ease by endogenising the sectors that are otherwise exogenous in either of the 
traditional models. The integrated model developed in this research is aimed to relax these 
limiting assumptions, making the model responsive to price movements and considering the 
nonlinearities in production technologies. This objective is set to increase the accuracy of the 
model by representing the behavioural characteristics of the Illawarra economy more 
realistically.3 
Moreover, a quick review over the pragmatic impetuses of the integrated framework reveals a 
number of objectives that are taken into consideration for developing the following 
approaches. Pragmatic impetuses such as increased disaggregation of the econometric model 
to improve its impact analysis capabilities and separating the income generating and 
employment determining characteristics of the household sector are the main practical 
objectives for forming the integrated approaches discussed in the following sections. 
However before detailing the compilation procedure for the Illawarra embedded econometric 
input-output model, it is necessary to provide a quick review over the national integrated 
models. The importance of the national integrated models relates to the fact that the main 
notion of regional integrated modelling originates from successful attempts of national 
integrated modellers (Walras, 1954; Morishima, 1964; Klein, 1978; Klein, 1983; Chowdhury, 
1984; Almon, 1991; McCarthy, 1991). A review over the literature reveals that the first 
comprehensive attempts for construction of national integrated framework was made by Klein 
(1978, 1983). Klein treated the demand side of the economy by a Keynesian macro model and 
the supply side by a Leontief interindustry model. In a national integrated model, the 
Keynesian module determines aggregate estimates of GDP while the Leontief module 
determines the sectoral distribution of these aggregate estimates as the final demand drivers of 
the IO table. While the regional and national integrated models are distinctive with respect to 
their analytical frameworks and data availability, they share a number of mutual interactions, 
which are applied in building the integrated models in this paper. 
In spite of the fact that regional integrated framework originates from the pioneering national 
integrated models, it is distinctive from a number of aspects as a result of the challenges that 
regional modellers are faced with. The subsection that follows provides a review of these 
challenges by examining the existing regional integrated models. Although there are a number 
of studies that provide important insights on regional integrated models (Kort and Cartwright, 
1981; Kort et al, 1986; Beaumont, 1990; Rey, 2000), the scale of their review is mostly at a 
state level. They are majorly focused on theoretical challenges and not particularly concerned 
with comparison of performance properties of different integrating strategies. As was 
indicated earlier, there is a growing interest in regional integrated modelling due to their 
comparative theoretical and practical advantages. Hence a significant contribution to the 
existing studies in the literature would require application of a detailed comparison on the 
results of different integrated approaches to one region with evolving economic 
characteristics. Moreover, several methodological challenges are involved in regional 
integrated modelling that require attention and are not examined in the other studies. Hence, 
we extend the development of the integrated approaches found in the literature in order to 
highlight the neglected methodological challenges mentioned above and to specify an 
approach to treat them with respect to regional specificities of the Illawarra. 
                                                 
3  The procedures are explained in the following sections. 




3. BUILDING THE MODEL 
The classification of the integrated models in the literature reveals three main approaches, 
namely, composite, embedding and linking.4 An integration approach relates to the method 
and the degree to which the IO analysis and econometric model are combined. The main 
differences between the three integrating approaches are based on the choice of which 
interaction system and integration configuration are developed. The interaction system relates 
to the degree and the nature of the interaction between the two component modules, namely 
IO analysis and econometric model. The interaction nature between the component modules 
can be grouped into two categories: recursive or simultaneous. In the former there is a 
sequential ordering of the direction of causality between the econometric equations and the IO 
block and in the latter there is a two-way conjoint feedback and interaction between 
econometric equations and the IO block. The degree of the interaction reflects the scale of 
sectoral aggregation of the IO block with the spatial aggregation of the econometric 
equations. It also reflects the common specifications that are determined in incorporating one 
module into the other. 
The configuration of the integration approach relates to specification of the mathematical 
equations and the method chosen to solve and operate the equations in the model. The 
configuration can also be grouped into two categories: compound and modular. In a 
compound configuration method a sequence of linear and/or non-linear equations are solved 
through a set of iterative algorithms.5 The modeller can choose to retain selected aspects from 
both the IO block and the econometric modules to implement in the iterative algorithms. The 
number of iterations equals the number of time series observations. Hence for the Illawarra 
econometric model where there are 20 observations (1990-2010), there are 20 iterations for all 
the equations in the econometric blocks. The estimated results of each time series block are 
employed in the subsequent block and then the final estimates are disaggregated through a 
make matrix to be implemented into the IO table. 
On the other hand, a modular configuration characterises more degree of independence in 
integration.6 The mathematical formulation in modular configuration for a given point in time 
is solved in an order. This means that one module is operated and run to convergence before 
the subsequent interaction with the other module takes place. The choice of configuration can 
have significant impacts on error transmission throughout the integrated framework, and 
therefore requires a detailed scrutiny, which is examined in the following sections. 
Although the two dimensions of an integrating approach, its interaction system and 
integration configuration, appear to be closely related, it is essential to note that it is the 
specific combination of the two that defines an integration approach. It can be also likely to 
have an integration approach that is modular in its configuration but simultaneous in tis 
interaction system. A great example of such approach in the literature would be the innovative 
framework developed by Isard and Anselin (1982) for the US economic-demographic system. 
However, the definition of the three types of integrating approaches in the literature originates 
from the combination of interaction system and integration configuration found in the existing 
integrated models in the literature. 
The relationship between the IO analysis and econometric model varies between the three 
approaches. The composite approach represents a union of the econometric model and IO 
                                                 
4  For more information on the three taxonomic integrating strategies, please refer to Masouman & Harvie 
(2012). 
5  The composite approach uses a compound configuration. 
6  The modular configuration is used for the embedding approach. 




analysis. In this approach the integration involves several parts of overlay, which is in a way 
similar to the embedding approach, albeit each module retains a degree of autonomy which is 
also found in a linking approach. In the linked approach there is a slight connection between 
the two modules, each module remains somewhat independent with the outputs of one model 
becoming inputs into the other in a recursive manner. Finally in the embedded models, the IO 
module is completely incorporated within an econometric framework and hence the integrated 
structure is mainly dominated by econometric relations. 
It is important to highlight some key issues that will be continuously referred to in the 
subsequent sections before we begin to describe the compilation of the embedded model in 
detail. The first relates to the embedded model’s distinctions from an ideal national model 
from a number of points. The second relates to the more applications of the embedded 
approach in the literature compared to the other two approaches. This popularity is because of 
factors such as less intensive data requirements, simpler fundamental theoretical perspectives, 
and modeller’s objective. Furthermore, apart from a number of the linked applications, a close 
correspondence is evident between the sectoral aggregations of the IO analysis and 
econometric model. Lastly, most of the integrated models existing in the literature are 
developed for a single region analysis (see column 6), and as a result there has been limited 
attention on the comparison of different integrated approaches. 
3.1. Embedding  
Among the integrated models available in the literature, the embedded approach is most 
suited towards modelling a region with characteristics of the Illawarra.7 Hence it is necessary 
to re-review some of the important characteristics of the current operational embedded models 
before we begin discussing the procedure for the Illawarra embedded model. A mutual 
characteristic of the models within the embedded category is their objective of representing 
the notion of interconnectedness of industries that constitute the main foundation of a regional 
economy. Embedded models attempt to model this interconnection within a dynamic 
framework. 
Industrial interconnectedness is considered a network of interindustry structural interactions 
where each sector services the other. Firms purchase goods and services (inputs) from firms 
within the same region in addition to the external firms (White and Hewings, 1982). The 
original notion of this interconnectedness is formed by regional IO models, albeit regional IO 
models are limited to a single temporal observation and thus fail to capture the dynamic 
structure of changes in technology as the regional economy evolves (Czamanski, 1971 
Ó hUallacháin, 1984; Howe, 1991). On the other hand, regional econometric models are 
dynamically oriented, in that they provide a mechanism for incorporating technical change; 
nonetheless, they are criticised for not explicitly reflecting the interindustry transactions that 
take place within the economy (Moghadam and Ballard, 1988). It is argued that regional 
econometric models’ representation of the economy is an overly simplistic view of the 
economic interactions and skips over many critical variables (Wilson, 1984). Hence the 
objective for developing an embedded approach is to capitalize on the merits of the two 
mainstream models, namely the detailed interindustry analysis and the dynamic representation 
of market variables, so as to relax the restrictions of each. 
Another mutual characteristic of models in the embedded category is that they are dominated 
by an econometric module. The only input from the IO analysis in embedded approach is the 
a priori information which is employed to identify important interindustry linkages. These 
interindustry linkages are then embedded into the econometric equations to generate sectoral 
                                                 
7  This point is discussed in detail in the following sections. 




employment determination and sometimes the output demand determination. Since the main 
channel of integration in embedded approach is on employment determination it forms a less 
comprehensive type of integration compared to the composite approach of integration. The 
channels of integration are limited to demand-production and production-income yet unlike 
composite approach where the results of the production-income channel are then incorporated 
into the demand side of IO block, the income-demand channel is severed in embedded 
approach. This is chiefly because data on regional consumption and non-residential 
investments are not available for the Illawarra region. In addition, there is a dearth of data on 
many of the required variables at the regional level that would otherwise allow a more 
extensive method of integration. Nonetheless, the objectives of many regional policy 
applications of such models have been to investigate the impacts on employment and income. 
Hence the embedded models have been tailored to meet the objectives of modellers and the 
agencies that provide the funds to build the model. 
As pointed out earlier, since the embedded approach is the least data intensive compared to 
the other two approaches, is has gained an increased popularity in application and thus there 
are a number of extensions and modifications of this approach in the regional science 
literature (Duobinis, 1981; Moghadam and Ballard, 1988; Coomes et al, 1991; Motii, 2005). 
In general, the mathematical notation of these approaches is based on the following 
specification: 
(1)    𝐸𝑀𝑃𝐿𝑖 = ∑ 𝐸𝑀𝑃𝐿𝑗𝛽𝑖𝑗 + ∆𝑖𝑍 + 𝑢𝑖
𝑛
𝑗=1,𝑗≠𝑖  
where 𝐸𝑀𝑃𝐿𝑖 is employment in sector i, 𝛽𝑖𝑗 is the coefficient that links employment in sector 
i to employment in sector j,  ∆𝑖 is a 1 × 𝑘 vector of parameters, 𝑍 is a 𝑘 × 1 vector of other 
explanatory variables and 𝑢𝑖 is the stochastic disturbance term. 
In the embedded approach, the number of sectors (denoted by n) can be equal to or greater 
than the number of time series observations8 (denoted by T) available for estimation. 
Therefore, there can be an unlimited number of estimations for all the intersectoral 
coefficients in equation (1) albeit this would be impractical. Thus restrictions are to be placed 
on the intersectoral coefficients in an attempt to limit the number of unknown parameters that 
are estimated. As a result, the models in the embedded category can be separated into two 
main groups and further into two subgroups within each group. The criterion for forming 
these groups is based on the role that the a priori information plays in specification of these 
restrictions. 
The main groups are formed based on the number of intersectoral linkages that are 
incorporated in the specification of the equations. There are two main groups along this 
dimension, partitive group and holistic group. The subgroups are then formed based on the 
relative intensity of the restrictions that are imposed on the coefficients that represent the 
intersectoral linkages. There are two types of intensity on the restrictions: loose and tight. The 
overall decision is made based on two criteria. The first criterion relates to the number of 
intersectoral relations that the restrictions determine should appear in equation (1). The 
second criterion relates to the form of each of the intersectoral relations that is included in 
equation (1). The deciding criteria for the groups and the subgroups are explained in details in 
the following subsections. 
3.1.1. Partitive Group 
Members in the partitive group, employ a limited number of all possible intersectoral linkages 
to specify the parameters in the equation. For instance, any particular sector could employ up 
                                                 
8  In the case of the Illawarra this number is 20. 




to n-1 possible linkages with another sector, but only a relatively small number of these may 
be analytically important and employed in specifying the equation parameters. 
And then further distinction can be made to form the subgroups based on the intensity of the 
restrictions on the intersectoral linkages that are employed. As pointed out earlier, there are 
two degrees of intensity. In the loose intensity subgroup, the parameters of the intersectoral 
linkages employed in the model are determined by the sample information. Thus the role of 
the a priori information here is only to restrict the intersectoral linkages by excluding the rest 
of the parameters. In the tight intensity subgroup, the role of the a priori information, in 
addition to restrict by exclusion, is to identify the exact value of the coefficient that represents 
a specific intersectoral linkage. Hence restricting by exclusion automatically sets the exact 
value for the intersectoral coefficients that are not employed in equation (1).9 The coefficients 
of the intersectoral relations employed in a loose intensity are estimated subject to these 
excluding restrictions. However, in a tight intensity their values are given by explicit 
restrictions. Thus the link between the a priori information and the restrictions is more 
intensive in the tight subgroup compared to the loose subgroup. Nonetheless in both 
subgroups, the parameters of the remaining variables (denoted by Z in equations (1)) are 
estimated bound by the restrictions on the intersectoral linkages. 
Both the loose and tight subgroups of the partitive approaches apply restrictions on the 
relationships between employment in one sector and employment in the other sectors to 
decrease the dimensions of the design matrix. 
Partitive Loose 
The first model in this group was developed based on a national IO table. It identifies the 
most important intermediate sales or outputs (forward linkages) and intermediate purchases or 
inputs (backward linkage) for each sector (Chalmer & Beckhelm, 1976; extended by White & 
Hewings, 1982). In other words, only the sectors with the three of the largest coefficients in 
the i-th row and j-th column of a national IO table were selected to be employed in the right 
hand side of the equation (1), and all the rest of the sectors were excluded. Then the 
coefficients, employing the selected intersectoral linkages, are estimated while holding 
constant the excluded sectors. Another similar application of such model was adopted for the 
San Francisco Bay area, employing a priori information from a regional IO table to identify 
the intersectoral linkages for the nine counties included in the model (Prastacos and Brady, 
1985). The same method has been adopted in the literature to develop single region embedded 
models (Gickman, 1977; Duobinis, 1981). Moreover, another extension of this approach has 
been applied to Toledo metropolitan statistical area (MSA), Ohio at a national level. In spite 
of its non-structural nature, the prior distributions for the intersectoral parameters are 
developed in a Bayesian vector-autoregressive (BVAR) manner to determine sectoral 
employment (Magura, 1990). 
Partitive Tight 
In models within this group of embedding approach, the interindustry restrictions are obtained 
in two parts. In the first part, each sector is allocated to a group where the follow-on set of 
groups are mutually exclusive and exhaustive (Glennon et al, 1986; Glennon et al, 1987). 
Mathematically speaking: 
(2)     Ʌ = {𝜆1, 𝜆2, … , 𝜆𝑊} 
where 𝜆𝑊 is the group that the sector i is assigned to; Ʌ is the set of groups; such that 𝑤 ˂ 𝑛. 
                                                 
9  As in when  𝛽𝑖𝑗 = 0. 




Each group 𝜆𝑊 encompasses sectors with a high degree of interdependence which is 
determined by the a priori information from the regional labour market characteristics. And in 
the event where the a priori information is not available, a time-series exploratory analysis is 
employed to determine the ratio of employment between each two sectors i and j (𝐸𝑀𝑃𝑖/
𝐸𝑀𝑃𝑗). In the exploratory analysis, the groups are identified by using the smallest coefficients 
of variation in the employment ratios over the sample period. 
After specifying the set of sector groupings Ʌ, restricting exclusions are placed on all 𝛽𝑖𝑗 for 
the sectors where 𝑗 ∉ 𝜆𝑊 and 𝑖 ∊ 𝜆𝑊. As an example, let's assume that 𝜆𝑊 = {1, 2, 4}, then all 
sectors except 2 and 4 would be excluded from the equation for sector 1. On the other hand, 
all sectors except 1 and 4 would be excluded from the equation for sector 2 and similarly all 
sectors except 1 and 2 would be excluded from the equation for sector 4. Restricting equality 
is then applied on the intersectoral coefficients included in the equations as follows: 
(3)    𝛽𝑖𝑗 =
1
𝑘𝑖




where 𝑘𝑖 is the number of sectors included on the right hand side of the i-th equation. More 
specifically, the restricting equality is equivalent to the average of the mean ratio of 
employment in the i-th sector to that in the j-th sector over the sample period. 
A modification of this second approach has been found in the literature where the mean ratio 
restriction is substituted by an explicit IO relation as follows (Glennon and Lane, 1990): 








⁄  is a relative term, measured as the inverse productivity ratio for sector i over the 
same ratio for sector j.10 This is used to convert the intermediate demand from an output to 
employment basis. In the case for the Illawarra, this is accomplished by multiplying the 
Illawarra IO technical coefficients matrix 𝐴𝐼𝐿𝑊, in which each coefficient 𝑎𝑖𝑗
𝐼𝐿𝑊 measures 
shipments of output from the sector i to sector j per unit output of sector j within the Illawarra, 
with the relative productivity term in advance. The result is a 𝑛 ×  𝑛 matrix with a typical 
element 𝛽𝑖𝑗 which represents the number of employees in sector i required per employee in 
sector j. Subsequently, the specification of the sectors to employ on the right hand side of 
equation (1) relies on the largest elements in the i-th row of this matrix. The coefficients that 
are employed in the equation are then based on the restricting equality for equation (1). In 
contrast to the partitive loose approach, this approach of embedding does not require that if 
𝛽𝑖𝑗  ≠ 0 then 𝛽𝑗𝑖 ≠ 0. 
3.1.2. Holistic Group 
In the case of a holistic integration, the number of intersectoral linkages that can be embedded 
in the specification of the equations can be far greater and even can scale to include all the n-1 
possible linkages for each sector. Examples and description of the models in the intensity 
subgroups for the holistic groups are provided in the following subsections. 
Holistic Loose 
As pointed out earlier, in both subgroups of the partitive approach, restrictions are imposed to 
reduce the span of the design matrix. This is mainly achieved by applying the restricting 
exclusions on sectors that are deemed less important in determining employment in the 
selected subsector(s). Nonetheless, there is an alternative approach towards specification of 
                                                 
10  𝛹𝑖  is the ratio of employment to output in sector i. 




interindustry linkages that decrease the number of parameters that should be estimated. 
However, the complete set of coefficients of interindustry linkages are represented as unique 
functions of auxiliary parameter (Moghadam and Ballard, 1988). This approach utilizes a 
national IO matrix to generate a synthetic variable to substitute for intermediate demand for 
outputs of a given sector to all other sector in the regional economy. Mathematically speaking 
a national intermediate demand variable (IDV) would be defined as: 
(5)     𝐼𝐷𝑉𝑖 =  ∑ 𝑎𝑖𝑗
𝐴𝑈𝑛
𝑗=1,𝑗≠1  
The 𝐼𝐷𝑉𝑖 is derived from the i-th row of the national IO coefficient matrix and the vector of 
employment in all the sectors of the economy. Implementing it into equation (1) and 
rearranging it, determines the sectoral employment: 
(6)    𝐸𝑀𝑃𝐿𝑖 = ∆𝐸𝑀𝑃𝑖𝑍 + 𝜈𝑖𝐼𝐷𝑉𝑖 + 𝑢𝐸𝑀𝑃𝐿𝑖 
where 𝜈𝑖 is a coefficient of the synthetic intermediate demand variable IDV. 
The IDV approach was extended to modify the intersectoral linkages to reflect differences in 
labour productivity among sectors in a similar fashion to that in equation (1) (Coomes et al, 
1991a; Coomes et al, 1991b). The explicitly detailed equation for determining employment in 
the i-th sector would be as follows: 
(7)    𝐸𝑀𝑃𝐿𝑖 = ∆𝐸𝑀𝑃𝐿𝑖𝑍 + 𝜈𝑖𝐼𝐸𝐷𝑉𝑖 + 𝑢𝐸𝑀𝑃𝐿𝑖 
where 




𝑟 𝐸𝑀𝑃𝐿𝑗  
The advantage of this approach is that instead of a national IO table, a regional IO table is 
employed to generate the intermediate employment demand variable (IEDV), in addition to 
generating the productivity adjustment. 
Since expressing the structural coefficients that link employment in one sector to the other 
sectors includes an unknown parameter,11 both IDV and its extension, IEDV are considered 
holistic loose approach. More specifically, in the case of the IEDV approach: 





where the estimation of the auxiliary parameter 𝜈𝑖 identifies the intersectoral coefficient.
12 
However, there are a number of potential pitfalls associated with misspecification of the a 
priori information that can obscure the estimations and hinder the process (Masouman and 
Harvie, 2013a). Misspecification can also impact on the model performance and the 
interpretation of the coefficients of the IDV and its extension, IEDV. 
Holistic Tight 
As of today, there are no operational examples in the ligature that employ this subgroup of 
embedding approach. Inherently, in such a model all the coefficients for intersectoral linkages 
in a specific sector are set equal to a predetermined value. It would not be based upon any 
variation determined by the sample information. More specifically, the auxiliary parameter in 
equation (9) is limited to a value of 1. This would contain all n-1 possible linkages rather than 
                                                 
11  This parameter is estimated using both sample information as well as a priori information. 
12  This estimation along with the a priori information which is encompassed in the labour productivity and 
regional IO coefficients identify the intersectoral coefficient. 




only a smaller number of selected linkages (Glennon et al, 1986).13 Due to the obvious 
complexities involved in developing this model, such an approach may be prohibitive and 
unfeasible if applied to every sector. Nonetheless, it may be productive if applied only to the 
sectors whose large portion of products are sold to intermediate uses rather than final demand. 
However overall, partitive group would be favoured and mostly feasible to be employed to 
the other sectors. 
Table 1: The Sectoral Breakdown of the Illawarra IO Table 
Source: Constructed by the author. 
4. DATA 
The choice of sectors used in the IO table is determined by the availability of a consistent set 
of time-series data for a number of variables at the sectoral level, including gross regional 
products, wages and salaries and employment. The primary data sources include the State 
Accounts, New South Wales Yearbook, Labour Force Statistics, Manufacturing Statistics, 
                                                 
13  This hypothetical approach does not comprehensively refer to Glennon et al. (1986); nonetheless, it does 
resemble an extension and modification of Glennon et al. (1986). 
The Illawarra Input-Output Sectoral Profile 
No. Intermediate Sector Final Demand Sector T1 
1 Agriculture, forestry & fishing PCE Compensation of Employees 
2 Mining I GOS 
3 Food manufacturing BI OVA 
4 Textiles & clothing GME Imports 
5 Wood, paper & printing GNME Total 
6 Petroleum & coal products IM Employment 
7 Chemical products EX  
8 Rubber & plastic products SLGE  
9 Non-metallic mineral SLGM  
10 Basic metals   
11 Transport & other   
12 Other manufacturing   
13 Electricity, gas & water   
14 Construction   
15 Wholesale trade   
16 Retail trade   
17 Repairs   
18 Accommodation, cafes & restaurant   
19 Transport & storage   
20 Communication services   
21 Finance & insurance   
22 Ownership of dwellings   
23 Rental, hiring & real estate   
24 Prof & scientific   
25 Administrative services   
26 Government & defense   
27 Education & training   
28 Health & social services   
29 Cultural & recreational   
30 Personal & other services   




Consumer Price Index, IRIS Annual Publications, plus other miscellaneous publications such 
as Census. The input-output table was constructed based on the sectoral breakdown depicted 
in table 1. The current table uses a hybrid method, which is a combination of survey and 
estimated data. The sectoral breakdown for the econometric model is depicted in table 2. 
Table 2: The Sectoral Breakdown of the Illawarra Econometric Model 
The Illawarra Econometric Sectoral Profile 
No. Sector 
1 Health care and social assistance 
2 Manufacturing 
3 Education and training 
4 Retail trade 
5 Accommodation and food services 
6 Public administration and safety 
7 Construction 
8 Professional, scientific and technical services 
9 Transport, postal and warehousing 
10 Financial and insurance services 
11 Other services 
12 Administrative and support services 
13 Wholesale trade 
14 Mining 
15 Rental, hiring and real estate services 
16 Arts and recreation services 
17 Information media and telecommunications 
18 Electricity, gas, water and waste services 
19 Agriculture, forestry and fishing 
Source: Constructed by the author. 
5. THE RESULTS 
Among the integrating approaches chosen for this study, the embedded models use the least 
amount of data from the IRA and are seen as extensions of the Illawarra econometric model 
(Masouman & Harvie, 2013a). These extensions reflect the intersectoral linkages that are 
incorporated in the employment demand equations of the econometric model. This is done in 
a two-step process. The first involves expanding the employment demand specification from 
the econometric model to include an intermediate demand variable for each sector.14 The 
second step involves adding 23 demand variable identities to the econometric model. 
There are eight different types of the embedding integration approach developed for the 
Illawarra region. The distinction made in different types is based on a unique definition of the 
interindustry demand variable as follows: 
1. Static interindustry demand variable 
2. Static interindustry employment demand variable 
3. Dynamic interindustry demand variable 
4. Dynamic interindustry employment demand variable 
                                                 
14  The specific form of the intermediate demand variable will vary over different types of the embedding 
approach to investigate the results and the performance properties of this integration in the next section. 




5. Illawarra SID 
6. Illawarra SIED 
7. Illawarra DIDV 
8. Illawarra DIED 
The first four types employ the national IO coefficients in determining the relevant demand 
variables, while the second four types substitute the national coefficients with regional IO 
coefficients that are developed by the location quotients (LQ) approach explained earlier. The 
difference between the odd types and the even types relates to the even type’s use of the 
inverse productivity term as in equation (8) while the odd type removes the labour 
productivity adjustments.15 For the static versions (1, 2, 5, 6) all coefficients are set equal to 
their 2007 values. In other words, the IO coefficients, productivity coefficients and location 
coefficients are assumed constant at the 2007 observed values in defining interindustry 
demand variables for all years. 
5.1. Multipliers 
Multipliers are applied to capture the secondary effects of expenditure in an economy. As was 
pointed out earlier, there are two types of secondary effects as follows. 
The first type is the indirect effects, which are the adjustments in output, employment and 
income within the intermediate industries in the region, in other words, businesses that supply 
goods and services to firms that sell them to final demand. For instance, restaurants and bars 
in Wollongong CBD purchase a variety of goods (food and beverages) and services (barrister, 
waitresses, and waiters) from the local suppliers (and households) in order to provide an 
amiable experience for customers visiting from Sydney. Each of the local businesses, 
providing goods or services to these restaurants and bars, benefits indirectly from the visitors’ 
expenditures in the restaurants. These indirect effects are captured by Type I multipliers. In 
other words, Type I output multiplier equals the ratio of sum of direct sales (DS) and indirect 
sales (IS) to direct sales. Type I = (DS+IS) ÷ DS. 
The second type is the induced effects, which are the increases (decreases) in output, 
employment and income in the region as a result of an increase (decrease) in household 
consumption expenditure of the income that was earned directly or indirectly from visitors’ 
expenditure. An example in this case would be the Novotel hotel manager’s consumption 
expenditure on the local products and services (e.g. if he dines at a local restaurant), which 
results in subsequent output and economic activities within Wollongong. These impacts are 
immediately noticeable in situations arising from a significant slump (or rise) in tourism in a 
region. In such situations, a decrease in income entails a decrease in expenditure that would 
also affect businesses in retail sector (the most), followed by businesses in other sectors that 
depend on household expenditure. Type II multipliers capture both indirect and induced 
effects. In other words, Type II output multiplier equals the ration of sum of direct sales (DS), 
indirect sales (IS), and induced sales (IDS) to direct sales (DS). Type II = (DS+IS+IDS) ÷ DS. 
5.1.1. Illawarra Output Multipliers 
The output multiplier for every sector is specified as the ratio of changes in direct plus 
changes in indirect (and induced if Type II multipliers are used) output to the changes in 
direct output as a result of a change in final demand. Thus for example multiplying a change 
in government expenditure (direct impact) for the output of education sector by that education 
sector's Type I output multiplier generates an estimate of direct and indirect impacts on output 
                                                 
15  The odd types are the ID 1, 3, 5, 7 and the even types are the IED 2, 4, 6, 8. 




throughout the Illawarra economy. Table 3 shows that professional, scientific and research 
sector comes first in ranking with the total output multiplier of 2.2126, followed by 
administrative services with the total output multiplier of 2.2067. Education and training 
sector comes fourth in ranking, with a total output multiplier of 2.1024. Since professional, 
scientific and research sector is directly associated, and to a certain degree dependent on, with 
the education and training, it can be inferred that education sector plays a significant role in 
the regional output in the Illawarra economy. 
5.1.2. Illawarra Income Multipliers 
Similar to the output multipliers, the income multipliers measure the change in income (e.g. 
compensation of employees) which corresponds to a change in final demand (direct impact). 
The income multipliers indicate the ratio of direct plus indirect (plus induced if Type II 
multipliers are applicable) changes in income to the direct changes in income. Furthermore, 
we can use income effects to measure the direct plus indirect (plus induced if Type II 
multipliers are used) changes in income to the direct changes in output as a result of a change 
in final demand. The results in Table 4 show that the highest income effect is attributable to 
the education and training sector, with an income multiplier of 0.9511, followed by health and 
social services, which is directly affiliated with education sector under the banner of 
knowledge industry, with the income multiplier of 0.9036. The lowest income multipliers 
belong to petroleum and coal products, ownership of dwellings, basic metals and mining. 
These results place an emphasis on the economic transition, which was pointed out earlier, 
from heavy industrial manufacturing to highly skilled labour orientation in knowledge 
industries. 
5.1.3. Illawarra Employment Multipliers 
The employment multipliers measure the ratio of sum of direct and indirect (plus induced if 
Type II multipliers are used) changes in employment in correspondence to the direct changes 
in employment. As was the case for income effects, we can use employment effects to 
measure the sum of direct and indirect (plus induced if Type II multipliers are used) changes 
in employment to the direct changes in output following changes in final demand levels. The 
results from Table 5 indicate that personal and other services come first in ranking, with total 
employment multipliers of 16.2266, followed by health care and social services, with 
employment multipliers of 15.7042, and third place belongs to education and training, with 
14.3112 employment multipliers. These results suggest the interdependence of the sectors in 
the region on skilled labour and emphasizes on spatial linkages among industries. 
For the second part of impact analysis, several conclusions can be drawn by comparing the 
models in the integrated framework with the standalone models. The first relates to the 
estimated impacts from the composite model; which are generally larger than the impacts 
derived from the IO models. This is explained because of the greater degree of endogeneity in 
the composite model compared to the closed IO model. In other words, in addition to personal 
consumption expenditures, investment, changes in business inventories, imports, and 
government expenditures, are endogenised in the composite model too. Whereas in closed IO 
models, only personal consumption expenditures are treated endogenously while the 
remaining elements are exogenous. Therefore, the unlimited supply elasticities of the IO 
analysis do not generate estimates that can be considered as the upper bound of the actual 
estimates of the impacts as argued by Hughes et al. (1991). Instead, in the case of the 
Illawarra economy, the induced effects associated with endogenous investment and 
government expenditures are the effects that result in larger estimated impacts in the 
composite model than the household consumption expenditures. 




Table 3: Output Multipliers 




Construction 1 0.4534 0.2624 0.4367 
Prof., Scientific, Etc. 1 0.3971 0.2096 0.6059 
Administrative Services 1 0.3150 0.1557 0.7360 
Sector Total Elasticity Type I Type II 
Construction 2.1525* 1.5698 1.7158 2.1525 
Prof., Scientific, Etc. 2.2126*** 0.7487 1.6066 2.2126 
Administrative Services 2.2067** 0.8936 1.4707 2.2067 
Source: Estimated and created by the author. 
Table 4: Income Multipliers 




Construction 0.4448 0.0912 0.0434 0.1982 
Prof., Scientific, Etc. 0.6526 0.0390 0.0171 0.2424 
Administrative Services 0.6286 0.0312 0.0135 0.2303 
Sector Total Elasticity Type I Type II 
Construction 0.7776* 0.7079 1.3026 1.7481 
Prof., Scientific, Etc. 0.9511*** 0.8911 1.0859 1.4573 
Administrative Services 0.9036** 0.8630 1.0711 1.4374 
Source: Estimated and created by the author. 
Table 5: Employment Multipliers 




Construction 9.6676 0.5237 0.2162 3.9038 
Prof., Scientific, Etc. 11.4290 0.3985 0.1679 3.7088 
Administrative Services 11.9724 0.8154 0.3702 3.0686 
Sector Total Elasticity Type I Type II 
Construction 14.3112* 0.9052 1.0765 1.4803 
Prof., Scientific, Etc. 15.7042** 0.8249 1.0496 1.3741 
Administrative Services 16.2266*** 0.2070 1.0990 1.3553 
Source: Estimated and created by the author. 
Note:  The following applies to the results in all three tables: 
*     represents the 3rd largest. 
**   represents the 2nd largest. 
*** represents the largest. 
 
The second conclusion relates to the temporal element of the impact analysis. As was pointed 
out earlier, there is an inherent time lag in building the IO tables and thus the temporal 
element for the total estimated impacts from the IO models is unknown. On the other hand, 
the integrated models provide the modeller with the ability to estimate the temporal element 
for the indirect and induced effects. This also explains why such models generate larger 
impacts than the IO model, suggesting that the temporal response of the Illawarra economy is 
important in measuring the final impact of a policy. It can also be concluded that failure to 
specify a model to analyse temporal responses can result in erroneous policy implications. 




6. POLICY IMPLICATIONS 
The results of the impact analysis, indicated that sector for professional, scientific and 
research sector tops the ranking, followed by administrative services sector and finally 
construction with respect to their impacts on total output. In terms of total impacts on income, 
education and training, health and social services and lastly administrative services sectors 
dominate the impact analysis, respectively. Finally, the significance analysis of the sectors 
with respect to total employment multipliers, indicate personal and other services, health and 
social services and education and training sectors are the top employment producers in the 
region. 
As was pointed out earlier, these results suggest the significance of the spatial linkages among 
highly skilled labour oriented sectors and provide inference on the economic transition, the 
shift from heavy industrial manufacturing to highly skilled labour orientation, that is taking 
place in the Illawarra. The Illawarra economy has witnessed considerable adjustments over 
the last three decades. The traditionally known ‘Steel City’ has become a city of innovation, 
shifting from coal and steel to global export of knowledge, and Information and 
Communication Technology (ICT) (IUDP, 2013). Nevertheless, the old heavy manufacturing 
and mining sectors continue to be major contributors to the regional economy (IRIS, 2012). 
As the results show, the sectors for manufacturing, mining and engineering still play a 
significant role. Nonetheless, their role is leveraged by sectors such as finance and insurance 
services, health and social services, education and training, tourism and retail. The education 
and training sector plays an imperative role with respect to total employment multipliers. This 
is attributed to the globally known University of Wollongong, which has a growing emphasis 
on research and development; the Wollongong TAFE; and the Illawarra based primary school 
and high school. Among the working age population, 34.6 per cent have completed 12 years 
of education, 16.9% have received a bachelor degree, and 6.9 per cent have completed either 
graduate or post graduate qualifications (ABS, 2012). Overall there are 106,220 alumni 
graduated from University of Wollongong as of December 2012, of which 39 per cent reside 
in the region contributing an estimated $447 million earnings premium to the regional annual 
income (Braithwaite et al, 2013). 
Some key issues in the region are as follows. In terms of health care, the region faces some 
issues with respect to the exceeding demand and lengthy waits for non-urgent and elective 
surgeries. In addition to that, regional unemployment has been higher than the New South 
Wales state and the Australian national averages. Regional unemployment presently is at 6.1 
per cent (DEEWR, 2012), while the national average is 5.1 per cent (ABS, 2012). There has 
been an increase in the already high unemployment rate following a recent slump in the steel 
industry due to shutdown of one of the two blast furnaces in the Port Kembla as a result of a 
lack of export demand and a high exchange rate for Australian dollar in foreign countries, 
which results in higher level of imports compared with exports.16 
Developing strategies to strengthen the regional economy, and therefore increase the 
employment in labour force participation rate, could entail a number of different policies and 
emphases. As indicated by the results from the experiments from the earlier sections, impact 
of knowledge generation and importance of knowledge incentive centres are key principles in 
promoting such policies. Based on the results of analyses in this research, four main policies 
considered for the Illawarra economy are as follows: 
                                                 
16  For a detailed explanation please refer to Masouman & Harvie (2013b). 




1) Promote transport and infrastructure 
2) Increase expenditure on education and training sector 
3) Promote green jobs action plan 
4) Promote the Illawarra as a preferred tourism destination 
7. CONCLUSION 
As explained in the previous sections, the operational models in the integrated framework are 
becoming increasingly popular in the field of regional science due to the higher accuracy and 
more realistic treatment of critical economic factors that are offered by integrated models for 
policy analysis. Nonetheless, most of the attention in the regional science literature has been 
focused on the novel application of a single integrated model to one region, highlighting the 
potential policy implications of that single integrated model. The underlying emphasis in the 
literature has been on the benefits offered by the combining the two mainstream analytical 
models, namely IO analysis and econometric model. However, some rather important 
methodological and data related areas for comparing the different approaches of integration 
have been ignored. Hence it can be argued that the growing gap in the literature appears to be 
between the results and performance properties of the integrated approaches that require an 
analytical examination. 
Therefore, a closer analytical review of the existing national and regional integrated models 
was presented in this paper in order to explicitly illuminate the foundation methodologies 
applied for development of the integrated models for the Illawarra. Although data availability 
has been a major issue in the Illawarra and a great challenge in building both the national and 
regional models, the integrated framework offers greater accuracy and thus proves to be worth 
the extra effort. Integrated modellers in the US can conveniently apply the NIPA in building 
macroeconometric models yet a serious dearth of time series data and periodical IO tables for 
the regional Australia, in particular for the Illawarra, represents a major challenge and led to 
resorting to different approaches for estimating the required coefficient changes. 
Although the lack of time series data is a serious data related issue at the regional scale, it is 
only one of the challenges that regional modellers in Australia have to deal with. At this time 
in Australia there is no regional analogue of the NIPA that is required for building a 
comprehensive integrated model. While the absence of regional data is well recognized as a 
serious setback in regional analysis (Hewings, 1990; West, 1991), it does not totally obstruct 
the development of regional IO models nor does it prevent building regional econometric 
models. Since data limitation has been an inevitable challenge for regional modellers as was 
explained in the review of the literature on the non-survey regionalization methods earlier. 
Nevertheless, uniting the two traditional models into a single incorporated model exaggerates 
the issue of data limitations and necessitates further attention. Moreover, as the issue of lack 
of data becomes more critical at the regional level, it also affects the choice of the approach 
used to integrate the econometric model with the IO analysis for an explicit unbiased 
comparison at the regional level. 
As earlier explained, the choice of interaction systems and the integration configurations is 
the key criteria in distinguishing between the three different integrating approaches applied to 
the Illawarra. The three models in this classification range from embedded models at one end 
with the least data requirements to the composite models at the other end with the highest data 
and calibration requirements, representing the greatest comprehensive form of integration 
among the three. And the linked models placed in the middle with less degree of integration 
albeit higher data requirements than the embedded models. 




Lastly, this paper was intended to apply the three integrated models to the Illawarra economy. 
The objective for applying three different models is to offer an empirical analysis for the 
methodological gaps discussed above. This empirical analysis compelled development of a 
consistent integrated regional account. The procedures for compilation of all the three 
approaches were detailed and the estimates obtained from a number of important data series 
were examined. The operational integrated models developed in this paper are applied in to 
examine the comparative properties of the integrated model raised above. The integrated 
model is also used to examine the results of the impact analysis and forecasting experiment 
for the Illawarra economy. Policy implications are represented and the sensitivity of the 
estimation results to the choice of integration approach is analysed to investigate the impact of 
government expenditure on key sectors in the Illawarra economy. 
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