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Les syste`mes d’acquisition SAR polarime´triques (Pol-
SAR) re´cents sont maintenant capable de produire des
images PoLSAR avec des re´solutions de´cime´triques. L’in-
formation polarime´trique permet de discriminer les diffe´rents
me´chanismes de re´trodiffusion. La de´composition entropie(H)-
alpha-anisotropie, base´e sur la de´composition en valeurs
propres de la matrice de covariance polarime´trique (MC),
a e´te´ introduite dans [1]. Cette MC est usuellement es-
time´e sous hypothe`se d’homoge´ne´ite´ et de distribution
gaussienne du signal. L’estimateur du maximum de vrai-
semblance (EMV) est alors la Sample Covariance Ma-
trix (SCM), qui suit une distribution de Wishart. Lee,
dans [2], a propose´ un processus de classification utili-
sant la de´composition H-α comme initialisation d’un al-
gorithme K-Means standard, utilisant la MC comme vec-
teur d’observation. Cet algorithme calcule un centre de
classe pour chacune des classes de l’image en effectuant
une moyenne arithme´tique de toutes les MC qui appar-
tiennent a` la classe. L’ame´lioration de la re´solution per-
met d’avoir une observation bien plus pre´cise spatialle-
ment des diffe´rents objets pre´sents dans l’image mais en-
traine aussi une complexification du signal, notamment
en termes d’he´te´roge´ne´ite´ et de non-gaussianite´. Certaines
zones, usuellement conside´re´es comme ayant des me´canismes
de re´trodiffusion ale´atoires peuvent devenir des re´trodiffuseurs
ponctuels de´terministes. Les techniques usuelles de classi-
fication, de´tection, filtrage, etc. utilise´es pour les re´solutions
faibles doivent eˆtre adapte´es a` ces nouveaux proble`mes.
2 Mode`le SIRV
Pour les images SAR haute re´solution, des e´tudes re´centes
ont montre´ que l’he´te´roge´ne´ite´ spatiale de la sce`ne me-
nait a` un mode`le non-Gaussien du fouillis. Un mode`le
de fouillis non-Gaussien couramment utilise´ est le mode`le
produit : l’he´te´roge´ne´ite´ spatiale de l’image SAR est prise
en compte en mode´lisant le m-vecteur d’information po-
larime´trique du fouillis, k, par un SIRV (Spherically In-
variant Random Vector). Un SIRV est le produit entre la
racine carre´e d’une variable ale´atoire positive τ , appele´e
texture, et un vecteur gaussien inde´pendant de moyenne





Dans ce mode`le, la variable τ repre´sente la variation
spatiale locale d’intensite´ du vecteur k d’un pixel a` l’autre.
Toute l’information polarime´trique (relations de phase dans
le vecteur k) est ainsi contenue uniquement dans la MC
M. Relativement a` un pixel donne´, le vecteur k est donc
Gaussien.
Sous hypothe`se d’homoge´ne´ite´ et de fouillis gaussien, la
texture τ est suppose´e constante et identique pour tous les
pixels. Dans ce cas, la statistique des donne´es secondaires
est gaussienne et l’EMV de la CM est la SCM, estime´ avec







Sous hypothe`se SIRV, la CM est ge´ne´ralement un pa-
rame`tre inconnu qui peut eˆtre estime´ par MV. Gini et al.
ont de´rive´ dans [3] l’EMV M̂FP de la CM M pour une
texture de´terministe, qui est la solution de l’e´quation sui-
vante :










Cette approche a e´te´ utilise´ dans [4] par Conte et al.
pour de´river un algorithe permettant d’estimer la matrice
solution MFP , appele´ matrice du Point Fixe (FPE). Cet
algorithme consiste a` calculer le point fixe de f en utilisant
la se´quence de´finie par Mi+1 = f(Mi) et M0 = I. Dans
[3] and [4], il a e´te´ montre´ que le processus d’estimation de
l’e´quation (3), de´veloppe´ pour une texture de´terministe,
permet d’obtenir un EMV approche´ sous hypothe`se d’une
texture ale´atoire. Cette e´tude a e´te´ comple´te´e par les tra-
vaux de Pascal et al. [5], qui ont e´tabli l’existence et l’uni-
cite´ du FPE, ainsi que la convergence de l’algorithme
quelle que soit l’initialisation. De plus, cet estimateur suit
asymptotiquement une distribution de Wishart.
Le but de ce papier est ainsi double. Nous allons d’abord
rappeler des re´sultats re´cents obtenus dans [6] sur une
distance pour la CM estime´e avec le FPE. Ensuite, nous
pre´sentons une moyenne pour l’espace des matrices de co-
variance qui sont hermitiennes de´finies positives.
3 Classification polarime´trique en
environnement non-Gaussien
Les processus de classification polarime´trique classiques
utilisent un algorithme K-means. Chaque pixel, repre´sente´
par sa MC, est assigne´ a` une classe, qui posse`de un centre
de classes (la moyenne de tous ses e´le´ments) et une dis-
tance est utilise´e pour re´assigner les pixels a` chaque ite´ration.
Dans le cas Gaussien, la distance de Wishart entre la MC












Pour le cas non-Gaussien, une nouvelle distance, la dis-





























On retrouve ainsi l’expression du cas Gaussien. Cette
distance est utilise´e pour re´attribuer les pixels d’une classe
a` l’autre a` chaque ite´ration. Les centres de classes M̂ω
sont ensuite recalcule´s avec une me´trique euclidienne, i.e.







avec M̂lk, k ∈ [1,K] les K MC des pixels appartenant a` la
classe ωl. Apre`s plusieurs ite´rations de l’algorithme de´fini
dans [2], les centres de classe se de´placent de manie`re im-
portante par rapport a` leur position initiale, ce qui rend
plus difficile l’interpre´tation physique du re´sultat final de
la classification.
4 Apport de la ge´ome´trie de l’in-
formation
Une the´orie e´mergente [7, 8, 9] permet de prendre en
compte le fait que l’espace des MC n’est pas euclidien. De
manie`re rigoureuse, la moyenne des MC d’une classe ne
peut eˆtre calcule´e par l’expression de l’Eq. (5).
La moyenne associe´e a` la me´trique riemannienne cor-
respond a` la moyenne ge´ome´trique de´finie par :







avec ||.||F la norme de Frobenius et P(m) l’ensemble des
MC hermitiennes de´finies positives de taille m. La solu-
tion de cette e´quation peut eˆtre obtenue facilement par
un algorithme de descente de gradient.
On peut aussi utiliser la ge´ome´trie riemannienne de l’es-
pace pour l’expression de la distance entre deux matrices.
On a alors une distance matricielle base´e sur la ge´ome´trie
de l’espace plutoˆt que sur la statistique des matrices :
dG(P1,P2) =
∥∥log(P−11 P2∥∥F (7)
5 Re´sultats sur donne´es re´elles
La figure 1 pre´sente les jeux de donne´es utilise´s : un
jeu de donne´es acquis a` Bre´tigny par le syste`me RAMSES
de l’ONERA en bande X et un jeu de donne´es acquises a`
Paracou en Guyane par le syste`me SETHI de l’ONERA
en bande UHF. La re´solution au sol est de 1.3x1.3m dans
les deux cas.
La figure 2 pre´sente la comparaison entre les re´sultats de
classification obtenus avec le FPE en utilisant la moyenne
arithme´tique ou la moyenne ge´ome´trique. En utilisant la
moyenne ge´ome´trique, les coins re´flecteurs utilise´s pour la
calibration dans la partie droite de l’image, en bas, sont
mieux se´pare´s du reste de l’image en e´tant classe´s seuls
dans la classe 8. Les zones urbaines donc plus he´te´roge`nes
sont repre´sente´es par les classes 1, 3, 6 et 7 alors que les
zones plus homoge`nes (champs et foreˆts) sont re´parties
dans les classes restantes.
La figure 3 pre´sente les re´sultats de classification obte-
nus avec le FPE en prenant en conside´ration la moyenne
arithme´tique ou la moyenne ge´ome´trique sur le jeu de
donne´es pre´sente´ Fig. 2. L’utilisation de la moyenne ge´ome´trique
permet d’affiner la classification sur des zones spe´cifiques
sur ce jeu de donne´es. D’une manie`re ge´ne´rale, la classe
8 a vu sa taille re´duire et les pixels lui appartenant en
utilisant la moyenne classique re´attribue´s aux classes voi-
sines, 4 et 5 principalement. Cette re´organisation s’accen-
tue lorsqu’on utilise la distance de l’Eq. (7) a` la place
de la distance SIRV de l’Eq. (4) pour avoir une classe 8
contenant quasiment uniquement une ligne droite dans le
coin supe´rieur gauche de l’image, qui correspond a` une
route, ainsi qu’une zone inde´finie dans le coin supe´rieur
droit. En l’absence de ve´rite´ terrain plus de´finie, il est
difficile d’apporter une interpre´tation plus pousse´e mais
sur les deux jeux de donne´es pre´sente´s, l’utilisation de la
ge´ome´trie de l’espace des MC permet d’apporter des in-
formations supple´mentaires.
6 Conclusions
Les premiers re´sultats d’utilisation de la me´trique Rie-
mannienne pour la classification PoLSAR sont encoura-
geants et laissent pre´sager d’une ame´lioration des classifi-
cation en employant plus intense´ment ces techniques. Des
travaux de simulations vont eˆtre entrepris pour quantifier
l’apport de cette me´thode.
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