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Abstract
To understand the mechanism of a pressure-induced structural phase transition, it is
important to know which bonding changes lead to the stabilization of the new structure.
A useful approach in this regard is the quantum chemical topology, which provides a
large variety of indicators for the characterization of interatomic interactions.
In this work, a number of topological indicators are used to analyze the bonding
changes during the pressure-induced phase transition from the cubic diamond (cd) to the
β-Sn-type structure of the elements of the 14th group of the periodic table. The ability
of these indicators to reflect the presence of the cd → β-Sn transition in experiment
for Si, Ge and Sn and its absence for carbon is investigated. Furthermore, the effect of
pressure on the interatomic interactions in the cd- and β-Sn-type structures is examined.
It is observed that the energy change along the cd→ β-Sn transformation pathway
correlates with the evolution of certain parameters of the electron density and the
electron localizability indicator (ELI-D). Accordingly, criteria of structural stability
were formulated based on characteristics of interatomic interactions. These results can
serve as guidelines for the investigation of other solid-state phase transformations by
the topological methods.
Kurzfassung
Ein Schlüssel zum Verständnis eines druckinduzierten strukturellen Phasenüberganges
ist die Kenntnis, welche Veränderungen der chemischen Bindung zur Stabilisierung der
neuen Struktur führen. Ein besonders geeigneter Ansatz der Beschreibung ist die quan-
tenchemische Topologie, welche eine Vielzahl von Indikatoren für die Charakterisierung
interatomarer Wechselwirkungen liefert.
Diese Arbeit verwendet eine Reihe von topologischen Indikatoren für die Analyse
der Bindungsänderungen während des Phasenüberganges von kubischer Diamantstruk-
tur (cd) zur β-Sn-Struktur für die Elemente der 14. Gruppe des Periodensystems. Die
Fähigkeit dieser Indikatoren, das Vorhandensein des cd→ β-Sn-Übergangs im Experi-
ment für Si, Ge und Sn und dessen Abwesenheit für Kohlenstoff wiederzuspiegeln, wird
untersucht. Darüber hinaus wird der Effekt des Druckes hinsichtlich der interatomaren
Wechselwirkungen in den cd- und β-Sn-Strukturen analysiert.
Es wird beobachtet, dass die Energieänderung entlang des cd → β-Sn Transfor-
mationspfades mit der Entwicklung bestimmter Parameter der Elektronendichte und
dem Elektron-Lokalisierbarkeitsindikator (ELI-D) korreliert. Dementsprechend wurden
Kriterien struktureller Stabilität basierend auf Eigenschaften interatomarer Wechsel-
wirkungen formuliert. Diese Ergebnisse können als Richtlinien für die Untersuchung
anderer Phasentransformationen fester Stoffe mithilfe von topologischen Methoden die-
nen.
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Part I
Introduction

1 | Introduction
Pressure provides a great opportunity to improve our understanding of nature by show-
ing the changes of chemical and physical properties with the volume contraction [1].
The investigation of the pressure-driven chemical reactions and phase transitions is
crucial for understanding of the geophysical and geochemical processes in celestial bod-
ies [1–3]. Moreover, a lot of materials obtained under pressure have unique properties
for different technological applications, including superhard materials (e.g. the diamond
and the cubic boron nitride, c-BN), wide-gap semiconductors, hydrogen accumulators,
ferromagnets and superconductors [4–6].
Probably the most known application of pressure in chemical industry is the syn-
thesis of ammonia, earning the Nobel prizes in 1918 (Fritz Haber) and 1931 (Carl
Bosch and Friedrich Bergius). The effect of pressure on the potential energy surface
of reactants and products results primarily in the change of the equilibrium constants
and the rates of chemical reactions. However, at high pressures also the new reaction
pathways can emerge, which are completely absent at ambient conditions [1]. The inac-
tivation of microorganisms, viruses and parasites under pressure is widely used for food
preservation in the so-called pascalization process [7–10], as well as for sterilization and
development of new vaccines in medicine [11,12].
The modern era in the high-pressure investigations started with the works of P. W.
Bridgman in the beginning of 20th century [13] and the invention of the diamond anvil
cell in 1958 [14,15]. Since that time, the range of available pressures was increased up to
hundreds GPa, whereas diverse methods were developed for the in sity characterization
of the structure and properties of materials under pressure [16,17].
Due to the pressure-volume term in the Gibbs free energy, more compact structures
are favored upon compression. The pressure-induced phase transitions reveal the ways
to optimize the atom packing having the minimal increase of the internal energy of
the material. The atomic rearrangements during the transitions can be very large and
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are often accompanied by significant bonding changes in the structure. As a result, the
physical and chemical properties of the low- and high-pressure modifications of the same
element or compound can be drastically different. Some of the high-pressure structures
can be recovered at ambient conditions. The most known example is the high-pressure
high-temperature synthesis of diamond from graphite, first succeeded by Tracy Hall in
1955 [18].
The accumulated experimental data show the existence of certain regularities in the
high-pressure behavior of materials. The main trends observed for the earth minerals
were summarized by Prewitt and Downs in the form of the well-known empirical rules
[2]. For example, the 3rd rule asserts that the contraction of the bond lengths under
pressure leads to the increase of the bond covalency. The rules 4 and 9 state that during
the pressure-induced phase transitions the atomic coordination increases, whereby the
high-pressure structures of light elements resemble the structures of heavier elements
from the same group of the periodic table at lower pressures.
In the same spirit, another set of rules was proposed recently taking into account the
data for a larger spectrum of materials and broader pressure range [19]. In particular,
they suggest that the increase of coordination is typically achieved through multicenter
bonding. On the other hand, at very high pressures the virtual orbitals (typically, the
d-orbitals of the penultimate electron shell) may get occupied. As a result, unusual
bonding scenarios can be realized, which might cause the formation of compounds with
unexpected stochiometries or the decrease of the coordination number under pressure.
Such empirical rules provide significant help in the interpretation of the results of high-
pressure experiments. However, as these rules are not natural laws [2], they are either
inherently qualitative or subject to a number of exceptions.
At the moment, the theory governing the pressure-induced change of matter is still
not well established [20]. Some of its limitations can be illustrated by the elemental
crystal structures of the group IVa of the periodic table, which phases are represented
in Fig. 1.1 [21]. The 9th Prewitt and Downs’ rule is to some extent fulfilled by the
cubic diamond (cd, space group Fd3m, red) and the β-Sn-type (I41/amd, dark blue)
phases of C, Si, Ge and Sn. However, many phases of the group IVa elements do not
follow this rule. At the moment, the only way to predict which phase will be stable at
certain pressure is to compare explicitly the Gibbs energies of different modifications.
Fig. 1.1 shows that in the examined pressure range, the number of equilibrium
phases of carbon is much smaller than for the other elements [21,22]. Additionally, for Si
and Ge several metastable phases were observed during decompression or under special
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Figure 1.1: Phases of the main group IV elements. The colors identify the space groups of the
structures (denoted in the legend). Adopted from Ref. [21].
experimental conditions, e.g. the BC8 (tI16, Ia3) [23,24], R8 (hR8, R3) [25,26], ST12
(tP12, P41212) [27, 28] and the hexagonal cubic HD (hP4, P63/mmc) [23] structures
obtained upon decompression from the β-Sn-type structure, as well as the guest-free
clathrate-II structures (cF136, Fd3m) [29,30]. Here, the structures are denoted by their
colloquial names, whereas in brackets the corresponding Pearson symbols and space
groups are given. Even more metastable modifications are predicted by calculations
(cf. Refs. [31, 32]).
This shows the existence of a large number of energy minima on the potential
energy surface of Si and Ge. However, it is not clear, which features of the bonding
pattern regulate the variety of distinct phases for a given element. Moreover, there is no
criterion of structural stability, i.e. we do not know a priori whether a particular atomic
arrangement corresponds to an energy minimum. Such knowledge could, for example,
help to rationalize the formation of some unusual structure types under pressure, e.g.
the host-guest lattices of elemental crystals [25,26,33–37].
Another issue concerns the change of the crystal properties under pressure. For
example, the conducting behavior of the low-pressure cubic diamond-type structure
changes in the group IVa from isolating (C) through semiconducting (Si, Ge) to metallic
(Sn). In contrast, the experimentally observed β-Sn-type structures of Si, Ge and Sn, as
well as the hypothetical β-Sn-type structure of carbon, have metallic character [38–41].
5
CHAPTER 1. INTRODUCTION
In general, all materials are predicted to become metallic at sufficiently high pressures
[19]. However, a quantitative criterion connecting the structural changes with the
change of conducting behavior is still not established.
To understand the general rules governing the high-pressure behavior of matter,
we need to know the correlation between the changes of the structure, the bonding
character and the energy of materials [20]. An important approach in this regard is
the quantum chemical topology (QCT) [42–44]. Among other, it gives a mathematical
prescription on partition of a system into atomic regions and shows how to extract the
information concerning their interaction. Moreover, the QCT techniques enable the
quantitative characterization of many of the phenomenological chemical concepts, such
as atomic valence and bond order [45–47], multicenter bonds [48, 49], charge transfer
[50], etc.
The complication in the application of QCT for the description of the phase transi-
tion mechanisms is due to the lack of a direct connection between many of the topolog-
ical indicators and the total energy of a system. Therefore it is necessary to search for
a correlation between the changes of the QCT indicators and the stabilization of the
structure.
The aim of the present work was to analyze the change of the QCT indicators along
the cd → β-Sn transition pathway and to find out, which indicators can reflect the
absence of the β-Sn-type structure of carbon in experiment and are thus suitable for the
investigation of structural stability. Moreover, we explore the bonding characteristics
which reflect the band gap decrease in the series of the cd-type structures from C to
Sn, as well as the metallic character of the β-Sn-type structures. Finally, the change of
interatomic interactions under compression for the cd- and β-Sn-type structures of C,
Si, Ge and Sn is investigated by means of the QCT analysis.
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Methods

2 | Periodic calculations
2.1 Electrons in the periodic potential
In an ideal crystal, the movement of electrons is affected by the periodic potential:
U(r+R) = U(r) (2.1)
for any lattice vector R =
∑3
i=1 niai, where ni are integer numbers and ai are the
lattice constants. Due to the translational symmetry, the eigenfunctions of the one-
electron Hamiltonian have to be also the eigenfunctions of the translational operator.
This property is reflected by the Bloch theorem, which states that the one-electron
crystal wavefunctions can be represented by a plane wave, modulated by a function
with the periodicity of the Bravais lattice:
ψnk(r) = e
ik·runk(r). (2.2)
In most of the solid-state calculations, the periodic (Born-von Karman) boundary con-
dition is used for the wavefunction:
ψ(r +Niai) = ψ(r), i = 1, 2, 3, (2.3)
where Ni are integer numbers and should be large enough to not affect the calculated
properties. Then, the wave vectors k can have only N1 ×N2 ×N3 discrete values:
k =
3∑
i=1
mi
Ni
bi, (2.4)
wheremi are integer numbers and bi are the reciprocal lattice parameters. The symmetry-
unique one-electron wavefunctions correspond to the wavevectors k for the elementary
cell of the reciprocal lattice. Usually the reciprocal unit cell is constructed as a Wigner-
Seitz cell and is called the first Brillouin zone (BZ).
The one-electron Schrödinger equation can be solved for each wavevector k sepa-
rately, which greatly simplifies the problem and makes the calculations well-parallelizable.
Different indices n in Eq. 2.2 correspond to different solutions of the equation (different
energy levels) for a given k, which in general vary continuously with k and form the
9
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so-called energy bands. The union of all energy bands is known as the crystal band
structure, and the number of states per an energy interval at a given energy is referred
to as the density of states (DOS) at this energy.
2.2 (L)APW method
In the most general form, the function which satisfies the periodic boundary conditions
can be represented by the expansion:
ψnk(r) =
∑
G
ck+G e
i(G+k)·r, (2.5)
where G =
∑3
i=1mibi are the reciprocal lattice vectors and k is the wavevector from
the first BZ. Therefore, the most natural basis for the construction of the Bloch func-
tions is given by plane waves (PWs). However, as the potential near the atomic cores
changes very rapidly, one needs a large number of PWs to describe the low-lying energy
states. To overcome this difficulty, one can either exclude these states from the direct
calculation using pseudopotentials, or augment PWs with local functions in the core
regions.
One of the most-known applications of the latter approach is the augmented plane
waves (APW) method, first introduced by Slater in 1937 [51, 52]. In this method, the
space is divided into the so-called muffin-tin (MT) spheres around the atomic cores
and the interstitial region (IR). The basis functions are represented by numeric radial
functions inside the MT spheres and by plane waves outside of them:
φn,k+G(r) =

∑
αlm a
G+k
αn,lmu
α
l (r
′, ε)Ylm(r̂′) r
′ < RαMT
1√
V
ei(G+k)r r ∈ IR
. (2.6)
V is the unit cell volume, k is the wavevector inside the 1st Brillouin zone, G is the
reciprocal lattice vector, r′ = r − rα, where rα is the atomic position, uαl (r′, ε) is the
solutions of the Schrödinger equation for free atoms at the energy ε and Ylm are spherical
harmonics. The coefficients aG+kαn,lm are determined from the condition that the radial
functions and PWs match at the MT sphere boundary, which makes them k-dependent.
Inside the MT sphere, APWs can correctly describe an eigenfunction of the one-
electron Hamiltonian (e.g. a Kohn-Sham orbital), if the parameter ε is equal to the
eigenvalue of this orbital. Therefore, ε must be determined self-consistently for each
eigenfunction, which dramatically increases the computational time. This drawback is
removed in the linearized augmented plane waves (LAPW) method [53, 54], in which
the radial functions are constructed as a linear combination of the solution of the
10
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Schrödinger equation uαl (r′, ε) and its energy derivative at a fixed energy:
φn,k+G(r) =

∑
αlm
[
aG+kαn,lmu
α
l (r
′, ε) + bG+kαn,lmu̇
α
l (r
′, ε)
]
Ylm(r̂′) r
′ < RαMT
1√
V
ei(G+k)r r ∈ IR
. (2.7)
The values and the slope of the radial functions and PWs are required to match at
the MT sphere boundary, which determines the aαn,lm and bαn,lm coefficients. The
LAPWs can describe the eigenfunctions ψi with energies which do not match exactly
the linearization energy ε and hence they must not be determined for each ψi separately.
The energy derivative of uαl gives the necessary correction to uαl (r′, ε) and allows to
reproduce the radial function at the band energy εi 6= ε:
uαl (r
′, εi) = u
α
l (r
′, ε) + (εi − ε)u̇αl (r′, ε) +O
(
(εi − ε)2
)
. (2.8)
This shows that the error introduced by LAPW with respect to APW is quadratic in
the energy difference between the band and the linearization energies.
Another possibility to make the radial functions more flexible is to complement
APWs with the local orbitals (APW+lo method), which combine uαl and u̇αl evaluated
at the APW fixed energy:
φlon (r) =

[
aloαn,lmu
α
l (r
′, ε) + bloαn,lmu̇
α
l (r
′, ε)
]
Ylm(r̂′) r
′ < RαMT
0 r ∈ IR
. (2.9)
The coefficients aloαn,lm and bloαn,lm are chosen so that the lo is normalized and zero at
the MT sphere boundary, so that lo’s are independent from the plane waves.
To improve the description of the states with the energy far from the linearization
energy ε, another type of local orbitals (denoted as "LOs") can be added to both
LAPW and APW+lo basis sets [55]. In these orbitals, uαl and its energy derivative at
the original APW linearization energy ε are supplemented by the atomic solution of the
Schrödinger equation at a different energy ε′:
φLOn (r) =

[
aLOαn,lmu
α
l (r
′, ε) + bLOαn,lmu̇
α
l (r
′, ε) + cLOαn,lmu
α
l (r
′, ε′)
]
Ylm(r̂′) r
′ < RαMT
0 r ∈ IR
.
(2.10)
The LOs are required to be normalized and to have zero value and slope at the MT
sphere boundary. They are usually used to improve the description of the semicore
states (the states with the principal quantum number one less than the one of the
valence states), the second linearization energy ε′ taken at the energy of these states.
At the moment, LAPWmethod presents the most accurate and easy-to-improve way
to construct the solid-state wavefunction. Its main drawback for the real-space analysis,
beside the relatively high computational cost, is the discontinuity of the derivatives of
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LAPWs at the muffin-tin sphere boundary, which often leads to jumps and artificial
maxima in the analyzed functions (e.g., electron density Laplacian or ELI-D, see Sec.
3). To avoid or reduce these discontinuities, high plane-wave cut-off values (maximal
values of k + G in Eq. 2.5 and of the orbital momenta in the APW expansion) are
typically required.
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topology
In this section, the basic principles of quantum chemical topology (QCT) and their
application for the analysis of the electron density and electron localizability indicator
are presented. Additionally, some examples of the QCT investigation of structural
phase transitions are shown.
3.1 General
As a result of quantum chemical calculations, the many-particle functions (wave func-
tions and electron densities) are obtained, which contain all the information about the
properties of the system. However, in chemistry the bonding in a system is traditionally
characterized in terms of local interatomic interactions, and the extraction of these data
from the many-particle function is not a trivial task [56, p. 115].
Quantum chemical topology is an approach in which the chemical information is
extracted from the analysis of some appropriate functions in physical (position or mo-
mentum) space using the mathematical topology methods [42–44]. The central role in
the QCT analysis is played by gradient paths, which are trajectories of the steepest
ascent of the function at each point. The points of zero gradient of a function (critical
points, CPs) are the origin and end points of the gradient trajectories.
Knowing the Hessian of the function (a matrix of its second derivatives) at a critical
point, one can characterize this point by a pair of numbers, namely its rank and signa-
ture, which are the number of non-zero eigenvalues, or curvatures, of the Hessian and
the sum of the signs of these curvatures, respectively. It was found that in 3D space
only critical points with the rank of 3 are observed. There are four possible types of
CPs: (3, -3) CPs, or attractors, at which all the curvatures are negative, (3, +3) CPs,
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or minima, and two types of saddle points, (3, -1) and (3, +1) CPs [57]. In case of
electron density, the maxima at the nuclear positions correspond to the electron den-
sity cusps, and the first derivative of the density is discontinuous at these points [58].
Nevertheless, this fact does not have consequences for the topological analysis, and in
practice the nuclear positions are often addressed as the (3, -3) critical points of the
electron density [57].
The Poincare-Hopf theorem sets a general relation between the number of critical
points of different types, namely:
N3,−3 −N3,−1 +N3,+1 −N3,+3 = χ (3.1)
where χ is the Euler characteristic of space; χ = 0 for a molecule and χ = 1 for a
periodic system with the Born–von Karman boundary conditions applied.
The gradient field of a function determines its basins, i.e., the regions of space
where all the gradient trajectories of this function terminate at the same attractor. As
there is only one gradient trajectory going through each point, this partitioning defines
non-overlapping space-filling regions. The boundaries of the basins satisfy the zero-flux
condition for a chosen function: ∇f(r) · n(r) = 0 for the points on the boundary
surface, where n(r) is the vector normal to the surface.
Bonding indicators obtained within the QCT framework can be divided into two
groups [59, 60], namely, the local and the global indicators. Local indicators imply
the evaluation of different properties at the critical points of some physically meaningful
function. Those indicators are computationally cheap and widely used, but are sensitive
to the data quality. Besides, their connection to a certain physical of chemical property
usually has the character of correlation and does not always have a rigor theoretical
ground. In contrast, global indicators are obtained by an integration of the density
of some physical quantity over spatial basins. These indicators are more stable with
respect to the quality of the data and in many cases have a straightforward connection
to certain bonding characteristics, but are much more computationally expensive [59].
In this work, two real-space distributions, namely the electron density and the ELI-D
form of the electron localizability indicator [61–63], were utilized for the space partition-
ing, and some (local and global) bonding indicators were used to analyze the processes
occurring during the model phase transition.
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3.2 Electron density analysis: QTAIM
The topological analysis of the electron density is referred to as the quantum theory
of atoms in molecules (QTAIM) [57]. It is the most established part of the quantum
chemical topology, initiating the development of the entire field.
As a rule, the maxima of the electron density are found at the positions of nuclei,
although the so-called non-nuclear attractors can also appear at certain conditions
[64,65]. As the minima of the electron density are usually found in polyhedral fragments
of the structures, they are denoted as the cage critical points (CCP). From the two types
of saddle points, the (3, -1) critical point (maximum in two directions and minimum
in the 3rd one) appears, as a rule, between two bonded atoms, and is referred to as
the bond critical point (BCP). The (3, +1) critical point is usually obtained in cyclic
fragments and is called the ring critical point (RCP).
The subspaces defined by the gradient trajectories of the electron density termi-
nating at the same nuclear attractor are called atomic basins. In contrast to some
alternative schemes of the atomic subspace determination (e.g. the Hirshfeld [66] and
Becke atoms [67] or Voronoi tessellation [68]), QTAIM partitioning has an advantage
of being based only on the electron density distribution and requiring no information
about the underlying atomic structure.
The unique property of the QTAIM space partitioning is its energetic aspect. Namely,
the regions defined by the zero-flux electron density condition satisfy the virial theorem,
which states that for a system in a stationary state with Coulomb forces acting between
the particles, T = −1
2
V , where T is the kinetic energy and V is the potential energy.
Consequently, the total energy E = −T . As the kinetic energy density is a one-particle
property, the total energy can be uniquely defined for the QTAIM atomic basins. The
atomic basins are not the only subspaces with defined energy. Besides zero-flux sur-
faces (ZFSs) of the bounding attractors, similar surfaces for all the other types of critical
points can be utilized for the space partitioning. The corresponding subspaces for the
minima and bond critical points are referred to as the repulsion basins [69] and bond
bundles [70–72], respectively.
A conjunction of two gradient trajectories originating at a bond critical point, which
connects two attractors, is called bond path. It shows the line, along which the elec-
tron density is maximal with respect to the neighboring lines. In analogy, the gradient
trajectories connecting the minima and the ring critical points show the lines, along
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which the electron density is minimal with respect to the neighboring lines. In the
majority of cases a bond path appears between the atoms which are considered bonded
from the chemical point of view [73], and the union of bond paths shows the structure
graphs. It was shown that for simple molecules a pair of atoms connected via a bond
path has the largest exchange interaction energy when compared to not bonded neigh-
bors [74]. However, the analysis of a large set of molecules revealed that the topology of
the electron density for a system of interacting atoms in most of the cases coincides with
the electron density topology for promolecules with the same geometry. This means
that the appearance of a bond path between a certain pair of atoms is in many cases
determined by the atomic arrangement and not by the density reorganization due to
the interatomic interactions [75].
3.2.1 Local indicators
It is well-known that the value of the electron density at a bond critical point
(ρb) correlates with the length and the strength of the corresponding bond [73, 76–83].
Despite the lack of the rigorous theoretical basis, this observation provides an attractive
opportunity to estimate the bond strength directly from the experimental electron
density (Sec. 3.2.2) or even from spectroscopic data [84].
The value of the Laplacian of electron density at the bond critical point (∇2ρb)
helps to reveal a type of interaction. The shared (covalent) interactions typically corre-
spond to high electron density values and a negative electron density Laplacian at the
bond critical point. In contrast, low ρb values and positive ∇2ρb is characteristic for
closed-shell (ionic, hydrogen, van der Waals) interactions [57]. Low values of both ρb
and ∇2ρb are expected for metallic crystals [85]. The spacial distribution of the electron
density Laplacian reflects the shell structure of light elements. However, starting from
the fourth row of the periodic table, the outermost shell is not resolved in the ∇2ρ
distribution [86], and the Laplacian-based bonding analysis is problematic.
The so-called ellipticity is calculated from the ratio between the two negative
eigenvalues of the electron density Hessian at the bond critical point,
ε =
λ1
λ2
− 1 (3.2)
where |λ1| > |λ2|. It shows the deviation of the electron density at the BCP from
cylindrical symmetry and is used for a characterization of the π character of the in-
teraction [87]. Besides, is was shown that a substantional value of the ellipticity is a
signature of the bond instability [88–90].
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The local values of the kinetic, potential and total energy density at a bond
critical point yield another indicators for the interaction type, performing better than
the Laplacian of the electron density in the cases where the value of the density itself
is small [91]. Besides, their values normalized by the value of the electron density at
the corresponding BCP allow to estimate the bond energies [92].
The values of above mentioned local indicators at ring critical points were shown to
correlate with aromaticity criteria of molecules [93, 94].
3.2.2 Global indicators
Population The integration of the electron density inside an atomic basin A gives
the electron population of the basin,
NA =
∫
A
ρ(r)dr. (3.3)
When this value is subtracted from the nuclear charge ZA, the net atomic charge is
obtained, which serves as the topological analogue to the formally defined ionic charges,
qA = ZA −NA.
Localization and delocalization indexes Another branch of commonly used indi-
cators is based on the integration of the pair density over atomic basins [45,47,95]. The
pair density ρ2(r1, r2) is the probability density to find an electron at the position r1 and
simultaneously another electron at the position r2. The integral of the pair density over
the whole space yields the number of electron pairs,
∫∫
ρ2(r1, r2)dr1dr2 = N(N − 1),
where N is the number of electrons in the system.
The pair density can be decomposed into the quasi-independent electron ("classi-
cal") and exchange-correlation (xc) contributions:
ρ2(r1, r2) = ρ(r1)ρ(r2)− ρxc2 (r1, r2), (3.4)
where ρxc2 (r1, r2) shows, to which extent the probability to find an electron at the
position r1 is lowered by the presence of the electron at the position r2. The latter
term integrates to the electron population of the system. Applying the QTAIM space
partitioning, this integral can be written as the sum of the integrals over separate basins:
N =
∑
A
NA =
∫∫
ρxc2 (r1, r2)dr1dr2 =
∑
A,B
∫
A
dr1
∫
B
dr2ρ
xc
2 (r1, r2). (3.5)
The contribution of a given basin A can be split into the mono- and diatomic terms:
NA =
∫∫
A
ρxc2 (r1, r2)dr1dr2 +
∑
B 6=A
∫
A
dr1
∫
B
dr2ρ
xc
2 (r1, r2) = λA + σ
2
A. (3.6)
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The monoatomic term λA is called the localization index (LI) of the atom A. It shows,
how many electrons of the basin do not participate in the exchange with other basins.
If λA = NA then the electrons of the basin A are forming pairs only with each other,
and consequently the electrons are perfectly localized inside the basin.
The diatomic term amounts to the variance of the electron population in the basin
A [45]:
σ2A =
∑
n
(n−NA)2 · Pn(A), (3.7)
where Pn(A) is the probability to find n electrons inside the basin A and N−n electrons
outside of it [96].
The integration of ρxc2 over a pair of QTAIM basins A and B gives the delocalization
index (DI) between these atoms, which serves as the topological analogue of the bond
order [45, 46]:
δAB = 2
∫
A
dr1
∫
B
dr2ρ
xc
2 (r1, r2). (3.8)
For one-determinate (Hartree-Fock or DFT) wavefunctions delocalization indices are
typically close to one in the case of single bonds, close to two for double bonds etc.
Additionally, the delocalization index can be used as an approximation to the exchange-
correlation part of the IQA interaction energies (see below) [97].
For a given atom A, the sum of its DIs with all the other atoms in the system is a
measure of the valency of the atom [46]. It follows from the Eq. 3.6 and 3.8 that∑
B 6=A
δAB = 2σ
2
A. (3.9)
The hole part of the pair density contains the Fermi correlation contributions from
both spin types (equal in the case of a closed-shell system) and, for correlated calcula-
tions, also the Coulomb correlation term. It was shown that the best correspondence
between the values of delocalization indexes and Lewis models of chemical bonding is
achieved for one-determinant wavefunctions, whereas taking into account the Coulomb
correlation lowers the δAB values.
Three-center DIs It was shown that the calculation of the delocalization indexes
from the pair density can be extended to the higher-order reduces density matrices
[48, 49, 98]. This allows a quantitative characterization of multicenter bonding as a
degree of the electron delocalozation over several atomic basins.
The two-center delocalization indexes can be decomposed into the two-center ("bond
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self-charge") and three-center ("bond fluctuation") contributions:
δAB = ∆
self
AB + ∆
fluc
AB =
2
3
(δAAB + δABB) +
1
3
∑
C 6=A,B
δABC . (3.10)
A criterion of the three-center character of a bond was proposed in Refs. [99,100]:
GAB =
∑
C 6=A,B δABC
δAAB + δABB
, (3.11)
which is close to zero for the essentially two-electron two-center bond and close to one
for the two-electron three-center bond.
Domain-averaged Fermi hole (DAFH) is a function in 3D space obtained by the
integration of one of the coordinates in ρxc2 (r1, r2) over an atomic basin [101,102]:
gA(r) =
∫
A
ρxc2 (r, r
′)dr′. (3.12)
It shows, how the probability to find an electron at the point r is affected by the
presence of an electron in the basin A.
The integral of the hole part of the pair density over the entire space can be written
as a sum of the integrals of DAFHs of all the basins:
N =
∫∫
ρxc2 (r1, r2) =
∑
A
∫
gA(r1)dr2 =
∑
A
NA, (3.13)
and the integration of DAFH of a certain basin over the entire space yields the popu-
lation of this basin.
The gA(r) integral over the entire space can be split into contributions from all the
basins:
NA =
∫
gA(r)dr =
∫
A
gA(r)dr +
∑
B 6=A
∫
B
gA(r)dr = λA +
1
2
∑
B 6=A
δAB. (3.14)
Interacting quantum atoms approach The pair density is a special case of the
so-called reduced density matrices, which are obtained by integration of the N -particle
density matrix:
Γ(N)(x′1, . . . ,x
′
N ;x1, . . . ,xN) = ψ
∗(x′1, . . . ,x
′
N)ψ(x1, . . . ,xN), (3.15)
over part of the coordinates [56]. The diagonal part of Γ(N) is the probability density
to have one electron with the coordinates x1, one electron with the coordinates x2 etc.,
where xi represents both the space coordinates ri and the spin coordinate si.
In practice, the Hamiltonian of the system contains only one-particle (kinetic energy,
electron-nuclear interaction) and two-particle (electron-electron interaction) terms, and
one needs an information about a simultaneous position of two electrons at most. To
reduce the complexity, the coordinates of all the electrons but one or two are integrated
out, and the obtained functions are called the first- and second-order reduced density
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matrices (1RDM and 2RDM):
Γ(1)(x′;x) = N
∫
x′2=x2,...,x
′
N=xN
Γ(N)(x′1, . . . ,x
′
N ;x1, . . . ,xN)dx2 · · · dxN ,
Γ(2)(x′1,x
′
2;x1,x2) = N
∫
x′3=x3,...,x
′
N=xN
Γ(N)(x′1, . . . ,x
′
N ;x1, . . . ,xN)dx3 · · · dxN
(3.16)
Additionally, if the Hamiltonial of the system does not contain operators affecting spin
coordinates, the spinless density matrices can be used:
Γ(1)(r′; r) =
∫
s′=s
Γ(1)(x′;x)ds,
Γ(2)(r′1, r
′
2; r1, r2) =
∫
s′1=s1,s
′
2=s2
Γ(2)(x′1,x
′
2;x1,x2)ds1ds2.
(3.17)
If an n-electron operator is a simple function of coordinates (does not include dif-
ferentiation/integration operations) then its expectation value can be written through
the diagonal part of the nth-order reduced density matrix:
< F >=
∫
ψ∗(x)Fψ(x)dx =
∫
Fψ∗(x)ψ(x)dx =
∫
Fρn(x)dx, (3.18)
where ρn(x) = γ(n)(x;x), x = {x1, . . . ,xN}. For example, ρ(r) = γ(1)(r; r) and
ρ2(r1, r2) = γ
(2)(r1, r2; r1, r2).
Usually the only term in Hamiltonian which is not a simple function of coordinates
is the kinetic energy term, for which the first-order density matrix has to be used. The
integral of the kinetic energy density t is well-defined only for regions which have zero
surface integral of the electron density Laplacian, i.e. for the entire space or for the
QTAIM basins [103]. The potential energy terms can be defined through the diagonal
parts of the first- and second-order density matrices (the electron density ρ(r) and the
pair density ρ2(r1, r2), respectively). The total electronic energy,
Ee = T +Ven +Vee =
∫
r′=r
t̂ ·Γ(1)(r′; r)dr+
∑
α
∫
Zα · ρ(r)
|r −Rα|
dr+
1
2
∫
ρ2(r1, r2)
|r1 − r2|
dr1dr2,
(3.19)
where Rα are the coordinates of the nuclei.
Reduced density matrices can be decomposed into the contributions from separate
spatial domains (single-domain contributions for 1RDMs and the contributions from
pairs of domains for 2RDMs). The corresponding energy decomposition scheme is
known as the Interacting Quantum Atoms (IQA) approach [62,104].
The decomposition of the density matrices into domain contributions in IQA is done
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using the weight factors wA, such that
∑
wA = 1:
Γ
(1)
A (r
′; r) = wA(r
′)Γ(1)(r′; r),
Γ(1)(r′; r) =
∑
A
Γ
(1)
A (r
′; r);
ρAB2 (r1, r2) = wA(r
′
1)wB(r
′
2)ρ2(r1, r2),
ρ2(r1, r2) =
∑
A
∑
B
ρAB2 (r1, r2).
(3.20)
For space partitionings induced by the topology of a scalar functions, wA = 1 if the
coordinates lie inside the basin A and wA = 0 everywhere else.
Using such partitioning, all the energy terms (kinetic, electron-nuclear, nuclear-
nuclear and electron-electron energies) can be decomposed into the intra- and interdo-
main contributions, called the self-energies and the interaction energies:
E =
∑
A
EAself +
∑
A>B
EABint . (3.21)
The self-energy includes the kinetic energy term, the interaction of the electrons inside
the basin with the corresponding nucleus and the electron-electron interaction inside
the basin. The interaction energy term contains the interaction between the nuclei, the
interaction of the nucleus inside the basin with the electrons outside of it, the interaction
of the electrons inside the basin with the nuclei outside and the interelectron interaction
between the basins.
The electron-electron interaction energies can be further decomposed into the elec-
trostatic (es) and the exchange-correlation (xc) terms using to the aforementioned pair
density decomposition:
EABint = E
AB
es + E
AB
xc . (3.22)
The classical part (EABes ) is typically attributed to the ionic (electrostatic) interactions,
and the xc part (EABxc ) is attributed to covalent interactions.
A note should be made about the evaluation of indicators based on the pair density
within the Density Functional Theory framework. As this method only provides a
proper one-particle electron density, the pair density must be estimated from the first-
order density matrix [105] and can be seen only as an approximation. However, it is
a common practice to calculate two-particle integrals from overlap integrals of Kohn-
Sham orbitals as if they would give a proper wavefunction, in the same way as it is
done in the Hartree-Fock method. This approach lacks a rigor basis, but as the Kohn-
Sham orbitals often resemble the corresponding Hartree-Fock orbitals quite closely,
the obtained values of delocalization indexes and interaction energies were shown to be
meaningful, although usually slightly different from the Hartree-Fock ones [106,107]. In
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this work the pair density was constructed from Kohn-Sham orbitals. The non-classical
part of the interaction energy was calculated in the Hartree-Fock manner without an
explicit consideration of the electron correlation [107]. It is denoted as EABx hereinafter
to avoid a confusion with another scheme of the EABxc calculation, in which the Kohn-
Sham xc energy is separated into the intra- and interatomic contributions using a scaling
procedure [108].
Experimental electron density analysis QTAIM analysis is widely used in con-
junction with the experimental electron density, obtained mainly from X-ray, but also
from γ-ray and synchrotron-radiation diffraction experiments using multipol expan-
sion models [109–112]. Some of QTAIM-based bonding indicators (for example, atomic
charges, electron density Laplacian or the electron density values at the critical points)
can be calculated directly from the electron density, but for other indicators (energy
density, delocalization indexes etc.) the pair density or 1RDM is necessary. For the en-
ergy density an approximation based on the electron density and its Laplacian was pro-
posed [113]. For other indicators the X-ray-constrained wavefunction approach [114,115]
or a refinement of the first-order reduced density matrix [109,116] can be used.
3.3 Electron localizability indicator
Electron Localizability Indicator (ELI) [61–63] is a name for a family of indicators based
on the so-called ω-restricted population approach. In this approach, a function (called
the "sampling function") is integrated over non-overlapping regions of space ("micro-
cells") determined by a constant value of the integral of another function ("control
function") over them. The electron density and the pair density can serve as control or
sampling functions. In this work, the same-spin ELI-D variant was used, in which the
entire space is partitioned into micro-cells containing a fixed fraction ω of the same-spin
electron pair. The value of the σσ-spin ELI-D in a particular micro-cell is proportional
to the σ-spin electron population in it.
For a small fraction of the same-spin electron pair, the volume of a micro-cell with
the center at the position ri was shown to be close to the value
Vi ≈
[
12ω
gσ(ri)
]3/8
, (3.23)
where gσ(ri) is the Fermi hole curvature (Laplacian of the hole part of the pair density,
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[117]) at the position ri:
gσ(ri) =
σ∑
i<j
σ∑
k<l
Pij,kl[φi(ri)∇φj(ri)− φj(ri)∇φi(ri)]
× [φk(ri)∇φl(ri)− φl(ri)∇φk(ri)].
(3.24)
By rescaling of the micro-cell volume by ω3/8 and in the limit of infinitesimally small
ω, the so-called pair-volume function is obtained:
ṼD(r) = lim
ω→0
{
1
ω3/8
Vi
}
=
[
12
gσ(r)
]3/8
. (3.25)
For a sufficiently small micro-cell its σ-spin electron population can be approximated
from the density value at the center of the micro-cell ρσ(ri). The ELI-D value in the
micro-cell is determined as:
ΥσD(ri) =
1
ω3/8
∫
µ
ρσ(r)dr ≈
1
ω3/8
ρσ(ri) · Vi. (3.26)
In the limit of infinitesimally small ω, ELI-D can be written as a product of the σ-spin
electron density and the pair-volume function:
ΥσD(r) = ρ
σ(r)ṼD(r). (3.27)
ELI can be utilized at any level of theory, including correlated calculations, in both
direct and momentum space. Due to its proportionality to the electron density, ELI-D
can be decomposed into contributions from different orbitals [118]:
ΥσD(r) =
∑
l
ΥσD,l(r). (3.28)
Typically, maxima of ELI-D can be attributed to atomic shells, lone pairs or bonding
regions, which makes this function a useful tool for the understanding of chemical prop-
erties of molecules and solids. It was shown [119,120] that for a one-determinant wave
function the topology of ELI-D is identical to the topology of the widely-used electron
localization function (ELF) [121]. Therefore it is possible to use some of the bonding
characteristics developed for ELF in the ELI-D analysis. For example, valence basins
can be characterized by their synaptic order, which is defined as the number of core
basins having a common zero-flux surface with a given valence basin [122]. Monosynap-
tic valence basins are attributed to lone pairs, disynaptic to two-center bonds, and a
higher synaptic order serves as an indicator of multicenter interactions. For ELF some
local indicators were proposed for a characterization, for example, of the bond metal-
licity [123] or of the electron sharing [124,125]. However, to the best of my knowledge,
no investigation of their applicability to ELI-D distributions was done so far.
Unlike the QTAIM basins, the energy of the ELI-D basins is not defined. Never-
theless, the ELI-D-based partitioning was proven to be helpful for chemical analysis.
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For instance, the combined usage of the ELI-D and electron density topology allows to
discriminate between the polar and non-polar covalent and the ionic bonds [126, 127].
For the non-polar covalent bonds the electrons contained in the bonding ELI-D basin
are equally distributed between the QTAIM basins of the two atoms. For polar bonds
the bonding basin is split non-equally between the two atomic basins, and the more
electronegative atom owns a larger part of the ELI-D basin population. Ionic bonds
are connected to the situation when the valence basin lies completely inside the atomic
basin of one of the atoms.
In principal, all the global indicators mentioned in the previous section can be
applied to the ELI-D space partitioning. But in practice only the basin population is
commonly used. The population of lone pair basins in molecules is typically close to
two, and for bonding basins the population is attributed to the number of electrons
participating in the bond. For isolated atoms the ELI-D basin populations are known
to represent the number of electrons in the atomic shells in a quantitative agreement
with the Aufbau principle [128,129].
In some cases other variants of ELI can be preferable. For example, ELI-D for
triplet-coupled electrons is useful for the analysis of open-shell systems [130], and the
singlet-coupled ELI-q was shown to reveal the regions of high opposite-spin correlation
and is sensitive to the quality of a correlated wavefunction [63]. In this work, only the
same-spin ELI-D variant was used.
3.4 Examples of the QCT analysis of phase
transitions
3.4.1 Electron density analysis
Despite a long period of the QCT investigation of extended systems (see [59] for a re-
view), the application of the theory to the investigation of solid state phase transitions
remains limited. The first attempts to apply QTAIM for the explanation of the phase
stability were made by a group of Eberhart and co-workers in early 90th [131–133]. The
authors showed a correlation of several macroscopic properties of some earth materi-
als, metals and alloys with local characteristics of the electron density at its critical
points. This connection was supported by Bader and Zou in their systematic QTAIM
investigation of a number of diamond and zinc blende structures [134].
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Bader and Austen [135] in their fundamental work developed the in sity pV operator
and analyzed changes of the electron density, electron delocalization and kinetic energy
with pressure for a chain of hydrogen atoms. They observed the invariance of the
electron density topology with pressure, which was supported by many investigations
of real periodic structures. Pendas and co-workers showed, how the symmetry of a
crystal imposes constrains to the location of the critical points of its electron density.
Additionally, they gave the rationalization of the electron density topology and phase
stability in terms of ionic radii of anion and cation for a set of alkali halides [69,77,136].
Gibbs et al performed an extensive investigation of the electron density change
with pressure for silicates [137–139] and perovskites [140]. They showed a correlation
between the pressure-induced decrease of the bond length and the change of local prop-
erties of the electron density at the bond critical points. In several works the change
of local density-based indicators with pressure or temperature was used to reveal the
reasons behind structural transformations [141, 142]. For some materials phase transi-
tions were connected with the topological catastrophe of electron density (appearance
or disappearance of a set of critical points) at a particular pressure [143–147].
3.4.2 ELI-D and ELF analysis
At the moment, the number of studies applying the electron localizability indicator for
the investigation of structural phase transformation is very limited. However, a plenty
of studies were dedicated to the ELF-based description of phase transitions. ELF (and
ELI) has a more reach topology than the electron density and can reveal subtle changes
in the bonding picture. This makes it a useful tool for the investigation of chemical
changes in materials under compression and during the phase transitions.
Savin in 2004 [148] investigated the change of the ELF distribution of iodine under
pressure. He also connected the change of the crystal symmetry during the pressure-
induced phase transition with the difference between the ELF distributions of the initial
and final structures. Since then, the evolution of ELF with pressure was discussed
for different materials [149–153]. The comparison of the ELF topologies for low- and
high-pressure structures was used by several authors for the investigation of chemical
processes during the transitions [154–161]. In the studies of Zahn, Leoni and co-workers,
the ELF or ELI-D topologies of the low- and high-pressure structures were compared
with the one for an intermediate structure, obtained by means of molecular dynamics
simulations [162,163].
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J. Contreras-García and co-workers showed that the change of ELF topology along
the transformation pathway can help to understand the mechanisms of phase transitions
by revealing separate steps in the structural transformation. Particularly, the increase
of the coordination during the B3→B1 phase transition for BeO [164,165], the pressure-
induced polymerization of CO2 [124, 125, 166] and the bond reconstruction in ZrSiO4
[167] were traced (see also [20] for a review). Very recently, Tahri et al. investigated
the evolution of ELF along the transformation pathway to track the bonding changes
during the I42d→ Fm3m2 phase transition of ZnSiP2 [161].
The fact that the topological partitioning divides the space into non-penetrating
space-filling regions allows to represent the total compressibility of a system as a sum
of compressibilities of separate basins. For the case of QTAIM partitioning atomic
compressibilities were introduced [168], and for the case of ELF partitioning the core,
bond and lone pair compressibilities were used [164]. Partial compressibilities give a
quantitative characterization of the participation of separate atomic, core, bond and
lone pair regions in the total response of materials to compression [169,170]. They help
to rationalize the variations in the compressibilities of different elements [171,172] and
different structures [173].
3.4.3 cd→ β-Sn phase transition
Despite of the number of theoretical investigations of the cd → β-Sn phase transition
of silicon and germanium [174–183], only few discuss the bonding processes occurring
during the transition.
Yin and Cohen in 1982 [174] performed a detailed investigation of the structural
stability and phase transformations of Si and Ge under pressure. Among others, they
calculated the valence electron density (ρval) for different modifications (i.e. the dif-
ference between the electron density distribution for a crystal structure and the sum
of the corresponding free atomic electron densities). The values of ρval for the cd-type
structures were found to be higher than for the β-Sn-type ones, which was attributed
to the stronger covalent interactions in the cd-type structures.
In the pseudopotential calculations of Cordts et al., the lowering of the electron
density along the bond line in Si(cd) under pressure and the increase of ρ in the low-
density regions was observed [184]. This "smearing-out" of the electron density was
attributed to the pressure-induced metallization.
Tse and co-workers investigated the pressure dependence of the electron density
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obtained from the powder X-Ray diffraction data for the cd-type structures of Si [160]
and Ge [141]. Similarly to [184], for Si it was found that the electron density decay
out of the bond line becomes slower under pressure [160]. In case of Ge, the changes of
the electron density along the bond line ([111] direction) and along the [001] direction
in the conventional cd unit cell were analyzed. In the [001] direction, electron density
increased monotonically under pressure, whereas in the [111] direction the maximum
of ρ at the pressure p ≈ 8 GPa was reported. In both works [160] and [141], the
observed changes in the electron density distribution were attributed to the increase
of the participation of the virtual d-orbitals in the bonding under pressure, but the
reasoning does not seem solid to me. Probably, future investigations can shed light on
this issue.
In the first report on ELF for solids, Savin et al. [185] showed the decrease of the ELF
values at the bond maximum in the C-Si-Ge-Sn series of the cd-type structures, as well
as the absence of the high-ELF regions in β-Sn. The flatness of the ELF distribution
in the tin structures was connected with their metallic bond character.
Tse [156] investigated the difference of the ELF topologies between the cd-type
and several high-pressure phases of silicon. He observed the flattening of the ELF
surface and the lowering of the ELF valence maxima during the cd → β-Sn phase
transition. Despite the increase of the coordination of the atoms from 4 to 4+2 during
the transition, only 4 ELF bond maxima were indicated in the β-Sn-type structure. In
contrast, Selli et al. showed the existence of 6 ELF valence maxima in the β-Sn-type
structure of germanium [159]. The difference between the ELF topologies of the β-Sn-
type structures between Refs. [156] and [159] might be due to the basis set insufficiency
in the early calculations (cf. the discussion in Sec. A.8.1). Alternatively, the secondary
maxima could be overlooked in Ref. [156] due to a significantly lower ELF value for
them (cf. Ref. [159]).
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Part III
Phase transitions

4 | Theory of structural phase
transitions
In this chapter, common classifications of the phase transitions and the description of
their thermodynamics and kinetics are briefly discussed. Additionally, main approaches
to the simulation of the solid state structural phase transformations are presented.
4.1 Thermodynamics of phase transitions and their
classification
The stability of a system at constant temperature (T ) and pressure (p) is determined
by its Gibbs free energy:
G(p, T ) = E + pV − TS = H − TS, (4.1)
where H, E, S and V are the enthalpy, internal energy, entropy and volume of the
system, respectively. Enthalpy and entropy are the respective measures of the heat
content and randomness in the system. The internal energy is the sum of the kinetic
and potential energies of the atoms. In solid state, the kinetic energy is determined by
the atomic vibrations, and the potential energy is the energy of interatomic interactions
[186].
The pressure response of the system at constant temperature is characterized by its
compressibility:
kT = −
1
V
(
∂V
∂p
)
T
= − 1
V
(
∂2G
∂p2
)
T
, (4.2)
or its inverse quantity, the bulk modulus B = 1/kT . The relation between the volume of
the system and the thermodynamic variables p and T is known as the equation of state
(EOS). The first equation of state for solid state was proposed by Murnaghan [187].
It can be obtained under assumption that the bulk modulus changes linearly with
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pressure, B = B0 +B′0 · p:
p(V ) =
B0
B′0
[(
V0
V
)B′0
− 1
]
;
E(V ) =E0 +
V0B0
B′0
[
1
B′0 − 1
(
V0
V
)B′0−1
+
V
V0
]
.
(4.3)
Despite its simplicity, the Murnaghan EOS gives results in good agreement with exper-
iment in a wide range of the volume change [188] and is widely used for the description
of the behavior of solid state under pressure.
The second low of thermodynamics implies that a closed system is in thermodynamic
equilibrium at fixed pressure and temperature if its Gibbs energy is minimized:
dG = 0. (4.4)
The state characterized by the minimum of the free energy with respect to its volume
and atomic coordinates is called an equilibrium state. Usually for each (p, T ) combina-
tion the system has several equilibrium states with different atomic arrangement. The
state with the lowest possible G is called the absolute equilibrium, or the stable state,
and the other free energy minima correspond to the so-called metastable equilibria, or
metastable states. If dG 6= 0 than the state is unstable and will be rapidly transformed
to an equilibrium state.
Two structures are in equilibrium if their free energies are equal, ∆G = G2−G1 = 0.
A phase transition is possible if the initial phase becomes less stable than the final phase
(∆G < 0), and hence after sufficiently long time every system will transform to its stable
state. However, the transformation rates depend on the energy barriers between the
structures, as discussed in Sec. 4.2.
From the thermodynamic point of view, the phase transitions can be classified ac-
cording to the first derivative of the Gibbs free energy that is discontinuous at the
transition point. This classification was introduced by Paul Ehrenfest in 1933. A phase
transition is of the first order if the entropy S = −
(
∂G
∂T
)
p
or the volume V =
(
∂G
∂p
)
T
has
a jump at the transition point. For such transitions the latent heat ∆Ht = Tt(S2− S1)
or the external work A = −pt(V2 − V1) is required.
If the first derivatives of the Gibbs potential are continuous at the transition point
but the second derivatives, e.g. the heat capacity cp =
(
∂2G
∂T 2
)
p
, are discontinuous, the
transition is called the second-order phase transition in the Ehrenfest classification. The
classification can be extended to higher-order transitions, but in practice only the first-
and second-order transitions are known [189]. The majority of the structural phase
transitions are of the first order and exhibit a significant hysteresis in the transition
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pressure and temperature as well as a region of coexistence of the equilibrium phases.
Eq. 4.1 implies that the structures with the lowest Gibbs free energy have the best
compromise between the low enthalpy and the high entropy. The pressure dependency
of the transition temperature for the first-order transitions is described by the Clausius-
Clapeyron equation: (
dp
dT
)
t
=
∆S
∆V
=
∆Ht
Tt∆V
. (4.5)
In the solid-liquid and liquid-gas phase transitions, the entropy and the volume of the
system are increasing, and hence according to Eq. 4.5, the melting and boiling tem-
peratures increase with pressure. In contrast, the temperature of the solid-solid phase
transition can either increase of decrease depending on the volume relation between the
two phases. For example, the temperature of the cd → β-Sn transition of silicon will
decrease with pressure, as Vβ-Sn − Vcd < 0 and Hβ-Sn −Hcd > 0.
The Clausius-Clapeyron equation is not applicable to the second-order phase tran-
sitions, as both entropy and volume change continuously near the transition point.
Instead, the relation between the transition temperature and pressure is given by the
first Ehrenfest equation: (
dp
dT
)
t
=
∆cp
T ·∆
((
∂V
∂T
)
p
) . (4.6)
Another classification of the phase transitions is based on the symmetry consid-
erations. Namely, the transitions are discriminated according to the existence of the
group-subgroup relations between the symmetries of the initial and final phases. If such
relation exist, the thermodynamic processes occurring during the transition can be de-
scribed using the Landau theory. This theory was originally developed for the second-
order transitions, but later was adapted to the first-order transitions as well [190]. The
Landau theory is based on the free energy expansion near the transition by the powers
of the so-called order parameter. This parameter is determined solely by the symmetry
relationship between the initial and final phases and is defined so as to change con-
tinuously along the transition, being zero for the ordered phase and the unity for the
disordered one. The change of the thermodynamic characteristics of the system during
the transition is in Landau theory determined by the order parameter. However, Lan-
dau theory is phenomenological and does not describe the atomistic mechanisms of the
phase transitions.
Buerger [191] classified the structural phase transitions into the reconstructive and
displacive ones according to their atomistic description. Reconstructive phase transi-
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tions occur through the break of some chemical bonds and the formation of the new
bonds. They are usually accompanied by large changes of the structure and physical
properties during the transition and involve a significant latent heat. Reconstructive
transitions are observed for most of the allotropic transformations, as well as in many
alloys and some insulators [190].
The structural phase transitions in which the bonds between the atoms do not break
but only slightly change their length and mutual orientation are known as displacive
transitions. The typical atomic shifts during the transition do not exceed 0.1 Å, and the
latent heat is small as well. To this group belong the second-order and some of the first-
order transitions in insulators, alloys and some pure elements [190]. Being useful, such
classification of the transitions is however not exhaustive. For example, the so-called
martensitic transformations are described as displacive, although the corresponding
changes in the atomic positions can be quite large [17].
4.2 Kinetics of phase transitions: nucleation and
growth processes
Most of the first-order phase transitions proceed by the nucleation and growth mecha-
nism, which consists of two basic steps. In the first step, called the nucleation process,
the small domains (nuclei) of the new phase emerge in the matrix of the initial phase.
In the second step these domains grow at the expense of the initial phase.
A phenomenological description of the nucleation and growth process for isothermal
phase transitions is provided by the Johnson-Mehl-Avrami-Kolmogorov (JMAK) theory
[192–194]. In this theory, the fraction of the transformed matter changes with time
according to the Avrami equation:
f = 1− exp
[
−
(
t
τ(T )
)n]
. (4.7)
There τ(T ) is the characteristic time of the structural transformation, which contains
information about the rates of the nucleus formation and growth, and n is the so-called
Avrami exponent, depending on the transformation mechanism. If the mechanism of
the transformation is constant then n is temperature-independent, whereas the nucleus
formation and growth rates are very temperature-sensitive.
If the number of new nuclei appearing per second and the rate of their surface
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propagation remain continuous during the transition then Eq. 4.7 can be written as:
f = 1− exp
[
−π
3
Ṅ(T )v3(T )t4
]
, (4.8)
where Ṅ is the nucleus creation rate and v is the velocity of the nucleus surface prop-
agation.
Nucleation A simple non-atomistic model for the estimation of the nucleation rate
is provided by the classical nucleation theory [186]. In this model, the cluster of a
new phase (so-called embryo) in the matrix of the primary phase is considered to be
composed of a bulk part surrounded by a surface. The shape, surface energy and the
bulk phase of the embryo are assumed to be constant during the nucleation process.
The energetic cost of the cluster formation
∆Gcl = −Vcl∆G+ Aclγ12, (4.9)
where Vcl and Acl are the cluster volume and surface area, ∆G is the free energy
difference between the initial and final phases (per unit volume) and γ12 is the surface
energy of the interface between the two phases.
The nucleation is called homogeneous if the clusters of the new phase are formed in
the bulk of the primary phase. If the surface energy is isotropic, then the most stable
clusters are spherical, as they have the smallest surface area for a given volume. For
them
∆Gcl = −
4
3
πr3∆G+ 4πr2γ12. (4.10)
This function has a maximum for certain cluster radius r∗, called the critical radius. The
corresponding maximum of ∆Gcl is called a nucleation barrier, ∆G∗. If additionally the
elastic strain energy due to the volume mismatch between the original and new phases
(∆Gs) is taken into account then for spherical clusters
∆G∗ =
16π
3
γ312
(∆G−∆Gs)2
. (4.11)
In practice, the homogeneous nucleation almost never takes place. Instead, the
formation of nuclei occurs at the defects or impurities in crystal, which presence effec-
tively reduces the surface energy, resulting in the reduction of G∗. The reduction of the
nucleation barrier can be described through some correction factor depending on the
nucleation mechanism.
The number of clusters of the critical size per unit volume n = n0·exp
[
−∆G∗
kBT
]
, where
n0 is the corresponding number of the potential nucleation centers. The addition of one
more atom stabilizes the cluster, turning it into the nucleation center. If it occurs with
the frequency of j attempts per second than the nucleation rate Ṅ = n0 ·j ·exp
[
−∆G∗
kBT
]
.
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The value of j can be estimated in the framework of diffusion theory:
j =
Vcl · n
6
· ν · exp
[
−∆G
a
kBT
]
, (4.12)
where n - the total number of atoms per unit volume, ν - characteristic vibration
frequency of atoms (of the order of Debye frequency) and ∆Ga is the activation energy
of atom migration from the matrix into the cluster. Thus, the nucleation rate depends
on both the driving force of phase transition ∆G (through the nucleation barrier ∆G∗)
and the activation energy ∆Ga:
Ṅ ∝ exp
[
−∆G
a
kBT
]
· exp
[
−∆G
∗
kBT
]
(4.13)
Despite its simplicity, the classical nucleation theory was shown to be very helpful for
understanding the thermodynamics of phase transformations. However, the assumption
of a constant cluster shape, surface energy and bulk structure is not always valid, and
extensions to the theory are required. In a number of cases, multistep nucleation was
observed due to the formation of a metastable phase prior to the stable one or a non-
conventional dependence of the cluster energy from its size. The well-known example
of the latter are the magic-number clusters of metals, for which the energy changes
discontinuously with the number of atoms [195].
Growth The nucleus growth process implies the migration of the nucleus surface into
the matrix of the primary phase. The interphase interfaces are divided by the mech-
anism of their migration into the glissile and non-glissile ones. The movement of the
glissile interfaces is called a "military" process, as it occurs through a collective dislo-
cation of the atoms along a certain plain. The rate of the glissile interface migration is
high and almost temperature-insensitive. Such processes are supposed to be responsible
for the martensitic transformations and the formation of twin structures [186].
The migration of non-glissile interfaces is supposed to be much more common in
the growth process. It occurs due to the movement of individual atoms across the
interface, so the process is referred to as the "civilian" growth. The rate of the non-
glissile interface migration is temperature-sensitive and in general is determined by two
processes, namely the long-range diffusion towards the interface and the atom jumps
across the interface.
If the initial and final phases have different compositions and the energetic barrier of
the interface crossing is relatively small then the interface migration rate is constrained
by the long-range diffusion. This situation is referred to as the diffusion-controlled
growth. In contrast, for the phase transitions without change of composition the jump
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of atoms across the interface determines the nucleus growth rate, and the growth is
called interface-controlled. There can also be mixed situations, in which the diffusion
rate is similar to the interface crossing rate.
The interface crossing rate can be described as the difference between the diffusion
rates from the matrix to the nuclei (M→N) and from the nuclei to the matrix (N→M)
[196]. The potential barrier of the N→M jump is higher than the barrier of the M→N
migration by the value of ∆G. Hence, the atomic attachment from the matrix to the
nuclei is privileged. The nuclear surface propagation rate
v ∝ exp
[
−∆G
a
kBT
](
1− exp
[
−∆G
kBT
])
. (4.14)
As the surface energies in crystals are different for different crystal planes, the
activation barrier of atomic attachment depends on the plane. This leads to different
growth rates in different directions and a polyhedron form of the growing nuclei. Kossel
and Stranski [197,198] investigated the influence of the type and concentration of surface
defects on the crystal growth process. These authors estimated the surface energy by
the number of broken bonds and showed that the most favorable positions for the
atomic attachment are the so-called kink-ledges. If the ledges are present, the nucleus
growth rapidly along them. In this situation, the interface migration rate is determined
by the rate of the new ledge formation. The fastest growth occurs along the plane
with the highest ledge concentration. Beside the kink-ledges, other defects can also
change the mechanism of the atom attachment [199] and increase the growth rate even
further [186,196,200].
The relations 4.11, 4.13 and 4.14 show that the energy difference between the two
stable phases ∆G not only determines the possibility of the transition between them
but also influences significantly the kinetics of this transition. The larger ∆G the
more nuclei appear per unit time and the faster they grow. On the other hand, the
presence of a particular phase transition in experiment is influenced by different kinetic
parameters. For example, if the energy barrier of the transition (∆Ga) is high, the
number of nuclei formed during the time of observation can be smaller than one, i.e.
the formation of the new phase will not start. Moreover, the transformation can proceed
to another metastable structure with lower energy, if the corresponding energy barrier is
significantly smaller than the barrier of the transition to the stable phase. This can be an
origin of the different transition pathways during the compression and decompression,
as discussed in Ref. [183] for Si and Ge.
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5.1 Martensitic approach
There are two main approaches to the computer investigation of the phase transition
mechanisms. The first approach implies a direct simulation of the nucleation and growth
process in time, usually in the molecular dynamics (MD) framework. The difficulty of
the MD simulation of the phase transitions is due to the large energy barriers and the
inhomogeneity of the process, which requires a long simulated time together with a large
atom number in the model system. To reduce the time demand, the artificial enhance-
ment of temperature or pressure, the application of the external force on the atoms or
a special atom arrangement in the initial structure can be used [201]. Additional com-
plication arises if a strong bond reconstruction occurs during the transition. In these
cases, accurate calculation of interatomic interactions and the use of the first-principles
molecular dynamics is necessary.
A more common approach is based on a simplified model, in which the transition
is described as an instantaneous process occurring homogeneously through the entire
crystal, so that the translational symmetry is preserved at each step of the transforma-
tion. In experiment a similar scenario is observed for martensitic transitions, during
which the collective atomic displacements propagate through the crystal with a very
large speed. Therefore, the static approach is sometimes referred to as the martensitic
approach [17].
The important issue in the martensitic approach is the search for the transition
pathway (TP), i.e. the minimum energy pathway at the potential energy surface (PES)
connecting the energy minima corresponding to the initial and final structures. One
of the common approaches to the transition pathway search is based on the symmetry
considerations for the terminal phases. It is assumed that the symmetry group of the
intermediate structures is a common subgroup of the initial and final symmetry groups
39
5.1. MARTENSITIC APPROACH
and is preserved during the entire transformation. As there are different ways to map
the atomic positions between the initial and final structures, the number of common
subgroups depends on the number of unit cells used in the procedure. The pathways
with relatively low energy barrier typically correspond to small atomic displacements
and a small unit cell strain [202].
The most significant structural change along the chosen TP usually determines the
transition coordinate, which is supposed to evolve continuously between the initial and
final structures. The intermediate structures are obtained by the optimization of the re-
maining structural parameters for several fixed values of the transition coordinate. The
choice of the preferable transition mechanism is based on the comparison of the energy
profiles along the chosen transformation pathways. There can be several competing
TPs if the corresponding energy barriers are similar [202].
The determination of the transition coordinate can be a non-trivial task for complex
structures with very different symmetries. Moreover, the symmetry of the intermediate
structures must not be preserved along TP, especially if the transition proceeds through
a metastable equilibrium. In these cases, more sophisticated methods of the minimum
energy pathway search are helpful. The examples of such methods are the nudged elastic
band method [203] and its modifications [204–206], string method [207], periodic nodal
surfaces method [208], to name a few.
The molecular dynamics simulations can also guide the TP search by providing
the information about the intermediate metastable phases [209]. On the other hand,
the results of the statistic simulations are used to improve the molecular dynamics
algorithms. For example, the transition pathway sampling MD method [210, 211] uses
the transition structures predicted by martensitic approach as the starting configuratins
to reduce the simulation time of the MD experiment.
Despite of all the simplifications made in the martensitic approach, it gives impor-
tant information about the kinetics of the phase transformations (see e.g. [183]). The
obtained models of atomic displacements provide unique opportunity to characterize
the chemical bonding changes along the transformation pathway. This in turn helps
to rationalize the kinetic barrier heights [167], as well as the observed changes in the
physical and chemical properties during the transition [20,124,157,165].
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5.2 Simulation of the cd→ β-Sn phase transition
The cubic diamond structure could be represented, beside the conventional face-centered
cubic (fcc) unit cell, also by the body-centered tetragonal (bct) lattice, in which the
lattice parameter c is equal to the lattice parameter of the conventional fcc unit cell
(afcc), and the parameter a = afcc/
√
2 (Fig. 5.1), so that c/a =
√
2. In this representa-
tion, the cd and β-Sn unit cells differ only by the c/a ratio, which is around 0.5 for the
β-Sn-type structures. The cd → β-Sn phase transition is described in this setting by
a continuous decrease of the c/a ratio within the I41/amd symmetry. The coordinates
of all the atoms are fixed by symmetry, hence only the volume has to be adjusted. The
c/a ratios for the β-Sn-type structures were obtained by the calculation of the E(c/a)
dependencies for different volumes (Fig. 5.2). The character of the energy change dur-
ing the transition is similar for Si, Ge and Sn, therefore the E(c/a) and E(V ) plots in
Fig. 5.2 and 5.4 are shown only for carbon and silicon.
fcc c/a =
√
2
cd
c/a = 1.1 c/a = 0.8 c/a ≈ 0.53
β-Sn
c/a = 0.4
Figure 5.1: Model for the description of the cd→ β-Sn phase transition.
For Si, Ge and Sn the energy has a minimum at c/a ≈ 1.4 for large volumes and at
c/a ≈ 0.5 for small volumes, which corresponds to the cd- and β-Sn-type structures,
respectively. In the calculations, the c/a ratio for the cd-type structures was kept equal
to
√
2. The c/a ratios for the β-Sn-type structures of Si, Ge and Sn were optimized and
are given in the Table 5.1. It was shown (Table A.2) that the optimal c/a ratio for the
β-Sn-type structures changes only slightly with the volume contraction, and therefore
the same c/a ratio was taken for all pressures. For Si and Sn the chosen c/a ratio
corresponds to the equilibrium volumes, and for germanium the c/a ratio corresponds
to the cd → β-Sn transition pressure p = pt. For carbon, the E(c/a) curves have
only one minimum corresponding to the diamond structure (Fig. 5.2a). To simulate
the C(β-Sn) structure, the c/a ratio of 0.53 (the value close to the c/a ratios for the
β-Sn-type structures of Ge and Sn) was chosen.
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Figure 5.2: Change of the internal energy E with the c/a ratio for the bct structures of C and
Si with different volumes (V0 - equilibrium volumes for the cd-type structures).
The E(V ) curves for the cd- and β-Sn-type structures of all the elements were ap-
proximated by the Murnaghan equation of state (Eq. 4.3), and the bulk moduli (B0,
B′), as well as the equilibrium volumes V0 and energies E0, were obtained. The pres-
sure dependencies of the volume and enthalpy were calculated following the procedure
described in Ref. [180]:
V (p) =V0
(
B′0
B0
p+ 1
)−1/B′0
H(p) =E0 +
V0B0
B′0 − 1
[(
B′0
B0
p+ 1
)1−(1/B′0)
− 1
]
.
(5.1)
It was shown that the values of B0, B′, V0 and E0 depend only slightly on the
chosen equation of state (e.g. Murnaghan or Vinet, Table A.3). Fig. 5.3 shows the
E(V ) and H(p) plots for the cd- and β-Sn-type structures of the investigated elements.
The transition pressures pt were determined from the condition of equal enthalpies of
the initial and final structures, Hcd(pt) = Hβ-Sn(pt).
Lattice parameters and bulk moduli of the cd- and β-Sn-type structures, as well as
the cd→ β-Sn transition pressures, are in satisfactory agreement with the experimental
results and the calculations of other authors (Table 5.1).
To obtain the changes of the volume, energy and enthalpy along the transition
pathway, similar calculations were performed for the structures with c/a ratios from
0.4 to 1.4. Fig. 5.4 shows the energy-volume curves for the bct structures of carbon and
silicon with different c/a ratios. The solid thick red lines represent the volume change
along the cd → β-Sn transition pathway for the equilibrium structures. For carbon,
the volume changes only slightly upon the c/a decrease from the value of 1.4 to 0.5.
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Figure 5.3: Energy-volume (a) and enthalpy-pressure (b) dependencies for the cd-type (blue)
and β-Sn-type (red) structures of C, Si, Ge and Sn. Dots: calculated values, lines: the fit to
the Murnaghan equation of state (Eq. 4.3). a) ∆E(V ) = E(V )−Ecd0 , b) ∆H(p) = H(p)−Ecd0 ,
where Ecd0 are the internal energies of the equilibrium cd-type structures.
The dashed lines show the rapid increase in the equilibrium volume and energy between
c/a = 0.5 and c/a = 0.4 (i.e., below the c/a value for the β-Sn-type structures) for
both elements.
Fig. 5.5 shows the change of the internal energy and enthalpy along the transfor-
mation pathway for the equilibrium volumes (Veq.) and for the volumes corresponding
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Table 5.1: Lattice parameters (a, c/a), transition pressure pt and bulk moduli (B0, B′0) for
the cd- and β-Sn-type structures of C, Si, Ge and Sn: the results of this work in comparison
with literature data. For C(β-Sn) the energy minimum is absent, hence the corresponding c/a
ratio was fixed to 0.53 (the value close to the c/a ratios for Ge(β-Sn) and Sn(β-Sn).
(a) cd
a, Å (fcc) pt, GPa B0, GPa B′0
This
work Exp. Calc.
This
work Exp. Calc.
This
work Exp. Calc.
This
work Exp. Calc.
C 3.53 3.56[212] 3.53[213] 1575 - - 466 446[212] 462[213] 3.4 3.0,[212] 4.0[214] 3.6[213]
Si 5.41 5.43[215] 5.40[181] 7.1 10.3[216] 9[181] 95 100[215] 95[181] 3.9 3.8[215] 5.1[181]
Ge 5.62 5.65[217] 5.61[181] 10.3 10.6[216,218] 10.8[181] 72 75[218] 83[181] 4.1 3,[218] 4.5[219] 4.5[181]
Sn 6.46 6.49[220] 6.47[221] 0.7 0.9[222] 1[221] 46 43[220] 46[223] 4.4 4.6[220] 4.0[224]
(b) β-Sn
a, Å c/a B0, GPa B′0
This
work Exp. Calc.
This
work Exp. Calc.
This
work Exp. Calc.
This
work Exp. Calc.
C 3.41 - - 0.53 - - 414 - - 3.2 - -
Si 4.84 4.67[215] 4.76[181] 0.521 0.550[215] 0.556[181] 119 - 116[181] 4.1 - 4.6[181]
Ge 5.13 4.95∗[217] 5.06[181] 0.535 0.548[218] 0.554[181] 80 90± 10[218] 84[181] 4.6 4.0[218] 4.5[181]
Sn 5.81 5.81[225] 5.79[221] 0.533 0.543[225] 0.54[221] 59 58[225] 66[221] 4.5 3.7[226] 4.3[224]
∗ the value at p = 12 GPa
to the pressures of 7 and 15 GPa. The pressure of 7 GPa is close to the calculated
transition pressure for silicon, whereas for tin pt is close to zero, as revealed by the
enthalpy plots, Fig. 5.5b.
In agreement with the experimental data, there are two energy minima for Si, Ge
and Sn, with the transition structure (i.e. the maximum of the enthalpy barrier) corre-
sponding to c/a ≈ 0.8. In contrast, for carbon the energy increases monotonically with
the decrease of the c/a ratio. The internal energy barriers change only slightly under
compression, and the presence or absence of the β-Sn-type energy minimum does not
depend on pressure in the considered pressure range. Hence, the reasons for the absence
of the β-Sn-type energy minimum for carbon can be investigated by the analysis of the
structures taken at the equilibrium volumes for the given c/a ratios.
Transition pressure estimation Interestingly, the essential information about the
transition pressures can be obtained already from the equilibrium structures. At the
transition pressure the enthalpies of the initial and final structures are equal, H =
Ecd+ptVcd = Eβ-Sn+ptVβ-Sn. If the differences between the energies (∆E = Eβ-Sn−Ecd)
and the volumes (∆V = Vβ-Sn−Vcd) of the structures do not change much with pressure,
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Figure 5.4: Energy-volume dependencies E(V ) for carbon and silicon structures with c/a =
0.4−1.4. Solid red lines: cd→ β-Sn transition pathway for the equilibrium structures; dashed
lines: the equilibrium volume and energy increase between c/a ≈ 0.5 and c/a = 0.4. Chosen
c/a ratios are shown as bold numbers.
the transition pressure can be estimated from the differences in the volumes and energies
for the equilibrium structures:
pt ≈ −
Eβ-Sn0 − Ecd0
V β-Sn0 − V cd0
. (5.2)
Table 5.2 shows that such estimation gives the right order of magnitude for the
transition pressures and correctly describes their change in the C-Si-Ge-Sn series. For
carbon, the energy difference between the diamond and β-Sn-type structures is large
and the volume difference is small, which would result in a very large transition pres-
sure if the β-Sn-type structure would be energetically stable. Si and Ge have similar
energy and volume differences between the cd- and β-Sn-type structures, and for Sn the
energy difference is small and the volume change is large, resulting in the low transition
pressure.
Thus, not only the stability of the cd- and β-Sn-type structures but also the difficulty
of the transition between them (the necessary pressure applied) can be understood from
the analysis of the structures taken at the equilibrium volumes.
Change of the coordination during the transition The change of the atomic
arrangement during the transition is presented in Fig. 5.6. If the change of the volume
with c/a is not very large then the decrease of c/a leads to the shortening of the
A-A′ distance (the decrease of the c lattice parameter, Fig. 5.7) accompanied by the
increase of the distance between the atoms A and B (the bond elongation). Usually, the
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Figure 5.5: Internal energy barriers ∆E = Ec/a − Ecd (a) and the enthalpy barriers ∆H =
Hc/a−Hcd (b) for the cd→ β-Sn phase transition. Blue - equilibrium volumes, red and green
- the volumes corresponding to the pressures p = 7 and 15 GPa, respectively.
larger the interatomic distance the weaker the interaction between the atoms. Hence,
we suppose that during the phase transition the primary AB bonds weaken and the
interaction between the atoms A and A′ becomes stronger. Although these geometrical
considerations do not explain, why the β-Sn-type structure is unstable for carbon, it is
necessary to keep them in mind during the investigation.
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Table 5.2: Transition pressure (pt) for C, Si, Ge and Sn. pest.t - estimated pt (Eq. 5.2), pcalc.t
- calculated pt (Table 5.1). ∆V = |V β-Sn0 − V cd0 |, ∆E = E
β-Sn
0 − Ecd0 , where V cd0
(
Ecd0
)
and
V β-Sn0
(
Eβ-Sn0
)
are the equilibrium volumes and the corresponding internal energies of the cd-
and β-Sn-type structures, respectively.
C Si Ge Sn
V cd0 , bohr3 37.23 133.32 149.81 251.69
V β-Sn0 , bohr
3 35.48 99.94 120.60 195.64
∆V , bohr3 1.74 33.38 29.21 56.05
∆E, Ha 0.10 0.008 0.009 0.0005
pest.t , GPa 1769 6.7 9.4 0.3
pcalc.t , GPa 1575 7.1 10.3 0.7
A
A′
B
cd
A
A′
B
β-Sn
(a) unit cells
D
H
A
BB
A′
D
D′ D
′
B′B′
cd
D
H
A
BB
A′
D
D′ D
′
B′B′
β-Sn
(b) scheme
Figure 5.6: Change of the atomic arrangement during the cd→ β-Sn phase transition; a) two
bct unit cells stacked along the [001] direction; b) the centers of the two bct unit cells (only
the atoms A, A′ and their AB-type nearest neighbors are shown). Blue and red circles in the
diagram b represent the critical points of the electron density, and the semitransparent object
show the coordination tetrahedra around the point H (cf. Sec. 6.1).
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Figure 5.7: Change of the interatomic distances along the cd → β-Sn transition pathway for
the equilibrium structures of C, Si, Ge and Sn. Blue: A-B distance, red: A-A′ distance (Fig.
5.6).
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Part IV
Bonding analysis of the cd→ β-Sn
phase transition

6 | Electron density analysis of the
cd→ β-Sn phase transition
6.1 Electron density topology
In this section the bonding changes during the transition are investigated using the
topology of the electron density (ρ). Particularly, it is interesting to analyze the num-
ber and position of the bond critical points (BCPs), as their appearance is typically
associated with the new bond formation [57]. On the other hand, the topology of ρ
in crystals is to a large extent determined already by their symmetry. Hence, it is
important to explore whether a particular topological change occurs due to the change
in the atomic interactions or results simply from the change in the lattice parameters.
6.1.1 Optimized electron densities
The evolution of the electron density topology along the transformation pathway is
similar for the all the elements studied and is shown in Fig. 6.1a. The red cubes
represent the positions of the bond critical points and the purple lines show the bond
paths. Additionally, for structures with c/a = 1.4 and c/a = 0.9, the minima of the
electron density and the minimal density paths are shown as green cubes and gray lines,
respectively.
The most significant change in the electron density topology occurs at c/a ≈ 0.8
corresponding to the maximum of the energy barrier (i.e. the transition structure, cf.
Fig. 5.5). At this c/a ratio new bond critical points appear for the pairs of atoms
A-A′ and A-D, which have similar interatomic distances in this structure. Upon the
decrease of c/a < 0.8, the only new bond paths which remain are the ones between the
approaching atoms A and A′.
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(a)
new BCPs
A
A′
A
A′
B
C
D
c/a = 1.4
(b)
c/a = 0.9 c/a = 0.8 c/a = 0.5
new BCP
A
A′A
A′
B
C
D
Figure 6.1: Change of the electron density topology along the cd → β-Sn transformation
pathway for the equilibrium structures of Ge. a) Relaxed densities, b) procrystal densities.
Red cubes - BCPs, black cubes - minima, purple lines - bond paths; for the structures with
c/a = 1.4 and c/a = 0.9 the minima of the electron density and the minimum ρ paths are
shown as green cubes and gray lines, respectively.
6.1.2 Procrystal densities
In order to examine, to what extent the change of the electron density topology is driven
by the change of geometrical parameters, the QTAIM analysis of procrystal densities
was performed. The procrystal density is built up as a direct sum of the free atomic
densities, and hence its change can be attributed solely to the atomic rearrangement.
The procrystals are simulated by 22 atoms occupying the crystallographic sites
of two conventional bct unit cells, including the border positions, so that the atomic
environment in the center of the procrystals resembles the one in the corresponding
periodic structures.
For all the elements, the electron density topology in the center of the procrystals
changes with c/a in the same way as the topology of the optimized densities, as shown
in Fig. 6.1b. Fig. 6.2 represents the topology of promolecular electron densities ob-
tained as the sum of the free atomic densities centered at the positions A, B and A′ in
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the bct unit cell with the volume V = V cd0 and different c/a ratios (Fig. 5.6). In these
promolecules, the bond critical point between the atoms A and A′ exists if c/a ≥ 0.78,
which is close to the corresponding c/a ratio of 0.8 found for the optimized electron
densities in the periodic calculations. Hence, the change of the electron density topol-
ogy along the transition pathway is determined mostly by the change of the atomic
arrangement in the first coordination sphere.
A
A′
B
c/a = 0.8 c/a = 0.78 c/a = 0.76 c/a = 0.72
A
A′
B
c/a = 0.7
Figure 6.2: Electron density topology for three-atomic carbon promolecules. Lines: bond
paths, squares: attractors (red), BCPs (green) and RCPs (blue). The volume is equal to the
equilibrium volume of the cd-type structure
(
V cd0
)
.
6.1.3 "Tail-model" densities
It is known that the electron density of a free atom decays piecewise exponentially with
the distance from the nucleus [227]. To investigate the role of the unit cell volume and
the atom type in the formation of new BCPs, we used an analytical model called "tail
model" [77]. This model allows to vary the lattice parameters and the atom sort by
changing the parameters of an appropriate analytical function. The electron density
decay with the distance from the nuclei is described in the "tail model" by a simple
exponential function,
ρ = k · e−α·r. (6.1)
The coefficient α was obtained by a least square fit of Eq. 6.1 to the electron density
of free atoms calculated from the Clementi-Roetti data [228], as shown in Fig. 6.3.
For the evaluation within the "tail model", six atoms (A, A′, B, D, Fig. 5.6) were
taken into account, so that the point H remains a critical point of the electron density:
dρ
dr
∣∣
H
= 0. If all the curvatures of the electron density at the point H are positive,
this point is a cage critical point of electron density. If the principal curvature of ρ
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Figure 6.3: Electron density ρ(r) fit to the "tail model". Blue: ρ(r) for the free atoms
calculated from the Clementi-Roetti data [228], red dashed: "tail model" (Eq. 6.1). The
exponential coefficients α are shown in the diagrams. Distances r are given in bohr radii.
perpendicular to the AA′ bond path (λ⊥) is negative at the position H, a bond critical
point is found there. In the cd structure (c/a =
√
2) all the curvatures of the electron
density at the point H are positive. As we are interested only in the sign of the λ⊥
curvature, its values for the structures with different c/a ratios were scaled by the λ⊥
for the cd structure, the resulting expression for λ⊥(c/a)
λ⊥(cd)
being independent of the k
coefficient in Equation 6.1. Due to the I41/amd symmetry of the unit cell, the sign of
λ⊥ in the "tail model" depends, beside the c/a ratio, only on the unit cell volume and
the α coefficient.
Figure 6.4 shows the λ⊥ curvatures obtained using the "tail model" for the structures
with different c/a ratios. If the volume is constant (Fig. 6.4a) then λ⊥ becomes negative
at almost the same c/a ≈ 0.89 for all the atom sorts (determined by the exponential
coefficients α). Even for very compact model atoms (α ≈ 5, not shown) the c/a ratio
for the new BCP formation only slightly shifts towards larger values.
The second parameter which affects the topology of the electron density, is the
volume of the system. In the diagram 6.4b the λ⊥ curvatures for several c/a ratios
and for two chosen exponential coefficients α are plotted as a function of the atomic
volume. The value of α = 2.0 is close to the exponential coefficient obtained from
the fit to the Clementi-Roetti electron density of the free carbon atom, and α = 1.4
is close to the coefficients obtained for Si, Ge and Sn atoms (see Fig. 6.3). For the
investigated structures of carbon the volume is below 40 bohr3 per atom, and for the
other elements the volume exceeds 100 bohr3 per atom. Interestingly, in both cases
(α = 2, Vatom < 40 bohr3 and α = 1.4, Vatom > 100 bohr3) the λ⊥ curvature becomes
negative at c/a = 0.885 (between 0.8 and 0.9), in agreement with the calculations for
the periodic structures and procrystal Clementi-Roetti electron densities.
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Figure 6.4: Electron density curvature normal to the AA′ interatomic line (λ⊥) at the AA′
midpoint (H, Fig. 5.6) obtained using the "tail model". a) λ⊥(c/a) for the constant volume
V = V0(
√
2) and different α coefficients (Eq. 6.1). For the values of α for C, Si, Ge and Sn
see Fig. 6.3. b) λ⊥(V ) for α = 1.4 (solid lines) and α = 2.0 (dashed lines) and several fixed
c/a ratios. Volumes in bohr3
Thus, the BCP at the point H exists for c/a ≤ 0.8 in the I41/amd structures
in a wide range of volumes and the electron density decay rates α. Therefore, the
formation of the new BCP at c/a ≈ 0.8 is not affected by the atom sort, unit cell
volume or interatomic interactions and is a consequence of a change in the symmetry
of the structure.
6.1.4 Discussion
The similarity of the topology of optimized and promolecular (procrystal) electron
densities was emphasized by several authors for both molecular [75, 229] and periodic
systems [77,230–232]. In a recent comparative analysis of molecular graphs for a set of
hydrocarbons [75], the authors concluded that the correlation between the presence of
a bond critical point and the bond between a pair of atoms has its origin simply in the
fact that bonds are usually formed between neighbors.
The independence of the electron density topology from the atomic sort and the
unit cell volume can be rationalized by noticing that H is the center of the tetrahedron
formed by the atoms B and D and also the center of the interatomic line A-A′ (Fig.
5.6). In absence of other atoms, the electron density exhibits the minimum at the center
of a tetrahedron and the BCP at the midpoint between two identical atoms. With the
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decrease of c/a, the tetrahedron BBDD flattens and the B-H distance increases, yet
the atoms A and A′ come nearer to the point H. The point H transforms from the
minimum of ρ into the BCP when the electron density in its vicinity is influenced by
the atoms A and A′ more than by the atoms at the tetrahedron vertices. In absence of
the density relaxation, this depends only on the ratio between the distances A-H and
B-H, which is in turn determined by the c/a ratio.
Thus, in the investigated structures the appearance of the new A-A′ BCPs is driven
mainly by the change of the atomic arrangement and cannot be directly connected to
the new bond formation. Hence, the evaluation of additional indicators is required for
the bond characterization.
6.2 Global indicators
To get a deeper inside into the bonding changes accompanying the phase transition,
the delocalization indices and IQA interaction energies between the electron density
(QTAIM) basins are investigated in this section. It should be noted that the pair
density cannot be determined from the DFT calculations, and it is approximated using
the Kohn-Sham orbitals. This approximation was shown to give meaningful values
for the delocalization indices [95, 106, 233, 234] and IQA interaction energies [107, 108].
However, its influence on the subtle changes of these indicators along the transition
pathway has not been evaluated in detail yet.
QTAIM basins The form of the QTAIM basins is similar for all the elements and
pressures studied. Fig. 6.5 shows exemplarily the QTAIM basins for the cd and β-Sn
modifications, as well as for chosen transition structures of germanium with the equi-
librium volumes.
If the 0.05 bohr mesh was used for the electron density integration over the QTAIM
basins, and the total energy convergence with respect to the parameters of the wave-
function expansion was achieved (cf. Sec. A.1) then the QTAIM basin populations
deviate by less than 10−2 e from the expected values, i.e. from 6.0, 14.0, 32.0 and 50.0
for C, Si, Ge and Sn, respectively, for all the investigated structures (Table A.4).
The interatomic basins of the atoms A and A′ do not touch each other in the cd-type
structures. Upon the decrease of the c/a ratio, the common surface appears between the
basins A and A′, and in the β-Sn-type structure the surface area between the atoms
A and A′ is almost as large as between primary neighbors A and B. For non-polar
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bonds the integrals of the electron density and some other functions over interatomic
surfaces were shown to correlate with the bond energy [57,235]. Therefore, the increase
of the interatomic surface suggests the enhancement of the corresponding interatomic
interaction. Quantitatively, this will be characterized in the next sections.
c/a = 1.4 c/a = 0.9 c/a = 0.8 c/a = 0.5
A
A′
B
A
A′
B
Figure 6.5: Electron density (QTAIM) basins for chosen structures of germanium with equi-
librium volumes.
6.2.1 Two-center delocalization indices
The values of DIs are not very sensitive to the number of k-points and the basis set
(Table A.5). The delocalization indices for the pairs of atoms AB, AA′ and AD (Fig.
5.6) for the equilibrium structures with c/a = 0.4− 1.4 are presented in the Table 6.1.
For the carbon diamond structure, our results are in a very good agreement with the
values obtained by Baranov & Kohout [95]. The compression of the structures leads to
a slight increase of DIs (Table A.6), however, the character of their change along the
transformation pathway does not depend on pressure (Fig. A.1).
As it was mentioned before, the AB distance increases and the AA′ distance de-
creases during the transition (Fig. 5.7). Fig. 6.6 shows, on a logarithmic scale, a
correlation of the DI values for different atom pairs, AB (blue), AA′ (red) and AD
(green), with the corresponding interatomic distances. Dashed lines show the least-
square fit of δAB, and for carbon also of δAD, to the exponential function.
The correlated multideterminal (CAS or CISD) calculations of several small molecules
[236] revealed the exponential decay of the delocalization indices with interatomic dis-
tance for repulsive and nonbonded interactions, whereas for covalent interactions the
δ(r) curve exhibits a sigmoidal shape. In contrast, in the present investigation no signif-
icant deviation from the exponential decay was observed for the delocalization indices
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Table 6.1: Delocalization indices for the pairs of atoms AB, AA′ and AD (Fig. 5.6) for the
equilibrium structures with c/a = 0.4− 1.4.
c/a
C Si Ge Sn
δAB δAA′ δAD δAB δAA′ δAD δAB δAA′ δAD δAB δAA′ δAD
0.4 0.338 0.799 0.114 0.311 0.767 0.127 0.272 0.751 0.115 0.268 0.745 0.111
0.5 0.509 0.470 0.102 0.474 0.490 0.118 0.413 0.437 0.106 0.408 0.435 0.103
0.6 0.627 0.277 0.105 0.577 0.282 0.125 0.517 0.240 0.105 0.508 0.239 0.102
0.7 0.686 0.175 0.094 0.636 0.176 0.110 0.578 0.142 0.094 0.566 0.137 0.088
0.8 0.785 0.070 0.065 0.692 0.080 0.080 0.644 0.063 0.067 0.625 0.057 0.061
0.9 0.829 0.031 0.047 0.739 0.035 0.057 0.685 0.028 0.048 0.665 0.025 0.044
1 0.868 0.015 0.035 0.768 0.018 0.040 0.712 0.014 0.034 0.692 0.012 0.031
1.1 0.890 0.007 0.024 0.794 0.008 0.026 0.735 0.007 0.023 0.715 0.006 0.021
1.2 0.906 0.003 0.016 0.813 0.004 0.016 0.755 0.003 0.015 0.735 0.003 0.013
1.3 0.912 0.001 0.012 0.825 0.002 0.010 0.768 0.001 0.009 0.748 0.001 0.009
1.4 0.914 0.001 0.009 0.831 0.001 0.007 0.775 0.001 0.006 0.754 0.001 0.006
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Figure 6.6: Correlation between DIs (δ) and the corresponding interatomic distances (r, bohr)
for the pairs of atoms AB (blue), AA′ (red) and AD (green) (cf. Fig. 5.6) in the equilibrium
structures with c/a = 0.4− 1.4. Points - calculated values, dashed lines - exponential fit.
of Si, Ge and Sn (diagrams b-d in Fig. 6.6) in the whole range of the interatomic
distances.
For carbon, δ(r) cannot be approximated by a single exponent in the whole range
of interatomic distances, whereby the DIs at the small distances decay slower than at
the large ones. Nevertheless, Fig. 6.6 shows that for all the elements the DI values for
a given interatomic distance depend significantly neither on the atom pair (AB, AA′
or AD) nor on the c/a ratio.
Figure 6.7 shows how the electrons shared by an atom A with the rest of the system
(2σ2A) are distributed among the four AB-type neighbors (δAB, blue), the two AA′-type
neighbors (δAA′ , red) and all the remaining neighbors (δdist, green [95]), where
2σ2A = 4 · δAB + 2 · δAA′ + δdist. (6.2)
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As expected, the total valency (2σ2A) of the atom A remains almost constant during the
transition. The next-neighbor electron sharing (δAB) decreases, whereby the decrease
is at c/a ≤ 0.8 mainly compensated by an enhancement of the electron sharing between
the atoms A and A′, and to a lesser extent by the distant sharing. Interestingly, upon the
c/a decrease the δAA′ increases rapidly starting from c/a = 0.8, i.e. after the formation
of the corresponding A-A′ bond path. Thus, there are two competing processes taking
place during the transition, namely the weakening of the primary (AB) bonds and the
formation of the new electron sharing channel between the approaching atoms A and
A′.
0.4 0.6 0.8 1. 1.2 1.4
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1
2
3
4
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0.4 0.6 0.8 1. 1.2 1.4
ca
1
2
3
4
∆
4×∆HA,BL, 2×∆HA,CL, ΖdistHAL
0.4 0.6 0.8 1. 1.2 1.4
ca
1
2
3
4
∆
4×∆HA,BL, 2×∆HA,CL, ΖdistHAL
0.4 0.6 0.8 1. 1.2 1.4
ca
1
2
3
4
∆
4×∆HA,BL, 2×∆HA,CL, ΖdistHAL
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2σ2A
δdist
2 · δAA′
4 · δAB
Figure 6.7: DI dependence from the c/a ratio for the structures with equilibrium volumes.
Dashed line - 2σ2A (Eq. 3.9); blue - 4δAB, red - 2δAA′ (Fig. 5.6), green - δdist (Eq. 6.2).
Delocalization indices for AA′ and AD atom pairs At c/a = 0.76 the AA′
distance becomes the second smallest distance in the structure after the AB one. This
change in the symmetry of the crystal is reflected by the change of the distribution
of the delocalization indices between different interatomic connections. Namely, at
c/a > 0.8 the delocalization index between the atoms A and D (δAD) is larger than
δAA′ , whereas at c/a < 0.8, δAD is smaller than δAA′ (Fig. 6.8), and δAA′ is the second
largest delocalization index after δAB. Thus, the existence of the new bond critical
point between the atoms A and A′ at c/a > 0.8 corresponds to the situation in which
the AA′ electron exchange is larger than the electron exchange between the primary
next-nearest neighbors.
Charge fluctuation The sum of the delocalization indices represents the valency
of the atom and amounts to 2σ2, where σ2 is the charge fluctuation for the QTAIM
basins. In a recent investigation of a set of nitrogen clusters [237] the authors have
found a qualitative correlation between the value of σ2 averaged over all the atoms
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Figure 6.8: Change of the AA′ (red) and AD (green) DIs with the c/a ratio for the equilibrium
structures.
in a cluster (σ2) and its electronic energy. Namely, high values of σ2 were found for
clusters with low energy, although the relation between these two quantities was not
straightforward.
In contrast, in the present investigation no correlation between the σ2 values and
the energy of the structures is found. Fig. 6.9a shows the small variation of the
charge fluctuation in the atomic basins along the transition pathway. Low values of
σ2 are observed for both the cd-type structures with low energy and for the c/a = 0.4
structures with high energy. On the other hand, the β-Sn-type structures correspond
to high σ2 values for all the elements independently on the presence (Si, Ge and Sn) or
absence (C) of the energy minimum for the respective structures (cf. Fig. 5.5).
æ
æ
æ
æ
æ æ
æ
æ
æ æ ææ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ æ æ
æ
æ
æ
æ
æ
æ
æ æ æ æ æ
0.6 0.8 1.0 1.2 1.4
ca3.9
4.0
4.1
4.2
4.3
4.4
4.5
2Σ
2
Sn
Ge
Si
C
(a)
æ
ææ æ
ææ
æ
æ
æææ
æ æ æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ æææ
æ
æ
æ
æ
æ
æ æ æ ææ
0.85 0.9 0.95 1. 1.05

Vca
Vcd
3.9
4.0
4.1
4.2
4.3
4.4
4.5
2Σ
2
Sn
Ge
Si
C
(b)
Figure 6.9: Change of the atomic valence 2σ2 with the c/a ratio (a) and the volume (b) for
the equilibrium structures. Vc/a and Vcd are the equilibrium volumes of the structure with the
particular c/a ratio and of the cd-type structure (c/a ≈
√
2), respectively.
Fig. 6.9b reveals a qualitative correlation between the charge fluctuation and the
atomic volume. In most of the structures with c/a = 0.5 − 1.4, σ2 increases with the
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volume decrease. However, the structures with c/a = 0.4 for all the elements, as well
as the structures of germanium with c/a = 0.5 and c/a = 0.6, do not follow this trend.
The change of the charge fluctuation with c/a might be a numerical issue, which is
however not clarified yet.
It should be emphasized that the topological valency 2σ2A is calculated from the
statistical variance of the electron population in the atomic basin A (Eq. 3.7) and need
not coincide with the formal valency of the atom. For DFT calculations, 2σ2A contains
products of overlap integrals Sij of the Kohn-Sham orbitals φi over atomic basins:
2σ2A = 2
∑
B 6=A
∑
i,j
ninjSij(A)Sij(B), (6.3)
where Sij(A) =
∫
A
φ∗i (r)φj(r)dr, and ni - orbital occupations. The topological valency
reflects the spatial structure of the wavefunction and depends on the space partitioning
scheme used.
Baranov & Kohout [95] pointed out that the distant electron sharing (δdist) con-
stitutes a significant part of the charge fluctuation even in structures with localized
covalent bonds (e.g. the carbon diamond, Fig. 6.7). Therefore, is not surprising that
for structures with large nearest-neighbor electron sharing the value of 2σ2 can be larger
than the formal valency of the atom (equal to 4 for tetrels, cf. Fig. 6.9).
6.2.2 Three-center delocalization indices
Fig. 6.7 and 6.9 show that the valency of the atoms does not increase significantly
during the transition and is close to four for all the structures. In the β-Sn-type
structures δAB ≈ δAA′ , which means that the four valence electrons are involved in
the exchange with six close neighbors (four AB-type and two AA′-type neighbors, Fig.
5.6). To investigate whether the increase of coordination enforces a multicenter electron
delocalization in the β-Sn-type structures, we analysed the three-center delocalization
indexed (3c-DIs [48,49,98]) between the atoms A, B and A′.
As a measure of the multicenter bond character, the G values were used (Eq. 3.11
[99,100]). As it was mentioned in Sec. 3.2.2, GXY is close to 1 for a 3c-2e bond between
the atoms X and Y . For a two-center two-electron bond G is close to zero, whereas
large values of G are typically found for non-bonded atoms.
Table 6.2 and Fig. 6.10 show the change of the 3-center DI between the atoms A,
B and A′ (δABA′), as well as the G values for the AB and AA′ pairs of atoms, along
the transition pathway.
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Figure 6.10: Change of the ABA′ 3-center DIs (a) and G values for the AB (b) and AA′ (c)
pairs of atoms (Fig. 5.6) during the transition in the structures with equilibrium volumes.
For the cd-type structures GAB are small and GAA′ are large, in agreement with
the assumed two-center character of the AB bonds and a weak interaction between the
atoms A and A′. Both δABA′ and GAB increase during the transition, indicating the
enhancement of the multicenter electron delocalization as the AA′ distance decreases.
The enhancement of the AA′ interaction is shown by the decrease of GAA′ along the
transformation pathway at c/a ≤ 0.9. In the structures with c/a > 0.9, the electron
sharing between the atoms A and A′ is very small (Table 6.2), and the values of GAA′
do not have a significant meaning. In the β-Sn-type structures (c/a ≈ 0.5) of Si, Ge
and Sn, GAB ≈ GAA′ ≈ 0.6. Although these values are significantly smaller than it is
expected for the ideal 3c-2e bond, they are almost two times larger than GAB for the
cd-type structures.
The values of δABA′ are similar for all the elements. In contrast, both GAB and GAA′
for carbon are significantly lower than for Si, Ge and Sn, showing smaller multicenter
electron delocalization in the carbon structures. Moreover, in the C(β-Sn) structure
GAB is significantly smaller than GAA′ , which indicates a smaller delocalization of the
primary AB bonds with respect to the new AA′ bonds.
Additionally, a decomposition of the two-center delocalization indices into the contri-
butions from 3c-DIs was performed for the cd- and β-Sn-type structures. Two-centered
DIs can be represented by a sum of the "bond self-charge" and "bond fluctuation"
contributions [98,99] (Eq. 3.10):
δXY = ∆
self
XY + ∆
fluc
XY =
2
3
(δXXY + δXY Y ) +
1
3
∑
Z 6=X,Y
δXY Z . (6.4)
From the bond fluctuation part we single out the contributions from the three-center
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Table 6.2: Three-center DIs for the ABA′ fragments and G values for the AB and AA′ atomic
pairs in the structures with equilibrium volumes.
c/a
C Si Ge Sn
δABA′ GAB GAA′ δABA′ GAB GAA′ δABA′ GAB GAA′ δABA′ GAB GAA′
0.4 0.061 0.58 0.32 0.065 0.85 0.50 0.060 0.87 0.46 0.057 0.86 0.45
0.5 0.051 0.37 0.50 0.053 0.60 0.63 0.046 0.61 0.62 0.045 0.61 0.62
0.6 0.044 0.32 0.74 0.049 0.51 1.01 0.039 0.50 0.95 0.038 0.51 0.94
0.7 0.034 0.30 0.93 0.038 0.47 1.38 0.030 0.45 1.36 0.028 0.46 1.34
0.8 0.016 0.27 1.35 0.020 0.43 1.82 0.016 0.42 1.83 0.014 0.43 1.84
0.9 0.009 0.26 1.95 0.010 0.40 2.51 0.008 0.39 2.50 0.007 0.40 2.47
1 0.004 0.24 2.33 0.005 0.37 3.01 0.004 0.37 3.07 0.003 0.38 3.08
1.1 0.002 0.24 2.67 0.002 0.34 3.34 0.002 0.35 3.33 0.002 0.36 3.27
1.2 0.001 0.23 2.92 0.001 0.32 3.68 0.001 0.33 3.29 0.001 0.34 3.04
1.3 0.000 0.23 3.23 0.000 0.31 3.89 0.000 0.31 2.95 0.000 0.32 2.48
1.4 0.000 0.22 3.42 0.000 0.30 3.22 0.000 0.31 2.23 0.000 0.32 1.81
delocalization with the AB-type and AA′-type neighbors of the interacting atoms:
∆flucAX = ∆
AB
AX + ∆
AA′
AX + ∆
dist
AX , (6.5)
where X = B,A′ and ∆distAX shows the three-center delocalization of the atoms A and
B(A′) with all the other atoms except their AB- and AA′-type neighbors.
The ∆ABAX and ∆AA
′
AX contributions can be obtained from
3c-DIs for triplets of neighboring atoms. Using the atomic la-
bels shown in Scheme 6.11 and the knowledge of the symme-
try of the structures, the AB and AA′ delocalization indices
can be written as follows:
δAB =
4
3
δAAB + 2 · δABB′ +
2
3
(δABA′ + δABA′′) + ∆
dist
AB ,
δAA′ =
4
3
δAAA′ +
4
3
(δABA′ + δABA′′) +
2
3
δAA′A′′ + ∆
dist
AA′ .
(6.6)
The values of the 3c-DIs are presented in the Table 6.3.
Fig. 6.12 shows the three-center contributions to the elec-
tron exchange for the AB and AA′ pairs of atoms in the cd-
and β-Sn-type structures. The values are given in percentage
of the corresponding two-center DIs.
A
BB′
A′
A′′
Figure 6.11: Atomic labels
used in Eq. 6.6.
For all the structures, the main contribution to the delocalization index is given by
the self-charge part. This part decreases during the cd → β-Sn transition by around
10%. Although this change might not seem to be large, one should keep in mind that the
bond self-charge contribution of 67% is expected for an ideal three-center bond. Hence,
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Table 6.3: Two-center DIs (δXY ), 3-center DIs (δXY Z) and G values (GXY ) for the equilibrium
cd- and β-Sn-type structures (c/a = 1.4 and c/a = 0.5, respectively). See Fig. 6.11 for the
atomic labels.
c/a = 1.4 c/a = 0.5
C Si Ge Sn C Si Ge Sn
δAB 0.91 0.83 0.77 0.75 0.51 0.47 0.41 0.41
δAA′ 0.00 0.00 0.00 0.00 0.49 0.49 0.44 0.43
δAAB 0.62 0.54 0.50 0.49 0.32 0.25 0.24 0.23
δAAA′ 0.00 0.00 0.00 0.00 0.38 0.35 0.33 0.25
δABA′ 0.000 0.000 0.000 0.000 0.054 0.061 0.046 0.045
δABB′ 0.036 0.040 0.038 0.037 0.011 0.017 0.021 0.022
δABA′′ 0.000 0.000 0.000 0.000 0.004 0.006 0.006 0.006
δAA′A′′ 0.000 0.000 0.000 0.000 0.007 0.012 0.019 0.032
GAB 0.22 0.30 0.31 0.32 0.37 0.60 0.61 0.61
GAA′ 3.42 3.22 2.23 1.80 0.47 0.68 0.62 0.62
its decrease from roughly 87% to 77% for Si, Ge and Sn shows a significant enhancement
of the multicenter electron delocalization. For carbon the difference between the self-
charge contributions to δAB in the cd- and β-Sn-type structures is only 6%, which
indicates that the change in the bonding character along the transition pathway is for
carbon smaller than for the other group 14 elements. For all the elements the decrease
of the self-charge contribution in the β-Sn-type structure is mainly compensated by
the enhancement of the three-center electron sharing with the new AA′-type nearest
neighbors.
The δAA′ decomposition in the β-Sn-type structures (Fig. 6.12c) is similar for all
the elements. The bond self-charge contributions to δAB and δAA′ are similar for Si,
Ge and Sn and are smaller for carbon. Interestingly, in all the β-Sn-type structures a
significant part (15-17%) of the electron exchange between the atoms A and A′ involves
the three-center delocalization with their AB-type neighbors. In contrast, the three-
center delocalization along the AA′ direction (δAA′A′′) is rather small, which can be
explained by a large distance between the atoms A′ and A′′.
The metallic bond character is sometimes connected with the multicenter electron
delocalization [20, 123, 238]. As follows, the latter might be the reason of the absence
of the band gap in the β-Sn-type structures. We suppose that the multicenter electron
delocalization is caused by the increased coordination number in the β-Sn-type struc-
tures and the necessity for electrons to participate in the interaction with more than
one atom.
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C Si Ge Sn
(a) δAB, c/a = 1.4
C Si Ge Sn
(b) δAB, c/a = 0.5
C Si Ge Sn
(c) δAA′ , c/a = 0.5
Figure 6.12: Three-center contributions to the 2-center DIs: a) δAB in the cd-type structures
(c/a = 1.4), b) and c) δAB and δAA′ , respectively, in the β-Sn-type structures (c/a = 0.5).
Blue: bond self-charge (∆selfAX ); red, yellow and green: 3-center interactions with the AB-type
neighbors (∆ABAX), AA
′-type neighbors (∆AA′AX ) and all the other atoms (∆
dist
AX ), respectively,
where X = B,A′ (cf. Eq. 6.4 - 6.6). Equilibrium volumes.
6.2.3 Interaction energies
In order to understand the role of individual interatomic interactions in the stability
of the β-Sn-type structure, the interaction energies for the A-B and A-A′ fragments
(Fig. 5.6) were calculated applying the Interacting Quantum Atoms approach [62,104].
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Because the IQA method is not implemented yet for periodic systems, the corresponding
analysis was carried out for clusters simulating at their center the crystal environment
(Fig. 6.13).
A
A′
B
Figure 6.13: Clusters X40H48; yellow spheres: X = C or Si atoms, gray spheres: H atoms.
The cluster corresponding to c/a = 1.0 is shown.
As during the transition the energy behaves similarly for Si, Ge and Sn, the analysis
was restricted to the respective carbon and silicon clusters. The size of the clusters
was chosen in such a way that for all the c/a ratios the first coordination sphere of
the atoms in the center of the clusters (i.e. four AB-type and two AA′-type neighbors)
resembles the situation in the corresponding periodic systems. The resulting clusters
contain 40 C or Si atoms as well as 48 hydrogen atoms saturating the cluster boundary,
as shown in Fig. 6.13.
The C-C (Si-Si) bond lengths and all the interatomic angles were kept equal to the
ones in the corresponding crystal structures with equilibrium volumes. The C-H and Si-
H distances were obtained by the full optimization of the clusters with c/a =
√
2 (C40H48
and Si5H12, Fig. A.5), yielding 1.11 Å and 1.50 Å, respectively. More information
about the choice of the computational parameters can be found in Sec. A.1 and A.6.
Furthermore, we have found that the averaged value of the delocalization index of the
central atom A with its B- and A′-type neighbors, δ = 1
6
(4 · δAB + 2 · δAA′), is sensitive
to the number of atoms in the clusters as well as to the basis set (Fig. 6.13). It was
ensured that the δ values for the clusters and crystals are similar (Fig. 6.14).
Additionally, for clusters with c/a = 0.8 − 1.4 the optimization of interatomic
distances was performed with Gaussian 09 program [239] using the cc-pVDZ basis
set [240, 241] for all the atomic sorts. For the central atoms, the deviation of the opti-
mized nearest-neighbor distance between clusters and periodic structures was smaller
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Figure 6.14: Average delocalization index δ = 16(4 · δAB + 2 · δAA′) for the crystals with equi-
librium volumes (blue) and the corresponding X40H48 clusters (X = C or Si, red) for carbon
and silicon.
than 1%. For clusters with c/a ≤ 0.7 the geometry optimization was not performed
due to convergence problems.
The total DFT energy can be decomposed into the classical and non-classical con-
tributions,
Etot = Ekin + (Een + EH + Enn) + Exc = Ekin + Ees + Exc, (6.7)
where Ekin is the independent-electron part of the electronic kinetic energy, Een and
Enn are the electron-nuclei and nuclei-nuclei interaction energies, respectively, EH is
the electron-electron Coulomb energy, Ees is the total electrostatic energy and Exc is
the electron exchange and correlation energy. For the investigated crystal structures,
the change of the energy components along the transition pathway is similar for the
LSDA [242] and PBE [243] functionals.
Fig. 6.15 represents the LSDA results and shows that the electrostatic component
of the energy does not contribute to the stability of the β-Sn-type structures. Namely,
Ees either increases along the transition pathway (C, Ge, Sn) or exhibits a shallow
maximum at c/a ≈ 0.5 (Si). Moreover, the behavior of Ees slightly changes with
pressure, e.g., at p = 15 GPa Ees exhibits a shallow maximum at c/a ≈ 0.5 for both
Si and Ge. Hence, it is the exchange-correlation term that leads to the presence or
absence of the energy minimum at c/a ≈ 0.5. As mentioned in Sec. 3.2.2, the electron
correlation was not explicitly considered during the calculation of the non-classical part
of the interaction energies. Therefore only the exchange component of the interatomic
interaction energies (Ex, Eq. 3.22) was investigated for the A-B and A-A′ pairs of
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Figure 6.15: Total energy (a) and its electrostatic (b) and exchange-correlation (c) contribu-
tions, as given by the LSDA DFT functional (Eq. 6.7). ∆E = Ec/a − Ecd, where Ec/a and
Ecd are the energies (energy components) of the equilibrium structure with a certain c/a ratio
and of the corresponding cd-type structure, respectively.
In the investigated crystals the atoms are of course neutral, but in the clusters the
atoms have nonzero charges due to the charge transfer between the bulk (carbon or
silicon) and the hydrogen atoms, as well as due to the different atomic environment
(Table 6.4). In this work, the energetic effect of the non-zero atomic charges was
estimated by the electrostatic contribution to the interatomic interaction energies (Ees).
In Fig. 6.16a the error bars around Ex values for the AB and AA′ atomic pairs are
equal to ±Ees. It is evident that for structures with significant exchange interaction
energies, the corresponding classical components are much smaller than Ex. Hence,
we assume that the influence of charge transfer in the clusters on the atomic exchange
interaction energies is relatively small.
It was mentioned in Sec. 3.2.2 that the IQA exchange interaction energy can be
estimated from the corresponding delocalization index [97]. Hence, it is to be expected
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Table 6.4: QTAIM charges (q) of the A, B and A′ atoms in the X40H48 clusters, X = C, Si
(Fig. 6.13).
c/a
Carbon Silicon
q(A) q(B) q(A′) q(A) q(B) q(A′)
0.4 -0.056 -0.272 -0.059 -0.080 0.176 -0.193
0.5 -0.003 -0.129 -0.004 0.009 0.384 0.008
0.6 0.039 -0.050 0.038 0.004 0.459 0.067
0.7 0.071 -0.074 -0.007 0.022 0.574 0.148
0.8 -0.302 -0.058 0.000 -0.017 0.522 -0.016
0.9 -0.005 0.002 -0.005 -0.021 0.488 -0.021
1 -0.005 -0.010 -0.006 -0.026 0.610 -0.026
1.1 0.001 -0.015 0.001 -0.029 0.607 -0.029
1.2 0.008 -0.018 0.008 -0.027 0.606 -0.027
1.3 0.014 -0.021 0.014 -0.023 0.606 -0.024
1.4 0.018 -0.024 0.019 -0.019 0.606 -0.020
that the change of Ex with c/a is similar to the change of the delocalization indices. The
interaction energy for the atomic regions A and B (EABx ) becomes less negative along
the transformation pathway, whereas the AA′ interaction becomes more stabilizing (Fig.
6.16a). In contrast to the delocalization indices, the values of the interaction energies
vary significantly between the elements. For the cd-type structures, the EABx of carbon
is 50% larger compared to silicon, in accordance with the shorter bond distances for
the former element.
Fig. 6.16b shows that at the transition point, i.e. at c/a ≈ 0.8, the interaction
energy for the AA′ pair of atoms becomes lower (larger in absolute value) than the
energy of interaction between the second nearest neighbors (EADx ), in analogy to the
delocalization indices.
It is reasonable to assume that the change of the total energy during the transition
is determined mainly by the change of the nearest-neighbor (AB and AA′) interac-
tion energies. To proof this assumption, the average values of its exchange (Ex) and
electrostatic (Ees) components were calculated:
Ex, es =
1
6
(
4 · EABx, es + 2 · EAA
′
x, es
)
. (6.8)
Fig. 6.16c shows Ex for different c/a ratios, with error bars determined by Ees. Al-
though, as expected, Ex has one minimum for carbon, corresponding to the cd structure,
and two minima (at c/a ≈ 1.4 and c/a ≈ 0.5) for silicon, the trends of EABx and EAA
′
x
almost compensate each other, and the change of Ex during the transition is small
compared to the changes of EABx and EAA
′
x separately. As a result, the changes of Ex
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Figure 6.16: Change of the IQA exchange interaction energies with the c/a ratio: a) Ex±Ees
for the AB (blue) and AA′ (red) interactions; b) Ex ±Ees for the AA′ (red) and AD (green)
interactions (cf. Fig. 5.6); c) Ex ± Ees (Eq. 6.8).
and Ees are of the same order of magnitude. Therefore, for the chosen cluster size,
a quantitative conclusion about the source of the different total energy behavior for
carbon and silicon along the cd → β-Sn transition pathway cannot be stated safely.
The attempts to use larger clusters were not successful due to convergence problems
and a very long computational time for the interaction energy evaluation.
Correlation between Ex and ρb On the other hand, it is well-known that the value
of the electron density at a bond critical point (ρb) correlates well with the length and
the strength of the corresponding bond [73, 76–83, 244]. Figure 6.17 shows that the
exchange part of the AB and AA′ interaction energies in the clusters correlates linearly
with the corresponding ρb values in the examined range of interatomic distances (1.5-3.5
Å for carbon and 2.2-5.4 Å for silicon).
70
CHAPTER 6. ELECTRON DENSITY ANALYSIS OF THE CD → β-SN PHASE TRANSITION
0.05 0.10 0.15 0.20 0.25
Ρb
-0.30
-0.25
-0.20
-0.15
-0.10
-0.05
0.00
Ex, Ha
0.4
0.5
0.6
0.7
1.4
0.4
0.5
0.6
0.7
1.4
0.8
0.8
C40H48
0.02 0.04 0.06 0.08 0.10
Ρb
-0.15
-0.10
-0.05
0.00
Ex, Ha
0.4
0.7
1.4
0.4
0.5
0.6
0.7
0.8
1.4
0.5
0.6
0.8
Si40H48
Figure 6.17: Correlation between the exchange components of the IQA interaction energies for
the AB (EABx , blue points) and AA′ (EAA
′
x , red points) atomic pairs and the corresponding ρb
values for the X40H48 clusters (X = C, Si). Yellow lines: the linear regression plots. Selected
c/a ratios are shown as data labels.
6.2.4 Discussion
As expected from the geometrical considerations, the delocalization indices and inter-
action energies show the weakening of the primary AB bonds and the enhancement of
the interaction between the atoms A and A′ (Fig. 5.6) during the transition. The AA′
interaction becomes the second strongest interaction at c/a < 0.8, i.e. after the forma-
tion of the corresponding bond critical point, and rapidly increases upon the further c/a
decrease. Therefore, it is reasonable to assume that the energy decreases at c/a < 0.8
for Si, Ge and Sn because the strengthening of the AA′ interaction compensates the
structure destabilization due to the weakening of the AB bonds. However, the absence
of the energy decrease at c/a < 0.8 for carbon could not be quantitatively characterized.
The sum of the delocalization indices represents the valency of the atoms (2σ2),
which is close to four for all the elements (Fig. 6.7). This imposes a restriction on the
values of of the delocalization indices. For the investigated structures, the sharing of
the valence electrons between the AB and AA′ pairs of atoms essentially reflects the
change of the ratio between the corresponding interatomic distances, in analogy to the
electron density topology. This explains, why the evolution of the delocalization indices
along the transformation pathway is similar for all the elements and does not reflect
the absence of the cd→ β-Sn phase transition for carbon.
In contrast, the IQA interaction energies differ between the elements, being larger
for carbon than for silicon and changing more rapidly along the transition pathway.
However, as these energies were calculated for clusters only, the uncertainly of their
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determination was too high to describe the small change of the sum of the AB and AA′
interaction energies during the transition.
In the β-Sn-type structures, the delocalization indices and interaction energies are
similar for the AB and AA′ connections, reflecting the increase of the number of bonds
per atom during the transition. This process is accompanied by the enhancement of
the multicenter electron delocalization, which is revealed by the 3-center delocalization
indices and might be connected to the metallic character of the β-Sn-type structures
(cf. the band structures in Fig. A.9) [20,123,238].
The bonds in the carbon structures have considerably more two-center character
than in the structures of the other elements. At the same time, the observed band
gap decrease in the Si-Ge-Sn series of the cd-type structures does not correspond to
an increase of multicenter electron delocalization. In a recent work [245] the authors
showed a correlation between the band gap (Eg) and the bulk modulus (B0) for a
number of materials with the cubic diamond and zinc blende structures. They stated
that both Eg and B0 decrease as the bonds in the structures become more delocalized.
This issue is discussed in Sec. 7.1.3.
For clusters, the exchange interaction energies (Ex) correlate linearly with the elec-
tron density values at the corresponding bond critical point (ρb). It can be assumed
that the correlation between Ex and ρb holds for the crystal structures as well. For the
present investigation, the usage of the ρb value as the bond strength indicator has an
advantage of being readily available for periodic structures as well as for procrystal den-
sities. In the next section, the ρb values are used for the investigation of the conditions
for the β-Sn structure formation.
6.3 Local indicators:
∑
ρb values
Geometrical considerations as well as the DIs and interaction energies reveal that the
largest change along the transformation pathway involves the AB- and AA′-type inter-
actions (Fig. 5.6). Hence, as a density-based criterion of the structural stability, we
have chosen the sum of the electron density values at its critical points between the
corresponding atoms, ∑
ρb = 4 · ρABb +2 · ρAA
′
b . (6.9)
In this section the ability of
∑
ρb to recover the character of the energy change along
the transformation pathway for the structures of C, Si, Ge and Sn is investigated.
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6.3.1 Optimized electron densities
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Figure 6.18: Change of the ρb values for the AB and AA′ atomic pairs (a), the total energy
of the crystals (b),
∑
ρb (Eq. 6.9) for the optimized electron densities (c) and
∑
ρb for the
procrystal densities (d) along the cd→ β-Sn transition pathway for the equilibrium structures
of C, Si, Ge and Sn. The plots for ∆Etot were shown in Fig. 6.15a and are repeated here to
highlight to correlation between Etot and
∑
ρb.
For all the elements, ρABb decreases and ρAA
′
b increases along the transition pathway
(Fig. 6.18a), in analogy to the corresponding interaction energies (Fig. 6.16a). The
electron density values decrease in the C-Si-Ge-Sn series, being for carbon significantly
higher than for the other elements. Fig. 6.18b and 6.18c show that the change of
∑
ρb
mirrors the total energy change along the transition pathway and exhibits maxima for
the stable structures, i.e. one maximum (at c/a ≈
√
2) for carbon and two maxima
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(at c/a ≈
√
2 and c/a ≈ 0.5) for the other elements. The correlation between
∑
ρb
and the energy of the structures allows to presume that the instability of the β-Sn-
type structure of carbon (i.e. the absence of the energy minimum at c/a ≈ 0.5) can
be understood by exploring, why the
∑
ρb maximum at c/a ≈ 0.5 is absent for this
element.
As in the structures with c/a > 0.8 the atoms A and A′ are not connected by a
bond path, the electron density at the cage critical point between the atoms A and A′ is
used. Moreover, for Ge and Sn a better correlation between
∑
ρb and the total energy
is observed if we take into account only the valence electron density. Its evaluation
was done by setting up the "energy_window" parameter in the DGrid input (see Table
A.9). To rationalize this fact, we note, that the valency of the atoms, measured by 2σ2,
is for Ge and Sn close to 4 (see Fig. 6.7), which suggests that the localized electron pairs
between the atoms are formed by the four valence (s- and p-) electrons. Hence, the d-
electrons of the penultimate atomic shell should not affect significantly the interatomic
exchange interaction energies.
However, the d-electron density decays slowly from the nuclei, and for short inter-
atomic contacts constitutes a significant part of the electron density at the midpoint
between the atoms. As the AB distance in the cd-type structure is shorter than in the
β-Sn-type structure, the "chemically inert" d-electrons contribute more significantly to∑
ρb for the cd- than for the β-Sn-type structures. Therefore, the cd-type
∑
ρb max-
imum is enhanced with respect to the β-Sn-type maximum due to the presence of the
d-electrons (Fig. 6.19). In Fig. 6.18 only the valence ρb values are shown for Ge and
Sn.
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Figure 6.19: Influence of the d-electrons on the
∑
ρb values for the equilibrium bct structures of
Ge and Sn with different c/a ratios. Blue: full electron density, red: valence electron density.
The difference
∑
ρb(c/a)−
∑
ρb(0.5) is shown.
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As discussed in Sec. 6.2.3, the energy minimum corresponding to the β-Sn-type
structures is due to the exchange-correlation contribution to the total energy (Exc).
Hence, the maximum of
∑
ρb at c/a ≈ 0.5 is a result of the correlation between
∑
ρb
and Exc. In Fig. 6.20, the energy of the crystal, as well as its exchange-correlation and
electrostatic (Ees, Eq. 6.7) components, are plotted against the sum of the electron
density values at the bond critical points.
The exchange-correlation energy contribution decreases with the increase of
∑
ρb,
however, for the same value of
∑
ρb, Exc is for the structures with c/a < 0.8 (green lines
for Si, Ge and Sn in Fig. 6.20b) lower than for c/a > 0.8 (red lines). The electrostatic
energy contribution increases along the transition pathway for all the c/a ratios except
the c/a = 0.4 and c/a = 0.5 structures of silicon. In the range of c/a > 0.8, Ees
decreases with
∑
ρb, but for 0.5 < c/a < 0.8 it increases with
∑
ρb. For carbon the
sum of the electron density values decreases monotonically along the transition pathway
and correlates linearly with Exc and Ees in the whole range of the c/a ratios.
Interestingly, for Ge and Sn Exc(
∑
ρb) and Ees(
∑
ρb) change the slope at the transi-
tion point (c/a ≈ 0.8), but the total energy decreases almost linearly with the increase
of
∑
ρb in the entire range of the c/a ratios (Fig. 6.20a). The Exc and Ees values for
the structure with c/a = 0.4 lie close to the regression lines for c/a > 0.8 (red lines).
This might result from the large volume of this structure (Fig. 6.21), cf. the discussion
below.
It was shown in Sec. 6.2.3 that the exchange component of the IQA interaction
energy for the AB and AA′ pairs of atoms correlates linearly with the electron density
value at the corresponding bond critical point (Fig. 6.17). To explain the different
values of Exc for the same
∑
ρb values in the periodic structures, we note that this
energy contribution contains, beside the energy of the nearest-neighbor interactions,
also the interaction with the atoms outside the first coordination sphere, as well as the
correlation correction to the energy.
If the volume does not change along the transition pathway then the Exc term
correlates linearly with
∑
ρb, as it is represented by the dashed lines in Fig. 6.22.
These regression lines reveal that the smaller the volume, the faster the decrease of
the exchange-correlation energy contribution with the increase of
∑
ρb. For carbon the
change of the volume along the transition pathway is small, and the points correspond-
ing to the equilibrium volumes for different c/a ratios (blue) lie close to the regression
line for the equilibrium volume of the cd-type structure (V0, red line in the left diagram
in Fig. 6.22). For silicon the volume changes by around 25% during the transition, and
75
6.3. LOCAL INDICATORS:
∑
ρB VALUES
(a)
0.8 0.9 1
ÚΡb
0.00
0.05
0.10
0.15
0.20
0.25
DEtot ×10
3
, Ha
0.4
0.5
0.6
0.7 0.8
0.9 1.0
1.1
1.3
1.4
0.32 0.34 0.36
ÚΡb
0.00
0.01
0.02
0.03
0.04
0.05
DEtot ×10
3
, Ha
0.4
0.5
0.8
0.9
1.1
1.4
0.25 0.27 0.29
ÚΡb
0.00
0.01
0.02
0.03
0.04
DEtot ×10
3
, Ha
0.4
0.5
0.8
0.9
1.1
1.4
0.17 0.18 0.19
ÚΡb
0.00
0.01
0.02
0.03
0.04
DEtot ×10
3
, Ha
0.4
0.6
0.7
0.8
0.9
1.1
1.4
(b)
0.8 0.9 1
ÚΡb
0.00
0.05
0.10
0.15
DExc ×10
3
, Ha
0.4
0.5
0.6
0.7
0.8
0.9
1.0
1.1
1.3
1.4
0.32 0.34 0.36
ÚΡb-0.04
-0.02
0.00
0.02
0.04
DExc ×10
3
, Ha
0.4
0.5
0.7
0.8
0.9
1.4
0.25 0.27 0.29
ÚΡb
0.00
0.01
0.02
0.03
0.04
0.05
DExc ×10
3
, Ha
0.4
0.5
0.8
0.9
1.1
1.4
0.17 0.18 0.19
ÚΡb
-0.01
0.00
0.01
0.02
0.03
0.04
DExc ×10
3
, Ha
0.4
0.5
0.7
0.8
0.9
1.4
(c)
0.8 0.9 1
ÚΡb
0.0
0.1
0.2
0.3
DEes ×10
3, Ha
0.4
0.5
0.6
0.7 0.8
0.9 1.0
1.1
1.3
1.4
C
0.32 0.34 0.36
ÚΡb
0.00
0.05
0.10
DExc ×10
3, Ha
0.4 0.50.7
0.8
0.9
1.1
1.4
Si
0.25 0.27 0.29
ÚΡb
0.00
0.01
0.02
0.03
0.04
0.05
DEes ×10
3, Ha
0.4
0.5
0.8
0.9
1.1
1.4
Ge
0.17 0.18 0.19
ÚΡb
0.00
0.01
0.02
0.03
DEes ×10
3, Ha
0.4
0.5
0.8
0.9
1.1
1.4
Sn
Figure 6.20: Correlation of the total energy (a), the exchange-correlation (b) and the elec-
trostatic energy components (c) with the
∑
ρb (Eq. 6.7, LSDA DFT calculations) for the
equilibrium structures with different c/a ratios. Red and green lines show the least square
fit for c/a > 0.8 and 0.8 ≤ c/a ≤ 0.5, respectively. ∆E = Ec/a − Ecd; chosen c/a ratios are
shown as data labels.
most of the points for the equilibrium structures appear close to the regression lines for
the corresponding volumes (see the inset in the right diagram in Fig. 6.22, where the
V/V0 ratios for several equilibrium structures with different c/a ratios are shown by the
blue numbers). Thus, the absence of linear correlation between Exc and
∑
ρb for the
entire range of c/a ratios results from the change of the volume during the transition.
A possible reason of the different slopes of the Exc(
∑
ρb) regression lines for different
volumes is the enhancement of the long-range interactions during the compression, as
discussed in Sec. A.7. On the other hand, the expression for Exc is determined by the
chosen DFT functional and contains the correlated part of the kinetic energy, which
can also give rise to the faster decrease of Exc with
∑
ρb for smaller volumes. For a
quantitative characterization of this issue, further investigation is required.
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Figure 6.21: Change of the equilibrium volume along the transition pathway.
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Figure 6.22: Correlation between the exchange-correlation LSDA energy component (Exc, per
atom) and the
∑
ρb values for the C and Si structures with equilibrium volumes (Veq.) and
with constant volumes V = (0.6 − 1.0)V0, where V0 - equilibrium volume for the cd-type
structure. Dashed lines: least square fit for constant volumes. The inset in the right diagram
enlarges the rectangle-framed area; blue numbers in the inset show the V/V0 ratios for selected
equilibrium structures.
6.3.2 Procrystal densities
To investigate the influence of the atomic rearrangement on the change of
∑
ρb during
the transition, ρb values for the procrystal densities were calculated (Fig. 6.18d). The
atomic setup used was the same as for the investigation of the electron density topol-
ogy (Sec. 6.1.2). As discussed in Sec. 6.1, the topologies of the electron density for
procrystals and for the related periodic structures coincide. In contrast, the change of∑
ρb for procrystals along the transition pathway differs from that for the optimized
densities, in analogy to the results of other authors [246].
The maximal values of
∑
ρb corresponding to the cd-type structures (c/a ≈ 1.4) are
significantly increased in the optimized electron densities compared to the procrystal
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densities, indicating the strong covalent character of interactions in the cd-type struc-
tures. In contrast, the pronounced
∑
ρb maximum for the β-Sn-type structures of Si,
Ge and Sn (c/a ≈ 0.5) is reproduced by the corresponding procrystal densities. As this
maximum appears already without taking into account the interatomic interactions, it
must result from the change of atomic positions during the transition.
6.3.3 "Tail-model" densities
To examine, why the β-Sn-type maximum of
∑
ρb is small for procrystal densities of
carbon compared to the other elements, we applied the "tail model" similar to the one
used in the Section 6.1.3.The electron density decay with the distance from the nucleus
is described by an exponential function (Eq. 6.1).
The minimal atomic setup for the
∑
ρb evaluation consists
of the three positions A, B and A′ (Fig. 6.23). The ρABb and ρAA
′
b
values were taken at the A-B and A-A′ midpoints. The influence
of the atom A′ on the electron density at the point E was shown
to be negligible, hence ρABb ≈ 2ρ
(
lAB
2
)
, ρAA′b = 2ρ
(
l
AA′
2
)
+ρ(lAB),
and
∑
ρb is evaluated as follows:∑
ρb = 4 ρ
AB
b +2 ρ
AA′
b = 8ρ
(
lAB
2
)
+4ρ
(
lAA′
2
)
+2ρ(lAB), (6.10)
where
lAB =
3
√
V
2 · c/a
√
(c/a)2
4
+ 1,
lAA′ =
3
√
4V · (c/a)2,
and V is the volume per atom.
lAA′
lAB
lAB
A
B
A′
H
E
Figure 6.23: Atomic
positions for the "tail-
model"
∑
ρb evaluation
To eliminate the unit cell volume from Eq. 6.10, the distances were scaled by the
value of 3
√
Vcd, where Vcd is the volume per atom for the cd structure. Then,
ρ(r′) = ke−αr = ke−γr
′
, (6.11)
where r′ = r3√Vcd and γ = α ·
3
√
Vcd. The value of 1/γ determines the radial distance at
which the electron density of a free atom is reduced by the factor of e, in the units of
3
√
Vcd for the corresponding cd structure. To compare directly the change of
∑
ρb along
the transformation pathway for the optimized, procrystal and "tail model" densities,∑
ρb values were scaled by the value for the β-Sn-type structure with c/a = 0.5. For
a particular c/a ratio, the value of
∑
ρb(c/a)/
∑
ρb(0.5) depends on two parameters,
namely on γ and on the change of the unit cell volume with c/a:
∑
ρb(c/a)∑
ρb(0.5)
= f
(
γ,
Vc/a
Vcd
)
.
Fig. 6.24 shows that the change of
∑
ρb along the transition for the 3-atom "tail
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model" (red) is in good agreement with the one for the 22-atom procrystal densities
(green). Hence, we can use the 3-atom "tail model" to investigate the structural pa-
rameters which favor the β-Sn-type structure formation.
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Figure 6.24: Change of
∑
ρb along the transition pathway for the equilibrium structures. Blue:
optimized ρ for periodic structures, green: procrystal ρ (22 atoms, cf. Fig. 6.1b), red: "tail-
model" ρ (3 atoms, Fig. 6.23). To compare the change of
∑
ρb for the models with different
number of atoms, the
∑
ρb(c/a)/
∑
ρb(0.5) values are shown.
Fig. 6.25a shows the change of
∑
ρb for the "tail model" along the transition
pathway for V = Vcd and different γ values. If the volume is constant then
∑
ρb has
only one maximum at c/a ≈ 1.4 in a wide range of γ values. This behavior is in
agreement with the results of
∑
ρb and Exc calculation for the periodic structures of
carbon and silicon with constant volumes (Fig. 6.26). For the investigation of the
∑
ρb
dependence on the volume change (Fig. 6.25b), the value of γ = 7 (between carbon
and silicon) was taken.
Fig. 6.25b shows the change of
∑
ρb with c/a for different rates of the volume
contraction, which are determined by the relative volume change δV = 1
Vcd
(Vcd − Vβ-Sn)·
100%. The blue lines correspond to the model in which the volume decreases linearly
along the transition pathway. They show that if the volume does not change or decreases
slowly (cf. the V = const and δV = 10% lines in Fig. 6.25b) then
∑
ρb has the
maximum at c/a ≈ 1.4 and decays with the c/a decrease till c/a ≈ 0.6, as it is observed
for carbon. In contrast, if the volume contraction during the transition is larger than
(roughly) 15% of Vcd (the lines for δV = 20% and δV = 30%) then
∑
ρb increases
along the transformation pathway, resembling the behavior for the procrystal density
of silicon (Fig. 6.18d).
According to the energy minimization, for a constant pressure the volume decreases
nonlinearly with the decrease of c/a (Fig. 6.21). The volume contraction during the
cd → β-Sn transition for Si, Ge and Sn amounts to 20-25%, whereas for carbon it is
only 5% of Vcd. Thus, the absence of the
∑
ρb maximum at low c/a for carbon is caused
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Figure 6.25: Change of
∑
ρb(c/a)∑
ρb(0.5)
with c/a in the "tail model" (Eq. 6.11). a) Constant volume:
V (c/a) = V (
√
2) ≡ Vcd; b) constant exponential coefficient γ = 7. Purple and green lines
in the diagram (b) correspond to the equilibrium volumes for the structures with different
c/a ratios for C and Si, respectively. Blue lines in the diagram (b) correspond to the linear
decrease of V with c/a; δV = 1Vcd (Vcd − Vβ-Sn).
by the too small volume change during the transition for this element.
The correlation between
∑
ρb and the total energy implies that the energy behavior
along the transition pathway is mainly determined by the covalent nearest-neighbor
interaction energy (ENNxc ). We note, however, that for carbon the total energy increases
along the transition pathway even if the volume contraction is large, due to the increase
of the classical energy component (Fig. A.6), as discussed in Sec. A.7.
6.3.4 Discussion
In the investigated crystal structures, the increase of the sum of the electron density
values at the bond critical points connected with an atom corresponds to the decrease
of the energy of covalent interactions in the system (Exc). The minima of Exc and the
total energy for the cd- and β-Sn-type structures correspond to the atomic arrangements
with the maximal values of
∑
ρb.
The two stable (cd- and β-Sn-type) structures can be seen as the examples of two
different ways to increase the electron density around an atom, as highlighted in Fig.
6.27. For the cd-type structures the interatomic contacts are short, and the density
is substantially enhanced due to the strong covalent interactions. In contrast, for the
β-Sn-type modifications the bonds are longer and the density values at their midpoints
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Figure 6.26: Change of
∑
ρb along the transition pathway for the optimized electron densities
in the crystal structures of C and Si. Blue lines: equilibrium volumes for c/a = 0.4 − 1.4;
red, green and purple lines: constant volumes V = (0.6− 1.0)V0, where V0 is the equilibrium
volume for the corresponding cd-type structure.
are lower. However,
∑
ρb is enhanced due to the increase of the number of nearest
neighbors when compared to the cd-type structures.
low energy
large
∑
ρb
large
ρb values
short bonds
cd-type structure
large
number of bonds
long bonds
β-Sn-type structure
Figure 6.27: Two ways to increase
∑
ρb in the structures with the symmetry I41/amd.
The primary bond weakening due to the increase of the nearest-neighbor distances
along the transition pathway is compensated by the enhancement of interactions with
the new neighbors only if the primary bond elongation is not too large. Therefore,
the energy of covalent interactions stabilizes the β-Sn-type structure only if its volume
is relatively small, which implies a significant volume contraction during the phase
transition. For carbon, the small difference between the equilibrium volumes of the cd-
and β-Sn-type structures can be indirectly connected with the small compressibility of
the carbon structures, which is discussed in Sec. 8.2.3.
Of course, the total energy change upon an atomic rearrangement is determined
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by the relation between different energy contributions (exchange-correlation, Coulomb,
kinetic). The change of
∑
ρb provides a criterion for the enhancement of the nearest-
neighbor covalent interactions, but to evaluate the change of the total energy, other
energy contributions must be taken into account. In general, neither the maximum of∑
ρb ensures the total energy minimum for a certain set of structural parameters, nor
the absence of the
∑
ρb maximum necessary means that the corresponding structure is
unstable.
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7.1 Topology and local indicators
7.1.1 ELI-D topology
The change of the electron localizability indicator (ELI-D [61]) along the transition
pathway for the equilibrium structures is shown in Fig. 7.1. In the cd-type structures
each atom shares four ELI-D bond attractors with its nearest neighbors. For C, Si and
Ge these attractors are situated at the bond midpoints, whereas for tin there is a ring
critical point of ELI-D at the bond midpoint and the so-called ELI-D ring attractor at
a certain distance around the bond line. This issue is discussed in detail in Sec. 7.1.4.
Upon the c/a decrease, the high-ELI-D regions merge pairwise in the AA′ direction,
resulting in the formation of a new ELI-D attractor shared by the atoms A and A′ at
c/a ≈ 0.5 for carbon and at c/a ≈ 0.6 for Si, Ge and Sn. For Ge and Sn the structures
with c/a = 0.6 are shown for p = 7 GPa, since in the equilibrium structures the new
AA′ ELI-D maxima are hardly visible. In the stable β-Sn-type structures of Si, Ge
and Sn each atom shares six bond attractors with its neighbors (four AB-type and two
AA′-type neighbors).
As discussed in Sec. 6.1, for the electron density the new bond critical points
are formed close to the transition structure (c/a ≈ 0.8). In contrast, the new ELI-D
attractors appear at c/a ≈ 0.5, which is close to the c/a ratios corresponding to the
stable β-Sn-type structures. It should be noted that the ELI-D topology with six shared
attractors around each atom is possible only in a narrow range of the c/a ratios. For
c/a ≥ 0.6 the common AA′ maxima are not formed, and by the decrease of c/a below
0.5, the primary valence attractors between the atoms A and B split into two maxima.
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c/a
C Si Ge Sn
core AB AA′ core AB AA′ core AB AA′ core AB AA′
0.4 1.32 1.33 1.51 1.27 1.28 1.5 1.08 1.09 1.16 1.05 1.035 1.05
0.5 1.32 1.467 1.355 1.32 1.48 1.4 1.08 1.18 1.14 1.05 1.1 1.06
0.6 1.32 1.56 1.32 1.58 1.23 1.08 1.22 1.061 1.05 1.11 1.007
0.8 1.32 1.68 1.32 1.67 1.08 1.26 1.05 1.14
1.4 1.32 1.8 1.32 1.8 1.08 1.34 1.05 1.17
Figure 7.1: ELI-D distributions for the equilibrium structures of C, Si, Ge and Sn. For Ge and
Sn the structures with c/a = 0.6 are shown at p = 7 GPa, since in the equilibrium structures
the new AA′ ELI-D maxima are hardly visible. The table shows ΥσD values at the isosurfaces
for core maxima (gray, green and blue spherical objects), as well as for the AB (yellow) and
AA′ (red) bond maxima.
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Interestingly, for the equilibrium volumes there is a clear difference in the change
of the ELI-D topology between carbon and the other elements. Fig. 7.1 shows that in
the carbon structure with c/a = 0.5 the new shared maximum between the atoms A
and A′ is not formed yet, but the primary AB maxima are already split. Thus, there
is no c/a ratio at which the carbon atoms in the β-Sn-type structure share six bond
attractors with their neighbors. Hence, we can assume that the ELI-D topology with
split valence attractors is a signature of instability of the corresponding structure. In
the bonding evolution theory [247], the split of the ELF bond maximum is attributed
to the break of the corresponding covalent bond. Accordingly, it can be said that the
cd → β-Sn transition is possible if the new AA′ bond is formed without the break of
the primary AB bond.
Although a clear theoretical evidence of the connection between the ELI-D topology
and the energy of the system is absent, stable structures with split ELI-D maxima are
very uncommon. Llusar et al. used the term "protocovalent bond" for the situations
in which the ELF bond basin is split at the equilibrium interatomic distance [248]. It
was observed for the F-F bond in the F2 molecule [120, 248, 249], and recently also
in the CaF2 crystal [250]. The bond nature in the F2 molecule and the reasons for
its low dissociation energy are still under debate [251–255]. The analysis with the
domain-averaged Fermi-hole orbitals [101] suggested that at the equilibrium distance
the F-F bond in F2 is already partially dissociated [253], which supports our assumption
about the connection between the split of the ELI-D attractor and the instability of
the corresponding bond.
Influence of the unit cell volume on the ELI-D topology To investigate, to
what extent the change of the ELI-D topology is affected by the volume change during
the transition, the β-Sn-type structures with different volumes were examined. The c/a
ratios were set to the optimal values for these structures given in the Table 5.1. The
results of the analysis are collected in the Table 7.1. There, rcore is the distance between
the position of the nucleus and the ELI-D minimum separating the valence and the core
atomic shells in the AB or AA′ direction, and dval is the distance between the core shells
of the neighboring atoms (the width of the valence region along the chosen interatomic
line). The results show that, as expected, the decrease of the volume mainly affects
the width of the valence area between the atoms, while the core radii are not changed
significantly upon compression. Moreover, as the core basins are almost spherical (cf.
Fig. 7.1), the core radii have nearly identical values along the AB and AA′ directions.
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Table 7.1: Bond distances, core radii (rcore) and ELI-D valence shell widths (dval, cf. Fig.
7.2) for the β-Sn-type structures with different volumes V β-Sn. The "split" column indicated
the split of the corresponding ELI-D valence attractor ("−" - shared attractor, "+" - split
attractor). The distances are given in bohr radii, V cd0 is the equilibrium volume of the cd-type
structure.
AB bond AA′ bond
V β-Sn
V cd0
bond
length rcore dval split
bond
length rcore dval split
C
1 3.41 0.58 2.24 + 3.49 0.59 2.31 +
0.8 3.16 0.58 2.01 + 3.24 0.59 2.06 +
0.75 3.10 0.57 1.95 − 3.17 0.59 2.00 +
0.65 2.95 0.57 1.82 − 3.03 0.58 1.86 +
0.6 2.88 0.57 1.75 − 2.95 0.58 1.79 −
Si
1 5.21 1.19 2.84 + 5.25 1.19 2.86 +
0.85 4.93 1.18 2.57 + 4.97 1.19 2.59 +
0.8 4.83 1.18 2.48 − 4.87 1.19 2.50 +
0.75 4.73 1.17 2.38 − 4.77 1.19 2.40 −
Ge
1 5.39 1.40 2.60 + 5.57 1.40 2.76 +
0.95 5.30 1.39 2.51 − 5.48 1.40 2.67 +
0.9 5.20 1.39 2.42 − 5.38 1.40 2.57 +
0.85 5.10 1.39 2.33 − 5.28 1.40 2.47 −
Sn
1 6.18 1.81 2.56 − 6.37 1.83 2.71 +
0.95 6.08 1.81 2.46 − 6.26 1.83 2.60 +
0.9 5.97 1.81 2.35 − 6.15 1.83 2.49 +
0.85 5.86 1.80 2.25 − 6.03 1.83 2.38 −
Interestingly, while the volume of the structures in the C-Si-Ge-Sn series increases
substantially, the valence shell widths are similar (Table 7.1), in agreement with the
results of other authors [172, 245]. If the ratio between the volume of the β-Sn-type
structure and the equilibrium volume of the cd-type structure
(
V β-Sn/V cd0
)
is kept
constant then dval for carbon is smaller than for the other elements and decreases in
the series from silicon to tin.
The presence or absence of the shared ELI-D attractor for a given pair of atoms is
indicated in the "split" column of the Table 7.1 ("−" - shared attractor, "+" - split
attractor). The analysis shows that for the investigated structures a common bond
maximum between two atoms is formed if the distance between their core regions (dval)
is smaller than (roughly) 2 bohr for carbon and 2.5 bohr for Si, Ge and Sn.
This requirement imposes a restriction to the bond length, and correspondingly to
the volume of the structures. For the β-Sn-type structure of carbon with c/a = 0.53,
both the AB and AA′ bond attractors are not split if the volume of this structure
(V β-Sn) is around 60% of the equilibrium volume of the cd structure (V cd0 ). The β-Sn-
type structure of Si has six shared bond attractors if V β-Sn ≤ 0.75 · V cd0 . In case of Ge
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and Sn, the volume of the β-Sn-type structures in which the attractors are not split
amounts to less than 85% of V cd0 (Table 7.1). For Si, Ge and Sn already the equilibrium
volumes of the β-Sn-type structures are sufficiently small for the split ELI-D attractors
to be absent. In contrast, for carbon the volume V β-Sn = 0.6 · V cd0 would correspond to
the pressure of around 450 GPa.
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shared
attractor
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1.0
1.5
2.0
UD
V β-Sn = 1.0 V cd0
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split
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Figure 7.2: ELI-D distribution along the AB line in the Si(β-Sn) structures with volumes
V β-Sn = 0.75 V cd0 and V β-Sn = V cd0 , where V cd0 - equilibrium volume of the cd-type structure
of silicon. The marked lengths rcore and dval correspond to the core radius and the valence
shell width, respectively.
7.1.2 ELI-D values at the attractors
For a more detailed characterization of the change of the ELI-D distribution along
the transition pathway, the ELI-D values at the valence attractors (Table A.10) were
investigated. Fig. 7.3a shows that the height of the AB ELI-D maximum decreases
during the transition, whereas the values at the new AA′ attractor (c/a = 0.4 - 0.6)
increase. In general, the values of ELI-D at the attractors decrease with the increase
of the interatomic distance. However, Fig. 7.3b shows that for the same interatomic
distance for a given element, ELI-D values at the AB attractors are higher than at the
AA′ attractors. The same is true for the correlation between the ELI-D values and the
valence shell width (dval, Fig. 7.2), as represented in Fig. 7.3c. This might be a hint
towards a difference in the character of interaction for the pairs of atoms A-B and A-A′,
but its quantification is not straightforward. In regions where the electron density is
mainly determined by a single orbital, high values of ELF were shown to correspond to
high orbital localization [256]. However, for real systems with many occupied orbitals,
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the one-to-one correlation between the ELF or ELI-D values and the degree of orbital
localization was shown to be not evident [63].
Fig. 7.3a shows that the ELI-D values at the bond attractors in the cd-type struc-
tures are similar (for Sn) or higher than the ELI-D valence maxima for the corresponding
free atoms (shown by the dashed lines, see also Table 7.2). This can be explained by
noticing that due to the spherical symmetry, in the free atoms all the valence (s- and p-)
orbitals participate in the valence region. In contrast, in the cd-type structures there
is primarily just one (sp3-type) orbital localized in the bonding regions (cf. Sec. A.9),
which leads to the increase of the Fermi-hole curvature (gσ, Eq. 3.24) and the increase
of the ELI-D value at the bond maxima.
For carbon and silicon the ELI-D values are very close, although both the interatomic
distance and the valence shell width is for silicon significantly larger than for carbon.
For Ge and Sn the values of ELI-D are lower than for C and Si, which can be attributed
to the presence of the d-electrons in the valence area of these elements (cf. Sec. 7.1.4).
During the transition, ELI-D values at the AB bond maxima decrease, and in the
β-Sn-type structures the valence ELI-D maxima are lower than the maxima for the free
atoms.
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Figure 7.3: ELI-D values at the bond attractors in the equilibrium structures of C, Si, Ge and
Sn with different c/a ratios. a) Change along the transition pathway, b) correlation with the
interatomic distances l, c) correlation with the valence shell width dval (Fig. 7.2). Filled circles
- AB attractors, open circles - AA′ attractors. Dashed lines in the diagram (a) correspond to
the ELI-D valence maxima for the free atoms.
Fig. 7.4 shows that in the investigated pressure range the change of the ELI-D
maximum height under compression is for Ge and Sn significantly stronger than for C
and Si. For carbon the ELI-D value increases with pressure for all c/a ratios except
c/a = 0.4 (Table A.10), whereas for silicon this decrease occurs in the structures with
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c/a > 1.1, for Ge - at c/a ≥ 0.8 and for Sn the ELI-D maxima lower under pressure in
almost the entire range of c/a ≥ 0.6.
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Figure 7.4: ELI-D values at the AB bond attractor for the equilibrium volumes (Veq.) and for
the volumes corresponding to the pressures p = 7 and 15 GPa.
A possible explanation for the strong ELI-D maxima lowering with pressure for Ge
and Sn can be the enhanced contribution of the penultimate shell electrons in the valence
region upon the decrease of the interatomic distances, as discussed in Sec. 7.1.4.
7.1.3 Comparison with ELI-D for the free atoms
For free atoms the ELI-D distribution is spherical, whereas in the cd-type structure of
carbon the distance between the nucleus and the valence shell maximum along the AB
bond line (rAB, Fig. 7.5) is longer than the distance to the valence maximum in the
AA′ direction (rAA′), as revealed by the rAB / rAA′ ratio in Fig. 7.5. For silicon, the
ELI-D distribution is more spherical than for carbon (rAA′ is closer to rAB), whereas the
ELI-D valence shell in the cd-type structures of Ge and Sn is even slightly contracted
along the bond lines (rAA′ / rAB < 1). In the β-Sn-type structures, rAA′ is the distance
between the nucleus and the AA′ bond attractor. If the ELI-D maxima are not split
then rAA′ =
lAA′
2
. Hence, rAB / rAA′ ratio is fixed by the c/a ratio and is equal to 1 for
c/a ≈ 0.52. The values of rAB and rAA′ are given in the Table 7.2.
The uniformity of the ELI-D distribution at the valence shell around an atom can
be characterized by the comparison of the maximal ELI-D values along the different
radial lines as well as by corresponding ELI-D tangential curvatures. In the cd-type
structures, the two ELI-D curvatures at the AB midpoint, corresponding to the ELI-
D Hessian eigenvectors normal to the AB line, are equal by symmetry. In the AA′
direction, ELI-D is maximal at the saddle point separating two high-ELI-D regions. In
the Table 7.2 the positive ELI-D curvature at this saddle point is given, which shows
how steep is the local ELI-D minimum between the two valence attractors. Both the
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Figure 7.5: Top diagrams: red spheres - ELI-D attractors, green spheres - ELI-D saddle points;
arrows show the distances between the nuclei and the ELI-D valence maxima along the AB
and AA′ directions (rAB and rAA′ , respectively). Bottom diagrams: ELI-D distributions for
the cd- and β-Sn-type structures (with c/a = 1.4 and c/a = 0.5, respectively) at the pressure
p = 7 GPa.
difference between the maximal and the minimal valence shell ELI-D values around
the atoms (∆ΥD) and the decrease of the tangential ELI-D curvatures in the C-Si-Ge-
Sn series show that the ELI-D distribution at the ELI-D valence shell becomes more
uniform in the investigated series of elements.
For several elemental metal structures, low ELF values at the valence maxima and
a small difference between the ELF values at the bond attractors and at the saddle
points separating two bond maxima were observed [123,257]. Silvi and Gatti suggested
these features to be characteristic for the metallic bond [123]. In Fig. 7.1, the color
scales are set in such a way that the difference between the ELI-D values assigned to
the maximum and minimum colors (white and purple, respectively) is the same for
all the diagrams. The small variation of colors at the
(
1
2
00
)
planes in the β-Sn-type
structures as compared to the ones in the cd-type structures corresponds to the more
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Table 7.2: Parameters of the ELI-D distribution for C, Si, Ge and Sn (equilibrium cd-type
structures and the free atoms). rAB,AA′ , Υ
AB,AA′
D and λ
AB,AA′
⊥ are the valence shell radii, ELI-
D maximal values and the ELI-D curvatures normal to the interatomic line, respectively, along
the AB and AA′ directions in the cd-type structures. ∆ΥD = ΥABD − ΥAA
′
D . rval, ΥD(rval)
and λ⊥(rval) are the valence shell radius, ELI-D value at the valence maximum and the ELI-D
tangential curvature at the valence maximum, respectively, for free atoms.
C Si Ge Sn
cd structures
rAB 1.45 2.21 2.30 2.66
rAA′ 1.24 2.04 2.33 2.75
ΥABD 1.90 1.88 1.37 1.22
ΥAA
′
D 1.24 1.19 1.07 1.03
∆ΥD 0.66 0.69 0.30 0.19
λAB⊥ -2.13 -0.66 -0.1 0.0002
λAA
′
⊥ 1.69 0.88 0.32 0.17
pt, GPa 1575 7.1 10.3 0.7
free atoms
rval 1.46 2.23 2.61 3.2
ΥD(rval) 1.58 1.51 1.27 1.22
λ⊥(rval) 0.0
uniform ELI-D distribution in the former structures. Thus, for a chosen element a
qualitative correlation is observed between the band gap closure during the cd→ β-Sn
phase transition (Fig. A.9) and the change of the ELI-D distribution. In contrast, for
different elements ∆ΥD does not correlate with the band gap. For example, ∆ΥD for
the cd structure of carbon is smaller than for the corresponding silicon structure.
Additionally, the ELI-D distributions in the cd-type structures of C, Si, Ge and
Sn was compared with the ELI-D for the corresponding free atoms. ELI-D for free
atoms was obtained for the single-state wavefunctions from the DFT (LDA) calculations
with the ADF package [258] using the Slater-type QZ4P basis set [228]. The ELI-D
distributions are plotted in Fig. 7.6. Table 7.2 shows that for carbon and silicon the
AB bond length lAB = 2 rAB is close to 2rval, where rval is the valence shell radius of
the free atom (the distance between the nucleus and the valence shell maximum).
For Ge and Sn rAB is significantly smaller than rval, which might be caused by the
influence of d-electrons on the position of the valence ELI-D maximum for the free atoms
of Ge and Sn. The d-electrons lower the ELI-D in the regions close to the core shell
and shift the valence ELI-D maximum for Ge and Sn away from the nuclei. However,
the bond lengths in the investigated periodic structures should be determined by the
91
7.1. TOPOLOGY AND LOCAL INDICATORS
areas of maximal localization of the valence s- and p-electrons, which for Ge and Sn are
probably located at the distances closer to the nuclei than the valence ELI-D maxima
for the free atoms.
For both the cd-type structures and the free atoms the values of ELI-D at the valence
maxima (ΥABD , ΥAA
′
D ) are similar for C and Si, as well as for Ge and Sn. However, the
ELI-D valence maxima for the former pair of atoms are significantly higher than for
the latter one. Moreover, the ELI-D value at the AB bond attractor (ΥABD ) is for C
and Si enhanced more significantly with respect to the free atomic value (ΥD(r)) than
for Ge and Sn due to the presence of the d-electrons in the valence region of the latter
elements, cf. the discussion below.
1 2 3 4
rval, bohr0.6
0.8
1
1.2
1.4
1.6
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D
σ
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Sn
Figure 7.6: Radial ELI-D distribution for the single-state free atoms (ADF, QZ4P); rval -
distance from the nucleus.
7.1.4 Ring ELI-D maximum in Sn(cd): partial ELI-D analysis
Visual inspection of the ELI-D distributions in the cd-type structures (Fig. 7.5) suggests
that in the C-Si-Ge-Sn series of elements the high-ELI-D regions are contracted along
the bond line and elongated perpendicularly to it. As the valence shell width along the
bond line (dval) is similar for the investigated elements (Table 7.1), the ratio between
dval and the bond length decreases with the increase of the core radius when going from
C to Sn. As a result, the valence shell seems to become more "squeezed" between the
cores regions, as it is schematically presented in Fig. 7.7.
The observed "stretching" of the ELI-D bond region along the directions normal to
the AB bond lines in the C-Si-Ge-Sn series of the cd-type structures can be characterized
by the corresponding ELI-D curvatures at the AB bond attractor (λAB⊥ ). Table 7.2
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Figure 7.7: Change of the valence shell upon the increase of the core radius (schematical
representation).
shows that for the cd-type structures λAB⊥ decreases in the C-Si-Ge-Sn series and for tin
becomes even positive, giving rise to the aforementioned ring attractor around the bond
line in the cd-type structure of this element. During the pressure increase (the decrease
of interatomic distances) the curvature of ELI-D at the bond midpoint increases in the
Sn(cd) structure, and the ring maximum becomes more pronounced, as depicted in Fig.
7.8.
V = V cd0 V ≈ 0.8 V cd0
Figure 7.8: Change of the ELI-D distribution for Sn(cd) upon the volume contraction. The
ELI-D values at the isosurfaces ΥσD = 1.175. V
cd
0 - equilibrium volume; the volume V ≈ 0.8 V cd0
corresponds to the pressure p = 15 GPa.
In the cd-type structures, the ELI-D distribution around the bond line is cylindrical
(cf. Fig. 7.8). Fig. 7.9 shows the ELI-D plot along the normal to the AB bond passing
through the bond midpoint (i.e. along the perpendicular bisector of the AB bond) in
the cd-type structures. The diagram 7.9b reveals that if the distances are scaled by
the bond length then the ELI-D values decrease in the C-Si-Ge-Sn series of elements.
Moreover, in the scaled coordinates the change of ELI-D along the normal to the bond
line is similar for all the elements if the distance from the bond midpoint is relatively
large. The form of the ELI-D maximum is similar for C and Si, as well as for Ge and
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Figure 7.9: ELI-D distribution along the perpendicular bisector of the AB bond for the equi-
librium cd-type structures (c/a = 1.4). (a) the distance r from the bond line is given in bohr;
(b) the distance from the bond line is scaled by the AB bond length lAB.
Sn, but for the latter pair of elements the maximum is much more shallow than for the
former one.
In order to shed light on the reasons of the small ELI-D curvature normal to the
bond line for germanium and tin, ELI-D orbital decomposition was performed. The
partial ELI-D distributions were obtained by the decomposition of the electron density
into the contributions from different energy levels (Eq. 3.28). The energy ranges
corresponding to a particular angular momentum (s-, p-, d-, f -) were determined from
the analysis of the partial density of states (pDOS, Fig. A.8). For the energy levels
corresponding to different angular momenta, the orbital character was attributed to
the angular momentum with the largest pDOS. The energy ranges used in the partial
ELI-D calculation are given in the Table A.9.
Fig. 7.10 shows the partial ELI-D for the cd-type structures of C, Si, Ge and Sn
along the perpendicular bisector of the AB bond. The diagrams reveal that for Ge
and Sn the d-orbitals of the penultimate shell contribute significantly to ELI-D, with
the contribution decaying from the bond line. As the atomic valence is close to 4 for
Ge and Sn (Sec. 6.2.1), the d-electrons should not participate significantly in the bond
formation. However, they might, loosely speaking, decrease the "loneliness" of the
valence electrons and hence the pair-volume function, which results in the decrease of
ELI-D.
Fig. 7.11d shows that the d-electron density decays with the distance from the
nucleus. Of course, the influence of the d-electrons on the pair-volume function implies
their influence on the Fermi hole curvature and is not determined by the d-electron
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Figure 7.10: ELI-D decomposition into the orbital contributions along the perpendicular bi-
sector of the AB bond for the equilibrium cd-type structures (c/a = 1.4). The symbol "sp"
corresponds to the sum over the s- and p-orbitals.
density [62,117]. Nevertheless, it seems reasonable to assume that the d-electron-based
decrease of ELI-D in the valence region also decays with the distance from the nucleus.
The bond midpoint has the shortest distance to the nuclei along the normal to the
bond line (MN), as it is schematically shown in Fig. 7.12. Hence, we suppose that
the decrease of the ELI-D bond maximum is the largest near the bond line. This can
explain the small ELI-D curvature at the AB bond attractor for Ge and Sn, as well as
the fact that it becomes more positive during the structure compression (Fig. 7.8, see
also Fig. 8.8).
7.1.5 Discussion
Assuming that the existence of the shared valence ELI-D attractor between two atoms
is an indicator of the covalent bond between them, the change of the ELI-D topology
during the transition can be seen as an interplay between the formation of the new
AA′ bonds and the break of the primary AB bonds. In this interpretation, the c/a
ratio for the β-Sn-type structures is determined by the condition that the primary AB
bonds remain unbroken and the new AA′ bonds are formed. For carbon the break of
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Figure 7.11: The influence of the d-electrons on ELI-D along the AB bond in the equilibrium
Sn(cd) structure. (a) Total ELI-D; (b) d-electron ELI-D; (c) total and (d) d-electron density;
(e) pair-volume function.
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Figure 7.12: Decrease of the d-electron density in the valence region away from the bond
midpoint (schematic representation).
the primary bonds during the transformation occurs before the formation of the new
bonds, which results in the instability of the β-Sn-type structure for this element.
Yin and Cohen [41] connected the stability of the diamond modification of carbon to
its compactness and the small volume difference between the cd and the proposed high-
pressure structures. This suggestion is supported by the change of the
∑
ρb values (Sec.
6.3). In the investigated structures, the atoms share a valence ELI-D maximum if the
distance between their core regions, and correspondingly the volume of the structure,
is sufficiently small. Thus, the ELI-D topology shows that not only the difficulty of
the transition between the cd- and β-Sn-type structures (their enthalpy difference), but
also the existence of the energy minimum for the β-Sn-type structure itself, depends
on the volume reduction during the transition.
The absence of the split ELI-D maxima can be seen as a necessary condition for the
stability of a covalently-bonded structure. However, the ELI-D topology does not show
whether a particular atomic arrangement corresponds to a minimum at the potential
energy surface. If the volume of the carbon structures is smaller than 0.6V cd0 , then there
is a very shallow energy minimum at c/a ≈ 0.5 (Fig. 5.2), but the cd-type structure
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remains more stable than the β-Sn-type one.
The change of the ELI-D values at the valence attractors resembles the change of
the ρb values and the interaction energies along the transition pathway: they decrease
for the AB bond and increase for the AA′ connection. Both AB and AA′ bond maxima
in the β-Sn-type structures are lower than the ELI-D bond maxima in the cd-type
ones. But in contrast to ρb and Eint, the ELI-D values are similar for C and Si, as well
as for Ge and Sn. Moreover, in the β-Sn-type structures the ELI-D value at the AA′
attractor is significantly lower than at the AB attractor, whereas the corresponding ρb
and Eint values are similar. For ELF, the low values at the bond attractors and a rather
uniform distribution in the valence region was stated to be characteristic for metallic
bonds [123]. Following this suggestion, the observed decrease of the ELI-D values at
the valence maxima and of the separation between the valence ELI-D regions might be
connected with the band gap closure during the cd→ β-Sn phase transition.
In analogy to the electron density, large deviations of the ELI-D values at the va-
lence maxima from that for the free atoms and a significant non-sphericity of the ELI-D
distribution in the valence region can be seen as evidences of the strong covalent inter-
actions in the structure. According to these criteria, the influence of the interactions
on the ELI-D topology is the largest for carbon and decreases in the C-Si-Ge-Sn series.
Moreover, with the increase of the penultimate shell radius in the C-Si-Ge-Sn series of
elements, the valence ELI-D regions become less compact in the directions perpendicu-
lar to the bond lines. This might be attributed to the decrease of the bond localization,
which for the cd-type structures was shown to correlate with the decrease of the band
gap [245].
Especially pronounced is the difference between the ELI-D distributions for the
elements with and without d-electrons in the penultimate shell. The presence of the
d-electrons in the valence region seems to decrease the ELI-D values, which results in
the low and flat ELI-D maxima or even in the ring attractor around the bond line.
7.2 Global indicators
ELI-D basins for different c/a ratios Fig. 7.13 shows the results of the topological
analysis of ELI-D for the structures with chosen c/a ratios. The shape of the ELI-D
basins is similar for all the elements, in Fig. 7.13 the results for tin are presented.
The basins of all core shells are combined into a single superbasin denoted as the core
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basin. In the structures without the valence AA′ attractors, each core basin touches
four valence AB basins. If the AA′ ELI-D maxima are present then the core basin is
surrounded by four AB-type and two AA′-type valence basins.
If the valence maximum is shared by two atoms then the interatomic surface divides
the corresponding ELI-D basin into two equal parts. If the valence maximum is split
then there is a separate basin for each of the split attractors (shown by different colors
for the structures with c/a = 0.4 and 0.6 in Fig. 7.13). These basins will be called "split
basins" hereinafter, whereas the term "valence basin" corresponds in this work to the
total interatomic ELI-D valence region (one shared basin or a union of two split basins).
In the investigated structures, the surface separating the two split basins coincides with
the interatomic surface.
Thus, in the structures without AA′ basins the atomic region consists of one core
basin and four halves of the AB basins, Vatom = Vcore + 4 · 12VAB = Vcore + 2VAB.
Analogously, in the structures with two types of the valence maxima, Vatom = Vcore +
2VAB + VAA′ .
In the structures with c/a ≤ 0.7, there are only AB-type valence basins for all the
elements. At c/a = 0.6, the new valence AA′ basins consisting of two split basins
appear for Si, Ge and Sn, whereas for C the AA′ valence basins are absent at this c/a
ratio. At c/a = 0.5, both AA′ and AB valence basins are not split for Si, Ge and Sn
and are split for carbon. At c/a = 0.4, the AA′ basins are not split and AB basins are
divided into two split basins for all the elements.
c/a = 1.4 c/a = 0.8 c/a = 0.6 c/a = 0.5 c/a = 0.4
AB
AA′A
A′
B
AB
Figure 7.13: ELI-D (solid) and electron density (transparent) basins for Sn structures with
equilibrium volumes. Green spheres centered correspond to the ELI-D core basins.
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7.2.1 ELI-D basin volumes and populations
The main aim of the analysis presented in this section was to investigate the influence
of the ELI-D attractor split on the global ELI-D-based indicators, i.e. whether the
ELI-D valence basin characteristics differ qualitatively between the shared basins and
the unions of two split basins.
Volumes As mentioned above, each atomic basin contains two AB valence basins
and, if present, one AA′ ELI-D basin. Table 7.3 presents the contribution of the ELI-D
valence regions to the atomic volume (2VAB/Vatom and VAA′/Vatom) of C, Si, Ge and Sn
in the structures with c/a = 0.4− 1.4 for the equilibrium volumes and for the pressures
of 7 and 15 GPa. Bold numbers in the Tables 7.3 - 7.5 correspond to the cases where
the ELI-D valence maximum is split. The volumes of the ELI-D basins can be found
in the Table A.11. As there are no significant changes in the ELI-D topology along the
transition pathway between c/a = 1.4 and c/a = 0.7, the values for c/a = 0.8− 1.3 are
not shown in the Tables 7.3 - 7.5.
Table 7.3: The fraction of the valence basins in the atomic volume. Bold numbers: split ELI-D
basins; Veq. - equilibrium volumes; p - pressure in GPa.
C Si Ge Sn
c/a
Veq. p = 7 p = 15 Veq. p = 7 p = 15 Veq. p = 7 p = 15 Veq. p = 7 p = 15
2VAB/Vatom
0.4 0.63 0.63 0.62 0.57 0.55 0.54 0.64 0.60 0.58 0.66 0.60 0.57
0.5 0.78 0.78 0.78 0.69 0.68 0.67 0.70 0.69 0.68 0.67 0.65 0.63
0.6 0.98 0.98 0.98 0.81 0.80 0.79 0.86 0.82 0.80 0.82 0.76 0.73
0.7 0.98 0.98 0.98 0.94 0.93 0.93 0.91 0.90 0.90 0.87 0.86 0.84
1.4 0.98 0.98 0.98 0.95 0.94 0.94 0.92 0.92 0.91 0.89 0.88 0.87
VAA′/Vatom
0.4 0.35 0.35 0.35 0.37 0.38 0.39 0.28 0.31 0.33 0.22 0.26 0.28
0.5 0.20 0.20 0.20 0.24 0.25 0.25 0.21 0.21 0.22 0.19 0.20 0.20
0.6 0.12 0.13 0.13 0.04 0.08 0.10 0.04 0.08 0.11
The volume of the core basin does not change significantly neither with c/a nor
with pressure. As the valence basin volumes decrease under compression, the core basin
contribution to the QTAIM basin Vcore
Vatom
= 1 − 2 VAB
Vatom
− VAA′
Vatom
increases as the unit cell
volume decreases. For the equilibrium volumes, Vcore/Vatom ≈ 0.02, 0.05, 0.08 and 0.11
for C, Si, Ge and Sn, respectively. In the structures of Si, Ge and Sn exhibiting both AB
and AA′ valence basins (c/a = 0.4− 0.6), the contribution of the valence basins to the
atomic volume changes with pressure. Namely, VAA′/Vatom increases under compression
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at the expense of the decrease of the AB basin contribution. This issue is discussed in
Sec. 8.2.3.
Fig. 7.14 shows that the change of the AB ELI-D basin volume along the transition
pathway is similar for different pressures. In absence of the AA′ valence basins, the
change of VAB during the transition reflects the change of the volume of the structure
(cf. Fig. 6.21). However, in most of the cases the volume of the AB ELI-D basin
decreases along the transition pathway in the entire range of the c/a ratios. Therefore,
the expansion of the structure upon the c/a decrease from 0.5 to 0.4 originates mainly
from the increase of the AA′ basin volume.
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Figure 7.14: Change of the volume of the ELI-D AB basin (in bohr3) along the transition
pathway for the equilibrium structures (Veq.) and for the pressures p = 7 and 15 GPa.
Overall, the contributions of the valence ELI-D basins to the atomic volume are
similar for different elements and do not exhibit a correlation with the split of the
corresponding bond attractors.
Populations The change of the ELI-D valence basin population (NAB and NAA′)
along the transition pathway is shown in the Table 7.4. For the structures with only
one type of the ELI-D valence basins, the population of these basins is close to two for all
the elements and is not affected by pressure, showing the separation of electrons between
the core and valence ELI-D domains. However, for Ge and Sn the population is about
0.2e larger than for C and Si. This issue was reported earlier for free atoms [128, 129].
In suggests that the presence of the d-electrons in the penultimate shell of the elements
shifts the core-valence minimum between the ELI-D shells towards the nucleus, so that
there is a non-negligible contribution from the core electrons to the electron density
in the ELI-D valence region. In the structures with two types of valence basins, the
population of the AA′ basins increases with pressure, whereas NAB decreases. Overall,
the change of the valence basin population is similar to the change of their fraction in
the atomic volume (see also Sec. 8.2.3).
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Table 7.4: Valence basins population. Bold numbers: split ELI-D basins; Veq. - equilibrium
volumes; p - pressure in GPa.
C Si Ge Sn
c/a
Veq. p = 7 p = 15 Veq. p = 7 p = 15 Veq. p = 7 p = 15 Veq. p = 7 p = 15
NAB
0.4 1.11 1.10 1.09 1.03 1.00 0.98 1.28 1.22 1.18 1.33 1.24 1.20
0.5 1.51 1.51 1.51 1.40 1.40 1.39 1.58 1.57 1.56 1.54 1.52 1.51
0.6 1.95 1.95 1.95 1.73 1.71 1.70 2.03 1.95 1.91 1.96 1.86 1.82
0.7 1.95 1.95 1.95 1.96 1.96 1.96 2.13 2.13 2.14 2.07 2.07 2.08
1.4 1.95 1.95 1.95 1.96 1.96 1.96 2.14 2.14 2.15 2.09 2.10 2.12
NAA′
0.4 1.69 1.71 1.72 1.86 1.92 1.97 1.71 1.84 1.92 1.48 1.67 1.76
0.5 0.88 0.88 0.88 1.12 1.13 1.14 1.10 1.13 1.15 1.05 1.08 1.11
0.6 0.47 0.50 0.52 0.20 0.36 0.44 0.20 0.39 0.49
Average electron density in the ELI-D basins Table 7.5 shows the average elec-
tron density in the valence basins
ρ =
N
V
, (7.1)
for the chosen c/a ratios. There N is the population of the basin, and V - its volume.
Due to the increase of VAB (Table A.11), the average electron density in the AB basin
decreases in the C-Si-Ge-Sn series of elements. For carbon ρAB is much higher than for
the other elements. Si and Ge have similar ρAB, and for tin it is significantly smaller.
This confirms the correlation between the average electron density in the valence region
and the compressibility of the structure, observed by other authors for a number of cd-
and zinc blende-type structures [171]. This issue is discussed in more detail in Sec.
8.2.3.
For both AB and AA′ valence basins, the average electron density increases with
pressure, being in the AA′ basins larger than in the AB basins. The difference in the ρ
values for the two types of basins can be explained by a larger compactness of the AA′
basins around the corresponding interatomic line (Fig. 7.13). As the electron density
is accumulated along the bond path, the entire AA′ basin corresponds to the relatively
high-electron-density region, whereas the AB basins contain as well the interstitial
regions with low electron density.
Fig. 7.15 shows the change of the average electron density in the AB basins along
the transition pathway. The increase of the unit cell volume at c/a < 0.5 (cf. Fig.
5.4 and 6.21) corresponds mainly to the expansion of the AA′ valence basin, whereas
the AB basin volume increases only slightly or even decreases (Fig. 7.14). However,
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Table 7.5: Average electron density in the ELI-D valence basins. Bold numbers: split ELI-D
basins; Veq. - equilibrium volumes; p - pressure in GPa.
C Si Ge Sn
c/a
Veq. p = 7 p = 15 Veq. p = 7 p = 15 Veq. p = 7 p = 15 Veq. p = 7 p = 15
ρAB
0.4 0.088 0.090 0.091 0.030 0.033 0.035 0.028 0.031 0.034 0.019 0.022 0.025
0.5 0.107 0.109 0.112 0.040 0.043 0.046 0.037 0.040 0.043 0.025 0.029 0.032
0.6 0.111 0.113 0.115 0.042 0.044 0.047 0.038 0.041 0.044 0.026 0.030 0.033
0.7 0.109 0.111 0.113 0.038 0.041 0.043 0.036 0.039 0.042 0.025 0.028 0.031
1.4 0.106 0.108 0.110 0.031 0.033 0.035 0.031 0.034 0.037 0.020 0.023 0.026
ρAA′
0.4 0.122 0.124 0.127 0.043 0.046 0.048 0.043 0.046 0.049 0.031 0.034 0.037
0.5 0.122 0.124 0.126 0.045 0.048 0.051 0.043 0.046 0.049 0.030 0.034 0.037
0.6 0.038 0.040 0.043 0.037 0.040 0.042 0.026 0.028 0.030
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Figure 7.15: Change of the average electron density in the AB ELI-D basin along the transition
pathway for the equilibrium structures (Veq.) and for the pressures p = 7 and 15 GPa.
the population of the AA′ basin increases largely, so that the average electron density
in the AA′ basin almost does not change at c/a < 0.5 (Table 7.5b). As a result, the
increase of the unit cell volume is reflected by the drop of the average electron density
in the AB and not in the AA′ basin.
7.2.2 DIs for the ELI-D valence basins
As mentioned before, the split of the ELI-D valence attractors leads to the separation of
the valence basin into two split basins. In this section we address the question, whether
this separation implies the isolation of the split basins in terms of electron exchange, i.e.
whether the electron exchange between the split basins is smaller than the exchange
between the halves of the non-split bond basins. For this reason, the delocalization
indices between the halves of the valence regions were calculated. They are denoted
hereinafter as "bond DIs", δbond.
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Table 7.6a shows the values of the bond DIs between the two halves of the non-
split valence basin or two valence split basins (denoted by the bold numbers). In the
majority of cases, the largest bond DIs for a chosen c/a ratio are observed for carbon.
For example, in the structures with c/a = 0.5, δbond for two AB split basins of carbon
is larger than δbond for the non-split AB bond basin of silicon. Thus, no decrease in the
value of the delocalization index between the halves of the ELI-D valence region caused
by the split of this region was observed.
Table 7.6: Delocalization indices between halves of the ELI-D valence region (δbond) for the
equilibrium structures; δatom - the corresponding interatomic DIs. Bold numbers correspond
to split ELI-D basins.
(a) δbond
c/a
C Si Ge Sn
AB AA′ AB AA′ AB AA′ AB AA′
0.4 0.10 0.29 0.09 0.30 0.08 0.20 0.08 0.11
0.5 0.21 0.09 0.19 0.13 0.15 0.09 0.14 0.08
0.6 0.31 0.27 0.02 0.22 0.004 0.19 0.002
0.7 0.34 0.32 0.26 0.21
0.8 0.37 0.34 0.28 0.24
0.9 0.38 0.35 0.29 0.26
1.0 0.40 0.36 0.30 0.27
1.1 0.41 0.37 0.31 0.28
1.2 0.41 0.38 0.32 0.29
1.3 0.41 0.39 0.32 0.29
1.4 0.41 0.39 0.32 0.29
(b) δbond/δatom
c/a
C Si Ge Sn
AB AA′ AB AA′ AB AA′ AB AA′
0.4 0.30 0.37 0.29 0.40 0.30 0.27 0.31 0.14
0.5 0.42 0.19 0.39 0.26 0.37 0.21 0.34 0.18
0.6 0.49 0.46 0.09 0.43 0.01 0.37 0.01
0.7 0.49 0.50 0.44 0.37
0.8 0.47 0.49 0.43 0.39
0.9 0.46 0.48 0.42 0.39
1.0 0.46 0.47 0.42 0.39
1.1 0.46 0.47 0.42 0.39
1.2 0.45 0.47 0.42 0.40
1.3 0.45 0.47 0.42 0.39
1.4 0.45 0.47 0.42 0.38
Table 7.6b shows the ratios between the ELI-D bond DIs and the corresponding
interatomic DIs. In the structures with only one type of the valence basins (AB),
δbond/δatom changes only slightly upon the c/a decrease. In the structures with both
AB and AA′ valence basins, δbond/δatom decreases with c/a for the AB connection and
increases for the AA′ connection.
The diagrams a and b in Fig. 7.16 show that the change of the delocalization
indices between the halves of the ELI-D valence regions along the transition pathway
is similar to the change of the interatomic DIs: δbond decreases for the AB bond and
increases for the AA′ connection. Fig. 7.16c shows that the contribution of δbond to the
interatomic DI correlates with the volume fraction of the ELI-D basin in the atomic
volume (Vbond/Vatom). Hence, the smaller Vbond/Vatom, the larger the participation of
the other valence basins in the electron exchange between the two atoms.
Thus, in terms of electron exchange, no quantitative difference is seen between the
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Figure 7.16: a) and b) Change of the DIs between halves of the ELI-D valence region (δbond)
and the interatomic DIs (δatom), respectively, along the transition pathway. c) Correlation
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triangles in c). Dashed line in c) corresponds to δbondδatom =
Vbond
Vatom
. Equilibrium volumes.
split and non-split ELI-D bond basins. The small electron exchange between some
of the split basins can be explained by the small volumes of these basins. Moreover,
the fact that the fraction of the DI between halves of the ELI-D bond region in the
interatomic DI is proportional to the corresponding volume fraction suggests that the
bond basin does not play an exclusive role in the interatomic electron exchange. This
issue is discussed also in Sec. 7.2.3.
7.2.3 DI decomposition into contributions from separate
ELI-D basins
In this section, the contributions from different atomic regions (ELI-D basins) to the
interatomic DIs are compared for the cd- and β-Sn-type structures of C, Si, Ge and Sn.
Table 7.7 shows the populations (N), localization indices (λ) and charge fluctua-
tions (σ2) of the core and valence ELI-D basins. For all the investigated elements, the
parameters of the core basins are similar for the cd- and β-Sn-type structures. For
the elements containing d-electrons in the penultimate electron shell (Ge and Sn), the
values of σ2 for the core regions are larger than 1, which confirms a weak separation of
the d-electrons between the core and valence ELI-D regions and was earlier observed for
Cu [95]. For C and Si the charge fluctuation in the core basins is significantly smaller
than for Ge and Sn, σ2 < 0.3.
Table 7.8 demonstrates how the sum of DIs for a core region (2σ2c ) is distributed
between the valence regions of the same atom ("internal DI", δintc ) and all the other
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Table 7.7: Average populations (N), localization indices (λ) and charge fluctuations (σ2) of
the core and valence (AB- and AA′-type) ELI-D basins for the equilibrium cd- and β-Sn-type
structures (c/a = 1.4 and c/a = 0.5, respectively).
C Si Ge Sntype
N λ σ2 N λ σ2 N λ σ2 N λ σ2
c/a = 1.4
core 2.11 1.84 0.27 10.28 10.00 0.28 27.80 26.73 1.07 48.96 47.57 1.39
AB 1.95 0.89 1.06 1.86 0.86 1.00 2.09 0.78 1.31 2.08 0.71 1.37
c/a = 0.5
core 2.10 1.84 0.25 10.28 10.01 0.27 27.81 26.75 1.06 45.93 44.56 1.36
AB 1.51 0.45 1.06 1.33 0.39 0.94 1.56 0.41 1.15 1.52 0.39 1.13
AA′ 0.88 0.20 0.68 1.06 0.25 0.81 1.07 0.23 0.85 1.03 0.21 0.82
Table 7.8: Distribution of the electron sharing of the core regions (2σ2c ) between the valence
regions of the same atom (δintc ) and all the other regions in the structures (δextc ) for the
equilibrium cd- and β-Sn-type structures (c/a = 1.4 and c/a = 0.5, respectively).
C Si Ge Sn
c/a = 1.4
2σ2c 0.54 0.55 2.14 2.78
δintc 0.32 0.28 1.72 2.19
δextc 0.22 0.28 0.43 0.59
c/a = 0.5
2σ2c 0.51 0.54 2.11 2.72
δintc 0.29 0.26 1.73 2.14
δextc 0.21 0.28 0.39 0.58
regions in the structure ("external DI", δextc = 2σ2c − δintc ). As expected, the jump of
σ2c when going from Si to Ge primarily affects the electron exchange with the regions
close to the core, i.e. with the valence regions of the same atom (δintc ). However, the
electron exchange between the core ELI-D basin of a certain atom and QTAIM basins
of other atoms (δextc ) is also significant and increases in the C-Si-Ge-Sn series.
In contrast to the core basins, in all the valence ELI-D basins the localization indices
are smaller than one and constitute less than 50% of the basin population for the cd-type
structures and less then 30% - for the β-Sn-type structures. Thus, electrons cannot be
seen as localized in the valence basins.
Fig. 7.17 shows how the QTAIM basins of the atoms A, B and A′ are separated
into the core and valence ELI-D regions (cf. Fig. 7.13). The picture is similar for C, Si,
Ge and Sn and does not change qualitatively with pressure. The delocalization indices
between different ELI-D regions in the cd- and β-Sn-type structures are collected in
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the Table 7.9. There δcore-core is the delocalization index between the core basins of two
atoms, δcore-valence shows the sum of the DIs between the core basin of one atom and the
valence regions of the other atom, δbond is the DI between the two halves of the bond
basin, δbond-exterior is the sum of DIs between the half of the bond basin attributed to
one QTAIM atom and all the valence regions included in the other QTAIM atom except
the bond basin ("exterior" valence regions, transparent colored areas in Fig. 7.17), and
δexterior is the sum of DIs between "exterior" valence regions of the two atoms.
cd, AB β-Sn, AB β-Sn, AA′
A
B
bondexterior
A B
AB ext.
AA′ ext.
AA′ ext.
AB bond
A
A′
AB ext.
AA′ bond
AA′ ext.
AB ext.
Figure 7.17: Division of the QTAIM basins into the ELI-D regions for the equilibrium cd- and
β-Sn-type structures of Sn. Green - core regions; yellow, blue and red - valence regions of the
atoms A, B and A′, respectively. Solid valence regions - bond basins, transparent regions -
"exterior" valence regions. Gray areas - parts of the ELI-D valence basins which do not belong
to the pair of atoms under study (A-B or A-A′).
In the β-Sn-type structures the "exterior" region contains the AB-type and AA′-
type regions (Fig. 7.17, the central and right diagrams). Accordingly, δbond-exterior con-
tains the contributions from the exchange of the bond half-basin with the AB- and AA′-
type "exterior" regions (δbond-AB ext. and δbond-AA′ ext., respectively). Analogously, δexterior
for the β-Sn-type structures is separated into the contributions from the exchange be-
tween two AB-type regions (δAB-AB ext.) and two AA′-type regions (δAA′-AA′ ext.), as well
as the exchange between the AB-type "exterior" regions of one atom and the AA′-type
regions of the other atom (δAB-AA′ ext.).
To estimate the error in the DIs due to the integration procedure, the sum of the
delocalization indices between the ELI-D basins of two atoms (
∑
δELI-D) was compared
to the DI between the corresponding atomic basins (δatom). Table 7.9 shows that for
the cd-type structures the sum of the ELI-D DIs very accurately represents the corre-
sponding interatomic DIs. For the β-Sn-type structures the deviation of
∑
δELI-D from
δatom (denoted as ∆δ) is smaller than 3% of δatom for the majority of structures. The
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slightly larger ∆δ/δatom ≈ 6% was obtained for the AA′ connection in the β-Sn-type
structure of carbon.
Table 7.9: Delocalization indices between core and different valence ELI-D basins (notations
in text) as well as between the QTAIM basins (δatom) for the equilibrium cd-type (a) and
β-Sn-type (b) structures. ∆δ = δatom −
∑
δELI-D.
(a) c/a = 1.4, AB bond
DI type C Si Ge Sn
δcore-core 0.003 0.004 0.008 0.015
δcore-valence 0.090 0.103 0.149 0.197
δbond 0.413 0.390 0.323 0.286
δbond-exterior 0.338 0.275 0.236 0.204
δexterior 0.070 0.059 0.059 0.053∑
δELI-D 0.913 0.831 0.775 0.754
δatom 0.913 0.831 0.775 0.754
(b) c/a = 0.5
AB AA′DI type C Si Ge Sn C Si Ge Sn
δcore-core 0.001 0.001 0.003 0.007 0.001 0.001 0.004 0.008
δcore-valence 0.044 0.055 0.069 0.098 0.038 0.056 0.071 0.114
δbond 0.213 0.187 0.151 0.138 0.089 0.130 0.090 0.080
δbond-exterior 0.207 0.186 0.145 0.127 0.215 0.210 0.169 0.152
δbond-AB ext. 0.135 0.103 0.091 0.081 0.207 0.203 0.161 0.144
δbond-AA′ ext. 0.072 0.083 0.054 0.046 0.008 0.007 0.008 0.008
δexterior 0.031 0.038 0.034 0.030 0.122 0.086 0.092 0.084
δAB-AB ext. 0.008 0.006 0.009 0.009 0.110 0.077 0.076 0.068
δAB-AA′ ext. 0.018 0.023 0.020 0.017 0.012 0.009 0.014 0.014
δAA′-AA′ ext. 0.005 0.009 0.005 0.004 0.000 0.001 0.002 0.002∑
δELI-D 0.496 0.466 0.402 0.400 0.465 0.483 0.425 0.438
δatom 0.508 0.474 0.413 0.407 0.494 0.490 0.437 0.435
∆δ/δatom, % 2.4 1.7 2.7 1.7 5.9 1.4 2.7 0.7
Fig. 7.18 shows the contributions of the DIs between different ELI-D regions to the
interatomic delocalization indices for the cd- and β-Sn-type structures. As expected,
the delocalizaton index between the core regions of two atoms increases in the C-Si-Ge-
Sn series, but gives a very small contribution to the interatomic DI. In contrast, the
electron delocalization between the core basin of one atom and the valence basins of
the other atom (δcore-valence) is significant. The contribution of δcore-valence to the total
DI is especially large for Ge and Sn, in accordance with the large charge fluctuation of
the core basins of these elements (Table 7.7).
The largest contribution to the delocalization index between the atoms A and B for
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C Si Ge Sn
(a) δAB, c/a = 1.4
C Si Ge Sn
(b) δAB, c/a = 0.5
C Si Ge Sn
(c) δAA′ , c/a = 0.5
Figure 7.18: Decomposition of the delocalization indices for the AB and AA′ atom pairs into
the contributions from DIs between the ELI-D basins for the equilibrium cd- and the β-Sn-
type structures (c/a = 1.4 and c/a = 0.5, respectively). Blue - δcore-core, orange - δcore-valence,
yellow - δbond, green - δbond-exterior, brown - δexterior (see text).
both cd- and β-Sn-type structures (Fig. 7.18a and b) is given by the exchange inside
the ELI-D AB bond basin (δbond, yellow segments). The second largest contribution
to δAB is given by the exchange between the AB bond basin and the other valence
regions of the atoms A and B (δbond-exterior, green segments). The diagrams a and b
in Fig. 7.18 show that in the cd-type structures the δbond contribution is larger than
in the β-Sn-type ones, the δbond and δbond-exterior being almost equal in the β-Sn-type
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structures.
In the C-Si-Ge-Sn series, the delocalization indices between the valence regions
(δbond and δbond-exterior) decrease, whereas the core-valence electron sharing increases.
The total contribution of the AB bond basin in the electron sharing between the atoms
A and B reduces from almost 85% for carbon to around 65% for tin. At the same time,
the δexterior contribution (brown sectors in Fig. 7.18) to δAB is relatively small (6− 8%
for both cd- and β-Sn-type structures of all the elements).
Interestingly, in the β-Sn-type structures the DI decomposition into the contri-
butions from ELI-D basins differs significantly for the A-B and A-A′ atom pairs, as
revealed by Fig. 7.18b and c. The electron exchange inside the AA′ bond basin is
much smaller than inside the AB bond basin and amounts to less than one third of
the AA′ interatomic delocalization index. In contrast, the "exterior" contribution is
large and constitutes 18 − 26% of δAA′ . Table 7.9 shows that the main part of the
"exterior" contribution to δAA′ is given by the exchange between the valence AB basins
of the atoms A and A′ (δAB-AB ext.). In contrast, the δbond-exterior contribution to the
interatomic delocalization index is for the AA′ bonds only slightly larger than for the
AB bonds.
In summary, the distribution of the interatomic delocalization indices into the con-
tributions form separate ELI-D basins reflects the topology of ELI-D. As the AA′-type
basins in the β-Sn-type structures are compact, the ELI-D basin contributions to the
interatomic AB DIs do not differ much between the cd- and β-Sn-type structures.
In contrast, due to the small volume of the AA′-type ELI-D basins compared to the
AB-type ones in the β-Sn-type structures, the role of the electron exchange inside the
bonding basin in the interatomic DI is for the AA′-type connection smaller than for
the AB-type one. The main difference between the DI contributions in the investigated
series of elements is the enhanced participation of the core basin in the interatomic
electron exchange when going down in the group of the periodic table.
7.2.4 Discussion
The volumes and populations of the ELI-D valence regions are not significantly influ-
enced by the split of the corresponding ELI-D maxima. Moreover, the delocalization
indices between the halves of the valence regions do not reveal a separation of the split
basins in terms of electron exchange.
The inner electron shells of the atoms are considered to be chemically inert, and
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hence it is not surprising that the volumes and populations of the core ELI-D basins
remain almost constant with the volume contraction and the change of the c/a ratio.
For all the elements, the delocalization index between the core and the valence regions
constitutes a significant part (from 10 to 25%) of the interatomic DI, which shows a
non-negligible participation of the core regions in the electron exchange between the
atoms. For Ge and Sn, the electron fluctuation in the core regions is significant (larger
than 1e), and the population of the valence region is by ∼0.2e larger than for C and
Si. This confirms the weak separation between the core and valence regions of Ge and
Sn reported earlier for isolated atoms [128,129].
In contrast to the core basins, the electron fluctuations of the valence ELI-D basins
exceed their localization indices. Thus, the valence ELI-D basins cannot be seen as
the regions containing a localized electron pair neither in the cd- nor in the β-Sn-type
structures. Rather, it is meaningful to consider them as a single object, as pointed out
by Baranov and Kohout [95]. The higher electron delocalization of the valence basins
in the β-Sn-type compared to the cd-type structures can be explained by the fact that
there are more ELI-D basins in the former structures, whereas the volume of these
basins is smaller.
Interestingly, the contribution of the ELI-D bond basin to the corresponding in-
teratomic delocalization index is in general proportional to the volume fraction of the
ELI-D basin in the atomic basin. This shows that for the investigated structures the
bond basin does not necessary play a crucial role in the electron exchange between the
atoms: if the bond basin is small then the major contribution to the delocalization
index is given by other valence regions of the atoms.
This can explain the different contributions to the delocalization indices from in-
dividual ELI-D basins for the cd- and β-Sn-type structures. For the AB bond, the
separation of a part of the valence region into the AA′ basin results in the slight de-
crease of the δbond contribution during the transition. On the other hand, the small
δbond contribution for the AA′ connection can be explained by the small volume of the
corresponding ELI-D basin and a closeness of the AB basins of the neighboring atoms.
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Part V
Bonding changes under pressure

8 | Change of selected bonding
indicators with pressure
In this chapter, the change of selected electron density-based and ELI-D-based indi-
cators with the volume compression for the cd and β-Sn structures is described. We
aim to explore the bonding changes under pressure and in find out whether there is a
qualitative change in the bonding indicators near the transition pressure.
8.1 Electron density
8.1.1 Electron density values
In Sec. 6.2.3 it was shown that for the investigated equilibrium structures with different
c/a ratios, the electron density values at the critical points between the atoms A-B and
A-A′ correlate with the corresponding energy of covalent interaction. In this section,
the change of the electron density values at the critical points under pressure is analyzed
for the cd- and β-Sn-type structures. In the cd-type structures there is a bond critical
point between the atoms A and B and a cage critical point between the atoms A and
A′, whereas in the β-Sn-type structures the midpoints of both connections are the bond
critical points, as shown in Fig. 6.1.
The values of the electron density at the midpoints of the AB and AA′ connections
for the volumes corresponding to several pressures are given in the Table 8.1, whereas
Fig. 8.1 represents the change of the electron density at the bond or cage critical
points with respect to the corresponding values for the equilibrium cd- and β-Sn-type
structures. It shows that the electron density at the AB and AA′ midpoints increases
monotonically with pressure. Fig. 8.1a shows that in the cd-type structures, the values
at the AB BCP (ρABb ) change much more significantly than the values at the electron
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density minimum (i.e at the cage critical point, ρAA′c ). In the β-Sn-type structures, ρb
values at the AB and AA′ bond critical points are similar and change similarly with
pressure. In the C-Si-Ge series, the change of the electron density values correlates
with the volume change and increases with the increase of compressibility. For tin, the
change of ρb and ρc values are similar to the ones for germanium, despite the small bulk
moduli of the tin structures.
Table 8.1: Electron density values at the critical points for the AB and AA′ pairs of atoms in
the cd- and β-Sn-type structures with the volumes corresponding to several chosen pressures.
The values for p = 0 correspond to the equilibrium volumes.
(a) cd
p, GPa C Si Ge Sn
AB AA′ AB AA′ AB AA′ AB AA′
0 0.245 0.0146 0.085 0.0036 0.076 0.0028 0.054 0.0016
5 0.248 0.0149 0.089 0.0039 0.082 0.0032 0.061 0.0020
10 0.250 0.0151 0.093 0.0043 0.088 0.0036 0.067 0.0023
15 0.253 0.0154 0.096 0.0046 0.092 0.0039 0.072 0.0026
(b) β-Sn
p, GPa C Si Ge Sn
AB AA′ AB AA′ AB AA′ AB AA′
0 0.150 0.124 0.062 0.057 0.050 0.041 0.038 0.032
5 0.152 0.125 0.065 0.059 0.054 0.045 0.042 0.036
10 0.154 0.127 0.068 0.062 0.058 0.048 0.046 0.039
15 0.157 0.129 0.070 0.064 0.061 0.051 0.049 0.042
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Figure 8.1: Change of the electron density values (ρb) at the AB and AA′ midpoints in the cd-
and β-Sn-type structures with pressure, with respect to the values for the equilibrium volumes
(Veq.); ∆ ρb = ρb− ρb(Veq.).
To exclude the influence of the structural change on the electron density reorganiza-
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tion during the compression, the electron density differences (EDD, δρ) were calculated.
As a reference system, the Clementi-Roetti electron density of the free atoms (ρCR) was
used [228]:
δρb,c = ρb,c − 2 · ρCR
(
l
2
)
, (8.1)
where δρb,c is the EDD and ρb,c is the electron density value at the AB or AA′ midpoint
(bond or cage critical point), and l is the interatomic distance. Table 8.2 shows that
the electron density enhancement with respect to promolecules (i.e. with respect to the
sum of the free-atomic densities) at the investigated critical points correlates with the
values of the total electron density. It is the largest for structures with large ρb values
and increases monotonically during the compression.
Table 8.2: Electron density differences (δρ, Eq. 8.1) at the critical points for the AB and AA′
connections in the cd- and β-Sn-type structures with the volumes corresponding to several
chosen pressures. The values for p = 0 correspond to the equilibrium volumes.
(a) cd
p, GPa C Si Ge Sn
AB AA′ AB AA′ AB AA′ AB AA′
0 0.0745 0.0106 0.0284 0.0027 0.0225 0.0022 0.0140 0.0013
5 0.0753 0.0108 0.0297 0.0029 0.0249 0.0025 0.0166 0.0016
10 0.0762 0.0110 0.0309 0.0032 0.0271 0.0028 0.0187 0.0018
15 0.0770 0.0111 0.0319 0.0034 0.0288 0.0030 0.0204 0.0020
(b) β-Sn
p, GPa C Si Ge Sn
AB AA′ AB AA′ AB AA′ AB AA′
0 0.0402 0.0224 0.0167 0.0123 0.0106 0.0067 0.0069 0.0044
5 0.0409 0.0227 0.0176 0.0130 0.0121 0.0077 0.0083 0.0054
10 0.0417 0.0230 0.0183 0.0137 0.0134 0.0086 0.0094 0.0062
15 0.0424 0.0233 0.0190 0.0143 0.0146 0.0095 0.0105 0.0070
The change of the electron density at critical points can be divided into the change
of the promolecular density and the change of EDD:
∆ρb = ∆ρpromol + ∆(δρ). (8.2)
The comparison of Fig. 8.1 and 8.2 shows that the change of EDD with pressure
contributes substantially to the total electron density change: ∆(δρ) amounts to 20-
50% of ∆ρb for the bond critical points. Hence, the electron density reorganization due
to the enhancement of covalent interactions plays an important role in the pressure-
induced increase of the density between the atoms. The change of δρ is similar to the
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change of the electron density values itself, it is the smallest for carbon and increases
when going down in the group of the periodic table, being similar for Ge and Sn.
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Figure 8.2: Change of EDD at the AB and AA′ midpoints in the cd- and β-Sn-type structures
with respect to the values for the equilibrium volumes (Veq.). δρ
AB,AA′
b,c = ρ
AB,AA′
b,c − 2 ·
ρCR
(
lAB,AA′
2
)
(explanations in text); ∆(δρb,c) = δρb,c − δρb,c(Veq.).
Recently, the change of the electron density under compression was investigated
for the cd-type structure of germanium using synchrotron single-crystal x-ray diffrac-
tion data [141]. The authors observed a maximum of the integrated electron density
difference in the AB direction at p ≈ 8 GPa, whereas EDD along the AA′ direction
increased monotonically with pressure. This behavior was attributed to the weaken-
ing of the bonds formed by the sp3-orbitals of nearest atoms and the enhancement of
hybridization with the unoccupied d-orbitals. In contrast, in the present investigation
the local EDD values at the critical points increase monotonically with the volume
contraction and do not change the behavior near the transition pressure.
8.1.2 Laplacian of the electron density
Fig. 8.3 shows the values of the Laplacian of electron density at the critical points
between the atom A and the atoms B and A′. For C, Si and Ge the values of ∇2ρ at
the bond critical points in both cd- and β-Sn-type structures decrease with the volume
contraction, whereas the values at the AA′ cage critical point in the cd-type structures
are small and increase with pressure for all the elements. Interestingly, ∇2ρ at the bond
critical points is positive in both cd- and β-Sn-type structures of tin, as well as in the
β-Sn-type structure of germanium. For the latter, ∇2ρAA′b > 0 at all pressures and
∇2ρABb > 0 at p > 9 GPa. Moreover, in contrast to the other elements, ∇2ρ at BCPs
for tin increases with the volume contraction.
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In the Laplacian-based classification of bonding interactions proposed by Bader [259,
p. 314], the negative value of Laplacian of the electron density at the bond critical
point indicates a shared (covalent) interaction between the corresponding atoms. The
positive values of ∇2ρ accompanied by relatively large ρb values are attributed to the
"intermediate" type of interactions between the shared and closed-shell ones. According
to this classification, the bonds in the cd-type structures are covalent for C, Si and Ge,
whereas for Sn the bonds are of the "intermediate" type. The increase of ∇2ρ in the
series from carbon to tin at a given pressure can be ascribed to the decrease of covalency
of the interactions.
In the β-Sn-type structures at low pressures, both the AB and AA′ bonds are in-
dicated as covalent only for carbon and silicon, whereas for Ge and Sn they are of the
"intermediate" type. The small values of ∇2ρ at the AA′ bond critical point in the
β-Sn-type structure of carbon (Fig. 8.3b, right diagram) are due to the compensation
of the large positive electron density curvatures corresponding to the eigenvectors per-
pendicular to the interatomic line (λ⊥) and the large negative curvature parallel to this
line (λ‖), where ∇2ρ = λ‖ + 2λ⊥. In the equilibrium C(β-Sn) structure, λ⊥ = −0.16
and λ‖ = −0.31.
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Figure 8.3: Change of the Laplacian of electron density at the critical points corresponding to
the AB and AA′ connections in the cd- and β-Sn-type structures with pressure. The values
for p = 0 correspond to the equilibrium volumes.
Fig. 8.4 shows that the positive values of ∇2ρ at the AB BCPs in the tin structures
originate from a small curvature of ρ perpendicular to the bond line. The electron
density concentration towards the bond path in the cd-type structure (quantified by
the λ⊥) is for Sn significantly smaller than for Ge, while the positive curvature of ρ
along the bond path (λ‖) is similar for Ge and Sn (Fig. 8.3a). As a result, ∇2ρ is for
tin higher than for germanium. In contrast, the small value of Laplacian for the β-Sn
struture of germanium as compared to silicon originates mainly from the larger λ‖ for
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Ge, whereas the λ⊥ are similar for both elements (Fig. 8.3b).
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Figure 8.4: Change of the electron density curvature at the AB bond critical point in the cd-
and β-Sn-type structures with pressure. λ‖ and λ⊥ are the curvatures parallel and perpendicu-
lar to the bond path, respectively. In the cd-type structures two perpendicular electron density
curvatures are equal; in case of β-Sn-type structures, λ⊥ is averaged over two eigenvalues. The
values for p = 0 correspond to the equilibrium volumes.
The curvature of the electron density along the interatomic surface (λ⊥) decreases in
the absolute value in the C-Si-Ge-Sn series. The values of λ‖ are for carbon much larger
than for the other elements, but do not change monotonically in the series from silicon
to tin. The decrease of the charge accumulation towards the bond lines in the C-Si-
Ge-Sn series can be attributed to the decrease of covalent bond character, whereas the
decrease of λ⊥ under pressure indicated the enhancement of covalency of interactions
with the volume contraction.
8.2 ELI-D
8.2.1 ELI-D values
The AB midpoint in the zero-pressure cd-type structures exhibits the ELI-D attractor
for C, Si and Ge and a ring critical point of ELI-D for Sn. The AA′ midpoint is an
ELI-D minimum in the cd-type structures. In the β-Sn-type structures, both AB and
AA′ midpoints are ELI-D attractors for Si, Ge and Sn and saddle points of ELI-D for
carbon.
Table 8.3 shows the values of ELI-D at the AB bond attractors and the AA′ minima
for the cd-type structures, as well as at the AB and AA′ attractors for the β-Sn-type
structures, for several pressures. Additionally, the values at the ELI-D saddle point
(SP) between the two bond regions (two AB bond regions in the cd-type structures
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Figure 8.5: Critical points of ELI-D in the equilibrium cd- and β-Sn-type structures of silicon.
Red dots - attractors, blue dot - minimum, green dots - saddle points between the valence
regions.
and the AB and AA′ regions in the β-Sn-type structures, Fig. 8.5) are shown. For
the cases where the ELI-D bond attractors are not located at the bond midpoint (ring
attractor in Sn(cd) and split attractors in C(β-Sn) structures), the values at both the
attractors (Attr) and the bond midpoints (MP) are shown.
In the investigated pressure range, the values of ELI-D decrease in the C-Si-Ge-Sn
series, being significantly larger for C and Si than for Ge and Sn (see also Fig. 7.9).
As mentioned in Sec. 7.1.2, the ELI-D values at the bond attractors differ between
the structures and the atom pairs: ΥABcd > ΥABβ-Sn > ΥAA
′
β-Sn. In contrast, the ELI-D
values at the saddle points between the bond maxima (SP, Fig. 8.5) are similar in both
cd- and β-Sn-type structures. Thus, the large difference between the ELI-D values at
the maxima and minima at the valence shell (ΥAB −ΥSP ) in the cd-type compared to
the β-Sn-type structures (see Fig. 7.1) originates mainly from the high valence ELI-D
maxima in the cd-type structures.
Fig. 8.6 shows the change of the local ELI-D values for the AB and AA′ connec-
tions upon compression with respect to the ELI-D values at the bond midpoint in the
equilibrium structures. For all the investigated critical points, the smallest pressure-
induced change of the ELI-D values is observes for carbon, which can be explained by
the small volume change and strong covalency of interactions for this element. For the
cd-type structures, the value at the AA′ ELI-D minimum increases with pressure (i.e.
the minimum becomes less deep as the interatomic distances decrease). In contrast,
the ELI-D values at the AB maximum in these structures decrease with pressure, the
119
8.2. ELI-D
Table 8.3: ELI-D values at the AB and AA′ critical points and at the saddle points between
the valence regions (SP, Fig. 8.5). For the cases where the ELI-D attractors are not situated
at the bond midpoints (AB bonds for Sn(cd), AB and AA′ bonds for C(β-Sn)), the values
at both the ELI-D attractors (Attr) and the bond midpoints (MPs) are given. The values for
p = 0 correspond to the equilibrium volumes (Veq.). For Sn(cd), the pressure p = −5 GPa
corresponds to the volume V ≈ 1.2Veq..
(a) cd
p,
GPa
C Si Ge Sn
AB AA′ SP AB AA′ SP AB AA′ SP AB Attr AB MP AA′ SP
-5 1.233 1.233
0 1.897 0.530 1.238 1.883 0.511 1.194 1.367 0.501 1.073 1.219 1.219 0.473 1.028
5 1.897 0.531 1.237 1.885 0.518 1.190 1.358 0.509 1.071 1.204 1.201 0.486 1.024
10 1.897 0.532 1.236 1.884 0.524 1.188 1.348 0.516 1.069 1.192 1.184 0.495 1.023
15 1.897 0.534 1.236 1.880 0.530 1.187 1.339 0.521 1.069 1.182 1.169 0.503 1.022
(b) β-Sn
p,
GPa
C Si Ge Sn
AB
Attr
AB
MP
AA′
Attr
AA′
MP SP AB AA
′ SP AB AA′ SP AB AA′ SP
0 1.527 1.514 1.330 1.288 1.305 1.526 1.371 1.255 1.219 1.119 1.075 1.131 1.062 1.018
5 1.529 1.518 1.329 1.289 1.303 1.536 1.380 1.253 1.230 1.129 1.074 1.136 1.069 1.017
10 1.531 1.522 1.328 1.290 1.301 1.544 1.386 1.251 1.237 1.139 1.074 1.137 1.073 1.017
15 1.533 1.525 1.327 1.291 1.300 1.549 1.391 1.250 1.241 1.146 1.074 1.137 1.075 1.017
decrease being for Ge and Sn significantly larger than for C and Si. For Sn the ring max-
imum is very shallow in the equilibrium structure but becomes more pronounces upon
compression (the difference between ΥABD at the attractor and at the bond midpoint
increases with pressure, see also Fig. 7.8). Interestingly, if the volume of the model cd-
type structure of Sn is set to a value larger than the equilibrium volume (which would
correspond to the negative pressure) then the ELI-D valence attractors are situated at
the bond midpoint (dashed and solid lines in Fig. 8.6a coincide if p < 0). A possible
reason for the change of the ELI-D topology for tin upon compression is discussed in
Sec. 7.1.4.
In contrast to the other elements, for silicon the ELI-D at the AB bond attractor
has a maximum at p ≈ 7 GPa. To investigate the origin of this behavior, the pressure-
induced change of both ELI-D multipliers, the α-spin electron density and the pair-
volume function (ρα and ṼD, Eq. 3.27), were calculated.
Fig. 8.7 shows that for all the cd-type structures, ρα at the AB bond midpoint
increases and ṼD decreases with pressure, the changes being close to linear in the inves-
120
CHAPTER 8. CHANGE OF SELECTED BONDING INDICATORS WITH PRESSURE
-5 0 5 10 15
p, GPa
-0.04
-0.03
-0.02
-0.01
0.00
0.01
DUD
AB
0 2 4 6 8 10 12 14
p, GPa
0.01
0.02
0.03
DUD
AA’
Sn, MP
Sn, Attr
Ge
Si
C
(a) cd
0 2 4 6 8 10 12 14
p, GPa
0.01
0.02
0.03
DUD
AB
2 4 6 8 10 12 14
p, GPa
0.01
0.02
0.03
0.04
DUD
AA’
Sn
Ge
Si
C, Attr
C, MP
(b) β-Sn
Figure 8.6: Change of the ELI-D values at the AB and AA′ midpoints (MPs) and, for the
cases in which the ELI-D attractor is not situated at the bond MP, also at the ELI-D bond
attractors (Attr), with respect to the ELI-D values at the MPs for the equilibrium volumes.
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Figure 8.7: Pressure-induced change of the α-spin electron density (a) and the pair-volume
function (b) at the AB bond midpoint in the cd-type structures with respect to the values for
the equilibrium volumes.
tigated pressure range. If the values of the electron density and pair-volume function
at the AB bond midpoint would change linearly with pressure, ρABα (p) = ρ0α +a · p, and
Ṽ ABD (p) = Ṽ
0
D − b · p then the ELI-D values at this point (ΥABD (p) = ρABα (p) · Ṽ ABD (p))
would have a maximum at a certain pressure p = 1
2
(
Ṽ 0D
b
− ρ
0
α
a
)
. The position of the
maximum depends on the zero-pressure values of these functions (ρ0α and Ṽ 0D) and the
rates of their change under pressure (a and b), and can correspond to both positive
and negative pressures. For example, Fig. 8.6a shows that for tin ΥABD would have a
maximum at p ≈ −5 GPa.
Interestingly, in the β-Sn-type structures the ELI-D values at both AB and AA′
bond midpoints increase for C, Si and Ge (Fig. 8.6b). For tin the ΥABD has a maximum
at p ≈ 10 GPa, whereas ΥAA′D becomes nearly constant at p ≈ 15 GPa for this element.
In the β-Sn-type structure of carbon the ELI-D attractors are split and shifted from the
bond midpoint towards the atoms (Fig. 7.1). For carbon, during the compression the
difference between the ELI-D values at the attractors and at the saddle point between
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them decreases, revealing the tendency towards the formation of a single attractor. For
the AA′ connection the ELI-D value at the attractors even lowers with pressure.
In summary, the ELI-D values at the bond attractors change monotonically with
pressure in the investigated pressure range and do not exhibit any qualitative change
near the cd → β-Sn transition pressures (pt) for most of the structures. The observed
maximum of the ELI-D value at the bond attractor at p ≈ pt for the cd-type structure
of silicon is not reproduced by the other elements. Both ELI-D multipliers, ρσ and ṼD,
change monotonically with pressure, the former increasing and the latter decreasing
with the volume contraction. Therefore, we hypothesize that the value of ELI-D at
the bond attractor has a maximum at a certain volume for both cd- and β-Sn-type
structures of all the elements. In the cd-type structures these volumes are for C, Ge
and Sn larger than the equilibrium volumes (Veq.), and for silicon the corresponding
volume is slightly smaller than Veq.. In contrast, for the β-Sn-type structures the ELI-
D values at both the AB- and AA′-type bond attractors seem to have a maximum for
volumes significantly smaller than the equilibrium volumes of the structures. Although
it is interesting that the pressure behavior of the ELI-D maximal values differs clearly
between the cd- and β-Sn-type structures, at the moment it is difficult to attribute
a chemical meaning (e.g. in terms of the pressure-induced (de)stabilization of the
structures) to this difference.
8.2.2 ELI-D curvatures
Additionally, the change of the ELI-D topology with pressure can be characterized by
the curvatures of the ELI-D distribution at its critical points. Table 8.4 shows the
normal ELI-D curvatures (λ⊥) at the AB and AA′ midpoints (MP), as well as at the
ELI-D saddle point (SP) between the bond regions (Fig. 8.5). At the AB and AA′
midpoints in the cd-type structures, as well as at the AA′ midpoint in the β-Sn-type
structures, two ELI-D curvatures perpendicular to the interatomic line are equal by
symmetry. For the AB midpoints in the β-Sn-type structures, λ⊥ is the average of the
two eigenvalues of the ELI-D Hessian matrix. For the ELI-D saddle points, λ⊥ is the
positive ELI-D curvature, which shows how steep is the local minimum between the
two bond regions.
Table 8.4 shows that at all the analyzed critical points the normal ELI-D curvature
λ⊥ decreases in absolute value in the C-Si-Ge-Sn series, as shown in Sec. 7.1.4 for the
cd-type structures. The ELI-D curvature at the AB bond midpoint is for the cd-type
122
CHAPTER 8. CHANGE OF SELECTED BONDING INDICATORS WITH PRESSURE
Table 8.4: ELI-D normal curvature (λ⊥, see text) at the AB and AA′ midpoints (MP) and
at the saddle points in the valence shell (SP) in the cd- and β-Sn-type structures. The values
for p = 0 correspond to the equilibrium volumes.
(a) cd
p,
GPa
C Si Ge Sn
AB
MP
AA′
MP SP
AB
MP
AA′
MP SP
AB
MP
AA′
MP SP
AB
MP
AA′
MP SP
0 -2.119 0.490 1.712 -0.659 0.197 0.876 -0.099 0.162 0.314 0.005 0.123 0.178
5 -2.123 0.496 1.725 -0.647 0.206 0.909 -0.083 0.172 0.344 0.025 0.134 0.211
10 -2.125 0.502 1.738 -0.632 0.215 0.934 -0.071 0.181 0.364 0.033 0.143 0.231
15 -2.128 0.508 1.750 -0.615 0.223 0.952 -0.061 0.189 0.379 0.039 0.152 0.242
(b) β-Sn
p,
GPa
C Si Ge Sn
AB
MP
AA′
MP SP
AB
MP
AA′
MP SP
AB
MP
AA′
MP SP
AB
MP
AA′
MP SP
0 -1.312 -0.875 0.523 -0.604 -0.436 0.428 -0.200 -0.170 0.117 -0.085 -0.082 0.084
5 -1.329 -0.880 0.533 -0.620 -0.442 0.453 -0.196 -0.171 0.145 -0.073 -0.071 0.111
10 -1.344 -0.886 0.543 -0.632 -0.446 0.474 -0.193 -0.170 0.173 -0.062 -0.062 0.135
15 -1.360 -0.891 0.554 -0.654 -0.449 0.493 -0.189 -0.167 0.200 -0.054 -0.056 0.155
structures larger than for the β-Sn-type ones. In the β-Sn-type structures, λ⊥ at the
AB bond midpoint is larger than at the AA′ midpoint. Thus, the relation between the
normal ELI-D curvatures at the valence attractors in similar to the relation between
the ELI-D values at these points: the higher the valence maximum, the more steep it
is.
Fig. 8.8 shows the pressure change of λ⊥ at chosen ELI-D critical points. In the
cd-type structures of all the investigated elements except carbon, λAB⊥ increases with
pressure (|λAB⊥ | decreases), indicating that the AB bond maximum becomes more flat
in the direction perpendicular to the bond line as the height of this maximum decreases.
In contrast, for carbon the ELI-D values at the AB bond attractor do not change in
the investigated pressure range, and the maximum becomes slightly more steep with
the structure compression.
In the β-Sn-type structures, the change of λ⊥ is similar for the AB and AA′ bond
midpoints. However, although the ELI-D values at both these points increase with
pressure for all the elements, the character of the λ⊥ change differs between the elements
with and without the d-electrons. Namely, the ELI-D valence maxima become more
steep for C and Si, but flatten in the structures of Ge and Sn.
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Figure 8.8: Pressure change of the ELI-D normal curvatures at the AB and AA′ midpoints
(λAB⊥ and λ
AA′
⊥ , respectively), as well as at the saddle points between the valence region (λ
SP
⊥ ),
for the cd- and β-Sn-type structures, with respect to the values for the equilibrium volumes.
The curvature of ELI-D at the saddle point is in the cd-type structures much larger
than in the β-Sn-type structures, reflecting the large uniformity of the ELI-D distri-
bution in the β-Sn-type compared to the cd-type structures. In contrast, the increase
of λSP⊥ with pressure is similar for both structures. The ELI-D curvatures at the cage
critical point in the cd-type structures are equal by symmetry, and the increase of λAA′⊥
with pressure indicates that the ELI-D minimum becomes more steep as the interatomic
distances decrease.
The change of λ⊥ with pressure is not completely smooth, which might originate
from a discontinuity of the second derivatives of ELI-D at the muffin-tin boundary of
the atoms, the size of the "jump" being slightly different for different pressures.
8.2.3 ELI-D basin compressibility
The pressure change of the atomic and ELI-D basin volumes for the cd- and β-Sn-type
structures is shown in Fig. 8.9. The corresponding basin volumes can be found in
the Table A.12. For Si, Ge and Sn the volume of the cd-type structures change under
compression faster than that of the corresponding β-Sn-type structures. In contrast, for
carbon in the investigated pressure range the diamond modification is less compressible
than the model β-Sn-type structure.
As expected, the change of the core basin volume under compression is small for all
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Figure 8.9: Change of the atomic and ELI-D basin volumes under pressure. Blue - cd-type
structures, red - β-Sn-type structures. Solid lines - Vatom, dotted - Vcore, dashed - VAB, dash-
dotted - VAA′ (cf. Fig. 7.13). V0 - the volumes of the corresponding basins in the equilibrium
structures. Pressures in GPa.
the investigated elements. For carbon, the core radius amounts to only few intervals
on the grid used for the ELI-D calculation, which causes the fluctuations in the core
basin volume. Note also the small V/V0 scale in the diagram for carbon in Fig. 8.9
compared to the diagrams for the other elements. For all the investigated structures,
the change of the AB valence basin volume under pressure exceeds the compression of
the atomic basin. In the model β-Sn-type structure of carbon, the compression of both
valence basins is similar and small in the investigated pressure range. In contrast, in
the β-Sn-type structures of Si, Ge and Sn the volume of the AA′ basin decreases much
slower than the AB basin volume, the reasons for this are discussed below.
The "easiness" of the volume reduction is usually characterized by the compress-
ibility of the structure,
k = − 1
V
∂V
∂p
, (8.3)
or the reverse quantity, the bulk mudulus B. Here V is the volume of the structure and
p is the applied pressure. The total compressibility of the structure can be partitioned
into compressibilities of separate non-penetrating basins (for example, QTAIM or ELI-
D basins) [164,168]:
k =
∑
i
Vi
V
ki, (8.4)
where ki are the compressibilities of separate basins, and ViV is the fraction of the ith
basin in the total volume. Table 8.5 shows that for both cd- and β-Sn-type structures of
the investigated elements the valence basins account for 99% of the total compressibility,
in accordance to the previously reported results [164]. Although there are two types of
the valence basins in the β-Sn-type structures, the pressure response of the structure
is governed by the AB basins (kAB = 83 − 93% of katom), due to their larger volume
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Table 8.5: Volumes (V0), bulk moduli (B0), contributions to the atomic compressibility ( ViVatom ·
ki
k , cf. Eq. 8.4) and populations (NAB, AA′) of the atomic and ELI-D basins for the equilibrium
cd- and β-Sn-type structures of C, Si, Ge and Sn.
(a) cd
C Si Ge Sn
atom core AB atom core AB atom core AB atom core AB
V0, bohr3 37.2 0.8 18.2 133.4 7.1 63.1 150.8 11.5 69.7 230.8 24.6 103.1
B0, GPa 466 1549 458 93 850 89 67 717 63 41 336 38
Vi
Vatom
· kik , % 0.7 99.3 0.6 99.4 0.8 99.2 1.5 98.5
NAB 1.95 1.96 2.14 2.09
(b) β-Sn
C Si Ge Sn
atom core AB AA′ atom core AB AA′ atom core AB AA′ atom core AB AA′
V0, bohr3 35.5 0.9 14.6 5.5 99.9 7.1 35.2 22.5 122.9 11.6 45.1 21.1 176.2 25.2 60.7 29.6
B0, GPa 414 2444 397 457 119 1354 100 166 77 1711 62 172 59 832 44 173
Vi
Vatom
· kik , % 0.4 85.5 14.1 0.6 83.2 16.2 0.4 91.8 7.8 1.0 93.3 5.7
NAB, AA′ 1.63 0.65 1.46 1.00 1.70 0.86 1.62 0.87
and compressibility. Moreover, for Si, Ge and Sn the AB basin compressibilities are
similar in the cd- and β-Sn-type structures. In contrast, for carbon the kAB for the cd
structure is much higher than for the β-Sn-type structure, which results in the smaller
total compressibility of the cd compared to the β-Sn-type structure.
To rationalize the low compressibility of the AA′ valence basins compared to the
AB basins in the β-Sn-type structures of Si, Ge and Sn, we note that the populations
of the valence basins are not preserved under pressure change. As it was mentioned
in Sec. 7.2.1, the population of the AA′ basins increases under compression at the
expense of the AB basin population (see Tab. A.13). The contributions of the AB
and AA′ basins to the total volume
(
VAB,AA′
Vatom
)
change proportionally to their electron
population: VAB
Vatom
decreases and VAA′
Vatom
increases with pressure (Fig. 8.10). As a result,
although the volumes of both AB and AA′ basins decrease under pressure, the AA′
basin volume decreases slower than the volume of the AB basin. Thus, the analysis of
the compressibilities is reasonable only for the basins or groups of basins with nearly
constant electron population (e.g. for the unity of all the valence basins).
For a number of elemental crystals with covalent bonds, the compressibility was
shown to correlate with the average electron density in the valence basin (Eq. 7.1) [171].
Also in the present investigation, the bulk moduli B0 of the cd- and β-Sn-type structures
qualitatively correlate with the average electron density in the AB basins, as shown in
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Figure 8.10: Si(β-Sn): the correlation between VAB,AA′Vatom and the corresponding ELI-D basin
population. Arrows show the direction of the pressure increase, the pressure values (in GPa)
are highlighted by the bulk numbers. The values for p = 0 correspond to the equilibrium
structure.
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Figure 8.11: Correlation between the bulk moduli of the cd-type (blue) and β-Sn-type (red)
structures and the average electron population in their AB ELI-D basins. Dashed line shows
the linear regression plot (non-linearity due to the double logarithmic scale).
Fig. 8.11.
Since in the cd-type structures of all the investigated elements the population of the
valence basins N ≈ 2 (Table 8.5), the compressibility of the valence basins decreases
with the basin volume increase. The volume of the valence basins can be obtained as
the difference between the atomic and the core basin volumes. In the cd-type structures,
the volumes of the valence basins are identical, hence Vval = 12(Vatom − Vcore). Due to
the high symmetry of the cd structures, the unit cell volume is determined by the bond
length lAB: Vatom = 83√3 l
3
AB, where lAB can be written through the core radius and the
valence basin width, lAB = 2 · rcore + dval, as shown in Fig. 7.2. The core basin volume
can be approximated by the volume of the sphere with radius rcore: Vcore ≈ 43πr
3
core.
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Then, the valence basin volume in the cd-type structures can be estimated as follows:
V cdval =
1
2
(Vatom − Vcore) ≈ r3core
{
4
3
√
3
(
2 +
dval
rcore
)3
− 2π
3
}
. (8.5)
As discussed in Sec. 7.1.1, the width of the valence basins along the bond line
(dval) is similar for the investigated cd-type structures and amounts to 1.8, 2.1, 1.9 and
1.8 bohr for C, Si, Ge and Sn, respectively. The red dots in Fig. 8.12 correspond to
the volumes of the valence basins (Vval) for the cd-type structures obtained from the
topological analysis of ELI-D. The blue line shows the dependence of V cdval from the core
radius calculated using Eq. 8.5 for a constant dval = 1.8 bohr.
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Figure 8.12: Dependence of the AB ELI-D basin volume on the core radius. Dots: the VAB
for the equilibrium cd-type structures of C, Si, Ge and Sn; dashed line: model Vval(rcore) for
dval = 1.8 bohr (Eq. 8.5).
The calculated volumes of the valence basins are close to the approximated values
for the constant dval. Hence, the difference between the valence basin volumes for
different cd-type structures originates mainly from the different core radii of C, Si, Ge
and Sn. As the bulk moduli for the cd- and β-Sn-type structures of the same element
are similar, these considerations should be applicable to the β-Sn-type structures as
well. Thus, the compressibilities of the cd- and β-Sn-type structures decrease in the
C-Si-Ge-Sn series mainly due to the increase of the radius of the core ELI-D basin (i.e.
the increase of the number of inner shells) in this series of elements.
8.3 Discussion
In Sec. 5.2 it was shown that the energy differences between the cd- and β-Sn-type
structures do not change much with pressure. As the change in the interatomic inter-
actions affects only the internal energy, it is not surprising that the bonding indicators
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change monotonically upon the structure compression and exhibit no qualitative change
near the transition pressure.
The increase of the electron density between the atoms and the decrease of the
electron density Laplacian reveal the increase of the covalency of interactions under
pressure, in agreement with the suggestion of Bader and Austen [135]. The electron
density accumulation towards the bond path is characterized by the (negative) electron
density curvature normal to the bond path (λ⊥). For the investigated structures, λ⊥
provides a more consistent picture of bonding changes under compression than the total
Laplacian of the electron density: the absolute value of λ⊥ increases with pressure, it
is large for carbon and decreases when going down in the group of the periodic table.
The ELI-D values at the valence attractors increase upon compression in the β-Sn-
type structures, but in the most of the cd-type structures the ELI-D maxima decrease
with the pressure increase. We suppose that the ELI-D values at the attractors increase
as the atoms come closer to each other if the interatomic distance is relatively long, and
decrease if the distance is small. However, the distances corresponding to the maximal
ELI-D value are in the β-Sn-type structures significantly longer than in the cd-type
structures. For the same interatomic distance, ΥABcd > ΥABβ-Sn > ΥAA
′
β-Sn. Hence, not
only the values of ELI-D at the bond attractors, but also the character of their change
upon compression, depends on the element, the structure and the pair of atoms in the
structure. Probably, the decrease of ΥABD with pressure in the cd-type structures and
its increase in the β-Sn-type structures indicates a destabilization of the former under
compression and a stabilization of the latter, but further investigations of this issue are
required.
In the β-Sn-type structures, the ELI-D curvature at the primary (AB) bond attrac-
tor is larger than at the new (AA′) one, and changes faster with pressure. This might
be connected with the shift of the border between the AB and AA′ valence basins under
pressure, which results in the increase of the AA′ basin population and the decrease of
the AB one. As the population of ELI-D bond basins is often attributed to the number
of electrons participating in the bond [95], it would be plausible to connect the electron
redistribution between the valence basins with the stabilization of the AA′ bond under
pressure. However, this suggestion is not confirmed by the other indicators, and further
investigation on the chemical meaning of the small volume reduction of the AA′ basin
under pressure is required.
As the electron density is high close to the nuclei, it is expected that the pressure
affects the structure mainly by compressing the valence regions, whereas the volume
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of the inner shells stays almost constant. This finding is in accordance with previous
results [164]. The compressibility of the ELI-D valence basins was confirmed to correlate
with their average electron density. It was shown that the decrease of compressibility
in the C-Si-Ge-Sn series is caused by the increase of the radius of the penultimate shell,
as this determines the valence basin volumes and consequently their average electron
density.
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Summary

9 | Summary and Outlook
The main goals of this investigation were to explore the ability of the QCT indicators
to reflect
• bonding changes during the cd→ β-Sn phase transition of group 14 elements;
• the difference in the bonding character between C, Si, Ge and Sn;
• bonding changes in the cd- and β-Sn-type structures under pressure;
• the presence of the cd→ β-Sn phase transition for Si, Ge and Sn and its absence
for carbon.
The QCT analysis shows that the change of the coordination from 4 to 4+2 during
the transition corresponds to the increase of the number of covalent bonds per atom
from 4 in the cd-type to 6 in the β-Sn-type structures. The electron density and ELI-
D topology exhibit 6 bond critical points and 6 valence maxima, respectively, around
each atom in the β-Sn-type structure. The interatomic delocalization indices (DIs)
and IQA interaction energies, as well as the electron density and ELI-D values at the
bond midpoints, show that in the stable β-Sn-type structures the two new bonds are
weaker than the four "primary" bonds (resembling the ones in the cd-type structures),
in accordance with the difference in the bond lengths. On the other hand, all bonds
in the β-Sn-type structure were shown to be significantly weaker than in the cd-type
structure of the same element.
The increase of the number of bonds can be a reason of enhancement of the multi-
center electron delocalization during the cd → β-Sn phase transition, revealed by the
analysis of 3-center delocalization indices. The high multicenter electron delocalization
is sometimes connected with the metallic bond character in the structures [123, 238].
On the other hand, some studies suggested the low ELF values and a relatively uniform
ELF distribution in the valence region to be characteristic for metallic bonds [123].
This is consistent with the changes in the band structure and the ELI-D distribution
during the cd→ β-Sn phase transition: while the structure becomes metallic, the ELI-
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D values at the valence maxima become lower, and the difference between the maximal
and minimal ELI-D values in the valence region decreases.
For the investigated structures, the IQA interaction energies (Eint) correlate linearly
with the electron density values at the bond critical points (ρb). These QCT indica-
tors reveal the bond weakening when going down in the group of the periodic table.
This decrease of the interaction strength can also be connected with the decrease of
deformation of the ELI-D distribution in the cd-type structures with respect to the
corresponding free atoms.
Unexpectedly, the delocalization indices between the ELI-D basins show that the
core regions (inner atomic shells) contribute significantly to the interatomic electron
sharing, this contribution increasing in the C-Si-Ge-Sn series of elements. For Ge and
Sn, the charge fluctuation in the core regions is larger than 1, confirming the weak
separation of d-electrons between the core and valence regions for these elements [128,
129]. For the valence ELI-D basins, the electron localization is smaller than the charge
fluctuation in the basins, which suggests that the atomic valence regions should be
rather treated as single objects.
The volume of the valence regions increase with the increase of the penultimate
atomic shell radius when going down in the group of the periodic table. As a result,
the electron density decreases in the valence regions, and the structures become more
compressible. Moreover, with the increase of the core shell radius, the ELI-D maximum
becomes less compact in the direction perpendicular to the bond line. This might be
attributed to the decrease of the bond localization in the C-Si-Ge-Sn series of elements,
which was suggested to correlate with the bad gap in the cd-type structures [245].
The pressure-induced structure contraction leads to the increase of the electron
density values at the bond critical points and to the enhancement of the density with
respect to the free atoms. Moreover, the electron density curvature perpendicular to
the bond line becomes more negative, revealing the increase of the density accumula-
tion towards the bond path. This shows the increase of the covalency of interatomic
interactions under pressure, in accordance with the results of Bader and Austen for
a chain of hydrogen atoms [135]. The change of the bonding indicators under pres-
sure does not show any peculiarities near the transition pressure. This is expected, as
the QCT indicators should reflect the change in the internal energy, which increases
monotonically under pressure for all structures. Interestingly, the ELI-D values at the
valence maxima between the atoms decrease with pressure for the cd- and increase for
the β-Sn-type structures. This might indicate the destabilization of the former and the
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stabilization of the latter structures under pressure, but further analysis is required to
clarify this issue.
The total energy change during the transition is determined mainly by the inter-
play between the formation of new bonds and the weakening of the primary bonds, in
accordance with the change of the interatomic distances. The absence of the β-Sn-type
energy minimum for carbon is reflected by the sum of the IQA interaction energies with
the nearest neighbors and the sum of the electron density values at the bond critical
points around an atom (
∑
ρb). The IQA interaction energies are the most direct bond
strength indicators, but they had to be calculated for clusters and are affected by the
non-negligible charge transfer between the atoms. In contrast, ρb values were extracted
from the periodic calculations and do not have this drawback.
The change of
∑
ρb along the transition pathway mirrors the total energy change
and exhibits the maxima for the stable (cd- and β-Sn-type) structures for Si, Ge and
Sn, whereas the β-Sn-type
∑
ρb maximum for carbon is absent. The ρb values can be
divided into the contributions from the free-atomic (procrystal) density and the electron
density increase due to covalent interactions. Such division reveals that the cd-type∑
ρb maximum originates mainly from the electron density enhancement due to the
strong covalent interactions in these structures. In contrast, the β-Sn-type maximum
of
∑
ρb results from the change of the geometrical parameters during the transition
(the increase of the number of bonds). Using the analytic ("tail") model of electron
density, it was shown that the
∑
ρb maximum appears only if the volume reduction
during the transition (∆V ) is significant (around 20% of the cd-type structure volume).
If ∆V is small then the interatomic distances in the β-Sn-type structure are too long,
and the energy increase due to the primary bond weakening is not compensated by the
enhancement of the atomic interactions with the new neighbors.
This result is supported by the change of the ELI-D topology along the transition
pathway, which at moderate pressures differs between carbon and the other elements.
The shared ELI-D maximum between the neighboring atoms is formed only if the
distance between their core regions is relatively small (around 2 bohr for C and 2.5
bohr for the other elements). Therefore, to get six shared ELI-D maxima around an
atom, both the four primary and the two new bonds should not be too long, which
restricts the volume and the geometric parameters of the β-Sn-type structures. For Si,
Ge and Sn such ELI-D topology is realized in the narrow range of structural parameters
around the ones for the β-Sn-type structures. In contrast, for C(β-Sn) at moderate
pressures the bonds are too long, and instead of shared interatomic ELI-D maxima, the
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valence regions contain pairs of maxima owned by separate atoms.
In order to obtain the ELI-D topology corresponding to the stable β-Sn-type struc-
ture, the volume should be reduced during the transition by around 40% for carbon
and 15-20% for Si, Ge and Sn. For the latter elements this condition is fulfilled already
at zero pressure, whereas the necessary volume decrease for carbon would correspond
to the pressure of around 450 GPa. Thus, both the sum of the electron density val-
ues at the bond critical points and the ELI-D topology show that the instability of the
β-Sn-type structure of carbon is caused by the small difference between the equilibrium
volumes of its cd- and β-Sn-type structures.
The small volume change during the transition can be connected with the small
compressibility of the carbon structures, which was previously shown to correlate with
the average electron density in the valence region [171]. The valence volume grows with
the radius of the core region and is small for carbon, leading to the high average valence
electron density for this element.
In contrast to
∑
ρb and ELI-D, the changes of the electron density topology and the
delocalization indices along the cd → β-Sn transition pathway are similar for all the
investigated elements. The change of these indicators depends mainly on the change
of the symmetry of the structures, i.e. on the ratios between the interatomic distances
and not on the values of the distances. Therefore, they do not reflect the absence of
the phase transition for carbon.
The electron density- and ELI-D-based criteria of structural stability complement
each other:
∑
ρb reflects the energy change with the change of structural parameters,
whereas the ELI-D topology provides a "necessary" condition for the formation of a
particular structure. To the best of our knowledge, this is the first attempt to give
a quantitative criterion of structural stability based on the local characteristics of the
interatomic interactions. Such criteria can explain, why certain atomic arrangements
correspond to the energy minima, thus helping to rationalize known phase diagrams
and to predict new structures.
The next step in the investigation would be to test these criteria on a broader range
of structural phase transitions. However, we suppose that the correspondence between
the energy minimum and the maximum of
∑
ρb holds only for structures, which energy
is mainly determined by the nearest-neighbor covalent (exchange) interactions. On
the other hand, the shared ELI-D maxima are absent in the structures with primarily
ionic interactions. Therefore, the stability criteria proposed in this work have to be
reformulated in order to apply them to the systems with polar or ionic interactions.
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A.1 Computation details
The analysis was performed at the DFT level of theory using local density approxima-
tion. For the periodic calculations the Perdew-Wang/Ceperley-Alder [242] and for the
clusters the Slater/Vosko-Wilk-Nusair (SVWN5) [260, 261] functionals were used. To
check the stability of the results with respect to the choice of the DFT functional, some
of the calculations for periodic structures were repeated using the PBE functional [243].
Although the numerical values are different, the behavior of the energy and the investi-
gated QCT indicators along the transition pathway is the same for the LSDA and PBE
functionals.
Wavefunctions for the periodic calculations were obtained using the all-electron
LAPW method, as implemented in the program Elk [262]. The energy convergence with
respect to the number of k-points and plane waves was ensured, the most significant
parameters being given in the Table A.1. The truncation of the wavefunction expansion
over k+G vectors (Eq. 2.5) is given by the rgkmax parameter: rgkmax = RMT · |G+
k|max, where RMT is the muffin-tin sphere radius. The lmaxapw parameter sets the
angular momentum cut-off for the APW functions, and gmaxvr is the maximal value
of |G| for the electron density expansion.
Additionally, the stability of the electron density and ELI-D with respect to the
muffin-tin sphere radius and the number of core states was controlled. The muffin-tin
radii are equal to 1.0, 1.6, 2.0 and 2.2 bohr for C, Si, Ge and Sn, respectively. The
electrons of the penultimate shell were treated as valence (i.e. no core electrons for
carbon). The delocalization indices were proven to be less sensitive to the wavefunction
quality than the local values of the electron density and ELI-D. Therefore, for their
evaluation a less expensive set of the Elk parameters was used.
Wavefunctions for the cluster calculations were obtained using the GAMESS(US)
package [263]. The Dunning-type basis set [240,241] (cc-pVDZ for carbon and hydrogen
and cc-pVTZ for silicon) was utilized.
For the topological analysis with the DGrid program [264] the 0.05 bohr equidistant
mesh was used. The IQA exchange interaction energies were calculated from the Kohn-
Sham orbitals in the Hartree-Fock manner. The information about the DFT functional
was used to recover the total energy, as it is currently implemented in AIMAll [107,108].
To include the information about the DFT functional into the AIMAll input file, the
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Table A.1: Parameters of Elk calculation.
k-points rgkmax lmaxapw gmaxvr
ρ, ELI-D 6·6·6 / 6·6·10 (Sn) 10 13 25
DIs 4·4·4 7 10 16
standard GAMESS wave function output (WFN format) was converted into the new
WFX format.
A.2 Lattice parameters
Optimal c/a ratios for different volumes
Table A.2 shows that the optimal c/a ratio for the β-Sn-type structures of germanium
decreases with pressure from the value of 0.539 for the equilibrium structure (V =
V β-Sn0 ) to the value of 0.532 for p = 15 GPa (V/V
β-Sn
0 ≈ 0.86). The optimal c/a ratio
for the germanium structure corresponding to the transition pressure pt = 7.3 GPa
(V ≈ 0.92V β-Sn0 ) amounts to 0.5352. As the change of c/a with pressure is not large,
the transition-pressure value was taken for all the β-Sn-type germanium structures.
Similarly, for C, Si and Sn, the optimal c/a ratios exhibit a relatively small vol-
ume dependence. For these elements, the zero-pressure values of c/a were kept for all
pressures.
Table A.2: Optimal c/a ratios for the β-Sn-type structures of germanium with different vol-
umes. V β-Sn0 is the equilibrium volume of the β-Sn structure.
V/V β-Sn0 V , bohr3 c/a
0.74 90.609 0.527
0.80 98.160 0.529
0.86 105.710 0.532
0.92 113.261 0.535
0.98 120.812 0.538
1.00 122.864 0.539
1.11 135.913 0.542
Volume and bulk modulus dependence on the used equation of state
Table A.3 reveals that at least for germanium, the EOS variant (Murnaghan or Vinet)
has a small influence on the lattice parameters and the bulk moduli. Therefore, the fit
to the less sophisticated Murnaghan equation of state was used through this work.
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Table A.3: Germanium equilibrium volumes and bulk moduli obtained from the fit to the
Murnaghan [187] and Vinet [265] EOS.
(a) cd
Murnaghan Vinet
V0, bohr3 150.78 150.68
B0, GPa 67.48 68.63
B′0 4.27 4.47
(b) β-Sn
Murnaghan Vinet
V0, bohr3 122.86 122.72
B0, GPa 77.16 76.44
B′0 4.16 4.81
A.3 "Tail model" evaluation of the electron density
curvature
For the analysis of the "tail model" electron density topology, the following atoms were
taken into account: A(0, 0, 0), A′(0, 0, c), B(±a/2, 0, c/4), D(0, ±a/2, 3c/4) (Fig.
5.6), where a and c are the lattice parameters. The model electron density:
ρ(−→r ) = k · e−α|
−→r −−→r0 | = k · e−α
√
(x−x0)2+(y−y0)2+(z−z0)2 ,
where the z axis follows the A-A′ interatomic line, and x and y axes are perpendicular
to this line.
The new bond critical point at the A-A′ midpoint (point H) appears when the
electron density curvature perpendicular to the A-A′ line becomes negative at this
point:
∂2ρ(−→r )
∂x2
∣∣∣∣
H(0,0,c/2)
< 0.
Due to the symmetry of the crystal,
∂2ρ(−→r )
∂x2
∣∣∣∣
H(0,0,c/2)
= 2 ·
(
∂2ρA(
−→r )
∂x2
+
∂2ρB(
−→r )
∂x2
+
∂2ρD(
−→r )
∂x2
)
.
The final expression for the negative electron density curvature along the x axis:
e−α
√
(c/a)2a2
16
+a
2
4 α2a2
4
(
(c/a)2a2
16
+ a
2
4
) + e−α
√
(c/a)2a2
16
+a
2
4 αa2
4
(
(c/a)2a2
16
+ a
2
4
)3/2 − 2e− 12α
√
a2(c/a)2α√
a2(c/a)2
− 2e
−α
√
(c/a)2a2
16
+a
2
4 α√
(c/a)2a2
16
+ a
2
4
> 0.
The values of the parameters α are discussed in Sec. 6.1.3.
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A.4 Error in the QTAIM basin population
Table A.4: Deviation of the QTAIM basin population from the expected value Qexp = 6, 14,
32 and 50 for C, Si, Ge and Sn, respectively. ∆Qmax and ∆Qaver - maximal deviation of
the population of an individual basin and of the averaged population, respectively, for the
equilibrium structures with c/a = 0.4− 1.4. The wavefunction parameters correspond to the
first line of Table A.1, the 0.05 bohr equidistant mesh was used for the integration.
∆Qmax · 103 ∆Qaver · 103
C 4.8 2.9
Si 3.6 0.1
Ge 7.9 0.2
Sn 8.3 0.2
A.5 DIs dependency from the basis set and pressure
Basis set
Table A.5 shows the values of the delocalization indices of germanium, computed with
different basis sets. It reveals that DIs computed with the small basis set (rgkmax = 7,
4 ·4 ·4 k-points) are similar to the DIs obtained using the large basis set (rgkmax = 10,
6 · 6 · 6 k-points). Similarly to germanium, the delocalization indices of C, Si and Sn
are also not very sensitive to the basis set size, therefore the small basis set was used
for the evaluation of DIs.
Table A.5: The dependency of the results of pair density analysis from the k-point set and
the number of plane waves for Ge(β-Sn), p ≈ 7 GPa. For some Elk parameters used in
combination with the given rgkmax see Table A.1.
rgkmax = 10,
6 · 6 · 6 k-points
rgkmax = 7,
6 · 6 · 6 k-points
rgkmax = 7,
4 · 4 · 4 k-points
λ 29.90 29.89 29.89
σ2 2.10 2.10 2.10
δAB 0.47 0.47 0.47
δAC 0.38 0.38 0.36
δAD 0.11 0.11 0.12
Pressure
Table A.6 shows that, in contrast to the change of the delocalization indices along the
transition pathway, for the same c/a ratio DIs only slightly increase under pressure.
Moreover, the ratios between DIs for different pairs of atoms and the character of the
DI change with c/a are preserved under pressure (Fig. A.1).
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Table A.6: DIs change with pressure for germanium, rgkmax = 7, 4 · 4 · 4 k-points. The p = 0
data correspond to the equilibrium structures.
(a) cd
p, GPa δAB
0 0.775
1 0.779
2 0.782
3 0.786
4 0.789
5 0.791
6 0.795
7 0.797
8 0.800
9 0.802
10 0.804
(b) β-Sn
p, GPa δAB δAC
5 0.465 0.351
6 0.469 0.352
7 0.471 0.354
8 0.470 0.357
9 0.473 0.343
10 0.475 0.376
11 0.476 0.345
12 0.480 0.363
13 0.481 0.364
14 0.482 0.365
15 0.483 0.367
(c) transition structures
c/a σ
2 δAB
p = 0 p ≈ 7 GPa p = 0 p ≈ 7 GPa
0.5 2.041 2.096 0.413 0.424
0.6 2.058 2.106 0.517 0.531
0.7 2.068 2.097 0.578 0.588
0.8 2.060 2.112 0.644 0.652
0.9 2.050 2.084 0.685 0.697
1 2.043 2.084 0.712 0.727
1.1 2.039 2.083 0.735 0.754
1.2 2.035 2.082 0.755 0.776
1.3 2.033 2.082 0.768 0.790
1.4 2.031 2.082 0.775 0.798
0.6 0.8 1. 1.2 1.4
ca
1
2
3
4
∆
4×∆AB, 2×∆AA’, ∆dist
(a) p = 0
0.6 0.8 1. 1.2 1.4
ca
1
2
3
4
∆
4×∆AB, 2×∆AA’, ∆dist
(b) p ≈ 7 GPa
Figure A.1: Change of DIs along the transformation pathway at different pressures for Ge.
Dashed line: 2σ2A; δdist = 2σ
2
A − 4 · δAB − 2 · δAA′ . For the atomic labels see Fig. 5.6. The
p = 0 data correspond to the equilibrium structures.
A.6 Details of cluster calculations
Fig. A.5 shows some of the clusters used in the tests of the computational parameters
for the IQA interaction energy evaluation.
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Si5H12 Si26H32 Si40H48
Figure A.2: Tetrahedral clusters used in the tests.
A.6.1 Basis set choice
Unconstrained optimization of the clusters X26H32 was performed in the GAMESS (US)
program [263]. For the X40H48 clusters the optimization was performed in the program
Gaussian-09 [239] with fixed angles. The energies of the clusters (divided by the number
of C or Si atoms in them) and the interatomic distances are shown in the Table A.7.
142
APPENDIX A. APPENDIX
Table A.7: Basis set choice for the carbon and silicon clusters. Energy is given in Hartree per
C or Si atom, distances in Angstroms. The notation "cc-pVDZ/TZ" corresponds to cc-pVTZ
basis set for silicon and cc-pVDZ - for hydrogen atoms.
(a) Carbon
cluster basis set energy d(C-C) d(C-H) c/a
cd structure 1.533
C26H32 3-21G -38.30 1.536 1.119 1.422
6-31G -38.49 1.541 1.119 1.427
cc-pVDZ -38.50 1.535 1.122 1.423
C40H48 cc-pVDZ -38.48 1.536 1.111
√
2
(b) Silicon
cluster basis set energy d(Si-Si) d(Si-H)
cd structure 2.339
Si5H12 cc-pVDZ -289.749 2.333 1.512
cc-pVDZ/TZ -289.764 2.322 1.503
cc-pVTZ -289.767 2.322 1.499
Si26H32 6-31G -289.053 2.37 1.53
cc-pVDZ -289.091 2.332 1.52
cc-pVTZ -289.105 2.326 1.51
Si40H48 cc-pVDZ -289.070 2.344 1.52
Non-nuclear attractors for silicon Fig. A.3 shows that the use of the cc-pVDZ
basis set causes the non-nuclear attractors between the silicon atoms, which disappear
upon the basis set increase in the DFT calculations (LDA, PBE, B3LYP). In contrast,
in the Hartree-Fock calculations the electron density between the silicon atoms does
not become smooth even upon the basis set increase up to cc-pVQZ. The non-nuclear
attractors between Si atoms were observed also for larger clusters (Si26H32 and Si40H48)
when the double-zeta basis set was used for silicon.
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1 2 3 4
0.086
0.088
0.09
0.092
0.094
0.096
0.098
0.1
LDA, CCD
LDA, CCT
PBE, CCD
PBE, CCT
B3LYP, CCD
B3LYP, CCT
HF, CCD
HF, CCT
HF, CCQ
Si
5
H
12
, rho, Si-Si line
Figure A.3: Electron density distribution along the Si-Si line in the Si5H12 clusters. CCD,
CCT and CCQ correspond to the cc-pVDZ, cc-pVTZ and cc-pVQZ basis set, respectively; HF
- Hartree-Fock method.
A.6.2 Electron density values
Fig. A.5 shows the sum of the electron density values at the AB- and AA′-type bond
critical points for the central atoms in the clusters. For carbon the
∑
ρb values for the
clusters with c/a ≥ 1.0 are significantly lower than for the corresponding crystal struc-
tures. Nevertheless, the C40H48 clusters correctly reproduces the monotonic decrease of∑
ρb along the transition pathway observed for the periodic structures, whereas
∑
ρb
for the C26H32 clusters has a maximum at c/a ≈ 0.5.
For silicon, all the clusters reproduce the
∑
ρb maximum at c/a ≈ 0.5, shown
by the crystal structures. However,
∑
ρb for the Si26H32 clusters does not exhibit a
pronounced minimum at c/a ≈ 0.8, the change of
∑
ρb with c/a being better described
by the Si40H48 clusters. If the cc-pVDZ basis set is used for all the atoms then
∑
ρb
values for most of the Si40H48 clusters are higher than for the corresponding crystal
structures, probably due to the aforementioned non-nuclear attractors between the
silicon atoms. This tendency is eliminated by the use of the cc-pVTZ basis set for
silicon. But the structure with c/a = 0.6 seems to be not correctly described by the
clusters, the corresponding
∑
ρb values being either too low (cc-pVTZ basis set for both
Si and H atoms) or a bit too high (cc-pVTZ for Si and cc-pVDZ for H).
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Figure A.4:
∑
ρb = 4ρ
AB
b + 2ρ
AA′
c,b for crystals and clusters. Carbon: cc-pVDZ basis set;
silicon: DZ and TZ correspond to the cc-pVDZ and cc-pVTZ basis sets, respectively, and
DZ+TZ stands for cc-pVDZ basis set for H and cc-pVTZ - for Si.
A.6.3 Delocalization indices
The diagrams A.5f and g show that the change of the average delocalization index
δ = 1
6
(4δAB + 2δAA′) along the transition pathway in the periodic structures of C and
Si is quite satisfactorily reproduced by the corresponding X40H48 (X - C, Si) clusters.
In contrast, DIs for the smaller C26H32 clusters differ dramatically from the ones in the
crystal structures at c/a < 0.7 (Fig. A.5b and f).
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Figure A.5: Delocalization indices for crystals and clusters. (a)-(e) - atomic valence (2σ2)
distribution between 4 AB connections, 2 AA′ connections and the other atoms, where δdist =
2σ2 − 4δAB − 2δAA′ ; (f) and (g) - average DIs, δ = 16(4δAB + 2δAA′). Carbon: cc-pVDZ basis
set, silicon: cc-pVDZ for H and cc-pVTZ for Si atoms.
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A.7 Slopes of the Exc(
∑
ρb) regression lines
We assume that the different slopes of the Exc(
∑
ρb) regression lines for different vol-
umes are due to the enhancement of the long-range interactions as the volume decreases.
To prove it, we formally decompose Exc into the contributions from the nearest-neighbor
(NN) and long-range (LR) interactions, Exc = ENNxc +ELRxc , and define α = ELRxc /ENNxc .
By the assumption, α increases with the volume decrease. The results of the IQA inter-
action energy calculations (Fig. 6.17) suggest the nearest-neighbor interaction energy
decays linearly with
∑
ρb, ENNxc = a− b
∑
ρb (Fig. 6.17). Then,
Exc = a− b
∑
ρb+α(a− b
∑
ρb) = a(1 +α)− b(1 +α) ·
∑
ρb = a
′− b′ ·
∑
ρb. (A.1)
If the assumption is correct, the regression coefficients a′ = a(1 + α) and b′ = b(1 + α)
should increase with the decrease of the volume.
Table A.8: Regression coefficients for the linear correlation between Exc and
∑
ρb (Eq. A.1).
V0 - equilibrium volumes of the cd-type structures.
C
V/V0 a
′ b′
1.0 -4.76 0.75
0.8 -4.76 0.77
0.65 -4.75 0.79
Si
V/V0 a
′ b′
1.0 -19.58 1.53
0.95 -19.58 1.57
0.75 -19.54 1.79
0.6 -19.40 2.40
The results of the linear least square fit of Exc(
∑
ρb) for different volumes are
collected in the Table A.8 and are in agreement with the above hypothesis.
Energy components for structures with constant volumes Fig. A.6 shows that
if the volume of the crystal is constant then the exchange-correlation contribution to
the total DFT energy (Exc) has a maximum for the β-Sn-type structures, in agreement
with the result of the
∑
ρb evaluation. This energy contribution decreases with the
volume contraction stabilizing the structures with small volumes.
However, the presence or absence or the total energy minimum for the β-Sn-type
structure is determined by the relation between all the energy contributions (Exc, Ees
and Ekin, Eq. 6.7) from which only the kinetic energy term has a minimum at c/a ≈ 0.5.
The classical energy term Eclass = Etot − Exc increases with the volume contraction.
For silicon Eclass has a minimum for the β-Sn-type structures, giving rise to the total
energy minimum for Si(β-Sn) at V ≤ 0.8V0, where V0 is the equilibrium volume of
the cd-type structure (cf. Fig. 5.2). In contrast, for carbon the minimum of Eclass
corresponding to the β-Sn-type structure is not pronounced due to the more shallow
minimum of the kinetic energy term.
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Figure A.6: Change of the DFT energy contributions along the transition pathway for the
structures of C and Si. Blue lines: equilibrium volumes for c/a = 0.4 − 1.4; red, green and
purple lines: constant volumes V = (0.6− 1.0)V0, where V0 is the equilibrium volume for the
corresponding cd-type structure.
A.8 ELI-D
A.8.1 Topology
We found the new ELI-D maxima in the β-Sn-type structures, when the Elk [262]
program was used, but could not reproduce them, at least for germanium, using the
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FPLO [266] and FHI-aims [267] programs with atomic-centered basis sets (Fig. A.7). As
upon the basis set increase the FHI-aims results approach the Elk ones, the discrepancy
between the programs can be attributed to the insufficiency of the basis sets used in
the FPLO and FHI-aims calculations.
2.5 3 3.5 4 4.5 5 5.5 6 6.5
distance, bohr
1.07
1.08
1.09
1.1
1.11
1.12
E
L
I-
D
FPLO
FHI-aims, tier1
FHI-aims, tier2
FHI-aims, tier2+3d
Elk, rgkmax=10
Ge(tI4), P=8.3 GPa, non-bonding ELI attractor
Figure A.7: ELI-D distribution along the A-A′ line in the β-Sn-type structure of germanium
(p ≈ 8 GPa) calculated using different programs (FPLO, FHI-aims, Elk) and different basis
sets for the FHI-aims calculation.
Table A.9: Fermi Energy (EF , Ha) and energy ranges for the partial ELI-D calculations.
C Si Ge Sn
d −1.0;−0.6 −1.0;−0.5
s −0.4; 0.15 −0.25;−0.07 −0.3; 0.07 −0.3; 0.08
p 0.15; 0.5 −0.07; 0.23 0.07; 0.25 0.08; 0.22
d∗ 0.27; 1.1 0.25; 1.0 0.22; 0.8
EF 0.55 0.24 0.25 0.22
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Figure A.8: Density of states for the equilibrium cd-type structures (c/a = 1.4).
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Figure A.9: Band structures of the equilibrium cd- and β-Sn-type structures.
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A.8.2 Local indicators
Table A.10: ELI-D values at the ELI-D attractors for the bct structures with c/a = 0.4− 1.4
with the equilibrium volumes (Veq.) and with the volumes corresponding to the pressures p = 7
and 15 GPa.
(a) AB
c/a
C Si Ge Sn
Veq. p = 7 p = 15 Veq. p = 7 p = 15 Veq. p = 7 p = 15 Veq. p = 7 p = 15
0.4 1.36 1.36 1.35 1.30 1.30 1.30 1.10 1.10 1.11 1.04 1.05 1.06
0.5 1.49 1.50 1.50 1.50 1.51 1.53 1.20 1.22 1.23 1.12 1.13 1.13
0.6 1.59 1.60 1.60 1.61 1.62 1.63 1.24 1.25 1.26 1.14 1.14 1.14
0.7 1.67 1.67 1.68 1.66 1.68 1.69 1.27 1.27 1.27 1.15 1.15 1.14
0.8 1.74 1.74 1.75 1.70 1.71 1.72 1.29 1.29 1.28 1.17 1.16 1.15
0.9 1.79 1.79 1.79 1.74 1.75 1.75 1.30 1.30 1.30 1.18 1.17 1.16
1 1.83 1.83 1.83 1.78 1.79 1.79 1.32 1.32 1.31 1.19 1.18 1.17
1.1 1.86 1.86 1.86 1.82 1.82 1.82 1.34 1.33 1.32 1.20 1.19 1.18
1.2 1.88 1.88 1.88 1.86 1.86 1.85 1.35 1.34 1.33 1.21 1.20 1.18
1.3 1.89 1.89 1.89 1.88 1.88 1.87 1.36 1.35 1.34 1.22 1.20 1.18
1.4 1.90 1.90 1.90 1.88 1.88 1.88 1.37 1.35 1.34 1.22 1.20 1.18
(b) AA′
c/a
C Si Ge Sn
Veq. p = 7 p = 15 Veq. p = 7 p = 15 Veq. p = 7 p = 15 Veq. p = 7 p = 15
0.4 1.60 1.60 1.61 1.55 1.56 1.56 1.19 1.18 1.18 1.08 1.07 1.06
0.5 1.38 1.38 1.38 1.41 1.43 1.43 1.16 1.17 1.17 1.08 1.08 1.08
0.6 1.24 1.23 1.23 1.06 1.06 1.07 1.00 1.01 1.02
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A.8.3 Global indicators
Table A.11: ELI-D basin volumes (in bohr3) for the bct structures with c/a = 0.4− 1.4 with
the equilibrium volumes (Veq.) and with the volumes corresponding to the pressures p = 7 and
15 GPa.
(a) core
C Si Ge Sn
c/a
Veq. p = 7 p = 15 Veq. p = 7.1 p = 15 Veq. p = 7.3 p = 15 Veq. p = 7 p = 15
0.4 0.85 0.85 0.84 7.05 7.01 6.97 11.50 11.43 11.36 25.10 24.82 24.54
0.5 0.85 0.85 0.85 7.09 7.05 7.01 11.56 11.52 11.46 25.24 25.05 24.83
0.6 0.85 0.85 0.85 7.10 7.06 7.01 11.54 11.50 11.44 25.19 24.98 24.73
0.7 0.85 0.85 0.84 7.08 7.04 7.00 11.53 11.46 11.40 25.07 24.81 24.55
0.8 0.85 0.84 0.84 7.07 7.03 6.99 11.50 11.42 11.34 25.00 24.63 24.32
0.9 0.84 0.84 0.84 7.06 7.02 6.97 11.49 11.40 11.32 24.83 24.48 24.13
1 0.84 0.84 0.84 7.06 7.02 6.96 11.47 11.38 11.28 24.73 24.38 24.00
1.1 0.84 0.84 0.83 7.06 7.01 6.95 11.47 11.36 11.26 24.68 24.29 23.89
1.2 0.83 0.83 0.83 7.05 7.01 6.96 11.47 11.35 11.24 24.65 24.22 23.82
1.3 0.83 0.83 0.83 7.05 7.01 6.96 11.46 11.34 11.23 24.61 24.18 23.77
1.4 0.83 0.83 0.83 7.05 7.00 6.95 11.46 11.34 11.23 24.60 24.17 23.75
(b) AB
C Si Ge Sn
c/a
Veq. p = 7 p = 15 Veq. p = 7.1 p = 15 Veq. p = 7.3 p = 15 Veq. p = 7 p = 15
0.4 12.6 12.3 11.9 33.9 30.6 27.87 45.0 38.9 34.83 68.85 55.53 48.32
0.5 14.1 13.8 13.5 34.7 32.4 30.4 43.1 39.0 36.27 60.62 53.04 47.77
0.6 17.5 17.2 16.9 41.6 38.7 36.3 53.9 47.3 43.20 74.96 62.96 55.60
0.7 17.9 17.6 17.3 51.3 48.0 45.3 59.3 54.1 50.59 83.58 73.88 66.96
0.8 18.2 17.9 17.6 55.0 51.4 48.4 62.7 56.9 52.95 89.65 78.85 71.11
0.9 18.3 18.0 17.7 57.6 54.0 50.8 65.3 59.1 54.87 94.46 82.47 74.21
1 18.3 18.0 17.7 59.8 56.1 52.8 67.2 60.9 56.48 98.08 85.53 76.89
1.1 18.3 18.0 17.7 61.2 57.5 54.2 68.5 62.1 57.62 100.79 87.65 78.74
1.2 18.3 18.1 17.8 62.2 58.4 55.1 69.3 62.9 58.35 102.28 88.96 79.98
1.3 18.3 18.0 17.8 62.8 59.0 55.6 69.6 63.3 58.74 103.05 89.65 80.65
1.4 18.3 18.0 17.8 62.9 59.2 55.8 69.7 63.4 58.84 103.28 89.87 80.88
(c) AA′
C Si Ge Sn
c/a
Veq. p = 7 p = 15 Veq. p = 7.1 p = 15 Veq. p = 7.3 p = 15 Veq. p = 7 p = 15
0.4 13.80 13.72 13.59 43.38 42.09 40.80 39.61 39.96 39.37 46.93 48.86 47.17
0.5 7.26 7.13 6.99 24.76 23.59 22.59 25.56 24.26 23.24 34.44 32.12 30.37
0.6 12.34 12.30 12.15 5.50 9.14 10.55 7.63 13.87 16.04
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Figure A.10: ELI-D distribution along the A-B and A-A′ directions in the equilibrium Sn
structures with c/a = 0.4− 1.4. Green circles show the artificial ELI-D maxima.
Table A.12: Change of the QTAIM and ELI-D basin volumes (in bohr3) with pressure for
the cd- and β-Sn-type structures. Pressure p in GPa, p = 0 corresponds to the equilibrium
structures.
(a) cd
p
C Si Ge Sn
atom core AB atom core AB atom core AB atom core AB
0 37.23 0.83 18.20 133.4 7.06 63.1 150.8 11.46 69.7 230.8 24.60 103.1
2 37.07 0.83 18.12 130.7 7.04 61.8 146.6 11.42 67.6 220.9 24.46 98.2
4 36.91 0.83 18.04 128.2 7.03 60.6 143.0 11.39 65.8 213.0 24.33 94.3
6 36.76 0.83 17.96 126.0 7.01 59.5 139.8 11.35 64.2 206.4 24.21 91.1
8 36.61 0.83 17.89 123.9 7.00 58.5 137.0 11.33 62.8 200.8 24.11 88.3
10 36.46 0.83 17.82 122.0 6.98 57.5 134.4 11.30 61.6 195.9 23.97 86.0
(b) β-Sn
p
C Si Ge Sn
atom core AB AA′ atom core AB AA′ atom core AB AA′ atom core AB AA′
0 35.48 0.85 14.55 5.53 99.9 7.08 35.2 22.5 122.9 11.55 45.1 21.1 176.2 25.21 60.7 29.6
2 35.31 0.85 14.48 5.50 98.3 7.07 34.5 22.2 119.9 11.55 43.7 21.0 170.8 25.16 58.1 29.3
4 35.15 0.85 14.41 5.48 96.8 7.06 33.9 22.0 117.2 11.53 42.4 20.8 166.1 25.09 56.0 28.9
6 34.98 0.85 14.34 5.46 95.5 7.06 33.3 21.8 114.9 11.52 41.3 20.7 162.1 25.03 54.2 28.6
8 34.82 0.85 14.27 5.44 94.2 7.04 32.8 21.5 112.7 11.51 40.3 20.5 158.6 24.97 52.6 28.3
10 34.67 0.85 14.20 5.41 93.0 7.04 32.3 21.3 110.8 11.49 39.5 20.4 155.5 24.92 51.2 28.0
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Table A.13: The change of the valence ELI-D basin population with pressure for the cd- and
β-Sn-type structures. Pressure p in GPa, p = 0 corresponds to the equilibrium structures.
(a) cd, AB basins
p C Si Ge Sn
0 1.946 1.963 2.138 2.089
2 1.946 1.963 2.140 2.094
4 1.946 1.963 2.142 2.100
6 1.946 1.963 2.144 2.104
8 1.945 1.963 2.145 2.107
10 1.945 1.964 2.147 2.112
(b) β-Sn
p
C Si Ge Sn
AB AA′ AB AA′ AB AA′ AB AA′
0 1.626 0.650 1.465 0.997 1.699 0.862 1.619 0.870
2 1.626 0.650 1.462 1.002 1.691 0.877 1.611 0.888
4 1.626 0.650 1.460 1.006 1.686 0.888 1.606 0.900
6 1.626 0.650 1.458 1.010 1.680 0.900 1.602 0.916
8 1.626 0.649 1.456 1.014 1.675 0.911 1.596 0.927
10 1.626 0.649 1.454 1.016 1.672 0.919 1.593 0.937
A.9 Orbital analysis for the cd- and β-Sn-type
structures
A.9.1 Domain natural orbitals
Orbitals with large occupations
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Figure A.11: Domain natural orbitals with large occupations for the equilibrium cd- and β-Sn-
type structures of C and Si; n is the occupation, and a is the the orbital amplitude value at
the isosurface. The orbital phase is shown by the color code, the corresponding color scale is
at the top of the figure.
Orbitals with small occupations
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Figure A.12: Domain natural orbitals with small occupations for the equilibrium cd- and
β-Sn-type structures of C and Si. See Fig.n A.11 for the notations.
A.9.2 Domain-averaged Fermi-hole (DAFH) orbitals
Orbitals with large occupations
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Figure A.13: DAFH orbitals with large occupations for the equilibrium cd- and β-Sn-type
structures of C and Si; n is the occupation, and a is the the orbital amplitude value at the
isosurface. The orbital phase is shown by the color code, the corresponding color scale is at
the top of the figure.
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Orbitals with small occupations
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Figure A.14: DAFH orbitals with small occupations for the equilibrium cd- and β-Sn-type
structures of C and Si. See Fig. A.13 for the notations.
Fig. A.11 - A.14 show that both the domain natural orbitals (DNOs) and the DAFH
orbitals are similar for carbon and silicon. DNOs with large occupation numbers are
similar also for the cd- and β-Sn-type structures and contain one orbital reminding an
s-type orbital as well as three p-type orbitals. Two of the p-type orbitals have maximal
amplitudes along the two pairs of the primary (AB-type) bonds, whereas the third
orbital is elongated along the AA′ direction, which is the new bond direction in the
β-Sn-type structures.
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After the localization procedure, the carbon atoms in the cd-type structure exhibit
four identical sp3-type orbitals with maximal amplitude along each of the tetrahedral
bonds. In contrast, for silicon the equality of the orbitals in the cd-type structure is not
achieved during the localization, and the s- and p- character is partially preserved by
the DAFH orbitals. The same result was obtained for germanium. For the β-Sn-type
structure, the influence of the localization procedure on the domain natural orbitals
with high occupation numbers is negligible, as it is evident from the comparison of the
diagrams in Fig. A.11 and A.13.
Both the DNOs and DAFH orbitals with small occupation numbers differ between
the cd- and β-Sn-type structures. Namely, in the β-Sn-type structures the orbitals
with the symmetry of d-type orbitals are present, which are not revealed by the cd-
type structures. The participation of the unoccupied d-orbitals of silicon atoms in the
bonding in the β-Sn-type structure was suggested to be necessary for the stability of this
structure. But as the orbitals are similar for the stable β-Sn-type structure of silicon
and the unstable one of carbon, the present results cannot confirm this hypothesis.
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