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The path integral for Darcy’s law with a stochastic conductivity, which characterizes flow through
random porous media, is used as a basis for Wilson renormalization-group (RG) calculations in mo-
mentum space. A coarse graining procedure is implemented by integrating over infinitesimal shells
of large momenta corresponding to the elimination of the small scale modes of the theory. The
resulting one-loop β-functions are solved exactly to obtain an effective conductivity in a coarse
grained theory over successively larger length scales. We first carry out a calculation with uncorre-
lated Gaussian conductivity fluctuations to illustrate the RG procedure before considering the effect
of a finite correlation length of conductivity fluctuations. We conclude by discussing applications
and extensions of our calculations, including comparisons with the numerical evaluation of path
integrals, non-Gaussian fluctuations, and multiphase flow, for which the path integral formulation
should prove particularly useful.
I. INTRODUCTION
Flow through porous media plays a pivotal role
in many branches of science and engineering, in-
cluding geologic CO2 sequestration [1], enhanced
oil recovery [2], water infiltration into soil [3], fil-
tration [4], as well as casting and solidification
[5]. Examples involving porous biological tissue
[6] include the flow of oxygen through lungs [7],
the transport of cerebrospinal fluid through the
brain [8] and hemodynamics through blood ves-
sels [9]. Such widespread applications have stim-
ulated the development of a broad range of theo-
retical and computational methods for describing
flow through porous media, including the Navier–
Stokes equation [10], lattice Boltzmann methods
[11], cellular automata [12], percolation theory
[13, 14], and field theory [15].
These methods vary substantially in their spa-
tial resolution and the length scale over which
they are valid, which is symptomatic of the inher-
ent multiscale nature of flow through porous me-
dia [16]. At the pore scale, fluid motion through
the porous medium is obtained either directly
from the Navier–Stokes equation, or indirectly
from lattice Boltzmann simulations or cellular au-
tomata. Although the microstructure of pores in
natural media, such as rocks, can be measured
with X-ray tomography [17], pore-scale simula-
tions are impractical for large regions because
of their prohibitive computational requirements.
An alternative representation of the physics that
enables large regions to be studied is based on
coarse-graining the medium and flow over vol-
umes large on the pore scale, but small on the
scale of the system. The porous medium can
then be characterized by an effective correlated
stochastic conductivity, whereupon flow can be
calculated over macroscopic regions.
Determining the effects of pore structure on
macroscopic flow remains a challenging theoreti-
cal problem. In this paper, we restrict ourselves
to a continuum description based on Darcy’s law
with a stochastic conductivity whose solution is
represented as a path integral. Applying the
renormalization group (RG) to integrate infinites-
imal shells in momentum space reduces the usual
recursion relations to a set of coupled differen-
tial RG (DRG) equations for the trajectories in
parameter space that provide an effective Darcy
equation over successively larger length scales.
This enables the effect of conductivity correla-
tions and the renormalization of conductivity dis-
tributions to be investigated. The combination
of the path integral solution to Darcy’s law and
the RG provides for a systematic methodology
for a coarse-grained description of Darcy’s equa-
tion with a random permeability that comple-
ments and, in some cases, extends previous RG
calculations in real [18–25] and momentum [26–
31] space.
The path integral for Darcy’s law can be eval-
uated numerically [32, 33] to obtain the pressure
statistics of the flow for stochastic conductivities
with various correlation lengths and boundary
conditions. These results provide benchmarks for
the results reported here, but the analytic charac-
ter of our RG analysis offers several advantages
over the numerical approach: (i) different spa-
tial dimensions are handled by the same basic
procedure, whereas numerical evaluation necessi-
tates different methodologies, (ii) changes to the
initial distribution and correlation length of the
conductivity along the RG trajectory determine
the appropriate choices of these quantities at var-
ious length scales, and (iii) the extension to more
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2complex settings, e.g., multiphase flow, can, with
suitable modifications, be carried out within the
same framework.
Our paper is organized as follows: The path
integral formulation for solutions to Darcy’s law
with a random permeability is derived in Sec. II.
The RG transformations are then developed for
the basic case of uncorrelated Gaussian perme-
ability fluctuations in Sec. III, which concludes by
considering integrals over infinitesimal momen-
tum shells to derive the DRG equations. These
are solved exactly in Sec. IV after the parame-
ter trajectories and asymptotic behavior toward
fixed points are determined. The generaliza-
tion of our results to finite correlation lengths is
described in Sec. V. We summarize our results
and discuss various applications and extensions
in Sec. VI. Detailed calculations and a Feynman
diagrammatic analysis may be found in the ap-
pendices.
II. PATH INTEGRAL FOR DARCY’S
LAW
For the slow flow of incompressible viscous
fluid, the average flow rate and the average pres-
sure gradient are related by a source-free stochas-
tic differential equation known as Darcy’s law,
∇ · (K(x)∇φ(x)) = 0 , (1)
where K(x) is a random conductivity taken from
a probability distribution function (PDF) P [K].
In the case of flow through porous media, the hy-
draulic conductivity K(x) = kρg/µ depends on
the specific permeability k of the medium, the
viscosity µ, and density ρ of the fluid. The field
φ(x) = p/ρ+ gz (energy per unit mass) is some-
times referred to as the piezometric head. Pro-
posed as an empirical relation in the mid-1850s
[34], Darcy’s law can be derived by homogeniza-
tion of Stokes flow [35], and for flow through a
dilute random array of fixed obstacles [36].
Broadening the range of applicability of (1),
any solutions of Darcy’s law are valid for sys-
tems governed by Ohm’s, Fourier’s, or Fick’s laws
involving a random, spatially varying electro-
magnetic permittivity ε(x), thermal conductivity
κ(x), or diffusion constant D(x), respectively, in
place of the hydraulic conductivity K(x).
A. Path integral formulation
Following the method of De Dominicis and
Peliti [37], we define a partition functional as a
path integral over all realizations of φ and K con-
sistent with Darcy’s law:
ZK =
∫
Dφ δ[∇ · (K∇φ)]J . (2)
The functional generalization of the δ-function
enforces Darcy’s law (1). The Jacobian J asso-
ciated with the δ-function is a constant because
Darcy’s law is linear. This constant will cancel
when we calculate averages and so will be ne-
glected in what follows.
The δ-functional can be written as a path in-
tegral through a functional Fourier transform:
δ[∇ · (K∇φ)]
∝
∫
Dφˆ exp
[
−
∫
ddx φˆ∇ · (K∇φ)
]
, (3)
where the response field φˆ(x) is purely imaginary.
The action S[φ, φˆ] is found by bringing the par-
tition functional into the form
Z =
∫
DφDφˆ e−SK [φ,φˆ] , (4)
where
SK [φ, φˆ] =
∫
ddx φˆ∇ · (K∇φ)
= −
∫
ddxK∇φˆ ·∇φ . (5)
The action is obtained by integrating (4) over all
realizations of the conductivity,
e−S[φ,φˆ] =
∫
DK P [K]e−SK [φ,φˆ] . (6)
Expectation values of products of the fields φ
and φˆ are computed by introducing the auxiliary
currents J and Jˆ into the partition functional,
Z[J, Jˆ ] =
∫
DφDφˆ e−S+
∫
ddx (Jˆφ+Jφˆ) . (7)
In particular, the connected correlation functions
are calculated as
〈φ1 · · ·φnφˆ1 · · · φˆm〉c
=
∫ DφDφˆ φ1 · · ·φnφˆ1 · · · φˆme−S∫ DφDφˆ e−S
=
δn+m lnZ
δJˆ1 · · · δJˆnδJ1 · · · δJm
∣∣∣∣
J=Jˆ=0
. (8)
Any constant prefactors appearing in Z will
therefore cancel and are neglected in this paper.
3B. Bare Propagator
The bare propagator is determined from the
action by using a constant conductivity equal to
the mean of the stochastic conductivity:
K =
∫
ddxK(x)∫
ddx
. (9)
The corresponding action S0 is obtained by re-
placing K(x) by K in (5), followed by a Fourier
transform:
S0[φ, φˆ] =
∫
ddk
(2pi)d
k2Kφˆ−kφk , (10)
in which φk and φˆk are the Fourier modes of φx
and φˆx, respectively, with wave vector k, defined
as:
φk =
∫
ddx e−ik·xφx , (11)
φˆk =
∫
ddx e−ik·xφˆx . (12)
The partition function that generates the prop-
agator is then obtained as in (7) by introducing
auxiliary currents J and Jˆ and carrying out the
resulting Gaussian functional integration over φ
and φˆ:
Z[J, Jˆ ] =
∫
DφDφˆ exp
[∫
ddk
(2pi)d
(
k2Kφˆ−kφk + Jˆ−kφk + φˆ−kJk
)]
∝ exp
[∫
ddk
(2pi)d
ddk′
(2pi)d
Jˆ−kD(k− k′)Jk′
]
, (13)
where the Feynman propagator D(k−k′) satisfies
k2KD(k− k′) = (2pi)dδd(k− k′) . (14)
After integrating over k′, we arrive at the gener-
ating functional
Z[J, Jˆ ] ∝ exp
(∫
ddk
(2pi)d
G0(k)Jˆ−kJk
)
, (15)
where the bare propagator is
G0(k) =
1
k2K
. (16)
Finally, the two-point response function is ob-
tained by taking the functional derivatives
〈φkφˆk′〉0 = δ
2 lnZ
δJˆkδJk′
∣∣∣∣
J=Jˆ=0
= (2pi)dδd(k′ + k)G0(k) .
(17)
The notation 〈· · · 〉0 signifies the path integral
over the Gaussian ensemble e−S0 for constant
conductivity. The bare propagator is essentially
all we need to use the path integral formalism be-
cause Wick’s theorem tells us that any other cor-
relation function can be decomposed into prod-
ucts of two-point correlators. Furthermore, any
non-Gaussian terms SI = S − S0 in the action
can be dealt with perturbatively by computing
the various correlation functions arising from the
expansion of the exponential e−SI . This will be
explained in Sec. III.
C. Gaussian Conductivity Fluctuations
One of the simplest distributions for the con-
ductivity is a Gaussian. To analyze this case, the
conductivity can be written in terms of fluctua-
tions K˜ about the mean conductivity K defined
in (9):
K(x) = K + K˜(x) . (18)
This splitting allows us to separate the action into
the free part S0 in (10) and an interaction term
that encodes the conductivity fluctuations:
SK =−
∫
ddxK∇φˆx · ∇φx
−
∫
ddxK˜x∇φˆx · ∇φx . (19)
We consider the case where the fluctuations K˜
are taken from a Gaussian PDF of the form
P [K˜] ∝ exp
(
−1
2
∫
ddxddyK˜xC
−1
x,yK˜y
)
, (20)
where C−1x,y = C
−1(x,y) satisfies∫
ddy C−1(x,y)C(y, z) = δd(x− z) , (21)
and the two-point correlation function is
C(x,y) = 〈K˜(x)K˜(y)〉K , (22)
4in which the angular brackets 〈· · · 〉K denote the
path integral weighted by P [K].
By using (6) and (18), the action S is found by
integrating over DK P [K] = DK˜ P [K˜]:
e−S =
∫
DK P [K] exp
[∫
ddxKx(∇φˆ · ∇φ)x
]
= e−S0 exp
[
−1
2
∫
ddx ddy(∇φˆ · ∇φ)xCx,y(∇φˆ · ∇φ)y
]
. (23)
The simplest choice is the delta correlation,
C(x,y) = σ2(2piΛ−2)d/2δd(x− y), (24)
where σ2 is the variance and the quantity Λ−1
is the smallest length scale over which Darcy’s
law remains valid. Being the only length scale in
the theory, the factor Λ−d provides dimensional
consistency. The normalisation (2pi)d/2 is cho-
sen in anticipation of the result (93) of Sec. V,
which shows that (24) arises naturally in the limit
of vanishing correlation length. Finally, we note
that the inverse length Λ is the highest wavenum-
ber in the system and can therefore be interpreted
as the ultraviolet (UV) cutoff of our theory. With
(24), the action is
S[φ, φˆ] =
∫
ddx[−K∇φˆ · ∇φ+ g(∇φˆ · ∇φ)2],
(25)
where the coupling constant g, defined as
g =
1
2
σ2(2piΛ−2)d/2 , (26)
measures the variance σ2 of fluctuations in the
d-dimensional system of length scale Λ−1.
III. COARSE GRAINING
Starting from an action that describes a sys-
tem up to a UV cutoff given by the wavenumber
Λ, we implement the Wilson RG transformation
[38, 39] in three steps: (i) the Fourier modes of the
fields are separated into high and low wavenum-
ber components, (ii) the high wavenumber com-
ponents, which represent the small scale fluctu-
ations, are integrated out. The terms in the ac-
tion beyond quadratic order in the fields, which
encode information about the conductivity fluc-
tuations, are expanded in a perturbation series,
and (iii) the effective action obtained by integrat-
ing over the small-scale fluctuations is rescaled
to restore the UV cutoff Λ. This enables a com-
parison of the transformed effective action with
the initial action, resulting in RG recursion re-
lations, which determine effective parameters for
the coarse grained system.
If the fluctuations are integrated over infinites-
imal shells of high wavenumbers, the recursion
relations reduce to DRG equations [40]. In that
case, the wealth of techniques for solving cou-
pled autonomous nonlinear differential equations
can applied to solving these equations. We will
formulate the DRG equations to one-loop order.
The steps of the RG are carried out in the follow-
ing sections.
A. Separation of Fourier Modes
The first step of the RG transformations is to
partition the fields into high and low wavenumber
components,
φk = φ
+
k + φ
−
k , φˆk = φˆ
+
k + φˆ
−
k , (27)
where the split is carried out at some fraction
Λ/ζ of the UV cutoff. The low wavenumber, long
wavelength fluctuations are given by
φ−k =
{
φk, |k| < Λ/ζ
0, |k| > Λ/ζ , (28)
while the high wavenumber fluctuations which we
want to integrate are given by
φ+k =
{
0, |k| < Λ/ζ
φk, Λ > |k| > Λ/ζ, (29)
and similarly for the response field φˆ+k and φˆ
−
k .
The action (25) obtained for Gaussian con-
ductivity fluctuations separates into the sum of
two terms: S0, a term which is quadratic in the
fields and contains only the mean conductivity
K, and a nonlinear ‘interaction’ term SI with
5quartic products of the fields obtained by includ-
ing conductivity functions K˜ about the mean.
The Fourier representation of S0 is given in (10),
whereas SI can be written
SI [φ, φˆ] =
∫
ddx g(∇φˆ · ∇φ)2
=
∫ [ 4∏
i=1
ddki
(2pi)d
]{
g(k1 · k2)(k3 · k4)
× φˆk1φk2 φˆk3φk4(2pi)dδd
(
4∑
i=1
k1
)}
,
(30)
The definitions (28) and (29) ensure that S0 does
not mix high and low wavenumber modes; any
cross-terms S0[φ
±, φˆ∓] vanish. However, the non-
linear term SI does mix high and low wavenum-
ber fields. Therefore, under a separation of
Fourier modes, the action S = S0 + SI decom-
poses as
S[φ, φˆ] = S0[φ
−, φˆ−] + S0[φ+, φˆ+]
+ SI [φ
−, φˆ+;φ+, φˆ−]. (31)
B. Integrating Over High wavenumbers
After separating the high and low wavenumber
fields, the path integral measure splits as
Dφ = Dφ−Dφ+, Dφˆ = Dφˆ−Dφˆ+, (32)
which enables the integration over the large
wavenumber modes in the partition function:
Z =
∫
Dφ−Dφˆ−
{
e−S0[φ
−,φˆ−]
∫
Dφ+Dφˆ+ e−S0[φ+,φˆ+]e−SI [φ−,φˆ+;φ+,φˆ−]
}
. (33)
Writing the partition function as an integral over
only the low wavenumber fields,
Z =
∫
Dφ−Dφˆ− e−S′[φ−,φˆ−], (34)
defines the Wilsonian effective action S′[φ, φˆ],
which describes the low wavenumber, large scale
theory. Comparison of (33) and (34) yields
e−S
′[φ−,φˆ−] = e−S0[φ
−,φˆ−]〈e−SI [φ−,φˆ+;φ+,φˆ−]〉+,
(35)
where 〈· · · 〉+ denotes the integral over the high
wavenumber fields with the Gaussian weight
e−S0[φ
+,φˆ+]. Taking logarithms of both sides
yields an equation for the effective action:
S′[φ−, φˆ−] = S0[φ−, φˆ−]−ln〈e−SI [φ−,φˆ+;φ+,φˆ−]〉+.
(36)
The integral over the fluctuation term SI can be
treated perturbatively by assuming the variance
of fluctuations SI ∼ g ∼ σ2 to be small. In this
case, we can expand ex and then ln(1 + x) to ob-
tain
ln〈e−SI 〉+ = ln〈1− SI + 1
2
S2I − . . . 〉+
= −〈SI〉+ + 1
2
[〈S2I 〉+ − 〈SI〉2+] + . . .
=
∞∑
n=1
(−1)n〈SnI 〉c,+. (37)
The final line indicates that the nth term in the
perturbation series is given by the nth cumulant,
or connected correlation function, of −SI .
1. Order g
We will calculate the first two contributing
terms using Wick’s theorem. Appendix A devel-
ops this calculation by using Feynman diagrams.
To order O(g) the effective action is
S′[φ−, φˆ−] = S0[φ−, φˆ−]
+ 〈SI [φ−, φˆ+;φ+, φˆ−]〉+ +O(g2). (38)
Since the form of S0 is known, only the path in-
tegral 〈SI〉+ needs to be calculated. The sep-
aration (27)-(29) into high and low wavenum-
ber fields splits the product φˆk1φk2 φˆk3φk4 in the
Fourier expansion of SI into 2
4 = 16 terms,
which accounts for all combinations of + and −
fields. Of these, we need to consider only terms
containing an even number of + fields, as in-
tegrals involving an odd number of these fields
will vanish under the Gaussian ensemble. The
term φˆ−φ−φˆ−φ−, containing only low wavenum-
ber fields, is unaffected by the integral and sim-
ply adds the term SI [φ
−, φˆ−] to the effective ac-
tion. At the other extreme, integrating over the
purely high wavenumber term φˆ+φ+φˆ+φ+ yields
an additive constant term to the effective action.
6This constant affects only the normalization of
the partition function, which, as indicated in (8),
cancels when calculating averages and is, there-
fore, unimportant for the large-scale physics of
the system.
The foregoing discussion indicates that the
only types of terms that need to be calculated in-
volve combinations of any two high and any two
low wavenumber fields. Since any term of the
form 〈· · · 〉+ is a path integral over the Gaussian
ensemble e−S0[φ
+,φˆ+], we can invoke our result for
the bare propagator in Sec. II B. Therefore, only
the two-point response function 〈φˆ+φ+〉+ will be
nonzero, and we obtain, from (8),
〈φˆ+k′φ+k 〉+ = (2pi)dδd(k′ + k)G0(k). (39)
Integrals over the other combinations of two +
fields, namely 〈φ+φ+〉+ and 〈φˆ+φˆ+〉+, will both
vanish. The first contribution to the effective ac-
tion is thus
〈SI〉+ = 4g
∫ [ 4∏
i=1
ddki
(2pi)d
]
(k1 · k2)(k3 · k4)(2pi)dδd
(
4∑
i=i
ki
)
φˆ−k1φ
−
k2
(2pi)dδd(k3 + k4)G0(k4)︸ ︷︷ ︸
〈φˆ+k3φ
+
k4
〉+
, (40)
where the symmetry factor in front of the integral
accounts for 4 identical contributions that differ
only by a relabeling of the wave vectors k1 ↔ k2
or k3 ↔ k4. Performing the integrals over ddk3
and then ddk1 uses the two δ-functions to first
replace k3 = −k4 and then k1 = −k2. Finally,
by relabeling k2 → k and k4 → q, we arrive at
〈SI〉+ = 4 g
K
∫ Λ/ζ
0
ddk
(2pi)d
k2φˆ−−kφ
−
k
∫ Λ
Λ/ζ
ddq
(2pi)d
.
(41)
Including SI [φ
−, φˆ−], which is unaffected by
coarse-graining, the effective action S′ is, to O(g),
given by
S′[φ−, φˆ−] ≈ −
∫ Λ/ζ
0
ddk
(2pi)d
k2K ′φˆ−−kφ
−
k
+ SI [φ
−, φˆ−]. (42)
Comparison between this action and the original
action (25) suggests a renormalized average con-
ductivity
K ′ = K − 4 g
K
∫ Λ
Λ/ζ
ddq
(2pi)d
. (43)
However, to properly compare these actions, we
must rescale the wave vectors to restore the initial
integration limits. This will be done in Sec. III C.
2. Order g2
Referring to (37), the contribution to the effec-
tive action to O(g2) is obtained by computing the
path integrals within
1
2
[〈S2I 〉+ − 〈SI〉2+]. (44)
The term 〈SI〉+ was calculated in (40). The con-
tribution of 〈SI〉2+ to the effective action will be
discussed below. In real-space, S2I is obtained
from (30) as
S2I = g
2
∫
ddx ddy (∇φˆ ·∇φ)2x(∇φˆ ·∇φ)2y. (45)
Splitting the fields into high and low wavenum-
ber components gives 28 = 256 terms. However,
we will only need to look at a subset of these
terms. In particular, we focus on the terms whose
Fourier space representation is of the form:
1
2
〈S2I 〉+ ∼
1
2
(22)2g2
∫ Λ/ζ
0
[
4∏
i=1
ddki
(2pi)d
]
(k1 · k2)(k3 · k4)φˆ−k1φ−k2 φˆ−k3φ−k4
×
∫ Λ
Λ/ζ
[
4∏
i=1
ddqi
(2pi)d
]
(q1 · q2)(q3 · q4)〈φˆ+q1φ+q2 φˆ+q3φ+q4〉+
× (2pi)dδd(k1 + k2 + q1 + q2)(2pi)dδd(k3 + k4 + q3 + q4). (46)
7After separating all fields into high and low
wavenumbers, we choose a pair of conjugate fields
φˆ−φ− from (∇φˆ · ∇φ)2x and another pair from
(∇φˆ · ∇φ)2y. The combinatoric factor (22)2 re-
flects this choice. The labels ki indicate low
wavenumbers, and qi high wavenumbers, which
are to be integrated out. Two δ-functions arise
when performing the integrals over ddx and ddy.
Their arguments are given by specific combina-
tions of wave vectors, which indicate that we
chose a conjugate pair from each integral. Finally,
the factors ki · kj and qi · qj arise from the real
space gradients. Wick’s (or Isserlis’) theorem [41]
stipulates that the term 〈φˆ+q1φ+q2 φˆ+q3φ+q4〉+ can be
decomposed into a sum of all products of two-
point correlators:
〈φˆ+q1φ+q2 φˆ+q3φ+q4〉+ = 〈φˆ+q1φ+q2〉+〈φˆ+q3φ+q4〉+
+ 〈φˆ+q1 φˆ+q3〉+〈φ+q2φ+q4〉+ + 〈φˆ+q1φ+q4〉+〈φˆ+q2φ+q3〉+.
(47)
Again, the only non-zero terms are those built
from the propagator 〈φˆ+φ+〉+, while correla-
tors of the same field type, such as 〈φ+φ+〉+ or
〈φˆ+φˆ+〉+, vanish. Hence, the second term on the
right-hand side of (47) vanishes.
On the other hand, the propagators in the first
term enforce q1 + q2 = q3 + q4 = 0, so the δ-
functions in (46) reduce to
δd(k1 + k2)δ
d(k3 + k4). (48)
Transforming back to real space, the two
δ-functions guarantee that these contribu-
tions result in non-local terms of the form
[
∫
ddx (∇φˆ− · ∇φ−)x]2. Such terms are can-
celled by the corresponding terms in 〈SI〉2+.
There remains only the third term on the right-
hand side of (47). Inserting the relevant propaga-
tors into (46) and integrating over the δ-function
that enforces q2 = −(k1 + k2 + q1) gives
δd(k1 + k2 + k3 + k4). (49)
After relabeling q1 → q, the second-order contri-
bution to the effective action is found to be
1
2
(22)2g2
∫ Λ/ζ
0
[
4∏
i=1
ddki
(2pi)d
]
(k1 · k2)(k3 · k4)
× φˆ−k1φ−k2 φˆ−k3φ−k4f(k1 + k2)(2pi)dδd
(
4∑
i=1
ki
)
,
(50)
where f can be expanded as
f(k1 + k2) =
∫ Λ
Λ/ζ
ddq
(2pi)d
(q · (k1 + k2) + q2)2
× 1
q2K
1
|k1 + k2 + q|2K
=
∫ Λ
Λ/ζ
ddq
(2pi)d
(K)−2[1 +O(k1 + k2)]. (51)
The terms of O(k1,k2) will generate terms in the
effective action with two extra derivatives,
k6(φˆ−)2(φ−)2 ∼ (∇φˆ− · ∇φ−)∇2(∇φˆ− · ∇φ−) ,
(52)
which are not of interest to us.
Including second-order contributions, the effec-
tive action is
S′[φ−, φˆ−] ≈ −
∫ Λ/ζ
0
ddk
(2pi)d
k2
[
K − 4
(
g
K
)∫ Λ
Λ/ζ
ddq
(2pi)d
]
φˆ−−kφ
−
k
+
∫ Λ/ζ
0
[
4∏
i=1
ddki
(2pi)d
][
g − 1
2
(22)2
(
g
K
)2 ∫ Λ
Λ/ζ
ddq
(2pi)d
]
(k1 · k2)(k3 · k4)φˆ−k1φ−k2 φˆ−k3φ−k4(2pi)dδd
(
4∑
i=1
ki
)
.
(53)
By comparing this result with the initial action,
the effective K ′ is unchanged from O(g) in (43).
However, we obtain a first correction to g:
g′ = g − 8
(
g
K
)2 ∫ Λ
Λ/ζ
ddq
(2pi)d
. (54)
C. Rescaling and RG equations
To complete the RG transformation, the up-
per limit of integration must be restored to Λ by
rescaling the wave vector k′ = kζ, which corre-
sponds to a spatial rescaling of x′ = x/ζ. The
8field rescaling of the RG transformation is typi-
cally carried out to maintain the functional form
of the quadratic term S0 [42]. Suppose that we
redefine the field with some power of the rescaling
factor:
φ′k = ζ
−ω1φ−k/ζ , φˆ
′
k = ζ
−ω2 φˆ−k/ζ . (55)
We may also allow the mean permittivity K to
obey a scaling relation:
K ′ = ζ−αK. (56)
If α 6= 0, then the effective mean permittivity
is never finite in the limit of global upscaling
ζ → ∞. In most applications and models where
such an effective permittivity is desired, one will
thus work with α = 0. Nevertheless, we include
the possibility of a nontrivial exponent α for pur-
poses of generality. The exponents ω1 and ω2
can then be found by restoring the original in-
tegral limits of the quadratic term in the action
through a change of variable k′ = kζ:
S0[φ
−, φˆ−] = −
∫ Λ/ζ
0
ddk
(2pi)d
k2Kφˆ−−kφ
−
k
= −
∫ Λ
0
ddk′
(2piζ)d
k′2
ζ2
ζαKζω1+ω2 φˆ′−k′φ
′
k. (57)
Requiring this to be of the original form, yields
ω1 + ω2 + α = d+ 2. (58)
Under the same change of variables, the interac-
tion term rescales as
SI [φ
−, φˆ−]
=
∫ Λ/ζ
0
[
4∏
i=1
ddki
(2pi)d
]
g(k1 · k2)(k3 · k4)
× φˆ−k1φ−k2 φˆ−k3φ−k4(2pi)dδd
(
4∑
i=1
ki
)
=
∫ Λ
0
[
4∏
i=1
ddk′i
(2piζ)d
]
g
(k′1 · k′2)(k′3 · k′4)
ζ4
× ζ2(ω1+ω2)φˆ′k′1φ
′
k′2
φˆ′k′3φ
′
k′4
(2piζ)dδd
(
4∑
i=1
k′i
)
,
(59)
where the scaling factors incurred by the d-
dimensional δ-function were obtained from
δd(ζ−1k′) = ζdδd(k′). (60)
Hence, by using (58), the coupling constant is
forced to rescale as
g′ = gζ [−4d−4+2(ω1+ω2)+d] = gζ−d−2α. (61)
Thus, taking into account this scaling factor
and that in (56), the RG equations obtained by
coarse-graining corrections up to O(g2) in the ef-
fective action are
K(ζ) = ζ−α
[
K0 − 4
(
g0
K0
)∫ Λ
Λ/ζ
ddq
(2pi)d
]
, (62)
g(ζ) = ζ−(d+2α)
[
g0 − 8
(
g0
K0
)2 ∫ Λ
Λ/ζ
ddq
(2pi)d
]
,
(63)
where the notation K ≡ K(ζ) and g ≡ g(ζ) sig-
nifies that the renormalized coupling constants
depend on the scale of the coarse-graining as cap-
tured by ζ. Their initial values are K(1) ≡ K0
and g(1) ≡ g0.
D. DRG equations
The DRG equations, often called β-functions ,
encapsulate what effect integrating out infinitesi-
mal shells in momentum space has on the cou-
pling constants K and g. We derive the β-
functions from the RG equations (62) and (63)
by changing the scale variable to ζ = es and tak-
ing the limit s→ 0 at the end of our calculations.
The integral over ddq appearing in both RG
equations can then be expanded to first order in
s as an integral over the d-sphere in momentum
space:∫ Λ
Λ/ζ
ddq
(2pi)d
=
∫ Λ
Λe−s
Sd−1
(2pi)d
qd−1 dq
≈ Sd−1
(2pi)d
(Λ− Λe−s)Λd−1 ≈ Sd−1
(
Λ
2pi
)d
s,
(64)
where Sd is the surface area of the unit d-sphere.
This expansion becomes exact in the limit s→ 0.
Defining
Cd ≡ Sd−1
(
Λ
2pi
)d
. (65)
and substituting (64) into the RG equations gives
K(s) ≈ e−αs
[
K0 − 4Cd
(
g0
K0
)
s
]
, (66)
g(s) ≈ e−(d+2α)s
[
g0 − 8Cd
(
g0
K0
)2
s
]
. (67)
The RG transformations restore the form of the
action S by replacing the coupling constants
9K0 and g0 with effective, scale-dependent values
K(s) and g(s). Hence, a second application of
the RG, coarse-graining from s up to s+δs, gives
RG equations of the same form as above:
K(s+ δs) ≈ e−αδs
[
K(s)− 4Cd
(
g(s)
K(s)
)
δs
]
,
(68)
g(s+ δs) ≈ e−(d+2α)δs
[
g(s)− 8Cd
(
g(s)
K(s)
)2
δs
]
.
(69)
In the limit δs→ 0, we obtain the DRG equations
dK
ds
= −αK − 4Cd
(
g
K
)
(70)
dg
ds
= −(d+ 2α)g − 8Cd
(
g
K
)2
. (71)
The fixed points and exact trajectories of these
equations will be obtained in the next section.
IV. RG TRAJECTORIES
A. Fixed Points
The fixed points of the system, where K ′ = 0
and g′ = 0, are obtained by simultaneously solv-
ing
αK + 4Cd
g
K
= 0 , (72)
(d+ 2α)g + 8Cd
(
g
K
)2
= 0 . (73)
For α = 0, there is a fixed point at g∗ = 0 for
all non-zero values of K. As we discussed pre-
viously, α = 0 is the only value of the scaling
exponent for which we obtain a finite effective
conductivity in the asymptotic limit. In addi-
tion, the scaling analysis and the β-function for
g show that the RG flow will, for any dimen-
sion d, carry the coupling constants to this fixed
point: g(s → ∞) ≡ g∗ = 0. The coupling con-
stant g was defined in (26) to be proportional to
the variance σ2. Thus, this fixed point, reached
for all d in the limit s → ∞, corresponds to the
limit σ2 → 0 of small conductivity fluctuations.
The linearized RG equation for g about the
fixed point is
dg
ds
= −dg, (74)
yields, with G(0) = g0,
g(s) = g0e
−ds. (75)
By inserting this into the differential equation for
K, we obtain
dK
ds
= −4Cd g0
K
e−ds. (76)
By employing separation of variables to solve this
ODE and using the initial condition K(0) = K0,
the effective permittivity as a function of the scale
factor ζ = es is:
K(s) =
√
K20 −
8Cdg0
d
(1− e−ds). (77)
Reinstating the constant Cd, and recalling the
definition (26) of the coupling constant, the ef-
fective conductivity and variance for the coarse
grained theory at length scale x(ζ) = x0/ζ are
K(ζ) =
√
K20 −
4Sd−1
d(2pi)d/2
[
σ20 − σ2(ζ)
]
, (78)
g2(ζ) = g0ζ
−d , σ2(ζ) = σ20ζ
−d . (79)
These solutions of the linearized DRG equations
are valid close to the fixed point, where σ2 is
small. At the fixed point,
K∗ =
√
K20 −
4Sd−1
d(2pi)d/2
σ20 . (80)
In d = 2, with S1 = 2pi,
K∗d=2 =
√
K20 − 2σ20 ≈ K0
[
1−
(
σ0
K0
)2]
.
(81)
B. Exact Solutions
The exact solutions to the DRG equations (70)
and (71) are:
K(s) = C1 exp
(
C2e
−ds − αs) (82)
g(s) =
C2d
4Cd
K2e−ds , (83)
where C1,2 are constants of integration that are
to be determined by initial conditions. A deriva-
tion of these solutions is given in Appendix B.
Enforcing the boundary conditions K(0) = K0
and g(0) = g0, these solutions, written in terms
of the rescaling factor ζ = es, are
K(ζ) = ζ−αK0 exp
{
4Cd
d
(
g(s)− g(0)
K20
)}
(84)
g(ζ) = g0ζ
−d , σ2(ζ) = σ20ζ
−d. (85)
A finite mean conductivity in the coarse-grained
limit ζ →∞ requires choosing α = 0.
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V. FINITE CORRELATION LENGTH
Our analysis in the preceding sections has been
based on Gaussian conductivity fluctuations with
a delta correlation function. This provides a basic
case for determining the structure of RG trans-
formations for Darcy’s law with a stochastic con-
ductivity, but a more realistic description of con-
ductivity fluctuations must be examined to apply
our results to physical systems.
Correlations have a pronounced effect of the
variations of the conductivity [32], so in this sec-
tion, we introduce a finite correlation length to
the fluctuations to determine its effect on the RG
transformations. We consider a system with a fi-
nite isotropic correlation length l by defining the
correlation function as
C(x,y) = 〈K˜(x)K˜(y)〉 = σ2 exp
(
−|x− y|
2
2l2
)
.
(86)
Inserting this correlation function into (23) gives
the new action
S[φ, φˆ] = −
∫
ddxK∇φˆx · ∇φx
+
σ2
2
∫
ddxddy (∇φˆ·∇φ)x(∇φˆ·∇φ)ye−
|x−y|2
2l2 .
(87)
The quadratic part S0 of the action is the same
as that in (30) because only the mean of the
conductivity enters this term. The interaction
part SI of the action, which embodies conductiv-
ity fluctuations, is augmented by the exponential
factor containing the correlation length in (86).
The Fourier representation of the new interaction
term is
SI [φ, φˆ] =
σ2
2
∫ [ 4∏
i=1
ddki
(2pi)d
]
(k1 · k2)(k3 · k4)φˆk1φk2 φˆk3φk4(2pi)dδd
(
4∑
i=1
ki
)
× (2pil20)d/2 exp
[
(k1 + k2) · (k3 + k4)
2l−2
]
. (88)
To compare this expression with our previous ac-
tion, we define the coupling constant to include
the correlation length l instead of the smallest
length scale Λ−1 in the system:
gl =
1
2
σ2(2pil2)d/2. (89)
Using this definition, and comparing (88) and
(30), we see that the finite correlation length l
brings an additional exponential factor
exp
[
(k1 + k2) · (k3 + k4)
2l−2
]
. (90)
Due to the momentum conserving δ-function in
the action, the wave vectors in the exponential
factor can be replaced by
k1 + k2 = −(k3 + k4). (91)
However, we chose the representation above to
manifestly show the symmetry between the two
ki ·kj pairs. In the limit of l→∞, the exponen-
tial factor becomes a second δ-function
lim
l−1→0
[
(2pi)d(2pil−2)−d/2 exp
(
−|k3 + k4|
2
2l−2
)]
= (2pi)dδd(k3 + k4), (92)
where, as noted above, the argument of the δ-
function can also be chosen as k1 + k2. In the
limit l→ Λ−1, the exponential factor becomes
(2piΛ−2)d/2 exp
(
−|k3 + k4|
2
2Λ2
)
≈ (2pi)d/2Λ−d +O(Λ−(d+2)). (93)
In this limit, gl → g, and we recover the action
(30) for the case of vanishing correlation length.
In fact, this is how we chose the normalization
for the δ-function correlation C(x,y) in (24), ob-
serving that it arises naturally from the limit
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l→ Λ−1 → 0 of vanishing correlation length:
C(x,y) = σ2 exp
(
−|x− y|
2
2l2
)
l→Λ−1−−−−→ σ2
[
2piΛ−2
2piΛ−2
d/2
exp
(
−|x− y|
2
2Λ−2
)]
Λ−1→0−−−−−→ σ2(2piΛ−2)d/2δd(x− y). (94)
A. Effective Action
1. First Order
To account for the extra exponential factor re-
sulting from the finite correlation length, we in-
voke the derivations in Sec. III B. In particular,
the first-order contribution 〈SI〉+ to the effective
action is the same as (40), except for the addi-
tional exponential factor in the integral. More-
over, when we perform the integral over ddk3,
using the δ-function to replace k3 = −k4, this
exponential factor vanishes again. Therefore, the
resulting first order contribution is the same as
that obtained for vanishing correlation length, ex-
cept that now Λ−1 → l.
2. Second Order
The second-order contribution, which has the
general form (44), can be similarly obtained by
multiplying the integrand of (46) by two expo-
nential factors of the form in (90), one each for
the integrals over the ki and the qi. Proceed-
ing in the same way as the previous derivation
using Wick’s theorem, we find that the second-
order contribution with finite correlation length
is the same as (50), except for an additional ex-
ponential factor, which can again be expanded
as 1 + O
[
(k1 + k2)
2
]
. Using the same argument
as before, the contributions of these O(k2) terms
to the effective action are of no interest to us.
Therefore, to O(k2), the additional exponential
incurred by the finite correlation length does not
influence the RG equations for K and g to first
or second order. However, the finite correlation
length does change the scaling of the variance.
3. Rescaling
Because a finite correlation length does not
alter the quadratic term of the action, we use
the same relation (58) to rescale the fields. Let
us assume that α = 0 for this section, mean-
ing that the average conductivity K is assumed
to be scale independent. Rescaling the coordi-
nates k → k′ = kζ to restore the UV cutoff,
the interaction term rescales as in (59), neces-
sitating a rescaling of the coupling constant as
g → g′ = ζ−dg. However, we must now also con-
sider the rescaling of the new exponential factor
exp
[
(k1 + k2) · (k3 + k4)
2l−2
]
= exp
[
(k′1 + k′2) · (k′3 + k′4)
2ζ2l−2
]
. (95)
This suggests that we should rescale the corre-
lation length as l → l′ = l/ζ. However, since
the coupling constant gl =
1
2σ
2(2pil2)d/2 contains
a factor of ld, this correlation length rescaling
would take care of the entire rescaling g′ = ζ−dg.
In particular, the variance σ2 would not need to
be rescaled; in this theory the correlation length
shrinks under coarse-graining while the variance
is scale invariant! This is very different from the
limit l → Λ−1 of vanishing correlation length,
where the rescaling of g was taken to be equiva-
lent to rescaling σ2.
4. Effective Conductivity
In the case of finite correlation length, the RG
equations are the same as the ones for delta func-
tion correlation. The only difference lies in the
interpretation of the rescaling of gl, as discussed
in the preceding subsection. In particular, the
effective conductivity in the vicinity of the fixed
point gl = 0 is
K(ζ) =
√
K20 −
4Sd−1σ20(l0Λ)d)
d(2pi)d/2
(
1− ζ−d).
(96)
This effective action, which has been obtained
by using the RG transformations to integrate out
wavenumbers between Λ/ζ < Λ and the UV cut-
off Λ, describes a coarse-grained theory of Darcy
flow. This coarse-grained theory accurately de-
scribes processes on large scales, whenever small-
scale fluctuations (of length-scale ∼ ζ/Λ) cannot
be resolved.
VI. SUMMARY AND FUTURE WORK
We have used the path integral formulation for
the solution for Darcy’s equation with a stochas-
tic conductivity for the flow of a single fluid
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through a random porous medium. Beginning
with the case of delta-correlated Gaussian fluc-
tuations, we obtained differential RG equations
to second order in the coupling constant. These
equations were used to identify the fixed points,
physically appropriate values of he scaling expo-
nents, and exact solutions for the RG trajecto-
ries. The extension to Gaussian fluctuations with
a finite correlation length produced the same RG
equations as the delta-correlated fluctuations; the
only differences were in the interpretation of the
rescaling of the coupling constant.
There are several extensions of our study that
are needed to make RG calculations a practi-
cal method for modelling flow through random
porous media. Comparisons with direct numer-
ical evaluations of the path integral for Darcy
flow will enable us to ascertain the accuracy of
the expansions used in our calculations. Work
in this direction for Darcy’s law is described in
Refs. [29, 31] and for classical diffusion in ran-
dom media in Ref. [43]. We have at our disposal
calculations in 1, 2, and 3 dimensions [32, 33], so
we can investigate the dimensional dependence of
the accuracy of our calculations. As noted in the
Introduction, RG equations in different spatial di-
mension have the same diagrammatic structure,
but the methods used for the numerical valuation
of the path integral are different in d = 1 [32] and
d = 2 and d = 3 [33]. This should provide an ad-
ditional point of interest for our comparisons.
The calculations reported here are based on
Gaussian fluctuations. In fact, in geological ap-
plications, the logarithm of the conductivity is
assumed to have a Gaussian distribution [44, 45].
In principle, any probability distribution function
of the conductivity can be described in terms of
the characteristic function [46], but there will be
substantial changes to the RG equations. On
the other hands, we expect that for length scales
longer than the correlation length of fluctuations,
whatever their distribution, under the coarse-
graining transformation, the distribution will ap-
proach a Gaussian. The challenge is to determine
the intermediate distributions.
The final extension, to multiphase flow, is
a more substantial endeavor. Multiphase flow
through porous media is important for a various
applications, such as CO2 sequestration [1], and
enhanced oil recovery [2]. These often involve the
displacement of a non-wetting invading fluid from
a porous medium by a wetting fluid (imbibition).
For two-phase flow a generalized form of Darcy’s
law is used:
qi = −kr,i(Si)K∇p , (97)
where the subscript i represents the phases of the
fluids, kr,i is the relative permeability, and Si is
the pore volume fraction of the fluid phase i. The
two volume fractions must sum to one. The to-
tal velocity is given by the sum of the individual
phase velocities:
q = qo + qw . (98)
The rate of change of the saturation s is given by
the conservation equation:
∂s
∂t
= g(s)q · ∇s , (99)
where g(s) is a nonlinear function. The constraint
∇ · q = 0 still holds for an incompressible fluid.
Equation (97) is similar to Darcy’s law for single-
phase flow. An adaptation of the methodology
outlined in this paper should be suited to the so-
lution of (97). The hyperbolic saturation equa-
tion (99) poses more problems, in particular be-
cause its nonlinear nature leads to the formation
of a shock in the solution [47]. Previous studies
[21] indicate how a path integral solution of this
equation can be formed, providing the first step
of an RG analysis.
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Appendix A: Feynman Diagrams
1. Rules
The perturbative calculations of the first and
second contributions to the effective action can
be considerably simplified by the use of Feynman
diagrams. This diagrammatic technique, which
helps keep track of the different integrals, is es-
pecially useful when calculating higher order con-
tributions for which Wick’s theorem becomes in-
creasingly cumbersome.
The following rules have been adapted from
the usual Feynman diagram rules to account for
the derivative terms in our action SI . Each dia-
gram corresponds to an integral contributing to
the perturbative expansion of the Wilsonian effec-
tive action of (36). The fact that we are dealing
with an expansion of ln〈e−SI 〉 means that we will
only have to consider connected diagrams.
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Figure 1. Diagrams that illustrate the rules up to second order in the coupling constant for the contributions to
the effective action. (a,b) Rules for lines and (c) vertices. (d,e,f) First-order diagrams, and (g,h,i) second-order
diagrams. Solid lines correspond to long-wavenumber fields and dotted lines to low wavenumber fields
To construct a diagram, one begins by choosing
an arbitrary direction to be the principal direc-
tion of the diagram; in all following diagrams, this
direction will be from left to right, so an explicit
specification of this ‘time’-direction is omitted.
One can then draw solid lines, which correspond
to the low wavenumber fields φ−k and φˆ
−
k , and
dotted lines, which denote the high wavenumber
fields φ+q and φˆ
+
q (Fig. 1(a,b)). The fact that we
are integrating over the high wavenumber modes
is reflected diagrammatically in the constraint
that all dotted lines have to be internal, meaning
that both ends of the dotted lines have to be con-
nected to a vertex. Moreover, each internal line
with momentum q contributes a propagator fac-
tor G(q) and each close loop is integrated over,
contributing an integral
∫
ddq (2pi)−d. In con-
trast, solid lines are allowed to be external, mean-
ing that they are only connected to a single ver-
tex. Th s reflects the fact that the solid lines cor-
respond to the low wavenumber modes, which re-
main in the theory after the RG coarse-graining.
For both the internal and external fields, the lines
that represent conjugate fields φˆ± are to be dis-
tinguished from their counterparts φ± by being
drawn with reversed arrows, po nting opposite
the principal direction of the diagram.
The momenta, denoted k for external and q
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for internal fields, are specified on a separate ar-
row, as illustrated in Fig. 1(a,b). The vertices
group the momenta into pairs ki·kj as depicted in
Fig. 1(c). Each such vertex contributes a factor of√
g(ki · kj) to the integral. This factor was cho-
sen so that a complete interaction between four
fields SI ∼ (∇φ−k · ∇φ−k )2 contributes a factor
of g(k1 · k2)(k3 · k4). The wavy line, which sepa-
rates out each four-field interaction into a pair of
two-point vertices, is introduced solely to give us
the ability to group the four momenta of each in-
teraction into two pairs; unlike in quantum field
theory, where the interactions are mediated via
gauge bosons, we assign no physical significance
to these wavy lines. The momenta flowing into
each vertex are required to add up to zero. Over-
all, the integral corresponding to each diagram
will have a momentum conserving delta function
factor (2pi)dδd(
∑
i ki), where the sum is over all
the external fields φ−ki .
Finally, to account for permutations of lines
that yield identical diagrams, we multiply the
contribution of each diagram by its symmetry fac-
tor, which is the order of its automorphism group;
in other words, the symmetry factor is obtained
by counting the number of diagrams which pro-
duce identical contributions. This factor counts
the number of equivalent pairings which arise in
Wick’s theorem.
In the following two subsections, we will go
through the one-loop diagrams with one and then
two vertices, which correspond to contributions of
order O(g) and O(g2) respectively. We will high-
light the diagrams of integrals we have already
calculated using Wick’s theorem, and will expand
on these by discussing additional two-loop dia-
gram terms that we have previously neglected.
Although the formal rules outlined above should
be used when performing calculations, we will
drop the momentum labels when they are not es-
sential to our understanding of the contribution
of each diagram.
2. First Order Diagrams
Since each vertex contributes a factor of g, we
can keep track of the perturbative expansion by
counting the number of vertices. Following the
discussion of our approach using Wick’s theorem,
we first consider the trivial diagrams.
Consider first the diagram that contains only
external lines. This diagram, which is shown in
Fig. 2(a), corresponds to the term that contains
only low wavenumber fields and is, therefore, un-
affected by the integral over high wavenumbers.
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Figure 2. (a) A diagram that contains only low
wavenumber fields and is unaffected by coarse grain-
ing. This diagram contributes directly to the effective
action. (b) A diagram with only internal lines, which
contributes a constant to the effective action.
The effect of coarse graining is simply to pass his
term over to the effective action.
The second trivial diagram contains only in-
ternal lines, corresponding to high wavenumber
fields (Fig. 2(b)). These get integrated over and
contribute an irrelevant constant to the effective
action. This exemplifies that only those diagrams
that contain at least one pair of external solid
lines cont ibute to the effective action.
The first non-trivial diagram that we can draw
while respecting momentum conservation at each
vertex has one loop. It is depicted in Fig. 1(e).
Following our rules, this diagram evaluates to
4g
∫ Λ
Λ/ζ
ddq
(2pi)d
q2G0(q)
∫
ddx∇φˆ− ·∇φˆ−, (A1)
where the symmetry factor 4 arises because we
can independently reflect the left legs or the right
loop about the central axis of the diagram to
obtain three other equivalent diagrams. This is
equivalent to the statement that this diagram
has Z2 × Z2 symmetry. Inserting the propaga-
tor G0(q), we see that this diagram is equivalent
to (41), which was obtained algebraically by ap-
plying Wick’s theorem. Note that the propagator
can be non-zero only if every loop is made up of
one φ+ and one φ− field. Therefore, the only di-
agrams that we need to consider are those that
have one line flowing in and one line flowing out
of each vertex. In particular, the contributions
from diagrams shown in Figs. 1(d) and 1(f) van-
ish, since they are proportional to 〈φ+φ+〉 and
〈φˆ+φˆ+〉, respectively.
15
3. Second Order Diagrams
Since we are dealing with a cumulant expansion
of ln〈e−SI 〉+, only connected graphs appear in the
expansion. The O(g2) correction that we com-
puted by means of Wick’s theorem arises from
the diagram shown in Fig. 1(g). Using the Feyn-
man diagram rules, this diagram corresponds to
the integral
8g2
∫ Λ/ζ
0
[
4∏
i=1
ddki
(2pi)d
]{
(k1 · k2)(k3 · k4)φ−k1 φˆ−k2φ−k3 φˆ−k4(2pi)dδd
(
4∑
i=1
ki
)
×
∫ Λ
Λ/ζ
ddq
(2pi)d
[q · (k1 + k2 + q)]2G0(q)G0
(|k1 + k2 + q|)}. (A2)
However, at order O(g2), there are two further
diagrams that we can build. The first one is il-
lustrated in Fig. 1(h). This diagram corresponds
to the integral
8g2
∫ Λ
Λ/ζ
ddq
(2pi)d
q2G2(q)
∫ Λ
Λ/ζ
ddq′
(dpi)d
q′2G(q′)
×
∫
ddx∇φˆ− ·∇φ− , (A3)
which shifts the quadratic term. Treating this
term as an additional correction to the RG equa-
tion, the two integrals over ddq and ddq′ give
corrections proportional to s2. Therefore, the
DRG equations obtained from integration over in-
finitesimal δs are unchanged under this two-loop
diagram.
Similarly, the diagram in Fig. 1(i) gives a con-
tribution of the form
g2
∫
ddk
(2pi)d
A(k,Λ)φ−k φˆ
−
−k. (A4)
This shifts both the quadratic term and the gra-
dient term. This can be seen by expanding the
function Ak as a power series in k:
Ak = A0 +
1
2
k2A′′0 + . . . . (A5)
The two-loop diagrams change the propagator
which then affect the couplings only at higher
order. We therefore see that the DRG equa-
tions that we discussed here are the one-loop β-
functions of the path integral renormalization of
Darcy’s law. To improve the accuracy of our pre-
dictions, an extension of this work could aim to
compute the corrections arising from the one-loop
diagrams with n-vertices, corresponding to O(gn)
contributions.
Appendix B: Exact Solutions of DRG
Equations
We adopt a more convenient notation in which
the DRG equations (70) and (71) are
x˙1 = −ax1 − bx2x−11 , (B1)
x˙2 = −cx2 − 2b(x2x−11 )2 , (B2)
where (x1, x2) = (K, g), a = α, b = 4Cd, and
c = (d+ 2α). The overdot denotes differentiation
with respect to the renormalization parameter t.
We first multiply (B1) by x1 6= 0, giving
x˙1x1 + ax
2
1 + bx2 = 0. (B3)
The term x˙1x1 suggests the substitution u =
1
2x
2
1,
whereupon we have
u˙+ 2au+ bx2 = 0. (B4)
Differentiating with respect to t, we can use (B2)
to substitute for x˙2, giving
u¨+ 2au˙+ bx˙2
= u¨+ 2au˙− bcx2 − 2b2x22x−21 = 0. (B5)
Using x21 = 2u and bx2 = −u˙− 2au, we obtain a
second-order differential equation for u:
u¨+ u˙(−2a+ c) + u(2ac− 4a2)− u˙
2
u
= 0. (B6)
Now the term u˙/u suggests another substitution
y = lnu, whereupon (B6) becomes
y¨ + y˙(c− 2a) + (2ac− 4a2) = 0. (B7)
Finally, we substitute z = y˙ to obtain
z˙ = (z + 2a)(2a− c), (B8)
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which can be solved by separation of variables:
ln |z + 2a| = (2a− c)t+A1, (B9)
where A1 is a constant of integration. Back sub-
stituting z = y˙, and absorbing the sign from the
absolute value into the integration constant, we
find y˙ = A′1e
(2a−c)t − 2a. Integrating gives
y = A′′1e
(2a−c)t − 2at+A2, (B10)
where A2 is another integration constant.
After performing the final two back substitu-
tions u = ey, followed by x1 = ±
√
2u, we have
x1(t) = C1 exp
[
C2e
(2a−c)t − at
]
, (B11)
where all factors have been absorbed into the final
integration constants C1,2. Finally, we use (B1)
to solve for x2, giving
x2(t) = −C
2
1C2
b
(2a− c)e(2a−c)t
× exp
[
2C2e
(2a−c)t − 2at
]
= −x
2
1
b
C2(2a− c)e(2a−c)t , (B12)
The constants C1,2 can be fixed by enforcing ini-
tial conditions for x1, x2. One may check by sim-
ple substitution that (B11) and (B12) indeed sat-
isfy (B1) and (B2). Reinstating the constants a,
b, and c, these are the equations (82) and (83)
that are discussed in Sec. IV B.
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