With the goal of addressing the issue of image compression in wireless multimedia sensor networks with high recovered quality and low energy consumption, an image compression and transmission scheme based on non-negative matrix factorization (NMF) is proposed in this paper. First, the NMF algorithm theory is studied. Then, a collaborative mechanism of image capture, block, compression and transmission is completed. Camera nodes capture images and send them to ordinary nodes which use an NMF algorithm for image compression. Compressed images are transmitted to the station by the cluster head node and received from ordinary nodes. The station takes on the image restoration. Simulation results show that, compared with the JPEG2000 and singular value decomposition (SVD) compression schemes, the proposed scheme has a higher quality of recovered images and lower total node energy consumption. It is beneficial to reduce the burden of energy consumption and prolong the life of the whole network system, which has great significance for practical applications of WMSNs.
Introduction
Wireless multimedia sensor networks (WMSNs) are a new type of distributed sensing network. They mainly consist of a set of multimedia sensor nodes capable of computing, storing and communicating [1] . WMSNs can perceive a variety of media information from the surrounding environment which are sensed by multimedia sensor nodes, including images, video, numerical, audio and other information.
WMSNs is a specific development of traditional wireless sensor networks (WSNs) for this application. It has some unique characteristics [2] such as the following:
1.
Energy consumption and resource requirements: The key issue in WSNs is energy consumption, as recognized by research scholars. The process of wireless transmission and reception consumes the largest part of the energy in traditional WSNs. However, sensors in most WSNs are typically battery-powered, and batteries are usually infeasible in terms of being recharged or even replaced [3] . In WMSNs, sensor nodes will collect much other video and image data and consume large amounts of energy. Meanwhile, compared to conventional WSNs, since the collected audio and image information constitute a large amount of data, the bandwidth required for transmission is wider.
2.
Local processing: WMSNs can be employed in the local image processing methods to reduce the amount of data among networks, such as simple image processing algorithms for background extraction from moving targets, or complex algorithms for feature extraction or scenario inference. Which algorithm to use and what level of complexity required is determined by physical conditions. For example, if you want to get information from the environment, we can use the low-level difference algorithm for edge detection [4] . If you also need a higher-level image processing mode, then we can apply complex algorithms to classify the collected targets in a basic manner.
WMSNs is a seriously resource-constrained network mechanism. Under such conditions, the entire network performance will be greatly influenced if we spend too much energy on image acquisition and processing, especially for a high degree of repeated data. In most cases, only one or two nodes wake up to monitor the implementation of image collection when an event occurs in view of the above limitations. At this time, the strategy adopted to reduce energy consumption mainly includes compression and transmission of the captured image.
As can be seen from the existing work, efficient image compression is needed to reduce the energy consumption of individual nodes and extend the life of the network in WMSNs. However, implementation of previous deep exploration in image compression lasted a long time. JPEG and JPEG2000 coding is widely used in transmissions in WMSNs [5] . The singular value decomposition (SVD) adaptive image compression method has been raised in a recent study [6] . These methods solve the collaborative problem of image compression in WMSNs to some degree, but they still have their own advantages and disadvantages. Especially in terms of energy consumption, the JPEG2000 method has a distinct weakness due to topology design. On the other hand, the SVD method exhibits many side effects in recovered images, which would have an impact on image quality.
Considering this, an image compression and transmission scheme based on non-negative matrix factorization (NMF) is proposed in this paper. We improve the existing non-negative matrix factorization algorithm and propose a multilayer NMF framework. While taking advantage of node cooperation, a characteristic of WMSNs, compression tasks are decomposed efficiently. It can make full use of the resources of each ordinary node and maintain a more balanced energy state to avoid instant incapacitation in the network, so that we can reduce energy consumption and extend the life cycle of the network, while partly reducing the noise of the image. This is vital to extending the lifetime of the whole network, which means a great deal when the network is being used for purposes such as military surveillance or industrial supervision. We can also effectively eliminate the block edge effect and improve the quality of the restored image. Therefore, the application fields for this scheme could be expanded to include video monitoring in various scenarios.
NMF Method and Network Model

NMF Method
In 1999, an article published in Nature proposed the NMF (Non-negative Matrix Factorization) algorithm, with the following functions [7] : factorize a non-negative matrix product of two new low-rank non-negative matrices, and only additive combinations are allowed to appear [8] . The published papers quickly attracted the attention of researchers in many fields, and provoked a great deal of further study [9] .
In 2003, the non-negative matrix factorization has been interpreted geometrically and analyzed with synthetic image database under certain conditions [10] . The separability assumption turns NMF into a tractable problem. Also, a highly scalable and empirically noise robust NMF algorithm was derived in recent years [11] which shows the special significance of the NMF method. Assume a non-negative data set {x 1 , x 2 , ..., x n }, the following formula can express the NMF algorithm:
is the base vector, c ji ≥ 0 for the coefficients. r << min(m, n) is a common condition for the selection of the base. So, the compression efficiency of the original data set (e.g., image) can be increased.
The minimization problem shown below aims to solve the best non-negative low rank of approximation of matrix X:
D(X, BC) here represents cost function, which also known as "distance", to measure X and BC. There are a variety of common cost functions as following:
•
Euclidean distance:
Euclidean distance is more suitable for channels with Gaussian noise.
General Kullback-Leibler distance:
General Kullback-Leibler distance is more suitable for channels with Additive Poisson noise.
Bregman distance:
Especially, if ϕ(x) = x 2 /2, Bregman distance is equivalent to Euclidean distance. If ϕ(x) = x log x − x, Bregman distance is equivalent to General Kullback-Leibler distance.
Csiszár distance:
Euclidean distance [12] is the most frequently function used as the Formula (4). Such function is suitable for additive Gaussian noise conditions. In this case, the optimization problem in Equation (3) is re-described as min
There are many methods for solving optimization problems such as Formula (8) . From a mathematical perspective, Formula (8) is convex with regard to both B and C which can be well utilized. There are three common methods: Adaptive Non-Linear Sampling (ANLS) method [13] , the Projection Gradient method and the Multiplicative Update method. From a common point of view, we choose an alternating In the ANLS algorithm, there are some limitations that make this algorithm consume more time in execution. For instance, we have to determine the number of the executions alternating operation (i.e., step) when doing non-negative least squares correlation calculation.
The NMF algorithm can provide a valid constraint and sometimes "correct" results [14] . Also, the image can be considered as a matrix. At the same time, the process of rebuilding is similar to a combination of localities which has a specific physical meaning [15] . Considering these aspects, we chose the NMF algorithm to do the compression of images in WMSNs. 
Network Topology Structure
One of the core points to improve WMSNs performance is to do our best to make the lifetime of the network as long as possible and to ensure that the image capture and transfer are regular at the same time. Based on this, we selected the layer-cluster topology. This model can decompose images more efficiently.
First, the network nodes are divided into image acquisition nodes (also known as camera nodes) and ordinary nodes with the assumptions below:
1.
Node ID numbers are not allowed to be duplicated in the network, and each node has a unique identity. All nodes must ensure time synchronization after being deployed; 2.
The camera nodes are deployed fixedly and different camera nodes must monitor different areas which have no duplicate parts, i.e., the distance between two cameras must be at least two nodes radius and a wireless communication connection; 3.
The ordinary nodes are deployed randomly around the camera nodes with large density in order to make sure that the camera nodes can be connected to the neighboring ordinary nodes in a communication range.
Building a topology for inter-node cooperation and construction of compressing transmission based on these assumptions is a very critical process. The topology structure is constructed in the following steps:
The camera nodes are placed in the center of the monitoring range. Then, each ordinary node which could be connected is structured to a cluster; 2.
A cluster head node should be selected in the cluster composed. Requirements are: to establish the best quality route to communicate with the base station, and to ensure adequate energy reserve. Assuming that the initial energy reserves of all nodes are basically the same, the node which is nearest to the base station is usually selected as the cluster head node; 3.
The cluster head nodes use broadcast channels to inform their ID numbers and camera node ID numbers to ordinary nodes within the cluster; 4.
Each ordinary node then sends their ID numbers to the camera nodes and cluster head nodes; 5.
The cluster head nodes and camera nodes record all ID numbers received. The steps above are the construction method of a collaborating image compression-transmission network topology. The expected purpose is to form a calculating cluster structure based on the existence of ordinary nodes which are in the communication range of camera nodes. The process of establishing this structure occupies a very prominent position in the compression algorithm mechanisms.
Network Energy Consumption Model
As they are irreplaceable, battery-operated devices, sensors in WMSNs usually consume even more energy than in WSNs [16] . The Heizelman model is one of the communication energy models most commonly used by researchers [17] . In this paper, we also used this model to design simulation experiments. Energy consumption of communication is composed by a transmitting unit and a receiving unit. The energy consumption of the transmitting unit is expressed by E S (J, d), while the energy of the receiving unit is expressed by E R (J) × B. The transmission and reception circuit energy consumption is indicated with E elec . There are two signal fading concepts as the decline of free space d 2 , namely slow fading, and multipath effects d 4 , namely fast fading. The function of the signal amplifier is to provide subsequent energy to the signal, µ f s is a parameter of d 2 , µ amp is a parameter of d 4 . The distance threshold set for the sending and receiving ends is d 0 , usually assumed as the communication radius. If the radius is less than d 0 , it takes a slow fading mode (fs). Otherwise it takes the fast fading mode (mp). Signal fading is originated from distance between transmit-receive ends.
Suppose a node transmitting a package in a time slot, the transmission distance of the package is d and the package size is assumed to be 1 bit. Then, the sensor launches unit energy consumption at this time according to the following formula:
The receiving unit receives 1 bit data consumed energy as follows:
Network total energy consumptions consist of communication energy consumption, collecting energy consumption and image compression energy consumption. A single-hop communicating policy is adopted between the camera nodes and the ordinary nodes in the network. The ordinary nodes and the head nodes use the same method.
Assuming k as the total number of the ordinary nodes and the camera nodes, these k nodes should be located within the communication range of the camera nodes. Suppose the size of the image camera node captured is m × n, the size of an image block is p × q. The distance between a head node and each ordinary node is
The distance between the base station and a cluster head node is d ch−s . Assuming the distance between a camera and an ordinary node as l 1 , l 2 , L, l k , in terms of simplicity, we suppose all ordinary nodes have the same amount of initial energy reserved and assuming the same probability η. This refers to the probability of the camera node transmitting information to all ordinary nodes.
η > 1 when the original image is divided into a plurality of blocks, and the number of blocks is even more than the total number of the ordinary nodes. Assume that a camera node sends c bits of data to an ordinary node in a process of transmission and the image capture energy consumption of the camera node is represented by W. Then the energy consumption of the camera in each cluster is shown in Equation (12):
Energy consumption of each ordinary node can be split into three parts, including sending data, receiving data and the compression work part. Suppose that we want to get the lowest image quality after compressing and restoring with the algorithm, then set compression ratio as ρ i , energy consumption of compressing per bit data as E cp . The energy consumption of an ordinary node can be expressed as follows:
The energy consumption of a head node consists of two parts. The total energy consumption is calculated in Formula (14) .
ρ above refers to the real compression ratio after the base station doing data recovery. In this paper, we focused on the energy consumption referring to the compressing process and transmission. Processing data refers to the use of the NMF algorithm compression and restoration work, including the energy model selected [18] below using Formula (15) .
where N is the completion of a task occupied period, V dd represents the processor voltage and C is set as 0.67 nF capacitors. This is a complete cycle transition. The Heizelman model has been proved to be adaptable to the large-scale networks [19] so that we chose it to do the simulation.
Adaptive Blocking Image Compression Mechanism Based on the NMF Method
Adaptive Blocking Image Compression Algorithm Based on the NMF
When processing origin images, the NMF algorithm needs to execute more iteration times to get a better image quality. This results in large amounts of computation. We can divide origin images into several blocks and take the adaptive image compression algorithm based on the NMF to process each image block. Experiments show that when each block matrix is small, we can get a higher compression ratio and a higher quality of image restoration by using the NMF method with a few iterations.
The compression ratio of the NMF method only depends on the size of the rank of the base matrix. Therefore, compression ratio can be adaptively adjusted to the energy consumption demands. When a node's energy depleted, we can choose a lower quality to improve the compression ratio in order to save energy. Suppose an original image with size of m × n, is divided into several blocks the sizes of which are p × q. The image compression ratio obtained after restoration is as Formula (16) shows below.
The adaptive blocking image compression method based on the NMF is shown in Algorithm 2. Figure 1 shows that we can do a simulation experiment by taking the block method based on the SVD and the NMF in this paper respectively on a 512 × 512 × 8 bit Lena image. Results show that the NMF method has a considerable advantage when the compression ratio is consistent with the SVD method. While noting that the more blocks and the smaller the size of the images, the more artifacts and edge effects the SVD method has. This results in lower image restoration quality, which can be seen from the P (Peak Signal to Noise Ratio, PSNR) with S (Size), B (Block number) and R (Compression ratio) data. 
or the execution time T exceeds the limit value ε, the iteration is terminated. Otherwise, go to Step 4; 6: Restoration of image matrices after compression: The adaptive blocking image compression method based on the NMF is shown in Algorithm 2. Figure 1 shows that we can do a simulation experiment by taking the block method based on the SVD and the NMF in this paper respectively on a 512 × 512 × 8 bit Lena image. Results show that the NMF method has a considerable advantage when the compression ratio is consistent with the SVD method. While noting that the more blocks and the smaller the size of the images, the more artifacts and edge effects the SVD method has. This results in lower image restoration quality, which can be seen from the P (Peak Signal to Noise Ratio, PSNR) with S (Size), B (Block number) and R (Compression ratio) data. Moreover, we undertake a simulation experiment between the NMF method and the SPIHT method. The SPIHT algorithm is a fast and effective technique for image compression. It is spatial tree-based and exploits magnitude correlation across bands of the decomposition [20] . Also, the SPIHT method possesses a lower computational complexity than the NMF method. Based on the above points, the SPIHT method has been selected for the contrast experiment.
We choose three different image block numbers for the NMF method. Figure 2 shows that, when NMF and SPIHT share the same compression ratio (e.g., 0.25 bpp), the NMF method has a slight disadvantage to SPIHT but shows a considerable advantage when the block number increases constantly. The result is similar to the result of a contrasting experiment with the SVD method we mentioned above. 
Collaborating Image Compression Scheme
This paper designs a multi-point collaborating image compression mechanism based on the NMF algorithm in WMSNs. The mechanism of image compression and transmission is as follows:
1. Camera nodes are the brain of the whole network. A complete cluster structure will be established.
Then the block numbers and the size of image will be determined by this structure. Camera nodes will transmit data to ordinary nodes after setting an appropriate probability for next step; 2. Ordinary nodes execute image compression based on the NMF method. All ordinary nodes within a cluster will execute adaptive compression based on the NMF method respectively once getting original image data from the camera. Then, they send the results directly to the cluster head node. At the same time, ordinary nodes continue to listen to the channel and do compression work continuously if there are new image blocks transmitted from camera nodes; 3. Cluster head nodes only collect data without integration. The head nodes receive not only image data but also location information from ordinary nodes. So, the head nodes have no need to process the data and just transmit them to the base station. As the base station reserves adequate energy, we select it to integrate image data compressed to reduce energy consumption of the whole network. Moreover, we undertake a simulation experiment between the NMF method and the SPIHT method. The SPIHT algorithm is a fast and effective technique for image compression. It is spatial tree-based and exploits magnitude correlation across bands of the decomposition [20] . Also, the SPIHT method possesses a lower computational complexity than the NMF method. Based on the above points, the SPIHT method has been selected for the contrast experiment.
Simulation Experiments
We choose three different image block numbers for the NMF method. Figure 2 shows that, when NMF and SPIHT share the same compression ratio (e.g., 0.25 bpp), the NMF method has a slight disadvantage to SPIHT but shows a considerable advantage when the block number increases constantly. The result is similar to the result of a contrasting experiment with the SVD method we mentioned above. Moreover, we undertake a simulation experiment between the NMF method and the SPIHT method. The SPIHT algorithm is a fast and effective technique for image compression. It is spatial tree-based and exploits magnitude correlation across bands of the decomposition [20] . Also, the SPIHT method possesses a lower computational complexity than the NMF method. Based on the above points, the SPIHT method has been selected for the contrast experiment.
Collaborating Image Compression Scheme
Then the block numbers and the size of image will be determined by this structure. Camera nodes will transmit data to ordinary nodes after setting an appropriate probability for next step; 2. Ordinary nodes execute image compression based on the NMF method. All ordinary nodes within a cluster will execute adaptive compression based on the NMF method respectively once getting original image data from the camera. Then, they send the results directly to the cluster head node. At the same time, ordinary nodes continue to listen to the channel and do compression work continuously if there are new image blocks transmitted from camera nodes; 3. Cluster head nodes only collect data without integration. The head nodes receive not only image data but also location information from ordinary nodes. So, the head nodes have no need to process the data and just transmit them to the base station. As the base station reserves adequate energy, 
1.
Camera nodes are the brain of the whole network. A complete cluster structure will be established. Then the block numbers and the size of image will be determined by this structure. Camera nodes will transmit data to ordinary nodes after setting an appropriate probability for next step; 2.
Ordinary nodes execute image compression based on the NMF method. All ordinary nodes within a cluster will execute adaptive compression based on the NMF method respectively once getting original image data from the camera. Then, they send the results directly to the cluster head node. At the same time, ordinary nodes continue to listen to the channel and do compression work continuously if there are new image blocks transmitted from camera nodes; 3.
Cluster head nodes only collect data without integration. The head nodes receive not only image data but also location information from ordinary nodes. So, the head nodes have no need to process the data and just transmit them to the base station. As the base station reserves adequate energy, we select it to integrate image data compressed to reduce energy consumption of the whole network.
Simulation Experiments
Relative Parameters in Simulation Experiment
This paper uses MATLAB to build the simulation environment. Assume that 15 cameras cover each detection range of a 100 m × 100 m rectangular area and their sensing radius are 11m. Eleven ordinary nodes are randomly deployed in the communication range of each camera node. The base station node is at the center of the region. A node is selected as the cluster head node which is closest to the base station. The simulated network structure is shown in Figure 3 .
512 × 512 × 8 bit grayscale images are collected by camera nodes periodically. We adopt compression ratio ρ = 4 for simulation. When calculating the energy consumption, parameters of Equation (19) are set as follows:
we select it to integrate image data compressed to reduce energy consumption of the whole network.
Simulation Experiments
Relative Parameters in Simulation Experiment
512 × 512 × 8 bit grayscale images are collected by camera nodes periodically. We adopt compression ratio Table 1 lists the quality of image restoration under different number of iterations (I) and blocks (B) respectively. Table 1 lists the quality of image restoration under different number of iterations (I) and blocks (B) respectively. In Table 1 , if the iteration is a constant and compression ratio is set to 0.25 bpp, the P is greater when the number of sub-blocks is greater. At the same time, P's growth rate becomes slower which is inferred from the diminishing characteristic on (0, +∞). That is, when the number of blocks is large, the image restoration quality does not necessarily become better than the small numbers.
Analysis of Simulation Results
Impact on Compression Mechanism Caused by Image Blocks
Analysis of Simulation Results
Impact on Compression Mechanism Caused by Image Blocks
Especially, for the image block compression and restoration algorithms, a significant growth (e.g., 1st column) of P from 26.88 to 43.76 shows that the number of image blocks plays an important role in the compression scheme. This may be one of the key issues and provide us with new ideas when doing further research in this method. Table 2 lists the quality of image restoration under different iterations when the number of blocks is 64. We use MATLAB to carry out the fitting of data in Figure 4 . In Table 1 , if the iteration is a constant and compression ratio is set to 0.25 bpp, the P is greater when the number of sub-blocks is greater. At the same time, P's growth rate becomes slower which is inferred from the diminishing characteristic on ) , 0 ( +∞ . That is, when the number of blocks is large, the image restoration quality does not necessarily become better than the small numbers.
Impact on Compression Mechanism Caused by Iterations
Especially, for the image block compression and restoration algorithms, a significant growth (e.g., 1st column) of P from 26.88 to 43.76 shows that the number of image blocks plays an important role in the compression scheme. This may be one of the key issues and provide us with new ideas when doing further research in this method. Table 2 lists the quality of image restoration under different iterations when the number of blocks is 64. We use MATLAB to carry out the fitting of data in Figure 4 . As is shown in Figure 4 , if the number of blocks is a constant, the P increases with the rise of iteration quickly when the iteration is small. When the iteration becomes very large, the P increases slowly and approaches a limit. This phenomenon is essential for further study as the fitting curve looks like an exponential curve.
Considering the energy consumption makes a critical difference in the whole compression scheme in WMSNs and the mathematical results above, the iteration is another key point of this method. Combining with these relations, we need to select an appropriate number of blocks and As is shown in Figure 4 , if the number of blocks is a constant, the P increases with the rise of iteration quickly when the iteration is small. When the iteration becomes very large, the P increases slowly and approaches a limit. This phenomenon is essential for further study as the fitting curve looks like an exponential curve.
Considering the energy consumption makes a critical difference in the whole compression scheme in WMSNs and the mathematical results above, the iteration is another key point of this method. Combining with these relations, we need to select an appropriate number of blocks and iterations in order to get moderate image quality while taking the time consumption of the algorithm into consideration. Figure 5 is a comparison between centralized and collaborative image compression transmission schemes. It is an energy distribution figure when sending a 512 × 512 × 8-bit image to the base station. The simulation result shows that the use of the collaborative method described in this paper reduces the average energy consumption of the camera nodes by nearly an order of magnitude lower than the centralized approach. The energy consumption of nodes has a strong balance, which is helpful to improve lifetime of network and extend the life cycle. iterations in order to get moderate image quality while taking the time consumption of the algorithm into consideration. Figure 5 is a comparison between centralized and collaborative image compression transmission schemes. It is an energy distribution figure when sending a 512 × 512 × 8-bit image to the base station. The simulation result shows that the use of the collaborative method described in this paper reduces the average energy consumption of the camera nodes by nearly an order of magnitude lower than the centralized approach. The energy consumption of nodes has a strong balance, which is helpful to improve lifetime of network and extend the life cycle. Figure 6 shows the energy consumption of the cluster head node using the JPEG2000 method [21] and the NMF method.
Compression with Other Methods
Analysis of Energy Consumption
Compression with Other Methods
Analysis of Energy Consumption
In Figure 6 , the energy consumption of the cluster head node using the method in this paper is obviously lower than the JPEG2000 method. Figure 6 shows the energy consumption of the cluster head node using the JPEG2000 method [21] and the NMF method.
In Figure 6 , the energy consumption of the cluster head node using the method in this paper is obviously lower than the JPEG2000 method. Because the energy consumption of the JPEG2000 method contains three parts and the energy consumption of the method in this paper contains only one part (the energy consumption in accepting data from the ordinary nodes and transferring received data to the base station), it costs less energy consumption.
We made a comparison of the energy consumption of camera nodes at the same time, as is shown in Figure 7 . In this paper, cameras are only responsible for transferring blocks to ordinary nodes within a communication range at a certain probability. In the JPEG2000 algorithm mechanism, cameras are also responsible for the image preprocessing, calculating the gradient amplitude of image edge information and transferring image blocks to the cluster heads. Therefore, the total energy consumption of each node in this paper is less than in the JPEG2000 compression mechanism under the same condition. 
Quality of Image Restoration
Energy consumption of the SVD compression mechanism is partly consistent with the NMF method. However, in terms of image restoration quality, when numbers of image blocks exceed a Because the energy consumption of the JPEG2000 method contains three parts and the energy consumption of the method in this paper contains only one part (the energy consumption in accepting data from the ordinary nodes and transferring received data to the base station), it costs less energy consumption.
We made a comparison of the energy consumption of camera nodes at the same time, as is shown in Figure 7 . In this paper, cameras are only responsible for transferring blocks to ordinary nodes within a communication range at a certain probability. In the JPEG2000 algorithm mechanism, cameras are also responsible for the image preprocessing, calculating the gradient amplitude of image edge information and transferring image blocks to the cluster heads. Therefore, the total energy consumption of each node in this paper is less than in the JPEG2000 compression mechanism under the same condition. Because the energy consumption of the JPEG2000 method contains three parts and the energy consumption of the method in this paper contains only one part (the energy consumption in accepting data from the ordinary nodes and transferring received data to the base station), it costs less energy consumption.
Energy consumption of the SVD compression mechanism is partly consistent with the NMF method. However, in terms of image restoration quality, when numbers of image blocks exceed a 
Energy consumption of the SVD compression mechanism is partly consistent with the NMF method. However, in terms of image restoration quality, when numbers of image blocks exceed a certain value, the obtained quality in this paper is much higher than the SVD compression mechanism, as can be seen from Figure 1 in Chapter 3.1. Table 3 lists a comparison of image restoration quality with unit of dB (Signal-to-Noise ratio) between the SVD method and the NMF method. From Table 3 , we can see that, although the SVD method and the NMF method are both distributed compression mechanism, the NMF method has a more remarkable quality of image restoration under the same block numbers with the SVD method. Moreover, the NMF method can obtain the same effect as the SVD method by fewer iterations. Meanwhile, although the SPIHT method has a slight advantage over the SVD method, it does not show a better performance of the NMF method.
At the same time, we noted that in the SVD mechanism, the smaller image blocks are (i.e., the more image blocks are divided), the increasing artifacts and edge effect are more obvious and the lower image restoration quality is. Taking the above into consideration, this paper proposed a collaborative image processing method which has a lower energy consumption than the JPEG2000 and a higher image restoration quality than the SVD cooperative image processing method and the SPIHT method do.
Conclusions
In this paper, we studied the issue of image compression and transmission in WMSNs. Considering the data processing and energy distribution characteristics in WMSNs practical applications, we adopt the NMF method to compress and transfer images based on the collaboration of nodes in the whole system. Furthermore, we made nodes responsible for different functions, such as data processing and data transmission over long distances, respectively. This makes the energy consumption of the whole system become homogenic. Simulation results show that the proposed NMF-based image compression mechanism can alleviate the energy consumption of camera nodes which are the key roles in the network. At the same time, it can balance the energy consumption of the whole network and extend the lifetime. It can also effectively eliminate the common noise and improve the image restoration quality.
