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Foreword
The following notes are the basis for a graduate course in the Universidad Auto´noma de Madrid. They
are oriented towards the application of group theory to particle physics, although some of it can be
used for general quantum mechanics. They have no pretense of mathematical rigour; but I hope no
gross mathematical inaccuracy has got into them.
The notes can be broadly split into three parts: from Sect. 1 to sect 3, they deal with abstract
mathematical concepts. Generally speaking, I have not attempted to give proofs of the statements made.
These sections I have mostly taken from some lectures I gave at the Menendez Pelayo University, in the
summer of 1965. In Sects. 3 through 5, we consider specific groups, particularly the so-called classical
groups, which are the ones that have wider application in particle physics. We then describe practical
methods to study their representations, which is the way that most applications of groups appear in
high energy physics. Finally, the last two sections 6 and 7 deal with properties and representations of
the Lorentz group. It is really a shame that so many physicists, who show an astounding familiarity
with p-dimensional noncommutative membranes, have only a vague idea of why the photon has two
polarization states (although its spin is 1) or how to transform a particle to a moving reference frame.
There are few people with whom I have discussed about the contents of these notes, besides
A. Galindo in what respects the first sections, long time ago; but I would like to record here my
gratefulness to Maria Herrero, whose enthusiasm decided me to give the lectures, and produce the text
(besides providing a useful reference for some of the matters treated in Sects. 3, 4).
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-elements of group theory-
§1. Generalities
1.1. Groups and subgroups. Homomorphisms
A set of elements, G, is said to form a group if there exists an associative operation, that we will call
multiplication, and an element, e ∈ G, called the identity or unity, with the following properties:
1. For every f, g ∈ G there exists the element h in G such that fg = h;
2. For all g ∈ G, eg = ge = g.
3. For every element g ∈ G there exists an element g−1, also in G, called the inverse, such that
g−1g = gg−1 = e.
In general, fg 6= gf . If one has fg = gf for all f, g ∈ G, we say that the group is abelian, or
commutative. For abelian groups, the operation is at times called sum and denoted by f + g.
A subgroup, H of G, is a subset of G which is itself a group. Given a subgroup H of G we say
that it is invariant if, for every h ∈ H, and all g ∈ G, the element ghg−1 is in H. The element e by
itself, and the whole group G, are invariant subgroups; they are called the trivial subgroups. If a group
has no invariant subgroup other than the trivial ones, then we say that the group is simple. If a group
has no abelian invariant subgroup (apart from the identity) we say that the group is semisimple.
Examples: The n-dimensional Euclidean space, IRn = {v}, with
v =
 v1...
vn
 ,
the vi real numbers, is an abelian group with the vector law of composition: if
u =
 u1...
un
 , v =
 v1...
vn

then
u+ v =
 u1 + v1...
un + vn
 .
The same is true for the complex euclidean space, Cn, where the vector components are complex numbers.
The set IR+ of positive real numbers is an abelian group with the operation of ordinary multiplication.
The set Tn of translations in IR
n is an abelian group.
The set of rotations defined by a three-dimensional vector, θ, by angle θ = |θ |, around the (fixed) direction
of θ in the sense of a corkscrew that advances with θ is an abelian group. If we do not fix the direction,
then we get the group of three-dimensional rotations, which is not abelian.
Let G, G′ be groups. Let f be an application of G in G′. We say that it is a homomorphism
if it preserves the group operations, i.e., if for all a, b ∈ G,
f(a) = a′, f(b) = b′ implies f(ab−1) = a′b′−1.
If the image of G is all of G′, and the inverse application also exists and is a homomorphism, we say
that we have an isomorphism. If G = G′, and the image of G is the whole of G, we say that the
homomorphism is an automorphism.
The various groups G′, G′′, . . . isomorphic to a group G, and the group G itself, may be thought
of as realizations of a single abstract group, G.
The set Kf ⊂ G of elements such that k ∈ Kf implies f(k) = e′ (e′ is the unit of G′) is called
the kernel of the homomorphism. If Kf = G, we say that f is trivial; if Kf = {e} and the image of G
is all of G′, then f is an isomorphism.
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Theorem.
Kf is an invariant subgroup of G. Hence, if G is simple, every homomorphism of G is an isomorphism.
If an automorphism f of G is induced by the formula
f(g) = aga−1, with a ∈ G
we say that the automorphism is internal; if no such a exists, we say that it is external.
Example: The application
exp : ξ ∈ IR1 → eiαξ α 6= 0 fixed
is a homomorphism; its kernel is Kexp = {ξ : ξ = 2nπ/α}, n an arbitrary integer.
Example: Consider the group SL(n,C) consisting of n × n matrices, n ≥ 2, with complex elements, and
unit determinant. The transformation g → g∗, where the star means the complex conjugate, is an external
automorphism.
Example: Let us characterize a rotation of angle θ around the origin in two (real) dimensions by R(θ).
The set of all R(θ) forms a group, that we may call SO(2). The application D of SO(2) on 2× 2 matrices
D(R(θ)) =
(
cos θ sin θ
− sin θ cos θ
)
is an isomorphism.
Given two groups, G1, G2, we define their direct product, G = G1 ×G2 as the set of elements
(g1, g2) with gi ∈ Gi, g ∈ G, that we will write in the form g = g1g2 when there is no danger of
confusion, with the product law
gh ≡ (g1g2)(h1h2) = (g1h1)(g2h2).
Let G be a group with I and H subgroups of it, I being invariant. If every element g ∈ G may
be written as
g = hi, h ∈ H, i ∈ I,
then we say that G is the semidirect product of H and I, written as
G = H×˜I.
Example: Consider the euclidean group in n dimensions, En, consisting of the rotations (SO(n)) and
translations Tn in IR
n. Then, En = SO(n)×˜Tn. If R is a general element in SO(n) and a one in Tn, a
general element g in En can be written as g = (a, R); it acts on an arbitrary vector r in IR
n by
(a, R) : r → Rr+ a.
The unit element is e = (0, 1) and the product law is
(a, R)(b, S) = (a +Rb, RS).
Exercises: Verify that Tn is invariant. Evaluate the inverse of (a, R).
1.2. Representations
A representation D of the group G is a homomorphism
D : g ∈ G→ D(g) ∈ O(H),
where O(H) is the set of linear operators in the Hilbert space H, over the complex numbers. To avoid
inessential complications we will assume that, as happens in physical applications, both D, D−1 are
bounded operators. We will generally write the scalar product in H as 〈φ|ψ〉 for any pair φ, ψ ∈ H.
– 2 –
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We say that D is finite if the Hilbert space has finite dimension; hence, it is equivalent to the
space Cn and the D(g) are equivalent to n× n complex matrices.
If we have two representationsD1, D2 acting into the sameO(H), and there exists the (bounded)
linear operator S in O(H) such that, for all g,
D1(g) = SD2(g)S
−1
then we say that D1 and D2 are equivalent; indeed, they can be deduced one from the other by the
change of basis in H induced by S.
If all the D(g) are unitary, D(g)† = D(g)−1, we say that D is a unitary representation; if D is
an isomorphism, we say that D is faithful; if, for all g, D(g) = 1, we say that D is trivial.
If the (nontrivial1) subspace K of H is invariant under all the D(g), then we say that D is
partially reducible. If also the complementary2 H ⊖ K is invariant, we say that the representation is
(fully) reducible.
As an example of a representation which is reducible, but not fully reducible, consider the
euclidean group in two dimensions, with rotations R(θ) and translations by the vectors a = (a1, a2);
we write its elements as (a, R(θ)). The group can be represented by the matrices
D(a, R(θ))→
(
eiθ/2 e−iθ/2(a+ ib)
0 e−iθ/2
)
.
These leave invariant the subspace of vectors of the form
(
α
0
)
, but not its orthogonal,
(
0
β
)
.
Exercise: Prove that a unitary representation that is partially reducible is always fully reducible.
Given two representations, D1 and D2, acting on O(H1) and O(H2), we can form two new
representations D1 ⊕ D2 and D1 ⊗ D2 called, respectively, their direct sum and direct product as
follows. First we define the direct sum of Hilbert spaces H1, H2, denoted by H ≡ H1 ⊕H2 as the set of
pairs
φ =
(
φ1
φ2
)
, with φi ∈ Hi,
with the natural definitions of linear combinations and scalar products; e.g., 〈φ|ψ〉 = 〈φ1|ψ1〉+ 〈φ2|ψ2〉.
We then define D ≡ D1 ⊕D2, acting on H, by
D(g) =
(
D1(g) 0
0 D2(g)
)
.
Clearly, D is reducible; its invariant subspaces Ki are formed by vectors of the form
K1 =
{(
φ1
0
)}
and K2 =
{(
0
φ2
)}
.
As for the direct product, we start by defining the direct product of two Hilbert spaces, O(H1)
and O(H2), assumed to be separable. Hence, they have numerable orthonormal bases, that we denote
by {ǫ(1)n }, {ǫ(2)n } respectively. We now form a new Hilbert space, H ≡ H1⊗H2, as that generated by the
basis ({ǫ(1)i , ǫ(2)j }), that we will simply write ({ǫ(1)i , ǫ(2)j })→ {ǫ(1)i ǫ(2)j }. Its vectors are thus of the form
φ =
∑
ij
αijǫ
(1)
i ǫ
(2)
j
1 The trivial subspaces are H itself, and that subspace formed by just the zero vector.
2 The complementary, H⊖ K, is defined as the set of vectors orthogonal to K.
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and the operations of linear combination and scalar product are defined in the natural manner; for e.g.
the second, if we have
φ =
∑
ij
αijǫ
(1)
i ǫ
(2)
j , ψ =
∑
ij
βijǫ
(1)
i ǫ
(2)
j
then
〈φ|ψ〉 ≡
∑
ij
α∗ijβij .
The direct product D ≡ D1 ⊗ D2 is then defined as follows: if φ =
∑
ij αijǫ
(1)
i ǫ
(2)
j ; and if D1ǫ
(1)
i =∑
i′ d
(1)
ii′ ǫ
(1)
i′ , D2ǫ
(2)
j =
∑
j′ d
(2)
jj′ǫ
(2)
j′ , then
Dφ =
∑
ij
∑
i′j′
αijd
(1)
ii′ d
(2)
jj′ǫ
(1)
i′ ǫ
(2)
j′ .
Exercises: Check that direct sum and product are commutative. Check that, for the finite dimensional
case, direct sum and product agree with the ordinary direct sum and product of matrices. Check that the
dimension of the direct sum is the sum of the dimensions, and the dimension of the direct product is the
product of the dimensions.
In the finite dimensional case, with dimensions µ, ν, if D1(g) = (anm) and D2(g) = (bnm), then
D ≡ D1 ⊗D2 is the matrix
D ≡

a11
 b11 · · · b1ν· · ·
bν1 · · · bνν
 · · ·
· · ·
· · · aµµ
 b11 · · · b1ν· · ·
bν1 · · · bνν

 .
A representation that cannot be split in the sum of two or more representations is called
irreducible. A useful criterion for reducibility is the following:
Lemma (Schur).
If an operator F commutes with all the representatives of a group representation,
[F,D(g)] = 0,
then either the representation is reducible, or F is a multiple of the identity operator.
A second related lemma, also due to Schur, is the following:
Lemma.
If the representations D, D′ are irreducible; and if the operator A verifies AD(g) = D′(g)A, for all g
(if the dimensions of D, D′ are different, A would be a square matrix) then either D, D′ are equivalent,
or A = 0.
1.3. Finite groups. The permutation group. Cayley’s theorem
If the number of elements in a group is finite, it is said to be a finite group. Important finite groups (that,
however, we will not study here; see e.g. Lyubarskii, 1960; Hamermesh, 1963) are the crystallographic
groups. Another important group is the groupΠn of permutations of n elements, called the permutation
or symmetric group. It is defined as follows. Let the n elements be labeled vi, i = 1, . . . n. Let us consider
two arrays of these elements,
vi1 , . . . vin ; vj1 , . . . vjn .
A permutation P is the application of the first array over the second; we will denote it by
P ≡ P ({vi1 , . . . vin} → {vj1 , . . . vjn}).
– 4 –
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We will denote permutations by the letters P , Q, R . . . . We have the product law
P ({vi1 , . . . vin} → {vj1 , . . . vjn})Q({vj1 , . . . vjn} → {vk1 , . . . vkn}) = R({vi1 , . . . vin} → {vk1 , . . . vkn}).
The inverse P−1 of P is given by
P−1 ≡ [P ({vi1 , . . . vin} → {vj1 , . . . vjn})]−1 = Q({vj1 , . . . vjn} → {vi1 , . . . vin}).
Clearly, the permutation group is not abelian.
A transposition, T (vi ↔ vj) is a permutation that only changes vi into vj , and vj into vi. Any
permutation may be written as a product of transpositions. The quantity δP ≡ (−1)νP , where νP is the
number of such transpositions, is called the parity of P . Although the decomposition in transpositions
is not unique, and hence neither is νP , the parity only depends on the permutation P and not on how
it was decomposed in transpositions.
The permutation group is also important because it exhausts the set of all finite groups, in the
following sense:
Theorem (Cayley).
Any finite subgroup is isomorphic with a subgroup of the permutation group. That is to say, given a
finite group G, there exists an n, and a subgroup Gn of Πn, such that Gn is isomorphic to G.
For more details, see Hamermesh (1963).
1.4. The classical groups
Among the more important groups are those defined in terms of matrices, often called classical groups.
We here describe a number of these; several among them will be studied in more detail later on.
GL(n,C). (General complex linear group). This is the group of complex n×n matrices with nonzero
determinant.
GL(n,R). (General real linear group). This is the group of real n × n matrices with determinant
6= 0.
O(n,C). (Complex orthogonal group). This is the group of complex orthogonal n×n matrices, i.e.,
such that if M ∈O(n,C), then MMT = 1 where MT is the transpose of M .
O(n). (Orthogonal group). This is the group of real orthogonal n × n matrices, i.e., such that if
M ∈ O(n), then MMT = 1 where MT is the transpose of M .
U(n). (Unitary group). The group of unitary complex n× n matrices.
Sp(2k). (Simplectic group). The group that leaves invariant the simplectic form in the 2k-
dimensional euclidean space.
Exercise: Which of these groups is not simple? Find abelian invariant subgroups.
The definitions of these groups are all well known and elementary except, perhaps, that of the
simplectic group. It is the group of real transformations in the 2k-dimensional space that leave invariant
the skew-symmetric quadratic form [xy] defined by
[xy] ≡ x1y1 − x2y2 + · · ·+ x2k−1y2k−1 − x2ky2k.
Important subgroups of these groups are those obtained requiring unit determinant; the corre-
sponding matrices are called unimodular. They are denoted by adding the letter S (and the calificative
special) to the name of the group, except for the first two which are called SL(n,C) and SL(n,R). Thus,
SO(n) is the special orthogonal group consisting of real orthogonal matrices in n × n dimensions, and
with unit determinant.
Exercise: Prove that SO(n) coincides with the group of rotations in IRn.
The standard text on the classical groups is that of Weyl (1946); that of Hamermesh (1963) is
more oriented towards physical applications.
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§2. Lie groups and Lie algebras
2.1. Definitions
Many of the groups of interest in physics are Lie groups.3 A group G is a Lie group, of dimension d
(d finite) if every element g ∈ G is specified by d real parameters: g ≡ g(α1, . . . , αd) in such a way
that, if α1, . . . , αd are the parameters of g, β1, . . . , βd those of h and γ1, . . . , γd those of gh
−1, then
the γn = γn(α1, . . . , αd;β1, . . . , βd) are analytic functions of the αi and βj . We will assume that the
parameters are essential; that is to say, g(α1, . . . , αd) = h(β1, . . . , βd) only if α1 = β1, . . . , αd = βd.
For Lie groups we will narrow the definition of simple and semisimple groups as follows: we
say that a Lie group is simple if it has no invariant subgroups that are also Lie groups; and we say that
it is semisimple if it has no abelian invariant subgroups that are also Lie groups. (However, simple or
semisimple Lie groups may have invariant discrete abelian subgroups.)
Example: The “special” groups SU(n), SL(n,C) and SL(n,R) are all simple as Lie groups but, for n =even,
the discrete subgroup {1,−1} of SU(n) is invariant.
Theorem.
It is possible to reparametrize a Lie group in such a way that the parameters are normal, that is to say,
they verify g(0, . . . , 0) = e (e being the unity) and, if the vectors α and β are parallel, then
g(α1, . . . , αd)h(β1, . . . , βd) = f(α1 + β1, . . . , αd + βd).
The interest of normal parameters is that one can reduce a finite transformation to powers of
infinitesimal ones:
g(α) = [g(α/N)]
N
.
For groups whose elements are matrices (or, more generally, operators) this allows us to get finite group
elements by exponentiation:
g(α) = lim
N→∞
[g(α/N)]
N
= expαL, Li ≡ ∂g(α)/∂αi|α=0 .
Let G be a Lie group, in normal coordinates. Let g = g(α1, . . . , αd), h = h(β1, . . . , βd) and
define the Weyl commutator c = g−1h−1gh ≡ c(γ1, . . . , γd). Then, the quantities Cikν given by
Cikν ≡ ∂
2γν(α1, . . . , αd;β1, . . . , βd)
∂αi∂βk
∣∣∣∣
α=β=0
are called the structure constants of the group.
A fundamental theorem is the following:
Theorem.
If the group G is simple, the structure constants calculated for the group G, or for any nontrivial
representation of G, are identical.
It follows that we can evaluate the Cikν in whatever representation is convenient.
3 The proof of the majority of result we will give on Lie groups, as well as a wealth of supplementary information
on them, may be found in the classic treatise of Chevalley (1946).
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O
θ
r
θ×r
C
The action of the rotation R(θ).
We say that the Lie groupG is compact if the subset of IRn over which the parameters α1, . . . , αd
vary when g(α1, . . . , αd) ranges over the whole group is compact; for normal parameters, this essentially
means that it is bounded. SO(n) and SU(n) are compact Lie groups; SL(n,C) and SL(n,R) are also Lie
groups, but they are not compact.
A simple and important example of Lie group is the rotation group, SO(3). We can parametrize
the elements R of SO(3) by three parameters, θi, so that, on any vector r in three-dimensional space,
R(θ) acts as follows:
r → r′ = R(θ)r = (cos θ)r+ (1− cos θ)θr
θ2
θ +
sin θ
θ
θ × r;
see the figure. For θ infinitesimal,
R(θ)r = r+ θ × r+O(θ2).
A subtle point is that we must restrict θ to |θ| ≤ 2π, and we have to identify the rotations R(θ) for
|θ| = 2π with the unity.
Exercises: Check that the matrix Rij is orthogonal and that det(Rij) = 1. Check that SO(3) is compact.
Try to draw the parameter space for SO(3).
We finish this subsection with two important theorems:
Theorem.
If the group G is compact, then all its irreducible, finite dimensional representations, are equivalent to
unitary representations (i.e., representations in which the matrices D(g) are all unitary).
Theorem.
If the group G is not compact, then it does not have unitary finite dimensional representations.
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2.2. Functions over the group; group integration; the regular representation.
Character of a representation
Let G be an arbitrary Lie group. We consider the space F(G) of functions, with complex values, and
defined over the group,
φ : g = g(α1, . . . , αd)→ φ(g) ∈ C.
Because g is given by the parameters α1, . . . , αd, we can consider φ as an ordinary function of d variables,
φ(g) = φ(α1, . . . , αd).
Theorem (Haar integral).
If G is compact there exists a nonegative function µ(g) = µ(α1, . . . , αd), unique up to normalization,
called the Haar measure, such that the integral∫
G
dµ(g)φ(g) ≡
∫
{α}
dµ(α1, . . . , αd)φ(α1, . . . , αd)
exists provided φ is bounded in all G. Moreover, µ is left and right invariant: dµ(hg) = dµ(gh) = dµ(g).
If the group is not compact, but is semisimple, the result is still true but we have to restrict the function
φ to decrease at infinity in parameter space. The proof of this theorem may be found in Naimark (1956);
cf. also Chevalley (1946). An intuitive discussion may be seen in Wigner (1959).
We may define a scalar product in the subset C(G) ⊂ F(G) of continuous functions on G (of
fast decrease in parameter space, if the group is not compact); we write
〈φ|ψ〉 ≡
∫
G
dµ(g)φ(g)∗ψ(g).
Then, C(G) can be extended to a Hilbert space, L2(G).
For compact groups, the integral
∫
G
dµ(g) is finite. In this case one can, if so wished, normalize
the Haar measure so that
∫
G
dµ(g) = 1 .
The Haar measure can be reduced to an ordinary integral by writing
dµ(α1, . . . , αd) = j(α1, . . . , αd)dα1 · · ·dαd.
The functions j can be found, for several important groups, in Hamermesh (1963).
Exercise: Prove that, for SO(3), characterizing its elements as before by R(θ), one simply has dµ =
dθ1dθ2dθ3.
The notion of Haar integral can be extended to finite groups. If G is a finite group with elements
gi, i = 1, . . . , n then the “Haar integral” is simply the sum over all group elements:∫
dµφ ≡
n∑
i=1
φ(gi).
It is possible to construct a representation of the group G over the set of functions L2(G), which
is at times called the regular representation. For an element a ∈ G, it is defined by
reg(a) : φ(g)→ φ(ag).
More on the important properties of the regular representation may be found in Naimark (1959).
Exercise: Prove that the regular representation is unitary.
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An important group function is what is called the character of a (finite-dimensional) repre-
sentation, D(g). It is defined by χD(g) = TrD(g). An important property of the character is that
it is intrinsic to the representation, in the sense that, if D, D′ are equivalent, then χD(g) = χD′(g).
Moreover, if D, D′ are not equivalent, their characters are orthogonal:∫
dµ(g)χ∗D(g)χD′(g) = 0.
This is a consequence of the Peter–Weyl theorem, that we will consider later.
The theory of characters is very important in the study of representations of finite groups, in par-
ticular the permutation group or chrystalographic groups; see Lyubarskii (1960) or Hamermesh (1963).
2.3. Lie algebras
Consider a linear space, L, with elements L that verify the following conditions:4
1. Any linear combination with real constants, aL1 + bL2, Li ∈ L, is also in L;
2. There exists a composition law, called the commutator, [L1, L2] = −[L2, L1] ∈ L such that it is
linear in both arguments;
3. For any three Li, i = 1, 2, 3 in L one has the Jacobi identity∑
cyclic
[L1, [L2, L3]] = 0.
Then we say that L is a Lie algebra. If all commutators vanish we say that L is abelian.
If H is a linear subspace in L, which is in itself a Lie algebra, we say that it is invariant if, for
all H ∈ H, L ∈ L, the commutator [H,L] belongs to H. We say that L is simple if it has no invariant
subalgebra (except the trivial ones). We say that L is semisimple if it has no abelian (nontrivial)
invariant subalgebra.
If L is a Lie algebra and it has a basis Li, i = 1, . . . , d, then we can write
[Li, Lj] =
∑
ν
CijνLν .
The Cijν are called the structure constants of the Lie algebra.
Given a Lie group, G, we can construct a corresponding Lie algebra as follows: consider the
regular representation. Then the set G of operators L of the form
L =
∑
i
ai
∂ reg(g(α1, . . . , αd))
∂αi
∣∣∣∣
α=0
, ai real,
is a Lie algebra. We say that G is the Lie algebra of G.
Exercise: Check that the structure constants of the group G are the same as those of its corresponding
Lie algebra, G.
One has the following fundamental theorem:
Theorem (Lie and E. Cartan).
To every (finite dimensional) Lie algebra L there corresponds at least a group, G, whose Lie algebra G
is identical with L, G = L.
4 A very comprehensive (and comprehensible) book on Lie algebras is Jacobson (1962). In the present notes,
we will only consider finite Lie algebras, i.e., such that the linear space L has finite dimension.
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Example: The set Mn, n ≥ 2, of real n × n matrices M , with zero trace, TrM = 0, is a Lie algebra. A
basis of this algebra is formed by the matrices
Lij =
(
0 . . . . . . . . . 0
0 . . . 1 (ij) . . . 0
0 . . . . . . . . . 0
)
for i 6= j; Lk =
 0 . . . . . . . . . . . . 00 . . . 1 (k) 0 . . . . . . 00 . . . 0 −1 (k + 1) . . . 0
0 . . . . . . . . . . . . 0
 .
The corresponding Lie group is SL(n,R).
Exercise: Evaluate the structure constants of Mn for n = 2 and n = 3. What is the dimension of Mn?
Exercise: Consider the set An−1 of complex n×n matrices A anti-hermitean (i.e., A
† = −A) and of zero
trace, TrA = 0. Prove that it is a Lie algebra. Find a basis and the structure constants for An−1. What
is the dimension of An−1?
Given a Lie algebra L, with generators Ln, we can form a new Lie algebra, over the complex
numbers, that we call the complexification of L and we denote by LC (or by the same letter, L, if there
is no danger of confusion), by admitting linear combinations with complex coefficients,∑
n
αnLn, αn ∈ C.
From any complex Lie algebra, LC, we can generate a new real Lie algebra, (LC)IR whose basis is formed
by the set {Ln,
√−1Lm}.
Exercise: Prove that the complexification of An−1 coincides with that of Mn, and both with the Lie
algebra of SL(n,C).
The definitions of representations, direct product and direct sum for Lie algebras are similar
to those for groups. Thus, a representation of L is an application into the set of operators in a Hilbert
space, D(L), such that
D(αL+ βL′) = αD(L) + βD(L′); D([L,L′]) = [D(L), D(L′)].
Likewise, we define reducible representations of Lie algebras to be those that can be written as
direct sum of nontrivial representations.
2.4. The universal covering group
Consider two closed, oriented curves, ℓ, ℓ′, in a group G, such that both ℓ, ℓ′ run through the identity
e. We will say that ℓ is homotopic to ℓ′ if ℓ can be continuously deformed into ℓ′ (without going out
of G). Let us define the product ℓℓ′ as the curve obtained joining ℓ and ℓ′, and call a null curve to
one that can be continuously deformed into the point e. If, moreover, we identify homotopic curves, we
obtain a set P with a structure of abelian group, called the homotopy or Poincare´ group.
Theorem.
Given a Lie group, G, there exists a unique group Gˆ, called the universal covering group of G such that
i) dimG = dim Gˆ;
ii) Gˆ/P = G;
iii) The Lie algebras of G and Gˆ are identical.
If the number of elements of P is N , we say that Gˆ covers G N times.
Examples: The homotopy group of SO(3) is isomorphic to the group {1,−1} (with the ordinary multipli-
cation law). The Lie algebra of SO(3) is A1. The covering group of SO(3) is SU(2). The homotopy groups
of SO(4), SO(6) or the (orthocronous, proper) Lorentz group, L ≡ L↑+ are also isomorphic to {1,−1}. The
covering group of SO(6) is SU(4). The covering group of L is SL(2,C).
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Exercise: Consider the rotation group in two dimensions, SO(2), with elements characterized by the angle
θ, 0 ≤ θ < 2π. It can be mapped into the group of complex numbers of the form eiθ . One can extend
the group to include the rotation by 2π by identifying e2pii ≡ 1. Use this to find the homotopy group of
SO(2) (it is isomorphic to the integers) and the covering group of SO(2) (it is isomorphic to the set of real
numbers).
Because in quantum mechanics the vectors |φ〉 and eiλ|φ〉 represent the same state, covering
groups play an important role there, as we will see later.
We next establish the correspondence SO(3)→SU(2). We let σi be the Pauli matrices,
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
.
Exercise: Check that
σaσb = i
∑
c
ǫabcσc + 2δab.
To every three-vector, v we make correspond a hermitean, traceless 2×2 matrix vˆ,
vˆ ≡ vσ : vˆ† = vˆ, Tr vˆ = 0; det vˆ = −v2.
If R is an element of SO(3) (a rotation), and vR the image of v under R, vi =
∑
j Rijvj , then the
matrix
vˆR ≡ vRσ
is still hermitean and traceless. It can be written as
vˆR = U vˆ U
†
with U unitary and of unit determinant. In fact, the explicit form of U is obtained as follows. Let θ be
the parameters that determine R, R = R(θ). Then,
U = ± exp(−iσθ/2).
The correspondence SO(3)→SU(2) is bi-valued; that of SU(2)→SO(3) is single-valued.
Exercise: Prove all this. Hint: calculate for infinitesimal parameters θ and exponentiate.
Exercise: Calculate the R(θ) that corresponds to a given U(θ). Hint: consider the quantity TrσanˆR,
where n is a unitary vector along the n-th axis.
If a Lie group is a matrix group, we may consider its Lie algebra to be a matrix algebra. The
restriction to matrix groups is really no restriction as it can be proved that any Lie group has a faithful
matrix representation. We have,
Theorem.
If G is a matrix Lie group, and G its matrix Lie algebra, with basis {Ln}d1, then the set of elements of
the form exp
∑d
1 αnLn, αn real, generates the group Gˆ.
For this reason, the elements Ln are also called the generators of the group (or of the Lie algebra).
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Theorem.
If Gˆ is abelian, simple, semisimple then G is also abelian, simple, semisimple; and conversely.
The proof of the last theorem is based on the relation, valid for small L, L′,
eLeL
′
e−Le−L
′
= [L,L′] + third order terms.
eLeL
′
e−Le−L
′
is called the Weyl commutator.
There are two generalizations of the concept of (unitary) group representations which are
important in physics. One are the representations up to a phase, which are applications such that
D(g)D(h) = eiλ(g,h)D(gh).
The other are multivalued representations,
g ∈ G→ eiλD(g)
where the phase λ may take several values; for example, one may have g → ±D(g) as in the correspon-
dence SO(3)→SU(2) above.
With respect to the first, Wigner has shown that (for the groups of interest in physics) one can
choose the phases of the vectors in the Hilbert spaces in which the D(g) act so that φ(g, h) ≡ 0: that is
to say, they can be reduced to ordinary representations. With respect to multivalued representations,
one can show (see Chevalley 1946) that they correspond to single valued representations of the covering
group, Gˆ.
In the particular case of the rotation group, it follows that multiple-valued representations
of SO(3) become single valued representations of SU(2). Likewise, multiple-valued representations of
the Lorentz group, L (that we will discuss later) become single-valued representations of its covering
group, SL(2,C). Because SL(2,C) doubly covers L, and SU(2) doubly covers SO(3), this implies that
representations of SO(3) or L can be at most double-valued. Hence, in particular, spin can only be
integer or half integer. For massive particles this follows also from the commutation relations of the
generators of SO(3); for massless particles, the proof based on the covering group is the only one known
to the author.
Exercise: From the fact that that the covering group of the rotation group in two dimensions, SO(2), is
isomorphic to the group of the real line deduce that, in two dimensions, one can have any real value for
the angular momentum; i.e., in two dimensions the angular momentum can vary continuously.
2.5. The adjoint representation. Cartan’s tensor and Cartan’s basis
An important representation of Lie groups and Lie algebras is the so-called adjoint representation. It
represents the element Ln in a Lie algebra G of dimension d by the matrix adG(Ln) with components
(adG(Ln))ij = Cijn;
the Cijn are the structure constants. The dimension of this representation is, clearly, that of the Lie
algebra, d. This representation generates, by exponentiation, a representation of the covering group Gˆ.
In turn, this representation induces a metric tensor gik, called the Cartan tensor (or also Killing form),
as follows:
gik = TrLiLk =
∑
nm
CnmiCmnk.
If gik is negative-definite, we say that G is compact.
Theorem (E. Cartan).
The tensor gik is non-degenerate if, and only if, G is semisimple.
– 12 –
-elements of group theory-
Theorem (H. Weyl).
G is compact if, and only if, G is compact.
Given a semisimple, complex Lie algebra, G, consider all its abelian subalgebras (which cannot
be invariant). Among these, that of maximum dimension,5 H, is called the maximal abelian subalgebra;
if l is its dimension, we also say that l is its rank. Consider now the maximal abelian subalgebra H,
and let us denote by Hi to a basis of H. We let the Eα be the remaining elements, obviously in G⊖H,
that complete a basis of G. One has:
Theorem (Killing and E. Cartan).
There exists a basis of GC (we will simply denote GC by G) such that all the adG(Hi) are self-adjoint.
Moreover, we can choose the Eα such that they are eigenvectors of the Hi,
[Hi, Eα] = ri(α)Eα;
for every Eα there exists E−α with
[Hi, E−α] = −ri(α)E−α
and
[Eα, E−α] = ri(α)Hi, ri(α) =
∑
j
gijrj(α)
and, finally,
[Eα, Eβ ] = nαβEα+β .
Here nαβ = Cα+β,αβ if Eα+β exists; otherwise, nαβ = 0.
The l-dimensional vectors α with components ri(α) are called roots of G.
Theorem (Killing and E. Cartan).
Apart from the so-called exceptional algebras, which we will not study here,6 the only possible compact
algebras are those of the following table, where we also give the corresponding classical groups:
Al : SU(l + 1)
Bl : O(2l + 1)
Cl : Sp(2l)
Dl : O(2l).
We note that some of the lower dimensionality algebras are in fact isomorphic: B1 and A1, D2
and A1 ×A1 and D3 and A3.
It is possible to give a concise characterization of all the compact Lie algebras in terms of the
root diagrams; we will give these in a few simple cases. An even more concise characterization is in
terms of the so-called Dynkin diagrams, which we will not discuss here. We refer the reader to the text
of Jacobson (1962), where one can also find the proofs of many of the statements of this section, as well
as the description of the so-called exceptional groups (and algebras) of E. Cartan.
5 There may exist several abelian subalgebras with the same maximum dimension; the results are independent
of which one we choose as maximal abelian subalgebra.
6 There are five such algbras, denoted by G2, F4, E6, E7 and E8; the index is the rank. They may be found in
Jacobson (1962).
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§3. The unitary groups
The study of the unitary groups, SU(n), is equivalent to the study of the corresponding Lie algebras,
An−1. Because the groups SU(n) are their own covering groups, one can be obtained from the other
by exponentiation or differentiation with respect to the parameters. We will in this, and the follow-
ing sections, study in some detail the simplest groups corresponding to n = 2, 3, as well as their
representations.
Exercise: Prove that the automorphism U → U∗ in SU(n) is external for N ≥ 3. Prove that it is internal
for n = 2. Hint: for the second, write U = exp iθσ/2 and consider the transformation U → CUC−1 with
C = iσ2 (σ2 the Pauli matrix) in SU(2).
3.1. The group SU(2) and the Lie algebra A1
By far the more important Lie groups are the unitary ones, SU(n). We will now construct explicitly
their corresponding Lie algebras for n = 2, 3.
A1. The (real) A1 algebra consists of traceless, antihermitean 2× 2 matrices. A convenient basis for
it are the La = (−i/2)σa, with σa the Pauli matrices. The commutation relations are
[La, Lb] =
∑
c
ǫabcLc,
and ǫabc is the antisymmetric Levi-Civita tensor. Thus, the structure constants are Cabc = ǫabc. The
adjoint representation is three-dimensional and has as basis the matrices with components
(ad(La))ij = ǫaij .
The Cartan tensor is gij = −2δij.
The maximal abelian subalgebra consists of the multiples of a single generator, that we may
take T3 = iL3; we change somewhat the names and definitions to be in agreement with what is usual in
physical applications. We will also work with the complexified algebra, AC1 , that we will go on calling
simply A1. The Cartan basis of this (complex) algebra is completed with the elements
T±1 = i (L1 ± iL2) ,
and one can easily check that
[T3, T±1] = ±T±1, [T+1, T−1] = 2H.
The root diagram of A1 is one dimensional, as shown in the figure.
r+r-
The root diagram for A1.
3.2. The groups SO(4) and SU(2)×SU(2)
We will here establish a correspondence between the groups SO(4) and SU(2)×SU(2) (in fact, between
the corresponding Lie algebras; we will work infinitesimally). For this, consider the set of matrices σA,
A = 1, 2, 3, 4 with σ4 = i, and σi the Pauli matrices for i = 1, 2, 3.
For any real four-dimensional vector, v we will designate its components by (v, v4). The scalar
product in IR4 we then write as
v · w = vw + v4w4.
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For any vector v, we form the 2× 2 matrix
vˆ = v · σ = vσ + iv4,
and we note that
det vˆ = −v · v.
We now consider the transformation
vˆ → vˆ′ = v′ · σ = V vˆU†, U, V ∈ SU (2). (1)
The set of such transformations builds the product group SU(2)×SU(2). One can therefore write U, V
in all generality as
U = e−iασ , V = e−iβσ .
Eq. (1) establishes a correspondence between vectors in IR4,
v → v′
which it is easy to check that it is linear and such that v · v = v′ · v′. It only remains to verify that v′
is real to conclude that we can write
v′A =
∑
B
RABvB , R ∈ SO(4).
We do this for infinitesimal α, β , that is to say, we take
U = 1− iασ + O(α2), V = 1− iβσ +O(β2);
we will then neglect quadratic terms systematically. It follows that, if we write
v′ · σ = V (v · σ)U ; v′A =
∑
B
RABvB
then, for infinitesimal transformations, the matrix elements RAB are given by
v′ =v − (α + β)× v + v4(α − β),
v′4 = v4 − (α − β)v.
(2)
This is clearly real, and therefore Eq. (2) sets up the mapping
(±V, ±U ) ∈ SU(2)× SU(2)→ (RAB) ∈ SO(4)
for infinitesimal transformations.
Exercise: Extend this to finite transformations.
3.3. The group SU(3) and the Lie algebra A2
We now have 3× 3 traceless, antihermitean matrices. For physical applications it is convenient to start
with the basis La = −(i/2)λa, a = 1, . . . , 8; λa are the Gell-Mann matrices
λj =
(
σj 0
0 0
)
, λ4 =
 0 0 10 0 0
1 0 0
 , λ5 =
 0 0 −i0 0 0
i 0 0
 ,
λ6 =
 0 0 00 0 1
0 1 0
 , λ7 =
 0 0 00 0 −i
0 i 0
 , λ8 = 1√3
 1 0 00 1 0
0 0 −2
 .
The commutation relations are now
[La, Lb] =
∑
c
fabcLc,
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so the structure constants are Cikn = fikn, and only nonzero elements of the f , up to permutations,
are as follows:
1 = f123 = 2f147 = 2f246 = 2f257 = 2f345
= −2f156 = −2f367 = 2√
3
f458 =
2√
3
f678.
For physical applications it is interesting to note that the λa verify the anticommutation relations
{λa, λb} = 2
∑
dabcλc +
4
3δab
with the d fully symmetric and all of them zero except for the following (and their permutations):
1√
3
= d118 = d228 = d338 = −d888, − 1
2
√
3
= d448 = d558 = d668 = d778,
1
2 = d146 = d157 = d247 = d256 = d344 = d355 = −d366 = −d377.
Exercise: Evaluate the Cartan tensor for SU(3).
The maximal abelian subalgebra of SU(3) has now dimension 2; we may take as its basis the
elements
T3 = iL3, Y =
2√
3
iL8;
again here we use these names (instead of H1, H2) and definitions because they are the conventional
ones in applications to particle physics. With them the T3, Y are hermitean (instead of antihermitean).
Likewise, we will use names other than Eα for the remaining terms in a Cartan basis. To be precise,
we define
T± = i (L1 ± iL2) ; U± = i (L6 ± iL7) ; V± = i (L4 ± iL5) .
In terms of these operators, the commutation relations are
[T3, Y ] = 0, [T3, T±] = ±T±, [T+, T−] = 2T3, [Y, T±] = 0;
[T3, U±] = ∓ 12U±, [T3, V±] = ±12V±, [Y, U±] = ±12U±, [Y, V±] = ±12V±;
[U+, U−] = 32Y − T3 ≡ 2U3, [V+, V−] = 32Y + T3 ≡ 2V3;
[T+, U+] =V+, [T+, V−] = −U−, [U+, V−] = T−;
[T+, V+] = [T+, U−] = [U+, V+] = 0.
Exercise: Prove that the three T±, T3 form the basis of a A1 subalgebra of A2. Check that, with the U3,
V3 just defined, the same is true for the three Us, V s.
Exercise: Verify that the root diagram of A2 is as in the figure.
T+
V+U+
t3
y
The root diagram for A2.
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§4. Representations of the SU(n) groups (and of their Lie algebras)
Because the groups SU(n) are their own covering groups, it follows that their representations may
be obtained from the representations of their (complex) Lie algebras, An−1: a much simpler task.
This task is further simplified because a representation of a real Lie algebra, L, can be extended to a
representation of its complexification, LC, by the simple expedient of allowing multiplication by complex
numbers. We will use this trick systematically.
In the present section we will construct explicitly the representations of these Lie algebras for
l = n− 1 = 1, 2; and, later on, of the groups for all n. There is a particularly important representation
of the groups SU(n), namely that acting in a complex n-dimensional space in which the representatives
of the elements in SU(n) are the very unimodular, unitary n × n matrices in SU(n). It is called the
fundamental representation. One has the important result that all the representations of SU(n) can be
generated by multiplying the fundamental representation by itself (Weyl, 1946).
A very understandable treatise on representations of Lie groups, in particular of SU(n) and
SL(n,C), is that of Hamermesh (1963); for the rotation group, see Wigner (1959).
4.1. The representations of A1
The representations of the A1 Lie algebra are well known from elementary quantum mechanics, but
we will review them here because of their importance for more complicated cases. We work with the
Cartan basis given above and look for irreducible, finite dimensional representations. Hence, in these
representations the operators representing the Ta, a = 1, 2, 3 [which we denote with the same letters,
D(Ta)→ Ta] can be taken to be hermitean operators. Because of this, one has T †+ = T−. We construct
an orthonormal basis of vectors |t, t3〉 which are eigenvalues of T3:
T3|t, t3〉 = t3|t, t3〉;
the quantity t, that (as we will see) fully characterizes the representation is defined as the maximum of
t3; hence, there exists a state (that we assume to be unique; see below) |t, t〉 with this maximum value
of t3. Because the transformation T3 → −T3 is a symmetry, it follows that, for each state |t, t3〉, there
exists the state |t,−t3〉. It thus follows that the state with minimum value of t3 is |t,−t〉.
The commutation relations of the T3, T± can be used to verify that the last act as rising/lowering
operators for t3. Hence the state
Tn−|t, t〉 ≡ Ct,t−n|t, t− n〉
is such that
T3|t, t− n〉 = (t− n)|t, t− n〉.
The Ct,t−n are constants introduced to make the states |t, t−n〉 normalized to unity; see below. A first
consequence of this is that one must necessarily have
T+|t, t〉 = T−|t,−t〉 = 0.
It is easy to check that the operator
∑
a T
2
a commutes with all the generators; hence, by virtue
of the Schur Lemma, it has to be a multiple of the identity,
∑
a T
2
a = λ. The number λ is evaluated as
follows. First, we note the identity
T+T− =
∑
a
T 2a − T 23 + T3; (1)
then we apply it to |t,−t〉. We find
0 = T+T−|t,−t〉 =
(∑
a
Ta − T 23 + T3
)
|t,−t〉 = (λ− t2 − t)|t,−t〉
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and hence ∑
a
T 2a = t(t+ 1). (2)
An operator like
∑
a T
2
a that commutes with all the generators is called a Casimir operator.
Let us continue with the construction of the basis |t, t3〉. When we apply Tn− to |t, t〉 with
n > 2t we must find zero. Hence we have the 2t+ 1 basis vectors
|t, t〉, |t, t− 1〉, . . . , |t,−t〉.
Exercise: Prove that this implies that t and the t3 must be either integer or half-integer.
We next have to find the coefficients Ctt3 . This is done by establishing a recursion relation as
follows:
1 = 〈t, t3|t, t3〉 = 1|Ctt3 |2
〈t, t|Tn+Tn−|t, t〉 =
|Ct,t3+1|2
|Ctt3 |2
〈t, t3 + 1|T+T−|t, t3 + 1〉
=
|Ct,t3+1|2
|Ctt3 |2
〈t, t3 + 1|
(∑
a
Ta − T 23 + T3
)
|t, t3 + 1〉 = |Ct,t3+1|
2
|Ctt3 |2
[t(t + 1)− t3(t3 + 1)] .
This implies the recursion formula
|Ct,t3+1| = |Ct,t3 |/
√
t(t+ 1)− t3(t3 + 1)
which, together with the requirement that Ctt = 1 and that the Ctt3 be positive gives all these coeffi-
cients. In particular, we find the action of the T± on our basis,
T±|t, t3〉 =
√
t(t+ 1)− t3(t3 ± 1)|t, t3 ± 1〉, (3)
which completely solves the problem.
Exercise: Prove that, if there existed more than one state with maximum value of t3, say, if one had
|t, t; I〉 and |t, t; II〉, not proportional, then the representation would be reducible.
0 1/2 3/2-1/2-3/2
t3
The representation of A1 for t = 3/2.
4.2. The representations of A2
We have now two independent commuting operators, T3 and Y . So, we have to specify two eigenvalues,
t3 and y, and the diagrams for the representations of A2 are two-dimensional. Another thing in that
the representations of SU(3) differ from those of SU(2) is that, if D(g) is a representation of SU(3),
the representation D(g)∗ may not be equivalent to it. When D(g)∗ is equivalent to D(g), we say
that the representation is real. Thus, the 8-dimensional representation of SU(3) is real, but the 3-,
6- or 10-dimensional representations are not: the representations 3∗, 6∗ or 10∗ (with self-explanatory
notation) are not equivalent to them. In the following figures we show the t3, y diagrams of the lowest
dimensional representations of A2 (the representations 6
∗, which is the up-down mirror image of the 6,
and 10∗, the mirror image of 10, are not shown).
– 18 –
-elements of group theory-
t3
y
t3
y
t3
y
The representations 3, 3∗ and 8.
t3
y
t3
y
The representations 6 and 10.
Exercise: Prove that the representations of SU(2) (that we deduced in the previous section) are all real.
Hint: the matrix that does the trick is the representative of iσ2.
To describe the irreducible representations of A2 we consider the plane t3 y and put a dot for
each state of said representation at the corresponding location on this plane. We then have a diagram
that, as we shall see, fully characterizes the representation. On can move among the dots of the diagram
with the operators7 T±, U± and V±; in fact, using the commutation relations we can easily verify the
following properties:
T+ raises t3 by 1 unit, and leaves y unchanged;
U+ lowers t3 by
1
2 unit and raises y by 1 unit (we note that the units of y have a length
√
3/2 those
of t3).
V+ raises t3 by 1 unit and raises y by 1 unit.
The T−, U− and V− have the opposite effect. In view of this, it follows that by applying the T±, U±
and V± we move in the diagram along lines forming angles multiple of 60◦, including 0◦.
Another important property of the diagram of a representation is that its boundary forms a
hexagon, in general irregular, symmetric around the y axis, and where the length of the sides, equal to
the number of states in such side minus 1, is given by just two integers, p and q. Thus, the representation
8 (see figure) has p = 1, q = 1; the representations 3, 6 and 10 are degenerate hexagons, with q = 0
and p = 1, 2, 3 respectively. For p = q = 0 we have a single point, the trivial representation.
7 We also here denote with the same letters the elements of the Lie algebra and their representatives.
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To construct all the points in a diagram , we start from the site with largest value of t3 = t =
(p+ q)/2 (it can be proved that there is a single one), |y, t〉, and apply all operators T±, U± and V± to
|y, t〉, thereby generating the diagram. We note that some of the points are multiple; thus, in diagrams
3, 6, 8, 10 all points are simple, except for the central point in 8 which is double. We can separate the
two points there by the value of the operator
∑
a T
2
a .
Exercise: Reconstruct, from a single point with maximum t3, the diagrams for the representations 3, 6,
8, 10; 3∗, 6∗, 10∗ shown in previous figures.
Exercise: Arrange the baryons with spin 1/2, n, p, Σs, Λ and Ξs into an SU(3) octet; and the spin 3/2
resonances (∆s, etc.) into a decuplet.
4.3. Products of representations. The Peter–Weyl theorem and the Clebsch–
Gordan coefficients. Product of representations of SU(2)
Let us label the irreducible unitary representations of a compact group G as D(l)(g). We then have:
Theorem (Peter–Weyl).
The set of functions D
(l)
ik (g) forms a complete orthonormal basis in the space L
2(G) with respect to the
Haar measure µ, normalized to
∫
G
dµ(g) = 1. That is to say, one has∫
G
dµ(g)D
(l)
ik (g)
∗D(l
′)
i′k′(g) = δll′δii′δkk′
and any function φ(g) may be expanded in this basis.
For the proof, see Naimark (1959) or Chevalley (1946).
If we consider now the tensor product of two unitary, finite dimensional representations of A1,
D(l1) ⊗D(l2), it will be reducible in general. The Peter–Weyl theorem guarantees that we can expand
it as a direct sum of irreducible representations
D(l1) ⊗D(l2) =
⊕
l
D(l).
For the individual states we then find
|ψ(l1)〉 ⊗ |ψ(l2)〉 =
∑
l,φ(l)
C(φ(l);ψ(l1), ψ(l2)) |φ(l)〉.
The coefficients C(φ(l);ψ(l1), ψ(l2)) are called Clebsch–Gordan coefficients and we will show how to
calculate them in simple cases; here we start with SU(2) (actually, with A1).
We consider two representations D′, D′′, corresponding to the numbers t′, t′′, and denote by
T ′a, T
′′
a to the operators that represent the Lie algebra in each of the two spaces. We will label the
corresponding states as
|t′, t′3〉 ⊗ |t′′, t′′3〉.
The operator T3 corresponding to the product representation is obviously
T3 = T
′
3 + T
′′
3
hence its possible eigenvalues are t′3 + t
′′
3 . It is also clear that there is only one state with maximum
value of T3, viz., |t′, t′〉 ⊗ |t′′, t′′〉, for which t3 = t′ + t′′.
Instead of considering the product D′ ⊗ D′′, we could project it on the possible irreducible
representations that it contains, D(t). We would than have a basis
|t, t3〉.
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By using the commutation relations one can verify the relations
T′T′′ =
{
t(t+ 1)− t′(t′ + 1)− t′′(t′′ + 1)
}
T′′T′ =
{
t(t+ 1) + t′(t′ + 1)− t′′(t′′ + 1)
}
.
(1)
Let us now find the possible values of t, and the Clebsch–Gordan coefficients. First of all,
we have that the maximum possible value of t3 is t
′ + t′′; hence the product D′ ⊗ D′′ contains the
representation characterized by such t. Then, we start with the state
|t′ + t′′, t′ + t′′〉 = |t′, t′〉 ⊗ |t′′, t′′〉.
We then apply T− to this state. On one hand,
T−|t′ + t′′, t′ + t′′〉 =
√
t′ + t′′|t′ + t′′, t′ + t′′ − 1〉,
and, on the other,
T−|t′ + t′′, t′ + t′′〉 =T ′−|t′, t′〉 ⊗ |t′′, t′′〉+ |t′, t′〉 ⊗ T ′′−|t′′, t′′〉
=
√
t′|t′, t′ − 1〉 ⊗ |t′′, t′′〉+
√
t′′|t′, t′〉 ⊗ |t′′, t′′ − 1〉
and we have used Eq. (3) in Sect. 4.1. Equating,
|t′ + t′′, t′ + t′′ − 1〉 =
√
t′
t′ + t′′
|t′, t′ − 1〉 ⊗ |t′′, t′′〉+
√
t′′
t′ + t′′
|t′, t′〉 ⊗ |t′′, t′′ − 1〉 (2)
and, iterating the procedure, we would find all the states
|t′ + t′′, t3〉, t3 = t′ + t′′, t′ + t′′ − 1, . . . , −(t′ + t′′).
The vector |t′ + t′′, t′ + t′′ − 1〉 is not the only one with t3 = t′ + t′′ − 1. In fact, this value of
t3 may be obtained adding t
′ and t′′ − 1 or t′ − 1 and t′′: we also have the combination
|t′ + t′′, t′ + t′′ − 1〉⊥ =
√
t′′
t′ + t′′
|t′, t′ − 1〉 ⊗ |t′′, t′′〉 −
√
t′
t′ + t′′
|t′, t′〉 ⊗ |t′′, t′′ − 1〉.
which is orthogonal to the one above. [We have fixed the phases so that the corresponding Clebsch–
Gordan is real and, for the rest, followed the standard conventions of Condon and Shortley (1951).]
If we applied T+ to this state we would get zero: which means that it corresponds to a repre-
sentation with t = t′ + t′′: we can write above equality as
|t′+ t′′, t′+ t′′− 1〉⊥ ≡ |t′+ t′′, t′+ t′′− 1〉 =
√
t′′
t′ + t′′
|t′, t′− 1〉⊗ |t′′, t′′〉 −
√
t′
t′ + t′′
|t′, t′〉⊗ |t′′, t′′− 1〉.
Applying repeatedly T− to this state, we would generate all the states
|t′ + t′′ − 1, t3〉
in terms of the |t′, t′3〉 ⊗ |t′′, t′′3 〉.
We may then go to the states with t3 = t
′ + t′′ − 2. They can be obtained in three ways; two
correspond to states already constructed. The third is obtained by taking a combination orthogonal
to the other two. We can then continue the process (in which we evaluate all the Clebsch–Gordan
coefficients) and find that
D′ ⊗D′′ =
t=t′+t′′⊕
t=|t′−t′′|
D(t).
The lower limit is obtained by remarking that, in the direct product basis we have (2t′ + 1)(2t′′ + 1),
states while in the direct sum basis we have
∑t′+t′′
tmin
(2t+ 1): equality is only possible if tmin = |t′ − t′′|.
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Explicit expressions for the representations of SU(2) and for their Clebsch–Gordan coefficients
may be found in Wigner (1959); the book of Condon and Shortley (1951) contains a large number of
properties and applications of products of representations of SU(2).
4.4. Products of representations of A2
The most powerful method for multiplying (and, indeed, constructing) representations of the unitary
groups is the tensor method; we will describe it below. Here we will follow a method similar to that used
for SU(2). If we have two irreducible representations of A2, D
′, D′′, with diagrams D′, D′′, the t3 and
y quantum numbers8 of D = D′×D′′ must be such that they are obtained by adding the corresponding
quantum numbers of D′, D′′: t3 = t′3 + t
′′
3 , y = y
′ + y′′. Hence, the diagrams contained in the product
representation must be contained in the diagram obtained by putting the center of the diagram D′ on
each of the points of D′′. The array of points so obtained may be resolved into the different diagrams
for the irreducible representations that we have generated in a previous section. Thus, for example,
multiplying 3× 3∗ one recognizes the superposition of the diagrams for 8 and 1; and multiplying 3× 3
we get an array that can be resolved into the superposition of the diagrams for 6 and 3∗ (see figure).
t3
y
3× 3 = 3∗ + 6.
Exercise: Verify that 3× 3× 3 = 1 + 8 + 8 + 10. What is the result of 8 × 8?
The values of the Clebsch–Gordan coefficients can be obtained as for products of representations
of A1, starting with the state in D
′×D′′ with largest t3 and generating all the other states by applying
the T±, U±, V±. This is a very cumbersome procedure; we will not give more details.
Exercise: Assume that the particles in the 3 representation of SU(3) are the quarks u, d, s. Identify the
mesons contained in the product 3 × 3∗ depending on the spin being 0 or 1; consider that the quarks are
in a relative S-wave.
A detailed description of the representations of A2, and their Clebsch–Gordan coefficients, may
be found in the treatise of Hamermesh (1963) and, especially, in the review of de Swart (1963).
§5. The tensor method for unitary groups, and the permutation group
5.1. SU(n) tensors
SU(n) tensors are the obvious generalization of ordinary tensors.9 A SU(n) tensor of rank r is a set of
complex numbers, with r indices: ψa1,...,ar , and the ai vary from 1 to n. They are assumed to transform,
8 We will henceforth simplify the notation by using simple multiplication sign, ×, instead of the ⊗ one, for
tensor products, and simple sum signs, + instead of ⊕, when there is no danger of confusion.
9 All the algebraic developments that we will give for SU(n) can be extended to SL(n,C) tensors in a straight-
forward manner. The tensor analysis of SL(n,C) [indeed, of GL(n,C)] may be found in Hamermesh (1963).
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under unimodular unitary matrices U , as
U : ψa1,...,ar → ψU ;a1,...,ar ≡
∑
a′1,...,a
′
r
Ua1,a′1 · · ·Uar,a′rψa′1,...,a′r . (1)
We say that this is a covariant tensor. If instead we had an object ψa1,...,ar with the transformation
law
U : ψa1,...,ar → ψU ;a1,...,ar ≡
∑
a′1,...,a
′
r
U∗a1,a′1 · · ·U
∗
ar,a′r
ψa
′
1,...,a
′
r (2)
we would say that the tensor is contravariant. We will write contravariant tensors with superindices.
Another common notation is to put dots on contravariant indices, so we would have ψa1,...,ar ≡ ψa˙1,...,a˙r .
We will here use the upper indices notation. It is also clear that tensors provide a representation of the
group SU(n), in general reducible.
Because the U are unitary, we obviously have∑
a1,...,ar
ψa1,...,arψa1,...,ar = scalar invariant.
More generally, we may define an invariant scalar product of tensors ψ, φ with the same rank by
〈ψ, φ〉 ≡
∑
a1,...,ar
ψ∗a1,...,arφa1,...,ar .
It is also easy to verify that the Levi-Civita` tensor in n dimensions, ǫa1,...,an is an invariant tensor (of
rank n). It can also be considered a contravariant tensor, writing
ǫa1,...,an ≡ ǫa1,...,an .
It and the Kronecker delta δba (or products thereof) are the only invariant numerical tensors. The proof
is left as an exercise.
Exercise: Prove that, for any nonsingular matrix S,∑
a′
1
,...,a′n
Sa1a′1 . . . Sana
′
n
ǫa′
1
,...,a′n
= (detS) ǫa1,...,an .
The unitarity of the U can be used to prove the following result: if ψa1,...,ar is a covariant
tensor of rank r, then
ψar+1,...,an =
∑
a1,...,ar
ǫa1,...,anψa1,...,ar (3)
is a contravariant tensor of rank n− r.
We could also construct mixed tensors (the Kronecker delta is one example) with r subindices
and s superindices, ψ
ar+1,...,ar+s
a1,...,ar ; but this is not more general in the sense that we can use (3) to reduce
them to e.g. covariant tensors, which are the ones that we will (mostly) consider henceforth.
An important property of the tensor representations is that the permutations of the indices
commute with the SU(n) transformations. This occurs because all the U in Eq. (1) are the same. We
can thus classify tensors according to their symmetric properties under the permutation group, and
this classification will be SU(n) invariant: this will allow us to explicitly construct all the irreducible
representations of SU(n). For example, consider a tensor of rank 2, ψab. We may split it as
ψab =
1
2
{
ψSab + ψ
A
ab
}
where the symmetrized (S) or antisymmetrized (A) combinations are
ψSab = ψab + ψba, ψ
A
ab = ψab − ψba.
Both ψS,Aab are invariant under SU(n) transformations.
– 23 –
-f. j. yndura´in-
Because of this, the problem of constructing and multiplying tensor representations is related
to that of constructing the irreducible representations of the permutation group, which we will discuss
below.
5.2. The tensor representations of the SU(n) group. Young tableaux and patterns
The classification and product of representations of the SU(n) groups with the tensor method uses the
technique of the so-calledYoung tableaux. This technique was first developed for the permutation group;
it may be found applied to it in Hamermesh (1963). Here we will develop it directly for representations
of SU(n). The results found are valid tels quels for SL(n,C).
Let us consider a tensor ψi1,...,ir , where some of the indices may be repeated, and we assume
that there are n different indices. This is what we would have if ψi1,...,ir was a general tensor under
SU(n). We first define the Young frames as arrays of r equal squares (that we take of unit length) into
rows, left justified. If there are ρ rows and their lengths are l1, . . . , lρ, then we require l1 ≥ l2 ≥ . . . ≥ lρ.
Examples of Young frames for r = 2, 3 and 4, and n ≥ 4, are shown in the figures below.
Once we have a Young frame, we define a Young tableau by putting an index among the
i1, . . . , ir into each frame. Thus, from the frames in the second figure above we obtain the following
tableaux:
k
j
i
k
ji kji
I
II
III
Exercise: Fill in the other two sets of frames to get the corresponding Young tableaux.
When putting actual numbers (in lieu of the abstract indices ijk) in a Young tableau, we have
a number of possibilities depending on which numbers we choose. We say that a tableau with actual
numbers is a standard tableau if the value of the indices does not decrease as we go to the right along
a row, for all rows, and it does increase as we go downwards along a column, for all columns.
For typographical reasons, as well as for ease when making hand drawings, one can replace the
Young frames and tableaux by Young patterns, as follows. Instead of the boxes of a Young frame, we
put an array of dots. And, instead of the indices inside boxes in a tableau, we merely put the indices
instead of the dots in the corresponding array. Thus, the pattern corresponding to the frame
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is the array
• •
•
Likewise, to the tableau
k
ji
corresponds the pattern
i j
k
.
With each Young tableau we associate the following operation on a tensor, ψi1,...,ir :
1.- Indices appearing in the same column of the tableau are antisymmetrized. This gives a tensor, sum
of the several tensors that are generated by the symmetrization.
2.- Subsequently, in the sum just obtained, indices appearing in the same row (of the tableau) are
symmetrized.
Thus, from the three Young tableaux above we find the following tensors:
YIψijk ≡ ψIijk =ψijk − ψikj − ψjik + ψjki − ψkij + ψkji;
YIIψijk ≡ ψIIijk =ψijk + ψjik − ψkji − ψkij ;
YIIIψijk ≡ ψIIIijk =ψijk + ψikj + ψjik + ψjki + ψkij + ψkji.
(1)
Exercise: Show that, for A, B = I, II, III,
YA
(
YBψijk
)
= (Const.) × δAB
(
YBψijk
)
,
i.e., the operations YI, YII, YIII are mutually orthogonal. Evaluate the constants above.
i4
i1 i2
i3
The tableau Y.
As a second example of Young tableaux we apply the tableau of the figure above, that we
denote by Y, to the tensor ψi1i2i3i4 .
First we antisymmetrize i1, i3, and i2, i4, and i1, i3 plus i2, i4 getting
ψi1i2i3i4 − ψi3i2i1i4 − ψi1i4i3i2 + ψi3i4i1i2 .
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Then, we symmetrize the result in i1, i2, and i3, i4 and i1, i2 plus i3, i4. The final result is then
Yψi1i2i3i4 =ψi1i2i3i4 − ψi3i2i1i4 − ψi1i4i3i2 + ψi3i4i1i2
+ψi2i1i3i4 − ψi3i1i2i4 − ψi2i4i3i1 + ψi3i4i2i1
+ψi1i2i4i3 − ψi4i2i1i3 − ψi1i3i4i2 + ψi4i3i1i2
+ψi2i1i4i3 − ψi4i1i2i3 − ψi2i3i4i1 + ψi4i3i2i1 .
Exercise: Show that, if n ≥ 3, the three tensors above are irreducible under SU(n).
Exercise: Show that, for SU(3), the only rank four Young tableaux have the frames shown in the figure:
There is no vertical tableau with 4 or more rows for SU(3).
Let us return to the example (1). When substituting actual numbers in lieu of the ijk, we need
only do so with numbers that would lead to a standard tableau. If they formed a nonstandard tableau,
the result would be (after appropriate symmetrization) either zero or a combination of the ψI,II,III. We
then find the following standard tableaux: for the case (I), there is only one, that of the figure.
3
1
2
The only standard tableau corresponding to the tensor ψIijk.
For the case (II), we have 8 standard tableaux, as shown below.
2
1 1
3
1 1
2
1 2
3
1 2
2
1 3
3
1 3
3
2 2
3
2 3
The eight standard tableaux corresponding to the tensor ψIIijk.
Exercise: Construct the 10 standard tableaux corresponding to ψIIIijk.
In view of these results, it follows that the tensor corresponding to (I) has a single component,
i.e., it is an invariant singlet; that corresponding to (II) has 8 components (and thus the tensor is a
realization of the adjoint representation) and the tensor corresponding to (III) is a decuplet. The (rather
cumbersome) general formula for the dimension of the representation associated to a Young tableau
may be found in Hamermesh (1963), pp. 384 ff. It is obtained by calculating how many standard
tableaux exist for a given Young frame.
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5.3. Product of representations in terms of Young tableaux
Consider two representations of SU(n), corresponding to the Young tableaux Y and Y ′. The product of
the two representations may be decomposed into irreducible representations, with corresponding Young
tableaux Y(l), l = 1, 2, . . .; we remind the reader that the product is commutative. We will write this
symbolically as
Y × Y ′ = Y(1) + Y(2) + · · · (1)
We now give a procedure to find the tableaux Y(l). We do this in steps.
Step 1. Label the boxes of tableau Y ′ by putting the same index, a in all the boxes in the first row;
the same index, b, in all the boxes in the second row; the same index c in all the boxes of the third
row, etc. Note that we assume the tableau Y ′ to be standard, so we must have a < b < c, · · ·
Step 2. Glue all boxes labeled a to the tableau Y, in all possible combinations, in such a way that
you form Young tableaux, but so that two identical letters do not appear in the same column. In
this way one finds a set of tableaux,
Y1, Y2, . . . ,YJ1 . (2)
Step 3. Glue the boxes labeled b to the tableaux in (2), with the same conditions as in Step 2, to
get a second set of tableaux,
Y1,1, Y1,2, . . . ,Y1,J2
· · · · · ·
YJ1,1, YJ1,2, . . . ,YJ1,J2 .
(3)
Step 4. Do the same with the boxes labeled c, etc.
Step 5. Once finished the process, consider each of the ensuing tableaux. For a given one, form the
sequence of symbols a, b, . . . by starting, from right to left, from the upper row, then continuing
along the second row, etc. This will give a sequence aabcc.... If the sequence is such that, to the
left of any of its symbols, there are more a than b, of b than c, etc.,10 then the tableau is to be
rejected.
Step 6. Remove the symbols a, b, c, . . . from the remaining tableaux (keeping the boxes). These
form the set
Y1, Y2, . . . ,YJ1 .
The whole procedure is best seen with an example. Consider the product of the tableau of the
figure by itself.
According to the rules laid before, we must form the tableaux of the figure below:
10For reasons that escape the present author, such a sequence is said not to form a lattice permutation; cf.
Hamermesh (1963), p. 198.
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b
aa
Instead, we will use the pattern representation and thus have the two following patterns:
• •
•
a a
b
By glueing the “boxes” with a to the first pattern, we get the equivalent of (2),
[1] :
• • a a
• [2] :
• • a
• a
[3] :
• • a
•
a
[4] :
• •
• a
a
Note that the array
• •
•
a
a
need not be considered, as it vanishes under antisymmetrization.
We then glue the box containing b to [1] in all (consistent) possible manners, finding
[1, 1] :
• • a a
• b [1, 2] :
• • a a
•
b
(4i)
Likewise, we glue the box containing b to [2] and get the patterns
[2, 1] :
• • a
• a b [2, 2] :
• • a
• a
b
(4ii)
With [3], we have
[3, 1] :
• • a
• b
a
[3, 2] :
• • a
•
a
b
(4iii)
Finally, from [4],
[4, 1] :
• •
• a
a b
[4, 2] :
• •
• a
a
b
(4iv)
Among the patterns so obtained, there appear some that we rejected because they do not form a “lattice
permutation”; they are, for example, the patterns
• • a a b
•
• • a b
• a
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In both cases, the procedure of Step 5 gives the sequence baa, which has too many as to the right of b.
The set of tableaux obtained by replacing the letters in Eqs. (4) by dots gives the full set of
tableaux that appear in the decomposition (1). Note that the pattern
• • •
• •
•
appears twice, as it can be reached by two independent paths, [2,1] and [3,1]. This indicates that the
corresponding representation will also appear twice in the reduction of the product.
5.4. Product of representations in the tensor formalism
We will consider in detail the case SU(3); this will indicate the generalization to higher groups.
First of all, we will construct all representations by composing the fundamental representation
with itself. We consider tensors made up of products of vectors u
(α)
i (the index i denotes the components)
in the 3-dimensional complex space, u(α) ∈ C3: thus, we have a rank 1 tensor, ui; rank two tensors,
uivj ; rank three tensors, uivjwk; rank four tensors, uiujvkwl; . . . ; rank r tensors u
(1)
i1
u
(2)
i2
. . . u
(r)
ir
. It is
not difficult to prove that forming linear combinations of these tensors we generate all the tensors, i.e.,
the tensors u
(1)
i1
u
(2)
i2
. . . u
(r)
ir
form a complete basis. In particular, putting them in Young tableaux we
generate all the irreducible tensors. Thus we have:
Rank 1: T
(3)
i = ui [3].
Rank 2: T
(3∗)
ij =
1√
2
(uivj − ujvi) [3∗]; T (6)ij =
1√
2
(uivj + ujvi) [6].
Rank 3:
T
(1)
ijk =
1√
6
(uivjwk − ujviwk − uivkwj + ukviwj − ukvjwi + ujvkwi) [1];
T
(8)
ijk =
1√
4
(uivkwj − ukviwj + ukvjwi − ujvkwi) [8];
T
(10)
ijk =
1√
6
(uivjwk + ujviwk + uivkwj + ukviwj + ukvjwi + ujvkwi) [10].
etc. We have arranged the numerical factors so that, if the u, v, . . . are of unit length, so are the higher
rank tensors. In brackets we have put the dimensionality of each representation.
Exercises: Identify these tensors with the corresponding Young tableaux. Check that, if we assume the
u, v, w to be an orthonormal set, so are the tensors T (I) above.
Instead of multiplying abstract representations, it is much simpler to multiply these explicit
representations and merely project them in the ones we have. We show this with an explicit example.
We start by multiplying 3× 3 and find the tensor uivj ; it can be expanded into rank 2 tensors trivially,
uivj =
1√
2
T
(3∗)
ij +
1√
2
T
(6)
ij ,
hence we recover (with Clebsch–Gordan coefficients included!) the result 3× 3 = 3∗+6. If we multiply
again by a vector we find
T
(3∗)
ij wk =
1√
2
(uivj − ujvi)wk
and it is easy to see that one has
T
(3∗)
ij wk =
1√
2
(√
6T
(1)
ijk +
√
4T
(8)
ijk
)
:
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thus, we find 3∗ × 3 = 1 + 8, again including the Clebsch–Gordan coefficients. This expansion can
be done in a systematic manner by applying the Young tableaux of rank 3 to the tensor T
(3∗)
ij wk =
1√
2
(uivj − ujvi)wk.
Exercises: i) Decompose the product, T
(6)
ij wk. ii) Form baryons from the u, d, s quarks, taking into
account the colour quantum number (which generates a SU(3) invariance), including the requirement of
colour singlet for “physical” hadrons.
The book of Cheng and Li (1984) contains a readable elementary description of the SU(n)
groups, their representations and their multiplication, which the reader may find sufficient for most
physical applications (although, of course, the basic reference is the text of Hamermesh, 1963).
Exercise: By going to Lie algebras, and then to the complexified Lie algebras, show that everything that
has been said for the Young tableaux-tensor formalism of SU(n) holds also for GL(n,C).
5.5. Representations of the permutation group
The method of Young tableaux allows us also to find the representations of the permutation group. We
will here only give a few results, without proofs; a detailed treatment may be found in the books of
Weyl (1946) and Hamermesh (1963).
Consider the permutation group of n elements, Πn, and take all the Young tableaux of rank
n. We may interpret the permutations as acting on the indices in the Young tableaux. For each Young
tableau, Y, we assign a representation of Πn as follows. Denote by p to the subgroup of all permutations
that leave each box in the same row (but not necessarily in the same column) that it occupied before
applying the permutation; and denote by q to the subgroup of permutations which move the boxes only
inside the same column. It is evident that the sets p, q will be different for different tableaux. We then
introduce the function φ(P ), P ∈ Πn by requiring
φ(P ) =
{
0, when P is not contained in the product pq;
δP if P = PpQq with Pp ∈ p, Qq ∈ q.
Here δP is the parity of the permutation P . The functions of the form
f(Q) =
∑
P
aPφ(QP )
with aP real numbers generate a linear space, that we may call H(Y), associated with the given Young
tableau. We finally define the operator D(S) that represents the permutation P on the functions H(Y)
by
D(S) : f(P )→ f(SP ).
It is easy to verify that these operators form a representation of Πn. Although it is more difficult, it can
also be shown that the representation is irreducible, that the representations corresponding to different
tableaux are inequivalent, and that they exhaust the set of all representations of Πn.
A more detailed discussion of representations of the permutation group may be found in the
treatises of Weyl (1946), Hammermesh (1963) or Lyubarskii (1960).
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6. Relativistic invariance. The Lorentz group
6.1. Lorentz transformations. Normal parameters
In relativity theory the passage from one inertial system to another one, moving with respect to it with
speed v, is given by the Lorentz boosts (or accelerations). Starting with the case where v is parallel to
the OZ axis, these boosts are given by11
x → x, y → y,
z → 1√
1− v2/c2 (z + vt),
t → 1√
1− v2/c2 (t+
v
c2
z).
Here and henceforth c will denote the speed of light.
We also write this with shorthand notation
r → L(vz)r, t→ L(vz)t.
(This really is shorthand: L(v)r depends also on t, and not only on v, r; likewise, L(v)t depends also
on r.) For v directed in an arbitrary way, we use the following trick. Let R(z → v) be a rotation
carrying the OZ axis over v. For example, we may choose
R(z → v) = R(α), R(α)z = v/|v|,
with z the unit vector along OZ and
cosα = v3/v, α = (α/v)(sinα)z× v.
Denoting by L(v) the Lorentz boost with velocity v, we define
L(v) = R(z → v)L(vz)R−1(z → v),
where vz is a vector of length v along OZ. Using the explicit formulas for L(vz) and R we find that
r → L(v)r = r− vr
v2
v +
(
1− v
2
c2
)−1/2 (
1
v2
rv + t
)
v,
t → L(v)t =
(
1− v
2
c2
)−1/2 (
t+
vr
c2
)
.
Exercise: Verify that, for t, t′, r, r′, v arbitrary,
c2(L(v)t)(L(v)t′)− (L(v)r)(L(v)r′) = c2tt′ − rr′,
i.e., that under Lorentz boosts one has
c2tt′ − rr′ = invariant.
11The contents of this and the following sections is adapted from the author’s textbook on relativistic quantum
mechanics, Yndura´in (1996).
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The parameters v are now not normal; it is not true that the product of boosts by v, v′ is the
boost by v+v′ (which does not even exist if |v+v′| ≥ c). It is then convenient to use other parameters,
which will be denoted by ξ, η, . . . such that, whenever ξ and η are parallel,
L(ξ)L(η) = L(ξ + η).
Note that we use the same notation for L(v) and L(ξ); the context, and the latin/greek characters
should be enough to indicate whether we are using velocities or the new normal parameters.
Let us choose ξ along OZ. If we write
L(ξ)z = A(ξ)z +B(ξ)ct, L(ξ)t =
1
c
C(ξ)z +D(ξ)t,
where A, B, C, D are functions to be determined, we get the consistency conditions
AB = CD, A2 − C2 = D2 −B2 = 1,
so that we can find ϕ(ξ) verifying
A = D = coshϕ(ξ), B = C = sinhϕ(ξ).
This relation implies that
cosh(ϕ(ξ) + ϕ(η)) = coshϕ(ξ) coshϕ(η) + sinhϕ(ξ) sinhϕ(η)
sinh(ϕ(ξ) + ϕ(η)) = coshϕ(ξ) sinhϕ(η) + sinhϕ(ξ) coshϕ(η),
and we can thus choose ϕ(ξ) = ξ ≡ |ξ |. Finally
x → x, y → y,
z → (cosh ξ)z + (sinh ξ)ct,
t → 1
c
(sinh ξ)z + (cosh ξ)t, ξ ‖ OZ.
The relation between the ξ and v is found by comparison of these relations:
cos ξ =
1√
1− v2/c2 , sinh ξ =
|v|
c
1√
1− v2/c2 , ξ ‖ v.
ξ is sometimes called the rapidity. For a boost along an arbitrary ξ , we find
r → L(ξ)r = r− ξr
ξ2
ξ +
1
ξ
{
(cosh ξ)
ξr
ξ
ξ + c(sinh ξ)tξ
}
,
t → L(ξ)t = (cosh ξ)t+ 1
c
sinh ξ
ξ
ξr.
For speeds small compared with c,
ξ ≃ v/c,
and a Lorentz boost coincides with a Galilean boost.
The transformations Λ of the set (r, t) obtained by applying rotations and Lorentz boosts as a
product,
Λ = LR,
are called Lorentz transformations. As we will see in the next sections, they form a group, called
the Lorentz group, or, sometimes, and for reasons that will be apparent presently, the orthochronous,
proper Lorentz group.
If we include possible products by space, Is, and time, It, reversals,
Is : r → −r, t→ t; It : r → r, t→ −t,
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we obtain a set (which is also a group) called the full Lorentz group. Its elements are of one of the
following forms:
LR, IsLR, ItLR, IsItLR.
6.2. Minkowski Space. The Full Lorentz Group
As we saw in the previous section, Lorentz boosts mix space and time. A unified treatment of relativistic
transformations demands that we work in a set that contains both. This is Minkowskian spacetime (or
just Minkowski space). Its elements, or points, which will be denoted12 by letters x, y, . . ., are called
four-vectors, and are determined by four coordinates, xµ, µ = 0, 1, 2, 3,
x ∼

x0
x1
x2
x3
 ,
where x0 = ct corresponds to a time coordinate and xj = rj , j = 1, 2, 3 are purely spatial coordinates.
13
We will consistently tag Minkowskian coordinates with Greek indices µ, ν, . . . varying from 0
to 3; latin indices i, j, . . . will be restricted to varying from 1 to 3. We will also denote by r the spatial
part of x, and x may thus also be written as
x ∼
(
ct
r
)
.
At times a horizontal notation is convenient, and we write x ∼ (ct, r).
Lorentz boosts may be represented by 4× 4 matrices L, x→ Lx, with elements Lµν , so that
(Lx)µ =
3∑
ν=0
Lµνxν ;
explicitly, we have
(Lx)0 = (cosh ξ)x0 +
sinh ξ
ξ
3∑
j=1
ξjxj,
(Lx)i = xi − 1
ξ2
∑
j
ξjxj
ξi + 1
ξ
cosh ξ
ξ
∑
j
ξjxj + x0 sinh ξ
ξi.
Rotations can also be defined as transformations in Minkowski space: x→ Rx, with
(Rx)µ =
∑
ν
Rµνxν ,
and
(Rx)0 = x0,
(Rx)i = (cos θ)xi +
1− cos θ
θ2
(∑
j θjxj
)
θi +
sin θ
θ
∑
kl ǫiklθkxl.
Here ǫikl is the Levi–Civita` symbol.
12Our conventions are not universal, although they are certainly quite common.
13For the sake of definiteness, we work here with the space-time Minkowski space; the considerations are of course
also valid for the energy-momentum Minkowski space of vectors p, with p the momentum and p0 = E/c, E
the energy.
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The transformations L, R leave invariant the quadratic form x · y defined by
x · y ≡ x0y0 −
3∑
j=1
xjyj.
This form is known as the Minkowski (pseudo) scalar product, and can be also written in terms of the
(pseudo) metric tensor G, with components gµν ,
gµν = 0, µ 6= ν, gµν = 1, µ = ν = 0, gµν = −1, µ = ν 6= 0.
Indeed,
x · y =
∑
µν
gµνxµyν =
∑
µ
gµµxµyµ = x
TGy.
In the last expression, x, y are taken to be matrices. The Minkowski square, denoted by x2 if there is
no danger of confusion, is defined as x2 ≡ x · x.
As stated above, one can verify, by direct computation, that, when Λ = LR for any L, R, then,
for every pair x, y,
(Λx) · (Λy) = x · y.
In terms of the metric tensor,
ΛTGΛ = G.
These relations suggest that we define a group, called the full Lorentz group, and denoted by L, to be
the set of all matrices Λ such that
Λ
T
GΛ = G.
It is obvious that such Λ form a group, and it is easy to verify that one also has
ΛGΛ
T
= G.
Let us take determinants in ΛTGΛ = G. We find that (detΛ)2 = 1, and hence detΛ = ±1.
Consider space reversal, acting in Minkowski space by (Isx)0 = x0, (Isx)i = −xi. Clearly, Is is in L
and moreover det Is = −1. If Λ belongs to L and detΛ = −1, then we can write identically
Λ = Is(IsΛ),
and now det(IsΛ) = +1. If we denote by L+ to the subgroup of L consisting of matrices with determi-
nant unity, we have just shown that L consists of matrices either in L+ or products of Is time matrices
in L+.
Consider next the four-vector nt, a unit vector along the time axis, with components ntµ = δµ0.
Given Λ in L, we may have either (Λnt)0 > 0 or (Λnt)0 < 0; it is not possible to have (Λnt)0 = 0.
Moreover, if (Λnt)0 > 0 and (Λ
′
nt)0 > 0, then (Λ
−1
nt)0 > 0 and (ΛΛ
′
nt)0 > 0. (The proofs of these
statements are left as exercises.) It then follows that the subset of L consisting of transformations
Λ with (Λnt)0 > 0 forms a group, called the orthochronous Lorentz group, and denoted by L↑; the
corresponding transformations preserve the arrow of time. If the matrix Λ in L is such that (Λnt)0 < 0,
then we can write identically
Λ = I(IΛ),
where I is the total reversal, I = ItIs: Ix ≡ −x. Clearly, (IΛnt)0 is now positive. We have proved that
any element of L is either an element of L↑ or a product IΛ with Λ in L↑.
Finally, the proper, orthochronous Lorentz group L↑+ (which we simply call, if there is no danger
of confusion, the Lorentz group, L) is the group of matrices Λ such that
ΛTGΛ = G, detΛ = 1, Λ00 > 0.
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As we have just shown, we have that any element in L, Λ is of one of the forms
IsΛ, ItΛ, IsItΛ, Λ
with Λ in L↑+.
The transformations Is, It, I are at times called improper transformations.
Exercise: Prove that ΛTGΛ = G implies that Λnt 6= 0. Solution: Consider the 00 components of
ΛTGΛ = G, and ΛGΛT = G; then,
Λ200 −
∑
i
Λ2i0 = 1; Λ
2
00 −
∑
i
Λ20i = 1.
From any of these, |Λ00| ≥ 1 so |(Λnt)0| ≥ 1.
Exercise: Show that Λ00 > 0, Λ
′
00 > 0 imply that (ΛΛ
′)00 > 0. Solution: Using the evaluations of the
previous problem and Schwartz’s inequality,∣∣∣∣∣∑
i
Λ0iΛ
′
i0
∣∣∣∣∣ ≤
√∑
Λ0iΛ0i
√∑
Λ′i0Λ
′
i0 < Λ00Λ
′
00.
Hence,
(ΛΛ′)00 = Λ00Λ
′
00 +
∑
i
Λ0iΛ
′
i0 > Λ00Λ
′
00 −
∣∣∣∑Λ0iΛ′i0∣∣∣ > 0.
Exercise: Show that Λ00 > 0 implies that (Λ
−1)00 > 0.
6.3. More on the Lorentz Group
In this section we further characterize the (orthochronous, proper) Lorentz group. We start by proving
a simple, but basic, theorem.
Theorem 1.
If R is in L and Rnt = nt, then R is a rotation.
To prove this, we note that the condition Rnt = nt implies that R is of the form
R =

1 0 0 0
0
0 Rˆ
0
 ,
with Rˆ a 3× 3 matrix. The condition RTGR = G implies that RˆTRˆ = 1; and detR = +1 implies that
also det Rˆ = +1. Therefore, Rˆ ∈ SO(3), i.e., it is a three-dimensional rotation. From now on we will
denote by the same symbol R the Minkowski space transformation and the restriction (Rˆ) to ordinary
three-space.
Now let Λ be an arbitrary transformation in L, and let u ≡ Λnt. We have u0 > 0 and u ·u = 1.
Consider the vector ξ such that u0 = cosh |ξ |, |u| = sinh |ξ |; this is possible because
1 = u · u = (u0)2 − |u|2 = cosh2 ξ − sinh2 ξ.
We choose ξ directed along u,
ξ/|ξ | = u/|u|,
so that
u0 = cosh ξ, ui =
1
ξ
(sinh ξ)ξi.
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Using the explicit expressions for L(ξ), we see that L(ξ)nt = u. It follows that the transforma-
tion L−1(ξ)Λ is such that
L−1(ξ)Λnt = nt,
so by Theorem 1, L−1(ξ)Λ ≡ R has to be a rotation, characterized by some θ. We have therefore
proved the following theorem:
Theorem 2.
Any (proper, orthochronous) Lorentz transformation, Λ, can be written as
Λ = L(ξ)R(θ),
where R is a rotation and L a Lorentz boost (the decomposition is not unique).
In particular it follows from this that the Lorentz group is a six-dimensional Lie group (three
parameters from θ and three from ξ). It is clearly non-compact (the parameters ξ can take arbitrarily
large values) and it is also simple and doubly connected; later we will find its covering group, which
coincides with SL(2,C).
We may recall that the Lorentz boost L(ξ) can be written as
R′L(ξz)R
′′,
with R′, R′′ = R′ −1 rotations and L(ξz) an acceleration along the OZ axis. Thus, the general study
of Lorentz transformations is reduced to that of rotations and pure accelerations, that may be taken to
be along the OZ axis.
Exercise: Given two pure boosts L(ξ), L(η), find L(ζ ), R(θ) such that
L(ξ)L(η) = L(ζ )R(θ).
Note that in general (unless ξ, η are parallel) the product of two boosts is not a pure boost
We finish the characterization by presenting two more theorems, and a covariant parametriza-
tion of the Lorentz transformation Λ.
Theorem.
A Lorentz transformation Λ such that Λnt = u is a pure boost, times a rotation around ξ (where ξ is
given in terms of u by cosh ξ = u0, ξ/ξ = u/|u|) if, and only if, Λ commutes with all rotations around
ξ .
To prove this, we use that a rotation around ξ , which we denote by Rξ , leaves ξ invariant; hence,
it follows that L(ξ) and Rξ commute. [Use that ξ(Rξr) = (R
−1
ξ ξ)r = ξr for any r]. The reciprocal
is also easy. Given that u = Λnt, we construct ξ as before, and then L(ξ). Now, L
−1(ξ)Λ = R is
a rotation. As we have just seen, L(ξ) commutes with rotations Rξ ; so does Λ, and hence R. But
a rotation that commutes with all rotations around an axis ξ is itself a rotation around that axis, so
Λ = L(ξ)Rξ , finishing the proof.
Theorem.
We have, for any ξ and any rotation R,
RL(ξ)R−1 = L(Rξ),
where L(Rξ) is the boost characterized by Rξ .
The proof is straightforward and is left as an exercise.
Instead of parametrizing a Lorentz transformation Λ = L(ξ)R(θ) by the parameters ξ , θ, it is
at times convenient to use what is called a covariant parametrization. We define the set of parameters
ωµν in terms of ξ , θ by ∑
jk
ǫjklωjk = θl, ωj0 =
1
2
ξj; ωαβ = −ωβα.
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For ω infinitesimal we write a Lorentz transformation as
Λ = 1−
∑
ωαβX
(αβ) +O(ω2).
Then, the matrices X(αβ) have components
X(αβ)µν = −(δµαgνβ − δµβgνα).
To prove this, we note that, on the one hand, and from the definition of X,
(Λ(ω)x)µ ≃ xµ −
∑
αβ
∑
ν
ωαβX
(αβ)
µν xν ;
on the other, from the explicit formulas for R, L,
(R(θ)x)0 = x0, (R(θ)x)i = xi −
∑
2ωikxk;
(L(ξ)x)0 ≃ x0 +
∑
2ωj0xj , (L(ξ)x)i ≃ xi + 2ωi0x0,
so that letting Λ = LR, we get
(Λx)0 ≃ x0 −
∑
2ω0jxj , (Λx)i ≃ xi + 2ωi0x0 −
∑
2ωikxk
from which the desired result follows.
Beyond L↑+, the invariance group of relativity also includes space translations,
r → r+ a,
and time translations,
ct→ ct+ a0;
in four-vector notation,
xµ → xµ + aµ.
The group obtained by adjoining to L the translations will be called the Poincare´, or inhomo-
geneous Lorentz group, written JL. Its elements are pairs (a, Λ) with a a four-vector and Λ in L. They
act on an arbitrary vector x by
(a, Λ)x = a+ Λx,
and satisfy the ensuing product and inverse law:
(a, Λ)(a′, Λ′) = (a+ Λa′, ΛΛ′),
(a, Λ)−1 = (−Λ−1a, Λ−1).
The unit element of the group is the transformation (0, 1). At times we will simplify the notation
writing a instead of (a, 1) and Λ instead of (0, Λ). The mathematical structure of IL is
IL = L×˜T4.
6.4. Geometry of Minkowski Space
The geometrical properties of spacetime present some peculiarities owing to the indefinite char-
acter of the metric. A first peculiarity is that we can classify vectors v of a Minkowskian space, in a
relativistically invariant way, in the following classes: timelike, lightlike, and spacelike vectors. Timelike
vectors v are such that v · v > 0. If v0 > 0, we say they are positive timelike; if v0 < 0, negative (v0 = 0
is impossible). Lightlike vectors v, which satisfy v · v = 0, are positive lightlike if v0 > 0, negative if
v0 < 0. v0 = 0 is only possible for the null vector, v = 0. Finally, we say that v is spacelike if v · v < 0;
the sign of v0 is not invariant now.
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Exercises: i) Prove that this classification is invariant under transformations in L↑+; in particular check
invariance of sign v0 if v
2 ≥ 0. ii) Show that the trajectory of a particle with mass is given by a positive
timelike vector, and that of a light ray by a positive lightlike vector. Hint: Let r be the location of a
particle (or signal) at time t. Form the four-vector x, x0 = ct,x = r. The velocity of the particle (assuming
uniform motion) is v = r/t
The following lemma is very useful:
Lemma.
(i) If v is positive (negative) timelike, then there exists a vector v(0) and a Lorentz transformation Λ
such that v = Λv(0), and v
(0)
0 = ±m, v(0) = 0, m > 0. (ii) If v is positive (negative) lightlike there
exists a v and Λ with v = Λv and v0 = ±1, v1 = v2 = 0, v3 = 1. (Here and before the signs (±)
are correlated to positive–negative.) (iii) If v is spacelike, there exist a v(3) and Λ with v = Λv(3),
v
(3)
µ = δµ3v
(3)
3 , v
(3)
3 > 0.
This means that, in an appropriate reference system, a positive lightlike vector (e.g.) can be
chosen to be of the form v,
v = (1, 0, 0, 1).
The clumsy but simple proof of this lemma uses the explicit expression for the Lorentz transformations
to build explicit constructions.
The difference between an Euclidean space and Minkowski space is also apparent in the two
following results:
Theorem.
If both v and v′ are lightlike and they are orthogonal, i.e., v · v′ = 0, then they are parallel: v′ = αv.
The proof is left as a simple exercise, using the previous Lemma.
Theorem.
If v · v ≥ 0 and v · u = 0, either v and u are proportional or necessarily u is spacelike.
The proof is again left as an exercise, using the Lemma.
Theorem.
The only invariant numerical tensors in Minkowski space are combinations of the metric tensor, gµν,
and the Levi–Civita` tensor ǫµνρσ,
ǫµνρσ = 1, if µνρσ is an even permutation of 1230,
ǫµνρσ − 1, if µνρσ is an odd permutation of 1230,
ǫµνρσ = 0, if two indices are equal.
Note that ǫijk0 = ǫijk, where ǫijk is the Levi–Civita` tensor in ordinary three-space.
Theorem.
Given a set of Minkowski vectors v(a), the only invariants that are continuous and that can be formed
with them are functions of the scalar products v(a) · v(b) and, if there are four or more vectors, of the
quantities ∑
ǫµνρσv(a)µ v
(b)
ν v
(c)
ρ v
(d)
σ .
In spite of the fact that these theorems are similar to their analogues in Euclidean space and
also in spite of their apparent simplicity, proofs are very complicated. For example, the later Theorem
fails if we remove the requisite of continuity: the functions (sign v0)θ(v
2) or δ4(v) ≡ δ(v0)δ(v) are
invariant: yet they cannot be written in terms of invariants. Proofs of the two Theorems can be found
in, for example, the treatise of Bogoliubov, Logunov and Todorov (1975).
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Given a Minkowski vector, v, the set of Lorentz transformations Γ that leave it invariant is
called its little group14 (or stabilizer), W(v). The little group of a vector v depends only upon the
sign of v · v, in the sense that if, for example, v · v > 0 and u · u > 0, then the little groups W(v),
W(u) are isomorphic. To prove this, we first note that W(v) and W(Λv) are isomorphic for any Λ.
Indeed, if Γv = v, then ΛΓΛ−1 is in W(Λv), and vice versa. Moreover, W(v) is identical with W(αv)
for any number α 6= 0. Using this in conjunction with Lemma 1, we find that there are essentially only
three little groups. To be precise, we have that, if v · v > 0, the little group is isomorphic to W(nt); if
v · v = 0, the little group is isomorphic to W(v), v0 = v3, v1 = v2 = 0; and if v · v < 0, the little group
is isomorphic to W(n(3)), n(3)µ = δµ3. This greatly simplifies the study of the little groups.
Theorem.
One has, (A) W(nt) = SO(3), where by SO(3) we denote the group of ordinary rotations. (B) W(v) =
SO(2)×T2, where SOz(2) is the group of rotations around OZ, and T2 is defined below. (C) W(n(3)) =
L↑+(3), where L↑+(3) is identical to a Lorentz-like group (in three dimensions) that acts only on time
and the spatial plane XOY , but leaves OZ invariant.
The result (A) is already known to us. Result (C) is left as a simple exercise. We turn to
the lightlike case (B). Let Γ be an element of W(v), and let N be the subspace of Minkowski space
orthogonal to v, that is, if u is in N , then u · v = 0.
Clearly, the subspace N is also invariant under Γ . A basis of N is formed by the three vectors
v(a), a = 1, 2, 3 with v(1) = n(1), v(2) = n(2), n
(a)
µ = δaµ, and v
(3) = v : because v is lightlike the
subspace orthogonal to v contains v itself. If u is in N , we write u =
∑
a αav
(a). Because Γu is also in
N , we can write
Γu =
∑
ab
Γabαbv
(a);
thus the matrix elements Γab determine Γ , and vice versa. The conditions Γu ·Γu′ = u ·u′ and Γv = v
imply that
(Γab) =
 cos θ sin θ 0− sin θ cos θ 0
Γ31 Γ32 1
 ,
with Γ31, Γ32 arbitrary. This set of matrices has a mathematical structure like that of the Euclidean
group of the plane, SOz(2)× T2 where SOz(2) are rotations around OZ, cos θ sin θ 0− sin θ cos θ 0
0 0 1
 ,
and the “translations” T2 are  1 0 00 1 0
Γ31 Γ32 1
 .
To finish this section we present a few more definitions (see the figure). The light cone is the
set of vectors v with v2 = 0. If, moreover, v0 > 0 (v0 < 0), we speak of the future, forward or positive
(past, backward or negative) light cone, denoted by V + (V −). The set of vectors u with u2 = m2 > 0 is
denoted by Ω±(m), (±) according to the sign of u0, and is called the future, forward or positive (past,
backward or negative) mass hyperboloid, for u0 > 0 (u0 < 0). This name derives from (momentum)
Minkowski space. The set of w with w · w = −µ2, µ2 > 0 is called the imaginary mass hyperboloid,
Ω(iµ).
Exercise: Verify that the sets V +, V −, Ω+(m), Ω−(m), Ω(iµ) are invariant under L↑+, and that each
vector in one of them can be reached by an appropriate transformation from any other one in the same set.
14Little groups, first introduced by Wigner (1939), play a key role in the study of relativistic particle states.
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Y
t
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Ω+(m)
Ω−(m)
V+
V−
Ω(iµ)
Ω(iµ)
Various regions in Minkowski space.
6.5. Finite dimensional representations of the Lorentz group
i. The correspondence L → SL(2,C)
To every Minkowski vector v with components vµ we associate the 2× 2 complex matrix
v˜ = v0 + σv =
∑
µν
gµν σ˜µvν =
(
v0 + v3 v1 − iv2
v1 + iv2 v0 − v3
)
,
σ˜0 = σ0 = 1, σ˜i = −σi.
We have
σ˜µ =
∑
ν
gµνσν ; Tr σ˜µσν = 2gµν ;
det v˜ = v · v, vµ = 12Trσµv˜; v˜† = v˜,
the last relation holding if the vµ are real.
For every Lorentz transformation,
Λ : v → Λv ≡ vΛ,
we have a corresponding matrix A, A in SL(2,C). We define A by
Av˜A† = v˜Λ = σ˜ · Λv. (1)
Actually, both ±A correspond to the same Λ. An explicit formula for the correspondence is obtained
as follows. Choose the vectors v(α) with v
(α)
µ = δαµ. Applying (1) to these, we get immediately
Λβα =
1
2
TrσβAσαA
†.
The inverse is slightly more difficult to obtain. We will consider separately accelerations L(v) such that
L(v)nt = v; ntµ = δµ0,
and rotations, R. For the first, and because n˜t = 1, (1) gives
A(L(v))A†(L(v)) = v˜,
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with solution
A(L(v)) = +v˜1/2.
Note that v˜ = L(v)nt is positive definite. We choose the sign (+) for the square root for continuity.
For a pure boost, A(L(v))† = A(L(v)).
Exercise: Prove this.
For rotations, R, we have Rnt = nt; hence (1) gives
A(R)A†(R) = 1,
i.e., A is unitary. Let θ be the parameters of R. For θ infinitesimal, and v0 = 0,
v˜ ≡ σv → σv +
∑
σjθkvlǫjkl.
If we write
A(R) = exp iθλ ≃ 1 + iθλ,
we then get, from (1),
(1 + iθλ)σv(1− iθλ) ≃ σv +
∑
ǫjklσjθkvl,
from which
[λj , σk] = −i
∑
ǫjklσl,
and hence λ = −σ/2:
A(R(θ)) = exp
−i
2
θσ. (2)
If the four-vector v is such that v2 = 1, v0 > 0, we define ξ by
cosh ξ = v0, sinh ξ = |v|, ξ/|ξ | = v/|v|.
Then,
v˜1/2 = cosh
ξ
2
+
1
ξ
ξσ sinh
ξ
2
= exp
1
2
ξσ,
so that
A(L(v)) = exp 12ξσ. (3)
Exercise: Prove that detA(L(v)) = detA(R(θ)) = 1. Prove that the set A(L(v))A(R(θ)) exhausts the
group SL (2,C). Hint. Use the polar decomposition: any matrix A may be written as
A = HU
with H positive definite and U unitary. If detA = 1, detH, detU can also be taken to be so. Check that
any such H may be written as (3), and any such U as in (2).
We next find the images of the little groups in SL(2,C). For the timelike case, this is accom-
plished by choosing the vector nt, with ntµ = δµ0. Then, n˜t = 1 and the image U of a rotation R has
to verify UU† = 1, i.e., the image of the SO(3) subgroup of L is the SU(2) subgroup of SL(2,C).
For the case of lightlike vectors, we choose n = nt+n
(3) with nt as before and n
(3)
µ = δµ3. Then
n˜ = 1 + σ3 =
(
2 0
0 0
)
.
If N is the image in SL(2,C) of the little group transformation Γ , Γn = n, then it must satisfy the
conditions
N
(
2 0
0 0
)
N† =
(
2 0
0 0
)
, detN = 1
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from which it follows that one can write
N =
(
eiθ/2 e−iθ/2(a+ ib)
0 e−iθ/2
)
.
Exercise: Find the image in SL(2,C) of the little group of a spacelike vector.
ii. Connection with the Dirac formalism
Let us use the notation
D
(1/2)
αβ (Λ) ≡ Aαβ(Λ),
D˜
(1/2)
α˙β˙
(Λ) ≡ (A−1+(Λ))α˙β˙ .
We also define
vˆ ≡ v0 − σv = σ · v,
vˆΛ ≡ σ · Λv.
One may check by explicit verification that
A−1+vˆA−1 = vˆΛ, (4)
a formula which is the counterpart of (1) and which indeed provides another representation of L into
SL(2,C), inequivalent to that given by (1). (It is actually equivalent to the representation Λ→ A∗.)
Exercise: prove that the representations Λ→ A and Λ→ (AT)−1 are equivalent. Hint: the matrix that
does it is C = iσ2.
We link this to the standard Dirac formalism by noting that, in the Weyl realization of the
gamma matrices,
γµ =
(
0 σ˜µ
σµ 0
)
, σ0 = 1
one has
γ · v =
(
0 v˜
vˆ 0
)
.
We then define
D(Λ) =
(
D(1/2)(Λ) 0
0 D˜(1/2)(Λ)
)
=
(
Aαβ(Λ) 0
0 (A−1+(Λ))α˙β˙
) .
As an application we prove the transformation properties of the Dirac γ matrices. In the Weyl realiza-
tion, and for an arbitrary four-vector v,
D−1(Λ)γ · vD(Λ) =
(
A−1 0
0 A†
)(
0 v˜
vˆ 0
)(
A 0
0 A−1†
)
=
(
0 A−1vˆA−1†
A†vˆA 0
)
=
(
0 σ˜ · Λ−1v
σ · Λ−1v 0
)
=
(
0 (Λσ˜) · v
(Λσ) · v 0
)
= (Λγ) · σ,
and we have used (1), (4). Because v is arbitrary, this gives
D−1(Λ)γµD(Λ) =
∑
Λµνγν .
The similitude with the treatment of the group SO(4) in Sect. 3.2 will be noted. In fact, the
groups SO(4) and L can be related one to the other through analytical continuation on the variable v0
and the complexification of their Lie algebras coincide. We will not delve into this question further.
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iii. The finite-dimensional representations of SL(2,C)
The finite dimensional representations of SL(2,C) are very easy to construct. Denoting by M2 to the
Lie algebra of SL(2,C), it is easily seen to consist of 2×2 complex traceless matrices. It is obvious that,
if we complexify the A1 algebra corresponding to the SU(2) subgroup of SL(2,C), it generates all of
M2: A
C
1 = M2. Therefore, we may generate in this way the representations of the Lorentz group from
those of the rotation group. In particular, it follows that the Clebsch–Gordan coefficients of SU(2) and
SL(2,C) are the same. Thus, we may, by simple tensor product
Aα1β1Aα2β2 · · ·Aαjβj
construct a representation of SL(2,C) which, when restricted to the rotation subgroup, corresponds to
spin j/2.
More on the matters treated in this section may be found in Bogoliubov, Logunov and Todorov
(1975) or Wightman (1960).
§7. General Description of Relativistic States
7.1. Preliminaries
It is in many applications convenient to introduce an abstract characterization of relativistic
states, freeing it from the problems encountered in explicit realizations. We will thus describe the
states by “safe” observables: momentum p and another one that we label ζ and that will be related to
a spin component: our task will then be to construct the states, |p, ζ〉, and study their transformation
properties under relativistic transformations. This we will do from the next section onwards; in what
remains of the present section we will introduce some standard theorems on group representations,
without proofs, and, at the end, describe the group of relativistic transformations, the Poincare´ group.
The invariance group of relativity is the Poincare´ group, also called the inhomogeneous Lorentz
group. Its elements are pairs (a, Λ) with a a four-translation consisting of a spatial translation by a, and
a time translation by a0/c; and a (proper, orthochronous) Lorentz transformation, Λ. The generators
of the Poincare´ group may be described as generators of rotations, boosts and translations. Let us
consider any representation, U (a, Λ) of the Poincare´ group; then, for infinitesimal transformations we
write
U (0, R(θ)) ≃ 1− i
h¯
θL,
U (0, L(ξ)) ≃ 1− i
h¯
ξN,
U (a, 1) ≃ 1 + i
h¯
a · P.
The commutation relations may be evaluated in any (faithful) representation; indeed, since these re-
spect product and inverse rules, commutators will also be respected. We may then choose the regular
representation with the U acting on scalar functions of a, Λ. We can then take
Lj = ih¯
∑
ǫjklxk∂l,
Nj = ih¯(x0∂j − xj∂0),
Pj = ih¯∂j , P0 = ih¯∂0
and evaluate the commutators with these explicit expressions. That way we find the relations, valid in
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any representation,
[Lk, Lj ] = ih¯
∑
ǫkjlLl,
[Lk, Nj ] = ih¯
∑
ǫkjlNl,
[Lk, Pj ] = ih¯
∑
ǫkjlPl;
[Lk, P0] =0, [Pµ, Pν ] = 0;
[Nk, Nj ] = − ih¯
∑
ǫkjlLl,
[Nk, Pj ] = − ih¯δkjP0,
[Nk, P0] = − ih¯Pk.
We may also write them in covariant form. If we let
U (Λ) ≃ 1− i
h¯
ωµνMµν ,
then a simple calculation, making use of the fact that
[∂µ, xν ] = gµν
allows us to write the commutation relations in the form
[Mµν , Pα] =ih¯(gναPµ − gµαPν),
[Mµν ,Mαβ ] =ih¯(gµαMβν + gµβMνα
+ gναMµβ + gνβMαµ),
[Pµ, Pν ] = 0.
Consider now a quantum system represented by the state |Ψ〉. A Poincare´ transformation g
will carry it over a new state, |Ψg〉. According to the rules of quantum mechanics, we expect that this
will be implemented by a linear unitary operator,
U (g) = U (a, Λ) :
|Ψg〉 = U (a, Λ)|Ψ〉.
We will require that this be a representation of the Poincare´ group. Actually, this is asking for too
much; in principle, one could have, more generally, a representation up to a phase:
U (a, Λ)U (a′, Λ′) = eiϕU (a+ Λa′, ΛΛ′).
In the following sections we will give an explicit construction with ϕ = 0; the proof that the result is
general is fairly complicated and will not be given here (see Wigner, 1939).
We will then consider unitary representations of the Poincare´ group. Since a reducible repre-
sentation can be decomposed into orthogonal irreducible ones, we need only consider the latter, which
may be identified as those describing elementary systems that we will call particles. Note that here
“elementarity” is not used in a dynamical sense; it only means that the corresponding isolated system
cannot be described as two or more systems, also isolated15.
15Our treatment will not be mathematically rigorous. Mathematical rigour can be provided by consulting the
treatises of Bogoliubov, Logunov and Todorov (1975) or Wightman (1960). The problem of giving the general
description of relativistically invariant systems was first fully solved by Wigner (1939), whose paper we will
essentially follow.
– 44 –
-elements of group theory-
7.2. Relativistic one-particle states: general description
Let us denote by H the Hilbert space for free one-particle states. We will construct a basis of
H, working in the Heisenberg picture, the simplest one to use for our analysis.
Consider the operators that represent translations, U (a, 1) ≡ U (a). If we write them in expo-
nential form,
U (a) = exp ia · P,
then unitarity of U implies Hermiticity of the Pµ. We will identify P0 with the energy
16 operator (the
Hamiltonian), and P the ordinary momentum operator; the four Pµ form the four-momentum operator.
From the commutation relations, it follows that the operator P 2 = P · P commutes with all
the generators of the Poincare´ group, and hence also with all the U (a, Λ). Schur’s lemma then implies
that it is a constant, which we identify with the square of the mass (which can be zero):
m2 = P · P.
Because of this, it follows that, for free particles, the operator P0 is actually a function of the P:
P0 = +(m
2 +P 2)1/2,
where we have chosen the positive square root to get positive energies. If p are the eigenvalues of the
P, and p0 those of P0, we thus have
p0 = +
√
m2 + p2,
as was to be expected for a relativistic particle.
As we know, the Pµ commute among themselves. We can then diagonalize them simultaneously,
and consider the corresponding eigenvectors as the desired base of H, which we denote by |p, ζ〉, with
ζ being whatever extra quantum numbers necessary to specify the states; as we will see, the ζ will
be essentially a spin component. Note that the notation |p, ζ〉, although convenient, is redundant; we
could also write |p, ζ〉 = |p, ζ〉, since p0 is fixed once p is given.
Because |p, ζ〉 are eigensates of the Pµ, we have
Pµ|p, ζ〉 = pµ|p, ζ〉,
and, exponentiating, and writing U (a) for U (a, 1),
U (a)|p, ζ〉 = eia·P |p, ζ〉 = eia·p|p, ζ〉.
Let us select a fixed momentum, p, with p · p = m2, p0 > 0. This means that we are choosing a fixed
reference system. Any admissible four-vector for the particle, p, may be written as
p = Λ(p)p,
where Λ(p) is a (not unique) Lorentz transformation. We then choose a family of such Lorentz trans-
formations, Λ(p), one for each p. The basis we will find will depend on the family of Λ(p) we choose;
but the choice will be left unspecified for the moment. Then, we define the basis |Λ(p), ζ〉 by17
|Λ(p), ζ〉 ≡ U (Λ(p))|p, ζ〉,
i.e., by accelerating via Λ(p) to momentum p; to simplify the notation, we write U (Λ) for U (0, Λ).
Let us first prove that the state |Λ(p), ζ〉 corresponds to four-momentum p. To see this, we
evaluate
U (a)|Λ(p), ζ〉 = U (a)U (Λ(p))|p, ζ〉.
16Unless otherwise explicitly stated, we will use natural units with h¯ = c = 1.
17The notation |Λ(p), ζ〉 is shorthand. A more precise notation for this state would be |p, ζ;Λ(p)〉, i.e., a state
with momentum p, other quantum number ζ, and obtained with the Lorentz transformation Λ(p). Our
notation is simpler and, hopefully, transparent enough.
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Using the identity
U (a)U (Λ(p)) = U (a, Λ(p)) = U (Λ(p))U (Λ(p)−1a),
we obtain
U (a)|Λ(p), ζ〉 = U (Λ(p))U (Λ(p)−1a)|p, ζ〉.
Taking into account that
(Λ(p)−1a) · p = a · Λ(p)p = a · p,
we get
U (Λ(p))U (Λ(p)−1a)|p, ζ〉
= U (Λ(p))ei(Λ(p)
−1a)·p|p, ζ〉
= eip·aU (Λ(p))|p, ζ〉
= eip·a|Λ(p), ζ〉.
We have thus shown that
U (a)|Λ(p), ζ〉 = eia·p|Λ(p), ζ〉,
and (for example, by differentiating with respect to aµ at a = 0) that |Λ(p), ζ〉 is a state with momentum
p, as claimed above:
Pµ|Λ(p), ζ〉 = pµ|Λ(p), ζ〉.
These equation tell us how the translations act upon our basis of state vectors, |Λ(p), ζ〉. We
will now deduce corresponding formulas for Lorentz transformations. To do so, we start by considering
transformations, which we will denote by Γ, Γ ′, . . ., contained in the little group of p, W(p); and we
will let these transformations act on |p, ζ〉 ≡ |Λ(p), ζ〉 itself. Because the Γ leave p invariant, it follows
that the state vector U (Γ )|p, ζ〉 still corresponds to momentum p. Therefore, it will have to be a linear
combination of vectors |p, ζ′〉:
U (Γ )|p, ζ〉 =
∑
ζ′
Dζ′ζ(Γ )|p, ζ′〉,
where the Dζ′ζ are certain coefficients. So, in the case of massive particles of spin 1/2, the parameter
ζ will, for example, represent the third component of spin. Thus, we can have18 ζ = ±1/2. It is easy
to verify that the conditions
U (Γ )U (Γ ′) = U (ΓΓ ′), U (Γ−1) = U−1(Γ ), U†(Γ ) = U−1(Γ )
imply that
D(Γ )D(Γ ′) = D(ΓΓ ′),
D(Γ−1) = D(Γ )−1,
D†(Γ ) = D(Γ )−1;
18In some cases it may be convenient to label the matrix elements not with the indices ±1/2, but with indices
1, 2. We thus identify (
D1/2,1/2 D1/2,−1/2
D−1/2,1/2 D−1/2,−1/2
)
≡
(
D11 D12
D21 D22
)
that we may take to be the components of a matrix D:
D(Γ )T = (Dζ′ζ(Γ )), i.e., D(Γ ) = (Dζζ′ (Γ )).
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it follows that the matrices D build up a unitary representation of the little group, W(p). From the
“elementarity” of the system, that is to say, from the fact that U (a, Λ) is irreducible, we can deduce
that the representation D must also be irreducible.
Exercise: Prove this.
The specific form of the D will be given in the next two sections. For the moment we will
assume that we have such a representation, so that we know the values of the coefficients Dζ′ζ(Γ );
with their help we will be able to solve in full generality the problem of finding how arbitrary Lorentz
transformations act. In fact, we have,
U (Λ)|Λ(p), ζ〉 = U (Λ)U (Λ(p))|p, ζ〉
= U (Λ(Λp))U (Λ(Λp))−1U (ΛΛ(p))|p, ζ〉
= U (Λ(Λp))U (Λ(Λp)−1ΛΛ(p))|p, ζ〉,
where Λ(Λp)p = Λp, and we have introduced a term U (Λ(Λp))U (Λ(Λp))−1 = 1 and used the group
properties of the U . Now,
(Λ(Λp))−1ΛΛ(p)p = (Λ(Λp))−1Λp = p,
so that the transformation (Λ(Λp))−1ΛΛ(p), which we will write as Γ (p, Λ), is in W(p), since it leaves
p invariant. We thus find
U (Γ (p, Λ))|p, ζ〉 =
∑
ζ′
Dζ′ζ(Γ (p, Λ))|p, ζ′〉;
substituting this we get the explicit formula
U (Λ)|Λ(p), ζ〉 =
∑
ζ′
Dζ′ζ(Γ (p, Λ))|Λ(Λp), ζ′〉,
Γ (p, Λ) ≡ (Λ(Λp))−1ΛΛ(p).
Besides choosing the family of Λ(p), and finding the explicit values of the Dζ′ζ , the only thing
that we need to have the problem totally solved is to find the normalization of the states |Λ(p), ζ〉 such
that relativistic transformations leave it invariant, i.e., such that the U (a, Λ) are unitary.
The U (a) are unitary by construction. If we assume the ζ to be eigenvalues of an observable,
we will have
〈Λ(p), ζ|Λ(p′), ζ′〉 = N(p)δ(p− p ′)δζζ′ ,
where N is a factor to be determined by the requirement that, for any Λ,
〈U (Λ)(Λ(p), ζ)|U (Λ)(Λ(p′), ζ′)〉
= 〈Λ(p), ζ|Λ(p′), ζ′〉
(unitarity). Substituting and recalling that the matrix D = (Dζ′ζ) is unitary, we find the condition
N(Λp)δ(Λp− Λp ′) = N(p)δ(p− p ′).
If Λ is a rotation R, and since δ(Rp) = δ(p), it follows that N can only depend on |p|, or, equivalently,
on p0, N = N(p0). Considering next a boost along OZ, Lz, with parameter ξ,
Lz :p0 → (cosh ξ)p0 + (sinh ξ)p3,
p3 → (cosh ξ)p3 + (sinh ξ)p0,
p1 → p1, p2 → p2 :
we find
N((cosh ξ)p0)
1
(cosh ξ)p0
δ(p− p ′) = N(p0)δ(p− p ′),
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for any ξ, so that we get N(p0) = constant× p0. We will follow custom in choosing this constant equal
to 2, so the invariant form of the scalar product is finally
〈Λ(p), ζ|Λ(p′), ζ′〉 = 2p0δ(p− p ′)δζζ′ , p0 = +
√
m2 + p2.
Before moving on to the detailed analysis of the various different cases, a few more words on
general matters are in order. First of all we again remark that the analysis of this section is valid
for massive as well as massless particles; for the latter it is sufficient to set m = 0 in the appropriate
formulas. Secondly, it may appear that our analysis is dependent on the fixed vector (or reference
system) p, from which we build the basis. This is not so; because the little groups of two p, p ′ are
isomorphic, it follows that substituting p ′ for p merely result in a change of basis in H. The same is
true if we replace the family Λ(p) by another family, Λ′(p).
Exercise: Find the operators that implement the changes of basis (A) when replacing p by p ′, and (B)
when replacing Λ(p) by Λ′(p).
Exercise: Suppose that, for a particle, there existed a state |p⊥〉 different from all the p = Λp. Prove then
that 〈p⊥|Λp〉 = 0 for all Λ, and that the representation turns out to be reducible.
Finally, the analysis of this section may appear excessively abstract to the reader. This could
be overcome by returning to it after having gone over the next two sections.
7.3. Relativistic states of massive particles
The idea behind Wigner’s method is actually very simple, at least for particles with mass. In
this case, one chooses a reference system with p0 = m, pi = 0, that is to say, the reference system
in which the particle is at rest. Here, nonrelativistic quantum mechanics is manifestly valid, which
suggests to us that we take the quantum numbers ζ to be the values of the third component of spin.
In this case, we will use the label λ instead of ζ. We thus start by considering the states at rest,
|p, λ〉.
The little group of p consists of ordinary three-dimensional rotations, which we denote by R
rather than Γ . The matrices D(R) are just the standard D(s)(R(θ)), for a particle with total spin s.
They are
D(s)(R(θ)) = exp
−i
h¯
θS,
where S are the familiar spin operators. For s = 1/2,
D(1/2)(R(θ)) = e−iσθ/2.
For arbitrary s, the values of the matrix elements D
(s)
λλ′(R) of D
(s) can be found in Wigner (1959). We
then have
U (R)|p, λ〉 =
∑
λ′
D
(s)
λ′λ(R)|p, λ′〉.
For states in an arbitrary reference system, with momentum p, we may boost by a L(p) such
that L(p)p = p.
Then the states |L(p), λ〉 are defined as
|L(p), λ〉 ≡ U (L(p))|p, λ〉,
and we normalize them to
〈L(p), λ|L(p′), λ′〉 = 2p0δ(p− p ′)δλλ′ .
To find the transformation properties of the |L(p), λ〉 under an arbitrary Lorentz transformation Λ,
we proceed as follows: Λ will carry p over Λp. Therefore we (a) go to the reference system where the
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particle is at rest decelerating by L−1(p), (b) see how the state transforms there and (c) boost now by
L(Λp). In formulas,
U (Λ)|L(p), λ〉 = U (Λ)U (L(p))|p, λ〉
= U (L(Λp))U (L(Λp)−1)U (Λ)U (L(p))|p, λ〉
= U (L(Λp))U (R(p, λ))|p, λ〉,
where
R(p, Λ) = L(Λp)−1ΛL(p)
is called a Wigner rotation; it is a rotation since R(p, Λ)p = p. We obtain the result
U (Λ)|L(p), λ〉 = U (L(Λp))U (R(p, Λ))|p, λ〉
= U (L(Λp))
∑
λ′
D
(s)
λ′λ(R(p, Λ))|p, λ′〉
=
∑
λ′
D
(s)
λ′λ(R(p, Λ))|L(Λp), λ′〉,
so that
U (Λ)|Λ(p), λ〉 =
∑
λ′
D
(s)
λ′λ(R(p, Λ))|L(Λp), λ′〉,
R(p, Λ) = L(Λp)−1ΛL(p).
Of course, we have already seen this in the previous section. The basis |L(p), λ〉 is sometimes
called the covariant spin basis. Another useful basis is the helicity basis. To build it, we choose, instead
of pure boosts L(p), the transformations H(p) defined as follows: first, take a pure boost L(pz) that
carries p over pz with pz0 = p0, p
z
1 = p
z
2 = 0, p
z
3 = p3. Then, let R(z → p) be a rotation around the axis
z× p that carries the OZ axis over p. We define
H(p) ≡ R(z → p)L(pz), |H(p), η = ζ〉 = U (H(p))|p, ζ〉.
The corresponding states |H(p), η = ζ〉 are the helicity states, since η is the projection of the spin on
the vector p.
The analysis is fairly straightforward for massive particles. The reason why we gave the general
discussion of the previous section is its usefulness in studying the case of massless particles.
The nonrelativistic limit is obtained when |p| ≪ m, so that p0 ≃ m. The normalization
becomes (taking the covariant spin case for definiteness)
〈L(p), λ|L(p′), λ′〉 ≃
NR
2mδλλ′δ(p− p ′),
so that
|L(p), λ〉 =
√
2p0|p, λ〉NR ≃
NR
√
2m|p, λ〉NR, NR〈p, λ|p′, λ′〉NR = δλλ′δ(p− p′).
Because of this some authors define
|L(p), λ〉I = 1√
2m
|L(p), λ〉,
or
|L(p), λ〉II = 1√
2p0
|L(p), λ〉.
Here we will stick to our conventions. Choice I presents the problem of collapsing for massless particles;
choice II is not relativistically invariant. Our choice is valid for massless as well as massive particles, and
is relativistically invariant; the price to pay is a factor
√
2p0 between relativistic and NR normalization,
a price that is quite justified.
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Next we turn to the discrete symmetries C, P , T . C is defined trivially by setting
C|p, λ〉 ≡ ηC |p, λ〉,
where |p, λ〉 denotes the state of an antiparticle with the same momentum p and spin λ as the par-
ticle |p, λ〉. P and T are not given by the previous analysis; but we can use the same method, with
slight modifications. Beginning with parity, we define the operator P by considering that it is the
representative of space reversal, Is, (Isx)µ = gµµxµ: P = U (Is). We then write
P|L(p), λ〉 = U (Is)U (L(p))|p, λ〉
= U (L(Isp))U (L(Isp)
−1IsL(p))|p, λ〉.
Now, L(Isp)
−1IsL(p) leaves p invariant. It is not a rotation, because its determinant is (−1); but then
R(p, Is) ≡ L(Isp)−1IsL(p)Is
is a rotation. In the nonrelativistic case,
P|p, λ〉 = ηP |p, λ〉,
so that, finally,
P|L(p), λ〉 = ηP
∑
λ′
D
(s)
λ′λ(R(p, Is))|L(Isp), λ′〉.
For time reversal we can repeat the analysis with the modifications due to the antiunitary
character of T . Using that
T PµT −1 = (IsP )µ,
we find that
T |L(p), λ〉 = ηT
∑
λ′
D
(s)
λ′,−λ(R(p, Is))(−i)2λ|L(Isp), λ′〉.
Exercise: Evaluate P|H(p), ζ〉, T |H(p), ζ〉.
7.4. Massless particles
This case is essentially different from the previous one, not merely the limit asm→ 0, something
that could already have been imagined from what one finds for massless particles with the wave function
formalism. To begin with, since a particle without mass cannot be at rest, the choice of p is less helpful
than before. What we do is merely define our spatial axes so that p points in a convenient direction,
say, along OZ: we thus take
p1 = p2 = 0, p3 = p0.
The particular value of p0 is (for systems with a single particle) irrelevant; we may get p0 = 1 by a
boost, or by just taking p0 as the unit of energy.
Let us now consider the little group of this p, W(p). If Γ is in W(p), we can represent it as
before. We then decompose Γ as
Γ = ΛtRz(θ),
where Rz(θ) is a rotation around OZ by an angle θ, so that the corresponding matrix (Γ ) is
(Γ ) =
 1 0 00 1 0
ξ η 1
 cos θ sin θ 0− sin θ cos θ 0
0 0 1
 ,
Γ31 = ξ cos θ − η sin θ, Γ32 = ξ sin θ + η cos θ.
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The first term in the expression for (Γ ), viz., 1 0 00 1 0
ξ η 1
 ,
corresponds to Λt; the second one to Rz(θ). Because the product of two transformations Γ1, Γ2 in
W(p) lies in W(p), it follows that we can write
Γi = ΛitRz(θi), i = 1, 2,
and
Γ1Γ2 = Λ12tRz(θ12),
where the angle θ12 will depend on Γ1, Γ2:
θ12 = θ12(Γ1, Γ2).
Exercise: Prove that, with self-explanatory notation,
θ12(Γ1, Γ2) = θ1 + θ2,
ξ12(Γ1, Γ2) = ξ1 + (cos θ1)ξ2 − (sin θ1)η2, η12(Γ1, Γ2) = η1 + (cos θ1)η2 + (sin θ1)ξ2.
To get a representation of the Poincare´ group we require a representation of this little group,
W(p). This little group is actually isomorphic to the Euclidean group in two dimensions, and its
representations can be studied by the same methods we are using to find the representations of the
Poincare´ group. The details may be found in Wigner (1939)19; we will take from there, and without
proof, the following result. If we want to have particles with discrete spin values, then the representation
must be of the form
D(Γ ) = D(Rz(θ)), (1)
i.e., we must have
D(Λt) ≡ 1. (2)
Moreover, the representation D(Rz(θ)) can be at most double-valued, so that
D(Rz(2π)) = ±1.
This is because the covering group of the Lorentz group, SL(2,C), is simply connected and covers twice
L.
There is no physical reason for excluding particles with continuous spins (which have been
studied by Wigner, 1963); but it is a fact that all particles found in nature have discrete spin values.
We will therefore require (2).
With the help of this the analysis is easily completed. The irreducible representations of the
Rz(θ), rotations around a fixed (OZ) axis, are trivial. Since the group is Abelian, Schur’s lemma
implies that these representations must be one-dimensional. From this it follows that the index λ in
the classification of the states,
|p, λ〉,
can only take one value. The matrices Dλ′λ(Γ ) are therefore just numbers, equal to δλλ′dλ(θ). Because
the representation has to be unitary, these numbers are of modulus unity and we can write
dλ(θ) = e
−iλθ.
19Or in Wightman (1960), Bogoliubov, Logunov and Todorov (1975).
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The fact that the representation is at most two-valued, implies that the number λ is integer or half
integer. Its interpretation is readily accomplished by comparing the expression for d(θ) with that for a
rotation around the OZ axis in terms of the Sz component of the spin operator,
U (Rz(θ)) = e
−iθSz/h¯ :
λ is the spin component along OZ (or along p, since it coincides with the OZ axis). This is the helicity.
Because there is only one possible value of λ, it follows that, for massless particles, the helicity is
relativistically invariant, something that can be seen in specific cases with the wave function formalism.
Once the transformation properties of the states |p, λ〉 under the little group W(p),
U (Γ )|p, λ〉 = e−iλθ(Γ )|p, λ〉,
are known, we have to specify the family of transformations Λ(p) with Λ(p)p = p to extend the analysis
to arbitrary transformations. Choose p0 = 1; for an arbitrary p we set
Λ(p) = H(p),
H(p) = R(z → p)L(pz).
L(pz) is the pure boost along OZ such that
L(pz)p = pz,
pz0 = p0, p
z
1 = p
z
2 = 0, p
z
3 = p0;
R(z → p) is the rotation around the axis z× p that carries OZ over p. We then define
|p, λ〉 ≡ U (H(p))|p, λ〉,
and we find that
U (Λ)|p, λ〉 = e−iλθ(p,Λ)|Λp, λ〉;
the angle θ(p, Λ) is the angle of the OZ rotation contained in
Γ (p, Λ) = H(Λp)−1ΛH(p),
when we decompose it as
Γ (p, Λ) = ΛtRz(θ(p, Λ)).
The normalization is
〈p, λ|p, λ〉 = 2p0δ(p,p′).
Next we consider the discrete symmetries P , T . Starting with parity, the corresponding oper-
ator should satisfy
PP0P−1 = P0, PPP−1 = −P,
PLP−1 = L, PSP−1 = S;
from this, and for the helicity operator
Sp = (1/|p|)PS,
we obtain
PSpP−1 = −Sp.
Therefore we would have to postulate that
P|p, λ〉 = ηP |Isp,−λ〉.
In general this will be impossible: because the value of λ is now invariant, this requires that there exist
two independent states, a state with helicity λ and another with −λ. In nature we find two kinds of
particle. In one class we have particles like the photon, gluons or, presumably, the graviton, which
can exist in the two helicity states: ±1 for the first two, ±2 for the last. In the second class we have
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particles,20 like the neutrinos, which exist only with helicity −1/2; or the antineutrinos which always
carry helicity +1/2. For these particles parity is not defined and indeed the interactions that involve
them violate parity.
For neutrinos and antineutrinos we can define a combined operation, CP , the product of parity
and particle–antiparticle conjugation that carries neutrinos (with helicity −1/2) into antineutrinos (with
helicity +1/2), and vice versa21. There is a third class, that of particles with helicity λ for which neither
particles or antiparticles with helicity −λ existed, which is mathematically possible but of which no
representative has been found in nature.
For time reversal,
T ST −1 = −S, T PT −1 = −P,
so that
T SpT −1 = Sp,
and we can define the antiunitary operator T with
T |p, λ〉 = ηT (−i)2λ|Isp, λ〉;
the phase (−i)2λ is introduced for aesthetic reasons, to make the massless case similar to the massive
one.
Let us return to parity. If the state |Isp,−λ〉 exists, we will have to double our Hilbert space
of states to make room for it. We define total spin as s = max |λ|, and chirality δ as δ = λ/s = ±1.
We may label the states as
|p, s, δ〉,
and the transformation properties can then be written as
U (Λ)|p, s, δ〉 = e−iδsθ(p,Λ)|Λp, s, δ〉,
P|p, s, δ〉 = ηP |Isp, s,−δ〉.
The representation is reducible as a representation of the Poincare´ group because the subspaces with
δ = 1 and δ = −1 are separately invariant; it is irreducible as a representation of the orthochronous
(but not proper) group obtained adjoining space reversal, Is, with U (Is) ≡ P , to the orthochronous,
proper Poincare´ group.
7.5. Connection with the wave function formalism
The construction of relativistic states with well-defined position, |r, t, a〉 (t is the time, and a repre-
sents possible extra labels) does not make much physical sense. Therefore, the connection between the
abstract ket formalism and the wave function formalism is now less straightforward than in the nonrel-
ativistic case, where we simply have Ψa(r, t) = 〈r, t, a|Ψ〉. Now, we will connect with the momentum
space wave functions; these can be then linked, via the appropriate Fourier transformations, to x-space
ones.
We then want to establish the correspondence between ket states and (multicomponent) wave
functions ψ
(k,λ)
a (p), corresponding to momentum k and spin component λ (note that here p is the vari-
able). We will work in the Heisenberg representation, so the ψ are time independent. Time dependence
can be introduced, if so wished, by writing
Ψ(k,λ)a (p, t) = e
−ik0tψ(k,λ)a (p), k0 =
√
m2 + k 2.
Here we work in natural units, h¯ = c = 1.
20We are here neglecting neutrino masses.
21One can prove quite generally that the product CPT is always a symmetry for any relativistic theory of local
fields. For the proof see, for example, the text of Bogoliubov, Logunov and Todorov (1975).
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The case of spinless particles is simple. We just have
ϕ(k)(p) = 〈p|k〉 = 2k0δ(p− k),
but spin poses nontrivial problems. We will only consider the spin 1/2 case; the generalization to higher
spins is straightforward, for m 6= 0, and can be found in Moussa and Stora (1968), Weinberg (1964)
and Zwanziger (1964a,b). (The latter also treat the massless case).
The wave function of a particle of spin 1/2, with third component of covariant spin s3 and
momentum k can be written (extracting the time dependence) as
ψ(k,s3)(p) = D(L(k))u(0, s3)2k0δ(k− p).
Taking into account that
u(0, 1/2) =

1
0
0
0
 , u(0,−1/2) =

0
1
0
0

it becomes convenient for our calculations to change the labels s3 = ±1/2 to τ = 1, 2, so that 1/2→ 1,
−1/2→ 2. Then we may write ua(0, τ) = δaτ , and (6.6.3) adopts the simple form
ψ(k,τ)a (p) = Daτ (L(k))2k0δ(k− p),
and we then have the explicit expression
ua(k, τ) = Daτ (L(k)).
Dab(L(k)) is the ab matrix element of the matrix D(L(k)); we will here use the Weyl representation of
the γ matrices, so that
γWµ =
(
0 σ˜µ
σµ 0
)
, σ˜i = −σi, σ˜0 = σ0 = 1.
We have
D(L(k)) ≡ D(L(k)) = 1√
m
(k0 + kα)
1/2 =
1√
m
(k · γγ0)1/2,
a formula valid in any representation. In Weyl’s, this becomes
DW(L(k)) =
1√
m
(
(k · σ˜)1/2 0
0 (k · σ)1/2
)
. (1)
This is of course the reason why the Weyl representation is useful for us: the matrix DW is “box-
diagonal”. Taking into account that the matrix that leads from the Pauli to the Weyl representation
is
1√
2
(γP0 + γ
P
5 ) =
1√
2
(
1 1
1 −1
)
,
and the known expression for the spinors in the Pauli relization (see, e.g., Yndura´in, 1996) we find for
the spinors u(0, τ), in the Weyl realization,
uW(0, 1) =
1√
2

1
0
1
0
 , uW(0, 2) = 1√
2

0
1
0
1
 . (2)
In what follows we suppress the label “W”.
We may rewrite the wave function as
ψ =
(
ϕ
ϕ˜
)
ψ(k,τ)a (p) = ϕ
(k,τ)
α (p), a = α = 1, 2; ψ
(k,τ)
b (p) = ϕ˜
(k,τ)
β˙
(p), b = β˙ + 2 = 3, 4,
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with
ϕ(k,τ)α (p) =
1√
2m
((k · σ˜)1/2)ατ2k0δ(p− k),
ϕ˜
(k,τ)
β˙
(p) =
1√
2m
((k · σ)1/2)β˙τ2k0δ(p− k)
(3)
(the notation with dotted indices, such as β˙, for the components ϕ˜β˙ is the traditional one).
Because ψ satisfies the Dirac equation, it follows that we can get ϕ˜ in terms of ϕ (or vice versa).
Indeed, we have
ϕ˜
(k,τ)
β˙
(p) =
∑
a
(
k · σ
m
)
β˙α
ϕ(k,τ)α (p). (4)
Exercises: i) Prove (4) by verifying that the identity (k · σ)(k · σ˜) = k · k implies that (3) is equivalent to
the Dirac equation (k · γ −m)ψ(k,τ)(p) = 0. ii) Check that
(k · σ˜)1/2 = [2(k0 +m)]
−1/2(m + k0 + kσ).
Owing to this relation (4), it is sufficient to establish the connection between the states |k, τ〉
and the wave functions ϕ
(k,τ)
α (p). This is achieved by introducing the so-called spinorial states, |p, α〉,
defined to be such that
ϕ(k,τ)α (p) ≡ 〈p, α|k, τ〉.
Taking into account the explicit form of the ϕ, we obtain the formula that links the spinorial states to
the familiar states with given covariant spin |k, τ〉: it is
|p, α〉 =
∑
τ
∫
d3k
2k0
((
k · σ˜
2m
)1/2)
τα
2k0δ(p− k)|k, τ〉,
and we have used the Hermiticity of the matrix (k · σ˜)1/2.
The matrix (k · σ˜/m)1/2 is not unitary. The basis |p, α〉 is therefore not orthogonal; rather one
has
〈p′, α′|p, α〉 = (p · σ˜)α′α
2m
2p0δ(p− p′)
The index α does not correspond to any quantum number.
Exercise: Prove that d3p/2p0, 2p0δ(p− p
′) are invariant by writing, for p0 > 0,
δ4(p− p
′) = δ(p2 − p′2)2p0δ(p− p
′).
Exercise: Find R(p, Λ) in the NR limit, including corrections O(v2/c2).
Exercise: Find R(p, Is) for Λ(p) = L(p). Find |H(p), λ〉 in terms of |L(p), η〉, and viceversa.
Exercise: Let Wµ = ǫµνρσPνMρσ (Pauli-Lubanski vector). Prove that W
2 = invariant = −m2s(s+ 1), s
the spin.
Exercise: Verify that, for any Λ,
U(Λ) :ϕ(k,τ)α (p)→
∑
α′
D
(1/2)
αα′ (Λ)ϕ
(k,τ)
α′ (Λ
−1p),
U(Λ) : ϕ(k,τ)α (p)→
∑
τ′
D
(1/2)
τ′τ (R(k, Λ))ϕ
(Λk,τ′)
α (p).
Here, D(Λ) = D(L)D(R), for Λ = LR, with
D
(1/2)
αβ (L(p)) = m
−1(p · σ˜)
1/2
αβ , D
(1/2)
αβ (R(θ)) =
(
e−iθσ/2
)
αβ
, etc.
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7.6. Two-Particle States. Separation of the Center of Mass Motion. States with
Well-Defined Angular Momentum
Although the subject of this subsection has little to do with groups, we include it here for completeness.
Let us consider two free particles (which for simplicity we take to be distinguishable), A, B,
with masses mA, mB . A state of these two particles can be specified by giving the momenta pA, pB
and spin quantum numbers (for example, the helicities) to be denoted by α, β: we thus write it as
|pA, α; pB, β〉, pA0 ≡
√
m2A + p
2
A, pB0 ≡
√
m2B + p
2
B
with normalization
〈p′A, α′; p′B , β′|pA, α; pB, β〉 = δαα′2pA0δ(pA − p′A)× δββ′2pB0δ(pB − p′B).
The same state can be specified by giving the total four-momentum, p = pA + pB , the direction of the
relative three-momentum, k = (pA − pB)/2, and the spin labels α, β:
|pA, α; pB, β〉 = |p;k;α, β〉;
we write k, which is redundant (just as pA0, pB0 were redundant before) instead of Ωk (the angular
variables of k) for simplicity of notation.
Exercise: Show that, given p, Ωk we can reconstruct pA, pB .
The tensor product notation is at times convenient, and we will thus write
|pA, α〉 ⊗ |pB , β〉 = |pA, α; pB, β〉 = |p;k;α, β〉 = |p〉 ⊗ |k;α, β〉.
The scalar product can be easily expressed in terms of the new variables: first,
δ(pA − p′A)δ(pB − p′B) = δ(p− p′)δ(k− k′);
then, we can use the relation
δ(k− k′) = 1
k2
δ(|k| − |k′|)δ(Ωk − Ωk′) = 1
k2
J−1δ(p0 − p′0)δ(Ωk −Ωk′),
where J is the Jacobian J = ∂|k|/∂p0, to get
δ(pA − p′A)δ(pB − p′B) = (1/Jk2)δ(p0 − p′0)δ(Ωk −Ωk′).
We will only need the relative motion (described by k) in the center of mass (c.m.) system, p = 0.
Here, p0 = pA0 + pB0 = (m
2
A + k
2)1/2 + (m2B + k
2)1/2 so that
J = ∂|k|/∂p0 = pA0pB0/p0|k|,
and finally we obtain
〈p′A, α′; p′B , β′|pA, α; pB, β〉 = 〈p′;k′;α′, β′|p;k;α, β〉 =
4p0
|k| δ4(p− p
′)δ(Ωk −Ωk′)δαα′δββ′ ,
δ(Ω −Ω′) ≡ δ(cos θ − cos θ′)δ(φ− φ′),
with θ, φ the polar angles corresponding to the solid angle Ω. We write this also as
〈p′|p〉 = δ4(p′ − p), 〈k′;α′, β′|k;α, β〉 = 4p0|k| δ(Ωk′ − Ωk)δαα′δββ′ .
This will allow us to introduce a completeness relation once we ascertain the range of the variables p0,
p. Clearly, p varies over all space; but p0 is limited by
p0 = pA0 + pB0 =
√
m2A + p
2
A +
√
m2B + p
2
B =
√
p2 + p2,
p2 ≥ (mA +mB)2.
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We can thus write the four-dimensional delta as
δ4(p− p′) = 2p0δ(p− p′)δ(p2 − p′2),
so that the completeness relation can be expressed separating the c.m. piece, which behaves as a
composite particle with (variable) squared mass p2 and momentum p, and the relative motion, described
by k, as follows:
1 =
∑
αβ
∫
d3pA
2pA0
∫
d3pB
2pB0
|pA, α; pB, β〉〈pA, α; pB , β|
=
∑
αβ
∫
d4p
∫
dΩk
|k|
4p0
|p;k;α, β〉〈p;k;α, β|
=
∫ ∞
(mA+mB)2
d(p2)
∫
d3p
2p0
|p〉〈p| ⊗
∑
αβ
∫
dΩk
|k|
4p0
|k;α, β〉〈k;α, β|
= 1c.m. ⊗ 1rel.
In the c.m. system one can construct states with well-defined orbital angular momentum l, and
third component M as in the nonrelativistic case: we have
|l,M ;α, β〉 =
∫
dΩkY
l
M (Ωk)|k;α, β〉.
The completeness relation can again be expressed in terms of the states |l,M ;α, β〉: separating
c.m. and relative motion, we get
1 = 1c.m. ⊗ 1rel;
1c.m. =
∫
d4p|p〉〈p|,
1rel =
∑
αβ
∫
dΩk
|k|
4p0
|k;α, β〉〈k;α, β|
=
|k|
4p0
∑
αβ
∑
lM
|l,M ;α, β〉〈l,M ;α, β|.
One can, if so wished, compose the angular momentum and spins; we leave the subject here (see e.g.
Yndura´in, 1996).
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