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Kumpulan tiedekirjasto
Eddy covariance (EC)-vuonmittausmenetelmä perustuu ilman turbulenttisten liikkeiden mittaami-
seen tarkoilla ja nopeilla mittalaitteilla. Esimerkiksi metaanivuon mittaamiseen tarvitaan nopea
kaasuanalysaattori, joka mittaa metaanin konsentraatiota vähintään kymmenen kertaa sekunnissa,
sekä anemometri, joka mittaa tuulen kolmea komponenttia samalla mittaustaajuudella. Aiemmin
metaanin EC-vuomittauksia oli lähes mahdotonta toteuttaa, koska tarpeeksi nopeita ja helppo-
käyttöisiä kaasuanalysaattoreita ei ollut markkinoilla. Kuitenkin viimeisen vuosikymmenen aikana
uusia mittalaitteita on kehitetty ja näin ollen metaanin EC-vuomittaukset ovat yleistyneet.
Tässä opinnaytteessä vertaillaan ja arvioidaan neljän metaanikaasuanalysaattorin toimintaa sekä
näiden avulla määritettyjä metaanivoita. Tämä toteutettiin analysoimalla Siikanevalla, vuoden 2010
kesällä (1.4.-26.10.) tehtyjä EC-metaanivuomittauksia. Mittauskampanjaan osallistuneet neljä kaa-
suanalysaattoria ovat: TGA-100A (Campbell Scientiﬁc Inc., USA), RMT-200 (Los Gatos Research,
USA), G1301-f (Picarro Inc., USA) ja Prototype-7700 (LI-COR Biosciences, USA).
RMT-200 toimi luotettavimmin läpi mittauskampanjan ja sen avulla määritetyllä metaanivuolla
oli keskimäärin pienin satunnainen virhe. Lisäksi kaasuanalysaattoreiden G1301-f ja RMT-200 mit-
tauksista lasketut metaanivuot täsmäävät erittäin hyvin. Kaikkien mittalaitteiden mittauksista las-
ketut turbulenttiset kospektrit ja tehospektrit täsmäävät kohtuullisen hyvin lämpötilan vastaavien
spektrien kanssa. Prototype-7700 toimi vain reilun kuukauden verran mittauskampanjan alussa,
joten sen mittaustarkkuutta ja pitkän ajan toimintakykyä on vaikea arvioida.
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Eddy covariance (EC)-ﬂux measurement technique is based on measurement of turbulent motions
of air with accurate and fast measurement devices. For instance, in order to measure methane ﬂux
a fast methane gas analyser is needed which measures methane concentration at least ten times in
a second in addition to a sonic anemometer, which measures the three wind components with the
same sampling interval. Previously measurement of methane ﬂux was almost impossible to carry
out with EC-technique due to lack of fast enough gas analysers. However during the last decade
new instruments have been developed and thus methane EC-ﬂux measurements have become more
common.
Performance of four methane gas analysers suitable for eddy covariance measurements are assessed
in this thesis. The assessment and comparison was performed by analysing EC-data obtained during
summer 2010 (1.4.-26.10.) at Siikaneva fen. The four participating methane gas analysers are TGA-
100A (Campbell Scientiﬁc Inc., USA), RMT-200 (Los Gatos Research, USA), G1301-f (Picarro Inc.,
USA) and Prototype-7700 (LI-COR Biosciences, USA).
RMT-200 functioned most reliably throughout the measurement campaign and the corresponding
methane ﬂux data had the smallest random error. In addition, methane ﬂuxes calculated from
data obtained from G1301-f and RMT-200 agree remarkably well throughout the measurement
campaign. The calculated cospectra and power spectra agree well with corresponding temperature
spectra. Prototype-7700 functioned only slightly over one month in the beginning of the measure-
ment campaign and thus its accuracy and long-term performance is diﬃcult to assess.
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Correction to previous version
1.11.2011
Olli Peltola
In the previous version of the thesis WPL- and the new spectroscopic correction were
slightly underestimated for RMT-200 due to error in the code. This lead to underes-
timation of RMT-200 methane flux. In the new version Figures 4.8, 4.9, 4.11a, A.1a,
Tables 4.2, 4.3, and the related text, have been altered from the previous version of the
thesis. In this version they are related to correctly post-processed RMT-200 methane flux
data. Also the used gapfilling method changed slightly, since it is determined using mean
methane flux from the four gas analysers.
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List of symbols
Symbol (latin letters) Explanation
( ) time averaging
( ) ′ fluctuation around the mean value
A absorbance of a gas sample in a sampling cell
AFFE absolute value of fractional flux error, i.e. σF divided by the flux
bct instrument specific coefficient related to spectroscopic correction
CF correction factor needed in making spectral corrections
Cows cospectrum function of variables w and s
c arbitrary scalar quantity
cp specific heat of air at constant pressure
D self-broadening coefficient
Dc molecular diffusivity for scalar c
d displacement height
Fc flux of arbitrary scalar c
Fcorrc flux of arbitrary scalar c after spectroscopic and WPL- corrections
FCTc flux of arbitrary scalar c after spectroscopic correction
f natural frequency
H sensible heat flux
HT FD horizontal turbulent flux divergence
h height of the control volume
I0 intensity of incident laser signal
I intensity of transmitted laser signal
[J] gas concentration in the air sample
LE latent heat flux
l length of the path that signal travels in the gas sample
m number of samples that cover the integral timescale
Ni minimum detectable density of molecules in the gas sample
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Symbol (latin letters) Explanation
NEE net ecosystem exchange
n normalised frequency
nm dimensionless frequency where cospectrum attains its maximum value
ns number of samples in a dataset, i.e. averaging time multiplied
with sampling frequency
P atmospheric pressure
Pe equivalent pressure
p partial pressure of the gas that is measured
pi partial pressure of ith gas in the sum
pN2 partial pressure of N2
qcm gas mass density not corrected for spectroscopic or WPL-correction
qv water vapour mass density
Rn net radiation
Sc sum of source and sink terms of scalar c inside the control volume
T temperature
Ta averaging period
T FHF transfer function related to high frequency dampening
T FLF transfer function related to low frequency dampening
U wind vector, U = (u,v,w)
U mean wind speed, U = |U|
u horizontal wind component directed toward mean horizontal wind
u? friction velocity
V control volume (box in Figure 2.2)
v lateral horizontal wind component
WT D water table depth
w vertical wind component
w ′χc ′unc random uncertainty related to instrumental noise
xv mole fraction of water vapour
zr measurement height
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Symbol (greek letters) Explanation
αv αv = 1−βv, where βv = 0.54 is foreign-broadening coefficient
for H2O relative to dry air
βi foreign-broadening coefficient of ith gas in the sum
γˆc,c autocovariance function of c
γˆc,w cross-covariance function of c and w
ε molar absorption coefficient
ζ stability parameter
θ potential temperature
κ dimensionless correction factor describing line broadening effects
κPe partial derivative of κ with respect to pressure
κT partial derivative of κ with respect to temperature
λ latent heat of vaporisation of water
µ molar mass of air divided with molar mass of water
ρa mass density of dry air (kg/m3)
ξc gas number density (mol/m3) corrected for spectroscopic effect
ξcm measured gas number density (mol/m3)
σ mean water vapour density divided with mean air density
σF standard deviation of a covariance
σi absorption cross section
τ response time describing high frequency dampening
τx momentum flux
χc mass mixing ratio (kg/kg) of scalar c respective to dry air
ψc mole fraction (e.g. ppm) of scalar c
ψH2O mole fraction (e.g. ppm) of water vapour
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1 Introduction
Humankind is facing one of the biggest challenges in its history: the rapidly warming
climate. Human activities have caused continuous increase in greenhouse gas concentra-
tions, such as carbon dioxide, methane and nitrous oxide. The increase has caused, via
several feedback loops, the climate to warm-up at an unusually fast pace. However, green-
house gases do not have only anthropogenic but also natural sources. For instance forests
exchange carbon dioxide with the atmosphere via complex processes such as assimilation
and respiration of carbon. Methane is released from wetlands due to microbial activity
in the anoxic layer underneath water table. Majority of the greenhouse gas sources and
sinks are related to interaction between Earth’s surface and the atmosphere. In the late
1950’s beginning of 1960’s the first CO2-flux measurements were conducted between at-
mosphere and underlying surface by using micrometeorological measurement techniques
(Baldocchi, 2003). Since those days micrometeorological flux measurement techniques
have evolved into accurate and precise flux estimation methods and the methods are still
being critically assessed and developed.
The first flux measurements were based on gradient-method, in which the flux is de-
termined from the vertical gradient of gas concentration. A major step forward was taken
in the 1970’s when eddy covariance (EC) method started to supersede gradient-method
as the method of choice. EC method is a direct flux measurement method, meaning that
the measurements are not based on for instance flux-gradient relationship, but the flux is
directly measured. The measurements are based on high frequency wind speed and gas
concentration measurements and thus the development of fast CO2 analysers in the 1970’s
prepared the way for eddy covariance CO2 flux measurements (Baldocchi, 2003).
Prior to 1990’s eddy covariance measurements of methane flux were impossible due
to lack of fast enough gas analysers. However, after the development of fast instruments
based on laser absorption spectroscopy (LAS), studies reporting ecosystem scale methane
EC-flux measurements started to occur (e.g. Verma et al., 1992; Suyker et al., 1996; Rinne
et al., 2007). The early studies employed instruments which needed continuous mainte-
nance and whose accuracy was not high. Furthermore, estimating long term methane
balance was expensive and laborious task due to substantial need of maintenance. Recent
advancements in the development of LAS gas analysers have made sensitive and robust
instruments commercially available, and accordingly, amount of gas analysers applicable
for EC measurements has increased.
The objective of this study is to compare and assess the performance of four methane
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gas analysers and corresponding methane fluxes. This is done by analysing methane flux
data measured during April-October 2010 at Siikaneva fen. Four methane gas analysers
and one sonic anemometer were used to acquire four methane flux estimates. One of
the participating analysers, TGA-100A (Campbell Scientific Inc., USA) (e.g. Billesbach
et al., 1998), is rather old and based on the same principle as the gas analysers used in the
early studies in the 1990’s, while the three other ones, RMT-200 (Los Gatos Research,
USA) (e.g. Baer et al., 2002; Hendriks et al., 2008; Eugster and Pluess, 2010; Tuzson
et al., 2010), G1301-f (Picarro Inc., USA) and Prototype-7700 (LI-COR Biosciences,
USA) (e.g. McDermitt et al., 2010; Dengel et al., 2011; Detto et al., 2011), are new
state-of-the-art instruments.
Chapter 2 includes short introduction to atmospheric methane, wetlands as a sources
for methane and descriptive report on planetary boundary layer structure. However, sub-
stantial proportion of the chapter is related to theoretical basis of eddy covariance mea-
surements and another extensive subchapter discusses structure and theoretical basis of
laser absorption spectrometers. Also new correction method which is related to absorp-
tion line broadening induced errors is presented. Chapter 3 includes description of site
and measurement system characteristics, in addition to data processing methods. In Chap-
ter 4 results from the gas analyser intercomparison are presented, including assessment of
spectral characteristics, methane flux data coverage, error estimation and long-term per-
formance of the four gas analysers. Lastly methane balance over the measurement period
is estimated and in Chapter 5 the results are summarized.
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2 Theory and background
In this chapter first the significance of methane as a greenhouse gas and wetlands as a
source of methane are shortly discussed. Second, turbulent flow and planetary boundary
layer structure is quickly gone through. Third, the theoretical background and assessment
of eddy covariance measurement method are discussed in detail. Finally setup of the gas
analysers based on laser absorption spectroscopy are discussed in addition to the needed
flux correction.
2.1 Methane in the atmosphere
Atmosphere consists mainly of nitrogen, oxygen and argon, constituting approximately
99.97 % of dry air volume. The other gases which constitute the rest of the dry air are
called trace gases. Among them are the greenhouse gases such as carbon dioxide, nitrous
oxide and methane. According to Forster et al. (2007) the ambient methane concentra-
tion in the atmosphere was approximately 1774 ppb in 2005 and it had increased during
years 1984-2005 by approximately 30 %. The growth rate decreased significantly at the
latter part of the period (Dlugokencky et al., 1998), however during years 2007-2009 the
methane concentration growth rate started to increase again (Dlugokencky et al., 2011).
Even though methane concentration is over 100 times smaller than CO2 concentration
and the mean atmospheric lifetime is rather short (12 years), it still plays a major role
in causing greenhouse effect since it absorbs longwave radiation more efficiently. Thus
the global warming potential (GWP) of methane at time horizon of 100 years is approxi-
mately 25 times that of CO2 (Forster et al., 2007).
Methane concentration in the atmosphere increases if the sources outweigh the sinks.
Atmospheric methane has both anthropogenic and natural sources. The main anthro-
pogenic emissions are due to rice agriculture, domesticated animals, mining and burning
fossil fuels such as gas, oil and coal, biomass burning and waste treatment including
emissions from landfills (Denman et al., 2007). According to Chen and Prinn (2006)
the anthropogenic sources are overall approximately 428 Tg(CH4)yr−1. On the other
hand, the main natural sources for methane are wetlands, termites, oceans and hydrates.
Their overall contribution to the total annual emission is approximately 168 Tg(CH4)yr−1
(Chen and Prinn, 2006). There are three known sinks for methane in the troposphere: de-
position to soils, reaction with tropospheric OH and transportation to stratosphere, sink
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related to tropospheric OH being the biggest one of them. The resulting total sink of
tropospheric methane is 581 Tg(CH4)yr−1.
2.1.1 Wetland as a source of methane
Wetlands are the most important natural source for atmospheric methane with annual
emissions of 145 Tg(CH4)yr−1 (Chen and Prinn, 2006). Methane is produced under
anoxic conditions by methanogenic bacteria. It is an end product of microbial metabolism
which takes place only under anoxic conditions. On the other hand methane is oxidized
by bacteria called methanotrophs wherever there is oxygen available (Conrad, 1989).
Conditions that are favourable for methanogenesis can be found in wetlands below
water table (Figure 2.1). In these strictly anoxic conditions organic matter is degraded
into such form that it can be utilized by the methanogenic bacteria to form CH4 (Conrad,
1989). Water table level divides the soil into oxic and anoxic layers, in other words layers
where methane is consumed and produced, respectively.
Methane can be transported from the anoxic layer to the atmosphere via three path-
ways: by diffusion, ebullition or via vascular transport (Figure 2.1). Diffusion is directly
caused by methane concentration gradient in the soil. Methane is transported towards
lower concentration, meaning almost always upwards. Transportation via diffusion is a
slow process and thus part of the produced methane is oxidized in the aerobic layer before
reaching the atmosphere. In some highly productive sediments the amount of produced
methane is so high that water is supersaturated with methane. Therefore methane gas
bubbles are formed and transported into atmosphere. This transport mechanism is called
ebullition. The bubbles pass through the overlying aerobic layer so quickly that no sig-
nificant oxidation of methane by methanotrophs take place. The third pathway called
vascular transport is related to transportation via certain plants. Some plants have hol-
low structures extending into the anoxic layer and methane can be transported via these
tube-like hollow structures into the atmosphere. On the other hand also oxygen flows
through these plants into the anaerobic layer creating oxic conditions around the plants’
roots where methane maybe oxidized (Conrad, 1989).
2.2 A short description on structure of planetary boundary layer
Planetary boundary layer (PBL) refers to the lowest part of the atmosphere which is
strongly influenced by the Earth’s surface. PBL can be defined as that part of the at-
mosphere which is in direct contact with the surface below and responds to surface forc-
7
Figure 2.1 Schematic figure showing CH4 pathways from the wetland to the atmosphere.
Adopted from Whalen (2005).
ings within hour or less. This kind of definition leads the PBL height to be around one
kilometer, higher in turbulent, unstable situations and lower in stable cases (Stull, 1988).
The surface and air flow above interact in various ways by exchanging matter, energy
and momentum. A few examples of the continuous interaction could be plants that con-
sume CO2-molecules in photosynthesis and that transpire water vapour, rise in surface
temperature that is transferred to air above and also surface friction that diminishes the
air flow near the surface. The latter two mechanisms are the main reasons why air flow in
the PBL is almost always turbulent. Increasing temperature of an air parcel makes it more
buoyant, thus warm air near the surface tends to rise and turbulent motion is enhanced.
On the other hand, friction causes wind shear and it also creates turbulence. Turbulent
whirls can reach up to the upper boundary of the PBL (Stull, 1988).
In a daytime situation when strong turbulent mixing occurs, upper boundary of the
PBL is characterised by a rapid change in wind speed and a rise in virtual potential tem-
perature, in other words a stable layer. The stable layer, called entrainment zone, inhibits
turbulent mixing and therefore it acts as a lid above PBL. Thus mixing between PBL and
the rest of the troposphere, called free atmosphere, is weak compared to mixing in the
boundary layer. Below the entrainment zone is a layer where turbulent motions effec-
tively mix the air, and as a result heat, moisture and momentum are uniformly distributed
in the vertical direction. Therefore this layer is often called mixed layer. Usually this
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layer is the biggest part of the whole PBL.
In contrast to daytime, at night the turbulent mixing in the PBL is usually intermittent
and restrained. This is due to the fact that stable stratification governs the PBL and it
inhibits turbulent motions. Due to radiative cooling and absence of heating from the sun,
air near the surface is cooler than air above, thus stable layer is formed.
Between mixed layer and the Earth’s surface is a layer called surface layer. It is con-
stantly affected by the surface forcings and thus for instance temperature and moisture of
air depend strongly on the surface and its characteristics. In contrast to mixed layer, steep
gradients of mean wind speed, wind direction and temperature characterise the surface
layer. It is often defined as the lowest part of the PBL where turbulent fluxes and stress
vary by less than 10% of their magnitude. Also the mean wind profile can be usually
described to increase logarithmically in vertical direction inside this layer and the flow
is insensitive to the Earth’s rotation. The surface layer extends roughly around hundred
meters above the ground (Stull, 1988). Therefore most of the human activities and inter-
action between the atmosphere and the ground are performed within this layer. Thus the
mechanisms controlling the flow field in the surface layer should be studied carefully.
2.2.1 Turbulent flow in the planetary boundary layer
Despite its chaotic nature, turbulent flow can be described to consist of vortices of various
sizes and shapes, which are superimposed on each other. These coherent structures of
velocity, vorticity and pressure are called eddies. Size of the smallest eddies can be on the
order of few millimeters and lifetimes of these small whirls of air are short because their
energy is dissipated by the molecular viscosity. On the other hand, the largest eddies in
the PBL are roughly of the same size as the planetary boundary layer itself, thus reaching
from the ground to the upper boundary of PBL. The spatial scale of eddies range from
millimeters to hundreds of meters, and temporal scale ranges from fractions of a second
to hours (Kaimal and Finnigan, 1994).
Eddies can be divided roughly into three classes according to their size. The largest
eddies gain their energy from the instabilities in the background flow which can be pro-
duced by shear stress or buoyancy, as described in the previous section. This class is called
energy-containing range because in this size range energy is mostly created or contained,
not consumed. Due to gaining energy from the main flow, these eddies are the most ener-
getic. The largest eddies are also subject to instabilities and when these instabilities cause
the eddies to break down, their energy is handed down to smaller eddies that belong to
the next size class called inertial subrange. At this size range energy is neither produced
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nor dissipated, it is only transported from the biggest eddies to the smallest eddies which
are in dissipation range. The smallest eddies are effectively dissipated by the molecular
viscosity and thus kinetic energy is transformed into heat. In short turbulent kinetic en-
ergy is produced by instabilities in the background flow and this energy is handed down to
smaller and smaller eddies until it is transformed into heat by molecular viscosity (Kaimal
and Finnigan, 1994).
In order to measure turbulent eddies correctly, information from many points in space
is needed due to the fact that eddies are spatially extensive structures. Large grid of
measurement points are difficult to handle, and associated with high measurement costs.
Furthermore, even an extensive grid cannot resolve the whole momentary structure of
a turbulent eddy. However, if Taylor’s frozen turbulence hypothesis is adopted, point
measurements in space can be converted from temporal measurements into spatially dis-
tributed data. This way only measurements at one point are needed, because variation in
time can be altered into variation in space by multiplying it by the mean wind speed. In
other words it is assumed that eddies maintain their shape and size while they are advected
by the mean wind past the sensor. Hence the name frozen turbulence hypothesis. This as-
sumption does not hold in every case, because eddies are chaotic swirls of air which tend
to break down and lose their shape, but in most cases it is a valid assumption (Kaimal and
Finnigan, 1994).
Turbulent signal related to the turbulent eddies can be separated from the mean by
using Reynolds decomposition:
x(t) = x+ x ′(t) (2.1)
where x(t) is the measured signal, x is the mean of the dataset and x ′(t) is the fluctuation
around the mean. In the case of boundary layer studies x ′(t) describes the turbulent part
of the signal and x is related to mean wind. The mean is usually calculated as a time
average
x =
1
Ta
Ta/2∫
−Ta/2
x(t)dt (2.2)
where Ta is the averaging period. x is by definition constant during averaging period
and also by definition x ′(t) = 0 (Stull, 1988). The turbulent fluxes can be calculated as
covariances between vertical wind component and measured quantities. This method to
measured surface fluxes is referred to as eddy covariance technique (e.g. Baldocchi et al.,
1988; Aubinet et al., 2000).
Kaimal et al. (1972) determined a model cospectrum which describes turbulent trans-
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port of heat at different eddy sizes in unstable surface layer:
fCowθ
w ′θ ′
=
a1 n
(1+b1 n)
c1 (2.3)
where f is the frequency in Hz, Cowθ cospectrum of turbulent heat flux, w ′θ ′ kinematic
heat flux and n = f (zr− d)/U is normalised frequency, where zr, d and U are measure-
ment height, displacement height and mean wind speed, respectively. a1, b1 and c1 are 11,
13.3 and 7/4, respectively, when n ≤ 1.0 and 4, 3.8 and 7/3, respectively, when n ≥ 1.0.
Kaimal-cospectrum is shown in Figure 3.3. According to scalar similarity assumption
turbulence transports all scalars in the same manner. Therefore cospectral model for tur-
bulent heat flux holds also for other scalars, such as CO2 and CH4.
2.3 Mixing and transportation of gases and heat in the surface layer
Conservation of an arbitrary scalar quantity c at a certain point in space can be described
by
ρa
∂χc
∂ t
+ Uρa ·∇χc = Dc∇2ρaχc − ∇ ·
(
ρa U ′χc ′
)
+ Sc (2.4)
I II III IV V
I: time change in scalar concentration
II: advection of the scalar c by the mean wind
III: the mean molecular diffusion of the scalar
IV: divergence of three dimensional turbulent scalar flux
V: the sum of source and sink terms
where ρa is air mass density, χc is mass mixing ratio of scalar c, U = (u, v, w) is the
mean flow, U ′ = (u ′, v ′, w ′) is the turbulent flow superimposed on the mean flow and
u and v are horizontal wind components and w is vertical wind component (e.g. Stull,
1988; Leuning, 2004). The terms are given in Cartesian coordinates where x and y are the
horizontal components and z is the vertical component.
Molecular diffusion is a mixing process caused by thermal motion of molecules (e.g.
Vesala, 2004). Thermal motion is random motion of molecules, but as a total effect of this
random movement molecules are transported from higher concentration to lower concen-
tration. It can be assumed that in the size scale of planetary boundary layer, it is not an
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important mechanism in mixing and transporting scalars. Stull (1988) promotes this as-
sumption by saying that molecular diffusion is approximately 107 times smaller than the
other terms in Equation 2.5 in a normal surface layer flow situation. However, this is not
the case very near to the surface where the proximity of the surface inhibits air motions
and thus mixing due to turbulent and mean air flow is restrained. In any case, if it is
discarded, four terms I, II, IV and V are left to describe conservation of a scalar.
ρa
∂χc
∂ t
+ Uρa ·∇χc =− ∇ ·
(
ρa U ′χc ′
)
+ Sc (2.5)
I II IV V
Equation 2.5 describes changes in concentration in one point in space. In practice,
mass balance in a control volume over a representative patch of surface is usually studied,
because it can be used to describe the exchange in surface-atmosphere interface. By
integrating Equation 2.5 over a control volume V (box in Figure 2.2) and dividing with
the volume, following equation is achieved:
1
V
∫
V
ρa
∂χc
∂ t
dV +
1
V
∫
V
Uρa ·∇χc dV =− 1V
∫
V
∇ · (ρa U ′χc ′) dV + NEE (2.6)
I II IV V
where NEE (net ecosystem exchange)
NEE =
1
V
∫
V
Sc dV (2.7)
It is assumed that the source and sink term Sc in the control volume consists solely of
exchange between atmosphere and the surface and no other process causes loss or gain of
passive scalar c inside the control volume. Often the integration is done only in vertical
direction, assuming that the vertical profiles are the same everywhere inside the control
volume. Here the integration is done over the volume for the sake of completeness. Now if
the three other terms in Equation 2.6 can be measured, flux of scalar c between atmosphere
and the surface below the control volume, i.e. NEE, can be estimated.
However NEE is rarely deduced from the equation above, and usually it is simplified
with some assumptions. These assumptions should not be made without critical assess-
ment as for instance Finnigan (1999) and Finnigan et al. (2003) pointed out. Often the
turbulence and terrain surrounding the control volume are assumed to be horizontally ho-
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Figure 2.2 Schematic figure showing different components of Equation 2.5 excluding the
storage term and the mean molecular diffusion. Advection caused by the mean flow and
the turbulent fluxes are combined, for instance uc is a combination of uc and u ′c ′. Figure
has been taken from Finnigan et al. (2003).
mogeneous. Horizontal homogeneity of turbulence means that the statistical properties,
for example standard deviation and variance of the flow, do not depend on the location in
horizontal plane. They vary only with height and time. On the other hand terrain is hori-
zontally homogeneous if there is no horizontal changes in surface roughness and sources
and sinks of scalar c are distributed evenly around the control volume. Only an infinite
plane with no surface variation would meet the horizontal homogeneity requirement com-
pletely, but it is still often assumed to hold. After this assumption the terms in Equation
2.6 are independent of x and y and thus derivatives in x- and y-directions vanish. Also
integration over horizontal plane yields only the area of this plane.
NEE =
1
h
h∫
0
ρa
∂χc
∂ t
dz +
1
h
h∫
0
(
wρa
∂χc
∂z
)
dz +
(
ρa w ′χc ′(h)−ρa w ′χc ′(0)
)
(2.8)
V I II IV z
where h is the height of the control volume and IVz represents the vertical component
of the term IV in Equation 2.6. First term on the right hand side describes accumulation
of scalar c in the control volume, second term is advection in vertical direction related to
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mean vertical wind and the third term is the difference in vertical turbulent flux between
ground level and upper boundary of control volume. If further wρa = 0 is assumed,
meaning that there is no net flux of dry air at height h and turbulent flux of scalar c at
ground level, w ′χc ′(0), is assumed to be zero or assumed to be part of NEE, like in Lee
(1998) and Massman and Lee (2002), then
NEE =
1
h
h∫
0
ρa
∂χc
∂ t
dz + ρa w ′χc ′(h) (2.9)
V I IV z
If in addition to horizontal homogeneity, stationarity of turbulence is assumed, then time
derivatives yield zero and equation above is simplified to
NEE = ρa w ′χc ′(h) (2.10)
The method to measure net ecosystem exchange of arbitrary scalar c based on this equa-
tion is referred to as eddy covariance technique. It has been shown to perform well in
estimating surface fluxes over flat, uniform terrain. Over complex terrain the method
lacks in precision, due to the fact that the assumptions (horizontal homogeneity, turbu-
lence stationarity) do not hold. Now the surface fluxes can be defined using the derived
connection between the covariance and the surface sources/sinks
τx = −ρa u ′w ′ (2.11)
H = ρa cp w ′θ ′ (2.12)
LE = λρa w ′qv ′ (2.13)
Fc = ρa w ′χc ′ (2.14)
where H and LE are sensible heat and latent heat fluxes, respectively, τx is momentum
flux or alternatively Reynolds shear stress and Fc is turbulent flux of arbitrary scalar c. λ
is defined as latent heat of vaporisation of water, qv water vapour mass density, θ potential
temperature, ρa is mean air mass density, cp is the specific heat at constant pressure and
χc is mixing ratio of scalar c. Here v=w= 0 and u equals the mean wind speed. Equation
2.14 can describe flux of any scalar, for instance methane, carbon dioxide, ozone, etc. The
fluxes are defined to be positive when directed upwards. In addition to fluxes, a reference
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velocity u? called friction velocity can be calculated using τx:
u? =
√
τx
ρa
(2.15)
u? is used as a scaling parameter and it represents the effect of wind stress on the ground
(Kaimal and Finnigan, 1994).
Many studies have tried to estimate the validity of horizontal homogeneity and tur-
bulence stationarity assumptions and the magnitude of the terms in Equation 2.6 that
were assumed to be negligible (measurements: Feigenwinter et al. (2008), Aubinet et al.
(2003), Staebler and Fitzjarrald (2004), Marcolla et al. (2005), Moderow et al. (2007) and
Feigenwinter et al. (2004), modelling: Katul et al. (2006)). In the light of these studies
definite conclusions cannot be drawn due to difficulties in measuring the terms that were
assumed to be negligible. However, some general findings can be listed. Advection by the
mean wind may have a significant contribution on the mass balance of passive scalar c,
in some cases it can be even larger than vertical turbulent flux. Divergence of horizontal
turbulent flux (HTFD) which is the horizontal part of term IV in Equation 2.6, is smaller
than advection and vertical turbulent flux. Both, advection by the mean wind and HTFD,
are generated by heterogeneities in the terrain and turbulent flow. The so-called storage
term (term I in Equation 2.6) is related to instationarity of turbulence. It describes accu-
mulation/dispersion of scalar c in the control volume. While it does not have an impact on
the long-term mass balance, it may be significant in short-term basis, for instance if diur-
nal variation of the surface fluxes is determined. Descriptive summary of the significance
of different terms in Equation 2.6 is given in Table 2.1.
vertical turbulent flux advection HTFD storage
Can be measured? yes no no yes
Level of understanding + + + - - - - - + + +
Significance in diurnal variation + + + + + + + +
Significance in long term budget + + + + + + 0
Table 2.1 Descriptive summary of the significance of different terms in the budget accord-
ing to various papers mentioned in the text. First line in the table refers to the fact that
whether it is possible to measure these terms with only one tower. Level of understanding
should be considered when the bottom two rows are examined.
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2.4 Gas analysers based on laser absorption spectroscopy
2.4.1 Theory
Growing number of eddy covariance measurement sites employ nowadays gas analysers
based on laser absorption spectroscopy (LAS). In this method gas concentration measure-
ments are based on absorption of electromagnetic (EM) radiation pulse travelling inside
measurement cell. Molecules absorb EM radiation at specific frequencies and therefore
concentration of certain trace gas can be deduced by measuring how much the emitted
signal is attenuated during its travel inside the cell. Absorption of electromagnetic radi-
ation may be caused by various different mechanisms: electronic state of the molecule
may change, molecule may start to rotate or vibrate, among other things. All these dif-
ferent absorption mechanisms are related to EM radiation with certain frequencies, i.e.
EM radiation with certain energies. Molecules need certain specific amount of energy in
order to shift into certain vibrational, rotational or otherwise excited state and thus only
certain distinct frequencies are absorbed. Therefore absorption of EM radiation is formed
of separate absorption lines which correspond to different gases and different exited states
(Atkins and de Paula, 2005).
However, even though theoretically atoms and molecules absorb radiation only at cer-
tain distinct frequencies, in the real world this is not the case. There are several reasons
why absorption lines are spread to a narrow range of frequencies. One of the reasons
is the lifetime broadening which is related to the lifetime of the excited state (Atkins and
de Paula, 2005). Lifetime broadening of absorption line is a property of absorbing species
and thus it does not depend on the prevailing circumstances. Two other effects causing
line broadening are Doppler effect and pressure broadening (Atkins and de Paula, 2005).
Doppler effect means that the frequency of radiation reaching the absorbing species de-
pends on the speed of absorbing molecules. This means that if molecule is approaching
the source of emitted signal it observes the signal to have different frequency than if it
is moving away from the source. On the other hand, speed of molecules depend on the
temperature of the gas sample and therefore line broadening is enhanced in high temper-
atures. Pressure broadening is related to collisions between molecules and their effect
on the lifetimes of excited states. It is molecule dependent effect, i.e. different colliding
molecules cause broadening to different degrees (Atkins and de Paula, 2005). Absorption
line broadening is a absorption line specific feature, meaning that all the absorption lines
are broadened differently even though the reason causing line broadening would be the
same (Tuzson et al., 2010). In a simplified manner it can be said that when pressure and/or
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temperature of the gas sample increases, absorption lines are broadened due to broaden-
ing effects. This causes absorption of electromagnetic radiation to be observed at narrow
frequency ranges, called absorption lines, not at certain distinct frequencies. It must be
kept in mind that these three effects are not the only ones, there are also other mechanisms
causing line broadening, but they are not introduced in this study. The line broadening
effects can be thought to be independent of each other and thus the observed line profile
can be thought to be convolution of the line profiles related to each mechanism (Atkins
and de Paula, 2005).
When gas analysers based on LAS are implemented in eddy covariance system, pres-
sure broadening and Doppler effect induce errors to the measurements due to the fact that
at field conditions gas composition and temperature cannot be controlled with sufficient
amount. A correction method to account for these line broadening mechanisms and their
effect on measured gas concentration is introduced in Chapter 2.4.3.
Concentration [J] of the absorbing species in a gas sample can be determined by mea-
suring absorption of radiation at a particular frequency and then applying Beer-Lambert’s
law:
A = log
(
I0
I
)
= ε [J] l (2.16)
where A is the sample absorbance, I0 and I are the intensities of the incident and transmit-
ted signal, respectively, l is the length of the path that radiation travels in the gas sample
and ε is molar absorption coefficient. The logarithm is to base 10. ε is a frequency de-
pendent parameter, reaching its maximum value when absorption is most intense. When
measuring concentration usually I0 and I are measured first, then A is determined using
Equation (2.16) and finally concentration [J] is calculated with equation
[J] =
A
ε l
(2.17)
which can be used, because ε and l are known (Atkins and de Paula, 2005). Line broad-
ening mechanisms affect the concentration measurement by altering measured I.
2.4.2 Design of LAS gas analysers
Gas analysers relying on laser absorption spectroscopy (LAS) can be thought to consist
of three main parts: the source of emitted radiation signal, cell for sample gas, and possi-
bly also reference gas, and detector. Usually the emitted signal is almost monochromatic
radiation, that is the radiation bandwidth is extremely small. Emitted signal can be mod-
ified to correspond for instance to methane molecules certain vibrational excitation state,
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i.e. certain absorption line. The emitted signal is directed with mirrors to travel through
the sample cell. For some analysers, other signal travels through cell filled with reference
gas. Then the emitted beam is directed to detector where the absorption of the emitted
signal is determined. Finally the concentration can be calculated by using the Equation
(2.17) (Demtröder, 2003).
Tunable diode laser absorption spectroscopy (TDLAS) relies directly on the method
presented above. This method is highly sensitive to errors, because usually difference
between I0 and I is small and their absolute value is large. Demtröder (2003) derived an
estimate for minimum detectable density of measured molecules Ni
Ni ≥ I0− II0 lσi (2.18)
where σi is the absorption cross section related to the absorption line in question and
(I0− I)/I0 is the minimum detectable value of relative intensity change. According to
this equation detection sensitivity could be improved if lσi would be increased or (I0−
I)/I0 would be decreased. These correspond to increasing absorption or reducing noise in
the signal, respectively. More sophisticated techniques have been developed to improve
accuracy and detection sensitivity of laser absorption measurements and a selection of
them is introduced next.
A more improved LAS measurement method can be achieved by increasing absorp-
tion of emitted signal, because that would lead to a more pronounced difference between
emitted and transmitted signal. According to Beer-Lambert’s law (Equation (2.16)) this
can be achieved for instance by increasing length of the path that the emitted signal trav-
els in the sample gas. The path length can be increased by directing laser signal into a
cavity filled with sample gas. In the cavity the beam is reflected between two opposing
high reflection mirrors and this leads to a path length of few kilometres. Cavity ring-
down spectrometry (CRDS) applies this method and it was first proposed by O’Keefe and
Deacon (1988). In this method pulsed laser signal is used and the amount of absorption
is determined from rate of decrease of laser signal intensity. In other words absorption
is not determined directly using the total transmitted signal but from the decay of signal
intensity. This decay is characterized by a ring-down time constant.
CRDS employs the decay of signal intensity to determine the concentration and this
leads the sensitivity of the instrument to increase as the concentration of the measured
trace gas decreases (O’Keefe and Deacon, 1988). This is a consequence of the fact that
when sample absorption decreases, longer sampling time is needed in order to resolve the
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Figure 2.3 Schematic figure showing how wavelength modulation spectroscopy works.
Emitted signal scans across absorption feature, with modulating wavelength and therefore
achieving more accurate information on lineshape. Transmission = -absorption. Figure
implemented from LI-COR 7700 manual (LI-COR Inc., 2010).
exponential decay of signal intensity. Therefore the decay is determined from a larger set
of measurements and thus it can be specified more accurately. However major limitation
of this technique is the large scatter in transmitted laser intensity values. O’Keefe (1998)
improved CRDS further by determining the absorption from integration of the total sig-
nal transmitted through the cavity cell. In other words it measures the total transmitted
signal intensity rather the decay of the intensity. This modified version of CRDS is called
integrated cavity output spectroscopy (ICOS).
Other possibility to improve LAS measurement methods is by trying to reduce noise
in the signal, i.e. trying to measure absorption line more accurately. This can be achieved
for instance by wavelength modulation spectroscopy (WMS) or frequency modulation
spectroscopy (FMS) (Silver, 1992). The emitted laser signal is not set to measure directly
the maximum of absorption line but the signal is modulated to scan across the absorption
feature and thus receiving more accurate information about the lineshape (Figure 2.3).
Therefore the absorption can also be determined more accurately.
Accuracy can be increased also by tuning the laser frequency to correspond the
strongest absorption line of trace gas in question. By using the strongest absorption lines
the difference between emitted and incident signal can be enhanced and measurement
accuracy is increased. The main absorption lines of most atmospheric trace gases are sit-
uated in the mid-infrared spectral region (2−25µm) and lasers that operate at this region
are lead-salt semiconductor lasers or quantum cascade lasers (Tittel et al., 2003). Lead-
salt semiconductor lasers need to be cooled to cryogenic temperatures in order to function
properly (Werle, 1998), while quantum cascade lasers can be used also at room tempera-
ture (Tittel et al., 2003). Cooling of lead-salt laser is often executed with liquid nitrogen
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and thus it is needed when measurements are done. Eddy covariance measurement sys-
tems are required to work long periods without maintenance and therefore the need for
constant cooling makes gas analyser applying lead-salt diode laser not a practical choice.
Due to this gas analysers that work in the near-infrared region or alternatively employ
quantum cascade laser are applied more frequently at eddy covariance sites. Also cooling
systems that do not employ liquid nitrogen are being developed. Usually CRDS and ICOS
instruments use diode lasers which do not need to be cooled to cryogenic temperatures.
2.4.3 Correction method for line broadening induced errors
Pressure and temperature broaden the absorption lines and thus measured gas concentra-
tion seems to be larger than it really is. If there is fluctuation for instance in the sample
gas temperature, it will induce fluctuation in the measured gas concentration even though
the real concentration would stay constant. The same reasoning applies also to pressure
fluctuations, however the barometric pressure is usually treated as constant (Webb et al.,
1980) and thus only fluctuation in water vapour partial pressure and the resulting line
broadening is taken into account. One might think that pressure broadening does not in-
flict any fluctuation to the measured gas concentration if the barometric pressure remains
constant. However even though the total air pressure is constant, the partial pressures
of diluent gases may vary. Furthermore, different gases in the gas-matrix cause differ-
ent amount of pressure broadening and as a result from these two facts absorption line
broadening may occur, regardless of the fact that the total air pressure is constant.
Absorption line broadening may cause apparent trace gas fluxes due to the fact that
water vapour and temperature fluctuations correlate with fluctuations in trace gas concen-
tration. This is a consequence of the fact that all these three variables show a profile in
vertical direction and fluctuation in vertical wind speed induces fluctuation in tempera-
ture, water vapour and trace gas concentrations all at the same time. Trace gas fluxes are
calculated as covariance between gas concentration and vertical wind speed, as explained
in Chapter 2.3 and thus these broadening effects may induce apparent trace gas fluxes.
Absorption line broadening is a line specific feature and thus if gas analysers use different
absorption lines to deduce the gas concentration then the line broadening has different
effect on the measured trace gas flux. This has to be accounted for when the magnitude
of apparent fluxes is estimated and corrected.
The fact that different gases in the gas-matrix cause different amount of pressure
broadening can be accounted for by using a concept called equivalent pressure, Pe (Burch
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et al., 1962):
Pe = Dp+ pN2 +∑
i
βi pi (2.19)
where D is self-broadening coefficient, p is the partial pressure of the trace gas that is
measured, pN2 is partial pressure of N2, βi and pi are foreign-broadening coefficient and
partial pressure of ith gas in the sum, respectively. Basically this equation is the same
as Dalton’s law but partial pressures of different gases are weighted according to their
ability to cause pressure broadening. Thus even though the barometric pressure P remains
constant, equivalent pressure Pe may fluctuate due to weighting the partial pressures with
the foreign-broadening coefficients.
According to McDermitt et al. (2010), in the case of environmental measurements,
foreign-broadening coefficients of all the other gases than water vapour can be assumed
to equal one. In other words they assume that line broadening caused by other gases is
negligible because water vapour is the only component in the gas-matrix that is variable
enough and at the same time exists in large enough quantities. In addition they argue that
self-broadening can be neglected, i.e. D can be thought to equal one. Then the equation
above can be rearranged into
Pe = P (1+αvxv) (2.20)
where P is the measured air pressure, αv is a coefficient derived from foreign-broadening
coefficient of water vapour and xv is mole fraction of water vapour. Pressure fluctua-
tion and their effect on the flux are usually neglected (Webb et al., 1980), as mentioned
earlier and thus only fluctuation in water vapour mole fraction may cause fluctuation in
equivalent pressure.
Effect of absorption line broadening on measured trace gas fluxes was first described
by Burba et al. (2009) and Neftel et al. (2010) and later also Tuzson et al. (2010) estimated
the magnitude of this effect. McDermitt et al. (2010) is based on patent Burba et al. (2009)
and they describe the same correction method. Neftel et al. (2010) and Tuzson et al.
(2010) used experimental approach while McDermitt et al. (2010) determined this effect
theoretically. McDermitt et al. (2010) and LI-7700 manual (LI-COR Inc., 2010) proposed
to correct this effect by weighting the terms in WPL-correction (Webb et al., 1980) with
appropriate multipliers. This method is presented next. First they define a dimensionless
correction factor κ(T,P), which describe temperature and pressure-induced line broad-
ening effects. It is derived from parameters given in HITRAN database (Rothman et al.,
2009) and basic spectroscopic theory. However, in order to account for pressure broaden-
ing caused by water vapour, equivalent pressure needs to be used. Now the corrected gas
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density can be calculated as
ξc = ξcmκ(T,Pe) (2.21)
where ξc is the corrected gas density and ξcm is the measured gas density (mol/m3) not
corrected for line broadening effects. The measured gas density can be corrected point-
by-point using equation above if the needed variables (temperature, pressure and water
vapour mole fraction) are measured in the gas sample with the same sampling frequency
as the gas density ξcm. However, especially water vapour mole fraction is not always
measured from the same gas sample and thus a form of the correction which is based on
correcting the flux (and not the instantaneous values) is needed.
The trace gas flux, Fc, is calculated using Equations 2.21 and 2.14 and after some
algebra (see LI-7700 manual (LI-COR Inc., 2010) for details), equation similar to WPL-
correction (Webb et al., 1980) is achieved:
Fcorrc = A1
{
w ′qcm ′+B1µ
qcm
ρa
w ′qv ′+C1 (1+µσ)
qcm
T
w ′T ′
}
(2.22)
where
A1 = κ (2.23)
B1 = 1+(1−1.46xv)αvPeκPeκ (2.24)
C1 = 1+(1− xv)T κTκ + xv (B−1) (2.25)
and qcm, qv and ρa are uncorrected methane, water vapour and air mass density, respec-
tively, κPe and κT are the partial derivatives of κ with respect to pressure and temperature,
computed at T = T and Pe = Pe, respectively. µ is molar mass of air divided with molar
mass of water and σ is mean water vapour density divided with mean air density. With
this equation spectroscopic line broadening effects can be corrected simultaneously with
density fluctuation induced errors, i.e. WPL-correction.
Eddy covariance measurement system may employ gas analysers based on sampling
the air via sampling tube or on measuring the gas concentrations in an open cell. Gas
analysers based on these two methods are called closed- and open-path gas analysers,
respectively. The correction presented above is a bit different between these two mea-
surement methods. In a closed-path gas analyser temperature fluctuations in the sample
gas are damped while the gas is transported in the tube if the tube is long enough (Leun-
ing and Moncrieff, 1990; Rannik et al., 1997). Thus air sample temperature is effectively
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constant in the sampling cell, meaning that line broadening and density fluctuation caused
by temperature fluctuation can be neglected and therefore third term in the right hand side
in Equation 2.22 can be set to zero. For open-path gas analysers this cannot be done and
the correction should be applied in its full form.
As mentioned before Neftel et al. (2010) and Tuzson et al. (2010) used slightly differ-
ent approach in correcting line broadening induced errors. This is probably because they
used closed-path gas analysers and thus they needed to investigate only line broadening
caused by water vapour, while McDermitt et al. (2010) used open-path gas analyser and
they had to account also for temperature fluctuations. For closed-path gas analysers line
broadening effects can be corrected by adding water vapour flux multiplied with certain
factor bct to the measured trace gas flux, i.e.
FSPc =
(
w ′ψc ′
)
meas+bct wψc
′
H2O
(2.26)
where ψc is gas concentration in molgas/molair.
The fundamental difference between these two correction methods is that the former
method (McDermitt et al., 2010) is based purely on spectroscopic theory, while the latter
(Neftel et al., 2010) relies on empirical laboratory measurements. In any case, these two
correction methods (equations 2.22 and 2.26) should address the same problem, regardless
of the way they are derived and results should be equivalent to each other.
It should be kept in mind that spectroscopic correction is measurement device and
absorption line specific phenomena, i.e. value for bct must be determined for each gas
analyser separately. In this study spectroscopic correction was performed for Prototype-
7700 with Equation 2.22 and for RMT-200 with Equation 2.26. Therefore for Prototype-
7700 this correction depends on fluctuations in temperature and water vapour concentra-
tion, while for RMT-200 it depends only on fluctuation in water vapour concentration.
Closed-path gas analyser TGA-100A was connected to dryer and therefore it was free
from any cross-sensitivity between measured gas and water vapour and this correction
was not needed. In addition, G1301-f performs WPL and spectroscopic correction auto-
matically during measurement and thus it is not needed during post-processing.
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3 Materials and methods
In this chapter site and measurement system characteristics are presented, in addition to
several data post-processing methods used in calculating and assessing the fluxes. Site
specific scalar cospectrum model was determined and it was used when the spectral cor-
rections were applied.
3.1 Site description
The gas analyser intercomparison was carried out between 1st of April and 26th of Octo-
ber 2010 in Siikaneva fen in southern Finland (61◦49.961’N, 24◦11.567’E, 160 m a.s.l).
Siikaneva is a nutrient poor, i.e. oligotrophic, open fen. Distance from the study site to
the tree line is in north and south directions about 200 m and east and west directions
several hundred meters (Figure 3.1). Surrounding forest consists mainly of Scots pines.
Peat depth varies from 2 to 4 m, increasing toward the centre of the site. The surface
topography is relatively flat with no pronounced slope (Aurela et al., 2007). Due to this,
in addition to relatively long homogeneous fetch, this location is well-suitable for eddy
covariance measurements.
The vegetation at the site consists mainly of sedges (Eriophorum vaginatum, Carex
rostrata, C. limosa) and Sphagnum-species, namely S. balticum, S. majus and S. papil-
losum. Maximum vascular green area in 2005 was observed in July and it was approxi-
mately 0.4m2 m−2. Uniform vegetation composition surrounds the measurement station.
More about vegetation and carbon gas exchange in the study site can be found in Riutta
et al. (2007).
3.2 Measurement system
Micrometeorological measurement system used to observe trace gas fluxes usually con-
sists of sonic anemometer and at least one gas analyser. In Siikaneva site three-axis
sonic anemometer/thermometer (USA-1, METEK, Germany) was used to measure three
wind components and air temperature. CO2 and H2O concentrations were measured with
a closed-path gas analyser (LI-7000, LI-COR Biosciences, Lincoln, NE, USA). Sonic
anemometer was situated at 2.75 m height and the sampling inlet for LI-7000 was situ-
ated 25 cm below the sonic anemometer (Figure 3.2). The tube consisted of two parts:
16 m long tube with 10 mm inner diameter followed by a 0.8 m long tube with 4 mm
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Figure 3.1 Aerial photograph of the measurement site. Light green area shows area
governed by the fen and the darker green area represents the surrounding forest. Star
marks location of the measurement tower, red and blue lines show average methane flux
and amount of obtained methane flux data as a function of wind direction, respectively.
Data obtained from RMT-200 was used in this plot. Methane flux is in units mg/m2h and
dashed lines show where methane flux equals 1, 2 and 3 mg/m2h and amount of data
equals 60, 120 and 180 points.
inner diameter. The longer part was used to sample air also to some of the methane gas
analysers. Both of the tubes were made of Teflon. The whole sampling line was heated
in order to avoid condensation of water vapour on the tube walls. Flow rate in the main
tube was approximately 24 L/min. Horizontal spatial separation between the sampling
tube inlet and sonic probe was approximately 5 cm. Four methane gas analysers were
also utilized in the same site and their characteristics are explained in more detail in the
following subsections. All measurements related to eddy covariance were recorded at the
rate of 10 Hz.
Supporting meteorological and soil parameters were measured in the vicinity of eddy
covariance measurement system. They include, for example, air temperature and humid-
ity, water table depth (WTD), soil and moss temperatures at nine levels and net radiation.
Supporting meteorological measurements were saved as 30-min averages. Prevailing me-
teorological conditions during the intercomparison campaign are assessed in Chapter 4.1.
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Figure 3.2 Siikaneva measurement site at summer 2010. Eddy covariance measurements
were done at the tower shown in the foreground of the picture. Sonic anemometer (USA-
1, METEK, Germany) is at the top of the tower. Open-path Prototype-7700 methane gas
analyser, in front of the picture, is situated right below the sonic anemometer. Intakes for
the sampling tubes for the closed-path gas analysers are situated next to the upper part
of Prototype-7700. Closed-path gas analysers (LI-7000, RMT-200, G1301-f and TGA-
100A) are on the small platform behind the measurement tower. Photograph taken by
Sami Haapanala.
3.2.1 LI-COR Prototype-7700
Prototype-7700 is an early pre-production version of the open-path methane gas analyser
(LI-COR Biosciences, USA), i.e. it does not utilize tube to sample air to a closed mea-
surement cell, but the measurements are done in an open cell, from which air flows freely
through. The analyser employs a 0.47 m long open Herriott cell and it results in 30 m
long optical path length. The analyser was placed under the sonic anemometer (Figure
3.2) resulting into approximately 10 cm horizontal and 45 cm vertical sensor separation.
Tunable diode laser is utilized which creates laser beams in the near-infrared region and
thus liquid nitrogen is not needed as in the case of lead-salt diode lasers. Methane con-
centration is measured by using wavelength modulation spectroscopy (WMS) in order to
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increase measurement accuracy. The concentration is determined by scanning over ab-
sorption line near 1.65 µm. This scanning is executed at 1 kHz frequency (McDermitt
et al., 2010).
3.2.2 Picarro G1301-f
Picarro G1301-f (Picarro Inc., USA) is based on wavelength-scanned cavity ring down
spectroscopy (WS-CRDS), which is a modified version of CRDS. This method is a com-
bination of CRDS and WMS: it is otherwise identical with CRDS, but the wavelength of
the laser beam is modified to scan over the absorption feature in order to increase mea-
surement accuracy. Picarro G1301-f is a closed-path gas analyser and air was sampled
using the same 16 m long tube as for LI-7000. 0.8 m long tube was attached between the
main sampling line and the gas analyser resulting the total length of the sampling line to
be 16.8 m. The tube inlet was situated 25 cm below the sonic probe (Figure 3.2). The anal-
yser does not use lead-salt diode laser and therefore liquid nitrogen is not needed reducing
maintenance efforts. The analyser was measuring water vapour and methane concentra-
tions and the spectroscopic and WPL-corrections were executed simultaneously with data
logging, thus eliminating the need for these corrections during data post-processing.
3.2.3 Campbell TGA-100A
Campbell TGA-100A closed-path gas analyser (Campbell Scientific Inc., USA) is based
on TDLAS measurement technique applied with tunable lead-salt diode laser. The laser
was cooled with liquid nitrogen in order to the analyser to function properly. Air was
sampled with 13 m long Teflon tube with 4 mm inner diameter. Flow rate in the tube
was 14 L/min and the inlet was situated at 2.45 m height resulting in 30 cm vertical
sensor separation between sonic probe and the inlet (Figure 3.2). Tube was not heated but
the air samples were dried with a diffusion drier (Nafion PD-1000, Campbell Scientific
Inc., USA) before they entered the gas analyser’s sample cell. Due to this, WPL- or
spectroscopic corrections were not needed. The measurement cell is approximately 1.5
metres long.
3.2.4 Los Gatos RMT-200
RMT-200 is a closed-path methane gas analyser (Los Gatos Research, USA). It is based
on off-axis integrated cavity output spectroscopy, which differs from regular ICOS with
the fact that the laser is placed at an angle to the axis of the cavity. A 15 m long Teflon
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sampling tube was utilized to sample air to the gas analyser. Vertical and horizontal
separation between sonic probe and inlet of the tube was 25 cm and 5 cm, respectively
(Figure 3.2). The inner diameter of the tube was 8 mm. The tube was not heated but it
was situated inside a protective cover next to a heated tube used to sample air for LI-7000
and G1301-f.
Prototype-7700 G1301-f TGA-100A RMT-200
Analyser type
open-path analyser WS-CRDS TDLAS off-axis ICOS
enhanced with WMS
Open/closed path open closed closed closed
Measured species CH4 CH4, H2O CH4 CH4
Sampling height 2.3 m 2.5 m 2.45 m 2.5 m
Horizontal sensor separation 10 cm 5 cm 5 cm 5 cm
Vertical sensor separation 45 cm 25 cm 30 cm 25 cm
Length of sampling line 0 16.8 m 13 m 15 m
Flow rate wind speed 10 L/min 14 L/min 12 L/min
Sample cell volume open 33 cm3 480 cm3 408 cm3
Sample cell pressure ambient pressure 187 hPa 60 hPa 189 hPa
Connected to dryer No No Yes No
Need for power low high high high
Table 3.1 Characteristics of the four methane gas analysers and respective setups.
3.3 General eddy covariance data post-processing methods
Eddy covariance fluxes were calculated according to Equations 2.11 - 2.14. Data was pro-
cessed with EddyUH, eddy covariance data post-processing software. Data was sampled
with 10 Hz frequency and 30-min averaging time was used in calculating the covariances.
For the most part data processing followed Aubinet et al. (2000). First the high frequency
eddy covariance data was despiked by comparing two adjacent measurements. If there
was over 0.5 ppm difference between two adjacent methane concentration measurements
the following point was replaced with the same value as in the previous point. Second, the
coordinate rotation was applied: wind components u, v and w were rotated so that u was
directed toward mean horizontal wind speed and second rotation set mean vertical wind
speed, w, to zero (Kaimal and Finnigan, 1994). Third, the mean values were removed
from the time series using block-averaging method. Fourth, sampling line induced time
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lag between the concentration and wind measurements was corrected by maximizing the
covariance. Fifth, spectral corrections, which are presented in Chapter 3.5, were executed.
Sixth, humidity effect on temperature flux w ′θ ′ was corrected (Schotanus et al., 1983).
As a final step, WPL- and spectroscopic correction was applied according to the method
presented in Chapter 2.4.3.
Turbulent cospectra and power spectra were obtained by applying Fast Fourier Trans-
form (FFT) to linearly detrended, Hamming windowed, raw high frequency eddy co-
variance data. Cospectra were used to determine measurement systems’ high frequency
response and both cospectra and power spectra are analysed in Chapter 4.2.2.
3.4 Spectral corrections
Measured scalar cospectra, meaning methane, carbon dioxide, water vapour and tempera-
ture cospectra, did not perfectly follow Kaimal-cospectrum (Kaimal et al., 1972) and thus
an empirical cospectral model was developed. It is needed when spectral corrections are
applied. Next the procedure, which was executed to obtain empirical cospectral model,
is introduced. A similar curve as Kaimal-cospectrum was fitted to the measured tempera-
ture cospectra, so that the fitted cospectral model also followed Equation 2.3, but values
for coefficients a1, b1 and c1 were different. First periods when sensible heat flux was
high and continuous were selected. Also mean wind was restricted to be between 1.5
m/s and 1.9 m/s. From measurements which fulfilled these criteria, 46 were selected
and then a mean kinematic heat flux cospectrum was calculated. It was normalised with
covariance w ′θ ′, due to the fact that integration over the cospectrum gives the covariance.
Empirical cospectral model was fitted to this normalised mean cospectrum and the result
is shown in Figure 3.3 together with the Kaimal-cospectrum. Parameter a1, b1 and c1
values corresponding to the new cospectral model are given in Table 3.2.
n≤1.0 n≥1.0
a1 b1 c1 a1 b1 c1
Kaimal et al. (1972) 11 13.3 1.75 4 3.8 2.33
This study 19.94 25.68 1.73 2.55 3.8 2.33
Table 3.2 Coefficients related to Equation 2.3 according to Kaimal et al. (1972) and this
study. n is normalised frequency.
Location of spectral peak, i.e. size of eddies which contribute the most to the flux,
depends on stratification of the surface layer (Kaimal and Finnigan, 1994) and this needs
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Figure 3.3 Normalised cospectra of kinematic heat flux, fitted cospectral model and
Kaimal-cospectrum. Ensemble average is shown with white dots and small grey dots rep-
resent individual temperature cospectra from which the average cospectrum is calculated
from. Straight dashed line indicates a slope of -4/3, which should be detected at iner-
tial subrange (Kaimal et al., 1972). Cospectral data was binned into 70 logarithmically
evenly spaced bins before plotting.
to be taken into account when spectral corrections are applied. This dependence was
estimated by dividing measured temperature cospectra into stability classes and the lo-
cation of spectral peak was determined for all of these classes individually by fitting a
model cospectrum to the mean cospectrum and then finding the peak frequency of the
fitted cospectra. Then this dependence was parameterised by fitting a curve to the ob-
tained spectral peak values. The result is shown in Figure 3.4 and the fitted curve follows
equation
nm (ζ) =
 0.05 when ζ≤ 00.05 (1+3.15ζ0.90) when ζ> 0
where nm is the peak frequency, ζ= (zr−d)/L is stability parameter and zr, d and L are
measurement height, displacement height and Obukhov length.
Clearly the parameterisation does not fit perfectly to the spectral peak values, however
the general shape of the curve is correct. Correlation coefficient value r2 = 0.877 suggests
that the fit is adequate. Periods with strongly stable or unstable stratification are rare and
also these kind of situations are not ideal for eddy covariance measurements. Therefore
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reliable flux measurements with high absolute value of ζ are scarce and determination
of spectral peak in this kind of situations is difficult. Hence the large variability in the
spectral peak values in strongly stable or unstable situations.
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Figure 3.4 Spectral peak, i.e. cospectral maxima, shown as a function of stability pa-
rameter ζ. zr, d and L are measurement height, displacement height and Obukhov-length,
respectively. Correlation coefficient and root mean square error (RMSE) are given above
the figure.
Reason for discrepancy between measured scalar cospectra and Kaimal-cospectrum
is unclear. The site should be almost ideal for EC-flux measurements. Vegetation is quite
low and measurements are done most probably above roughness sublayer. Therefore
Kaimal-cospectrum should be valid. Also other model cospectra presented in literature
were tested and none of them fitted to the measurements. Kaimal-cospectrum seems
to have similar shape as the measured cospectra, but the Kaimal-cospectrum peaks at
slightly higher frequency than the measured cospectra. This might be due to the fact
that the measurement site is at a flat, homogeneous terrain which is surrounded by forest.
Mechanical production of turbulence is more pronounced above the forest than at the
measurement site due to the fact that forest is rougher surface. In addition the turbulent
flow is more dominated by larger eddies than the flow above flat surface. When the mean
wind blows from the forest to the fen an internal boundary layer starts to develop near the
ground (Garratt, 1990). This layer can be divided into two sections, of which the lower,
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called equilibrium layer (EL), is fully adjusted to the new surface. It is assumed that the
measurements are done inside equilibrium layer. However, if this layer does not develop
quickly enough, the turbulent flow at the measurement site is still governed by surface
characteristics of the forest and the effect of the forest edge. Thus the measured cospectra
does not follow Kaimal-cospectrum which is meant for ideal situations. This hypothesis
is supported by Irvine et al. (1997). They observed shift of vertical wind speed spectra to
lower frequencies when the turbulent flow was not fully adjusted to the new surface.
If the surrounding forest is the cause for the discrepancy between measured cospectra
and Kaimal-cospectrum, the discrepancy should not be detected when wind is blowing
from such directions where there is no forest nearby. However, measured cospectra de-
viates from Kaimal-cospectrum regardless of wind direction. In any case, no definite
reason for the discrepancy were found and the spectral corrections were made using the
fitted cospectral model.
Flux related to high frequency fluctuations in the data is attenuated due to measure-
ment system’s limited capacity to measure small turbulent motions. This is mainly related
to gas analyser’s time constant, meaning the time that it takes for the gas analyser to draw
an air sample into the measurement cell, measure the methane concentration in the air
sample and then flush the air sample out of the measurement cell so that another air sam-
ple can be analysed. In other words it is related to the fact that how fast the first-order
instrument responds to a change in gas concentration. However, this is not the only reason
for attenuation of high frequency cospectra. Also spatial separation between the instru-
ments and line or volume averaging effects associated with instrument design affect the
attenuation of high frequency fluctuations in the signal. For closed-path gas analysers the
sampling tube and a filter attached to the tube cause high frequency signal to be atten-
uated. In addition, flux related to low frequency fluctuation in the signal is attenuated,
mainly due to insufficient length of averaging period. More about the frequency response
corrections can be found for instance in Massman (2000) or Moore (1986).
Spectral corrections were performed in this study according to Aubinet et al. (2000).
Transfer function describing attenuation of low frequency fluctuations (T FLF ) was calcu-
lated according to theoretical transfer function determined by Rannik and Vesala (1999),
while transfer function related to high frequency attenuation was estimated according to
Horst (1997):
T FHF =
1
1+(2pi f τ)2
(3.1)
where f is natural frequency and τ is measurement system specific coefficient, called
response time. Transfer function equals one at low frequencies and starts to decay until it
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reaches zero at frequencies where the signal is completely attenuated. Ultimately response
time describes how well the system measures flux related to high frequency fluctuations.
The shorter response time, the faster the system reacts to methane concentration changes
and hence the better flux related to high frequency fluctuations is measured. Values for
this coefficient were determined experimentally according to method presented in Aubinet
et al. (2000). Magnitude of signal attenuation can be estimated with correction factor CF :
CF =
∞∫
0
Comodelwθ ( f )d f
∞∫
0
T FHF( f )T FLF( f )Comodelwθ ( f )d f
(3.2)
where Comodelwθ is the scalar model cospectrum. Now by multiplying measured flux with
correction factor CF , the fluxes can be corrected for signal attenuation. Magnitude of the
correction and the response time values are given in Chapter 4.2.4.2.
3.5 Random error estimation methods
Error in measurements can be systematic or random. Random uncertainties do not intro-
duce any bias to the calculated flux, rather they decrease reliability of the measurement.
Eddy covariance trace gas flux measurements have various sources for random uncertain-
ties. They are related to atmospheric conditions, measurement and data analysis methods
and measurement site characteristics (Businger, 1986; Kroon et al., 2010). For instance,
the fact that only vertical turbulent flux is measured and the other terms in mass conser-
vation equation (Equation 2.6) are neglected may introduce large systematic and random
uncertainty.
According to Kroon et al. (2010) the uncertainty of measured covariance w′c′ is dom-
inated by the uncertainty that is related to one-point sampling of the flux. This is due
to the fact that they assume that uncertainty due to measurement precision of vertical
wind w and concentration c are negligible. One-point uncertainty is linearly proportional
to standard deviation of the measured covariance (Businger, 1986) and thus by compar-
ing the standard deviations of covariances, it is possible to compare uncertainties in the
four methane flux estimates. The standard deviations of the covariances were calculated
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according to method proposed by Finkelstein and Sims (2001):
σF =
√√√√ 1
ns
[
m
∑
p=−m
γˆc,c(p) γˆw,w(p)+
m
∑
p=−m
γˆw,c(p) γˆc,w(p)
]
(3.3)
where ns is the total number of samples in a data set, m is a number samples that is
sufficiently large in order to cover the integral timescale (e.g. Stull, 1988) and γˆc,c and γˆc,w
are autocovariance and cross-covariance functions, respectively. In this study ns equals
18000 due to 10 Hz sampling frequency and 30 min averaging time, m is equal to 200, as
suggested by Finkelstein and Sims (2001), and auto- and crosscovariance functions were
calculated as
γˆx,x(p) = γˆx,x(−p) = 1ns
ns−p
∑
t=1
(xt− x)(xt+p− x) (3.4)
γˆx,y(p) = γˆy,x(−p) = 1ns
ns−p
∑
t=1
(xt− x)(yt+p− y) (3.5)
This mathematically rigorous method provides estimates for the random uncertainty in
flux measurements for every averaging period. Finkelstein and Sims (2001) argue that
this method provides better estimate for the standard deviation of the covariance than
previously reported methods. This is due to the fact that it does not assume any kind of
cospectral or spectral shapes for the turbulent transport, more like the method is based on
direct statistical calculation of variance of covariance.
Fractional flux error describing the standard deviations as a fraction of the covariance
w ′χc ′ were calculated as
FFE =
σF
w ′χc ′
(3.6)
FFE illustrates how big fraction of the measured flux can be a product of random uncer-
tainty, which is related to sampling and instrumental noise. If FFE values are below one,
the measured flux values are statistically significant. In this study absolute value of FFE
is used to quantify relative random error regardless of direction of measured flux.
Random uncertainty related to instrumental noise (w ′χc ′unc) were estimated with a
method proposed by Billesbach (2011). It is based on minimizing the correlation between
the time series w and c by randomly shuffling one of them. This corresponds to removing
the signal related to turbulent flux from the measurements. After shuffling, covariance
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between w and c is only related to instrumental noise (Billesbach, 2011).
w ′χc ′unc =
1
n
n
∑
i=1
w ′(i)χc ′shu f (i) (3.7)
where vector χc ′shu f contains all the measurements in time series χc
′ but the values are
in random order. In this study w ′χc ′unc was calculated eight times for every 30-min
averaging period and the mean of the absolute values of these eight estimates for w ′χc ′unc
were used to estimate random uncertainty related to instrumental noise. w ′χc ′unc was
calculated eight times in order to reduce uncertainty of instrumental noise estimate.
3.6 Gapfilling procedures
Missing data, i.e. gaps, are always present in long time dataset. Their occurrence can be
minimized with increasing maintenance, however getting completely rid of them is im-
possible. Gaps may originate as a result of instrument malfunctioning, breaks for main-
tenance or calibration or difficult meteorological conditions. The data gaps can be filled
with various different methods: by interpolating, by creating parameterisation for the gap
filled quantity or by using a linear or nonlinear regression equation. For CO2 fluxes,
there is a generalized procedure how the gapfilling should be executed (Aubinet et al.,
2000). For other trace gas fluxes, such as CH4 and N2O, a common gapfilling method is
lacking. Next, couple of previously reported parameterisations are introduced and tested
with mean daily methane flux obtained during the measurement campaign and the most
suitable method is used in the gas analyser intercomparison.
Several studies have presented different parameterisations for methane flux (e.g.
Kroon et al., 2010; Wille et al., 2008; Rinne et al., 2007; Suyker et al., 1996). It seems
that the environmental factors controlling methane emissions are measurement site de-
pendent. For instance Wille et al. (2008) reported strong dependence between mean wind
speed and methane flux; however no clear connection between these two variables were
found in our data. Suyker et al. (1996) reported a dependence of methane flux on water
table depth, with 12 day lag, which was not found by Rinne et al. (2007) in their study.
Correlation between mean daily methane flux and various environmental variables
(peat temperature,air pressure, water table depth, mean wind speed, friction velocity)
were studied in order to quantify possible connections between methane emissions and
these environmental variables. Daily methane flux was calculated as mean of the four
methane flux time series. Correlation coefficient (r) is near 1 or -1 if there is linear depen-
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Figure 3.5 Dependence of daily methane flux on peat temperature at 35 cm depth. Daily
methane flux was calculated as mean of the four methane flux timeseries. Fitted curve
(red line) is used in gap filling and it corresponds to parameterisation II in Table 3.3.
dence between the two variables, however it does not tell anything about more complex
dependencies. For instance, if y = sin(x), y clearly depends on x, but the correlation be-
tween y and x is zero. Therefore if there is no correlation it cannot be said that there is no
dependence, but if there is high correlation it can be said that there is a linear dependence.
Logarithm of the mean daily methane flux was highly correlated with peat temperature
at 35 cm depth and water table depth (r = 0.93 and r = −0.73, respectively). Corre-
lations of the mean daily methane flux averaged from all the four instruments with air
pressure and mean wind speed were weak. Even though connection between wind speed
and methane emissions was missing in our data, a positive correlation (r = 0.45) between
friction velocity and mean daily methane methane flux was observed and it was statisti-
cally significant (P < 0.0001). Wille et al. (2008) argue that high wind speed, which is
linked to strong mixing and high friction velocity, increases ebullition. This would be due
to the fact that the plants would sway in the wind and thus release methane bubbles that
are attached on the plants’ surfaces below the water level. The found correlation between
friction velocity and mean daily methane flux might indicate that this process is somewhat
contributing to methane emissions in Siikaneva.
Couple of previously reported parameterisations were tested with the methane flux
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Function a b c RMSE r2
I y = aebx1 0.34±0.12 0.17±0.02 - 1.04 0.65
II y = ac(x1−10)/10 1.86±0.03 - 5.67±0.23 0.16 0.99
III y = a10bx2c(x1−10)/10 1.69±0.05 -(2.50±0.92)·10−3 4.86±0.41 0.23 0.98
IV y = ac(x1−10)/10bx3−0.28 1.92±0.04 3.44±0.45 5.22±0.27 0.20 0.99
Table 3.3 Different parameterisations for methane flux and their agreement with the
measurements. y is average daily methane flux obtained from the four instruments in
mg/m2h, x1 is peat temperature (◦C) at 35 cm depth, x2 is water table depth in cm and x3
is friction velocity in m/s. Coefficients a, b and c are given with 95 % confidence limits.
The parameterisations I, III and IV are adopted from Rinne et al. (2007), Suyker et al.
(1996) and Wille et al. (2008), respectively. Parameterisations were determined using
mean daily averaged methane flux from the four gas analysers.
data obtained during the measurement campaign and the results can be seen in Table 3.3.
The second method gives the best correlation with the measured daily methane flux and
root mean square error (RMSE) was the smallest. The measurements and a curve fitted
according to this method are shown in Figure 3.5. Exponential dependence is commonly
used to describe connection between soil microbiological reactions and temperature (Con-
rad, 1989). In this method methane flux was parameterised using peat temperature mea-
sured at 35 cm depth. The third method, proposed by Suyker et al. (1996), is otherwise
identical with the second method, but it includes also a water table depth dependent term.
They reported that this improved the parameterisation. However, with our data their pa-
rameterisation gives weaker correlation with the measurements than the second method
and the added term (10bx2) nearly equals one. This indicates that the water table depth
does not have a major effect on daily methane emissions, even though the correlation be-
tween them was significant. The correlation might be a by-product of co-occurrence of
decrease in water table depth and increase in peat temperature (Figure 3.6). Wille et al.
(2008) proposed a parameterisation which included a friction velocity dependent term.
The parameterisation gave slightly smaller value for RMSE than the method by Suyker
et al. (1996), however it was also worse than the second method. The added friction ve-
locity dependent term (bx3−0.28) was usually slightly below one, ranging from 0.754 to
1.316. Therefore friction velocity had a small effect on the parameterisation, unlike water
table depth. Methane emissions calculated with the second method and method proposed
by Suyker et al. (1996) are almost identical, but the emissions calculated with the method
proposed by Wille et al. (2008) differ from these two.
Even though correlation between the measured mean daily methane flux and the sec-
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Figure 3.6 Peat temperature at 35 cm depth (solid grey line), water table depth (dashed
line) and daily averaged methane flux from the four gas analysers (solid black line) during
a part of the measurement campaign.
ond method is significant (r2 = 0.992), the parameterisation is not able to capture the
high flux period, which was observed roughly between days 190 and 210 (Figure 3.6).
This is evident from Figure 3.5. Reason for the sudden drop in mean daily methane flux
around day 205 is unclear. Rinne et al. (2007) reported similar phenomenon in their
study and they hypothesised that it might be caused by the fact that the growth of the
methanogenic microbe population exceeds the growth in the available substrates, thus
limiting the methane production. However, more studies are needed to confirm this hy-
pothesis. The second topmost parameterisation method, which outperformed the other
methods, was used in gapfilling the methane flux dataseries. The gapfilled data was used
only in calculating cumulative methane emissions (Chapter 4.2.5).
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4 Results
4.1 Meteorological conditions
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Figure 4.1 Timeseries of meteorological variables. Panels from top to bottom: air tem-
perature, precipitation, horizontal wind speed (U), sensible heat flux (H), latent heat flux
(LE) and net radiation (Rn). Grey dots and bars represent half an hour mean values and
black lines show five day running means.
Air temperature was measured at the height of 2 m (Figure 4.1a). Temperature was
almost all the time above zero, only during couple of days at the beginning and the end
of measurement period the temperature fell below freezing point. Maximum temperature
recorded was 33.1 ◦C on the 29th of July. July was the hottest month with mean air
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temperature of 20.7 ◦C and October was the coldest with mean temperature of 3.4 ◦C.
According to Drebs et al. (2002) mean temperature recorded in July during 1971-2000
at Hyytiälä weather station (5 kilometres from Siikaneva) is 15.5 ◦C and in October it is
3.6 ◦C. Thus July was clearly warmer than usual. Also other months were warmer than
usually and only mean temperature in October and June follow the mean climatological
values. Mean temperature recorded in the measurement period is 11.5 ◦C and according
to Drebs et al. (2002) mean temperature between April and October in years 1971-2000
was 9.3 ◦C. Therefore the measurement period was warmer than climatological statistics
imply. Air temperature has an effect on methane flux: heat is conducted from the air to
the peat and thus the peat is heated up. Peat temperature is the main driving factor for
methane flux (Chapter 3.3) and thus higher air temperature than normally leads eventually
to higher methane flux. Peat was not frozen during the whole time period.
Precipitation measurements began from the beginning of May and therefore no rain
was recorded for April (Figure 4.1b). August and September were the rainiest months:
monthly precipitation was 98 and 97 mm, respectively, and there was 20 rainy days in both
months. Rainy day was defined as a day when daily precipitation exceeds 0.1 mm. July
was the driest month with 31 mm precipitation and 10 rainy days. On the contrary, accord-
ing to Drebs et al. (2002), during 1971-2000 July was observed as the rainiest month with
94 mm precipitation and 17 rainy days. Thus July in year 2010 was clearly drier than
the 30-yr average. Monthly rainfall in year 2010 exceeds the 30-yr average notably in
three months (May, August and September), while in two months (July and October) the
recorded rainfall falls below the climatological mean. Accumulated precipitation during
the measurement period (May-October) was 372 mm, while Drebs et al. (2002) reported
a value of 429 mm. Therefore the measurement period was drier than 30-yr average.
Horizontal wind speeds rarely exceeded 5 m/s, the mean value being approximately
2.2 m/s (Figure 4.1c). Sensible heat flux (H) reaches its maximum value (80-160 W/m2)
in July-August (Figure 4.1d), while latent heat flux (LE) peaks earlier (250-350 W/m2),
around June-July (Figure 4.1e). Mean Bowen ratio of 0.54 implies that from the two tur-
bulent heat fluxes LE and H, latent heat flux dominates over sensible heat flux. This is
logical due to the high water content of the surface. Net radiation (Rn) describes amount
of incoming/outgoing energy from longwave and shortwave radiation to/from the surface.
It reaches its maximum (400-500 W/m2) in the middle of summer when incoming short-
wave radiation from the sun is at its highest level (Figure 4.1f). Rn is usually negative
(flux upwards) at night due to cooling of the surface via outgoing longwave radiation.
Also sensible heat flux is often negative, meaning heat flux is directed downwards, at
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night due to the fact that the surface has cooled down via radiative cooling and the surface
is colder than the air above.
4.2 Intercomparison of methane gas analysers
In this chapter results from the intercomparison campaign are presented. Data coverage,
flux random uncertainty and detailed study on spectral characteristics of methane fluxes
are described. In addition, magnitude of corrections and total emission of methane mea-
sured with three of the four gas analysers are estimated.
4.2.1 Data coverage
The intercomparison campaign was carried out between 1st of April and 26th of October
2010. None of the methane gas analysers operated continuously through the whole period
(Figure 4.2). The open-path Prototype-7700 was in operation for 33 days in the first half
of season-long measurement campaign. It was not operational after June 5, 2010, due to
water damage to the internal electronics, as a result of improperly sealed enclosure. This
issue was fixed later in the production model by the manufacturer. Only the period when
the methane flux is relatively small, around 0.5 mg/m2 h, was measured with this instru-
ment. Thus it is difficult to estimate how it would have performed in measuring also high
fluxes in the middle of summer, when the flux was around 5 mg/m2 h. G1301-f was out
of use approximately 40 days in the end of July, beginning of August, when fluxes were
largest. Closed-path instruments were kept in a closed box on a small platform (Figure
3.2) and temperature in the box was too high in the end of July, beginning of August,
which caused G1301-f to be unstable and as a result data was lost. In a better ventilated
container this problem would not have occurred. Otherwise G1301-f was operational
throughout the campaign. TGA-100A was out of service since the middle of August. The
fact that the instruments were not operating continuously at the same time should be kept
in mind when the results are examined and assessed, especially for the short operating
time of Prototype-7700.
The data coverage by a methane gas analyser should be as large as possible, in order
to minimize the need of gapfilling, when long-term methane budget is estimated. Data
coverage of the four gas analysers was estimated during a period when they were all
functioning properly. This was between 17th of April and 17th of May. Additionally, all
methane flux data was discarded if friction velocity was below 0.1 m s. This lead to 161
half-hourly points to be discarded between 17th of April and 17th of May. Magnitude of
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Figure 4.2 Mean variation of methane flux is shown in the upper figure and the periods
when the methane gas analysers were working are shown in the lower figure.
methane flux showed rapid decrease after friction velocity dropped below this threshold
(not shown) as also reported by Goulden et al. (1996). They argue that this dependence is
caused by the fact that when friction velocity is below certain measurement site specific
threshold turbulent mixing is so weak that CO2, or in this study CH4, is accumulated
below the measurement height due to lack of turbulent transport rather than transported
past the measurement system. Thus the flux is underestimated. This happens especially at
night when surface layer is often stably stratified and turbulent mixing is restrained. The
same threshold value was used for all four methane flux time series.
The used post-processing software discarded Prototype-7700 measurements if RSSI
(Received Signal Strength Indicator), which describes cleanliness of the mirrors at both
ends of the open measurement cell, had a mean value below threshold of 20. This thresh-
old was reached 125 times and these half-hours were discarded. Data selection according
to RSSI values is important due to the fact that it describes how well the mirrors are
reflecting the signal. RSSI values drop immediately if any contamination is detected. Be-
cause of this, open-path instruments often have difficulties in functioning properly during
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rainy seasons. Moments when the mirrors were contaminated are easy to recognize and
discard by using RSSI. Also standard deviation of RSSI, amount of spikes, i.e. outliers,
in CH4 concentration data and mean value of CH4 concentration were used in detecting
and discarding erroneous data. These criteria discarded 110, 134 and 14 points, respec-
tively. All these criteria, in addition to discarded sonic anemometer data, resulted in 344
methane flux measurements to be discarded from Prototype-7700 during the selected pe-
riod. On the whole, Prototype-7700 produced least amount of data during the selected
period, approximately 200 half-hourly points less than what the three closed-path gas
analysers produced (Table 4.1), due to the fact that the measurements are done in an open
cell which is vulnerable to precipitation.
RMT-200 G1301-f TGA-100A Prototype-7700
Data (points) 1174 1171 1154 964
Data (%) 79 79 78 65
flag 0 (%) 74 72 59 52
flag 1 (%) 4 5 13 10
flag 2 (%) 1 1 5 3
Table 4.1 Amount of data obtained between 17th of April and 17th of May is given in
the first two rows and in the three next rows the data is divide into bins according to data
quality. Maximum number of data points during this period is 1488. Data with flag 0
include those periods when flux stationarity test (Foken and Wichura, 1996) was smaller
than 0.3. Flag 1 corresponds to those periods when stationarity test was between 0.3 and
1 and flag 2 corresponds to stationarity test with value larger than 1.
RMT-200 and G1301-f produced the most of high quality flux data (flag 0 in Table
4.1) during this 31-day-period. Both of them produced data slightly above 70 % of time
which can be categorized as good data. For TGA-100A this percentage is 59 % and for
Prototype-7700 it is 52 %. Data were also flagged with three different quality flags ac-
cording to stationarity criteria proposed by Foken and Wichura (1996). Flags 0, 1 and
2 represent data with good, mediocre and bad quality, respectively. For RMT-200 and
G1301-f the amount of data flagged with 0 has a noticeable diurnal variation: around
midday almost all the measurements are flagged with 0, at night the amount of good data
is smaller, while the amount of data flagged with 1 and 2 increases. The minimum for
the amount of data flagged with 0 is reached around 2:00 when only 52 % and 55 % of
RMT-200 and G1301-f data are flagged with 0, respectively. At night turbulence is more
intermittent than at daytime due to higher stability. On the other hand, EC measurements
rely on the assumption that the turbulence is stationary and with the stationarity test (Fo-
43
ken and Wichura, 1996) validity of this assumption can be tested. Therefore it is logical
that data are flagged with 1 or 2 rather than with 0 at night, due to intermittent turbu-
lence. In addition, at high mixing conditions at daytime it can be expected that data are
more frequently flagged with 0. In other words, it can be assumed that flux stationarity
has a diurnal variation due to intermittency of turbulence and thus also flux data qual-
ity should have a daily variation. However, TGA-100A and Prototype-7700 data quality
does not show a pronounced diurnal variation, but stays rather constant throughout the
day. This might be caused by the fact that the natural diurnal variation of intermittency of
turbulent mixing is overshadowed by some other effects that cause the measured methane
flux data to be of low quality independently of the time of day. Low quality is related to
the fact that the measured methane flux is instationary during an averaging period. This
instationarity may be caused by instrument related problems, such as contamination of
measurement cell (Prototype-7700) or drift in the signal (TGA-100A). Thus it can be ar-
gued that the quality of RMT-200 and G1301-f data is dominated by the characteristics
of turbulent mixing, while for TGA-100A and Prototype-7700 there are some instrument
specific phenomena causing a decrease in the data quality.
4.2.2 Spectral characteristics
Power spectra and cospectra were calculated by applying Fast Fourier transform to
methane concentration and vertical wind velocity time series. Cospectra can be used
in assessing the measurement system capability in measuring methane flux related to dif-
ferent size of eddies, while power spectra describes how well the methane gas analyser is
able to measure different sizes of fluctuations solely in methane concentration.
Figures 4.3 and 4.4 show ensemble averaged and normalised cospectra and power
spectra received from the four methane gas analysers during two different periods (17th
of April - 17th of May and 9th - 29th of June). Data was selected according to following
criteria: stratification was unstable, data was flagged with quality flag 0, wind speed was
between 1 m/s and 3.5 m/s and methane flux was directed upwards. In other words, only
periods with well-developed turbulence and unstable conditions were selected. It must be
pointed out that this selection of data was done for each methane gas analyser individually
and thus the ensemble averaged methane cospectra are not calculated from the same runs,
rather the figure shows the ensemble average calculated from best available data for each
gas analyser during the two periods. Also line representing the slope -4/3, which is the
theoretical slope of scalar cospectra in the inertial subrange, is shown in the figures.
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Figure 4.3 Normalised cospectra and power spectra plotted against normalised fre-
quency n. The ensemble averaged methane and temperature cospectra and power spectra
are shown with black and white dots, respectively. Black triangles represent negative
points of the ensemble averaged methane cospectrum. Small grey dots represent individ-
ual methane data from which the mean cospectra and power spectra are calculated from.
Straight line in the figures on the left indicates a slope of -4/3 (Kaimal et al., 1972). Lower
and upper straight lines in the figures on the right correspond to ideal slope of -2/3 and 1
,respectively. Slope of 1 is a sign of white noise (Kaimal and Finnigan, 1994). Cospectra
were normalised with corresponding covariance and power spectra were normalised with
variance values calculated between frequencies 0.005 Hz and 0.1 Hz. Spectral data was
binned into 35 logarithmically evenly spaced bins before plotting. Data was selected from
period 17th of April - 17th of May, when methane flux was on average 0.4 mg/(m2h).
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Figure 4.4 Same as Figure 4.3, expect data was selected from period 9th - 29th of June,
when methane flux was on average 3.0 mg/(m2h).
According to scalar similarity assumption, all normalised scalar cospectra, plotted
against the normalised frequency n, should collapse into one curve. In other words tem-
perature and methane cospectra should look the same in Figures 4.3 and 4.4. Therefore,
by comparing methane cospectra and temperature cospectra with each other, it is possible
to assess how well the methane gas analysers are able to measure methane flux related to
different sizes of eddies. This is due to the fact that the sonic anemometer can measure
the kinematic heat flux and thus scalar cospectra more accurately than the gas analysers.
Hence temperature cospectra should be closer to the theoretical scalar cospectrum and
it can be used as a reference for other scalar cospectra. Clearly all ensemble averaged
methane cospectra and temperature cospectra agree well. CH4 flux cospectra from all
four methane gas analysers follow the temperature cospectra at lower frequencies but at
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higher frequency they start to fall clearly below the w ′θ ′ cospectra. This damping of high
frequency signal is an instrument specific phenomenon and its effect on the magnitude of
methane flux can be corrected. This correction and its magnitude is explained in more
detail in Chapter 4.2.4.2. From Figures 4.3 and 4.4 it is evident that dampening of high
frequency signal is most pronounced for RMT-200 cospectra.
Ensemble averaged power spectra of methane and temperature during the two periods
are shown on the right hand side of Figures 4.3 and 4.4. Scalar similarity implies that
temperature and methane power spectra ideally should follow the same curve. The spectra
were selected according to the same criteria which were used in selecting cospectra. All
the ensemble averaged methane power spectra are greatly affected by white noise during
period 17th of April - 17th of May (Figure 4.3). This can be seen from the fact that
the power spectra follows 1:1 line in the figure, especially the high frequency part of the
spectra. Data was selected for this figure from a period (17th of April - 17th of May) when
all the instruments were working and the flux was low. When the flux is low, variation in
measured methane concentration is greatly affected by noise in the signal, since the real
signal is small. Thus high frequency fluctuation in methane concentration is dominated
by white noise rather than real signal. The fact that the signal is dominated by white noise
means that the fluctuations at these frequencies in methane concentration time series are
resulting from instrumental noise and other sources of random noise and therefore they are
not corresponding to real fluctuations in the signal. Thus the smaller the frequency range
where white noise dominates the better. The white noise seen in power spectra does not
contribute to the covariance, rather it just increases the random error of the measurement
due to the fact that white noise in methane concentration measurements does not correlate
with vertical wind speed time series.
During period 9th - 29th of June, when Prototype-7700 was already out of operation,
the ensemble averaged power spectra seem to follow better the temperature power spectra
(Figure 4.4). G1301-f power spectra does not show any sign of white noise, while RMT-
200 power spectra starts to be dominated by white noise when n≈ 2.2, corresponding to
frequency 1.6 Hz. At slightly lower frequencies also dampening of RMT-200 signal can
be detected. TGA-100A ensemble averaged methane power spectra starts to deviate from
the temperature ensemble averaged power spectra already when the normalised frequency
is around 0.4 (0.3 Hz) (Figure 4.4). White noise has clearly biggest effect on TGA-100A
ensemble averaged methane power spectra of all the methane power spectra (Figures 4.3
and 4.4). Also TGA-100A ensemble averaged power spectra deviates from temperature
power spectra at low frequencies during both periods. This is possibly caused by drift in
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the signal. As a conclusion from observations on the power spectra, it can be said that
during the first period (17th of April - 17th of May) all the four methane flux measure-
ments were highly affected by white noise. During the second period (9th - 29th of June)
G1301-f power spectra follows the best the temperature power spectra, while the high
frequency part of TGA-100A power spectra is dominated to a great extent by white noise.
4.2.3 Random error estimation
The mean standard deviations of the covariances related to four methane gas analysers
during two different periods are given in Figure 4.5 and they were calculated according to
Equation 3.3. These standard deviations represent the uncertainty caused by instrumental
noise and one-point sampling of the flux and they were calculated from raw uncorrected
eddy covariance data. TGA-100A and Prototype-7700 give largest standard deviations
for the covariances, implying larger random errors. During the first period (17th of April
- 17th of May) they gave almost twice the standard deviation that RMT-200 and G1301-f
gave. Random error of the flux measurements is related to the magnitude of measured
flux, i.e. high flux leads to high random error. Due to sensitivity to water vapour and
temperature fluctuations in the air samples, raw uncorrected Prototype-7700 methane flux
shows high uptake of methane in the middle of day (dotted line in Figure 4.9), while the
other instruments show weak emission. Since random error is related to magnitude of the
measured methane flux, the random error of Prototype-7700 measurements is higher than
that of the other instruments in Figure 4.5. During the second period (9th of June - 29th
of June) the standard deviations were overall approximately five times larger than during
the first period. This was expected due to the fact that the measured flux was significantly
larger during the second period.
Absolute values for fractional flux errors (AFFE) were calculated according to Equa-
tion 3.6. They describe how the random error behaves relative to methane flux magnitude,
regardless of the direction. RMT-200 gives the smallest average value for AFFE during
the first period and similar value as G1301-f in the second period (Figure 4.5). During
the first period AFFE for G1301-f is slightly larger than for RMT-200, even though the
standard deviation values, meaning the noise levels, are almost identical. This is due to
the fact that G1301-f measured smaller fluxes than RMT-200 during the first period (Ta-
ble 4.2). Thus the ratio between the standard deviation of the covariance and the flux
is smaller for RMT-200. This applies also to Prototype-7700 AFFE values: the mean
Prototype-7700 AFFE is similar to that of G1301-f even though standard deviations are
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Figure 4.5 From right to left: Standard deviation of the covariances, absolute value
of fractional flux error (|σF/F |) and instrumental noise. Mean values for these three
statistical parameters were calculated during two separate periods. Fractional flux error
is calculated as a ratio between the standard deviations and the flux values. Instrumental
noise was estimated using method proposed by Billesbach (2011).
larger (barplot on the left in Figure 4.5). AFFE of TGA-100A is higher than for the other
three instruments due to higher standard deviation.
Distribution of AFFE values during the first period (17th of April - 17th of May) is
shown in Figure 4.6. All the distribution curves show an asymmetric shape: the curves
peak at low AFFE values and then they have a tail reaching up to higher AFFE values.
From cumulative frequency of occurrence shown on the right in Figure 4.6, it is evident
that approximately 90 % of the RMT-200 AFFE values are below 0.19 and the most
common value is approximately 0.12. The distribution of AFFE values is very narrow;
absolute value of fractional flux error values above 0.3 are rarely witnessed. For G1301-
f the most common AFFE value is approximately 0.12 and approximately 90 % of the
AFFE values are below 0.33. Thus distribution of G1301-f AFFE values is slightly wider
than the distribution RMT-200 AFFE values indicating that higher AFFE values are more
frequent for G1301-f.
Distributions of TGA-100A and Prototype-7700 AFFE values are more wider than for
the two previous gas analysers. This is evident from the cumulative frequency of occur-
rence shown in Figure 4.6. About 90 % of the AFFE values are below 0.5. Prototype-
7700 data is governed more by small AFFE values than TGA-100A. However they have
the same relative amount of high AFFE values and thus the cumulative frequency of oc-
49
0 0.1 0.2 0.3 0.4 0.5 0.6
0
0.02
0.04
0.06
0.08
0.1
0.12
0.14
0.16
0.18
0.2
Absolute value of fractional flux error, |σF/F|
R
el
at
iv
e 
fre
qu
en
cy
 o
f o
cc
ur
re
nc
e
 
 
RMT−200
G1301−f
TGA−100A
Prototype−7700
0 0.1 0.2 0.3 0.4 0.5 0.6
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Absolute value of fractional flux error, |σF/F|
Cu
m
ul
at
ive
 fr
eq
ue
nc
y 
of
 o
cc
ur
re
nc
e
 
 
RMT−200
G1301−f
TGA−100A
Prototype−7700
Figure 4.6 Distribution curves of absolute value of fractional flux error (|σF/F |) are
shown on the left and cumulative sums of relative frequency of occurrence are shown on
the right. Frequency of occurrence is normalized with the amount of measurements and
thus the curves on the left give relative amount of data in each AFFE bin. Only periods
when all the methane gas analysers were working were used.
currence curves merge when AFFE is approximately 0.45. Small amount of high AFFE
values imply that the instrument is measuring methane concentration accurately most of
the time and thus it can be said that the smaller amount of high AFFE values the better.
Therefore, according to Figure 4.6, RMT-200 performs the best, G1301-f and Prototype-
7700 have slightly more high AFFE values and TGA-100A falls clearly behind RMT-200
in accuracy.
AFFE of G1301-f methane flux measurements depends strongly on the magnitude
of the flux (Figure 4.7). Most of the AFFE values are below 0.5, however when the
flux falls below 0.2 mg/m2 h, the AFFE values start to rise rapidly. This dependence
can be seen also in Prototype-7700 and TGA-100A data, however for RMT-200 such a
strong dependence is not detected. This might be partly caused by the fact that it did
not measure as small fluxes as the other instruments and thus the high AFFE values that
are related to small fluxes are not detected. Indeed, there is small increase in RMT-200
AFFE values when the flux is smaller than 0.2 mg/m2 h (Figure 4.7) that might indicate
similar dependence as for G1301-f data. However, the increase is smaller than for G1301-
f. If only moments when absolute value of raw uncorrected methane flux was larger than
0.3 mg/m2 h are used, the mean AFFE values are 0.13, 0.14, 0.20 and 0.18 for RMT-200,
G1301-f, TGA-100A and Prototype-7700, respectively. Therefore we can conclude that if
low flux periods are omitted AFFE of RMT-200 and G1301-f are similar, as well as AFFE
values of TGA-100A and Prototype-7700. This means that Prototype-7700, G1301-f and
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TGA-100A have problems in measuring small fluxes as accurately as higher fluxes.
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Figure 4.7 Dependence of absolute value of fractional flux error (AFFE) on absolute
value of raw, uncorrected methane flux. Only data flagged with flag 0 and measured
between 17th of April and 17th of May was used. Couple of outliers were omitted by
zooming the figures in order to show the dependence between AFFE and methane flux
more clearly.
In addition to standard deviations, which describe the random uncertainty caused by
sampling and instrumental noise, the random uncertainty caused purely by instrumental
noise was estimated according to method proposed by Billesbach (2011). Magnitude
of instrumental noise is a good measure of instrument performance. The mean values
are plotted in Figure 4.5. Uncertainty caused by instrumental noise increases when the
flux magnitude increases. This can be seen if the noise levels during the two periods
are compared, because the methane flux was on average larger during the second period.
Again, RMT-200 and G1301-f performed the best during both periods by having smallest
mean values for the instrumental noise, while TGA-100A had the highest.
4.2.4 Diurnal variation and methane flux magnitude
By comparing the measured methane flux to the mean value of all the methane flux values,
it is possible to assess the magnitude of the methane flux relative to each other. This kind
of comparison was executed using data obtained between 17th of April and 17th of May
and the results can be seen in Table 4.2. G1301-f gives smaller fluxes than all the gas
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analysers on average: methane flux obtained from G1301-f is 0.089 mg/m2 h smaller
than the mean flux obtained during this period. However, between 9th and 29th of June
this difference is on average 0.052 mg/m2 h which means that G1301-f measured quite
similar fluxes than the other instruments. RMT-200 gives the highest methane fluxes
between 17th of April and 17th of May, 0.460 mg/m2 h, on average.
RMT-200 G1301-f TGA-100A Prototype-7700
17th of April -
17th of May
Flux (mg/m2 h) 0.460 0.311 0.408 0.421
Difference (mg/m2 h) 0.060 -0.089 0.008 0.021
Relative difference (%) 13.1 -28.6 2.0 5.0
9th of June -
29th of June
Flux (mg/m2 h) 3.154 2.899 2.801 -
Difference (mg/m2 h) 0.203 -0.052 -0.151 -
Relative difference (%) 6.4 -1.8 -5.4 -
Table 4.2 Average difference between methane flux obtained from one instrument and
mean flux obtained from the four instruments during two different periods. During the
first period (17th of April - 17th of May) all the four methane gas analysers were working
and during the second period (9th of June - 29th of June) Prototype-7700 was out of
operation. If difference and relative difference are negative, the flux obtained from that
certain instrument is smaller than the mean flux obtained from all of the instruments. Only
data flagged with quality flag 0 was used.
Mean diurnal variation of methane flux obtained from the four methane gas analysers
are shown in Figure 4.8. Only data measured between 17th of April and 17th of May
were used so that the figure can be compared with Table 4.2. The mean methane fluxes
agree well at night. All the four measurement systems measuring methane flux agree that
the flux is on average between 0.3 and 0.4 mg/m2 h. Especially TGA-100A, G1301-f
and RMT-200 give similar methane flux estimates at night, while fluxes obtained from
Prototype-7700 are slightly smaller. While the measured methane fluxes agree at night,
at daytime there is a bigger difference between them. Rinne et al. (2007) did not find any
diurnal variation in methane flux at this measurement site. In addition, peat temperature
does not have a diurnal variation (not shown) and this would also indicate that the methane
flux should stay rather constant during a day due to the fact that peat temperature is one of
the the main driving factors for the methane flux at this site (Figure 3.5). However, none
of the methane flux time series agree with Rinne et al. (2007). TGA-100A, RMT-200 and
Prototype-7700 methane fluxes increase during daytime from the night time value, while
G1301-f methane flux decreases. For TGA-100A and RMT-200 the daily variation is not
as pronounced as for Prototype-7700. This diurnal variation also explains why methane
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Figure 4.8 Mean diurnal variation of final fully corrected methane flux obtained from
the four methane gas analysers. Only data from a period when all the instruments were
working (17th of April - 17th of May) were used. Data from this period was selected so
that the methane fluxes were given quality flag 0. Errorbars denote one standard deviation
around the mean values.
flux obtained from G1301-f is on average somewhat smaller than from the three other gas
analysers (Table 4.2). Interestingly such clear diurnal variation was not observed during
high flux period (9th -29th of June) in G1301-f methane flux (not shown).
G1301-f and TGA-100A methane fluxes clearly differ from each other at daytime even
though they both should be free from water vapour effects (Figure 4.8). This difference
might be caused by the fact that water vapour has an effect on the G1301-f methane flux
despite the fact that the water vapour effects on the flux are corrected automatically during
measurement. In other words, this difference implies that the automatic correction exe-
cuted during measurement is not working correctly. Nonetheless this assumption cannot
be confirmed due to the fact that there is no absolutely correct knowledge on the magni-
tude of methane flux, thus it is impossible to know which one, TGA-100A or G1301-f, is
more correct.
4.2.5 Systematic error estimation
Unbiased correct information on the reference magnitude of the real flux is needed in
order to estimate how much the measured methane flux deviates from the real methane
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flux. Such information cannot be obtained, as all the measurements may have errors.
Nonetheless, certain measurement system and data processing induced systematic errors
have been identified and they can be corrected. These corrections are presented in the
following subsections.
4.2.5.1 Sensitivity to water vapour and temperature fluctuations
G1301-f data is corrected automatically for the influence of water vapour fluctuations on
measured methane concentration during data collection and TGA-100A was connected to
a drier. In addition, these two instruments are closed-path gas analysers and temperature
fluctuations are dampened in the sampling tube. Thus for these two instruments no density
or spectroscopic corrections are needed. Significance of WPL-correction (Webb et al.,
1980) and the new spectroscopic correction are assessed only for RMT-200 and Prototype-
7700 in this chapter. Only data obtained between 17th of April - 17th of May were used
in this chapter.
For open-path gas analysers the WPL-terms are more important than for closed-path
instruments, due to the fact that for closed-path gas analysers the temperature fluctua-
tions are dampened by the sampling tube prior to air sample arrival to the measurement
cell. Thus we can expect that the WPL-correction and the new spectroscopic correction
will have more pronounced effect on Prototype-7700 methane fluxes than for RMT-200.
Spectroscopic correction was applied simultaneously with WPL-correction according the
method presented in Chapter 2.4.3. For Prototype-7700 the coefficients A,B and C in
Equation 2.22 were calculated using parametric equations given in LI-7700 manual (LI-
COR Inc., 2010). These coefficients describe the effect of temperature and water vapour
fluctuations on the measured methane concentration. For RMT-200 the coefficient bct was
adopted from Tuzson et al. (2010). During the measurement campaign the approximate
ranges for A, B and C were 0.95 to 0.99, 1.43 to 1.46 and 1.21 to 1.35, respectively.
McDermitt et al. (2010) reported that these coefficients should be in the range 0.77-1.00,
1.39-1.42 and 1.28-1.4, respectively. In our study coefficients B and C are slightly out-
side the range that McDermitt et al. (2010) reported and therefore the correction might be
slightly miscalculated. The coefficients are calculated using mean water vapour concen-
tration measured with LI-7000, among other parameters, and thus calibration error might
explain the discrepancy between McDermitt et al. (2010) and this study.
WPL-correction has a significant influence on the open-path Prototype-7700 methane
fluxes. The correction increases the flux by 0.38 mg/m2 h, on average. However, this
difference has a clear diurnal variation. At daytime (sun’s elevation angle larger than 0◦),
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it is approximately 0.60 mg/m2 h and at night time (sun’s elevation angle below−3◦) it is
around -0.14 mg/m2 h, meaning that the correction diminishes the fluxes at night. Spec-
troscopic correction is not as significant as WPL-correction for Prototype-7700 methane
fluxes: on average fluxes corrected for the spectroscopic effects and density fluctuations
are 0.12 mg/m2 h larger than only WPL-corrected fluxes. However, also spectroscopic
correction has a diurnal variation and the difference is 0.18 mg/m2 h at daytime, while at
night time it is -0.04 mg/m2 h. For the closed-path RMT-200 the significance of WPL-
and spectroscopic correction is much smaller as expected for closed-path design. WPL-
correction increases the flux by 0.081 mg/m2 h on average. If daytime and night time
are examined separately, this increase is 0.101 mg/m2 h and 0.017 mg/m2 h, respec-
tively. Significance of spectroscopic correction is smaller than the significance of WPL-
correction: on average spectroscopic correction increased the flux by 0.017 mg/m2 h and
at daytime and night time this increase is 0.021 mg/m2 h and 0.004 mg/m2 h, respectively.
In Table 4.3 these values are listed as percentages of the uncorrected raw covariance.
RMT-200 Prototype-7700
All data
WPL-correction (%) 28.9 68.8
Spectroscopic correction (%) 6.0 20.1
Daytime
WPL-correction (%) 36.0 106.0
Spectroscopic correction (%) 7.5 31.0
Night time
WPL-correction (%) 6.3 -24.0
Spectroscopic correction (%) 1.3 -7.1
Table 4.3 WPL- and spectroscopic correction given as percentages of the uncorrected
raw covariance. Positive and negative values mean that the correction increases the up-
ward and downward directed flux, respectively. Daytime was defined as those periods
when sun’s elevation angle was above 0◦ and night time as those periods when it was be-
low −3◦. Only data from a period when all the instruments were working (17th of April -
17th of May) was used in calculating the values in the table.
The corrected fluxes were compared with methane flux calculated from TGA-100A
data. This dataset should be free from density fluctuations and spectroscopic effects, since
the closed-path analyser was connected to a drier and thus the water vapour fluctuations
were removed with the drier, while sampling line dampened temperature fluctuations.
Therefore in theory with this kind of comparison it is possible to verify and assess the
performance of WPL- and spectroscopic corrections that were applied to RMT-200 and
Prototype-7700 data. Diurnal variation of TGA-100A methane flux is shown in Figure 4.9
with diurnal variations of Prototype-7700 and RMT-200 methane fluxes at different stages
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Figure 4.9 Diurnal variations of RMT-200 and Prototype-7700 methane fluxes at dif-
ferent stages of post-processing. Dotted line represents diurnal variation of raw, uncor-
rected data. SC, WPL and SP correspond to spectral corrections (Chapter 4.2.4.2), WPL-
correction and spectroscopic correction, respectively. Therefore black line shows the di-
urnal variation of fully corrected, final flux. Diurnal variation of TGA-100A methane flux
is shown for comparison with red line. Only data between 17th of April and 17th of May
were used. Flux data flagged with quality flag 0 was selected for both plots individually
and thus the red lines are not exactly the same in these two figures. Note the different
scale on y-axes.
of post-processing. The diurnal variation of fully corrected flux agrees better with TGA-
100A than the diurnal variation of not corrected flux. This is true for both, RMT-200 and
Prototype-7700. Therefore it can be said that both of the corrections are modifying the
flux data into the right direction. For open-path Prototype-7700 WPL-correction alone is
not enough, due to the fact that diurnal variation of WPL-corrected Prototype-7700 flux
differs quite a lot from the TGA-100A data at daytime. However, from Figure 4.9 and
Table 4.3 it is evident that the WPL-correction is more significant for Prototype-7700 than
the spectroscopic correction. After correcting the Prototype-7700 flux data with WPL-
correction high uptake of methane at daytime, i.e. flux directed downwards, is turned
into weak emission which is more plausible at this site. Both corrections also increase
the correlation between TGA-100A methane flux data and RMT-200 and Prototype-7700
data. For RMT-200 methane flux data the correlation coefficient (r2) with TGA-100A
methane flux data is 0.53, 0.77 and 0.78 without WPL- or spectroscopic correction, with
WPL-correction and with both corrections, respectively. For Prototype-7700 methane
flux data these correlation coefficients are 0.01, 0.23 and 0.43, respectively.
Negative value for the correction implies that the measured flux directed upwards is
too large and it must be diminished. This kind of situations happen usually at night time
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when the water vapour flux is close to zero and temperature flux is directed downwards.
This is a consequence of the fact that the surface has cooled down faster than the air above
during the night and thus it is colder than the air. Hence the temperature flux downwards.
If at the same time methane flux is directed upwards, as it is usually at this site, methane
concentration and temperature fluctuations are negatively correlated with each other. Thus
line broadening effects cause the fluctuation in methane concentration time series seem to
be larger than it really is and measured methane flux is larger than the real flux. The op-
posite happens when the temperature flux is directed upwards: the fluctuation in methane
concentration seem to be smaller than it really is and the methane flux is underestimated.
This same reasoning applies also for water vapour flux induced apparent flux, however
it is rarely, if ever, directed downwards. Thus spectroscopic correction caused by wa-
ter vapour flux only increases the upwards directed methane flux, decreases downwards
directed flux or has a negligible effect on the flux. Therefore spectroscopic correction
for closed-path gas analysers only increases the flux, if it is directed upwards, such as
methane flux in this study. For open-path instruments the correction usually increases
upwards directed daytime fluxes and decreases night time upwards directed fluxes (Fig-
ure 4.9). However, this depends on the relative magnitude and direction of temperature
and water vapour fluxes. These observations indicate that both WPL- and spectroscopic
correction are important, especially in the case of open-path gas analysers.
4.2.5.2 Spectral corrections
As mentioned in Chapter 4.2.2 the high frequency end of methane flux cospectra is usually
attenuated, meaning that it falls below temperature flux cospectra. High frequency part
of methane flux cospectra measured with the four methane gas analysers are shown in
Figure 4.10. Dotted line shows the model cospectrum multiplied with transfer function
which describes attenuation of high frequency signal (Equation 3.1). This dotted line
should follow the ensemble averaged methane cospectrum (black dots) and the spectral
correction can be calculated from the difference between the dotted line and the model
cospectrum (grey line).
Response times were estimated experimentally using method presented in Aubinet
et al. (2000). As a result, mean response times of 0.16 s, 0.08 s, 0.10 s and 0.16 s were
obtained for RMT-200, TGA-100A, G1301-f and Prototype-7700, respectively. These
values correspond to cut-off frequencies of 0.64 Hz, 1.28 Hz, 1.02 Hz and 0.64 Hz, re-
spectively. Cut-off frequency corresponds to that frequency where the transfer function
equals 2−1/2 meaning that the flux has been attenuated to approximately 0.7 of the real
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Figure 4.10 Attenuation of high frequency end of cospectra. Grey line is the modelled
cospectra, Black dots connected with a line represents mean methane cospectrum, black
triangles are negative points of mean methane cospectrum, grey dots show individual
methane cospectra from which the mean cospectrum is calculated and dotted line shows
modelled cospectra multiplied with transfer function (Equation 3.1) corresponding to
each gas analyser. Response times related to each gas analyser are shown in the figure.
Cospectral data was binned into 35 logarithmically evenly spaced bins before plotting.
Data were selected from a period 17th of May - 17th of April using the same selection
criteria as in chapter 4.2.2. After data selection 48 half-hourly cospectra were used in
creating the subplots.
value at this frequency. TGA-100A has the shortest response time, meaning that it re-
sponds the best to changes in methane concentration. However, it must be kept in mind
that not only the instrument response, but also the rest of the measurement system (fil-
ter, sampling tube, response of sonic anemometer, spatial sensor separation) has an effect
on the total system response time. Therefore, the obtained response times describe not
only the instrument response, but also the ability of the whole system to measure high
frequency turbulent fluctuations.
Long response time of Prototype-7700 is rather surprising. Usually open-path instru-
ments (i.e. LI-7500) have shorter response times than closed-path instruments due to the
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fact that the high frequency dampening due to the sampling line and filters is not present.
Long Prototype-7700 response time might be a result from the fact that it was positioned
under the sonic anemometer, substantially below the rest of the intakes, and 1-1.2 m above
wood logs (see Figure 3.2). This separation between instruments causes also attenuation
of high frequency signal. Also the large open sampling cell may not be able to resolve
the smallest turbulent eddies, i.e. fluctuation with highest frequencies. However, in other
studies (Detto et al., 2011; McDermitt et al., 2010) LI-7700 resolved eddies well.
Magnitudes of the spectral corrections are given in Table 4.4 as a fractions of the raw,
uncorrected methane flux. Diurnal variation of data with and without spectral corrections
are shown in Figure 4.9 for RMT-200 and Prototype-7700. Spectral corrections always
increase the absolute value of the flux, regardless of what is the direction of the flux. Spec-
tral corrections are done before WPL- or spectroscopic corrections, thus spectral corrected
fluxes are still affected by density fluctuations and spectroscopic effects. This means that
for Prototype-7700 and RMT-200 spectral corrections are done for datasets that follow
dotted lines in Figure 4.9. For Prototype-7700 the corrections increase the magnitude
of negative and positive methane fluxes (Table 4.4 and Figure 4.9) during daytime and
night time, respectively. Thus spectral corrections partly balance the effect of WPL- and
spectroscopic corrections on Prototype-7700 methane fluxes due to the fact that they have
an opposing effect on the flux. If Tables 4.3 and 4.4 are compared, it is evident that
for Prototype-7700 WPL- and spectroscopic correction are more important than spectral
corrections. The correction has the smallest effect on TGA-100A and G1301-f methane
fluxes (Table 4.4). This was expected due to the fact that they had shorter response time
than Prototype-7700 and RMT-200.
RMT-200 G1301-f TGA-100A Prototype-7700
All data (%) 11.5 6.0 6.6 0.7
Daytime (%) 12.0 6.2 6.9 -3.1
Night time (%) 10.2 5.2 5.9 10.1
Table 4.4 Magnitude of spectral corrections given as percentages of raw uncorrected
covariance. Positive and negative values mean that the correction increases upward and
downward directed flux, respectively. Daytime was defined as periods when the sun’s
elevation angle was above 0◦ and night time was defined as periods when it was below
−3◦. Only data from a period when all the instruments were working (17th of April - 17th
of May) was used in calculating the values in the table.
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4.2.6 Long-term performance
Figure 4.11 shows how well the methane flux estimates from the four methane gas anal-
ysers agree with each other. Methane flux from G1301-f was selected as a reference for
the three other gas analysers because of two reasons: the random error was relatively
small (Chapter 4.2.3) and the corrections to the flux measurements are small (spectral
corrections) or not needed (WPL- and spectroscopic correction).
RMT-200 and G1301-f methane fluxes agree well during low flux periods and high
flux periods (Figure 4.11a). This can be seen from the fact that all the points are crowded
in a narrow band near the 1:1 line and the scattering of the points is not increased neither
in the low flux nor in the high flux end of the figure. A linear regression was fitted to the
measurements and the fit can be seen in the figure. Slope (1.021) implies of good match
between datasets, however the intercept (0.104) differs from zero due to the fact that
G1301-f measured slightly smaller fluxes than RMT-200 (Table 4.2). 95 % confidence
intervals for the coefficient estimates are 1.019 and 1.023 for the slope and 0.098 and
0.110 for the intercept. Therefore the slope is quite accurately one. Also the correlation
coefficient between the two methane flux datasets is high (r2 = 0.994) and the root mean
square error is low (RMSE = 0.237). RMSE describes the difference between the methane
flux values obtained from the two gas analysers and thus the smaller RMSE value the
better. Functioning of the gas analysers RMT-200 and G1301-f are based on quite similar
basic principle as described in Chapter 3.2.
G1301-f does not agree as well with TGA-100A as it does with RMT-200 (Figure
4.11b). The slope of the fitted linear regression is 0.903 (95 % confidence intervals are
0.893 and 0.913) and it is clearly below the ideal slope of 1:1 line. Also the intercept
differs from zero with value of 0.154 (95 % confidence intervals are 0.123 and 0.185).
However, most of the points follow the 1:1 line, but few outliers cause the fit to differ
from the ideal 1:1 line. This can also be seen if the values of the residual are examined:
they are mostly positive when the flux is large. If the fit describes the measurements
well, the residual values should vary around zero, as in the case of RMT-200 and G1301-f
methane fluxes. Thus, it can be argued that the TGA-100A and G1301-f methane flux
datasets agree better than the slope of the fitted linear regression implies, at least when
the flux is not exceedingly large. The correlation between the TGA-100A and G1301-f
datasets (r2 = 0.913) is smaller than between RMT-200 and G1301-f methane fluxes and
the root mean square error is higher (RMSE = 0.737). There was quite a lot of scattering
in TGA-100A methane flux data and thus the points in subplot b) are not grouped as a
narrow band around the fitted line and RMSE is rather high. The scattering in TGA-100A
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Figure 4.11 Scatter plots of methane flux measured with different gas analysers. Only
periods when amount of spikes in a half an hour exceeded 100 were discarded. Number
of points in the figure, root mean square error and correlation coefficient are given above
each figure, respectively. Residual is the difference between the fitted line and measured
values.
methane flux data is probably caused by high random error in the measurements (Chapter
4.2.3).
Also the agreement between Prototype-7700 and G1301-f was assessed (Figure
4.11c), even though the amount of Prototype-7700 measurements is smaller than the
amount of data received from the other gas analysers. Prototype-7700 was operational
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only during period with relatively low methane flux (Figure 4.2), and thus the points in the
scatter plot figure are near-zero. However, even though the points are located in a small
range of methane flux values, it can be seen that they follow quite well the ideal 1:1 line.
Fitted linear regression has slope and intercept of 0.967 (95 % confidence intervals are
0.938 and 0.995) and 0.165 (95 % confidence intervals are 0.141 and 0.188), respectively.
This implies that Prototype-7700 and G1301-f agree better than TGA-100A and G1301-f
due to the fact the slope is closer to the ideal value of 1, respectively. In addition, the
fact that the ideal value for the slope is quite near the obtained 95 % confidence intervals,
implies that the linear regression might have the ideal slope if there would be more
data. The correlation coefficient between the Prototype-7700 and G1301-f methane flux
datasets is 0.807 and root mean square error is 0.357. Lower RMSE value than in the case
of TGA-100A and G1301-f also implies that Prototype-7700 agrees better with G1301-f
than TGA-100A. Scatter plots of methane flux data obtained only between 17th of May
and 17th of April are shown in Appendix A.
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Figure 4.12 Gapfilled daily averaged methane flux is shown in the upper part and cumu-
lative methane emission estimated from three gas analysers is shown in the lower part.
Black and red markers in the upper part represent measured and gapfilled values, respec-
tively.
Cumulative emission of methane during a part of the campaign (between 1st of May
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and 25th of October) was estimated from the data obtained from three gas analysers,
namely RMT-200, G1301-f and TGA-100A. They functioned with occasional breaks
throughout the measurement campaign, while for Prototype-7700 the amount of received
data was small (Figure 4.2), and thus for Prototype-7700 flux data methane balance was
not estimated. Cumulative emission was calculated from mean daily methane fluxes and
the mean daily values were calculated from methane flux data which was flagged with
quality flag 0. If less than one third of the measurements in a day fulfilled this criterium,
mean daily methane flux was estimated using the dependence between methane flux and
peat temperature (equation shown in Figure 3.5) and the same gapfilling method was used
for all the methane flux measurements. This kind of procedure lead 35, 67 and 103 out
of 178 days to be gapfilled for RMT-200, G1301-f and TGA-100A datasets, respectively.
Cumulative methane emission estimated from RMT-200 data was clearly based on mea-
surements the most due to small amount of gapfilled days, while TGA-100A had the most
gapfilled days. In fact, cumulative methane emission estimated from TGA-100A data is
more based on gapfilling than on real measurements, since the amount of gapfilled days
exceeds the amount of measured days and thus the value for methane balance estimated
from TGA-100A data is a bit dubious.
The mean daily methane flux values show great similarity over the period and the
gapfilled values follow more or less the measured values (upper part in Figure 4.12). Only
during the extremely high flux period around day of year 200 is not modelled well by the
gapfilling method. The three estimates for the cumulative emission shown in the lower
part of Figure 4.12 are almost the same and the amount of overall emitted methane over
the period for RMT-200, G1301-f and TGA-100A data are 12.3 g/m2, 11.8 g/m2 and
12.0 g/m2, respectively. Thus it can be said that the methane balance obtained from the
three gas analysers is the same even though the amount of gapfilled days is not. Overall
the daily methane emissions estimated from these three gas analysers agree very well and
the determination of methane balance does not depend on the selection of the gas analyser.
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5 Summary and concluding remarks
Measurements obtained from methane gas analyser intercomparison campaign held be-
tween 1st of April and 26th of October 2010 in Siikaneva fen were analysed in detail.
Assessment of turbulent cospectra and power spectra revealed that white noise dominates
a significant part of TGA-100A methane power spectra (Figures 4.3 and 4.4), which is
contrary to Billesbach et al. (1998), who show power spectra without any contamination
of white noise. RMT-200 and G1301-f power spectra follows quite well the theoretical
prediction (−2/3-slope) during high flux period (Figure 4.4), while during low flux the
spectra was greatly affected by white noise (Figure 4.3). Obtained RMT-200 power spec-
tra at high flux period agrees with the spectra obtained for the same instrument by Tuzson
et al. (2010) and Hendriks et al. (2008).
McDermitt et al. (2010) did not see white noise in their Prototype-7700 methane
power spectra. Also Prototype-7700 power spectra in Detto et al. (2011) did not show
significant contribution from white noise. The observed white noise might be caused by
the fact that Prototype-7700 was operational only during a period with relatively low flux
and thus the signal, meaning turbulence induced fluctuation in methane concentration,
was not easily detectable. Possibly, during a high flux period the instrument could have
performed better. Also high frequency signal attenuation (Figure 4.10) was pronounced
for Prototype-7700, while for the other three instruments the attenuation was more or less
in the range that can be expected for closed-path gas analysers. Again, McDermitt et al.
(2010) disagrees with this study by showing Prototype-7700 methane flux cospectra with
smaller high frequency attenuation. Detto et al. (2011) show Prototype-7700 methane
cospectra which is attenuated more than CO2 and H2O cospectra measured with LI-7500
and Dengel et al. (2011) show also quite attenuated methane cospectrum. High frequency
variation in the signal should not be damped exceedingly when using open-path gas anal-
ysers due to the fact that sampling tube is not needed. Therefore relatively long response
time (0.16 s) obtained for Prototype-7700 is a bit suprising. Possibly the size of the open
measurement cell caused the high frequency variation to be damped due to the fact that
large open sampling cell is not able to resolve the smallest eddies. However, this should
cause also the cospectra in McDermitt et al. (2010) to be attenuated. More reasonable ex-
planation for high frequency attenuation is that Prototype-7700 was installed much lower
than sonic anemometer and intakes from other devices (Figure 3.2). Also there were wood
logs 1-1.2 meters below the Prototype-7700. This is the likely cause of disturbed cospec-
tra. Long response time indicates that flux related to high frequency fluctuations is not
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measured properly and without spectral corrections the flux would be underestimated.
G1301-f, TGA-100A and Prototype-7700 have difficulties in measuring small fluxes
as accurately as high fluxes (Figure 4.7), while precision of RMT-200 measurements were
independent of the flux magnitude. In addition, RMT-200 methane fluxes had the smallest
random errors, on average, and the distribution of absolute value of fractional flux error
was narrow (Figure 4.6). Interestingly the AFFE values are similar to values Finkelstein
and Sims (2001) report for temperature flux measurements and for instance for CO2-flux
they report mean AFFE value of 0.25. Only Prototype-7700 methane flux had a similar
mean AFFE value (Figure 4.5). However this does not necessarily mean that the three
other methane gas analysers were more accurate than the CO2-analyser Finkelstein and
Sims (2001) used. Sampling error depends on site characteristics and thus the values
between these two studies are not entirely comparable. Detto et al. (2011) estimated
instrumental noise in RMT-200 data to be larger than in Prototype-7700 data, while in
this study Prototype-7700 had higher instrumental noise (Figure 4.5). They estimated
instrumental noise with the same method that was used in this study.
Open-path Prototype-7700 measurements were highly sensitive to water vapour and
temperature fluctuations (Figure 4.9 and Table 4.3) as expected for open-path instrument.
Also Detto et al. (2011) reported that WPL-corrections had a major impact on the mea-
surements and they stress that this correction will eventually affect the precision of the
flux estimates. In the middle of day, when water vapour and temperature fluxes were high,
the WPL-correction was larger than the originally measured methane flux. Also spectro-
scopic correction had significant impact on Prototype-7700 methane fluxes, however the
correction was smaller than density fluctuation induced errors, i.e. WPL-correction. For
RMT-200, WPL- and spectroscopic corrections were not as significant. For closed-path
instruments, such as RMT-200, these two corrections are linearly dependent on water
vapour flux. Therefore, even though the corrections were moderate for RMT-200 fluxes
on average, they might have bigger effect on the measurements, when methane flux is low
and water vapour flux is high. Spectral corrections had the biggest effect on RMT-200
methane fluxes, which was expected due to the fact that it had the longest response time.
Fully corrected fluxes from the four gas analysers agree very well (Figure 4.11), es-
pecially RMT-200 and G1301-f agree well. Detto et al. (2011) showed rather good agree-
ment between RMT-200 and Prototype-7700 fluxes which was also seen in this study (not
shown). Also the long-term performance was assessed. Prototype-7700 was not oper-
ational after June 5, 2010, and thus long-term performance of this instrument was not
assessed. The daily methane fluxes calculated from the fully corrected flux values agree
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throughout the measurement period (Figure 4.12) and the three estimates for methane
balance are almost the same.
On the whole, all the four gas analysers performed quite well. Prototype-7700 stopped
working early in the summer, maybe due to the fact that the instrument was a prototype,
which was not as weather proof as the actual model. In any case, it also was not as
precise as the two other new instruments (RMT-200 and G1301-f), which can be seen
for instance from distribution of AFFE values (Figure 4.6). This might be caused by
the fact that the open measurement cell is sensitive to disturbances. Also, the WPL-,
spectroscopic- and spectral corrections had a major impact on the final flux, occasionally
exceeding the raw flux. However, this is not a problem if all the variables needed in the
corrections are measured and the corrections can be done. RMT-200 random errors were
not as large as G1301-f random errors, especially when the measured flux was small.
In addition RMT-200 was functioning quite stably throughout the measurement period,
unlike G1301-f, which had a long pause in July-August. Prototype-7700 is lightweight
instrument and it needs 30-100 times less power than RMT-200 and G1301-f, thus making
it practical choice for measurement sites in remote locations. If only the performance in
this intercomparison is considered, RMT-200 performed the best and is the recommended
choice if new fast response methane gas analyser is needed.
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Figure A.1 Scatter plots of methane flux measured with different gas analysers. This
figure is otherwise the same as Figure 4.11, except data was selected only from period
17th of May - 17th of April. During this period all the instruments were working simulta-
neously and methane flux was on average 0.4 mg/(m2h).
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