Real-time time-dependent density functional theory (rt-TDDFT) with hybrid exchange-correlation functional has wide-ranging applications in chemistry and material science simulations. However, it can be thousands of times more expensive than a conventional ground state DFT simulation, hence is limited to small systems. In this paper, we accelerate hybrid functional rt-TDDFT calculations using the parallel transport gauge formalism, and the GPU implementation on Summit. Our implementation can efficiently scale to 786 GPUs for a large system with 1536 silicon atoms, and the wall clock time is only 1.5 hours per femtosecond. This unprecedented speed enables the simulation of large systems with more than 1000 atoms using rt-TDDFT and hybrid functional.
INTRODUCTION
Real-time time-dependent density functional theory(rt-TDDFT) is one of the newest trends in electronic structure calculations [3, 27, 31, 33, 39] . Its popularity rises together with the recent experimental emphasis in electronic ultrafast phenomena in material science. It can be used to study ion collision, light absorption spectrum, laser-induced demagnetization and phase change, charge transfer, excited carrier dynamics, and chemical reactions. Rt-TDDFT will be even more powerful when it can be combined with the hybrid exchange-correlation functional [5, 28] within the density functional theory (DFT). The hybrid functional mixes a fraction of the explicit Fock exchange integral with the semi-local exchange correlation functionals. It can be used to accurately describe the band gaps for a wide range of materials, especially with the recently developed range-separated hybrid functional [14, 15] . As a result, the rt-TDDFT + hybrid functional approach can be extremely powerful to describe, for example, the exciton excitation and charge transfer processes. Unfortunately, both rt-TDDFT and hybrid functional is extremely computational expensive compared to conventional ground state DFT calculations with semi-local functionals. In practice, rt-TDDFT can be hundreds of times slower than the conventional ground state molecular dynamics simulations due to the need for using small time step, hybrid functional can also be tens of times slower than the semi-local exchange correlation functional due to the evaluation of the Fock exchange term. As a result, planewave-based rt-TDDFT + hybrid functional simulations are rarely found in the literature, even for small systems, not to mention large ones with a thousand atoms. However, for many problems, e.g., for excited state charge transfer, large system simulation is essential. Besides, planewave basis is also important due to its flexibility, especially for excited states.
Fortunately, the situation has been improved due to both new algorithm developments and the emergence of new computer platforms like Summit (located in Oak Ridge National Laboratory, listed as No.1 supercomputer in the Top500 list in November 2018). The recently introduced parallel transport gauge formalism (PT) [1, 19] can increase the time step from the original sub-attosecond regime to around 50 attoseconds, while the Summit machine equipped with massive GPU processors has significantly increased the available computing power. Given this situation, it will be of paramount interest to test the limit of the rt-TDDFT+hybrid functional method on the Summit supercomputer. Given the heterogeneous architecture of the Summit(GPU+CPU), its latest hardware for data communication, and the large amount of total memory, the computer algorithms need to be adapted accordingly. Here, we show that, by implementing the new PT algorithm on GPUs, and by taking advantage of the large communication bandwidth and the large amount of memory on the machine, we can carry out an rt-TDDFT+hybrid functional simulation with the planewave basis set for a unprecedentedly large system with 1536 silicon atoms, with a practical time to solution of 1.5 hours per femtosecond on 768 GPUs.
We remark that in the context of ground state hybrid functional DFT calculations, several approaches have been proposed to reduce the cost. The application of the Fock exchange operator can be accelerated with a massive number of CPUs [9, 35] . The GPU acceleration has been reported in software packages such as ABINIT [11] , BigDFT [29] , NWChem [34] , Octopus [4] , PWmat [20, 21] , Quantum ESPRESSO [30] , VASP [12, 18] , to name a few. When approximation of the Fock exchange operator can be tolerated, the cost can also be reduced through other algorithmic approaches such as localization [6] [7] [8] 38] and density fitting techniques [17] .
Through our study, we like to address the following questions: (1) How scalable is the implementation, both in terms of strong scaling and weak scaling? (2) How large is the speedup comparing GPU with CPU, in the sense of the absolute fastest time to solution, and in the sense of the same power consumption? (3) What is the bottleneck in the most scalable case: computation or communication? (4) Whether the memory is a bottleneck? If not, what new algorithms one can use to take advantage of the large amount of memory? Through our study, we found that, the large capacity of the Summit machine allows us to implement some unique algorithms, such as the Anderson mixing for the wavefunctions, where up to 20 copies of wavefunctions are required; also the algorithm of the Fock exchange integral evaluations (Eq. 3 and Alg. 2), where a wavefunction is broadcast in an as-needed basis, and the computation can overlap with communication. The use of the new PT algorithm is essential. We show that the PT algorithm can be 20-30 times faster than the more conventional Runge-Kutta 4th order (RK4) method, and it can be efficiently implemented on supercomputers like Summit. The performance of the hardware also determines the choice of optimal algorithms. For example, recently it has been shown that in CPU machines, the adaptively compressed exchange (ACE) algorithm [24] can be combined with the PT formulation to reduce the time for rt-TDDFT + hybrid functional calculations [22] . In this work, we find that with the GPU acceleration, the use of the PT formulation alone leads to more efficient implementation on the Summit machine. We provide detailed performance analysis, which gives insights for how to implement similar electronic structure codes in such heterogeneous platforms, and what aspects of such platforms can be improved in the future to serve similar applications.
The rest of the manuscript is organized as follows. We review the algorithm for performing hybrid functional rt-TDDFT calculations with the parallel transport gauge formulation in section 2. The GPU implementation is shown in section 3. The setup of the test systems and the machine configuration are presented in section 4 and section 5, respectively. Then we show the numerical results in section 6, followed by the analysis in section 7 and conclusion in section 8.
PARALLEL TRANSPORT GAUGE FORMULATION OF RT-TDDFT
Real-time time-dependent density functional theory solves the following set of time-dependent equations i∂ t Ψ(t) = H (t, P(t))Ψ(t).
Here Ψ(t) = [ψ 1 (t), . . . ,ψ N e (t)] is the collection of electron orbitals, and N e is the number of electrons (spin degeneracy omitted). The time-dependent Hamiltonian takes the form
Here V ext (t) includes the contribution from the external field (such as the laser field), together with the local and nonlocal contribution from the pseudopotentials. The Hamiltonian also depends nonlinearly on the density matrix P(t) = Ψ(t)Ψ * (t). V Hxc is a local operator and characterizes the Hartree contribution and the local and the semi-local part of the exchange-correlation contribution. The Fock exchange operator V X is an integral operator with kernel V X [P](r, r ′ ) = −αP(r, r ′ )K(r − r ′ ). Here K(r − r ′ ) is the kernel for the (possibly screened) electron-electron interaction [14, 15] , and α is a mixing fraction.
In an rt-TDDFT simulation, the matrix-vector multiplication of the type H [P]Ψ needs to be repeatedly performed. This is particularly the case for hybrid functional calculations, where each set of multiplications V X [P]Ψ requires the following operations:
This amounts to solving N 2 e Poisson-like equations. Due to the convolutional structure of K, this can be efficiently performed using the fast Fourier transform (FFT). In practice, the application of the Fock exchange operator usually takes about 95% of the total computation time.
The rt-TDDFT equation (1) can be equivalently expressed using a set of unitarily transformed orbitals. Physical observables such as the density matrix are by definition gauge-invariant. This allows us to seek for the optimal gauge for numerical simulation of rt-TDDFT. Recently, such optimal gauge has been identified [1, 19] , which is defined implicitly through the following equation
Here Ψ * stands for the Hermitian conjugate of the matrix Ψ. Compared to Eq. (1), the only difference is the extra term Ψ(Ψ * H Ψ), which mixes the information from all orbitals together. The righthand side of Eq. (4) is a residual type term. Its magnitude can be much smaller than H Ψ on the right-hand side of Eq. (1), and the dynamics become smoother. In fact, Ψ(t) solved from Eq. (1) can be viewed as the parallel transport (PT) of the initial wavefunctions to time t within the range of P(t), and the corresponding implicitly defined gauge is called the parallel transport gauge. It can be proved that the parallel transport gauge yields the slowest possible dynamics among all possible choices of the gauge [19] . Coupled with implicit integrators such as the Crank-Nicolson scheme, the resulting PT-CN scheme solves the following nonlinear equation at each time step
Compared to explicit time integrators such as the explicit 4th order Runge-Kutta scheme (RK4) which often requires a sub-attosecond time step, the time step allowed by PT-CN can be significantly improved to around 10-50 attoseconds. This is particularly important for reducing the number of Fock exchange operator applications in hybrid functional calculations. Alg. 1 summarizes the procedure for one step of time propagation using the PT-CN scheme. During each time step, we first evaluate the initial residual R n . The right-hand side of (5) can be viewed as propagating the wavefunctions by half a step. It is thus denoted by Ψ n+ 1 2 and is fixed during the self-consistent field iteration. The new set of wavefunction Ψ n+1 needs to satisfy a fixed point problem and is denoted by Ψ f during the iteration, and the residual for the fixed point problem is denoted by R f . The fixed point problem is solved by the Anderson mixing method [2] . When the residual is sufficiently small, the SCF iteration can be terminated. In practice, we find that the SCF convergence can also be monitored by the convergence of the charge density.
Algorithm 1 One time propagation step with the PT-CN method.
.
3: Evaluate the electron density ρ f corresponding to Ψ f . 4 : for j = 1, 2, . . . do
5:
Update the potential and the Hamiltonian H f .
6:
Evaluate the fixed point residual
Perform Anderson mixing to update wavefunctions Ψ f . 8: Evaluate the electron density ρ f corresponding to Ψ f . 9: If the change of the electron density is sufficiently small, exit the loop. 10: end for 11: Orthogonalize Ψ f to obtain Ψ n+1 .
MULTI-GPU IMPLEMENTATION
In hybrid functional calculations with a planewave basis set, the application of the Fock exchange operator in the H Ψ step often takes around 95% of the total computation time with a CPU implementation. However, according to Amdahl's law, in order to achieve a desirable speedup factor, almost all steps of the calculation needs to be accelerated using GPUs. Our implementation is based on PWDFT, which uses the planewave discretization and is an independent module of the massively parallel software package DGDFT (Discontinuous Galerkin Density Functional Theory) [16, 25] . In our implementation, all computationally intensive parts are performed using GPUs with either GPU-accelerated libraries or CUDA custom kernels. We also carefully overlap the MPI communication and GPU computation to take advantage of the heterogeneous architecture.
Hybrid parallelization scheme
There are two main parallel distribution schemes for the wavefunctions. The first one is the column based distribution scheme (also called the band index parallelization), i.e., each column of Ψ are distributed to different MPI tasks based on its band index (i.e. the column index). This data distribution scheme is highly efficient for the calculation of H Ψ. This is particularly the case for hybrid functional calculations since different MPI tasks are able to perform FFTs independently. The second one is the row based distribution scheme (also called the G-space parallelization, where G is a standard notation for the index in the Fourier space). In this scheme, the data is distributed according to the partition of the Fourier coefficients. This distribution scheme facilitates the evaluation of matrix-matrix multiplications, such as the evaluation of the overlap matrix S = Ψ * (H Ψ) once H Ψ is obtained.
In PWDFT, the wavefunctions Ψ are mostly distributed in the band index parallelization to evaluate the H Ψ efficiently. The conversion from band index parallelization to G-space parallelization is performed via MPI_Alltoallv for matrix-matrix multiplication operations such as the evaluation of the overlap matrix, as shown in Fig. 1 . Note that after the evaluation in the G-space, the wavefunctions are converted back to the band index parallelization format via MPI_Alltoallv. In this fashion, both H Ψ and matrix-matrix multiplication operations can be evaluated efficiently. In the GPU implementation, the hybrid parallelization scheme plays an even more important role. This is because the band index parallelization allows us to use the CUFFT library for the H Ψ calculation. However, the band index parallelization cannot scale to a large number of processors for matrix-matrix multiplications either on CPUs or GPUs, and we therefore need to convert to the G-space parallelization scheme. The hybrid parallelization scheme for the GPU implementation has been used in [36] for ground state electronic structure calculations. In the discussion above, we assume only the Γ point is considered for sampling the Brillouin zone. For solid state systems with k-point sampling, the wavefunctions can naturally be grouped according to the k-points, which adds an additional layer of parallelization. 
Evaluation of H Ψ
The cost of evaluating H Ψ mainly consists of two parts: applying the Fock exchange operator and applying the pseudopotential.
The algorithm for applying the Fock exchange operator using a planewave discretization is shown in Alg. 2. The wavefunctions are distributed according to the band index. For a system with N e wavefunctions and calculated on N p processors, each processor holds N e ′ = N e /N p wavefunctions (assuming N e is divisible by N p ). According to Eq. if the current processor holds Ψ i then 4: Broadcast Ψ i to all processors 5: end if 6: for j = 1, N e do 7: if the current processor holds Ψ j then 8: Solve Poisson-like equation using FFT with respect to the charge-like quantity Ψ * i (r)Ψ j (r), and add the solution to (V X Ψ) j .
9:
end if 10: end for 11: end for In order to efficiently carry out Alg. 2 on GPUs, we perform a number of optimization steps.
1. CUFFT and CUDA custom kernels (band-by-band). The first step of porting PWDFT onto GPU is to use the CUFFT library and CUDA custom kernels to accelerate the computation of Alg. 2. In this step, all relevant computation( from line 6 to line 10 in Alg. 2) are moved onto GPU in a band-by-band manner. In our implementation, the CUDA custom kernels are written to fill the gaps between the CUFFT calls, and there is no CPU-GPU synchronization during the computation. The CPUs are only used for performing MPI communication, and the data copy between CPU and GPU is necessary after the MPI_Bcast operation.
2. Batched implementation. Each V100 GPU on the Summit supercomputer has a peak performance of 7.8 TFLOPS and a peak bandwidth of 900 GB/s. The band-by-band implementation above cannot saturate the bandwidth of the GPUs. One way of improving GPU performance is to send more data to the GPU. In the GPU version of PWDFT, instead of sending the data Ψ * i (r)Ψ j (r) one by one, we batch them together and call a batched CUFFT. The corresponding CUDA custom kernels are also changed to a batched fashion. The batched version of code has two benefits: first it increases the computational intensity of the CUDA kernels to take advantage of the computing power of GPU; second, it reduces the latency between CPU and GPU by reducing the number of CUDA kernel launches.
3. GPUDirect and CUDA-aware MPI. On the Summit supercomputer, the IBM Spectrum CUDA-aware MPI is supported by hardware, which means inter-node GPUs can communicate with each other via MPI without explicitly coping data to the CPU. In PWDFT, we take advantage of this feature, and MPI communication is performed directly on the GPU data. In this step, the wavefunctions are always kept on the GPU, and MPI_Bcast is performed using the CUDA-aware MPI in a band-by-band manner. This fine-grained (band-by-band MPI_Bcast) communication creates more opportunity to overlap the GPU computation and the MPI communication, since conceptually the CUDA-aware MPI and GPU computation can be performed simultaneously.
4. Single precision MPI. As will be seen later in the performance analysis, the MPI communication is mainly limited by the bandwidth of network adapters (NIC). To reduce the communication time of the Fock exchange operator applications, we use the single precision format for sending and receiving the wavefunctions, which reduces the communication volume by half. We also remark that the single precision format is only used in the MPI communication, which means wavefunctions will be converted back to the double precision format for computation. We find that this leads to negligible changes in the accuracy of the rt-TDDFT dynamics. This agrees with observations of ground state DFT calculations [10] .
5. Overlap computation and communication. The last step of optimizing the Fock exchange operator calculation is to overlap the MPI communication and computation. Although theoretically CUDAaware MPI communication overlaps with the GPU computation, we find that the MPI_Bcast and computation of the Fock exchange operator cannot be fully overlapped when the CUDA-aware MPI_Bcast is involved on Summit. Profiling of the Fock exchange part shows that there are two synchronized CPU-GPU memory copy operations in the communication step, as shown in Fig. 2 . This is caused by the fact that the NIC is connected to the IBM POWER 9 socket as shown in Fig. 5 . Thus MPI_Bcast will first copy the data from GPU to CPU, then the inter-node communication is performed over the NIC. This memory copy operation will introduce the CPU-GPU synchronization, thus the overlapping of computation and communication is disrupted. We get around this issue by performing an asynchronous CPU-GPU memory explicitly, followed by the MPI_Bcast using CPU instead of the CUDA-aware MPI. We remark that the CUDA-aware MPI are indeed used in other parts of the communication such as MPI_Alltoallv. Fig. 3 shows that the MPI communication and GPU computation can overlap perfectly, as the MPI communication time is entirely hidden behind the computation time. We stress that the overlapping is achieved based on the fact that CPU and GPUs can work independently, not on the unblocked MPI_Isend/MPI_Irecv communication. We have also implemented the round-robin communication strategy [29] via MPI_Send/MPI_Recv. We notice that the performance using the round-robin strategy and using MPI_Bcast is approximately the same on Summit. We also find that the round-robin strategy needs to be carefully implemented to be load-balanced. On the other hand, MPI_Bcast is a simpler strategy and takes advantage of the fat-tree interconnect topology of Summit. 3 shows the reduction of the computational time associated with different stages of optimization. The testing system is a 1536 silicon atoms system, which will be discussed in section 4. The CPU version of PWDFT uses 3072 CPU cores (about 73 Summit nodes). The GPU version uses 72 GPUs (12 Summit nodes), and is around 7 times faster than the CPU version in terms of applying the Fock exchange operator.
Besides the application of the Fock exchange operator, we also apply the pseudopotentials to Ψ using the band index parallelization on GPU with CUFFT and CUDA custom kernels. In our implementation, we choose the real space representation for the nonlocal projectors, which can be stored as sparse vectors. This can often be more than 5 times faster compared to the reciprocal space implementation when the system size is more than a few hundred atoms [37] . In our current implementation, the entire set of local pseudopotentials and nonlocal projectors are stored on every processor. For the largest system tested in this paper with 1536 silicon atoms, the total memory cost for the nonlocal projectors is approximately 432MB. Each V100 GPU has its 16GB on-chip memory and is therefore sufficient. This simplified implementation allows us to apply the pseudopotentials without any communication cost, and thus fully takes advantage of the computational speed provided by the GPUs. 
Evaluation of the residuals
According to Alg. 1, there are two types of residuals to be evaluated in the PT-CN algorithm, denoted by R n and R f . For simplicity we only discuss the evaluation of R f (Alg. 3) ; the evaluation of R n is similar.
To calculate the residual R f , the input data Ψ f , H f Ψ f , and Ψ n+ 1 2 are first converted from band index parallelization to G-space parallelization via an MPI_Alltoallv operation. Then the local overlap matrix S can be evaluated on GPU by calling the CUBLAS matrixmatrix multiplication routine. Next, the local information from all processors is combined into the global overlap matrix using an MPI_Allreduce operation, followed by the rotation operation on GPU through a CUBLAS GEMM call. The residual is then calculated by BLAS-1 operations. Finally, the residual R f will be transposed back to band index parallelization using an MPI_Alltoallv operation. In order to reduce the communication cost, the single precision format for R f is used during the communication step using MPI_Alltoallv, and is then converted back to the double precision format during the computation step.
Algorithm 3 Algorithm of residual calculation.
distributed according to the band index. OUTPUT: Residual P i distributed according to the band index.
to the G-space parallelization format. 2: Evaluate the local overlap matrix
Use MPI_Allreduce operation on S temp to obtain the total overlap matrix S. 4: Rotate the wavefunctions locally
6: Use MPI_Alltoallv to convert R f to the band index parallelization format.
Density Evaluation, Anderson mixing, wavefunction orthogonalization, and others
Because the wavefunctions are stored in the band index parallelization format, it is straightforward to evaluate the electron density ρ(r) = N e i=1 |ψ i (r)| 2 . This step requires representing the wavefunctions on a real space grid, which can be performed using FFTs, followed by an MPI_Allreduce operation across all MPI tasks. All above calculations are evaluated on the GPU, and the MPI_Allreduce operation is performed via CUDA-aware MPI.
The Anderson mixing method for solving the nonlinear equations requires the solution of a least squares problem for each wavefunction [2] . In our calculations, the maximum mixing dimension is set to 20. Thus after evaluating an overlap matrix with respect to the history of wavefunctions Ψ f and the associated residuals R f , the size of the least squares problem becomes very small, up to 20 × 20. The main cost of the Anderson mixing is then due to the evaluation of overlap matrices that can be performed efficiently using the G-space parallelization.
Note that our implementation implies that up to 20 copies of the wavefunctions are needed for performing the Anderson mixing, which could be expensive if the wavefunctions are all stored on GPUs. However, we may store these wavefunctions on the CPU main memory, which has a large capacity of 512 GB on each computing node of Summit. During the computation, we copy all the wavefunctions corresponding to a single band i(up to 20× N G ) from CPU to GPU, and the overlap matrices needed for the Anderson mixing can be performed via CUBLAS matrix-matrix multiplications.
At the end of each rt-TDDFT time step, the wavefunctions Ψ will be re-orthogonalized. To improve the parallel efficiency, we again first evaluate an overlap matrix of the type Ψ * Ψ using the G-space parallelization. Then we can perform a Cholesky decomposition on the overlap matrix of size N e , and rotate Ψ f efficiently due to the Gspace parallelization. The Cholesky decomposition is calculated on a single GPU with cuSOLVER library, and the subsequent rotation is performed via the GPU Trsm subroutine.
Besides the computationally intensive parts discussed above, all other operations such as the evaluation of the Hartree potential, the gradient of the electron density, the local part of the exchangecorrelation potential, etc contributes to less than 2% of the computational time on CPUs. In the GPU version of PWDFT, these parts are all parallelized at the CPU level. For example, we parallelize the FFTs associated with the calculation of the gradient of electron density by using distributed FFTW in the Z direction. Such parallelization is important for the overall performance since all other computational intensive parts can be accelerated by up to 40 times on GPUs. We also keep the variables related to the charge density (such as the Hartree potential and the gradient of the electron density) on each MPI task. Hence MPI_AllGatherv and MPI_Bcast operation are performed after the computation.
SETUP OF THE TEST PHYSICAL SYSTEM
We report the efficiency of the GPU version of PWDFT using silicon systems ranging from 48 to 1536 atoms. The supercells are constructed from 1 × 1 × 3 to 4 × 6 × 8 unit cells, respectively, and each simple cubic unit cell consists of 8 silicon atoms with lattice constant being 5.43 Å . In all the tests, the external potential is given by a laser pulse shown in Fig. ??(a) , and its wavelength is 380nm. The total simulation time is 30 fs, and the time step using the PT-CN method is set to 50 as. Thus the total number of rt-TDDFT steps is 600. The stopping criteria is set to 1.0 × 10 −6 for the electron density error. The average number of SCFs is 22 and the maximum Anderson mixing dimension is set to 20. We use the SG15 Optimized Norm-Conserving Vanderbilt (ONCV) pseudopotentials [13, 32] and HSE06 functionals [15] in all the following tests. The kinetic energy cutoff is set to 10 Hartree. For the system with 1536 atoms, the number of grid points for a wavefunction is N G = 60 × 90 × 120 = 648, 000. This corresponds to a charge density grid 120 × 180 × 240. The Fock exchange operator is evaluated on the wavefunction grid. The number of occupied wavefunctions is 3072.
MACHINE CONFIGURATION
All numerical tests are performed on the Summit supercomputer. Fig. 5 shows the architecture of one of the 4608 Summit computing nodes. Each computing node consists of two identical groups, and each group has one IBM POWER 9 socket and 3 NVIDIA Volta V100 GPUs connected via NVLink with a bandwidth of 50GB/s. Each POWER socket has 22 physical CPU cores and share 256GB DDR4 CPU main memory, and each V100 GPU has its own 16GB high bandwidth memory. The CPU bandwidth is 135GB/s and GPU bandwidth is 900GB/s. Each GPU has a theoretical peak performance of 7.8 TFLOPS double precision operations. The two groups of hardware are connected via X-Bus with a 64GB/s bandwidth. The computing nodes are interconnected with a non-blocking fat-tree using a dual-rail Mellanox EDR InfiniBand interconnect with a total bandwidth of 25GB/s. In this paper, we use the MPI+CUDA programming model. In all GPU tests, we use 6 MPI tasks per computing node (3 MPI tasks per socket to fully take advantage of both CPU-GPU affinity and network adapter), and each MPI task is bound to an individual GPU. For the comparison of the numerical performance, the CPU version of PWDFT only uses the CPU part of the machine. In the CPU tests, we use the maximum number of cores allowed by PWDFT. Due to the hybrid parallelization scheme, the maximum number of CPU cores is the number of wavefunctions. In the case of 1536 atom silicon system with 3072 wavefunctions, we find that the CPU version of the PWDFT efficiently scales up to 3072 CPU cores. 
NUMERICAL RESULTS
First, we demonstrate the efficiency of the PT-CN algorithm by comparing it to the explicit Runge-Kutta 4th order (RK4) integrator for the system with 1536 silicon atoms. The time step for PT-CN is set to 50 as and the time step for RK4 is 0.5 as. This is close to the largest time step allowed by RK4 due to the stability constraint. In Fig. 6 , we compare the wall clock time for a 50 as simulation using PT-CN and RK4. The PT-CN method can be about 20 times faster compared to the explicit time integrator RK4 method using 36 GPUs, and becomes 30 times faster when using 768 GPUs. The increase of the speedup factor with respect to the number of GPUs is mainly due to that PT-CN can use a larger step size, and is less impacted by the cost of "others" component in section 3.4 (such as the evaluation of the Hartree potential). A detailed discussion of the scaling of different components will be presented in section 7. Second, we compare the performance of the GPU version of PWDFT with the CPU one. One of the most important criteria in high performance computing, especially in the upcoming exascale era, is power consumption. The power consumption of a single POWER 9 socket is 190 watt and that of a single NIVIDIA V100 GPU is 300 watt. Hence the power cost for each CPU node consisting of 2 POWER 9 CPU sockets is 380 watt and each GPU computing node with 6 V100 GPUs and 2 POWER 9 CPU sockets is 2180 watt. Using 3072 CPU cores (in practice using 73 computing nodes), the total power consumption is 27740 watt. The power consumption of 12 GPU nodes is 26160 watt, which consumes slightly less energy than 73 CPU nodes. According to Table 1 , in this setup, the GPU version of PWDFT is still 7 times faster compared to the CPU version.
While the CPU version of PWDFT has reached its scaling limit, the GPU version can still scale beyond 72 GPUs. Fig. 7(a) demonstrates the strong scaling of the wall clock time with respect to the number of GPUs. We find that our GPU implementation can scale to 768 GPUs, and near ideal scaling is achieved when the GPU number is less than 384. After 768 GPUs, the MPI communication dominates the computational cost, which prevents the code to scale to a larger number of GPUs. According to Table 1 , the GPU version is 34 times faster than the CPU version using 3072 CPU cores. We remark that the strong scaling determines the time to solution, and thus is crucially important in practical calculations. Using the GPU version of PWDFT, we can achieve 260 seconds per TDDFT step (50 attoseconds), which amounts to about 1.5 hours per femtosecond for the 1536 silicon atoms system.
The weak scaling using PT-CN method for simulating systems consisting of 48 to 1536 atoms for 50 as is shown in Fig. 8 . The number of GPUs is set to 1 2 N atom . The GPU version of PWDFT exhibits excellent weak scaling property. Since the computational complexity of hybrid functional rt-TDDFT simulation scales as O(N 3 atom log N atom ), the ideal scaling should be O(N 2 atom ) as in Fig. 8 , neglecting the logarithmic factor. We find that for small systems, thanks to GPU acceleration, the Fock exchange operator applications has not yet dominated the computational cost, and hence our implementation scales even better than that indicated by the ideal scaling. Even with the system size increases to 1536 atoms, the weak scaling is still very close to the ideal scaling.
Here for a smaller system with 192 atoms, the simulation of 50 as with 96 GPUs is only 16 seconds. This means that each femtosecond simulation takes around 5 minutes. Even a picosecond rt-TDDFT simulation with hybrid functionals is now within reach and would take approximately 4 days. 
PERFORMANCE ANALYSIS
In this section, we present a more detailed analysis of the performance of our GPU implementation. First, we discuss the memory usage of the PT-CN method. In the GPU version of PWDFT, the most memory demanding part is the Anderson mixing, which requires up to 20 copies of wavefunction Ψ. For the system with 1536 atoms, each wavefunction takes 10MB (N G = 648, 000 multiplied by the cost of a complex number in double precision format). Using 36 GPUs, each MPI holds less than 100 wavefunctions (1GB). Then Anderson mixing requires less than 20 GB memory per MPI. There are 6 MPIs per computing node, and the total usage of the CPU main memory per node is less than 120GB, which is smaller than the limit of a node on Summit (512GB). Hence our implementation of PT-CN effectively takes advantage of the fat node configuration.
The total number of double precision floating point operations (FLOP) for the 1536 silicon system per TDDFT step is 3.87 × 10 16 . This is collected via the CUDA profiling tool NVPROF. Although NVPROF only collects the total number of FLOP on the GPUs, in our implementation the CPU is only responsible for computing quantities labeled as "others" as in section 3.4. The floating point operations per second (FLOPS) is then calculated as total FLOP (number of GPUs)×(total time) , and the corresponding FLOPS efficiency is FLOPS 7.8 TFLOPS . The efficiency of GPU version of PWDFT is 5.5% when using 36 GPUs, and goes down to 2% using 768 GPUs. The low FLOPS efficiency of GPU version of PWDFT is mainly caused by the fact that most FLOP is contributed by the FFTs in Fock exchange operator calculation. The FFT operations on GPU is mainly limited by the CPU-GPU bandwidth rather than the computational kernel. For instance, we find that CUFFT execution reaches about 11% of the peak performance of the V100 GPU in our implementation, and the result is comparable to the performance of CUFFT reported by NVIDIA [26] . The above analysis can be supported by evaluating the average required bandwidth of CUFFT and CUDA custom kernels during the Fock exchange operator calculation. We find that the GPU version of PWDFT achieves approximately 90% of the GPU maximum bandwidth in all tests. Such high GPU memory bandwidth utilization indicates that our calculation is mainly bounded by the hardware memory bandwidth, rather than the FLOPS. The total time of a single SCF step can be divided into 5 parts: H Ψ, Anderson mixing, the residual related part, the electron density evaluation, and others. The contributions of each part to the total time is listed in Table 1 and shown in Fig. 9 . The scaling of different computational components of the GPU version of PWDFT is shown in Fig. 7(a) . Since the total computation time is dominated by the application of the Fock exchange operator, the scaling of H Ψ is similar to that of the total time. In each TDDFT step, 24 Fock exchange operator evaluation is performed (22 in the SCF calculation, one in total energy evaluation, and one before SCF calculation to evaluate the residual term R n ), and this contributes to 93% of the total FLOP. The Anderson mixing step scales well with respect to the number of GPUs. The residual related part also scales with the number of GPUs. Its scaling is mainly limited by the MPI_Alltoallv and MPI_Allreduce operations. The "others" components as in section 3.4 are all parallelized on CPUs. As shown in Fig. 9 , "others" does not scale with the number of GPUs. It contributes 2.6% of the total time of a single SCF when using 36 GPUs, and grows up to 15% when using 768 GPUs. Such scaling behavior is mainly caused by the fact that "others" is dominated by the MPI communication of the density related variables using MPI_Bcast.
Next, we discuss the scalability of different computational components in Fig. 7(b) . Note that no MPI communication or CPU-GPU memory copy time is included in this figure. We find that nearly all computational time scale well with respect to the number of GPUs. The only computational part that does not scale is the Cholesky decomposition used in the orthogonalization and it is not shown in Fig. 7(b) . This part only takes 0.017s on GPU for the 1536 atom system and is calculated once every TDDFT step. Thus it is negligible in the rt-TDDFT calculation. The scaling of the computational time clearly shows that the scaling bottleneck is not the computation. Therefore the main bottleneck comes from the data moment operations, which include both the CPU-GPU memory copy and the MPI communication.
The breakdown of the wall clock time in terms of the MPI communication, CPU-GPU memory copy and computation shown in Fig. 10 . The detailed numbers are reported in Table 2 . Since memory copies are mostly performed over wavefunctions within each node, the CPU-GPU memory copy operations scale well with respect to the number of GPUs. The MPI_Alltoallv operations is mainly used in the hybrid parallelization scheme to convert the distribution formats of wavefunctions, and is also found to be scalable. The MPI_AllGatherv operationis performed after the exchangecorrelation potential is calculated via Libxc [23] . It contributes less than 0.6% of total time and is thus negligible. The MPI_Bcast operation is mainly used in the Fock exchange operator to broadcast one wavefunction to all GPUs. The MPI_Allreduce operation is performed for computing the charge density and to compute the overlap matrix. These two components are the communication bottleneck. We notice that in our testing results, there are some fluctuations in terms of the communication time in Table 2 . For example, the time for MPI_Allreduce peaks at around 288 and 384 GPUs, and the time for MPI_Alltoallv has a local peak at 768 GPUs. We confirm that such fluctuation can be repeatedly observed on Summit with the same configuration, and would like to investigate the origin of such fluctuation in the future.
Let us now analyze the performance of MPI_Bcast from the receiving side. In the Fock exchange operator calculation, each node receives 3072 wavefunctions. Each wavefunction consists of N G = 648, 000 complex numbers, which is 5.0MB in the single precision format. Thus total communication volume is 3072 × 5.0MB = 15.36GB . The communication time without overlapping with computation is about 7 seconds with 768 GPUs, thus the MPI communication speed is 15.36GB/7s = 2.2 GB/s. The Summit supercomputer has two NICs connecting to two POWER 9 sockets, respectively. The communication bandwidth for each NIC is 12.5 GB/s. Since we have three MPI tasks per socket, the network bandwidth utilization rate is about 52.7% (3×2.2/12.5) from the receiving side. In the GPU version of PWDFT, the CPU MPI_Bcast operation is overlapped with the GPU computation, and the MPI time shown at Table 1 size of the charge density is 40MB and it is also network bandwidth limited. The MPI_Allreduce operation is mainly used to evaluate the overlap matrix and charge density. Both operations are performed around 24 times in a single TDDFT step. The data size of the overlap matrix and the charge density vector are 144 MB and 40 MB, respectively. Hence the total data size for MPI_Allreduce is 4.4 GB per time step. This is less than the communication cost of MPI_Bcast but is of the same order of magnitude.
CONCLUSION
In this paper, we presented the GPU version of PWDFT for performing rt-TDDFT calculations with hybrid exchange-correlation functional. Our implementation is based on the planewave discretization and the parallel transport (PT) formulation. The PT formulation is used to increase the size of the time step, and therefore reduces the frequency of the Fock exchange operator applications. The multi-GPU implementation reduces the time for applying the Fock exchange operator, as well as other computationally intensive components in rt-TDDFT calculations. This is achieved by carefully rewriting all computational intensive parts with CUDA, and by other techniques to reduce the MPI communication time in the heterogeneous environment. The performance is demonstrated on the Summit supercomputer, and the main techniques can be transferred to other rt-TDDFT as well as ground state DFT software packages. We also found that on the scalability is mainly limited by the network bandwidth on the Summit supercomputer. Hence we expect the parallel performance could scale further with improved network bandwidth on future supercomputers. 
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