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Introduction
Representations of Boolean functions as polynomials over various rings such as Ê and Ñ have been well studied in computer science starting with the work of Minsky and Papert [12] . In addition to having several applications to complexity theory and learning theory, this study has produced many surprising results and challenging open questions (see the survey by Beigel [2] ). Like space and time for Turing machines and size and depth for circuits, we would like to know bounds on the degree, sparsity and coefficient size of polynomials representing a given function. We would like to know which functions can be computed by low degree polynomials over a ring. We would also like to understand why a function may be easier to represent over some rings than others.
We study the problem of representing a symmetric Boolean function as a symmetric polynomial over Ñ . The inputs to the polynomial are 0-1 inputs denoted by when we refer to polynomials and degree, we mean only symmetric polynomials unless otherwise specified. Barrington, Beigel and Rudich 1℄ proved the surprising result that the OR function can be strongly represented by a symmetric polynomial of degree Ç´ÔÒµ over . In contrast OR has degree ª´Òµ over Ô . They prove that this is the best possible for symmetric polynomials. Proving lower bounds is considerably easier in the strong representation.
Lower bounds of ª´Òµ are known in the strong representation for some functions using general (not only symmetric) polynomials [1, 16, 7] . But as pointed out by [15] the task is simplified by the fact that È must output 0 whenever is 0. The weak representation seems a more natural definition and here far less is known with regard to lower bounds. The best lower bound known in this case for general polynomials is ª´ÐÓ Òµ [8, 15] . The best previously known lower bound for symmetric polynomials due to Barrington et al. [1] is Ò ½ Ø for the OR function when Ñ has Ø distinct prime factors. Their argument can be used to a show a similar lower bound for many other functions. Their lower bound comes from the observation that a symmetric polynomial of degree over Ñ has period Ç´ Ø µ. Clearly the strongest bound this argument can prove for any function is Ò ½ Ø . Our main contribution is to show that symmetric polynomials representing a function can be viewed as simultaneous communication protocols for computing . This provides an intuitive framework for understanding polynomial representations and gives simple proofs of many known results. It enables us to use tools from communication complexity and number theory in the study of these representations. Moreover it shows that some of these questions are closely related to (and are in fact reformulations of) well studied problems in number theory.
Symmetric Polynomials and Simultaneous Communication Protocols
Simultaneous Communication Protocols were first defined by Yao in [17] . In this model Alice receives an input Ü, Bob receives an input Ý and they wish to compute ´Ü Ýµ ¾ ¼ ½ . They cannot directly communicate with each other. They simultaneously write messages on a blackboard. A referee reads the messages and decides the output.
As a first step towards showing the equivalence, we consider symmetric polynomials over Ô . Define the weight Û´ µ of a 0-1 input to be the number of 1's in . Note that a symmetric function on 0-1 inputs depends only on the weight. Thus every symmetric polynomial È´ µ over Ô computes a function
is the value of È on a 0-1 input of weight Û. We show that the functions that can be computed by a low degree symmetric polynomial in Ô ℄ are exactly those than can be computed from the first few digits of the base Ô representation of the weight. This is a consequence of a classical result in number theory called Lucas' Theorem [6] which tells us how to evaluate binomial coefficients modulo Ô. This is made precise by the following theorem. In both cases, the two players cannot communicate during the protocol but they can agree on a procedure beforehand. They compute their outputs independently of one another and write them on a blackboard. A referee then reads their outputs and decides if the output of the protocol is 0 or 1. In a strong protocol, the referee's strategy is fixed, he outputs 0 iff both players say 0. In a weak protocol, the referee can choose any strategy. For Ñ with Ø distinct prime factors Ô ½ ¡ ¡ ¡ Ô Ø , we define protocols with Ø players where player 2 È reads the input in base Ô . We can now make the connection between symmetric polynomials and simultaneous protocols. By the Chinese Remainder Theorem (CRT), a degree symmetric polynomial È´ µ over corresponds to symmetric polynomials È ¾´ µ and È ¿´ µ over ¾ and ¿ respectively whose degrees are at most . By Theorem 1.3 this means that the function computed by È can be computed from the residues of Û mod ¾ ¾ and ¿ ¿ where these are the smallest powers of ¾ and ¿ which exceed . Conversely assume there exists a low cost protocol for . By Theorem 1.3 the function computed by each player can be represented by a low degree symmetric polynomial. We now use the CRT to combine these polynomials and get a low degree polynomial over . This gives us the following theorem which is formally proved in Section 2. 
Lower Bounds
Linear lower bounds for general polynomials in the strong representation are known for many functions [1, 16, 7] . Far less is known for weak representations. We show a lower bound of ª´Òµ on the degree of symmetric polynomials weakly representing the Å Ó Ö function over Ñ for large enough Ö. We show a lower bound of ª´ µ on the weak degree of the threshold function when Ñ has two prime factors. Our lower bounds are proved by adapting techniques from communication complexity [9] .
To prove lower bounds for weak two player protocols, we define a ¿ ¿ ¢ ¾ ¾ matrix where ÑÓ ¿ ¿ and ÑÓ ¾ ¾ . We then define the matrix whose th entry is ´ µ if Ò and 'x' otherwise. We will use the symbol 'x' for entries that are undefined or entries whose value we don't care about. The communication complexity of the protocol depends on the number of distinct rows and columns of . The main difficulty in proving bounds is the fact that we do not know the structure of explicitly, its entries are defined through the CRT. Further, the size of the matrix is ¿ ¿ ¢ ¾ ¾ . When ¾ ¾ and ¿ ¿ are ª´Òµ, the matrix has ª´Ò ¾ µ entries of which all but Ò ·½ are 'x's. Hence even the task of proving deterministic lower bounds is not trivial. In all our lower bound arguments, we first choose a submatrix of whose entries are known explicitly and show that it has sufficiently many distinct rows or columns. Using this technique, we show that any symmetric polynomial that weakly represents Å Ó Ö over ÔÕ has degree ª´Òµ provided´Ö Ôµ ´Ö Õµ ½ and Ö Ñ Ò´Ô Õµ. We also show that every symmetric polynomial weakly representing the threshold function Ì over ÔÕ has degree ª´Ñ Ü´ Ô Òµµ for Ò ÔÕ . These techniques will not work for Ø-player protocols since now the fraction of 0-1 entries is even smaller. However we do obtain a linear lower bound for the Å Ó Ö function even in the Ø-player case for sufficiently large Ö. This result is proved by a reduction to computing the function Exactly-Ö in the number on the forehead model. In [4] Chandra, Furst and Lipton show a lower bound of ´½µ on this function which proves to be sufficient for our purposes.
Recall that in this model, each player sees every input but her own. Our reduction may seem surprising since in our definition of Ø player protocols, each player only sees her own input. Grolmusz [8] proves a ª´ÐÓ Òµ lower bound for general polynomials weakly representing the GIP function using a connection to the number on the forehead model. However his problem and methods are different from ours.
Finally we give simple proofs of known bounds on strong representations for symmetric polynomials. We show a separation between strong and weak representations by constructing a function which can be weakly represented by polynomials of degree Ç´ÔÒµ but both and need degree ª´Òµ for strong representation.
Upper Bounds
We show a connection between strong representation of constant threshold functions and a well studied family of Diophantine equations related to consecutive powers of integers. Consider the equation and this was recently proved by Mihȃilescu [11] . Several generalizations and similar equations have been well studied in the number theory literature [14] . (See the book by Ribenboim [13] for a nice exposition.) To show an upper bound for the strong degree of Ì we use the results of [14, 5] which imply that for given nonzero integers and , the equation
has only finitely many solutions. We use this to show that for any constant¯ ¼ and for sufficiently large Ò, there exist polynomials of degree less than¯Ò strongly representing Ì . Conversely, we show that the fact that the degree of Ì is Ó´Òµ implies that the number of solutions to this equation is finite. The best lower bound we can show for Ì is Ô Ò. Closing this gap is related to some asymptotic questions regarding the above equation.
The rest of the paper is organized as follows. In Section 2 we establish the equivalence between symmetric polynomials and simultaneous protocols. In Section 3 we explore strong representations. We show the connection between constant threshold functions and certain Catalan-like Diophantine equations. In Section 4 we turn to weak representations and show ª´Òµ lower bounds for the Å Ó Ö and threshold functions. We conclude with a discussion of open questions. More detailed proofs and some additional results can be found in the full version of this paper [3] .
Symmetric Polynomials and Simultaneous Protocols
We start with some results from algebra and number theory. Denote the ring of symmetric polynomials in For 0-1 inputs Ë ´ µ Û´ µ ¡ . Lucas' theorem [6] is a classical result in number theory for computing binomial coefficients modulo a prime Ô.
Theorem 2.2 (Lucas
' Theorem) Let Û È ¼ Û Ô , È ¼ Ô . Then Û Û ÑÓ Ô .
Corollary 2.3 For fixed
We use this corollary to characterize low degree symmetric polynomials over Ô . 
Theorem 2.4 Let
¼ ½ Ò Ô be a function com- puted by a symmetric polynomial È´ µ ¾ Ô ℄ of degree Ô Ð .
Strong Representations

Lower Bounds
Let AE´ µ be the smallest degree of a symmetric polynomial that strongly represents . Similarly define ¡´ µ for weak representations of . A weak representation for is also a representation for and so ¡´ µ ¡´ µ, but this need not be true for AE´ µ. A strong representation is a special case of a weak representation hence ¡´ µ Ñ Ò´AE´ µ AE´ µµ. We now present some simple upper and lower bounds for strong representations. We begin with a short proof of the classical theorem by Barrington et To prove lower bounds better than Ô Ò however we need stronger techniques. The value of the protocol on input is zero iff È ¿´ µ È ¾´ µ ¼. Hence there exists a protocol for with parameters ¾ ¿ iff there exist
If
In other words, all the ¼s in must be contained in a single rectangle. Hence we can show that such a protocol is impossible by showing that any rectangle containing every ¼ must contain a ½. 
Proof:
If there exist such that ´ µ ½ but there are ¼s in both row and column of , then the row player must answer ¼ on row and the column player must answer ¼ on column . Hence they both answer ¼ on so the protocol is incorrect. We can think of the two zero entries as a fooling set [9] .
Conversely, if row does not have any ¼s, the row player can answer 0 on input and similarly for the column player. This gives a strong protocol for . 
Upper Bounds for Constant Threshold
In this section we show an upper bound of Ó´Òµ on the strong degree of the threshold function over ÔÕ where ½ is any constant. To prove this theorem, we give a protocol of cost Ó´Òµ. If the protocol is incorrect on input Û, then from Û and Ò, we get a solution to a certain exponential Diophantine equation. We use a result of [14, 5] to show that these equations have only finitely many solutions. Conversely, we show that each solution to these equations can give rise to only finitely many pairs Û Ò for which the protocol fails. Hence the protocol is incorrect for only finitely many Ò and works correctly for all Ò sufficiently large.
Since Ì ½ is the OR function, we begin with Ì ¾ over . Consider a protocol where the players read all but the last digit. If a player reads an input greater than ½, she outputs ½, otherwise ¼. By Levi Ben Gerson showed that in fact this is the only solution [13] . This implies the correctness of the above protocol. To show an upper bound of¯Ò for all values of Ì we use the following generalization due to [14, 5] : for given non-zero integers and , the equation
has only finitely many solutions. 
Proof:
We use the following simple protocol.
Protocol 3.9
For given¯ ¼, set ¾ ¾ ¿ ¿ ¯Ò.
If either player receives an input less than , she outputs 0.
If either player receives an input greater than , she outputs 1.
We prove the theorem for ¾. if È ¾ and È ¿ read all but a constant number of their input digits, and they both see a number less than , the input Û must be less than with only finitely many exceptions. We are unable to show a stronger bound in the Ø-player case. In order to defeat a Ø-player protocol, we need infinitely many numbers Û that can simultaneously appear small in base
Weak Representations
In this section we will show lower bounds of ª´Òµ for weak representations of various functions using tools from communication complexity. The lower bounds of Ò ½ Ø do not make use of the simultaneous nature of the protocol, the same bounds would hold even if the players were allowed unlimited communication. To prove bounds of ª´Òµ, we exploit the fact that the players cannot communicate and there are restrictions on their output size.
Lower Bounds for Two Player Protocols
We use the following classical result about simultaneous communication to prove lower bounds on weak protocols. Conversely, if there are at most Ô distinct columns, the column player can assign a different output for each type of column. Similarly for the row player. It is easy to see that this gives a valid protocol.
Since the matrix has some entries marked 'x', when we say has at most Ô distinct columns and Õ distinct rows, we mean that there is a way to set the x's to 0 or 1 so that the resulting matrix satisfies this condition. 
Any symmetric polynomial that weakly represents Å Ó Ö
over ÔÕ has degree ª´Òµ.
Proof: For convenience we consider the case Ö Ô ¾ Õ ¿. The general case is similar. The values of ¾ and ¿ will be determined later. We exhibit a ¿¢¿ submatrix Î of such that Î is the identity matrix.
Elements in the same row of Î have the same residue modulo ¿ ¿ and elements in a column have the same residue modulo ¾ ¾ . So Î is a submatrix of . Since ¾ ¾ ¿ ¿ ¼ ÑÓ , we can find ½ ¾ ½ ¾ s.t. Ñ Ò´Ô Õµ implies that we cannot for instance show that Å Ó ¾ is hard over ½ . While an ª´Òµ lower bound probably holds, to prove this we will need to choose a different submatrix as it is easy to verify that a simple protocol exists for the inputs in Î .
We now show a lower bound for Threshold functions in the two player case. 
Multi-player Protocols for Mod Ö
We now consider the case when Ñ has Ø ¾ distinct prime factors and the protocols involve Ø players. As a first attempt we could try and apply the rank lower bound to a two dimensional submatrix of the input. However these submatrices are very sparse and contains mainly x's, so this approach is unlikely to work. We show a lower bound for 
Theorem 4.5 [4] The deterministic complexity of the
Exactly-r function ´ Ø Ö´Ü ½ ¡ ¡ ¡ Ü Ø µµ is ´½µ.
Here ´½µ means that for Ø fixed, the value of ´ Ø Ö´Ü ½ ¡ ¡ ¡ Ü Ø µµ goes to infinity as Ö tends to infinity.
We now define the Mod-r function in the number on the forehead model which should not be confused with the Å Ó Ö function. We now set ¾ ¿ and so that the entries in our fooling set are no larger than Ò. The largest entry is bounded by
Definition 4.6 For
This gives a bound on the degree of Ò ½ Ö .
In general over Ñ where Ñ has Ø distinct prime factors, how large Ö has to be depends on Ñ. The bound we get on the degree is Ò ØÖÔØ where Ô Ø is the largest prime factor of Ñ.
Separating Strong and Weak Representations
In a strong protocol, w. It is easy to see that the above protocol computes . The cost of the protocol is Ç´ÔÒµ. Note that in this protocol, both players output ¼ or ½, player È ¿ does not use ¾. However the referee's strategy is to take the XOR of their outputs which cannot be done in a strong protocol. We have proved the following theorem.
Theorem 4.12
There exists a function for which ¡´ µ Ç´ÔÒµ whereas AE´ µ and AE´ µ are ¢´Òµ.
Conclusions
Our results show interesting connections between representations of functions using symmetric polynomials and communication complexity and number theory. The important open question in this area is to prove stronger lower bounds on weak representations using general polynomials and not just symmetric polynomials. It is unclear whether our results have any implications for this question. It is interesting to ask whether a similar connection to communication protocols exists in the case of general polynomials. However our work does allow a much better understanding of the symmetric case which may be a first step towards showing bounds on general polynomials. We briefly discuss some specific open problems that this work raises.
Communication Complexity
As pointed out earlier, there are significant differences between the simultaneous protocols we study in this paper and those studied previously. Our protocols seem to be interesting as independent objects of study. For example one could ask about the communication complexity when communication is allowed between the players or when they have access to a shared random string. The latter can be interpreted as randomly choosing a symmetric polynomial from a probability space.
The Strong Degree of Threshold
The best lower bound for Ì in the strong representation is Ñ Ü´ Ô Òµ. The only non trivial upper bound we know is Ó´Òµ for constant threshold. Any improvement in either direction would be very interesting. We consider the case of Ì ¾ . Consider the equation
¾ ¿ Ð ½
We prove an Ó´Òµ bound using the fact that for any constant , for only finitely many values of and Ð. In other words the Ð Ñ Ò ´ µ tends to ½ with and Ð. Recently, in personal communication from Ernie Croot and Michael Filaseta, we learnt that much stronger lower bounds can be shown for Ð Ñ Ò ´ µ using the results of [5] . For lack of space and time, we do not elaborate upon the implications of these results in this paper. 
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