Context. The study of rotational velocity distributions for normal stars requires an accurate spectral characterization of the objects in order to avoid polluting the results with undetected binary or peculiar stars. This piece of information is a key issue in the understanding of the link between rotation and the presence of chemical peculiarities. Aims. A sample of 47 low v sin i A0-A1 stars (v sin i < 65km s −1 ), initially selected as main-sequence normal stars, are investigated with high-resolution and high signal-to-noise spectroscopic data. The aim is to detect spectroscopic binaries and chemically peculiar stars, and eventually establish a list of confirmed normal stars. Methods. A detailed abundance analysis and spectral synthesis is performed to derive abundances for 14 chemical species. A hierarchical classification, taking measurement errors into account, is applied to the abundance space and splits the sample into two different groups, identified as the chemically peculiar stars and the normal stars. Results. We show that about one third of the sample is actually composed of spectroscopic binaries (12 double-lined and five singlelined spectroscopic binaries). The hierarchical classification breaks down the remaining sample into 13 chemically peculiar stars (or uncertain) and 17 normal stars.
Introduction
Observations strongly suggested in the 1960s and 1970s that slow rotation is a necessary condition for the presence of peculiarities in the spectra of A-type stars (Preston 1974, and references therein) . Since then, the equatorial velocity below which chemically peculiar (hereafter CP) stars are observed is found to be around 120 km s −1 (Abt & Moyd 1973; Abt & Morrell 1995) . This observation is supported by theory that links the chemical peculiarities to the diffusion mechanism, occurring when the He ii convection zone disappears at equatorial velocities lower than 70-120 km s −1 (Michaud 1982) . Atomic diffusion, under the competitive action of gravitational settling and radiative accelerations, alters the chemical abundances in stellar atmospheres, when mixing motions are weak. In theory, slow rotation should be a sufficient condition for the CP phenomenon to Based on observations made at Observatoire de Haute-Provence (CNRS), France Tables 1, 2, 4 and 5 are available online only, as well as the appendices appear and Michaud (1980) wondered why a slowly rotating star would be non-peculiar.
The observational evidence that slow rotation is a sufficient condition for the presence of chemical peculiarities is not as straightforward. Whereas the dichotomy between normal and CP stars according to rotation rate is rather clear and unanimous in the literature for mid to late A-type stars (Abt & Moyd 1973; Abt & Morrell 1995; Royer et al. 2007 ), this is not the case for early A-type stars, from A0 to A3.
For Abt & Morrell (1995, hereafter AM) , the bimodal shape of the equatorial velocity distribution can be explained by the different rotation rate of normal stars (fast) compared to peculiar and binary stars (slow). They conclude that the observed overlap between both distribution modes for A0-A1 stars is due to the inability to detect marginal CP stars or to evolutionary effects: rotation alone could thus explain the normal or peculiar appearance of an A star's spectrum (Abt 2000; Adelman 2004 ). However, authors focusing on the rotational velocities of normal stars confirm the excess of slow rotators for normal A0-A1 stars (Dworetsky 1974; Ramella et al. 1989; Royer et al. 2007 ), when Article A&A proofs: manuscript no. main removing known CP and binary stars. This excess of slow rotators is moreover observed at higher masses (Zorec & Royer 2012) .
The nature of these objects remains unclear. There is no doubt that a fraction of them is composed of so far unidentified spectroscopic binaries and/or CP stars; just how many genuine normal stars are slow rotators seems very much open again. Are slowly rotating normal A stars young objects that will become Ap stars and do not show chemical peculiarity yet, as suggested by Abt (2009) ? Since the spectroscopic measurement of rotational velocity (v sin i) is a projection on the line-of-sight, are low v sin i normal abundance A stars likely to be fast rotators seen at low inclination angle, such as Vega (Gulliver et al. 1994; Hill et al. 2010) ? To answer these questions, the low v sin i A0-A1 normal stars from Royer et al. (2007, hereafter RZG) need to be investigated with new high-resolution and high signal-to-noise spectroscopic data. The purpose of this article is to perform a detailed abundance analysis and spectral synthesis to detect potential binary or CP stars and provide a list of confirmed normal low v sin i A0-A1 stars. The resulting subsample will be analyzed in greater depth in a following article. This paper is organized as follows: the sample, its selection and the spectroscopic observations are described in Sect. 2. Section 3 deals with the determination of radial velocities and gives a list of suspected binaries. The atmospheric parameters and rotational velocities are respectively derived in Sect. 4 and Sect. 5. Section 6 presents the determination of abundance patterns and Sect. 7 details the classification based on these chemical abundances. The abundance patterns and the rotational velocity distribution are discussed in Sect. 8 and the results are summarized in Sect. 9. Comments on individual stars are given in Appendix A.
Data sample

Target selection
RZG built a sample of main-sequence A-type stars with homogenized v sin i using values from AM and Royer et al. (2002a,b) . Chemically peculiar stars were removed on the basis of the spectral classification and the catalog of Renson et al. (1991) . Binary stars were discarded on the basis of HIPPARCOS data (ESA 1997) and the catalog of spectroscopic binaries from Pédoussaut et al. (1985) . For A0-A1 stars, these criteria reduced the size of the original sample by about one third.
This paper focuses on a subsample of the A0-A1 normal stars, selected on their low v sin i (≤ 65 km s −1 ), in order to investigate the slow rotator part of the distribution and accurately check whether these stars are normal or harbor signatures of multiplicity and/or chemical peculiarity. Using this criterion, 73 stars are selected on the whole sky. Among them, 47 can be observed from Observatoire de Haute-Provence (OHP). Table 1 , available online, lists the 47 targets defining our sample, together with their spectral type, V magnitude, v sin i (Royer et al. 2002b) and the different parameters derived in the next sections.
Spectroscopic observations
Spectra of our targets were collected at OHP and observations were spread over an eight year period. The first two runs (April 2005 and June 2006) used the ÉLODIE spectrograph (R ≈ 42000, Baranne et al. 1996) . Then ÉLODIE was decommissioned in August 2006 and replaced with a more efficient instrument offering a higher spectral resolution: SOPHIE (R ≈ 75000, Perruchot et al. 2008) . The last part of our program used SOPHIE, in three different runs: July 2009 , February 2011 and February 2012 . Archival data have also been used: about half the ÉLODIE spectra were taken from the ÉLODIE archive 1 (Moultaka et al. 2004 ) and spectra of Vega were taken from the SOPHIE archive 2 . Table 2 (available electronically) lists the different observations of our targets, indicates the corresponding instrument, the observation date, the number of co-added spectra, the modified Julian date at the center of the exposure(s), the signal-to-noise ratio (S/N) derived using the DER_SNR algorithm (Stoehr et al. 2008 ) and the measured radial velocity, corrected from the barycentric motion (see Sect. 3). The initial observational strategy was derived from the twofold goal of our program: (i) obtain good S/N spectra (≈ 150-200) to perform, using synthetic spectra at low v sin i, a detailed abundance analysis of unblended weak lines, allowing us to identify the normal stars; (ii) focus on these stars and obtain high S/N spectra (≈ 400) to analyze the line profiles and search for gravitydarkening signatures.
Data reduction
For both ÉLODIE and SOPHIE, data are automatically reduced to produce 1D extracted and wavelength calibrated échelle orders. When stars are observed several times during one observation night, the corresponding spectra are coadded. Then, for each reduced spectrum, échelle orders are normalized separately, using a Chebychev polynomial fit with sigma clipping, rejecting points above 6-σ or below 1-σ of the continuum. Normalized orders are merged together, weighted by the blaze function and resampled in a constant wavelength step ∆λ = 0.02Å. Only the spectral intervals outside the wings of Balmer lines and the atmospheric telluric bands are finally retained: 4150-4300Å, 4400-4790Å, 4920-5850Å and 6000-6275Å.
Completeness
Besides selections in v sin i and the absence of spectroscopic peculiarities, the aforedescribed sample is magnitude-limited and censored in declination and spectral type. These censorships can be applied to the HIPPARCOS catalog (ESA 1997) , complete down to V = 7.3 (Perryman et al. 1997) , to estimate the completeness of the sample. The selection criteria are the following:
-declination δ higher than −15
• to reproduce the observability bias due to the location of OHP (i.e. 63% of the celestial sphere), -spectral class containing A0 or A1, and luminosity class either V, IV/V or IV, to reproduce the selection made in RZG, -magnitude V brighter than 6.65 .
This selection results in 303 stars from the HIPPARCOS catalog, among them 240 belong to the sample studied by RZG. The star counts per bin of V-magnitude are compared in Fig. 1 . The ratio of these two counts gives a completeness of about 80%.
When limited to normal stars, using the results from RZG, 151 stars remain out of the 240. Our 47 targets correspond to the v sin i-truncated subsample out of these 151 stars.
Radial velocities
The normalized spectra are cross-correlated with a synthetic template extracted from the POLLUX database 3 (Palacios et al. 2010) corresponding to the parameters T eff = 9500 K, log g = 4 and solar metallicity (computed with synspec48, Hubeny & Lanz 1992) , to compute the cross-correlation function (hereafter CCF). The radial velocity is derived from the parabolic fit of the upper part (10%) of the CCF and the values are given in Table 2 . The error on the radial velocity is determined from the cross-correlation function using the formulation given by Zucker (2003) and assuming the parabolic fit of the CCF.
Combining ÉLODIE and SOPHIE
Fourteen of our targets have spectra collected with both ÉLODIE and SOPHIE. In order to combine the different velocities and detect possible variations, the radial velocity offset between both instruments has to be retrieved. Boisse et al. (2012) derive a relation giving this offset as a function of the B − V color index for late-type stars (G to K). The offset ∆ E−S ranges from 0 to −0.25 km s −1 for these spectral types. To constrain this offset for the considered spectral type, publicly available spectra of Vega (HD 172167) are retrieved from the ÉLODIE and SOPHIE archives (respectively 16 observations and 10, see Table 2 ), and radial velocities are derived the exact same way. The respective average velocities are: −13.44 ± 0.05 km s −1 and −13.46 ± 0.07 km s −1 . The offset for the considered spectral type is then defined as the difference between these average velocities:
This offset is not significantly different from zero, and we choose not to correct the derived radial velocities for our targets.
Suspected binaries
The suspicion of binarity from the CCF is raised by the variation of the radial velocity, when several observations are available, and/or by an asymmetric shape of individual CCF. The variation is taken as significant when the ratio of the external error over the internal error is E/I 2 (Abt et al. 1972) . The external error is chosen as the standard deviation of the measurements for the different available observations, and the internal error is the one estimated using the formulation from Zucker (2003) , which increases with the rotational broadening. Table 3 3 http://pollux.graal.univ-montp2.fr Table 3 . List of targets showing a variation in their radial velocity measurements, with the number of observations (N), the average barycentric radial velocity RV , the external error E and the internal error I. lists the ten stars with E/I > 2. The number of observations for a given star remains small, as a radial velocity follow-up was not intended. These stars are suspected single-lined spectroscopic binaries (SB1).
HD
The stars that display an asymmetric CCF are shown in Fig. 2 . For two of them, several observations are available, and a variable radial velocity is noticed. The objects are suspected to be double-lined spectroscopic binaries (SB2).
Details on them and comparison with literature data can be found in Appendix A.
Atmospheric parameters
We use the revised version of the uvbybeta code written by Napiwotzki et al. (1993) in order to derive effective temperatures (T eff ) and surface gravities (log g). The uvbybetanew relies on the calibration of the Strömgren photometry indices uvbyβ in terms of T eff and log g. The photometric data are taken from Hauck & Mermilliod (1998) . The derived fundamental parameters are displayed in Table 1 . According to Napiwotzki et al. (1993) , errors on effective temperature are of the order of 2% for T eff < 10000 K. The accuracy of surface gravity ranges from ≈ 0.1 dex for early A-type stars to ≈ 0.25 dex for hot B stars. In our study we fix the errors on T eff and log g to be ±125 K and ±0.2 dex respectively.
A consistency check on T eff and log g is performed by comparing the luminosity derived from the radius calibration (Torres et al. 2010) , and the luminosity derived from HIPPARCOS parallaxes. Torres et al. (2010) give a polynomial expression of the stellar radius as a function of T eff , log g and [Fe/H] values. The luminosity is then derived from the Stefan-Boltzmann law. Absolute magnitudes are derived from the HIPPARCOS parallaxes (van Leeuwen 2007) and from bolometric corrections in the V-band, interpolated in the tables from Bessell et al. (1998) . The adopted bolometric luminosity parameter log L/L , given in Table 1 , is derived by adopting M bol = 4.75 (Allen 1973) . Figure 3 compares the luminosity values. The uncertainty from the calibrated luminosity is dominated by the log g uncertainty. In most cases the two agree to within the uncertainties, but a few outliers are present. These eight stars are indicated in Fig. 3 and seven out of them are suspected binaries from the previous section. The new outlier is HD 39985 (see Appendix A). In this plot, HD 33654 is out of range; the low gravity (log g = 2.9) derived from the photometry indicates a giant star, which is confirmed by the luminosity derived from the HIPPARCOS data: log L/L = 3.63±0.84, far brighter than the main-sequence. It is misclassified as a class V luminosity star.
At this point, the following stars are considered as SB2 with atmospheric parameters contaminated by their multiplicity (no abundances are derived): HD 1561, HD 6530, HD 20149, HD 39985, HD 40446, HD 46642, HD 50931, HD 101369, HD 119537, HD 145647, HD 183534, HD 217186 . In addition, the following stars are considered as binaries without contamination of their atmospheric parameters: HD 72660, HD 156653, 4.04 4.02 4.00 3.98 3.96 3.94 log(T eff )
. H-R diagram of the sample. Stars are plotted with different symbols according to their log g, and the same limits are used to define regions from the model gravity: triangles for 4.2 ≤ log g (red), diamonds for 3.95 ≤ log g < 4.2 (orange), squares for 3.65 ≤ log g < 3.95 (yellow) and circles for log g < 3.65. Evolutionary tracks from BaSTI (Pietrinferni et al. 2006) , for Z = 0.0198, with overshooting, are overplotted for the indicated stellar masses. HD 174567, HD 176984, HD 196724. HD 199095 . HD 33654 is also discarded from the sample as we focus on main-sequence stars. Figure 4 shows the non-SB2 stars of the sample in the H-R diagram. Luminosities are derived from the trigonometric parallaxes. Evolutionary tracks from BaSTI 4 (Pietrinferni et al. 2006 ) are computed with overshooting and for a solar metallicity of Z = 0.0198. Considering the end of the main-sequence as its reddest point, just before the hook of the evolutionary track when the overall contraction starts, we chose three limits in log g plotted in Fig. 4 . The first two limits in log g correspond to about one third and two thirds of lifetime on the main sequence for our mass range, according to BaSTI models. At the end of the main sequence the gravity given by BaSTI models is about log g = 3.5 for our mass range, and the last limit, log g = 3.65, corresponds to about 99% of the lifetime on the main sequence and defines a region that does not overlap with the hook in terms of gravity and position in the H-R diagram.
These fundamental parameters are used to calculate LTE model atmospheres using ATLAS9 (Kurucz 1993) . The AT-LAS9 code assumes a plane-parallel geometry, a gas in hydrostatic and radiative equilibrium, and LTE. As explained in , ATLAS9 model atmospheres are calculated assuming Grevesse & Sauval (1998) solar abundances and using the prescriptions given by Smalley (2004) for convection.
Rotational velocities
The v sin i values used for the selection of this sample are taken from Royer et al. (2002b) who combine determinations from Fourier analysis with the catalog published by Abt & Morrell (1995) . Although these values are statistically corrected from the shift between both scales, this dataset gives the opportunity to derive new and homogeneous projected rotational velocities.
Determination of v sin i
The spectral synthesis described in Sect. 6 provides determinations of v sin i. The same Fourier analysis as in Royer et al. (2002a,b ) is also applied to provide an independent determination of v sin i, from the position of the first zero in the Fourier transform (hereafter FT) of individual lines. Díaz et al. (2011) point out the fact that Royer et al. (2002a,b ) consider a fixed value of the linear limb-darkening coefficient, = 0.6, to derive v sin i, neglecting the variation of this coefficient with T eff , log g and wavelength. The expected variation of the limb-darkening coefficient in our sample stars can be estimated using the values of tabulated by Claret (2000) . In the Johnson B band, varies from 0.64 to 0.56 when the effective temperature increases from 9000 to 11000 K.
In order to improve the determination of v sin i, is taken into account by comparing the position of the first zero with a theoretical rotational profile computed with the linear limb-darkening coefficient derived from the atmospheric parameters of the stars, interpolated in the tabulated values given in Claret (2000), for the B band. The derived value of is given in Table 1 .
The line candidates for v sin i determination are chosen among the list of 23 lines given by Royer et al. (2002b) , lying in the spectral range 4215-4577 Å. They are retained using criteria based on their shapes in the wavelength domain and in the frequency domain. Error on the v sin i is taken as the standard deviation of single line determinations. The results are given in Table 1 .
Rotational velocity scale
Figure 5a compares the v sin i derived using FT profiles in the previous paragraph and the ones resulting from the spectral synthesis (described in Sect. 6), from the same data. In this comparison, the suspected SB2 have been discarded. The agreement is very good and the linear relation between both scales is given by:
The linear fit is overplotted on the data. The slope of the fit shows that above ∼ 30 km s −1 , v sin i derived from FT are slightly higher than the result of the spectral synthesis. This is due to the fact that the FT method uses individual line profiles and is therefore more sensitive to blends than spectral synthesis. As mentioned by Royer et al. (2002b) , effects of blends are noticeable on the individual v sin i when compared with the value derived from Mg ii triplet at 4481 Å. Two stars in Fig. 5a (and Table 1 ) show significant differences in v sin i: HD 47863 and HD 223855. Figure 5b compares the new determinations to the homogenized values given by Royer et al. (2002b, RGBGZ) . These latter determinations result from the merging of data from Abt & Morrell (1995, AM) and values derived from FT. The different symbols in the plot correspond to the combined source: AM only, FT only, or combination of both. The systematic overestimation at low v sin i in the determination from Royer et al. (2002b) results from the lower spectral resolution of ÉLODIE compared to SOPHIE in this work. A significant shift is noticed with the scaled values from AM, whereas no systematic effect is observed when comparing to values derived from FT. The linear relation between both scales (displayed in Fig. 5b ) is given by:
The scaling relation between AM and the FT results is derived by Royer et al. (2002b) using spectral types from B8 to F2. This relation could slightly vary with the spectral type, as the comparison restricted to A0-A1-type stars suggests. The sta-tistical correction applied by Royer et al. (2002b) is v sin i = 1.05 v sin i AM + 7.5 and the resulting values for A0-A1 stars may be undercorrected.
Abundance analysis
For the rotational velocity range in our sample (v sin i ≤ 65 km s −1 ), the most appropriate method to derive individual chemical abundances is the use of spectrum synthesis technique. Specifically, we iteratively adjust LTE synthetic spectra to the observed ones by minimizing the χ 2 of the models to the observations using Takeda's (1995) iterative procedure (see , for a detailed discussion).
Spectrum synthesis
Takeda's procedure is divided in two parts. The first part is a modified version of Kurucz (1992) Width9 code and computes the opacity data. The second part of the routine computes the synthetic spectrum and minimizes the dispersion between the normalized synthetic spectrum and the observed one.
The line list used for spectral synthesis is the one used in Gebran et al. ( , 2010 . All transitions between 3000 and 7000 Å from Kurucz's gfall.dat 5 line list are selected for the calculation of the synthetic spectra. The abundance determination relies mainly on unblended transitions for about 14 chemical elements (C, O, Mg, Si, Ca, Sc, Ti, Cr, Fe, Ni, Sr, Y, Zr, and Ba). Most of these lines are weak because they are formed deep in the atmosphere. They are well suited to abundance determinations as LTE should prevail in the deeper layers of the atmospheres.
The accuracy of the atomic parameters (wavelengths, lower excitation potential, oscillator strength and damping constants) is checked against more accurate and/or more recent laboratory determinations, using the VALD 6 (Kupka et al. 1999 ) and the NIST 7 databases. The adopted atomic data for each elements are collected in Table B .1, where for each element, the wavelength, the oscillator strength, and the reference are given.
A byproduct of this procedure is the derivation of the rotational (v sin i) and the microturbulent (ξ t ) velocities. We first derive the rotational and microturbulent velocities using several weak and moderately strong unblended Fe ii lines located between 4491.405 Å and 4522.634 Å and the Mg ii triplet around 4481 Å by allowing small variations around solar abundances of Mg and Fe as explained in Sect. 3.2.1 of . The weak iron lines are very sensitive to rotational velocity but not to microturbulent velocity while the moderately strong Fe ii lines are affected mostly by changes of microturbulent velocity. The Mg ii triplet is sensitive to both ξ t and v sin i. The derived rotational and microturbulent velocities are displayed in Table 1 . The error on ξ t is ±0.5 km s −1 . By testing the effect of the variation of the v sin i on the abundance derived from the Mg ii triplet, we are able to determine ∆(v sin i) that causes a variation of the abundance of about the error level (∆[Mg/H] ∼ σ Mg ). On average we find that the rotational velocities have a precision estimated as 5% of the nominal v sin i and are in good agreement with those derived using the Fourier transforms (Sect. 5).
Once the rotational and microturbulent velocities are fixed, we then derive the abundance that minimized the χ 2 for each transition of a given chemical element. Figure 6 displays the observed spectra of six A stars, for different v sin i, with their respective best fit synthetic spectra.
Resulting abundances
The derived abundances are mean values and given in solar scale in Table 4 , available online. For a given chemical element X, the abundance [X/H] is equal to the difference between the absolute abundance in the star log (X/H) and the abundance in the Sun log (X/H) derived from Grevesse & Sauval (1998) . As done in , errors on the elemental abundances are estimated by the standard deviation, assuming a Gaussian distribution of the abundances derived from each line. When only one line is measured, we adopted an average error on abundances derived from the results of Gebran et al. ( , 2010 and for stars with v sin i < 70 km s −1 . This error is found to be ≈ 0.15 dex.
Cluster analysis and classification
A quick look on the abundances listed in Table 4 and how these data are distributed in the Sr-Sc plane (Fig. 7b) suggests that several stars present CP characteristics. The size of our sample allows the use of statistical tools to disentangle the CP and normal stars and perform this classification in an automatic way, from the full abundance data set.
Classification criteria
In our temperature domain, the expected CP stars are the metallic Am stars (CP1) and the magnetic Ap stars (CP2). The classical definition of CP1 stars relies on Ca, Sc, iron-peak elements and heavy elements (Conti 1970; Preston 1974) , and for the CP2 stars it is based on Si, Cr, Sr and Eu (Preston 1974) . Among the 14 species studied in this work, 10 species correspond to these classical definitions, i.e Si, Ca, Sc, Cr, Fe, Ni, Sr, Y, Zr and Ba.
Hierarchical cluster analysis
Hierarchical cluster analysis, applied to chemical abundances by Cowley & Bord (2004) , is a bottom-up classification which consists in grouping data by proximity in a given space, producing a classification tree from single elements to the entire sample. It identifies clusters as a function of distance between elements. This method is applied to our data and clusters are searched for in the multi-dimensional space defined by the abundances from Table 4 . Abundances are normalized so that the variation of a given elemental abundance over the full sample lies in the interval [0, 1], ensuring that the different elements are equally weighted. Proximity is based on the Euclidean distance in the multi-dimensional normalized space. In the resulting classification tree (Fig. 7a) , two main groups appear. They are identified as CP and normal stars, based on the median [Sr/H] abundance: this element being very discriminant (Fig. 7b) , the group showing the highest median [Sr/H] abundance is associated with CP stars, and the other one with normal stars.
The construction of the classification tree does not take errors into account. In order to test the effect of the errors on the resulting memberships, new abundances are randomly simulated by adding Gaussian noise to the measured abundances, using the related standard deviation. Over 5000 simulations, targets are allocated to one group or the other, and the proportion of allocation Article number, page 6 of 21 to one group is taken as the final membership probability. This defines a new classification, taking the abundance errors into account.
This multivariate statistical analysis is performed using R 8 (R Development Core Team 2011).
Resulting classification and comparison with literature data
Hierarchical cluster analysis is applied to the 14 species and produces the membership flag f 14 (1 for CP, 0 for normal) from the direct classification, for each star. The simulations taking errors into account give the membership probability p 14 . Respectively, f 10 and p 10 are produced when applying hierarchical cluster analysis to the 10 "classical" species. Figure 8 displays these four criteria, also listed in Table 5 (available online). The four criteria give rather consistent results. The distribution of p 14 shows slightly more separated and peaked groups than p 10 , as a result of the additional discriminant species. A few objects show discrepant classifications: HD 219485 is classified as probably normal in Table 5 because the classification based on p 10 points it as a CP star whereas the other criteria indicate it is normal; two objects are classified as uncertain (HD 1439 and HD 219290) because the classification based on 10 species and the one based on 14 species produce contradictory results.
In order to check how separated are the two groups in the chemical abundance space, we perform a principal component analysis to display the data in fewer dimensions. Principal component analysis is a statistical method that expresses a set of variables, possibly correlated, as a set of linearly uncorrelated variables called principal components. The principal components are linear combinations of the original variables and are defined in such a way that they have the largest possible variance. We apply this method to our data and derive the first two principal components from the 14-species abundances. The determined elemental abundances are projected onto these two new axes in Fig. 9 , as well as the 14 axes corresponding to the different species. The first principal component (PC1) derived from the data explains 38.8% of the total variation and the second one (PC2) explains 15.4% of the variance in the 14-species abundances. Figure 9 shows that species from titanium to zirconium have strong positive loadings on PC1, whereas oxygen and carbon have strong negative loadings. On the other hand, PC2 has strong loadings from magnesium and silicium. The original data for the 34 stars are expressed in the first two components and overplotted in Fig. 9 . They are represented according to the classification resulting from the cluster analysis. The dichotomy is very clear along the first principal component, and the objects identified as "uncertain" in Table 5 lie between the two groups. 30085  72660  107655  158716  83373  127304  67959  154228  65900  95418  172167  73316  174567  21050  145788  132145  223855  47863  89774  25175  104181  156653  196724  28780  58142  176984  198552  223386  85504  133962  199095  219485  1439 Table 6 . For two thirds of the common stars, both classifications are in agreement.
On the other hand, four stars are classified as peculiar but are absent from the catalog built by Renson & Manfroid (2009) : HD 30085, HD 65900, HD 67959, HD 158716. More details can be found in Appendix A. Figure 10 displays the median abundance patterns for the normal and peculiar stars resulting from our classification. Only fully agreeing classifications (all four criteria) are used to derive the median abundances, i.e. 21 normal stars and 10 CP stars. The abundance pattern for the normal stars is compared with data from the Pleiades and from the Ursa Major moving group (Monier 2005) . We select nine normal A-type stars corresponding to our observed effective temperature range (T eff > 8900 K): six stars are members of the Pleiades (HD 23763, HD 23948, HD 23629, HD 23632, HD 23489, HD 23387) and three belong to Ursa Major (HD 1404, HD 12471, HD 209515). They are analyzed by the latter authors using the same method and the code from Takeda (1995), ensuring a comparison with homogeneous data. Their median abundance pattern and the corresponding percentiles are overplotted in Fig. 10a . It should be noted that this comparison sample is small and does not fully cover all the species. The number of available determinations for each species in the comparison sample is indicated in the plot. The agreement between both patterns is very good but we notice discrepancies for strontium and the heavier elements. The comparison stars have on average a larger rotational broadening: seven of them have 100 ≤ v sin i ≤ 200 km s −1 .
Discussion
Abundance patterns
As far as the abundance pattern for the CP stars is concerned, no object shows a significant underabundance in calcium and the Ca abundance is very similar between CP and normal stars. This tendency is possibly due to the fact that previously known CP stars are not part of our sample. We find that carbon and oxygen are underabundant, in agreement with Roby & Lambert (1990) . The iron-peak elements and heavy elements are overabundant, compared to the normal stars.
By construction, the v sin i range is limited in our sample. No clear trend of abundances versus v sin i is detected in our data, neither on the whole dataset nor considering both groups separately.
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Rotational velocity distribution
Sections 3, 4 and 7 show that our sample is still contaminated by CP stars and binary stars. These new identifications allow the analysis of the rotational velocity distribution of normal stars with a much cleaner sample. It can be noticed that in our sample, no CP stars were found with v sin i 45 km s −1 . The contamination by binary stars remains larger than by CP stars.
As defined in Sect. 2.4, our sample of 47 stars is the low v sin i part of a larger sample of 151 normal A0-A1 stars representing an 80%-complete, magnitude-limited volume. The distribution of rotational velocities of normal A0-A1 can be analyzed with this larger sample. The gray histogram in Fig. 11 represents the distribution of their observed v sin i. By removing the 30 stars identified as peculiar and/or binaries in the previous sections, a cleaned subsample of 121 stars is selected, and its distribution of v sin i is showed by the hatched histogram (Fig. 11) . The smoothed distributions of v sin i is obtained by applying the method described in Bowman & Azzalini (1997) and ported to R (R Development Core Team 2011), and are shown by the dashed lines in Fig. 11 . These distributions are then rectified from the projection effect to recover the distributions of equatorial velocities, assuming the rotation axes are randomly oriented (see RZG for details).
The high probability density for slow velocities disappears from the distribution in the cleaned sample, but a significant proportion (about 14%) of the normal stars rotates slowly at v ≤ 100 km s −1 . These results considerably reduce the presence of slowly rotating normal A0-A1 stars. The overdensity at v ≤ 50 km s −1 represents 4% of the distribution, i.e. five stars. In the sample, the normal star with the lowest v sin i is HD 145788 (v sin i = 9.8 km s −1 as measured from the ÉLODIE spectrum). In the rectified distribution, there is no star rotating more slowly than v = 20 km s −1 .
Summary and conclusion
This work provides the spectroscopic study of a sample of 47 A0-A1 stars, initially selected from Royer et al. (2002b Royer et al. ( , 2007 to be main-sequence, low v sin i, normal stars. The analysis of the cross-correlation profiles, and the variation of radial velocities allow the identification of suspected spectroscopic binaries. The spectral synthesis and the determination of chemical abundances are used to identify chemically peculiar stars using a hierarchical classification. The results reveal that two thirds of the sample is composed of spectroscopic binaries and chemically peculiar stars, and only 17 stars turn out to be normal, showing no sign of multiplicity nor peculiarity. The final composition of the sample is given by the pie chart in Fig. 12 .
In the framework of a nearly complete, magnitude limited sample of 121 A0-A1-type normal stars, this implies that the distribution of equatorial velocities, under the assumption of randomly oriented rotation axes, is no longer dominated by a large fraction of slowly rotating stars. Only 14% of the A0-A1 normal stars are rotating at v ≤ 100 km s −1 , which correspond to about 16 objects, and 21% are rotating at v ≤ 120 km s −1 . This is to be compared with the corresponding proportions in the noncleaned sample: 31% and 37% respectively (Fig. 11) . The distribution is not bimodal as previously claimed by RZG, but the overlap with the distribution of equatorial velocity of CP stars seems real, contrary to the conclusion of Abt & Morrell (1995) and Abt (2000) .
The 17 normal stars, spectroscopically identified in this paper, are listed in Table 7 . The objects were not extensively monitored in terms of radial velocity and spectroscopic binarity may still remain undetected in this sample. Possibly doubtful candidates are indicated in Table 7 , which could be either spectroscopic binaries or marginal CP stars (see Appendix A). The 17 normal stars will be more deeply investigated in a forthcoming paper to check whether signatures of gravity darkening due to fast rotation seen pole-on are present in the spectra. If rotation axes are randomly oriented, the probability to observe a star with i ≤ 10
• is about 1.5%, which would produce just two stars among the 121 normal A0-A1 stars.
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Appendix A: Comments on individual stars All our targets are part of the sample studied by Dworetsky (1974) , and 25 of them are analyzed by Ramella et al. (1989) . In their paper, Ramella et al. (1989) derive v sin i from Fourier profile analysis and flag the stars according to the agreement between the observed profile and a theoretical rotation profile ('1' when agreeing, '0' when disagreeing, in their Table 3 ). Stars labeled as '0' by Ramella et al. are checked out with our data, and the Fourier profiles are plotted in Fig. A.3 . Gontcharov (2006) published a compilation of radial velocities and our individual measurements are compared with literature data. The 44 stars in common are plotted in Fig. A.1 . The Gaussian fit of the histogram of radial velocity differences gives a standard deviation σ = 2 km s −1 . Ten stars show differences larger than 3 σ. They are indicated in Fig. A.1 . The three stars of our sample (HD 40446, HD 119537 and HD 176984) , that are not present in Gontcharov (2006) , are already detected as binaries in our data. HD 1439 could not be undoubtedly classified as a normal nor CP star, the derived memberships based on 10 and 14 elements giving contradictory results (Table 5) . It moreover lies in the "uncertain" zone in Fig. 9 . The derived abundances in oxygen and magnesium are high enough to make it classified as a normal star using all 14 elements whereas the remaining pattern (Si, Ca, Sc, Cr, Fe, Sr, Y and Zr) is rather similar to a CP star. Its radial velocity observed 18 months apart does not show significant variation.
HD 1561 is variable in radial velocity, from our two observations as well as compared with Gontcharov (2006) who gives a radial velocity of −3 km s −1 (Fig. A.1 ).
HD 6530 is detected as a spectroscopic binary from its CCF (Fig. 2) . The large difference in the v sin i measured using the spectral synthesis and the FT (Table 1) is due to the composite spectrum. It has already been observed by Grenier et al. (1999) who derive the radial velocity and their spectrum is also used by Royer et al. (2002a) HD 20149 is flagged as a suspected binary due to the asymmetry of the CCF. The bisector is displayed in Fig.A.2 . The star is labeled as variable in radial velocity in Gontcharov (2006) , and the published value (−5 km s −1 ) is also significantly different from our determinations (Fig. A.1 ).
HD 21050 is found to have a large projected rotational velocity by Dworetsky (1974) (v sin i = 60 km s −1 ) but all other determinations are very similar to our result (Palmer et al. 1968; Abt & Morrell 1995; Royer et al. 2002b ). Moreover, no spectral variation is detected in our high signal-to-noise observations, collected three years apart.
HD 25175 is suspected by Ramella et al. (1989) to be a spectroscopic binary due to the large broadening and the disagreement the observed profile and a theoretical rotational profile. Their determination of v sin i, in good agreement with ours, is much higher than the value derived by Dworetsky (1974) (≤ 40 km s −1 ). Our Fourier profiles are plotted in Fig. A .3a and the agreement with the rotational profile is very good, suggesting that the broadening is dominated by rotation. Also both our spectra, observed one year apart, do not show any sign of radial velocity variation. moreover significantly different from the value published by Gontcharov (2006) : −22.6 km s −1 (Fig. A.1 ). Although no evidence of binarity is detected in our single observation, these differences suggest that this object could be a spectroscopic binary.
HD 30085 is discarded from v sin i measurement by Ramella et al. (1989) because of asymmetric line profiles. In our classification, it falls in the CP group and is newly detected as chemically peculiar.
HD 33654 is identified as a giant star from both its surface gravity and its luminosity (Table 1) , which disagrees with its luminosity class: A0V. It was previously classified as a B9III star (Palmer et al. 1968) . It is indicated as an Ap Si star in Renson & Manfroid (2009) .
HD 39985 is an outlier in our luminosity comparison (Fig. 3) and therefore suspected to be a binary star.
HD 40446 is flagged as a spectroscopic binary by Dworetsky (1974) . It is part of the sample studied by Royer et al. (2002b) who determined an uncertain v sin i with a high external error (v sin i = 27: ± 5 km s −1 ) due to a large dispersion in the values derived from individual lines. Its binary nature is confirmed by the shape of its CCF in Fig. 2. HD 46642 is suspected to be a photometric variable star (Kukarkin et al. 1981) . Our radial velocity measurements reveal a variation hence this star is suspected to be a binary.
HD 47863 shows a significant difference between our measurements of v sin i, using spectral synthesis and Fourier profile. This object is however used as a reference star in speckle observations by Aristidi et al. (1997) , suggesting that it is a single star.
HD 50931 is detected as a spectroscopic binary from the distorted shape of its CCF. The radial velocity from Gontcharov (2006) is moreover very different from our result: 20 km s −1 (Fig. A.1) . The large difference in the v sin i measured using the spectral synthesis and the FT (respectively 75 and 84 km s −1 in Table 1 ) is due to the composite spectrum.
HD 58142 is found to be a hot Am star by Adelman (1994) , which disagrees with our classification. This object lies in the tail of the distribution of memberships (Table 5 and Fig. 8 ) and could have been wrongly assigned to the "normal" group. HD 65900 is suspected by Ramella et al. (1989) to be a spectroscopic binary due to the large broadening and the disagreement between the observed profile and a theoretical rotational profile. This disagreement is not seen in our data (Fig. A.3b) . In our classification, it falls in the CP group and is newly detected as chemically peculiar.
HD 67959 is found to disagree with a rotation profile by Ramella et al. (1989) , but this is very probably due to its low v sin i and the fact that instrumental broadening is not negligible. In our data (Fig. A.3c) , the main lobe of the FT in observed profiles is well fitted by the theoretical rotation profile. In our classification, it falls in the CP group and is newly detected as chemically peculiar.
HD 72660 is a hot Am star (Varenne 1999) , which is consistent with our classification. Its low v sin i makes the Fourier pro-A&A-main, Online Material p 14 files dominated by the instrumental profile, both in Ramella et al. (1989) and in Fig. A.3d . It is listed in Table 3 as variable in radial velocity, but the variation remains very small. Landstreet (1998) detects an asymmetry in the spectral lines that is attributed to a depth-dependent velocity field.
HD 85504 is flagged by Ramella et al. (1989) as showing a profile disagreeing with a rotational broadening. In our data however (Fig. A.3e ), the agreement with the theoretical rotational profile is good. This object is flagged in Renson & Manfroid (2009) as an Ap Mn star, and manganese is not part of our analyzed chemical species. In Adelman & Pintado (1997) , it only appears slightly metal rich compared to other superficially normal stars with similar effective temperature. This object is moreover known as high spacial velocity (Martinet 1970; Altmann & de Boer 2000) which may be a runaway star. It is a suspected variable star (Kukarkin et al. 1981) .
HD 95418 is an Am star (Adelman et al. 2011; Hill 1995) and our classification agrees with these results.
HD 101369 is suspected to be a spectroscopic binary from the shape of its CCF (Fig. 2) .
HD 107655 belongs to the open cluster Coma Ber. derived abundances, using the same method, and their values are in good agreement with our determinations, with larger differences for Sc and Sr. The dispersion in the Sc and Sr abundances derived by is high; they include more lines than in this study, especially lines located in the wings of Balmer lines. When restricting the comparison to lines in common, the agreement is much better (Table A.1). HD 119537 is detected as a spectroscopic binary by Dworetsky (1974) . The SB2 nature is clearly visible in our CCFs and they are plotted for both observations in Fig.A.2 together with the labels of the components ('A' being the component with the highest correlation peak). The radial velocities given in Table 2 are the one corresponding to component A and the difference in radial velocity (A−B) is 153.4 km s −1 in the first observation (2006-06-02) and −140.9 km s −1 on the second (2012-02-14) .
HD 127304 is suspected by Ramella et al. (1989) to be a SB2. Our derived radial velocity is moreover significantly different from the value published by Gontcharov (2006) , −12.6 km s 
