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Introduction
In recent years, video processing and computer vision have become increasingly important in many applications such as surveillance systems, unmanned aerial vehicle (UAV) systems, and personal video systems. This is partially due to the dramatic cost reduction of digit cameras and computers [1] , and partially due to the recent advancement of computer vision and image processing technology. However, it is inevitable that there are some unwanted motion effects in videos taken by hand or from mobile platforms. The unwanted motions in videos are usually caused by shakes of cameras held by hands or mounted on cars, and caused by air turbulence, which deviate cameras mounted on UAVs away from their normal paths. Therefore it is essential to have a video stabilization algorithm to remove these undesirable motion effects thus to obtain good quality videos.
Usually, video stabilization systems can be divided into three categories. The first is the class of using hardware motion sensors [2] or mechanical devices such as accelerometers, gyros, and mechanical dampers [3] to reduce platform vibrations. The second is the class of object tracking based approaches [4, 5] . The third is the class of ego-motion estimation based approaches [6, 7] . As we focus on software solution, we will not discuss the first class approach in this paper. In the second class, a video stabilization system defines a target to track and the target could be a vehicle, a license plate, a person, lane markings, or a road sign. It can be used in surveillance and live television programs. In the third class, a video stabilization system usually comprises three components: motion estimation, motion filtering, and motion compensation [7] .
In this paper, we will focus on the video stabilization based on ego-motion estimation. We will propose a novel algorithm for camera motion estimation based on motion histograms, as the positions of histogram peaks of are robust to moving objects.
Background
It is well known that human visual sensing is comfortable to smoothing motions but suffers significantly from high-frequency motions, known as jitters. Therefore, it is important to remove the high-frequency motions from videos to satisfy the human eye. In the past decade, many video stabilization algorithms have been developed for various applications.
If a camera is installed in a fixed location such as on a wall or a pole, the camera motion is usually caused by strong winds or under heavy traffic. In this case, the camera motion can be estimated by object tracking or feature tracking [4, 8] , by finding a region with small accumulated motion [6] as the background is almost stationary in long terms. In order to reduce the computational cost, Marcenaro et al. [4] use a fixed set of points on a grid that is superimposed on an image. The method evaluates the motion transformation to be applied to the image by minimizing the mean square error between the corresponding pixels in the images of a sequence. The global motion is estimated by averaging the motions of points excluding outliers.
If the camera is mounted on a mobile platform, the motion of the camera contains two components: the intended motion and the undesired motion. In this case, some researchers take the advantages of the a-priori knowledge of application domains. In [5] , a video stabilization algorithm was developed for a camcorder mounted on a moving vehicle by following the lane on the road. Therefore the algorithm is robust to moving objects. But it is difficult to apply this algorithm to other applications. In general case, the global motion estimation is derived from local motion vectors (LMVs) that are obtained from phase correction [9] or optical flows using block matching and differential methods [1, 6, 7, 10, 11, 12] . However, it is not easy to derive global motion from LMVs as there are four components in LMVs: the intended motion, motion jitter, motion of moving objects, and local motion estimation errors. Usually, the motion jitter and the motion estimation errors can be modelled as a random processing. However the interference from moving objects is difficult to remove as the impacts depends on many parameters such as moving objects' depths, speeds, and moving directions. In order to accurately estimate the global motions, many researchers use median filters or averaging LMVs after removing outliers [1] if a simple motion model such as translation is used.
Once we obtain camera motions, we can cancel the effect of unwanted motion from videos. In practice, a translational motion model is sufficient for most applications. In this case, low-pass filters and moving average filters are widely used to smooth camera motions. The smoothed camera motions are assumed to be the intended motions. The motion compensation is accomplished by shifting the position of the video frame with an amount equal with the difference between the accumulated intended camera motions and the accumulated gross motions. Usually the corrective displacement results in undefined regions or truncation of video size. Recently, [13] has proposed to use information from neighbouring frames to fill the undefined regions.
In this paper, we will focus on how to obtain accurate estimation of global motions.
Camera Motion Estimation using Local Motion Histograms for video stabilization
In this section, we will present a novel method to estimate camera motions using histograms.
Local motion estimation
The Lucas-Kanade method in pyramids [14, 15] is one of the most reliable and widely used techniques for estimating optical flow. We use the iterative Lucas-Kanade method in pyramids [16] for optical flow estimation. Figure 1 shows two examples of calculating optical flow using method in [16] . Figure 1 clearly demonstrates that the local motion estimation is affected by depth and moving objects. 
Camera motion estimation using histograms of local motions
The histogram of local motions at a given frame contains information about the camera motion, the jitter and moving objects. Usually, there are several peaks in one histogram of local motions. One peak is produced by the camera motion (global motion) and some peaks are caused by moving objects and estimation errors. It is also expected that the highest peak in a histogram is produced by the camera mo-tion as moving objects usually occupy less than half of the scene.
In order to understand the impacts of moving objects to the estimation of camera motions, let's conduct the theory analysis first. Let LM V i (t) for i = 1, 2, · · · , N denote the local motion vector at the ith location in the tth frame. Each LM V i (t) can be expressed as follows:
where N is the total number of local motion vectors, IC i (t) is the motion caused by the intended camera motion, J i (t) is the jitter, M i (t) is the motion of a moving object, and E i (t) is the estimation error. In some methods [6] , scenes are assumed to be close to planar and thus IC i (t) and J i (t) are constants in a given frame. In this paper, we assume that the probability distribution function of IC i (t) + J i (t) with their estimation error is Gaussian, G(m, σ). Now, we will use Gaussian distribution assumption to demonstrate the effectiveness of the proposed method. Let us assume that the distribution function of IC i (t) + J i (t) with estimation errors at Y direction is G(1, 2) (in solid line) and the distribution function of M i (t) with its estimation errors is G(5, 4) (in dash line) as shown in Figure 2 . The overall distribution function or the histogram (in dot line) is also shown in Figure 2 . Clearly the effect of moving objects is moving the peak in the histogram from 1 to 1.29. However, if we used the averaging method, the estimated global camera motion would be 3 instead of 1.29 and the error of the global camera motion estimation would be 2 instead of 0.29. This example has clearly shown that the position of the highest peak is robust to imapcts of moving objects and estimation errors, thus the proposed method is relatively robust to imapcts of moving objects and estimation errors. In reality, however, local motion histograms are not so smoothing and there are more than one peak in each histogram. Figure 3 shows a typical example of local motion histograms. In order to obtain an accurate estimate of the global camera motion at a given frame, it is necessary to smoothen the histogram and then to pick up the peak with the maximum value from the histogram. Another issue is how to determine the suitable number of bins of a histogram at a given frame. Outliers can greatly enlarge the range of a histogram and thus the range of each bin. If the selected number of bins is too large, there are too few samples in each bin and the statistics is not reliable, and therefore the camera motion estimation is not reliable. If the selected number of bins is too small, the range of each bin is too large and the accuracy of camera motion estimation will be reduced significantly. 
Histograms implemented using sorted arrays
In order to avoid the selection of bin number for the histogram-based method, we use sorted arrays instead of directly using histograms to estimate the camera motion for each frame. Let us take the motion at the vertical direction as an example. For a given set of local motions at the vertical direction, we can get a sorted array for vertical local motions SA y :
where
If there are enough samples, the average difference between two local motions at the vertical direction is in proportionate to the inverse function of the histogram, that is:
where hist y (t) is the histogram of local motions at the vertical direction. According to eqn(4), we find that to obtain the camera motion at the vertical direction is equivalent to find the position index k to the sorted array which minimises the difference between two local motions, LM V y k+δ (t) and LM V y k (t). So we have
where p(t) is the position in the sorted array that we have the minimum difference of two local motions between p(t) and p(t)+δ. We take the middle local motion as the camera motion:
where CM y (t) is the estimated camera motion at the vertical direction at tth frame. Note, the estimated motions consist of intended camera motions, jitters, and partial estimation errors.
In this way, we can avoid to select the number of bins for histograms. Now, we need to set the parameter δ. We find that the performance of camera motion estimation is not sensitive to δ if it is in the range of 5% to 20% of the array size (the total number of local motions). We choose 10% of the array size in our experiments.
Motion smoothing and video stabilization
After we obtain camera motions, we need to smooth the motions to remove jitters. The most widely used approach for smoothing is to apply a low-pass filter on locations (accumulated camera motions). However, there is a practical problem: accumulated errors. If there is a significant estimation error occurred in one frame, the error will after all succeeding frames. An application system must deal with this problem. The final step of video stabilization is motion compensation.
Smoothing

Smoothing using a first-order IIR filter
Smoothing is an effective way to remove jitters and estimation errors as they are high-frequency components in the camera motions CM(t) or in the accumulated motions. In this paper, a first-order IIR filter is used to smooth accumulated motions: (7) and
where SAM(t) = {SAM x (t), SAM y (t)} is the smoothed accumulated motion vector, ACM(t) = {ACM x (t), ACM y (t)} is the accumulated camera motion vector and CM(t) = {CM x (t), CM y (t)} is the camera motion vector at tth frame, and α is the smoothing parameter. The reasons of using this first-order IIR filter are: (1) it can be used in real-time systems; (2) it requires little memory; (3) it involves little computations; (4) the smoothed motions produced by the filter are satisfactory to human's eyes if a suitable value is selected for α. According to our experiments, the suitable range of α is [0.95, 0.98].
Smoothing using a non-causal low-pass filter
In some applications, videos are processed offline. So we can use non-causal low-pass filters to smoothen camera motions or accumulated motions. In this paper, a non-causal low-pass filter is used to smooth accumulated motions:
where f (i) is the non-causal low-pass filter and L = 20 frames.
Motion Compensation
In order to stabilize the video, we need to compensate the tth frame using offset. The offset is the accumulated jitter or unwanted motion from the beginning to the tth frame: (10) where AJ(t) is the accumulated jitter till the tth frame.
As indicated in eqn(1), there are errors in estimated camera motions. Although the estimation errors are small in most cases, the accumulated error can be significant if the image sequence of the video is long. If there is a significant error in the estimated camera motion at one frame, the error will be in the accumulated jitter of all succeeding frames. The simple solution to the problem is:
where β is the parameter to control the influence of estimation errors. When β is small, the influence of estimation errors in the current frame to the succeeding frames is very limited, but the remaining jitter motions are not trivial. If β is close to 1.0, the estimation errors in the current frame will after many succeeding frames. Usually, we choose β between 0.90 and 0.98.
Experimental Results
We evaluated the proposed algorithm using various videos taken by cameras in UAVs, cars and held by hands, as shown in Figure 4 . In each of these videos, there are jitters caused by car vibration, air turbulence and shaky hands. Figure 5 gives the comparison between original motions and smoothed motions, where the smoothing filter is the first order IIR filter. This figure clearly shows that high-frequency components in the original camera motions have been removed in the smoothed camera motions. Our experiments also demonstrated that human eyes have better visual perception to the stabilized videos than the original videos.
It is interesting to compare the performance of using a first-order IIR filter to using a non-causal low-pass filter for smoothing. We find that both filters can produce smoothed motions as shown in Figure 5 (a) and Figure 6 . However, the smoothed motions produced by the non-causal low-pass filter fit the original motions better and therefore there is smaller displacement in the stabilized videos. Thus, we recommend that an offline system use non-causal low-pass filter for motion smoothing.
It is also interesting to compare the performance of camera motion estimation using the proposed method to using the method of finding median values. We find that both methods produce very similar results in most cases. However, the method of finding median values may produce significant errors in camera motion estimation if there are moving objects in scenes, while the proposed method produces very accurate estimates of camera motions. Figure 7 shows such an example. This video clip was taken from a highway, therefore there are many moving motor vehicles on the road as shown in Figure 1(b) . The video clip is almost stable except minor vibrations. As analysed in Section 3.2 and shown in Figure 2 , moving objects can significantly degrade the performance of motion estimation using traditional methods such as averaging and finding median. This example demonstrates that the proposed method is robust to the influence of moving objects for camera motion estimation.
Conclusion
In this paper, we presented a novel camera motion estimation algorithm using histograms of local motions for mobile platforms. As the highest peak in each histogram of local motions represents the camera motion and the peak position in the histogram of local motions is robust to the interference of moving objects and estimation errors. Therefore, it is very attractive to using local motion histograms for camera motion estimation. We also implemented the proposed algorithm using sorted arrays instead of directly using motion histograms, so that we can avoid selecting the number of bins for histograms, to which the performance is sensitive. Our theory analysis and experiments have proven that the proposed algorithm for camera motion estimation is robust to estimation errors and interference of moving objects. The proposed algorithm works well for both mobile and stabile platforms. Frame Index Figure 7 . Comparison of motion estimation using the proposed method and using the method of finding median: Green-dash line is the estimated accumulated motions using the proposed method and red-solid line is its smoothed accumulated motions; Pink-dot line is the estimated accumulated motions using the method of finding median and the blue-dashdot line is its smoothed accumulated motions.
