In this paper, a biometric system is proposed based on facial features. This proposed system uses an appearance based face recognition method called 2FNN (Two -Feature Neural Network). PCA and LDA are two different feature extraction algorithms used to extract facial features, and then these extracted features are combined using wavelet fusion. The proposed system uses neural networks to classify facial features. Major modules of the proposed system are: extract images from the database; preprocess the extracted images; feature extraction using PCA; feature extraction using LDA; wavelet fusion of the extracted features from PCA and LDA; and neural network based classification. Features are extracted using both PCA and LDA to improve capability of LDA when few samples of images are available. Wavelet fusion and neural networks are used to improve the classification accuracy. The proposed system shows improvements over the existing methods. Preliminary experimental results have shown high accuracy of the system in terms of the correct recognition rate (98.50%) and the equal error rate (1.50%).
Introduction
Face recognition has gained much attention in recent years and has become one of the most successful applications of image analysis and understanding. A general statement of face recognition problem can be formulated as follows. Given still or video images of a scene, identify or verify one or more persons in the scene using a stored database of faces.
Face recognition has received substantial attention from researchers in biometrics, pattern recognition, and computer vision communities. There is large number of commercial, security, and forensic applications requiring the use of face recognition technologies. These applications include automated crowd surveillance, access control, mug shot identification (e.g., for issuing driver licenses), face reconstruction, design of human computer interface, multimedia communication, and content-based image database management. One advantage to face recognition system is that it is non-invasive. It does not require a person to produce an ID or in many cases to be isolated from the crowd to be examined. The number of faces a computer can "remember" accurately is also much more than the average human.
Facial recognition holds several advantages over other biometric techniques. It is natural, non-intrusive and easy to use. In a study considering the compatibility of six biometric techniques (face, finger, hand, voice, eye, and signature) facial features scored the highest percentage of compatibility [1] . Head pose, illumination, Aging and Occlusion are the major challenges in this field.
A number of face recognition algorithms, along with their modifications, have been developed during the past several decades; these algorithms are classified into two categories: Appearance based algorithms and Modelbased algorithms. Though PCA and LDA [2] are most widely used appearance based methods, they both have their own advantages and disadvantages. LDA selects features that are most effective for class separability. PCA selects features important for class representation. PCA might outperform LDA when the number of samples per class is small. In the case of training set with large number of samples, LDA might outperform PCA. To get the benefit of both PCA and LDA the proposed system uses PCA and LDA for feature extraction.
The proposed system gets the best feature space by using two different feature extraction techniques. Both the acquired features are combined using wavelet fusion technique. This kind of fusion is never used in the existing face recognition systems. Wavelet fusion takes both the features extracted as input, combines them into one and produces a single image. It improves quality of the proposed system.
Multi layer perceptron neural network is proposed for classification. Many conventional classifiers like Euclidean distance, Mahabaloni's distance, nearest neighbour classifier are used in many existing face recognition systems. But they may not give good results when the images are captured on real-time. Conventional classifiers give poor results when the database contains occluded images. Compared to the conventional classifiers, NN classifiers gives better results. Also due to simplicity, generality and good learning ability of the NN, these classifiers are found to be more efficient.
The rest of this paper is organized as follows. In Section 2, we provide a brief introduction to Feature Extraction algorithms PCA and LDA, wavelet fusion technique and Neural Netwroks. Section 3 gives overview of the proposed system with clear description about all the modules. Section 4 gives experimental results of the proposed system.
Preliminaries

Feature Extraction techniques
Principal Component Analysis
PCA is the most widely used feature extraction method and also good for dimensionality reduction [3] . The outcome of PCA is a set of eigenfaces. The basic idea of eigenfaces is that all face images are similar in all configurations and they can be described in its basic face images. Based on this idea, the eigenfaces procedures are as follows:
1. Obtain N training images I 1 , I 2 ,….I N.
2.
Represent each image I i as a vector discussed above, each image is of size p.q×1, Let p.q=n. Note that the Covariance matrix has simply been made by putting one modified image vector obtained in one column each. Instead of the Matrix AA T consider the matrix A T A. A is an n × N matrix. Thus A T is a N × n matrix. If AA T matrix is computed, the computations required would easily make your system run out of memory as it gives n × N matrix. So use A T A to compute C as it results an N × N matrix.
Next step is to calculate the Eigenvectors u and eigen values d of C.
7.
Multiply the mean subtracted images with corresponding eigen vectors.
Select the top K eigen vectors with highest eigen values.
9.
The eigen values corresponding to the eigen vectors are called eigen faces.
Linear Discriminant Analysis
To overcome the advantage of small sample size problem that encounters in LDA [4] , the proposed system uses Regularized LDA (R-LDA) [5] . In conventional LDA following equation is used to compute opt
Where as in R-LDA this equation is redefined as,
Following is the algorithm for R-LDA
, and
Find the m eigen vectors of 
Wavelet Fusion
Image fusion is a tool for integrating a high-resolution mathematical tool initially designed for signal processing. The fusion of images is the process of combining two or more images into a single image retaining important features from each. Fusion is an important technique within many disparate fields such as remote sensing, robotics and medical applications. Wavelet based fusion techniques have been reasonably effective in combining perceptually important image features [6] .
Fusion techniques include the simplest method of pixel averaging to more complicated methods such as principal component analysis and wavelet transform fusion. Several approaches to image fusion can be distinguished, depending on whether the images are fused in the spatial domain or they are transformed into another domain, and their transforms fused.
The most common form of transform image fusion is wavelet transform fusion. In common with all transform domain fusion techniques the transformed images are combined in the transform domain using a defined fusion rule then transformed back to the spatial domain to give the resulting fused image. Wavelet transform fusion is more formally defined by considering the wavelet transforms of the two registered input images together with the fusion rule. Then, the inverse wavelet transform is computed, and the fused image is reconstructed. The process of wavelet fusion is shown in detail in 
3. Classification
The proposed system uses neural networks for classification. Usually, a NN classifier can provide good performance with a much simpler structure compared to the conventional methods [7] . The neural networks are among the most successful decision making systems that can be trained to perform complex functions in various fields of applications including pattern recognition, optimization, identification, classification, speech, vision, and control systems.
MLP is suitable for the proposed system as it is once trained can be used for any input [8] . MLP is a feed forward neural network (FFNN). In FFNN model neurons are organized in the form of layers. The neurons in a layer get input from the previous layer, process them, and feed their output to the next layer. Fig 2 shows the architecture of the simple MLP neural network. 
Proposed System
The proposed system consists of six phases:
• Extract images from the database,
• Pre-process the extracted images,
• Feature extraction using PCA,
• Feature extraction using LDA,
• Wavelet fusion of the extracted features, extracted from PCA and LDA and • Classification using MLP.
The first stage of the proposed system is to load database. ORL database is used for illustrations. This database contains images of fixed size that are taken under various conditions; see The second phase in the proposed system is preprocessing. Aim of this face-preprocessing step is to reduce errors that are occurred during capture of the image. The proposed system uses histogram equalization. Before applying histogram equalization all the images are converted into gray color. Fig 4 shows an image before and after applying histogram equalization. In the third phase we are extracting the features using PCA, That is now we got the set of eigen values. Only top 14 eigen faces are considered in the proposed system. Fig 5 shows sample eigen faces. In the next phase we are extracting the prominent features using another feature extraction technique known as Linear Discriminant Analysis, That is now, we got the set of fisher faces. Only top 14 fisher faces are considered in the proposed system. Fig 6 shows a set of fisher faces.   Fig.6 . Fisher faces
The next phase is fusion of eigen faces and fisher faces. From the previous two phases 14 eigen faces and 14 fisher faces are computed. All these eigen and fisher faces are of the same size. Now these faces are sent to the wavelet fusion technique. Proposed system uses wavelet fusion to fuse images.
Wavelet Fusion algorithm takes two images as input and gives one output image which has better quality than the given two input images. The principle of image fusion using wavelets is to merge the wavelet decompositions of the two original images using fusion methods applied to approximations coefficients and details coefficients . Fig 7(c) shows a synthesized image after applying wavelet fusion with mean-mean for approximation and details coefficients. Fig 7(d) shows another synthesized image after applyig wavelet fusion with max-min for approximation and details coefficients. The output image sizes are equal to the input images.
Proposed system uses wavelet fusion with max -min for approximation and details coefficients. It combines each eigen face with its corresponding fisher face and computes a face which is of the same size as the input image but with having better features than any of the input images. Output of this wavelet technique is also a face and is named as two-feature face as it is a combination of two different features. At the end of this phase we are having 14 two-feature faces. Fig 8 shows two feature faces , that is images after applying wavelet fusion. The next stage is classification and the proposed system uses Neural Networks for classification. Actually classification phase consists of both training and recognition. In training we are using the train database and we are training them using the MLP Neural network. Proposed system uses MLP with three layers. As there are 14 twofeature faces, 14 neurons are used at the input layer. As there are 20 classes, 20 neurons are used at the output layer. 30 neurons are used at the hidden layer as it gives good results. Back propagation algorithm is used for training the proposed system. Fig 9 shows the architecture for neural network used in the proposed system. Recognition is the process of identifying whether the test image exists in the database or not. Here one image is selected from either from the test database or from the train database, and it is called as the test image. Two-feature face is calculated for this test image. Now this projected two-feature test image is simulated with the trained neural network. Depending on the output of the neural network, one can determine to which class it belongs.
Experimental Results
ORL database is used for testing the proposed system. This database contains person images of various ethnicities, age and gender. A total of 400 face images of 40 persons with different facial expressions are used from the ORL face database (AT&T Laboratories Cambridge, online resources). Among these 400 images 200 images are used for training and the remaining 200 images are used for testing. The proposed system is tested with different parameters. The performance of the proposed system is measured by varying the number of faces of each subject in the training and test databases. Accuracy of the proposed system is compared with existing systems. Proposed system is tested across various benchmark databases. In all these cases proposed system scored highest accuracy when compared to the existing algorithms. Table 1 . Performance of proposed system compared to existing systems.
Preliminary experimental results showed high accuracy of the system in terms of the correct recognition rate (98.50 %) and the equal error rate (1.50 %).
Conclusion
In this paper, we proposed a new face recognition system with low error rate and with low computational complexity. It is good for the faces with illumination problems, facial expressions, aging etc., and a new face recognition algorithm 2FNN is used. In the proposed system, 2 different feature domains are extracted from the training set in parallel. Therefore this approach can extract more characteristics of face images for classification purpose. Compared to the conventional classifiers, Neural Networks classifiers gives better results.
