The complete convergence for weighted sums of sequences of negatively dependent random variables is investigated. By applying moment inequality and truncation methods, the equivalent conditions of complete convergence for weighted sums of sequences of negatively dependent random variables are established. These results not only extend the corresponding results obtained by Li et al. 1995 , Gut 1993 , and Liang 2000 to sequences of negatively dependent random variables, but also improve them.
Introduction
In many stochastic model, the assumption that random variables are independent is not plausible. Increases in some random variables are often related to decreases in other random variables, so an assumption of negatively dependence is more appropriate than an assumption of independence.
Lehmann 1 introduced the notion of negatively quadrant dependent NQD random variables in the bivariate case.
independent random variables to the case of ND random variables is highly desirable and considerably significant in the theory and application.
The concept of complete convergence of a sequence of random variables was introduced by Hsu and Robbins 13 as follows. A sequence {X n , n ≥ 1} of random variables is said to converge completely to a constant C if ∞ n 1 P |X n − C| > < ∞ ∀ > 0. 1.5 In view of the Borel-Cantelli lemma, the complete convergence implies almost sure convergence. Therefore, the complete convergence is very important tool in establishing almost sure convergence. When {X n , n ≥ 1} is independent and identically distributed i.i.d , Baum and Katz 14 proved the following remarkable result concerning the convergence rate of the tail probabilities P |S n | > n 1/p for any > 0.
Theorem A. Let 0 < p < 2 and r ≥ p. Then,
if and only if E|X 1 | r < ∞, where
There is an interesting and substantial literature of investigation of extending the Baum-Katz Theorem along a variety of different paths. Since partial sums are a particular case of weighted sums and the weighted sums are often encountered in some actual questions, the complete convergence for the weighted sums seems more important. Li et al. 15 discussed the complete convergence for independent weighted sums. Gut 
Abstract and Applied Analysis Theorem C. Let {X, X n , n ≥ 0} be a sequence of identically distributed NA random variables and let r > 1, 0 < α ≤ 1. Then, the following are equivalent:
where
. ., and A α 0
1.
In the current work, we study the complete convergence for ND random variables. Equivalent conditions of complete convergence for weighted sums of sequences of ND random variables are established. As a result, we not only promote and improve the results of Liang 17 for NA random variables to ND random variables without necessarily imposing any extra conditions, but also relax the range of β.
For the proofs of the main results, we need to restate a few lemmas for easy reference. Throughout this paper, The symbol C denotes a positive constant which is not necessarily the same one in each appearance and I A denotes the indicator function of A. Let a n b n denote that there exists a constant C > 0 such that a n ≤ Cb n for sufficiently large n, and let a n ≈ b n mean a n b n and b n a n . Also, let log x denote ln max e, x .
Lemma 1.4 see 11 .
Let {X n , n ≥ 1} be a sequence of ND random variables and let {f n , n ≥ 1} be a sequence of Borel functions all of which are monotone increasing (or all are monotone decreasing). Then, {f n X n , n ≥ 1} is still a sequence of ND random variables.
where C depends only on M. Lemma 1.6 see 10 . Let {X n , n ≥ 1} be a sequence of ND random variables. Then, there exists a positive constant C such that for any x ≥ 0 and all n ≥ 1,
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where C depends only on M.
By using Fubini's theorem, the following lemma can be easily proved. Here, we omit the details of the proof. 
Main Results
Now we state our main results. The proofs will be given in Section 3. i
Theorem 2.2. Let {X, X n , n ≥ 0} be a sequence of identically distributed ND random variables, r > 1, p > 1/2, β p > 0 and suppose that EX i
Proofs of the Main Results
Proof of Theorem 2. 
So, without loss of generality, we can assume that a ni > 0, 1 ≤ i ≤ n, n ≥ 1. Choose δ > 0 being small enough and sufficient large integer K. Let, for every 1 ≤ i ≤ n, n ≥ 1,
3.2
Obviously,
Thus, in order to prove 2.2 , it suffices to show that
By the definition of X 4 ni , we see that max 1≤k≤n 
Since 2.1 implies E|X| r/p < ∞, by Markov's inequality and 3.6 , we obtain
3.7
Noting that r > 1, p β > 0, we can choose δ being small enough and sufficient large integer K such that r − 2 − Kr p β − δ /p < −1 and r − 2 − K r − 1 − rδ/p < −1. Thus, by 3.7 , we get I 2 < ∞. Similarly, we can obtain I 3 < ∞. In order to estimate I 1 , we first verify that 
3.10
Therefore, to prove I 1 < ∞, it suffices to prove that I *
:
∞ n 1 n r−2 P max
Note that {X 1 ni , 1 ≤ i ≤ n, n ≥ 1} is still ND by Lemma 1.4. Using Markov's inequality, C r inequality, and Lemma 1.7, we get for a suitably large M, which will be determined later, P max 
3.12

