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The concept of dynamic polymatroid flows is introduced. It is shown that the time expanded 
network algorithm which is well known for dynamic network flows works for polymatroid flows 
as well. As applications we discuss dynamic matroid intersection and dynamic matroid 
partitionings. 
1. Definitions and notations 
Let G = (N, E)  be a directed graph with source s e N and sink t e N. For reasons 
which will become clear later we assume that each node i e N has a loop e = (i, i) e E. 
The cardinality of the node set N is INI = n and m is the number  of non- loop arcs 
in E. On G we will first define a static polymatroid flow problem [6]: For each node 
j c N two capacity functions aj and flj are defined on the set Aj C_ E and Bj C_ E 
directed out from and into node j ,  respectively, c~j and /~j are polymatroid rank 
functions on Aj and Bj, i.e., 
6(0) = O, (1.1) 
6(X)<_ci(Y), Xc  YcK ,  (1.2) 
6(XO Y)+O(XO Y)<_6(X)+5(Y), X, Yc_K (1.3) 
where 5=a j ,  Kc_Aj, j~N or 3=flj, Kc_Bj, j eN .  
Definition. A (static)polymatroidflow (PMflow) is a function f :  E--, ~ satisfying 
conservation condition: f (A j )=f(B j ) ,  j~s ,  t, (1.4) 
capacity conditions: f (X )  < a j (X) ,  X c_ A j, (1.5) 
f(Y)<_flj(Y), Yc_Bj, (1.6) 
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non-negativity condition: f(e)>_O, 
where f (X ) := ~.e~xf(e), XC_E. 
geE, (1.7) 
(1.8) 
The complexity of their algorithm has been improved by Tovey and Trick [9]. 
In the dynamic PM flow problem the flow on arcs e • E is also depending on a 
time period ke  {0, 1 .. . . .  T}. f(e;k) denotes the flow that enters arc e in its tail t(e) 
at time k. For each arc a transit time z(e) with z(i, i )= 1 for loops e = (i, i) is given 
and at time k + T(e) thef (e;  k) flow units reach the head h(e) of the arc e. We assume 
each flow unit reaches the head of the arc within the T time periods, i.e., if 
f(e;k)>O then 
k+ r(e)_ T. (1.9) 
For j •N  and Yc_Bj we denote with 
f (Y ;  k - r) = ~ f(e; k - r(e)) 
eeY  
the flow entering node j by using the arcs e e Y. Notice that it is possible that 
k - r (e )<0 for some ee  Y. In this case we definef(e;k-r(e))=O. 
Definition. A dynamic PMflow is a function f :Ex  {0, 1 . . . . .  T} ~ ~ satisfying 
dynamic conservation condition: 
dynamic capacity conditions: 
non-negativity condition: 
The value of the PM flow is 
T 
f(Aj; k) =f(Bj; k - r), (1.1 O) 
j*s,  t, k=0,  1 .... , T, 
f(X;k)<_aj(X), Xc_Aj, (1.11) 
f(Y;k-r)<_flj(Y), Yc_Bj, (1.12) 
f(e;k)>O, eeE. (1.13) 
T 
u= ~ ( f (As ;k ) - f (Bs ;k - r ) )=-  ~ ( f (At ;k) - f (B, ;k- r ) ) ,  (1.14) 
k=O k=O 
the accumulated amount of flow leaving the source and entering the sink. The 
dynamic PM flow problem is the problem of finding a PM flow with maximal value 
O. 
In the next section we will show that the time expanded network algorithm as in- 
troduced by Ford and Fulkerson [2] for dynamic network flows works for dynamic 
o =f(As) -f(Bs) =f(Bt) -f(At). 
Lawler and Martel [6] have developed a labeling algorithm to find a PM flow with 
maximal value 
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PM flows as well. We then discuss in the final sections how dynamic PM flows can 
be applied to two special cases of  polymatroid flow problems, matroid intersections 
and matroid partitionings. 
2. Time expanded network algorithm 
The basic idea of  this algorithm is to t ransform the dynamic PM flow problem 
into a static PM flow problem in a larger network - the time expanded network 
GT= (N T, ET). 
First we copy each node i eN  (T+ 1) times. The resulting node set is 
NT:={iklieN, k=0,  1 . . . . .  T} (2.1) 
and its cardinality is INTI =n.  (T+ 1). For each node set Mc_N, Mk: = {ik I ieM} 
is the set of copies of  nodes in M at the kth level. For each set MTC_NT, 
2(Mr):  = {ieN[ i keM for some k=0,  1 . . . . .  T} is the set of nodes in Nwi th  copies 
in Mr. 
For each arc e = (i, j )e  E we include the (T - r (e )+ 1) many copies 
e 0 = (i 0, j r(e)), e I = (i l, j i + r(e)) . . . . .  e v-  r(e) = (i 7"- r(e),j T) 
in the time expanded network and denote the resulting arc set with E T. The copies 
(i k, ik+ l) of loops are called holdover arcs, whereas the arcs (ik, j k+~(i'j)) with i--/:j 
are called movement arcs. Analogous to node sets we denote 
xk:={ekleeX,  k+ r(e)<_T}, VXc_E, k={0,1  . . . . .  T} 
and 
2(Xr):={eeE]ekeXT for some k=0,  1 . . . . .  T}, VXTC_E T. 
In particular, we get for all X T, YTC_Er 
2(0) = 0, (2.2) 
2(XT)C-A(Yr) if Xvc- Yr, (2.3) 
A(XTN YT) c_ 2(Xr)  f) 2(Yr), (2.4) 
)-(XTU YF) = 2(XT) U 2(YT). (2.5) 
For any Yc_ E we use the denotation yk -  ~ for the arc set {e k- ~(e) I k -  r (e )_  0}. The 
cardinality of E T is bounded by (n + m)-  T. With Ajk and Bjk we denote the set of 
arcs directed out from and into node jXeNr, respectively. On the subsets of  Ajk 
and Bj~ we define two functions ajk and fljk by 
Oljk(Xv) = Olj(,~(Xr)), XrC_ Ajk, (2.6) 
tffj,(YT)=,Sj(2(YT)), YTC_Bjk. (2.7) 
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Notice that X r c_ Aj~ implies 2 (Xr) c_ A j, and Yr c_ Bjk yields 2 (Yr) c Bj. Therefore 
cejk(. ) and flj~(. ) are well defined. 
(2.8) Lemma. (Ajk, ctjk ) and (Bjk, fljk ) are polymatroids. 
Proof. We show that aj, satisfies (1.1)-(1.3) on the subsets of Aj~. 
ad (1.1): aj,(O)=aj(2(O))=~tj(O)=O, by (2.2) and since (A2, c~j) satisfies (1.1). 
ad (1.2): aj~(Yr)-ajk(Xr)=aj(2(Yr))-~tj(2(Xr))>_O for all Xrc_ Yr, by (2.3) 
and since (Aj,aj) satisfies (1.2). 
ad (1.3): 
Oljk(XTU Yr) + Otjk(XT(q Yr) 
= aj(a(XrU Yr)) + aj(k(XrO YT)) 
<_ CtS(2(XT) U 2( YT)) + aj(,~(Xr) f) 2(YT)), 
by (2.4), (2.5) and since (Aj,aj) satisfies (1.2) 
<- aj(a(Xr)) + aj(;t(Yr)), since (Aj, aj) satisfies (1.3) 
=aj,(XT)+aj,(YT). [~ 
The polymatroids (Aj~, o~jk) and (Aj, aj) are identical if any only if k_< T -  
max{r(e) leeAj}.  Analogously (Bj~,flj~) and (Bj, flj) are identical if and only if 
k >_ max{c(e)[e e Bj }. 
Using the polymatroids (Aj~, ajk) and (Bjk, fljk) we can define static PM flows fv 
in G r. The PM flows f r  have multiple sources s °, s I . . . . .  s T, and multiple sinks 
t °, t ~ ... . .  t T. This can be incorporated into the single source single sink model by 
adding a supersource S, a supersink R and arcs (S, sk), (t k, R), k--0, 1 ... . .  T. The 
rank functions of the new polymatroids are 
Oes(FT) = oo, VFT C_ A(S), 
flR(FT) = 0% VFT~ B(R) 
The conditions (1.4)-(1.7) read as follow: 
f r (A 9 =fr(Bj*), 
fr(S, s k) =fr(Ask), (2.9) 
f r ( t  k, R)=fr(B?),  
fT (xk) ~ O~jk (xk), VX  k c_ Ajk, (2.10) 
fT(yk-r)<_flj~(yk-r), Vyk-rC_Bjk, (2.11) 
fT (e) >_ O, Ve ~ E r. 
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The value of f r  is 
O(fT) = f(As). 
The next theorem shows that PM flows in GT are an equivalent way of defining 
dynamic PM flows. 
(2.12) Theorem. fT is a static PM flow in Gr if and only if 
f(i, j; k) =fT(i k, jk + r(i,j)) (2.13) 
for all (i, j )  ~ E, k ~ {0, 1 .. . . .  T} such that k + r(i, j )  <_ Tand f is a dynamic PM flow 
in G. Moreover, f and fT have the same flow value. 
To prove this theorem we use (2.13) and show that 
f (X,  k)=fv(Xk),  and f (Y,  k--v)=fT(Yk-~), 
for all Xc_Aj, Yc_B), jeN ,  k=0,  1 .. . . .  T. Thus defininitions (1.10)-(1.13) for f 
imply (2.9)-(2.11) for f r, and vice versa, and Theorem (2.12) holds. 
Since dynamic PM flow problems correspond to static PM flow problems in GT 
we can solve the dynamic PM flow problem by applying any algorithm for finding 
a (static!) maximal PM flow [6, 9] in Gv. Since G v contains at most (m + n). T arcs 
the complexity of the resulting algorithm is O(T 4 (m + n)4d) [9] where d is the com- 
plexity of a polymatroid oracle. 
(2.14) Maximal Dynamic PM Flow Algorithm 
Start directed graph G= (N, E), 
polymatroids (Aj, aj), (By, ~j), j e N, 
transit times r(e), e~E. 
(1) Construct the time expanded network Gr=(Nr ,  Er)  and define the rank 
functions ajk and fljk by (2.6) and (2.7). 
(2) Find a maximal (static!) PM flow f r  in Gr.  
(3) Define the dynamic PM flow f by (2.13). 
Stop 
Notice that the results obtained in this section are compatible with the results of 
dynamic flows [2]. Other applications will be discussed in the following sections. 
3. Dynamic matroid intersections 
Let M 1= (E, F l) and M 2= (E,/-2) be two matroids defined on the common ele- 
ment set E with independence systems F l and /'2. The problem of finding a 
matroid intersection with maximal cardinality, i.e., 
max{Ixl Ix r' nr  (3.1) 
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can be formulated as a special case of  a PM flow problem [7]. Denote with r l(X) 
and rZ(X), X<_E the rank function with respect to the matroids M ~ and M 2, 
respectively. Then consider the network containing two nodes s and t connected by 
m=]E]  arcs e I . . . . .  em where each ei=(s, t), i.e., 
G = (N ,A)  : 
re1  . .  
e 
m 
We set as(X)=rl(X), VXCAs=E, and Bt(X)=rZ(X), VXc_Bt=E. Since r 1 and r 2 
are rank functions of  matroids, (A s, as) and (B t, at) are obviously polymatroids. 
The conservation condition is void because the network does not contain other 
nodes than s and t. Therefore the maximal PM flow problem is 
max f (E), 
s.t. f(X)<_rl(X), IT"XC_E, (3.2) 
f(X)<_r2(X), VXc_E, 
f(e)>_O, VeeE. 
(3.2) is obviously the well-known LP formulation of  the matroid intersection pro- 
blem [51. In each optimal solution f (e)e {0, 1}. We can therefore identify each f 
with an intersection Xef']C1F 2 or - equivalently - with an incidence vector 
Xe {0, 1} m, and denote Ixl = :£i~1 xi=f(E)" 
Next we consider dynamic PM flows in this special case. As in the case of  static 
matroid intersections the dynamic conservation condition is void. The dynamic 
capacity conditions become 
]xk]: =f(X, k)<_rl(X), VXc_E, (3.3) 
]xk-rl:=f(, k-r)<_r2(X), VXc_E. (3.4) 
Here xk: =(x(e, k))eef, and x k 7: =(x(e k r(e))e6E are time-dependent incidence 
vectors. It should be recalled that f(e, k -  r(e)) = 0 for k -  r(e) < 0 and we make the 
same assumption for the time-dependent incidence vectors x k-~. I f  we write down 
the time dependent incidence vectors x k as columns of  a maxtrix and if we also pay 
regard to the assumption (1.9), we get the following definition of  dynamic matroid 
intersections. 
Definition. A binary matrix X = (x(e, k))e ~ E, j = 0, 1 . . . . .  T is a dynamic matroid 
intersection if the following three conditions are satisfied 
M l condition: xk~F 1, k=O, 1 ..... T, (3.5) 
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M 2 condition: x k r E/ '2 ,  k =0, 1,..., T, 
wherex(e , j )=O for j<O,  
time condition: x(e, j )  = 1 = j + r(e)-< T. 
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(3.6) 
(3.7) 
(3.8) Example. Let M t =(E,/ ,2) and M2=(E, / .2)  where E= {1 ... . .  5}, and where 
the circuits in M 1 are {1, 2} and {3, 4}, whereas the circuits in M 2 are {1, 3} and 
{2, 4}. We consider T=4 time periods. The transit times are r=(r(1)  . . . . .  r(5))= 
(1, 3, 3, 6, 2). Fig. la shows an example o fa  matroid intersection. In Fig. lb the time 
condition is violated (e.g. x(3, 2)= 1 but 2 + r(3)= 5 > 4 = T). The example of Fig. 
lc violates the M 2 condition (e.g. x 3 ~¢F2). 
(3.9) Example. Dynamic Branchings. Let G=(N,E)  be a directed graph. 
M 1 = (E, F L) is the graphic matroid defined on G whereas M:= (E, F 2) is the patti- 
(la) 
e~E 
time periods 
0 I 2 3 
0 0 0 0 
I 1 0 0 0 
1 1 0 0 0 
0 0 [l 0 0 
I i I 0 0 
( lb )  
e~E 1 
2 
3 
4 
5 
time periods 
0 I 2 3 4 
1 1 o o fl 
0 0 1 0 0 
0 0 1 0 0 
0 0 0 0 0 
0 1 1 0 0 
[ l c )  
e~E I 
2 
3 
4 
5 
time periods 
0 1 2 3 
0 0 I I 
1 I 0 0 
1 1 0 0 
0 0 0 0 
I 1 1 0 
4 T 
0 1 
0 3 
0 3 
0 6 
0 2 
Fig. 1. Dynamic matroid intersection (la), and violations of (3.6) and (3.7) in (lb) and (lc), respectively. 
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tion matroid putting two arcs e and f into the same block if they have their heads 
in common. Each independent set X contains at most one arc out of each block, 
and for a given node - the root - the intersection of its block with X is empty. Static 
branching problems can be solved by using the standard matroid intersection 
algorithm [5]. But there are also special algorithms [1, 4, 8] improving the general 
algorithm. Fig. 2 shows an instance of a dynamic branching. 
a) f rom,to 2,1 3,1 2,3 2,4 3,4 
__  w.......~ x('e) I 2 2 3 I - 
b) X= 
i 0 0 I 0 
1 1 0 0 0 
0 1 1 0 0 
0 i 0 O 0 
I 0 I 0 0 
c) x ° <i~ " x° -~ = o 
x__, .4" - - .  x,-, 
x 2 i . i~"  x 2-r  
x9 . J  x3 
= o 
Fig. 2. (a) Directed graph G, (b) dynamic branching, (c) graph interpretation f x k, x k-r, k=0 .... ,4. 
The dynamic matroid intersection problem, i.e. the problem of finding a matroid 
intersection X with maximum cardinality ]X I r = ~k=0 ~e~E x(e, k) can be solved by 
applying the algorithm of Section 2. The basic result is the following theorem 
(3.10) Theorem. Let 
ET: = {(e, k) ]eeE,  k=0,  1 . . . . .  T, k+r (e )< T}, 
/'TI: = {1 c_.ETIIk: = {eeE I (e, k )e  I} eF  1, k=0,  1 . . . . .  T} 
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F¢: = {I C_ETl f f  - r: 
= {e~El(e, k - r (e ) )~I ,  k-  r(e)>__0} eF  2, k=0,  1 .. . . .  T}. 
(1) M~=(ET, F¢) and MZ=(Er, F 2) are matroids (called time expanded 
matroids). 
(2) There is a one-to-one correspondence b tween dynamic matroM intersections 
X and static matroid intersections I~ F¢ f3 F 2 . 
Proof. Follows from Theorem (2.12). For a direct proof see [3]. 
By Theorem (3.10) the problem of finding a maximum cardinality dynamic 
matroid intersection reduces to the solution of the corresponding problem with 
respect o the time expanded matroids. If bEI =m, then the element set E T of M~ 
contains O(mT) many elements. The ranks of M 1 and M 2 are bounded by 
O(rl(Ml) T) and O(r2(M2) T), and the complexity of checking independence in M 1 
and M 2 is O(c(m) T), where c(m) is a bound for checking the independence in M 1 
and M 2. Therefore the complexity of the resulting algorithm is O(T3(m2r+ 
Tmr2c(m)) where r=min(rl(Ml), r2(M2)). A numerical example can be found in 
[31. 
4. Dynamic matroid partitioning 
In static matroid partitioning problems we consider p matroids M 1 = 
(F, F1) .. . . .  Alp= (F, Fp) with independence systems F1 .. . . .  Fp, respectively, which 
are defined on a common element set F. The problem is to find a maximal subset 
It_ F such that I can be partitioned into p sets 
1=11LJIzU ... U Ip where / jcF j ,  j=  1 .. . . .  p. (4.1) 
The static problem can be reformulated as PM flow problem [7]. We consider the 
network G = (N, E) where 
N:=FU {Mj I j= 1 .. . . .  n} U {s, t}, (4.2) 
and where 
E:={(s,e)  leeF}  U {e, Mj) lecF,  j= l  ..... p} tO {Mj, t ) l j= l  . . . . .  p} (4.3) 
(see Fig. 3). 
Fig. 3. 
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The capacity functions are 
Oes(X) = IXl, VX C_ As, (4.4) 
f lM~(Y)=rj(f),  VYC_BM; (4.5) 
where rj is the rank function of matroid Mj, j= l  . . . . .  p, and ~':=- 
{eeEl (e ,  Mj) E Y}. Otherwise ai=flj= co. 
In the dynamic matroid partitioning problem we have to make in each time period 
ke  {0, 1 .. . . .  T} a partitioning decision. If it is decided to partition in such a way 
that a given element eeF  is associated with a matroid Mj, then it takes r(e, Mj) 
time units to implement this assignment of e to M;. We call r(e, Mj) the implemen- 
tation time of e~F with respect to Mj, and assume w.l.o.g, r(e, M j ) _T ,  
eeE,  j=  1 ..... p. For each time period k the implementations of the chosen parti- 
tions are required to result in independent sets of the corresponding matroids. That 
is for k=0,1  .. . . .  T 
e:# ... u¢   uek 
where 
(4.6) 
I f  reFj,  j=  1 ..... p (4.7) 
and where 
ee / f  -~ iff e has been assigned to matroid Mj at time k - r (e ,  Mj). 
(4.8) 
R k is the set of elements which are at time period k not covered by any partition- 
ing decision made in the previous time periods t = 0, 1 .... , k -  1. 
(4.9) Example. Given the following two graphic matroids Ml and M 2 
e 
!/j°4 
e 2 
The implementation times of assigning elements to matroids are listed in the follow- 
ing table 
el e2 e3 e4 
M 1 1 2 0 3 
M2 2 1 2 2 
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In time periods k=0,  k= 1 we make the following assignments of elements to 
matroids 
k=0:  I ° = {el, e4} assigned to M1, 
I °= {e2, e3} assigned to M2. 
k= 1: /2 l = {el, e2, e3} assigned to M2. 
No further assignments are made for the remaining time periods k = 2, 3 (i.e. T= 3). 
Notice that I ° ~/'1, and 12 l C F 2. But the implemented partitions are 
IO-~=io-~=o~r, nr2, 
Il l - r= {el} eFl, 
{e4} eFl, 
121 -~= {e2} eF2, 
/d - r= {e2, e3} ffF 2, 
12 3 r= {el, e3} eF  2. 
Hence the partition decisions yield a feasible dynamic matroid partition. Obviously 
the dynamic matroid paritioning problem is a special case of the dynamic PM flow 
problem in the network of Fig. 3. On arcs (e, Mj), eeF, j= 1 ..... p, we define the 
transit times to be the implementation times. Moreover, we set r(s, e) = r(Mj, t) = 0. 
The flow value f (s ,e;k)=l iff e is assigned to some matroid at time k. 
f(e, Mj;k)= 1 indicates that at time k the decision is made to assign e to the 
matroid Ms. - a decision which will be implemented at time k+ r(e, Mj). The 
dynamic capacity condition f(x;k-r)<_fl~,(X)=rj(X) guarantees that the 
elements in X___ E implemented at time k are independent in the matroids Mj. 
(4.10) Example. The dynamic matroid partitioning of Example (4.9) corresponds to 
the PM flow of Fig. 4 in the time expanded network of G (arcs with f (X,  Y) =0 are 
omitted). 
e 1 
e 2 
e 3 
e 4 
M I 
M 2 
0 i 2 3 
Fig. 4. 
In order to find a maximal dynamic matroidpartitioning, i.e., to choose partition 
decisions maximizing the number of elements assigned to matroids accumulated 
over time, we can apply the maximal dynamic PM flow algorithm of Section 2. 
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But a simpler way to solve the problem is the following. Consider the decision 
table D=D(e, Mj;k) the rows of which are indexed by the arcs (e, Mj), e~F 1, 
j = 1 ..... p, and the columns of which are indexed by the time periods k. The entries 
of the decision table are defined by 
D(e'Mj;k)=l~ otherwise.ife~Fisassignedt°Mjattimek' (4.11) 
The implementation table I= I(e, Mj; k) is derived from D by pulling each row of 
D to the right by z(e, Mj) positions, i.e., 
l(e, Mj;k)=l l  0 ifotherwise.D(e, Mj ;k-r (e,  Mj))=l,  (4.12) 
We show the decision table and the implementation table of the dynamic matroid 
partitioning of Example (4.7) in Fig. 5a, and Fig. 5b. 
D(e,Mj;k) 
(el,M I ) 
(e2,M I ) 
(e3,M I ) 
(e4,M I ) 
(e1,M 2 ) 
(e2,M 2) 
(e3,M 2) 
(e4,M 2) 
k= 
0 I 2 
I 0 0 
0 0 0 
0 0 0 
1 0 0 
0 I 0 
I i 0 
I I 0 
0 0 0 
3 T(e,Mj) 
0 I 
0 2 
0 0 
0 3 
0 2 
0 I 
0 2 
0 2 
Fig. 5a. 
For fixed Mj, the vectors 
l(j; k) = (I(e, Mj; k) I e ~ F) 
in the implementation table are the incidence vectors of the sets/f-~ in (4.6). If we 
identify incidence vectors with sets we can reformulate the problem of finding a 
maximal dynamic matroid partitioning. Find an implementation table I(e, Mj; k) 
with a maximal number of l 's such that 
l(j, k)~Fj, j= 1,...,p (4.14) 
and 
I(e, Mj;k)=0, Vk<r(e, Mj),k> T. (4.15) 
l (e,Mj;k)  
(el,M 1 ) 
(e2,M I ) 
(e3,M 1 ) 
(e4,M 1 ) 
(e I ,M 2) 
(e2,M 2) 
(e3,M 2) 
(e4,M 2) 
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k= 
0 1 2 3 4 
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10 
I1 0 0 01 
[o 
0 0 
[0 
]1 1 
o o n[ 
ol 
l l  o o 
1 o oL 
o ol 
1i 1 o o[ 
lo o o ol 
Fig. 5b. 
The latter problem can easily be solved by separately maximizing the number of l 's 
in each column of I. For each k = 0, 1 .... , T and for each j = 1 .. . . .  p we define 
Fjk: = {e~FI  r(e, Mj) < k< T} (4.16) 
and denote with Mj k the restriction of the matroid My to Ff. We then solve for 
k=0,  1 .. . . .  T a static matroid partitioning problem. Since the solution satisfies 
(4.14) and (4.15) the resulting implementation table corresponds to a maximal 
dynamic matroid partitioning, the complexity of solving each static matroid parti- 
tioning problem is bounded by O(m 3 c(m)) where c(m) is the maximum number of 
steps required to test for independence in any one of the k matroids M(, M2 k .. . . .  
Mp k, k = 1 . . . . .  T. Therefore the overall complexity is O(Tm3c(m)). 
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