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1CHAPTER 1. Introduction
The cochlear is the auditory organ located in the temporal bone (see figures 1.1 and 1.2).
It is a cavity, resembling a snail’s shell. The cochlear cavity is divided longitudinally into
two chambers; scala vestibuli and scala tympani, by the cochlear partition. These chambers
are joined by a hole situated at the apex of the cochlear, known as helicotrema ( see figure
1.3). The cochlear is filled with fluid that is essentially incompressible and is sealed by two
elastic membranes that cover the oval and round windows. The oval window is a membraneous
opening that opens into the scala vestibuli whereas the round window opens into the scala
tympani. The mechanically significant structures making up the cochlear partition include an
elastic membrane called basilar membrane and the organ of corti.
External sound waves causes the ear drum to vibrate. These vibrations are transmitted to
the inner ear by the three bones of the middle ear, the malleus, incus and stapes ( also
called the hammer, the anvil and the stirrup). The to- and- fro motion of the stapes against
the oval window generates an oscillating pressure field in the cochlea fluid, which ultimately
produces ”traveling” waves along the basilar membrane. This wave is propagated by the
combined movement of the basilar membrane and the fluid. Given that the cochlear fluid
is incompressible, conservation of mass requires that the round window has to move in the
opposite direction to that of the oval window, where the stapes transmits sound vibrations
from the middle ear. The basilar membrane is shaped such that it is narrow and stiff at the
basal end of the cochlear but gradually broadens and becomes less stiffer towards the apex (
see figure 1.3). The waves therefore propagate quickly with long wavelength at base but slows
down, become shorter and increase in amplitude as it travels down the cochlea. At some point,
called the best place for the given input frequency, the membrane will vibrate with maximum
2Figure 1.1 This is a schematic of an auditory, adapted from Richard G.
Kessel/ Randy H. Kardon(44). It shows how the cochlear,
in a coiled form, is embedded in the temporal bone. Most
anatomists believe that the purpose of coiling is basically to
minimize the packaging space.
amplitude but quickly dies off thereafter. The motion of basilar membrane stimulate the inner
hair cells, located within the organ of corti. These cells act as sensors which transmit auditory
information to the brain.
3Figure 1.2 This is an extract of the cochlear slightly unwrapped, also
adapted from Richard G. Kessel/ Randy H. Kardon(44), to
show the two chambers- scala tympani and scala vestibuli with
basilar membrane separating them. High frequency waves cause
maximum amplitude at the base whereas the low frequency ones
cause maximum amplitude near the apex.
4Figure 1.3 This is a schematic of a cochlear that is completely unwrapped,
adapted from R. Duncan Luce(45). Its cross section is shown
on the bottom right hand side. It is broader at the base and
gradually narrows towards the apex.
1.1 History of Cochlear Research
The first anatomical study of the cochlea was conducted by Alfonso Corti (2) in 1851, for
whom the organ of corti is named. This study arose interests of other anatomists, like Reissner,
Deiters, Lowenberg, Hensen and Hasse, who helped shed light on more cochlea structures such
as the Reissner membrane, Deiters, Hensens, cells etc. Perhaps, the first scientist to make a
significant contribution towards understanding the complicated processes underlying the sound
transduction by the ear was Herman Von Helmoltz (3). Helmholtz put forth an explanation
of how mechanical coupling, provided by the middle ear, optimizes the transmission of energy
from the air that sets the tympanic membrane ( eardrum ) into motion, to the fluid inside the
cochlear. He is also the first to give a plausible explanation of how the cochlear functions.
He viewed the basilar membrane as a continuum of vibrating strings with tension coefficients
varying from high at the base ( near the oval window) to low at the apex. The resulting model
of the basilar membrane bore resemblance to a set of harmonic oscillators tuned to different
frequencies. Consequently, the cochlear was thought of as a spectral analyzer providing a
5frequency -position map of sound fourier components. For a good number of years, Helmoltz’s
explanation was the accepted theory.
In 1928, Be´ke´sy (4) built a mechanical model of the cochlear involving a metal tube filled
with water. Serving as a basilar membrane was a stretched membrane placed to run along the
length of the tube. When the water was forced from one end, he observed a jut which moved
like a wave along the membrane. He realized that by adjusting the tension of the membrane
the position where the maximum amplitude of the wave occurred, varied along the membrane.
Years later, Be´ke´sy (4) extracted the cochlear from various animals and also from human
cadavers and carried out the same experiments. With the help of a microscope, he saw a
”traveling” wave over the basilar membrane when the sound was introduced into the cochlear.
This wave resembled the one he observed along the artificial membrane of his model. Be´ke´sy
further noted that for a stimulus of a given frequency, the cochlear partition vibration formed
a wave that swelled up in amplitude as it travels from the oval window, attains a maximum
and then quickly dies out. It was observed that high frequency tones produced waves with
maximum amplitudes occurring at the base of the cochlear whereas those of low frequencies
occur at the apex. Because of his discovery of traveling wave phenomena in human cochlear,
Von Be´ke´sy was awarded the Nobel prize in 1961.
Be´ke´sy’s findings stimulated the development of more elaborate cochlear models which predict
similar traveling waves, e.g Ranke (5) and Zwislocki (6). The main drawback of these models
was that they predict a resonance profile, also called ”tuning curve”, which were too broad
to explain the known frequency sensitivity of mammals. Later experiments in 1960s and
1970s ( see Kiang (7), Rhode (8; 9)), using the Mo¨ssbauer technique, detected much sharper
tuning curves as compared to those predicted by the passive models. Thus an action feedback
mechanism was hypothesized ( see Sellick, Patuzzi and Johnstone (10); Davies (11); Neely
and Kim (32)). Peter Dallos (17), in 2000, cloned the integral membrane protein responsible
for outer hair cell electromotility and named it Prestin. In 2002, Liberman et al.(19) showed
that targeted deletion of the gene that encodes Prestin, revealed a hundred-fold loss in hearing
sensitivity indicating that it is the fundamental component of the cochlear amplifier. Thus the
6outer hair cells provide active feedback which greatly sharpens the tuning curve.
Though many mathematical models of the cochlear have been proposed, [ for example (20),
(21), (22), (23), (24) and (25) ], there remains much debate on how to include the sensing of
the inner hair cells and the actuation of the outer hair cells in a cochlear model. Much of the
on-going research is geared in this direction ( e.g Xin et al.(31).)
The theoretical studies of the cochlear have generally been modeled as a straight fluid-filled
duct, even though the cochlear’s geometry is coiled- shaped. The common belief is that the
coiling allows the cochlear to be packed into a small space. However, Manoussaki and Chadwick
(39) have shown that coiling helps to lower the fluid impedance, particularly at the apex, where
basilar membrane curvature is greatest.
71.2 Description of the main results
In this thesis we study controllability of two cochlear models- a model without longitudi-
nal elasticity on the basilar membrane and one with longitudinal elasticity. The controls we
consider act on a portion of the basilar membrane and/or the oval window. One possible prac-
tical motivation for this study is to lay a foundation for the design of better hearing aids and
cochlear implants. In this thesis however, we restrict our focus to the controllability problem.
In recent years there has been much interest in coupled fluid-elastic systems, motivated mainly
by aerospace applications e.g fuselage-engine noise coupling ( see Banks et al (28)). Control-
lability issues related to such structural-acoustic problems was subsequently studied by many
researchers e.g Avalos (27), Lasiecka et al. (33), Lions and Zuazua (29), Micu and Zuazua
(30). Controllability of elastic systems coupled to a potential fluid was studied by Hansen and
Lyashenko (34) and Hansen (26). The cochlear models we study here also involves coupling
of the motion of an elastic system ( basilar membrane) to a potential fluid, however are more
complex in a number of ways than the models considered in (34) and (26). In particular,
the elastic model for the basilar membrane is of variable coefficients and involves a potential
function not treated in (34) and (26).
Controllability results are given for the two models. In addition, well-posedness results are
given. To the best of our knowledge, existence and uniqueness issues for the standard cochlear
models have not been addressed. This could be because the studies have mainly been fo-
cused on understanding the traveling wave phenomena, where the effect of the fluid ( and also
the geometry of the cochlear) is eliminated by an approximation method ( WKB (Wentzel-
Kramers-Brillouin) approximation, ”long wave approximations”, ”added mass” effects etc.).
8CHAPTER 2. Derivation of Cochlear Models
2.1 Description of the cochlear model and its mechanics
We describe a two dimensional model and derive its dynamics. If the cochlear is unrolled, it
takes the form shown in figure (1.3). For simplification purposes we consider the cross section
corresponding to (1.3) to be like figure (2.1).
 
Ω 
Γ0
Ω
Γ0
Ω
Γ0
Ω
Γ1
Ω Γ0
ΩΓ2
Ω
ΓB+ 
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Figure 2.1 A simplified cross section of the unrolled cochlear.
The cavity, Ω, is filled with fluid. This fluid is assumed to be incompressible with density
ρ. There are hard walls on the top, right and bottom sides of the model ( all denoted by Γ0),
through which fluid cannot flow. In the center of the model is the basilar membrane, which
is assumed to have stiffness and mass that vary with position a long the cochlea. The motion
of stapes at the oval window (Γ1) at the left side of the model drives the system. Because
the fluid is incompressible, inward movement of the stapes at the oval window must result
in a compensating outward movement at the round window, (Γ2), so that movement of the
fluid in upper and lower chambers is in opposite directions and pressure fluctuations about the
initial pressure have opposite signs for corresponding points in the two chambers. The length
9dimension of the cochlear model runs from x = 0 to x = LB+² (where ² is the length dimension
of the helicotrema) and the height dimensions y = 0 to y = L1 ( for the top chamber) and
y = −L2 to y = 0 lower chamber).
Remark 1. Of course the actual cochlear is spiral-shaped and more narrow at the apex than
at the base. For us, the geometry in figure (2.1) is chosen for simplicity. Most of the results
we obtain here also hold true under more realistic geometric assumptions.
2.2 Mathematical formulation of the dynamics of cochlear fluid
In general, the fluid velocity vector v at any point (x, y) will have x and y components vx
and vy respectively. In terms of a velocity potential ψ, we have
vx =
∂ψ
∂x
, vy =
∂ψ
∂y
(2.1)
and therefore v = ∇ψ. For an incompressible fluid, there is no net flow into or out of any
small region, so
∇ · v = ∂vx
∂x
+
∂vy
∂y
= 0
or
∆ψ =
∂2ψ
∂x2
+
∂2ψ
∂y2
= 0. (2.2)
Thus the velocity potential ψ obeys Laplace’s equation. The hard-wall boundary conditions
at the top, right and bottom sides of the model,( all denoted by Γ0), imply that there is no
fluid flow in a direction normal to the boundary, i.e
∂ψ
∂n
= 0 on Γ0, (2.3)
where n is outward normal direction.
On Γ1 and Γ2, the motion of the fluid is determined by the motion of the stapes. For simplicity,
we assume that the displacement at the oval window η(y, t) and the displacement of the round
window ξ(y, t) are constant with respect to y, that is ψn satisfies
∂ψ
∂n
=
 ηt(t) on Γ1ξt(t) on Γ2 (2.4)
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Along ΓB
∂ψ
∂n
=
 −wt, on Γ
+
B
wt on Γ−B
(2.5)
where w is the transverse displacement of ΓB.
Since small vibrations are under consideration, we linearize by matching the velocities on the
boundary of the fixed equilibrium domain Ω. Putting equations (2.2)- (2.5) together, we have
∆ψ = 0 in Ω
ψn = 0 on Γ0
ψn = ψy = −wt on Γ+B
ψn = ψy = wt on Γ−B
ψn = −ψx = ηt on Γ1
ψn = −ψx = ξt on Γ2

. (2.6)
A necessary condition for the solvability of (2.6) is that the average of the Neumann data is
zero. From the first equation of system (2.6), we have that
0 =
∫
Ω
1∆ψ = −
∫
Ω
∇ψ · ∇1 +
∫
∂Ω
1
∂ψ
∂n
=
∫
Γ1
∂ψ
∂n
dΓ1 +
∫
Γ2
∂ψ
∂n
dΓ2,
where the part involving ΓB cancels out. So
L1ηt = −L2ξt ⇔ ξt = −(L1/L2)ηt
and hence
ξ = −(L1/L2)η. (2.7)
2.2.1 Dynamics of the system
The vibrations of the membranes on the oval and round windows are assumed to be modeled
as spring-mass systems, m1ηtt + k1η = F1 and m2ξtt + k2ξ = F2 respectively. We assume that
the basilar membrane has negligible longitudinal elasticity and hence modeling it as an infinite
array of springs, taking the form:
m0wtt + k0w = F0,
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is appropriate. So each portion of the basilar membrane has a unique frequency response to
an input at the oval window. In all these equations mi, ki (which depend on x) and Fi are the
mass densities of the corresponding springs, stiffness per unit length of the springs and forcing
respectively. Now, to derive the equations of motion for the system, we first identify its kinetic
and potential energies. The energy E(t) is the sum of the kinetic K(t) and potential P (t)
energies where
K =
1
2
∫
Ω
(ρf |∇ψ|2)dΩ+ 12
∫ LB
0
m0w
2
t dx+
1
2
∫ L1
0
m1η
2
t dy +
1
2
∫ L2
0
m2ξ
2
t dy
and
P =
1
2
∫ LB
0
k0w
2dx+
1
2
∫ L1
0
k1η
2dy +
1
2
∫ L2
0
k2ξ
2dy.
So the energy can be expressed in the form
E(t) = 1
2
∫
Ω
(ρf |∇ψ|2) + 12
∫ LB
0
(m0w2t + k0w
2)dx+
1
2
∫ L1
0
(m1η2t + k1η
2)dy
+
1
2
∫ L2
0
(m2ξ2t + k2ξ
2)dy,
where k0, k1, k2 are constants. The work term is given by
W (t) =
∫ LB
0
F0wdx+
∫ L1
0
F1ηdy +
∫ L2
0
F2ξdy.
The equations of motion can be obtained from Hamilton’s principle. That is, the first variation,
with respect to a class of admissible variations, of the lagrangian
L = ∫ T0 (K +W − P )dt
is set to zero. Here W denotes the work done by the applied forces on the oval window, round
window and the basilar membrane. The class of variations {wˆ, ψˆ, ηˆ, ξˆ} we consider includes
those that satisfy (2.6), (2.7) and vanish near t = 0 and t = T .
The Lagrangian is
L =
∫ T
0
{1
2
∫
Ω
ρf |∇ψ|2 + 12
∫ LB
0
(m0wt2 − k0w2)dx
+
1
2
∫ L1
0
(m1ηt2 − k1η2)dy + 12
∫ L2
0
(m2ξt2 − k2ξ2)dy +
∫ LB
0
F0wdx
+
∫ L1
0
F1ηdy +
∫ L2
0
F2ξdy}dt,
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where F1 and F2 are scalar forces acting on Γ1 and Γ2 respectively, whereas F0 is a distributed
force acting on the beam.
To obtain the equation of motion we set the first variation to zero i.e
lim
²→0
1
²
(L(w + ²wˆ, ψ + ²ψˆ, η + ²ηˆ, ξ + ²ξˆ)− L(w,ψ, η, ξ)) = 0.
This becomes
0 =
∫ T
0
{
∫
Ω
(ρf∇ψ∇ψˆ)dΩ+
∫ LB
0
(m0wtwˆt − k0wwˆ)dx
+
∫ L1
0
(m1ηtηˆt − k1ηηˆ)dy +
∫ L2
0
(m2ξtξˆt − k2ξξˆ)dy
+
∫ LB
0
(F0wˆ)dx+
∫ L1
0
(F1ηˆ)dy +
∫ L2
0
(F2ξˆ)dy}dt,
By application of Green’s formula, we have
0 =
∫ T
0
{
∫
Ω
−ρf ψˆ∆ψ +
∫
Γ+B
(ρfψψˆn)dx+
∫
Γ−B
(ρfψψˆn)dx+
∫
Γ1
(ρfψψˆn)dy
+
∫
Γ2
(ρfψψˆn)dy +
∫ LB
0
(m0wtwˆt − k0wwˆ + F0wˆ)dx
+
∫ L1
0
(m1ηtηˆt − k1ηηˆ + F1ηˆ)dy +
∫ L2
0
(m2ξtξˆt − k2ξξˆ + F2ξˆ)dy}dt.
Since ∆ψ = 0, the above equation reduces to
0 =
∫ T
0
{
∫
Γ+B
−ρfψwˆt +
∫
Γ−B
ρfψwˆt +
∫
Γ1
ρfψηˆt +
∫
Γ2
ρfψξˆt
+
∫ LB
0
wˆ(−m0wtt − k0w + F0)dx+
∫ L1
0
ηˆ(−m1ηtt − k1η + F1)dy
+
∫ L2
0
ξˆ(−m2ξtt − k2ξ + F2)dy}dt.
Integration by parts then gives
0 =
∫ T
0
{
∫
Γ+B
wˆρfψtdx−
∫
Γ−B
wˆρfψtdx−
∫
Γ1
ηˆρfψtdy
−
∫
Γ2
ξˆρfψtdy +
∫ LB
0
wˆ(−m0wtt − k0w + F0)dx
+
∫ L1
0
ηˆ(−m1ηtt − k1η + F1)dy +
∫ L2
0
ξˆ(−m2ξtt − k2ξ + F2)dy}dt.
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Now factor out wˆ, ηˆ and ξˆ so that
0 =
∫ T
0
{
∫
Γ+B
wˆ(−m0wtt − k0w − [ρfψt]ΓB + F0)dx
+
∫ L1
0
ηˆ(−m1ηtt − k1η + F1ρfψt)dy
+
∫ L2
0
ξˆ(−m2ξtt − k2ξ + F2ρfψt)dy}dt.
Using the relationship between ξ and η on one hand and ξˆ and ηˆ on the other, we have
0 =
∫ T
0
{
∫
Γ+B
wˆ(−m0wtt − k0w − [ρfψt]ΓB + F0)
+ ηˆ[
∫ L1
0
(−m1ηtt − k1η + F1 − ρfψt)dy
+
∫ L2
0
(−L
2
1
L22
m2ηtt − L
2
1
L22
k2η − L1
L2
F2 +
L1
L2
ρfΨt)dy]}dt.
This then reduces to
0 =
∫ T
0
{
∫
Γ+B
wˆ(−m0wtt − k0w − [ρfψt]ΓB + F0)
+ ηˆ[−L1m1ηtt − L1k1η + L1F1 −
∫ L1
0
(ρfψt)dy
+ −L
2
1
L2
m2ηtt − L
2
1
L2
k2η − L1F2 + L1
L2
∫ L2
0
ρfψtdy]}dt.
Hence
0 =
∫ T
0
{
∫
Γ+B
wˆ(−m0wtt − k0w − [ρfψt]ΓB + F0)
+ ηˆ[(−L1m1 − L
2
1
L2
m2)ηtt + (−L1k1 − L
2
1
L2
k2)η + L1(F1 − F2)
+ L1(
1
L2
∫ L2
0
(ρfψt)dy − 1
L1
∫ L1
0
(ρfψt)dy)]}dt.
So in strong form we have
m0wtt + k0w + [ρfψt]ΓB = F0
( AvgΓ1(ρfψt)− AvgΓ2(ρfψt)) + mˆ1ηtt + kˆ1η = Fˆ1
 (2.8)
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with ψ satisfying
∆ψ = 0 in Ω
ψn = 0 on Γ0
ψn = ψy = −wt on Γ+B
ψn = ψy = wt on Γ−B
ψn = −ψx = ηt on Γ1
ψn = −ψx = −L1L2 ηt on Γ2

(2.9)
and where
[ρfψt]ΓB = ρfψt|Γ−B − ρfψt|Γ+B
mˆ1 = (m1 + L1L2m2)
kˆ1 = (k1 + L1L2k2)
Fˆ1 = (F1 − F2)
AvgΓ1(ρfψt)− AvgΓ2(ρfψt) = 1L1
∫ L1
0 (ρfψt)dy − 1L2
∫ L2
0 (ρfψt)dy.

(2.10)
Initial conditions are of the form
(w,wt, η, ηt)|t=0 = (w0, w1, η0, η1). (2.11)
The natural energy space E for the system is
E = (w,wt, η, ηt, ψ) ∈ L2(ΓB)× L2(ΓB)×R(Γ1)×R(Γ1)×H1(Ω). (2.12)
Remark 2. Actually, ΓB is flexible and its position is determined by the solution of (2.8)–(2.9)
and (2.11). Hence the system (2.8)–(2.9) and (2.11) is a free boundary problem. On the other
hand, motions are typically on the nano-scale, well within the linear range. Consequently,
here, as is typical in cochlea models, in (2.9), ΓB will be assumed to be fixed in its equilibrium
position.
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2.3 Analysis of the fluid part of the model
Here we begin the analysis of model (2.9). Split (2.9) in the form :
∆ψ = 0 in Ω
ψn = 0 on Γ0 ∪ Γ1 ∪ Γ2
ψn = −ψx = −g on Γ+B
ψn = −ψx = g on Γ−B

(2.13)
and
∆ψ = 0 in Ω
ψn = 0 on Γ0 ∪ Γ+B ∪ Γ−B
ψn = −ψx = f on Γ1
ψn = −ψx = −L1L2 f on Γ2

. (2.14)
Since Γ ( here Γ = Γ0 ∪ Γ1 ∪ Γ2 ∪ ΓB ) is Lipschitz we may consider variational solutions.
Define
a(φ, ψ) =
∫
Ω
∇φ∇ψdΩ (2.15)
and
(u, v)Γ =
∫
Γ
uvdΓ. (2.16)
Let τ : H1(Ω) → H 12 (Γ) denote the trace operator τφ = φ|Γ. Multiply the first equation of
(2.13) by φ and apply Green’s formula to it, so that
0 =
∫
Ω
φ∆ψ = −
∫
Ω
∇φ∇ψdΩ+
∫
Γ
φ
∂ψ
∂n
dΓ ∀φ ∈ H1(Ω).
This reduces to ∫
Ω
∇φ∇ψdΩ =
∫
Γ
φ
∂ψ
∂n
dΓ. (2.17)
By using the notation defined above, we have
a(φ, ψ) = (g˜, τφ)Γ, (2.18)
where
g˜ =

0 on Γ0 ∪ Γ1 ∪ Γ2
−g on Γ+B
g on Γ−B
. (2.19)
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Now define
H˜s(U) = {v ∈ Hs(U) :
∫
U
vdU = 0}, (2.20)
where s ∈ [0, 1] and U = either Ω or Γ. The dual of H˜s(U) with respect to H˜0(U) (which is
identified to (H˜0(U))′) is H˜−s(U). We claim that a is sesquilinear, conjugate symmetric and
continuous on H˜1(Ω)× H˜1(Ω). To see this
a(Φ, c1Ψ1 + c2Ψ2) =
∫
Ω
∇Φ∇(c1Ψ1 + c2Ψ)dΩ, (c1, c2 ∈ C)
=
∫
Ω
c1∇Φ∇Ψ+ c2∇Φ∇ΨdΩ
= c1a(Φ,Ψ) + c2a(Φ,Ψ), (thus a is sequilinear).
It is clear that a is conjugate symmetric. Finally,
|a(Φ,Ψ)| = |
∫
Ω
∇Φ∇ΨdΩ|
≤ ‖∇Φ‖L2(Ω)‖∇Ψ‖L2(Ω), (by Schwarz inequality)
≤ ‖Φ‖H1(Ω)‖Ψ‖H1(Ω),
where ‖Φ‖H1(Ω) = (
∫
Ω(‖∇Φ‖2 + ‖Φ‖2)dΩ)
1
2 .
Thus a is continuous. Furthermore, a is coercive on H˜1(Ω) i.e for some δ > 0
a(u, u) ≥ δ ‖ u ‖2H1(Ω) ∀ u ∈ H˜1(Ω). (2.21)
We note that H˜1(Ω) is densely and compactly embedded in H˜0(Ω). So by Lax- Milgram
theorem ∃ a unique solution φ to the problem φ ∈ H˜
1(Ω)
a(φ, ψ) = l(ψ) ∀ψ ∈ H˜1(Ω)
(2.22)
where l is a given element of H˜−1(Ω). By the trace theorem, if g˜ ∈ L2(Γ) the form lg˜(ψ) =
(g˜, τψ)Γ defines an element of H˜−1(Ω).
So given any element g˜ ∈ H˜− 12 (Γ) there is a unique solution φ ∈ H˜1(Ω) to the problem
a(φ, ψ) = (g˜, τψ)Γ ∀ψ ∈ H˜1(Ω).
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Let G denote the solution operator to (2.22) i.e φ = Gg˜ if and only if φ ∈ H˜
1(Ω)
a(φ, ψ) = (g˜, τψ)Γ ∀ψ ∈ H˜1(Ω)
G : H˜−
1
2 (Γ) 7→ H˜1(Ω) is continuous. Now define Λ0g˜ = τGg˜. Λ0 is the Neumann to Dirichlet
map. By continuity of G and τ
Λ0 : H˜−
1
2 (Γ) 7→ H˜ 12 (Γ) continuously.
Note that
< Λ0g˜, f˜ >= a(Gg˜,Gf˜) =< g˜,Λ0f˜ > ∀f˜ , g˜ ∈ H˜− 12 (Γ).
So Λ0 is self-adjoint. Necˇas (40) showed that τG remains continuous from H˜0(Γ) to H˜1(Γ). It
therefore follows that Λ0 remains continuous as a mapping from H˜0(Γ) 7→ H˜1(Γ) i.e
‖Λ0g˜‖H1(Γ) ≤ C ‖ g˜ ‖L2(Γ) ∀g˜ ∈ H˜0(Γ) .
Now define
Λg = Λ0g˜ |Γ−B −Λ0g˜ |Γ+B .
Proposition 1. The operator Λ : L2(0, LB) 7→ H1(0, LB) is continuous and satisfies for some
C > 0
‖ Λg˜ ‖H1(0,LB)≤ C ‖ g˜ ‖L2(0,LB) .
Furthermore, Λ is a positive and self-adjoint operator on L2(0, LB).
Proof :
‖ Λg ‖H1(0,LB) = ‖ Λ0g˜ |Γ−B −Λ0g˜ |Γ+B‖≤‖ Λ0g˜ ‖H1(0,LB) + ‖ Λ0g˜ ‖H1(0,LB)
≤ C ‖ g˜ ‖H1(0,LB),
since Λ0 is continuous.
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If f, g ∈ L2(0, LB),
< Λf, g > =
∫
Γ
(Λ0f˜ |Γ−B −Λ0f˜ |Γ+B )gdl =
∫
Γ−B
(Λ0f˜)g˜dl +
∫
Γ+B
(Λ0f˜)g˜dl
=
∫
Γ
g˜Λ0f˜dl, since Λ0 is self-adjoint,∫
Γ
g˜Λ0f˜dl =
∫
Γ
f˜Λ0g˜dl
=
∫
Γ−B
fΛ0g˜dl +
∫
Γ+B
−fΛ0g˜dl
=
∫
Γ
f(Λ0g˜ |Γ−B −Λ0g˜ |Γ+B )dl
= < f,Λg > .
So Λ is self-adjoint. To show that Λ is positive, we use the fact that a satisfies (2.21). So∫ LB
0
(Λf)f˜ = a(Gf˜,Gf˜) ≥ δ‖Gf˜‖2H1(Ω) > 0, ∀f ∈ L2(0, LB), f 6= 0. (2.23)
This implies that Λ is positive. This completes the proof.
Next consider
∆ψ = 0 on Ω
ψn = η˜ on Γ,
where
η˜ =

0 on Γ0 ∪ Γ+B ∪ Γ−B
η on Γ1
−L1L2 η on Γ2
,
η being a constant.
Define Hη = L1(AvgΓ1Λ0η˜ − AvgΓ2Λ0η˜).
Here, AvgΓiΛη˜ =
∫ Li
0 Λ0η˜dl i = 1, 2.
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Proposition 2. The operator H : R 7→ H1(0, L1) is self-adjoint and positive.
Proof :
< Hη, v > = < L1(AvgΓ1Λ0η˜ − AvgΓ2Λ0η˜), v >
= L1((
1
L1
∫
Γ1
Λ0η˜)v − ( 1
L2
∫
Γ2
Λ0η˜)v)
= L1(
1
L1
∫
Γ1
v |Γ1 Λ0η˜ −
1
L2
∫
Γ2
v |Γ2 Λ0η˜)
= L1(
1
L1
∫
Γ1
v˜Λ0η˜ − 1
L2
∫
Γ2
−L2
L1
v˜Λ0η˜)
= L1(
1
L1
∫
Γ1
v˜Λ0η˜ +
1
L1
∫
Γ2
v˜Λ0η˜)
= L1(
1
L1
(
∫
Γ1
v˜Λ0η˜ +
∫
Γ2
v˜Λ0η˜))
=
∫
Γ
v˜Λ0η˜, since Λ0 is self-adjoint (2.24)
=
∫
Γ
η˜Λ0v˜
=
∫
Γ1
ηΛ0v˜ +
∫
Γ2
−L1
L2
ηΛ0v˜
= L1(
1
L1
∫
Γ1
ηΛ0v˜ − 1
L2
∫
Γ2
ηΛ0v˜)
= < η,L1( AvgΓ1Λ0v˜ − AvgΓ2Λ0v˜) >
= < η,Hv >
where v˜ is defined in the same way as η˜. Thus H is self-adjoint. Positivity of H follows from
positivity of Λ0 and (2.24). This completes the proof.
Next, let S be defined as:
Sβ = (Λ0β˜ |Γ−B −Λ0β˜ |Γ+B ).
where
β˜ =

0 on Γ0 ∪ Γ+B ∪ Γ−B
β on Γ1
−L1L2β on Γ2
and β is a constant. Further, define
Tα = L1( AvgΓ1Λ0α˜|Γ1 − AvgΓ2Λ0α˜|Γ2),
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α ∈ L2(Γ+B ∪ Γ−B) and α˜ is defined the same way as g˜ was.
Proposition 3. S = T ∗
Proof :
< α, Sβ > =
∫
Γ
α(Λ0β˜ |Γ−B −Λ0β˜ |Γ+B )dΓ
=
∫
Γ−B
α˜(Λ0β˜) |Γ−B −
∫
Γ+B
−α˜(Λ0β˜) |Γ+B
=
∫
Γ−B
α˜(Λ0β˜) |Γ−B +
∫
Γ+B
α˜(Λ0β˜) |Γ+B
=
∫
Γ
α˜Λ0β˜
=
∫
Γ
β˜Λ0α˜, since Λ0 is self-adjoint
Now consider
< Tα, β > = L1( AvgΓ1Λ0α˜−AvgΓ2Λ0α˜)β
= L1(
1
L1
∫
Γ1
β˜Λ0α˜− 1
L2
∫
Γ2
−L2
L1
β˜Λ0α˜)
= L1(
1
L1
∫
Γ1
β˜Λ0α˜+
1
L1
∫
Γ2
β˜Λ0α˜)
=
∫
Γ1
β˜Λ0α˜+
∫
Γ2
β˜Λ0α˜
=
∫
Γ
β˜Λ0α˜
Hence < α, Sβ >=< Tα, β > and therefore S = T ∗. This completes the proof.
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With these operators at our disposal, we can rewrite the system of differential equations
(2.8)-(2.9) as:
(m0 + ρfΛ)wtt + ρfSηtt + k0w = F0 on (0, LB)×R+
(mˆ1 + ρfH)ηtt + ρfTwtt + kˆ1η = Fˆ1 on R×R+
 . (2.25)
Given initial data
w(x, 0) = w0, wt(x, 0) = w1, η(0) = η0, ηt(0) = η1, (2.26)
the model is complete as an initial value problem.
2.4 A cochlear model with longitudinal membrane elasticity
In this section we discuss the derivation of the cochlear model that has longitudinal mem-
brane elasticity. The basilar membrane should have some longitudinal membrane elasticity (
though small) since some of its portion has connected membrane. The inclusion of this term
has also been considered by other researchers e.g Jack Xin, (43), included the term for reasons
of numerical stability for his model.
The derivation is similar to the first model except that here the potential energy and work
term have extra terms i.e the energy term
1
2
∫ LB
0
β(x)w2xdx.
Here β(x) describes the elasticity of the basilar membrane. So potential energy takes the form
P (t) =
1
2
{
∫ LB
0
(k0w2 + β(x)w2x)dx+
∫ L1
0
k1η
2dy +
∫ L2
0
k2ξ
2dy}.
Two boundary conditions are needed. It is natural to assume that w(0, t) = 0 at the base
and at the helicotrema end we assume an imposition of a transverse control f(t). Hence the
additional work term is
w(LB, t)f(t).
Therefore, the Lagrangian in this case is
L =
∫ T
0
{1
2
∫
Ω
ρ|∇Ψ|2 + 1
2
∫ LB
0
(m0w2t − β(x)w2x − k0w2)dx+ f(t) +
1
2
∫ L1
0
(m1η2t − k1η2)dy +
1
2
∫ L2
0
(m2ξ2t − k2ξ2)dy}dt.
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The class of variations {wˆ, Ψˆ, ηˆ, ξˆ} we consider are those that vanish at t = 0 and T = 0.
Furthermore, wˆ ∈ H1(0, LB) such that wˆ(0) = 0.
By running through the same procedure as for the first model, we end up with the system
m0wtt − (β(x)wx)x + k0w + [ρΨt]ΓB = 0 on ΓB ×R+ (2.27)
mˆ1ηtt + kˆ1η +AvgΓ1(ρΨt)−AvgΓ2(ρΨt) = 0 on (Γ1 ∪ Γ2)×R+ (2.28)
∆Ψ = 0 in Ω×R+ (2.29)
∂Ψ
∂ν
=

0 on Γ0 ×R+
−wt on Γ+B ×R+
wt on Γ−B ×R+
ηt on Γ1 ×R+
−L1L2 ηt on Γ2 ×R+
, (2.30)
with the boundary conditions
wx(LB, 0) = f, w(0, t) = 0, (2.31)
where f is a control input at the right end. In the equations (2.27)–(2.28)
AvgΓiρΨt =
1
Li
∫ Li
0 ρΨtdy i = 1, 2;
mˆ1 = L1(m1 + L1L2m2), kˆ1 = L1(k1 +
L1
L2
k2).
The initial conditions are of the form
(w,wt, η, ηt)|t=0 = (w0, w1, η0, η1). (2.32)
On introducing the operators defined in section (2.3), the above system becomes
(m0 + ρΛ)wtt + ρSηtt − (β(x)wx)x + k0w = 0 on ΓB ×R+
(mˆ1 + ρH)ηtt + ρTwtt + kˆ1η = 0, on (Γ1 ∪ Γ2)×R+
 , (2.33)
with boundary conditions (2.31) and initial conditions (2.32).
Thus the system (2.33) with boundary conditions (2.31) and initial conditions (2.32) describes
the dynamics of a cochlear model with longitudinal elasticity.
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CHAPTER 3. Existence and Uniqueness of solutions of the cochlear
models
3.1 Existence and uniqueness of solutions to the cochlear model without
longitudinal elasticity
In this section, we will discuss the existence and uniqueness of solutions of (2.8)–(2.9)and
(2.11). The matrix form of system (2.25) together with initial conditions (2.26) takes the form m0 0
0 m˜1

 wtt
ηtt
+ ρf
 Λ S
T H

 wtt
ηtt
+
 k0 0
0 k˜1

 w
η
 =
 F0
F˜1
 , (3.1)
with initial conditions w(., 0)
η(0)
 =
 w0
η0
 ,
 wt(., 0)
ηt(0)
 =
 w1
η1
 , (3.2)
and where  Λ S
T H

is compact and self-adjoint on L2(0, LB) × R. This form is more convenient when studying
the well-posedness of (2.8)–(2.9)and (2.11).
We will consider three approaches.
3.1.1 The fixed point approach
By writing
M =
 m0 0
0 m˜1
 (3.3)
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R =
 Λ S
T H
 (3.4)
K =
 k0 0
0 k˜1
 (3.5)
and
V =
 w
η
 , ρf = ρ, F =
 F0
F˜1

equation (3.1)–(3.2) take the form
(M + ρR)V tt +KV = F with V (0) = V 0, Vt(0) = V 1. (3.6)
Theorem 1. : Let
Q =

√
k0 sin
√
k0
m0
t
m
3/2
0
0
0
√
k1 sin
√
k1
m1
t
m21
 ,
where m0(x) ≥ δ > 0. Also let X∞ = L∞[(0, τ);X], where X = L2(0, LB) ×R and M be
as defined by (3.3), R as defined by (3.4). Then for ρ < 1‖R‖X∞ (‖M−1‖+‖Q‖L1[(0,τ);X]) , the system
(2.8)-(2.9) has a unique solution in the class C([0, τ ];X). Furthermore, the solution can be
computed by fixed point iteration.
Proof: Split the solution V so that V = U +W and consider the two equations
(M + ρR)U tt +KU = F with U(0) = 0, U t(0) = 0 (3.7)
(M + ρR)W tt +KW = 0 with W (0) = V 0, W t(0) = V 1 (3.8)
We first look at (3.7) in the form
MU tt +KU = F − ρRU tt with U(0) = 0, U t(0) = 0. (3.9)
Define G00 as a solution operator i .e G00 = (MDtt +KI)−1 so that G00F = y means that
Mytt +Ky = F with y(0) = 0, yt(0) = 0.
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Take the initial guess as U0 = 0. Then
U1 = G00(F − ρRU0tt) = G00F
U2 = G00(F − ρRU1tt)
...
Uk+1 = G00(F − ρRUktt).
This defines a fixed point iteration, with fixed point equation,
U = G00(F − ρRU tt).
So we can write this as
U = T1U ; where T1U = G00(F − ρRU). (3.10)
Define
X∞ = L∞[(0, τ);X], where X = L2(0, LB)×R.
Now let T1 : X∞ → X∞ ( we show in (3.14) that G00D2t is bounded on its domain in X, hence
T1 extends as a bounded operator to all of X) and consider
‖T1U − T1V ‖ = ‖G00F − ρG00RUtt −G00F + ρG00RVtt‖X∞
= ‖ρG00RVtt − ρG00RUtt‖X∞
= ρ‖RG00(Vtt − Utt)‖X∞ . (3.11)
Let Z = U − V and Z(0) = Zt(0) = 0 then G00Ztt = Y means
MYtt +KY = Ztt with Y (0) = 0, Yt(0) = 0.
Take the Laplace transform so that
Ms2Yˆ +KYˆ = s2Zˆ,
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where Yˆ and Zˆ are the Laplace transforms of Y and Z respectively. Solving for Yˆ gives
Yˆ = (Ms2 +K)−1s2Zˆ
= (Ms2 +K)−1(Is2 +KM−1 −KM−1)Zˆ
= [(s2 +KM−1)M ]−1(Is2 +KM−1 −KM−1)Zˆ
= M−1(s2 +KM−1)−1[s2 +KM−1 −KM−1]Zˆ
= M−1(I − (S2 +KM−1)−1KM−1)Zˆ
= (M−1 −M−1(s2 +KM−1)−1KM−1)Zˆ (3.12)
In matrix form this becomes m−10 0
0 m˜−11
−
 m−10 0
0 m˜−11

 s2 + k0m−10 0
0 s2 + k˜1m˜−11

−1 k0m−10 0
0 k˜1m˜−11
 Zˆ
This then simplifies to
Yˆ =

 m0−1 0
0 m˜1−1
−
 k0m−10m0s2+k0 0
0 k˜1m˜1
m1s2+k1

 Zˆ
By taking the inverse Laplace transform we have
Y =M−1Z −Q ∗ Z (3.13)
where
M−1 =
 m−10 0
0 m˜−11

and
Q =

√
k0 sin
√
k0
m0
t
m
3/2
0
0
0
√
k1 sin
√
k1
m1
t
m21
 .
From (3.13), we have that
‖Y ‖X∞ ≤ ‖M−1‖‖Z‖X∞ + ‖Q‖L1[(0,τ);X]‖Z‖X∞ . (3.14)
From equation (3.11), we have that
‖T1U − T1V ‖ ≤ ρ‖R‖(‖M−1‖+ ‖Q‖L1[(0,τ);X])‖Z‖X∞ . (3.15)
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So T1 will be a contraction mapping if
ρ <
1
‖R‖X∞(‖M−1‖+ ‖Q‖L1[(0,τ);X])
. (3.16)
Now consider the non-homogenous part
MW tt +KW = −ρRW tt; W (0) = V 0, W t(0) = V 1. (3.17)
Let H be the solution of
MZtt +KZ = 0; Z(0) = V 0, Zt(0) = V 1. (3.18)
So, if we let W0 = 0 to be the initial guess for the solution of (3.17), then
W 1 = H +G00(−ρRW0tt)
W 2 = H +G00(−ρRW 1tt)
...
W k+1 = H +G00(−ρRW ktt), (3.19)
this defines a fixed point iteration with fixed point equation
W = H +G00(−ρRW tt). (3.20)
Define
T2W = H − ρG00(RW tt). (3.21)
Then
‖T2W − T2U‖X∞ = ρ‖G00R(W tt − U tt)‖X∞ = ρ‖RG00Ztt‖X∞ . (3.22)
where Z =W − U . Recall that G00Ztt = V implies that
MV tt +KV = Ztt; V (0) = V t(0) = 0. (3.23)
Taking the Laplace transform on both sides gives
Ms2Vˆ +KVˆ = s2Zˆ − sZ0 − Z1, (3.24)
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but note that Z(0) = Zt(0) = 0 since U,W satisfy (3.23) and H satisfies (3.18).Thus, we have
Ms2Vˆ +KVˆ = s2Zˆ. (3.25)
So by repeating the same arguments as before we have that T2 is a contraction mapping if
ρ ≤ 1‖R‖X∞(‖M−1‖+ ‖Q‖L1[(0,τ);X])
. (3.26)
Combining the two cases, we find that ‖T (U − V )‖X∞ = ‖(T1 + T2)(U − V )‖X∞ ≤ ρ˜‖U −
V ‖X∞ , 0 < ρ˜ < 1 and where ρ˜ ≤ 12 1‖R‖X∞ (‖M−1‖+‖Q‖L1[(0,τ);X]) .
To show uniqueness, we assume U1 and U2 satisfy (3.20), then
‖(U1 − U2)‖X∞ = ‖T (U1 − U2)‖X∞ ≤ ρ˜‖(U1 − U2)‖X∞ , 0 < ρ˜ < 1,
which only holds if U1 − U2 = 0 i.e U1 = U2.
Remark 3. The fixed point solution is actually in C([0, τ ];X). This will follow from the
semigroup approach in Section (3.1.3).
Remark 4. If m0(x), k0(x), initial data are continuous and ρ is sufficiently small, then by the
same argument, we obtain a fixed point with X = C[0, LB]×R. Thus, under these conditions
we know that the solutions are spatially continuous.
3.1.2 Spectral theory approach
Consider the differential equation
(M + ρR)V tt +KV = F ; V (0) = V 0, Vt(0) = V 1.
We can rewrite this as:
MVtt + ρRVtt +KV = F ; V (0) = V 0, Vt(0) = V 1. (3.27)
Let us define the sesquilinear forms
a(u, v) =
∫ LB
0
k0u1v˜1dx+ kˆ1u2v˜2,
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and
b(u, v) =
∫ LB
0
(m0u1v˜1 + ρ(Λu1)v˜1 + Su2v˜1)dx+ mˆ1u2v˜2 + Tu1v˜2 +Hu2v˜2.
Then a and b are conjugate-symmetric and continuous on (L2(0, 1)×R)2 (= X2). Further-
more since R is nonnegative,
b(u, u) ≥ ‖u‖2X.
By the Lax-Milgram theorem there exists an isomorphism B : X → X and a continuous
mapping A : X→ X′ ( note that X = X′) such that
b(V, Vˆ ) = (BV, Vˆ )X×X, ∀V, Vˆ ∈ X.
a(V, Vˆ ) = (AV, Vˆ )X×X, ∀V, Vˆ ∈ X
We can write (3.27) in the operational form as
d2
dt2
BV +AV = F . (3.28)
We claim that B−1A is self-adjoint relative to b(., .) for we have that
b(B−1Au, v) = (BB−1Au, v)
= (Au, v)
= (u,Av), since A is conjugate-symmetric we have
= (BB−1u,Av)
= b(B−1u,Av), since B is conjugate symmetric so is its inverse, so
= b(u,B−1Av)
Let A˜ = B−1A.
The principal assertion of the spectral theorem is that every bounded normal operator A˜ on a
Hilbert space induces ( in a canonical way) a resolution E of the identity on the Borel subsets
of its spectrum σ(A˜) and that A˜ can be reconstructed from E.
Now split equation (3.28), into
(i) V tt + A˜V = 0; V (0) = V
0
, V t(0) = 0
30
(ii) V tt + A˜V = 0; V (0) = 0, V t(0) = V
1
(iii) V tt + A˜V = F˜ ; V (0) = 0, V t(0) = 0, where F˜ = B−1F .
Let us first consider (i) :
V tt + A˜V = 0, (3.29)
with initial conditions V (0) = V 0, V t(0) = 0.
This system, formally, has a solution of the form V = (cosA1t)V
0
, whereA˜ = A21 (note that
since A˜ is nonnegative, there is a unique nonnegative operator A1 such that A˜ = A21). Let E
be the resolution of the identity for A˜ then by the spectral theorem,
cosA1t =
∫
σ(A˜)
cos
√
λtE(dλ), (3.30)
therefore
V = (cosA1t)V
0 =
∫
σ(A˜)
E(dλ)(cos
√
λt)V 0.
Now, we verify that, V , defined this way satisfies (3.29). We first check the identity for V tt
and then that for A˜V .
V tt = −
∫
σ(A˜)
E(dλ)λ(cos
√
λt)V 0,
due to the boundedness of the spectrum of A˜, differentiation with respect to time is continuous
and hence we can put the derivative thorough the integral sign. On the other hand , A˜V is
given by the spectral theorem as:
A˜V =
∫
σ(A˜)
E(dλ)λ(cos
√
λt)V 0.
Then since
∫
σ(A˜)Edλ = I, equation (3.29) holds.
Next consider (ii), which has the formal solution V = A−11 (sinA1t)V
1
.
V =
∫
σ(A˜)
E(dλ)
1√
λ
(sin
√
λt)V 1
V tt = −
∫
σ(A˜)
E(dλ)
√
λ(sin
√
λt)V 1 (3.31)
A˜V =
∫
σ(A˜)
E(dλ)
√
λ(sin
√
λt)V 1. (3.32)
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By adding equations (3.31) and (3.32) system (ii) holds.
Finally consider (iii).
Take the Laplace transform on both sides of (iii) so that
s2Vˆ + A˜Vˆ = Fˆ (s)
and hence
Vˆ = (s2I + A˜)−1Fˆ (s).
Take inverse Laplace’s transform to get
V = F ∗ (A−11 sinA1t),
which can be expressed as
V =
∫
σ(A˜)
E(dλ)
F√
λ
∗ (sin
√
λt).
Vtt and A˜V will take the form,
V tt = −
∫
σ(A˜)
E(dλ)
√
λF ∗ sin
√
λt (3.33)
A˜V =
∫
σ(A˜)
E(dλ)λ[
1√
λ
F ∗ (sin
√
λt)]
=
∫
σ(A˜)
E(dλ)
√
λF ∗ sin
√
λt). (3.34)
So on adding (3.33) and (3.34), (iii) is satisfied. Therefore solution of (3.27) can be expressed
as
V (t) =
∫
σ(A˜)
E(dλ)[cos(
√
λt)V 0 +
1√
λ
sin(
√
λt)V 1 +
√
λF ∗ sin(
√
λt)]. (3.35)
Remark 5. Equation (3.35) shows that V is differentiable in time to the extent that F is.
3.1.3 The Semigroup theory approach
First, we review basic definitions of semigroup theory. An elaborate treatment of this
branch of mathematics can be found, among others, in (37).
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3.1.3.1 Preliminaries
Let E be a Banach space and let L(E) be the set of all linear bounded operators from E
to E, endowed with the operator norm ||.||L(E), defined by
||U ||L(E) = sup
||x||≤1
||Ux||
for each U ∈ L(E), L(E) is a Banach space.
Definition 1. A family, {T (t); t ≥ 0} in L(E) is a semigroup of linear operators on E, or
simply semigroup if:
1. T (0) = 1
2. T (t+ s) = T (t)T (s) for each t, s ≥ 0.
If in addition, it satisfies the continuity condition at t=0,
lim
t↓0
T (t) = I,
in the norm topology of L(E), the semigroup is called uniformly continuous.
Remark 6. We say that the semigroup is strongly continuous, or a C0 semigroup, if and only
if
t 7→ T (t)x
is continuous for all x ∈ E and t ∈ [0,∞). Here, [0,∞) has the usual topology and E has the
norm topology.
Definition 2. The infinitesimal generator, or generator of a semigroup of linear operators
{T (t); t ≥ 0} is the operator A : D(A) ⊆ E 7→ E defined by
D(A) = {x ∈ E : ∃ lim
t↓0
T (t)x− x
t
, }
and
Ax = lim
t↓0
T (t)x− x
t
.
Equivalently, we say that A generates {T (t); t ≥ 0}.
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Remark 7. If A : D(A) ⊆ E 7→ E is the infinitesimal generator of a semigroup of linear
operators then D(A) is a vector subspace of E and A is a possibly unbounded linear operator.
Remark 8. If {T (t); t ≥ 0} is a uniformly continuous semigroup of linear operators then, for
each t ≥ 0, T (t) is invertible.
Definition 3. A family of operators {G(t); t ∈ R} in L(E) is called a group of linear operators
on E if G(t+s) = G(t)G(s) for each t, s ∈ R. If in addition limt↓0G(t) = I in the norm topology
of L(E), the group is called uniformly continuous.
Remark 9. If {T (t); t ≥ 0} is a uniformly continuous semigroup of linear operators then it
can be extended to a uniformly continuous group of linear operators.
Remark 10. If {T (t); t ≥ 0} is a uniformly continuous semigroup of linear operators then the
mapping t 7→ T (t) is continuous from [0,∞) to L(E) endowed with operator norm. ¤
3.1.3.2 Semigroup formulation
The first order form of (3.6) can be written as
Bvt = Av + CF, (3.36)
where
v =
 V
Vt
 , B =
 I 0
0 B
 , A =
 0 I
−A 0
 , C =
 0
I
 .
and
F =
 F0
Fˆ1
 .
Define the sesquilinear form e on (L2(ΓB)×R)2 by
e


u1
u2
u3
u4

,

v1
v2
v3
v4


= a

 u1
u2
 ,
 v1
v2

+ b

 u3
u4
 ,
 v3
v4

 .
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B−1A, denoted by A˜, is skew-adjoint with respect to e since
<

 I 0
0 B−1

 0 I
−A 0

 u1
v1
 ,
 u2
v2

 >e
=<

 v1
−B−1(Au1)
 ,
 u2
v2

 >e= a(v1, u2) + b(−B−1(Au1), v2)
= (Av1, u2) + (−Au1, v2).
Let us now calculate
− <

 u1
v1
 ,
 I 0
0 B−1

 0 I
−A 0

 u2
v2

 >e
= − <

 u1
v1
 ,
 v2
−B−1(Au2)

 >e
= −a((u1, v2) + b(v1,−B−1(Au2)))
= −((Au1, v2) + (Bv1,−B−1(Au2)))
= −((Au1, v2) + (v1,−Au2))
= −((Au1, v2) + (−Av1, u2)).
Therefore A˜ is skew-adjoint. Hence by Stone’s theorem (Pazy (37)), A˜ is an infinitesimal
generator of a C0 group, {eA˜t}t∈R of unitary operators. Since A˜ is bounded, the semigroup is
uniformly continuous.
Theorem 2. A˜ is an infinitesimal generator of a uniformly continuous group of unitary op-
erators on X2 = (L2(ΓB)×R)2. Given the control F ∈ L2(0, τ ;X), V 0, V 1 ∈ X the solution
V of initial value problem
(M + ρR)Vtt +KV = F with V (0) = V 0, Vt(0) = V 1,
satisfies
V ∈ C([0, τ ];X).
Furthermore if F ∈ Ck(R;X) then V ∈ Ck+2(R;X). ¤
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Since A˜ is bounded, the following are immediate.
Corollary 1. (i) Solutions of homogeneous problem are C∞(R;X).
(ii) If F ∈ Ck([0, τ ];X) then V ∈ Ck+2([0, τ ];X).
Remark 11. The solution of (2.8)-(2.9) ( in form (3.36)), can be represented as
v(t) = exp (A˜t)v(0) +
∫ t
0
exp A˜(t− s)
 0
B−1F (s)
 ds, (3.37)
where
exp(A˜t) =
 cosA1t A−11 sinA1t
−A1 sinA1t cosA1t
 .
Corollary 2. The mapping t 7→ exp A˜t is differentiable in norm and
d
dt
(exp(A˜t)) = A˜ exp(A˜t).
3.2 Existence and uniqueness results to the cochlear model with
longitudinal elasticity
In this section we study existence and uniqueness of solutions to the cochlea model with
longitudinally elastic basilar membrane. Recall the equations governing this system are given
by
(m0 + ρΛ)wtt + ρSηtt − (β(x)wx)x + k0w = F0 on ΓB ×R+ (3.38)
(mˆ1 + ρH)ηtt + ρTwtt + kˆ1η = Fˆ1, on (Γ1 ∪ Γ2)×R+ (3.39)
wx(LB, 0) = f, w(0, t) = 0 (3.40)
{w,wt, η, ηt}|t=0 = {w0, w1, η0, η1}. (3.41)
Let us define
H1∗ (ΓB) = {f ∈ H1(ΓB) : f(0) = 0}. (3.42)
The natural energy space E1 for the system is
E1 = {(w, η, wt, ηt,Ψ)} ∈ H1∗ (ΓB)×R× L2(ΓB)×R×H1(Ω). (3.43)
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3.2.1 Semigroup approach
We first consider the homogenous problem:
(m0 + ρΛ)wtt + ρSηtt − (β(x)wx)x + k0w = 0 on ΓB ×R+ (3.44)
(mˆ1 + ρH)ηtt + ρTwtt + kˆ1η = 0, on (Γ1 ∪ Γ2)×R+ (3.45)
with homogenous boundary conditions:
w(0) = 0, wx(LB) = 0 (3.46)
and initial conditions (3.41). Define the sesquilinear forms
b

 u1
u2
 ,
 v1
v2

 = ∫ LB
0
(m0u1v˜1+ρ(Λu1)v˜1+ρ(Su2)v˜1)dx+m1u2v˜2+ρTu1v˜2+ρHu2v˜2
(3.47)
and
a

 u1
u2
 ,
 v1
v2

 = ∫ LB
0
(β(x)u1x v˜1x + k0u1v˜1)dx+ k1u2v˜2. (3.48)
In the variational formulation of (3.44)–(3.46), together with (3.41), we seek a function
V =
 w
η
 ∈ C([0,∞);V∗)⋂C1([0,∞);X) satisfying
d
dt
b(Vt, Vˆ ) + a(V, Vˆ ) = 0 ∀Vˆ ∈ V∗, (3.49)
where V∗ = {
 f
g
 ∈ H1∗ (0, LB) ×R : fx(LB) = 0} and X = {
 h1
h2
 ∈ L2(0, LB) ×R}.
Equation (3.49) holds in the sense of distributions on [0,∞). Since m0,m1, ρ, S, T,H,Λ are
positive and that Λ, T, S,H are continuous and self-adjoint ( see Propositions (1)–(3), the
form b is conjugate-symmetric and continuous on X×X and that
b(v, v) ≥ ‖v‖2H, (3.50)
where v =
 u1
u2
 . Similarly, a is symmetric and continuous on V∗ × V∗ and that
a(v, v) ≥ ‖v‖2H1(0,LB), ∀ v ∈ V∗. (3.51)
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Now we make the identification X = X′, so that we have the dense and continuous embeddings
V∗ ⊂ X ⊂ V ′∗. (3.52)
By the Lax-Milgram Theorem there exist an isomorphism B : X −→ X and a continuous
mapping A : V∗ −→ V ′∗ such that
b(V, Vˆ ) = (BV, Vˆ ), ∀ V, Vˆ ∈ X
a(V, Vˆ ) = < AV, Vˆ >, ∀ V, Vˆ ∈ V∗.
We rewrite (3.50) in an operational form as
d
dt
BVt +AV = 0 in V ′∗. (3.53)
The first order form of (3.53) can be rewritten
BVt = AV, (3.54)
where
V =
 V
Vt
 , B =
 I 0
0 B
 , A =
 0 I
−A 0
 .
We set D(A) = {
 f1
g1
 ∈ (H2(0, LB)⋂H1∗ (0, LB)×R) : f1x(LB) = 0}. Now define
D(A) = D(A)× V∗ (3.55)
and note that A : D(A) −→ V∗×X is continuous and B : V∗×X −→ V∗×X is an isomorphism.
Hence, B−1A : D(A) −→ V∗ ×X is continuous. In particular, B−1A is densely defined as an
operator on V∗ ×X. Define the sesquilinear form e on V∗ ×X by
e


u1
u2
u3
u4

,

v1
v2
v3
v4


= a

 u1
u2
 ,
 v1
v2

+ b

 u3
u4
 ,
 v3
v4

 . (3.56)
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Since
B−1A

u1
u2
u3
u4

= B−1

u2
u4
−A
 u3
u4


=

u3
u4
−B−1A
 u1
u2


,
then for all

u1
u2
u3
u4

,

v1
v2
v3
v4

∈ D(A), we have
e

B−1A

u1
u2
u3
u4

,

v1
v2
v3
v4


= e


u3
u4
−B−1A
 u1
u2


,

v1
v2
v3
v4


= a

 u3
u4
 ,
 v1
v2

+ b
−B−1A
 u1
u2
 ,
 v3
v4


= a

 u3
u4
 ,
 v1
v2

−
A
 u1
u2
 ,
 v3
v4


= a

 u3
u4
 ,
 v1
v2

− a

 u1
u2
 ,
 v3
v4


= −(a

 u1
u2
 ,
 v3
v4

− a

 u3
u4
 ,
 v1
v2

),
using the fact that a is symmetric, we have
= −(a

 v3
v4
 ,
 u1
u2

−
A
 v1
v2
 ,
 u3
u4

)
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On back tracking,
= −(a

 v3
v4
 ,
 u1
u2

+ b
−B−1
A
 v1
v2

 ,
 u3
u4

)
= −e


u3
u4
−B−1A
 u1
u2


,

v1
v2
v3
v4


= −e


u1
u2
u3
u4

,

v3
v4
−B−1
A
 v1
v2




= −e


u1
u2
u3
u4

,B−1A

v1
v2
v3
v4


.
By denoting B−1A by A1, the above calculations show that A1 is skew-symmetric with respect
to e(., .) andD(A1) = D(A∗1). Therefore by Stone’s theorem, A1 is the infinitesimal generator of
a strongly continuous group of unitary operators with respect to the energy inner product e(., .)
on the finite energy space V∗ ×X. We can summarize the above in the following proposition.
Proposition 4. A1 is the infinitesimal generator of a strongly continuous group {T }t∈R on
V∗ × X. Hence, given the initial conditions (w0, η0, w1, η1) ∈ H1∗ (ΓB) × R × L2(ΓB) × R =
V∗×X, the system (3.44)–(3.46), together with initial conditions (3.41)have a unique solution
V = {w, η} with
V ∈ C([0,∞);V∗ ∩ C1([0,∞);X).
Furthermore, for each t > 0,
a(V (t), V (t)) + b(Vt(t), Vt(t)) = a(V (0), V (0)) + b(Vt(0), Vt(0)). ¤
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3.2.2 Weak Solutions
Let the dual space of V∗×X, relative to b(., .), be denoted by X×V ′∗. Since A1 : V∗ −→ X
is bijective, when V∗ is provided with the graph norm ‖{u, v}‖ = ‖A1{u, v}‖e, A1 becomes
an isomorphism also. We can consider an extension of A1, denoted by Aˆ1, from X to
(D(A∗1))′ = (D(A1))′ = V ′∗ as follows:

Aˆ1

y1
y2
y3
y4

,

v1
v2
v3
v4


e
=


y1
y2
y3
y4

,−Aˆ1

v1
v2
v3
v4


e
, ∀

v1
v2
v3
v4

∈ V∗ ×X. (3.57)
The dual (D(A1))′ of D(A1) is X × R × H−1(ΓB), where R × H−1 is the dual space to
H2(ΓB) ∩ H1∗ (ΓB) × R relative to b(., .). The extended operator can be shown to be the
generator of a strongly continuous semigroup of unitary operators isomorphic to the original
one. Hence we can replace Aˆ1 by A with impunity.
Corollary 3. The semigroup defined in Proposition 4 extends continuously to a strongly con-
tinuous, unitary group on the space V ′∗. Therefore, given the initial data {y0, v0, y1, v1} ∈ V ′∗,
there is uniquely defined solution to (3.44)–(3.46) and initial conditions (3.41) which satisfies
{y, v} ∈ C((−∞,∞);X) ∩ C1((−∞,∞);V ′∗).
In chapter 5 we study controllability of cochlear model with longitudinal elasticity but with
no coupling with the oval window. So, the system that we will consider reduces to
(m0 + ρΛ)wtt − (β(x)wx)x + k0w = 0 on ΓB ×R, (3.58)
with boundary conditions
w(0, t) = 0, w(LB, t) = f (3.59)
and initial conditions
w(x, 0) = w0, wt(x, 0) = w1. (3.60)
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Here, the semigroup treatment is similar to the one above. However, the relevant space in this
case is H10 (0, LB)×L2(0, LB). It turns out that there is a strongly continuous group {T1(t)}t∈R
on H10 (0, LB)× L2(0, LB) so that the following results hold:
Proposition 5. Given the initial conditions w0, w1 ∈ H10 (ΓB) × L2(0, LB), equation (3.58)
with homogeneous boundary conditions has a unique solution
w ∈ C([0,∞);H10 (ΓB)) ∩ C1([0,∞);L2(ΓB).
Proposition 6. Given the initial data {w0, w1} ∈ H−1(0, LB) × L2(0, LB), there is uniquely
defined solution, to equation (3.58) with homogeneous boundary conditions and initial condi-
tions (3.59), which satisfies
w ∈ C((−∞,∞);L2(0, LB)) ∩ C1((−∞,∞);H−1(0, LB)). (3.61)
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CHAPTER 4. Controllability of Cochlear Model without longitudinal
elasticity
In this chapter we study the controllability of the cochlear model without longitudinal
elasticity. We will first review the preliminaries approximate controllability. Two cases will
be studied: a case where a control acts on the whole basilar membrane and one where control
acts on a small portion.
4.1 Preliminaries on approximate controllability
We highlight a few definitions from controllability theory. A comprehensive theory can be
found in (42), (1) etc. Consider the system
ξ = Aξ +Bv ξ(0) = ξ0 (4.1)
where A is infinitesimal generator of a strongly continuous semigroup T (t) on a Hilbert space
X , B is a bounded operator from a control space U to X . In equation (4.1), X is referred to
as the state space, ξ(t) is the state of the system and ξ(0) is the initial condition.
Definition 4. A mild solution in [0, T ] for equation (4.1) is defined as
ξ(t) = T (t)ξ(0) +
∫ t
0
(T (t− s)Bv(s)ds, ∀t ∈ [0, T ], and Bv ∈ L2([0, T ];X ) (4.2)
Definition 5. The controllability map of (4.1) on [0, τ ] ( for a finite τ > 0 ) is the bounded
map Hτ : L2(0, τ ;U)→ X defined by
Hτv =
∫ τ
0
T (τ − s)Bv(s)ds.
Remark 12. In many cases e.g boundary control, Hτ is unbounded. However, this can often
be controlled by considering weaker solutions and enlarging the definition of X .
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Definition 6. The system (4.1) is approximately controllable on [0, τ ] ( for a finite τ > 0) if
for ε > 0, it is possible to steer from the origin to a distance ε from any element of X in a
finite time τ , say
ranHτ = X . (4.3)
To show (4.3) one usually tries to show that H∗τ is one to one i.e
B∗T (t)∗ξ = 0 on [0, τ ]⇒ ξ = 0. (4.4)
4.1.1 Approximate controllability of the cochlear model without longitudinal
elasticity
We now consider the distributed control problem
vt = A∗v +B∗F (4.5)
v(x, 0) = v0, vt(x, 0) = v1. (4.6)
Here, A∗ =
 0 I
−B−1A 0
 , F =
 F0
Fˆ1
 and B∗ =
 0
B−1
 , where A and B are defined
as in (3.53)whereas Fˆ1 is as in (2.10). Hence the controllability map is
HτF =
∫ τ
0
expA∗(τ − s)
 0
B−1F (s)
 ds. (4.7)
By the change of variables t = τ − s we have
HτF =
∫ τ
0
exp (A∗t)
 0
B−1F˜ (t)
 dt, (4.8)
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where F˜ (t) = F (τ − t). We first note that
〈Hτ F˜ , Z〉ε = 〈
∫ τ
0
exp (A∗t)
 0
B−1F˜ (t)
 dt, Z〉ε
=
∫ τ
0
〈exp (A∗t)
 0
B−1F˜ (t)
 , Z〉dt
=
∫ τ
0
〈
 0
B−1F˜ (t)
 , exp (−A∗t)Z〉dt
= 〈
 0
B−1F˜ (t)
 ,∫ τ
0
exp (−A∗t)Zdt〉ε
= 〈
 0
B−1F˜ (t)
 ,∫ τ
0
exp (−A∗t)
 z1
z2
 dt〉ε
= b
(
B−1F˜ (t),
exp(−A∗t)
 z1
z2


2comp
)
=
(
F˜ (t),
exp(−A∗t)
 z1
z2


2comp
)
(4.9)
where ”2 comp” means 2nd component( i.e the velocity component). So,
H∗τ
 z1
z2
 =
exp(−A∗t)
 z1
z2


2comp
(4.10)
We now show the following result
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Theorem 3. Given {w0, w1} ∈ (L2(0, LB))2, {η0, η1} ∈ R×R F0 ∈ L2(0, τ ;X) and F1 ∈ R
then (2.8), which is equivalent to (4.5)–(4.6), is approximately controllable on [0, τ ].
Proof:
We consider the system
Zt = −A∗Z, t ∈ [0, τ ]
Z(τ) =
 −z1
z2

 . (4.11)
The solution of this system is Z = exp(−A∗(t − τ))Z(τ). Considered as a backward in time
problem, it becomes
Zt = −A∗Z, t ∈ [0, τ ]
Z(0) =
 z1
z2

 . (4.12)
It’s solution is Z(t) = exp(−A∗t)Z(0). Now, to show approximate controllability we need to
show that the operator H∗τ is one to one, i.e
exp(−A∗t)Z(0) = 0,
implies that
Z(0) =
 z1
z2
 = 0, =⇒ z1 = z2 = 0. (4.13)
For our case
exp(−A∗t)
 z1
z2


2
≡ 0 on [0, τ ],
means the velocity component Vt = 0. From the differential
(M + ρR)Vtt +KV = 0,
we have that Vtt = 0 and therefore KV = 0. Since K is invertible, V ≡ 0. Hence V
Vt
 (0) =
 z1
z2
 = 0.
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Hence the system is approximately controllable on [0, τ ].
The following theorem examines approximate controllability when a small portion, ω, of the
beam and Γ1 are controlled.
Theorem 4. Given {w0, w1} ∈ (L2(0, LB))2, {η0, η1} ∈ R × R, F0 ∈ L2(0, τ ;χω) and
F1 ∈ R then (2.8), which is equivalent to (4.5)–(4.6) is approximately controllable on [0, τ ].
Proof:
Consider the dual ”observed problem”
Zt = AZ, t ∈ [0, τ ]
Z(0) =
 z1
z2

y = Z2(t)
∣∣
ω

.
Need to show:
y = 0 on (0, T ) =⇒ z1 = z2 = 0.
Now consider observed system in the original form:
m0wtt + ρΛwtt + ρSηtt + k0w = 0 on (0, LB)× [0, T ]
m1ηtt + ρTwtt + ρHηtt + k1η = 0 on [0, T ]
wt = 0 on ω × [0, T ]
ηt = 0 on (0, T ).
since we can freely differentiate in time, also we have wtt = 0 a.e. on ω× [0, T ] and ηtt ≡ 0 a.e
on [0, τ ]. In particular,
ρΛwtt + k0w = 0 on ω × [0, T ]
ρTwtt + k1η = 0 on [0, T ].
Differentiating these equations with respect to t , we have
ρΛwttt + k0wt = 0 a.e on ω × [0, T ]
Twttt + k1ηt = 0 a.e on [0, T ].
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Thus,
ρΛwttt = 0 a.e on ω × [0, T ]
Twttt = 0 a.e on [0, T ].
Recall that Λf = y means
∆ψ = 0 in Ω
ψ|Γ+B − ψ|Γ−B = y on ΓB
∂nψ =
 f on Γ
+
B
−f on Γ−B
∂nψ = 0 on Γ1 ∪ Γ0 ∪ Γ2

(4.14)
For our case, Λwttt = 0 means
∆ψ = 0 in D
ψ|χω(Γ+B) − ψ|χω(Γ−B) = 0
∂nψ = 0 on ω
 (4.15)
We now consider symmetric subset, D containing ω. Define φ(x, y) = ψ(x,y)−ψ(x,−y)2 . Then
∆φ = 0 in D
φ(x, h2 ) = 0 i.e on ω × [0, τ ]
∂φ(x,y)
∂y =
ψy(x,
h
2
)+ψy(x,
−h
2
)
2 = 0 on ω × [0, τ ]
φn = 0 on Γ0

(4.16)
It is easy to show, by separation of variables, that φ ≡ 0 in D. By continuation of solution,
φ ≡ 0 in Ω. This implies that (4.16) holds when ω is substituted by ΓB. Furthermore, Λwttt ≡ 0
on ΓB and wttt ≡ 0 on ΓB. Therefore, the original system of equations reduces to
k0wt = 0 on ΓB × [0, τ ]. (4.17)
So, wt ≡ 0 on ΓB and ηt ≡ 0 on [0, τ ]. So from the first theorem, w ≡ 0 in ΓB × [0, τ ] and
η ≡ 0 in [0, τ ]. Hence the system is approximately controllable on [0, τ ].
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CHAPTER 5. Controllability of Cochlear Model with longitudinal
elasticity
In this chapter controllability of the cochlear model with longitudinal elasticity is con-
sidered. For simplification purposes, we consider the controllability of the basilar membrane
without coupling with the oval window. First, we change the variables to get an equivalent
system to which the method of multipliers would suitably be used. Let us recall the system in
old variables with a control applied on one end of the basilar membrane.
The non-homogeneous problem in old co-ordinates is given by
(m0 + ρΛ)wtt − (β(x)wx)x + k0w = 0 on ΓB ×R (5.1)
w(0, t) = 0, w(LB, t) = f on R (5.2)
w(x, 0) = w0, wt(x, 0) = w1 on ΓB, (5.3)
whereas homogeneous problem is
(m0 + ρΛ)wtt − (β(x)wx)x + k0w = 0 on ΓB ×R (5.4)
w(0, t) = 0, w(LB, t) = 0 on R (5.5)
w(x, 0) = w0, wt(x, 0) = w1 on ΓB. (5.6)
For every (w0, w1) ∈ H10 (ΓB)×L2(ΓB) problem (5.1)–(5.3) has a unique solution whose energy
E :=
1
2
∫
ΓB
m0|wt|2 + ρwtΛwt + β|wx|2 + k0|w|2dx, (5.7)
49
is conserved.
Change of variables: We change the variables as follows ( see (41).)
s =
∫ x
0
m0(τ)
1
2β(τ)−
1
2dτ
Ω˜ = (0, LB), 0 = s(0), L˜ = s(LB)
b(s) = m0(x)
−1 d
dx
√
m0(x)β(x)|x=x(s)
u˜(s, t) = exp(
∫ s
0
b(r)
2
dr)u(x(s), t)
Therefore,
u(x(s), t) = exp(−
∫ s
0
b(r)
2
dr)u˜(s, t), let H(s) = exp(−
∫ s
0
b(r)
2
dr), then
ux = −b(s)2
√
m0(x)
β(x)
H(s)u˜(s, t) +H(s)u˜s
√
m0(x)
β(x)
= (u˜s − b(s)2 u˜)H(s)
√
m0(x)
β(x)
.
So
β(x)ux = β(x)(u˜s − b(s)2 u˜)H(s)
√
m0(x)
β(x)
=
√
β(x)m0(x)(u˜s − b(s)2 u˜)H(s), therefore,
(β(x)ux)x =
d
dx
(
√
β(x)m0(x)(u˜s − b(s)2 u˜)H(s))
+
√
β(x)m0(x)(u˜ss
√
m0(x)
β(x)
− b
′(s)
2
√
m0(x)
β(x)
u˜− b(s)
2
√
m0(x)
β(x)
u˜s)H(s)
+
√
β(x)m0(x)(u˜s − b(s)2 u˜)(−
b(s)
2
√
β(x)m0(x)H(s)
= b(s)m0(x)(u˜s − b(s)2 u˜)H(s) +m0(x)(u˜ss −
b′(s)
2
u˜− b(s)
2
u˜s)H(s)
− b(s)
2
m0(x)(u˜s − b(s)2 u˜)H(s)
= [b(s)m0(x)(u˜s − b(s)2 u˜) +m0(x)u˜ss −
m0(x)b′(s)
2
u˜
− m0(x)b(s)2 u˜s −
b(s)
2
m0(x)u˜s + (
b(s)
2
)2m0(x)u˜]H(s)
= m0(x)[u˜ss − (b
2(s)
4
u˜+
b′(s)
2
)u˜]H(s)
and
utt = H(s)u˜tt
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Therefore, equation (5.1) becomes
m0(x)H(s){u˜tt + ρ
H(s)m0(x)
ΛH(s)u˜tt − u˜ss + qu˜} = 0,
where q = b
2(s)
4 +
b′(s)
2 +
k0
m0
.
The non-homogeneous system in the new variables:
m0(s)H(s)u˜tt + ρΛH(s)u˜tt −m0(s)H(s)u˜ss +m0(s)H(s)qu˜ = 0 (5.8)
u˜(0, t) = 0, u˜(L˜, t) = f (5.9)
u˜(s, 0) = u˜0, u˜t(s, 0) = u˜1, (5.10)
where f is a control applied at the left of the BM (basilar membrane). Let H and V be complex
Hilbert spaces defined as
H := {v ∈ L2(0, L˜)}, V := {v ∈ H1(0, L˜)},
with their respective norms given by
||v||H = (
∫ L˜
0
|v|2dx) 12 , ||v||V = (
∫ L˜
0
|vx|2 + q|v|2dx) 12 .
5.1 The homogeneous system in new variables:
The homogeneous system in the new variables is given by
√
m0(s)βH2(s){ytt + ρ
m0H2
ΛH(s)ytt − yss + qy} = 0 (5.11)
y(0, t) = y(L˜, t) = 0 (5.12)
y(s, 0) = y0, yt(s, 0) = y1. (5.13)
Energy in the new variables:
For every (y0, y1) ∈ H10 (0, L˜)× L2(0, L˜) this problem has a unique solution whose energy
E :=
1
2
∫ L˜
0
√
m0βH
2(|yt|2 + ρ
m0H2
HytΛHyt + |ys|2 + q|y|2)ds, (5.14)
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is conserved.
Details of calculations
E :=
1
2
∫ L˜
0
(
m0H
2|yt|2+ρHytΛHyt+β(x(s)){(ys−b(s)2 y)H
√
m0
β(x(s))
}2+k0H2|y|2}
√
β(x(s))
m0
ds
(5.15)
Now simplify ∫ L˜
0
β(x(s)){(ys − b(s)2 y)H
√
m0
β(x(s))
}2
√
β(x(s))
m0
ds
=
∫ L˜
0
β(x(s))(ys − b(s)2 y)
2H2
m0
β(x(s))
√
β(x(s))
m0
ds
=
∫ L˜
0
m0H
2(y2s − b(s)yys +
b2(s)
4
y2)
√
β(x(s))
m0
ds
=
∫ L˜
0
√
m0β(x(s))H2(y2s − b(s)yys +
b2(s)
4
y2)ds,
and consider∫ L˜
0
√
m0β(x(s))H2b(s)yysds =
1
2
∫ L˜
0
√
m0β(x(s))H2b(s)
d
ds
y2ds
=
1
2
√
m0β(x(s))H2b(s)y2|L˜0 −
1
2
∫ L˜
0
d
ds
(
√
m0β(x(s))H2b(s))y2ds
= −1
2
∫ L˜
0
√
m0β(x(s))H2b(s)′y2ds.
∫ L˜
0
β(x(s)){(ys − b(s)2 y)H
√
m0
β(x(s))
}2
√
β(x(s))
m0
ds
=
1
2
∫ L˜
0
√
m0β(x(s))H2(y2s + (
b2(s)
4
+
b′(s)
2
)y2)ds.
Hence rewriting equation (5.15), we get equation (5.14).
Remark 13. In equation (5.11), denote
Aqy = −yss + qy, y ∈ V ∩H2(0, L˜).
Then Aq is compact and self-adjoint. Hence by spectral theorem, there exists a sequence
λ1, λ2, λ3, λ4, · · · of distinct eigenvalues of Aq and a sequence V1, V2, V3, · · · of subspaces of V
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such that
|λk| → ∞,
Aqv = λkv, ∀v ∈ Vk, ∀k ≥ 1
dimVk <∞ ∀k ≥ 1,
Vk ⊥ Vl in V if k 6= l
and the vector space V generated by ∪Vk is dense in V.
Remark 14. From the regularity theory, given q ∈ L∞(0, L˜) and any g ∈ L2(0, L˜) the solution
v ∈ V of the problem
−vss + qv = g in (0, L˜)×R
v(0, t) = v(L, t) = 0 in R
belongs to H2(0, L˜) and that we have the estimate
||v||H2(0,L˜) ≤ c||g||L2(0,L˜)
with a constant c independent of the choice of g. It therefore follows that the eigenfunctions
of the operator Aq belong to H2(0, L˜).
5.2 The Hidden Regularity:
Theorem 5. Let T > 0 and y be the solution to the homogeneous system (5.11)–(5.13) with
{y0, y1} ∈ V ×H. Then there is a constant c = c(T ) > 0 such that∫ T
0
y2s(L˜, t)dt ≤ cE(0). (5.16)
Proof:
Multiply equation (5.11) by Hsys and integrate by parts:
0 =
∫ T
0
∫ L˜
0
√
m0βH
2sys(ytt + ρm−10 H
−1ΛHytt − yss + q(s)y)dsdt. (5.17)
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Term 1: ∫ T
0
∫ L˜
0
√
m0βH
2sys(ytt)dsdt
=
∫ L˜
0
√
m0βH
2sysyt|T0 ds−
∫ T
0
∫ L˜
0
d
dt
(
√
m0βH
2sys)ytdsdt. (5.18)
Let X0 =
∫ L˜
0
√
m0βH
2sysyt|T0 ds. Then equation (5.18) becomes
X0 −
∫ T
0
∫ L˜
0
√
m0βH
2systytdsdt = X0 − 12
∫ T
0
∫ L˜
0
√
m0βH
2s
d
ds
(yt)2dsdt
= X0 − 12
∫ T
0
√
m0βH
2syt|L˜0 dt+
1
2
∫ T
0
∫ L˜
0
d
ds
(
√
m0βH
2s)y2t dsdt
= X0 +
1
2
∫ T
0
∫ L˜
0
d
ds
(
√
m0βH
2s)y2t dsdt
= X0 +
1
2
∫ T
0
∫ L˜
0
(
√
m0βb(s)H2s−
√
m0βb(s)H2s+
√
m0βH
2)y2t dsdt
= X0 +
1
2
∫ T
0
∫ L˜
0
√
m0βH
2y2t dsdt.
Next we consider
Term 2:
∫ T
0
∫ L˜
0 m0βH
2sys(ρm−10 H
−1ΛHytt)
√
β
m0
dsdt.
Which, on formally integrating by parts, becomes
X1 −
∫ T
0
∫ L˜
0
ρ
d
dt
(s
√
β
m0
Hys)ΛHytdsdt
= X1 −
∫ T
0
∫ L˜
0
ρ(s
√
β
m0
Hyst)ΛHytdsdt
where X1 =
∫ L˜
0 ρs
√
β
m0
HysΛHytds|T0 .
But,∫ T
0
∫ L˜
0
ρ(s
√
β
m0
Hyst)ΛHytdsdt =
∫ T
0
∫ L˜
0
1
2
ρ(s
√
β
m0
H[
d
ds
(ytΛHyt) +
1
2
d
ds
(yt)ΛHyt
−1
2
yt
d
ds
(ΛHyt)]dsdt
where
1
2
∫ T
0
∫ L˜
0
ρ(s
√
β
m0
H
d
ds
(ytΛHyt)dsdt =
1
2
∫ T
0
ρs
√
β
m0
HytΛHyt|L˜0 dt
−1
2
∫ T
0
∫ L˜
0
ρ
d
ds
(s
√
β
m0
H)ytΛHyt)dsdt
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and
1
2
∫ T
0
∫ L˜
0
ρ(s
√
β
m0
(H
d
ds
ytΛHytdsdt−Hyt d
ds
(ΛHyt))dsdt =
∫ T
0
∫ L˜
0
ρytMytdsdt.
Here MΨ is defined as
MΨ = s
√
β
m0
H(ΛH
d
ds
Ψ− d
ds
ΛHΨ).
Therefore Term 2 reduces to
X1 +
1
2
∫ T
0
∫ L˜
0
d
ds
(ρs
√
β
m0
H)ytΛHytdsdt+
1
2
∫ T
0
∫ L˜
0
ρytMytdsdt.
Next we consider
Term 3: =
∫ T
0
∫ L˜
0
√
m0βH
2sys(−yss + qy)dsdt, where
−
∫ T
0
∫ L˜
0
√
m0βH
2sysyss = −12
∫ T
0
∫ L˜
0
√
m0βH
2s
d
ds
y2sdsdt
= −1
2
∫ T
0
s
√
m0βH
2y2sdt|L˜0 +
1
2
∫ T
0
∫ L˜
0
d
ds
(s
√
m0βH
2)y2sdsdt
= −1
2
∫ T
0
s
√
m0βH
2y2sdt|L˜0 +
1
2
∫ T
0
∫ L˜
0
(
√
m0βH
2 + s
√
m0βb(s)H2 − s
√
m0βb(s)H2)dsdt
= − L˜
2
∫ T
0
√
m0βH
2y2sdt|L˜0 +
1
2
∫ T
0
∫ L˜
0
√
m0βH
2y2sdsdt
By putting together all these expressions, equation (5.17) then becomes
0 = X0 +
1
2
∫ T
0
∫ L˜
0
(
√
m0βH
2y2t +
1
2
d
ds
(ρs
√
β
m0
H)ytΛHyt +
1
2
ρytMyt +
1
2
√
m0βH
2y2s
+
1
2
(
√
m0βH
2qysysdsdt− 12
∫ T
0
L˜(
√
m0β)|s=L˜H2(L˜)y2s(L˜, t)dt,
where X0 = X0 +X1 =
∫ L˜
0 (
√
m0βH
2sysyt + ρs
√
β
m0
HysΛHyt)ds|T0 .
Therefore,∫ T
0
L˜(
√
m0β)|s=L˜H2(L˜)y2s(L˜, t)dt = 2X0 +
∫ T
0
∫ L˜
0
(
√
m0βH
2y2t +
d
ds
(ρs
√
β
m0
H)ytΛHyt
+ρytMyt +
√
m0βH
2y2s + 2(
√
m0βH
2qysysdsdt
= 2X0 +
∫ T
0
∫ L˜
0
√
m0βH
2(y2t + y
2
s +
ρ
m0H2
HytΛHyt) + sρ
d
ds
(
√
β
m0
H)ytΛHyt
+ρytMyt + 2
√
m0βH
2qysysdsdt (5.19)
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We now estimate X0 by first considering
X0(t) =
∫ L˜
0
(
√
m0βH
2sysyt + ρs
√
β
m0
HsysΛHyt)ds,
so that
|X0(t)| = |
∫ L˜
0
(
√
m0βH
2sysyt + ρs
√
β
m0
HsysΛHyt)ds|
≤
∫ L˜
0
|
√
m0βH
2sysyt|+ ρ|s
√
β
m0
HsysΛHyt)|ds
≤ L˜
∫ L˜
0
√
m0βH
2|ysyt|+ ρ
√
β
m0
|HysΛHyt|ds
For ρ small enough, ρ(y2s + y
2
t ) dominates ρHysΛHyt so that
|X0(t)| ≤ L˜
∫ L˜
0
√
m0βH
2(y2s + y
2
t +
ρ
m0H2
(y2s + y
2
t ))ds
≤ L˜
∫ L˜
0
√
m0βH
2(y2s + y
2
t + ρc0(y
2
s + y
2
t ))
≤ L˜
∫ L˜
0
√
m0βH
2(y2s + y
2
t + ρc0(y
2
s + y
2
t ))ds ≤ 2L˜+ 2ρc0E(0). (5.20)
Next we estimate ytMyt. We note that for yt ∈ L2(0, L˜),∫ L˜
0
ytMytds =
∫ L˜
0
s
√
β
m0
Hyt(ΛHyst − d
ds
ΛHyt)ds
=
∫ L˜
0
(s
√
β
m0
HytΛHyst − s
√
β
m0
Hyt
d
ds
ΛHyt)ds
=
∫ L˜
0
(s
√
β
m0
HystΛHyt − s
√
β
m0
Hyt
d
ds
ΛHyt)ds
= s
√
β
m0
HytΛHyst|L˜0 −
∫ L˜
0
yt
d
ds
(s
√
β
m0
HytΛHyt)− s
√
β
m0
Hyt
d
ds
ΛHyt)ds
= −
∫ L˜
0
s
√
β
m0
Hyt
d
ds
ΛHyt − s
√
β
m0
Hyt
d
ds
ΛHyt −
∫ L˜
0
yt
d
ds
(s
√
β
m0
H)ΛHyt
= −2
∫ L˜
0
s
√
β
m0
Hyt
d
ds
ΛHytds−
∫ L˜
0
yt
d
ds
(s
√
β
m0
H)ΛHytds.
Since Λ is continuous from L2(0, L˜) to H1(0, L˜), s
√
β
m0
H ddsΛHyt is continuous from L
2(0, L˜)
to L2(0, L˜). There exist, therefore, a constant,say c2, such that∫ T
0
∫ L˜
0
ρytMyt ≤ ρc2TE(0). (5.21)
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Next, for ρ small enough∫ T
0
∫ L˜
0
sρ
d
ds
(
√
β
m0
H)ytΛHyt ≤ ρL˜c3
∫ T
0
∫ L˜
0
2y2t dsdt ≤ 4ρc3T L˜E(0).
Here
c3 =
max(0,L˜)(
d
ds(
√
β
m0
H))
√
m0βH2
.
Finally, ∫ L˜
0
√
m0βH
2(2qysys)ds ≤
∫ L˜
0
√
m0βH
2(2QL˜(
∫ L˜
0
y2ds)
1
2 (
∫ L˜
0
ysds)
1
2
≤
√
m0βH
2(2QL˜(
1
λ1
∫ L˜
0
(qy2 + y2s)ds)
1
2 (
∫ L˜
0
y2sds)
1
2 )
≤ 2QL˜( 1
λ1
(2E(t))
1
2 )((2E(t))
1
2 )
=
4QL˜√
λ1
E(t),
Hence ∫ T
0
y2s(L˜, t)dt ≤ cE(0)
where
c =
4L˜+ 2T + ρc2T + 4ρc3T L˜+ 4QL˜T√λ1
L˜
√
m0β|s=L˜H2(L˜)
.
Corollary 4. If
(y0, y1) ∈ V ×H then ∂ny(L˜, t) ∈ L2loc(R).
This is ” a hidden regularity ” result.
5.3 Definition of the solution to non-homogenous problem
Consider the non-homogenous problem
m0Hutt + ρH−1ΛHutt −m0Huss +m0Hqu = 0 (5.22)
u(0, t) = 0, u(L˜) = f (5.23)
u(s, 0) = u0, ut(s, 0) = u1. (5.24)
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Multiply equation (5.11) by Hu and formally integrate by parts i.e
0 =
∫ T
0
∫ L˜
0
m0H
2u(ytt + ρm−10 H
−1ΛHytt − yss + qy)
√
β
m0
dsdt
=
∫ T
0
∫ L˜
0
√
m0βH
2u(ytt + ρm−10 H
−1ΛHytt − yss + qy)dsdt
First consider∫ T
0
∫ L˜
0
√
m0βH
2u(ytt + ρm−10 H
−1ΛHytt)dsdt =
∫ L˜
0
√
m0βH
2u(yt + ρm−10 H
−1ΛHyt)|T0 ds
−
∫ T
0
∫ L˜
0
d
dt
(
√
m0βH
2u)(yt + ρm−10 H
−1ΛHyt)dsdt =
∫ L˜
0
√
m0βH
2u(yt + ρm−10 H
−1ΛHyt)|T0 ds
−
∫ T
0
∫ L˜
0
√
m0βH
2ut(yt + ρm−10 H
−1ΛHyt)dsdt =
∫ L˜
0
√
m0βH
2u(yt + ρm−10 H
−1ΛHyt)|T0 ds
−
∫ L˜
0
√
m0βH
2ut(y + ρm−10 H
−1ΛHy)|T0 ds+
∫ T
0
∫ L˜
0
√
m0βH
2utt(y + ρm−10 H
−1ΛHy)dsdt
= Y 0 +
∫ T
0
∫ L˜
0
√
m0βH
2utt(y + ρm−10 H
−1ΛHy)dsdt,
(5.25)
where Y 0 =
∫ L˜
0
√
m0βH
2((uyt − uty) + (ρm−10 H−1)(uΛHyt − utΛHy))|T0 ds.
Next consider∫ T
0
∫ L˜
0
√
m0βH
2u(−yss + qy)dsdt = −
∫ T
0
√
m0βH
2uys|L˜0 +
∫ T
0
∫ L˜
0
√
m0βH
2ysusdsdt
+
∫ T
0
∫ L˜
0
√
m0βH
2qyudsdt = −
∫ T
0
√
m0βH
2fys(L˜, t)dt+
∫ T
0
√
m0βH
2usy|L˜0 dt
−
∫ T
0
∫ L˜
0
√
m0βH
2ussydsdt)) +
∫ T
0
∫ L˜
0
√
m0βH
2qyudsdt
= −
∫ T
0
∫ L˜
0
√
m0βH
2ussydsdt−
∫ T
0
√
m0βH
2fys(L˜, t)dt+
∫ T
0
∫ L˜
0
√
m0βH
2qyudsdt.
(5.26)
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We now put equations (5.25) and (5.26) together, so that
0 = Y 0 +
∫ T
0
∫ L˜
0
√
m0βH
2(utt + ρm−10 H
−1ΛHutt − uss + qu)ydsdt
−
∫ T
0
√
m0β|s=L˜H2(L˜)ys(L˜, t)fdt,
which reduces to
0 =
∫ L˜
0
√
m0βH
2(u(T )yt(T )− ut(T )y(T ) + u1y0 − u0y1)
+ρm−10 H
−1(u(T )ΛHyt(T )− ut(T )ΛHy(T )
+u1ΛHy0 − u0ΛHy1)−
∫ T
0
√
m0β|s=L˜H2(L˜)ys(L˜, t)fdt.
Therefore∫ T
0
√
m0β|s=L˜H2(L˜)ys(L˜, t)fdt+
∫ L˜
0
√
m0βH
2(u0y1 − u1y0 + ρ
m0H
(u0ΛHy1 − u1ΛHy0))ds
=
∫ L˜
0
√
m0βH
2(u(., T )yt(., T )− ut(., T )y(., T ) + ρ
m0H
(u(., T )ΛHyt(., T )− ut(., T )ΛHy(., T )))ds.
Putting
LT (y0, y1) :=
∫ T
0
√
m0β|s=L˜H2(L˜)ys(L˜, t)fdt+ < (−u1, u0), (y0, y1) >V ′×H,V×H, (5.27)
(where
< (u, v), (y, z) >=
∫ L˜
0
√
m0βH
2(uy + vz +
ρ
m0H
(uΛHy + vΛHz))ds, )
identity (5.27) can be rewritten as
LT (y0, y1) =< (−ut(T ), u(T )), (y(T ), yt(T )) >V ′×H,V×H . (5.28)
Definition 7. We say that (u, ut) is a solution of (5.22)–(5.24) if (u, ut) ∈ C(R;H× V ′) and
if (5.28) is satisfied for every T ∈ R and for every (y0, y1) ∈ V ×H.
Theorem 6. Suppose (u0, u1) ∈ V ′ ×H and f ∈ L2(0, T ), then the problem (5.22)–(5.24) has
a unique solution (u, ut) ∈ C((0, t);V ′ ×H).
Furthermore, the linear map (u0, u1, f) 7→ (u, ut) is continuous with respect to these topologies.
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Proof:
As a consequence of the hidden regularity estimate, there is a unique continuous linear map
L1 : H10 (0, L˜)× L2(0, L˜) 7→ L2(0, T )
such that
L1(y0, y1) = ys(L˜, t) ∀ (y0, y1) ∈ H10 (0, L˜)× L2(0, L˜).
It follows that for every given T ∈ R the linear form LT is bounded in H10 (0, L˜)×L2(0, L˜). It is
also true that the linear map (y(T ), yt(T )) 7→ (y0, y1) is an isomorphism of H10 (0, L˜)×L2(0, L˜)
onto itself. Hence the linear form
(y(T ), yt(T )) 7→ LT (y0, y1)
is also bounded on H10 (0, L˜)× L2(0, L˜).
It, therefore, implies that there exists a unique (u(T ), ut(T )) ∈ H10 (0, L˜)×L2(0, L˜)) satisfying
(5.28).
Now, we want to show that
for T ∈ R, T 7→ ||u(T ), ut(T )||V ′×H
is bounded in every bounded interval. This is to say that, for every bounded interval ( say, I)
and for all T ∈ I the estimate
||(y(T ), yt(T ))||V×H ≤ c(I)(||f ||L2(0,T ) + ||(u0, u1)||V ′×H). (5.29)
Here c(I) is a constant independent of T, f, u0 and u1.
Now choose (y0, y1) ∈ V ×H arbitrarily and write
U = (−ut, u), U0 = (−u1, u0), Y = (y, yt), Y 0 = (y0, y1).
Applying the Hidden regularity theorem (5), we get the following estimate
| < U(T ), Y (T ) >V ′×H,V×H | =
∫ T
0
ys(t, L˜)fdt+ < U0, Y 0 >V ′×H,V×H
≤ ||ys(t, L˜)||I ||f ||I + ||U0||V ′×H||Y 0||V×H
≤ c(I)(||f ||1 + ||U0||V ′×H||Y 0||V×H).
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Hence (5.29) follows.
It is well known ( see Lions and Magenes (35)) that if (u0, u1) ∈ V × H and f ∈ C∞c (R),
such that f(0) = 0, then (5.22)–(5.24) has a regular solution u ∈ C(R;V) ∩ C1(R;H). So in
particular (y, yt) ∈ C(R,V ′×H). From (5.29) the data (y0, y1, f) is dense in V ′×H×L2(0, T ).
Hence we conclude that (y, yt) ∈ C(R;V ′ ×H) in the general case also.
The continuous dependence of the solution on (y0, y1, f) follows from (5.29).
5.4 Observability Estimate:
The goal for this section is to establish the inverse inequality∫ L˜
0
y2s(L˜, t)dt ≥ c′E(0).
Set Q := sup(0,L˜) q and
Q∗ :=
2L˜Q√
λ1
+
Q√
λ1
, (5.30)
where λ1 is the biggest constant such that∫ L˜
0
|vs|2 + q|v|2dx ≥ λ1
∫ L˜
0
|v|2ds, ∀v ∈ H10 (0, L˜).
Theorem 7. Let
Q∗ < 1 (5.31)
and T be an interval of length
T >
4(L˜+ ρ∗c0)
2(1−Q∗)− ρ∗(c2 +R) . (5.32)
There exists a ρ∗, where 0 < ρ∗ ≤ ρ and a constant c′ > 0 such that∫ T
0
y2s(L˜, t)dt ≥ c′E(0). (5.33)
Proof
Rewrite equation (5.19) as∫ T
0
L˜(
√
m0β)|s=L˜H2(L˜)y2s(L˜, t)dt = 2X0 +
∫ T
0
∫ L˜
0
(
√
m0βH
2{y2t + y2s + qy2
+
ρ
m0H2
HytΛHyt}dsdt+
∫ T
0
∫ L˜
0
{ρ{ d
ds
(s
√
β
m0
H)ytΛHyt −
√
β
m0
HytΛHyt +
ytMyt}+
√
m0βH
2(−qy2 + 2qysys)}dsdt
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The terms ρ{ dds(s
√
β
m0
H)ytΛHyt −
√
β
m0
HytΛHyt} simplify to
( s2b(s)−
m′0
m0
√
β
m0
)(ρ
√
β
m0
HytΛHyt), so∫ T
0
L˜(
√
m0β)|s=L˜H2(L˜)y2s(L˜, t)dt = 2X0 + 2|T |E
+
∫ T
0
∫ L˜
0
(
s
2
b(s)− m
′
0
m0
√
β
m0
)(ρ
√
β
m0
HytΛHyt) + ρytMyt
+
√
m0βH
2(−qy2 + 2qysys)dsdt.
We first consider the estimate for
∫ L˜
0
√
m0βH
2(−qy2 + 2qysys)ds. We proceed as follows
∫ L˜
0
√
m0βH
2(−qy2 + 2qysys)ds ≥
∫ L˜
0
√
m0βH
2(−Qy2 + 2qysys)ds
≥ ∫ L˜0 −Qy2ds− 2QL˜(∫ L˜0 y2ds) 12 (∫ L˜0 y2sds) 12
≥ − Qλ1
∫ L˜
0 y
2
s + qy
2ds− 2QL˜( 1λ1
∫ L˜
0 y
2
s + qy
2ds)
1
2 (
∫ L˜
0 y
2
s)
1
2
≥ −2Qλ1 E(t)− 2QL˜( 1√λ1 (2E(t))
1
2 (2E(t))
1
2 )
= −2( Qλ1 +
2QL˜√
λ1
)E(0)
= −2Q∗E(0). (5.34)
From equation (5.21) ∫ T
0
∫ L˜
0
ρytMyt ≥ −ρc2TE(0). (5.35)
Let R = max(0,L˜)|( s2b(s)−
m′0
m0
√
β
m0
)|. This implies that
∫ T
0
∫ L˜
0
(
s
2
b(s)− m
′
0
m0
√
β
m0
)(ρ
√
β
m0
HytΛHyt)dsdt ≥ −ρRTE(0).
Finally, from equation (5.20)
|X0| ≥ (−2L˜− 2ρc0)E(0). (5.36)
Hence ∫ T
0
y2s(L˜, t)dt ≥ c′E(0), (5.37)
where c′ = (2T−ρc2T−ρRT−4ρc0−4L˜)−2TQ
∗
L˜(
√
m0β)|s=L˜H2(L˜)
.
There exists ρ∗ > 0 small enough, 2T − ρ∗(c2T +RT + 4c0)− 4L˜− 2TQ∗ > 0, implies that
T >
4(L˜+ ρ∗c0)
2(1−Q∗)− ρ∗(c2 +R) .
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Remark 15. While (5.31) is restrictive, it is easy to find non trivial examples that satisfy this
hypothesis. For instance, if q is constant we have that λ1 in equation (5.31) is
λ1 = (
pi
L˜
)2 + q
and the corresponding eigenfunction is
sin (
pix
L˜
).
Then equation (5.31) becomes
Q∗ =
q(2L˜
√
( pi
L˜
)2 + q + 1)
( pi
L˜
)2 + q
.
Therefore the condition Q∗ < 1 implies that
4pi2L˜4q2 + 4L˜6q3 < pi4. (5.38)
On solving equation (5.38), we get the estimate
−1.73 < L˜2q < 1.47.
Hence the estimate (5.32) is admissible.
5.5 The HUM Principle
Here we use the Hilbert Uniqueness method, due to Lions (36), to establish an exact
controllability result.
We begin by first looking at (5.39)–(5.41) with terminal state conditions and with control given
by f(t) i.e
m0Hutt + ρH−1ΛHutt −m0Huss +m0Hqu = 0, (5.39)
with the boundary conditions
u(0, t) = 0 u(L˜, t) = f (5.40)
and initial conditions
u(s, 0) = u0, ut(s, 0) = u1. (5.41)
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By theorem (6), given (u0, u1) ∈ V ′ × H and f ∈ L2(0, T ), the problem (5.39)–(5.41) has a
unique solution
u ∈ C((0, T );V ′) ∩ C1((0, T );H).
Definition 8. The problem (5.39)–(5.41) is exactly controllable if for any given (u0, u1), (u0T , u
1
T ) ∈
V ′ × H there exists a control f ∈ L2(0, T ) such that the solution of (5.39)–(5.41) satisfies
u(s, T ) = u0T , ut(s, T ) = u
1
T .
Theorem 8. Assume that (5.31) and (5.32) hold. Then for any pair (u0, u1), (u0T , u
1
T ) ∈ V ′×H
there exists f ∈ L2(0, T ) such that the solution of (5.39)–(5.41) satisfies
u(s, T ) = u0T and ut(s, T ) = u
1
T . (5.42)
Remark 16. Let us consider the solution of the problem
m0Huˆtt + ρH−1ΛHuˆtt −m0Huˆss +m0Hquˆ = 0,
uˆ(0, t) = uˆ(L˜, t) = 0,
uˆ(s, 0) = u0T , uˆt(s, 0) = u
1
T ,
and assume that there exists a control f ∈ L2(0, T ) such that the solution of the problem
m0Hu´tt + ρH−1ΛHu´tt −m0Hu´ss +m0Hqu´ = 0, (5.43)
u´(0, t) = 0, u´(L˜, t) = f,
u´(s, 0) = u0 − uˆ(s, 0), u´t(s, 0) = u1 − uˆt(s, 0)
satisfies u´(T ) = u´t(T ) = 0. Then by linearity u = uˆ + u´ is a solution to (5.39)–(5.41) and
it satisfies (5.42). Therefore, it is sufficient to prove Theorem 8 in the special case where
u0T = u
1
T = 0.
The HUM principle involves seeking a control f in the special form f = ∂vy where y is the
solution of the homogeneous problem
m0Hytt + ρH−1ΛHytt −m0Hyss +m0Hqy = 0
y(0, t) = 0, y(L˜, t) = 0
y(s, 0) = y0, yt(s, 0) = y1
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for a suitable choice of (y0, y1) ∈ H10 (0, L˜)× L2(0, L˜). From theorem (6), given any (y0, y1) ∈
H10 (0, L˜) × L2(0, L˜) problem (5.39)–(5.41) has a unique solution and that ys(L˜, t) ∈ L2(0, T ).
Also the linear map (y0, y1) 7→ ys(L˜, t) is continuous from H10 (0, L˜)× L2(0, L˜) into L2(0, T )×
H−1(0, L˜).
If (y0, y1) is such that (y(0), yt(0)) = (u0, u1) then the control f := ys(L˜, t) drives the system
(5.39)–(5.41) to rest. Thus Theorem 8 will be proved if we show surjective
H10 (0, L˜)× L2(0, L˜) 3 (y0, y1) 7→ (u(0), ut(0)) ∈ H−1(0, L˜)× L2(0, L˜).
It is, however, convenient to study the surjectivity of the map
Θ : H10 (0, L˜)× L2(0, L˜) 7→ H−1(0, L˜)× L2(0, L˜),
defined by Θ(y0, y1) := (ut(0),−u(0)).
Lemma 1. Assume (5.31 and (5.32) are satisfied. Then Θ is an isomorphism of H10 (0, L˜)×
L2(0, L˜) onto H−1(0, L˜)× L2(0, L˜).
Proof
It is clear that Θ is bounded.
We now compute
< Θ(y0, y1), (y0, y1) >V ′×H,V×H .
Multiply equation (5.39) by Hy and integrate by parts i.e
0 =
∫ T
0
∫ L˜
0
√
m0βH
2y(utt +
ρ
m0H
ΛHutt − uss + qu)dsdt
=
∫ L˜
0
√
m0βH
2(yut − ytu+ ρ
m0H
(utΛHy − uΛHyt))|T0
+
∫ T
0
∫ L˜
0
√
m0βH
2(ytt +
ρ
m0H
ΛHytt − yss + qy)dsdt−
∫ T
0
√
m0βH
2|ys(L˜, t)|2dt
=
∫ L˜
0
√
m0βH
2(yut − ytu+ ρ
m0H
(utΛHy − uΛHyt))|T0 −
∫ T
0
√
m0βH
2|ys(L˜, t)|2dt
=
∫ L˜
0
√
m0βH
2(−y0ut(0) + y1u(0) + ρ
m0H
(u(0)ΛHy1 − ut(0)ΛHy0))ds
−
∫ T
0
√
m0βH
2|ys(L˜, t)|2dt
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Now apply the observability estimate to get the estimate
< Θ(y0, y1), (y0, y1) >V ′×H,V×H ≥ cE.
Thus Θ is an isomorphism of H10 (0, L˜)× L2(0, L˜) onto H−1(0, L˜)× L2(0, L˜).
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CHAPTER 6. Conclusion
In this thesis, we have studied two cochlear models:
1. The cochlear model without longitudinal elasticity.
2. The cochlear model with longitudinal elasticity.
We saw that, for the first case, we have approximate controllability if a distributed control
acts on a portion of the cochlear and exact controllability if the control is applied on the whole
basilar membrane. For the second model, exact controllability is achieved if the control (with
some restrictions on parameters) is applied at the boundary, the apex of the cochlear.
6.1 Future Research
• While studying controllability of the cochlear model with longitudinal elasticity, we ig-
nored the dynamics of the oval and round windows. It would be interesting to see the results
we get if these dynamics are incorporated.
• Also, for the case of the cochlear model with longitudinal elasticity, we only considered the
boundary control. It remains to be seen how controllability results would be if we considered
distributed control.
• Several other methodologies might be applied to the problem with longitudinal elasticity, for
example Carleman estimate and methods based on differential geometry.
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