probability derived from P. If the sequence of probability measures (P'(s, ), n = 1,2.... ) is convergent in the weak topology on probabilities, then two conclusions follow. First, the limit of the sequence is an invariant probability X, for P. Secondly, if the Markov process starts from the state s then its average behavior over time is determined completely by AS. Thus one would like to prove that the sequence (pn(s, *)) converges for each s; if possible, one would also like to deduce that the invariant probabilities ?? do not depend on s so that P has only one invariant probability.
It is the thesis of this paper that for most Markovian stochastic models one can prove the existence of invariant distributions and the convergence of the process to them by appealing to some very general theorems. One usually verifies the hypotheses of the theorems by verifying certain properties of the transition probability.
The mathematical theory I shall discuss is well known (in various guises) to experts in stochastic processes. Some of it is also familiar to a handful of economic theorists. The role of this paper is, therefore, largely a pedagogical one. It presents a unified mathematical framework and a collection of techniques in a form useful for direct economic applications.
I would next like to outline this paper's contents and suggest how the main results might be applied to stochastic models which have appeared in the literature.
Section 1 establishes the unifying mathematical theme of this paper by defining the concept of a Markov operator. Such operators are linear transformations which are defined naturally by transition probabilities and which mirror all the essential features of the associated Markov process.
In Section 2 we establish conditions sufficient to imply the existence of an invariant probability for a Markov process. These conditions require that the process not wander too often from compact sets and that the associated Markov operator have the so-called Feller property of mapping continuous functions into continuous functions. These conditions easily lead to the main implication of Theorem 2 in [4] and also allow a quick proof of the existence of invariant distributions in the Grandmont-Hildenbrand temporary equilibrium model [12] . Section 2 also develops an easy-to-use uniqueness criterion for invariant distributions. The criterion can be simply stated in terms of the transition probability and allows one (for example) to easily prove the uniqueness of the stochastic steady state in the Brock-Majumdar growth model [4] for an open, dense set of exogenous shock distributions.
A powerful and frequently employed tool (see for example [16, 22] ) for proving the convergence of Markov processes to invariant distributions is the famous condition of Doeblin. Sections 3 and 4 establish the equivalence between Doeblin's condition and the quasi-compactness of the associated Markov operator. More importantly, they present results which enable one to recognize quasi-compact operators by inspecting the associated transition probability.
In many applications (e.g., [5, 13, 22]) one must derive the transition probability from more basic economic hypotheses. This often makes it difficult to show that the intuitively correct definition of the transition probability has the neces-sary measurability properties. Section 5 shows how these problems can be overcome for economic models which can be represented as "random dynamical systems." We also establish conditions on such systems sufficient to imply the quasi-compactness of the corresponding Markov operator. Section 6 studies random contractions; these are random dynamical systems having additional contraction mapping properties. Random contractions arise naturally when studying the dynamics defined by optimal policies for concave, stochastic, dynamic programming problems [10]. They also arise from stochastic learning models [6, 25, 32] and from certain kinds of stochastic games [31] .
One important topic has been omitted from this paper. In economic applications (e.g., [11, 23]) one often wishes to determine how the invariant distributions of a Markov process change when the transition probability is altered. Such comparative statics questions are difficult to answer in any generality. The only known results along these lines require strong restrictions upon the transition probability. The reader is referred to [7] for the basic results on this problem.
The Markov processes studied in this paper are all discrete time processes. The reader interested in studying continuous time Markov models should consult [2] for a discussion of diffusion processes applied to economic problems.
A final note: the reader is assumed to be familiar with the definitions of several standard mathematical terms used in this paper. For the convenience of those unfamiliar with these terms the Appendix contains references to appropriate definitions.
TRANSITION PROBABILITIES AND MARKOV OPERATORS
In this section we shall show how a transition probability that defines a Markov process also gives rise to a continuous, linear operator on a certain Banach space. From such an operator one can actually reconstruct the original transition probability. In fact, this procedure establishes a one to one correspondence between transition probabilities and Markov operators (m-operators). We shall see in later sections that this correspondence allows one to bring powerful Banach space techniques to bear upon the study of the asymptotic properties of Markov processes.
Transition Probabilities
To begin the discussion let (S, S) be a measurable space (references to undefined mathematical terms can be found in the Appendix to this paper). The set S should be interpreted as the set of possible states of the economic system. DEFINITION 1.1: A transition probability on (S, S) is a function P: S>< S -* [0, 1] with two properties: (a) for each measurable set A E S the real valued function P(.,A) is S measurable; (b) for each point s in S the set function P(s, -) with domain S is a probability measure on (S, S). The number P(s,A) should be interpreted as the probability that the economic system will move from the state s to some state in the set A during one unit of time.
Given a tranlsition probability P on (S. S), one can define, for each nonnegative integer, a transition probability Pi on (S,S) by the formulae: The operator T defined above is called the Markov operator associated with P. T is a continuous mapping of operator norm equal to I (equivalently, supi o -I I Tf = 1). Note that Tf(s) is the mathematical expectation of the random variable f with respect to the probability measure P(s, *). Exactly the same formula can be used to define Markov operators T' associated with the i-step transition probabilities P'. Note that T' is just T composed with T-'. Thus T' is in fact the ith power of T.
The adjoint T* of the operator T is defined by the formula ( T*X)(A ) = P(t, A )X(dt).
T* maps the Banach space of bounded finitely additive set functions defined on (S, S) to itself. This is the Banach space dual to B(S) and is denoted by ba(S); it has as its norm the total variation norm defined by n I/XI =sup l where the supremum is taken over all finite partitions of S into disjoint subsets I A, . One can easily show, using the monotone convergence theorem, that T*X is countably additive whenever X is. Thus T* maps probabilities into probabilities. If X(A ) is the probability that the economic system is in the set A at date T. then (T*X)(A ) is the probability that it is in A at date T + 1.
EQUICONTINUOUIS MARKOV OPERATORS
In this section we study a class of Markov operators with three very important properties. First of all, if T is such an operator there is always at least onle probability A such that T*X = X. Such probabilities are called invariant and are the equilibria or steady states of the stochastic, dynamic process defined by T.
Secondly, if we define the continuous linear operator A,( T) by the formula A, (T) (I/n)1j]
T' (for n 1) then, for any probability X on (S,S). the scquence of probabilities ,A,,( T*)/Xl converges in the weak topology to an invariant probability. (Note that A,( T)* = A,,( T*).) Thus the statistical, long run average behavior of the dynamic process is completely determined by the set of invariant probabilities. Finally, a simple criterion is available that allows one to determine whether the invariant probability is unique. This criterion is the direct gcneralization of that used when S is a finite set. In section three we will see that this uniqueness criterion can be generalized in such a way as to provide a method for proving the convergence of the sequence '(T*)X'I rather than just convergcnce of ' 
Convergence Properties of Equicontinuous Operators
We begin the discussion by defining equicontinuous Markov operators.
ASSUMPTION:
The state space S is a separable metric space. (Recall that a topological space is separable whenever it has a countable subset whose closure is the whole space.) The o-field S is just the Borel o-field of S. Finally, S is a Borel subset of a complete, separable metric space W, and its topology and metric are inherited from W. This assumption will be maintained throughout this paper. For economic applications it seems quite unrestrictive. For example, any Borel subset of a finite dimensional Euclidean space or, more generally, of any separable Banach space has the required properties.
Define C(S) to be the closed subspace of B(S) consisting of the continuous functions. DEFINITION The property of being a stable operator is often referred to in the probability literature as the Feller property. Please note that the term "stable" used in this sense does not necessarily connote any kind of dynamic stability as it often would in economic contexts. DEFINITION 2.2: Let B be a set of probability measures on (S, S). Then B is said to be e-tight if there is a compact set F, c S such that X(F,) _ 1 -for all X in B. The set B is said to be tight if it is e-tight for all e > 0. DEFINITION In other words, an m-operator is tight provided that for each e > 0, there is an n and a compact set F, such that Pn(s, F,) i 1 -for all s (where P is the transition probability corresponding to the operator). Since S is a metric space every countably additive measure is regular (Parthasarathy [27, p. 27, Theorem 1.2]). Thus T* maps rca(S) to itself; that T* is weakly continuous then follows easily from the fact that T is a stable operator.
For compact S it is well known that the set of probabilities on (S, S) is a convex, weakly compact subset of rca(S) (Parthasarathy [27, p. 45, Theorem 6.4]). The standard fixed point argument then shows that T* has an invariant probability, i.e., that there exists a probability X such that T*X = X. But in some applications one needs tools which can be applied to the case where S is not compact. The following results show that the assumption of tightness can replace the compactness of S when proving the existence of invariant distributions. PROOF: Let A be an arbitrary probability, and consider the sequence ' A,,(T*)A). Applying Corollary 2.7 and Proposition 2.8, we see that this sequence has weakly compact closure in the set of all probabilities. Since S is separable metric the weak topology on the set of all probabilities on S is metrizable. Therefore, there must be a probability X and a subsequence A,1 (T*)A a that converges weakly to X. Since T* is weakly continuous, the sequence f T* * A,1 (T*), /3 converges weakly to T*X. The sequence /3-a is just (1 /n)(T*(h' + -) -).
But this converges weakly to zero. Since rca(S) is a topological vector space in its weak topology, it follows that the sequences /3 and a have the same weak limit. Thus T*X = X, completing the proof. Q.E.D.
Theorem 2.9 shows that stochastic, dynamic processes giving rise to stable, tight Markov operators have stochastic steady states, i.e., invariant probabilities. But this fact in itself is not very interesting unless one knows that these invariant probabilities accurately mirror the long run average behavior of the process. We next show that the additional hypothesis of uniform mean stability implies the desired convergence result. Thus {nA(T*)A} converges weakly to X. Since rca(S) is Hausdorff in the weak topology, this is the only limit point of the sequence.
Q.E.D.
The reader should be careful to note that the limiting invariant probability X appearing in Theorem 2.10 will generally depend upon the choice of the initial probability A.
A Uniqueness Criterion
In economic problems it is often important to have a criterion that will imply the uniqueness of the invariant probability. We develop just such a criterion in this subsection. It is applicable to processes giving rise to equicontinuous moperators.
One crucial hypothesis that we shall use time and again is the hypothesis of stability. In other words, the operator in question must preserve continuous functions (i.e., it must "respect the topology of S"). In Section 3 we shall present an example which shows that if the stability hypothesis is dropped, our uniqueness criterion is no longer valid; this is despite the fact that the operator in question exhibits very nice convergence properties.
The results in this subsection are those of Sine [33] modified by replacing the assumption of compact S by the assumption of tightness on T. For this reason we shall omit many technical details and refer the interested reader to Sine [33] for the necessary proofs. UNIQUENESS CRITERION 2.11: There is a point s0 in S with the following property. For any neighborhood U of so, and any point s in S, one can find an integer n such that P'(s, U) > 0.
The reader should note that when S is a finite set in the discrete topology, this criterion directly generalizes the usual uniqueness criterion for finite Markov chains.
We wish to prove the following theorem.
TIIEOREM 2.12: Let T be an equicontinuous m-operator with transition probabilitv, P. Then the following conditions are equivalent: (a) there is a unique probability X satisfying T*X = X; (b) P satisfies the uniqueness criterion 2.1 1. Theorem 2.12 has a very useful corollary. COROLLARY 2.13: Let T,, T2 be stable m-operators, and let a be a real number 0 < a _ 1. Suppose that the m-operators T= aT1 + (1 -a)T2 and T, are both equicontinuous, and further that T, has a unique invariant probability. Then T has a unique invariant probability.
PROOF: Let X be the unique probability such that T*X = X, and let P, be the transition probability for T,. By Theorem 2.12, P, satisfies the uniqueness criterion with respect to some point so. Let a neighborhood U of so be given, and let s be any point in S. We can then find an integer n such that pn(s, U) > 0. But P'(s, U)_' anP (s, U) > 0. Thus P also satisfies the uniqueness criterion; another application of 2.12 then gives the result.
The proof of Theorem 2.12 will take up the rest of this section. The reader uninterested in the technical details should move on to Section 3.
If T is an m-operator, define KT to be the subset of rca(S) consisting of the probabilities invariant under T. Our first task is to show that KT is completely determined by its extreme points provided T is equicontinuous. LEMMA 2.14: Suppose T is equicontinuous. Then KT is convex and weakly compact.
PROOF: Because T* is linear, KT is obviously convex; KT is weakly closed because T* is weakly continuous. To show that KT is weakly compact, it will, in view of Proposition 2.8 and the fact that KT is weakly closed, suffice to show that KT is a tight family of probabilities.
By hypothesis, T is a tight operator. Let P be the corresponding transition probability, and fix e > 0. We can then choose an n and a compact set Fe The idea behind the proof of Theorem 2.12 is to show that the uniqueness criterion is equivalent to the assertion that KT has only one extreme point. Corollary 2.16 then implies that KT must consist of a single point. In order to carry through this program, we must first characterize the extreme points of KT. The remarkable property of equicontinuous operators is that such a characterization can be developed using only the supports of invariant probabilities. DEFINITION 2.17: Let js be a probability. The support of jt, denoted a( M), is the smallest, closed subset of S with the property t(a([t)) = 1.
Since S has been assumed to be a separable metric space, Parthasarathy, [27, p. 27, Theorem 2.1] tells us that every probability in S has a unique support.
DEFINITION 2.18: Let F be a non-empty, closed subset of S. F is said to be self-supporting if a(T*68) C F for every point s in F (recall that 65 is the unit point mass at s).
Thus, a closed set is self-supporting provided that no probability can ever escape from it. Since the support of every invariant probability is a self-supporting set, one might hope to show that the extreme, invariant probabilities are supported on self-supporting sets with special properties. When T is equicontinuous, this turns out to be the case. Thus P satisfies the uniqueness criterion. This completes the proof of Theorem 2.12.
QUASI-COMPACT MARKOV OPERATORS
The equicontinuous operators studied in the previous section enjoyed several very useful properties. Unfortunately, it is in practice often difficult to determine directly whether a given operator is equicontinuous. In this section we introduce the class of quasi-compact Markov operators. If a quasi-compact operator is also a stable operator it is then equicontinuous. In the following section we shall see that, unlike the general equicontinuous operator, quasi-compact operators are easily recognized; in fact, we shall find that "most" operators are quasi-compact.
If a given m-operator T can be shown to be quasi-compact, one can immediately deduce the existence of at least one invariant probability and also the convergence of the sequence {A,(T*)X}, for any probability X, to some invariant probability. This is true even if Tfails to be stable. In fact even more is true. The set of invariant probabilities is finite dimensional and the convergence occurs at an arithmetic rate with respect to the total variation norm on probability measures; this, of course, is a much stronger convergence result than simply convergence in the weak topology (a much coarser topology than the total variation topology). Unfortunately, as we shall show by example, the uniqueness theorem, 2.12, is not valid, even for a quasi-compact operator, unless the operator is also stable.
The last part of this section is devoted to a generalization of the uniqueness criterion of Section 2 that is applicable to stable, quasi-compact m-operators. If this critcrion is satisfied, then one can infer not only the uniqueness of the invariant probability, but the convergence of the sequence { T*'A}, for any probability X, to the invariant probability at a geometric rate in the total variation norm.
Quasi-Compact Operators
To begin the discussion, we introduce the following notation. If X is a Banach space write lin(X) to denote the Banach space of all continuous, linear maps of X to itself. Define the unit ball of the Banach space X to be bX _ {x E XHiI 1 Note that lin(X) is a Banach space under the operator norm ITI supv,hx jTxj. DEFINITION 
3.1: Let X be a Banach space and T an operator in lin(X). Then T is said to be compact if the image of bX under T has compact closure in X. The operator T is said to be quasi-compact if there is a compact operator L and an
integer n such that I Tn -Li < 1.
The following theorem reveals the importance of quasi-compact operators. Of course, if a quasi-compact m-operator fails to be stable it cannot be equicontinuous. Nevertheless, Theorem 3.2 asserts that for such operators, invariant probabilities exist (because T* is quasi-compact and preserves probabilities) and that the Cesaro iterates of any initial probability converge in total variation to an invariant probability.
If an m-operator is quasi-compact, one gets "free of charge" the following rate of convergence result. 
VI=n
Putting together Theorems 3.2 and 3.4, we can assert that whenever T is quasi-compact the Cesaro iterates of any initial probability converge at an arithmetic rate in the total variation norm to an invariant probability. This is much stronger than simply asserting convergence in the weak topology on probability measures. 
A Generalized Uniqueness Criterion
It often happens that one would like to infer convergence of the sequences {T*nlv}, for any probability v, rather than simply convergence of {An(T*)j}. One might also ask for rates of convergence that are geometric rather than arithmetic. In this subsection, we develop for stable, quasi-compact m-operators a generalization of the Uniqueness Criterion 2.11 which, if satisfied, implies these results.
GENERALIZED UNIQUENESS CRITERION 3.5: There should exist a point so in S with the following property. For any integer k 1, any point s in S, and any neighborhood U of so, one can find an integer n such that pnk(S U) > 0.
The main theorem in this subsection is the following. The readers should note that the Uniqueness Criterion 2.11 is just the case k = 1 of Criterion 3.5. Furthermore, Theorem 3.3 tells us that every stable, quasi-compact m-operator is equicontinuous. Therefore, if the transition probability for such an operator satisfies 3.5, we can apply Theorem 2.12 to infer the uniqueness of the invariant probability.
The reader uninterested in the details behind the proof of 3.6 should now proceed to Section 4.
To prove Theorem 3.6 we need some preliminary definitions. Hence limn(An(T*L)6,) + limnAn(T*)6s. This contradicts the uniqueness of the invariant probability for Tk .
Let C(S) denote the Banach space of all bounded complex valued continuous functions with the sup norm (the absolute value of a complex number is just its complex modulus). If T is a stable m-operator, then T defines an operator T on C(S) in the following way. Suppose g is in C(S). Then g can be written uniquely as g(s) = f,(s) + if2(s) with f1 in C(S). Define Tg_ Tf, + iTf2. Clearly, T is a continuous linear operator of norm one on C(S). DEFINITION 3.8: If T is a stable m-operator, a complex number a is a proper value of T on C(S) if there is an x E C(S) such that
Q. E. D.
RECOGNIZING QUASI-COMPACT OPERATORS
The results of Section 3 make it desirable to develop easy-to-apply criteria that allow one to recognize a quasi-compact operator by identifying characteristics of the corresponding transition probability. This section provides proofs of several well known results along these lines.
The first is that any operator defined by integrating a bounded transition density with respect to a finite measure is quasi-compact. We shall next exhibit a large class of easily recognized, weakly compact operators on B(S).
TTIEOREM 4.6: Suppose p(s, t) is a real valued function on S x S that is bounded and measurable with respect to the smallest a-field on S x S that contains S x S. Let -q be a finite, positive measure on (S, S). Define an operator T E lin(B(S)) by the formula

Tf(s) = t Jt)p (s, t) -1(dt).
Then T is weakly compact. 
PROOF: Since T is weakly compact if and only if T* is weakly compact [9, p. 485, Theorem 8] it suffices to show that T* :ba(S)-> ba(S)
Clearly
Jf( t)p (s, t),q ( dt) = ft) -) (s, t) v (dt).
The conclusion now follows from 4.6. QE.D.
Doeblin's Condition and Quasi-Compactness
In this subsection we prove that an m-operator is quasi-compact if and only if its transition probability satisfies Doeblin's condition. DEFINITION 4.8: Let P be a transition probability. We say that P satisfies Doeblin's condition if the following assertion holds. There is a probability -q, an integer n, and an e with O < e < I such that if A E S and 71(A)-E, then P'(s,A)-,< 1 -e for all s.
Loosely speaking, a transition probability satisfies Doeblin's condition if there is a probability 'q such that the corresponding Markov process is not concentrated on sets of small r1 measure. Let E, , n be the data with respect to which P satisfies Doeblin's condition. Since S was assumed to be a separable metric space, its Borel a-field is countably generated. We can therefore apply a well known lemma (see, for example, Revuz 
A Final Recognition Result
In this subsection we prove a simple recognition theorem that has many important applications.
ILet X be a Banach space and suppose T1 T2 are in lin(X). Let a be a real number 0 < a ' 1. The transition probability for T is just a(s)PI(s, *) + (1 -a(s))P2(s, *). Thus the process corresponding to T is just a weighted average of the processes corresponding to T, and T2, with weights depending upon the state s. 
RANDOM DYNAMICAL SYSTEMS
In many economic problems a Markov process on a state space S is defined as a "state dependent stochastic average" of deterministic adjustment processes on S. Processes defined in this way are studied in this section where they are termed random dynamical systems. We shall develop conditions under which the results of previous sections can be applied to such processes. DEFINITION A random dynamical system (r.d.s.) is defined by the following  data: (a) a state space (S, S) satisfying the assumption made in Section 2, i.e., S is a separable metric space, and a Borel subset and metric subspace of a complete, separable metric space; S is its Borel a-field; (b) a measurable space (E, E) of "events"; (c) a stochastic kernel Q: S x E-> [O, 1]; thus Q(s,A) is the probability of realizing the event A E E, given that the current state is s E S; (d) a mapping 9: S x E-> S; for each s in S, 9(s, ) is assumed to be measurable, while for each e in E, 9(', e) is assumed to be continuous.
5.1:
Loosely speaking, the state of the system evolves from one period to the next in the following way. If the state at date t is s,, an event e, c E is realized according to the probability law Q(s,, ) . The state at date t + 1 is then s,+ = 9(S, e,)-Given a random dynamical system, one should be able to define a transition probability on the state space in the following way. The first theorem in this section asserts that this definition actually works. THEOREM 5.2: Let the function P be defined as above from the data of a random dynamical system. Then P is a transition probability on (S. S).
To prove 5.2, we need to establish two facts. We must first show that for each s in S, P(s, -) is a probability on (S, S). But it is easy to see that this must be so. For (9 -'A) E&-E for each s in S and A in S because 9(s, *) is assumed to be measurable. In other words (9 -`A), = { e I(s, e) C A 4. This last equality also shows that P(s, ) is a probability; for Q(s, .) is and taking inverse images under 9(s,.) preserves all the required set theoretic operations.
The proof of 5.2 will be complete if we can show that for each A E S, P(.,A) is a measurable function. We do this in the following sequence of lemmas. DEFINITION In view of Theorem 5.2, a random dynamical system defines a transition probability P and thus an m-operator T on B(S). The results of Section 2 make it desirable to find conditions under which T can be shown to be a stable operator. The next proposition is a result in this direction that seems to be sufficient for most applications. Let ca(E) denote the subset of ba(E) which consists of the countably additive set functions. In Sections 3 and 4 we saw that quasi-compact m-operators were very well behaved. In view of these results, it is desirable to find conditions under which the m-operators defined by a random dynamical system is quasi-compact. The difficult part of this problem is to describe conditions under which the operator can be shown to be weakly compact. Our next proposition presents a general condition that ensures weak compactness. Thus P describes the process that sends the point s to the point as + (1 -a). 1/2 with probability one.
5.3: S 0 E is the smallest a-field of S x E that contains all sets
It is easy to check directly that the m-operator T defined by P is equicontinuous. But T is certainly not quasi-compact. For if it were, the sequence {An(T*)t} would, for any probability lt, converge in total variation to 61 Of course, the operator T, although not quasi-compact, is nonetheless well behaved precisely because the transition probability P is defined by a contraction mapping on S. In this section we study a class of random dynamical systems with this property. For obvious reasons, we term them random contractions.
The results in this section are due, in the generality we present them, to Norman COROLLARY 6.9: Suppose that S is compact and that T is defined byl a randon contraction. Then for any probability p., the sequence IA (T*)p} converges at an arithmetic rate in a metric defining the weak topology to an invariant probability.
PROOF: Since T is quasi-compact on L(S), T* is quasi compact on L(S)*. Hence Theorem 3.4 applies and we conclude that the sequence of operators A,( T*), on L(S)* is convergent at an arithmetic rate to a projection. In particular, for any probability li, the sequence X A,( T*)jis converges at an arithmetic rate in the metric p to some element of L(S)*. But since S is compact, the set of probabilities on S is weakly compact. Thus the limit must itself be a probability.
Since Corollary 6.7 asserts that, for compact state spaces, the m-operators induced by random contractions are equicontinuous, it follows that the validity of the uniqueness criterion 2.11 suffices to imply the uniqueness of the invariant probability. But since, in these circumstances, T is actually quasi-compact on L(S) we can show that the validity of the generalized uniqueness criterion 3.5 suffices to prove the convergence of the sequence { T } of operators on L(S). PROOF: Norman proves all assertions except convergence at a geometric rate. But since T is quasi-compact and the norms of Tk are uniformly bounded, the Corollary on p. 205 of [34] shows that the convergence occurs at a geometric rate.
Q.E.D. COROLLARY 6.12: Suppose in addition to the hypothesis of Theorem 6.11, that the operator T is tight. Then, for any probability ,, the sequence of probabilities I T*n,0 } converges at a geometric rate in the metric p to the unique invariant probability for T. PROOF: Theorem 6.11 asserts that { T*"L } converges at a geometric rate to some element of L(S)*. Since T is tight, Proposition 2.8, together with the fact that p induces the weak topology on probabilities, implies that this limit is itself a probability.
We now show that the limiting probability (which is obviously invariant) is unique. Suppose not. Then there are at least two distinct invariant probabilities
