Biological vision infers multi-modal 3D representations that support reasoning about scene properties such as materials, appearance, affordance, and semantics in 3D. These rich representations enable us humans, for example, to acquire new skills-such as the learning of a new semantic class-with extremely limited supervision. Motivated by this ability of biological vision, we demonstrate that 3D-structure-aware representation learning leads to multi-modal representations that enable 3D semantic segmentation with extremely limited, 2D-only supervision. Building on emerging neural scene representations, which have been developed for modeling the shape and appearance of 3D scenes supervised exclusively by posed 2D images, we are first to demonstrate a representation that jointly encodes shape, appearance, and semantics in a 3D-structure-aware manner. Surprisingly, we find that only a few tens of labeled 2D segmentation masks are required to achieve dense 3D semantic segmentation using a semi-supervised learning strategy. We explore two novel applications for our semantically aware neural scene representation: 3D novel view and semantic label synthesis given only a single input RGB image or 2D label mask, as well as 3D interpolation of appearance and semantics.
Introduction
Representations of 3D objects learned by humans are multi-modal and support learning of new information with extremely limited supervision. For instance, a person does not need to be told that a car wheel is a car wheel thousands of times, but only a few tens of times. Subsequently, this newly learned semantic label can be directed associated with the person's mental image of a car. In addition, representations learned by humans enable 3D semantic reasoning: Observing a single side-view picture of a car, humans can easily imagine what the other side of the car will look like, including the different semantic classes of the parts involved, such as car door, wheel, or car window.
A similar level of semi-supervised learning and 3D scene understanding is also crucial for many tasks in computer vision, robotics, and autonomous driving. In these applications, algorithms must reason about a 3D scene given only partial information, such as a single image. In robotic grasping, for instance, a robot has to simultaneously reason about the 3D geometry, appearance, and semantic Fig. 1 . We leverage 3D-structure-aware representation learning for 3D reconstruction and semantic segmentation of objects, jointly reasoning about shape, appearance, and semantics. In this particular application, a single RGB image of an unseen object (upper left) is fed into the network, which is then capable of synthesizing perspectively consistent 3D RGB views of the object (left) as well as part-level semantic segmentation labels (right). structure of an object in order to choose the optimal grasping point. In addition, human labeling is expensive, and these applications would thus greatly benefit from label-efficient learning approaches.
Recent progress in representation learning has enabled competitive performance on 2D tasks when only a limited amount of training data is available [78, 4, 23, 2, 13] . Here, 2D feature extractors are trained with massive amounts of unlabeled data on a surrogate task. Once the representation is learned, a limited amount of training data can be sufficient to train a simple classifier on the pre-trained feature representation [23] . While these approaches are applicable to 2D, image-based problems, they do not build a 3D-aware representation. Given a single image observation, they are incapable of making predictions about unseen perspectives of the scene or occluded parts, a task that is critical to 3D scene understanding and interaction.
Concurrently, 3D neural scene representations are an emerging paradigm to tackle problems in inverse graphics and 3D computer vision [60, 14, 15, 71, 75, 63, 31, 38, 58, 56 Given 2D image observations, these approaches aim to infer a 3D-structureaware representation of the underlying scene that enables prior-based predictions about occluded parts. These scene representations have thus far been primarily explored for applications in view synthesis, but not for scene understanding. A naïve approach would be to generate arbitrary perspectives of a scene from limited observations and then apply standard 2D methods for semantic segmentation or other tasks. Such image-based approaches, however, fail to infer a compact, multi-modal representation that would allow for joint reasoning about all aspects of the scene.
Here, we propose to use neural scene representations not for view synthesis, but as a representation learning backbone, enabling downstream tasks by inferring a multi-modal, compact 3D representation of objects from 2D images. Our work adopts continuous scene representation networks enabling, for the first time, dense 3D semantic segmentation given only 2D observations. We then embed the latent 3D feature representation, learned in an unsupervised manner given only posed 2D RGB images, in a standard semi-supervised learning strategy for semantic segmentation. This enables dense 3D semantic segmentation given extremely limited labeled training data of just a few tens of semantic segmentation labels. We demonstrate that this unique combination of unsupervised, 3D-structure-aware pre-training and supervised fine-tuning enables multi-view consistent view synthesis and semantic segmentation (see Fig. 1 ). Our approach further enables several other novel applications, including interpolation of 3D segmentation labels as well as 3D view and semantic label synthesis from just a single observed image or semantic mask. To summarize, we make the following key contributions:
-We extend scene representation networks to perform semantic segmentation, leading to a semantically and 3D-structure-aware neural scene representation. -In a semi-supervised learning framework, we demonstrate that the resulting representation can be leveraged to perform dense 3D semantic segmentation from only 2D observations, given as few as 30 semantic segmentation masks. We demonstrate that features learned by the 3D neural scene representation far outperform a neural scene representation without 3D structure. -We demonstrate multi-view consistent rendering of semantic segmentation masks, including parts of the object that are occluded in the observation. -We demonstrate joint interpolation of geometry, appearance, and semantic labels, and demonstrate how a neural scene representation can be inferred from either a color image or a semantic segmentation mask.
Related Work
Inferring properties of 3D environments given limited amounts of labeled training data has been a long-standing hallenge in the computer vision community. Our approach takes a step towards this goal by combining insights from representation learning, neural scene representations, and 3D computer vision. Each of these fields builds on extensive literature, which we summarize as follows.
3D Computer Vision
Deep-learning-based models for geometry reconstruction were among the first to propose 3D-structured latent spaces to enable 3D reasoning about scenes. Discretization-based techniques use voxel grids [29, 64, 69, 18, 50, 59, 26, 6] Overview of the proposed semi-supervised method. From left to right: (1) We train a scene representation network (SRN) for novel view synthesis of RGB images using a large dataset of 2D posed images in an autodecoder-framework [46] , where each object instance is represented by its own code vector zi. [20], or meshes [25, 26, 30, 28] . Methods based on function spaces continuously represent space as the decision boundary of a learned binary classifier [37] or a continuous signed distance field [46, 19, 10] . While these methods model the underlying 3D geometry of a scene, they do not model aspects of the scene other than geometry.
2D Representation Learning A large body of work explores self-supervised representation learning on images [13, 23, 2, 27, 32, 52, 9, 11, 73, 43, 34, 70, 12, 51, 44] . These approaches have yielded impressive results on 2D tasks such as bounding box detection, 2D image segmentation, and image classification. However, none of these approaches builds a 3D-structure-aware representation. This lack of 3D inductive bias makes these approaches incapable of reasoning about multi-view consistency or objects parts occluded in the input image. Fundamentally, 2D representation learning is therefore incapable of supporting 3D semantic labeling from 2D input.
Neural Scene Representations A recent line of work reconstructs both appearance and geometry given only 2D images and their extrinsic and intrinsic camera parameters. Auto-encoder-like methods only weakly model the latent 3D structure of a scene [60, 68] . Generative Query Networks [16, 33] introduce a probabilistic reasoning framework that models uncertainty due to incomplete observations, but both the scene representation and the renderer are oblivious to the scene's 3D structure. Some recent work explores voxel grids as a scene representation [55, 65, 42, 77, 41] . Our approach builds on recent continuous, 3D-structureaware scene representations [45, 57] . Using standard semi-supervised learning techniques, we demonstrate that scene representation networks (SRNs) [57] in particular enable us to infer 3D semantic labels given only a single 2D image observation, trained with very limited amounts of labeled data. Although differentiable continuous functions have been explored for 3D shape and appearance representation in the past, we are the first to explore their application to 3Dstructure-aware scene segmentation.
Semantic Segmentation
The advent of deep learning has had a transformative impact on the field of semantic segmentation. Seminal work by Long et al. [36] introduced fully convolutional neural networks for pixel-level semantic labeling. Numerous CNN-based approaches further refined this initial idea [5, 74, 72, 54] . Recent work in this area has increasingly incorporated ideas from 3D computer vision. Semantic segmentation has thus been formulated in cases where both geometry and color information are available [7, 66, 67] . However, these methods operate on point clouds or voxel grids and therefore rely on explicit geometry representations. To the best of our knowledge, no semantic segmentation approach infers 3D semantic labels given a 2D RGB image, which our approach enables. Note that we do not claim performance gains on 2D semantic segmentation. Our goal is to learn a single representation that jointly encodes information about 3D geometry, appearance and semantic segmentation. While we do rely on comparisons in image space, as this is the only data we have access to, we stress that this is merely a surrogate to demonstrate that the 3D representation contains semantic information, and not an attempt at an incremental improvement on 2D semantic segmentation.
Method
In the following section, we first review scene representation networks (SRNs) [57] . We then demonstrate how we can extend SRNs to perform 3D semantic segmentation by adding a Segmentation Renderer in parallel to the existing RGB Renderer. Finally, we view SRNs through the lense of representation learning and apply a semi-supervised learning strategy. This yields 3D semantic segmentation from 2D RGB observations and their camera parameters, given an extremely limited number of semantic segmentation masks.
Scene Representation Networks (SRNs)
Scene Representation Networks are a continuous, 3D-structure aware neural scene representation. They enable reconstruction of 3D appearance and geometry, trained end-to-end from only 2D images and their camera poses, without access to depth or shape. The key idea of SRNs it to encode a scene in the weights w ∈ R l of a fully connected neural network, the srn itself. To this end, a scene is modeled as a function that maps world coordinates x to a feature representation of local scene properties v:
(1)
Images are synthesized from this 3D representation via a differentiable neural renderer consisting of two parts. The first is a differentiable ray marcher which finds intersections of camera rays with scene geometry by marching along a ray away from a camera. At every step, it queries srn at the current world coordinates and translates the resulting feature vector into a step length. Finally, srn is queried a final time at the regressed ray intersection points, and the resulting feature vector v is mapped to an RGB color via a fully connected neural network, which we refer to as the RGB Renderer. Due to the differentiable rendering, SRNs may be trained given only 2D camera images as well as their intrinsic and extrinsic camera parameters.
To generalize across a class of objects, it is assumed that the weights w j of srns that represent object instances within the same class lie in a lowdimensional subspace of R l , permitting us to represent each object via an embedding vector z j ∈ R k , k < l. A hypernetwork [21] hn maps embedding vectors z j to the weights w j of the respective scene representation network:
hn thus learns a prior over the weights of scene representation networks and thereby over scene properties. To infer the scene representation of a new scene or object, an embedding vector z is randomly initialized, the weights of hn and the differentiable rendering are frozen, and z is optimized to obtain a new scene embedding via minimizing image reconstruction error.
Semantically-aware Scene Representation Networks
We extend the SRN framework to perform joint 3D reconstruction and semantic segmentation. We formalize semantic segmentation as a function that maps a world coordinate x to a distribution over semantic labels y. This can be seen as a generalization of point cloud-and voxel-grid-based semantic segmentation approaches [8, 47, 49] , which label a discrete set of world coordinates, sparsely sampling an underlying, continuous function. To leverage SRNs for semantic segmentation, we represent the semantic label function as a composition of the scene representation network (eq. 1) and an additional Segmentation Renderer seg that maps a feature vector v to a distribution over class labels y:
In other words, this amounts to adding a Segmentation Renderer in parallel to the existing RGB Renderer. We may now enforce a per-pixel cross-entropy loss on the output of seg at any world coordinate x:
whereŷ j is a one-hot ground-truth class label with c number of classes, and σ is the softmax function. The segmentation renderer can be trained end-to-end with the classic SRN architecture. In effect, this supervises the features v encoded in srn to carry information about geometry via the ray-marcher, RGB color via the RGB Renderer, and semantic information via the Segmentation Renderer seg. At test time, this formulation allows us to infer a code vector z from either RGB information, semantic segmentation information, or both. In any of these cases, a new code vector is inferred by freezing all network weights, initializing a new code vector z, and optimizing z to minimize image reconstruction and/or cross entropy losses, see Fig. 2 , Step 3.
Semi-Supervised Learning of Semantically-aware SRNs
While training an SRN end-to-end with a segmentation renderer on a large dataset of human-labeled images is intuitive, it has a significant weakness: it relies on a massive amount of labeled semantic data. Such labeled data may be difficult to obtain for a variety of different computer vision tasks. Moreover, it is desirable for an independent agent to infer an understanding of the different modes of an object it has not encountered. Such an unsupervised exploration cannot rely on a pipeline that requires thousands or millions of interactions with each object class to infer semantic properties.
For computer vision models that operate on per-pixel features, such as image recognition, object bounding box detection, or 2D semantic segmentation, the emerging field of representation learning aims to address this problem [4, 23, 2, 13] . However, none of these approaches infer a 3D-aware representation that would support predictions about parts of an object that are occluded in the input image.
Inspired by these approaches, we interpret SRNs as a representation learning technique. The multi-view re-rendering loss at training time can be seen as enforcing that the underlying representation, srn, encodes information about appearance and geometry. We hypothesize that features that encode appearance and geometry will also be useful for the downstream task of dense 3D semantic segmentation.
We assume that for a small subset of our training corpus of RGB images and their camera parameters, we are given a few human-labeled per-pixel semantic labels. We now embed SRNs in a standard semi-supervised training framework. Fig. 2 summarizes the proposed semi-supervised approach. In the first step, we pre-train the weights of the hypernetwork hn, the latent embeddings z i of the object instances in the training set, as well as the weights of the differentiable rendering purely for image reconstruction requiring only posed RGB images as well as their extrinsic and intrinsic camera parameters. Subsequently, we freeze z i as well as the weights of hn and the differentiable renderer and train the proposed Segmentation Renderer seg on the learned feature vectors v, supervised with human-labeled semantic segmentation masks of a small subset of the training images. In this case of limited training data, we choose to parameterize the segmentation renderer seg as a simple linear classifier. Fig. 3 . Comparison of the single view models, which can synthesize arbitrary RGB and segmentation views from a single posed RGB image. The proposed semi-supervised SRN+linear qualitatively outperforms the baseline semi-supervised approach by Tatarchenko et al. [60] (TCO) and is comparable to the fully-supervised SRN+U-Net approach in terms of 3D consistency and semantic segmentation. Note that all other models, including the Oracle RGB+U-Net, cannot perform such a task and require all views of ground truth RGB images at test time in order to perform segmentation.
Analysis
In this section, we demonstrate that the proposed representation learning approach using 3D-structure-aware neural scene representations succeeds in dense 3D semantic segmentation given extremely few labels. Model code and datasets will be made publicly available upon publication.
Note that we do not claim performance gains on existing 2D semantic segmentation approaches. Instead, our goal is to learn a single, compact representation that jointly encodes information about 3D geometry, appearance and semantic segmentation. To do so, we have to rely on comparisons in image space, as this is the only data we have access to. We stress that this is merely a surrogate to demonstrate that the 3D representation contains semantic information, and not an attempt at an incremental improvement on 2D semantic segmentation. Note that existing 2D representation learning techniques are not applicable to the problem at hand, as they do not infer a 3D-aware representation and therefore rely on image input that shows all the parts of an object for which features are to be extracted. While it is possible to achieve similar input-output behavior with 2D approaches by building a pipeline that first leverages SRNs for novel view synthesis and subsequently feeds the image to a 2D model, this does not demonstrate a multi-modal 3D representation, but rather encodes 3D information in the SRNs representation and semantic information in the 2D architecture. This doesn't support simultaneous reasoning about multiple modalities in 3D, which is critical to many real-world computer vision tasks. We thus refrain from comparisons to such baselines.
Implementation. We implement all models in PyTorch. We train SRN-based models on Nvidia RTX8000 GPUs, and other models on Pascal TitanX GPUs. The srn as well as the RGB Renderer are implemented as 4-layer MLPs with 256 units each, ReLU nonlinearities, and LayerNorm before each nonlinearity. The raymarcher is implemented as an LSTM [24] with 256 units. We ray march for 10 steps. We train our models using ADAM with a learning rate of 4e−4. SRN-based models are trained for 20k steps at a resolution of 64 with a batch size of 92, and trained for another 85k steps at a resolution of 128 with a batch size of 16. Image reconstruction loss and cross-entropy loss are weighted 200 : 8, such that their magnitudes are approximately equal.
Dataset. For all experiments, we use the PartNet [39] and ShapeNet [3] datasets, which contains 3D meshes as well as their human-labeled semantic segmentation for a variety of object classes. We conduct experiments using the chairs and tables classes, with 4489 and 5660 object instances in the training set, 617 and 839 in the validation set, and 1214 and 1656 in the test set respectively. Partnet contains labels at several resolutions. We conduct all experiments at the coarsest level of segmentation, leading to 6 and 11 semantic classes respectively. We render observations using the Blender internal rasterizer. For training and validation sets, we render 50 camera perspectives sampled at random on a sphere around each object instance. For the test set, we render 251 camera perspectives sampled from an Archimedean spiral around each object instance. All datasets will be made publicly available upon publication.
Evaluation. For quantitative evaluation of segmentation accuracy in image space, we adopt the mean pixel intersection over union (mIOU) and shape mIOU metric. We compute mIOU over all classes including the background class. For a single image, mIOU averages intersection over union over all classes. We subsequently compute the mean of mIOUs over all images and instances. In contrast, shape mIOU averages intersection over union scores across all images and instances separately for each semantic class. Note that the shape mIOU score is generally much lower than the mIOU score. This is due to the fact that the chosen objects have rare semantic classes that appear only in a small subset of all instances and are thus very difficult to score well on, lowering the per class average of shape mIOU.
Representation learning for semi-supervised semantic segmentation.
We experimentally evaluate the proposed multi-modal, 3D-aware neural scene representation. We show how this enables dense 3D semantic segmentation from extremely few labels, given only a single 2D observation of an object, supporting subsequent multi-view consistent rendering of semantic information. As discussed in 3.3, we first pre-train one scene representation network per object class to obtain a 3D-structure-aware neural scene representation. We then pseudo-randomly sample 10 object instances from the training set such that all Please note that neither of these methods demonstrate a multi-modal 3D representation that encodes information about 3D appearance, geometry, and semantic information, instead performing 2D semantic segmentation in image space. Please see the supplement for semi-supervised SRN+Linear multi-shot results. semantic classes are present. For each of these instances, we randomly sample 3 posed images. Following the proposed semi-supervised approach, we now freeze the weights of all neural networks and latent codes. We train a simple linear classifier to map features at the intersection points of camera rays with scene geometry to semantic labels.
We benchmark the proposed method with a semi-supervised approach that uses an auto-encoder-based neural scene representation backend, the novel-view synthesis architecture of Tatarchenko et al. [60] . We pre-train this architecture for novel-view synthesis on the full training set to convergence of the validation error and then retrieve features before the last transpose convolutional layer. We then train a single linear transpose convolutional layer on these features on the same subset of labeled examples as the proposed semi-supervised approach for direct comparison.
As a 3D-structure aware reference model, we train the proposed model endto-end with a U-Net segmentation classifier (see Sec. 3) on the full training dataset. This yields an upper bound of segmentation accuracy of an SRN-based approach in a fully supervised regime of abundant labeled training data. Note that this reference model does not infer a compact, multi-modal 3D-aware representation. Instead, this model may perform semantic segmentation in image space, and thus does not come with guarantees that the 3D-aware intermediate representation encodes all information necessary for 3D semantic reasoning.
We first demonstrate that the proposed method enables single-shot reconstruction of a representation that jointly encodes color, geometry, and semantic information. Fig. 3 shows the output of the auto-encoder style baseline, the proposed semi-supervised approach, and the end-to-end trained fully supervised reference model. The proposed semi-supervised approach succeeds in generating a multi-view consistent, dense 3D semantic segmentation, and performs comparable to the end-to-end supervised reference model. Lacking the 3D-structureaware representation that the proposed model utilizes, the auto-encoder based neural scene representation baseline fails to perform multi-view consistent semantic segmentation. The first four columns of Fig. 4 show further qualitative results for dense 3D semantic segmentation given single and multiple input views. Finally, Table 1 shows quantitative results for the discussed methods. Consistent with qualitative results, the proposed semi-supervised approach far outperforms the auto-encoder based neural scene representation and even approaches the performance of the single view, fully-supervised SRN reference model (see Table 1 , column 4 and Fig. 3 ). While the proposed model's linear classifier sometimes struggles with parts of objects with higher inter-instance variance, it performs similarly to the reference models on common parts of objects, such as backrests, legs or the seat in the case of chairs. Thus, the proposed method is the best model in the most difficult regime of single view reconstruction with semi-supervision and is comparable to the performance of the SRN reference model trained in a fully-supervised regime. 
2D reference models with novel-view oracle.
As a reference for how well 2D semantic segmentation algorithms perform on this task, we train a modern U-Net architecture on all pairs of images and their perpixel semantic labels in the training dataset. This 2D approach does not support predictions about parts of the object that are occluded in the input view. For this reason and to obtain an upper bound for the semantic segmentation performance, at test time, we feed this architecture with a ground-truth RGB rendering of each test view. We note that this is a significantly easier task, as these models do not have to perform any 3D reconstruction or, in fact, any 3D reasoning at all, and can instead infer a per-pixel semantic label from 2D pixel neighborhoods with perfect information.
Parameters of the U-Net are approximately matched with the proposed SRNbased approach. Each downsampling layer consists of one stride-one convolutional layer, followed by one stride-two convolutional layer. Each upsampling layer consists of one stride-two transpose convolutional layer, followed by one stride-one convolutional layer. We use BatchNorm and LeakyReLU activations after each convolutional block and dropout with a rate of 0.1. We train this model using the Adam optimizer with a learning rate of 4e−4 and a batch size of 64 until convergence of validation error after about 80k iterations or 20 epochs.
As expected, this oracle model ( Table 1 , column 6) outperforms the SRN reference models as well as the proposed semi-supervised method. However, it exists in the easiest regime of all the models, having access to the full dataset of segmentation maps for training and all the oracle RGB views at test time. Qualitatively, for more common objects in the test set, the single-view SRN reference model and the proposed single-view, semi-supervised model actually perform comparably to the oracle model, despite receiving only a small subset of the total information at both train and test time. Furthermore, the proposed models are able to perform the task of generating novel appearance and semantic segmentation views from a single observation, which the 2D-only oracle model cannot even evaluate. However, due to performing 3D reconstruction in addition to semantic segmentation, the proposed method fails whenever 3D reconstruction fails. This may be the case for out-of-distribution objects. This failure mode is completely absent from the 2D oracle method. Please refer to the supplemental video for a detailed investigation of such cases.
For further intuition, we train the reference 2D U-Net on the same 30 imagesemantic-label pairs that the proposed semi-supervised approach is trained on. In order to prevent the model from over-fitting, we use the validation set to perform a hyper-parameter search over dropout rates and use early-stopping. Despite using additional segmentation data beyond the 30 training examples in order to perform early-stopping and having access to the RGB novel-view oracle at test time, this U-Net baseline (Tab. 1, column 3) is outperformed by the proposed semi-supervised method. This baseline does not have the compact 3D multi-modal representation of the proposed method, and thus fails to generalize to other instances of the same class nor maintain 3D-consistent views.
Instance Interpolation.
Interpolating latent vectors inferred in the proposed framework amounts to jointly interpolating geometry, appearance and semantic information. Fig. 5 visualizes a latent-space interpolation of two chairs in the test set, both reconstructed from a single view by the proposed semi-supervised linear model. Geometry, appearance and semantic labels interpolate smoothly, demonstrating a tight coupling of these modalities.
Synthesized segmentation views
Synthesized RGB views Input seg. view Fig. 6 . The proposed representation learning method is bi-directional: it may infer a neural scene representation either from RGB images or semantic segmentation masks, or both. Here, we show renderings of a chair, reconstructed from a single semantic segmentation mask, using the proposed fully supervised model.
3D reconstruction from semantic mask.
As an instantiation of the auto-decoder framework [46] , inferring the neural scene representation of a novel object amounts to initializing and subsequently optimizing a new embedding vector to minimize reconstruction error. As the proposed method may be supervised by both semantic segmentation labels and RGB renderings, it also enables reconstruction of neural scene representations through either modality. Fig. 6 visualizes 3D reconstruction of a chair from a single posed segmentation mask, while Fig. 1 demonstrates reconstruction from a single posed color image. 4.5 Failure cases. Fig. 7 displays failure cases of the proposed approach. The proposed approach inherits limitations and failure cases of scene representation networks, such as failure to reconstruct strong out-of-distribution samples or objects with small gaps or high-frequency geometric detail. In these cases, the semantic segmentation fails as well. In the semi-supervised regime, the linear classifier sometimes fails to assign the correct class even if geometry and appearance were reconstructed correctly, which we attribute to its limited representative power. We note that as both appearance-based 3D neural scene representation methods as well as semi-supervised representation learning methods further develop, these failure cases will improve.
Discussion
We present a 3D representation learning approach to joint reconstruction of appearance, geometry, and semantic labels. Our semi-supervised approach allows us to perform dense 3D semantic segmentation of a class of objects given as few as 30 human-annotated, posed semantic segmentation masks. At test time, this enables full 3D reconstruction and dense semantic segmentation from either posed RGB images, semantic segmentation masks, or both, from as few as a single observation. After reconstruction, the proposed approach enables multiview consistent RGB and semantic view generation. We believe that our work outlines an exciting direction of extending representation learning methods into 3D and taking advantage of features that encode both shape and appearance. As both of these fields independently develop more powerful techniques, we expect that our proposed technique, which utilizes these methods collaboratively, will also improve. Future work may extend the proposed 3D-aware representation learning approach to generalize other scene properties, such as affordance, material properties, mechanical properties, etc. across a class of scenes given extremely few observations. Further, Scene Representation Networks have previously been demonstrated to be capable of reconstructing simple room-scale scenes. We hypothesize that the proposed approach will generalize to such room-scale environments, where it would enable scene semantic segmentation given extremely few labels. 
3D Representation Learning with SRNs [5] Architecture
The basis for our architecture comes from the Scene Representation Network as proposed by Sitzmann et al. [5] . The key insight is that we take the pre-trained features v ∈ R 256 from the neural scene representation and use a simple linear transformation to map those features to class probabilities for each pixel. For an object with c semantic classes, the optimization parameters are a matrix W ∈ R 256×c and bias b ∈ R c . Specifically, in the case of chairs c = 6 and for tables c = 11.
2 Baseline Architecture Tatarchenko et al. [6] For this baseline we implement the model exactly as specified by Tatarchenko et al. [6] . Implementation information can be found on their github: https://github.com/lmb-freiburg/mv3d.
UNet Baseline
Here we introduce an additional baseline in order to address the naïve approach of training a 2D to 2D segmentation model on the output of an SRN. This approach has the same input-output capability (single view in, arbitrary appearance and semantic views out) as our proposed model, but does not create a semantically-informed 3D representation and instead infers semantics after rendering images from an existing 3D representation. We demonstrate that the joint representation used by our model allows it to outperfom the baseline in a low data regime. In this regime, the baseline overfits very quickly and performs poorly on the test set. Furthermore, because it lacks the 3D strucuture that is baked into the representation of the proposed model, the baseline tends to fail in classifying difficult views in which key features of the object are occluded. In Fig. 1 we run an experiment training the baseline given increasing amounts of semantically labeled data. For each instance in the variable sized datasets, there are 3 randomly sampled views per each chair. The models are trained identically with early stopping based on a validation set during training. Each model is then evaluated on the mIOU metric on the test set. It is evident that the baseline's performance is heavily dependent on the amount of training data. The baseline only matches the performance of our model when it has access to more than 20% of all training instances, whereas our model only requires 0.8% of all training instances. Qualitative comparisons further emphasize this result and can be found in the supplemental video. For this baseline as well as for the oracle models, we use a classic and effective approach for semantic segmentation, a UNet [4] . Specifically, we compare to an architecture based on the one presented in Isola et al. [2] , which is shown in Fig. 2 . Fig. 1 . Graph demonstrating the UNet's reliance on data for segmentation performance. X-axis is percentage of total instances of objects in the training set, where each instance has 3 random, posed views. Y-axis is the mIOU measure averaged over all test instances. This experiment was performed for the chair object class with a total of 1214 instances.
Rendering
For our dataset we use Partnet [3] and Shapenet [1] . For each instance we align a Partnet and Shapenet model and render them using Blender; the Shapenet instance is used for the RGB views and the Partnet instance is used for the corresponding segmentation masks. All camera matrices were also written out in this process. The train-val-test split is from the semantic segmentation task laid out in Mo et al. [3] . 
