This paper extends some results for the weighted Moore-Penrose inverse A 
Introduction and preliminaries
Before starting, throughout we consider matrices over the field of complex numbers C or real numbers R. The set of m-by-n complex matrices is denoted by M m,n (C) = C m×n . For simplicity we write M m,n instead of M m,n (C) and when m = n, we write M n instead of M n,n . The notations A T , A * , A + , rank(A), range(A), N (A), A , and σ (A) stand, respectively, for the transpose, conjugate transpose, Moore-Penrose inverse, rank, range, null space, spectrum norm, and the set of all eigenvalues of matrix A.
Let us recall some concepts that will be used below. Let C n be the space of complex n-tuples, we shall index the components of a complex vector in C n from 0 to n − 1, that is u = (u 0 , u 1 , u 2 , . . . , u n−1 ). Let G be the Minkowski metric tensor defined by Gu = (u 0 , −u 1 , −u 2 , . . . , −u n−1 ) .
(1.1)
Clearly, the Minkowski metric matrix is defined by
In [11, 12] , the Minkowski inner product on C n is defined by (u, v) = [u, Gv], where [., .] denotes the conventional Hilbert (unitary) space inner product. A space with Minkowski inner product is called a Minkowski space and denoted as µ. For A ∈ M n , x and y ∈ C n , we have by using (1.2), where A˜= G A * G. The matrix A˜is called the Minskowski conjugate transpose of A in µ. Naturally, the matrix A ∈ M n is called µ-symmetric in µ if A = A˜. From the definition A˜= G A * G, we have the following equivalence: A is µ-symmetric if and only if AG is Hermitian if and only if G A is Hermitian. It is easy to verify also that G −1 = G and σ (A) = σ A˜ .
More generally, if A ∈ M m,n , then A˜= G 1 A * G 2 (where G 1 and G 2 are Minkowski metric matrices of order n × n and m × m, respectively.)
A matrix A ∈ M m,n is said to be range symmetric in unitary space (or) equivalently A is said to be EP if
For further properties of EP matrices one may refer to [3, 4, 10, 11] . The Weighted Moore-Penrose inverse (WMPI) is viewed as a generalized Moore-Penrose inverse, and is widely used in control system analysis, statistics, singular differential and difference equations, Markov chains, iterative methods, weighted least-squares problems, perturbation theory, neural network problems and many other subjects are to be found in the literature (see, e.g. [1, 2, [6] [7] [8] [9] 14, 19] ). The WMPI of a matrix A ∈ M m,n with respect to the two positive definite matrices M ∈ M m and N ∈ M n is defined to be the unique solution of the following four matrix equations (see, e.g. [15] [16] [17] 20] ):
and is often denoted by X = A + M,N . In particular, when M = I m and N = I n , the matrix satisfying (1.4) is called the Moore-Penrose inverse and it is denoted by X = A + .
The usual weighted Euclidean norm is used to obtain the weighted matrix norm for A ∈ M m,n with respect to the two positive definite matrices M ∈ M m and N ∈ M n as follows [18] :
where . 2 is the Frobenius norm.
The WMPI A + M,N can be explicitly expressed from the Weighted Singular Value Decomposition (WSVD) due to Van Loan [13] . For any rectangular matrix A ∈ M m,n with rank(A) = r , there exist U ∈ M m and V ∈ M n satisfying U * MU = I m and V * N −1 V = I n such that
where
. . , r ) are the non-zero eigenvalues of N −1 A * M A.
As for another important generalized inverse, the group inverse A g of A ∈ M n with closed range is the unique solution of the following equations [2] :
In this case, the matrix A satisfies rang(A) = rang(A 2 ) (or
In this paper, we present a unified representation theorem for the so-called Weighted Minkowski inverse A 
Representation of weighted Minkowski inverse in Minkowski space
The weighted Minkowski inverse of an arbitrary matrix A (including singular and rectangular), analogous to the weighted Moore-Penrose inverse of A, is defined as follows: Definition 1. Let A ∈ M m,n be a matrix in µ, and let M ∈ M m and N ∈ M n be positive definite matrices. Then A Definition 2. Let M ∈ M m and N ∈ M n be positive definite matrices. Given A ∈ M m,n in µ, the weighted Minskowski conjugate transpose matrix A ≈ of A will be defined as
where G 1 and G 2 are Minkowski metric matrices of order n × n and m × m, respectively.
Obviously, A ≈ satisfies the following nice properties: If A, B ∈ M m,n and C ∈ M n,l , then (A + B)
Definition 3.
A matrix A ∈ M m,n is said to be a weighted range symmetric matrix in µ if and only if
or equivalently
Theorem 1 in [12] can easily be generalized to the case of weighted Minskowski conjugate transpose as follows:
Theorem 4. The matrix A ∈ M m,n respect to the positive definite matrices M ∈ M m and N ∈ M n can be written in the form A = U QV * with U * MU = I m , V * N −1 V = I n and Q is a diagonal, if and only if the following conditions hold:
where A ≈ is determined by (2.1).
If only assumption (i) is violated, but (ii) and (iii) hold of Theorem 4, we can still get a weighted singular value decomposition. We note that all the conditions (i)-(iii) of Theorem 4 in Hilbert (Euclidean) space are always true. But in Minkowski space each of the assumptions can fail even if the other two hold. This is illustrated by the following three counterexamples where M = I m , and N = I n .
1. Let
, and
which has eigenvalues ±2i.
Let
A = 1.5 1 0.5 1 .
, and
which has a double eigenvalue 1 and cannot be diagonalized.
3. Let
Then A ≈ = 1 1 1 1 and A ≈ A = 0. Now we derive a representation theorem for the weighted Minkowski inverse in Minkowski spaces µ, which may be viewed as an application of the classical theory summability to the representation of generalized inverses.
The key to the representation theorem is the following lemma, analogous to the Wei's result [20, Corollary 2.3].
Lemma 5. Let A ∈ M m,n be a matrix in µ, and let M ∈ M m and N ∈ M n be positive definite matrices. Then
is the restriction of A ≈ A on rang(A ≈ ) and A ≈ is determined by (2.1).
Now we are is a position to present the representation theorem for the weighted Minkowski inverse as follows: 
Proof. Since by assumption that σ (A ∝ ) ⊂ (0, ∞) and use of Theorem 10.27 in [14] , we deduce
uniformly on σ (A ∝ ). It follows from Lemma 5 that
To obtain the error bound we note from (2.7) that A ≈ = A ∝ A ⊕ M,N and therefore
2 is self-adjoint (such is evidently the case for polynomials with real coefficients). The spectral radius formula for self-adjoint operators now gives
} follows from the spectral mapping theorem. Therefore we see that
Hence,
This completes the proof of Theorem.
In order to use the error estimate above on specific approximation procedures it will be convenient to have lower and upper bounds for σ (A ∝ ). In fact, this has been done in the proof of theorem above.
where M ∈ M m and N ∈ M n are positive definite matrices, and G 1 and G 2 are Minkowski metric matrices of order n × n and m × m, respectively) such that σ (A ∝ ) ⊂ (0, ∞). Then
Proof. Let λ ∈ σ (A ∝ ). Notice by assumption that λ is positive real and
It is obvious that index(A ≈ A) = 1, and
This completes the proof of the corollary.
Approximation of weighted Minkowski inverse in Minkowski space
As is well known, the inverse of an invertible operator can be calculated by interpolating the function 1 x ; in a similar manner we will approximate the Weighted Minkowski inverse by interpolating the function 1 x and using Theorem 6 and Corollary 7.
One way to produce a family of functions {S n (x)} which is suitable for use in the theorems above is to employ the classical Borel summability transform on the geometric series:
An infinite series ∞ n=0 a n is said to be Borel summable to the value a if lim t→∞ S t = a, where
For our purposes it is sufficient to consider the function:
Note that the Borel polygon of f contains (0, ∞) and the Borel transform of the geometric series expansion of f is S t (x) = t 0 e −x y dy. It is trivial that
uniformly on any compact subset of (0, ∞). Therefore we may apply Theorem 6 to obtain the integral representation of the weighted Minkowski inverse as follows: and hence by Corollary 7 for σ (A ∝ ) we have
and the error bound follows by
Another well known summability method is called the Euler-Knopp method. A series ∞ n=0 a n is said to be Euler-Knopp summable with parameter α > 0 to the value a if the sequence defined by
converges to a. If a k = (1 − x) k for k = 0, 1, 2, . . . , then we obtain as the Euler-Knopp transform of the series ∞ k=0 (1 − x) k , the sequence given by
Clearly lim n→∞ S n (x) = 1 x uniformly on any compact subset of the set
Therefore we have the following corollary:
where M ∈ M m and N ∈ M n are positive definite matrices, and G 1 and G 2 are Minkowski metric matrices of order n × n and m × m, respectively) such that σ (A ∝ ) ⊂ (0, ∞). Then the sequence {A n } defined by
M,N . Furthermore, the error estimate is given by
where 0 < β < 1.
, and hence we apply Theorem 6 if we choose the parameter α is such a way that (0, A 2 M,N ] ⊆ E α , where E α is determined by (3.11). We may choose α such that 0 < α < 2 A (3.14)
In order to approximate this fixed point we may use the sequence of successive approximations defined by
It is easy to verify that lim n→∞ S n (x) = But it is easy to see from (3.15) that S n (A ∝ )A ≈ = A n , where A n is given by (3.12) . This is surely the case if 0 < α < 2 A −2 M,N , then for such α we have the representation:
Note that if we set
then we get (3.12).
To derive an error estimate for the Euler-Knopp method, suppose that 0 < α < 2 A −2 M,N . If the sequence S n (x) is determined by (3.15), then
Therefore, since S 0 = α,
M,N , it follows that |1 − αx| < β, where β is given by
N ,M > 0, and therefore 0 < β < 1. From Theorem 6, we establish the error estimate (3.13).
To develop another iterative method, we regard 1 x as the root of the function
The Newton-Raphson method can be used to approximate this root. This done by generating a sequence y n , where
for suitable y 0 . Suppose that for α > 0 we define a sequence of functions {S n (x)} by
In fact
Iterating on this equality, it follows that if x is confined to a compact subset of E α = {x : 0 < x < 2 α }, there is a constant β (defined on this compact set) with 0 < β < 1 and
The great attraction of the Newton-Raphson method is the generally quadratic nature of the convergence, which is developed in (3.25) . Using this in conjunction with Theorem 6, we see that the sequence of {S n (A ∝ )} defined by
has the property that lim n→∞ S n (
M,N , then we see that |1 − αx| < β, where β is given by (3.20) . It follows as in (3.25) and hence from Theorem 6 that the error bound is given by
(3.28)
Therefore we have proved the following corollary:
where M ∈ M m and N ∈ M n are positive definite matrices, and G 1 and G 2 are Minkowski metric matrices of order n × n and m × m, respectively) such that σ (A ∝ ) ⊂ (0, ∞). Then the sequence {A n } determined by (3.27) converges to A ⊕ M,N , and the error estimate is given by (3.28).
In fact a much stronger result holds, for if we set S t (x) = (t + x) −1 , t > 0 (3.29)
in the representation theorem and using the idea of Tikhonov's regularization [5] , we obtain the following nice corollary:
Corollary 11. Let A ∈ M m,n in µ and A ≈ = N −1 G 1 A * G 2 M (where M ∈ M m and N ∈ M n are positive definite matrices, and G 1 and G 2 are Minkowski metric matrices of order n × n and m × m, respectively) such that σ (A ∝ ) ⊂ (0, ∞). Then 
Concluding remarks
The representation and approximations for the weighted Moore-Penrose inverse A + M,N of matrix A ∈ M m,n in Hilbert space are discussed by Wei and Wu [17] and Wei [18] . In this paper, we have developed the representation and approximations for the so-called weighted Minkowski inverse A ⊕ M,N of matrix A ∈ M m,n in Minkowski space µ. In our opinion, it is worth establishing some necessary and sufficient conditions for the reverse order rule of weighted Minkowski inverse of two and multiple matrix products, and to derive also the conditions for the matrix products of weighted range symmetric matrices to be weighted range symmetric in Minkowski space µ.
