Abstract. The curvature KT (w) of a contraction T in the Cowen-Douglas class B1(D) is bounded above by the curvature KS * (w) of the backward shift operator. However, in general, an operator satisfying the curvature inequality need not be contractive. In this note, we characterize a slightly smaller class of contractions using a stronger form of the curvature inequality. Along the way, we find conditions on the metric of the holomorphic Hermitian vector bundle ET corresponding to the operator T in the Cowen-Douglas class B1(D) which ensures negative definiteness of the curvature function. We obtain a generalization for commuting tuples of operators in the class B1(Ω), for a bounded domain Ω in C m .
Introduction
Let H be a complex separable Hilbert space and L(H) denote the collection of bounded linear operators on H. The following important class of operators was introduced in [3] . where σ(T ) denotes the spectrum of the operator T .
We recall (cf. [3] ) that an operator T in the class B n (Ω) defines a holomorphic Hermitian vector bundle E T in a natural manner. It is the sub-bundle of the trivial bundle Ω × H defined by E T = {(w, x) ∈ Ω × H : x ∈ ker(T − w)} with the natural projection map π : E T → Ω, π(w, x) = w. It is shown in [3, Proposition 1.12 ] that the mapping w −→ ker(T − w) defines a rank n holomorphic Hermitian vector bundle E T over Ω for T ∈ B n (Ω). In [3] , it was also shown that the equivalence class of the holomorphic Hermitian vector bundle E T and the unitary equivalence class of the operator T determine each other.
Theorem 1.2. The operators T and T in B n (Ω) are unitarily equivalent if and only if the corresponding holomorphic Hermitian vector bundles E T and E T are equivalent.
In general, it is not easy to decide if two holomorphic Hermitian vector bundles are equivalent except when the rank of the bundle is 1. In this case, the curvature K(w) = − ∂ 2 log γ(w) 2 ∂w∂w , of the line bundle E, defined with respect to a non-zero holomorphic section γ of E, is a complete invariant. The definition of the curvature is independent of the choice of the section γ: If γ 0 is another holomorphic section of E, then γ 0 = φγ for some non-zero holomorphic function φ defined on an open subset Ω 0 of Ω, consequently the harmonicity of log |φ|, completes the verification. Let T ∈ B 1 (Ω). Fix w ∈ Ω and let γ be a holomorphic section of the line bundle E T . From [3, Lemma 1.22] , it follows that the vectors γ(w) and ∂γ(w) from a basis of ker(T − w) 2 , with respect to the orthonormal basis {γ 1 (w), γ 2 (w)}. The curvature K T (w) of an operator T in B 1 (Ω) is negative. To see this, recall that the curvature may also be expressed (cf. [3, page -195] ) in the form
Applying Cauchy -Schwarz inequality, we see that the numerator is positive.
Let {e 0 , e 1 } be an orthonormal set of vectors. Suppose N is a nilpotent linear transformation defined by the rule e 1 → a e 0 , e 0 → 0, a ∈ C. Then |a| determines the unitary equivalence class of N . 
The adjoint S * of the unilateral shift operator S is in B 1 (D). It is easy to see that γ S * (w) = (1, w, . . . , w n , . . .) ∈ ℓ 2 + , w ∈ D, is a holomorphic section for the corresponding holomorphic Hermitian line bundle E S * . The norm γ S * (w) 2 of the section γ S * is (1 − |w| 2 ) −1 and hence the curvature K S * (w) of the operator S * is given by the formula − We think of the operator S * as an extremal operator within the class of contractions in B 1 (D). This is a special case of the curvature inequality proved in [8] . The curvature inequality is equivalent to contractivity of the operators N T (w), w ∈ Ω, while the contractivity of the operator T is global in nature. So, it is natural to expect that the validity of the inequality The main point of this note is to investigate additional conditions on the curvature, apart from the inequality we have discussed above, which will ensure contractivity. We give an alternative proof the curvature inequality. A stronger inequality becomes apparent from this proof. It is this stronger inequality which, as we will show below, admits a converse.
An operator T in the class B 1 (Ω), as is well-known (cf. [3, pp. 194 ] ), is unitarily equivalent to the adjoint M * of the multiplication operator M by the co-ordinate function on some Hilbert space H K of holomorphic functions on Ω * := {z ∈ C :z ∈ Ω} possessing a reproducing kernel K.
The kernel K is a complex valued function defined on Ω * × Ω * which is holomorphic in the first variable and anti-holomorphic in the second. In consequence, the mapw → K(·, w), w ∈ Ω * , is holomorphic on Ω. We have K(z, w) = K(w, z) making it Hermitian. It is positive definite in the sense that the n × n matrix
is positive definite for every subset {w 1 , . . . , w n } of Ω * , n ∈ N. Finally, the kernel K reproduces the value of functions in H K , that is, for any fixed w ∈ Ω * , the holomorphic function K(·, w) belongs to H K and
The correspondence between the operator T in B 1 (Ω) and the operator M * on the Hilbert space H K is easy to describe (cf. [3, pp. 194 ] ). Let γ be a non-zero holomorphic section (for bounded domain in C, by Grauert's Theorem, a global section exists) for the operator T acting on the Hilbert space H. Consider the map Γ : H → O(Ω * ), where O(Ω * ) is the space of holomorphic functions on Ω * , defined by Γ(x)(z) = x, γ(z) , z ∈ Ω * . Transplant the inner product from H on the range of Γ. The map Γ is now unitary from H onto the completion of ran Γ. Define K to be the function
. It is then easily verified that K has the reproducing property, that is,
is an eigenvector for the operator Γ T Γ * with eigenvaluew in Ω:
Since the linear span of the vectors {K w : w ∈ Ω * } is dense in H K , it follows that Γ T Γ * is the adjoint M * of the multiplication operator M on H K . We therefore assume, without loss of generality, that an operator T in B 1 (Ω) has been realized as the adjoint M * of the multiplication operator M on some Hilbert space H K of holomorphic functions on Ω * possessing a reproducing kernel K. 
which we rewrite as
Recalling that
The fibre atw of the holomorphic bundle E M * for M * in B 1 (Ω) is the one-dimensional kernel atw of the operator M * spanned by K w (·), w ∈ Ω * . In general, there is no obvious way to define an inner product between the two vectors K w (·) and ( 
The positive definiteness of K is a much stronger positivity requirement involving all the derivatives of the holomorphic section K w (·) defined on Ω * . We exploit this to show that the curvature function ∂ 2 ∂z∂w log K (z, w) is actually negative definite not just negative, whenever K t is assumed to be positive definite for all t > 0.
We now construct an example of an operator which is not contractive but its curvature is dominated by the curvature of the backward shift. Expanding the function K(z, w) = 
is negative for |w| < 1. Hence we have shown that
This is not an isolated example, it is easy to modify this example to produce a family of examples parameterized by a real parameter.
In the following section, we discuss the case of a commuting tuple
Even in this case, as before, it is possible to associate a holomorphic Hermitian bundle E T to the operator tuple T such that the equivalence class of the commuting m-tuple T determines the equivalence class of the bundle E T and conversely. We show that the co-efficient matrix K T (w) of the curvature (1, 1) form K T of the holomorphic Hermitian vector bundle E T is negative definite for each w ∈ Ω. The negativity of the curvature provides an alternative proof of the curvature inequality given in [7] .
In the third section, we show that the curvature K T is negative definite, that is, K T (w i , w j ) is negative-definite for all finite subsets {w 1 , . . . , w n } of Ω if we impose the additional condition of "infinite divisibility" on the reproducing kernel K. The infinite divisibility of the kernel K requires K t to be positive-definite for all t > 0.
In the final section, we give several applications of the positive definiteness of the curvature function to contractivity of operators in the Cowen-Douglas class.
Negativity of the curvature in general
Let Ω be a bounded domain in 
, w ∈ Ω 0 , (2.1) denotes the curvature matrix. In general, for a holomorphic Hermitian vector bundle, there are two well-known notions of positivity due to Nakano and Griffiths (cf. [6, page -338] ). These two notions coincide in the case of a line bundle, and one talks of positive line bundle in an unambiguous manner. The following Proposition shows that the line bundle corresponding to a commuting tuple of operators in B 1 (Ω) is negative. 
is defined on some open neighborhood U × U of (w 0 , w 0 ), where U is the open set on which K(z, w 0 ) is non-zero and ϕ(z) = K(z, w 0 ) is holomorphic on U . The kernel K 0 is said to be normalized at w 0 ( [5] 
be the power series expansion of K 0 around the point (w 0 , w 0 ). Since K 0 (z, w 0 ) = 1, we have that a 00 = 1 and a I0 = 0 for all I with |I| > 0. Similarly, K 0 (w 0 , z) = K 0 (z, w 0 ) shows that a 0J = 0 for all J with |J| > 0. Also note that if
then b 00 = 1 and b I0 = 0 = b 0J for all I, J with |I|, |J| > 0. Since γ(w) = K 0 (·,w), w ∈ U * := {z : z ∈ U } is a section of the holomorphic Hermitian line bundle E M * over U * , we have
where ε i is the standard unit vector in C m with 1 at the i-th co-ordinate and 0 elsewhere. On the other hand, we have
Thus for any complex constants α 1 , . . . , α m ,
This completes the proof. Second Proof. We show that −K T (w) is the Gramian of a set of n vectors which is explicitly exhibited below. These vectors are . . . , w m ) ∈ B m . As in Remark 1.4, using Proposition 2.1 and Lemma 2.2, we obtain a version of curvature inequality for the multi-variate case. It appeared earlier in [7] with a different proof.
is positive for each w in the unit ball B m .
Infinite divisibility and curvature inequality
Starting with a positive definite kernel K on a bounded domain Ω in C m , it is possible to construct several new positive definite kernel functions. For instance, if K is positive definite then the kernel K n , n ∈ N, is also positive definite. Indeed, a positive definite kernel K is said to be infinitely divisible if for all t > 0, the kernel K t is also positive definite. While the Bergman kernel for the Euclidean ball is easily seen to be infinitely divisible, it is not infinitely divisible for the unit ball (with respect to the operator norm) of the n × n matrices. We give the details for n = 2 in the final Section of this note. The following Lemma shows that if K is positive definite then the matrix valued kernel
is positive definite as well.
Lemma 3.1. For any bounded domain
is a positive definite kernel on Ω. C m and u 1 , . . . , u n be an arbitrary set of n points in Ω. Since∂ i K w belongs to H K , as shown in [5] , it follows that
Proof. Let ξ
This completes the proof.
Remark 3.2.
Even in the case of one variable, the proof of the Lemma given is interesting. In fact, this motivates the proof of the main theorem (Theorem 3.6) in one direction. In particular, it says that if K is a positive definite kernel on a bounded domain Ω ⊂ C, then 
Therefore, for n ∈ N,
Clearly, for n ∈ N, we have
where D : C n+1 → C n+1 is the linear map which is diagonal and is determined by the sequence  {0, 1, . . . , k, . . . , n}. It therefore follows that H n (0;
∂z ∂w K is a positive definite kernel.
The following Lemma encodes a way to extract scalar valued positive definite kernel from the matrix valued one.
Lemma 3.3. If K is a n×n matrix valued positive definite kernel on a bounded domain
This completes the proof. Definition 3.4. Let G be a real analytic function of w,w for w in some open connected subset Ω of C n . Polarizing G, we obtain a (unique) new function G defined on Ω × Ω which is holomorphic in the first variable and anti-holomorphic in the second and restricts to G on the diagonal set {(w, w) : w ∈ Ω}, that is,G(w, w) = G(w, w), w ∈ Ω. If the functionG is also positive definite, that is, the n × n matrix G(w i ,w j ) is positive definite for all finite subsets {w 1 , . . . , w n } of Ω, then we say that G is a positive definite function on Ω.
The curvature K of a line bundle is a real analytic function. We have shown that −K(w), w ∈ Ω ⊂ C m , is positive definite. However, the following example shows that −K(w) need not be a positive definite function, that is, − K(w) need not be positive definite! We adopt the convention that the positive definiteness of the real analytic function −K(w) is the same as the positive definiteness of the Hermitian function − K(w). 
It follows that
Thus if we choose 0 < a i , i ∈ N, such that a 2 < 
is not positive definite for t < 1 2 . It is therefore natural to ask if assuming that K is infinitely divisible is both necessary and sufficient for positive definiteness of the curvature function −K. The following Theorem provides an affirmative answer. Proof. For each t > 0, assume that K t is positive definite on Ω. This is the same as the positive definiteness of exp t log K, t > 0. Clearly t −1 (exp t log K − 1) is conditionally positive definite (An Hermitian kernel L is said to be conditionally positive definite if for every n ∈ N and for every choice n points w 1 , . . . , w n and complex scalars α 1 , . . . , α n with n i=1 α i = 0, the inequality n i,j=1 α iᾱj L(w i , w j ) ≥ 0 holds). By letting t tend to 0, it follows that log K is conditionally positive definite. Hence at an arbitrary point in Ω, in particular at w 0 , the kernel
is positive definite. This is essentially the Lemma 1.7 in [9] . From Lemma 3.1, it follows that the matrix where c(I) denotes the cardinality of the set Λ(I). We will prove that K is a positive definite kernel on Ω 0 . To facilitate the proof, we need to fix some notations. Let δ be a multi-index of size m. Also let p(δ) = m j=1 (δ j + 1) which is the number of multiindices I ≤ δ, that is, i l ≤ δ l , 1 ≤ l ≤ m. As par the notation in [5] , given a function L on a domain U × U which is holomorphic in the first variable and antiholomorphic in the second, let H δ (w 0 ; L) be the p(δ) × p(δ) matrix whose (I, J)-entry is 
