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Text S1. Explicit Estimation of Model-Measurement Mismatch Uncertainty 
Here we describe the method to explicitly estimate model-measurement mismatch 
uncertainties for summer CH4 emissions. For the other seasons, we assume the 
uncertainties are proportional to the background-subtracted mean mixing ratios. This 
explicit estimate is used as the “prior” information for the probability distribution for the 
model-measurement mismatch uncertainty to estimate its posterior value. Following 
Gerbig et al. [2003], Zhao et al. [2009], Göckede et al. [2010], and Jeong et al. [2012a; 
2013], the model-measurement mismatch matrix, R (an n × n matrix), is represented as 
the sum of uncertainties in quadrature from several error sources: 
 
Ri = Smeas + Spart + Saggr + Sbkgd + StransPBL + StransWIND,   
where the measurement error (Smeas) is due to the uncertainty in the measurement 
system. The particle number error (Spart) is due to the finite number of released particles 
at the receptor location while the aggregation error (Saggr) arises from aggregating 
heterogeneous fluxes into a single average flux. The background error (Sbkgd) is due to 
the uncertainty in estimating the background contribution to the CH4 measurements at 
the receptor. StransWIND and StransPBL represent the uncertainty in CH4 mixing ratios caused 
by the errors in winds and the errors in planetary boundary layer (PBL) heights, 
respectively. The detailed method for estimating each of the uncertainty terms is 
provided in Jeong et al. [2012a; 2012b; 2013].  
 
For the aggregation error (Saggr), we adopt the result from Jeong et al. [2012a; 2013] and 
use 11% of the background-subtracted mean mixing ratio. The background error (Sbkgd) 
is estimated by combining (in quadrature) the RMS error in the estimation of the 3-
dimensional (3-D) curtain and the standard error of 500 WRF-STILT (Weather Research 
and Forecasting and Stochastic Time-Inverted Lagrangian Transport) background 
samples [Jeong et al., 2013].  Note that each background value in the 3-D curtain has an 
uncertainty estimate that is the time-, height-, and latitude-dependent root-mean-square 
(RMS) error of the residuals of the data that were used to construct the background 
curtain. Average values for Sbkgd were calculated for each month (by site) during the 
summer of 2013, and ranged from 12 – 15 ppb depending on the measurement site. 
Only time points for which more than 80% of the particles reached the western boundary 
of the domain (130°W) were included in the study [Jeong et al., 2013].  
 
To estimate the uncertainty in predicted CH4 mixing ratio signals due to errors from 
modeled PBL heights (StransPBL), we evaluated WRF model errors in PBL heights and 
then calculated the RMS difference in CH4 mixing ratios obtained from simulations with 
and without input of an additional stochastic component of PBL errors in STILT [Jeong et 
al., 2012a; 2012b; 2013]. We evaluated WRF-simulated PBL heights (Zi) using 
measured data from wind profiler sites across California (see Figure 2 in the main 
manuscript). The measured PBL heights used in this study were estimated from sub-
hourly vertical velocity and returned signal strength (signal-to-noise ratio) data using the 
algorithms and qualitative analysis following Wyngaard and LeMone [1980], Bianco and 
Wilczak [2002], and Bianco et al. [2008]. The wind profiler can detect PBL heights from 
about 150 m to 4000 m with an accuracy of ±200 m [Dye et al., 1995]. Since late 2010, 
some of the profilers in the Central Valley, which includes Chowchilla (CCL) and Lost 
Hills (LHS), have stopped operating. Also, the Livermore (LVR) profiler data have not 
been available since 2011. For those sites, we use the results from Jeong et al. [2012a; 
2013]. Wind and Zi measurements from the closest profiler to the greenhouse gas 
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(GHG) measurement site were used to evaluate WRF simulations. For example, most 
relevant to the WGC GHG measurement site, we compared Zi from WRF with 
measurements from the SAC (Sacramento) profiler. For the CIT (Caltech) GHG site, we 
used the measured Zi that were available during the May – June 2010 period, as 
described in Newman et al. [2013] to evaluate WRF Zi. Newman et al. [2013] showed 
WRF simulated Zi relatively well compared to the measurements during the afternoon 
hours (RMS error = 246 m). Here, we find the updated WRF model provides somewhat 
better comparison (RMS error = 166 m) even though we used all June 2010 data 
including nighttime data. Across all sites, we find WRF simulated Zi generally agreed 
well with the measured Zi in a manner consistent with results of Jeong et al. [2013]. The 
mean biases at all sites except LAX (Los Angeles Airport) were less than 200 m, which 
is within the accuracy of the wind profiler [Dye et al., 1995]. At the LAX site, WRF 
underestimated Zi during the daytime, yielding mean biases of 25 and 38% as a fraction 
of the measured mean Zi for 2012 (we also compared for 2012 summer) and 2013, 
respectively. However, the low WRF Zi occurs only on a few grid cells near the coast 
showing a large horizon gradient of Zi from ocean to land. The impact of low WRF Zi at 
LAX on the predicted mixing ratio at CIT (closest GHG site to LAX) was estimated to be 
small during the summer season based on the sensitivity analysis of mixing ratios to Zi. 
When STILT was run twice to compare the sensitivity of mixing ratios to Zi between the 
default case and the case with Zi decreased by 20%, the difference in mixing ratio was 
less than 5% of the mean background-subtracted mixing ratio for CIT. Also, the CO 
comparison between predictions and measurements at CIT does not show a significant 
systematic bias.  
 
Following Jeong et al. [2012a; 2012b; 2013], we estimate the contribution to random 
error in CH4 signals (CCH4) due to random variations in PBL to 1st order as the product of 
RMS uncertainty in PBL depth and CH4 mixing ratio sensitivity to a PBL perturbation in 
STILT.  Here we estimated the sensitivity using a 20% perturbation in Zi to estimate the 
sensitivity of CCH4 to Zi (i.e., dCCH4 /dZi) and calculated the monthly mean dCCH4 /dZi (in 
units of ppb/m). Then we multiplied the estimated RMS PBL errors (in units of m) by 
dCCH4/dZi to estimate CH4 signal errors (in ppb) associated with Zi for each site. When 
the measured Zi is not available for a given month, we used the result from available 
adjacent months or the results from Jeong et al. [2012a; 2013]. We found that the RMS 
errors in the WRF PBL during the summer months are all less than the nominal accuracy 
of 200 m for the wind profiler. Thus, we used the RMS error of 200 m for all sites where 
the estimated RMS errors are less than 200 m as in Jeong et al. [2013]. Combining the 
200 m RMS error with the sensitivity of mixing ratios to Zi, the estimated uncertainties for 
these summer months ranged from ~2 ppb to over 10 ppb, which are lower than those of 
the other seasons reported in Jeong et al. [2013].  
 
To estimate the combined uncertainty in CH4 mixing ratios due to winds (StransWIND) and 
particle number (Spart) we followed the approach originally developed in Lin and Gerbig 
[2005] and applied previously by Jeong et al. [2013]. Here, we examined wind errors for 
the summer months where measured winds were available. In general, WRF simulated 
winds were consistent with the measurements for both the Central Valley and SoCAB 
(South Coast Air Basin) sites. We excluded a few episodic events that showed large 
biases in wind speeds and/or directions from the inversion as in Jeong et al. [2013]. In 
this study we used results from Jeong et al. [2013] for the Central Valley sites and 
computed new results specific to SoCAB. Following Jeong et al. [2013], we ran the 
STILT model 10 times and computed 10 ensemble signals to estimate the RMS variation 
of CH4 mixing ratios about the mean of the ensemble mixing ratios. The results for the 
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SoCAB suggest wind and particle number uncertainties are 3 – 7 ppb, which are 3 - 9% 
of background-subtracted mean mixing ratios.  
 
Following previous work, we assume that individual uncertainty terms are independent 
and are summed in quadrature to populate the diagonal elements of the model-
measurement mismatch matrix [Jeong et al., 2012a; 2012b; 2013; Göckede et al., 2010]. 
Resulting uncertainties for the model-measurement mismatch during the summer 
months varied from ~ 15 to 30 ppb. During these summer months when the local mixing 
ratio concentration and the overall model-measurement uncertainty were relatively small 
compared to those of winter, the background error was the largest source of uncertainty 
followed by the PBL and wind errors. However, during the winter months the transport 
errors (PBL and winds) were dominant [Jeong et al., 2012a; 2013]. As described, the 
uncertainties for the summer months were explicitly estimated here, and those of the 
other months were assumed to be proportional to the mean background-subtracted 
mixing ratios or were adopted from Jeong et al. [2013]. The explicitly estimated values 
for the model-measurement mismatch for the entire inversion period are provided by site 
in Table S1. Note that these explicit estimates (i.e., σ!!|!) are used as “prior” information 
for posterior estimation of model-measurement mismatch uncertainties in the form of a 
scale parameter for the half Cauchy distribution (see Section 2.4 and 2.5 in the main 
manuscript). 
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Text S2. Convergence and Accuracy of MCMC Samples 
The Markov chain Monte Carlo (MCMC) sampler based on the JAGS system (just 
another Gibbs sampler, Plummer [2003]) generated 25000 samples from the posterior 
distribution using two chains after discarding the 2000 burn-in samples. To check MCMC 
representativeness of the posterior distribution, we use visual inspection of trace plots 
(i.e., parameter samples as a function of step in the chain) and probability density plots 
[Kruschke, 2015]. We also calculate the Gelman-Rubin statistic (also known as  
“potential scale reduction factor”) [Gelman and Rubin, 1992], which is used to check 
chain convergence. The value of 1 for the Gelman-Rubin statistic suggests the chains 
are fully converged. Values that are significantly larger than 1 indicate lack of 
convergence. Kruschke [2015] suggests that values greater than 1.1 (as a heuristic) can 
be used to diagnose inadequate convergence. As an example, the trace and density 
plots for the model-measurement uncertainty parameter at WGC (Walnut Grove) and 
CIT are shown in Figure S12 where the two chains are smooth and overlap each other 
suggesting convergence has been achieved. The Gelman-Rubin statistics for the scaling 
factor (λ) is shown in Figure S13. As shown in Figure S13, the Gelman-Rubin statistics 
for λ is close to one for all elements of the scaling factor vector, showing the chains 
converged well. Figure S14 shows the Gelman-Rubin statistics for σR (parameter for the 
model-measurement mismatch uncertainty) at six sites in the Central Valley and SoCAB 
with all sites showing good convergence. Other parameters also showed similar results 
in the convergence test. The burn-in period (i.e., preliminary period for the parameter to 
move from the initial values to the posterior region) typically requires several hundreds to 
several thousand steps [Kruschke, 2015]. In this study, we used 2000 steps for the burn-
in period, and the trace and density plots show that the burn-in period has been 
successfully passed.  
To check the accuracy of the chain we estimate the standard error (SE) for the MCMC 
posterior estimate, which is calculated as the standard deviation (SD) of the chain 
divided by the square root of the effective sample size (ESS). ESS can be calculated by 
dividing the number of points in the chain by the autocorrelation time [Kass et al., 1998]. 
Thus, SE represents the estimated standard deviation for the sample mean in the chain. 
Since SE is estimated on the scale of the parameter, it is useful to assess the accuracy 
of the posterior mean estimate for the parameter. For example, Figure S12 shows the 
SE values for the model-measurement mismatch uncertainty (σR) at CIT and WGC as 
well as density plots. As shown in the figure, compared to the mean (and the 95% 
confidence interval), the SE values are very small indicating the posterior mean values 
are estimated stably. Other parameters also showed similar accuracy in the estimates. 
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Text S3. Comparison of Emission Estimates from Complex and Simplified Models 
We compare the emission estimates between the complex model (as described in 
Section 2.4 of the main text) and a simplified model where we use prescribed values 
(from Table S1) for the model-measurement mismatch uncertainty matrix (i.e., diagonal 
R matrix in Equation 5 of the main text). This comparison demonstrates the flexibility of 
the inversion system used in this study, showing that the hierarchy of the probability 
distributions for parameters can be expanded or simplified depending on our beliefs on 
the prior knowledge.  
When prescribed values are used for the R matrix, three parameters (σR, τ, and η) are 
excluded from the parameter set (Equation 3 of the main text) and the posterior 
distribution (i.e., Equation 4 in the main text) is reduced to: 𝑝 𝝀,𝝁𝝀,𝝈𝝀 𝒚)   ∝ 𝑝 𝒚 𝝀 𝑝 𝝀 𝝁𝝀,𝝈𝝀 𝑝(𝝁𝝀)𝑝 𝝈𝝀  
As in our original model (Equation 4 of the main text), the simplified model uses a 
hierarchical structure for the uncertainty on the prior emissions (i.e., including µλ and σλ 
in the parameter set to be optimized). This is because we are uncertain about the 
accuracy of the prior emissions, in particular at the pixel level. In previous work, Jeong et 
al. [2012a; 2013] chose the prior emission uncertainty at the regional scale (not pixel 
scale) based on other published work (e.g., National Research Council [2010]). 
However, the pixel-level prior emissions are much more uncertain, requiring optimal 
estimates consistent with the data as demonstrated in this study. 
The comparison of estimated state total emissions between the two inverse models is 
shown in Figure S9 in this Supporting Information. As shown in the figure, the mean 
difference in the state annual total emissions is only ~6% although the complex model 
yields slightly smaller uncertainty bounds, likely due to the off-diagonal terms in the R 
covariance matrix (i.e., correlated errors reduce the overall uncertainty).  
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Figure S1. Recent trend of the number of dairy cows in the SoCAB counties 
(http://www.nass.usda.gov/Statistics_by_State/California/Publications/County_Estimates
/). 
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Figure S2. Comparison of the prior emissions between Jeong et al. [2013] and this 
study for major emitting regions. In this comparison, SoCAL includes the South Coast, 
San Diego, Mojave Desert and Salton Sea regions. 
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Figure S3. Seasonally averaged footprints from multiple sites for afternoon hours (12 – 
17 LST). The footprint for the Central Valley sites (with the 5-layer thermal diffusion 
LSM) is not sensitive to the sites in Southern California (with Noah LSM) during spring 
and summer when the land surface scheme is different between the Central Valley and 
urban regions. Most of the particle trajectories originating from the Southern California 
sites show strong sensitivity within the region and some over the coastal regions and the 
ocean, not exerting a strong influence in the Central Valley.  
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Figure S4. Example of the half Cauchy distribution for the model-measurement 
mismatch uncertainty parameter (σR) with a 50th quantile value of 20 ppb (for the scale 
parameter), which is similar to those during the summer months. The simulated 
uncertainty values are positive and yield a long-tailed distribution. 
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Figure S5. Posterior distributions of τ and η for the mid-month of each season. These 
two parameters are used to construct the off-diagonal elements of the model-
measurement mismatch matrix, R (see Equation 8 in the main text). See Section 2.4 of 
the main text for the prior distributions of these parameters. Note that as shown in 
Equation 8 of the main text, we estimate a single value for each of these parameters 
(different from σR). These values are used in constructing the R matrix shown in Figure 
S6. 
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Figure S6. Model-measurement mismatch uncertainty matrix (i.e., R matrix in Equation 
5 of the main text) for the mid-month of each season. The R matrix is symmetric and its 
size is the same as the number of measurements. The measurement sites are labeled in 
the X and Y axes and the number of data points varies with the site. Note that the color 
scale for each plot changes for better visualization of the values.   
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Figure S7. Comparison of the posterior (optimized) model-measurement mismatch 
uncertainty and the prior estimate calculated from explicit estimation (e.g., as in Jeong et 
al. [2013], see Text S1). The explicit estimation includes errors due to transport (winds 
and PBL), background, limited number of particles used in STITL simulations, 
aggregation and measurements. The data points represent the comparison for all 12-
month estimates from all sites across California. 
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Figure S8. Posterior σλ (i.e., uncertainty for the scaling factor) averaged for the major 
regions (Regions 3, 7, 8 and 12) by month (upper panel) and example (January) 
posterior distributions of σλ for the major regions (lower panel). The region average 
value (at 95% confidence) shows the overall posterior σλ for the region while the 
posterior estimates for individual 0.3° pixels within each region vary.  
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Figure S9. Comparison of inversion results for annual state total emissions between the 
full inversion using Equation 4 in the main text and the simplified inversion where the 
model-measurement mismatch uncertainty is prescribed. See Text S3 for the details. 
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Figure S10. Sensitivity of CH4 emission estimates for the Central Valley to well-mixed 
conditions in winter (December – February) WGC measurements: well-mixed periods 
(green) and all periods (blue) during daytime (12 – 17 LST). The difference in the two 
median estimates is less than 4% and the two estimates agree well. See Section 2.1 of 
the main text and Jeong et al. [2012a; 2013] for the data filtering method. Because the 
WGC tower with vertical profiles of measurements mainly constrains the Central Valley, 
only the Central Valley result is shown. Also, the sensitivity test was done for the winter 
season when PBL in California is the lowest and the atmosphere tends to be less well-
mixed compared to the other seasons. 
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Figure S11. Correlations (between -1 and 1; negative values indicate anti-correlation) of 
posterior emissions between 15 different regions for the mid-month of each season. The 
strongest anti-correlations in posterior emissions occur between nearest neighbors and 
are never less than -0.2 (i.e., weak anti-correlation). The numbers on the axis represent 
the region number, and the values in the parentheses represent the largest anti-
correlation for the given month.  
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Figure S12. Example trace and density plots for the model-measurement mismatch 
uncertainty parameter (σR) at WGC and CIT (for mid-month of each season). In the trace 
plots (first and third columns), the two chains are smooth and overlap each other 
suggesting the chains have converged well. For the posterior density (second and fourth 
columns), the two densities from two different chains overlap very well, suggesting the 
two chains are representative of the posterior distribution. In the density plots, we also 
include the standard error (SE) for the MCMC estimates using the parameter scale (here 
in units of ppb for σR). The SE values are very small compared to the mean estimates. 
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Figure S13. Gelman-Rubin statistics for each element of the scaling factor vector (λ) by 
month (size of λ = 195). The X-axis shows each element of the 195 scaling factors. For 
all scaling factors, the Gelman-Rubin statistics are close to one, suggesting the chains 
have successfully converged. 
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Figure S14. Gelman-Rubin statistics for the model-measurement mismatch uncertainty 
parameter (σR) at six sites in the Central Valley and SoCAB by month. For all sites, the 
Gelman-Rubin statistics are close to one, suggesting the chains have successfully 
converged. 
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Figure S15. Comparison of 3-hourly measured and predicted CH4 mixing ratios and 
estimated CH4 background for sites in the Central Valley (used in the inversion). The 
estimated CH4 background was added to the prediction for comparison. 
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Figure S16. Same as Figure S15 but for non-Central-Valley sites. 
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Site\Month 6 7 8 9 10 11 12 1 2 3 4 5 
ARV 28 32 29 61 48 53 144 218 112 111 76 46 
CIT 19 20 20 21 22 26 44 55 41 28 23 17 
LVR 16 17 16 18 30 58 150 89 28 40 27 19 
MAD 23 28 25 61 64 98 150 233 100 77 53 34 
SBC 23 22 21 18 12 16 13 18 22 18 15 13 
SIO 16 16 15 35 17 30 76 115 41 19 18 3 
STB 22 22 22 15 19 39 20 27 27 22 19 21 
STR 23 16 15 6 5 41 72 22 3 20 6 5 
THD 16 16 15 NA NA NA NA NA NA NA NA NA 
TRA 21 23 23 58 57 100 110 148 73 44 35 30 
TSB 19 21 18 17 20 28 18 24 20 19 23 16 
VTR 15 14 16 NA NA NA NA NA NA NA NA NA 
WGC 18 20 17 25 27 29 86 128 53 31 22 20 
Table S1. Initial (prior) estimates of model-data mismatch uncertainty (in units of ppb) by 
site and month. These uncertainty values (i.e., 𝛔𝐑𝐩|𝐬 hyper-parameter) are used as 
“prior” for posterior estimation of model-data mismatch uncertainties in the form of a 
scale parameter for the half Cauchy distribution (see Text S1, Section 2.4 and 2.5 in the 
main manuscript). 
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Methods Inversion Estimate* 
Inversion + 
Transport Bias 
Uncertainty¶ 
Inversion + Transport 
Bias Uncertainty + 
Transport Bias‡ 
Mean (Tg CH4/yr) 2.42 2.42 2.18 
Uncertainty (Tg 
CH4/yr; 95% 
confidence) 
0.43 0.49 0.49 
Table S2. Estimates of state annual total emissions based on different assumptions on 
the uncertainty and bias: 
*Estimates directly from the inversion (i.e., posterior probability distributions). Although 
HBI yields asymmetric values for the upper and lower uncertainty bounds (because they 
are estimated from MCMC samples, not analytically), here we calculated the average 
uncertainty to be combined with the transport bias uncertainty (third column). 
¶Based on the CO analysis, 10% (0.24 Tg) of the original central estimate is added to the 
uncertainty (0.43 Tg) from the inversion as quadrature sum expanding the total 
uncertainty. Note that the CO analysis suggests that the central estimate of the state 
annual emissions can be variable at ~10% level (i.e., 10% of transport bias uncertainty). 
Here we do not consider the systematic bias, which is incorporated in the last column of 
the table. That’s why the mean estimate stays the same as the one from the inversion 
(i.e., second column). 
‡The mean value from the original inversion result is reduced by 10% (i.e., 0.24 Tg).
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