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Motivated by the recently observed relation between the physics of D-
branes in the background of B-eld and the noncommutative geometry we
study the analogue of Nahm transform for the instantons on the noncommu-
tative torus.
1 Introduction
It is shown in [C-D-S] that noncommutative geometry can be successfully
applied to the analysis of M(atrix) theory. In particular, it is proven that
one can compactify M(atrix) theory on a noncommutative torus; later, com-
pactications of this kind were studied in numerous papers. In present paper,
we analyze instantons in noncommutative toroidal compactications. This
question is important because instantons can be considered as BPS states
of compactied M(atrix) model. Instantons on a noncommutative IR4 were
considered earlier in [N-S]. It is shown in [N-S] that these instantons give
ast@math.ucdavis.edu, nikita@string.harvard.edu, schwarz@math.ucdavis.edu
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some insight in the structure of (2,0) super-conformal six dimensional the-
ory; the instantons on a noncommutative torus also should be useful in this
relation. The main mathematical tool used in [N-S] is the noncommutative
analogue of ADHM construction of instantons. The present paper is devoted
to the noncommutative analogue of Nahm transform (recall that the Nahm
transform can be regarded as some kind of generalization of ADHM con-
struction). We prove that some of important properties of Nahm transform
remain correct in noncommutative case.
2 Preliminaries.
In this section we recall several notions related to the theory of noncommu-
tative tori. We roughly discuss the ideas behind the noncommutative Nahm
transform and formulate our main results. A more formal approach to the
noncommutative Nahm transform is taken in the next section.
Denition 2.1 An n-dimensional noncommutative torus A is a C-algebra




(i;j)Ui+j; U0 = 1; (1)
where (; ) is a skew-symmetric bilinear form on ZZn.
We can naturally consider  as a skew-symmetric bilinear form on IRn. Any
element of A can be uniquely represented as a sum
P
i2ZZn ciUi, where ci
are complex numbers. Let ek, 1  k  n be the natural base in ZZn. The
transformations lUek = l;kUek , 1  k; l  n generate an abelian Lie algebra
L of innitesimal automorphismes of A. We use L to dene the notion
of connection in a A-module following [Con1] (we do not need the general
notion of connection [Con2]).
Any element fromA can be considered as a function on the n-dimensional
torus whose Fourier coecients are ci (see above). The space of smooth
functions on T n forms a subalgebra of A. We denote it by A
smooth and call
it the smooth part of A. If E is a projective nitely generated A module
one can dene its smooth part Esmooth in a similar manner (see [Rf1]). Now
we can dene the notion of A connection.
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Denition 2.2 A connection on a right A module E is a linear map r
from L to the space EndAE of endomorphisms of E
smooth, satisfying the
condition
r(ea) = (re)a+ e((a));
where e 2 Esmooth, a 2 A
smooth, and  2 L. The curvature F; = [r;r ]
of connection r is considered as a two-form on L with values in endomor-
phisms of E.
We always consider Hermitian modules and Hermitian connections. This
means that if E is a right A module it is equipped with A valued Her-
mitian inner product h; i (for the detailed list of properties see [Bl]) and
all connections that we will consider should be compatible with this inner
product.








where F is a curvature of a connection on E, and ^ is the canonical trace on
A^ = EndA(E) (we use that A is equipped with a canonical trace  = c0).
One can consider ch(E) as an element in the Grassmann algebra (L
).
However, it is convenient to use the fact that this Grassmann algebra can
be identied with cohomology H(T; IC) where T stands for the Lie group of
automorphisms of the algebra A corresponding to the Lie algebra L. (In
other words T = L=D where D is a lattice.) In the commutative case ch(E)
is an integral cohomology class. In noncommutative case this is wrong, but
there exists an integral cohomology class (E) 2 H(T;ZZ) related to ch(E)
by the following formula (see [Ell], [Rf1])
ch(E) = e()(E); (3)
Here () stands for the operation of contraction with  considered as an
element of two-dimensional homology group of T . In particular, formula (3)
means that e−()ch(E) 2 H(T;ZZ).
One can regard (E) as a collection of integer quantum numbers charac-
terizing topological class of a gauge eld on noncommutative torus (or from
mathematical viewpoint as a K-theory class of projective module E.)
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The element  of the cohomology group Heven(X; IR) is called the generalized
Mukai vector. Here LWZ describes the so-called Wess-Zumino couplings on
the worldvolume X of a D-brane (more precisely of a stack of D-branes),
E is the Chan-Paton bundle (or sheaf), ~C is the collection of all Ramond-
Ramond potentials, A^(X) is the A-roof genus and B is the Neveu-Schwarz
B-eld. The formula (4) captures the eect of the non-trivial topology of the
Chan-Paton bundle on the D-brane charges induced on the brane. Since in
our case X is a torus with flat metric then A^(X) = 1 and we arrive at (3)
provided that we performed a T -duality transformation which maps B-eld
two form into a bivector  and also exchanges chk with chn
2
−k.
Denition 2.3 An instanton is a connection such that the self-dual part of
its curvature is a scalar operator, i.e., F+ is a multiplication operator by the
scalar that we denote −!+.
We are interested in instantons on four-dimensional noncommutative torus.
In the framework of supersymmetric gauge theory they can be interpreted as
BPS-elds. Notice that in the denition of Hodge dual ?F we need an inner
product on the Lie algebra L; we x such a product.
As in commutative case we can prove that the minimum of euclidean
action A(E;r) = 1
82
^ (F ^ ?F )[T ] for connections in module E (i.e. for
gauge elds with given topological numbers) is achieved on instantons or
anti-instantons (connections where antiselfdual part of curvature is a scalar).
Here [T ] stands for the fundamental homology class of T .
Claim 2.1 The expression of the instanton action in terms of  and  has













1CA [T ]; (5)
where k(E) is 2k-dimensional component of (E).
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To prove this formula we notice that if (E;r) is an instanton (i.e. F++!+ =
0) the we can express F as follows
?F = −F − 2!+: (6)
Using (6) we obtain
^(F ^ ?F ) = ^ (F ^ [−F − 2!+]) = −^ (F ^ F )− 2^(F ) ^ !+;
since ! is complex valued two-form hence
^ (F ^ !+) = ^(F ) ^ !+ = −^ (1)!+ ^ !+:
One can easily obtain from the formula (3) that ^ (F ^ F ) = −822(E),
^(F ) = 2i(1(E) + ()2(E)). 2.
We will construct a generalization of Nahm’s transform [Na], [D-K] re-
lating connections on A-modules with connections on A^-modules. (Here
A and A^ are two four-dimensional noncommutative tori.) To dene a non-
commutative generalization of Nahm’s transform we need a (A;A^)-module
P with A-connection r and A^-connection r^. Speaking about (A;A^)-
module P we have in mind that P is a left A-module and a right A^-module;
and (ax)b = a(xb) for a 2 A; b 2 A^; x 2 P. We assume that the commu-
tators [r;r]; [r^; r^ ]; [r; r^] are scalars:
[r;r] = ! ; [r^; r^] = !^ ; [r; r^] = :
One more assumption is that r commutes with the multiplication by the
elements of A^ and r^ commutes with the multiplication by the elements of
A. One can reformulate the above conditions saying that P is an A(−^)-
module, and r; r^ give us a constant curvature connection on it. For every
right A-module R with connection rR we consider Dirac operator D =
Γ(rR +r) acting on the tensor product
(R⊗A P)⊗ S
(or more precisely on its smooth part). To dene Γ-matrices we introduce
an inner product in L. S is a ZZ=2ZZ graded vector space S = S
+  S− and
Dirac operator is an odd operator. Thus, we can consider
D+ : (R⊗AP)⊗S
+ ! (R⊗AP)⊗S





The Dirac operator commutes with the multiplication by the elements
of A^, therefore the space of zero modes of D can be regarded as ZZ=2ZZ
graded A^-module; we denote it by R^. We will see later that sometimes it is
reasonable to modify this denition of R^.
Next we would like to get a connection on R^. Using A Hermitian inner
product on R, A  A^ Hermitian inner product on P, and a canonical
trace  on A we can dene an A^ Hermitian inner product on (R ⊗A
P) ⊗ S. We assume that we have an orthogonal projection (with respect
to the A^ Hermitian inner product) P of (R ⊗A P) ⊗ S onto R^. We will
prove its existence in the next section under some additional conditions. The
connection r^ induces a connection r^0 on
(R⊗A P)⊗ S;
we obtain a connection rR^ on R^ as P r^0.
The above construction can be regarded as a generalized Nahm’s trans-
form. To prove that its properties are similar to the properties of standard
Nahm’s transform we should impose additional conditions on module P and
connections r; r^. We assume that P is a projective Hermitian module over
A(−^) and that  determines a non-degenerate pairing between L and
L^. Then we can use this pairing to dene an inner product in L^; this al-
lows us to talk about instantons on A^. Under certain conditions we prove
that the Nahm transform of an instanton is again an instanton. More pre-
cisely, if F+ + !
+
 = 0 where !
+
 stands for the selfdual part of ! , then
F^+ − !^
+
 = 0. Here F (correspondingly F^) is the curvature of the con-
nection rR (correspondingly rR^) on R (correspondingly R^) and + stands
for the self-dual part of it.
Notice that by taking the trace of the curvature of the connection rr^



















(~)22(P) + (~)1(P) + 0(P)
:
Here we use the notation ~ for (−^), k(P) for 2k-dimensional component
of (P).
In general, the Nahm transform dened above is not bijective (even in
commutative case, i.e. when  = ^ = 0). However the commutative Nahm
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transform is bijective if P is \Poincare module" (the module corresponding
to the Poincare line bundle). Strictly speaking, the term \Nahm transform"
is used only in this situation. It is natural to dene the Nahm transform in
noncommutative case using an A(−^) module having the same topological
numbers as Poincare module. (We will prove in Section 5 that the deformed
Poincare module can be equipped with constant curvature connection and
hence it can be used to dene the Nahm transform.) One should expect that
in noncommutative case the Nahm transform is a bijection (and its square is
(−1)). We can give only heuristic proof of this conjecture.
Remark. The relation between topological quantum numbers of R^ and
R in the case when P is deformed Poincare module is the same as in com-
mutative case (the relation between discrete quantities cannot change under
continuous deformation):
(R) = p+ 1
2
aij 
i ^ j + q 1 ^ 2 ^ 3 ^ 4;
(R^) = q − 1
4
ijklaij k ^ l + p 1 ^ 2 ^ 3 ^ 4
(8)
where ijkl is completely antisymmetric tensor and the bases i and i are
the standard dual bases of H2(T;ZZ) and H2(T^ ;ZZ).
We now present the formulae which relate !, !^, , ^, etc. Recall that in
the commutative case L  L0^. The integral class (P) = exp
P
k 
k ^ k is
the same as in the commutative case and it allows to identify L0  L^ in the
noncommutative case too. It is convenient to think of the forms !; !^;  as of
the operators:
! : L ! L
0
  L^; !^ : L^ ! L;  : L^ ! L^:
In the same way the bivectors ; ^ are viewed as skew-symmetric operators:




! = ^(1− ^)−1
!^ = − (1− ^)−1




We assume that all modules are Hermitian modules, all connections are
Hermitian connections, and noncommutative tori A and A^ are four di-
mensional. Let (P;r; r^) be a nitely generated projective A(−^) module
equipped with constant curvature connection rr^. The curvature of rr^
is an element of ^2(L)0(L⊗L^)
0^2(L^)
0. We denote by ! the ^2(L)0
part of the curvature of r r^, by  the (L ⊗ L^)
0 part, and by !^ the
^2(L^)
0 part. We x an inner product on L. The inner product on L^ is
obtained from the inner product on L via the pairing . Let fig be an
orthonormal basis of L.
Denition 3.1 A connection rR on A-module R is called P-irreducible i









ri) and G is bounded operator.
Lemma 3.1 If rR is P-irreducible connection on R and F+ + !+  1 = 0
then ker(D+) = 0, and
D−D+ = : (10)
Proof: The proof is the same as in the commutative case. 2
Now we can dene a noncommutative Nahm transform. Let R be a
projective Hermitian module over A with P-irreducible connection rR such
that its curvature F satises the condition F+ + !+  1 = 0. Denote by
R^ the closure of the kernel of D− : (R ⊗A P) ⊗ S
− ! (R ⊗A P) ⊗ S
+:
Notice that (R⊗A P)⊗S
− is Hermitian A^ module and that D
− commutes
with A^ action. Therefore, R^ is a Hermitian A^ module (submodule of
(R⊗A P)⊗ S
−). Let us denote by P the projection operator (with respect
to the A^ Hermitian inner product) from (R ⊗A P) ⊗ S
− onto R^. In other
words, P is Hermitian, P 2 = P , and ImP = R^. Its existence is proven in
the theorem 3.1 below. We denote by rR^ the composition P  r^.
Theorem 3.1 R^ is a nitely generated projective Hermitian A^ module and
rR^ is a Hermitian A^ connection on R^.
Proof: The projection operator on the kernel of D− can be dened by
the following explicit formula P = 1 − D+GD−. We can check that P
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is hermitian, P 2 = P , and ImP = KerD− by means of formal algebraic
manipulations using D−D+ = . We claim that P is \compact" operator
over A^ (that is a limit of the operators of the type
P
i xi(yi; )). This follows
immediately as usual from the fact that D+ admits a parametrix (over A^,
see Appendix A) and GD− is left inverse to D+. Since P is \compact"
over A^ it follows from the general theory (see Appendix A or [Bl]) that
P =
P
j uj(vj ; ) is a projection on a nitely generated projective A^ module
which proves the rst statement. R^ inherits A^ valued inner product from
(R⊗A P)⊗ S
−.
The second statement follows immediately from the fact that P commutes
with the action of A^ (since D
+, D−, and G commute with A^ action). 2
Denition 3.2 The noncommutative Nahm transform N of (R;rR) is a
pair (R^;rR^) of projective Hermitian A^ module R^ and connection r
R^.
4 Properties of noncommutative Nahm trans-
form.
Now we can nd a formula for the curvature of rR^.
Proposition 4.1 We have the following formula for the curvature F^ of con-
nection rR^





Remark 4.1 It follows from (10) that D−D+ commutes with Γ. Therefore
Γ commutes with G. We will use this in the proof.
Proof: Since the Lie algebra L^ is commutative the curvature F^ =
[rR^ ;r
R^
 ]. The denition of r
R^ gives us that F^ = P r^P r^ − P r^P r^.
Let us simplify this expression using the denition of P = 1 −D+GD−. If
we replace the middle P by this expression we obtain
F^ = P [r^; r^ ] + P (r^D+GD−r^ − r^D+GD−r^) =
= !^ + P (r^D+GD−r^ − r^D+GD−r^):
(12)
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Next, let us notice that PD+ = 0 and D− equals zero on R^. Therefore, we
can rewrite (12) as
F^ = !^ + P ([r^ ; D
+]G[D−; r^]− [r^; D
+]G[D−; r^ ]): (13)





(The proof is straightforward calculation using the denition of D =P
 Γ
(rR +r) and the fact that r
R commutes with r^.)
The immediate consequence of (14) is that














Now the theorem follows from the remark that Γ commutes with G and
very simple formal manipulations. 2
Next, we would like to compute F^+ (the self-dual part of the curvature).
Let us remind that the inner product on L^ came from a non-degenerate
pairing between L and L^ given by .





on S− is equal
to zero.
Proof: Let us choose an orthonormal basis fig in L. Let fjg be the dual
basis in L^ with respect to the pairing given by . Then, the element0@X
i;j
(ΓiΓj − ΓjΓi)i;kj ;l
1A = ΓkΓl − ΓlΓk
operator It is well-known that this element is antiselfdual on S−. Thus, the
selfdual part of it is equal to zero. 2
As an immediate corollary we obtain that noncommutative Nahm trans-
form is similar to a commutative Nahm transform in the following relation
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Theorem 4.1 Let (R;rR) be a projective Hermitian module over A with
P-irreducible connection rR which satisfy the condition F+ + !+  1 = 0,
where F is the curvature of rR. Let (R^;rR^) be a noncommutative Nahm
transform of (R;rR). Then the curvature F^ of rR^ satises the equation
F^+ − !^+  1 = 0.
Proof: The statement immediately follows from Proposition 4.1 and the
previous lemma. 2




that as a vector space R^ is isomorphic to R^ since R^ is a projective Hermitian
A^ module. Consider the tensor product R^ ⊗A^ R^
. Since R^ is a nitely
generated projective A^ module the algebra R^⊗A^ R^
 is naturally isomorphic
to the algebra EndA
^
(R^). Let e be an identity element in EndA
^
(R^). By abuse
of notation we denote its image in R^⊗A
^
R^ by the same letter e.
Remark 4.2 Notice that e is a nite sum
P
i xi ⊗ yi, where xi 2 R^ and
yi 2 R^, because R^ is a nitely generated projective Hermitian module over
A^.
The module R^ was dened as a submodule of (R⊗A P)⊗S
−. Therefore, we
have a canonical embedding R^⊗A
^




by Ψ the image of e in ((R ⊗A P)⊗ S
−) ⊗A
^
R^. Let us notice that the
module ((R⊗A P)⊗ S
−)⊗A
^
R^ is canonically isomorphic to (R⊗A P⊗A^
R^)⊗ S−. We use the latter one everywhere instead of the former.
Denote by R the left A^ module dual to R, R
 = HomA(R;A). Any






)⊗S− 3 (x⊗p⊗y)⊗s 7! (f(x)p⊗y)⊗s 2 (P⊗A
^
R^)⊗S−;
where x 2 R, p 2 P, y 2 R^, and s 2 S−. We denote this map by f .
Notice, that G (inverse to D−D+) commutes with the action of A^.
Therefore, it acts on (R ⊗A P ⊗A^ R^
) ⊗ S−. We would like to consider a
canonical element GΨ 2 (R⊗A P⊗A^ R^
)⊗S−. Strictly speaking the spinor
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spaces in the denitions of DR and DR^ are dierent (one of them is con-
structed using L, another one using L^). However, we may use  to iden-
tify Euclidean spaces L and L^ and hence the corresponding spinor spaces.
Thus we can consider the Dirac operator D−
R^





R^)⊗S+. Notice that this identication does not respect the duality
used in (9).
Proposition 4.2 For any element f 2 R the element f(GΨ) 2 (P ⊗A
^
R^)⊗ S− lies in the kernel of D−
R^
.
Proof: First, we need two lemmas.
Lemma 4.2 Let fig be an orthonormal basis in L and fig be the dual
basis (also orthonormal) in L^ (the pairing between L and L^ is given by
). Then we have




Proof: Recall that G was dened as an inverse operator to D−D+. From















+ri), since all connections are by denition Hermitian, i.e., self-
adjoint. From (14) we obtain










since k ;l = k;l. Multiplying the formula (16) by G from the left and by




i xi ⊗ yi be an element of R^ ⊗A^ R^
 as in Remark 4.2. Then,





where (z; xi) = z(xi) is an element of A^ and we think about z as a homomor-
phism from R^ to A^. The goal of the next lemma is to describe connection
(rR^) on R^.
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(z; r^ixk − Γ
lΓi(rRl +rl)Gxk)yk; (17)
where the basises fig and fig are chosen as in Lemma 4.2.






















since D−xk = 0. From (14) and the choice of the basises fig and fig it
follows that [D−; r^i ] = Γ








k;l(z; r^ixk − Γ
lΓi(rRl +ri)Gxk)yk;
since G commutes with Γ (and we replaced D+ by its denition D+ =P
l Γ
l(rRl +rl)). 2
Now we prove the proposition. Let us choose the bases fig and fig













we identied the spinors for A^ with the spinors for A Γ























since G acts only on the rst argument. Third, notice that D−
R^
commutes






































l;m(yk; r^jxm − Γ
lΓj (rRl +rl)Gxm)ym) =
= −
P
k;l;mGxk((yk; r^jxm − Γ













in the last line we replaced everywhere m by k. Substituting this into the








































1AG(rRl +rl)Gxk ⊗ yk
35 :
(20)




for all l, since the dimension is four. 2
We interpret this proposition as existence of A homomorphism from R
to the kernel of D−
R^
. If we knew that R^ is P-irreducible we could say that




In our previous discussion we assumed that we have a module P over A(−^)
with some properties. In this section we give examples of such modules.
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Although the modules are quite simple the constructions of connections with
desired properties are quite technical, and tedious.
At rst we consider so called elementary nitely generated projective
modules over A(−^) (see [Rf1]). The second example shows how to de-
form the commutative Poincare module. Essentially we will show that the
commutative Poincare module can be viewed as an elementary nitely gen-
erated projective module (in the language of [Rf1]). This allows us to deform
Poincare module and constant curvature connection on it using the construc-
tions of the rst part of the section.
In the rst part we follow mainly the exposition of paper [Rf1] with
some minor modications. We can think about  and ^ as skew-symmetric
bilinear forms on ZZ4. We embed ZZ4 in a usual way into IR4 and extend the
forms  and ^ to be skew-symmetric bilinear forms on IR4. For simplicity
we assume that  and ^ are non-degenerate symplectic forms. We can take
their direct sum   (−^) and consider it as a two-form on IR8. Now take
another IR8 = IR4  (IR4)0 with a canonical skew-symmetric bilinear form
Ω given by Ω ((x1; y1) ; (x2; y2)) = hy2; x1i − hy1; x2i, where x1; x2 2 IR4 and
y1; y2 2 (IR4)0. Let  be an arbitrary integral two form (by denition, it takes
integer values on the lattice ZZ8) on IR8. Let T be a linear map from IR8 to
IR4  (IR4)0 such that   (−^) +  = T (Ω). Such map always exists but it
is never unique (any two maps of this kind are conjugate by an element from
a symplectic group). Now we can describe some examples of modules P.
We can realize P as a space of functions on IR4; the smooth part Psmooth =
S(IR4) is the space of Schwartz functions on IR4. Let us describe the left
action of A and the right action of A^ (which commute with each other).
First, notice that IR4  (IR4)0 acts on functions as follows: ((x; y) f) (z) =
e2ihy;zif(z + x). The left action of an element U 2 A,  2 ZZ4 is given by
(Uf)(z) = (T (i1())f)(z);
where i1 is the canonical inclusion of ZZ
4 ,! IR4 ,! IR4  IR4 = IR8 in the
rst IR4, i.e., i1() = (; 0). Similarly, we dene i2 as the canonical inclusion
of ZZ4 in the second IR4 in IR8, i.e., i2() = (0; ). We dene the right action
of U^ 2 A^,  2 ZZ
4 as
(U^f)(z) = (T (i2())f)(z):
A straightforward calculation shows that in this way we actually get an
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(A;A^) module. For the proof that P is projective A(−^) module see
[Rf1].
Next we dene connectionsr and r^ on P. Notice that we can identify the
Lie algebra L with (IR
4)0. If  2 (IR4)0 then the corresponding derivation 
acts on U ,  2 ZZ4 as a multiplication by 2ih; i. Similarly, we can identify
the Lie algebra L^ with (IR
4)0. For  2 (IR4)0, we have (U^) = 2ih; iU^ .
Now, let us dene for any (x; y) 2 IR4  (IR4)0 an operator Q(x;y) on the
smooth functions on IR4 as follows




The straightforward calculation shows that
[Q(x;y); U ] = 2iΩ((x; y); T ((; 0)))U;
[Q(x;y); U^ ] = 2iΩ((x; y); T ((0; )))U^:
We dene connection r as QV1(), where V1 is the unique map from
L = (IR
4)0 such that
Ω(V1(); T ((; ))) = h; i;
where  2 L = (IR4)0, and ;  2 IR4. Since Ω is a non-degenerate bilinear
form, T is an isomorphism and the existence and uniqueness of V1 is obvious.
From this denition it is clear thatr commutes with A^. Similarly, we dene
r^ as QV2(), where V2 is the unique map from L^ = (IR
4)0 such that
Ω(V2(); T ((; ))) = h; i;
where  2 L^ = (IR
4)0, and ;  2 IR4. From this denition we immediately
see that r^ commutes with A.
To compute the curvature of the connections r and r^ and to compute the
commutators [r; r^] we need to know the commutator [Q(x1;y1); Q(x2;y2)]. It
is easy to see that
[Q(x1;y1); Q(x2;y2)] = 2iΩ ((x1; y1); (x2; y2)) Id:
As an immediate corollary we obtain that connectionsr and r^ have constant
curvature and that [r; r^] = 2iΩ(V1(); V2()). It is not hard to check
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that generically this pairing will be non-degenerate. Therefore, for generic 
and ^ we get many non-trivial examples of module P.
The most interesting example of module P can be obtained by deforming
the \Poincare module" - the space of sections of Poincare line bundle (see
[B-Br], [D-K]).
Let us remind one of the possible denitions of the Poincare module
Let ZZ4 be a lattice in IR4. Let (ZZ4)0 be the dual lattice in (IR4)0. The
Poincare module P consists of functions f(x; x^) on IR4 (IR4)0 which satisfy
the following condition:
f(x+ ; x^+ ^) = e−2ih^;xif(x; x^); (21)
for all  2 ZZ4 and ^ 2 (ZZ4)0. The algebra of functions on the torus considered
as the algebra of periodic functions on IR4  (IR4)0; it acts on the module by
multiplication.
We will use another construction of Poincare module (this construction
is similar to the construction of modules over two-dimensional torus given in
[Ho]).
Notice that for xed x^ the function f(x; x^) is a periodic function in x





The coecients c(x^) are smooth functions of x^ if the original function was
smooth since they are given by the integrals over torus (which is compact).
For convenience we denote c0(x^) by (x^). The property (21) of function
f(x; x^) gives us that
c(x^) = c0(x^+ ):





Moreover, it is not hard to see that function f(x; x^) given by the formula
(23) is smooth if and only if the function (x^) belongs to the Schwartz space.
The algebra A0 is generated by the elements U = e2ih;xi and U^ =
e2ih;x^i, where  2 ZZ4 and  2 (ZZ4)0. We can rewrite the action of the
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operators U and U^ in terms of their action on (x^). One easily obtains
U^((x^)) = e
2ih;x^i(x^) and U((x^)) = (x^− ): (24)
Thus, we realized the Poincare module as the space of functions on (IR4)0
with the action given by the formula (24).
The constant curvature connection on the Poincare line bundle is given
by
r = d+ 2ihx^; dxi
in the rst realization of Poincare module. We can easily rewrite it in terms
of its action on the function (x^). If y 2 IR4 and y^ 2 (IR4)0 then




One can also easily rewrite the Hermitian inner product hf(x; x^); ~f(x; x^)i
in terms of (x^) and ~(x^). In particular, the trace of the inner product of
f(x; x^) and ~f(x; x^) equals




From the above discussion we see that Poincare module ts very well in
the picture in the rst example. More precisely, the map T from the rst
example is
T (x; y) = (x; y):
Here, we identied the dual space (IR4)0 with IR4 using some xed standard
integral bases. We can easily calculate , ^, and  and we obtain that  =
^ = 0 and  is the two form on IR8 given by
((x1; y1); (x2; y2)) = hy2; x1i − hy1; x2i;
where xi 2 IR4
(Id;0)
,! IR4  IR4 = IR8 and yi 2 IR4
(0;Id)
,! IR4  IR4 = IR8,
i = 1; 2. The inner product h; i comes from the above identication of IR4
with (IR4)0. It is obvious that  is integral two form in this case.
We can easily deform the map T so that the form  will be preserved but
the forms  and ^ will be deformed. In this way we obtain a deformation of the
commutative Poincare module. One can easily check that this deformation
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is always possible for small  and ^. Using the above construction we obtain
a constant curvature connection in the deformed Poincare module.
Explicitly, the equation (24) is deformed to:
U^((x^)) = e
2ihC;x^i(x^−A) and U((x^)) = e
2ihB;x^i(x^−D):
(27)







; BtA−DtC 2 GL(4;ZZ)
6 Appendix A.
In this section we will discuss under which conditions on the module P the
kernel of D− (we assume that the kernel of D+ is trivial) is a nitely gen-
erated projective module over A^. First, we will explain how to construct a
parametrix to D− (D). More precisely, what we want to construct is a \com-
pact" operator Q commuting with the action of A^ such that DQ = 1 + Kl
and QD = 1 + Kr and Kl; Kr; DKr; DKl; KrD;KlD are \compact" opera-
tors. This is enough for all our purposes.
We would like to construct a parametrix to D : E ⊗A P ⊗ S ! E ⊗A
P ⊗S, where E is a nitely generated projective module over A and P is a
nitely generated projective module over A A^. First, we can reduce the
problem to the case when E is a free A module. Indeed, since E is a nitely
generated projective A module it is a direct summand inA
k for some k. We
have: A
k = E  ~E. Let PE be an orthogonal projection on E. Choose any
A connection on ~E. Consider the Dirac operator D^ : (E  ~E)⊗A P ⊗S !
(E  ~E)⊗A P ⊗ S. Notice that D^ = D ~D, where ~D is the Dirac operator
on ~E⊗AP⊗S. Moreover, PE ~D = ~DPE = 0. Therefore, if Q^ is a parametrix
to D^ then it is easy to see that Q = PEQ^PE is a parametrix to D. More
precisely, if Q^D^ = 1 + K^1 and D^Q^ = 1 + K^2, then QD = 1 + K1 and
DQ = 1+K2, where K1 = PEK^1PE and K2 = PEK^2PE. Notice that K1 and
K2 preserve the properties of K^1 and K^2.
Similarly, we can assume that P is a free module over AA^. Therefore,
we need to construct parametrix only in the case of Dirac operator D on
(A  A^)
k ⊗ S. One can consider (A  A^) as the space of functions on
the product of tori T n  T n. The Dirac operator D in this case becomes
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a sum of a usual commutative Dirac operator Dc along the rst torus plus
a bounded operator A (preserving the space of smooth functions), that is
D = Dc +A. Let Qc be a parametrix to Dc. Then, QcD = QcDc + QcA. It
follows immediately from the properties of Qc that QcA is bounded operator
from H(0) to H(1), where H(l) are Sobolev spaces of functions along the rst
torus. Thus, for any given natural number l we can easily construct an
operator Q (maps H(0) to H(1)) such that QD = 1 +K1 and K1 maps H(0) to
H(l). Similarly, for any given natural number l we can construct an operator
Q (maps H(0) to H(1)) such that DQ = 1 + K2 and K2 maps H(0) to H(l).
Moreover, one can see that Q can be chosen to be the same. Such an operator
Q is enough for all our purposes. We call it parametrix here.
Second, let us prove the following lemma.
Lemma 6.1 Let P be an operator on L2(IR)A^ commuting with the action
of A^. Assume that P
 = P , P 2 = P and P is \compact" (i.e., P 2
K⊗^A^, where K is the algebra of compact operators on L
2(IR)). Then P is
a projection on a nitely generated projective A^ module.
Proof: First, we can approximate P by a self-adjoint operatorA =
P
jhfj ; igj
aj , where fj ; gj 2 L2(IR) and aj 2 A^ (since P is self-adjoint). That is,
P = A + , where  is a self-adjoint operator of norm less then 1
100
. It
is obvious that P is a projection on the kernel of 1 − P . We can write
1− P = 1− − A = (1− A(1− )−1)(1− ). If (1− P )x = 0 it means that
(1−A(1−)−1)(1−)x = 0. Denote by y = (1−)x. Then (1−A(1−)−1)y =
0. From this we see that y =
P
jhfj ; (1 − )
−1yigj  aj . In particular this
means that y 2
P
j gj  A^. The module
P
j gj  A^ is a free nitely gen-
erated A^ submodule of L
2(IR)  A^. We denote it by U . Denote by M
the set (1 − )−1U . Since (1 − )−1 is invertible operator commuting with
A^ we see that M is A^ module. It is not hard to check (using the fact
that (1− )−1 is self-adjoint and close to identity) that M is a free hermitian
nitely generated A^ module.
From the above it is obvious that if (1−P )x = 0 then x 2M . Therefore,
we can restrict projection P on M and we will get the same image. What
is left to check is that P jM is a projection operator. We see that if m 2 M
then (1− P )Pm = Pm− P 2m = Pm− Pm = 0. This implies that P jM is
projection operator. Now, since M is nitely generated free A^ module and
P : M !M is a projection lemma is proved. 2
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We cannot directly apply the above lemma to the module E ⊗A P ⊗ S.
But since E⊗AP⊗S can be considered a direct summand in (AA^)
k⊗S
apply Lemma 6.1 to (A A^)
k ⊗ S.
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