The following classes of connecting networks, based on their combinatorial properties, have been previously defined: networks nonblocking in the strict sense, networks non blocking in the wide sense, rearrangeable networks, and blocking networks. In this paper we add the class of repackable networks, i.e., networks in which blocking can be avoided by using call repacking control algorithms. The conditions under which a three-stage Clos network is repackable are formulated and proved. The numbers of middle-stage switches in all network classes are compared as well the differences between repackable and rearrangeable networks are discussed.
INTRODUCTION
Three basic combinatorial properties of a connecting network, i.e., rearrangeability, nonblocking in the wide sense, and nonblocking in the strict sense have been previously defined [2] . Informally, we can describe these properties as follows. A network is rearrangeable if it is always possible to connect an idle input-output pair rearranging (if necessary) some of the existing connections. A state of a network is a blocking state if some idle pair cannot be connected. A network is non blocking in the wide sense if by suitably choosing routes for new calls it is possible to avoid all the blocking states and still satisfy all demands for connection as they arise, without having to rearrange existing calls. A network is nonblocking in the strict sense if it has no blocking states.
In this paper we add a fourth class of connecting networks to those mentioned above. This is the class of repackable networks, i.e., networks in which it is always possible to connect an idle input-output pail-if during the operation of the network suitable repackings of some existing calls are performed after call terminations. We shall show that such networks require fewer switches than networks nonblocking in the strict or wide sense and that call repacking algorithms are simpler to implement in practice than rearrangements. It should be noted that the concepts of call repacklng and call rearrangement are significantly different although many authors do not differentiate them.
In Section 2 previous results concerning the call repacking are surveyed. In Section 3 repackable networks are defined and the conditions under which a three-stage Clos network is repackable are formulated and proved. Section 4 compares repackable networks with network classes previously known.
CALL REPACKING
The idea of the call repacking as well as first call repacking algorithms have been proposed by Ackroyd [1] . In his approach call repacking enables the loading of the most used part of the network to be increased, leaving the less used parts free to carry calls that would otherwise have been blocked. This loading is achieved by suitable rearrangements of existing calls after call terminations. The idea is similar to that of call packing [2] , although there is a major difference. The call packing is the technique in which a call is set up on a route found by trying the most used part of the network first and the least used part last. Although arriving calls are, where possible, put up on the most used switches, the rate of call terminations will be greatest on these switches because they carry most traffic. Because of call terminations, there will frequently be free paths in the most used part which could handle some existing 874 calls in the lightly loaded part. When the call repacking technique is employed these existing calls (in the lightly loaded part) are reswitched to the most used part of the network. Figure 1 The impact of call repacking on traffic performance of connecting networks has been studied by Ackroyd [1] , Lutton [11] , as well as Jajszczyk, Kleban, and Kubasik [10] . The latter work studies a call repacking algorithm proposed by Odlyzko and Das [12] in which calls in a digital switching matrix based network are repacked to achieve a uniform loading of interstage time multiplexed links, which has a similar effect on blocking performance as uneven loading of switches. The influence of call repacking on hardware complexity of a digital network has been studied by Ohta [13] .
The application of call repacking in multiexchange telecommunication networks has also been investigated [5] . [6] , [7] , [14] , [15] . It has been shown that call repacking is especially useful in the presence of overload [7] . The discussed concept may also be used for dynamic channel assignment in cellular mobile communication systems [4] .
REPACKABLE NETWORKS
In most investigations the call repacking technique was used to improve the traffic performance. However, we will show that by using this type of control algorithm in networks containing a sufficient number of switches we can avoid any blocking at all. Such networks will be referred to as repackable networks.
A three-stage Clos network (see Fig. 1 ). denoted by v(m,n,r), is used to illustrate the principle. We introduce the following two notions.
Definition 1: A non-permanent state of a connecting network is a state which when achieved by the network is immediately replaced by another state.
. Definition 2: An overweight state of a connecting network is a state in which any connecting paths which can be set up through a single middle-stage switch occupy two different switches.
We will assume throughout this paper that the symbol r x 1 denotes the smallest integer greater than or equal to x, and the symbol Lx J denotes the greatest integer less than or equal to x.
We can formulate and prove the following theorem. 
Summarizing results (1) and (2) we obtain the following function expressing the total number of required middle-stage switches:
The number of middle-stage switches that is always sufficient to set up a new call can be calculated by finding absolute maximum of m(/, k) on the following area:
Note: I is not greater than r -1 because the middlestage switches haver outputs each and one of them 875 in each switch (belonging to M1) is used for the connection to third-stage switch y.
The absolute maximum of m(/, k) on D can be found by using methods of mathematical analysis (see Appendix).
We obtain
Necessity will be proved by presenting the sequence of connections in a three-stage network which will result in the occupancy of the number of middle-stage switches given by Theorem 1.
First, we assume that middle-stage switches are occupied sequentially starting from switch 1. We will use the following notation:
Step 1.
Connect n -k calls (2,1).
Step 1-1. Connect n -k calls (I, 1 -1).
Step I.
Connect n -k calls (I + 1, I).
Step 1 + 1. Connect k calls (1,1).
Step 21 -1. Connect k calls (1, 1 -1).
Step 21.
Connect n -(I -1) k calls (1, I) and stop.
It is easily seen that Steps 1 to 1 -1 result in the occupancy of n -k middle-stage switches, Steps i to 2i -1 lead to the occupancy of additional (i -1) k switches, and in Step 2i n -(i -1) k middle-stage switches are occupied. The total number of the middle-stage switches is 2n -k, which concludes the proof.
Remark 1. Theorem 1 holds for many repacking algorithms, e.g., the multiple call repacking proposed by Ackroyd [1] .
Remark 2. For r > n we have r n / (r -1)1 = 1 and, therefore, from Theorem 1 we obtain m ~ 2n -1, i.e., the same result as that given by Clos for strictly nonblocking networks [3] . This means that for, > n call repackings do not save middle-stage switches when nonblocking properties are required (although they can improve the grade of service for blocking networks) .
Example. Let us consider network v(m,4,3).The worst state of the network is presented in Fig. 3 , similarly as in Clos' proof [2] , [3] . The connections denoted by dotted lines prevent reswitchings of (x, q) calls from M2 to M1 switches. The dashed line represents the requested connection (x, y). Figure 3 Table I summarizes conditions under which it is always possible to set up a new call between an idle input and an idle output for networks of different classes. Fig. 4 compares the numbers of required middle-stage switches in repackable, rearrangeable, wide-sense, and strictly non blocking networks for n = 16 and different values of r. We can note that repackable networks form a "bridge" between rearrangeable networks (r = 2) and strictly nonblocking networks (r > n). Although some authors do not differentiate repackings and rearrangements there are significant differences between these two notions. The main features of repackable networks are as follows.
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COMPARISONS OF VARIOUS CLASSES
• Call repackings are initiated after a termination in contrast to rearrangements which are started after a new call is blocked.
• The repacking process is intended to "improve" the state of the network to prepare it for a new call (the rearrangement process changes the network state to unblock a blocked call).
• There are lower real-time requirements than in the case of rearrangeable networks (in a rearrangeable network time needed for the rearrangement has to be less than the call set up limit). No real-time requirements are needed if repackings are used to lower the probability of loss and the total nonblocking is not required.
• Call repacking algorithms are suited to distributed control of the network. It is sufficient to have a controller which can sense the state of the switches to which its switch is directly connected (for call rearrangement algorithms the global information about the network state is required).
• When nonblocking properties (from an inlet-outlet pair point of view) are required, a repackable network contains less hardware than networks nonblocking in the strict or wide sense, and more hardware than a rearrangeable network (hardware of a rearrangeable network reaches its theoretical minimum [2] ).
• Priority repackings make no sense in contrast to priority rearrangements (Le., rearrangements executed only for selected terminals [8] ).
The last feature characterizes well the general difference between call repackings which change the network states globally and call rearrangements which act more locally (they change the states closely associated with a blocked call).
CONCLUSIONS
It has been shown that there exists a separate class of connecting networks, Le., the class of repackable networks. The number of middle-stage switches in threestage networks required to avoid blocking has been calculated. For some network parameters, this number is lower than the analogous number for networks non blocking in the strict or wide sense. The conditions for repackable networks can be generalized for networks different than that of Fig. 1 , similarly to conditions under which various networks are nonblocking or rearrangeable [9] . We should also note that the concept of repackable networks can also be used in the case of repackings in digital connecting networks having time multiplexed links in which repackings are used to equalize load on all links.
The definition of repackable networks given in this paper is informal. Some more detailed investigations of the properties of this class of networks, similar to those concerning rearrangeable and nonblocking networks, made by Bene~ [2] , will be required in future.
APPENDIX . Search for the absolute maximum of m(i, k) on D
We shall consider the following function (see (3)):
Area D (see (4)), divided into two subareas D1 and D2, is presented in Fig. 5. Although m(i, k) is an integer function of integer variables, we start the search for the absolute maximum assuming that m(i, k) is continuous.
Since am/ak;ll! 0 there is no absolute maximum inside D1. Therefore, the maximum should be searched on the edges of D1, Le., on lines: AB, BC, and AC.
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r-1 , Figure 5 Since m1 s m2 = m3, the absolute maximum on D1 is in point C.
Area D2: min{n, ik} = ik, m(i, k) = n + k (i -1).
Since am/iJi = k ~ 0 there is no absolute maximum inside D2. Therefore, the maximum should be searched on the edges of D2, Le., on lines: AC, CD, DE, and AE.
From (9) we have (8) and (11) we have mF(i, k) = 2n -rn/ (r -1) 1, (14) and mH(i, k) = n + L n / (r -1) J (r -2). 
