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Abstract Inclusive production of D∗ mesons in deep-
inelastic ep scattering at HERA is studied in the range 5 <
Q2 < 100 GeV2 of the photon virtuality and 0.02 < y < 0.7
of the inelasticity of the scattering process. The observed
phase space for the D∗ meson is pT (D∗) > 1.25 GeV and
|η(D∗)|< 1.8. The data sample corresponds to an integrated
luminosity of 348 pb−1 collected with the H1 detector. Sin-
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gle and double differential cross sections are measured and
the charm contribution Fcc¯2 to the proton structure function
F2 is determined. The results are compared to perturba-
tive QCD predictions at next-to-leading order implementing
different schemes for the charm mass treatment and with
Monte Carlo models based on leading order matrix elements
with parton showers.
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1 Introduction
The measurement of the charm production cross section and
the derived structure function Fcc¯2 in deep-inelastic elec-
tron1-proton scattering (DIS) at HERA allows tests of the
theory of the strong interaction, quantum chromodynamics
(QCD). Previous measurements [1–17] of charm production
in DIS at HERA have demonstrated that charm quarks are
predominantly produced by the boson gluon fusion process,
which is sensitive to the gluon density in the proton. The
production of charm quarks contributes up to 30% to the
inclusive ep scattering cross section. The correct treatment
of effects related to the charm quark contribution in pertur-
bative QCD calculations, in particular the mass effects, is
therefore important for the determination of parton distribu-
tion functions (PDFs).
At HERA several different techniques have been used to
determine the charm contribution Fcc¯2 to the proton structure
function F2. Besides the full reconstruction of a D or D∗
meson [1–7, 10–12, 15, 16], the lifetime of heavy flavoured
hadrons [7–9, 12, 14, 17] or the semi-leptonic decay [13]
are exploited. Compared to the other methods, the measure-
ment of D∗ mesons provides a charm sample with a large
signal-to-background ratio. The results presented here are
based on a data sample collected by the H1 experiment,
corresponding to an integrated luminosity of 348 pb−1. In-
creased statistics, extended phase space, as well as reduced
systematic uncertainties compared to the previous H1 ana-
lysis [10] make more detailed tests of pQCD predictions
possible. Compared to earlier H1 analyses the phase space
for the D∗ meson is extended in transverse momentum from
pT (D
∗) > 1.5 GeV to pT (D∗) > 1.25 GeV and in pseudo-
rapidity from |η(D∗)| < 1.5 to |η(D∗)| < 1.8. This exten-
sion reduces the amount of extrapolation needed for the de-
termination of Fcc¯2 .
2 QCD models and Monte Carlo simulation
The QCD models employed for data corrections and for
comparison with measured cross sections are introduced in
the following. Different Monte Carlo (MC) generators based
on leading order (LO) QCD calculations complemented
with parton showers are used to simulate detector effects in
order to determine the acceptance and the efficiency for se-
lecting DIS events with a D∗ meson and to estimate the sys-
tematic uncertainties associated with the measurements. The
generated events are passed through a detailed simulation of
the H1 detector response based on the GEANT program [18]
and through the same reconstruction and analysis algorithms
as used for the data.
1In this paper “electron” is used to denote both electron and positron.
The MC program RAPGAP [19] is used for the genera-
tion of the direct process of boson gluon fusion to a cc¯ pair.
It uses a LO matrix element with massive charm quarks. Par-
ton showers [20] based on the DGLAP evolution equations
[21–25] model higher order QCD effects. The hadronisation
of partons is performed with PYTHIA [26] which imple-
ments the Lund String Model [27, 28]. For the fragmenta-
tion of the charm quark into the D∗ meson the Bowler pa-
rameterisation [29] is chosen and the longitudinal part of the
fragmentation function is reweighted to the Kartvelishvili
parameterisation [30]. The parameter α of the Kartvelishvili
parameterisation is set to the values measured by H1 [31]
which depend on the centre-of-mass energy squared sˆ of
the hard subprocess (γg→ cc¯). The threshold between the
two regions in sˆ is chosen such that the mean value of sˆ
in the lower region is in agreement with the mean sˆ of
the event sample without a jet associated with the D∗ me-
son [31]. RAPGAP is interfaced to the HERACLES pro-
gram [32] in order to simulate the radiation of a real photon
from the incoming or outgoing lepton and virtual electro-
weak effects. For the determination of the detector accep-
tance and efficiency, RAPGAP is used with the PDF set
CTEQ6.6M [33] which is derived at next-to-leading order
(NLO), but gives a good description of the data. Alterna-
tively, RAPGAP is used with CTEQ6LL [34] derived at LO.
The mass of the charm quark is set to mc = 1.5 GeV. The
renormalisation scale µr and the factorisation scale µf are
set to µr = µf =
√
Q2 + 4m2c + (p∗T )2, where Q2 denotes
the photon virtuality and p∗T the transverse momentum of
the charm quark in the photon-gluon centre-of-mass frame.
The relevant parameter settings and their variations are sum-
marised in Table 1.
The CASCADE [35] program is based on kT -factorisation
and the CCFM evolution equations [36–39]. In CASCADE
the direct boson gluon fusion process is implemented using
off-shell matrix elements convolved with a kT -unintegrated
gluon distribution of the proton. The PDF set A0 [40] is
used. Time-like parton showers of the charm quark and anti-
quark are implemented, but those from initial state gluons
are not. The hadronisation of partons is performed in the
same way as for RAPGAP. When CASCADE is used for
the extrapolation to Fcc¯2 , the renormalisation and factorisa-
tion scales are varied to estimate the theoretical uncertainty.
For the variation of the renormalisation scale, the PDF sets
A0- and A0+ are used, which were extracted with the corre-
sponding scale variation [40]. The parameter variations used
in CASCADE are also listed in Table 1.
In addition to RAPGAP and CASCADE, the data are
also compared to predictions of an NLO calculation [41–46]
based on collinear factorisation and the DGLAP evolution
equations. This calculation assumes three active flavours
(u,d, s) in the proton (fixed-flavour-number scheme: FFNS)
and massive charm quarks are produced dynamically via
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Table 1 Parameters used in the
MC simulations. The central
choice of the renormalisation
(factorisation) scale is denoted
by µr,0 (µf,0). The invariant
mass squared and the transverse
momentum squared of the cc¯
pair are denoted by sˆ and Q2T ,
respectively, mc is the charm
quark mass and p∗T and pT are
the transverse momentum of the
charm quark in the
photon-gluon centre-of-mass
frame and in the electron-proton
centre-of-mass frame,
respectively. α is the
fragmentation parameter in the
Kartvelishvili parameterisation.
Two values of α in two regions
of sˆ with the boundary sˆthreshold
are used [31]. For CASCADE
different PDF sets are available
which were determined for a
variation of the renormalisation
scale by a factor of 1/2 or 2.
These are used consistently for
the µr variation here
Parameter name Central value Variation
RAPGAP
Charm mass mc = 1.5 GeV
Renormalisation scale µr =
√
Q2 + 4m2c + (p∗T )2
Factorisation scale µf =
√
Q2 + 4m2c + (p∗T )2
Fragmentation α = 10.3 for sˆ < sˆthreshold 8.7 < α < 12.2
α = 4.4 for sˆ > sˆthreshold 3.9 < α < 5.0
sˆthreshold = 70 GeV2 50 < sˆthreshold < 90 GeV2
PDF CTEQ6.6M CTEQ6LL
CASCADE
Charm mass mc = 1.5 GeV
Renormalisation scale µr,0 =
√
Q2 + 4m2c + p2T 1/2 <µr/µr,0 < 2
Factorisation scale µf,0 =
√
sˆ +Q2T 1/2 <µf /µf,0 < 2
Fragmentation α = 8.4 for sˆ < sˆthreshold 7.3 < α < 9.7
α = 4.5 for sˆ > sˆthreshold 3.9 < α < 5.1
sˆthreshold = 70 GeV2 50 < sˆthreshold < 90 GeV2
PDF A0 µr variation: A0-, A0+
Table 2 Parameter variations
used for the uncertainty
estimation of the NLO
calculations. The central choice
of the renormalisation
(factorisation) scale is denoted
by µr,0 (µf,0). mc is the charm
quark mass and α is the
fragmentation parameter in the
Kartvelishvili parameterisation.
In the two regions of sˆ,
separated by the boundary
sˆthreshold, different values of α
are used [31]
Parameter name Central value Variation
HVQDIS
Charm mass mc = 1.5 GeV 1.3 <mc < 1.7 GeV
Renormalisation scale µr,0 =
√
Q2 + 4m2c 1/2 <µr/µr,0 < 2
Factorisation scale µf,0 =
√
Q2 + 4m2c 1/2 <µf /µf,0 < 2
Fragmentation α = 6.1 for sˆ < sˆthreshold 5.3 < α < 7.0
α = 3.3 for sˆ > sˆthreshold 2.9 < α < 3.7
sˆthreshold = 70 GeV2 50 < sˆthreshold < 90 GeV2
PDF CT10f3 MSTW2008f3
Fragmentation fraction f (c→D∗)= 23.8 ± 0.8% [49]
ZM-VFNS
Charm mass mc = 1.5 GeV
Renormalisation scale µr,0 =
√
(Q2 + (p∗T )2)/2 1/2 <µr/µr,0 < 2
Factorisation scale µf,0 =
√
(Q2 + (p∗T )2)/2 1/2 <µf /µf,0 < 2
Fragmentation KKKS08 [53]
PDF CTEQ6.6M
boson gluon fusion. The predictions are calculated using
the program HVQDIS [45, 46]. Corresponding fixed-flavour
NLO parton density functions of the proton, CT10f3 [47]
(with the strong coupling set to αS(MZ) = 0.106) and
the NLO variant of MSTW2008f3 [48], are used. Charm
quarks are fragmented in the γp centre-of-mass frame into
D∗ mesons using the Kartvelishvili [30] parameterisation
for the fragmentation function with the value of the para-
meter α as measured by H1 [31]. The renormalisation and
factorisation scales are set to µr = µf =
√
Q2 + 4m2c . The
value used for the charm mass is 1.5 GeV. To obtain the the-
oretical systematic uncertainty for the extrapolation to Fcc¯2
the parameters are varied according to Table 2. Each of the
variations is performed independently. The resulting uncer-
tainties are added in quadrature to obtain a conservative es-
timate of the total theoretical uncertainty.
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The results are also compared with a NLO calculation
[50–52] based on the zero-mass variable-flavour-number
scheme (ZM-VFNS), where the charm quark is considered
as a massless constituent of the proton. This calculation is
only valid for a sufficiently large transverse momentum of
the D∗ meson p∗T (D∗) in the γp centre-of-mass frame. For
the comparison to this prediction the analysis is therefore re-
stricted to p∗T (D∗) > 2 GeV. The ZM-VFNS uses the frag-
mentation function determined in [53]. The scales are cho-
sen to be µr = µf =
√
(Q2 + (p∗T )2)/2.
3 H1 detector
A detailed description of the H1 detector can be found else-
where [54–56]. Only the components essential to the present
analysis are described here. The origin of the H1 coordinate
system is the nominal ep interaction point. The direction of
the proton beam defines the positive z-axis (forward direc-
tion). Transverse momenta are measured in the x–y plane.
Polar (θ ) and azimuthal (φ) angles are measured with re-
spect to this reference system. The pseudo-rapidity is de-
fined as η=− ln tan(θ/2).
Charged particles are measured within the central track-
ing detector (CTD) in the pseudo-rapidity range −1.85 <
η < 1.85. The CTD consists of two large cylindrical jet
chambers (CJCs), surrounding the silicon vertex detector
CST [57, 58]. The CJCs are separated by a drift chamber
which improves the z coordinate reconstruction. A multi-
wire proportional chamber [59], which is mainly used in the
trigger, is situated inside the inner CJC. These detectors are
arranged concentrically around the interaction region in a
magnetic field of 1.16 T. The trajectories of charged par-
ticles are measured with a transverse momentum resolution
of σ (pT )/pT ≈ 0.5%pT /GeV⊕1.5% [60]. The interaction
vertex is reconstructed from CTD tracks. The CTD also pro-
vides triggering information based on track segments mea-
sured in the CJCs [61–63] and a measurement of the spe-
cific ionisation energy loss dE/dx of charged particles. The
forward tracking detector measures tracks of charged parti-
cles at smaller polar angle (1.5 < η< 2.8) than the central
tracker.
Charged and neutral particles are measured in the li-
quid argon (LAr) calorimeter, which surrounds the track-
ing chambers and covers the range −1.5< η< 3.4 with full
azimuthal acceptance. Electromagnetic shower energies are
measured with a precision of σ (E)/E = 12%/√E/GeV⊕
1% and hadronic energies with σ (E)/E = 50%/√E/GeV
⊕ 2%, as determined in test beam measurements [64, 65].
A lead-scintillating fibre calorimeter (SpaCal) [56] covering
the backward region −4.0 < η < −1.4 completes the mea-
surement of charged and neutral particles. In this analysis
the SpaCal is used in particular for the identification and
reconstruction of the scattered electron. For electrons a rel-
ative energy resolution of σ (E)/E = 7%/√E/GeV ⊕ 1%
is achieved, as determined in test beam measurements [66].
The SpaCal provides energy and time-of-flight informa-
tion used for triggering purposes. A Backward Proportional
Chamber (BPC) in front of the SpaCal is used to improve
the angular measurement of the scattered electron.
The hadronic final state is reconstructed using an energy
flow algorithm which combines charged particles measured
in the CTD and the forward tracking detector with informa-
tion from the SpaCal and LAr calorimeters [67, 68].
The luminosity determination is based on the measure-
ment of the Bethe-Heitler process (ep → epγ ) where the
photon is detected in a calorimeter located at z = −103 m
downstream of the interaction region in the electron beam
direction.
4 Event selection and signal extraction
The data sample corresponds to an integrated luminosity
L = 348 pb−1 and was recorded with the H1 detector in
e+p (185 pb−1) and e−p interactions (163 pb−1) in the
years 2004 to 2007. During this period electrons at an en-
ergy of 27.6 GeV were collided with protons at 920 GeV.
The events were triggered by a local energy deposit in the
SpaCal in coincidence with at least one track in the CTD,
with an overall trigger efficiency of 98%.
DIS events are selected by requiring a high energy elec-
tromagnetic cluster in the SpaCal which is consistent with
resulting from the scattered electron. The event kinematics
including the photon virtuality Q2, the Bjorken scaling vari-
able x and the inelasticity variable y are reconstructed with
the e' method [69], which uses information from the scat-
tered electron and the hadronic final state and provides good
resolution in the covered y range. The kinematic region for
the photon virtuality is restricted to 5 < Q2 < 100 GeV2
corresponding to the geometric acceptance of the SpaCal. In
order to ensure a high trigger efficiency, the energy of the
electron candidate is required to fulfil E′e > 10 GeV. The
inelasticity is restricted to the range 0.02< y < 0.7.
Charm production is identified by the reconstruction of
D∗ mesons using the decay channel D∗± → D0pi±s →
K∓pi±pi±s which has a branching fraction BR = 2.63 ±
0.04% [70]. The tracks of the decay particles are recon-
structed in the CTD. The invariant mass of the K∓pi± sys-
tem is required to be consistent with theD0 mass [70] within
±80 MeV. A loose particle identification criterion is applied
to the kaon candidates using the measurement of the specific
energy loss, dE/dx, in the CTD. This improves the signal-
to-background ratio, especially at low transverse momenta
of the D∗ meson. The kinematic range of the measurement
is summarised in Table 3. Details of the selection are de-
scribed in [71].
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Fig. 1 Distribution of the mass difference )m = m(K∓pi±pi±s ) −
m(K∓pi±) for D∗ candidates in the kinematic range of
5 < Q2 < 100 GeV2, 0.02 < y < 0.7, |η(D∗)| < 1.8 and
pT (D
∗) > 1.25 GeV. The histogram shows the wrong charge
combinations, K±pi±pi∓s . The solid line represents the result of the fit
described in the text
D∗± candidates are selected using the mass difference
method [72]. The distribution of the mass difference )m=
m(K∓pi±pi±s )−m(K∓pi±) is shown in Fig. 1. A clear sig-
nal peak around the nominal mass difference of 145.4 MeV
[70] is observed.
The wrong charge combinations, defined as K±pi±pi∓s
with K±pi± pairs in the accepted D0 mass range, are used
to constrain the shape of the combinatorial background in
the signal region. The number of D∗ mesons is determined
in each analysis bin by a simultaneous fit to the right and the
wrong charge )m distribution. As the signal has a tail to-
wards larger )m values, the asymmetric Crystal Ball func-
tion [73] is used for the signal description. The shape of the
background is parameterised with the Granet function [74].
An unbinned extended log likelihood fit [75] is performed
using the RooFit framework [76].
The fit to the complete data set yields 24705 ± 343
D∗ mesons. This represents an increase in statistics of an
order of magnitude compared to the previous analysis [10].
For each analysis bin the fit to the )m spectrum uses the two
parameters describing the signal asymmetry obtained from
the fit to the complete data set. The width of the peak varies
in dependence of the D∗ kinematics and is therefore treated
as a free parameter of the fit.
5 Cross section determination and systematic errors
The following formula is used to calculate the inclusive
D∗ meson production cross section at the Born level in the
visible kinematic range defined in Table 3:
σvis
(
ep→ eD∗±X) = N(D∗±) · (1− r)L ·BR(D∗ →Kpipis) · (1 + δrad) .(1)
Table 3 Definition of the kinematic range of the present measurement
Photon virtuality Q2 5 <Q2 < 100 GeV2
Inelasticity y 0.02 < y < 0.7
Pseudo-rapidity of D∗± −1.8 < η(D∗) < 1.8
Transverse momentum of D∗± pT (D∗) > 1.25 GeV
Table 4 Summary of all sources of systematic uncertainties and their
effect on the D∗ production cross section with the breakdown into bin-
to-bin uncorrelated and bin-to-bin correlated sources
Uncorrelated uncertainties
Signal extraction 2%
Radiative correction 2%
Trigger efficiency 1%
D0 meson mass cut 1.5%
Reflections 1.0%
Photoproduction background < 0.2%
dE/dx cut 2%
Correlated uncertainties
Track efficiency 4.1%
Luminosity 3.2%
Branching ratio 1.5%
Model 2.1%
PDF 1%
Fragmentation 2.6%
Electron energy scale 1.3%
Electron angle θ 1.3%
Hadronic energy scale 0.3%
Total systematic uncertainty 7.6%
Here N(D∗±) is the number of D∗ mesons obtained using
an unfolding procedure defined below, r is the contribution
from reflections from other decay modes of the D0 meson,
L is the integrated luminosity, BR is the branching ratio and
δrad denotes the QED radiative corrections. For the differen-
tial measurements the cross section is also divided by the bin
width. No bin centre correction is applied.
To obtain N(D∗) in each measurement bin, the data are
corrected for detector effects including the trigger efficiency
by means of regularised matrix unfolding [77–80]. The re-
sponse matrix A which reflects the acceptance and the re-
solution of the H1 detector relates the distributions )yrec of
reconstructed variables to distributions )xtrue of variables at
the generator level, A)xtrue = )yrec. Each matrix element Aij
is the probability for an event originating from bin j of )xtrue
to be measured in bin i of )yrec. The response matrix is de-
termined from simulation and has twice as many bins at
the reconstruction level as at the generator level in order to
provide detailed information on the probability distribution
and to improve thereby the accuracy of the unfolding proce-
dure. The procedure reduces statistical correlations between
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Table 5 Differential D∗ cross
section as a function of Q2, y
and x in the kinematic range of
5 <Q2 < 100 GeV2,
0.02 < y < 0.7, |η(D∗)|< 1.8
and pT (D∗) > 1.25 GeV. The
first quoted uncertainty is
statistical and the second is
systematic
Q2 range [GeV2] dσ/dQ2 [nb/GeV2] dσ/dQ
2 [nb/GeV2]
for p∗T (D∗) > 2.0 GeV
5.0 6.0 0.782 ±0.048 ±0.0580.057 0.317 ±0.023 ±0.0230.022
6.0 8.0 0.538 ±0.022 ±0.0390.039 0.237 ±0.012 ±0.0180.018
8.0 10.0 0.384 ±0.018 ±0.0280.028 0.1568 ±0.0094 ±0.01150.0110
10.0 13.0 0.249 ±0.011 ±0.0180.018 0.1156 ±0.0063 ±0.00850.0084
13.0 19.0 0.1549 ±0.0057 ±0.01090.0110 0.0695 ±0.0031 ±0.00510.0050
19.0 27.5 0.0874 ±0.0038 ±0.00620.0062 0.0350 ±0.0019 ±0.00250.0025
27.5 40.0 0.0463 ±0.0022 ±0.00320.0032 0.0206 ±0.0011 ±0.00150.0015
40.0 60.0 0.0188 ±0.0013 ±0.00140.0014 0.00856 ±0.00067 ±0.000590.00059
60.0 100.0 0.00824 ±0.00057 ±0.000580.00057 0.00478 ±0.00037 ±0.000340.00034
y range dσ/dy [nb] dσ/dy [nb]
for p∗T (D∗) > 2.0 GeV
0.02 0.05 21.67 ±1.04 ±2.532.83 4.75 ±0.40 ±0.810.65
0.05 0.09 20.97 ±0.94 ±1.511.79 7.14 ±0.41 ±0.680.71
0.09 0.13 20.05 ±0.97 ±1.481.58 7.61 ±0.46 ±0.680.65
0.13 0.18 14.63 ±0.80 ±1.041.03 6.79 ±0.50 ±0.520.52
0.18 0.26 12.61 ±0.54 ±0.910.90 5.01 ±0.25 ±0.390.38
0.26 0.36 8.39 ±0.43 ±0.720.63 4.25 ±0.20 ±0.320.32
0.36 0.50 5.87 ±0.31 ±0.630.47 2.96 ±0.17 ±0.250.24
0.50 0.70 3.00 ±0.27 ±0.320.30 1.83 ±0.16 ±0.190.18
x range dσ/dx [nb] dσ/dx [nb]
for p∗T (D∗) > 2.0 GeV
0.00007 0.00020 4990 ±300 ±440390 2970 ±180 ±230210
0.00020 0.00035 6020 ±280 ±460440 3060 ±160 ±220210
0.00035 0.00060 4180 ±170 ±320310 1994 ±93 ±143141
0.00060 0.00100 2631 ±109 ±190188 1172 ±57 ±8786
0.00100 0.00170 1540 ±61 ±107108 586 ±31 ±4242
0.00170 0.00330 579 ±24 ±4445 235 ±12 ±2222
0.00330 0.05000 13.24 ±0.61 ±1.171.33 4.20 ±0.24 ±0.450.45
neighbouring bins and the influence of model assumptions
in the cross section determination. Additional bins outside
of the kinematic range of this measurement are used to pro-
vide constraints on the migrations into the measured phase
space.
The measured D∗ cross section includes decays from B
hadrons to D∗ mesons which are expected to contribute to
less than 2%. For the determination of Fcc¯2 the beauty con-
tribution as calculated with HVQDIS is subtracted.
For the present analysis the systematic error dominates
over the statistical uncertainty for almost the whole phase
space. The measurement is statistically limited only for large
transverse momenta or large photon virtualities. The system-
atic uncertainties are determined in each bin separately and
are summarised in Table 4 for the total cross section. They
are divided into uncertainties which are bin-to-bin uncor-
related and uncertainties which are correlated between the
bins. The uncertainties in the following are given in percent
of the cross section values.
The following sources for bin-to-bin uncorrelated sys-
tematic errors are considered:
Signal extraction: Using different parameterisations for
the signal and background shapes [71] the systematic un-
certainty on the signal extraction is estimated to be 2%.
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Fig. 2 Differential D∗ cross section as a function of the photon vir-
tuality Q2, the inelasticity y and Bjorken x. The measurements corre-
spond to the kinematic range of 5 <Q2 < 100 GeV2, 0.02 < y < 0.7,
|η(D∗)|< 1.8 and pT (D∗) > 1.25 GeV. The data are shown as points,
the inner error bars show the statistical error, the outer error bars
represent the statistical and systematic errors added in quadrature. The
data are compared to predictions by the MC program RAPGAP with
two different proton parton densities and by the MC program CAS-
CADE. In the lower part of the figures the normalised ratio Rnorm of
theory to data (3) is shown, which has reduced normalisation uncer-
tainties
Radiative corrections: For the correction of the measured
cross section to the Born level, the HERACLES interface
to RAPGAP is used. The corrections are of the order of
2.5%. An uncertainty of 2% is assigned [17].
Trigger efficiency: The efficiency of the trigger conditions
requiring an energy deposition in the SpaCal and a cen-
tral track is at least 95%. The combined uncertainty is esti-
mated to be 1%.
D0 mass cut: The invariant mass resolution of the data is
not fully reproduced by the MC simulation, leading to dif-
ferent efficiencies of the D0 mass cut. The difference is
evaluated by comparing the width of the D0 signal in data
and MC and extrapolating to the region outside of the mass
cut assuming a Gaussian distribution [71]. The dependence
on the D∗ kinematics is studied, and the maximum differ-
ence of 1.5% is assigned as uncertainty.
Reflections: The amount of reflections r from decay modes
of the D0 meson other than D0 → K∓pi± is determined
using a RAPGAP MC sample of inclusive charm events
and is found to amount to 3.8%. The dependence of r on
kinematic quantities is studied in the simulation and found
to be constant within 1%, a value which is used as the sys-
tematic uncertainty.
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Fig. 3 Differential D∗ cross section as a function of the photon vir-
tuality Q2, the inelasticity y and Bjorken x. The measurements corre-
spond to the kinematic range of 5 <Q2 < 100 GeV2, 0.02 < y < 0.7,
|η(D∗)|< 1.8 and pT (D∗) > 1.25 GeV. The data are shown as points,
the inner error bars show the statistical error, the outer error bars
represent the statistical and systematic errors added in quadrature. The
data are compared to predictions by the next-to-leading order calcu-
lation HVQDIS with two different proton parton densities. The bands
indicate the theoretical uncertainties (Table 2). In the lower part of
the figures the normalised ratio Rnorm of theory to data (3) is shown,
which has reduced normalisation uncertainties
Photoproduction background: The photoproduction back-
ground is estimated using a PYTHIA photoproduction MC
sample to be less than 0.2%, which is used as systematic
uncertainty.
dE/dx cut: The loss of D∗ signal events due to the dE/dx
requirement on the kaon track amounts to 3.4% in data.
The dE/dx cut is not applied in the simulation, but cor-
rected for in the data by a global factor. The dependence
of the cut efficiency on kinematic variables is studied and
found to be within 2%, which is used as systematic uncer-
tainty.
Where appropriate, the effect of the bin-to-bin correlated
systematic uncertainties is evaluated by changing the re-
sponse matrix and repeating the unfolding procedure. The
following correlated error sources are considered:
Track finding efficiency: The systematic error on the track
efficiency of 4.1% per D∗ meson is the dominant error of
this measurement. It arises from two contributions: (i) The
comparison of the track finding efficiency in data and simu-
lation leads to an error of 2% for the slow pion track and
1% for the tracks of the D0 daughter particles and is as-
sumed to be correlated between the decay particles; (ii) the
efficiency with which a track can be fitted to the event ver-
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Table 6 Differential D∗ cross
section as a function of pT (D∗),
η(D∗), p∗T (D∗) and z(D∗) in
the kinematic range of
5 <Q2 < 100 GeV2,
0.02 < y < 0.7, |η(D∗)|< 1.8,
pT (D
∗) > 1.25 GeV. The first
quoted uncertainty is statistical
and the second is systematic
pT range [GeV] dσ/dpT [nb/GeV] dσ/dpT [nb/GeV]for p∗T (D∗) > 2.0 GeV
1.25 1.60 2.55 ±0.21 ±0.180.18 0.334 ±0.042 ±0.0350.035
1.60 1.88 2.88 ±0.19 ±0.200.20 0.436 ±0.055 ±0.0410.042
1.88 2.28 2.68 ±0.11 ±0.190.19 0.853 ±0.057 ±0.0610.062
2.28 2.68 2.147 ±0.086 ±0.1490.149 0.935 ±0.057 ±0.0860.086
2.68 3.08 1.538 ±0.058 ±0.1070.107 0.744 ±0.047 ±0.0650.065
3.08 3.50 1.362 ±0.047 ±0.0940.094 0.806 ±0.042 ±0.0610.061
3.50 4.00 0.924 ±0.032 ±0.0640.064 0.620 ±0.033 ±0.0460.046
4.00 4.75 0.630 ±0.020 ±0.0430.043 0.443 ±0.022 ±0.0310.031
4.75 6.00 0.2987 ±0.0098 ±0.02090.0208 0.239 ±0.012 ±0.0160.016
6.00 8.00 0.0883 ±0.0039 ±0.00700.0067 0.0769 ±0.0042 ±0.00560.0054
8.00 11.00 0.0217 ±0.0015 ±0.00160.0016 0.0210 ±0.0016 ±0.00150.0014
11.00 20.00 0.00183 ±0.00034 ±0.000230.00022 0.00188 ±0.00032 ±0.000150.00013
η range dσ/dη [nb] dσ/dη [nb]
for p∗T (D∗) > 2.0 GeV
−1.80 −1.56 1.19 ±0.14 ±0.090.09 0.460 ±0.078 ±0.0610.047
−1.56 −1.32 1.362 ±0.097 ±0.1010.102 0.500 ±0.051 ±0.0500.042
−1.32 −1.08 1.418 ±0.071 ±0.1020.100 0.592 ±0.037 ±0.0680.043
−1.08 −0.84 1.635 ±0.071 ±0.1180.116 0.672 ±0.036 ±0.0620.047
−0.84 −0.60 1.629 ±0.069 ±0.1150.115 0.728 ±0.038 ±0.0560.053
−0.60 −0.36 1.829 ±0.073 ±0.1300.130 0.814 ±0.041 ±0.0830.058
−0.36 −0.12 1.731 ±0.071 ±0.1230.121 0.836 ±0.042 ±0.0770.064
−0.12 0.12 1.878 ±0.081 ±0.1310.131 0.894 ±0.048 ±0.0700.067
0.12 0.36 1.763 ±0.078 ±0.1230.123 0.824 ±0.044 ±0.0650.060
0.36 0.60 1.927 ±0.090 ±0.1360.136 0.947 ±0.048 ±0.0740.068
0.60 0.84 1.880 ±0.095 ±0.1340.133 0.931 ±0.050 ±0.0750.066
0.84 1.08 2.025 ±0.097 ±0.1440.142 0.939 ±0.049 ±0.0670.065
1.08 1.32 2.19 ±0.12 ±0.160.16 0.856 ±0.056 ±0.0620.059
1.32 1.56 1.97 ±0.17 ±0.140.14 0.764 ±0.077 ±0.0550.055
1.56 1.80 1.93 ±0.24 ±0.140.14 0.876 ±0.107 ±0.0750.069
p∗T range [GeV] dσ/dp∗T [nb/GeV]
0.300 0.700 1.26 ±0.16 ±0.180.18
0.700 1.125 1.83 ±0.14 ±0.210.21
1.125 1.500 2.22 ±0.15 ±0.180.19
1.500 1.880 2.39 ±0.14 ±0.170.17
1.880 2.280 2.02 ±0.11 ±0.140.14
2.280 2.680 1.417 ±0.086 ±0.0990.099
2.680 3.080 1.055 ±0.063 ±0.0740.074
3.080 3.500 0.711 ±0.045 ±0.0510.050
3.500 4.250 0.453 ±0.022 ±0.0330.033
4.250 6.000 0.2028 ±0.0080 ±0.01730.0162
6.000 11.000 0.0287 ±0.0017 ±0.00230.0022
11.000 20.000 0.00278 ±0.00062 ±0.000300.00028
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Table 6 (Continued)
z range dσ/dz [nb] dσ/dz [nb]
for p∗T (D∗) > 2.0 GeV
0.000 0.100 5.12 ±0.59 ±0.450.40 1.72 ±0.26 ±0.590.60
0.100 0.200 9.42 ±0.59 ±0.860.80 4.52 ±0.29 ±0.410.40
0.200 0.325 10.36 ±0.48 ±0.860.78 5.44 ±0.24 ±0.400.40
0.325 0.450 9.66 ±0.41 ±0.770.72 4.91 ±0.21 ±0.480.47
0.450 0.575 9.30 ±0.36 ±0.680.71 3.71 ±0.16 ±0.420.42
0.575 0.800 4.97 ±0.16 ±0.460.61 1.156 ±0.066 ±0.1670.163
0.800 1.000 1.086 ±0.082 ±0.3050.266 0.347 ±0.038 ±0.0770.080
Fig. 4 DifferentialD∗ cross section as a function of the transverse mo-
mentum pT (D∗) and pseudo-rapidity η(D∗) in the laboratory frame,
the transverse momentum p∗T (D∗) in the γp centre-of-mass frame and
the D∗ inelasticity z(D∗). The measurements correspond to the kine-
matic range of 5 <Q2 < 100 GeV2, 0.02 < y < 0.7 and |η(D∗)|< 1.8
and pT (D∗) > 1.25 GeV. The data are shown as points, the inner error
bars show the statistical error, the outer error bars represent the statis-
tical and systematic errors added in quadrature. The data are compared
to predictions by the MC program RAPGAP with two different proton
parton densities and by the MC program CASCADE. In the lower part
of the figures the normalised ratio Rnorm of theory to data (3) is shown,
which has reduced normalisation uncertainties
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Fig. 5 Differential D∗ cross section as a function of the transverse
momentum pT (D∗) and pseudo-rapidity η(D∗) in the laboratory
frame, the transverse momentum p∗T (D∗) in the γp centre-of-mass
frame and the D∗ inelasticity z(D∗). The measurements correspond
to the kinematic range of 5 < Q2 < 100 GeV2, 0.02 < y < 0.7 and
|η(D∗)|< 1.8 and pT (D∗) > 1.25 GeV. The data are shown as points,
the inner error bars show the statistical error, the outer error bars
represent the statistical and systematic errors added in quadrature. The
data are compared to predictions by the next-to-leading order calcu-
lation HVQDIS with two different proton parton densities. The bands
indicate the theoretical uncertainties (Table 2). In the lower part of
the figures the normalised ratio Rnorm of theory to data (3) is shown,
which has reduced normalisation uncertainties
tex leads to a systematic error of 1% per D∗ meson. The
uncertainty on the track finding efficiency is considered to
be half correlated between the bins of the measurement.
Luminosity: The systematic error on the luminosity mea-
surement is estimated to be 3.2%.
Branching ratio: The uncertainty on the branching ratio of
the D∗ meson is 1.5% [70].
Model: The parton shower model uncertainty is on average
2%, estimated by taking the difference in cross section ob-
tained using RAPGAP or CASCADE for the data correc-
tion.
PDF: Using different parton density functions in RAPGAP
for the data correction leads to an uncertainty of below 1%.
Fragmentation: The parameter of the Kartvelishvili frag-
mentation function in RAPGAP is varied in the range given
in Table 1. The resulting differences in the cross section are
between 1% and 5%.
Electron energy: The systematic uncertainty on the SpaCal
energy scale is 0.5% which results in a systematic error of
typically below 1%, but up to 10% at largeD∗ inelasticity z
(see Sect. 6).
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Table 7 Double differential D∗
cross sections as a function of
η(D∗) and pT (D∗) and as a
function of η(D∗) and p∗T (D∗)
in the kinematic range of
5 <Q2 < 100 GeV2,
0.02 < y < 0.7, |η(D∗)|< 1.8,
pT (D
∗) > 1.25 GeV. The first
quoted uncertainty is statistical
and the second is systematic
η range d2σ/dηdpT [nb/GeV] d2σ/dηdp∗T [nb/GeV]
1.25 <pT < 2.00 GeV 0.30 <p∗T < 1.25 GeV
−1.8 −1.2 0.760 ±0.074 ±0.0580.055 0.547 ±0.051 ±0.0410.041
−1.2 −0.6 0.701 ±0.055 ±0.0520.052 0.453 ±0.035 ±0.0370.037
−0.6 0.0 0.704 ±0.057 ±0.0520.052 0.443 ±0.038 ±0.0510.051
0.0 0.6 0.663 ±0.062 ±0.0490.049 0.398 ±0.046 ±0.0460.047
0.6 1.2 0.760 ±0.078 ±0.0530.054 0.427 ±0.084 ±0.0720.070
1.2 1.8 1.23 ±0.15 ±0.090.09 0.56 ±0.18 ±0.040.05
2.00 <pT < 2.75 GeV 1.25 <p∗T < 2.00 GeV
−1.8 −1.2 0.573 ±0.042 ±0.0440.044 0.481 ±0.047 ±0.0380.035
−1.2 −0.6 0.586 ±0.030 ±0.0420.041 0.583 ±0.040 ±0.0410.041
−0.6 0.0 0.688 ±0.034 ±0.0510.051 0.640 ±0.044 ±0.0470.045
0.0 0.6 0.703 ±0.043 ±0.0500.050 0.614 ±0.060 ±0.0430.048
0.6 1.2 0.783 ±0.045 ±0.0550.055 0.708 ±0.079 ±0.0510.057
1.2 1.8 0.723 ±0.062 ±0.0510.052 0.77 ±0.16 ±0.060.06
2.75 <pT < 4.00 GeV 2.00 <p∗T < 3.00 GeV
−1.8 −1.2 0.227 ±0.017 ±0.0180.017 0.336 ±0.028 ±0.0290.029
−1.2 −0.6 0.336 ±0.014 ±0.0230.023 0.390 ±0.021 ±0.0290.027
−0.6 0.0 0.359 ±0.014 ±0.0250.025 0.392 ±0.024 ±0.0280.028
0.0 0.6 0.401 ±0.016 ±0.0280.028 0.474 ±0.028 ±0.0340.035
0.6 1.2 0.377 ±0.017 ±0.0270.026 0.549 ±0.033 ±0.0400.040
1.2 1.8 0.304 ±0.024 ±0.0240.024 0.530 ±0.057 ±0.0380.039
4.00 <pT < 6.00 GeV 3.00 <p∗T < 6.00 GeV
−1.8 −1.2 0.0368 ±0.0051 ±0.00340.0034 0.0419 ±0.0047 ±0.00460.0040
−1.2 −0.6 0.1017 ±0.0051 ±0.00720.0074 0.0875 ±0.0042 ±0.00850.0068
−0.6 0.0 0.1480 ±0.0059 ±0.01040.0104 0.1179 ±0.0048 ±0.00990.0095
0.0 0.6 0.1502 ±0.0068 ±0.01070.0108 0.1203 ±0.0055 ±0.01060.0103
0.6 1.2 0.1503 ±0.0068 ±0.01060.0109 0.1185 ±0.0063 ±0.01030.0095
1.2 1.8 0.0991 ±0.0095 ±0.00750.0079 0.0947 ±0.0095 ±0.00770.0072
6.00 <pT < 20.00 GeV 6.00 <p∗T < 20.00 GeV
−1.8 −1.2 0.00073 ±0.00030 ±0.000090.00012 0.00030 ±0.00027 ±0.000040.00005
−1.2 −0.6 0.00243 ±0.00035 ±0.000180.00018 0.00196 ±0.00028 ±0.000210.00016
−0.6 0.0 0.00653 ±0.00050 ±0.000470.00050 0.00377 ±0.00040 ±0.000360.00029
0.0 0.6 0.00761 ±0.00053 ±0.000560.00057 0.00439 ±0.00047 ±0.000510.00044
0.6 1.2 0.00724 ±0.00057 ±0.000580.00064 0.00571 ±0.00054 ±0.000520.00051
1.2 1.8 0.00462 ±0.00076 ±0.000820.00082 0.00257 ±0.00079 ±0.000200.00021
Electron angle: The angular resolution of the SpaCal/BPC
of 0.5 mrad leads to a systematic uncertainty of typically
2%.
Hadronic energy: The systematic uncertainty on the en-
ergy scale of the hadronic final state is 2%. The influence
in general is small (below 0.5%) but leads to larger uncer-
tainties of up to 20% at large D∗ inelasticity z(D∗) and
small y.
All sources of the systematic errors are assumed to be
uncorrelated between the sources and added in quadrature.
This results in an overall systematic uncertainty of 7.6%.
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Fig. 6 Double differential D∗
cross section as a function of the
transverse momentum pT (D∗)
and pseudo-rapidity η(D∗) in
the laboratory frame. The
measurements correspond to the
kinematic range of
5 <Q2 < 100 GeV2,
0.02 < y < 0.7 and
|η(D∗)|< 1.8 and
pT (D
∗) > 1.25 GeV. The data
are shown as points, the inner
error bars show the statistical
error, the outer error bars
represent the statistical and
systematic errors added in
quadrature. The data are
compared to predictions by the
MC program RAPGAP with
two different proton parton
densities and by the MC
program CASCADE
Fig. 7 Double differential D∗
cross section as a function of the
transverse momentum pT (D∗)
and pseudo-rapidity η(D∗) in
the laboratory frame. The
measurements correspond to the
kinematic range of
5 <Q2 < 100 GeV2,
0.02 < y < 0.7 and
|η(D∗)|< 1.8 and
pT (D
∗) > 1.25 GeV. The data
are shown as points, the inner
error bars show the statistical
error, the outer error bars
represent the statistical and
systematic errors added in
quadrature. The data are
compared to predictions by the
next-to-leading order calculation
HVQDIS with two different
proton parton densities. The
bands indicate the theoretical
uncertainties (Table 2)
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Fig. 8 Double differential D∗
cross section as a function of the
transverse momentum in the γp
centre-of-mass frame p∗T (D∗)
and the pseudo-rapidity η(D∗)
in the laboratory frame. The
measurements correspond to the
kinematic range of
5 <Q2 < 100 GeV2,
0.02 < y < 0.7 and
|η(D∗)|< 1.8 and
pT (D
∗) > 1.25 GeV. The data
are shown as points, the inner
error bars show the statistical
error, the outer error bars
represent the statistical and
systematic errors added in
quadrature. The data are
compared to predictions by the
MC program RAPGAP with
two different proton parton
densities and by the MC
program CASCADE
Fig. 9 Double differential D∗
cross section as a function of the
transverse momentum in the γp
centre-of-mass frame p∗T (D∗)
and the pseudo-rapidity η(D∗)
in the laboratory frame. The
measurements correspond to the
kinematic range of
5 <Q2 < 100 GeV2,
0.02 < y < 0.7 and
|η(D∗)|< 1.8 and
pT (D
∗) > 1.25 GeV. The data
are shown as points, the inner
error bars show the statistical
error, the outer error bars
represent the statistical and
systematic errors added in
quadrature. The data are
compared to predictions by the
next-to-leading order calculation
HVQDIS with two different
proton parton densities. The
bands indicate the theoretical
uncertainties (Table 2)
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Table 8 Double differential D∗
cross sections as a function of y
and Q2 in two different
kinematic ranges: |η(D∗)|< 1.8
and pT (D∗) > 1.25 GeV or
|η(D∗)|< 1.5 and
pT (D
∗) > 1.5 GeV. The first
quoted uncertainty is statistical
and the second is systematic
y range
d2σ/dydQ2 [nb/GeV2]
for pT (D∗) > 1.25 GeV, |η(D∗)|< 1.8
d2σ/dydQ2 [nb/GeV2]
for pT (D∗) > 1.5 GeV, |η(D∗)|< 1.5
5 <Q2 < 9 GeV2
0.02 0.05 2.27 ±0.19 ±0.220.24 1.23 ±0.14 ±0.110.11
0.05 0.09 1.95 ±0.16 ±0.140.14 1.57 ±0.12 ±0.120.14
0.09 0.16 1.767 ±0.096 ±0.1270.127 1.378 ±0.077 ±0.1140.131
0.16 0.32 0.954 ±0.052 ±0.0770.072 0.839 ±0.039 ±0.0770.080
0.32 0.70 0.361 ±0.024 ±0.0300.027 0.243 ±0.018 ±0.0240.025
9 <Q2 < 14 GeV2
0.02 0.05 0.845 ±0.101 ±0.0780.086 0.457 ±0.082 ±0.0450.042
0.05 0.09 0.953 ±0.085 ±0.0720.075 0.745 ±0.068 ±0.0650.074
0.09 0.16 0.687 ±0.054 ±0.0500.051 0.581 ±0.044 ±0.0480.052
0.16 0.32 0.447 ±0.029 ±0.0320.031 0.414 ±0.028 ±0.0310.035
0.32 0.70 0.193 ±0.015 ±0.0150.015 0.144 ±0.011 ±0.0130.013
14 <Q2 < 23 GeV2
0.02 0.05 0.444 ±0.055 ±0.0520.049 0.249 ±0.032 ±0.0220.023
0.05 0.09 0.434 ±0.040 ±0.0300.033 0.359 ±0.035 ±0.0300.033
0.09 0.16 0.356 ±0.028 ±0.0300.029 0.303 ±0.021 ±0.0300.032
0.16 0.32 0.249 ±0.015 ±0.0180.018 0.208 ±0.012 ±0.0160.019
0.32 0.70 0.0887 ±0.0078 ±0.00790.0077 0.0659 ±0.0055 ±0.00650.0068
23 <Q2 < 45 GeV2
0.02 0.05 0.105 ±0.016 ±0.0120.011 0.087 ±0.012 ±0.0140.014
0.05 0.09 0.160 ±0.016 ±0.0130.014 0.120 ±0.013 ±0.0110.012
0.09 0.16 0.125 ±0.011 ±0.0100.009 0.1211 ±0.0095 ±0.01070.0120
0.16 0.32 0.0885 ±0.0059 ±0.00620.0064 0.0744 ±0.0046 ±0.00560.0065
0.32 0.70 0.0375 ±0.0031 ±0.00310.0030 0.0304 ±0.0024 ±0.00270.0029
45 <Q2 < 100 GeV2
0.02 0.05 0.0150 ±0.0085 ±0.00150.0020 0.0054 ±0.0026 ±0.00070.0005
0.05 0.09 0.0302 ±0.0054 ±0.00240.0024 0.0249 ±0.0041 ±0.00220.0025
0.09 0.16 0.0258 ±0.0034 ±0.00210.0020 0.0215 ±0.0028 ±0.00230.0023
0.16 0.32 0.0235 ±0.0022 ±0.00190.0018 0.0236 ±0.0019 ±0.00220.0024
0.32 0.70 0.0097 ±0.0011 ±0.00080.0008 0.00729 ±0.00085 ±0.000650.00072
6 Cross sections
The cross section in the visible range defined in Table 3 is
measured to be:
σvis
(
ep→ eD∗±X) = 6.44 ± 0.09 (stat.)± 0.49 (syst.) nb.
(2)
The corresponding predictions from RAPGAP (CTEQ6LL),
RAPGAP (CTEQ6.6M), and CASCADE (A0) amount to
5.02 nb, 4.37 nb, and 5.09 nb, respectively. The NLO cal-
culation HVQDIS yields 5.98+1.10−0.88 nb with CT10f3 as the
proton PDF and 5.52+0.94−0.82 nb with MSTW2008f3, where
the uncertainty is determined by varying the parameters ac-
cording to Table 2 and adding the resulting uncertainties in
quadrature. The HVQDIS predictions are slightly below the
measurement but agree with the data within errors.
In Table 5 and Figs. 2 and 3 the single differential cross
sections are presented as a function of variables describing
the event kinematics: the photon virtuality Q2, the inelastic-
ity y and Bjorken x. The measurements are compared to the
predictions of the MC programs RAPGAP and CASCADE
(Fig. 2) and of the next-to-leading order calculation with the
HVQDIS program (Fig. 3). Since the theoretical calcula-
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Fig. 10 Double differential D∗
cross section as a function of the
photon virtuality Q2 and the
inelasticity y. The
measurements correspond to the
kinematic range of
5 <Q2 < 100 GeV2,
0.02 < y < 0.7 and
|η(D∗)|< 1.8 and
pT (D
∗) > 1.25 GeV. The data
are shown as points, the inner
error bars show the statistical
error, the outer error bars
represent the statistical and
systematic errors added in
quadrature. The data are
compared to predictions by the
MC program RAPGAP with
two different proton parton
densities and by the MC
program CASCADE
Fig. 11 Double differential D∗
cross section as a function of
photon virtuality Q2 and the
inelasticity y. The
measurements correspond to the
kinematic range of
5 <Q2 < 100 GeV2,
0.02 < y < 0.7 and
|η(D∗)|< 1.8 and
pT (D
∗) > 1.25 GeV. The data
are shown as points, the inner
error bars show the statistical
error, the outer error bars
represent the statistical and
systematic errors added in
quadrature. The data are
compared to predictions by the
next-to-leading order calculation
HVQDIS with two different
proton parton densities. The
bands indicate the theoretical
uncertainties (Table 2)
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Fig. 12 Differential D∗ cross section as a function of photon virtu-
ality Q2, the inelasticity y and Bjorken x. The measurements corre-
spond to the kinematic range of 5 <Q2 < 100 GeV2, 0.02 < y < 0.7,
|η(D∗)| < 1.8, pT (D∗) > 1.25 GeV with an additional cut on the
D∗ transverse momentum in the γp centre-of-mass frame p∗T (D∗) >
2.0 GeV. The data are shown as points, the inner error bars show the
statistical error, the outer error bars represent the statistical and sys-
tematic errors added in quadrature. The data are compared to a predic-
tion to next-to-leading order in the ZM-VFNS and to HVQDIS. The
bands indicate the theoretical uncertainties (Table 2)
tions predict smaller cross sections than the measurement,
the normalised ratio Rnorm of theory to data is shown in the
lower part of the figures, which facilitates the shape com-
parison between the different theoretical predictions and the
data. This ratio is defined as:
Rnorm = 1/σ
theo
vis · dσ
theo
dY
1/σ datavis · dσ datadY
, (3)
where σ theovis and dσ
theo/dY are the total and differential
cross section of the model under consideration and Y de-
notes any measured variable. The normalisation uncertain-
ties of the data (luminosity, branching ratio and half of the
tracking uncertainty) cancel in this ratio. Similarly, uncer-
tainty sources of the NLO predictions altering only the nor-
malisation do not affect Rnorm since for each variation the
total and the differential cross section are varied simulta-
neously. In all predictions the decrease with Q2 is slightly
less steep than in data. The y dependence is reasonably well
described by all predictions. The dependence on x is slightly
less steep in all predictions than in the data, an effect which
is larger for the NLO calculations.
In Table 6 and Figs. 4 and 5 the single differential cross
sections are presented as a function of the kinematic vari-
ables of the D∗ meson: the transverse momentum pT (D∗)
and pseudo-rapidity η(D∗) in the laboratory frame, the
Eur. Phys. J. C (2011) 71:1769 Page 19 of 26
Fig. 13 Differential D∗ cross section as a function of the trans-
verse momentum pT (D∗) and pseudo-rapidity η(D∗) in the labo-
ratory frame and the D∗ inelasticity z(D∗). The measurements corre-
spond to the kinematic range of 5 <Q2 < 100 GeV2, 0.02 < y < 0.7,
|η(D∗)| < 1.8, pT (D∗) > 1.25 GeV with an additional cut on the
D∗ transverse momentum in the γp centre-of-mass frame p∗T (D∗) >
2.0 GeV. The data are shown as points, the inner error bars show
the statistical error, the outer error bars represent the statistical and
systematic errors added in quadrature. The data are compared to a
prediction to next-to-leading order in the ZM-VFNS and to HVQDIS.
The bands indicate the theoretical uncertainties (Table 2)
transverse momentum p∗T (D∗) in the γp centre-of-mass
frame and the D∗ inelasticity z(D∗). The D∗ inelasticity
z(D∗) corresponds to the fraction of the virtual photon mo-
mentum carried by the D∗ meson and is determined as
z(D∗) = (P · pD∗)/(P · q) = (E − pz)D∗/2yEe where Ee
is the energy of the incoming electron and P , q and pD∗
denote the four-momenta of the incoming proton, the ex-
changed photon and the D∗ meson, respectively. All predic-
tions are able to describe the shape of the pT (D∗) distri-
bution of the data reasonably well, although RAPGAP has
a tendency to underestimate the data at large pT (D∗). The
shape of the η distribution shows sensitivity to the use of
different parton densities in the RAPGAP MC. The predic-
tion based on CTEQ6.6M agrees better with the data than
the prediction based on CTEQ6LL. A very good descrip-
tion of the η shape is obtained with the CASCADE MC.
The HVQDIS calculations with CT10f3 and MSTW2008f3
both describe the η distribution reasonably well, but have a
tendency to be too low in the positive η (forward) region.
For the transverse momentum p∗T (D∗) in the γp centre-of-
mass frame, the RAPGAP MC using either PDF is too steep
at large p∗T (D∗), while the CASCADE prediction generally
has a different shape. The NLO predictions are in good
agreement with the data. The z(D∗) dependence is not de-
scribed by any of the calculations, showing a deficit of all
predictions at low z(D∗) values.
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In order to investigate the correlation between pseudo-
rapidity and transverse momentum, a double differential
measurement in pT (D∗) and η(D∗) is performed. In Table 7
and Figs. 6 and 7 the double differential cross section is pre-
sented as a function of the pseudo-rapidity η(D∗) in bins of
the transverse momentum of the D∗ meson pT (D∗). In the
backward direction almost no D∗ mesons with large trans-
Table 9 Differential D∗ cross section as a function of Q2, y and
x in the kinematic range of 5 < Q2 < 100 GeV2, 0.02 < y < 0.7,
|η(D∗)| < 1.5 and pT (D∗) > 1.5 GeV. The first quoted uncertainty
is statistical and the second is systematic
Q2 range [GeV2] dσ/dQ2 [nb/GeV2]
5.0 6.0 0.552 ±0.032 ±0.0460.043
6.0 8.0 0.398 ±0.016 ±0.0310.030
8.0 10.0 0.278 ±0.013 ±0.0200.020
10.0 13.0 0.1983 ±0.0088 ±0.01430.0143
13.0 19.0 0.1236 ±0.0042 ±0.00880.0088
19.0 27.5 0.0679 ±0.0028 ±0.00480.0048
27.5 40.0 0.0374 ±0.0017 ±0.00270.0027
40.0 60.0 0.01562 ±0.00095 ±0.001130.00110
60.0 100.0 0.00724 ±0.00045 ±0.000530.00051
y range dσ/dy [nb]
0.02 0.05 12.21 ±0.64 ±1.471.47
0.05 0.09 16.39 ±0.69 ±1.211.20
0.09 0.13 15.89 ±0.72 ±1.301.25
0.13 0.18 12.71 ±0.61 ±0.920.92
0.18 0.26 10.90 ±0.42 ±0.840.82
0.26 0.36 6.85 ±0.31 ±0.530.51
0.36 0.50 4.24 ±0.22 ±0.370.34
0.50 0.70 2.13 ±0.17 ±0.200.18
x range dσ/dx [nb]
0.00007 0.00020 3320 ±200 ±270250
0.00020 0.00035 4780 ±220 ±370350
0.00035 0.00060 3430 ±130 ±250250
0.00060 0.00100 2034 ±81 ±147145
0.00100 0.00170 1225 ±46 ±9089
0.00170 0.00330 446 ±18 ±3434
0.00330 0.05000 10.15 ±0.44 ±0.840.82
!Table 10 Differential D∗ cross section as a function of pT (D∗),
η(D∗), p∗T (D∗) and z(D∗) in the kinematic range of 5 < Q2 <
100 GeV2, 0.02 < y < 0.7, |η(D∗)| < 1.5 and pT (D∗) > 1.5 GeV.
The first quoted uncertainty is statistical and the second is systematic
pT range [GeV] dσ/dpT [nb/GeV]
1.50 1.88 2.34 ±0.15 ±0.170.17
1.88 2.28 2.042 ±0.093 ±0.1440.144
2.28 2.68 1.959 ±0.070 ±0.1400.140
2.68 3.08 1.384 ±0.050 ±0.0960.096
3.08 3.50 1.152 ±0.043 ±0.0800.079
3.50 4.00 0.814 ±0.028 ±0.0560.056
4.00 4.75 0.575 ±0.018 ±0.0400.040
4.75 6.00 0.2714 ±0.0088 ±0.01890.0187
6.00 8.00 0.0851 ±0.0037 ±0.00580.0058
8.00 11.00 0.0211 ±0.0015 ±0.00170.0016
11.00 20.00 0.00178 ±0.00028 ±0.000130.00012
η range dσ/dη [nb]
−1.50 −1.25 1.229 ±0.077 ±0.0900.088
−1.25 −1.00 1.319 ±0.062 ±0.0980.094
−1.00 −0.75 1.501 ±0.061 ±0.1130.108
−0.75 −0.50 1.635 ±0.065 ±0.1180.116
−0.50 −0.25 1.569 ±0.063 ±0.1120.109
−0.25 0.00 1.629 ±0.066 ±0.1180.116
0.00 0.25 1.667 ±0.070 ±0.1170.117
0.25 0.50 1.677 ±0.074 ±0.1210.119
0.50 0.75 1.756 ±0.078 ±0.1260.124
0.75 1.00 1.746 ±0.080 ±0.1310.128
1.00 1.25 2.024 ±0.095 ±0.1500.146
1.25 1.50 1.73 ±0.12 ±0.130.12
p∗T range [GeV] dσ/dp∗T [nb/GeV]
0.300 0.700 0.75 ±0.13 ±0.130.13
0.700 1.125 1.34 ±0.12 ±0.140.14
1.125 1.500 1.48 ±0.13 ±0.160.16
1.500 1.880 1.62 ±0.12 ±0.110.12
1.880 2.280 1.511 ±0.093 ±0.1060.108
2.280 2.680 1.163 ±0.073 ±0.0870.086
2.680 3.080 0.884 ±0.055 ±0.0610.061
3.080 3.500 0.570 ±0.039 ±0.0410.040
3.500 4.250 0.403 ±0.020 ±0.0300.030
4.250 6.000 0.1785 ±0.0069 ±0.01660.0156
6.000 11.000 0.0269 ±0.0015 ±0.00260.0025
11.000 20.000 0.00186 ±0.00041 ±0.000200.00016
z range dσ/dz [nb]
0.000 0.100 3.29 ±0.41 ±0.290.29
0.100 0.200 7.02 ±0.44 ±0.580.58
0.200 0.325 8.22 ±0.36 ±0.700.70
0.325 0.450 7.59 ±0.31 ±0.650.63
0.450 0.575 7.40 ±0.28 ±0.590.59
0.575 0.800 4.06 ±0.13 ±0.340.35
0.800 1.000 0.861 ±0.064 ±0.2330.204
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Fig. 14 Differential D∗ cross section as a function of the photon vir-
tuality Q2. The measurements correspond to the kinematic range of
0.02 < y < 0.7, |η(D∗)| < 1.5 and pT (D∗) > 1.5 GeV. The data of
this measurement (points) are shown in a phase space with stronger re-
strictions on η(D∗) and pT (D∗) to be comparable to a previous mea-
surement at higher Q2 [15] (triangles). The inner error bars show the
statistical error, the outer error bars represent the statistical and sys-
tematic errors added in quadrature. The data are compared to predic-
tions by the MC program RAPGAP with two different proton PDFs
and by the MC program CASCADE (left) and to predictions by the
next-to-leading order calculation HVQDIS with two different proton
PDFs (right)
verse momentum are produced. At low transverse momenta
all predictions are below the data in the very forward di-
rection. At pT (D∗) > 6 GeV the CASCADE and HVQDIS
predictions give a good description of the data, while RAP-
GAP is too low.
While the transverse momentum of the D∗ meson in the
laboratory frame is correlated with the photon virtuality Q2,
the transverse momentum in the γp centre-of-mass frame
p∗T (D∗) is directly related to the hard subprocess. The dou-
ble differential cross section as a function of η(D∗) and
Fig. 15 Extrapolation factors from the visible phase space (Table 3) to
the total phase space for the D∗ meson as determined from HVQDIS
and CASCADE. The error bars show the extrapolation uncertainty
which is determined by varying the theory parameters listed in Table 2
for HVQDIS and in Table 1 for CASCADE
p∗T (D∗) are presented in Table 7 and Figs. 8 and 9. The dis-
tribution shows similar behaviour to the double differential
cross section as a function of η(D∗) and the transverse mo-
mentum pT (D∗) in the laboratory frame. They are in gen-
eral better described by the predictions of CASCADE and
HVQDIS, while RAPGAP underestimates the data for posi-
tive η(D∗) at large p∗T (D∗).
The double differential cross section measurements in y
and Q2 are presented in Table 8 and Figs. 10 and 11. All
predictions are able to describe the distribution reasonably
well, independent of the PDF choice. At low Q2 RAPGAP
as well as CASCADE has a tendency to be lower than the
data.
To allow a comparison to the ZM-VFNS predictions,
the cross sections are also measured with an additional cut
p∗T (D∗) > 2 GeV. The measurements are shown in Tables 5
and 6 and in Figs. 12 and 13. The ZM-VFNS calculation
overshoots the data at low y. The x dependence is less steep
than for the data, and it has a different shape in pT (D∗).
The dependence of the cross section on the other variables
is described reasonably well. In general the ZM-VFNS pre-
diction describes the data worse than the NLO FFNS cal-
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Table 11 Fcc¯2 in bins of Q2
and x extracted from measured
D∗ cross sections with two
different programs, HVQDIS
and CASCADE. The
extrapolation uncertainty δext is
determined by varying model
parameters within a program.
The statistical (δstat) and
systematic (δsyst) uncertainties
arise from the determination of
the D∗ cross section and are the
same for both programs
Q2 [GeV2] x HVQDIS δstat [%] δsyst [%] CASCADE
Fcc¯2 δext [%] Fcc¯2 δext [%]
6.5 1.3× 10−4 0.2160 ±8.58.7 ±6.7 ±7.78.1 0.2005 ±16.67.3
6.5 3.2× 10−4 0.1576 ±4.33.2 ±5.5 ±7.78.0 0.1634 ±12.310.7
6.5 5.0× 10−4 0.1516 ±4.24.5 ±5.4 ±7.27.3 0.1597 ±11.111.9
6.5 8.0× 10−4 0.1036 ±5.73.4 ±8.1 ±7.27.2 0.1153 ±6.012.6
6.5 2.0× 10−3 0.0735 ±10.87.2 ±8.6 ±9.910.4 0.1044 ±7.212.2
12.0 3.2× 10−4 0.2829 ±8.75.6 ±7.7 ±7.67.9 0.2727 ±15.58.6
12.0 5.0× 10−4 0.2123 ±3.12.9 ±6.6 ±7.17.1 0.2169 ±12.510.7
12.0 8.0× 10−4 0.1689 ±4.62.3 ±7.8 ±7.47.3 0.1779 ±10.011.7
12.0 2.0× 10−3 0.1226 ±6.13.5 ±8.9 ±7.77.7 0.1353 ±8.714.4
12.0 3.2× 10−3 0.0773 ±11.67.4 ±12.0 ±9.69.8 0.1125 ±5.716.5
18.0 5.0× 10−4 0.3221 ±4.65.0 ±8.8 ±8.59.1 0.3045 ±15.29.2
18.0 8.0× 10−4 0.2899 ±3.82.1 ±6.1 ±7.37.2 0.2964 ±11.710.6
18.0 1.3× 10−3 0.2167 ±4.02.9 ±8.0 ±8.28.3 0.2202 ±11.012.9
18.0 3.2× 10−3 0.1368 ±5.33.5 ±9.3 ±7.47.2 0.1471 ±10.116.0
18.0 5.0× 10−3 0.1033 ±13.66.0 ±12.5 ±11.311.5 0.1455 ±8.713.6
35.0 8.0× 10−4 0.3958 ±3.63.0 ±8.3 ±8.08.2 0.3620 ±14.011.7
35.0 1.3× 10−3 0.3188 ±2.82.4 ±6.7 ±7.27.1 0.3092 ±11.913.5
35.0 3.2× 10−3 0.2015 ±3.72.4 ±8.5 ±7.67.6 0.2000 ±7.514.2
35.0 5.0× 10−3 0.1616 ±4.22.7 ±9.9 ±8.38.7 0.1684 ±9.012.5
35.0 8.0× 10−3 0.0854 ±11.26.5 ±14.9 ±9.912.4 0.1253 ±7.618.1
60.0 1.3× 10−3 0.3952 ±2.81.5 ±11.3 ±8.28.3 0.3606 ±10.515.1
60.0 3.2× 10−3 0.3040 ±3.41.3 ±9.5 ±7.88.0 0.2957 ±9.516.4
60.0 5.0× 10−3 0.1860 ±3.52.6 ±13.2 ±7.98.0 0.1778 ±9.319.2
60.0 8.0× 10−3 0.1417 ±5.51.4 ±17.9 ±8.07.9 0.1457 ±6.919.4
60.0 2.0× 10−2 0.0519 ±10.96.8 ±56.4 ±9.913.4 0.0834 ±3.419.9
culation HVQDIS. Also at higher Q2 > 100 GeV2 the ZM-
VFNS prediction fails to describe the D∗ production [15].
In order to facilitate the comparison with previous mea-
surements the cross sections are also measured in a reduced
phase space of the D∗ meson: pT (D∗) > 1.5 GeV and
|η(D∗)|< 1.5. They are listed in Tables 9 and 10. In Fig. 14
these measurements are shown as a function of Q2 together
with the results of the measurement at high Q2 [15]. These
measurements span over almost three orders of magnitude
in Q2. The data are well described by CASCADE and the
HVQDIS predictions with both PDF sets in the whole Q2
range, while RAPGAP overshoots the data at high Q2.
7 Charm contribution to the proton structure function
The charm contribution Fcc¯2 (x,Q
2) to the proton structure
function F2(x,Q2) is related to the charm cross section in
the one photon exchange approximation by:
d2σ cc¯
dx dQ2
= 2piα
2
em
Q4x
([
1 + (1− y)2]Fcc¯2 (x,Q2)
− y2Fcc¯L
(
x,Q2
))
. (4)
Weak interaction effects are neglected and αem denotes the
electromagnetic coupling constant. The contribution from
the structure function Fcc¯L is less than 4% in the present
x−Q2 range. Assuming the ratio Fcc¯L /F cc¯2 is predicted cor-
rectly within a model, the measured inclusive D∗± cross
sections σ expvis (y,Q
2) in bins of y and Q2 are converted to
a bin centre corrected Fcc¯2
exp(〈x〉, 〈Q2〉) using the relation
Q2 = xys and extrapolating σvis to the full phase space:
Fcc¯2
exp(〈x〉, 〈Q2〉)= σ expvis (y,Q2)
σ theovis (y,Q
2)
· Fcc¯2 theo
(〈x〉, 〈Q2〉). (5)
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Here σ theovis and F
cc¯
2
theo are the theoretical predictions. The
HVQDIS program is used to calculate σ theovis and Fcc¯2 theo in
the NLO DGLAP scheme. In the kinematic range of the cur-
rent analysis the beauty contribution to the D∗ cross section
is small. It is estimated with HVQDIS and subtracted for the
determination of Fcc¯2 .
The measurement covers about 50% of the total phase
space for charm production. The extrapolation factor to the
full phase space is model dependent. Since CASCADE also
provides a reasonable description of the cross sections in the
phase space covered in this analysis, it is used as an alterna-
tive model to determine Fcc¯2
exp in order to investigate this
model dependence. The extrapolation factors in the present
analysis, defined as the ratio of the full cross section σ theofull to
the cross section σ theovis in the visible phase space of the D
∗
meson, determined with HVQDIS and CASCADE, are com-
pared in Fig. 15. They differ by about 10% at medium x. In
the largest x bin the extrapolation factor as well as the differ-
ence between the two models increases significantly. In gen-
eral the extrapolation factor determined with HVQDIS has
smaller uncertainties than the one from CASCADE. Due to
the larger phase space of the D∗ meson in the present ana-
lysis compared to previous measurements, where the phase
space coverage amounted to about 30%, the extrapolation
factor to the full phase space is considerably smaller, al-
though the model dependence of the extrapolation remains
sizable.
In Table 11 and Fig. 16 the resulting Fcc¯2 extracted from
the inclusive D∗± cross sections with HVQDIS is shown as
a function of x for different values of Q2. In addition to the
experimental systematic uncertainties described in Sect. 6
the extrapolation (5) leads to an uncertainty. This extrapo-
lation uncertainty is determined by varying the theory pa-
rameters listed in Table 2 simultaneously in the calculation
of σ theovis and F
cc¯
2
theo
. The resulting uncertainties on Fcc¯2 are
shown separately in Fig. 16. HVQDIS and CASCADE both
give a reasonable description of the measured cross sections
and can be used to extract Fcc¯2 . The differences obtained in
Fcc¯2
exp for the two models are used to define the model un-
certainty on Fcc¯2 , which is also given in Fig. 16.
The results of a Fcc¯2 measurement based on lifetime infor-
mation determined with the H1 silicon vertex detector CST
[14] is compared to the present measurement in Fig. 16. The
two measurements are based on independent methods with
similar precision and agree very well. The Fcc¯2 determined
with D∗ mesons covers a larger range in x due to the larger
η coverage of the CJCs compared to the CST. It also has
smaller uncertainties at low Q2, where the uncertainty of the
lifetime based measurement is dominated by the light quark
background.
Figure 16 also compares the FFNS NLO calculation
of Fcc¯2 to the measurement using the MSTW2008f3 and
CT10f3 proton PDFs. Both calculations give a reasonable
Fig. 16 Fcc¯2 as derived from D∗ data with HVQDIS (points). The in-
ner error bars show the statistical uncertainty, the outer error bar the
statistical and experimental systematic uncertainty added in quadra-
ture. The extrapolation uncertainty within the HVQDIS model is
shown as blue band in the bottom of the plots. The outer (orange) band
shows the model uncertainty obtained from the difference in Fcc¯2 de-
termined with HVQDIS and CASCADE. The data are compared to the
measurement of Fcc¯2 with the H1 vertex detector [14] (open squares),
to NLO DGLAP predictions from HVQDIS with two different proton
PDFs, and to the Fcc¯2 prediction of HERAPDF1.0
description of the data. The Fcc¯2 measurement is also com-
pared to the Fcc¯2 prediction for HERAPDF1.0 [81], which
has been extracted from the H1 and ZEUS combined inclu-
sive proton structure function data. A general-mass variable-
flavour-number scheme [82, 83] has been used which inter-
polates between the FFNS and the ZM-VFNS. The uncer-
tainty on Fcc¯2 for the HERAPDF1.0 prediction is dominated
by the variation of the charm mass in the PDF fit, which is
included in the model uncertainty of the prediction. In gen-
eral the prediction agrees with the Fcc¯2 measurement, show-
ing that the gluon density determined from the scaling vio-
lations of the inclusive DIS cross section is consistent with
that observed in charm production. At large x the central
value of the HERAPDF1.0 prediction has a tendency to lie
above the Fcc¯2 data, which may indicate a preference for a
larger charm mass than the central value used for HERA-
PDF1.0, mc = 1.4 GeV.
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Fig. 17 Fcc¯2 as derived from D∗ data with HVQDIS (points). The in-
ner error bars show the statistical uncertainty, the outer error bar the
statistical and experimental systematic uncertainty added in quadra-
ture. The extrapolation uncertainty within the HVQDIS model is
shown as blue band in the bottom of the plots. The outer (orange) band
shows the model uncertainty obtained from the difference in Fcc¯2 de-
termined with HVQDIS and CASCADE. The data are compared to the
measurement of Fcc¯2 with the H1 vertex detector [14] (open squares)
and to predictions from the global PDF fits CT10 (dashed line),
MSTW08 at NNLO (dark dashed–dotted line), NNPDF2.1 (shaded
band) and ABKM (light dashed–dotted line)
The Fcc¯2 measurement is compared to predictions from
global PDF fits in Fig. 17: CT10 [47], MSTW2008 NNLO
[84] and NNPDF2.1 [85] have been derived in general-mass
variable-flavour-number schemes, while for the ABKM fit
[86] the FFNS including higher order radiative corrections
in QCD adopting the running MS mass has been used. All
predictions give a reasonable description of the measure-
ment. At low Q2 all predictions have a tendency to decrease
less steeply with x than the data.
The measured Fcc¯2 as a function of Q
2 for different val-
ues of x is shown in Fig. 18. Scaling violations are observed.
The Q2 dependence of the data is well reproduced by the
FFNS NLO calculation, but at low x the predictions are be-
low the data, an effect which is larger if the MSTW2008f3
set is used as proton PDF. The HERAPDF1.0 prediction is
in agreement with the data.
Fig. 18 Fcc¯2 as a function of Q2 for different x, as derived from D∗
data with HVQDIS (points). The inner error bars show the statisti-
cal uncertainty, the outer error bar the total uncertainty, including sta-
tistical, experimental systematic, extrapolation and model uncertainty
added in quadrature. The data are compared to the measurement of Fcc¯2
with the H1 vertex detector [14] (open squares), to NLO DGLAP pre-
dictions from HVQDIS with two different proton PDFs, and to the Fcc¯2
prediction of HERAPDF1.0
8 Conclusion
A measurement of D∗ meson production in deep-inelastic
scattering is performed with a tenfold increase in statistics
and a significantly enlarged phase space compared to the
previous H1 measurement. Single and double differential
cross sections are determined as a function of variables de-
scribing the kinematics of the event as well as of the D∗
meson. The measurements are found to be reasonably well
described by predictions based on the fixed-flavour-number
scheme, namely the leading order Monte Carlo simulations
RAPGAP and CASCADE as well as the next-to-leading or-
der calculation HVQDIS. The data are also compared to a
next-to-leading order calculation in the zero-mass variable-
flavour-number scheme, which in general describes the data
less well and is particularly high at low y.
The double differential cross section as a function of Q2
and y is used to determine the charm contribution Fcc¯2 to the
proton structure function F2. The extrapolation to the full
phase space is done with two different models, using the
next-to-leading order calculation HVQDIS and the Monte
Carlo program CASCADE based on leading order matrix
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elements and parton showers. The results for Fcc¯2 in these
two models are very similar except for the highest x values.
The results agree well with a measurement based on life-
time information determined with the H1 vertex detector.
The data are well described by next-to-leading order calcu-
lations using different PDFs, showing that the gluon density
determined from the scaling violations of the inclusive DIS
cross sections is consistent with the one observed in charm
production.
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