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Preface 
Methodo log i ca l knowledge acquis i t ion and knowledge engineering have achieved 
increasing attention over the last years due to both active research projects and 
successful pract ica l appl icat ions . Both aspects have over the years been reflected 
in the structure of the European Knowledge Acquisition Workshops ( E K A W ) , 
where a users' f orum has a lways been combined w i th a scientific workshop . 
Knowledge acquis i t ion workshops also take place a n n u a l l y in N o r t h A m e r i c a (the 
" B a n f f " workshops) and A s i a or A u s t r a l i a . Intense interact ion between these 
communit ies , reflected in internat ional conference attendance, shared authorship 
from different continents, and internat ional p rogram committees guarantees fast 
exchange and cr i t i ca l review of results, whereas the par t i c ipat ion o f practit ioners 
in the scientific exchange and o f scientists in pract i ca l projects enhances technol -
ogy transfer. 
A l l these elements can be found in this vo lume. Therefore it seems worthwhi le not 
merely to distr ibute it as selected collection of isolated papers but to provide at 
least a rough and part ly subjective map of the field as it can be presented i n 
M a r c h 1992 on the basis o f the texts inc luded . 
F i r s t o f a l l we find a clear segmentation into extended abstracts o f the invited 
speakers of the users' f o r u m and into fu l l papers to be presented at the scientific 
workshop . T h i s d ist inct ion on the one hand reflects the "research notes" character 
of the Lecture Notes in A r t i f i c i a l Intelligence: the m a i n purpose of fast c o m m u n i -
cation o f or ig inal research is captured by these fu l l papers. O n the other hand the 
strongly appl icat ion oriented character of the field of knowledge acquis i t ion q u a l -
ifies short analyses about the need and impact o f knowledge acquis i t ion ( K A ) in 
high-tech industries ( A l l a r d 1 ) , project management for K A projects ( K i l l i n ) , the 
European marketplace for methodological K A (Georges), and an assessment of 
the industr ia l use of machine learning ( M o r i k ) as h ighly va luable suppor t ing and 
directing evidence to be publ ished together w i t h front end research results. 
A s far as research contr ibut ions are concerned the E u r o p e a n m a p is increasingly 
dotted w i t h general modelling approaches w h i c h make up the second section of the 
book and to a considerable extent are also present in contr ibut ions in other 
sections (Jonker, N c u b e r t , D i e n g , A l l c m a n g , Porter) . T h e i r c o m m o n under ly ing 
1 In the preface, contributions arc indicated only by first author's name for the sake of 
readability. 
principle is to be based on an explicit abstract h u m a n l y perceivable model o f the 
expertise to be captured for a knowledge based system. T h e most in f luent ia l 
model l ing approach presently is K A D S , wh i ch also plays a role i n several o f the 
papers inc luded. 
Er iksson generalizes M u s c n ' s w o r k of generating domain-speci f ic knowledge ac-
quis i t ion tools. G r c b o v a l presents a method of c ompi l ing efficient code from 
K A D S conceptual models. L i n s t c r complements the K A D S parad igm o f s tart ing 
analysis w i t h the prob lem solving behavior by using tools that equal ly support the 
static relations of a d o m a i n as start ing point for model l ing . G a p p a provides an 
in-depth comparison of two strategically different approaches to model l ing that 
haye both been pursued over the years: strong model l ing approaches (such as her 
own expansions of Puppe 's work) require close correspondence between a mode l 
o f the d o m a i n a n d of the prob lem solv ing behavior and a l low fast t rans i t ion to 
operat ional representations whereas weak model l ing (such as K A D S ) assumes the 
app l i cab i l i ty o f prob lem solving models to deliberate d o m a i n structures. In the 
latter case the type o f connection has to be specified as par t o f the model l ing 
process. T h e contr ibut ions of Schreiber and v a n Hei jst specify two aspects w i t h i n 
the K A D S research program: Schreiber provides a detailed analysis o f two s i m i l a r 
diagnostic problem solving methods and how f o r m a l representation al lows one to 
c learly identi fy dist inct ions. V a n Hei jst describes details and theory based tool 
support for the process of further specifying roughly specified models of p rob lem 
solving (" interpretation models")- F i n a l l y , G c c l e n uses f o r m a l models as a n objec-
tive basis for der iv ing problem solving models f rom expert protocols. 
T h e section on knowledge formalization and automated methods starts w i t h two of 
the three fu l l papers in this book about machine learning. Tsu j ino has enhanced 
the mechanica l induct ion of decision trees by methods of q u a l i t y assessment of 
resulting trees. Nedcl lec has closely coupled m a n u a l acquis i t ion w i t h automated 
learning in such a w a y that the va l idat i on a n d maintenance activities based on 
new cases become a genuine part o f the architecture. Schwcigcr presents a tool 
based on a logical theory of conf igurat ion w h i c h al lows automated generation o f 
knowledge based systems for the respective subclass of appl icat ions . Jonker and 
Neuber t treat special aspects o f K A D S based model l ing . Jonker ' s f o r m a l language 
for K A D S conceptual models emphasizes the aspect o f d o m a i n signatures that 
correspond to the models o f problem solving and hence comes close to p r o v i d i n g 
a bridge between the above weak and strong model l ing approaches. N e u b e r t p r o -
vides a detailed specif ication of the activities required to achieve K A D S concep-
tua l models. 
Elicitation and diagnosis of human knowledge ranges f rom foundations i n theory 
o f science to pract i ca l guidelines and tools for knowledge acquis i t ion act ivit ies . 
N w a n a provides a possible rationale for the stepwise justi f ied t rans i t ion f r o m 
manifestations o f expertise towards models in a wider sense than discussed above. 
P o r l m a n demonstrates product ive use of the metaphor of th ink ing for getting ac-
cess to those facets of knowledge that are hard to elicit by methods that emphasize 
a question-response rather than a resolution o f confl ict v iew. L a r i c h c v di f feren-
tiates among several settings in the process of e l ic it ing expert classif ication k n o w -
ledge. T h e next two approaches involve tools for e l ic i tat ion activities. D i c n g 
suggests an architecture where the so far neglected aspects o f deal ing w i t h mult ip le 
experts and of lay ing the ground for explanat ion at the beginning o f bu i ld ing a 
system arc taken into account. C h a r l c t introduces the add i t i ona l guidance that can 
be made use of when a d o m a i n is k n o w n to be determined by causal relations. 
Practice and experiences of knowledge acquisition starts w i t h the subjects o f 
knowledge base maintenance and consistency checking w h i c h f orm important re-
quirements to be met by systems in practice. A c c o r d i n g l y , M a u r e r describes an 
extension of A l t h o f f s M O L T K E workbench of w h i c h several aspects have already 
been introduced d u r i n g the previous E K A W s . A l l c m a n g reports on an cva luatory 
study about how one of the early model based approaches - C h a n d r a s c k a r a n ' s 
generic tasks - is appl ied by pract ic ing knowledge engineers. Porter reports 
pract ical experiences in a p p l y i n g K A D S elements in s imi lar large scale financial 
appl icat ions . T h r o u g h his large-scale experiences w i t h machine learning projects, 
M a n a g o has arr ived at the reported enhanced descript ion of cases i n order to i m -
prove the efficiency o f induct ive learning as we l l as to overcome some of its def i -
ciencies by case based reasoning. Schmalhofcr ' s hypermedia based support system 
unifies the two pract i ca l needs o f prov id ing easy access to existing industr ia l case 
bases and of using them i n the development of knowledge based systems. F i n a l l y , 
B r a d s h a w contributes a large in-house appl icat ion of model l ing business processes 
for the purpose of better capture of the processes themselves and for computer ized 
support o f selected functions. 
A total o f 65 persons f rom around the w o r l d have done a great job in serving as 
the program committee. T h e i r recommendations and p a r t l y very detailed c o m -
ments have helped both workshop organizers and i n d i v i d u a l authors a great deal 
to achieve the qua l i ty that we hope the reader w i l l notice. T h e i r fast a n d reliable 
responses have al lowed us to ho ld to the p lanned schedule in almost every deta i l . 
Therefore a l l the organizers of the conference w o u l d l ike to express their great 
gratitude to the colleagues listed below. 
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A User's view of current practice and possibilities 
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220 A G Noordwijk, N L 
1.0 Introduction 
E S A is funding current ly a number of knowledge-based system ( K B S ) projects. 
A l l o f them are confronted to the knowledge acquis i t ion ( K A ) prob lem. T h e i n -
tention o f this paper is to present current practice and possibilities as can be found 
in var ious projects and to highl ight issues and unful f i l led needs. T h i s report is 
broken d o w n into four m a i n parts: 
• the practice of K A across the K B S L i f e - C y c l e i l lustrated b y var ious projects 
• T h e part i cu lar role o f technical documentat ion and its relation w i t h knowledge 
acquisit ion 
• T h e emergence of reusable conceptual models 
• Issues and Needs 
1.1 K B S Life-Cycle and K A 
Knowledge A c q u i s i t i o n across the L i f e - C y c l e w i l l be decomposed in a set of tasks 
and viewed in the perspective of a part i cu lar project. These tasks arc: knowledge 
ident i f i cat ion, knowledge e l ic i tat ion, knowledge edit ing, computer-supported 
knowledge acquis i t ion. 
1.2 E X A C T and Knowledge Identification: 
E X A C T is a model-based diagnostic system meant to support the task of satellite 
diagnostic and p lann ing . A long part o f the project, w h i c h is s t i l l ongoing has been 
used to actual ly identi fy the knowledge required and adopt the correct represen-
tat ion format. It went f rom rule-based to model-based diagnostic through several 
steps. Once this was def ined, the knowledge identi f icat ion task cou ld be performed 
m u c h more easily. A l t h o u g h this is w h a t should stay an atypica l case, m a n y les-
sons can be derived: 
• start ing w i t h a pre-conceived idea of what the knowledge should look l ike 
creates m a n y unnecessary problems. 
• at the same time, predefined conceptual models do help in the identi f icat ion 
task. A c t u a l l y , one must remember that in the K A task one is looking for 
knowledge that is useful , i.e. operating knowledge. There experience w i t h 
m a n y conceptual models helps considerably . 
• no formal means of knowledge identi f ication beyond test cases is used and 
could be useful. 
1.3 The Battery Management System and knowledge elicitation 
T h i s system is one of the first developed at E S A . It concerns the support to the 
problem of managing batteries o f in -orb i t satellites, basical ly ana lyz ing histor ica l 
trends to predict battery output . T h e system was successfully developed to a level 
o f prototype. Knowledge el ic i tat ion was used w i t h interview techniques as they are 
in m a n y of our projects. T h e questions raised were: 
• how can the output f rom such sessions be m a x i m i z e d . N o clear answers are 
avai lable today. A complete interviewing methodology is s t i l l to be def ined. 
• how to qual i fy (or train) experts themselves for such tasks. T h e y arc not a l l 
adequate. 
1.4 M A R S and Knowledge editing 
M A R S is a scheduling tool . Its m a i n K A module is composed of a sophist icated 
object editor. T h e M A R S case is interesting because object editors are becoming 
s tandard features of K B S s . U s i n g the tool , w i t h certainly one of the best object 
editor avai lable at E S A , has shown several aspects: 
1. It is possible to standardize the characteristics o f an object editor (context 
sensitive help, local ver i f i cat ion, etc.) and that s tandard izat i on should be p u r -
sued. 
2. O n the other h a n d Object editors impose an edit ing environment that is heavy. 
Users actual ly often bypass the object editor and write direct ly in K B files. 
N o r speed, nor lack of funct ional i ty can be here questioned. In this system for 
reason o f coherence o f attr ibute values, the knowledge editor is ac tual ly re-
qu i red . W e have found that it is the format of the frame editor w h i c h seems 
to be undesired. W h a t users wanted is actual ly that the K B page provides 
them w i t h the same functionalit ies of the object editor whi le being able to 
scrol l and have constantly at their disposal the detailed v iew o f other objects. 
T h i s indeed requires very sophisticated funct ional i t ies . It cou ld be argued that 
users should adapt and they do. B u t the lesson to us is that K A functions shou ld 
always a l low a very easy j u m p between the local v iew a n d the g loba l v iew of a 
knowledge base, in a w a y m i m i c k i n g the easiness w i t h w h i c h persons actual ly do 
that mental ly . 
1,5 P R E V I S E and the development of knowledge acquisition module 
P R E V I S E is a system under development meant to support the edit ion a n d 
checking of crew procedures and meant to support the evolution of the procedure 
concept a n d of the operations knowledge. S y n t a x , vocabulary , edit ion rules, o p -
erat ional knowledge, a l l is there represented as objects. It can be sa id that P R E -
V I S E knowledge acquis i t ion features arc the first example, at E S A , o f fu l l b l o w n 
knowledge acquis i t ion modules , except for machine learning whi ch is not used at 
E S A for now. 
1. T h e K A module is actual ly part of the functions of the system and is intended 
for suppor t ing the evolut ion of concept a n d knowledge. 
2. Test cases defined include evolut ion test cases. 
3. T h e K A module does not rely on the shell 's own ( P r o K a p p a ) w h i c h is v iewed 
as insuff ic ient. 
4. T h e procedure syntax is variable and since the K B on each procedure is bu i l t 
by " c o m p i l i n g " a procedure's text, it means that : 
a . T e x t (a very specialized one) is used here as a knowledge acquis i t ion fea-
ture 
b. W h e n the syntax is changed the compi ler has to change w h i c h implies the 
user is given a means to change it ( Y A C C ) . 
5. there is a syntax editor , a vocabulary editor , a procedure editor as wel l as a 
general knowledge editor. 
6. the H C I of the K A acquis i t ion module was bui l t using O p e n Interface, a H C I 
pro to typ ing tool . It al lowed to defined desirable features such as object filters, 
objects trees, template based editors, d ict ionaries , etc. W e can say that this 
pro to typ ing approach is here very beneficial because it allows experts a n d us-
ers to understand the K A process. 
2.0 Technical Documentation 
F o r an organizat ion such as E S A , documentat ion is a w a y of l i fe, not to say the 
ma in product . Tremendous quantit ies o f knowledge arc stored in documents i n a 
very passive f orm. In order to exploit better this knowledge E S A has begun two 
paral le l efforts: 
1. the evaluat ion o f text analysis tools such as K - S t a t i o n , based o n the K O D 
a p p r o a c h . K - S t a t i o n is a very interesting tool . T h e first one real ly commer -
c i a l l y avai lable based on a solid methodology. O u r evaluat ion concluded that : 
• it does support the task of text analysis whether it is used for interview 
transcripts or for existing documentat ion ; 
• the concepts manipulated (actions, objects, etc.) are coherent a n d w e l l -
defined 
• it allows to s lowly accumulate knowledge whi ch can easily t ransformed 
into a knowledge base 
• it has a few technical drawbacks like the concept of mul t i - va lued attributes 
is not supported and the notion of instances can on ly be a w k w a r d l y i n -
troduced; it docs not support the analysis o f graphics . 
• its user interface suffers f rom the lack o f hypertext capabil i t ies 
• the aggregation of different analysis versions ( improvements) o f the a n a l -
ysis o f the same text is not really supported . 
• F i n a l l y and mostly the process is heavy. It is felt that the cognitive process 
by w h i c h text is analyzed is on ly par t ia l ly matched by K - S t a t i o n . There is 
a very important work equivalent to understanding the structure o f the 
document and the key concepts (bui ld ing a semantic network) w h i c h is not 
supported by K - S t a t i o n . T h u s we th ink K - S t a t i o n is a l imited tool but 
wh i ch in some cases can real ly be o f use. A consultancy s tudy w i l l later 
this year assess its use for requirements analysis purposes. 
2. the development of a number of tools to support the life-cycle o f systems a n d 
the support the s low gathering o f formal ized knowledge; these are: 
• P R E V I S E already ment ioned, in wh i ch it is foreseen to s lowly acquire the 
operat ional knowledge used in procedure w r i t i n g and ver i f i cat ion. 
• T h e R A M S (Re l iab i l i t y , A v a i l a b i l i t y , M a i n t a i n a b i l i t y and Safety) i n i t i -
ative where in part i cu lar cases o f problems a n d failures arc being a n d w i l l 
be stored for use in hazard analysis , 
• F S D K O where the transferred of satellite knowledge f rom development to 
operations is par t i cu lar ly considered and supported v i a a set o f 
Hypertext -based tools. 
These arc very impor tant developments because they are the first expl ic i t at-
tempts to develop tools before the actual knowledge on new space systems 
(under development) is avai lable and wri t ten in documents . Knowledge A c -
quis i t ion is seen here as a w a y to support knowledge formal izat ion (and reuse). 
These efforts s t i l l remain smal l and can only be considered as exper imental . 
3.0 Conceptual Models 
T h e experience gathered at E S A allows to safely say that one o f the very real w a y 
out of the K A bottleneck is the use of pre-defined conceptual models. T h e term 
is used here in a loose def init ion o f a pre-defined model o f task and d o m a i n de-
scr ipt ion , possibly using a predefined knowledge representation. 
F o r example, this is true of the C o l u m b u s F D I R ( F a i l u r e Detect ion , Isolation a n d 
Recovery) wh i ch uses a pre-defined diagnostic conceptual mode l , s imple a n d ro -
bust enough to be brought on -board . K A is then reduced to its s implest ex-
pression. T h e experience has been repeated successfully wi th C O M P A S S , a system 
for the diagnostic o f payloads. C u r r e n t l y an effort is made to s tandardize the 
approach to knowledge-based schedul ing tools in the same sp ir i t of p r o v i d i n g a 
reusable conceptual models 
4.0 Conclusion: Issues and Needs 
T h e experience so far o f knowledge acquisit ion has shown that there are st i l l m a n y 
issues and needs not real ly solved or addressed. M a n y are mentioned above. T h e 
fo l lowing is a complementary list w h i c h concludes this report: 
1. T h i s concerns the distance between the expert language a n d the knowledge 
engineering language. A l t h o u g h , conceptual ly , experts c learly manipulate 
classes, objects, attr ibutes , instances, etc. they do not usual ly manipulate such 
abstract notions. W e have found that abstract ion, a l though necessary for K B S 
development, is not useful as a tool . T h i s m a y seem a t r i v i a l problem but we 
th ink it is not. F i r s t it is a real one, and al though it can be helped w i th some 
tra in ing of the expert or user, this t ra in ing has to be done every t ime. B u t even 
more impor tant is that knowledge representation ( K R ) should respect expert 
terminology and methods o f representation. K A modules provide seldom to-
d a y support for basic conceptual tools, used by experts such as decision trees, 
network diagrams, matrices and tables and general graphics not to ment ion 
text analysis support . 
2. Experts and documentat ion use formal izat ion as a tool not as an end , l ike in 
A I . T h i s means that the f lexibi l i ty w i t h w h i c h they use conceptual tools such 
as types, classes, tables, graphs and text is m u c h greater than the one offered 
by K A tools and K R in general. Moreover , the K A process increases 
formal izat ion of knowledge beyond what experts and users arc fami l iar w i t h , 
f ind comfortable , useful , to the extent that they might oppose it . T h i s was 
identif ied as one of the m a i n problems and it is s t i l l not clear how it can be 
solved. 
3. In order to greatly facil itate the knowledge acquis i t ion process emphasis 
should be given to text analysis support , character recognition systems, the 
development of specific recognition tools for tables, drawings , etc. and the de-
f ini t ion of a nomenclature in graphics . These m a y seem mundane problems 
but the goal is here to hide the internal representation layer that the machine 
uses. In the same spir i t considerable efforts must be made so that K A modules 
arc def ined, labelled and coded in terms of the used knowledge. 
4. Increasing the variety and ava i lab i l i ty o f conceptual models at various levels 
is one w a y to solve the K A bottleneck: we have shown these are used for that 
purpose, sometimes inappropr iate ly . T h u s w h a t is needed is the fo l lowing: 
• define the cr i ter ia for match ing conceptual models w i t h problems 
• define a program of t ra in ing on various conceptual models. 
• define a structure for manag ing these repositories. 
There might be considerable k n o w - h o w i n conceptual models and competit ion 
is never far away. T h e proposi t ion is here to a l low them to be publ i c (for a 
fee). E S A is current ly w o r k i n g on a p lan to define a knowledge repository o f 
knowledge on European satellite payloads. T h i s program of w o r k can only 
succeed i f some of the issues addressed above arc solved. 
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Abstract . The Barclaycard Fraudwatch knowledge-based system identifies 
potentially fraudulent transactions on Visa and Mastercard credit cards. It makes 
use of two generic tasks, Select and Assess. Select reduces the number of 
transactions to be considered from about one million to about fifty thousand. 
Assess further processes these fifty thousand to arrive at a set of about four 
hundred accounts, which are output to fraud operations staff for further action. O f 
these four hundred, about fifteen will eventually turn out to be fraudulent. 
Fraudwatch was developed by Touche Ross and Barclays, using the K A D S method 
for knowledge-based system development. It is fully embedded within the 
Barclaycard suite of business and cardholder programs running on I B M 
mainframes. Select is largely written in C O B O L , Assess is written in 
KnowledgeTool™, and the peripherals and communications are written in J C L . 
Fraudwatch runs daily in batch mode. It saves about thirty percent of pre-status 
fraud losses on the products to which it is applied. 
A n initial implementation went live in November 1990. The system has 
undergone two cycles of knowledge maintenance, in order to adapt performance 
to organisational changes and changes in business objectives, and to enhance 
overall performance. Further systems and enhancements are planned during 1992 
and 1993, which are intended to deploy Fraudwatch at earlier stages of 
transaction processing and to look at devolving processing. 
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T h e industr ia l w o r l d is attracted by knowledge-based techniques. A certain n u m -
ber o f increasingly pert inent a n d conv inc ing experiments have been carried out . 
B u t for some reason, K B S technology just doesn't seem to take i n commerc ia l 
cu l ture . W h a t ' s wrong? 
O n the one h a n d , research has attacked a n d succeeded in contro l l ing one of the 
p r i n c i p a l technical issues: the so-called knowledge-acquisition bottleneck. O n the 
other h a n d , commerc ia l software product developers have put a m y r i a d of expert 
system generators at the market ' s d isposal . B u t one can say that both approaches 
are incomplete. Schemat iz ing : 
• T h e former doesn't go far enough practically: the K A methods arc not c o m -
prehensive as (i) they don ' t cover the f u l l application development life cycle, (ii) 
they don ' t suff ic iently address quality aspects, (iii) there is not computer-based 
support in the form of integrated tools. 
• T h e other is superficial: due to encouraging ad hoc, spec i f i c i ty-dr iven develop-
ment, it does not go far enough in the generalization o f basic methods and 
techniques permit t ing scale-up to product ion qua l i ty elements: it passes up 
opportunit ies both on reuse aspects and on exploit ing the basic principles o f the 
A I approach . 
T h e latter approach m a y not appeal to the purists , but it certainly pleased (some 
of) the commerc ia l wor ld (for awhile) . It offered fast, v i sua l results. B u t taken in 
the long term, it broke d o w n due both to its lack o f generality and reusabi l i ty , and 
to its unsatisfactory q u a l i t y as a modern development approach . A s a result, the 
E u r o p e a n commerc ia l w o r l d (and it appears, increasingly in the U S ) is shi f t ing its 
interest towards methodologically-sound, comprehensive approaches - something 
that makes the junction between the KA research results and the expert system 
shell. 
T h e E u r o p e a n market is l ook ing for a method, supported by tools. T h e method 
must respond to a l l o f the concerns of convent ional software engineering, but even 
more r igourously due to the perceived complex i ty and nebulousness of K B S - and 
to their perturbat ion potent ia l in the organizat ional fabric - a n d due to the i n -
creased expectations of a more in format ics -mature market . It must be comprehen-
sive, addressing (i) V&V: bu i ld ing the r ight product {adequacy and 
appropriateness) and bu i ld ing it r ight {reliability), (ii) evolution: b u i l d i n g for 
change, m a i n t a i n a b i l i t y , (iii) interoperability: w i t h convent ional software for hy-
brid system development, (iv) life-cycle vision and control: process mode l l ing , project 
management and facilities for cooperative (team)work. It must offer computer-
based tool support for hand l ing knowledge complexi ty and vo lume , a n d for leading 
into implementat ion . 
T h e offer around the method and support ing tools must also be complete , rang ing 
f rom awareness ' campaigns ' through seminars and t ra in ing courses to technical 
consultancy. 
T h e European Comiss ion ' s E S P R I T programme has been a n d is fund ing var ious 
projects that address these K E issues, the most renowned K A D S 1 . T h e i n d u s t r i a l 
element of such a projects ' consortia propel tangible results onto the market place: 
"or ig ina l K A D S " appl i cat ion have numbered over 30, approx imate ly 20 o f w h i c h 
have been carr ied out under the auspices o f C a p G e m i n i Innovat ion . K A D S 
industr ia l -qua l i ty competition i n Europe is at the methodological level a n d is p rac -
t i ca l ly l imited to S K E (Bolesian) a n d K O D ( C i s i Ingenieric), whi le expert system 
shells are seen solely as upstream experimentat ion aids. 
Nevertheless, it is clear that whi le the K A D S methodology is the most advanced 
to date, it requires enhancement towards 
• comprehensiveness: this is the role o f the K A D S - I I project 2 . 
• industrialization: this is being addressed by members of the K A D S - I I consor-
t i u m who are m a k i n g avai lable seminars and courses ( C a p G e m i n i In n o va t i o n , 
L l o y d ' s Register, Touche Ross M a n a g e m e n t Co n su l ta n ts , ...), methodolog ica l 
guides (e.g. C a p G e m i n i Sogeti 's " P E R F O R M - K B A " ) , and tool suppor t (e.g. 
I L O G / C a p G e m i n i Innovat ion 's " K A D S - T O O L " ) for the present, operat iona l 
version o f K A D S , responding to strong market d e m a n d . 
1 The partners of K A D S project ( E S P R I T P1098) were S T C Tecnology Ltd . ( U K ) , C a p 
Scsa Innovation (F), N T E Neutcch G m b H (D), S D - SciCon Ltd. ( U K ) , Touche Ross 
Management Consultants ( U K ) , University of Amsterdam ( N L ) . 
2 The partners of the K A D S - I I project ( E S P R I T P5248) arc S T C Tecnology L t d . ( U K ) , 
C a p Sesa Innovation (F), N T E Neutech G m b H (D), S D - SciCon Ltd . ( U K ) , Touche 
Ross Management Consultants ( U K ) , University of Amsterdam ( N L ) . 
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A b s t r a c t . During the last 10 years, machine learning has been successfully 
applied. Most often, the applications are confidential. Therefore, only few 
publications about real world applications exist. In this paper, an overview 
of machine learning applications is given with their scenarios. Some typi-
cal applications are described. Then, future directions of machine learning 
applications are proposed. It is argued that machine learning is now ma-
ture enough to be incorporated into standard systems as well as algorithms. 
T h e integration of learning modules into database and retrieval systems is 
one of the trends. Another trend is to automatically select an appropriate 
learning tool out of a toolbox. The third trend, which is even more challeng-
ing, no longer requires a distinguished learning module, but offers methods 
of machine learning to be applied by programmers in their regular system 
development. Software engineers of the future can use inductive techniques 
as they now use message passing, for instance. Then, any program can be 
enhanced by some learning ability. 
1 Experience with Machine Learning 
In the past 10 years, machine learning ( M L ) had several appl icat ions of two types 
of a l g o r i t h m s , namely 
— top -down induct i on of decision trees, 
a f a m i l y of a lgor i thms f rom which I D 3 [Quin lan , 1983] is the most famous one. 
— conceptual c luster ing, 
a f a m i l y of a lgor i thms f rom which A Q [Michalsk i and Stepp, 1983] is the most 
famous one. T h e first break-through of app ly ing machine learning was achieved 
by exp lo i t ing conceptual c lustering for the b u i l d i n g of a rule base on soy bean 
diseases [Micha l sk i and C h i l a u s k i , 1980]. 
B o t h a lgor i thms learn f r om examples which are represented by attr ibute values. 
C u r r e n t research enhances the a lgor i thms to deal w i t h relations [Quin lan , 1990] 
a n d restricted first-order predicate logic [Micha lsk i and Stepp, 1983]. Other , logic-
oriented approaches have been developed, wh i ch use background knowledge for learn-
i n g a n d even learn the background knowledge itself [Mor ik , 1987], [Mor ik , 1990], 
[Kietz and W r o b e l , 1991], [Bisson, 1991], [Muggleton and Feng, 1990]. T h e new, more 
powerfu l l a lgor i thms are not yet products on the market . So, the fo l lowing descrip-
t i o n of appl icat ions refers to learning f rom attr ibute-value representations. A lot of 
knowledge processing can be performed using this representation [Morales, 1990]. 
There are two scenarios for app ly ing M L : 
- p a r t i a l l y b u i l d i n g up the rule base of an expert system: 
a software house applies M L in order to solve customers ' problems more effi-
ciently , or 
a company or publ i c ins t i tu t i on uses an expert system shell w i t h an integrated 
M L too l ; 
- finding an o p t i m a l procedure: 
us ing M L technology, on the grounds of experience (either in the f o rm of case 
d a t a or in the form of interviews) , a procedure for decision m a k i n g or a p l a n for 
a work ing routine is developed which is then used by experts. 
Several appl icat ions are of the first type. For instance, D o n a l d M i c h i e reports two 
appl icat ions of this type [Michie , 1989]. W i t h the help of Exper tEase , a system w i t h 
an integrated learning module , 3 000 rules which mode l the design of a gas-oi l separa-
tor could be acquired for B P . Westinghouse, by using E x p e r t E a s e achieved increased 
throughput i n an impor tant factory to the extent of increasing business vo lume by 
more than ten m i l l i o n dollars per a n n u m . In bo th appl i cat ions , the ga in was achieved 
by a p p l y i n g a knowledge-based technique which , i n t u r n , was enabled and became 
appropr iate w i t h respect to the cost-benefit re lat ion because of a learning m o d u l e . 
Bra inware G m b H , a G e r m a n software house w i t h a par t i cu lar expertise i n M L a n d 
neural networks, reports an appl i cat ion for Siemens [Brainware G m b H , 1990]. T h e 
expert system called B M T configures fire detection equipment. B M T dras t i ca l l y 
cuts admin is t ra t ive efforts thus reducing the t i m e required for m a k i n g quotat ions 
a n d processing orders. T h e large number of such appl icat ions can be seen f r o m the 
fact that some companies make their l i v i n g by M L technology. For instance , the 
company ISoft at Par i s , funded i n 1988, now already has a turn-over of 1 m i l l i o n 
D o l l a r s . 
However, M L cannot be reduced as a means to b u i l d - u p rule bases. In m a n y cases, 
the customers need a decision tree as a k i n d of a check l i s t . Where i t is k n o w n how 
to carefully analyze a l l features of a s i tuat ion , under some circumstances the expert 
does not have the t ime to do so. A quick decision based on only a few features w h i c h 
are easy to determine, is necessary. A n example is the immedia te help needed by 
newborn chi ldren w i t h a yellow sk in colour. T h e u n k n o w n expertise is: w h i c h features 
correct ly indicate a part i cu lar test to be necessary? In whi ch order are w h i c h tests 
necessary? M L analysis of cases can provide a check l ist to be used by the doctor 1 . 
A n o t h e r example of this type is reported by D o n a l d M i c h i e [Michie , 1989]. A p i l o t of 
a space shuttle has to decide whether to use the autolander or not. In some unobvious 
cases, m a n y factors have to be taken into account. A s the t ime for decision m a k i n g 
is too short to do so, the few ind i ca t ing factors have to be found out . These m a y 
then serve as a check l is t . If there are s t i l l too m a n y factors, a system can propose 
the decision. 
1 O f course, the doctor keeps in charge and the check list does not prescribe any procedure! 
However, doctors are often overloaded with work and cannot be specialists of all diseases. 
As the child dies if a particular diagnosis is missed, this diagnosis needs to be excluded 
immediately. 
2 Future Directions of Machine Learning 
2 .1 I n t e g r a t i n g M a c h i n e L e a r n i n g i n t o S t a n d a r d E n v i r o n m e n t s 
For several years, M L programs suffered from their dependency of A I computer env i -
ronments . M L tools were either stand-alone programs or integrated into expert sys-
tems w i t h o u t access to the companies ' conventional programs. T h i s was an obstacle 
prevent ing companies f rom a p p l y i n g M L . Current M L programs overcome this obsta-
cle. For instance, the expert system shell T W A I C E 2 has access to database systems. 
A l s o K E T 3 has access to databases. T h e system analyzes databases and detects reg-
u lar i t i es w h i c h can be displayed as descision trees or I f -Then-rules . T h i s way of ob-
t a i n i n g knowledge on the basis of given databases is also the success of R U L E A R N 4 . 
T h e concentrat ion of acids could be determined successfully by this system inspect-
i n g an already exist ing database. G i v e n the s i tuat ion that m a n y databases exist , 
w h i c h do no longer correspond to their documented data base schema, or which are 
not we l l documented at a l l , the analysis of databases becomes i m p o r t a n t . T h e t e r m 
'database m i n i n g ' i l lustrates the s i tuat ion . M L techniques are a suitable means to 
per f o rm database m i n i n g . I n par t i cu lar , the understandabi l i ty of the learning results 
helps database managers to determine what to do about the databases. T h e y m a y 
even t u r n ' d a t a mines ' into effective knowledge bases. M L techniques can become 
the miss ing l i n k between the conventional database technology and knowledge-based 
systems. 
2 .2 M u l t i s t r a t e g y L e a r n i n g 
T h e use of just one learning module cannot cover a l l the appl icat ions . Instead of 
t r y i n g to f ind the one universa l learning mechanism, the current t rend is to develop 
spec ia l ized learning a lgor i thms . T h e n , the user or even a system selects the appro-
pr iate a l g o r i t h m for a par t i cu lar prob lem. Founded by the E u r o p e a n C o m m u n i t y 
( E S P R I T P2154) , the project " M a c h i n e Learn ing Too lbox" is currently developing 
such a system. In the U n i t e d States of A m e r i c a , the first conference on m u l t i s t r a t -
egy learning indicates a s i m i l a r t rend [Michalsk i , 1991]. T h i s trend can already be 
observed i n industry . For instance, a combinat ion of neural network learning and i n -
duct ive learning was appl ied by Bra inware G m b H to classify 22 000 complex signals, 
each conta in ing 8 192 n u m e r i c a l features. A p p l y i n g just one a l g o r i t h m to this huge 
a m o u n t of d a t a is not feasible. However, seperating a preprocessing step which m a y 
exp lo i t one strategy and then app ly ing different learning strategies to the result ing 
compressed d a t a allowed for cross-val idating the results. T h e results were 20-25 per-
cent better t h a n those achieved by stat ist ical techniques [Brainware G m b H , 1991]. 
2 .3 I n d u c t i v e P r o g r a m m i n g 
Since l earn ing i n (restricted) predicate logic has been better understood, the pos-
s i b i l i t y of induct ive logic p r o g r a m m i n g is now given. T h e first approach into that 
2 registered trademark of Nixdorf Computer A G , now SNI 
3 K E T is a product of Brainware G m b H , running on P C and compatibles. 
4 R U L E A R N is a product of Krupp Technologie-Transfer G m b H at Duisburg, Germany. 
direct ion was Shapiro ' s debugging method for P r o l o g programs [Shapiro, 1983]. A 
p r o g r a m m i n g environment can use induct ive methods i n order to support the P r o l o g 
programmer . Quicker program development and easier debugging becomes possible 
us ing induct ive learning techniques. 
However, the real challenge which is not yet realized is to teach software engineers 
such that they can exploit basic a lgor i thms in whatever they program. In fact, 
any system incorporat ing conventional a lgor i thms can be enhanced by in troduc ing 
learning capabil i t ies into these a lgor i thms. A learning text editor , a learning database 
management system, a learning human-computer interface, a learning knowledge 
acquis i t i on system, a learning scheduling program should be superior to any other 
system of the same type. T h i s is the goal of in t roduc ing M L into everyday life of 
software industries. It is a far reaching goal , but it m a y guide our t h i n k i n g about 
M L and current research. 
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A b s t r a c t . Interactive knowledge-acquisition ( K A ) programs allow users to en-
ter relevant domain knowledge according to a model predefined by the tool de-
velopers. K A tools are designed to provide conceptual models of the knowledge 
to their users. Many different classes of models are possible, resulting in different 
categories of tools. Whenever it is possible to describe K A tools according to 
explicit conceptual models, it is also possible to edit the models and to instan-
tiate new K A tools automatically for specialized purposes. Several meta-tools 
that address this task have been implemented. Meta-tools provide developers 
of domain-specific K A tools with generic design models, or meta-views, of the 
emerging K A tools. The same K A tool can be specified according to several 
alternative meta-views. 
1 Introduction 
Numerous knowledge-acquisition ( K A ) tools have been implemented i n research lab -
oratories. F r o m a research point of view, implementations of tools provide the means 
to test K A models and methods i n realistic situations. In many ways, the creation 
of these K A tools is s t i l l a research issue, and sometimes is an art. Nevertheless, i t 
is desirable to classify and understand more clearly the principles behind various K A 
tools so that we can, for instance, outl ine new generations of tools. 
One way of classifying K A tools is to group them according to the conceptual 
model that they present to their users [25]. A conceptual model , i n this context, is 
the metaphor for the user interaction; for instance, i t is the way i n which knowledge 
is entered, edited, and presented. (We distinguish such conceptual models for K A 
tools f rom conceptual domain models, which describe the experts ' view of the domain 
and the relevant domain knowledge.) Examples of conceptual models include symbol-
level, method-based, and task-based conceptual models. K A tools support ing s y m b o l -
level conceptual models are concerned w i t h rules, objects, and other symbol - level 
entities [28]. Tools adopting method-based conceptual models present a mode l of a 
part i cu lar problem-solving method—for example, methods for classification, p lann ing , 
*On leave from the Department of Computer and Information Science, Linkoping University, S-
581 83 Linkoping, Sweden 
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F igure 1: T h e fundamental basis of meta-tools. T h e knowledge engineer uses a meta -
too l to develop a specialized K A tool that is used by a domain expert to enter know-
ledge for an application system. 
or synthesis. Tools providing task-based conceptual models are tai lored to a specific 
task i n a part icular domain. 
T h e tradeoff between general tools that can be used i n a broad variety of situations 
and h ighly supportive, specific tools is a classical software-engineering problem that 
applies to K A tools as wel l as to conventional computer programs. (In fact, this 
tradeoff is a general engineering problem, too.) Meta-tools are designed to provide the 
means to escape from this d i l emma by making i t easy to produce and custom-tai lor 
new K A tools. A s depicted i n Figure 1, knowledge engineers can use meta-tools to 
create new K A tools suited to their part icular needs; the K A tools i n t u r n are used by 
experts to create knowledge bases. In particular , meta-tools are useful for development 
of domain-oriented K A tools that incorporate task-based conceptual models, since the 
range of domain-specific models is large. 
A s we shall see, the use of meta-tools uncovers a different set of problems at the 
metalevel , which is the tool-design and K A - m o d e l level , because the task of a K A 
tool quite different from the task of the application system. There are many ways 
in which a target K A tool can be described, and there also are many ways i n which 
K A tools can be specified (i.e., described i n such detai l that they can be implemented 
automat ica l ly ) . T h i s article discusses a number of such meta-views (or conceptual 
models for meta-tools) , and describes the strengths and weaknesses of each. Different 
implementations of meta-tools are presented according to the meta-views that the 
meta-tools support, and the meta-tools are categorized according to their meta-views. 
T h i s article is structured as follows. Section 2 provides the background i n terms 
of conceptual models of software. Section 3 describes several meta-views. Section 4 
compares these meta-views and discusses approaches to combine and improve them. 
F i n a l l y , a summary and conclusions are given i n Section 5. 
2 Background 
T h e purpose of this section is to provide the general ideas behind automated generation 
of K A tools and to summarize different conceptual models for K A tools. 
2.1 Automatic Generation of K A Tools 
T h e major impediment for designers of specialized K A tools, inc luding those adopting 
task-based conceptual models, is the problem of implementing such tools for a broad 
variety of domains at a reasonable cost, In pr inc ipa l , the problem can be approached 
i n several ways. One approach is to try to f ind the "r ight" level of generality for K A 
tools (i.e., to balance the cost of implementation and the level of support suppl ied 
by the tool) . Note that it is not clear that such an opt imal level exists. E v e n i f 
such a level was proposed, it might be difficult for tool users—experts and knowledge 
engineers—to agree on i t . 
A second approach is to develop generic K A tools that can be configured for specific 
needs—for instance, for each domain. Examples of such configurations are specifica-
t ion of various tool properties i n resource files, and wir ing of sub tools i n the overal l 
K A tool . These techniques form a knowledge-acquisition workbench. S imple config-
urations of generic K A tools can be performed by the domain expert (e.g., changing 
user preferences), whereas more sophisticated configurations can be performed by only 
the knowledge engineer (e.g., editing of resource databases). 
A t h i r d approach, which is discussed i n this article, is to introduce an add i t i ona l 
layer of tool support that is used to bu i ld specialized K A tools. In this approach, 
knowledge engineers use supportive environments, or meta-tools, to develop the K A 
tools that axe to be used by the domain experts. Meta-tools have the advantage of 
providing more generality than can generic K A tools, since knowledge engineers specify 
target K A tools, rather than merely parameterize generic tools. For instance, m a n y 
conventional programs allow their users to custom-tailor certain predefined aspects of 
the program behavior. Resource editors can be used to custom-tailor forms, menus, 
accelerator keys, colors, and so on. Such resource editors, however, cannot make 
more radical changes to programs (e.g., they cannot turn a document editor into a 
spreadsheet program, or vice versa). Hence, the range of options for custom-tai lor ing is 
l imi ted for conventional programs, as well as for K A tools. Sometimes, there is no clear 
dist inct ion between generic K A tools and meta-tool systems. Indeed, a sophisticated 
generic K A tool could provide the same flexibility and support as do the K A tools 
produced by a meta-tool . 
2.2 Conceptual Models of K A Tools 
Interactive K A tools must adopt a conceptual model that allows their users to c o m m u -
nicate w i t h the tools and to provide the relevant domain knowledge. T h e conceptual 
model forms the language i n which the tool and its users communicate . Fo l l owing 
Musen [25], we identify three major conceptual model types for K A tools: 
1. Symbol-level conceptual models: Symbol- level conceptual models comprise i n -
d iv idual knowledge-base entities, such as rules, frames, and parameters. T h u s , 
this type of conceptual model addresses the most detailed level of the knowledge-
base structure. Most commercial expert-system shells present the contents of the 
knowledge base in terms of such symbol-level entities [28]. Often, these shells 
provide edit ing facilities according to the same conceptual model . Certa in K A 
tools allow their users to edit and debug knowledge bases at the symbol l e v e l — 
for example, i n terms of ind iv idua l rules. TEIRESIAS [6] was an early project to 
explore tool support for knowledge-base refinement at the symbol level . 
The obvious drawback of symbol-level conceptual models is that tool users (e.g., 
domain experts) can be forced to think of their knowledge i n a form that might be 
unnatural , since many symbol- level entities i n real ity are implementat ion details. 
For instance, although the me d ium of interact ion i n TEIRESIAS was a subset of 
natural language, users were restricted to th ink of their classification knowledge 
in terms of rule clauses and parameter values. 
2. Method-based conceptual models: A more abstract way to v iew knowledge bases is 
to focus on the behaviors that are to be achieved by the target system. M e t h o d -
based conceptual models attempt to describe part i cu lar problem-solving methods 
and classes of problem-solving methods. 2 For instance, Clancey [5] has described 
a model for heuristic classification where knowledge engineers can use terms and 
relationships of the model to describe the problem-solving behavior of the system. 
Models of problem-solving methods, such as heurist ic classification, can be used 
as a basis for interactive K A tools. In such K A tools, the user dialog is not 
based on rules, frames, or other low-level entities i n the knowledge base; instead, 
terms and relationships i n the problem-solving m e t h o d are used as a basis for 
communication. Examples of such K A tools inc lude ROGET [1], MORE [14], 
MOLE [10], and SALT [19]. There are also tools that do not reveal the terms 
and relationships of problem-solving mode l to their users. T h u s , users are not 
required to understand the model . Examples of K A tools that adopt an implicit 
model of problem solving are ETS [2] and its successor AQUINAS [3]. 
3. Task-based conceptual models: In addit ion to tools that adopt models of problem 
solving, there are also K A tools that attempt to incorporate models that reflect 
the task to be performed. (We use the t e r m task to refer to the assignment and 
role of the appl icat ion system i n the organization. W e use the t e rm domain, 
to refer to a real-world discipline that several appl i cat ion systems can address.) 
Generally, these K A tools provide a conceptual mode l of a general task that can 
be instantiated to part icular task instances, thus defining i n d i v i d u a l knowledge 
bases. Such K A tools are more or less domain-oriented and , hence, typ ica l ly are 
restricted to a narrow class of s imilar applications. 
A n example of such a task-based K A tool is OPAL [27]. OPAL is a graphical 
tool that allows cancer specialists to enter cancer-therapy plans for an expert 
system called ONCOCIN [29]. U n l i k e method-oriented K A tools, OPAL adopts a 
conceptual model that includes domain-specific concepts such as chemotherapy, 
2Note that different terminology is used by different groups to denote problem-solving methods. 
Chandrasekaran [4] uses the term generic tasks, whereas the term interpretation models is used by 
the KADS group [30]. Karbach et al. [15] discuss this terminological problem. 
drug, and toxic reaction. T h e problem-solving method of skeletal-plan refinement 
[29], which is the underlying reasoning mechanism i n ONCOCIN, is transparent 
i n OPAL. Physicians use this abstract task model of cancer therapy for entering 
and reviewing their knowledge i n OPAL. 
Another K A tool , P10, is designed for the same problem-solving method i n the 
target expert system, but the domain task is different; i n this case, i t is p lann ing 
of protein purification [9], In spite of the s imi lar problem-solving methods used 
by the expert systems generated, the domain terms and relationships used in 
the interaction differ substantial ly between the K A tools. Other examples of K A 
tools w i t h task-based conceptual models are Student [12] and early versions of 
KNACK [17]. 
Note that these conceptual models are largely from the perspective of the tool user. 
A s we shall see, there are other types of models of K A tools as wel l . 
In addit ion to conceptual models for K A tools, a conceptual mode l for the domain 
can be defined. Such conceptual domain models describe the expert 's v iew of the 
domain and the relevant domain knowledge, inc luding the latter 's s tructure , rather 
than describing the K A tools. 
3 Meta- Views 
T h e task of a meta-tool is to transform specifications provided by its users ( typ i ca l ly 
knowledge engineers) into a target K A tool that can be used by d o m a i n experts. 
T h e conceptual model that a meta-tool presents to its users is the meta-view for the 
tool . Hence, meta-views are specification languages for K A tools. A second way of 
classifying meta-tools is to group t h e m according to the type of target K A tools they 
produce. T h e knowledge-acquisition method supported by the target K A tools is an 
example of an aspect that is also relevant for meta-tool classification. A t h i r d way 
of classifying meta-tools is to describe various technical properties of the meta - too l 
implementations (e.g., the software environment required by the target K A tools, and 
incremental regeneration of target K A tools). 
We shall present several meta-views and the meta-tools support ing t h e m . O u r 
reasons for focusing on meta-views, and for classifying meta-tools according to the 
meta-views that they support are that (1) meta-views represent models of how de-
velopers th ink of K A tools when developing those tools, (2) meta-views shape the 
interaction between knowledge engineers and meta-tools, (3) meta-views shows how 
target K A tools can be described at a level more abstract than program code, a n d 
(4) meta-views restrict the type of K A tools that can be developed w i t h various m e t a -
tools. F r o m the perspective of the meta-tool user, i t is impor tant to be aware b o t h of 
the meta-view supported and of that meta-view's l imi ta t i ons . T h e way i n w h i c h K A 
tools are described and specified can differ substantially, depending on what aspects 
the meta-tool developer chooses to emphasize. In general, various approaches to m e t a -
tool support can be distinguished by the meta-view adopted. Several prerequisites for 
meta-views can be identified. For instance, meta-views should be understandable , 
clearly defined, practicable, and easily maintained. Note , however, that requirements 
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Figure 2: Generat ion of model-based K A tools f rom PROTEGE. Knowledge engineers 
use PROTEGE to instantiate model-based K A tools, which i n t u r n are used to acquire 
knowledge f rom domain experts. T h e result ing knowledge bases are interpreted by 
e-ONCOCIN. 
for meta-views are not the same as requirements for K A tools or for conceptual m o d -
els for K A tools. Sections 3.1 through 3.6 describe several meta-views that have been 
implemented i n meta-tools, as wel l as other potent ia l meta-views. 
3.1 T h e M e t h o d - O r i e n t e d V i e w 
T h e idea on which the method-oriented v iew is based is to use a high-level description 
of the domain knowledge required by the problem-solving method of the target expert 
system as a specification parad igm for generated K A tools. Target K A tools are 
assumed to be domain specific and to adopt a task-based conceptual model . 
P R O T E G E . PROTEG& [24, 26] is a meta-too l that adopts a method-oriented view. 
T h e tool presents an abstract mode l of skeletal p lanning—the framework for the 
specif ication—to its users. T h e knowledge engineers specify properties of various en-
tities i n the p lanning model . A s depicted i n F igure 2, PROTEGE transforms these 
specifications into a target K A tool (and also into instructions needed by the inference 
mechanism, e-ONCOCIN). PROTEGE has an a pr ior i design for the target K A tools, 
which resemble OPAL [27]. 
PROTEGE assumes skeletal-plan refinement [29] as the problem-solving method for 
the target K A tools and the target expert systems. T h u s , PROTEGE can be seen as an 
instantiat ion of a meta-tool for a single problem-solving method . Knowledge engineers 
who use PROTEGE must learn the terms and relationships i n the model of skeletal-plan 
refinement. PROTEGE also assumes that the knowledge bases generated w i l l be run 
by the e-ONCOCIN problem solver [26], a domain-independent version of ONCOCIN. 
Thus , the semantics of the result ing knowledge bases are defined by the e-ONCOCIN 
interpreter, which uses information both f rom PROTEGE and f rom structures entered 
and subsequently generated by a target K A tool . We shal l describe briefly the method-
oriented view i n PROTEGE because it exemplifies a pract i ca l meta-view. T h e model of 
skeletal-plan refinement comprises four components: 
— Planning entities: P l a n n i n g entities are processes that take place over finite pe-
riods of t ime , such as drug treatment (as i n ONCOCIN's domain) . In the skeletal-
planning model , the p lanning entities are structured hierarchically. In OPAL, for 
example, chemotherapy and radiotherapy are considered to be potential compo-
nents of protocol (which is the entire p lan) . Knowledge engineers use PROTEGE to 
define planning-entity classes a n d — i n the generated K A too ls—domain experts 
create and edit instances of such p lanning entities. T h e specification of p lanning 
entities also includes attributes of entities i n a class and various properties of 
the attributes (e.g., data type, means for establishing values, and variations i n 
values over t ime) . 
— Task-level actions: Task-level actions are un i tary operations that control the 
planning entities. For example , i n OPAL, task-level actions include delaying 
chemotherapy, attenuating the dose of a drug , and ordering a laboratory test. 
T h e actions modi fy the instant iat ion of the p lan at r u n t ime (i.e., they can 
start and stop different components of the p l a n and change attr ibute values 
of p lanning entities) . E a c h task-level act ion consists of an abstract series of 
operations, which must be instant iated before the action can take effect. These 
operations are defined according to a s imple script language that allows definition 
of the semantics of each task-level act ion i n a domain-independent manner. 
— Input data: Input data can be d iv ided into a number of user-specified data 
groups—for instance, data related to chemistry, to toxic ity , and to disease status. 
The data groups make i t easier to handle m a n y data items i n the target K A 
tool , and make i t possible to display only the relevant data on the workstation 
screen. T h e mode l of the data i tems includes properties for each data i t em, such 
as what are the name, prompt message, upper and lower bounds i f numerica l , 
and whether the data i t e m varies over t ime . In part i cu lar , every data i t em has 
associated w i t h i t a data type (discussed next) . T h e target K A tool can take 
advantage of the type specification i n creating graphical forms for data entry. 
For instance, i f a l l data items i n a data class have an enumerated type, the target 
K A tool can l ist i n its graphical forms a l l the values possible. 
— Data types: E v e r y data i t e m is associated w i t h d a t a type. D a t a types are also 
needed for planning-entity attributes and for act ion attributes. There are a 
few predefined data types—namely , boolean, integer, real, and percent. T h e 
knowledge engineer can introduce addi t ional data types by specifying the input 
device and prompt message. For enumerated da ta types, the knowledge engineer 
can define possible values and prompt texts for each value. 
In PROTEGE, there also are facilities to enter addit ional low-level specifications, such 
as, methods a n d rules. T h e PROTEGE model is an example of a meta-view based on a 
specific problem-solving method . Presumably, s imi lar models—and meta-level tools— 
could be bui l t for other problem-solving methods, such as diagnosis, troubleshooting, 
and configuration. 
To bu i ld a K A tool using PROTEGE, a knowledge engineer must (1) analyze the 
problem area w i t h respect to the available problem-solving method (namely, skeletal-
p lan refinement); (2) identify relevant planning entities (processes) for the domain i n 
question, and enter them into PROTEGE; (3) identify p lanning operations, and describe 
t h e m as task-level actions i n PROTEGE; and (4) determine the input data (available at 
r u n t ime) for the p lanning process, and define input data and data types i n PROTEGE. 
If necessary, this process can be iterated as experience w i t h the generated K A tool 
allows developers to clarify deficiencies i n their i n i t i a l model of the problem area. 
T h e M e t a - V i e w o f P R O T E G E . In the method-oriented view, knowledge engineers 
instantiate an abstract mode l of the problem-solving method by specifying its proper-
ties. Through specification of part icular properties of the problem-solving method, as 
wel l as of domain-related concepts used by the problem solver, the required knowledge-
base structure is described sufficiently to allow generation of a K A tool for acquiring 
that knowledge. For example , a method-oriented view for a planning method could be 
instantiated by provision of domain-specific information about operations (e.g., name 
and ramifications) , constraints, and parameters (i.e., data required for planning) . 
Further , knowledge engineers should be able to work at an abstract level i n spec-
i fy ing the method—that i s , they should not have to descend to symbol-level specifi-
cations and conventional programming . (However, they might have to do so anyway, 
whenever they must enter knowledge that is not definable i n terms of the underlying 
problem-solving method . Indeed, PROTEGE requires entry of symbol-level rules for 
domain-specific control knowledge.) It is the task of the meta-tool to transform these 
high-level specifications into a working K A tool . Typ i ca l ly , a method-oriented meta -
tool uses an a pr i o r i design of the target K A tool intended i n this transformation; thus, 
the general structure of the tool is predetermined by the meta-tool developer and by 
the knowledge engineer. T h e knowledge engineer can only extend the a prior i design 
by specifying various domain properties. 
Note that this specification style is dependent on the actual problem-solving method 
used to solve a part icular prob lem i n the domain. If the problem-solving method is 
changed, the meta-tool must be modif ied accordingly. Notably , the method-oriented 
view (1) can be made understandable i f the method supported is understandable; (2) is 
clearly defined if the meta-view follows a well-defined method; (3) can be made prac-
ticable (as demonstrated by PROTEGE), although there may be a large gap to bridge 
between the specification and the target K A tool ; and (4) promotes specification and 
maintenance, provided that the method can be modular ized and that the problem can 
be solved by the method supported. M c D e r m o t t [22] argues that the use of expl ic it 
problem-solving methods makes expert systems easier to mainta in i n general. 
In a way, the method-oriented view corresponds to the method-based conceptual 
model for K A tools (see also Section 2.2). T h e pr inc ipa l difference is that K A tools that 
adopt method-based conceptual models often are designed to interact w i t h experts i n 
terms of problem-solving methods, whereas meta-tools that adopt the method-oriented 
view are intended to interact w i t h knowledge engineers i n terms of problem-solving 
methods for the purpose of specifying K A tools. Thus , another way to view a method-
oriented meta-tool and the K A tools that i t generates is to see them as two-level K A 
systems wi th both method-based and task-based conceptual models. 
3.2 T h e Abstract -Architecture V i e w 
A fundamental ly different approach is to focus on the design of the target K A tools, 
instead of on properties of the problem-solving method. T h e general idea is to use 
the meta-level of knowledge-acquisition tools—rather than the meta-level of prob lem 
solving—for specification, since meta-tools produce K A tools, not expert systems for a 
domain . T h u s , the abstract-architecture view involves a model of the desired K A tool 
architecture on an abstract level . Note that when we speak of architectures i n this 
context, we mean architectures for K A tools, rather than architectures for knowledge 
bases or for target expert systems. 
D O T S . DOTS [8] is an example of a meta-tool supporting the abstract-architecture 
view. T h e part icular meta-view adopted by DOTS is intended to give knowledge engi-
neers as m u c h freedom as possible i n the specification. A t the same t ime, the meta-v iew 
is sufficiently restricted to allow fast and well-defined specification. DOTS is designed 
to support development of K A tools for a generic class of K A methods; that is , methods 
for knowledge acquisit ion v i a graphical knowledge edit ing by domain experts. 
DOTS presents an abstract model of a K A tool. Knowledge engineers specify prop-
erties of components i n the target K A tool . Such components include knowledge editors 
(which are targeted to specific knowledge chunks), knowledge modules, and transfor-
mation rules for knowledge-base generation. DOTS generates a K A tool f rom these 
specifications. T h e major components i n the DOTS meta-view include the fol lowing 
(see also F igure 3): 
— Knowledge editors: T h e knowledge editors are components of the user interface 
of the K A tool under specification. E a c h knowledge editor is intended to edit 
a part i cu lar chunk of knowledge i n the conceptual domain model . In DOTS, 
the knowledge editors of the K A tool under construction are organized i n a 
hierarchy w i t h a number of intr insic editor types at the top and user-defined 
specializations farther down. The notion of knowledge-editor types (classes) 
allows several instances of a knowledge-edit or to be present on the screen i n the 
target K A tool at r u n t ime . T h e knowledge engineer can specify propert ies— 
such as menu layouts, window size, screen positions, and icons—for each editor 
type and instance i n the DOTS-generated tool . 
— Knowledge modules: Knowledge modules are used to specify the internal know-
ledge representation w i t h i n the target K A tool . L i k e the knowledge editors, the 
knowledge modules are organized i n a hierarchy w i t h intrinsic module classes at 
the top and user-defined specializations below them. The knowledge engineer can 
specify user-defined slots for storage of knowledge acquired and of intermediate 
results. 
— Update rules: T h e purpose of the update rules is to define the relationships 
between the knowledge editors and the knowledge modules. T h e set of update 
rules can be seen as a definition of the internal logistics structure i n the target 
K A tool . A t run t ime , target K A tools use update rules to guide data transfer 
between instances of knowledge editors and knowledge modules. 
— Transformation rules: A set of transformation rules is used describe the genera-
t ion of knowledge bases from the internal structures (i.e., the knowledge modules) 
i n the target K A tool . T h e preconditions of these rules are adapted to the con-
tents of part icular knowledge modules i n the K A tool , whereas the conclusions 
describe knowledge-base structures to be generated. Knowledge-base generation 
through transformation rules is described i n detai l elsewhere [7]. 
F i g u r e 3 shows what the relationships are among the architectural components i n 
the abstract-architecture view, and how they form a model of the target K A tool . 
A t the top, we find knowledge editors that handle interaction w i t h the expert. T h e 
knowledge entered in these editors is communicated to the internal representation— 
the knowledge modules—through a set of update rules. F i n a l l y , a knowledge-base 
generator guided by transformation rules produces the knowledge base. Note that 
DOTS does not address the issue of providing problem-solving methods for the target 
expert systems. In other words, DOTS is unaware of the semantics of the target expert 
sys tem—the transformation rules provide the necessary denotational semantics. 
To construct a K A tool w i t h DOTS, the knowledge engineer must (1) analyze the 
prob lem area and determine the K A tool support required, (2) define the surface 
structure of the K A tool i n terms of knowledge editors i n DOTS, (3) declare to DOTS 
the internal knowledge structure of the target K A tool i n an object-oriented manner 
(i.e., as knowledge modules) , (4) describe to DOTS the relationship between knowledge 
editors and knowledge modules i n terms of update rules, and (5) define transformation 
rules for knowledge-base generation i n DOTS. The tool-specification process does not 
necessarily have to proceed i n this order. T h e ordering of steps 2 through 5 might 
be different; for instance, the internal knowledge structure of the K A tool might be 
defined before the user interface. 
A salient aspect of DOTS is that the meta-view adopted can be modif ied or, i f 
required, replaced completely. In fact, DOTS itself is implemented i n DOTS according 
to the abstract-architecture view. Thus , DOTS i s bootstrapped, which means that 
developers can use the system to modify and extend itself (e.g., to experiment w i t h 
new meta-views), 
S I S . Kawaguchi et a l . [16] report on a Shell for Interview Systems (sis) that can be 
used to create interview-oriented K A tools. S is represents an instant iat ion of the 
abstract-architecture approach for another class of K A tools and for another generic 
K A method: interviews v i a textual question-and-answer dialogs. S i s serves as an 
interview skeleton-system that helps knowledge engineers to develop interview-based 
K A tools such as MORE [14], an interview-oriented K A tool for diagnostic expert 
systems. (Indeed, SIS has been used to recreate MORE.) Interview systems generated 
by SIS start by requesting i n i t i a l information for the construction of a basic domain 
mode l i n the form of a concept network. Sentences from the expert are parsed, and 
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Figure 3: Components of the abstract-architecture meta-view i n DOTS. T h e know-
ledge editors handle the interaction w i t h the user (e.g., a domain expert) , the knowledge 
modules represent the internal knowledge structures (e.g., knowledge acquired) w i t h i n 
the K A tool , the update rules handle data transfer between knowledge editors and 
knowledge modules, and the transformation rules guide the knowledge-base generator 
i n the transformation of the knowledge modules into a target knowledge base. (The 
dashed frame indicates the perimeter of the target K A tool.) 
are used to generate a set of task-specific attentions that guides the questioning in 
the subsequent interview. T h e basic domain model is refined further throughout the 
interview. 
The meta-view adopted by SIS is basically an abstract-architecture view. Because 
SIS is designed to generate interview-based K A tools, the part icular architecture orga-
nization is different from meta-tools that generate graphical knowledge editors (such 
as DOTS). Nevertheless, the SIS model incorporates architectural components com-
m o n to interview-oriented K A tools. In the SIS mode l , the architecture of the target 
K A tool is d iv ided into three layers: (1) an interview-system layer that provides an 
overview of the system components, (2) an internal-structure layer that describes the 
system in terms of program modules , and (3) a knowledge-layer that describes the 
behavior of each module i n the internal-structure layer. T h i s hierarchical structure 
reflects the design of implemented K A tools. T h e most detailed specification level , the 
knowledge layer, comprises (1) a domain ontology, (2) a set of user-defined generic 
attentions (which can be composed from pr imi t ive attentions) , (3) a specification on 
when to apply certain generic attentions, (4) a procedural description that controls the 
interview flow, and (5) a set of specific query texts. Generic attentions are a central 
part of the interview systems that SIS generates, since the questioning is dr iven by the 
generation and processing of attentions. 
To create a K A tool w i t h SIS, a knowledge engineer must analyze the interview 
situation, to model the target K A tool on each of the three abstraction layers, and to 
provide a detailed specification of the knowledge layer ( inc luding items 1 through 5). 
Al though both SIS and DOTS adopt the abstract-architecture view, they are differ-
ent meta-tools from the user's point-of-view. T h e y use different sets of pr imit ives for 
describing the architectures of the target K A tools. SlS and DOTS provide the architec-
tural components required for developing interview systems and graphical knowledge 
editors, respectively. Further , these meta-tools cannot be used to generate target K A 
tools outside the scope of their toolboxes; for instance, DOTS cannot generate interview 
systems, and SIS cannot generate graphical knowledge editors. In fact, SIS has been 
used to regenerate MORE, and DOTS has the potent ial of generating K A tools such as 
OPAL. These facts i l lustrate that the abstract-architecture view is dependent on the 
class of target K A tools, and vice versa. 
T h e M e t a - V i e w o f D O T S a n d S I S . In the abstract-architecture approach, know-
ledge engineers specify target K A tools according to an abstract model of the latter 's 
architecture: knowledge engineers specify properties of components and component 
behavior in the target K A tool architecture, rather t h a n properties of the domain 
i n question w i t h respect to the problem-solving method . Hence, we use the t e r m 
abstract-architecture view for this specification strategy. 
The task of the meta-tool is to transform the abstract specification of the archi -
tecture into an efficient implementat ion of the target K A too l . Note that the K A 
tools generated do not necessarily have to be implemented according the architectural 
framework used for specification. (In pr inc ipa l , i t is possible to conceive a meta-tool 
that produces target K A tools that are fundamental ly different i n their implementat ion 
from their abstract-architecture specification.) T h e abstract architecture is actual ly a 
specification language for K A tools. U n l i k e tools such as PROTEGE, meta-tools sup-
porting the abstract-architecture view have no a pr ior i design for the target K A tools; 
instead, i t is the knowledge engineer's task (and freedom) to design an appropriate tar-
get K A tool . Through specification of K A tools according to the abstract-architecture 
view, developers can fashion meta-tools independent of the problem-solving method . 
(For example, transformation rules can be used to implement flexible knowledge-base 
generation for a variety of target environments.) However, meta-tools supporting the 
abstract-architecture view are restricted to the type of architecture supported. 
Notably , the abstract-architecture view (1) requires t ra in ing for knowledge engi-
neers (but this training allows t h e m to specify K A tools applicable to many problem-
solving methods); (2) has a suitable scope, since the meta-view is not l imi ted a par-
t icular method (it can be difficult, however, to antic ipate the exact l i m i t a t i o n profile); 
(3) is practicable (as demonstrated by DOTS and Sis), since there is a relatively s m a l l 
gap between the specification and the target K A tool ; and (4) promotes specification 
and maintenance, since i t can be modular ized , and since i t is not l i m i t e d by a problem-
solving method. The abstract-architecture view usual ly requires a thorough analysis 
of the K A tool support needed before specification of the K A tool is commenced. In 
this respect, the abstract-architecture view is s imi lar to symbol - level conceptual m o d -
els for K A tools. However, meta-tools are generally intended for knowledge engineers 
and not for experts. 
U n l i k e the method-oriented view, the abstract-architecture view does not have a 
direct correspondence in a conceptual model for K A tools. T h e abstract-architecture 
view is an approach to configuring K A tools f rom a l i b rary of reusable components. 
Just as common modules can be used for compiler construct ion—for instance, scan-
ners, parsers, symbol tables, and code generators—modules such as knowledge editors, 
various knowledge representations, and knowledge-base generators can be identified for 
K A tools. 
3*3 T h e Organizational V i e w 
T h e idea behind the organizational v iew is to identify the role of the target expert 
system i n an organization (e.g., a business organization) and to use this role as a 
starting point for specification of the problem solver and a corresponding K A too l 
[18]. T h e meta-tool is assumed to provide a l ibrary of t y p i c a l organizational structures. 
Users (knowledge engineers or appl icat ion experts) are asked to identify the relevant 
position and role i n the organization. 
Work at D i g i t a l Equipment Corporat ion has explored the organizational v iew. 
K l i n k e r et a l . [18] describe an architecture (Spark, B u r n , and Firefighter) that adopts 
a ro le - l imit ing approach w i t h respect to an organization. T h e Spark, B u r n , and F i r e -
fighter model is actually a lifecycle v iew that takes into account the entire development 
process. One of the first phases of this development m o d e l is task analysis, i n w h i c h 
the task of the application system is identified and described. T h e task analysis i n -
cludes an organizational model for identi fy ing the system's role i n the organization. 
In other words, the organizational v iew is one of the models i n the Spark, B u r n , and 
Firefighter approach. 
T h e Spark, B u r n , and Firefighter approach emphasizes usable, as wel l as reusable, 
program components as an instrument for developing expert systems. A l though the 
goal is to support configuration of a large class of software, domain-specific K A too l 
support also is an integral part of this approach. Spark provides the developer w i t h a 
model of activit ies i n an organizat ion—the enterprise model Spark asks the developer 
to identify the task i n terms of the industry. T h e type of industry determines the 
vocabular of the subsequent dialog. T h e first step i n developing a problem solver w i t h 
Spark is to identify the type of organization (e.g., discrete manufactur ing , process 
manufacturing, service industries , and government). T h e second step is to identify 
the specific type of industry (e.g., automotive , c lothing, and electronics). Different 
activities w i t h i n the specific type of organization are presented as activity diagrams to 
the developer. T h e ac t iv i ty diagrams can be seen as semantic networks that describe 
activities such as selling and d is t r ibut ing . T h e developer m a y specialize such act iv i ty 
diagrams for the domain i n question. Spark uses ac t iv i ty diagrams to look up problem-
solving methods (or mechanisms) that can automate various tasks i n the organization. 
Often, there is more than one mechanism or combinat ion of mechanisms that can be 
used to solve the prob lem. In such cases, Spark resolves the ambiguity by asking 
question to differentiate between candidate mechanisms. Spark also asks questions to 
ensure that the in format ion required by the mechanisms is indeed available f rom either 
the developer (the expert) or the end user. 
T h e task of B u r n is to elicit, task expertise f rom the developer. B u r n uses a l ibrary 
of K A tools for acquir ing the knowledge required by mechanisms that constitute the 
problem solver. E a c h K A too l i n the l ibrary is associated w i t h a mechanism. In fact, 
B u r n can be seen as a form of. scheduler, since i t invokes appropriate K A tools for 
mechanisms configured by Spark. F i r e F i g h t e r debugs appl icat ion programs developed 
by Spark and B u r n . F i r e F i g h t e r addresses two basic types of failures i n appl icat ion 
programs: (1) insufficient or inaccurate expertise for the mechanisms and (2) inappro-
priate mechanisms for the task. F i reF ighter attempts to detect miss ing expertise and 
inappropriate mechanisms by invoking mechanism-specific diagnostic code. 
The original ro l e - l imi t ing approach was modif ied subsequently i n favor of smaller 
and decomposable mechanisms that define knowledge roles [20]. T h e reason for the 
change was m a i n l y that the organizational perspective d i d not provide sufficient i n -
formation for automatic program generation. Furthermore , the or ig inal ro le - l imit ing 
approach d id suffer from a stat ic model of the organization. T h e group at D i g i t a l 
Equipment Corporat ion is now considering a new model that w i l l relax some of the 
assumptions by m a k i n g task analysis an integral part of the overall framework. T h i s 
approach allows for a d y n a m i c mode l , but introduces the prob lem of how to map f rom 
a task analysis to mechanisms. 
The KADS approach includes an organizational model that is used to identify the 
role of the expert system i n order to state the requirements of the system [30]. T h i s 
description includes functions, tasks, and bottlenecks i n the organizat ion, as wel l as a 
prediction of how the introduct ion of the system w i l l influence the organization. L i k e 
the Spark, B u r n , and Firefighter approach, KADS is really a lifecycle mode l for devel-
opment of expert systems. T h e organizational model is only one of many models i n 
KADS. KADS also includes application models that define the funct ion of the system i n 
an organization; task models that describe how the function of the system is achieved 
through a number of tasks the system w i l l perform; models of cooperation that assign 
tasks to agents and specify cooperation among subtasks; models of expertise that de-
scribe the problem-solving expertise required to perform the problem-solving tasks; 
conceptual models that are abstract descriptions of objects and operations that the 
system should incorporate, expressed an implementation-independent way; and design 
models that reflect the actual system design. However, the models of KADS are p r i -
mar i l y intended to form an overall development methodology; they are not intended 
as meta-views i n meta-tools . T h e creation of domain-specific K A tools by meta-tools 
has never been an expl ic i t goal of KADS. 
3 A T h e Ontology V i e w 
T h e ontology view is based on the idea that a description of concepts and their rela-
tionships i n a domain (especially those that should be acquired by the target K A tool) 
can be used for specifying a K A tool that w i l l be used to el icit detailed information 
about such concepts. T h e domain concepts used for specification are assumed to be 
relatively general; they are sufficiently specific to allow for automatic K A tool gener-
at ion , but are sufficiently general to provide flexibility i n the K A tool generated. For 
example, i n the domain of troubleshooting automobi le breakdowns, relatively general 
concepts—such as electrical system, motor, spare part, and symptom—can be used 
to describe what the K A tool should handle , whereas more specific concepts (and 
relationships)—such as fan belt, low oil pressure, and broken fuse—should be entered 
by domain experts i n the K A tool generated. 
T h i s meta-view differs f rom those previously mentioned i n that i t focuses on the 
declarative structures required i n the knowledge base, rather than on the instantiat ion 
of a problem-solving method , K A tool architecture, or organization. Ontologies i n 
the ontology view are concerned w i t h elements relevant for the target knowledge-
base implementat ion , whereas ontologies i n meta-tools such as PROTEGE and DOTS 
address terms and relationships relevant to prob lem solving and K A too l architecture, 
respectively. 
3.5 Programming Languages as M e t a-Views 
T h e simplest form of a meta-tool could be a general-purpose programming language 
(possibly augmented w i t h a few suitable toolboxes). M a n y K A tools have been i m -
plemented successfully i n L i s p , C , Pro log , and so on. In this case, the programming 
language itself is the meta-view; that is , i t is the specification language for the K A tool . 
In fact, even tools such as PROTEGE and DOTS require programming languages for en-
tries outside their meta-views. In another sense, PROTEGE and DOTS are high-level 
programming languages, although they are hard ly Turing-complete . Some implemen-
tations of K A tools use special packages for user-interface management. H y p e r C a r d 
has been used i n combinat ion w i t h programming languages—for instance, w i th L i s p . 
Evans [11] suggests the use of H y p e r C a r d as an environment for bu i ld ing expert sys-
tems. H y p e r C a r d stacks are used as the user interface, whereas modules implemented 
i n L i sp are used to guide the acquisit ion process and to allow knowledge-base genera-
t i on . M o t t a et a l . [23] describe the use of domain-oriented coding sheets implemented 
i n H y p e r C a r d for direct knowledge entry by domain experts. 
G a p p a [13] describes a toolbox for implementat ion of user interfaces for K A tools. 
T h i s toolbox is essentially a program l ibrary that helps developers to create the K A 
tool 's user interface—a laborious subtask i n the implementat ion of graphical K A tools. 
3.6 Composed M e t a - V i e w s 
A n obvious question is whether two or more meta-views can be merged to avoid some 
of the disadvantages i n each of the or ig inal meta-views. For instance, a combination of 
a method-oriented view, such as the one implemented i n PROTEGE, and an abstract-
architecture view, such as the one implemented i n DOTS, would render a meta-view 
w i t h the structure and guidance given by a problem-solving method as wel l as a high 
degree of flexibility i n custom-tai lor ing of the target K A tool . Such combinations of 
meta-views should be regarded as new meta-views (rather than as s imple combina-
tions) , since they represent dist inct conceptual models for meta-tools. For example, 
a combination of the method-oriented and the abstract-architecture meta-views could 
require a user dialog i n the meta-too l different from a straightforward merger of the 
user interfaces i n PROTEGE and DOTS, and possibly could require an alternative anal -
ysis of the domain , as well as a new way of working w i t h the meta-tool . 
There are, however, several theoretical and technical difficulties associated w i t h 
implementing such a combined meta-view, since the meta-views i n PROTEGE and 
DOTS are part ly incompatible . A n example of a technical challenge is that changes 
to one part of the combined meta-view might affect other parts of the meta-view i n a 
nontr iv ia l way. Sometimes, this problem is not merely a technical one. For instance, i t 
is sometimes possible to infer the structure of a form from an instantiat ion of a problem-
solving method. T h e layout of forms generated can be custom-tailored later according 
to user preferences. Nevertheless, it is not clear what should be done i f nontr iv ia l 
modifications are made to the or ig inal instant iat ion of the problem-solving method. 
Pragmat i c solutions might involve ignoring the changes i n the method instant iat ion, 
discarding the custom-tai lored layout , or apply ing heuristics to change the form layout. 
There are many s t i l l issues to be resolved before composed meta-views can be i m -
plemented. A pr inc ipa l challenge for Spark (and for PROTEGE II, the successor of 
PROTEGE) is to generate K A tools that can seamlessly merge the knowledge require-
ments of a l l the components. Further , to achieve high-qual i ty K A tools for composed 
problem solvers, the meta-tool must combine and structure a conglomeration of know-
ledge requirements into knowledge editors that are meaningful for experts. 
4 Discussion 
We divide our discussion into two parts: (1) a comparison between different ap-
proaches, and (2) an examinat ion of impl icat ions for future meta-views and meta-tools. 
4.1 Comparison of M e t a - V i e w s and Meta-Tools 
A t this stage, i t is not possible to undertake a quantitat ive study comparing perfor-
mance among various meta-views. W e dist inguish five cr i ter ia for comparing meta-
views: 
1. Perspective: T h e general perspective (paradigm) supported by the meta-view. 
This perspective includes what pr inc ipa l entities are used to specify target K A 
tools, and how those entities are viewed. 
2. Restrictions: T h e scope, or l imi tat ions , of the meta-view. Every form of spec-
if ication strategy w i l l have boundaries i n terms of the problem classes it ad-
dresses. (General programming languages are, for instance, restricted to com-
putable problems.) 
3. Supportive power: T h e degree of relevant modeling support provided by the 
meta-view (roughly corresponding to the level of abstraction). H i g h supportive 
power usual ly entails use of a specialized specification strategy. Just as i n any 
language, supportive power must be balanced against restrictions i n meta-views. 
4. Practicability: T h e degree of sui tabi l i ty for specification of real-world K A tools. 
A meta-view might be appealing from a theoretical or philosophical point of 
v iew, but s t i l l might be difficult to use for practical purposes by a major i ty of 
workers i n knowledge engineering. Likewise, popular specification styles may 
have disputable theoretical bases. 
5. Meta-tool users: T h e intended user category for the meta-tools supporting a 
meta-view. To create a meta-view (and thus meta-tool) , we must know which 
members of the development team w i l l use i t . 
6. Training: T h e t ra in ing required to understand and use the meta-view for K A 
tool model ing. For instance, are general knowledge-engineering skil ls sufficient, 
or is addi t ional t ra in ing needed for a knowledge engineer to specify useful K A 
tools i n a specific meta-view? 
Table 1 summarizes these properties for four different meta-views: the method-oriented, 
abstract-architecture, organizational , and ontology meta-views. In addi t ion , the cor-
responding properties for general programming languages are shown. 
T h e method-oriented and abstract-architecture views have highly specialized per-
spectives. These meta-views are also intended for knowledge engineers trained i n 
model ing according to the perspective adopted. To our knowledge, the ontology view 
has not been implemented i n a meta-tool ; consequently, no pract ical experience i n 
this specification strategy has been reported. General programming languages pro-
vide indisputable generality, but much work is required to implement interactive K A 
tools i n t h e m . T h e developers must have programming skills and knowledge about the 
language, the environment, the window system, and so on. 
Implementations of meta-tools can realize a meta-view i n various ways. Designs 
(meta-views) are underspecified; therefore, examining implementations (meta-tools) 
makes comparisons more concrete. T h e same meta-view can be implemented i n dif-
ferent manners , depending on considerations addressed by the meta-tool developer 
(e.g., dialog style , user community , and computing environment). A t this t ime , only a 
few meta-tools—or tools explo i t ing meta-level structures—have been reported, so i t is 
difficult to compaxe different meta-tools (and their underlying meta-views), especially 
by their strengths and weaknesses i n pract ical use. Nevertheless, i t is possible to make 
a rough classification of those available and to point out areas for development of new 
systems. W e dist inguish six cr i ter ia for meta-tools: 
1. Separate meta-tools and KA tools: A dist inct ion can be made between approaches 
that separate tool support into two or more levels (e.g., meta-tools and K A tools) 
Aspect Method-oriented Abstract architecture Organizational Ontology Programming 
language 
Section 3.1 3.2 3.3 3.4 3.5 
Perspective Problem-solving 
method 
K A tool architecture roles k lifecycle Concepts and 
relationships 
Symbol-level 
expressions 
Restricted to problem class K A tool architecture predefined 
mechanisms & 
K A tools 
domain 
description 
language 
computable 
problems 
Supportive High High High N / A Low 
power 
Practicable Yes Yes Yes Not tested Yes 
Meta-tool K E K E K E & D E K E & D E Programmers 
user(s) 
Training Yes, Yes, K A tool design Yes, domain N / A Yes, 
required problem-solver 
modeling 
modeling programming 
Table 1: A comparison of four different meta-views, as well as of conventional pro-
gramming languages. The aspect "Section" refers to relevant sections in this article. 
(Abbreviations: K E = knowledge engineer, D E = domain expert, — = not available.) 
and systems that maintain both levels in the same tool (e.g., K A workbenches). 
Integrated meta-tools and K A tools can potentially allow greater flexibility in 
terms of changes on the meta-level (e.g., faster update of the K A tool specifica-
tion), whereas distinct meta-tools and K A tools can potentially run in different 
environments on different platforms. 
2. Meta-view: The meta-view is the specification strategy (or model of the meta-
level) for K A tools adopted (see Section 3). 
3. Specification model: The specification modelis the specific modeling framework 
used for specifying K A tools. For a method-oriented view, the specification model 
can be the particular model(s) supported; for the abstract-architecture view, the 
specification model would be the architectural framework and its components. 
4. Assumed domain class: Meta-tools may assume a problem-solving method (e.g., 
classification and planning) for K A tools generated. The class of K A tools gener-
ated is also constrained by the meta-view. Generality in the domain class means 
that a meta-tool is useful in a broad variety of domains, whereas a restricted 
domain class could allow easier K A tool specifications since less definition infor-
mation is required. 
5. Target KA tools family: Target K A tools (or in the case of an integrated meta-
level, the tool itself) might adopt different knowledge-acquisition strategies; for 
Aspect P R O T E G E D O T S SIS Spark et al . K N A C K 
Separate meta-
and K A tools 
Yes Yes Yes Yes No 
Meta-view Method-
oriented 
Abstract 
architecture 
Abstract 
architecture 
Organizational N / A 
Specification 
model 
Skeletal-
plan 
refinement 
Editor-
module 
architecture 
Generic 
attentions 
Tasks and 
mechanisms 
N / A 
Assumed 
domain class 
Protocol 
management 
None None Several 
domain 
classes 
Reporting 
tasks 
Target K A 
tool/method 
Task-
specific 
Task-
specific 
Interview-
oriented 
Mechanism-
specific 
Interview-
oriented 
Target language e - O N C O C I N No 
assumptions 
— OPS5 0 P S 5 
Table 2: A comparison of five tools that have meta-components. ( K N A C K is not a 
meta-tool, but rather is a K A tool that use meta-level representations of the domain 
to guide interrogation processes.) 
example, they might use explicit knowledge editing, as in P R O T E G E and D O T S , 
and interview-based knowledge elicitation (i.e., K A tools oriented toward inter-
rogation of domain experts in restricted natural language), as in SIS. 
6. Target language: The target inference-engine or target knowledge-base format 
might vary. Meta-tools may or may not assume a particular inference engine or 
format for the resulting knowledge base. 
Table 2 summarizes these properties for five systems: P R O T E G E [26]; D O T S [8]; SIS [16]; 
Spark, Burn , and Firefighter [18, 20]; and K N A C K [17]. P R O T E G E , D O T S , and Spark are 
considered to be pure meta-tools in the sense that they separate the meta-level and K A 
level. Although K N A C K features flexibility in adapting meta-level aspects of the K A 
tool, it was not originally intended as a meta-level tool for knowledge acquisition. As 
indicated in Table 2, the salient property that distinguishes the meta-tools P R O T E G E , 
D O T S , and Spark is the class of meta-view that they support. These tools also use 
specific models, which can be viewed as instances of meta-views; for example, P R O T J £ G £ 
assumes skeletal-plan refinement as the method, D O T S assumes an architecture based 
on knowledge editors and modules, SIS relies heavily on attentions in its architectural 
model, and Spark is based on tasks and mechanisms for the method. P R O T E G E is 
tailored to a specific domain class (problems solvable by skeletal-plan refinement), 
whereas Spark supports several domain classes. Since the abstract-architecture view 
is independent of the domain, D O T S and SIS do not make assumptions about the 
domain class. In terms of target K A tool family, P R O T E G E , D O T S , and Spark al l 
generate domain-oriented K A tools w i t h graphical user interfaces for knowledge edit ing 
(the tools that Spark configures are mechanism specific, however), whereas SIS and 
KNACK assume an interview-oriented dialog w i t h the expert. PROTEGE is designed 
for e-ONCOCIN as the target language for knowledge bases produced by the K A tools. 
KNACK produces rule bases. DOTS does not assume a part icular target language; 
transformation rules are used to ensure insulation from the target language i n DOTS. 
T h e knowledge engineer, however, is assumed to know the target language and the 
transformation-rule format. 
4.2 Examination of Implications of the Comparison for M e t a -
Views and Meta-Tools 
A n advantage of the method-oriented view is that i t offers s impl i c i ty i n the specifi-
cation; that is, to specify K A tools, knowledge engineers need to be trained i n only 
the problem-solving method. Another advantage is that an inference engine can be 
parameterized by largely the same specifications. T h e a pr ior i design for target K A 
tools can be both a l i m i t a t i o n and a strength. T h e abstract-architecture view is not 
l imited to a single problem-solving method i n the same way as is the method-oriented 
approach; its l imitat ions can be found on the level of target K A tool architectures. 
However, the specification is more complex, and knowledge engineers need t ra in ing i n 
the abstract architecture supported. Since no a pr ior i design for the target K A tools 
is presupposed, knowledge engineers are given extra freedom i n custom-tai lor ing the 
tools generated. 
Another important issue that concerns a l l types of meta-views is that of gener-
ality. F i n d i n g the "r ight" level of generality for meta-tools is p r i m a r i l y an empir i ca l 
question. T h e implementations discussed i n Section 3 are merely data points that 
can guide the development of the next generation of meta-tools. Meta-too ls , and thus 
meta-views, need to be sufficiently general to be useful for a significantly large user 
community. Presumably, future generations of meta-tools must be generalized beyond 
current tools. In the method-oriented view, many different problem-solving methods 
can be supported by different meta-tools. Likewise, i n the abstract-architecture view, 
many types of generic architectures can be supported. Tools such as PROTEGE and 
DOTS adopt only specific schemata of the general meta-view. For instance, it is pos-
sible to conceive other method-oriented meta-tools for completely different classes of 
problem-solving methods. 
5 Summary and Conclusions 
Meta-level K A tools can be used to generate tai lored K A tools automat ica l ly f rom 
a specification. Just as K A tools present different conceptual models to their users, 
meta-tools provide alternative meta-views to their users. T h u s , a meta-view is the 
specification language used for describing the target K A tool . 
This separation of K A - t o o l specification and implementat ion is analogous to the 
distinction between epistemological and heuristic adequacy for knowledge representa-
tion [21]. There are several epistemological problems at the level of meta-views for K A 
tools—for instance, how to view emerging target K A tools. T h e task of implement ing 
a meta-tool includes solving the problem of establishing heurist ic adequacy for the 
meta-view (i.e., ensuring the pract i cabi l i ty of the meta-v iew) . In fact, epistemological 
and heuristic adequacy must be ensured at every system level (i.e., expert system, K A 
tool , and meta-tool) . 
We have examined several different meta-views that can be used for K A tool spec-
ification. For instance, the method-oriented view adopts the metaphor of a prob lem-
solving method, and the abstract-architecture view focuses on components of K A tools. 
Meta-views govern the design process of the target K A tools. Knowledge engineers 
might be encouraged to view the K A tool support i n a certain manner , and to design 
their K A tools i n certain ways. N o meta-view (except perhaps a general programming 
language) is complete, i n the sense that a l l conceivable K A tools can be specified i n 
i t . A l though there are theoretical and pract i ca l difficulties i n combining (sometimes 
partial ly incompatible) meta-views, doing so can remove certain biases introduced by 
a single meta-view i n the knowledge-engineering process, improve the generality of 
the specification language, and provide more freedom for the knowledge engineer i n 
designing K A tools. 
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Abstract : In order to combine both the contribution of conceptual models 
to help knowledge acquisition and the contribution of second generation 
expert systems to build problem solvers that are less brittle and easier to 
explain, we propose an approach to operationalize conceptual models. This 
approach is based upon the shell A I D E which allows the knowledge engineer 
to model at a high level of abstraction. The shell is based upon a mechanism 
of translation to code automatically the completely formalized conceptual 
model, in a lower level model directly implemented. The link between the 
conceptual model and the K B S is thus preserved. In addition to the 
advantages bound to prototyping at the knowledge level, the A I D E ' s 
approach allows validation and explaination at this same high level of 
abstraction. 
1. Introduction 
Today, numerous research projects on the transfer and the modeling of knowledge propose 
different approaches and methods to construct Knowledge Based Systems ( K B S ) . A m o n g 
these approaches: 
i) The "second generation expert systems" approach uses knowledge analysis tools, 
l i ke the distinction between shallow and deep knowledge or the separation between 
domain knowledge and solving methods, to construct K B S in which these different 
types o f knowledge are explicitely represented [31][32]. These K B S are generally 
based upon systems of representation which m i x different formalisms. The systems 
N E O M Y C I N [10] and C H E C K [13] are characteristic of such an approach. 
i i ) The approach "model based development" proposes to use descriptions of solving 
processes at high levels o f abstraction in order to elaborate, by ref ining o f these 
intermediate models, the operational model that constitutes the K B S . Typ i ca l o f such 
an approach is the method K A D S [38]. 
* This research is partially supported by the French Ministry of Research and Technology 
under the PRC-I A project, and the French agency A N V A R under the programme "recherche 
exploratoire 90". 
Each o f these approaches has its own motivations : in the case o f i) constructing K B S 
that are less brittle, easier to explain and validate; in the case of i i ) helping in interpreting 
and acquiring knowledge, using descriptions nearer to the leve l at w h i c h the expert 
conceptualizes the domain and the task. 
Because the advantages o f these two kinds o f approaches seek complementary, it 
seems interesting to try to combine them. The distinction of N e w e l l [25] between 
knowledge level and symbol level i l luminates the conditions that br ing them closer 
together. 
The motivation, emphasized by approaches of type i i ) , wh i ch consists in abstracting 
from implementation details, thus from the symbol level , is partly a consequence of the 
l ow level of current representation formalisms (rules, objects, logic) . 
A m o n g the intermediate models, the conceptual models describe the desired behaviour 
of the K B S in terms of generic types of knowledge which take place in problem solving. 
These descriptions at the knowledge level are based upon knowledge level architectures1. 
B y definition, they are not executable. The implementation of the conceptual model thus 
requires the construction of a design model, selecting a symbol level architecture. W e find 
here the two characteristic steps of the method K A D S 2 . 
The important point of that type of approach consists i n going from the knowledge 
level to the symbol level , with the risk that the two models are distant (that the structure 
of the design model does not reflect the structure of the conceptual model) and that once 
the first prototype is elaborated, one cannot easily return to the conceptual model . In the 
case of the K A D S method, as we are reminded i n [28], the fact that the models are 
disconnected raises problems for validating and explaining the behaviour of the K B S . 
A n approach o f the type second generation (i)) can be seen as an answer to these 
problems. Such an approach w i l l consists in constructing jo int ly a design model at a 
h igh level o f abstraction in which the different types o f knowledge identif ied in the 
conceptual model w i l l be explicitely represented. In bringing the design model nearer to 
the conceptual model , the objective is to make the latter operational. 
The aim of remedying these problems, i n trying to couple the two models, is at the 
core of numerous recent works [15] [22] [34] [37]. The method consists in br inging 
nearer the primit ives at the knowledge leve l and the pr imit ives at the symbol level . 
Nevertheless, in these works the two architectures do not completely coincide. Then, 
constructing a K B S always consists in elaborating the two models. A s a consequence, the 
conceptual models are not really operational, because they are not directly executable. 
W e present, in this paper, an approach in which a perfect adequacy between the two 
models is realized, the conceptual model being really operational. The shell A I D E 3 which 
supports this approach is described in part 2. A n example of K B S developed with this 
she l l , the system of medical diagnosis S A T I N , is presented in part 3. In part 4, we 
compare our approach with that of K A D S and with works whose objectives are to 
operationalize conceptual models. 
1 This term is borrowed from [33]. It corresponds in K A D S to the notion of 
epistemological architecture, i.e. a theory of knowledge identifying generic types of 
knowledge and specifying their role in the problem solving processes. 
2 The terms conceptual model and design model are used in the same sense as [28]. Note 
that in this last reference the conceptual model, renamed expertise model, effectively decribes 
(at the knowledge level) the K B S . 
3 This shell enters in a project of development of explicative systems and has recently 
been extended in a reflective framework (in french : Architecture Integrant Deduction et 
Explication). The question of the production of explanation been not discussed in this paper, 
the interested reader can refer to [23] or [18]. 
2. The shell A I D E 
Figure 1 : Anatomy of the shell A I D E 
The approach is based upon the computer framework which is sketched in the figure 1. 
The contribution o f the shell A I D E is to al low modeling at the knowledge level without 
later needing to elaborate a design model, l ike in K A D S . This is made possible thanks to 
a translation mechanism between two models o f expertise specified at different levels o f 
abstraction. 
The adequation between the knowledge and symbol levels concerns the high leve l 
model o f expertise, which is elaborated by the knowledge engineer. Th i s adequation is 
based upon two points : 
• A detailed knowledge level architecture that al lows us to completely specify the 
conceptual model of the task to perform. This architecture distinguishes between the 
domain knowledge and the solving method, these two layers being detailed on the one 
hand in terms of generic concepts, individual concepts, properties and relations , and 
on the other in terms of tasks and operators. 
• A symbol architecture, which is a strict reflection of the knowledge architecture. 
E a c h primit ive at the knowledge level is associated to a symbol primitive. 
Thus , at this level o f abstraction, the conceptual model and the design model are just 
one model : the high level model of expertise. Nevertheless, this one is not directly 
executable. 
The Translator implements, in A I D E , the h igh level model o f expertise. Th i s 
software module uses a transcription o f the high level pr imit ives (tasks, operators, 
concepts ...) into lower level primitives (objects, rules) i n order to translate the high level 
model into a directly executable lower model. The low level model is represented in the 
pr imit ives o f U - L O G , a software integrating objects and logic programming, which has 
been developed in our laboratory [16][17]. 
The A I D E ' S knowledge level architecture is presented i n 2.1 and il lustrated in 2.2 
with examples of knowledge extracted from the system of medical diagnosis S A T I N . The 
symbol level architecture is presented in 2.3. Then the works of the Translator and the 
Tasks Intrepreter are described in 2.4. 
2.1. The knowledge level architecture 
The work of Clancey and his colleagues on the system N E O M Y C I N [7] [10] has widely 
inspired the knowledge level architecture of A I D E . The main point o f this architecture is 
the distinction between the domain knowledge and the control knowledge, or the strategy. 
This distinction, which is present in many recent works i n A I (in particular i n K A D S ) is 
based upon three principles. W e take them as hypotheses of work. 
P I It is possible and useful to identify, by its role, control knowledge which specifies 
when, how and what knowledge at an object level use. 
P 2 It is possible and useful to represent the control knowledge and the object leve l 
knowledge in two layers with l imited interactions. 
P 3 It is poss ib le and useful to represent abstractly the contro l knowledge , 
independently of a specific application. 
These principles are based on stronger and stronger hypotheses and they have different 
advantages. Because the motivation of the project A I D E is the development of explicative 
systems [23], as i n N E O M Y C I N , we shal l emphasize i n the next paragraphs the 
advantages which concern more particularly the production of explanations. 
Once the existence and the function of control knowledge are admitted, pr inciple P 2 
raises the question of the declarative representation of the object level knowledge. If we 
admit this pr inc ip le , this knowledge takes the statute of domain knowledge , be ing 
specified independendy of its use, thus independendy of a specific task. 
One primary interest of P 2 is that the domain knowledge can be used for different 
tasks. Another important interest concerns explanation : when the control knowledge is 
made explicit , it becomes possible to show the problem solving method whi ch has been 
used[14][19][26]. 
Despite these advantages, principle P 2 is not unanimously admitted, as proved by the 
position of Chandrasekaran and his colleagues in their approach to Generic T a s k s 4 : 
[5, p. 1184] : «Our work is based an alternative v i ew , v i z . , that knowledge 
representation and use cannot be separated.. . . That i s , knowledge should be in 
different forms, depending upon the type of function for which it is used.» 
In order to illustrate principle P 3 , we reproduce two examples of strategic knowledge 
presented in [8 ] : 
51 : T o determine i f the patient has an infection, ask i f he has shivers. 
52 : T o determine i f the patient has a disease, verify i f the findings associated with 
this disease are present. 
4 Related to that subject, the reader can read in the review 'Knowledge Engineering, 3(3), 
1988' the presentation of Chandrasekaran [6] and the contradictory response of Iwasaki, Keller 
and Feigenbaum in favour of principle P2 [21]. 
This principle advocates to represent S2 rather than S I , S I being just a particular case 
of the abstract strategy S2. The different advantages (also the l imits) are described in [8]. 
P3 al lows the presentation of the solving method either abstracdy, or in concrete terms 
whi le instantiating the abstract principle with the concepts of the domain. This advantage 
has been exploited in the explanation module of N E O M Y C I N [19]. 
The adoption of principles P I , P 2 and P3 f inally leads to consideration of two layers 
of knowledge : domain knowledge which is independent of the specific task and control 
knowledge independent of the domain 5 . 
The knowledge level architecture of A I D E , which is presented below, can be seen as a 
realization of these three principles. 
In order to be complete in the description of the solving process, we have added a third 
layer o f knowledge : the specific case knowledge. This latter concerns the knowledge 
w h i c h is related to the particular problem at hand. Dur ing the problem solving, reasoning 
objects are added to this layer w h i c h plays the role of w o r k i n g memory. Then the 
reasoning progresses by extensions of this knowledge layer. 
2.2, Overview of the three layers 
W e now detail these three layers, noting i n italic the primitives o f the knowledge level 
architecture. F i g u r e 2 i l lustrates graphica l ly this presentation w i t h examples o f 
knowledge from the system S A T I N , split according to the three layers. Some of these 
examples are reproduced in figure 3 which constitues a part of S A T I N ' s high level model. 
2.2.1. The strategic knowledge 
T h i s knowledge layer is organized around tasks whose function is to perform a solving 
method in order to realize an expected goal. The solving method is specified by a set o f 
operators and an indication of control on these operators. When a task is called, it receives 
data as an input and tries to apply its operators with respect to the indication of control. 
To apply an operator consists in testing the domain knowledge and the specific case 
knowledge in order to evoke other tasks. The tasks are thus useful i n planning the 
extensions of the specific case knowledge, which are finally realized by terminal tasks. 
This general conception of problem solving processes corresponds to that expressed i n 
[11] [12 ] 6 and implemented i n N E O M Y C I N . In the example o f figures 2-3, the task 
"evocation-confirmation-hypotheses" comprises o f three operators. 
2.2.2. The domain knowledge 
This layer is organized around concepts, characterized by properties and l inked together 
by relations. The concepts are either generic concepts denoting a class of objects, or 
individual concepts denoting objects. 
The notion of independence is of course quite relative. One will consider, for example, 
that S2 is independent of the domain because it specifies a general strategy of medical 
diagnosis, that is not bound to a specific application. 
^ [12, page 5] : The title of this paper reflects the idea that control knowledge can be 
fruitfully described in terms of operators for constructing models, and this is something that 
all expert systems do. 
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Figure 2 : Examples of knowledge shared out i n the three layers. 
T h i s layer includes its own description. It is composed of descriptive knowledge, 
wh i ch corresponds to a declaration of the domain concepts: their name, the name o f their 
properties and relations (see the definition of the relation "sensible" i n figure 3), and 
assertional or factual knowledge (see the knowledge attached to the concept "hypertonus" 
in f igure 3). The descriptive and assertional knowledge are respectively represented, in 
figure 2, by continuous and dotted arrows. 
The descriptive knowledge consitutes a Conceptual M o d e l (in the sense o f Data Bases) 
of the assertional knowledge. This Conceptual M o d e l (we note i t with capital letters i n 
order to differentiate it from the conceptual models o f K A D S ) defines a relational 
language which is used by the operators of the strategic layer as a means o f accessing the 
assertional and the specific case knowledge. 
A b o v e concepts, constraints between properties o f concepts can be stated whi ch 
increase the assertional knowledge. In S A T I N , these constraints are used to represent the 
knowledge de f in i t ion o f concepts (see the rule def in ing the concept "abnormal -
fibrinogene" in figure 3). 
2.2.3. The specific case knowledge 
A t the begining of the so lv ing process, this layer contains the i n i t i a l data w h i c h 
characterize the problem to be solved. Dur ing solving process, i t increases i n size with 
objects of reasoning l ike (in the case of S A T I N ) the hypotheses of diagnosis, the f inal 
diagnosis and the proposed therapy. 
T h i s knowledge is specified by indiv idual concepts, which are instances o f generic 
domain concepts. 
2.3. The symbol level architecture 
Different to the conceptual models of K A D S , which are only on paper, the three layers 
models of A I D E are formally described in a fi le, with a we l l defined syntax, i n order to be 
automatically interpreted. 
F o r the strategic knowledge, the syntax of tasks is the one presented in figure 3. E a c h 
task is thus characterized by its name, the name of the data it receives, an indication of 
control and the list o f its operators. These operators are represented, as in H E R A C L E S 
(the shell of N E O M Y C I N ) , with a first order rule language 7 . 
The domain knowledge and the specific case knowledge are represented in the 
conceptual graph notation of Sowa [30], a choice that was motivated by the possibility of 
prov id ing later on explanations in natural language [3]. For the purpose of this paper, we 
shal l emphasize two main advantages of this notation : 
- O n the one hand, the Conceptual M o d e l (the descriptive knowledge) is described 
us ing the same syntax as the assertional knowledge. The example o f the relation 
" sens ib i l i ty " in figure 3 illustrates this point. 
' The terms preceded by an asterisk are variables which wil l be instantiated by the domain 
and specific case concepts (generic and individuals), during the session. The predicates used in 
condition correspond to the relations and properties of these concepts. A few pre-defined 
predicates such as "set", "for-each-element", extend the expressive language of the operators, 
providing primitives for elementary treatments on the concepts. 
task — evocatiom-confirmation-hypothesis 
control - and /ww>>^\^ ••iwiwi'-i-ww^H-^HH^-a^ 
operators | | | | ^ 
if [presents [mother *m] *q] 
then execute evocation-hypothesis with finding = *q 
if [presents [baby *x] *s] 
then execute evocation-hypothese with finding = *s 
if *ens ~ set [ *disease such-that f concerns [hypothesis *h] 
•disease } ] 
and *x ~ most-refined-instances [ *ens ] 
and for-each-element [ *y *x ] 
then execute confirm-refine-hypothesis with hypothesis - *y 
(defconcept "hypertonus" ' & g 
(defrelation "sensible" ' (&* & y ) '(*v f) "[cl inical data:&g]-
"[sensible]- _ > ( e v o k e ) > [septicaemia: *s] 
-> (link) -> [sign : & x ] -> < l i n k ) '> [sensible] -
-> Gink) ~> [disease: & y ] -> < l i n k > "> [septicaemia: *s] 
-> (specif) -> [pond],.") -> m > [ P ° n d : 1 3 ] ' 
-> (evoke) -> [meningitis : *m] 
-> (link) -> [sensible] -
(defconcept-ind -> (link) -> [meningitis : *m] 
" [ reg le^dets igns : s i g l ] - -> (specif) -> [pond : 27],,:*) 
->(defines)->[abnormal_fibrinogene] 
->(specif)->[premise: [proposition:[baby:*x]->(specif)->[fibrinogene]-
-> (inferior) -> [fibrinogene: 1.5],.]-
->(or)->[baby:*x]->(specif)->[fibrinogene]-
-> (superior)->[fibrinogene: 5],,.] 
-> (specif)-> [action: [baby :*x] ->(presents)-> [abnormal JFibr inogene] . ] " 
(defconcepNnd "[baby: BABY]-
-> (specif) -> {name ; MARTIN] 
-> (specif) •> [first-name : Luc] 
-> (specif) -> [terme : 33} 
(presents) -> [tachycardia : TACHYCARDIA] 
-> (presents) -> [hypertonus : H Y P E R T O N U S V ) 
Figure 3 : Part of the high level model o f S A T I N 
- O n the other hand, it corresponds to each primit ive at the knowledge level (generic 
concept, indiv idual concept, property, relation) a representation primit ive . Figure 3 
shows a few examples o f domain knowledge from S A T I N , represented in the 
conceptual graph notation of Sowa. 
The three layers o f knowledge, represented each with its o w n syntax, constitute the 
high level model of expertise of A I D E , for which the two perspectives knowledge level / 
symbol level coincide. W e describe in the next paragraph the computer framework which 
interprets these high level models. 
2.4. Anatomy of the shell 
T h i s f ramework is written i n U - L O G , a software integrating objects and log i c 
programming : P r o l o g , in a L i s p environment, developed by P a u l Gloess i n our 
laboratory [16] [17]. The system objects used are of the type semantic mode l , or 
"entities/relations" model . Pro log considers the object data base as a set o f particular 
clauses which gives it the characteristics of a deductive data base. 
The architecture of the shell A I D E , sketched graphically in figure 1, consists o f two 
main programs : the Translator and the Tasks Interpreter. 
2.4.1. The Translator 
The function o f this program is to translate a high level model i n an U - L O G program, 
which constitutes an executable model. The power of representation of U - L O G , as we l l as 
its theory of interface between objects and logic programming, have al lowed us to define 
a s imple mechanism of translation between the high level pr imit ives , presented i n the 
former paragraphs, and the primitives of U - L O G . 
The tasks are represented by classes of objects (subtype of the class " task") , with 
a property whose value is a list o f operators. E a c h operator is presented by a 
predicate. 
The descriptive knowledge (the Conceptual Model ) is a declaration o f the different 
classes with their properties. These classes code both the generic concepts and the 
relations, so there are in U - L O G "concept" classes and "relation" classes. 
The assertional domain knowledge and the specific case knowledge are represented 
according to the fo l lowing correspondances : relations between generic concepts 
<-> instances of the classes " r e la t i on " , ind iv idual concepts <-> instances o f 
classes "concept" , definition knowledge <-> instances of the class "def ini t ion 
rule" . 
Figure 4 presents a few examples of knowledge from figure 3 translated in U - L O G . 
T h i s figure illustrates the simple isomorphism w h i c h exists between the high leve l 
primitives and the primitives U - L O G . 
The fact that i n U - L O G each instance must be described by a class is the reason why 
the Conceptual M o d e l must be expl ic i te ly represented in the l o w leve l model . The 
Conceptual M o d e l is thus translated before the assertional knowledge. 
( D E F O B J (levocation--confinnation-hypothesisl T A S K ) ) 
( D E F M E S S A G E (levocation-confirmation-hypothesisl :IN1T) N I L 
( U S L O T levocation-confirrnation-hypothesisl : C O N T R O L E U S E L F landl) 
( U S L O T levoc^uon-confirmauon-hypothesisl : O P E R A R O R S U S E L F 
1 (OP395 OP396 OP397)) U S E L F ) 
( D E F P R E D I C A T E OP395 
((OP395) 
(:= *395 (Imotherl : ID *\m)) (Ipresentsl :lpredecessorl *395 :lsuccessorl *\q) 
(& ( P A S S A G E - D A T A levocation-hypothesisl 'Ifindingsl *V})) 
( & ( E X E C U T E - T A S K 'levocation-hypothesisl)) 
(& ( D E S T R U C T I O N - D A T A ' l e v o c a t i o n - h y p o t h e s i s l 'Ifindingsl)))) 
((lrule_def_signsl 
: I D T 1 7 3 :lreferencel Isigll 
:lactionl ((:= *181 (Ibabyl *185 :lreferencel *\x)) 
(:= *182 (labnormal_fibrinogenel *183 :lreferencel *184)) 
(Ipresentsl :lpredecessorl *181 :lsuccessorl *182)) 
:lpremisel ( (OR ( A N D (:= *175 (Ibabyl *177 ilreferencel *\x rlfibrinogenel *176)) 
( l inferiorl*176 1.5)) 
( A N D (:= *178 (Ibabyl *180 rlreferencel *\x rlfibrinogenel *179)) 
( lsuperiorl*179 5.0)))))) 
(defobj (Ihypertonusl clinic_datal)) 
(defobj (Isensiblel relation) (defpredicate Isensiblel 
(Ipredecessorl Isignl) ((Isensiblel :lpredecessorl Ihypertonusl 
(Isuccessorl Idiseasel) ilsuccessorl Isepticeamial 
Ipondl) :lpondl 13))) 
(defpredicate Ibabyl 
((Ibabyl zz (defpredicate Ipresentsl 
rlreferencel t B A B Y l ((Ipresentsl tlpredecessorl {Ibabyl 22} 
:lnamel M A R T I N ilsuccessorl {tachycardiae ta}))) 
:lfirst-namel L u c 
rlterml 33))) 
Figure 4 : Part of the low level model o f S A T I N 
2.4.2, The Task Interpreter 
This program is a tasks manager developed as an extension of U - L O G . The mechanism o f 
pattern-matching a l lowing operators to test the domain and specific case knowledge uses 
directly the mechanism of U - L O G which allows the extraction o f couples o f instances 
bound by a relation in the data base. 
The shell A I D E , that we have defined so far, allows the development of arbitrary problem 
solvers because the Trans lator , the Task Interpreter and the knowledge leve l 
architecture are independent of a particular domain or task. 
One of the first problem solvers, the system S A T I N (in french : Systfeme d ' A i d e au 
Traitement des Infections n6onatales) 8 , al lowed us to validate the different modules of the 
shell and consitute a primary library of terminal tasks. Actua l ly , this same shell is used 
to develop a new so lver : an explanation module for the system S A T I N [18]. 
Constructing a K B S with the shell A I D E consists i n elaborating the high level model 
of expertise. Then the aim of the knowledge transfer is no longer to acquire rules, but to 
model domain knowledge and solving methods. 
Founding upon our experience in the development of S A T I N , we show i n part 3 how, 
the fact of modeling at a high level of abstraction, radical ly modifies the approach o f 
knowledge acquisition. 
3. Modeling at the knowledge level : an example 
The task realized by S A T I N consists in establishing a first diagnosis (as soon as the 
chi ldren enters the pediatrics service) and i n deciding of a l ine o f conduct : s imple 
surveillance or prescription of antibiotics. The diagnosis established by S A T I N concerns 
more precisely the mother-foetal infections. In the present state o f the project only the 
diagnosis task is modelled. 
3.1. Selection of a generic method 
The objective o f knowledge acquisition is to specify domain knowledge and problem 
solving methods (independent of a specific application). Thus during our analysis o f the 
task, we principally studied the different problem solving methods and their associated 
domain models. 
Different "types" of methods, or generic methods, suited to diagnosis reasoning are 
described in the literature. For the three principal methods listed below, we have noted in 
parentheses the name of the diagnosis systems which use them : 
• The "Hierarch i ca l C lass i f i ca t i on" ( C E N T A U R [1], R E D [29], D I V A [14], the 
"heuristic" component of C H E C K : L I T H O [13]). 
• The "Heuristic Classif ication" ( N E O M Y C I N [7]). 
• The "Causal Reasoning" ( C A S N E T [36], the "deep" component of C H E C K ) . 
These methods dist inguish themselves by the type of domain knowledge they 
manipulate . F o r instance, the causal reasoning necessitates the knowledge o f a 
pathophysiological causal network. 
In the domain of the mother-foetal infections, the pathophysiological processes being, 
s t i l l today, largely unknown, we have thus chosen a method o f the type "c lassi f icat ion" . 
T h i s type of solving method consists in comparing the characteristics of the case in hand 
(the findings presented by the child) to the characteristics o f solutions or classes o f 
solutions (the c l inical board of diseases). 
8 A first prototype of this system, realized in collaboration with the pediatrics service of 
Professor Risbourg at the North Hospital of Amiens, is actually being validated [2]. Doctor G . 
K r i m is the expert in this project. 
Different ways of doing this comparison e x i s t : [32, p. 40] lists six different methods 
of classification. A g a i n , because these methods distinguish between themselves according 
to the type of domain knowledge they use, we have made our choice using the available 
knowledge. 
The "heuristic classification" that we have finally chosen is in fact an optimization of 
the "hierarchica l c lass i f i cat ion" : it supposes that we use heuristic association l inks 
between the data (the findings presented by the child) and the solutions (the diseases), 
avoiding the systematic examination in a top down fashion of the hierarchy of diseases. 
3.2. Model ing the strategic knowledge : the role of the " H e u r i s t i c 
C l a s s i f i c a t i o n " . 
T h i s inference structure, presented graphical ly in figure 5, has shown its interest i n 
descr ibing the structure o f control of many expert systems emphasiz ing a general 
common problem solving method [9]. 
Several tasks (abstraction, heuristic association, refinement) appear, l i n k i n g together 
different models o f the domain. This schema has guided us in the elaboration o f the 
inference structure of our application. This latter is presented in figure 6. The tasks that 
we have defined are : 
- The abstraction task is decomposed in two distinct tasks. The first one consists in 
establishing findings from the in i t ia l data (anamnestic and c l in i c data) by means of 
def init ion rules. The second one consists in establishing syndromes by means of 
regroupings the findings. 
HEURISTIC M A T C H 
Data Abstractions o n ^ 
D A T A 
A B S T R A C T I O N 
Solution Abstractions 
R E F I N E M E N T 
Figure 5 : The "Heurist ic Classi f icat ion" (from [9]). 
- The evocation task is based upon association l inks between, on the one hand 
findings and syndromes, and on the other hand diseases (generic or specific) . These 
l inks express that a f inding, or a set o f findings, is characteristic of a disease. 
- The refinement task executes itself in two steps. First the confirmation/ infirmation 
task is performed. The evaluation of an hypothesis is based upon the specificity of the 
findings presented by the ch i ld , and the sensibil ity o f f indings the c h i l d does not 
present. W h e n an hypothesis has been conf irmed, the refinement task is then 
executed: more specific diseases are considered to be confirmed. 
Figure 6 : Inference structure of the task " f inding a diagnosis" o f 
S A T I N 
The inference structure of the task " f ind ing a diagnosis" of S A T I N contains fifteen 
non terminal tasks and five terminal tasks. The role of terminal tasks is to apply a rule, 
create a concept, add a relation between concepts or modify the property of a concept. 
3.3 Modeling the domain knowledge : the role of the Conceptual Model 
The elaboration of these tasks lead us, at the same time, to refine the Conceptual M o d e l 
o f the domain knowledge. Thus, we defined with the expert the different taxonomies of 
concepts (findings, syndromes, diseases) and also the type of the l inks between these 
concepts : the relation of definition of findings, the relation of regrouping the findings i n 
syndromes, a sensibility l ink between the findings and the diseases (in order to represent 
the different c l in i c , anamnestic, paraclinic boards of each disease) and an evocation l ink 
between findings and diseases. Once this Conceptual M o d e l has been defined, it was given 
to the expert in order to acquire the assertional knowledge. 
The approach that we have fol lowed to elaborate the high level model of expertise of 
S A T I N has been strongly imposed by the tool , the shell A I D E , and by the result we 
wanted to get. O n that point, it is significant that in order to get models o f expertise with 
near characteristics, approaches of the same type have been proposed in K A D S [4] or by 
L . Steels in his "componential architecture" [32]. 
A n important aspect of that type of approach is a good knowledge o f the different 
solving methods. Thus, having in m i n d a taxonomy of such methods, we were able to 
reduce the combination of choices during acquisition and to orientate the interviews with 
the expert : after having chosen one type o f method (the classification), we interested 
ourselves in its sub-types (the linear, hierachical, and heuristic classifications). 
F r o m the point of view of acquisition, we retrieve in A I D E the advantages bound to 
the conceptual models o f K A D S , mainly specicifications at a high level which help the 
communication between the expert and the knowledge engineer. 
The contribution o f the shell A I D E is precisely to render these specif ications 
operational. W e compare now in part 4 the approach A I D E to other works on the 
modeling at the knowledge level and on the operationalization of conceptual models. 
4. Comparison with other works 
W e note that the high level models o f A I D E are of the "same nature" as the K A D S 
conceptual models, since they are expressed at the same level of abstraction. However , 
they are based upon a different knowledge level architecture. The two architectures are 
compared in 4.1, refering for K A D S to [28] 9 . 
B y contrast, as far as the passage from the knowledge level to the symbol leve l is 
concerned, the A I D E approach is nearer to work done in Steels' team [34], to Wetter 's 
work [37] or to approaches l ike M O D E L - K [22] or K A R L [15]. This point is developed 
i n 4 .2 . 
4.1. Comparison with the conceptual models of K A D S 
The high leve l models o f A I D E are expressed at the same level o f abstraction as the 
K A D S conceptual models. However , they are based upon a different knowledge level 
architecture. 
A first review shows that, beside the domain layers o f K A D S and A I D E w h i c h are 
exactly the same,.the A I D E ' S models have a supplementary layer : the specific case 
knowledge, but have " l os t " two layers : the strategic level and the inference level . The 
strategic level is effectively not considered in A I D E , in return the loss o f the inference 
layer is only apparent: 
• The strategic layer has a role of control of the control, e.g the dynamic planning 
of the solving methods including the management of dead ends, a work realized 
by the control blackboard o f B B 1 - A C C O R D [18]. Th is knowledge leve l is 
actually not present i n the models o f A I D E . The meta control being a reflexive 
task, we propose for its management in [24] an extension of the shell A I D E in a 
reflexive architecture, fo l lowing the works conducted in the project R E F L E C T 
[27]. Th i s architecture is actually used by the explanation product ion task, 
another example of reflexive task. 
• The K A D S inference layer is divided into two parts. The meta-classes (which 
specify the role of the domain concepts during the problem solving) correspond 
to the A I D E problem solving concepts. Thus , the concept of "hypothes is" is 
distinct from the concept "disease".The knowledge sources are coded in the 
premisse of the operators whose role is to f i lter, arrange and assemble the 
domain knowledge. 
This difference of description of the inference layer which allows i n A I D E simpli f ied 
models, has some important consequences for the implementation of the models. 
y A n operational comparison between the two approaches would be without foundation, 
first of al because we do not propose aid tools for the knowledge acquisition process like, for 
example, the K A D S library of interpretation models. Further more because the two symbol 
level architectures can't be compared : in K A D S , the design models can be based upon different 
AI paradigms. 
4.2. Operationalization of conceptual models 
The analysis of the works mentioned at the begining of this paragraph shows that the 
operationalization of a conceptual model requires the realization of two condit ions: 
i) The conceptual model must be represented i n a formal language, i n order to be 
completely specified. 
i i ) The design model must be elaborated at a high level of abstraction. 
The main objective of Wetter [37] and the authors of K A R L [15], b y rendering 
executable specifications at a high l eve l , is to validate these specifications before 
constructing the K B S : these two steps are clearly disconnected. They have in each case 
defined a formal language (around first order logic) i n order to specify the K A D S 
conceptual models. So the point i) is veri f ied. B u t , since their objectives are not the 
realization of the f inal K B S , the elaboration of the design model is not tackled. 
B y contrast, for Steels' research team [34] and the authors of M O D E L - K [22], the 
objective is to operationalize their conceptual m o d e l s 1 0 . They elaborate to that effect 
design models based respectively on K R S [35] and B A B Y L O N ( t w o high level hybrid 
languages). The point i i ) is then verified but not the first since their conceptual models 
are st i l l based on semi-formal languages. Then, the operationalization of their conceptual 
models always necessitates two steps : the elaboration of the conceptual model and then 
the construction of the design model. 
In the A I D E project, the conceptual models are totally operational. The development 
of a K B S necessitates only one step : the elaboration of the high level model o f expertise. 
For that, the knowledge engineer has at its disposal a library of terminal tasks and pre-
defined predicates for the expression of operators, which allows h im to ignore the details 
o f the language U - L O G , thus to ignore the implementation details. A consequence of this 
approach is to warrant an effectice implementation of conceptual models. Indeed, the 
representation choices taken by the Translator have been studied in order to use the tool 
U - L O G to its fu l l potential. 
5. Conclusion and perspectives 
W e have presented the approach A I D E in which we try to combine both the advantages 
bound to high level specifications, to help in acquiring knowledge, and the contribution 
o f the techniques of second generation expert systems (design models at a high level), to 
construct problem solvers that are less britde, easier to validate and to explain. 
The first point, the help in knowledge acquisit ion, has been il lustrated in part 3. 
M o d e l i n g at a high level o f abstraction induces a different approach i n knowledge 
acquisition and radically modifies the respectives roles of the expert and the knowledge 
engineer. O f course, l ike in the method K A D S , this approach has to be guided by tools. 
One of our objectives is to develop these kinds of tools around the shell A I D E . 
Another direction of research, which concerns the second point, consists in using the 
shell A I D E for validation and explanation. 
The consequences of this approach for the validation of K B S are important, as our 
experience in the development of S A T I N has shown us [2], O n the one hand, the analysis 
1 U The conceptual models of the Luc Steels' research team are based on the "componential 
frameworkM [32] and those of the M O D E L - K approach are inspired from the K A D S conceptual 
models. 
at the knowledge level being more meticulous and more detailed, the question o f the 
qual ity o f knowledge is tackled as soon as the first prototype is constructed. The 
examination of the coherence and the completude of knowledge is treated earlier. O n the 
other hand, the modifications to bring to the subsequent prototypes are facilitated. Since 
the conceptual models are operational, we can talk about prototyping at the knowledge 
level. 
The pr inc ipa l motivation o f the development o f A I D E being the product ion o f 
explanations, our present work is more particularly centred on that subject. 
A c c o r d i n g to the constatation that explaining is a task in itself and that different 
explaining strategies must then be formalized, we have chosen the same shel l in order to 
model the explaining reasoning. It corresponds then to the explaining task a high level 
model o f expertise which bears the same characteristics than the model of the object task 
(to explain). 
A reflective framework a l lowing the two models to interact is presented in [23]. The 
realization o f a first prototype of an explicative system, around S A T I N , has shown us 
how to take advantages from high level models for the production of explanations [18]. 
The development of this explicative system, with the refinement o f explicative so lv ing 
methods, is presently being carried out. 
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Linking modeling to make sense and modeling to 
implement systems in an operational modeling 
environment 
Marc Linster 
AI Research Division, G M D 
5205 St. Augustin 1, F R G 
A b s t r a c t We argue that knowledge acquisition for knowledge-based systems 
is a constructive model-building process. We derive several requirements for 
modeling languages from this view on knowledge acquisition. We put a special 
focus on requirements that arise if one wants to support both model building 
to make sense and modeling to implement systems with one language. For ex-
ample, among others such languages should support multi-faceted, bottom-up 
construing of behaviors, and they should have operational semantics. 
We introduce the operational modeling language O M O S . O M O S is an exper-
imental study that—in a K A D S - l i k e fashion—allows multi-faceted model bui ld -
ing from a method and a domain point of view, but, unlike K A D S conceptual 
models, results in directly operational systems. 
Finally, we compare O M O S to other recent developments to put our work 
in context. 
1 Moving Prom a Transfer View to a Constructive 
Modeling Point of View 
E a r l y work in knowledge acquis i t ion for knowledge-based systems, for example work 
on E T S [Boose, 1985] or K R I T O N [Diederich et a/ . , 1987] emphasized a transfer v iew 
of knowledge acquis i t ion . Knowledge was considered to be i n a n expert 's head , a n d the 
knowledge engineer, using a t o o l , el icits the knowledge a n d represents i t i n a suitable 
operat ional f o rmal i sm. 
Today, we see knowledge acquis i t ion as a construct ive m o d e l - b u i l d i n g process. T h e 
interact ion between d o m a i n expert , knowledge engineer, a n d too l creates the k n o w l -
edge. T h e descr ipt ion of the m o d e l is a s t ruc tured unders tanding of a rea l -wor ld task. 
T h e process of b u i l d i n g such a descr ipt ion involves on the one h a n d side mode l ing to 
make sense of observed behavior and o n the other side m o d e l i n g to implement sys-
tems to re-construct comparable problem-so lv ing actions. T h e i m p l e m e n t a t i o n of the 
behavior cannot be separated f rom the m o d e l construct ion process, as models tend 
to become so complex , that their behavior can h a r d l y be predic ted on the basis of a 
document . 
T h i s paper analyzes how b o t h mode l ing aspects can be suppor ted . F i r s t , we deta i l 
requirements that a mode l ing language should fu l f i l l to provide such suppor t . T h e next 
section w i l l give a brief descr ipt ion of the operat i ona l m o d e l i n g language O M O S that 
we created to implement such support . T o i l lustrate O M O S we describe aspects of a 
m o d e l of c lamping - too l selection for la the t u r n i n g . F i n a l l y , we w i l l compare O M O S to 
two other developments i n knowledge a c q u i s i t i o n — P R O T E G E - I I [Puer ta et a/ . , 1991; 
T u et a/., 1991] a n d S P A R K , B U R N , F I R E F I G H T E R [ K l i n k e r et a/. , 1990; M a r q u e s et 
a/. , 1991]—to exp la in the differences, a n d to discuss pros a n d cons of the approaches. 
2 Some Requirements 
T h i s section describes several requirements for knowledge engineering environments 
that follow f rom our view on knowledge acquis i t ion . 
Remember that we see knowledge acquis i t ion for knowledge-based systems as con-
s t ruc t ion of operat ional models . W e define a m o d e l as a s t ruc tured unders tand ing of 
the entities a n d processes that contr ibute to the so lut ion of a r ea l -wor ld task. 
O n the basis of personal experience i n the construct ion of knowledge-based systems, 
we define several k inds of support that we assume knowledge engineering environments 
must provide : (1) support for the m o d e l construct ion (Sect ion 2.1); (2) support for 
the m o d e l imp lementa t i on (Section 2.2); a n d (3) support for the c los ing of the gap 
between b o t h aspects (Section 2.3). 
These requirements , t h a t w i l l be detai led i n the remainder of th is section are our 
work ing hypotheses for the development of knowledge engineering environments . 
2.1 Requirements for the M o d e l Construct ion 
M o d e l i n g to make sense is promoted by (1) exp l i c i t notat ions for different points of 
v iew i n the mode l ing process; (2) a vocabulary that is used i n a b o t t o m - u p fashion to 
construe aspects of the rea l -wor ld task; (3) re-usable chunks , templates , or a n ontology 
of generally accepted models . 
2.1.1 E x p l i c i t N o t a t i o n s for Different Points of V i e w in the M o d e l i n g P r o -
cess 
T h e development of a m o d e l can be seen as a discussion process between knowledge 
engineer a n d d o m a i n expert . T h e knowledge engineer proposes descr ipt ions . Together 
w i t h the app l i ca t i on expert , he checks t h e m against observed phenomena to val idate 
their post -hoc ra t i ona l i za t i on capac i ty and tests the ir predic t ive power i n novel s i tua -
t ions. 
T o encourage discussion-l ike effects, the mode l ing language shou ld prov ide p r i m i -
tives to express different points of v i ew. For example one n o t a t i o n c o u l d represent a 
process-oriented po int of v iew, another one a state-based stance, a n d a t h i r d one could 
be used to represent task -shar ing aspects. These p a r t i a l models are re lated to each 
other as they or ig inate f r o m the same real -world task. S w i t c h i n g between points of 
v iew helps i n the incrementa l e laborat ion a n d refinement of a n encompass ing mode l . 
Ideally, the final m o d e l incorporates separate representations for these po ints of v iew, 
to al low for a mult i faceted , congruent analysis t h a t can start concurrent ly f rom m a n y 
facets to acquire knowledge. 
M u l t i f a c e t e d model ing is not new; it has been proposed i n K A D S [Wie l inga et a/ . , 
1992]. T h e development of a K A D S conceptual mode l of the cancer chemotherapy-
admin i s t ra t i on task of O N C O C I N [Linster a n d M u s e n , 1992] explains how the interac-
t i on between a method-or iented po int of v iew a n d a domain-or iented one contributes 
to the e laborat ion of a mode l . 
2.1.2 A V o c a b u l a r y to C o n s t r u e A s p e c t s of the R e a l - W o r l d T a s k 
W e consider knowledge acquis i t ion to be a construct ive mode l ing ac t iv i ty . T h u s we 
need terms that serve as b u i l d i n g blocks. A s we do knowledge acquis i t ion i n s i tuat ions 
that are i l l - s t ruc tured or largely not understood , these terms must support a b o t t o m -
up process of creat ing a a n unders tanding , co ined i n terms of a mode l ing vocabulary . 
W e refer to this as a bo t t om-up process of constru ing rea l -wor ld tasks. A s we want 
the mode l ing terms to be generally appl i cable a n d to have s imple , well -defined seman-
tics , they must be epistemological knowledge s t r u c t u r i n g pr imi t i ves i n the sense of 
B r a c h m a n [1985]. 
2.1.3 R e - U s a b l e Templates or C h u n k s of M o d e l s 
P a r t s of models re-appear i n different s i tuat ions , for example one finds classification-
type processes i n medic ine , mechanica l engineering, or office-space a l l o ca t i on . T o make 
mode l ing more effective, we need re-usable generic parts of models . These can be a 
d o m a i n ontology, prob lem-so lv ing methods , or interface components . 
2.2 Requirements for the M o d e l Implementation 
T o execute the mode l on a computer , it must be represented as code of some opera-
t i o n a l knowledge representation f o rmal i sm. T w o alternatives are possible here: (1) a 
m a n u a l re-coding phase, possibly going t h r o u g h several stages as i t is done i n K A D S ; 
or (2) the epistemological knowledge s t r u c t u r i n g pr imit ives t h a t are used for the mode l 
construct ion are operat ional constructs of a h igh- level knowledge representation for-
m a l i s m . 
T h e next section w i l l discuss this i n more de ta i l . 
2.3 Closing the G a p between B o t h Aspects 
T o suppor t mode l construct ion to make sense a n d to b u i l d systems, one must make sure 
that the requirements of the second aspect (e.g., unambigu i ty , f o r m a l representat ion, 
o p e r a t i o n a l l y , etc.) are ub iqui tous d u r i n g the i n i t i a l m o d e l development. T h i s can 
best be realized i f the terms for the operat ional m o d e l are used i n the making-sense 
phase too . A d d i t i o n a l l y , th is gives the terms operat i ona l semantics . 
F u r t h e r m o r e , a n operat ional m o d e l provides i m p o r t a n t feedback for the model-
construct ion process, as complex interact ions can become transparent and the com-
puter can be used to find ambiguous parts or loop holes i n the m o d e l . 
A m a n u a l re - implementat ion phase that transforms an i n f o r m a l m o d e l in to a r u n -
n i n g sys tem cannot provide th is k i n d of feedback for two reasons: (1) i m p l e m e n t a t i o n 
happens after the mode l ing process has been completed ; a n d (2) feedback f rom the 
operat iona l code cannot necessarily be t raced back unambiguous ly to parts of the 
i n f o r m a l m o d e l . 
T h i s means that to make good use of the sysJem-bui ld ing aspect of knowledge engi-
neer ing when b u i l d i n g a mode l to unders tand a phenomenon , the m o d e l i n g pr imi t ives 
must d i rec t ly be operat iona l . 
3 The Operational Modeling Language O M O S 
T h i s sect ion describes the operat ional m o d e l i n g language O M O S . It is a n exper imenta l 
language to test whether an approach t h a t fulf i l ls the requirements of Sect ion 2 is 
feasible, a n d whether such an approach faci l i tates the knowledge engineering process. 
O M O S a n d M O D E L - K [Karbach et a/. , 1991] are part of a larger venture exp lor ing 
the use of exp l i c i t p rob lem so lv ing methods i n the construct ion of knowledge-based 
systems. 
O M O S has been used to implement a K A D S conceptual m o d e l of the cancer-
chemotherapy a d m i n i s t r a t i o n task of O N C O C I N [Linster a n d M u s e n , 1992], a mode l 
of c l amping - t oo l selection for la the t u r n i n g [ K i i h n et a/ . , 1991], a n d i t has been used 
to develop a sys tem for office a l l ocat ion [Linster , 1991]. W e w i l l use the c l a m p i n g - t o o l 
selection example to i l lus t rate O M O S i n th is paper . 
Sect ion 3.1 gives a short descr ipt ion of the task of select ing c l a m p i n g tools . Sec-
t i o n 3.2 introduces the mode l ing language, a n d i l lustrates its p r imi t i v es w i t h features of 
the a p p l i c a t i o n example . Sect ion 3.3 recapitulates how O M O S meets the requirements 
del ineated i n Sect ion 2. 
3.1 T h e Appl icat ion E x a m p l e 
C l a m p i n g - t o o l selection for lathe t u r n i n g is one ingredient of a larger task of generat ing 
p r o d u c t i o n plans for the manufac tur ing of r o t a t i o n a l parts [Bernard i et aL, 1991]. 
F i g u r e 1 shows a r o ta t i ona l part (a dr ive shaft) over la id w i t h the m o l d f r o m which 
i t is to be manufactured . T h e numbers ind i ca te the sequence of cuts b y w h i c h the 
m a t e r i a l is removed. 
A c l a m p i n g too l centers a workpiece i n the lathe a n d t ransmits the r o t a t i o n a l forces. 
In F i g u r e 1 the left f ix ture , w h i c h t ransmits the r o t a t i o n , is a la the dog a n d the right 
f ix ture is a la the center. O t h e r c l a m p i n g tools are c l a m p i n g jaws , collet chucks, etc. 
C l a m p i n g tools are, among others, character ized by the ways they fasten the work-
piece i n the la the , and the types of access that they al low the c u t t i n g tools . L a t h e 
dogs h o l d the workpiece f rom the side a n d allow free access to a l l surfaces except 
the left a n d the r ight ver t i ca l planes. C l a m p i n g jaws and collet chucks, on the other 
h a n d , do not use the ver t i ca l planes to f ix the workpiece but use par ts of the outside 
p lane . Besides the accessibi l i ty of different sections of the workpiece surface there are 
other c r i t e r ia that are relevant for the selection of a c l a m p i n g too l . In our app l i ca t i on 
we w i l l on ly consider the set-up t ime , tha t is , the t ime that is needed to m o u n t the 
c l a m p i n g t oo l on the la the , and the c l a m p i n g t ime , that is , the t ime t h a t i t takes to 
F i g . 1: A rotational part, with the clamping tools (left fixture and right fixture) and the 
cuts that must be executed to turn the mold into the desired shape (adapted from [Kuhn et 
al, 1991]). 
close the c l a m p i n g too l when a new m o l d is inserted into the la the . O t h e r c r i t e r i a , 
not considered here are the geometry of the workpiece , its technological requirements , 
the available p roduc t i on environment (machines a n d already m o u n t e d tools) , a n d the 
customer 's requirements (lot size and delivery deadlines) . 
T h e analysis of the c lamping- too l - se lect ion task and the development of a m o d e l 
are expla ined i n de ta i l i n [ K u h n et a/., 1991]. 
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F i g . 2: The interaction of the model of the method, the model of the domain, and the model 
of the task in O M O S . 
3.2 T h e M o d e l i n g Language 
In the m o d e l - b u i l d i n g process, O M O S allows the descr ipt ion of observed phenomena 
f rom a p r o b l e m - s o l v i n g - m e t h o d oriented po int of v iew a n d f r o m a domain - s t ruc ture 
oriented po int of v iew. T h e first one is described i n the model of the method, the 
second one i n the model of the domain. O t h e r po ints of v iew, such as as task -shar ing 
are not considered i n O M O S . 
B o t h models combine into the model of the task (see F i g u r e 2) , w h i c h is d i rect ly 
operat ional . T h e mode l of the task can be executed, tested, and ana lyzed to provide 
feedback for the a c t u a l m o d e l - b u i l d i n g process. 
Sect ion 3.2.1 introduces O M O S ' constructs for the d o m a i n m o d e l , a n d i l lustrates 
t h e m w i t h features f r om the c l a m p i n g too l app l i ca t i on . Sect ion 3.2.2 expla ins the 
mode l ing pr imit ives for the m e t h o d . Sect ion 3.2.3 describes the task m o d e l . 
3.2.1 T h e M o d e l of the D o m a i n 
T h e m o d e l of the d o m a i n is a structure-or iented v iew o n the rea l -wor ld phenomenon 
to be mode led , i .e. , a v iew that looks for an in frastructure of types , the i r ent i t ies , and 
the relations among the entit ies. 
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F i g . 3: The hierarchical definition of frames and instances for the clamping-tool selection 
task. 
Tab. 1: The declaration of the domain relation optimal-clamping-tool with two of its 
tuples. 
(DEFINE-DOMAIN-RELATION Optimal-Clamping-Tool 
WITH ARITY = 2 
TYPE-SEQUENCE = (((INSTANCE Clamping-Tool) 
(EXTENSION-* Turning-Requirement))) 
ARGUMENT-SEQUENCE = 
((Clamping-Tool Important-Turning-Requirements)) 
TUPLES = (( 
((Optimal-Clamping-Tool 
Collet-Chuck 
((Transverse-Turning-P Required-Value = Yes) 
(Inside-Turning-P Required-Value = No)))) 
((Opt imal-Clamping-Tool 
Lathe-Dog 
((Axial-Tuming-p Required-Value = Yes) 
(Inside-Turning-P Required-Value = No)))) 
F r a m e s a n d I n s t a n c e s To define the structures of the d o m a i n , we use an object-
or iented approach, consist ing of h ierarchica l ly defined classes—called frames i n O M O S , 
w i t h a t t r ibutes—ca l l ed slots, an inher i tance re la t i on , a n d instances of frames. In 
O M O S , we assume that classes—represented by frames—are used on ly to provide 
s t ruc tured definitions. T h e y are not modi f ied i n the reasoning process. O n l y instances 
are handled d u r i n g problem-so lv ing . 
F i g u r e 3 shows the hierarchica l def ini t ion of frames a n d instances for the d o m a i n 
of c l amping - too l selection. 
R e l a t i o n s a n d T u p l e s T o express relat ionships among instances of different classes, 
O M O S provides relat ions. Relat ions consist of a dec larat ion a n d of tuples . T h e dec-
l a r a t i o n part of the re lat ion describes the data-types of the arguments of the tuples . 
Tuples can l i n k instances and instance-attr ibute -value tr ip lets . 
T h e re lat ion o p t i m a l - c l a m p i n g - t o o l 1 describes the ideal c l a m p i n g t o o l for cer-
t a i n t u r n i n g requirements (see Tab le 1). F o r example , the first tup le states t h a t collet 
chuck is an idea l choice i f transverse t u r n i n g is required and inside t u r n i n g is not 
considered. 
3 .2 .2 T h e M o d e l o f t h e P r o b l e m - S o l v i n g M e t h o d 
T h e m o d e l of the problem-so lv ing method represents a process v iew on the rea l -wor ld 
phenomenon , i.e., a view document ing changes and ( intermediary) states. T o be able 
to compare methods of p rob l em so lv ing , to reuse t h e m , and maybe develop a catalog 
1 T o improve readability, we use special typesetting conventions for domain concepts, domain 
r e l a t i o n s , roles, and I N F E R E N C E A C T I O N S . 
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F i g . 4: The inference structure for the problem-solving method selection by elimination and 
optimization (adapted from [Kuhn et a/., 1991]. 
of methods , the methods must be phrased independent ly f r om the d o m a i n that they 
are current ly be ing app l i ed to. T o support the construct ive , bo t t om-up process, the 
models of methods are b u i l t f rom p r i m i t i v e elements. 
T h e p r i m i t i v e s that O M O S uses for the descr ipt ion of the m e t h o d are K A D S 
[Wie l inga et a/ . , 1992] or iented. A method consists of a set of I N F E R E N C E A C T I O N S — 
comparable to K A D S knowledge sources, a set of roles—quite l ike K A D S meta-classes, 
a n d a control structure, w h i c h is somewhat comparable to K A D S task structures . T h e 
abstract d a t a dependency between roles and inference actions is expressed i n the fn -
ference structure. 
W e w i l l first give a high- level descr ipt ion of the prob lem-so lv ing m e t h o d . W e 
w i l l then use i t to i l lus t ra te O M O S * method b u i l d i n g blocks—inference ac t i on , role , 
inference s t ruc ture , and contro l s tructure . 
A n A b s t r a c t D e s c r i p t i o n o f t h e P r o b l e m - S o l v i n g M e t h o d T h e choice of a 
good c l a m p i n g too l to t u r n a workpiece is a selection process that observes (1) discrete 
c r i t e r ia that e l iminate unsu i tab le alternatives f r o m the set of possible c l a m p i n g tools 
(e.g., ins ide t u r n i n g is a knock-out cr i ter ion for collet chucks) ; and (2) o p t i m i z a t i o n 
c r i t e r ia t h a t are used to single out a best choice o n the basis of numer i ca l rat ings (e.g., 
best set-up t i m e ) . 
T h e use of the discrete c r i t er ia happens i n two ways: (1) c r i t er ia can be used 
r igorously to select an i d e a l c lamping tool ; or (2) c r i t e r i a can be re laxed somewhat 
to m a k e a less t h a n o p t i m a l choice, which is cal led a feasible choice. T h e second 
a l ternat ive is used i f the first one does not result i n a so lut ion . 
T h i s prob lem-so lv ing m e t h o d is called selection by elimination and optimization. 
In formal ly , b u t us ing the terms of the inference s t ructure of F i g u r e 4, the m e t h o d 
proceeds as fol lows: 
• I n the first step, the descr ipt ion of the workpiece to be t u r n e d (i.e., the situation 
parameter i n generic m e t h o d terms) is used to ins tant ia te a set of c r i ter ia , wh i ch 
w i l l be the basis for the selection of the c l a m p i n g too l . 
• I n the next step, one tries to make an ideal choice of those c l a m p i n g tools (i.e., 
the so lut i on alternatives) that tota l ly fu l f i l l the ins tant ia ted cr i ter ia . 
• If this fails to produce possible solutions, a less t h a n o p t i m a l choice is made 
t h r o u g h the inference act ion S E L E C T F E A S I D L E . 
• O n the basis of the workpiece descr ipt ion (i.e., the s i tuat ion parameters i n the 
abstract m e t h o d terms) , numerica l costs are computed for a l l the possible so lu-
t ions . T h i s involves factors such as set-up t ime , c l a m p i n g t i m e , etc. 
• T h e inference ac t i on F I N D B E S T selects the c l a m p i n g too l w i t h the lowest costs. 
T h e remainder of this section takes elements of the m e t h o d def in i t ion and discusses 
the ir representat ion i n O M O S . 
T a b . 2: T h e definition of the inference action S E L E C T - I D E A L with its corresponding roles, 
the value- and role-assignment descriptions, the domain relation and the mapping of the 
roles onto the arguments of the domain relation. 
(DEFINE-INFERENCE-ACTION Select-Ideal 
(1) WITH INPUT-ROLE = Solution-Alternative 
(2) OUTPUT-ROLE = Possible-Solution 
(3) CONTROL-ROLES = ((Instantiated-Criterion)) 
(4) VALUE-ASSIGNMENT = FALSE 
(5) ROLE-ASSIGNMENT = TRANSFER 
(6) DOMAIN-RELATION = Optimal-Clamping-Tool 
(7) REL-ARG-TYPE = (((0 . INSTANCE) 
( i . EXTENSION-*))) 
(8) PR0J-R0LES-REL-ARGS = (((INPUT-ROLE . 0) 
(9) (OUTPUT-ROLE . 0) 
(10) ((CONTROL-ROLES . 0) . 1)))) 
I n f e r e n c e A c t i o n s A n inference act ion is a generic descr ipt ion o f e lementary change 
occurr ing d u r i n g prob lem-so lv ing . 
In the context of O M O S , change is l i m i t e d to value assignments a n d role assign-
ments . In the case of value assignment, the value of a n a t t r i b u t e of a d o m a i n instance 
is modi f ied . If an inference ac t ion modifies a role assignment, then i t assigns a new 
role (see descr ipt ion below) to a d o m a i n instance. 
A n inference act ion operates o n d o m a i n instances, a n d i t uses d o m a i n relat ions. 
T h e speci f ication of the inference act ion describes the nature of the change to be 
inf l i c ted i n terms of value or role assignments. T h e d o m a i n re la t i on contains the 
detai led in f o rmat i on about instances, a t t r ibutes , and values needed to imp lement the 
change. T h e descr ipt ion of the actions i n terms of changes i n role or value is generic. 
If i t is combined w i t h the d o m a i n knowledge, i t becomes task-specif ic . 
Tab le 2 renders the def init ion of the inference ac t ion S E L E C T - I D E A L . L i n e s 1-3 state 
the i n p u t , ou tput a n d contro l roles. Input roles are consumed when read ; output roles 
are w r i t t e n by the inference ac t ion ; control roles are read w i t h o u t mod i f i ca t i on . L i n e 
4 declares that the inference act ion does not assign values to a t t r ibutes of d o m a i n 
instances. T h e fifth statement says that d o m a i n instances are transferred f r o m the 
i n p u t role to the output role , i f the inference act ion fires. L i n e 6 indicates the domain 
re lat ion that is used to prov ide the detai led knowledge that the inference ac t i on needs 
to implement the k i n d of change declared i n Lines 4 a n d 5. L ines 8-10 m a p the roles 
of the inference act ion onto the arguments of the d o m a i n re la t i on (see T a b l e 1). 
L ines 1-5 are the generic descr ipt ion of this b u i l d i n g b lock of the m e t h o d . Lines 
6-10 describe the connect ion of the m e t h o d mode l w i t h the d o m a i n m o d e l . 
W h e n the mode l is executed, inference actions compi le in to f o rward -cha in ing rule 
schemata. These ru le schemata are instant iated w i t h the deta i led i n f o r m a t i o n of the 
tuples of the d o m a i n relat ions. Tab le 3 renders the ins tant ia ted f o rward - cha in ing rule 
schema for the inference act ion S O L U T I O N A L T E R N A T I V E , i ns tant ia ted w i t h the d o m a i n 
knowledge described i n the first tuple of the d o m a i n re lat ion o p t i m a l - c l a m p i n g - t o o l . 
T a b . 3: T h e forward-chaining rule-schema that implements the inference action S E L E C T 
I D E A L (see Table 2), after it has been instantiated with the first tuple of the relation 
o p t i m a l - c l a m p i n g - t o o l (see Table 1). 
IF (CURRENT-ROLE Solution-Alternative Collet-Chuck) 
(CURRENT-ROLE Instantiated-Criterion Transverse-Turning-P) 
(CURRENT-ROLE Instantiated-Criterion Inside-Turning-P) 
(Transverse-Turning-P Required-Value = Yes) 
(Inside-Turning-P Required-Value = No) 
THEN 
(TRANSFER-ROLE Solution-Alternative Possible-Solution Collet-Chuck) 
R o l e s D u r i n g a problem-so lv ing process, d o m a i n elements p lay v a r y i n g roles. In our 
example , this is i l lus t rated best through the different roles that a c l a m p i n g too l can 
play. L o o k i n g at the inference structure i n F i g u r e 4, i n i t i a l l y a l l c l a m p i n g tools p lay 
the role solution alternative. If they fit the current t u r n i n g requirements , then they 
change role to become a possible solution. T h e one that has lowest set-up t i m e a n d 
c l a m p i n g t ime becomes the so lut ion of choice. 
Roles are assigned dynamica l ly , a n d are part of the current state of the prob l em 
solver. 
T h e problem-so lv ing m e t h o d select by elimination and optimization knows, among 
others , the fol lowing roles: 
S o l u t i o n a l t e r n a t i v e : this role describes a l l those c l a m p i n g tools t h a t are par t of 
the model . 
P o s s i b l e s o l u t i o n : denotes a l l those tools that ful f i l l the c r i t e r ia that are imposed 
by the c u t t i n g sequence. 
S o l u t i o n : describes the o p t i m u m choice, selected o n the basis of the o p t i m i z a t i o n 
c r i t e r ia (e.g., set-up t ime) . 
Roles are implemented as d y n a m i c predicates. Some roles are i n i t i a l i z e d , for ex-
a m p l e solution alternative is in i t ia l i zed w i t h a l l the c l a m p i n g tools that are part of the 
d o m a i n knowledge of the mode l . O t h e r roles are computed d y n a m i c a l l y , for e x a m -
ple possible solution is the result of the inference actions S E L E C T I D E A L and S E L E C T 
F E A S I B L E . 
T h e dec larat ion of the role is part of the generic prob lem-so lv ing m e t h o d . T h e 
i n i t i a l i z a t i o n describes part of the l ink of the m o d e l of the m e t h o d w i t h the mode l of 
the d o m a i n . 
T h e C o n t r o l S t r u c t u r e T h e control s tructure is a generic procedure that decides 
w h i c h inference act ion w i l l be executed next . It calls inference act ions, tests whether 
they d i d infl ict any change (i.e., change a role assignment of a d o m a i n instance, or 
assign a value to a n at t r ibute of a domain instance) , or verifies whether a role current ly 
describes d o m a i n instances. 
T a b . 4: T h e O M O S control structure for the method seicction by elimination and optimiza-
tion 
(DEFINE-CONTROL-STRUCTURE Select-by-Elimination-and-Optimization 
CALL-SEQUENCE = 
(1) (((CALL-IA Instantiate) 
(2) (CALL-IA Select-Ideal) 
(3) (WHEN (NOT (ROLE-P Possible-Solution)) 
(4) (CALL-IA Select-Feasible)) 
( 5 ) (CALL-IA Compute-Cost) 
(6) (CALL-IA Find-Best)))) 
T h e contro l s tructure for the m e t h o d selection by elimination and optimization, 
rendered i n Tab le 4 calls the inference ac t i on I N S T A N T I A T E first, to define the t u r n i n g 
requirements for the current workpiece. L i n e 2 calls the inference ac t i on S E L E C T I D E A L 
to make a rigorous choice of tools. If this fails to produce any possible so lut ions (L ine 
3), an inference act ion for s u b o p t i m a l choices is tr iggered ( L i n e 4) . L i n e s 5 a n d 6 select 
the best so lut ion on the basis of o p t i m i z a t i o n c r i t e r i a , such as set-up time. 
3.2.3 T h e M o d e l of the T a s k 
T h e m o d e l of the task results f r o m the combinat i on of the m o d e l of the m e t h o d w i t h 
the m o d e l of the d o m a i n (see F i g u r e 2). T h e m o d e l of the task is not def ined exp l i c i t ly , 
i t results f r o m the def init ion of the m a p p i n g of the m e t h o d elements onto the elements 
of the d o m a i n mode l . T h e inference actions are m a p p e d onto the d o m a i n re lat ions , 
the roles are m a p p e d onto d o m a i n frames and their instances. F i g u r e 5 shows how 
the c lamping - t oo l task m o d e l is combined f r o m the m e t h o d m o d e l (see the inference 
s tructure i n F i g u r e 4) a n d the d o m a i n mode l (see F i g u r e 3 for the de f in i t ion of the 
frames a n d instances) , by establ ishing a m a p p i n g re la t i on between roles a n d frames, 
and between inference actions a n d d o m a i n relat ions. 
T h e fo l lowing roles of the prob lem-so lv ing m e t h o d are i n i t i a l i z e d w i t h elements 
of the d o m a i n (see the gray l inks between subframes of the frame domain-concept i n 
F i g u r e 5) : 
1. Optimization criterion is i n i t i a l i z e d w i t h a l l instances of the f rame workpiece 
cost element. If the d o m a i n m o d e l corresponds to F i g u r e 3, t h e n the instances 
clamping-time a n d set-up-time p lay this role i n i t i a l l y . 
2. Situation parameter is in i t ia l i zed w i t h the descr ipt ion of the workpiece to be 
turned . 
3. Selection criterion denotes the t u r n i n g requirements , that is , inside turning, axial 
turning, a n d trans verse turning. 
4. Solution alternative is the role that a l l the instances of the frame clamping tool 
play i n i t i a l l y . 
Legend: 
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F i g . 5: The domain model (left side), wi th the frames and relations, combines wi th the 
method model (right side) to form the task model. The links between both models represent 
the mapping relation. 
Instantiated criterion, possible solution a n d solution are not i n i t i a l i z e d . 
T h e inference actions of the m e t h o d get the ir detai led knowledge f r o m the tuples 
of d o m a i n relations (see the gray l inks between the d o m a i n relat ions of the d o m a i n 
m o d e l a n d the inference actions of the m e t h o d mode l . 
It is i m p o r t a n t to remember that b o t h p a r t i a l models (i.e., m e t h o d and domain) 
are developed i n para l le l a n d i n relat ive independence. However , the fact that they 
must combine into a coherent m o d e l of the task makes sure that they converge. One 
might argue that a more powerful , or more f lexible m a p p i n g between b o t h models 
w o u l d al low the combinat i on of heterogeneous p a r t i a l models in to a task mode l . B u t 
this wou ld not be he lp fu l f r om a model - construct ion po int of v iew, as the domain 
provides those d ist inct ions that the m e t h o d uses, and vice versa , the m e t h o d indicates 
d ist inct ions that the d o m a i n must provide . For example , a h ierarch i ca l classif ication 
prob lem-so lv ing m e t h o d makes sense only i f the d o m a i n provides a n a t u r a l hierarchy, 
w h i c h the m e t h o d can use 
M i n i m a l a n d F u l l - B l o w n T a s k M o d e l s In O M O S one can d i s t ingu ish between 
m i n i m a l a n d fu l l -b l own task models . In a m i n i m a l task m o d e l , the d o m a i n m o d e l 
contains only those frames a n d relat ions that are used d i rec t ly i n the m a p p i n g f r o m 
the m e t h o d to the d o m a i n . Tuples or relat ions, instances or sub-frames can be added 
gradual ly to the m i n i m a l m o d e l , to t u r n i t into a fu l l - b l own m o d e l . 
B y compar ing the d o m a i n m o d e l of F i g u r e 5 w i t h the one i n F i g u r e 3, the d i s t inc t i on 
between a m i n i m a l m o d e l a n d a fu l l -b lown one becomes obvious . F o r example , i n the 
fu l l -b l own m o d e l the d o m a i n frame clamping tool has subframes axiaJ clamping tool 
a n d radial clamping tool T h e y have been defined to impose more s t ruc ture onto the 
d o m a i n mode l . However, they do not introduce d is t inct ions that the m e t h o d uses. 
T h a t way, they are not part of the m i n i m a l task mode l . 
T h i s d i s t inc t i on is i m p o r t a n t for two reasons. F i r s t , the m i n i m a l task m o d e l 
contains those d o m a i n dist inct ions that are accessed d irec t ly by the prob lem-so lv ing 
m e t h o d . T h i s makes i t an abstract re-usable f ramework that can be used i f a s imi lar 
p r o b l e m is to be solved again i n the same d o m a i n . 
Second, the m i n i m a l task m o d e l provides a framework i n w h i c h one can analyze 
the use of d o m a i n knowledge elements by the prob lem-so lv ing m e t h o d . T h u s , whereas 
the m i n i m a l task m o d e l must be developed manual ly , the extension of the m i n i m a l 
task m o d e l into a fu l l -b lown task mode l is supported by automated analysis tools. 
O M O S provides several tools to analyze the use of the d o m a i n knowledge i n the 
framework of the problem-so lv ing m e t h o d . T h e dead-end analysis looks for interme-
d i a r y role-assignments that are not used by any of the subsequent inferences. F o r 
example , the concept clamping jaw can p lay the role solution-alternative (see F i g u r e 4) , 
but neither S E L E C T - F E A S I B L E nor S E L E C T - I D E A L can access i t , as they do not have 
the necessary detai led knowledge i n their d o m a i n relations. Tab le 5 renders the result 
of a n analysis of the role solution alternative. O t h e r tools focus o n the def ini t ion of 
d o m a i n relat ions (coverage analysis) and inference actions ( loop-hole analys is ) . 
3.3 O M O S and the Requirements 
A s mentioned earl ier , we developed O M O S as a n exper imenta l language to analyze 
whether it is possible to fu l f i l l the requirements l i s ted i n Sect ion 2. In this sect ion, we 
T a b . 5: T h e result of a dead-end analysis for the role solution alternative. 
The domain concept CLAMPING-JAW can be assigned to the role 
SOLUTION-ALTERNATIVE, but i t i s not used by any of the inference 
actions SELECT-IDEAL, SELECT-FEASIBLE that use 
SOLUTION-ALTERNATIVE as control- or as input-role. 
To change this do AT LEAST ONE of the following: 
Add a tuple to the relation OPTIMAL-CLAMPING-TOOL, which i s used 
by the inference action SELECT-IDEAL. CLAMPING-JAW must be 
mentioned in the 0. argument of the tuple, which i s of type 
(INSTANCE CLAMPING-TOOL) and i s called CLAMPING-TOOL. 
Add a tuple to the relation SUB0PTIMAL-CLAMPING-T00L, which i s 
used by the inference action SELECT-FEASIBLE. CLAMPING-JAW must be 
mentioned in the 0. argument of the tuple, which i s of type 
(INSTANCE CLAMPING-TOOL) and i s called CLAMPING-TOOL. 
po int out the features of O M O S that are meant to satisfy cer ta in requirements . 
For the mode l construct ion O M O S provides two points of v iew: (1) the m e t h o d 
v i ew , emphas iz ing a procedural perspective; a n d (2) the d o m a i n v iew, w h i c h focusses 
on the structures , entit ies, a n d relat ions. B o t h points of v iew result i n independent ly 
phrased p a r t i a l models . [Linster a n d M u s e n , 1992] analyze the interac t ion of the differ-
ent m o d e l i n g views of K A D S — w h i c h are comparable to those that O M O S prov ides— 
a n d show that mul t ip l e points of view enhance the mode l ing process. 
E a c h mode l ing view has its own knowledge s t ruc tur ing pr imi t i ves : (1) inference 
act ions , roles, a n d procedura l contro l statements for the m e t h o d mode l ; a n d (2) frames, 
instances , re lat ions, and tuples for the d o m a i n mode l . 
P a r t s of b o t h models can be re-used. Theore t i ca l ly this should be possible for the 
d o m a i n , m e t h o d and m i n i m a l task models . It has only been done for the m e t h o d 
m o d e l , though . For example the core of the m e t h o d selection by elimination and 
optimization has been re-used i n the straightforward-assignment method of the office 
a l l o ca t i on task [Linster, 1991]. F i g u r e 6 shows the core of the m e t h o d for the of-
fice a l l o ca t i on task. T h e inference ac t ion S E L E C T - & - S P E C I F Y F E A S I B L E implements 
the same changes as S E L E C T I D E A L i n the current example , that i s , i t uses discrete 
c r i t e r ia—denoted by the roles assigned element, unassigned element, open slot, a n d filled 
s l o t — t o make a good selection. In b o t h models F I N D B E S T makes a slection on the 
basis of o p t i m i z a t i o n cr i ter ia . T h u s , even though the terms changed, the concept of 
first selecting on the basis of discrete c r i t e r ia before o p t i m i z i n g this choice, can be 
expressed a n d reused i n O M O S . 
T h e combined p a r t i a l models are d irect ly operat iona l . O M O S does not require a 
separate implementat i on phase. 
T o fink closely b o t h model ing to make sense a n d mode l ing to implement systems, 
O M O S m o d e l i n g pr imit ives combine d i rec t ly into operat iona l task models , a n d these 
task models are accessible to f ormal analysis tools . T h e results of the analysis tools 
Assigned 
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F i g . 6: T h e core of the problem-solving method straightforward assignment that was used for 
the office allocation task (see [Linster, 1991]). This is a reuse of parts of the problem-solving 
method described in this paper. 
provide precise indicat ions for the agenda of the ongoing knowledge acquis i t i on pro-
cess. For example , the analysis of Table 5 puts c l a m p i n g j a w on the agenda of the 
next focussed interv iew, w i t h the goal to determine those t u r n i n g operat ions t h a t use 
c l a m p i n g jaws . 
4 Discussion 
W e w i l l compare our work to two other approaches that are current ly be ing devel-
oped a n d that have s imi lar goals: analysis of flexible prob lem-so lv ing methods and 
the ir exp lo i ta t i on i n automated knowledge acquis i t ion . T h e P R O T E G E - I I approach 
continues the work on P R O T E G E . S P A R K , B U R N , and F I R E F I G H T E R ( S B F ) have 
been developed on the basis of experiences w i t h the R o l e - L i m i t i n g - M e t h o d approach. 
T h i s section highl ights differences between the approaches, a n d puts our work into 
a broader context. 
4.1 P R O T E G E - I I 
P R O T E G E - I I [Puer ta et a/ . , 1991; T u et a / . , 1991] has been developed to overcome two 
deficiencies of P R O T E G E : (1) application-speci f ic a t t r ibutes , such as dose of a drug 
d i d not have a role i n the problem-so lv ing process that was defined by the under ly ing 
prob lem-so lv ing m e t h o d ; and (2) the problem-so lv ing m e t h o d was l i m i t e d to episodic 
skeletal -plan refinement. 
A t the same t ime , one wanted to m a i n t a i n the ma jor character ist i c of P R O T E G E 
i n P R O T E G E - I I , that i s , the separation between a special t oo l for the knowledge 
engineer to define a t a s k - m o d e l — P R O T E G E d i d this i n the o ld approach , a n d a task-
m o d e l - d r i v e n too l for the d o m a i n expert to extend the task m o d e l into an app l i ca t i on 
m o d e l — p - O P A L real ized this formerly. 
In P R O T E G E - I I the task mode l , consist ing of a prob lem-so lv ing m e t h o d a n d of 
domain-speci f ic data-structures , is configured f rom mechanisms a n d the ir generic d a t a -
structures , that are refined i n a n object-oriented fashion to suit the d o m a i n . 
A m e c h a n i s m is a primitive prob lem-so lv ing m e t h o d w o r k i n g o n object-oriented 
data -s tructures . These data-structures can be refined, so that they carry d o m a i n -
dependent labels . T h e m e t h o d combines w i t h the refined data-structures due to the 
object -or iented approach , a n d forms a primitive task. T h e o r i g i n a l , generic d a t a -
structures define the knowledge-needs of the mechanism. T h e y can be ful f i l led w i t h 
the help of spec ia l editors. A g a i n , these propert ies are inher i t ed , when the mechanism 
is t rans formed in to a p r i m i t i v e task. 
Mechan i sms can be combined , by finking their data-structures . A spec ia l g r a m m a r 
has been developed for th i s , so that the doveta i l ing of data-structures of different 
mechanisms can be contro l led , and that the knowledge-needs of combined mechanisms 
can be defined automat i ca l ly . 
P R O T E G E - I I can be used f r om two ends: (1) the user selects a prob lem-so lv ing 
m e t h o d , w i t h i ts i n p u t a n d o u t p u t data-structures . T h e m e t h o d is then decomposed— 
m a n u a l l y or i n a semi -automat i c heurist ic m o d e — i n t o c o m m u n i c a t i n g mechanisms. 
T h e i r data-structures w i l l be refined to the terms of the d o m a i n . F r o m this task 
m o d e l , consist ing of the combinat ion of the mechanisms a n d their domain-dependent 
data -s t ructures , the knowledge-needs of the m e t h o d can be der ived , that guide the 
p - O P A L - l i k e t oo l i n the acquis i t ion of the detai led knowledge i n the framework of 
the task m o d e l ; a n d (2) o n the basis of mechanisms, each corresponding to observed 
prob lem-so lv ing steps, the user configures a task -mode l . F i r s t he refines i n d i v i d u a l 
mechanisms into p r i m i t i v e tasks . These are then combined into a g loba l , c o m p o u n d 
task w i t h the help of the mechanisms-conf igurat ion g r a m m a r . 
4.2 S P A R K , B U R N , and F I R E F I G H T E R 
T h e S B F approach [Kl inker et a/., 1990; M a r q u e s et a/ . , 1991] provides a framework i n 
w h i c h app l i ca t i on specialists can develop knowledge-based appl i cat ions , w i t h o u t be ing 
confined by the pre-defined problem-so lv ing m e t h o d of a t oo l , for example S A L T . S B F 
is s i m i l a r i n m a n y ways to P R O T E G E - I I . 
T o this purpose , S B F contains two sub-systems: S P A R K a n d B U R N . S P A R K helps 
the user decompose his rea l -wor ld task into a combinat i on of pre-defined tasks , pre-
sented i n an encompassing i n d u s t r y model . F o r each pre-defined task , S P A R K provides 
a c o m b i n a t i o n of mechanisms, that can fu l f i l l the task. Interact ively , a mechanism is 
chosen for every selected task, a n d combined into a m e t h o d that fulf i l ls the needs of 
the rea l -wor ld task. B U R N is then used to flesh out the detai led knowledge that the 
combined mechanisms need to per form properly . 
In the S B F approach , two m a j o r characteristics of the R L M - a p p r o a c h have been 
m a i n t a i n e d : (1) the support o f S P A R K a n d B U R N aims at the a p p l i c a t i o n expert , who 
is n o t necessarily an expert programmer ; and (2) the knowledge-needs of the combined 
mechanisms , expressed through B U R N , are phrased i n method-or iented terms. 
4.3 C o m p a r i n g O M O S , P R O T E G E - I I , and S B F 
P R O T E G E - I I and S B F concentrate o n a method-or iented v iew onto a r ea l -wor ld task. 
T h e knowledge of the task is coerced into pre-defined d a t a s tructures , w h i c h are part 
of the mechan ism definit ions. In b o t h approaches th is means that a m e t h o d must be 
bu i l t f r o m mechanisms (or selected f r om a l i b rary ) before the knowledge engineer can 
start w i t h an analysis of the d o m a i n elements i n the f ramework of the approach . 
T h i s dependence between m e t h o d and domain-knowledge representat ion has three 
impl i ca t i ons . F i r s t , a n analysis of i n i t i a l protocols , texts , or in terv iew d a t a must 
be done outside the framework of the tool 's knowledge s t r u c t u r i n g p r i m i t i v e s , as a 
m i n i m a l amount of knowledge must be acquired about the rea l -wor ld task before a 
m e t h o d of p rob lem so lv ing can be phrased . 
Second, the creative interact ion between v a r y i n g po ints of v i ew , such as m e t h o d 
a n d d o m a i n , is not supported . 
T h i r d , the d o m a i n knowledge appears to be represented as ob ject -or iented refine-
ment , respectively ins tant ia t i on of method-depending b u i l d i n g b locks . T h i s m a y i m p l y 
that a change i n the method def init ion requires a re -coding of the d o m a i n knowledge. 
However, the fact that P R O T E G E - I I a n d S B F view the knowledge of a rea l -wor ld 
task solely i n the l ight of the m e t h o d does have considerable advantages, too . 
In O M O S , the connect ion between m e t h o d knowledge a n d d o m a i n knowledge is 
establ ished after the def init ion of b o t h p a r t i a l models . T h e connect ion is defined as 
a m a p p i n g re lat ion between structures (e.g., between inference act ions a n d d o m a i n 
relat ions) . In P R O T E G E - I I a n d S B F it is a refinement, respect ively i n s t a n t i a t i o n 
re lat ion . T h i s is m u c h stronger i n M c D e r m o t t ' s [1988] terms. It defines prec ise ly the 
s t ructure a n d the k i n d of d o m a i n knowledge needed by the m e t h o d . p - O P A L - l i k e 
editors can then be used to acquire i t . A m a p p i n g re la t i on—as O M O S prov ides—is 
m u c h weaker. It can on ly be used to po int out that the d o m a i n m o d e l m u s t prov ide 
certa in d ist inct ions for the m e t h o d (e.g., the d o m a i n must prov ide a re la t i on that can 
be used by an abstrac t ion inference). A m a p p i n g re la t i on does not define the format 
for the representation of these d is t inct ions . 
A n o t h e r difference lies i n the ways mechanisms (or inference act ions) are phrased . 
In P R O T E G E - I I and i n S B F , mechanisms are black boxes. I n O M O S we defined s imple 
knowledge s t r u c t u r i n g pr imi t ives . A l l actions are phrased u n i f o r m l y i n terms of value 
assignments a n d role assignments. W e assume that such u n i f o r m representat ion makes 
it easier to derive coherent knowledge needs f r o m a complex m e t h o d . T h i s w i l l prevent 
redundant acquis i t ion or representation of d o m a i n knowledge. F o r example , i n O M O S 
we expect to use the same d o m a i n knowledge for abs t rac t i on a n d for di f ferent iat ion 
inferences i n diagnosis problems. 
5 Conclusions 
W e developed O M O S as an exper imenta l mode l ing language, to show that t h e require-
ments of Sect ion 2 can be ful f i l led , and that this leads to good knowledge engineer-
ing support . T h i s means that the goal of O M O S is different f r o m the goals of the 
P R O T E G E - I I and S B F projects , w h i c h a i m at the large-scale development of b r o a d l y 
usable tools . In the la t ter projects much effort has been invested in to interface de-
velopment and usabi l i ty of the tools. O M O S , however is a p r o g r a m m i n g environment 
that we have only used internal ly for exper imenta l purposes. 
Fur thermore , O M O S is l i m i t e d . It represents inference actions as value assignments 
a n d role assignments. E v e n though it has been used for the mode l ing of several a p p l i -
cat ions, we know that add i t i ona l pr imi t ives are needed, such as s t ructure m a n i p u l a t i o n 
or instance creat ion. 
Nonetheless, we c l a i m that i n the discussion about the role of exp l i c i t models of 
prob lem-so lv ing methods i n knowledge acquis i t i on , we have shown t h a t : 
1. O n e can combine mult i faceted mode l ing to make sense—as i t is done i n the 
K A D S conceptual models , wh i ch are not o p e r a t i o n a l — w i t h d i rec t ly operat ional 
systems a n d knowledgeable too l support for the acquis i t i on of the detai led 
knowledge—as i t is done i n P R O T E G E or S A L T . 
2. It is not absolutely necessary to s t ruc ture the knowledge of a rea l -wor ld task 
on ly along pre-defined structures of a prob lem-so lv ing m e t h o d i f one wants to 
o b t a i n operat ional models . A para l l e l mode l ing of the d o m a i n a n d the m e t h o d 
is possible, prov ided that b o t h models converge. 
T h u s , we have shown one way of c losing the gap i n knowledge acquis i t i on between 
m o d e l i n g to make sense a n d mode l ing to b u i l d operat iona l systems. 
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Germany 
Abstract. Model-based knowledge acquisition seems to be one obvious way to 
make the development of expert systems more effective and in particular helps to 
overcome the knowledge acquisition bottleneck. In this paper two approaches for 
model-based knowledge acquisition are compared: 1) the K A D S approach offering 
generic conceptual models (Interpretation Models) as well as a language to 
describe, adapt and construct conceptual models and 2) the shell approach 
providing predefined and operationalized models of problem solving methods 
combined with a computer environment to acquire the domain knowledge, 
desirably with graphical knowledge editors, to apply it to a case and to explain 
the problem solving behavior. To get a better insight to K A D S , the cognitive 
model of a well-established shell for heuristic classification is studied and 
expressed in terms of K A D S . Strengths and weaknesses of the both approaches are 
pointed out as well as hints given for their mutual fertilization. 
1 Introduction 
Experiences from the development of expert systems have shown that expert systems with a 
high degree of competence can in principle be realized but their development st i l l requires an 
enormous amount of time and effort. Unso lved problems i n knowledge acquisition and 
maintenance in many projects indicate that an overal l methodology of a systematic procedure 
for model ing new domain tasks is st i l l be miss ing . A l m o s t a l l solutions to overcome the 
knowledge acquisition problem focus on the development of conceptual models which serve 
as an intermediate step in the development abstracting from the details o f knowledge 
implementation [Musen 89a]. The striking advantage o f models at the knowledge level 
[Newel l 82] is that they can be exploited to structure and guide the knowledge acquisition 
process because of the fact that they determine the roles knowledge plays in the problem 
solving process. 
Concerning conceptual models, there are two main favorite approaches in current research. 
One of them is to provide knowledge engineers and/or experts with predefined models of 
problem solving, so-called role-limiting or strong problem solving methods [McDermott 88, 
Puppe 90] or even models of a specific domain task [Musen et a l . 87]. Most o f those models 
are rather sophisticated, however their application requires a pre-phase of task analysis to find 
out which of the available models might fit - and i n quite a few cases there might not any be 
available. The alternative to this analytic approach is the synthesis one providing some kinds 
of bu i ld ing blocks, generic tasks, mechanisms i n order to a l low the construction of new 
models for a given task [Chandrasekaran 87 ,90 ; K l i n k e r et a l . 90; Marques et a l . 91 ; Puerta 
et a l . 9 1 ] . 
The European K A D S - p r o j e c t [Breuker et a l . 87, W i e l i n g a et a l . 88, 91] is one of the first 
more comprehensive approaches, which both tries to provide predefined models - by its 
l ibrary o f semi-formalized Interpretation Models - and facilitates the construction of new 
models either from scratch or by adapting given ones. The language for K A D S models is 
about to become formally specified [Akkermanns et a l . 90]. Probably because K A D S is an 
overal l methodology trying to integrate well-established models in a uniform language, it 
has gained great popularity in recent years, at least in the European area. W e omit a detailed 
introduction to K A D S as we assume that the reader is already familiar with it or may look it 
up i n the literature. A s we , the authors o f the paper, usually work on strong problem 
solving methods and bui ld shells with graphical interfaces for them, we have been interested 
to find out the similarities and differences of the K A D S and the strong-problem-solving-shell 
approach. 
Besides the incorporation of a specific problem solving method, expert system shells provide 
fac i l i t ies to b u i l d up a knowledge base (knowledge acquis i t ion system), to run the 
knowledge-base (problem solver) and to give explanations of the steps taken for problem 
so lv ing (explanation component). Examples of shells or knowledge acquisit ion systems 
based on predefined problem solving methods are 
• O P A L [Musen et a l . 87] for skeletal plan refinement in the domain o f cancer therapy 
• P R O T E G E [Musen 89b] for a specific k ind of skeletal plan pursuance and refinement 
• S A L T [Marcus 88a] for configuration with a propose-and-revise strategy 
• C O K E [Poeck 91a, b] for assignment with a propose-and-exchange strategy 
• M O R E [Kahn 88], M O L E [Eshelman 88], T D E / T E S T [Kahn 87], A Q U I N A S [Boose et 
a l . 89], K S S O [Shaw et Gaines 89] and M E D 2 / C L A S S I K A [see below] for various types 
of classification problem solving. 
The underlaying model of an expert system shell can be regarded as its predefined types of its 
internal knowledge representation together with a l l abstractions from i t W e c a l l a problem 
solving method strong, when the roles of the knowledge pieces are fixed by predefined object 
and relation types so that a knowledge base only contains instances and relations between 
instances [Puppe 90] . The more a knowledge representation is typed, the better the 
knowledge acquisition process can be supported, for example by sophisticated graphical 
knowledge editors which can even enable experts to bu i ld expert systems by themselves. 
W h e n we refer to the term shell throughout the paper, we always mean shells based on a 
strong problem solving method, not general expert system tools l ike Nexpert Object, K E E , 
K A P P A , G o l d W o r k s , etc. 
F igure 1 shal l help us to c lar i fy the relation between shells and K A D S . In K A D S the 
development of an expert system is divided into a sequence o f phases each ending up wi th a 
model at a different degree of abstraction and system realization. The first main step, which 
requires the most amount o f abstraction, is the construction o f the Conceptual M o d e l M l 
described at the four layers domain , inference, task and strategy layer. T o support this 
conceptualization, Interpretation Models are provided, that already owe the inference, task and 
strategy layer and allow model-based knowledge acquisition. 
The knowledge models o f shells based on strong problem solving methods are on the same 
abstraction level as the Interpretation Mode ls in K A D S , since a shell is an implementation 
o f one specific Interpretation M o d e l . In addition to K A D S Interpretation M o d e l s , shells 
predefine the generic concepts and relations o f the domain layer, so that their descriptions 
contain "3 1/2" o f the four layers. This is because one part o f the domain layer describes the 
concept and relation types incorporated i n the she l l , wh i l e the other part contains the 
instances of those concept and relation types corresponding to the objects of any o f the 
shell 's knowledge bases. Different to the Conceptual Models in K A D S , the models of shells 
are operationalized and the expert system can be executed as soon as a knowledge base is 
supplied. 
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F i g . 1. Embedding the shell approach in the K A D S system realization diagram (extended from 
[Gappa 88]) 
In the fo l lowing main part o f the paper, we study the conceptual model o f the expert system 
s h e l l M E D 2 / C L A S S I K A * . W e first g ive a short overview o f the knowledge model 
(section 2), before we describe it in more detail on one hand i n terms of K A D S (section 3) 
and in comparison on the other hand in terms o f the graphical representations (section 4) 
used by the knowledge acquisition user-interface C L A S S I K A . In the last section of the paper 
we report on our experiences with K A D S and try to summarize strengths and weaknesses of 
the K A D S and the strong-problem solving-shell approach. 
The original M E D 2 was developed at the University of Kaiserslautern mainly by Frank Puppe. 
The research group, now at the University of Karlsruhe, continued to develop sophisticated 
graphical user interfaces for it, especially C L A S S I K A for knowledge acquisition, and extents it to 
further types of classification problem solvers and further types of use (hypertext, tutoring). 
2 Overview of the Knowledge Model of the Expert System 
Shell M E D 2 / C L A S S I K A 
The application tasks of the classification shell M E D 2 / C L A S S I K A [Puppe 87ab, Gappa 89, 
D 3 9 1 , Puppe & Gappa 92] are those o f heuristic classification, i n which diagnoses 
(solutions) are identified because of symptoms (data) observed. The problem solving method 
is based on a hypothesize-and-test strategy: Starting with the ini t ia l ly given data, the system 
generates hypotheses and pursues them by asking for additional data. W h e n new data is 
obtained, the working memory containing the actual hypotheses is updated again and a new 
set of data is requested. 
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Fig. 2. Overview of M E D 2 / C L A S S I K A ' s problem solving method 
For the purpose of data gathering, questions are grouped into questionsets corresponding to 
general information, various leading symptoms (complaints) or results o f manual or 
technical examinations (tests). Once a questionset has been selected either by the user or the 
system, a questionnaire with standard questions and - depending on the given answers -
fo l low-up questions are displayed on the screen and f i l led out by the user. The data might 
also be automatically transfered from external data bases or technical sensors. 
In order to evaluate the current hypotheses, the system has to decide, which questionset is 
most useful to be obtained. Pr ior i ty is g iven to dialogue gu id ing rules categorical ly 
indicating questionsets, e.g. routine tests, and to further questionsets selected by the user. If 
there is no certain questionset, a cost-benefit-analysis is performed, which takes into account 
the benefits o f questionsets for the evaluation of the currently suspected diagnoses and a-
priori and case-dependent costs of the questionsets' gathering. W h e n the new questionset is 
completed, the data interpretation and question asking cycle starts anew until f inal diagnoses 
and recommendations (suggestions) are selected. 
S o , the m a i n object types are Symptoms (data), Diagnoses (solutions), Questionsets 
(symptom classes, tests, questionnaires), Suggestions (therapies, recommendations) and 
Rules . Symptoms represent both the Questions asked to the user and Symptom Abstractions 
(data abstractions), which can be infered from the questions by simple database reasoning 
[Chandrasekaran 83]. Both diagnosis categories (solution abstractions) and final diagnoses 
from Clancey ' s scheme for heuristic classification (fig. 3) are represented by Diagnoses. F o r 
data abstraction as we l l as for the heuristic match and the refinement of diagnosis categories 
there are predefined types of rules. 
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F i g . 3. Classification problem solving inference structure (from [Clancey 85]) 
Rules are typed according their type of action. There are types of rules that draw conclusions 
from the obtained data, namely infering data abstractions, adding positive or negative 
evidence to diagnoses and selecting suggestions (therapies). Other important types o f rules 
concern the dialogue guidance: There are rules for asking fol low-up questions, indicating or 
contraindicating questionsets, assessing the benefits and costs of questionsets, suppressing 
answer alternatives because of given answers and checking the user input for plausibi l i ty . 
The ru l e s ' conditions are structured into the main condition, secondary conditions, contexts 
and exceptions. The knowledge representation for object and rule types w i l l be taken up 
again when describing the domain layer types in the next section. 
F o r the purpose of this paper, we concentrate on the kernel mechanisms of M E D 2 . Further 
knowledge types concern for example the interpretation of time-concerning symptoms, of the 
histories of symptom values in fol low-up sessions, the belief revision algorithm for efficient 
conc lus ion retractions, pointers to picture windows of the hypertext system and a case-
comparison problem solver using addit ional knowledge about s imilarit ies , weights and 
abnormalities o f symptoms. Details on the heuristic and case-comparison knowledge model 
can be found in [D3 91], [Puppe & Goos 91]. 
3 The Knowledge Model in Terms of K A D S 
A s M E D 2 is an implemented expert system shel l , its conceptual model o f knowledge is 
already given by its predefined types of knowledge representation and their abstractions. So 
we use K A D S not to construct a new model , but to describe the pre-existing model of 
M E D 2 (reverse engineering). This work is similar to the re-modeling of parts of O N C O C I N 
i n K A D S by [Linster & Musen 91]. 
3 . 1 The Domain Layer 
The instances of the knowledge representation are domain specific and belong to the 
knowledge base of the expert system shell. B u t the shell predefines the types of concepts and 
relations of the domain layer. Figure 4 shows the types of concepts of die domain layer of 
M E D 2 and those of their attributes (designed in circles), that do not represent relations. Most 
of the object types in the figure are already known from the introduction. W e shortly describe 
the purpose of the additional objects and the semantics of only some of the attributes. 
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F i g . 4. Concept types and their attributes of the domain layer 
The concept Knowledge Base Information may contain an i n f o r m a t i o n t e x t about the 
domain and scope of the expert system. It is a special concept only to be instantiated once. 
M e t a Questionsets are used for a hierarchical structuring of the questionsets which eases the 
survey and user selection of questionsets. A n attribute more important for the problem solver 
is s t a t i c c o s t s o f a Questionset wh i ch gives a measure for the expenses o f the 
questionsefs gathering, e.g. performing a test. The attribute e v a l scheme of Symptom 
Abstractions with answertype "one choice" controls the mapping o f a computed numerical 
score of the symptom abstraction to one of its answer alternatives. 
For each attribute, the type of possible values is predefined. Possible value types are 
boolean, number, text, choice from a predefined set or some other composed syntax. 
Examples for text attributes are • name used for the identification o f a concept, • comment for 
notes o f the expert, • i n f o r m a t i o n t e x t o f the concept Knowledge Base Information, 
• prompt, xprompt and xrange which provide further text and explanations used for asking 
a Quest ion, • r a n g e with the possible answer alternatives for one and mult ip le choice 
symptoms (list of texts), • g e n e r a l and s p e c i f i c t e x t and p r o g n o s i s for Suggestions. 
Examples o f attributes wi th a f ixed set o f values are: • The attribute a n s w e r t y p e of 
symptoms whi ch may be "yes/no", "one choice" , "mult ip le choice" , "numeric" , " t ime" , 
"duration", "frequency" or "text", • the t y p e o f a questionset, which may be either "general 
data", " leading symptom", "physical examination", "test", "data from a data base" or other 
"automatically tranfered data", • a - p r i o r i - p r o b a b i l i t y o f diagnoses with the categories 
"extremely often", " o f t e n " , " e x t r e m e l y seldom". 
The relations between the concepts are described in the entity relationship diagram of 
figure 5. Some of these relations are only used to structure the instances of a concept in 
hierarchies or heterarchies (e.g. c h i l d r e n o f diagnoses, c h i l d r e n o f Meta Questionsets; see 
f ig . 10,11 for examples); others define simple inferences l ike : questionsets to be obtained in 
order to pursue a hypothesized diagnosis specified by a weight of the benefit ( to p u r s u e ; see 
fig 15 for examples) or w h i c h competitors o f a diagnosis must be evaluated before the 
diagnosis Could be established ( d i f f e r e n t i a l d i a g n o s i s ) . 
The most di f f icult relations are represented by rules. They connect e.g. Symptoms and 
Diagnoses by the intermediate concepts Condi t ion and A c t i o n . Rules consist o f a main 
precondit ion , further precondit ions, a number o f context diagnoses, w h i c h must be 
established before the rule is evaluated, an action o f several action types and eventually 
exceptions. The preconditions interpret the value of a symptom using predefined operators 
for the different symptom's type o f answer; for example "equal" , "not equal", "one of", "and" 
for one or multiple choice symptoms and number comparing operators l ike "less equal" etc. 
for numerical symptoms. In addition it is possible to check the status o f a diagnosis, i f it is 
"excluded" or "established". The actions of rules correspond to the already mentioned rule 
types l ike : adding positive or negative evidence to a diagnosis ( r a t e e v i d e n c e ) , indicate or 
contra-indicate a questionset and so on. 
The use of a l l these relations is further described by figure 8 which specifies for which 
purpose (knowledge source) the diverse elements of the knowledge representation are used. 
3 , 2 T h e In ference L a y e r 
The inference layer of M E D 2 ' s problem solving is described in figure 6. The upper part of 
this figure reflects the dialog guidance of M E D 2 . 
• Receive Questionsets allows the user to select Questionsets to describe his problem. 
• Select Questionsets to be Gathered collects al l currently activated Questionsets. A c t i v e 
Questionsets are ini t ia l Questionsets given i n the knowledge base, those selected by the 
user, indicated by given answers, to pursue a hypothesized diagnosis, or to refine an 
established diagnosis. 
• Select Current Questionset selects the at the moment most useful Questionset. 
• Select Questions determines the current questions to be presented to the user. First are 
the init ia l questions, then possibly fol low up questions depending on the given answers, 
and so on. The answering is represented via the knowledge source Obtain Answers. 
• Detect Contradictions and Present Contradictions perform plausibility checks on the given 
answers and eventually inform the user of the detected inconsistencies. 
Qucsboueu to be Gathered 
I 
Hypothesized Diagnoses 
Fig . 6. The inference layer of M E D 2 
F r o m the observables entered more useful Symptom Abstract ions are derived in the 
knowledge source Abstract Observables. The heuristic match between symptoms and 
diagnoses is carried out by the fol lowing knowledge sources: 
• Generate Hypotheses as we l l as Test Hypotheses add positive or negative evidence to the 
diagnoses depending on the Criter ia . The evidence mechanism is similar to the scheme 
used i n I N T E R N I S T [Mi l l e r et a l . 82]. 
• Specify Diagnosis Status c lassif ies the evaluated Diagnoses to one o f "exc luded" , 
"hypothesized" or "established". The status of a diagnosis may be used for further 
conclusions. 
The last knowledge source Select Suggestions derives recommendations for the set of 
established diagnoses. 
Meta classes Knowledge Types of Domain Layer 
Available Questionsets All instances of concept Questionset 
Initial Questionsets Set of Questionsets 
User Selected Questionsets Set of Questionsets 
Questionsets to be Gathered Set of Questionsets 
Current Questionset A Questionset 
Available Questions All instances of concept Question 
Questions to Ask List of Questions 
Contradictory Answers Set of set of pairs of Questions and their v a l u e s (a dynamic attribute) 
Observables Set of Questions with v a l u e s (a dynamic attribute) 
Available Symptom-Abstractions All instances of concept Symptom Abstraction 
Symptom Abstractions Set of pairs of Symptom Abstractions and v a l u e s (a dynamic 
attribute) 
Criteria Set of pairs of either Symptom Abstractions or Questions and 
v a l u e s , and Diagnoses with s t a t u s (a dynamic attribute) established 
or excluded 
Available Diagnoses All instances of concept Diagnosis 
Status of Diagnoses Table of Diagnoses with their r a t i n g s (a dynamic attribute) 
Hypothesized Diagnoses Set of Diagnoses 
Established Diagnoses Set of Diagnoses 
Excluded Diagnoses Set of Diagnoses 
Available Suggestions All instances of concept Suggestion 
Current Suggestions Set of Suggestions 
Fig. 7. Correspondence between the inference layer meta classes and domain layer 
Knowledge Sources Knowledge Types of Domain Layer 
Receive Questionsets Transfer task: Questionset Hierarchy (relation c h i l d r e n of Meta 
Questionsets and Questionsets) 
Select Questionsets to be Gathered Categorical indication: 
• i n i t i a l questionsets (arelation) 
• i n d i c a t e and c o n t r a - i n d i c a t e (relations) 
• t o r e f i n e (arelation) 
Cost/benefit-analysis : 
• s t a t i c c o s t s of concept Questionset (a attribute) 
• compute dynamic costs (arelation) 
• to pursue (a relation) 
Select Current Questionset Static priorities: at first i n i t i a l , user selected and i n d i c a t e d 
Questionsets, then cost/benefit-analysis 
Select Questions • i n i t i a l que s t ion of the Current Questionset (a relation) 
• standard quest ions of the Current Questionset (a relation) 
• f o l l o w - u p questions (arelation) 
Obtain Answers Transfer task: 
• q u e s t i o n t e x t , explanation (xprompt), answer alternatives 
(range) etc. (attributes) 
•suppress answer a l t e r n a t i v e s (a relation) 
Detect Contradictions • c o n t r a d i c t i o n (a relation) 
Present Contradictions • Transfer task 
Abstract Observables •compute d i r e c t , compute i n d i r e c t (relations) 
Copy 
Generate Hypotheses and 
Test Hypotheses 
• r a t e a - p r i o r i evidence and rate evidence (relations) 
Select Suggestions • rate evidence (a relation) 
Present Results Transfer Task 
F i g . 8. Mapping between the inference layer knowledge sources and domain layer 
3 . 3 T h e T a s k L a y e r 
W h i l e the inference layer defines a l l possible inferences, the task layer specifies the control, 
when w h i c h of the inferences is performed. The task layer structure o f M E D 2 is quite 
obvious (fig. 9). 
Select Questionsets to be Gathered 
W H I L E N O T E M P T Y Questionsets to be Gathered 
Select Current Questionset 
Select Questions 
W H I L E N O T E M P T Y Questions to Ask 
Obtain Answers 
Detect Contradictions 
IF N O T E M P T Y Contradictory Answers T H E N Present Contradictions 
Abstract Observables 
Copy 
W H I L E new Criteria become known 
Generate Hypotheses 
Test Hypotheses 
Copy 
END WHILE 
Select Questions 
END WHILE 
Select Questionsets to be Gathered 
E N D WHILE 
IF N O T E M P T Y Established Diagnoses T H E N Select Suggestions 
Present Results 
F i g . 9. The task layer of M E D 2 
4 The Knowledge Model in Terms of Graphical Representations 
M E D 2 ' s knowledge acquis i t ion environment C L A S S I K A (knowledge acquis i t ion for 
c/a&s/fication) facilitates human experts to represent their knowledge graphically by 
• entering their domain vocabulary o f symptom names and diagnosis names into 
hierarchies, 
• specifying mainly local information to those terms by f i l l ing- in forms and 
• establishing their relations by arranging and filling-in tables or rule forms. 
The predefined graphical knowledge editors are the intermediating representations used both 
for communicating the underlaying knowledge model of the expert system shell and to 
acquire the domain and relation instances from the expert. B y arranging and f i l l ing i n the 
given types of knowledge editors, the expert instantiates the predefined concept and relation 
types of the internal knowledge representation. Each knowledge editor window summarizes a 
couple o f attribute and/or relation types and therefore represents a v iew or abstraction o f the 
knowledge model . In this chapter we analyze the most important types o f graphical 
representations used in C L A S S I K A and specify their mapping to the concept and relation 
types of the internal knowledge representation or types of inference (knowledge sources). 
The diagnoses of the domain are entered into a graphical Diagnosis Hierarchy (fig. 10) 
represents the c h i l d r e n relation. In another setting of the hierarchy additional lines of 
another l ine type are pointed out to indicate the refinement relation of diagnoses 
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F i g . 10. The Diagnosis Hierarchy 
Meta-Questionsets, Questionsets, Questions and Symptom Abstractions are a l l summarized 
in the Symptom Hierarchy (fig. 11), which can be viewed at different layers of abstractions 
by restricting the object types to be displayed. 
F i g . 11. The Questionset/Symptom Hierarchy 
The Symptom Hierarchy starts with the hierarchical structure of the Meta Questionsets and 
Questionsets in bold letters and bold boxes (relation c h i l d r e n ) . Each questionset gathers a 
couple of Questions displayed in plain letters and boxes, some of them asked always when 
the questionset is obtained (relation i n i t i a l q u e s t i o n s ) and some depending on the user's 
answers (follow-up questions, relation c h i l d r e n ) . Observables may also be preprocessed to 
Symptom Abstractions appearing in bold letters and plain boxes. A t this level o f abstraction 
the detai led preconditions for asking f o l l ow up questions (relation a s k f o l l o w up 
q u e s t i o n s ) and for deriving symptom abstractions (inference Abstract Observables) are 
hidden. They can be inspected by a double-click onto the connecting line. 
Forms are used to acquire the local information and a few relations of a concept. In the form 
for Questions (f ig. 12) for example, the expert may specify the name, text and further 
explanations of the question presented in the dialog (name, prompt, xprompt, xrange) , the 
a n s w e r t y p e and depending on the answertype, the range o f the symptom and an optional 
comment. Further entries specify i f the symptom is a Question or Symptom Abstraction and 
the questionset the symptom belongs to (relation qmember). 
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Fig . 12. A form for a symptom 
The predefined syntax of the attribute values are f ind again in their graphical representations 
for acquiring them. Attributes with predefined value alternatives are represented and acquired 
by radio boxes or pop-up menus, texts by editable text boxes etc. 
The c lassical phases o f data abstraction, heuristic match and refinement of heuristic 
classification problem solving is captured in the fo l lowing graphical representations: 
• the data abstraction of the raw data within the Symptom Hierarchy, 
• the heuristic match between data and solution categories (N:M-relationships) by types of 
Symptom-Diagnoses-Tables and 
• the refinement of solution categories by the Diagnosis Hierarchy (heterarchy). 
Figure 13 summarizes the knowledge to derive a set of diagnoses (labeled the columns) used 
i n the knowledge sources Generate Hypotheses and Test Hypotheses E a c h table entry 
represents a relation for rating a diagnosis ( r a t e a p r i o r i - e v i d e n c e , r a t e e v i d e n c e ) . The 
selected entry means for example: "If the fuel consumption interpretation i s sl ightly too 
high , then rate the diagnosis air f i lter foul with evidence 60 %". Relat ions with more 
complex conditions, which cannot be represented in this table, are indicated by a preceding 
V in the table ce l l . They may be inspected individually by rule forms which can be opened 
by a double-cl ick onto the table's ce l l , or by table ' r individual diagnoses l is t ing each of 
its derivation rules in a column o f the table. 
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F i g . 13. N:M-relations between Criteria and Diagnoses (Generate and Test Hypotheses) 
Figure 14 shows such a detailed table for the derivation of a Symptom Abstraction. The 
highl ighted entry means "If the color_of_exhaust_pipe is black sooty and the type of 
gasoline contains lead, then the combustion is not ok". 
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F i g . 14. Rules to derive a Symptom Abstraction 
Another type o f table represents a l l knowledge for the global dialog guidance of M E D 2 , used 
in the knowledge sources Select Questionsets to be Gathered and Select Current Questionset. 
The relations to categorically i n d i c a t e or c o n t r a - i n d i c a t e a questionset are be specified 
i n the first and third section o f the table. The knowledge used for the cost/benefit-analysis, 
namely how useful a questionset is for the evaluation o f a hypothesized diagnosis (relation 
t o p u r s u e ) , what the costs are to obtain a questionset (attribute s t a t i c c o s t s and relation 
dynamic c o s t s ) is represented in the second and fourth section o f the table. 
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Fig . 15. Knowledge for determining the most useful Questionset 
The knowledge editors of C L A S S I K A include a direct mapping from the graphical to the 
internal (symbol level) knowledge representation and vice versa, such that the expert is able 
to describe his knowledge in the graphical terms and can test his knowledge base without a 
further compilation step. 
M E D 2 / C L A S S I K A is i n use i n about half a dozen serious projects and quite a few users 
experiment with it or use it for educational purposes. Examples o f applications concern fault 
f inding in technical devices (automatic transition control unit [Puppe et a l . 91] , paper 
machines), fault f inding in the production o f elastomers [Plog 90] , hot-l ine support for a 
computer center and medical diagnosis (rheumatology). In most o f the cases the domain 
expert themselves are the users o f the system developing large knowledge bases with no or 
l imited help from the developers of the shell or local knowledge engineers. 
5 Experiences and Discussion 
First o f a l l we want to summarize our experiences made with the representation of the know-
ledge model o f M E D 2 in K A D S . The task o f re-modeling has proven to be feasible and not 
very expensive. 
• F o r the specification of the domain layer, we only had to write down the given knowledge 
representation o f the shell i n K A D S terms of concepts, attributes and relations. The only 
problem was to represent the rules of M E D 2 , which are rather complex relations between 
concepts. Therefore we introduced the auxi l iary concepts Condi t i on , Precondition and 
Exception for the entity relationship diagram. A l s o we abstracted from some details o f the 
knowledge representation, wh i ch wou ld have complicated the diagram but had not 
improved the comprehension, e.g. the matching predicates to evaluate diagnoses and 
symptoms of different answer types as we l l as other attribute dependencies. 
• The description o f the inference layer was more diff icult . W e started to develop it by 
identifying the roles our concepts can play, l ike hypotheses (Hypothesized Diagnoses) and 
final diagnoses (Established Diagnoses) of Diagnosis and indicated questionsets (Question-
sets to be Gathered) of the concept Questionset Those sets of entities are also displayed in 
the system's consultation session. Another motivation was to include the diagrams we 
usually use for explaining the knowledge model to users (fig. 2 and 3 are examples) and 
we summarized s imilar relation types for knowledge sources. There seem to be a lot of 
possible descriptions of the inference layer and ours is just one. So we suspect that it is 
not possible to decide whether two given inference structures are the same. 
• There is little help in the K A D S approach to find out how to choose the right granularity. 
Figure 16 contains a legal Interpretation M o d e l , but is certainly not at the right level o f 
abstraction. Concerning the granularity we oriented ourselves about the formalization of 
other Interpretation Mode ls , but it would have been desirable to have a better library of 
predefined knowledge sources than the existing ones. 
[ Problem | »> ( ^ o l v ^ f> | Solution | f ^ S o l v ^ 
Infercence Layer of GPS Task Layer of GPS 
F i g . 16. Interpretation Model for the General Problem Solver 
• Another problematic aspect is the lack of hierarchical description elements. Some know-
ledge sources l ike Select Questionset to be Gathered and Generate Hypotheses could be 
described i n greater detail, but this would further enlarge the inference structure and make 
it unreadable. The possibi l ity of hierarchical descriptions, l ike in other languages, e.g. 
S A D T , or K A R L [see below], a K A D S derivative, would be a great help. 
• The support o f views which comprise certain parts of the model in a new constellation 
would also be a great advantage. Both figure 2 and 3 are good abstractions which help to 
clarify different aspects o f the model of heuristic classification, but we had to decide on 
one o f them for the design of the inference layer. Al though the knowledge model is a 
concrete refinement of Clancey 's scheme, it can not be directly recognized in the structure. 
• The mapping from the meta classes and knowledge sources of the inference layer to the 
concept and relation types of the domain layer has been unambiguous because we know 
very w e l l for which inferences the types o f knowledge are needed. B u t with this 
description of the inference layer and its mapping it is not expressed how the domain 
knowledge is interpreted to perform the knowledge sources. 
• The description of the task layer was rather s imple. W e only had to reformulate an 
exist ing description o f M E D 2 ' s control structure (algorithm) i n terms of cal ls to 
knowledge sources and comparisons of meta classes for the branching conditions. 
The problem that the K A D S language does not have an unambiguous semantics is w e l l -
known and there is also a great demand for a direct execution of the K A D S model descripti-
ons. Recently there are a number of research projects to develop a formal specification of the 
K A D S models, l ike M L 2 [Akkermanns et a l . 90], or to operationalize them, l ike M O D E L - K 
[Karbach et a l . 91], O M O S [Linster 90] or to unify both l ike restricted M L 2 , K A R L [Fensel 
et. a l . 91] , F O R K A D S [Wetter 90]. Nevertheless the usage of the proposed formal languages 
with a we l l defined semantics to describe conceptual models seems to be hard work. W e 
guess that a convenient and wide usage of them w i l l not happen before reusable primitives 
are identified and a library of predefined knowledge sources and Interpretation Mode l s is 
offered. 
One o f the most important deficiencies in K A D S is that Interpretation Models do not include 
a definition o f the knowledge types from the domain layer together with their mapping to the 
inference layer. Since shells already include a fixing of the knowledge representation they are 
more powerful in supporting developers of expert systems. Knowledge acquisition is reduced 
to instantiating the predefined generic structures. O n the other hand shells usually lack a 
reasonable language to describe their predefined problem solving strategy. So i f Interpretation 
Mode l s could be described at "3 1/2 layers", it would allow the construction of a public avai -
lable l ibrary o f problem solving methods, which include the models of successful implemen-
ted shells l i k e the ones mentioned in the introduct ion. A new, improved l ibrary o f 
Interpretation M o d e l s , describing in a uniform language most k n o w n problem so lv ing 
methods, together with pointers to public available implementations, could reduce drastically 
the development time and costs for new applications. 
Another perspective becoming realistic because of f ixed concept and relation types is the de-
finition of a graphical user interface for knowledge acquisition and the mapping of the know-
ledge editors to the knowledge types of the domain layer (or inferences). W e demonstrated the 
principle and feasibility o f such an extension to K A D S with the C L A S S I K A example in the 
last section. 
One of the goals of K A D S ' conceptual models is to support the communication between the 
knowledge engineer and the expert. So it seems reasonable to compare them with model ba-
sed graphical knowledge acquisition of shells, implementing a role l imi t ing or strong pro-
b lem solving method. O P A L and C L A S S I K A have proven, that it is possible for domain 
experts with little background in computer science to enter their knowledge v ia graphical 
knowledge editors by themselves, without the help of a knowledge engineer. Since their gra-
phical input is directly executable by the underlying problem solver, they are able to main-
tain their knowledge base themselves, without knowing the implementation details of the 
problem solver. 
One prob lem wi th this graphical knowledge acquis i t ion approach is the enormous 
development amount for depicted graphical interfaces. T h e first implementat ion o f 
C L A S S I K A contained about 1.5 M B of compiled L I S P code compared to 140 K B of the 
problem solver. T o facilitate the development of knowledge editors for further problem 
solving methods, we identified reusable graphical structures [Gappa 91a] and developed a 
library o f generic graphical primitives [Gappa 91a, b]. The main objects of this l ibrary are 
knowledge editors l ike hierarchies, graphs, tables and forms. U s i n g these primitives we 
reimplemented and extended C L A S S I K A and developed other knowledge acquisit ion 
environments with drastically reduced development times. 
Since the usage o f these general user-interface primitives for knowledge acquisition sti l l re-
quires the realization o f the mapping between the graphical and internal representation, we 
currently develop a language for the generation of knowledge editors and the mapping onto 
the internal formalism needed from the problem solver. L i k e i n D O T S [Ericsson 91] the 
approach operates directly on the knowledge representation (but is bidirectional) and not on 
problem solver bui lding blocks. 
The main problem with the shell approach is the missing f lexibi l ity o f the hard wired know-
ledge model o f the shell . This may lead to a shoehorn problem, where the expert's know-
ledge does not directly fit into the shell model but must be adapted. Contrary, K A D S allows 
an easy adaptation of the inference model through adding or changing the knowledge sources 
or meta classes. The obvious solution for this problem is to bui ld a meta system to generate 
or configure shells from predefined building blocks, which is attempted in the P R O T E G E II 
[Puerta et a l . 91] and Spark, B u r n and Fire Fighter [Kl inker et a l . 90 , 91] approaches also 
including the generation of graphical knowledge editors. 
It seems, that both approaches are converging: K A D S becomes more and more operational, 
while shells become more and more configurable. 
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Differentiating Problem Solving Methods* 
Guus Schreiber * Bob Wielinga * Hans Akkermans 
A b s t r a c t 
Problem solving methods (PSM's) are important in constructing modular 
and reusable knowledge-based systems, as they specify the different types of 
knowledge used in knowledge-based reasoning, as well as under what circum-
stances what knowledge is to be applied. We argue that the formal modeling of 
P S M ' s is a useful means for clarifying, communicating and comparing problem-
solving knowledge. This paper shows how such P S M ' s can be formally defined. 
We illustrate this by developing a formal model for the Cover-and-Differentiate 
method for diagnosis, and comparing this to Heuristic Classification. 
1 Introduction 
A generally accepted pr inc iple underly ing Knowledge-Based Systems ( K B S ) is that 
they solve problems through the appl icat ion of domain specific knowledge. O n the 
basis of this principle many useful systems have been developed [ M c D e r m o t t , 1988], 
some of which are in operat ional use. However, the pr inc ip le of problem solving 
power through application of domain knowledge does not specify what the nature 
of the knowledge is that these systems use and under what circumstances what 
knowledge should be appl ied , i.e. the method of so lv ing a part i cu lar problem through 
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appl i cat ion of knowledge s t i l l needs to be expl icated. In recent work [McDermott , 
1988; Clancey , 1983] several of such P r o b l e m So lv ing Methods ( P S M ' s ) have been 
described, but so far no comprehensive theory of P S M ' s has emerged. T h e goal of 
this paper is to show that a P S M can be formal ly defined. T h e example P S M that 
this paper focuses on is the Cover-and-Dif ferentiate method [Eshelman et al, 1988; 
E s h e l m a n , 1988]. W e also i l lustrate how several methods, wh i ch are seemingly alike 
at the level of in formal descr ipt ion , can be rigorously compared, and can be shown 
to be formal ly different. 
W h a t constitutes a P S M ? It is progressively becoming clear [Clancey, 1985; W i e l i n g a 
k. Breuker , 1986; W i e l i n g a et al, 1992; Steels, 1990] that there are a number of basic 
ingredients that are needed in order to specify a prob lem solv ing method . These 
ingredients are types of knowledge which would be instant iated for each specific 
method . There are at least the fo l lowing types of knowledge required in the specifi-
cat ion of a P S M . 
1. Knowledge describing which inferences axe needed in an appl i cat ion . Inferences 
( in K A D S : "knowledge sources" [Wie l inga et al, 1992]) describe the elementary 
reasoning steps that one wants to make in some domain and the roles that 
pieces of domain knowledge that are manipu la ted by the inferences p lay in 
the overall reasoning process (e.g. finding or hypothesis; , in K A D S these are 
called " m e t a classes"). T h e set of inferences is often graphica l ly represented 
i n a d iagram showing the input - ou tput dependencies between inferences: the 
so-called "inference s t ruc ture " . 
2. Knowledge about the structure of the domain-specific knowledge required to 
perform inferences. For example , an inference in which quant i tat ive data are 
abstracted into qual i tat ive findings requires domain knowledge which relates 
pieces of domain knowledge that play the role of da ta and findings (e.g. def-
in i t ions , generalisations or qual i tat ive abstract ion relations [Clancey, 1985]). 
T h i s type of knowledge corresponds to the not ion of domain view i n K A D S 
[Wie l inga et al, 1992]. 
3. Control knowledge wh i ch is used to determine how inferences are sequenced i n 
a part i cu lar s i tuat ion . T h e not ion of a task is used to structure this contro l 
knowledge. A task defines a typ i ca l decomposit ion into inferences a n d / o r sub-
tasks together w i t h in te rna l sequencing in format ion . 
T h e different types of knowledge can be viewed as located i n layers which have a 
object -metarl ike re lat ion . A n inference applies domain knowledge w i t h a par t i cu lar 
s tructure ; contro l knowledge invokes inferences. 
Genera l ly speaking, there are two ways in which P S M ' s are described in the l i t e r a -
ture : the informal descript ion using either n a t u r a l language or an in formal ly defined 
graphica l notat ion [Breuker et al, 1987; W i e l i n g a et al, 1992], and a computational 
descr ipt ion, which is formal and unambiguous , but difficult to interpret and not 
independent of implementat ion details . B o t h ways of describing P S M ' s make i t 
h a r d to compare methods, let alone to develop a theory of prob lem so lv ing i n K B S . 
There is a clear need for an intermediate , formal but implementat ion- independent , 
descr ipt ion of P S M ' s . 
In this paper we show how formal methods can be used to define the different 
knowledge types required for specification of P S M ' s . There are several reasons w h y 
a formal account of P S M ' s is impor tant . F i r s t , formal models are a means for concise 
and precise corrununication of P S M ' s . Second, formal models al low us to identi fy 
d is t inguish ing properties of different P S M ' s . and thus to compare t h e m . A t h i r d 
reason is re-usability. W h e n we specify different knowledge types i n a modular way, 
modules can be re-used over different P S M ' s . Such re -usabi l i ty is of great prac t i ca l 
importance for b u i l d i n g K B S ' s . Last but not least, formal approaches to mode l l ing 
P S M ' s can provide first steps towards a theory of automated prob lem so lv ing . 
2 Framework for Formal Modelling 
In a recent paper [Akkermans et a/., 1991] we have proposed a logic-based language 
called ML2 for the formal descript ion of P S M ' s . A s po inted out i n the previous 
section, a P S M is defined i n terms of different types of knowledge. Accord ing ly , our 
formal m o d e l l i n g language has been designed such that the various knowledge types 
can be expressed by means of different formal constructs. T h e m a i n ingredients of 
ML2 are briefly described below. 
A n ML2 descr ipt ion is basical ly a structure of logical theories. E a c h theory consists 
of a s ignature and a set of axioms. T h e logical language is usual ly first-order order-
sorted, but i t can be extended to inc lude, for example, m o d a l operators. ML2 al lows 
for the specif ication of knowledge modules of P S M ' s as separate theories. These 
theories can be combined by means of simple meta-theoretic operators, such as the 
import operator which generates the union of two theories. In this respect ML2 
is the K B S equivalent of algebraic specification languages for conventional software 
[Bergstra et al., 1990]. In add i t i on to these more or less s tandard faci l it ies, ML2 
offers a number of pr imit ives wh i ch faci l itate the description of l inks between the 
various types of knowledge used in a P S M : 
Meta-level organisation 
T h e three different types of knowledge are defined in ML2 as three layers, each 
layer consist ing of a set of modules of a certain knowledge structure . T h e 
modules i n different layers have an object -meta re lat ion : knowledge structures 
i n one layer can be viewed as meta-level objects in another layer. These meta -
level objects can be reasoned about and can be appl ied in order to derive new 
in format ion . 
Meaningful naming: the lift operation 
In ML2 the so-called lift operation defines the connection between d o m a i n 
(object-level) structures and their corresponding meta-objects by establ ishing 
a n a m i n g re lat ion . T h i s m a p p i n g is achieved v i a sets of rewrite rules. A par -
t i cu lar feature is that we do not use the conventional quotat ion or s t r u c t u r a l -
descriptive names, but instead employ a definable naming . T h i s type of n a m i n g 
relat ion makes it possible to give names to knowledge elements that express the 
role that these elements play in the reasoning process. Inferences usual ly re-
quire a certain structure of the domain knowledge in order to be effective. T h i s 
structure is provided i n an ML2 descript ion by meaningful naming . For ex-
ample, it is possible to give names to indicate that certain domain statements 
are to be interpreted as definitions and can thus be used in an abstract ion 
inference step. 
R e f l e c t i o n r u l e s 
Names on ly are not sufficient to establish the l ink between object- and meta -
theories. It is also desirable, l ike in control types of knowledge, to be able 
to influence inferences in a theory at one level from theories at another level . 
T h i s is realised in ML2 by reflection rules. T h e most impor tant reflective 
predicates are ask^., related to the s tandard upward reflection rule s ta t ing 
that ask±-(\0], \P])1 is true i f the assertion P is derivable in object-theory O, 
and telle, whose behaviour is defined by the downward reflection rule : 
tM telle((\Q],\P],\0>]) m 
Q eO' iff Q eO or Q = P K } 
saying that O' is a theory w i t h the same axioms as O plus P. For an extensive 
descript ion of reflective rules in ML2, see [van Harmelen et al, 1990]. 
In short , our formal mode l l ing language has a mul t i - l eve l and mult i - language s t ruc -
ture (hence the name ML2). A s such, it has some features in common w i t h systems 
l ike Socrates [Jackson et al, 1989], R E F L O G [Lavrac & Vassi lev , 1989] and F O L 
[Weyhrauch, 1980]. 
3 A Model of Cover-and-Differentiate 
In this section parts of a formal description in ML2 of the problem-so lv ing method 
cover-and-differentiate ( C & D ) are presented. T h e fu l l f ormal descr ipt ion can be 
found in [van Harmelen et al., 1990]. T h e in format ion sources for this descr ipt ion 
[Eshelman et al, 1988; E s h e l m a n , 1988] do not supply a complete descript ion of a l l 
the details of C & D . P a r t s of the under ly ing specif ication are thus a more or less 
"educated guess" about the workings of C & D . T h e idea behind this description is 
to create a p la t form to discuss what P S M ' s l ike C & D actual ly do and to be able to 
compare them. 
N o t e A l l free variables in the theories given below are i m p l i c i t l y assumed to be 
universal ly quanti f ied. 
1 The notation \P] should be read as "the name of P " . 
3.1 Conceptual Description of C & D 
Cover-and-di f ferentiate [Eshelman, 1988] is a prob lem solving method for diagnostic 
tasks . T h e m a i n knowledge structure on which C & D operates is a causal network. 
T h e nodes i n this network are expressions about the state of the system be ing d iag -
nosed. Reasoning basical ly comprises two types of inferences: cover inference steps 
i n w h i c h the causal network is used in an abduct ive manner to generate po tent ia l 
explanat ions for nodes that need to be expla ined , and differentiate inference steps 
i n w h i c h these potent ia l explanations are confirmed or disconfirmed by a p p l y i n g 
a d d i t i o n a l knowledge i n the network. C & D uses in its reasoning two general p r i n -
ciples: exhaustivity (every s y m p t o m should be explained) , and exclusivity (a f o rm 
of O c c a m ' s razor : a l l things being equal , parsimonious explanations are preferred). 
T h e so lut ion that C & D comes up w i t h is an explanat ion p a t h f rom symptoms to 
(potent ia l ly mul t ip le ) causes. T h e solution can be a p a r t i a l one. 
One of the points that triggered the work presented i n this paper is the fo l lowing 
quote f r om [Eshelman, 1988; page 37]: 
" M O L E is an expert system shell that can be used in b u i l d i n g systems 
that use a specialised form of heuristic classification to solve diagnostic 
problems." 
In the comparison between Cover-and-Dif ferentiate and Heur is t i c Class i f i cat ion i n 
Section 4 we w i l l come back to this statement and show that there are a number of 
fundamenta l differences between these two prob lem solv ing methods. 
3.2 Structure of Domain-Specific Knowledge in C & D 
C o n c e p t s T w o types of concepts are dist inguished: states and qualifiers. States 
are the nodes in the causal network. F i g . 1 shows the example causal network defined 
in this section. T h e start-nodes in the causal network are the i n i t i a l causes, the end-
nodes are the complaints or symptoms, and the intermediate ones are in te rna l states. 
Quali f iers are observations, that do not play the role of symptoms . These are used to 
quali fy (or disqualify) the ' ' t r u t h " of a state or of a causal re lat ion between states. 
R e l a t i o n s In C & D , six types of relations are dist inguished between states a n d / o r 
qualifiers: 
S I c o v e r s S 2 
S I is a potent ia l cause of S2. Cover relations define a causal network f rom 
causes to symptoms, potent ia l ly v i a intermediate states. 
T h e theory potential-causes shows some axioms representing causal relations 
i n a domain of ischaemic heart diseases 2 . T h e axioms can be read as "some 
2 T o save space, we have left out the declaration of the signature (sorts, constants, functions, and 
predicates) and also unessential module connectors like some import operations. For more details 
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Figure 1: E x a m p l e causal network for Cover-and-Dif ferentiate 
state m a y cause some other s ta te " . W e use a mo da l operator O (" it is possible 
t h a t " ) to stress the fact that we are specifying potent ia l cause-effect r e l a t i o n s 3 . 
theory potential-causes 
axioms 
O (coronary-artery-obliteration(70-percent) 
—• myocardial-ischaemia(present)) ; 
O (coronary-artery-obliteration(90-percent) 
—* myocardial-ischaemia(present)) ; 
O (myocardial-ischaemia(present) 
—• angina-pectoris(present)) ; 
O (angina-pectoris(present) 
—• retro-sternal-pain(present)) ; 
O (coronary-artery-obliteration(lOO-percent) 
—• myocardial-necrosis(present)) ; 
O (myocardial-necrosis(present) 
on these issues, please refer to [Akkermans et a/., 1991] 
3 T h i s presents no problems, as we do not deduce new theorems in this theory, See also section 
—• myocardial-infarction(present)) ; 
O (myocardial-infarction(present) 
—• retro-sternal-pain(preStent)) ; 
SI anticipates S 2 
S I always causes S2. These relations are thus necessary causal relations, T h e 
ax ioms can be read as "some state always causes some other s tate" . 
theory necessary-causes 
axioms 
coronary-artery-obliteration(lOO-percent) 
—• myocardial-necrosis(present) ; 
A "necessary causal" relation is viewed a stronger variant of the "potent ia l 
causa l " re lat ion . E v e r y a x i o m in this theory appears thus also ( in a m o d a l 
form) i n the previous theory. 
If Q, prefer/rule-out S 
States can be qualified through certain observations. T h e effect of such a 
qualifier can be posit ive (a state becomes more l ikely) or negative (a state 
becomes less l ike ly ) . 
theory state-indicators 
axioms 
blood-CPK(high) 
—• myocardial-necrosis(present) ; 
If Q, prefer/rule-out SI as explanation of S 2 
In a s imi lar sp i r i t , causal relations between states can be qualif ied through 
certa in observations. T h e effect of such a qualifier can be posit ive (a causal 
re lat ion becomes more l ikely) or negative (a causal re lat ion becomes less l ike ly ) . 
theory connection-indicators 
axioms 
physical-state(stress) 
—» O (coronary-artery-obliteration(70-percent) 
—• myocardial-ischaemia(present)) ; 
D u e to space l imi tat ions we w i l l only treat i n this paper axioms defining a 
preference for either a state or a connection. 
Lift operation T h e required domain structure for C & D is specified by providing 
meaningful names (see Sec. 2) for the domain specific axioms shown above. T h i s is 
done i n a so-called lift operator. T h e connection between axioms and their names is 
realised through a set of rewrite rules, that specify the re lat ion between object-level 
(= domain-specif ic) and meta- level (= PSM-spec i f i c ) knowledge structures . 
In the l i f t -operator domain-schemata below we show how the axioms of the theories 
presented above can be mapped onto names on a meta- level . T h e names are in this 
case uninterpreted funct ion terms such as cover-relation(Sl, S2) and correspond to 
what we cal l a meaningful name. T h e first argument of the m a p p i n g function lift 
i n the rewrite rules is the name of some object- level theory; the second argument 
specifies an a x i o m schema in this theory. T h e r i g h t - h a n d side of the rewrite rule 
maps instances of such a schema onto names in the meta-theory, such as a complex 
t e r m of type cover-relation. 
lift-operator domain-schemata 
from potential-causes, necessary-causes, state-indicators, ... 
to cover-theory, anticipate-theory, prefer-theory, ... 
signature 
sorts: 
% event has two sub-sorts 
(event (state qualifier)) 
functions: 
cover-relation: state x state —• ... 
anticipate-relation: state x state —• .. 
prefer-state: qualifier x state —» .. 
prefer-connection: qualifier x state x state —• .. 
meta-variables: P i , P 2 , P3: atom 
mapping 
lift(potential-causes, O ( P i P 2 ) ) 
•-• cover-relation((*Pi]:state, |"P 2]:state) ; 
lift(necessary-causes, P i —» P 2 ) 
H + anticipate-relation( [ P i ] :state, [P 2 ] : s tate ) ; 
lift(state-indicators, P i —• P 2 ) 
y-+ prefer-state([Pi]:qualifier, [P 2 ] : s tate ) ; 
lift(connection-indicators, P i —• ( P 2 —» P3)) 
1—• prefer-connection([Pi] .qualifier, [P 2 ] : s tate , [ P 2 ] .state) ; 
T h e approach of separating the two views of knowledge structures (domain-specif ic 
and PSM-spec i f i c ) has i m p o r t a n t advantages. Domain-speci f ic theories could be re-
used in other P S M ' s . M u l t i p l e mappings can faci l i tate m u l t i p l e use of essentially 
the same knowledge. In C & D , this separation also keeps intact two d is t inc t views 
on nodes in the causal network, namely the node as an expression about a value of 
an a t t r ibute o f the system (at the object level) and the node as an object in its own 
right (at the m e t a level) . 
3 . 3 Inference knowledge in C & D 
R o l e s i n i n f e r e n c e s 
Cover-and-dif ferentiate operates on a causal network of states. T h i s network is 
actual ly present in two forms: 
1. T h e causal network i tself as defined by the cover re lat ions. These relations 
describe possible explanations. 
2. T h e explanation network that is b u i l t dur ing prob lem so lv ing . T h e explanat ion 
network is a subset of the causal network and can be viewed as i ts ins tant ia t i on 
for a par t i cu lar prob lem. 
T h e exp lanat ion network consists of three subsets, namely considered explanations , 
preferred explanations and rejected explanat ions . 
T h e inference theories operate on the fo l lowing d a t a elements: 
1. E lement of the three subsets of the exp lanat ion network: (i) considered exp la -
nat ions , (ii) preferred explanat ions , or (hi) rejected explanat ions . 
2. A focus: a state in the considered or preferred explanat ion network that is not 
explained by a another state. 
These d a t a elements correspond to what were called roles earlier. 
t h e o r y role-defs 
u s e domain-schemata 
s i g n a t u r e 
p r e d i c a t e s 
considered-explanation: state x state 
preferred-explanation: state x state 
rejected-explanation: state x state 
focus: state 
T h e phrase "explanat ion network" as used in the rest of this text refers to the 
considered solutions. Note that inference theories specify elementary inference steps. 
U p d a t e s of the sets of considered, preferred and rejected explanations are handled 
i n the contro l knowledge (see further) . T h r o u g h the u s e clause one declares that the 
theory needs access to the object- level terms provided by the l i f t -operator domain-
schemata. 
I n f e r e n c e t h e o r i e s 
T h e elementary inference steps are described as a set of first-order theories, that 
use the domain schemata described in Sec. 3.2. F i g . 2 depicts the inference steps 
(the ovals) we have specified for C & D and their input -output (the boxes) . 4 T h e 
inferences can be d iv ided i n two groups: 
1. Inferences that use the domain knowledge defined by the lift operator domain-
schemata. Examples of these inferences are cover, anticipate, prefer and rule-
out. 
2. Inferences that reason only about the current state of work ing memory , e.g. 
the current contents of the exp lanat ion network. Examples of these inferences 
are occams-razor and establish-focus 
D u e to space consideration we omit a fu l l descript ion of the inferences rule-out and 
establish-focus. These can be found i n [van Harmelen et al, 1990; Chapter 5] 
F igure 2: Inferences in Cover-and-Di f ferent iate : their input - output dependencies. 
C o v e r I n f e r e n c e T h e cover inference generates considered explanat ions . It uses 
the cover-relation to find a potent ia l exp lanat ion of a state that is not yet explained 
(the focus). T h e cover inference step bui lds the explanat ion network by going back-
wards through the causal network. Cover models the exhaustivity pr inc ip le of C & D : 
a l l symptoms should be expla ined , whenever possible. 
t h e o r y cover-theory 
u s e domain-schemata 
i m p o r t role-defs 
a x i o m s 
focus(Si ) A ask^(potential-causes, cover-relation(S2, S i ) ) 
—*> considered-explanation(S2, S i ) 
Askt is one of the reflective predicates. It requests the lift operator domain-schemata 
to find out whether the complex cover-relation t e rm can be mapped onto an a x i o m 
of the "potential -causes" theory. Note that the predicate considered-explanation is 
4 Note that this diagram does not prescribe a particular order in which the actual problem-solving 
should be carried out. This is specified as separate control knowledge. 
an example of a description of the role that an object (or in th is case, a tuple of 
objects) p lays i n the inference process. These role predicates are defined i n the 
role-defs theory specified earl ier . T h i s theory is imporied into the inference theory. 
T h e s tructure of the defining a x i o m of inferences that make use of domain knowledge 
is t y p i c a l l y : 
< inputs > A ask^(domain knowledge) —+< output > 
where the inputs and outputs are role-names of objects i n the reasoning process. 
Anticipate Inference T h e dif ferentiation part of C & D is more compl icated than 
covering and consists of a number of elementary inferences (see also below) . T h e 
anticipate inference is part of this differentiation process, i n w h i c h the considered 
explanations generated by cover are pruned. T h e anticipate theory defines that i f 
a state S I , that is considered as an explanat ion for a state S2, should always cause 
some other state S3 , then S3 should be true. If this is not the case, then S I should 
be rejected as an explanat ion of S2 . 
theory anticipate-theory 
use domain-schemata 
import role-defs 
axioms 
considered-explanation(Si, S2) 
A aske(necessary-causes, anticipate-relation(Si, S3)) 
—• ((fact(Ss) A considered-explanation(Si, S3)) V 
(-1 fact(Ss) A rejected-explanation(Si, S2))) ; 
W e do not define fact here. It is assumed to find out whether a state is part of the 
explanat ion network or to query the user for a value, whatever is appropr iate . 
Prefer Inference Prefer is also part of the differentiation step of C & D . T h e pre-
fer theory uses two prefer relations (prefer-state and prefer-connection) to prefer a 
par t i cu lar state as the exp lanat ion of a state over other states that are not exp l i c i t ly 
preferred. T h e preference is established by the presence of qualifiers for this state 
or causal re lat ion . E . g . , in the example causal network of F igure 1 the finding that 
a pat ient is phys ica l ly stressed wou ld give rise to a preference for the state w i t h 
a smaller degree of coronary artery obl i terat ion as the explanat ion of myocard ia l 
i schaemia (i.e. oxygen shortage i n the heart muscle) . 
theory prefer-theory 
use domain-schemata 
import role-defs 
axioms 
considered-explanation(Si, S2) 
A ask^(state-indicators, prefer-state(Si, Q)) 
A fact(Q) - f 
preferred-explanation(Si, S2)) ; 
considered-explanation(Si, S 2 ) 
A asfch(connection-indicators, prefer-connection(Si, S 2 , Q)) 
A fact(Q) - » 
preferred-explanation(Si, S 2 ) ; 
O c c a m ' s R a z o r Occam's razor models the exclusivity pr inc ip le of cover-and-
differentiate. E x c l u s i v i t y is a f o rm of Occam's razor. A l l things being equal , p a r s i -
monious explanations are preferred. 
T h e a x i o m below says that i f a state S\ explains a state S3 and also some other 
state S 4 , then this exp lanat ion should be preferred above a compet ing explanat ion 
S2 for 53 where the exp la in ing state explains only S 2 . 
t h e o r y occams-razor-theory 
a x i o m s 
considered-explanation(Si, S3) A considered-explanation(S 2 , S3) 
A (3 S4 considered-explanation(Si, S4) A S3 ^ S4) 
A -1 (3 S5 considered-explanation(S 2 , S5) A S3 ^ S5) 
—• rejected-explanation(S 2 , S3) 
A n interest ing feature of this inference theory is that , unl ike the other theories, it 
does not make use of domain knowledge (i.e. there is no ask s tatement) . T h i s is 
fu l ly in accordance w i t h the generality of this pr inc iple . T o re-use this theory in 
another P S M it would be sufficient to rename the pred icate -symbols 5 . 
3.4 Control Knowledge in C & D 
T h e centra l object in contro l knowledge is the not ion of a task. A task specifies 
how elementary inference steps can be combined to achieve a par t i cu lar goal. W e 
dist inguish two types of tasks: (i) primitive tasks and (ii) complex tasks. 
P r i m i t i v e t a s k s P r i m i t i v e tasks specify how inference theories can be appl ied dur -
ing ac tua l prob lem so lv ing . T h i s task-view of inference theories is achieved through 
the meta-level operations of ML2. T h e axioms below show how the reflective pred-
icates are used to specify the cover task6. O t h e r pr imi t ive tasks are specified i n a 
s imi lar fashion. 
cover-task(Foci, New) <— New = 
5 I n ML2 this theory can be specified PSM-independent as a parameter!sed theory. 
6 D u e to space considerations the specification of the corresponding lift operator is left out. 
{ < S i , S 2 > | S 2 e Foci A 
tel^ (cover-theory, focus(S 2 ) ) A 
ask\-(cover-theory, considered-explanation(Si, S 2 ) ) } ; 
T h e ax ioms i n this section can be read as logic programs. T h e cover task takes 
as an i n p u t the set of states that need to be explained (Foci) and produces a l l 
considered explanations (the set of two-tuples < 5 i , 5 2 >) for a l l states i n F o c i . 
T e / / e generates a new cover theory w i t h an add i t i ona l focus a x i o m . Ask±- infers new 
considered-explanation terms i n the cover theory. 
C o m p l e x T a s k s C o m p l e x tasks specify the dependencies between sub-tasks, that 
can be either p r i m i t i v e or complex. T h e differentiate part of C & D is such a complex 
task. It consists of four p r i m i t i v e tasks. T h e pr imi t ive tasks differentiate the network 
of exp lanat ions . Three sub-sets of explanations are dist inguished: considered exp la -
nat ions (Cset), preferred explanations (Pset) and rejected explanations (Rset). T h e 
inferences operate on elements of these sets. These elements are two-tuples of state 
terms . T h e anticipate-task extends the set of considered explanations on the basis 
of ant i c ipatory relations that are satisfied and puts explantions whose ant ic ipat ions 
are not fulf i l led i n a set of rejected explanations. T h e prefer-task operates on the 
set of considered explantions w i t h the rejected ones removed and bui lds a set of 
preferred explanat ions . T h e rule-out and occams-razor tasks detect rejections i n the 
r e m a i n i n g set of considered explanations. F i n a l l y , one set results f rom the removal of 
a l l rejected and preferred explanations f rom the set of considered ones and a second 
set is constructed that contains a l l preferred explanations sofar. 
differentiate-task(Csetln, Psetln, CsetOut, PsetOut) * -
anticipate-task(Csetln, Cset\ Rset) 
prefer-task(Cset' \ Rset, Pset ' ) A 
rule-out-task(Csef \ ( P s e f U Rset), Rset') A 
occams-razor-task(Cset' \ ( P s e f U Rset U Rset') , Rset") A 
CsetOut = C s e f \ ( P s e f U Rset U Rse f U Rset") A 
PsetOut = Psetln U Pse f ; 
T h e two axioms below specify the top-level task cover-and-differentiate. It is an 
i terat ive task, a l ternat ing between the cover-task and differentiate-iask and an a d -
d i t i o n a l task establish-focus. T h i s last task calls the corresponding inference to find 
those states i n the current explanat ion network that are not themselves expla ined 
by another state. T h e top-level task terminates when no new states are generated 
by the cover-task that need to be explained. 
cover-and-differentiate-task( Csetln, Psetln, Solution ) <— 
establish-focus-task(Csetln U Psetln, Foci) A 
cover-task(Foci, NewC) A NewC ^ 0 A 
differentiate-task(Csetln U NewC, Psetln, Cse f , P s e f ) A 
cover-and-differentiate-task(Csef, P s e f , Solution) ; 
cover-and-differentiate-task( Cret in , Pset ln, Solution ) +— 
establish-focus-task(Csetln U PSetln, Foci) A 
cover -task(Foci , 0) A 
Solution = Csetln U Psetln ; 
4 Analysing Cover-and-Differentiate 
G i v e n a formal account of cover-and-differentiate as a prob lem so lv ing m e t h o d for 
a diagnosis task, we are now in a posi t ion to use the formal isat ion for ana lys ing 
the relation of C & D to other methods for diagnosis. Eshe lman [Eshelman, 1988] 
states that C & D is a f o rm of heuristic classification ( H C ) [Clancey, 1985]. A f o rmal 
descript ion of parts of H C is presented in [Akkermans et a/., 1991]. W h e n we compare 
C & D and H C there appear to be a number of fundamental differences. 
1. A cruc ia l elementary inference step i n H C is the abstraction inference: the 
left leg of the Clancey ' s "horseshoe" [Clancey, 1985]. T h i s abstract ion step 
i n the H C prob lem so lv ing method is used to abstract specific findings (e.g. 
patient is alcoholic) to more general ones such as "compromised host " . These 
general findings are then used in an association step to generate hypotheses. 
It is clear f rom the formal definit ion of C & D that there is no equivalent of 
such abstract ion steps in the C & D method . F ind ings are either s y m p t o m s 
or qualifiers and are d irect ly associated w i t h hypotheses (states that e x p l a i n 
other states). O f course abstract ion could be added to C & D , but this w o u l d 
require an addi t ional domain theory descr ibing the relations to be used i n the 
abstract ion inferences. In addi t ion it w o u l d require the definit ion of an abstract 
prob lem solv ing step, changes to the cover-theory would be needed and a new 
role would have to be defined: abstracted-data. A l t h o u g h these changes are 
not very difficult to make in the formal mode l , they would y ie ld a different 
structure of the knowledge at several levels. 
2. A second difference concerns the way in which hypotheses (considered-
explanations) are generated. In the cover-theory these hypotheses are gener-
ated through a query of the potential-causes theory concerning cover-relations. 
T h i s means that only those hypotheses are generated which are d irect ly l inked 
to the s y m p t o m being focussed on. In H C hypotheses can be generated f r o m 
an etiological hierarchy through trigger relations. A trigger re lat ion can relate 
one or more symptoms to a hypothesis anywhere i n the hierarchy. So , the 
method for generating hypotheses in H C is more flexible and more of a heur is -
t ic nature than the one in C & D . C h a n g i n g the C & D mode l to incorporate such 
heuristic associations wou ld require significant changes. In order to m a i n t a i n 
the exhaust iv i ty pr inc ip le (a l l symptoms are explained) a new inference w o u l d 
be needed. T h i s inference would establ ish an explanat ion p a t h between h y -
potheses somewhere i n the causal network and the symptoms . Moreover the 
simple control s tructure of C & D would need to be replaced by a more complex 
one, since the set of covered symptoms would have to be derived. 
3. A t h i r d difference between C & D and H C concerns the way i n w h i c h the differ-
ent ia l is reduced. In C & D the set of hypotheses is reduced by app ly ing rule-out 
ant i c ipat i on and preference inferences. E a c h of these inferences applies to a 
single hypothesis. T h e H C method differentiates between compet ing hypothe-
ses by searching for d i scr iminat ing evidence. For example , the equivalent in 
H C of the anticipate inference would look l ike the theory below. 
theory he-anticipate 
axioms 
considered-explanation(Sl, S3) A considered-explanation(S2, S3) A 
ask^(necessary-causes, anticipate-relation(Sl , S4)) A 
ask^(necessary-causes, anticipate-relation(S2, S4)) 
(fact(S4) A rejected-explanation(S2, S3)) V 
(-» fact(S4) A rejected-explanation(Sl, S3)) 
T h e premise of the theory mentions two considered-explanation atoms. T h e 
reason why i n C & D differentiation can be performed on single hypotheses is 
that the exhaust iv i ty pr inciple allows C & D to prefer hypotheses by r u l i n g 
out alternatives . There are thus essential differences between what is called 
differentiation i n C & D and H C . 
4. In H C hypotheses ( internal states) are structured i n a hierarchy w h i c h is used 
to generalise or specialise a hypothesis. N o such hierarchical relations are 
present in the C & D domain theories, nor are they used i n the inferences. A g a i n 
such knowledge could be incorporated in a new domain theory and inferences 
and tasks could be updated accordingly. 
In fact, there are many more differences. T h e solut ion i n H C is in pr inciple one cause; 
in C & D the so lut ion can be mult ip le causes and includes the causal pathway 's to 
these causes. 
If we step back and take a global view on bo th C f c D and H C , we observe some 
s imi lar i t ies . B o t h P S M ' s are specialisations of a general generate and test schema. 
In C & D the generate process is s imply represented by the cover-theory. In H C this 
process is represented by a more complex combinat ion of abstract ion and heurist ic 
association. T h e test process in C & D is realised by the differentiate task, wh i ch 
in t u r n applies the rule-out , prefer and ant ic ipate inferences. In H C the test is 
performed through a different differentiate task using the hierarchy of hypotheses. 
Concern ing the principles that underlie H C and C & D we see that bo th P S M ' s are 
based on abduct ive generation of hypotheses, but that C & D requires the symptoms 
to be ful ly explained by the so lut ion, and that H C only requires that a so lut ion is 
consistent w i t h the symptoms . 
A l l i n a l l , we can conclude that C & D and H C have some s imilar i t ies when viewed 
at a sufficiently h igh level of abstract ion, but that the differences at a more detailed 
level t u r n out to be considerable. T h e given formal account has thus shown that is 
not warranted to view C & D as a special f o rm of H C . In addi t ion we can see how 
new P S M ' s can be constructed by combin ing the ingredients of bo th models . 
5 Conclusions 
W e have sketched i n this paper a framework for the formal model ing of prob lem 
so lv ing methods . T h i s has been i l lus trated by construct ing a formal definit ion of 
the Cover-and-Dif ferentiate method that can be used for certain types of diagnosis 
tasks. O n the basis of this f o rmal def init ion, we have brought to l ight considerable 
differences w i t h the heurist ic classification method . Different formalisations of the 
Cover-and-Dif ferent iate method are conceivable. W e are not c la iming that our f ormal 
mode l is the only correct one, nor that it ful ly reflects the actual implementat ion i n 
M O L E . However, the formal account given in this paper can be a s tar t ing point for 
a precise def init ion of what Cover-and-Dif ferent iate is. 
T h e m a i n conclusion of this paper is that f o rmal model ing of prob lem so lv ing m e t h -
ods, w h i c h under ly reasoning i n knowledge-based systems, is a useful means for 
c lar i fy ing and communica t ing the precise nature of problem-so lv ing knowledge. W e 
have shown that in formal statements i n the l i terature about methods such as Cover -
and-Dif ferentiate are often imprecise, and sometimes misguided , i f not incorrect . 
F o r m a l models allow a much more detai led def init ion and comparison of different 
prob lem so lv ing methods. One could argue that the differences that we have dis-
cussed could have been found by using other means of analysis . A t hindsight this 
is plausible , given the thorough understanding that we now have of the two prob-
lem so lv ing methods . However, we doubt whether such an understanding is easily 
achieved wi thout some form of formal analysis . 
In the context of the practice of knowledge acquis i t ion , formal models can serve as 
a means for specifying the knowledge required for a part i cu lar app l i ca t ion , and they 
can support re-use of knowledge through modular isat ion of the different types of 
knowledge occurr ing in a prob lem solving method . 
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A b s t r a c t , In this paper we describe Generalised Directive Models and their 
instantiation in the ACKnowledge Knowledge Engineering Workbench. We 
have developed a context sensitive rewrite grammar that allows us to capture 
a large class of inference layer models. We use the grammar to progressively 
refine the model of problem solving for an application. It is also used as the 
basis of the scheduling of K A activities and the selection of K A tools. 
1 Introduction 
A s part of the A C K n o w l e d g e E S P R I T II Pro jec t (P2576) we have been designing a n d 
b u i l d i n g an integrated knowledge engineering workbench ( K E W ) . K E W provides the 
knowledge engineer w i t h operat ional support for knowledge acquisit ion in the devel -
opment of knowledge-based systems. K E W is an integrated environment that allows 
the combinat ion of a variety of knowledge acquis it ion tools and techniques, rang ing 
f rom interact ive e l i c i tat ion techniques to machine learning. T h e knowledge engineer 
can take advantage of the differential efficacy of the various tools and techniques for 
acquir ing different k inds of knowledge. 
K E W allows to progressively formalise knowledge. T h e K E W el ic i tat ion techniques 
use intermediate representations that are support ive of human ways of descr ibing 
knowledge. T h e acquired in formal descriptions are gradual ly reformulated and re-
fined into the s tandard A I formalisms of frames and first order logic. K E W faci l i tates 
the integrat ion of the results of several acquis i t ion techniques. T h u s K E W provides 
support for merging p a r t i a l knowledge bases into a consistent knowledge base. 
K E W embodies a variety of types of knowledge about knowledge engineering: k n o w l -
edge about the knowledge acquisit ion process, knowledge about the effective use of 
* The research reported here was carried out in the course of the ACKnowledge project 
partially funded by the E S P R I T Programme of the Commission of the European C o m m u -
nities as project number 2567. The Partners in this project are G E C - M a r c o n i , University 
of Nottingham (both U K ) , Cap Gemini Innovation (F), Sintef, Computas Expert Systems 
(both N), Telefonica (ES), and the University of Amsterdam (NL) . 
part i cu lar acquisit ion tools and techniques, knowledge about how to integrate k n o w l -
edge from different tools, knowledge about how to val idate the results of acquis i t ion , 
and knowledge about the types of the components of expertise (for example , what 
is involved in a typ i ca l diagnostic appl icat ion) . 
T h e description above i l lustrates that K E W is a compl icated system, b o t h techni -
cal ly and conceptually. T o effectively manage the combinat ion of funct ional i ty , K E W 
provides the knowledge engineer w i t h active advice for construct ing a model of the 
expert task, for selecting appropriate techniques, for p lann ing of h i s / h e r knowledge 
acquisit ion ( K A ) work and for organising the f inal knowledge base ( K B ) . It is this 
directive and active component of K E W which we w i l l discuss i n this paper. 
K E W views knowledge acquisit ion as a mode l dr iven act iv i ty . It uses models of the 
knowledge acquis it ion process and the task of the target system to suggest what to 
do next i n the K A process. In the sequel we w i l l cal l these models directive models. 
These directive models contain in format ion about typ i ca l inferences steps that are 
used in a part i cu lar task, in format ion about the type of domain knowledge that is 
required to make these inferences, in format ion about the way this domain knowledge 
can be el ic ited and informat ion about alternatives for part i cu lar subtasks. 
K E W uses these directive models for the fo l lowing purposes: 
- T o figure out how to discover the nature of the task that the target system has 
to perform. 
- T o decide which domain knowledge is required to per form that task. 
- T o structure the target knowledge base in a way that mimics the inference s t ruc -
ture of the task at h a n d . T h i s aids par t ia l evaluation of the knowledge base and 
it also aids maintenance once the system has been del ivered. 
In section 2 we w i l l discuss in detai l how directive models can guide the knowledge 
acquisit ion process and we w i l l introduce the not ion of generalised directive models. 
Section 3 is about the top level contro l loop that drives the K E W ' s advice and 
guidance module and about the tools that realise this loop. In section 4 we w i l l 
i l lustrate by means of a scenario how our models can direct and organise the K A 
process. In section 5 we w i l l relate out work to other approaches and draw some 
conclusions. 
2 Model Driven Approaches to Knowledge Acquisition 
C u r r e n t l y the m a i n theories of knowledge acquisit ion are a l l model based to a certain 
extent. T h e model based approach to knowledge acquis i t ion covers the idea that 
abstract models of the tasks that expert systems have to perform can h ighly faci l i tate 
knowledge acquis i t ion. These abstract models have taken the form of interpretat ion 
models [22], generic tasks [4] and task specific shells and tools [15,14,13]. 
A b s t r a c t models can be used as high level templates that put constraints on the 
required domain knowledge. T h e y direct knowledge acquis it ion because they make 
expl ic i t what k i n d of knowledge is used i n the prob lem solving process and they 
structure the knowledge base. T h i s is exact ly what is needed in an environment 
like K E W . In A C K n o w l e d g e we have chosen the K A D S type of abstract models 
as a s tar t ing point for our exercise. These seemed a good candidate because K A D S 
provides a semi formal language for the descript ion of arb i t rary models [9]. However , 
the approach that has evolved could be adapted to model types, that reflect other 
theories about knowledge acquis i t ion . 
A c c o r d i n g to K A D S , the construct ion of a K B S goes through a fixed set of stages. 
E a c h of these stages results in a part i cu lar model . K A D S discerns the fo l l owing 
milestones i n the K A process: F i r s t there is the task model. T h i s is a high level 
descript ion of the task that the system has to perform. T h e next impor tant milestone 
i n the K A process is a construct ion of the reasoning to be done by the system — th i s 
is the construct ion of a model of expertise. T h i s describes the reasoning of a h u m a n 
expert at the conceptual level . T h e conceptual model is then produced through a 
transformat ion and synthesis of the mode l of h u m a n expertise and the mode l of 
cooperat ion. T h e conceptual model is rea l -wor ld oriented in that it describes the 
competence in expert prob lem solv ing. T h e next model in the process, the design 
model, is a mode l at the same level of abstract ion as the conceptual mode l , b u t is 
a mode l of the art i fact , not of the real wor ld . T h e design model is undertaken f r o m 
two v iewpoints : the funct ional v iewpoint , whereby the functions to be per formed b y 
the system are discussed; and the phys ica l v iewpoint , where discussion focuses o n 
the real isation of those functions i n the phys ica l system to be b u i l t . 
K A D S supplies a l i b r a r y of interpretat ion models that can be used to bridge the gap 
between the task model and the mode l of expertise. These interpretat ion models 
describe the inference structures of pro to typ i ca l tasks. Interpretat ion models are 
abstract in the sense that they do not conta in domain knowledge. T h e y consist o f 
knowledge sources, representing " p r i m i t i v e " inference steps, and meta classes, w h i c h 
index domain knowledge according to its role in the problem solv ing process. A 
conceptual model is an ins tant ia t ion and adaptat ion of an interpretat ion mode l for 
a part i cu lar domain . 
In A C K n o w l e d g e we have l i m i t e d our scope to the first three stages of the K A D S 
view on K B S construct ion . T h a t is, the output of K E W is a conceptual m o d e l . 
Moreover , i n K E W we have taken the view that the conceptual model should be 
executable. 
2.1 Task Identification a n d M o d e l Selection 
T h e first step i n the knowledge acquisit ion process i n K A D S is the identi f icat ion of 
the task that the target system should perform. Since the task descr ipt ion w i l l be 
used to select an interpretat ion model f rom the l ibrary this l i b r a r y is indexed on 
features that d iscr iminate between tasks. F igure 1 (taken f rom [22]) shows a part of 
the decision tree that is used to select an interpretat ion model . T h e interpretat ion 
models are associated w i t h the leafs of this tree. 
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F i g . 1. Partial decision tree for interpretation models 
In the upper part of the decision tree the task features are very general and they are 
used to d iscr iminate between different types of tasks, (e.g. analysis versus synthesis) . 
Features l ike these are usual ly easy to establish without ac tua l e l i c i tat ion of domain 
knowledge. In the lower parts of the decision tree the d i s c r iminat ing features are more 
specific. These features are used to discr iminate between models that realise the same 
type of task but use have different task decompositions and control regimes. Features 
l ike these are usual ly closely related to characteristics of the domain knowledge that 
realises the inferences of the directive model . Here issues l ike the structure of the 
domain concepts, the use of uncertain in format ion , the number of components etc. 
are relevant. Unfor tunate ly i t is difficult to answer questions l ike this wi thout actual 
e l i c i tat ion of domain knowledge. 
W e can conclude from the foregoing discussion that , although i t is certainly possible 
to elicit relevant features of the task that the system should perform, in general it 
w i l l not be possible to select a single model w i thout e l ic i t ing domain knowledge. 
2.2 M o d e l D r i v e n K n o w l e d g e E l i c i t a t i o n 
W h e n a directive model is selected the "semantics" of this model put constraints on 
the knowledge that is to be e l ic i ted. These constraints can be exploited to guide the 
acquisit ion process in two ways. 
T h e first constraint is related to the structure of the directive model . T h i s s tructure 
can be used to define a structure on the target knowledge base that mimics the 
structure of the directive model . T h a t is, for every knowledge source and for every 
metaclass i n the directive model there is a p a r t i t i o n i n K E W ' s Core Knowledge Base 
( C K B f rom now on) . T h e interdependencies i n the directive model can then be used 
to suggest an op t ima l t ime sequence for the e l i c i tat ion of the domain knowledge in 
the different part i t ions . Several " o p t i m a l i t y pr inc ip les" have been identif ied to guide 
this operat ion . These w i l l be described in section 3.2. 
T h e second way the directive mode l can be explo i ted has to do w i t h the semantics of 
the pr imi t ive knowledge sources. E v e r y p r i m i t i v e knowledge source puts constraints 
on the structure of i ts input and output metaclasses and on the syntact ic s tructure of 
its domain rules. For example, i f there is a knowledge source taxonomic abstraction in 
a directive model , the domain knowledge for the input metaclass of that knowledge 
source must have a hierarchical s tructure . 
2.3 General ised Direct ive M o d e l s 
In model dr iven knowledge acquisit ion direct ive models are used to advice the k n o w l -
edge engineer about usage of tools for e l i c i t ing domain knowledge. If there is no d i -
rective model only l i m i t e d advice is possible. However, in subsection 2.1 we po inted 
out that usual ly domain knowledge is needed to select an appropriate mode l . T h i s is 
recognised as a d i l e m m a in A C K n o w l e d g e . If there is no directive model , there can 
only be l i m i t e d advice; on the other hand , selecting the most appropriate direct ive 
model requires some knowledge of the d o m a i n . E l i c i t i n g domain knowledge to select 
the model w i l l be difficult i f there is no mode l to direct its selection! A C K n o w l -
edge has at tempted to resolve this d i l e m m a by the use of what have been cal led 
generalised directive models ( G D M ' s ) . These are directive models, but they leave 
parts of the problem-solv ing process underspecif ied. These underspecified par ts are 
represented by generalised knowledge sources, wh i ch describe non-pr imi t ive p rob l em-
solving steps. T h e idea is that these can then be used to describe problem-so lv ing 
processes whi ch we understand at only a coarse-grained level . However, there w i l l 
s t i l l be enough structure to guide e l i c i tat ion of domain knowledge sufficient to re-
veal new in format ion about the domain which w i l l then be used to " f i l l i n " the 
underspecif ied port ions of the model . 
A n o t h e r way of saying this is that a generalised knowledge source describes a set 
of s imi lar extensions. These extensions could be p r i m i t i v e knowledge sources but 
they could also be p a r t i a l models that consist of mul t ip l e generalised and pr imi t i ve 
knowledge sources and intermediate meta classes. However, these extensions do have 
i n common that they describe the same relat ion between the input and the output 
of the generalised knowledge source. 
T h e use of G D M ' s is based on three related principles : 
— knowledge acquisition is a cyclic process 
We view knowledge engineering as an iterative process of e l i c i tat ion of domain 
knowledge, integrat ion of the elicited knowledge w i t h previously acquired k n o w l -
edge and evaluation of the acquired knowledge to assess the current state of the 
acquis it ion process [18]. M o d e l construct ion is an integral part of this cycle. 
— compositionality 
A directive mode l describes a relat ion between inputs and outputs . W i t h the 
extension of a (partial ) mode l we mean the set of input / o u t p u t combinat ions 
for w h i c h that relat ion holds. T h e composi t ional i ty pr inc ip le states that the 
extension of a model only depends on the extensions of its parts and the way 
they are related. T h i s implies that mode l parts w i t h equal extensions can be 
exchanged, leaving the extension of the model as a whole unaffected. 
— a delayed commitment strategy 
T h e t h i r d pr inciple states that the knowledge engineer should only commit h i m -
self to a part i cu lar model i f there is sufficient evidence that i t is the " r i g h t " 
model . T h i s reflects the idea that backtrack ing on abstract mode l construct ion 
is difficult and should be avoided. 
T h e G D M ' s enable us to interleave model selection and knowledge e l i c i tat ion . A l -
though it is s t i l l required that there is an abstract model of the prob lem so lv ing 
process before the domain knowledge is e l ic i ted, this i n i t i a l G D M may be very gen-
eral , leaving a l l parts that depend on properties of the domain knowledge unspeci -
fied. T h i s i n i t i a l mode l can then be used to direct acquis it ion of domain knowledge. 
F o r m a l l y a G D M could be described in the fo l lowing way: 
GDM — > {input-metaclass}+ GKS output-metaclass 
GKS —> {knowledge-source}+ {{meta-class}+ knowledge-source}* 
In K E W the l ibrary of G D M ' s is represented as a generative g rammar , where the final 
directive models are sentences, the generalised knowledge sources are non t e rmina l 
symbols and the knowledge sources and meta classes are t e rmina l symbols . T h e 
mode l construct ion steps in each acquisit ion cycle correspond to the appl i cat ion of 
rewrite rules. E a c h of the rewrite rules has associated conditions that have to be true 
before the rule may be appl ied . These conditions are the l ink between the abstract 
model and the features of the domain knowledge. In section 4 we give some examples 
of g rammar rules that we used. 
In summary , in this section we have argued that an abstract model of the prob lem 
solv ing task can highly faci l i tate knowledge acquis i t ion. We have also argued that 
such a model can only be selected after a certain amount of domain knowledge has 
been e l ic i ted . F i n a l l y , we have suggested a way out of this d i l emma based on the 
observations that on the micro level knowledge e l i c i tat ion is a cyclic process and 
that model construct ion should be a stepwise process that is part of this cycle. In 
the next section we w i l l show how these ideas are realised i n K E W . 
3 K E W Top Level Control Loop 
In the previous section we described the theory of knowledge acquisit ion that K E W 
exploits to give active support for the K A process. In this section we w i l l show how 
this theory is supported by the different subtools of K E W ' s advice and guidance 
module . 
T h e K E W advice and guidance module is implemented as a top level contro l loop 
on the workbench. T h i s loop can be viewed as an instant iat ion of the knowledge 
acquisit ion cycle as described in [18] an shown in figure 2. T h e cycle occurs through -
out the life cycle, and so forms part of most K A act ivit ies . However, the emphasis 
w i l l vary depending on the K A context. T h e cyclic nature of the K A process can be 
captured by a number of basic processes, which we can now briefly discuss: 
- Planning takes into account the current act iv i ty in which K E W is engaged, 
available in format ion about the task or domain , and possibly an assessment of 
the current state of the K B . O u t p u t of the p lanning process is a goal. 
- Usua l ly , a goal may be achieved in any one of a number of different ways. Hence 
many factors (e.g. the avai labi l i ty of an expert , the nature of the task and do-
m a i n , the state of the K B ) are relevant to selection of an operat ion. 
- K E W can apply the selected operat ion. 
- K E W then stores and assimilates the results into an information repository. 
- F i n a l l y i n the cycle, the result ing state of the K B is evaluated in terms of consis-
tency, completeness, correctness, etc.. W h e n problems emerge dur ing eva luat ion , 
those problems are communicated to the p lanning component, which at tempts 
to set up remedial goals. 
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F i g . 2. The Generic K A Cycle 
Figure 3 gives an overview of the different steps in the K E W top level contro l loop. 
In the remainder of this section we w i l l describe each of the steps i n this contro l 
loop. Some of these steps are done automat i ca l ly but others have to be done by the 
knowledge engineer. For each of the steps in the loop K E W delegates contro l to a 
tool of the advice and guidance module . 
3.1 Select Initial G D M 
T h e first step i n the acquisit ion process is the selection of an i n i t i a l G D M . A s de-
scribed in section 2 we assume that we can select an i n i t i a l G D M without e l i c i t ing 
domain knowledge. T o select this i n i t i a l G D M K E W contains an interview fac i l i ty 
that asks mult ip le choice questions to establish features of the task that the target 
system has to perform. T h e interview is s tructured in a way that mimics the decision 
tree in figure 1. Every node in the decision tree has an associated interv iew question 
and a generalised direct ive model . For example , one of the questions i n the interview 
is " W h a t is the task of the System?" , and a possible answer to this question is " A n -
alyt ic (i.e. diagnosis or classif ication)" . Assoc iated w i t h this answer are the G D M 
diagnosis and another interview question. If the interviewee is able to answer this 
next interview question the interview proceeds, but i f the interviewee is unable or 
unwi l l ing to answer this new question, the interview finishes and the G D M diagnosis 
is selected as the i n i t i a l G D M . 
3.2 Generate a Task Schedule 
In section 2.2 we po inted out that the p a r t i t i o n structure of the C K B should m i m i c 
the form of the directive model . So the next step in the K A process is to generate 
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F i g . 3. K E W ' s Top Level Control Loop 
a sequence of K A tasks that must be performed to bu i ld the C K B that corresponds 
to the current G D M . For this purpose K E W contains a scheduling too l . T h e K A 
task scheduler analyses the current G D M and suggests a task break down for the 
knowledge acquis i t ion process, the task schedule. 
W h e n using G D M ' s there are two types of knowledge acquis it ion tasks: tasks to 
acquire domain knowledge that is used i n the problem solving process, and tasks to 
acquire domain knowledge for G D M refinement. T h e function of the task scheduler 
is to identify these tasks and to suggest a tempora l ordering. In order to do this 
the scheduler has to know about the constraints that are imposed on the acquis i t ion 
process, and about the guid ing principles that can be explo i ted to choose between 
legal alternatives. W e w i l l now describe some assumptions and heuristics used by 
the scheduler. 
— Work on one CKB partition only at each cycle. 
T h i s assumption allows K E W to associate one task w i t h every component of the 
direct ive model . 
— Focus acquisition around primitive knowledge sources. 
T h e direct ive model can be broken up i n p a r t i a l models that consist of a k n o w l -
edge source and its related input and output meta classes. Since the domain 
knowledge for a p a r t i t i o n is constrained by the role that the knowledge fulfills in 
the prob lem so lv ing process, that is, by the semantics of the associated k n o w l -
edge sources, it makes sense to start w i t h par t ia l models whose knowledge source 
is p r i m i t i v e . Moreover , i f the knowledge source is p r i m i t i v e , and a l l the compo-
nents of such a p a r t i a l direct ive model have been filled i n , the submodel can be 
evaluated on consistency and completeness. T h a t is, it can be checked whether 
the knowledge source supplies a complete m a p p i n g of its inputs on its output . 
— Start with partial directive models whose inputs/output are known. 
T h e second principle is concerned w i t h the order i n w h i c h the p a r t i a l directive 
models are filled w i t h domain knowledge. If a p a r t i a l direct ive mode l has been 
marked as complete there are two ways to undo this fact. E i t h e r an input or 
an output meta class can be modif ied. B o t h types of modi f icat ions i m p l y that 
the p a r t i a l directive mode l is not longer complete so the p r i m i t i v e inference 
act ion has to be adapted and evaluated again. It is clear that this implies a 
lot of e x t r a work that should be avoided when possible. However, knowledge 
acquisit ion is a difficult process so every once in a whi le a s i tuat i on l ike this w i l l 
occur. T h e only way to ease the pa in is to work systematical ly , and to start w i t h 
the p a r t i a l directive models that depend least on the contents of other p a r t i a l 
directive models. These are the p a r t i a l directive models that require user input 
or generate system output . T h e next par t ia l directive mode l w o u l d be the one 
whose i n p u t s / o u t p u t s are the i n p u t s / o u t p u t s of p a r t i a l direct ive models that 
already have been filled i n , and so on. 
Based on the above principles the task scheduler generates a d i a g r a m of tasks w i t h 
their interdependences . E a c h task corresponds either to a knowledge source or to a 
m e t a class. T h e dependencies can be exploited to check whether a p a r t i a l directive 
mode l is s t i l l complete, when another part of the direct ive mode l has been modif ied. 
A t the same t ime, the dependencies can be considered as a suggested t ime schedule. 
3.3 Select a Knowledge A c q u i s i t i o n Task 
T h e output of the scheduling too l is a set pf tasks that must be performed to b u i l d 
the executable knowledge base, and a suggested t ime schedule for these tasks. T h e 
next step in the top level control loop is the selection of one of these tasks to work 
on . In K E W this decision is made by the knowledge engineer. T h e task scheduler 
visualises the current schedule as a P E R T d iagram. T h e user can select one of the 
tasks in the d iagram ad te l l K E W to analyse the task. T h e analysis i n the task 
w i l l reveal the constraints that the G D M puts on the domain knowledge for the 
corresponding domain part i t ions . For example, i f the C K B par t i t i on that corresponds 
to the selected task is the input par t i t i on for the knowledge source p a r t i t i o n for 
taxonomic abstraction, the analysis w i l l reveal that the required knowledge should 
be organised in a taxonomy. T h e results of this analysis are put in a t emporary 
knowledge base that contains a l l the in format ion that is available about the selected 
task. T h i s knowledge base is then handed over to the tool selector. 
3.4 Select a Knowledge A c q u i s i t i o n T o o l 
T h e next step is the selection of a knowledge acquis it ion tool (or a sequence of tools) 
to perform the selected K A task. In order to do this the selected K A task is passed 
to the tool selector of K E W . T h i s tool selector exploits three types of in fo rmat ion 
to suggest an appropriate K A too l . 
T h e first type of in format ion are the constraints that the semantics of the direct ive 
model put on the knowledge that is to be e l ic i ted . T h i s is the knowledge that resulted 
f rom the analysis i n the previous step, secondly, there is contextual in format ion 
about the knowledge acquis it ion s i tuat ion . T h i s type of in format ion refers to things 
as "the avai labi l i ty of experts" , "the t ime constraints" and so on. T h e t h i r d type of 
in format ion is knowledge about the tools that are available in K E W and about their 
funct ional i ty and requirements. 
Based on this in format ion the tool selector w i l l come up w i t h a set of appropr iate too l 
configurations to elicit the knowledge for the par t i t i on that we are current ly work ing 
on . W e speak of too l configurations instead of tools because the tool selector does 
also suggest the transformation and integration operations that are needed to merge 
the new knowledge i n the C K B . 
3.5 E l i c i t a t i o n , Transformation a n d Integration 
After a too l configuration has been selected K E W hands over control to the selected 
K A tools. K E W ' s knowledge acquisit ion tools are not the subject of th is paper . For 
the reader who is interested i n this subject we refer to [8]. Here we just remark that 
the el ic ited knowledge is w i l l be put i n the appropriate C K B par t i t i on . 
3.6 E x e c u t e the C K B 
In section 2 we mentioned that we considered K E W ' s C K B as an executable con-
ceptual mode l . In this section we w i l l say a b i t more about the in te rna l organisa-
t ion of the C K B and the way i t is executable. A conceptual model contains three 
types of knowledge: domain knowledge, inference knowledge and contro l knowledge. 
In K E W ' s C K B domain knowledge can be represented i n two languages: a frame 
language ( S F L , [1]) and first order predicate logic ( N T P , [17]). W e have explained 
already that the p a r t i t i o n structure of the C K B corresponds to the structure of the 
directive mode l , that is , the inference structure of the system task. W e have used 
ideas f rom the ( M L ) 2 language [20] to specify how domain knowledge is used by the 
inference knowledge and how to use the p a r t i t i o n structure of the C K B . 
T o be executable, the C K B does also require control knowledge: when to make which 
inference. In the K A D S four layer model [22] this k i n d of of knowledge resides at the 
task layer. K E W contains a control knowledge editor that supports the e l i c i tat ion 
of this contro l knowledge. C o n t r o l knowledge is specified by means of a m i x t u r e 
of dataflow between knowledge sources, constraints between these dataflows and 
execution modes for knowledge sources. T h e too l has a fac i l i ty to t ransform the 
inference mode l corresponding to a G D M automat i ca l ly into a d a t a flow model . T h e 
user only has to specify the constraints between different dataflows and the type 
of computat ions w i t h i n a knowledge source to specify the task layer contro l . T h i s 
knowledge can be entered using a simple graphica l (boxes and arrows) language. 
Once the contro l knowledge is specified, the user can execute the C K B to test i f 
the combinat ion of task-layer contro l , the specif ication of the inference layer and the 
contents of the domain layer part i t ions works as intended. 
A l t h o u g h the issue of control knowledge is related to the use of direct ive models , 
the e l i c i tat ion of the control knowledge itself is not mode l dr iven at the moment . 
T h e G D M grammars that we have at the moment do not specify " t y p i c a l " contro l 
structures that can be associated w i t h the r ight hand sides of rewrite rules. 
3.7 A n a l y s e C K B 
W h e n the C K B is modi f ied , it is analysed and evaluated. T h e results of this evalu-
ation are expressed as CKB features. These features are used to p lan the next cycle 
of the top level control loop. We dist inguish three types of C K B features: 
— GDM independent features. 
W i t h this we mean features l ike the completeness of the part i t i ons . T h e y are 
called " G D M independent" because these features are not used to evaluate or 
refine the current G D M . Knowledge source part i t ions can be evaluated on the 
cr i ter ion that they realise a complete m a p p i n g of the input par t i t i ons on the 
output p a r t i t i o n . T h a t is, for every input there is an output and for every output 
there is an i n p u t . T h i s type of evaluat ion is on ly meaningful when a l l the related 
meta class part i t ions are " f i l l ed" w i t h domain knowledge. 
— Features that are characteristic for the current (G)DM. 
These are the features that are ment ioned i n the conditions of the rewrite rules 
of the G D M grammar . A rewrite rule is on ly appl ied when its conditions are 
true. A f ter the appl i cat ion of the rule the M o d e l Selection T o o l continues to 
check whether the condit ions r emain true. If this is no longer the case this might 
i m p l y that the current G D M is wrong after a l l . 
- Features that are useful for GDM refinement. 
T h e features are s imi lar to the features of the type mentioned above, but they 
have another funct ion. If there are some rewrite rules available to refine the 
current G D M , these features are used to decide whi ch rewrite rule is appl icable . If 
there is a rewrite rule applicable the G D M w i l l be refined and the update w i l l be 
forwarded to the K A - T a s k Scheduler. T h e scheduler makes a new decomposit ion 
of the input and output dependencies and constructs a new agenda of K A - t a s k s . 
W h e n this is a l l done the knowledge engineer can select the next task i n the 
updated K A - t a s k schedule. 
3.8 Refine G D M 
W h e n the C K B has been analysed, the next step in the top level control loop is G D M 
refinement. If the G D M contains non p r i m i t i v e components (generalised knowledge 
sources), i t is usual ly the case that there were m u l t i p l e applicable rewrite rules in 
the G D M grammar . T h e reason that there were more rules applicable was that there 
was not enough domain knowledge (or more precisely, meta knowledge about the 
domain knowledge) available to rule out some of these rewrite rules. It might be that 
this is not longer the case, since the most recent knowledge acquisit ion cycle might 
have revealed new C K B features. Because the condit ions on the rewrite rules in the 
G D M grammar are formulated in terms of C K B features this has a direct impact 
on the app l i cab i l i ty of the rules. If there is only one rule applicable for a certain 
generalised knowledge source in the G D M , this must be the correct refinement. In 
this s i tuat ion the knowledge engineer is expected to apply the rewrite rule and start 
w i t h the next knowledge acquisit ion cycle. Ref in ing the G D M w i l l automat i ca l ly 
cause an update of the task schedule. 
4 A Scenario 
In this section we w i l l i l lustrate the way K E W exploits G D M ' s to direct the k n o w l -
edge acquis it ion process. T h e example is derived f rom a knowledge acquis i t ion sce-
nar io for a system that is able to establish the ed ib i l i ty of mushrooms. T h i s domain is 
rather smal l and we use only three grammar rules in the example. We th ink however 
that the scenario gives a good idea of the way K E W supports knowledge acquis i t ion . 
Tlnputl, NT-Classify, TOutput —> Tlnputl, T-Classify, TOutput. [1] 
Conditions: - Size of ?Inputl is less than 10. 
- Size of ?0utput is less than 10. 
Tlnputl, NT-Classify, TOutput —> Tlnputl, 
T-Abstract, 
Findings, 
NT-Classify, 
?0utput. 
[2] 
Conditions: - Size of Tlnputl is aore than 10. 
- Structure of Tlnputl is hierarchical. 
Tlnputl, NT-Classify, TOutput —> Tlnputl, 
NT-Classify, 
Abstract-Solutions, 
[3] 
T-Refine, 
TOutput. 
Conditions: - Size of TOutput is more than 10. 
- Structure of TOutput is hierarchical. 
F i g . 4. A Fragment of a G D M Grammar 
T h e grammar fragment that we used is shown in figure 4. W e wil l explain the notation 
of the rules using the second rule in the figure. T h e left h a n d side (LHS) of the rule 
contains three symbols : T h e meta class variables T i n p u t 1 and T o u t p u t and the non 
terminal s y m b o l N T - C l a s s i f y . T h e metaclass variables are used for two reasons. 
T h e first reason is that the RHS of a rewrite rule does not necessarily have a strict 
linear internal structure. A meta class associated with the non terminal in the LHS 
of the rule can be associated with more than one knowledge source a n d non terminal 
i n the RHS of the rule. T o express such facts in the rewrite rules we need labels for 
these m e t a classes. T h e variables are a way of labeling the m e t a classes. T h e second 
reason for the introduct ion of input and output variables is that we need the abil ity 
to refer to the input and output meta classes in the conditions. 
W h e n the conditions that are associated with rule 2 are true, that is, when the 
part i t ion that corresponds to the output partit ion of N T - C l a s s i f y contains more 
than 10 expressions and these expressions are hierarchically organised, NT - C l a s s i i y 
can be replaced by rule 2's RHS, which contains one generalised knowledge source 
( N T - C l a s s i f y ) , one primit ive knowledge source ( T - A b s t r a c t ) , and three meta classes 
( T i n p u t l , T o u t p u t and F i n d i n g s ) . 
R u l e 2 reflects the fo l lowing i n t u i t i o n : If some k i n d of classification takes place i n a 
problem solving process, and there is a large set of potent ia l ly classifiable objects, 
and we know that these objects are organised hierarchical ly , then it is l ike ly that 
some k i n d of abstract ion takes place before the actual classification rules are app l ied . 
A t a part i cu lar moment in the scenario we have identif ied the task of the m u s h r o o m 
K B S as some k i n d of classif ication. T h i s enables K E W to select the i n i t i a l G D M 
i l lus trated in figure 5. 
Observables NT-Classify Solutions 
F i g . 5. The Initial G D M 
F r o m the G D M we know that we need at least an observables par t i t i on and a 
solutions p a r t i t i o n . Since we do not know the size and the structure of the observ-
able space or the solut ion space so a l l the rules in figure 4 are in principle appl icable . 
T h e least commitment pr inc ip le forces K E W i n this s i tuat ion to continue w i t h the 
i n i t i a l NT-Classify G D M . T h e Task Scheduler uses this G D M to generate the task 
schedule shown in figure 6. 
Elicit domain 
knowledge for. 
observables 
partition 
Elicit domain 
knowledge for_ 
solutions 
partition 
Elicit relevant 
C K B features to 
- discriminate 
between different 
specialisations 
F i g . 6. The Initial Task Schedule 
T h e knowledge engineer decides to start w o r k i n g on the first task in the task schedule: 
e l i c i tat ion of domain knowledge for the observables par t i t i on . Analys i s of the G D M 
reveals that the observables par t i t i on is the input for the generalised knowledge 
source NT-Classify. K E W compares the condit ions of the two applicable r u l e s 3 
(rule 1 and 2) to find features that d iscr iminate between these rules and finds two: 
- (:hierarchical-structure observables-partition :no) 
If there is no hierarchical structure i n the knowledge that is elicited on ly rule 1 
is appl icable . 
- (:partition-size observables-partition) 
If the number of possible observables is k n o w n K E W knows which of the t w o 
rewrite rules is appl icable . 
3 Technically rule 3 is applicable as well, but this rule is not taken into consideration 
because application of that rule would not reveal new knowledge about the role of the 
observables meta class in the problem solving process. 
Note that these features do n o t reflect properties of K E W ' s current C K B . T h e y are 
features that w o u l d be informative for G D M refinement i f they were k n o w n . T h e 
analysis above is done automat i ca l ly by K E W when the user decides to work on a 
part i cu lar p a r t i t i o n . 
In the next step K E W ' s A c t i v i t y Selector searches the too l knowledge base to find 
a knowledge acquis i t ion too l that can reveal the size and the structure of the ob-
servables p a r t i t i o n and that is appl icable i n the current context . It is decided that 
a ladder ing t o o l [10] is the best candidate. L a d d e r i n g reveals b o t h the size and the 
amount of structure of the observables space. If the result ing ladders would be very 
flat it would be evident that not much abstract ion is possible i n this domain . T o 
make sure that the laddering too l is applicable in the current K A context the k n o w l -
edge engineer is asked i f there is an expert available. For tunate ly this is the case i n 
the m u s h r o o m scenario. T h e next step is the appl i cat ion of the ladder ing too l . T h e 
elicited knowledge is transformed into the appropriate representation language and 
put in the r ight C K B p a r t i t i o n . Subsequent analysis of the C K B shows that there 
is indeed a h ierarchica l structure in the observables space, and that there are more 
than 10 observables. In the next step i n the top level control loop, G D M refinement, 
these facts are used to decide that rule 2 is the correct rule and the rule is appl ied . 
T h i s results i n the G D M that is shown in figure 7. 
Findings NT-Classify Solutions 
Observables 
F i g . 7. The Refined G D M 
Refining the G D M was the last step of the first cycle of the top level contro l loop. 
T h e second cycle starts w i t h an update of the task schedule: K E W has to make sure 
that there is s t i l l a one to one m a p p i n g between the task schedule and the directive 
model . T h e task scheduler comes up w i t h the task schedule shown i n figure 8. 
In this section we have given a detailed descript ion of the way G D M ' s guide the 
knowledge acquis i t ion process. T h e complete mushroom scenario consists of three 
cycles of the top level control loop, but many aspects of the G D M approach where 
already i l lustrated i n the first cycle. In the second cycle of the scenario the knowledge 
engineer concentrated on the solutions meta class. A n a l y s i s of the corresponding 
part i t i on revealed that there where less than 10 so lut ion classes. T h i s made rule 1 
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F i g . 8. The Updated Task Schedule 
the only applicable rule . So the generalised knowledge source NT-Class i i y i n figure 
7 was replaced w i t h the p r i m i t i v e knowledge source T-Classiiy. 
5 Conclusions 
In this paper we have described a method and a set tools that differ f rom earlier 
approaches i n two ways. F i r s t , the development of the mode l and the acquis i t ion 
of static domain knowledge are interwoven. In i t ia l ly a highly abstract mode l of the 
reasoning task is used to acquire some basic domain knowledge. Subsequently the 
model is refined using properties of the already acquired domain knowledge. T h i s 
approach allows a much more flexible and i terat ive knowledge acquis it ion process 
than the two-stage process used in other approaches. Second, knowledge about the 
use of knowledge acquisit ion methods and tools is coupled to specific t rans i t ions 
i n the model search space. W h e n a specific refinement of a model is required, the 
nature of the required domain knowledge is used to select a part icular knowledge 
acquisit ion too l . T h u s , the model is not just a guide to the acquisit ion of the d o m a i n 
knowledge, but also supports the choices that a knowledge engineer has w i t h respect 
to methods and tools. T h e scenario that we have presented clearly shows how a 
system like K E W can actively support the knowledge acquisit ion process w i t h o u t 
m a k i n g strong concessions to the flexibility and task specificity. 
5.1 relation to other approaches 
T h e approach taken by M u s e n in O P A L and P R O T E G E [14] starts f rom the v iew 
that a task-specific model of the domain knowledge that is to be acquired is neces-
sary to support the acquisit ion of the static domain knowledge. In P R O T E G E such 
models are derived f rom a template (skeletal p lan refinement) through interac t i on 
w i t h the knowledge engineer, while the acquisit ion of the static domain knowledge 
is done in interact ion w i t h the domain expert . M c D e r m o t t and co-workers [13,11,7] 
also developed knowledge acquis i t ion tools based on models for specific tasks. T h e 
M O L E s y s t e m for example [7] uses a model of the Cover-and-Dif ferent iate method 
for d iagnost ic reasoning to acquire domain knowledge f rom an expert . C o m p a r e d 
w i t h K E W these approaches are powerful i n the sense that knowledge acquisit ion 
w i t h the expert is strongly focussed, but suffer f rom the severe l i m i t a t i o n that the 
approach a n d the support ing tools are entirely task specific and thus l imi ted i n 
scope. Moreover , the task specificity puts a strong emphasis on task identi f icat ion 
at an ear ly stage i n the acquisit ion process. 
T h e use o f K A D S interpretat ion models [22] is more flexible. Mode l s can be selected 
for a wide var iety of tasks. However, the models i n K A D S are less expl ic i t w i t h 
respect to the required domain knowledge t h a n the models i n O P A L . Moreover , 
K A D S in terpre ta t i on models generally require substant ia l modi f i cat ion for a specific 
app l i ca t i on and this in t u r n requires in format ion about the nature of the static 
domain knowledge. K A D S does not offer any support for mode l modi f i cat ion . 
In P R O T E G E - I I [16] the l i m i t a t i o n of using a fixed template is removed. In this 
system the knowledge engineer can create his own template . However, the system 
does not act ively support model construction or mode l ed i t ing . T h e funct ional i ty 
of P R O T E G E - I I resembles that of the Inference Structure E d i t o r i n the S H E L L E Y 
workbench [2]. 
T h e G D M approach combines the advantages of the approaches mentioned above. 
Because of the dynamic model construction process the G D M approach offers the 
strong guidance of task specific models while it s t i l l covers a wide range of tasks. 
Moreover , the delayed commitment strategy allows incremental task identi f icat ion. 
M o r e recent developments based on K A D S and the "Components of Exper t i se " 
approach [19,21] introduce the notion of problem solving methods [3] as a way of 
generating task-specific models. A problem solv ing method describes how a p a r t i c u -
lar goal can be decomposed in pr imit ive a n d / o r non -pr imi t ive subgoals. A p p l i c a t i o n 
of one or more methods to a goal results in a fu l l model of the task. In addi t ion 
to the knowledge about goals and how to decompose them, requirements for the 
domain knowledge are associated wi th each method . W h i l e these requirements are 
i n general used for determining the appl i cab i l i ty of methods, they could also be used 
for knowledge acquis i t ion . Methods can thus be viewed as s imi lar to the rewrite rules 
i n a G D M g r a m m a r . 
T h e idea of us ing a grammar to represent abstract models of prob lem so lv ing fits 
quite we l l w i t h the recent work of Chandrasekaran [5]. T h e task analysis for design 
that he presents can easily be reformulated as a G D M grammar . T h e work on advice 
and guidance in K E W is also quite s imi lar to the approach recently presented by 
[12]. T h e i r workbench consists of three tools : S P A R K , w h i c h is intended for model 
selection, B U R N w h i c h selects the appropriate K A tools, and F i r e F i g h t e r , wh i ch 
functions as an appl i cat ion debugger. T h e S P A R K / B U R N approach is s imi lar to 
ours i n the sense that an abstract task model is used to select appropriate k n o w l -
edge acquis i t ion tools. However, this work is also based on the two stage assumption 
mentioned before. Moreover , tool selection is a very s imple process in B U R N : there 
is a more or less one to one m a p p i n g between the inference steps in the model 
(mechanisms, as they call i t ) and knowledge acquis i t ion tools. K E W takes also in to 
account in format ion about the knowledge acquis i t ion context. T h e A d v i c e and g u i d -
ance model i n K E W does not have a debugging tool comparable w i t h F i r e F i g h t e r . 
5.2 G e n e r a l Conclusions 
Because the tools presented i n this paper are implemented a short whi le ago, the 
K E W advice and guidance module has only been used i n two experiments : a s m a l l 
scale experiment in the m u s h r o o m domain and a moderately large experiment in the 
field of respiratory medicine. A l t h o u g h we th ink that our result are promis ing the 
real test of the approach lies in i t ' s future appl i cat ion of course. 
For these experiments we have implemented a g rammar for diagnostic prob lem solv-
ing. A l t h o u g h this grammar is rather s m a l l and implement ing a grammar that can 
handle a wider range of prob lem types remains a major enterprise the idea appears 
quite powerful . T h e rules i n our g rammar are in tu i t ive ly sensible and they seem to 
produce correct models. T h e grammar is able to generate the "c lassical" models for 
heurist ic classification [6] and systematic diagnosis [22], together w i t h a wide range 
of less wel l k n o w n models that make sense though . 
W e have not been very specific about the nature of the conditions on the rewrite 
rules. T h e conditions i n the example where rather s impli f ied for the sake of c lar i ty . 
T h e condit ions used i n the respiratory medicine appl i cat ion where more elaborate, 
but s t i l l tentat ive . We th ink that , in general, the nature of the conditions can only 
be established empir i ca l ly , through a thorough analysis of knowledge acquis i t ion 
scenarios. 
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Abstract. In this paper we discuss a formal framework that can be used to relate 
and compare different possible interpretations and formal task specifications of a 
given (verbal) expert protocol. Notions are defined that can be used to describe the 
differences and relations between these task specifications. The framework is used 
to structure the analysis of an example protocol dealing with an office assignment 
task. We give examples of different task specifications based on alternative 
interpretations of this protocol. 
1 Introduction 
It is well -recognized that a subject performing protocol analysis is making his or her own 
interpretation of the protocol [1, 3, 8, 13]. Therefore the model or task specification 
resulting f rom a protocol analysis is essentially subjective and may be biased by the 
mental background of the one who was doing the analysis. Dur ing the model l ing process 
various (often unconscious) choices are made. T o be able to compare different task 
specifications that are made on the basis of one given protocol (e.g. by different persons) it 
w o u l d be helpful to have an overview or taxonomy o f the types o f choices that are 
possible in principle. Such an overview can be thought of as a k i n d o f map (i.e., a picture 
or graph) o f a l l possibilities in the search space of interpretations and task specifications. 
B y positioning interpretations and task specifications on such a map and defining different 
branching points, the process o f adopting one o f the interpretations and creating one of the 
task specifications can be made more concrete and visible. 
In practice a complete map as discussed is not always needed and feasible; in general 
such a complete map may be infinite. One depends on the possible interpretations and task 
specifications that one is able to identify. Therefore i n practice only a partial map w i l l be 
considered. A n d even i f this happens to be a complete map (which is very unl ikely) , i t w i l l 
not be easy to conclude that one has been exhaustive. But also a partial map might increase 
one's insight in the task behind the protocol and its possible specifications. 
F r o m a theoretical v iewpoint one may give an abstract definitional framework, 
independent o f the question whether in practice one is able to consider a complete map, or 
only a partial map. T o design such a framework in a well-defined manner it w i l l be helpful 
i f the task specifications that are considered are well-defined, i.e., can be given in a formal 
format [9]. A possible approach to formal task specifications is offered by the formal 
specification framework D E S I R E (framework for D E s i g n and Specification of Interacting 
REasoning modules; see [7, 10]). W e have this type of formalisation i n mind , but since 
the description we w i l l give in this paper is at a more abstract level , other approaches may 
fit i n as wel l . What is important though is that a task specification takes into account both 
static and dynamic aspects of the task. The behaviour of the task (the order o f the steps in 
the problem solving process) should be determined completely by the specification: g iven 
such a specification it should be possible to create unambiguously a related reasoning trace. 
In order to illustrate the abstract definitional framework we give possible different 
interpretations of a sample protocol , provided by M a r c Linster as a test problem i n the 
Sisyphus project. O r i g i n a l l y , participants of this international project were asked to 
provide a model o f the problem solving process reported in the protocol (for the solutions, 
see [11, 12]). W h e n bui ld ing our model (fully discussed in [5]) we identi f ied a lot o f 
possible choices for the interpretation of the protocol. The analysis of the g iven protocol 
raised most o f the issues which w i l l be discussed in an abstract way in this paper. 
In Section 2 we give the content of a formal framework that can be used to compare 
formal protocol interpretations and formal task specifications and define the basis notions 
underlying this framework. In Section 3 the example protocol is presented. Section 4 gives 
an overview according to our framework of different protocol interpretations and task 
specifications that can be made for the example protocol . F i n a l l y , in section 5 we draw 
some conclusions about our approach. 
2 The Content of the Framework 
W e assume that the protocol to be interpreted states the problem to be solved and gives an 
account o f the solution process. The latter is given in the form of steps taken b y the 
expert, with some explanations. However, the explanations usually do not fu l ly reflect a l l 
details o f the problem solving process. V e r y l ikely not everything that was taking place i n 
the expert's head was registered. O n the other hand, some irrelevant statements may also 
have been inc luded, which the expert d id not really use. O u r a im with interpreting a 
protocol is to reconstruct the expert's model for problem solving. 
O f course, usually there is a pragmatic aim too, namely to bu i ld a system w h i c h is 
capable to replace an expert's problem solving activity. The idea is to bu i ld a system based 
on the expert's problem solving model . Although we assume this model may be present i n 
the expert's head, it is not directly available to us. The only thing we can do is to use 
information avai lable in the protocol (or several sample protocols) and m a k e an 
interpretation of i t . T h i s protocol interpretation can be used as a basis for a task 
specification that specifies an executable problem solving model for the task that may or 
may not be the same as the expert's model . Notice that we require that a task specif ication 
determines unambiguously the dynamic aspects o f the task behaviour (the order o f the 
process steps). This is an important difference with a protocol interpretation: this is related 
to the given protocol only and a complete specification of the process is not required. F o r 
shortness, sometimes we w i l l use the word " m o d e l " to refer to either a p ro to co l 
interpretation, or to a task specification. 
2.1 B a s i c E l e m e n t s o f the F r a m e w o r k 
Usua l l y , the reasoning process as expressed in a protocol is underspecified. It gives on ly 
fragments of the real expert's problem solving model , and maybe even these fragments are 
not expressed sincerely. Therefore several interpretations can be given for one s ingle 
protocol. If a task specification has been created then some of its parts may relate to parts 
o f the given protocol. But often not a l l parts of the protocol are covered. Some protocol 
fragments may contain irrelevant information or may be found so unclear that one is not 
able to determine whether they are relevant and what they should mean. Conversely, and 
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F i g . 1. Discarded noise versus additional assumptions 
partly related to this phenomenon, the task specification w i l l contain parts that do not 
relate d irect ly to parts o f the protocol . These were the miss ing l inks i n the protocol 
interpretation; the modeller has used her or his own creativity and fantasy to fill these 
gaps. They may have some unknown relation to obscure parts o f the protocol but equally 
w e l l that may not be the case. 
Note that a modeller is not necessarily aimed at interpretations which maximal ly cover 
the g iven protocol. First of a l l because the amount of knowledge to be included in the task 
specification does depend on how abstract, general and powerful model we are aiming at. 
The more text one interprets, the more ambiguities and gaps in the reasoning process as 
reported i n the protocol need to be bridged. Rough ly speaking, the fewer items one 
considers as noise, the more extensions i n the form of assumptions and additions one has 
to make , and the more knowledgeable model one can bu i ld (see F i g . 1.). However , a 
highly knowledgeable model necessarily cannot be unambiguously related to the protocol, 
due to the number of assumptions that have to be made. 
The fact that a protocol usually gives an underspecified and sometimes obscure account 
of the expert's reasoning process has essential implications. O n l y a part o f the protocol 
can be interpreted s incerely , and due to the miss ing l inks i n this part ia l protocol 
interpretation no unique extension can be found that gives a complete specification of the 
task as performed by the expert One is forced to choose one of the possible extensions to 
obtain a complete (executable) task specification, and there is no guarantee that this 
chosen task specification coincides with the specification of the task as actually performed 
by the expert. So , the problem is not to s imply avoid a possible impact o f the modeller's 
fantasy or bias, but is more essential. N o absolute solution can be established: the 
model ler has to use fantasy to make a choice that cannot be motivated by the protocol 
itself. Between a constructed task specification and the expert's model no over-all relation 
can be established; only the parts of both models (the expert's model and the constructed 
model) that correspond to the (partial) protocol interpretation can be related. To clarify this 
issue we analyse i n more detail what choices often are made dur ing the protocol 
interpretation and the design of a task specification. Sometimes these choices are made 
unconsciously , but at other times the modeller may be completely aware of this. W e 
distinguish the fo l lowing types of choices, not necessarily done i n this order (see F i g . 2.): 
Selecting a relevant part of the protocol. Th i s concerns the choice to focus on a 
part o f the protocol that is considered to provide relevant information and to ignore the 
other parts as being noise. Sometimes this choice w i l l mainly be a negative one: just 
leaving out things that cause too much trouble. B y taking the expl ic i t decision to leave 
out these undefinable statements the remaining protocol-part can be interpreted with more 
confidence. 
Interpretation of the selected protocol text. The concepts and relations i n the 
selected part o f the protocol are specified by introducing some (formal) concept-names and 
relation-names, and the knowledge that can be acquired from the protocol is expressed. 
Th is gives a protocol interpretation that in fact is only a partial task specification. In 
general it does not contain enough knowledge to really specify the task: concepts and 
knowledge that were not mentioned exp l i c i t ly i n the protocol are s t i l l m iss ing ; in 
particular the arguments behind the order o f steps taken in the problem solving process 
(i.e., knowledge concerning the dynamics of the task) often are missing. 
Extending the protocol interpretation to a task specification. T o obtain a 
(complete) task specification one has to add concepts and knowledge from one's own ideas 
and fantasy about the task. The requirement that a task specification should determine 
uniquely the behaviour of the problem solving process makes it necessary to take some 
hypothetical steps to determine how the complete process speci f ication c o u l d be 
constructed (the dynamics of the task). The additional requirement is that the process as 
simulated by executing the task specification should show the same problem solving steps 
and i n the same order as can be seen in the protocol. 
Not ice that the three main concepts used here can be given a formal definit ion. A 
protocol text can be viewed as a text string, and a task specification can be expressed as a 
specification document using a formal specification language, for instance as g iven by 
D E S I R E (see [7,10]). A protocol interpretation can be expressed as a partial (i.e., a subset 
of) formal specification document. So the space of a l l protocol interpretations and task 
specifications can be defined formally by the set of all (partial) formal specification 
documents. In this space we can use the extension relation denoted by <E . A partial 
specification document T extends a partial specification document S , i f a l l parts o f 8 
occur in T . In F i g . 2 the l ines between the protoco l interpretations and the task 
specifications denote extension relations. For instance the fo l lowing relations hold : V 
3P 1» Q ^ E Q 2 » & ^ E Q 3 - This extension relation is a partial ordering on the space 
o f partial task specifications. 
F i g . 2. Overview of the protocol interpretations and task specifications 
2.2 Protocol Interpretations 
A protocol interpretation reflects a selected protocol text, i f a l l the statements given in this 
selected text are related to expressions i n the protocol interpretation. Here we do not 
discuss the l inguist ic details o f the mapping from a given protocol text to a protocol 
interpretation. What is important, is that there is a relation between the expressions i n a 
certain subset JC of the protocol and the constructs o f a protocol interpretation P of JC. 
A protocol interpretation P interprets the subset JC o f the entire protocol T . W e ca l l P 
a partial interpretation; i f JC = T we ca l l it a full interpretation of the protocol T . Note 
that i n a protocol interpretation there can be constructs which do not have a corresponding 
textual form i n the protocol. These construct are i n the model due to some assumptions by 
the knowledge acquisitor or to some other sources of information than the given protocol 
(e.g., the expert himself) . The protocol interpretation P mirrors JC i f a l l constructs i n 
the protocol interpretation correspond to some text fragment i n the protocol part JC. 
Obv ious ly , there are several possible partial interpretations o f a g iven protocol T . 
Some of these can be compared, by comparing the part o f the protocol they ful ly interpret: 
P 2 interprets more than P j , i f JC^ c J C 2 . This partial ordering is denoted by <j. F o r 
example , i n F i g . 1. it holds H <j Q. A s this relation is based on the subset relation 
between text strings, it can easily be defined formally. 
2.3 F r o m Protocol Interpretations to (Complete) Task Specifications 
A usual problem wi th interpretations mirror ing a g iven protocol is that they are not 
complete. A non-complete protocol interpretation does not capture a l l details o f the entire 
problem s o l v i n g process, and cannot serve as a formal def init ion for some process 
simulation. Hence, we are interested in complete extensions of a protocol interpretation in 
the sense that they specify a reasoning trace. Note that i n F i g . 2 we have H <j Q, the 
interpretation P is a complete interpretation but does not mirror the entire protocol, Jt 
and Q have a common complete extension, Q3. 
W e expect that a task specification should exhibit the same behaviour as registered in 
the protocol . N a m e l y , not only the same solution as reported in the protocol is f inal ly 
found, but also along the same steps. If the process steps that are generated by the task 
specification correspond to the steps reported in the protocol, then the task specification 
reproduces the solution of the problem, and is called reproductive. 
N o t i c e that the main goal o f the knowledge acquis it ion is to come up wi th a 
reproductive task specification related to the protocol. The usual first attempt is to give a 
completion o f a maximal mirroring protocol interpretation (maximal in the sense o f the 
ordering <j), hoping that it w i l l be also a reproductive interpretation. However , this is 
not necessarily the case. Usua l l y the completion requires the extension of the knowledge 
direct ly reported i n the protocol , so i t i s not mirror ing the protocol any more and, 
moreover, the added knowledge can specify a dynamics of the task that is different from the 
dynamics as shown in the protocol. 
O n the other hand, there is a straightforward and tr iv ia l way to give a complete and 
reproductive task specification for a given protocol : a task specification that contains 
knowledge directly specifying the steps i n turn, as reported in the protocol. However , this 
t r iv ia l completion w i l l not take into account explanations the expert gives on the steps 
that are taken. T h i s means that this t r iv ia l solution only applies to a very restricted 
protocol text selection where a l l explanations have been left out. This is not satisfactory. 
A more realistic min ima l reproductive task specification w i l l take into account at least a 
part o f the explanations given by the expert 
2.4 Criteria for Comparing Task Specifications 
Applicability and Genericity of a Task Specification. A g i v e n p r o t o c o l 
accounts on the solution process o f a given problem. However , the expert solves a given 
problem on the basis of experience gained by previous experience wi th other problems of 
the same type. Moreover , the system to be built on the basis o f the task specif ication is 
going to be used in the future to solve other problems as we l l . One would l ike to have a 
task specification related to a given protocol which w i l l not only reproduce the reported 
solution process of the given problem, but also w i l l (re)produce the solution process of 
several other problems. 
What sets of problems can be identified ? It is very common that problems on ly differ 
i n the in i t ia l ly given input facts. I f we know that the in i t ia l situations that real ly occur 
can differ only i n certain facts, then the possible input facts can be d i v i d e d into two 
disjoint sets, namely the fixed ones which may not change (these may be v iewed generic) 
and the ones which may change. Simi lar ly fixed (stable) and specific (changeable) entities 
or objects, and goals can be defined. Hence for each task specification P one can define a 
set of problems s(P), the ones which can be modelled by changing specific components 
of the problem description of the pro toco l 
Further on we w i l l refer to a set of problems A. w h i c h the task specification should 
be able to cope wi th , and a subset fi of A. for wh i ch a protocol was g iven. O n e can 
think o f the analogy o f approximat ing an unknown funct ion: the elements o f B 
correspond to basis points where the value o f the unknown function is g iven , and the 
elements o f A. as those points where the approximating function should have the same 
value as the unknown function. Where the analogy breaks down is the lack o f a distance 
measure for problems and task specifications. For the time being we assume that B has 
one element. Informally, a task specification P is more generic than Q, i f P provides 
an interpretation of a l l protocols for which Q is an interpretation. This partial ordering is 
denoted by < G . 
One would l ike to elucidate the 'right' generic theory for the problems to be solved. O f 
course it cannot be assured in any way that an expert w i l l solve a l l the problems just i n 
the way as a task specification wou ld do. Note , that for the elements i n »4\B the 
problem solving process is unknown. In principle the expert could use different strategies 
for a l l problem instances. A l l the same, we can declare some necessary conditions. 
A task specification is stable with respect to certain facts, entities or goals o f the 
problem statement i f by changing the appropriate components of the problem description 
only , we gain a complete and reproductive task specification related to the protocol o f the 
altered problem. A necessary condition for stability is that generic knowledge has been 
found: knowledge that does not refer to specific facts, entities and goals, on ly to generic 
ones. Note that from a given task specification one can identify the specific in i t i a l facts, 
objects and goals. W e do not elaborate the formal definition of stability here. 
The generality o f a task specification cannot be decided unless we have a protocol for 
the solution o f a l l the relevant problems. O b v i o u s l y , this never happens. H o w e v e r , 
bearing in mind the intended scope of problems the system has to cope wi th , certain task 
specifications are better than others. Rough ly speaking, the fewer number o f 'unstable' 
facts are referred to, the more stable the task specification is. 
Problem-solving Power of a Task Specification. Another aspect o f prob lems is 
their difficulty. Namely , how many solutions to the problem exist. The expected di f f i culty 
o f situations to cope with should be considered. The task specif ication P is more 
powerful than Q, i f a l l the problems that can be solved by Q can also be so lved b y P . 
The p a r t i a l ordering induced by the compar ison o f the set o f problems the task 
specifications can cope with is denoted by <p. 
It is hard to predict i f a task specification is powerful enough to cope with another 
problem. I f not, then the problem so lv ing mode l should be extended with strategic 
knowledge to be able to cope with situations whi ch have not been reported i n the available 
protocols, but are l ikely to occur. 
Abstraction Ability. Whenever a new prob lem w i l l be so lved , the user of the 
knowledge-based system w i l l have to prov ide the in i t i a l facts describing the input 
information. I f a system is built on the basis o f protocols given by an expert, then many 
facts g iven b y him could not have been given by a less experienced person. F o r instance a 
less experienced person cannot tel l that a patient has fever, given he has a temperature of 
39°C, whereas an expert can derive that by means of a reasoning process called data 
abstraction (for instance, see [2]). The less experienced person needs the fact "fever" as an 
input he lacks the knowledge to be able perform the data-abstraction himself. 
The ability to abstract o f a task specification can be defined i n terms o f the concepts 
used i n the inputs. Informally, the abstraction ability of a task specification P is higher 
than the one o f Q , i f some concepts required to give the input facts for Q can be 
determined using other (more primitive) concepts by means of knowledge i n P . The partial 
ordering induced by the comparison of abstraction level of the protocols is denoted by < A . 
Note that at a task specification with a lower abstraction level is more knowledgeable, that 
is its knowledge about the wor ld is richer. 
2.5 Overview of the Comparison Primitives 
Different interpretations and task specifications related to the same protocol can be 
compared from different points of v iew, expressed by the fo l lowing partial orderings: 
<E extension 
Does one specification contain the other. 
<j mirroring 
H o w much of what has been said in the protocol is modelled. 
< Q genericity 
H o w b ig is the set of those other protocols for which the given 
task specification is reproductive. 
<p powerfidness 
H o w difficult problems (with different ini t ia l facts) can be solved. 
< A abstraction ability 
H o w difficult it is to give the init ial wor ld situation by the user. 
A s a l l the orderings above are partial, not a l l alternatives can be compared from a l l points 
of view. Moreover , the different partial orderings are not in some sense dependent on each 
other. F o r instance, there can be task specifications, P j , P 4 for which 
P x < R P 2 and P 3 < R P 4 but P j < A P 2 and P 3 > A P 4 
In principle, the ideal task specification related to a protocol would be a most general, 
most powerful and most knowledgeable one, w h i c h maximal ly mirrors the given protocol. 
However, such an ideal task specification usually does not exit. Earl ier we pointed out that 
the max imal mirror ing interpretation o f a protoco l is usually not complete and not 
reproductive. 
To sum up: protocol interpretations and related task specifications can be compared 
from different points of v iew. The objectives of the knowledge acquisition - that i s , what 
interpretation are we aiming at - can be thought o f as points in the 5-dimensional space of 
evaluating protocol interpretations and task specifications. The criteria of optimality could 
be formulated as a pareto-optimum by ranking the different aspects o f evaluation. 
3 An Example Protocol 
The text included in this section is a shortened version of the Sisyphus sample protocol , 
offered by Marc Linster ([12]). 
The task is to assign offices to members o f a research group. They get a very l imited 
number of offices indicated in F i g . 3. Some w i l l have to share an office. The protocol to 
be analysed has been produced by the expert S igg i D „ who managed to solve the problem. 
3.1 Some I n f o r m a t i o n 
W i t h i n the subset o f members of Y Q T we have the fo l lowing organizational structure: 
Thomas D . is the head o f the group Y Q T ; E v a I. manages Y Q T ; M o n i k a X . and U l r i k e U . 
are the secretaries; Werner L . and A n g i W . work together in the R E S P E C T project; Harry 
C , Ji irgen L . and Thomas D . work i n the E U L I S P project; M i c h a e l M . and Hans W . 
work i n the Babylon Product project; Hans W . is the head of this large project, M a r c M . , 
U w e T. and A n d y L . pursue individual projects; Katharina N . and Joachim I. are heads of 
larger projects that are not considered in this problem. More information can be found i n 
C5-123 C5-122 C5-121 C5-120 
F i g . 3. The part of the floor-plan of the chateau that we will consider 
the protocol itself. The rooms C5-123 , C5 -122 , C5 -121 , C5-120 , C5-119 and C5-117 are 
large rooms that can host two researchers. Large rooms can be assigned to heads of groups 
too. The rooms C5-113 , C5-114 , C5-115 and C5-116 are single rooms. 
3.2 T h e S a m p l e P r o t o c o l 
T h e w o r d s o f the exper t C o m m e n t s , ques t i on s a n d a n n o t a t i o n s 
1 Put Thomas D . into office 
C 5 - U 7 
1 a The head of group needs a central office, so that 
he/she is as close to all the members of the group 
as possible. This should be a large office. 
1 b This assignment is defined first, as the location of 
the office of the head of group restricts the 
possibilities of the subsequent assignments. 
2 Monika X . and Ulrike U . 
into office C5-119 
2 a The secretaries1 office should be located close to 
the office of the head of group. Both secretaries 
should work together in one large office. 
2 b This assignment is executed as soon as possible, 
as its possible choices are extremely constrained. 
3 E v a l . into C5-116 3 a The manager must have maximum access to the 
head of group and to the secretariat. At the same 
time he/she should have a centrally located office. 
A small office will do. 
3 b This is the earliest point where this decision can be 
taken. 
4 Joachim I. into C5-115 4 a The heads of large projects should be close to the 
head of group and the secretariat. 
4 b There really is no reason for the sequence of the 
assignments of Joachim, Hans and Katharina. 
5 Hans W . into C5-114 5 a The heads of large projects should be close to the 
head of group and the secretariat 
6 Katharina N . into C5-113 6 a The heads of large projects should be close to the 
head of group and the secretariat 
7 Andy K . and Uwe T . into 
C5-120 
7 a Both smoke. T o avoid conflicts with non-smokers 
they share an office. Neither of them is eligible for 
a single office. 
7 b This is the first twin-room assignment, as the 
smoker/non-smoker conflict is a severe one. 
8 Werner L . and Jtirgen L 
into C5-123 
8 a They are both implementing systems, both non-
smokers. They do not work in the same project, but 
they work on related subjects. Members of the 
same project should not share offices. Sharing with 
members of other projects enhances synergy 
effects within the research group. 
8 b There really are no criteria of the sequence of these 
twin room assignments. 
9 Marc M . and Angi W . into 
C5-122 
9 a Marc is implementing systems, Angi isn't. This 
should not be a problem. Putting them together 
would ensure good cooperation between the 
R E S P E C T and the K R I T O N projects. 
1 0 Harry C . and Michael T . 
into C5-121 
1 0 a They are both implementing systems. Harry 
develops object systems, Michael uses them. This 
creates synergy. 
4 Comparing Different Models of the Example Protocol 
4.1 A Generic Task Model and a Minimal Model 
Reading sections 3.1 and the right hand side of 3.2, we encounter a number of quite 
unambiguous statements about the wor ld the expert is reasoning about. For example, it is 
said that there is a room C5-117 whi ch is large, and that there is a person A n d y K . who 
smokes. W e consider these as parts o f the domain- or wor ld knowledge. The description of 
the wor ld consists o f facts (describing the wor ld situation) that may be true, false or (as 
yet) unknown. F o r this particular problem, the wor ld situation is described by facts about 
the offices, the persons, and also about wh i ch person is in wh i ch office (although of 
course these facts ' are as yet unknown). The facts can be considered as a picture of the 
wor ld situation that should be created. 
Since not a l l facts are known from the beginning of the problem solving process, the 
init ia l description of the wor ld situation is always partial . In this case, the truth values of 
the facts about the w o r l d situation that describe w h i c h person is in wh i ch office are 
init ial ly undefined. The aim is to get these truth values defined during the problem solving 
in such a way that certain logical relations (requirements) between the facts are satisfied. 
Such logical relations (the 'world theory*) also belong to the wor ld knowledge. It may be 
possible to reason with this knowledge and conclude new facts about the wor ld situation. 
Since the wor ld knowledge only specifies the facts and relations that (should) hold , 
separate strategic knowledge is needed and used to generate such a solution. This is crucial, 
especial ly i f the problem is d i f f i cul t i n the sense that only a few of the possible 
instantiations of the undefined truth values provide a solution. Therefore, i n addition to the 
wor ld knowledge, knowledge on the problem solving process is involved. This knowledge 
refers to the current state of the reasoning process itself and to (strategic) decisions that 
could be taken to continue the process. W e cal l it process- or meta-level knowledge. 
Separating this knowledge from w o r l d knowledge is a basic mode l l ing decision. 
Certa in statements i n the protocol section 3.2 just i fy this decis ion: we encounter 
statements such as "This assignment is defined first, as ..." [3.2.1b], "There really is no 
reason for the sequence of the assignment o f ..." [3.2.4b]. Such statements refer to the 
process of problem solving (e.g. what step is possible or required, which order of steps is 
useful) and not directly to the world. 
W e w i l l first consider the protocol as a whole (constructing a generic task model), 
distinguishing different reasoning tasks that are involved and the relation between them, 
and then determine which of the expert's statements belong to which reasoning task. 
The statements just mentioned ("This assignment is defined first..." etc.) also justify 
interpretations according to which the expert constructs the solution to the problem in 
smal l steps, by so lv ing a number o f subproblems (i.e. assuming the expert does not 
perform parallel processing, nor jump to a complete solution at once). F r o m statements 
such as "This is the earliest point where this decision can be taken" [3.2.3b], we can 
furthermore assume that the steps mentioned in the protocol are represented i n 
chronological order. W e may thus model his reasoning process as a cyc l i c process of 
determining a subproblem to be solved, and then solving it. Note that in order to do so, 
the expert must have some way of decomposing the problem into subproblems. For the 
moment, we consider a subproblem as being the problem of " f inding a room for a certain 
person, and determining a room-mate i f necessary". 
So lv ing such a subproblem also seems to invo lve several reasoning subtasks. The 
proliferation of statements about which assignments are possible ("person X should be 
(assigned to a room) near person Y " , "person X is (not) e l igible for a single office", 
"person X must have a large room" , etc.) indicate that the expert first determines certain 
(all?) possible assignments that wou ld solve the subproblem, and then chooses one. Other 
statements ([3.2.8a/9a/10a] in particular) seem to indicate that the expert chooses optimal 
or advantageous assignments. Note that in principle this selection process has a defeasible 
nature: a solution to the current subproblem is proposed, but it might turn out that wi th 
such a partial solution no satisfactory total solution can be found. In that case, one could 
revise this partial solution (using belief revision or backtracking): we consider the partial 
solutions essentially as assumptions. However , note that the given protocol does not 
show any revision actions. Probably this is the case since the expert's strategic knowledge 
is r i ch compared to the complexity of the problem. 
Description of a Generic Task Model. W e are now ready to describe a generic task 
model . W e discern five major subtasks: 
world 
Reasoning with wor ld knowledge 
problem decomposition 
Decomposing the problem into sub-problems 
problem selection 
Selecting a subproblem to solve 
assumption generation 
Determining possible solutions for this subproblem 
assumption selection 
Selecting one of these possibilities 
The reasoning process starts with the wor ld module (an object level task; the other four 
subtasks are reasoning about the problem solving process; we v iew them as meta-level 
subtasks). The problem decomposition task reasons about the (meta-)information about 
(the partial description of) the world state in order to determine which subproblems are yet 
to be so lved (see F i g . 4). It w i l l pass the subproblems to the problem selection task, 
w h i c h w i l l select one and pass it on . The assumption generation task is one o f 
determining a set of possible assignments that would solve the selected subproblem. These 
are passed on to the assumption selection task, which selects one. The selected assumption 
w i l l be 'effected' as a new fact in the wor ld module. W e thus consider the expert to 'cycle' 
through these five modules until there are no subproblems left to solve (see F i g . 4.). 
problem problem assumption assumption 
decomposition selection generation selection 
start 
F i g . 4. Schematic picture of the generic task model's control flow 
D e s c r i p t i o n o f a M i n i m a l M o d e l . In this section we w i l l discuss a minimal 
instantiation ft o f the generic task model (a minimal task specification or minimal 
model, related to the protocol). A min imal model is an instantiation of the generic task 
mode l mirroring as much o f the protocol text as possible by making the 'most natural' 
assumptions possible whenever we have to make an assumption. However, 'natural' is a 
matter o f taste. One could wonder, for instance, how one is to check wether a room is 
centrally located or not. The protocol says nothing about this. A r e we therefor to assume 
that the expert provides us with a set o f facts "C5_117 is centrally located", "C5_115 is 
not central ly located", etc.? Intuit ively , we may consider this less far-reaching than 
assuming that the expert uses, let's say, the average bird-f l ight distance-function from 
doorknob to doorknob or some such. However , this intuit ion is hard to generalize. 
Cons ider a s imilar statement: "This assignment is executed as soon as possible, as its 
possible choices are extremely constrained" [3.2.2b]. Somehow, intuitively, we can not 
imagine that we w i l l have a list o f facts beforehand stating how constrained the possible 
choices are for each assignment. O n the other hand, there is nothing in the protocol stating 
whether this is so or not, let alone an indication of the technique the expert used to 
determine these facts. H o w could we best capture the interpretation meant by the expert 
(aside from asking h i m , which we can not do in this case). 
A s far as the purpose of the minimal model discussed here is concerned: it suffices to 
say that a l l alternative instantiations that w i l l be discussed later on are less min imal (i.e. 
more far-reaching assumptions are involved). 
W e w i l l first discuss the instantiations of each reasoning task, and explain what k i n d of 
knowledge w i l l be needed to perform the reasoning. Then we w i l l mention which choices 
we made with respect to the protocol text. 
Problem Decomposition 
W e w i l l consider the basic subproblems to be of the form "find a room for a person X , and 
determine a room-mate i f necessary". The knowledge needed for this task is straightforward 
- but not mentioned explic it ly anywhere i n the protocol: we have a basic subproblem for 
every person X that has not yet been assigned to a room. The part "determine a room-mate 
i f necessary" can be justified when one considers that the expert never places a person i n a 
room leaving an empty seat to be filled up later (left hand side o f 3.2). That we find a 
room for a person (and not vice versa) can be justif ied by [3.2.4b] in particular: "There 
rea l ly is no reason for the sequence of assignments of Joachim, Hans and Kather ina" . 
Some o f these subproblems, and the researchers-subproblem can be decomposed further 
according to individual persons or pairs o f persons. 
Problem Selection 
L o o k i n g only at the left hand side of 3.2, one might conclude that S igg i D . works in the 
sequence "head of office", "secretaries", "managers", "heads of projects", "researchers". The 
expert may have discovered this sequence as successful by experience. 
Assumption Generation 
W e assume the expert to determine one or more possibilities to solve a basic subproblem. 
N o information is available to see how many possibilities the expert produces. In this 
m i n i m a l model we consider all possibilities. Knowledge that plays a role are statements 
such as "The head of group needs a central office." [3.2.1a], "The manager (...) should 
have a centrally located office." [3.2.3a] (i.e. non-central offices are not possible for 
managers); "Members o f the same project should not share offices." [3.2.8a] etc. 
Assumption Selection 
One could argue that there is no statements at a l l i n the protocol about any possibi l i ty 
being preferred above another (only that possibilities are preferred over non-possibilities). 
A s a min ima l interpretation we could therefore select any possibility at random. 
World 
Here we w i l l f ind a l l facts about the wor ld situation (e.g. " A n d y K smokes"), and rules to 
derive new facts from given facts (e.g. " i f person X is a researcher, and room R is a single 
room, then person X is N O T eligible for room R " ) . 
M o s t o f the statements in the protocol [3.1 to 3.2] are unambiguous and could easily be 
fitted into the generic task model. Some sentences we considered ambiguous, however, and 
some sentences we decided to ignore as 'noise'. 
A s far as ambiguities are concerned: "the smoker/non-smoker conflict is a severe one" 
[3.2.7b] we assume to mean that smokers and non-smokers may never share an office. 
"Neither is eligible for single office" [3.2.7a] we assume to mean that researchers are never 
eligible for single office (as opposed to "at the moment no single offices are left"). 
W e also ignored the statements below that we considered as redundant explanatory 
statements (statements that in our op in ion explains how the expert acquired his o w n 
knowledge, i.e. we do not think the expert used that knowledge to derive anything): 
• "so that he/she is as close to a l l the members of the group as possible" [3.2.1a]; 
• "as the location of the office o f the head of group restricts the possibilities of the 
subsequent assignments" [3.2.1b]; 
• "This is the earliest point where this decision can be taken" [3.2.3b]; 
• W e do not consider the advantages mentioned about the assignments [3.2.8 - 3.2.10] to 
have played any part i n the reasoning process. 
F i n a l l y , we ignore the statement "Members of the same project should not share offices." 
[3.2.8a],(since the expert does put two members of the same project together i n [3.2.10a]. 
W e have also chosen to ignore the statement "This assignment is executed as soon as 
possible, as its possible choices are extremely constrained" [3.2.2b] since the protocol 
gives absolutely no indication of how one could determine how "constrained the choices o f 
an assignment" are. 
4.2 A n Overview of Alternative Interpretations and Task Specifications 
In this section we analyse the given protocol especially with respect to possible different 
interpretations o f certain statements by S igg i D . and to extensions that are inevitable i n 
order to be able to give more sophisticated interpretations. W e w i l l g ive examples for 
various kinds of refinements of the min imal task specification. Refinement is meant i n the 
sense that i n the ref ined task specif ication some more subtle theory replaces certain 
knowledge (simple theory or facts) o f the min imal task specification. F r o m the technical 
point of view of model bui lding, a refinement can be achieved by: 
• refining the world knowledge; 
• refining the strategic knowledge concerning subproblem generation and selection; 
• refining the strategic knowledge concerning the solution of subproblems. 
The refined theory to be included is either gained by mirroring some parts o f the protocol 
which were considered as 'noise' by the min ima l interpretation, or by understanding i n a 
different way certain parts of the text also mirrored by the m i n i m a l interpretation, or by 
adding knowledge which does not mirror any text in the given protocol. O n l y i n the first 
and the last cases a refinement necessarily is an extension as we l l . In the first case the 
refinement interprets more of the protocol . W e w i l l point out what sentence is mirrored 
addit ionally or in a different way in the alternative refined interpretations. In this entire 
chapter the numbers w i l l refer to protocol sections o f the problem description. 
T h e refinements require the modification of the knowledge in certain modules o f the 
m i n i m a l model and/or the insertion o f new modules or replacement of a module by new 
ones, as we l l as the modification the control rules. 
R e f i n e m e n t s of the W o r l d T h e o r y . Reading the explanations under points a. i n the 
right hand side o f [3.2], a number o f new notions occur: "... needs a central o f f ice" 
[3.2.1a], "... they work on related subjects" [3.2.8a]. The expert refers to the newly 
introduced relations as known facts. There are two alternatives to interpret such a reference: 
• W e accept that the the truth or falsity of certain facts (e.g. room C5-117 is central) 
should be given in advance, as part o f the problem specification, by the user. The facts 
that are not expl ic i t ly given are unknown (e.g. we do not assume that e.g. room C 5 -
120 is not central, we s imply do not know). 
• W e assume the expert having some theory on how to derive the truth of the referredfact 
f rom the in i t ia l ly g iven facts. E . g . he has derived the centrality of the rooms by 
l o o k i n g at the layout. W e include into our model knowledge declaring the truth or 
falsity o f the referred fact with respect to the truth or falsity o f certain, init ia l ly g iven 
facts. I f there is nothing said explic it ly about the theory used then one has to guess i t . 
In the m i n i m a l model we took the first approach. B e l o w we extend the world model with 
different theories on how to derive centrality from some other facts o f the world. 
Model Cj: common sense theory for centrality 
The first emerging idea is to interpret "centrality" in the ordinary sense, by analysing only 
the layout o f the rooms. However , a task model based on this interpretation does not 
reproduce the given protocol: obviously, i n such interpretation C5-119 would be the most 
central room. Hence one should be careful not to include too general common sense 
knowledge. 
Model C2 : domain dependent theory for centrality 
The w o r l d theory is refined with knowledge to derive centrality of a room from its position 
and size (for details, see [5]). The centrality of a room is computed by taking a weighted 
sum o f the Manhattan distance o f the selected room from the rest o f the rooms. (The 
Manhattan distance is chosen to model that walls o f the rooms cannot be crossed.) T h i s 
domain dependent weight selection is meant to express that the centrality of a room is 
defined with respect to the role o f the people in the rest o f the rooms and to their relative 
posit ion. Smal l rooms count more as they are to be assigned to heads of projects, and i t is 
emphasized that the heads of projects should be close to the head of the group. Note that 
the user is expected to describe the in i t i a l situation in less abstract terms than i n Tt: 
instead o f centrality, only the position of the distinct rooms should be given. 
Model Cy. domain independent theory for centrality 
F o r the sake of s implic ity we explain the definition of centrality for the room of the head 
of the group only. Centrality can be understood as an aggregate measure o f how w e l l the 
requirements on closeness to the rooms o f staff members can be met by a distinct room. In 
order to model this interpretation one has to refine further the theory given above. Instead 
of g i v i n g the relevance of the rooms by their size, we give a more elaborate evaluation on 
the basis o f the structure of the problem. When selecting a room for the head of the group, 
one w o u l d l ike to select the one which w i l l make it possible to place the staff members in 
such a way that they are the closest to the room selected for the head. This means that the 
room o f the head of the group should be selected i n such a way that it w i l l lead to a 
solution o f the entire problem where certain relations - i n our case, those on closeness -
are satisfied the best. 
W e estimate how we l l the closeness requirement can be satisfied for each possible 
room assignment by using more elaborate weights: for each room we take the ratio o f the 
a staff members and the number of a l l persons who can be assigned to the room (for 
details, see [5]). Th is estimate neither leads necessarily i n a l l situations to the selection of 
the best room, however, it is superior to the previous one. A l l the staff members are taken 
into account, and it is not misleading i n situations where not only smal l rooms w i l l be 
assigned to the heads of groups (e.g. not enough small rooms, or the only smoker non 
staff member should be assigned to a single room). Note that i n order to be able to 
compute the weight o f a room, the problem should be analysed by calculating a l l the 
possible assignments i n advance. 
Refinements for Problem Decomposition and Subproblem Selection. T h e 
statement "There really are no criteria of the sequence of these twin room assignments" 
[3.2.8b] may suggest that S igg i D . realizes that the remaining problem is to make pairs o f 
the unassigned people, whi le assigning them to rooms is not relevant (any assignment of 
the remaining rooms w i l l be equally wel l ) . O u r m i n i m a l model could be refined i n a 
straightforward way , by 'duplicating 1 our m i n i m a l model , but wi th different k inds o f 
assignments and problems: the assignment of one person to a room and the subproblems 
of f inding the room for a person for the staff assignment problem, and the assignment o f a 
person to another one and the subproblems of f inding the room-mate of a person for the 
researchers assignment problem. 
The order o f dealing wi th the subproblems has strategic importance. Some meta-
statements on the possible solutions relate solutions of different subproblems (e.g. "The 
manager must have max imum access to the head of the group and to the secretariat" 
[3.2.3a]). Hence, whenever a subproblem is to be solved, the solution o f the already solved 
subproblems may restrict the possible solutions o f the current subproblem, even to the 
extent that the current subproblem has no solution at a l l compatible wi th the g iven 
solutions of the previously solved subproblems. Hence it is useful to analyse how 
strongly the different subproblems are interrelated. A widely used general problem solv ing 
strategy is to solve the most constrained subproblem first. It also makes sense to select 
the one with the fewest solutions to be solved first. The protocol does give the hint that 
S igg i D . d id apply both problem selection criteria. 
Model V: room-view theory for problem decomposition and selection 
In our min imal model the problem decomposition and selection were driven by the role o f 
the unassigned people. W e emphasized that the 'macro actions' at the left hand side of 
[3.2] could be generated i n different ways, depending on i f first a room or room-mate was 
assigned to a selected person. Moreover, Siggi D . used a different criterion for subproblem 
selection i f an unassigned room was a bottle-neck (e.g. only one set o f persons can be 
assigned to it) i n the problem yet to be solved. In order to be able to exploit such 
situations, we refine the knowledge of subproblem generation and selection by adding 
some theory (not corresponding to any text in the protocol) on how the certain macro 
steps were generated. W e extend the notion of subproblems: a room to be f i l led up is also 
considered to be a subproblem. W e al low to switch from the persons' v iew to rooms' v i ew 
i n l ook ing at and selecting from subproblems. Before examining the subproblems f rom 
the persons' v i ew , as done i n the min ima l model , now we check i f there is a room to 
w h i c h only one set of persons can be assigned. If so, this subproblem is selected as the 
next one to be solved. Th i s task can be performed by introducing a separate module, wi th 
knowledge for analysing subproblems from the rooms 1 v iew (for the specific rules , see 
[5]). The rooms' v i ew is used only to perform unique assignments opportunistically. 
Such opportunistic detection of critical v iews and assignments would help to avoid dead-
ends. See proving experiments with Fox's opportunistic scheduling system (see [4]). 
In a further refinement o f the minimal model , the same result (a room f i l led up) could 
be generated v ia several steps, e.g. select a person, select his roommate, select a room for 
them. 
Model Pj: select the most critical subproblem 
The explanations for the strategy fo l lowed give evidence for a more general, d o m a i n -
independent subproblem selection criteria: selection of the most critical subproblem. 
Explanat ion for selecting the assignment o f the head of the group as the first subproblem 
refers to restrictions on the remaining subproblems: "... the location of the office o f the 
head of group restricts the possibilities o f the subsequent assignments" [3.2.1b]. Indeed, 
the location of the head of the group constrains a l l the remaining subproblems, as a l l the 
staff members should be close to h i m , [3.2.2a, 3.2.6a] and he has to be "as close to a l l 
members of the group as possible" [3.2.1a]. 
Note , that the selection by role can be considered as the domain-dependent version of 
the selection by criticality: i n this domain , usually i f a person has a higher ro le than 
another, then he is more crit ical too, in the above sense. Note, that in the given case this 
d i d not apply for the secretaries and the manager. However, i f the prescription of the w o r l d 
changes, the selection by criticality w i l l work, while the selection by role not necessarily. 
Model P2>' select subproblem with the least solution 
Occasional ly , S igg i D . applied another criterion, that is selection of the subproblem with 
the least solutions. In [3.2.2b], the secretaries are assigned "... as soon as possible, as its 
possible choices are extremely constrained". W e take S igg i D . to mean that there are very 
few possibil it ies. (Indeed, a secretary has only one possibil ity: C5-119 is the only large 
room close to the head of group, and her room-mate must be the other secretary). T h i s can 
also explain why [3.2.7] was done before [3.2.8-3.2.10]: the smokers are assigned first o f 
a l l researchers "... as the smokerAion-smoker conflict is a severe one" [3.2.7b]. That i s , 
A n d y K and U w e T. are unique room-mates of for each other. 
Model Py select from subproblems with equal solutions randomly 
T h e statement "There are real ly no cr i ter ia o f the sequence o f these t w i n r o o m 
assignments" [3.2.8b] can be understood in a different way as was done i n the task 
specification P i above. It also can be the case that this statement emphasizes that random 
selection should be used when the subproblems are equally constrained i n the above sense. 
Note that from a modell ing point of view there is much difference i f random selection i n a 
complete task model mirrors the protocol , or i f there is a non complete interpretation 
avai lable , and random selection is assumed and used as a necessary extension o f the 
incomplete interpretation. 
R e f i n e m e n t s f or S o l v i n g S u b p r o b l e m s . In [3.1] we encounter statements l i k e "... 
large rooms ... can host two researchers", "large rooms can be assigned to heads of 
groups". O n the right hand side o f [3.2] there are several similar statements, e.g. "The head 
o f group needs a central office" [3.2.1a], "Both secretaries should work together i n a large 
off ice" [3.2.2a]", "The heads of large projects should be close to the head of group and the 
secretariat" [3.2.4a]. These are normative statements, which prescribe which evaluations o f 
the goal facts in the wor ld situation are possible ("can" statements) and acceptable as a 
solution ("should" and "need" statements). This type of statements are heavily used on the 
meta- level , in the process o f constructing the solution. In the m i n i m a l mode l w e 
considered only the statements directly stating what is a possible evaluation of the goal 
facts, and what is required to accept them as a solution. 
U s u a l l y there are many solutions of a subproblem. F r o m the protocol we could not 
definitely decide i f the proposed solution was selected from a l l the possible solutions, or 
only some or even only one was considered. Hence in the min imal model we did not make 
any arbitrary restrictions on the set of possible solution to be generated. However , the 
explanations gave the impression that S igg i D . has considered only such solutions o f a 
subproblem whi ch , in combination with the assignments that already had been made, do 
not violate the prescriptions for the solution. 
Model 8j: reflecting time-dependent goal reconsideration 
The somewhat shocking explanation [3.2.10a] gives rise to a more subtle interpretation. 
Here S i g g i D . uses just the opposite of the argument i n [3.2.8a] about the synergy o f 
assignment. Is it because of B A B Y L O N is a Product, not a Project? O r B A B Y L O N is an 
exception? If so, then our problem description should be reconsidered. O r it w o u l d be 
better not to have Harry C . and M i c h a e l T. in the same room, but instead of trying to 
improve the pair ing of the people by backtracking, S igg i D . convinces us and himself that 
after a l l the current assignment is not too bad. T h i s question is a central one as there are 
10(!) other assignments where a synergy confl ict does not occur at a l l , and the hacker 
constraint is violated similarly only for one pair. 
One may assume that S igg i D . has come up with a specific solution because o f his 
l imitations. Obv ious ly , we do not want to m i m i c errors due to l imitations of human 
experts. Here we do not dwe l l further on the reliabihty/trustability of the protocol. B u t we 
note that even the second interpretation could be captured by a more sophisticated model . 
A s time proceeds (or the yet unsolved part of the entire problem shrinks), the criteria o f 
solution of the subproblems can be relaxed. Note that the relaxation o f the criteria o f 
solution has as a significant positive effect: the time spent on f inding a solution decreases. 
Model 82: to differentiate hard and soft requirements 
A more careful look at the first subproblem with several possible solutions — that i s , the 
subproblem solved in step [3.2.8] — raises questions. This is the first time, that a pair is 
preferred to some other, equally feasible ones. Is there really no basis for preferring a pair 
(more precisely, a d iv i s ion of the remaining 6 people) over another? In that case, the 
chosen room-mate is due to random selection. O r , d i d S i g g i D . compare the possible 
room-mates and selected the best one in some sense? If so, on what basis? 
The explanation for forming the pairs in steps [3.2.9-3.2.10] can serve as a basis for 
comparing the different solutions o f a subproblem. T h i s suggests that not a l l the 
prescriptions for the wor ld are equally severe ones. There are ones which should be met 
anyway, but certain others can be violated. The statement "...the smoker/non-smoker 
conflict is a severe one" [3.2.7b] suggests that not a l l the prescriptions for the possible 
assignments are equally ' h a r d : i f there is no so lut ion, certain requirements can be 
sacrificed. E . g . a smoker/non-smoker conflict is never al lowed, while an implementor/non-
implementor conflict may occur. (Note that in the task specification P 2 w e interpreted this 
sentence in a very different way.) W e refine the prescriptions when two people can share a 
room in the wor ld model : certain prescriptions are 'hard' ones, others are 'soft' ones. O n l y 
the hard prescriptions should be fulf i l led by a solution, the soft ones are taken into account 
when selecting a best solution from the ones fu l f i l l ing the soft prescriptions. I f a best 
assignment does not exist, that i s , the soft requirements cannot be ful f i l led, then any of 
the possible assignments should be selected (see [5]). 
4.3 Comparison of the Alternative Interpretations 
N o t a l l the refinements we have discussed can be compared in a l l respects. Moreover , 
usually one refinement is superior to another one in one respect, and inferior in some other 
respect. The map of the above models of the same protocol is illustrated in F i g . 5. It 
shows task specifications corresponding to different interpretations o f the example 
protocol, indicating the text they mirror and the extensions relation. A l l the refinements 
mirror at least as much of the given protocol as the min imal model. There are task models 
which interpret the same part o f the protocol, though in a different way. Obv ious ly , 
C i = lC2 = lC3 . Moreover , P i = i P 2 - Other models wh i ch can be compared w i t h 
respect to the text interpreted: P 2 P3 and P i < E P 3 . F o r a l l refinements 
considering centrality the init ial wor ld situation is described in less abstract terms, hence 
ft < A C i , Tt < A C 2 , M> C3. It is also true that C 2 <A C3, as for model C3 
weights are derived from less abstract data. A s we explained, C i does not reproduce the 
F i g . 5. Map of different models related to the example protocol 
given protocol . B u t Tt < G C3, as it derives centrality by analysing the structure of the 
problem i n a general way. A l l models which contain refined strategic knowledge are more 
powerful and general than Tl. Moreover , P 2 P 3 and P 2 ^3- Note that i n our 
examples we refined only one type of knowledge (world- , problem decomposition and 
solution generation) at a time. Y o u could gain more complex refinements by refining both 
w o r l d and strategic knowledge. A n obvious way is to 'unify' some specific refinements. 
Such a possible Q refinement is also indicated on the map, for which Q = A C 2 , P I <p 
Q , V < P Q , P i < A Q , V < A Q . 
5 Conclusions 
The assumption that a protocol usually gives an underspecified account of the expert's 
reasoning process impl ies that the problem is not to f ind the one and only right 
interpretation o f the protocol. Essentially different interpretations and models are equally 
w e l l possible since one has to use fantasy to f ind any complete task specification: the 
modeller has to make a choice that cannot be motivated by the protocol itself. On ly parts 
of the expert's model and the constructed task specification correspond. The framework we 
discussed is intended to clarify the range of possible task specifications related to a given 
protocol. It can be used to analyse in more detail what choices often are made during the 
protocol interpretation and the design of a task specification. 
B y means o f the criteria we introduced protocol interpretations and related task 
specifications can be compared from different points of v iew. The possible outcomes of 
the analysis o f a given protocol can be described as points i n a 5-dimensional space of 
models. G i v e n one's objectives one may optimize one or more of the dimensions. W e 
think the criteria that we discussed are relevant, but there may be others as we l l . 
The framework as discussed has not been finished yet. W e have given different items 
that could be covered. W e are aware of the fact that there is much to be done in order to 
gain a really usable, sound framework. In the future we wish to refine the issues by: 
- re ly ing on experience with more sample protocols; 
- g iv ing more in-depth and thoroughly formal definition of the introduced concepts. 
Moreover , our list of evaluation criteria very l ike ly could be and needs to be augmented. It 
is a challenging task to compile a fu l l l ist of evaluation criteria. Moreover , some criteria 
very we l l can be structured: some basic ones always need to be considered, whi le some 
(groups of) others only in the case of specific domains and/or knowledge acquisition and 
modell ing objectives. 
W e also need to justi fy our approach, by proving that different interpretations and 
models o f the same protocol can be compared along the suggested dimensions in practice. 
W e have left open what type of formal specification language is used for the models. In 
fact the framework can abstract from the precise specification language that is used. 
However , to g ive more detailed definitions one w i l l have to make use of certain 
characteristics o f the specification language: one expects at least certain aspects to be 
expressible. The formal specification framework D E S I R E we have developed gives a 
possibil ity for this, but also other specification languages may be used. 
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Abstract. This paper describes the basic framework and the latest configuration of a 
knowledge acquisition system named KAISER. This system inductively learns classifica-
tion knowledge in the form of a decision tree, and analyzes the results and the processes 
with domain and task specific knowledge to detect improper states. Then it asks sugges-
tive questions to eliminate the improprieties and acquires new domain knowledge for the 
next induction cycle. One of the final objectives of this research is to frame a unified 
theory in the classification trees' paradigm arguing: (1) what means to have a good/bad 
tree; (2) why it is good/bad; and (3) how to obtain a better one. To achieve this goal, 
KAISER has been enhanced with a meta-learner named Meta-KAISER to accumulate the 
meta-knowledge by keeping track of the experts' response of domain level interaction. 
1 Introduction 
Inductive learning is one of the most powerful techniques for constructing knowledge-based 
systems. It enables systematic and full (or semi) automatic construction of knowledgebases. 
However, the learned results are sometimes not developed enough from the expert's point of 
view. When an expert inspects such a tentative result, he can easily point out some improper 
conditions (which we call improprieties in this paper) that are neither errors nor faults statis-
tically, but something that seems unsatisfactory to an expert. B y interpreting the reason of 
their occurrence, the expert can recommend corrective knowledge such as new examples 
and constraints according to his experience. Nevertheless, this knowledge is difficult to 
acquire beforehand by top-down reflection. This fact suggests that inductive learning can be 
an efficient mental stimulus for knowledge acquisition as wel l as a powerful method to get 
reasonable knowledge automatically. 
This paper discusses the latest version of a knowledge acquisition system named K A I S E R 
[8,11] (Knowledge Acquisit ion Inductive System driven by Explanatory Reasoning). K A I -
S E R learns decision trees inductively, evaluates the trees to detect improprieties and asks 
appropriate questions to eliminate the improprieties. The key idea of this process is that (i) 
improprieties constitute a qualitative measure of the goodness and badness of a decision 
tree, and therefore (ii) by defining an appropriate set of improprieties, their explanations and 
elimination actions, we can conduct an intelligent knowledge acquisition process through 
interactive and constructive induction of decision trees. 
B y investigating improprieties, we believe we can make a pragmatic approach to frame a 
unified theory in the classification trees' paradigm for issues l ike pruning, integration of 
induction and deduction, constructive induction and interview strategies. 
2 Basic Framework 
Figure 1 presents the working diagram of K A I S E R . It adopts an ID3 [3] l ike algorithm to 
learn decision trees from examples. Examples are represented as class-attribute-value vec-
tors (i.e., a name of class which an example belongs to, a feature vector which an example 
has and corresponding values that an example satisfies). The domain knowledge base i n -
cludes (possible incomplete/incorrect) knowledge about (i) the relation between classes and 
the attribute values, (ii) ordinal relationships among attribute values, and (iii) derivation 
knowledge of an attribute value from other attribute values. 
B y referring this domain knowledge and general statistic knowledge stored in the impropri-
ety knowledge base, the impropriety detector detects various improprieties. A n impropriety 
represents anything that the expert believes is not right about a decision tree. It may be 
something definitely wrong about it (like a node which has examples belonging to conflict-
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ing classes), or something that the expert finds strange (like a path which appears to lack 
some essential condition), or even something that may be fine in general, but in this particu-
lar case the expert would prefer it otherwise (like two sibling subtrees which are not identi-
cal but consist of similar conditions). The impropriety selector chooses the most important 
node to be treated next. The impropriety interpreter generates a questionnaire with adequate 
explanation and elimination actions for the selected node according to the detected impro-
prieties. The questionnaire is presented to prompt the expert for new examples and domain 
knowledge. 
Through the iteration of this induce-eval-ask cycle, a human expert can refine the tree incre-
mentally by updating both domain and example databases. K A I S E R also allows the expert 
to edit the trees directly by aborting the session. When the expert wants to be assisted again, 
he/she can just re-invoke it. Although K A I S E R provides helpful suggestions, the final judg-
ment is due to the expert. Therefore, K A I S E R is assumed as a sophisticated workbench for 
revising and improving decision trees with intelligent decision support which helps an ex-
pert to elicit his/her own knowledge by introspecting through trial and error. 
3 Related Work 
The most important part of K A I S E R is the impropriety knowledge, which is meta-level 
knowledge representing: (k l ) what means to have a good/bad decision tree; (k2) why it is 
good/bad; and (k3) how to obtain a better one. Similar knowledge is issued in the field of 
constructive induction [4,6,10]. Matheus [10] pointed out three primary questions: (ml ) 
When should new features be constructed?; (m2) What constructive operator should be used 
and to which existing features should it be applied?; and (m3) which features should be 
discarded? K A I S E R ' s knowledge ( k l ) and (k3) w i l l directly correspond to Matheus' ques-
tions (ml ) and (m2) respectively. Some of the restriction knowledge in (k3) may correspond 
to (m3). 
However, the main difference between them is that K A I S E R aims at interactive knowledge 
acquisition while constructive induction aims at automatic feature generation. Therefore, 
K A I S E R furnishes explanation knowledge (k2) to help human experts understand the cur-
rent problem, and it offers a larger variety of elimination actions (k3) in addition to con-
structing new features, such as pruning, asking for new examples and domain knowledge or 
redefining the probulem (i.e., class and attribute) definition. 
The impropriety knowledge also plays an essential role in combining machine learning 
(inductive and deductive) and knowledge acquisition. In order to achieve reliable induction 
and efficient deduction, this is one of the reasonable ways to combine induction and deduc-
tion to control each other. Pazzani proposed an induction system named F O C L [7], which 
accepts deductive relationships between classes and attributes in the form of Horn clauses 
and evaluates and refines them by induction. Although K A I S E R is mainly based on induc-
tion, it also provides deductive explanation-based optimization of induced knowledge by 
using domain knowledge. Instead of refining al l this knowledge automatically, K A I S E R 
tries to conduct a dialogue with the expert and obtain new knowledge based on the heuristic 
knowledge expressed as improprieties. Pazzani also suggests using such heuristics to 
achieve interactive knowledge acquisition in his article on K R - F O C L [9]. 
The idea of acquiring knowledge by integrating knowledge from different sources or meth-
ods is one of the hot issues in knowledge acquisition [5]. Obviously, learning efficiency is 
one of the most important merits of integrating induction and deduction. Furthermore, we 
have to notice that we can derive more reliable knowledge if we can get init ial knowledge 
from multiple sources, and even i f these are inconsistent with each other, we can obtain very 
important clues for acquiring new knowledge for eliminating the inconsistency. 
4 Impropriety-based Processing 
The process of decision tree evaluation is divided into three steps: (i) detection of three types 
of improprieties, i.e., structural, semantic and global improprieties; (ii) selection of the next 
node to ask; and (iii) generation of appropriate questionnaires to acquire new knowledge. 
This section gives a brief description of the impropriety knowledge needed for these steps. 
4.1 S t r u c t u r a l Impropr iet ies 
Improprieties of this type are task-specific and domain-independent, meaning that they are 
not dependent on the target knowledge to be acquired but that they are specific to the classi-
f ication task or the learning algorithm employed. They are detected as some generalization 
failures or some unreliable conditions, e.g., affected by the noisy examples. These impro-
prieties give many kinds of clues for reasonable generalization according to the common 
knowledge about the classification task. Typical structural improprieties are described as 
fo l lows : 
(ST1) Noisy node impropriety: A n o d e h a s f e w e x a m p l e s , e . g . , l e s s t h a n half of t h e a v e r a g e 
leaf s i z e . T h i s is a t y p i c a l c l u e for p r u n i n g . 
(ST2) NIL leaf impropriety: T h e c l a s s of a leaf c a n n o t b e d e t e r m i n e d by i n d u c t i o n b e c a u s e of 
t h e lack of e x a m p l e s . T h i s often a r i s e s w h e n w e u s e mult iple v a l u e d (not binary) attr ib-
u t e s . 
(ST3) Inseparable examples impropriety: Some examples can not be separated only with 
given attributes. This impropriety possesses features of both ST1 and ST2. 
(ST4) Similar node impropriety: Two brother nodes refer the same attribute, their entropies 
are near, and they consist of similar component classes. This is a structural clue to 
generalize the attribute of their father by merging the links to them. 
(ST5) Similar class impropriety: More than one node tries to separate the same set of 
classes at different places in a decision tree. This is a primitive clue for a new attribute 
for separating the conflicting classes, which is represented by a subtree induced from 
the subset of examples that belong to the conflicting classes. 
4.2 Semant ic Impropr iet ies 
Ideally, a l l the conditions in a decision tree can be explained by domain theory, however, 
this matching practically fails because of a lack of or fault in examples and domain k n o w l -
edge. This mismatching and other characteristic problems are detected as semantic impro-
prieties, and are indispensable in generating intelligent and efficient questionnaires. A l -
though semantic improprieties signify domain dependent problems, the detection k n o w l -
edge itself is domain independent, because it represents general matching knowledge be-
tween decision trees and domain knowledge. 
K A I S E R accepts three types of domain knowledge: (i) explanation knowledge (Eknow) 
which is the relation between classes and the attribute values (e.g., the value of attribute 
number-of-legs w i l l be six i f the class is insect), (ii) derivation knowledge (Dknow) of an 
attribute value from other attribute values (e.g., the value of attribute weight can be calcu-
lated from the values of mass and density by multiplying them together), and (iii) attribute 
knowledge (Aknow) which is the ordinal relationship among attribute values (e.g., the value 
yellow of attribute color-of-warning-lamp is between the values red and green). Eknow is 
further specified by three conditions: Econd (essential conditions, which typical examples 
w i l l satisfy), Dcond (desirable conditions, which ideal examples can satisfy), and Pcond 
(permissible conditions, which exceptional examples may require). 
B y explaining the conditions in a decision tree by Eknow using Dknow, K A I S E R tries to 
estimate matching factors (called support factors in this paper) for each node and Eknow by 
the fo l lowing algorithm: 
For all domain knowledge and paths in a decision tree: 
(1) if a path includes all of the Econd of a domain knowledge, then set the support factor of 
the path by the knowledge to 1.0; 
(2) if a path does not satisfy (1) but includes the conditions generalized by replacing some 
conditions in the Econd by Pcond, then set the support factor by the knowledge to 0.8n, 
where n is the number of replaced conditions; and 
(3) if a path satisfies (1) or (2), and it also includes some conditions in Dcond, then multi-
ply the support factor by 1.2", where n is the number of matched Dcond's. 
Semantic improprieties are detected based on this factor. Typical semantic improprieties are 
described as follows: 
(SE1) Contradictory explanation impropriety: The conditions to a leaf are explicable by do-
main knowledge that belongs to a different class. A primitive elimination action of this 
impropriety is to specialize the Econd or Pcond of the miss-matched domain knowl-
edge, and/or to generalize the Econd or Dcond of the domain knowledge that should 
match and get higher support factors. 
(SE2) Multiple explanation impropriety: More than one explanation is suggested by domain 
knowledge. This impropriety is a clue to change an Econd to a Dcond to lessen the 
support factor of a piece of knowledge that is not so important, and/or add some con-
ditions to Dcond to strengthen the factor of a preferable piece of knowledge. 
(SE3) Near-miss explanation impropriety: One and only one condition in Econd is missing to 
explain a leaf. This impropriety is a strong clue for over-fitting. A primitive elimination 
action is to add the missing condition and expand the tree. 
(SE4) Twin immediate siblings impropriety: The immediate siblings of a node belong to the 
same class. This impropriety is a clue for noisy examples. A primitive elimination ac-
tion is to change the node between the siblings into a leaf of the siblings' class. 
(SE5) No explanation impropriety: No explanation is given. It is a clue to generalize the 
Econd and Pcond of a piece of knowledge that should match, and/or ask for a new 
piece of domain knowledge for the leaf. 
4.3 G l o b a l Impropr iet ies 
W h i l e the previous two improprieties detect rather " local" features of decision trees to sug-
gest mainly minor revisions of the decision trees (e.g., pruning, merging or reconstruction of 
subtrees), global improprieties aim at detecting global and macro features of decision trees 
to suggest major changes of the problem definition (i.e., class and attribute definitions). 
Such a re-organization is necessary to improve the performance and reliability of the knowl -
edge base. 
K A I S E R adopts the non-metric multidimensional scaling ( M D S ) method [1,2] to detect 
global features of decision trees. To apply M D S , we have to extract a rank ordered (dis-) 
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Fig. 3. The two-dimentional class space extracted from Fig.2(b). 
similarity of some feature on decision trees. Currently, K A I S E R extracts a mutual similarity 
of classes, by counting and sorting the nodes which contain every pair of classes, assuming 
that similar classes should appear in similar places in a decision tree. Figure 2 shows an 
example of a decision tree and the class similarity matrix extracted from the tree. The first 
row of this matrix means that class " A " appears together with class " J " most frequently. B y 
applying M D S to this matrix, we can get a two-dimensional space as shown in Figure 3. If 
we look into this chart, we can get several intuitions, e.g., classes " B , C , G " seem to belong 
to the same cluster, there seems to exist two axes from " K " to " I " and from " E , D " to " A " . 
k=5. «trw*=ll.3% 
K J 
Although I haven't yet implemented the code to detect the global improprieties representing 
these intuitions from this chart, some domain experts stated that this chart itself is some-
times very implicative and effective to remind them new attributes and class hierarchies. 
4.4 Selection of the Next Po int to A s k 
The next step is to determine which node should be asked next by taking into consideration 
the position of the node in the decision tree and the combination of improprieties. Although 
this knowledge is actually realized by arithmetic operations over gravities of each impropri -
ety and support factors in case of semantic improprieties, the main policy of this step w i l l be 
summarized as follows: 
(1) Semantic improprieties take precedence over structural ones. 
(2) A n impropriety that recommends a modification of the tree takes precedence over those 
that require refinement of domain knowledge. 
(3) A n impropriety that recommends structural reconstruction of the tree takes precedence 
over those that only prune or change the labels of nodes. 
(4) An impropriety related with an upper node (i.e., near to the root) takes precedence. 
4.5 Quest ionnaire Generat ion 
If it is possible to offer the best recommendation based on the detected impropriety itself, we 
don't need this step to generate the questionnaire. Wi th some simple improprieties this w i l l 
be possible, but not with most. Therefore, combinations of improprieties, especially combi-
nations of structural and semantic ones, are important clues for identifying underlying fun-
damental improprieties. Figure 4 illustrates the role of the questionnaire generation k n o w l -
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edge. The input to the questionnaire generation module is a (possibly null) list of improprie-
ties, and the output is an ordered list of explanation and elimination actions. Current elemen-
tary actions are described as follows: 
(A01) Name the class of a leaf. 
(A02) Give new examples that will arrive to the current node. 
(A03) Give the domain knowledge that will explain the current node (or one of its predeces-
sors). 
(A04) Merge current node with one of its siblings. 
(A05) Change the node into a leaf of its major class. 
(A06) Remove the examples of the minor class. 
(A07) Further separate the class of a node. 
(A08) Give new attributes to separate the class of a node. 
(A09) Merge two siblings and generate a subtree from the union of their examples 
(A10) Merge two siblings and ignore the examples of one of them. 
(A11) Generate automatically a new attribute to discriminate a pair of classes by generating 
a separate tree for the examples belonging only to this pair of classes. 
(A12) Merge two classes into a single one and rebuild the tree. 
(A13) Refine domain knowledge. 
(A14) Graft a condition to node and expand the tree. 
(A15) Accept the suggestion of class for node. 
(A16) No action (cancel the impropriety). 
This is what we want to do in this last step of questionnaire generation; however, because of 
the wide variety of combinations and weak theoretical aspects in the impropriety (i.e., meta) 
domain, it's quite difficult to prepare these heuristics. The first version of K A I S E R [8,11] 
employed hand coded heuristics, which soon turned to be unsatisfactory. The second (and 
latest) version of K A I S E R adopts a recursive learning architecture named M e t a - K A I S E R 
[12] to acquire the meta-heuristics as well while K A I S E R is learning the experts' domain. 
5 Meta-knowledge Acquisition 
A s shown in the previous section, given a decision tree, K A I S E R uses its impropriety detec-
tion knowledge to generate a (possibly null) list of improprieties for a selected node in the 
tree. When working together with M e t a - K A I S E R , this list is then applied by the system to 
the decision trees representing the impropriety meta-domain, obtaining as a result a ques-
tionnaire presented to the expert to help h im by suggesting different actions to take to re-
solve the improprieties. 
From the expert's reaction to the way K A I S E R treats improprieties in the expert domain's 
decision tree, M e t a - K A I S E R collects new positive and negative examples for the impropri-
ety domain in the background and uses these examples to refine its impropriety domain 
decision tree when the expert makes a c laim for changing the recommendation of K A I S E R 
and agrees to invoke M e t a - K A I S E R . 
It is already known that the performance of a knowledge-based system is heavily dependent 
on knowledge representation. In representing the impropriety knowledge (for instance, to 
determine an elementary action) of M e t a - K A I S E R , we investigated two kinds of representa-
tions that determine: (1) the position in questionnaire for each elementary action; (2) and the 
elementary action for each position in questionnaire. Eventually, we decided to employ the 
latter, because (i) when we define a new action, we usually have to wait for a long time to get 
enough examples for generating a reliable tree for the action i f we use the former, while we 
can incorporate even one example i f we use the latter; and (ii) it's usually quite difficult to 
acquire examples for subordinate positions for each action for the former, whereas we can 
prepare significant number of trees (i.e., number of elimination actions whose order is s ig-
nificant) as many as we need i f we use the latter. 
Figure 5 shows a tentative decision tree for the elimination actions on the first position. 
When an expert chooses another action during the session of K A I S E R , M e t a - K A I S E R 
stores the choice for future revisions of the meta-knowledge. Currently M e t a - K A I S E R pro-
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poses only the first position, and all other possible actions (resp. explanations) are added by 
applying action (resp. explanation) generation functions which spontaneously generate their 
own actions (resp. explanations) i f possible. 
When defining new improprieties or actions (resp. explanations), a domain expert has to ask 
a system developer of K A I S E R to describe impropriety detection functions or action/expla-
nation generation functions. Although this step is difficult to automate, we hope this need 
w i l l be eventually diminished as we accumulate most functions by using M e t a - K A I S E R for 
several domains. 
6 Implementation 
The current version of K A I S E R is implemented on Symbolics ' L I S P machine using C o m -
mon-Lisp and O P S 5 (expanded to deal with L i s p data structures and unification functions, 
e.g., L I S T and M E M B E R ) . The inductive learner and user interface including the question-
naire generation and interaction driver module are written in Common-Lisp . The impropri -
ety detector, selector and interpreter were originally using O P S 5 . They are currently being 
replaced by L i s p functions with the development of the meta-knowledge generated by 
M e t a - K A I S E R . 
The initial decision tree is learned as a L i s p expression, and converted into OPS5 working 
memory as shown in Figure 6(a). Each node in the tree is represented as a working memory 
element with statistical information about the node, such as the number of samples in the 
node and the information gain of the attribute used at the node. The impropriety knowledge 
is represented in O P S 5 rules as shown in Figure 6(b). The impropriety detection rules are 
applied to the node elements, and detect improprieties that are also represented by the work-
ing memory elements associated to the tree by indexing the node elements. The impropriety 
selection and interpretation rules work together to combine the improprieties and pick up the 
most important one to ask next. When al l of these rules are fired, the questionnaire is gener-
ated by applying the action and explanation generation functions, and presented to the ex-
pert. According to the response of the expert, the node elements are reconstructed, and the 
above process is repeated until al l the improprieties are eliminated. F inal ly , K A I S E R con-
verts the elements back into the same expression as the initial tree. This internal expression 
is easily converted into L i s p functions, C functions or O P S 5 rules according to the specific 
necessities. 
When the meta-knowledge is acquired by M e t a - K A I S E R , the detected improprieties are 
directly mapped to the actions and explanations without the interpretation rules. The detec-
tion and selection rules can be used as they are, or can be replaced by L i s p functions when 
their specifications are fixed. 
Currently, a subset kernel of K A I S E R is also being implemented in C on U N I X workstation, 
which can be installed with the meta-knowledge developed by the fullset L i sp version 
K A I S E R and w i l l be distributed to the domain experts. 
(node A no1 RypeCOND Aattr C2H4_C2H2 Again 1.3774192 Ansarrp42 Aconsists_of (OH PO AC) RJepthO) 
(link Rroml R o 2 V a l (LEFT)) 
(node A n o 2 RypeCOND AattrC2H6 Again 0.49123737 A nsamp28 Acons»sts_of (AC OH) Riepth 1 Aparent 1) 
(link Rrom 2 Ro 5 Va l (M)) 
(node A no 5 Atype LEAF Ansarrp 1 Aconsists_of (AC) Riepth 3 "parent 2) 
(stab AattrC2H6 'Val M Asfolings (L S)) 
(support A of5 R y O H - O A d a s s O H factor 1.0) 
(impropriety Aid G0234 A at5 Atype STRUCTURAL name NOISY-LEAF A askG0523 Recommends ASK) 
(impropriety A idG0339 A at5 Rype SEMANTIC Aname CONTRADICTORY NvilLpeOH Aask G0523 Areoommends MOOIFY) 
(impropriety AkJG0437 A at5 Rype SEMANTIC Aname TWIN-IMMEDIATE-SIBLINGS Arelated_to (4 6) RtfillJbeOH AaskG0523 
Recommends MODIFY) 
(impropriety A idG0523 A at5 Atype DERIVED Aname COMBINE-SAME-SUPPORT Aderived_from (G0234 G0339 G0437) 
^ i l L b e O H Aask SELF Recommends MODIFY) 
(a) Representation of a decision tree and improprieties in the working memory. 
(defp NOISY-LEAF 
(detect) 
(thresholds Anoisy-leaf <nn>) 
(node A no <no> Ansarrp < <nn>) 
-> 
(make impropriety Aid (lisp (get-ID)) Aat<no> RypeSTRUCTURAL Aname NOISY-LEAF Aask SELF Recommends ASK)) 
(defp TWIN-IMMEDIATE-SIBLINGS 
(detect) 
(node Ano <pa> Aattr <aa>) 
(link Rrom <pa> Ro <t1> Va l <v1>) 
(link Rrom <pa> Ro { <t2> ><t1> } Va l <v2>) 
(link Rrom <pa> Ro { <t3> > <t2>} Va l <v3>) 
(stab Aattr <aa> Va l <§)in <v2> Asblings {<§>has <v1> @has <v2> }) 
(node Ano <t1> Rype LEAF Aclass <oc>) 
(node Ano <t3> "type LEAF "class <cc>) 
~> 
(make impropriety Aid (lisp (get-ID)) Aat <t2> Rype SEMANTIC A name TWIN-IMMEDIATE-SIBLINGS 
Related J o (lisp (list <t1xt3>)) Rwilljje <cc> A ask SELF Recommends MODIFY)) 
(defp COMBINE-SAME-SUPPORT 
(derive) 
(impropriety Aat <at> Aid <id1> Awill_be < c o Aask SELF) 
(impropriety Aat <at> Aid <id2> Awill_be < c o Aask SELF) 
-(impropriety Aat <at> Aname COMBINE-SAME-SUPPORT) 
--> 
(bind <id0> (lisp (get-ID))) 
(modify 2 Aask<id0>) 
(modify 3 Aask<id0>) 
(make impropriety Aid <id0> Rat <at> Rype DERIVED Aname COMBINE-SAME-SUPPORT 
AderivedJrom (lisp (list <id1> <id2>)) Awill_be < c o Aask SELF)) 
(defp SELECT-SEMANTIC 
(select) 
(impropriety Aat <aa> Atype SEMANTIC Aask SELF Aid <id>) 
(impropriety Aat <aa> Rype STRUCTURAL Aask SELF) 
~> 
(modify 3 Aask<id>)) 
(b) Rule representation of impropriety knowledge. 
Fig.6. Knowledge representation in KAISER using OPS5. 
7 An Example 
This section illustrates the knowledge acquisition process by a small example of gas analy-
sis of o i l insulated electric transformers. When some problems occur in the electric trans-
former, the insulation o i l is dissolved and several kinds of characteristic gas arise. B y i n -
specting the gas composition chart as shown in Figure 7, a human expert can guess the kind 
of problem occurred in the transformer. To realize this behavior, the chart is represented by 
sixteen attributes as shown in Figure 8. Forty two charts are prepared for learning examples. 
Each of the examples belongs to a class either A C ( A r C discharge), P D (Partial Discharge) 
or O H (Over Heat). Initial domain knowledge is shown in Figure 9. For example, A C - 1 rep-
o.o I i i i i 
H2 CH4 CsHe C2H4 C2H2 
150ppm 110ppm 20ppm 70ppm 50ppm 
Fig . 7. A n example of the gas composition chart. 
H2, CH4, C2H6, C2H4 and C2H2: 
Normalized contents of disolved gas. (Range: LL,L,M,S,SS) 
H2_CH4, H2.C2H6, H2_C2H4, H2_C2H2, CH4_C2H6, CH4_C2H4, 
CH4_C2H2, C2H6_C2H4, C2H6_C2H2 and C2H4_C2H2: 
Relative comparisons of contents. (Range: LEFT, EVEN, RIGHT) 
DOMINANT: 
Dominant gas. (Range: H2, CH4, C2H2, C2H4, C2H6) 
Fig . 8. Attributes used for the gas chart analysis. 
;;; Explanation knowledge 
(define-Eknow AC-1 AC 
(Econd (H2_C2H6 LEFT) (H2_CH4 LEFT)) (Dcond) (Pcond)) 
(define-Eknow AC-2 AC 
(Econd (C2H6 LL) (C2H4_C2H2 LEFT)) 
(Dcond) (Pcond (C2H6 L))) 
(define-Eknow OH-0 OH 
(Econd (C2H4_C2H2 LEFT)) (Dcond) (Pcond)) 
(define-Eknow PD-0 PD 
(Econd (H2_CH4 LEFT) (CH4_C2H2 RIGHT)) 
(Dcond) (Pcond)) 
;;; Derivation knowledge (Three out of thirty) 
(define-Dknow H2_CH4 
(get-AB-AXBX H2_C2H6 CH4_C2H6)) 
(define-Dknow H2_CH4 
(get-AB-AXBX H2_C2H4 CH4_C2H4)) 
(define-Dknow H2_CH4 
(get-AB-AXBX H2_C2H2 CH4_C2H2)) 
;;; Attribute knowledge (One out of fifteen) 
(define-Aknow H2_CH4 (LEFT EVEN RIGHT) 
(Merge (LEFT EVEN) (EVEN LEFT RIGHT) (RIGHT EVEN))) 
Fig . 9. Domain knowledge for the gas chart analysis. 
resents that the content of small gas l ike H 2 is usually bigger than larger gas like C 2 H 6 or 
C 2 H 4 when the arc discharge occurs (because of the high dissolving power of arc). Figure 
10 shows the initial decision tree generated from the forty two examples. Figure 11 shows 
the final decision tree acquired through eighteen questions and answers, which are gener-
ated out of thirty-two structural and eleven semantic improprieties. A human expert ac-
cepted eight recommendations out of the eighteen, selected four alternative choices and 
ignored the other six. The fol lowing shows three characteristic questionnaires: 
Q01> There is no domain knowledge that explains the class AC of leaf 5. OH-0 insists that 
the class will be O H . The classes of the siblings are also OHs. Leaf 5 has only one 
example. 
Recommendation: Change the class of this leaf to O H according to OH-0 and the siblings. 
Choices 0) Accept the recommendation. 
1) Describe/Edit domain knowledge to satisfy this leaf/node. 
2) Leave it as is. 
3) Invoke Meta-KAISER. 
Choose [default 0]: 0 
(Three questionnaires are omitted.) 
Q05> There is no domain knowledge that explains the class AC of leaf 25. AC-1 insists that 
it will lack the condition on H2_C2H6 to be AC. PD-0 insists that the class will be PD. 
Recommendation: Satisfy the Econds of AC-1 (class AC) by changing this leaf to a node of 
attribute H2_C2H6. 
Choices 0) Accept the recommendation. 
1) Change the class of this leaf to PD according to PD-0. 
2) Describe/Edit domain knowledge to satisfy this leaf/node. 
3) Leave it as is. 
4) Invoke Meta-KAISER. 
Choose [default 0]: 0 
(Two questionnaires are omitted.) 
Q08> According to the derivation knowledge, the conditions to this leaf 20 are inconsistent. 
There must be conflicts among the facts that C2H4_C2H2 is RIGHT, CH4_C2H4 is 
EVEN and CH4_C2H2 is LEFT. 
Recommendation: Change the class to ERROR. 
Choices 0) Accept the recommendation. 
1) Describe/Edit domain knowledge to satisfy this leaf/node. 
2) Leave it as is. 
3) Invoke Meta-KAISER. 
Choose [default 0]: 3 
*** Enter Meta-KAISER *** 
Twenty-seven examples have been stored since the last update of meta-knowledge. In total, 
ninety-two examples are available. 
Shall we generate new meta-knowledge from them? (Yes, No, Edit or Save) Yes. 
Learning meta-knowledge.... Done. 
MQ01> Leaf 5 consists of two different classes, A04 and A06. There is no domain knowledge 
that explains the class A04 nor A06 of leaf 5. Leaf 5 has only three examples. 
11 I M R SS 1 PPT FUFN PTRHT 1 FFT FUFN PTRHT 
Leaf3 
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Leaf 4 
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Fig . 10. The initial decision tree for the gas chart analysis. 
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Fig . 11. The final decision tree for the gas chart analysis. 
Recommendation: Change the class of this leaf to the major class A04. 
Choices 0) Accept the recommendation. 
1) Describe/Edit domain knowledge to satisfy this leaf/node. 
2) Add new attributes to separate the conflicting classes ACM and A06. 
3) Leave it as is. 
Choose [default 0]: 0 
(The rest of meta-level questionnaires are omitted.) 
All of the improprieties have been eliminated. 
Do you want to use this new knowledge from now on? (Yes, No, Edit or Save) Yes. 
Meta-knowledge was updated. Return to the questionnaire Q08 of domain level session... 
(The rest of questionnaires are omitted.) 
Q01 was generated from one structural impropriety, ST1 (noisy node) and two semantic 
improprieties, SE1 (contradictory explanation) and SE4 (Twin immediate siblings). The 
system recommended to change the class of this small leaf 5 from A C to O H , because a 
piece of domain knowledge O H - 0 insists that the class w i l l be O H and because the immedi -
ate siblings of leaf 5 belong to the same class O H . Q05 recommends to expand a path by 
grafting a condition H 2 _ C 2 H 6 based on the semantic impropriety SE3 (near-miss explana-
tion), which insists that the path may (must) miss the condition H 2 _ C 2 H 6 to be the class 
A C . Such a problem (i.e., over-fitting) often arises, because of the lack of the counter ex-
amples that may (must) exist when we can prepare enough examples. Q08 insists that the 
combination of conditions to the leaf 20 is inconsistent according to the derivation k n o w l -
edge, although the paths to the siblings (leaf 21 and leaf 22) are consistent. It recommends to 
change the class to a special label E R R O R . 
Here, the expert selected the choice N o . 3 to invoke M e t a - K A I S E R and refine the meta-
knowledge. M e t a - K A I S E R has stored twenty-seven examples since the last update. M e t a -
K A I S E R conducts (meta-) knowledge acquisition based on structural improprieties since 
the meta-level domain knowledge is not yet prepared. After eliminating all of the improprie-
ties, M e t a - K A I S E R asks i f the new knowledge should be used immediately or saved for 
future use, and resumes domain K A I S E R to continue the domain level session. 
Other major revisions of the domain level are: (1) Generalizing leaf 11 that originally con-
sists o f inseparable examples of classes A C and P D into a leaf of class A C ; (2) Merg ing 
leaves 12 and 13 into leaf 9 to make a generalized leaf 13 in final tree; (3) Merging N I L leaf 
27 into the sibling node 17 according to the attribute knowledge on C H 4 _ C 2 H 4 ; and (4) 
Changing the class of N I L leaf 24 to P D according to the domain knowledge P D - 0 . 
8 Evaluation 
Table 1 shows the comparison of the initial and the final decision trees in two experimental 
domains. In both cases, the size of the final tree is smaller than the initial one, whi le the 
number of explained nodes of the final tree is larger than that of the initial tree. They respec-
Table 1. Comparison of the initial and final decision trees in two domains. 
Domain 
The number of 
attributes / classes / examples 
Gas analysis 
16/3 /42 
Electric switchgeer 
6 / 4 / 9 6 
Initial Final Initial Final 
Number of conditions 8 8 20 20 
Number of leaves 19 13 41 33 
Total number of nodes 27 21 61 53 
Depth 5 5 3 4 
Number of explained nodes 15(56%) 13(62%) 28 (46%) 32 (60%) 
Classification accuracy 95%* 95% 92%* 90% 
Number of Eknows 4 4 8 10 
Number of revisions 12 15 
* The examples in the jumble leaves are assumed to be miss-classified. 
tively suggest that the final trees are more generalized and understandable for the experts. 
Since the expert decided to ignore some noisy examples in the electric switchgeer subject, 
the classification accuracy of the final tree for this subject is worse than the initial one. 
Although there is no appropriate way to figure out the efficiency of K A I S E R , the effect is 
validated by the experts' assertion that it would have been impossible to construct the d iag-
nosis knowledge for the electric switchgeer domain because the knowledge was too exten-
sive and complicated for them to refine it without the systematic support of K A I S E R . 
9 Conclusion 
Inductive learning is a powerful technique not only for constructing knowledge bases but 
also for giving an expert various mental stimuli to make him/her recognizes missing k n o w l -
edge. To enhance this process, K A I S E R conducts a dialogue arguing over various kinds of 
improprieties arisen while iterating induction and explanation on tentative examples and 
domain knowledge. The major objective of this research is to establish the (meta-) k n o w l -
edge base for detecting, interpreting and eliminating the improprieties and achieve inte l l i -
gent knowledge acquisition. Since it is quite difficult to describe such knowledge, K A I S E R 
has been enhanced with M e t a - K A I S E R , a meta-knowledge learner which watches the 
domain level interaction and refines the meta-knowledge for itself. Currently, K A I S E R is 
being applied to several diagnosis problems, such as electric motors, tap-changers in electric 
transformers and gas insulated switchgears. In parallel, M e t a - K A I S E R is being used to i n -
corporate the global improprieties and new elimination actions through these subjects. The 
authors hope we can eventually refine the meta-knowledge base when it w i l l be applied to 
and evaluated through these problems. 
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Abstract 
A P T system integrates Machine Learning (ML) and Knowledge Acquisition (KA) methods 
in the same framework. Both kinds of methods closely cooperate to concur in the same 
purpose : the acquisition, validation and maintenance of problem-solving knowledge. The 
methods are based on the same assumption : knowledge acquisition and learning are done 
through experimentation, classification and comparison of concrete cases. This paper 
details APT's mechanisms and shows through examples and applications how A P T 
underlying principles allow various methods to fruitfully collaborate. 
1 Introduction 
W e present A P T : A system that integrates machine learning and knowledge 
acquisition methods to acquire, validate and maintain problem-solving knowledge i n the 
same framework. W e w i l l first present this framework, then detail A P T ' s mechanisms and 
show how their underlying principles can in general be put into practice. F i n a l l y , we 
show the generality of this approach through its use for various problem-solving tasks. 
1.1 T h e K n o w l e d g e A c q u i s i t i o n F r a m e w o r k 
The L i f e C y c l e o f a K B S can be organized into four fundamental phases: 
acquisition, implementation, validation and maintenance. 
In the acquisition phase, expert and knowledge engineer try to el ic i t a l l the 
elements of the expertise (the problem solving methods and a l l the objects concerned) and 
to structure al l this knowledge in an organized model of how to solve the problem. In the 
implementation phase, the system defined by the preceding model is built into a work ing 
computer system. In the validation phase, the system is tested in its environment to verify 
that it fol lows the specifications, and f inal ly , in the maintenance phase, the system must 
be adapted to the evolutions of its environment. 
O u r framework encompasses those four phases into one integrated knowledge 
acquisition and learning system. Indeed, this separation in four phases of the life cycle of a 
K B S is actually an idealization o f the real evolution of a system. Ac tua l l y , the phases 
overlap one over the other. F o r instance, validation is necessary at each phase o f the l i fe 
cycle , and after val idat ion o f the f inal system or during its maintenance, it might be 
necessary to re-construct part o f the model of the system and to re-implement i t , because 
of insufficiencies in the in i t ia l implementation, or s imply because the requirements on the 
system have evolved. E l i c i t i n g knowledge , structuring it into a model, val idating i t on 
examples and maintaining the K B S are closely mingled activities.Therefore, we present a 
framework for integrating learning and knowledge acquisition in a system able to help a 
user not only in the acquisit ion phase but also in the validation and maintenance phases of 
a K B S . 
To be able to cover the different phases of the life cycle, our framework is based on 
a system that learns to solve problems with the help of the expert: a learning apprentice. 
Through experimentation guided by the expert, the system can acquire reasoning and 
domain knowledge, validate this knowledge on new problems and i f needed, extend, refine 
and revise its knowledge to cope wi th new problems and increase its performances.The 
integration o f knowledge acquis i t ion and learning techniques enables the system to 
correctly learn how to solve problems from real concrete examples. In this learning 
process, the system can diagnose deficiencies in the domain theory, and wi th , the help of 
the expert revise the theory accord ing to the preceding f indings. T h i s knowledge 
acquisition process can be compared to a computer assisted protocol analysis. 
[Aussenac 90] , [Mi t che l l et a l . , 89], [Carbonell et a l . , 90] and [Mor ik , 89] explains 
that the best way to acquire knowledge in the perspective of problem solv ing is to use 
experience in problem-solving. The objects of expertise are not objects of the wor ld , but a 
subjective v iew on those objects that are direct ly impl ied in the process o f problem 
so lv ing . Therefore, it is by ana lyz ing and explaining expert's behavior whi le so lv ing 
problems through protocol analysis that those objects of expertise can be accessed and 
acquired. In our framework, after a first manual phase for acquiring an in i t ia l domain 
theory (that might be incomplete and incorrect, and probably is), the system w i l l refine 
the domain knowledge and acquire a pertinent view on the objects of the wor ld , through 
their use in problem so lv ing . The difference with Aussenac's approach is that instead of 
bui lding a sophisticated model that the expert must validate, we have a system capable as 
L E A P , P R O D I G Y a n d M O B A L of us ing knowledge directly to so lve problems. 
Therefore, we do not ask o f the expert to validate the system's model, but its behavior. 
Since the system is able to use the rules it learned to solve new cases of the 
problem, it can be used not only for acquisition, but also for validation and maintenance. 
When an error is discovered in the system's reasoning, it can be immediately repaired with 
the help of the expert, and as in the acquisit ion phase, the domain theory may be revised 
in consequence. In addition, the system may be used for maintenance, since it is quite easy 
to adapt the system to new requirements that stem from an evolution in the domain , 
whether this evolution concerns the theory of the domain or the methods for solving the 
problem. 
1.2 T h e means f o r t h i s f r a m e w o r k 
A n important part o f the framework we propose is the capability o f the system for 
immediate validation, since what is learned can be immediately tested. In the domain o f 
val idation, two options exist [Lopez & a l . 90]. The first option, structural val idat ion, 
consists in a systematic search of inconsistencies (redundancies, etc.) in the domain, based 
on some syntactic criteria of consistency. T h e only way the expert may be involved in 
this va l idat ion phase is by g i v i n g some constraints o f the d o m a i n that w i l l be 
syntactically verified. 
The second option is a functional validation o f knowledge based on the resolution 
of concrete cases of the domain. If the learning tool behind the knowledge acquisition is a 
"black box," then only the results of the system can be tested. B u t when the learning tool 
is an interactive open learner, then this type o f val idation takes into account the behavior 
of the system and has a semantic character. The comparison o f the behavior of the system 
with that of the expert on concrete cases not only validates the result given by the system 
but also the adequacy of the system's representation of the prob lem to the expert's 
representation. It is therefore possible to approach the expert's cognit ive model with the 
system. Furthermore, the expert is not asked to evaluate an abstract model of the problem 
that the system possesses, but only to evaluate the system in the context of solving real, 
concrete cases that the expert knows perfectly how to solve. 
This approach is not only well-suited for val idation, but also al lows the system to 
be corrected as soon as an error is detected (whether the error is relative to the final result 
or to a reasoning step of the system). Reasoning on concrete cases w i l l then be an 
important asset for acquiring and refining knowledge , because the case establishes a 
context for learning and the right level of interaction between the system and the expert. 
This point is illustrated by A P T ' s Problem Solver in section 2.2. 
In this perspective, the second important part o f our framework is the process of 
correcting errors as soon as a problem is detected, us ing this problem to point to an 
insufficiency in the knowledge. T w o different cases can then appear: either the causes of 
the error are quite easy to identify in the context, or not. In the first case the expert can 
easily correct the cause of the failure, or an automatic learning process can be used to 
change automatically the knowledge bases of the system by adding new terms. This k i n d 
of automatic modification is l imited to "s imple" modif ications such as the definition of a 
new general concept as a conjunction of more specific concepts and the expert's evaluation 
is generally needed. A semantic knowledge revision is not automatically feasible without 
the expert. 
In the second case, the cause o f the problem is quite hard to identify. Both the 
expert and the system together have to try to identify the cause of the failure and correct it. 
Indeed, the expert can not be asked directly to correct the systems knowledge without any 
more information when the error has been detected. N o t only is it very difficult to locate 
the origin of the error simply on one case of fai lure, but also, the expert does not always 
understand perfecdy the consequences of his modifications on the behavior of the system. 
Therefore, the system must help the expert to correcdy identify the cause of the problem 
in the knowledge base, and then propose modi f i cat ions by using the context of the 
problem, showing to the expert a l l the consequences o f the proposed modifications to the 
behavior of the system. F ina l ly , the system must make sure that the new knowledge and 
the modifications are correctly integrated into the knowledge base as it is illustrated by 
A P T ' s refinement methodology in section 4.3. T o insure a good interaction with the 
expert, the strategy we followed is to: 
* use concrete cases as much as possible that are easier for the expert to evaluate, 
* ask the expert only to evaluate and compare cases, not general knowledge, 
* formulate al l propositions of modifications on concrete cases and generalize them 
after they are accepted. 
F i n a l l y , our framework allows to cover a l l phases of the l i f e - cyc le o f the target K B S 
through experimentation of problem-solving on concrete cases with the help of the expert. 
2 A P T 
2.1 A P T ' s A r c h i t e c t u r e 
These principles have been implemented in the A P T system. A P T ' s architecture is 
based on that of D I S C I P L E , [Tecuci, Kodratoff , 90]. The fo l lowing sections show how 
A P T illustrates the general framework presented above. O u r purpose is not to formal ly 
describe the M a c h i n e Learn ing and Knowledge Acqu i s i t i on algorithms used. A P T ' s 
algorithms are detailed in [Nedellec, 1991a]. The purpose is to describe the general features 
of the algorithms to show how it has been possible to fruitfully integrate them in the 
same system. 
W e w i l l now present A P T ' s knowledge bases, making a parallel wi th K A D S ' four 
layer model of expertise 1 [Wielienga & al 91]. The knowledge of the domain layer is 
represented in the Domain Theory, which describes the concepts of the domain and their 
possible relationships. The Domain Theory is represented by a semantic network where 
the relation I S - A is the transitive generality relation. So the concepts are hierarchically 
organized and l inked. This description of the knowledge of the domain is clearly separated 
from the description of the way it may be used to solve problems, a l l owing to control 
easily the consequences of the modifications of the knowledge bases. 
The equivalent of the inference and task layers 2 are represented through a problem-
so lv ing rule base. A P T w i l l dynamical ly construct an instantiated task structure from 
these elementary rules to solve a given problem. E a c h rule is defined by the type of the 
problem that it solves, by the input data called pre-conditions and the output data cal led 
post-conditions. The pre-conditions of a rule contain the classes of objects of the domain 
theory to which the rule may be applied (the context) and the role that they play in the 
problem solving process of the rule. The post-conditions contain the classes of the domain 
theory resulting from the application of the rule to the input classes. N e w classes may be 
introduced, old classes may be deleted and the state of the current classes may be changed 
by the execution of the rule, as it is done by S T R I P S ' operators [Fikes & a l . 1971]. Input 
and output data are described at the same level of generality. Usual ly , A P T ' s rules are rules 
that decompose a problem into more specific problems, called sub-problems. The sub-
problems of a rule can either be decomposed again, and then they can be compared to a 
task in K A D S , or be pr imit ive actions (of a granularity equivalent to or smaller than 
K A D S ' primitive inferences). The fact that a sub-problem is primitive does not have to be 
predetermined, but only decided when constructing a specific task structure for a problem. 
It is therefore always possible to refine the primitive inferences by defining new problem-
solving rules. 
2.2 A P T ' s P r o b l e m S o l v e r 
2.2.1 G e n e r a l p r i n c i p l e s 
A P T ' s Problem Solver constructs task structures to achieve particular goals by 
dynamical ly combining the rules defined in the rule base. A s the rules are decomposition 
rules, the task structures take the form of decomposition trees where each node is a 
We do not claim that A P T is an acquisition system for a K A D S model of expertise, but simply 
that the knowledge acquired by A P T can be well described within this framework. 
A P T has simple tasks that are decomposed into sub-tasks to be executed sequentially, without 
tests nor iterations. 
problem-solving rule provided by the rule base. 
A task is described by the problem that it solves and its input and output. The task 
input/output are described by conjunctions of specific concepts of the Domain Theory. 
That means that these concepts are leaves of the hierarchies of concepts. But , the 
input/output of the problem-solving rules are defined by conjunctions of general concepts 
of the D o m a i n Theory. Therefore, the generality level of the rule input/output is higher 
than those of the tasks, according to the generality relation I S - A defined in the Domain 
theory on the concepts. 
A t each step of the decomposition of the task into a task structure, the Problem 
Solver looks for al l the rules of the base that may be applied to solve the current problem. 
The candidate rule must satisfy two conditions to be retained : 
- the type o f the problem of the candidate rule must be the same as the current problem. 
- the description of the input/output classes of the rule must be more general than or 
equal to the context of the current problem according to the Domain Theory. 
The selected rule completes the task structure and the sub-problems of the selected 
rule replace the current problem in the list of the problems to solve. The problem 
decomposition ends when a l l the problems to solve are elementary ones that cannot be 
decomposed further. The resulting task structure describes the elementary actions to 
execute to solve the task problem. These actions are the leaves of the decomposition tree. 
2 . 2 . 2 E x a m p l e 
Let us give an example. Suppose that the aim o f the Problem Solver is to bu i ld 
the task structure of a task T (Figure 1). 
W e suppose that the D o m a i n Theory describes a l l the concepts that may be 
involved in the move such as machines, robots, boxes, locations and so on. 
In this example and in the fo l lowing ones, we have s impli f ied the representation 
language to improve the readability of the paper. In fact, the language used to represent the 
Domain Theory and the input and output of the rules is a restriction of First Order L o g i c 
without negation and functional terms [Nedellec, 91b]. So, the pre-conditions of task T are 
expressed by A P T by the formulae : 
Box(x) & location(x,y) & Assembly-Line(y) & Robot(z) & location(ztt) & Warehouse(t) 
Using variables al lows, for instance, to distinguish objects of the same class and 
their relations, represented in the same context. [Kodratoff & a l . , 91a], [Bisson, 92] study 
the expressive power of F O L compared with other representation languages. 
The current problem that must be solved to decompose the task T is "moving". 
Rule R l in Figure 2 may be applied as first rule. First , the current problem of the task 
and the problem of R l are the same. Next, we suppose that the Domain Theory says that 
the concept of object is more general that the concept of box, (for instance, "box IS-A 
object") and that line is more general than assembly line. The pre-conditions (input) and 
post-conditions (output) of the candidate rule R l are then more general than those of the 
T a s k T 
P r e - c o n d i t i o n s Location of Box is the assembly line 
Location of Robot is the warehouse 
M o v i n g 
Location of Bo x and Robot is the warehouse 
P r o b l e m 
P o s t - c o n d i t i o n s 
Figure 1 : Example of rule used by A P T 
task problem. Therefore rule R l is applicable. 
Rule R l 
Pre-conditions Location of the Object is a line 
Location of the Robot is the warehouse 
Problem M o v i n g 
Sub-problems Robot moves to the line 
Robot takes the object 
Robot moves to the warehouse 
Post -condit ions Location of Object and Robot is the warehouse 
Figure 2 : Example of rule used by A P T 
Once rule R l is selected to accompl ish a part of task T , the input and output 
descriptors of rule R l are specialized into rule R l ' (figure 3). Then rule R l ' is integrated 
into the task structure of T. The specialization is done by replacing rule R l descriptors by 
the corresponding descriptors of the current problem. In our example, Object is replaced by 
Box and Line by Assembly Line. 
Once the specialized rule is integrated into the task structure, the problem of 
Moving which was the current problem is replaced by the sub-problems of Robot moves 
to the assembly line. Robot takes the box and Robot moves to the warehouse, in the list 
o f the problems to solve. 
Rule R L 
Pre-conditions Location of the Box is the assembly line 
Location of the Robot is the warehouse 
Problem M o v i n g 
Sub-problems 
Figure 3 A specific rule applicable to decompose T 
2 . 2 . 3 V a l i d a t i o n 
These functionalities would be sufficient to decompose tasks using knowledge 
represented in the Domain Theory and the rule base i f there would be one and only one 
way to decompose a task into rules. A s we make the assumption that the knowledge 
description of the different bases may be incomplete and even incorrect, it is not certain 
that a task decomposition exists and that w i l l be unique. 
Therefore, as long as A P T needs to acquire and revise knowledge, A P T ' s Problem 
Solver needs the intervention of the expert to validate the task decomposition. Therefore, 
at each step of the task decomposition, A P T asks the expert to evaluate the candidate rules 
that it has selected from the rule base and specialized as described above. For instance, 
A P T ' s Problem Solver would propose to the expert the rule R l ' (specialization of the rule 
R l ) to build the first step of the task structure of T. 
A s the task decomposition is specific in the sense that it achieves a given goal in a 
specific context, the expert is not asked to reason about abstractions. The expert is 
confronted with a concrete solution to the problem, proposed by the system. This way of 
validating the behavior of the Problem Solver through experimentation allows the expert 
to use his own s k i l l in so lv ing problems to decide the val idi ty o f the system's 
proposition. B y not asking general information of the expert, A P T only asks him what he 
knows how to do best. 
Whenever a rule misapplication is detected by the expert or whenever A P T has no 
rule to propose, the expert is asked to give his own solution rule to bui ld the current 
resolution step, according to the specific resolution context. A P T ' s Problem Solver cou ld 
be satisfied simply by recording the expert's specific solution. B u t before continuing the 
decomposition phase, A P T ' s Problem Solver hands over the deal to A P T ' s Learner, the 
role o f A P T ' s Learner is to explo i t as much as possible the expert's solution by 
generalizing it to a l l cases where it could be applicable, and by revis ing the knowledge 
description of the Domain Theory i f necessary through interaction wi th the expert. A s 
A P T knows the specific context of its failure, it is able to communicate with the expert i n 
a concrete and efficient way by using the information related to the current resolution 
experimentation. 
In that sense, A P T has some common points with P R O T O S [Bareiss 89]: it learns 
as a consequence of problem-solving, the system engaging in learning only when it fails 
to solve correctly a problem. In addit ion, A P T , as P R O T O S , learns from only few 
examples, being able, by using explanations and by generating its own examples, to 
generalize and learn correct rules from only one or ig inal expert-provided example. 
Therefore, A P T , l ike P R O T O S , is able to offer a wide range o f assistance in the 
acquisit ion of domain knowledge and its refinement during problem solving. However , 
they differ in their learning mechanisms and the type of tasks solved. P R O T O S ' learning 
is case-based and instead of being based on generalization from examples, and A P T is 
concerned with learning the decomposition of problem-solving rules and general heuristic 
rules, whi le P R O T O S is specialized for classification tasks. 
3 A P T f s Learner 
A P T ' s Learner uses methods of knowledge acquisition and of machine learning 
from examples [Kodratoff & Ganascia, 1986] to complete the expert's rule and then to 
generalize it at the best level of generality it can reach. Then for A P T , this means that the 
learned rule must be applicable to as many cases as possible, different from the specific 
case for which the rule has been init ial ly built by the expert, and must not be applicable 
in any wrong case. The generalization takes effect on the description of the input and of 
the output of the expert's rule. The description of the problem and its decomposition 
remains unchanged since the role of the generalization phase is only to extend the 
application scope of the rule. 
The first stage consists in completing the expert's rule with explanations deduced 
from the Domain Theory. This rule w i l l be further genralized. A s the Domain Theory may 
be incorrect , the Learner uses a prudent general ization strategy ca l l ed "smal lest 
generalization steps strategy" detailed in [Nedellec, 1991a]. But this strategy is not always 
sufficient and the generalized rule may be nevertheless too general. It is then specialized by 
using some o f the information acquired by applying the smallest generalization steps 
strategy. 
The intervention of the expert is necessary if the over-generalization of the learned 
rule is caused by an insufficiently constrained description of its application scope or more 
seriously i f the over-generalization is an indication that the Domain Theory must be 
revised. In both cases, examples are used by the generalization method to help the expert 
in the location of and the recovery from the errors of the description of the rule and the 
errors of the Domain Theory, so that the cause of the over-generalization disappears. 
3.1 C o m p l e t i n g the e x p e r t ' s s o l u t i o n 
A P T uses explanations to elicit and acquire the application conditions of reasoning 
rules. Although the expert's rule is specific, since it is proposed in the frame of a specific 
resolution, the application condition of the rule may be incomplete and subsequently too 
general because the expert forgets to mention concepts or needed relations between 
concepts. Some of them may be sti l l only implic it . If the preconditions are not correctly 
elicited from the expert the learned rule w i l l be overgeneralized and applicable to irrelevant 
situations. Therefore to complete the expert's rule, A P T uses at the same time, a method 
issued from the Mach ine Learn ing f ie ld to automatically generate explanations and 
knowledge acquisition methods to obtain other explanations through an interaction with 
the expert. 
A P T ' s Learner builds explanations of the expert's rule, by looking in the D o m a i n 
Theory for relations between the concepts o f the rule condit ions, (see saturation in 
[Rouveirol , 91]). These explanations justify the fact that the rule is applicable by showing 
how concepts occurring together in the same rule are semantically related in the D o m a i n 
Theory. Therefore, the explanations al low to constrain the appl icat ion scope o f the 
expert's rule. 
For example, i f A P T has no rule to solve the problem of Moving described above, 
the expert gives its own solution which may be something l ike rule R l 1 . Suppose that the 
expert forgets to specify in the pre-conditions the init ia l location of the robot in the 
warehouse. This might result in the application of the learned rule in wrong cases where 
the robot and the box are at the same place. Therefore, A P T w i l l propose to explain the 
init ia l location of the robot by searching in the Domain Theory for the various possible 
locations for a robot, such as "Location of the Robot is the warehouse". 
Next , the expert is asked to select among the generated explanations those that he 
thinks to be the most relevant. These explanations use the expert's terminology since they 
are expressed by using the vocabulary of the Domain Theory, defined by the expert. 
The expert has also the possibility to express the explanations that he may think of 
by studying the system's ones. In this case, the expert may use new concepts or relations 
not yet defined in the Domain Theory. This new vocabulary and its semantics are then 
integrated to the Domain Theory by A P T , in an interactive process that w i l l be described 
in section 4.3. A P T ' s explanation language is the same as the rule condit ion language 
[Nedellec, 91b]. 
Thus, the explanation capability of A P T not only al lows to eff iciently constrain 
the expert's example through an interaction between the expert and the system, but also 
allows to acquire new knowledge about the concepts of the domain and their interrelations. 
The explanation capability of A P T is not as sophisticated as the one found in 
P R O T O S , for instance, because its explanation language is not as power fu l as the 
P R O T O S language. A P T does not allow for example to express the idea o f condit ional 
explanation. However , A P T has the capability to autonomously look in the D o m a i n 
Theory for explanations of reasoning steps, l i n k i n g automatical ly the two layers o f 
knowledge, and symmetrically, it can use the expert's explanations at the reasoning level 
to enhance the domain layer. This capability of using a specific and concrete reasoning 
step to improve the D o m a i n knowledge a l lows A P T to f ru i t fu l ly acquire D o m a i n 
knowledge from the expert. 
Next , the explanations are added as constraints to the expert's rule. The completed 
rule may then be used for the generalization process. This explanation phase is very 
important because i f relevant explanations are miss ing, this w i l l lead to the over-
generalization of the learned rules as it w i l l be shown below. 
3.2 G e n e r a l i z i n g the e x p e r t ' s r u l e 
The aim of the generalization method is to f ind general rules in the search space, 
w h i c h are as less numerous as possible and as general as possible , without being 
appl icable to wrong cases. They are ca l led target rules. They are constructed by 
incrementally generalizing the expert's rule using automatically generated examples. 
A s the D o m a i n Theory may be erroneous, the Learner uses a cautious 
generalization method apply ing the "smallest generalization step strategy" that first 
consists in building a lattice that represent the initial search space. The nodes of the lattice 
represent al l the possible rule hypotheses among which the Learner searches for the target 
rules. The expert's rule is represented by the root of the lattice. The rule hypotheses are 
ordered in the lattice depending on their degree of generality. The generality relation 
between two rule hypothesis is determined by the generality relations in the D o m a i n 
Theory between the concepts they use (see section 2.1). T w o successive rule hypothesis in 
the lattice differ only in one concept changed on only one degree of generality in the 
corresponding hierarchy o f the Domain Theory. To generalize from a node to a next one 
no dropping rule is appl ied , but only c l i m b i n g i n the hierarchies o f concepts and 
properties. Therefore there is no possible intermediate hypothesis between two successive 
nodes. This allows to control the risk of over-generalization due to insufficiencies of the 
Domain Theory such as cautious generalization in M A R V I N [Sammut and Banerji 86]. 
To validate general hypothesis, A P T ' s generalization method uses examples which 
are specific rules automatically generated by analogy with the expert's rule. Bu i ld ing these 
rule examples consists in replacing the descriptors of the conditions of the expert's rule by 
other specific descriptors that belong to the same hierarchies in the domain theory and that 
are leaves of these hierarchies. The method for building examples is detailed in [Nedellec, 
1991a]. 
Thus, the rule hypothesis lattice partitions the set of a l l the possible examples (all 
the automatically generated specific rules) in small independent example sets. Each small 
example set is labeled by the most specific rule hypothesis of the lattice, by which it is 
covered. 
A t the beginning of the generalization phase, the expert's rule is the only va l id 
rule hypothesis in the lattice. A P T tries to validate one of the closest rule hypothesis of 
the lattice, by submitt ing to the expert one example labeled by this closest rule 
hypothesis. If the example is accepted (it is cal led positive), the corresponding rule 
hypothesis is validated, otherwise (it is called negative), the corresponding rule hypothesis 
is definitively rejected (it is similar to [Smith & Rosenbloom, 90] who use near misses to 
prune the search space). 
More generally, any candidate rule hypothesis is considered to be val id by A P T ' s 
Learner, i f al l the less general hypothesis in the lattice are valid and i f the expert validates 
one example from the example set which is labeled by this candidate rule hypothesis (as in 
the version space algorithm [Mitche l l , 1978]). The validation of the rule hypothesis is 
then propagated in a breadth first way along the lattice by the acceptation of submitted 
examples, until it is stopped in a l l the directions, by the rejection of submitted examples. 
A n example of this propagation in the generalization lattice is given in section 4.1. 
This way of interacting with the expert by using examples is much more helpful 
than directly asking him which degree of generalization is acceptable, since it is generally 
much easier for an expert to reason about concrete examples. Moreover , the examples 
submitted to the expert are ordered in such a way that two successive examples are as 
semantically close as possible since they are attached to the closest hypotheses. In this 
way, the successive questions asked to the expert are less l ike ly to appear irrelevant or 
surprising and as the examples are automatically generated, the expert is not asked to 
provide examples. 
B y doing more than control l ing the generalization and interacting in a user 
friendly way with the expert, by partitioning the search space, this method also helps in 
the detection and the correction of errors in the learned rules and in the Domain Theory. 
3.3 E v a l u a t i n g the l e a r n e d r u l e s 
A t the end of the generalization phase, the most general va l id hypothesis are 
considered as the target rules that the system was looking for. This is true only i f the 
expert has forgotten no explanations for his init ial rule solution and i f the Domain Theory 
that determined the generality relation between concepts is complete and correct. 
If neither of the assumptions are veri f ied, the Learner has no means of detecting the 
problem, since the learned concept is consistent with everything the Learner knows (e.g. 
the examples and the concept description language). This classical problem in knowledge 
refinement accepts three types of solutions. First , other strategic information about what 
is a good degree of generality may be used, but they are difficult to acquire. Second, what 
is learned may be tested and improved through many examples as with learning in the 
l imit methods such as C L I N T [De Raedt, 91]. T h i r d , an expert of the domain may be 
directly asked to validate the learned concepts [Sammut & Banerj i 86], [Benbasat & 
Dha l iwa l 89]. In this paper we are interested in the latter approach. O n the one hand, the 
use o f knowledge acquisition techniques allows to reduce the number of examples required 
compared with learning in the l imit methods. But on the other hand, the expert is asked to 
evaluate learned rules and this evaluation may be less reliable than the example evaluation, 
depending on the domain and the task. 
If the expert accepts the learned rules, they are added to the rule base and they are 
not on ly applicable to the in i t ia l specific problem, but also to many other problems. If 
the expert does not validate one o f the learned rules because it is too general and is 
applicable on negative cases, he has the possibil ity to definitively reject it or to ask A P T ' s 
Learner to analyze it , in order to find the causes of the over-generalization. This is done by 
specializing the over-generalized rule, backtracking node by node through the lattice and 
submitting to the expert the intermediate rule hypothesis corresponding to these nodes that 
had been validated during the generalization phase. The backtrack stops when the expert 
accepts a rule hypothesis. But this accepted hypothesis is also not satisfactory, because it 
is too specific. It does not cover the positive examples that had lead to the over-generalized 
learned rule. 
A P T cannot f ind on its own a good degree of generalization; it needs additional 
knowledge from the expert to express a rule that is neither too specific nor too general, a 
rule that would be just between the accepted hypothesis and the overgeneralized hypothesis 
produced by the next generalization step. This new rule must no longer cover negative 
examples. This task would also be diff icult for the expert i f no further information was 
provided by A P T . But by having applied its smallest generalization step strategy, A P T is 
able to help the expert. 
Due to the fact that the generalization lattice partitions the example set in smal l 
independent sets, a l l the negative examples that must be excluded from the application 
scope o f the new rule belong to the same smal l example set. This particular inconsistent 
set is labeled by the over-generalized hypothesis produced by the next generalization step. 
This means that the new rule must d iv ide in two parts the inconsistent set, so that it 
covers all the positive examples and no negative ones. 
In addition, as a consequence of the lattice properties, this inconsistent set is as 
small as possible because two successive nodes differ only by one concept generalized on 
one degree. Consequently, the examples of the same set are semantically close because 
they use concepts that are close in the hierarchies of the Domain Theory. They are then 
easier to compare, and the concepts concerned with the problem of over-generalization, 
much easier to identify. The problem of f inding the right rule is then reduced to the more 
s imple one o f acquir ing knowledge to distinguish the positive examples of a smal l 
example set from the negative ones. In this way, A P T is able to provide means to detect 
the cause of the problem and correct it as it is shown by the fol lowing example. 
4 Example 
W e w i l l illustrate the method with the classical arch problem. This toy example is 
not representative of a l l the capabilities of the system, but it allows to explain in a simple 
manner how the algorithm works and, although it seems to be very simple, it points at 
some interesting problems. The concepts and the properties used in the rule base are 
defined in the Domain Theory, a part of which is described in Figure 4. 
voCum 
Figure 4: A part of the domain theory 
4.1 G e n e r a l i z a t i o n 
L e t us suppose A P T ' s Problem Solver was decomposing the task o f bui lding a 
bridge and it has no rules to describe how to build the arches of the bridge by using blocks 
of concrete. Then the expert gives his own rule solution. Ru le R e in Figure 5 is the 
expert's rule completed by explanations. 
R e : IF there are three blocks x, y and z made of concrete 
T H E N solve the problem of building an arch 
by solving the subproblems F I R S T , E R E C T the block x 
N E X T , E R E C T the block y 
F I N A L L Y , L A Y the block z 
Figure 5 : An expert's example of rule 
A part of the generalization lattice corresponding to the generalization of the three 
blocks is represented by Figure 6. The generalization of the concepts made-of and concrete 
are not represented in order to s impli fy the example. Consequendy, the dimension of the 
represented lattice is three. The expert's rule is represented by the node at the root, labeled 
R 0 0 0 - T ° validate nodes R(X)1 and Ri00> A P T proposes examples where the bases of the 
arch are cubes (which are not blocks but parallelepipeds). T o validate R 0 1 0 > A P T 
proposes an examples where the top of the arch is a cube . 
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Figure 6: A part of the generalization lattice 
Suppose that these three examples have been accepted, A P T continues to 
progress through the lattice by proposing examples where the bases of the arch are 
columns, that are accepted by the expert and it is f inally stopped by the rejection of the 
other examples such as an arch with a sphere top. 
4 .2 S p e c i a l i z a t i o n 
Then , A P T learns rule R l (Figure 7) which says that it is possible to build the bases of an 
arch with any kind of volume and the top with a parallelepiped. This learned rule is 
submitted to the expert who asks A P T to special ize it. A s the Domain Theory is 
incomplete, the learned rule R l is too general because it covers also negative cases where 
the bases of the arch are spheres or pyramids. This is due to the fact that the D o m a i n 
Theory defines not only columns but also spheres or pyramids as volumes. The expert 
has the possibi l ity to select the direction of specialization to restrict the range o f the 
search by pointing out the too general concepts of the learned rule. In our example , 
volume should be pointed out. 
R j : IF there are two volumes x, y and a parallelepiped z made of concrete 
T H E N solve the problem of building an arch 
by solving the subproblems F I R S T , 
Figure 7 : The learned rule. 
T h e rule R s in Figure 8 is the rule hypothesis accepted by the expert after 
backtracking along the lattice. Th is rule R s is obviously too specific since it does not 
cover the acceptable cases where the bases of the arch are columns or cylinders: because 
the Domain Theory does not define columns and cylinders as parallelepipeds. 
R s : IF there are three para l le lep ipeds x, y and z made of concrete 
T H E N solve the problem of building an arch 
by solving the subproblems F I R S T , 
Figure 8 : The rule accepted by the expert 
A s there is no possible intermediate concept between parallelepiped and volume in 
the Domain Theory, the only way to express a rule consistent with al l the examples is to 
constrain the over-generalized rule R l by adding concept descriptions. The expert has to be 
guided to do this correctly. 
In this example, the different possibilities are quite obvious but this w i l l not be the 
case i f the rule is more complex and the Domain Theory broader. However, the properties 
of the lattice stemming from the way it is built, are independent of the domain. Whatever 
the complexity of the domain is, the rule accepted by the expert after backtrack along the 
lattice can be nothing but over-specialized and a l l the more general rules, even the nearest 
ones are over-generalized. Consequently, the negative examples that must be excluded 
from the learned rule scope are always easy to locate, because they belong to the small set 
of the examples not covered by the accepted rule and covered by the overgeneralized rule 
produced by the next generalization step. 
A t this stage in our example, A P T knows that the inconsistent example set that 
must be cut into two parts is the set labeled by the rule R l of the examples that are not 
covered by R s . It contains a l l the examples where the bases of the arch are volumes 
without being parallelepipeds, therefore it contains the examples of rules where the bases 
of the arch are columns, spheres, and pointed-top . 
4 .3 R e f i n e m e n t 
When the inconsistent example set is identified, the next stage consists in asking 
the expert to identify some negative examples and to compare them with the positive 
examples from the same set that he has accepted during the generalization. The aim of this 
process is to lead him to use knowledge that allows to describe separately good and bad 
examples at a high degree of generality. 
4.3.1 C o m p a r i n g e x a m p l e s 
First ly , the expert is asked to identify negative examples in the examples selected 
by A P T from the inconsistent example set. T o avoid having to study a l l the examples, 
which may be too numerous, the expert has the possibility to choose an example subset 
by selecting concepts in the list of concepts that A P T proposes. These concepts are the 
concepts known by A P T as concepts involved in the over-generalization problem. In our 
example, these concepts are parallelepipeds, columns, pointed-top and so on. If the expert 
has an intuitive idea of the causes of the problem, he w i l l choose to examine the examples 
of rules where the arch bases are pointed-top and spheres. If not, he w i l l probably examine 
more examples before identifying negative ones. 
When negative examples have been identified, A P T asks the expert to compare 
the positive example he has previously accepted with the negative examples that he has 
just identified. These examples are a l l semantically close since their concepts have the 
same parents in the Domain Theory due to the properties of the generalization lattice and 
it is then much easier to f ind what knowledge description would a l low to distinguish 
them. 
If for instance, the example in Figure 9 is identified as a negative example and the 
example in Figure 10 was the positive example that had led to learn the rule R\ during the 
generalization phase, the expert may think that the knowledge that allows to distinguish a 
sphere from a cylinder, when building an arch, is the shape of the top or the stability. 
IF there are a sphere x, a b lock y and a parallelepiped z made of concrete, 
T H E N solve the problem of building an arch 
by solving the subproblems F I R S T , 
Figure 9: A negative example 
IF there are a block x, a cy l inder y and a parallelepiped z made of concrete, 
T H E N solve the problem of building an arch 
by solving the subproblems F I R S T , 
Figure 10: A positive example 
The over-general ized rule R i has now to be constrained by using this new 
knowledge e l i c i ted through the comparison o f the examples. The expert has the 
possibi l i ty , i f it is sufficient, to add directly new constraints or to modify the D o m a i n 
Theory without necessarily adding constraints. A P T reacts to each modif ication by 
indicating i f the modifications are sufficient to exclude the negative examples from the 
scope of the over-generalized rule. 
4.3.2 A d d i n g new c o n s t r a i n t s to the r u l e 
The expert may add a constraint such as in Figure 11 which is sufficient to exclude 
the negative examples where the base of the arch is a sphere or a pyramid. 
IF there are two volumes x and y w i th a flat top and a parallelepiped z made of concrete 
T H E N solve the problem of building an arch 
by solving the subproblems F I R S T , 
Figure 11: The overgeneralized rule constrained by the expert 
If the constraints that the expert adds to the rule contain concepts or properties that 
are unknown in the Domain Theory, they are integrated in the Domain Theory. A P T uses 
the learning context of the rule to modify, to make easier the improvement of the Domain 
Theory by proposing probable modifications. 
If the expert adds a new concept, the father and the sons of the concept must be 
chosen in the Domain Theory. In our example, x was defined as a volume in the rule and 
the expert adds that "x is a flat-top", A P T does not k n o w this concept flat-top and 
proposes to integrate it in the hierarchy of volume, as a son of something, o f volume, o f 
parallelepiped or of block. When the father o f the new concept is chosen, such as volume, 
A P T asks which sons of the father volume must become sons of the new concept In our 
example, A P T would ask which concepts among parallelepiped, columns, sphere and 
pointed-top must become the sons of flat-top. The expert w i l l select parallelepiped, and 
column without hav ing to l ook i n the D o m a i n Theory how to make the r ight 
modification i n the hierarchies at the right level o f generality. 
If the expert adds a new property such as "the color of volume x is red", A P T 
proposes to the expert to select which concepts, sons o f volume, this property has to be 
added to: parallelepiped, columns, or sphere. Except for the case where a l l the sons are 
chosen by the expert, the rule w i l l become more selective because applicable to the 
selected concepts only. 
These examples shows how A P T guides the expert i n the improvement o f the 
over-generalized rule and the Domain Theory by proposing modifications inspired by the 
learning context and how A P T proposes to propagate the expert's modifications i n the 
D o m a i n Theory to other concepts that those which are involved in the modif ied rule. 
These modifications are oriented by the erroneous rule , but the expert has also the 
possibil ity to perform modifications on the Domain theory that are directly oriented by the 
specific concepts occurring in the positive and negative examples from the inconsistent 
set. 
4.3.3 M o d i f y i n g the d o m a i n t h e o r y 
The cause of the overgeneralization may not be not only the definition of the rule 
as it is shown above, but incorrect or incomplete definitions in the Domain Theory. A P T 
then provides three means to directiy improve the Domain Theory without necessarily 
modi fying the rule. In this case, the modifications are not guided by the rule concepts but 
by the positive and negative example concepts. The aim is then to acquire new knowledge 
so that positive examples from the inconsistent set may be described separately from 
negative ones. Figure 12 shows in grey, some of the possibilities for the arch domain. 
Figure 12 : a part of the modified theory 
• First , A P T proposes to add intermediate predicates in the hierarchies, to gather 
in two different clusters "posit ive" concepts occuring in positive examples (such as 
parallelepiped and cylinder i n our example), and "negative" concepts occuring i n negative 
examples (such as pointed-top and sphere). To make easy the expert's task, A P T displays 
separately the list of "positive" concepts and "negative" ones. For instance, the expert may 
ask A P T to integrate in the D o m a i n Theory the new concept flat-top as father o f 
parallelepiped and cylinder and the new concept not-flat-top as father of pointed-top and 
sphere. A P T proposes different solutions to place the new concepts in the corresponding 
hierarchies. The expert has also the possibility to choose the roots o f both clusters among 
the existing concepts and to easily move them i n the corresponding hierarchies. 
• Second, A P T proposes to add new properties to distinguish "positive" concepts 
from "negative ones". If the values for the property given by the expert are unknown in 
the Domain Theory, A P T proposes to integrate them at the right level in the hierarchy as 
described above. In our example, i f the property top-is is given by the expert, with the 
values flat for the "positive" concepts and not-flat for the negative concepts, A P T w i l l 
automatically l ink the "positive" concepts parallelepiped and cylinder to the concept flat 
by the property top-is and the "negative" concepts spheres and pointed-top to the concept 
not-flat by the property top-is. General ly , it is much better to add properties instead o f 
intermediate concepts. Indeed, the features to be added generally concern only one aspect o f 
the concepts and not real ly new concepts. Moreover , new properties a l l ow A P T to 
constrain the over-generalized rules in the same way as new concepts. 
• Th i rd , the system also proposes to rename some occurrences of already existing 
properties. If they are polysemic, it may be necessary to distinguish some occurrences 
from the other ones. T o make easier the expert's task, A P T displays the l i s t of the 
properties that l ink the "positive" concepts and the "negative" ones in the examples. The 
expert has the poss ib i l i ty to rename those that he wants and the corresponding 
modifications are propagated. 
The l oca l i zat ion of the part o f the D o m a i n Theory to improve and the 
identification of the smallest inconsistent set o f examples has al lowed A P T to propose 
relevant modifications of the over-generalized rule and of the Domain Theory , and to 
automatically execute the main part of these modifications without help from the expert. 
5 A P T in real applications 
A P T has been used in three main applications in different domains, inindustry, 
medecine and finance and on different tasks. In the industrial domain, an application 
involving the design of loudspeakers has used A P T to acquire design decomposition rules 
as described in [Tecuci & Kodratof f 90]. This application pointed to the importance o f 
having a problem-solver and a learner closely integrated together. But A P T can be used for 
tasks other than design or construction such as medical diagnosis or f inancial decis ion 
making. 
The medical application consisted in diagnosing and treating hyper-tension [Bento 
6 a l 91a]. It was developed by a medical expert with the support of the Univers i ty o f 
C o i m b r a (Portugal). This application illustrates that A P T can be used for classif ication 
tasks, and in this case to learn good rules for a heuristic match. The problem consisted 
first in diagnosing the type of hypertension o f a patient and second in deciding a good 
therapy for the patient to fo l low. The domain o f hyper-tension therapy is a dif f icult one, 
because hypertension is a very common disease, and you must take into consideration 
when prescribing a therapy that the patient may suffer from secondary diseases. 
In this application, the acquisit ion problem was di f f i cult because only few 
examples were available, and the expert did not have a complete theory for the domain. 
A P T was therefore used to generalize interactively the examples provided by the expert, 
and to el icit and correct the missing domain knowledge. A P T proved to be very efficient in 
both those tasks, a l lowing for good general rules to be learned and a correct and complete 
theory to be bui lt . The knowledge acquisition principles of A P T indeed helped the expert 
to identi fy miss ing or incorrect knowledge and to integrate the modif ications i n an 
efficient way. Figure 13 shows a rule describing a case and the associated prescription. 
IF the patient C suffers from a depression and from essential-hypertension. mao_inhibitor 
and thiazide have been administred 
T H E N solve the problem of curing essential hypertension 
where the secondary disease is a depression 
the other medication is mao inhibitor 
the other failed prescription is thiazyde 
by solving the subproblemsof prescribing nifedipine 
used in treatment of essential hypertension 
used on failure of thiazide 
Figure 13 : A n example of rule for hyper-tension therapy 
F r o m such a specific example of a prescribed therapy, A P T has learned general 
rules by using its smallest generalization step strategy and proposing other similar cases 
to the expert that A P T has automatically generated. The expert could easily evaluate the 
cases proposed by A P T , and could understand when A P T pointed to a deficiency i n the 
domain theory. The knowledge acquisition principles of A P T help the expert to identify 
missing or incorrect knowledge and to integrate the modifications in an efficient way. A s 
the development of this application is continuing, it has not been yet operational in a 
medical environment. 
In the f inancia l appl i cat ion , A P T was used to refine an already exist ing 
knowledge base. The task consisted in deciding whether financial aid could be offered or 
not. A n expert system called S P A C had been previously built to solve this problem, 
using conventional, "manual" knowledge acquisition techniques such as unsupervised and 
supervised interviews, repertory grids and readings loan guide books. A P T was used to 
evaluate its capabilities as a knowledge acquisition tool, using S P A C as a comparison 
[ B e n t o & a l 9 1 b ] . 
The appl icat ion consisted o f two parts, first evaluating the economical and 
f inancial feasibi l ity o f a project based on the company's l i fet ime, its economical and 
financial covering, its historic and provisional analysis; second deciding a loan considering 
this first evaluation in combination with the quality of the project and the promoter's 
profile. A P T started with the already existing domain theory of S P A C , and was used by an 
expert to learn new feasibility evaluation and decision rules. The set o f rules learned by 
A P T proved to be more general than S P A C ' s . This set o f rules was five times smaller 
than the S P A C set o f rules, and performed better. Not only were the rules more efficient 
but they had been acquired in far less time then when developing S P A C . O f course, the 
fact that using A P T resulted in a shorter development time must be nuanced, since a 
significant part of the knowledge acquisition process came from the S P A C ' s application. 
Comparison tables are provided in [Bento & a l 91b]. 
A P T can be used for a varied number of tasks. It has proved to be a useful 
knowledge acquisition tool, enhanced by its machine learning capabilitities as we l l as by 
the problem solving context in which it functions. 
6 Discussion 
W e have described in this paper how A P T learns and revises knowledge by using 
specific rules given by an expert in problem solving failures. Bo th the rule base and 
Domain Theory may be refined by A P T ' s learner but only Domain Theory (semantic 
network) can be revised. However, the rule base may need to be corrected, this is why our 
future research w i l l concern the way the over-generalized rules that are proposed by A P T s 
Problem Solver in a failure case, and should not have been proposed, could be corrected. 
This can be s imply done by cautiously specializing the misapplied rule unti l i t does no 
longer cover the current wrong case. The smallest generalization step strategy could be 
symetrically used as a smallest specialization step strategy by generating and inversely 
ordering examples in the same way as described above. 
W e have not raised here the problem of over-specialization of the rule learned by 
A P T . The choice of treating the problem of over-generalized rules rather than the one o f 
over-specialized rules is due to the historic choice of applications for the system (section 
5). Some application domains such as medical applications, for instance, must not accept 
over-generalized rules; it may be too dangerous for the pat ient ! Thus, it is better for 
A P T not to be applicable to some cases than to be mis-applicable. 
One crucial point for K A and interactive M L systems is the number of questions 
required to converge. A P T is concerned wi th this problem since it uses a cautious 
generalization strategy so that an example is proposed to the expert for each generalization 
step such as in M A R V I N and C L I N T . But A P T uses negative examples i n the course o f 
the generalization process in order to stop the search i n the corresponding direction as soon 
as possible, avoiding to propose too many examples. In addition, the number o f examples 
required is proportional to the number of concepts in the ini t ia l rule which is generally 
smal l , because only the relevant concepts w h i c h are kept are those occurr ing in the 
relevant explanations deduced from the Theory. The number of examples required is also 
proportional to the height of the hierarchies, which is never very large. However, it should 
be necessary to restrict the range of the search by using preference criterion to choose the 
best generalization direction and then to reduce the number of the examples required and to 
increase the relevancy of the examples proposed. 
Us ing the negative examples during the generalization allows A P T not to use the 
dropping rule generalization operator that consists in dropping terms to generalize. If A P T 
can generate a sufficient number of examples (one by generalization step) to converge on a 
disjunction of rules, no term can be dropped from a learned rule without this rule covering 
a negative example because of the density of the generalization lattice. If the learning does 
not converge, a lower bound and an upper bound are learned for each rule , as i n 
D I S C I P L E . 
A P T ' s rule refinement differs from the way [Shapiro, 83], M A R V I N [Sammut & 
Banerj i , 86], C L I N T [De Raedt, 91] or B L I P [Wrobel , 89] process negative examples. 
A P T maximal ly generalizes from examples but it does not specialize from examples. 
Instead of wait ing to derive contradictions from what the oracle says and what it has 
learned and instead of generating examples covered by the concepts learned that may be 
rejected by the oracle, A P T directly asks the expert to validate the learned rules. T h i s 
allows to reduce the number of examples required before an error is found because by 
rejecting learned rules the expert al lows A P T to identify the erroneous knowledge. One 
negative example is required when the wrong generalization step is identified so that the 
oracle can compare it to a semantically close positive example in order to e l i c i t the 
missing knowledge. A P T does not only validate its learned rules through experimentation 
by the Problem Solver which could be very long , but also tries to act ive ly locate 
exceptions with the help of the expert, as soon as a rule is learned. This evaluation may 
be less reliable than example evaluation because i f the domain and the task are complex, 
the expert may forget exceptions and accept an over-generalized rule. This is why A P T ' s 
Problem Solver behavior must be also validated through experimentations. 
7 Conclusion: on the integration of Machine Learning and 
Knowledge Acquisition methods 
It has been possible to integrate i n the same framework the K n o w l e d g e 
Acquis i t ion ( K A ) and Machine Learning methods ( M L ) used by A P T because they are 
based on the same assumption: the evaluation and the comparison of automatically 
generated examples o f rules. Us ing examples has been recognized by both communities as 
a very interesting way to acquire new knowledge descriptions. A s they are based on the 
same framework, the integration of both methods renders them able to fill each other 
respective lacks. 
In the acquisition phase, K A methods elicit the expert 's knowledge and insert it 
in the K B S . These methods are not only able to transfer shallow knowledge but also to 
modelize the expert's problem solving model in interaction with the knowledge engineer. 
This elicitation is dif f icult since the expert may be not conscious of the reasons for his 
behavior. 
M L methods are not able to acquire the Domain knowledge by themselves, but 
they are able to compute basic expert cases to extract, compact and generalize the relevant 
information that determines the expert's behavior and to automatically represent this 
information i n a usable way. M L technics are then able to induce general knowledge from 
basic knowledge and to explore systematically a l l the consequences of the addition of the 
expert's knowledge. In that sense they complete the role of the knowledge engineer. 
In the validation phase, some M L methods are able to detect erroneous knowledge 
and to automatically revise it in simple cases. Dur ing the maintenance phase, using M L 
methods may also al low to extend the application scope of a K B S by just introducing new 
examples which are automatically computed without the knowledge engineer. 
Nevertheless, M L methods generally need K A techniques. If they use a Domain 
Theory, this theory has to be built with the expert If they complete or correct the theory, 
the expert is needed to evaluate the modifications. If they generalize examples, the degree 
of generality must be evaluated by the expert and i f they use semantic criteria to restrein 
the search space of the learned concept, they need an expert to give them these criteria. 
These Human Machine interactions are based on K A techniques. 
Integrating K A and M L methods in the same system increases at the same time 
its f lex ib i l i ty , its capabilities o f reasoning about and revising what it acquires. B u t the 
necessary condition for a good integration of these technics is that the M L module is open 
and is able to explain its behavior so that experts and users can trust it. The conception of 
a M L system as a black box which never needs to be repaired is an idealistic v iew. 
Machine Learning methods need Knowledge Acquisit ion methods to acquire a part of their 
knowledge, to evaluate and to maintain what is learned. That means that the expert must 
understand the system's behavior to add or revise its k n o w l e d g e . A P T system is an 
illustration of how Machine Learning and Knowledge Acquis i t ion methods may cooperate 
in a common open system to improve the system's performance. 
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Generating Configuration Expert Systems from 
Conceptual Specifications of the Expert Knowledge 
J . Schweiger 
Real -Time Systems and Robotics Group 
Institut fur Informatik, Technische Universitat Miinchen 
A b s t r a c t . T h e manual formalization and implementation of the expert knowl-
edge about a class of configuration problems by the knowledge engineer is a 
rather time-consuming and labour-intensive job. I have therefore developed 
concepts for a special knowledge acquisition tool called K O N F G E N - I I for the 
domain of configuration tasks. K O N F G E N - I I gets as input a high-level descrip-
tion of the expert knowledge in a conceptual specification language tailored to 
configuration tasks. From a given specification, K O N F G E N - I I automatically 
generates the internal knowledge representation of production rules and con-
straints and compiles it into an executable expert system which can immedi-
ately be evaluated and used. K O N F G E N - I I is currently being implemented on 
the basis of the distributed production system M A G S Y [10] and the constraint 
satisfaction system Y A C S S [5]. 
1 Introduction 
For several years there has been a trend of consumers b u y i n g i n d i v i d u a l rather t h a n 
s tandard goods. Therefore , producers are forced to offer customized products which 
can be configured according to the demands of the consumers. A s a result of th is , 
sales engineers a n d product managers are faced w i t h many complex configuration 
tasks to be solved i n a short t ime . A s a support ing fac i l i ty , domain-specif ic configu-
rat ion expert systems are often used. Because configuration tasks are not yet well 
understood, conf igurat ion expert systems are most ly developed i n cooperation by 
the conf igurat ion expert and a knowledge engineer. T h e bottleneck i n the develop-
ment of an expert system is knowledge acquis i t ion . Fo l l owing [1] and [6], knowledge 
acquis i t ion can be d iv ided into the phases e l i c i ta t i on , interpretat ion , f ormal izat ion , 
imp lementa t i on and eva luat ion . In the phase of f o rmal i zat ion the knowledge engi-
neer maps the interpreted expert knowledge into an interna l knowledge representa-
t ion of p r o d u c t i o n rules, constraints , frames etc., wh i ch are programmed dur ing the 
imp lementa t i on phase. 
A s there is a great discrepancy between the terminology of the expert and the 
interpretat ion m o d e l o f the knowledge engineer on the one side, and the internal 
knowledge representation on the other, the f o rmal i za t i on and implementat ion of the 
interpreted expert knowledge by the knowledge engineer is a t ime-consuming and 
labour- intensive j ob . Fur thermore , the m a n u a l t ransformat ion of the interpreted 
expert knowledge in to in terna l knowledge representations carries the risk of errors. 
F i n a l l y , the maintenance of the expert system is also t ime-consuming and labour -
intensive, because every change i n the interpreted expert knowledge leads to a p a r t i a l 
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Figure 1: P r i n c i p l e of K O N F G E N 
re formal izat ion and a p a r t i a l re implementat ion of the expert system. T h i s means 
that , for every change, the knowledge engineer has to become fami l iar again w i t h the 
details of the par t i cu lar program. T h e ex ist ing tools for the development of configu-
ra t i on expert systems support the knowledge engineer only part ly when f o rmal i z ing 
and imp lement ing the interpreted expert knowledge. More or less large parts of the 
interpreted expert knowledge have to be formal ized and implemented by the k n o w l -
edge engineer m a n u a l l y - they must be programmed i n the form of product i on rules, 
facts, constraints , etc. T h u s , the need arises for a special too l which a u t o m a t i c a l l y 
formalizes and implements interpreted knowledge of a configuration expert . 
One possible too l is the generator K O N F G E N as shown i n figure 1. T h e generator 
receives a conceptual specif ication of the interpreted expert knowledge (bui l t i n 
cooperat ion by the conf iguration expert and the knowledge engineer). T h e generator 
a u t o m a t i c a l l y transforms this specif ication into an internal knowledge representation 
(product ion rules, facts, constraints , etc.) and compiles it into an executable expert 
system w h i c h can immedia te ly be evaluated and used. H a v i n g a generator l ike this , 
the knowledge engineer avoids the problems mentioned above. F i r s t concepts for 
the generator were developed, fu l ly implemented and val idated in the generator 
K O N F G E N - I [3, 8]. K O N F G E N - I provides a language to specify the interpreted 
knowledge of a configuration expert . T h e specif ication language is based on a 'box 
of br i cks ' a t t r i buted w i t h sets of high- level constraints. F r o m a given speci f icat ion, 
K O N F G E N - I generates V A X - O P S 5 source code w i t h external Pascal funct ions . T h i s 
first prototype was tested by re implement ing K O N F I G U L A [2], an expert system for 
the conf iguration of gantry robots of the company Liebherr An lagenbau , K e m p t e n 
( G e r m a n y ) . 
T h e va l ida t i on of K O N F G E N - I proved that the concepts of the specification language 
are not adequate for speci fying every configuration task. F i r s t , external functions 
F i g u r e 2: P a r t s of a gantry robot 
were necessary to specify weak restr ict ions . Second, the hierarchy of a configuration 
task has to be transformed into a flat structure . T h i r d , the specification concepts 
for control knowledge, l ike the sequence i n which the par t i cu lar components were 
treated, were too inf lexible . I therefore extended the concepts of that generator to 
K O N F G E N - I I . T h i s paper presents the results of this extension. T h e fol lowing sec-
t ion 2 gives a f o r m a l def init ion of conf igurat ion tasks, wh i ch is necessary to define 
exactly the k i n d of tasks the generator can handle . Section 3 introduces the speci-
fication language of K O N F G E N - I I . Sect ion 4 shows the pr inc ip le of the generation 
process, and section 5 concludes w i t h a discussion and an outlook. 
2 Configuration Tasks 
In this section a f o rmal def init ion of conf iguration tasks is given. T h i s f ormal defi-
n i t i on is necessary to determine exact ly the field of app l i cat ion of the special too l 
K O N F G E N - I I . A l l definit ions are a d d i t i o n a l l y explained by an example from the 
domain of conf iguring gantry robots . A gantry robot is part of a manufactur ing cell 
that serves the machines of the cell w i t h tools and workpieces. T h e parts of a gantry 
robot are shown i n figure 2. For a further exp lanat ion of gantry robots see [2, 8]. 
D e f i n i t i o n : 
A p a r t is an object which can be characterized by a set of properties. 
Example: 
G i v e n : Carr iage drives CDa\,CDci2 of a gantry robot , both having the 
properties: price = 12500 D M , speed = 50 c m / s , mass l i m i t = 80 kg, 
cable length = card ina l number between 6 a n d 15 meters. 
Carr iage drives CDb\,CDb2) CDb3 of a gantry robot, a l l having the 
properties: price = 9500 D M , speed = 30 c m / s , mass l i m i t = 50 kg . 
cable length = card ina l number between 4 and 10 meters. 
T h e n : T h e carriage drives CDa\> CDa2 and CDb\,CDb2,CDb3 are parts. 
Definition: 
A variant V of a set of parts P is a subset o f P which fulfills 
V z , y G V : x has the same properties as y 
Example: 
G i v e n : T h e set of parts P G of a gantry robot as shown in figure 2 w i t h 
P G := {CDaliCDa2,CDbliCDb2,CDb3,...iCAbuCAb2 } 
V G : = {CDauCDa2} 
T h e n : V G is a var iant of P G . 
Definition: 
T h e set of variants SV of a set of parts P is defined as: 
S V := { V : V is a variant of P } 
Example: 
G i v e n : T h e set of parts P G 
S V G := P o w e r ( { C D a i , CDa2}) U P o w e r ( { C D 6 i , C D 6 2 , CDb3}) U . . . 
U P o w e r ( { C i 4 6 i , C i 4 6 2 } ) 
Power ( X ) := set of a l l subsets of the set X 
T h e n : S V G is the set of variants of P G . 
Definition: 
A restriction of a set of parts P is a dependence between the properties 
of the parts of P . 
Example: 
G i v e n : T h e set of parts P G and the fol lowing statements: 
R l : 'The sum SU of the mass of the g r i p p i n g uni t , of the max imal mass 
of the workpiece and of the mass of the l i f t ing unit is approximately 
8 0 % of the mass l i m i t of the carriage drive and does not exceed she 
mass l i m i t of the carriage dr ive . ' 
R 2 : 'Use supports which are as short as possible. ' 
T h e n : R l and R 2 are restrict ions for P G . 
Definition: 
A quality function Q for a set of restrictions R for a set of parts P is 
a m a p p i n g : 
j Power(P) — • M 
Q : \ S >—+ m 
and ful f i l ls : Q(Si) C Q(S2) 
S\ fulf i l ls the restrictions of R more t h a n or equal to S2 
w i t h : P : set of parts , S: S G P o w e r ( P ) , R : set of restrictions for P , 
M : set w i t h a t o t a l order ing re lat ion C , m : m = Q(S) G M 
Informal ly , the result of a qua l i ty funct ion is a value which shows how much a set of 
parts ful f i l ls a set of restr ict ions. 
Example: 
G i v e n : set of parts P G , set of restr ict ions R G := { R l , R 2 , . . . , R n } 
set of values M G := { good , acceptable, not-acceptable } w i t h t o ta l 
order ing re lat ion and good \ZQ acceptable QQ not-acceptable 
QG: { 
Power(PG) —• MG 
good if CON I 
SG i—> { acceptable if C0N2 
not .acceptable else 
C 0 N 1 : ' T h e s u m S U of restr i c t ion R l when using the parts of S G is between 
7 5 % and 8 5 % of the mass l i m i t of the carriage drive, and S G contains 
supports wh i ch are as short as possible and some other condit ions 
w h i c h are not expla ined here. 5 
C 0 N 2 : ' T h e s u m S U of restr i c t ion R l when using the parts of S G is between 
6 0 % and 7 5 % or between 8 5 % and 100% of the mass l i m i t of the car-
riage drive , a n d S G contains supports wh i ch are as short as possible 
and some other condit ions which are not explained here. ' 
T h e n : Q G is a q u a l i t y funct ion for R G for P G . 
Definition: 
A composition C of parts of P to parts of O is a p a r t i a l m a p p i n g of 
the f o rm: 
n ( Power(P) — • SV 
C : \ S i — • V if CPR(R, S) 
w i t h : P , 0 : set of parts S V : set of variants of O 
R : set of restrict ions for P C P R : Predicate on R and S 
T h e compos i t i on C simulates the j o i n i n g of the parts of S to a var iant of the set 
of parts O . Thereby , the properties of the single parts of S are mapped into the 
properties of the var iant V . T h e predicate C P R determines the scope i n w h i c h the 
par t ia l m a p p i n g C is defined. Therefore, the predicate C P R describes by means of 
the restrictions R these subsets of parts S which can also be jo ined i n reality. 
Example: 
G i v e n : set of parts P G , set of restrict ions R G , 
set of parts O G w i t h O G := { parts w w i t h properties: 
height of w G [1..8], price of w G [0..1000000] } 
set of variants S V O G of O G 
CG: < 
H E I : 
' Power(PG) 
SG 
SVOG 
V w i t h |V| = 1, 
height of V := H E I , 
price of V := P R I 
if CPRG{RG,SG) 
' S u m of the length of a support of S G and the upper length of the 
l i f t ing uni t of S G . ' 
P R I : ' The s u m of the prices of a l l parts of S G . ' 
C P R G : ' C P R G ( R G , S G ) is true, i f the s u m S U of R l of R G does not exceed 
the mass l i m i t of the carriage drive and some other conditions 
whi ch are not explained here. ' 
T h e n : C G is a compos i t ion whi ch simulates the j o i n i n g of the single parts of a 
gantry robots to a complete gantry robot w i t h its part icular properties. 
D e f i n i t i o n : 
A d e m a n d D for a set of parts 0 is a tuple of the form: 
D : = ( R D , G D I H D I E ) 
w i t h : Rr>: set of restrictions for 0 
Gr>: qua l i ty funct ion for Ro w i t h GD- Power(O) —• M and 
M : set of values w i t h C 
HDiH: HDlHeM 
(lower qua l i ty bounds for Go and G as shown later) 
E x a m p l e : 
G i v e n : set of parts O G 
set of restrictions RGD for O G w i t h RGD := { R D 1 , R D 2 } and 
R D 1 : 'The height should be lower than X\ :— 5 m and m a y not exceed 
X2 :— 6 meters. ' 
R D 2 : 'The price should be approx imate ly X3 := 85000 D M . ' 
set of values M G w i t h t o t a l ordering re lat ion QG 
qual i ty funct ion QGD w i t h 
QGD : { 
' Power(OG) — i - MG 
good if CONS 
SDG i — • ( acceptable if CONA 
not-accept able else 
C O N 3 : 'The height of the parts of S D G is lower than XX = 5 m and the 
price of every part i n S D G is between X± = 70000 D M and X 5 = 
90000 D M . ' 
C O N 4 : 'The height of the parts of S D G is between X\ - 5 m and X2 = 
6 m and the price of every par t i n S D G is between X4 — 70000 
D M and X5 = 90000 D M . ' 
lower qua l i ty bounds HGD •= HG := good 
D G := ( RGD, QGD, HGD, H G ) 
T h e n : D G is a demand for O G . 
D e f i n i t i o n : 
A c o n f i g u r a t i o n p r o b l e m C P is a tuple of the f o rm: 
C P := ( P , R , Q , C , D ) 
w i t h : P 
R 
Q 
C 
D 
set of parts 
set of restr ict ions for P 
qua l i ty func t i on for R w i t h Q : Power (P) —• M 
compos i t i on of parts of P to parts of O w i t h predicate C P R 
demand for O w i t h D : = ( # £ > , QD, # D , H ) and 
RE>: set of restrict ions for 0 and 
QD- qua l i ty funct ion for Rjy w i t h Power(O) —• M 
Hp: lower qua l i ty b o u n d for QD w i t h Hp G M 
H : lower qua l i ty b o u n d for Q w i t h H G M 
T h e parts of P are the resources of the conf iguration prob lem w i t h w h i c h the re-
quested objects are b u i l t . T h e compos i t i on C maps a selected subset of P to the 
configured objects of O w i t h their par t i cu lar properties. Whether a selected subset 
of P can be composed is determined by the predicate C P R of the composi t ion C , 
wh i ch refers to the restrict ions of R . T h e predicate C P R guarantees that the com-
posed objects work. T h e restrict ions RJJ of the demand D refer to the properties of 
the configurable objects of O . T h a t is why, for instance, a customer of a gantry robot 
on ly knows the properties of the whole gantry robot l ike the height or the price, but 
does not know a n y t h i n g about the mass limit of a carriage drive or other internal 
properties of a gantry robot . T h e lower qua l i ty bounds Hp and H are l i m i t s for the 
qual i ty of the configured objects wh i ch are determined by QD and Q . 
E x a m p l e : 
G i v e n : set of parts P G , set of restrict ions R G , qua l i ty funct ion Q G , 
compos i t ion C G , demand D G , 
C P G := ( P G , R G , Q G , C G , D G ) 
T h e n : C P G is a conf igurat ion prob lem. 
D e f i n i t i o n : 
A s o l u t i o n S of a conf igurat ion prob lem C P := ( P , R , Q , C , D ) is a subset 
of P w h i c h ful f i l ls : 
CPR(S) A Q(S) C H A QD(C(S)) C HD) 
C ( S ) is called c o m p o s e d s o l u t i o n . 
Informal ly , the so lut ion S of a conf iguration prob lem C P is a subset of parts of P 
which fulf i l ls three condit ions : first, i t can be j o ined to funct ioning objects ( C P R ( S ) 
is true). Second, the parts of S work and harmonize according to the interna l qual i ty 
of the demand (Q(S) • H). T h i r d , the composed objects satisfy the qual i ty cr iterion 
of the demand to the corresponding degree (QD(C(S)) C HD)-
Example: 
G i v e n : configuration prob lem C P G 
SG := {CDcn, LUai, GUbuSUax, 5 f / a 2 , C A & i } 
T h e n : S G is a so lut ion for C P G i f considering a l l restrictions for gantry robots. 
Definition: 
A class of configuration problems CLCP is a tuple of the form: 
C L C P := (P ,R ,Q,C,L>*) 
w i t h : P , R , Q , C : as i n a single configuration problem C P 
D*: set of demands for 0 
T h e set D* of a class of conf iguration problems C L C P contains a l l possible demands 
for the class. Choos ing an i n d i v i d u a l demand of D* provides a single configuration 
prob l em of the class. 
Example: 
G i v e n : set of parts P G , set of restrictions R G , qual i ty funct ion Q G , 
composi t ion C G , 
DG* := {DG=(RGD,QGD,HGDlHG) w i t h 
Xi,..., X$ G card ina l numbers} 
C L C P G := ( P G , R G , Q G , C G , DG") 
T h e n : C L C P G is a class of conf iguration problems. 
Definition: 
A configuration task is finding the so lut ion and the composed so lu-
t i on for a given configuration prob lem of a certain class of configuration 
problems. 
E v e r y composed so lut ion of a configuration prob lem can be an element of another 
conf iguration prob lem. T h i s means that every configuration task is recursively d i -
v is ib le into a hierarchy of configuration tasks. For instance, the configuration task 
of gantry robots can be d iv ided into the task of configuring the transport unit and 
of configuring the support unit. T h e formal def init ion of a configuration task is 
necessary in order to fix exact ly the area of app l i cat ion of K O N F G E N - I I . W i t h o u t 
this f o rmal def init ion, crit ics would consider K O N F G E N - I I a general expert system 
generator s imi lar to a general prob lem solver, which is not true. 
3 The Specification Language 
Moreover , the f o rmal def init ion of configuration tasks given i n section 2 is also the 
basis for the specif ication language of K O N F G E N - I I . T h i s section introduces the 
general structure of the specif ication language and gives an example from the do-
m a i n of gantry robots. T h e specif ication language provides a model to the knowledge 
engineer w i t h which he can describe the knowledge of one or more configuration ex-
perts about their class of configuration problems, for instance the class of gantry 
robots . A c c o r d i n g to the definitions i n section 2, every configuration task can be re-
cursively d iv ided into a hierarchy of configuration tasks. Therefore, the specification 
of the expert knowledge consists of a l ist of hierarchical ly connected specifications 
of classes of conf igurat ion problems as follows: 
class: < c l _ n a m e - l > ; . . . 
class: <c l_name_i> ; 
superclasses: <c l_name_o>, . . . ,<cl_name»p>; 
subclasses: <c l_name_r> , . . . ,<cl_namej3>; 
problem-definition: set _of.parts: ... 
set_of_restrictions: ... 
quality Jfunction: ... 
composition: ... 
set-of_demands: ... 
problem-solving: ... 
class: < c l _ n a m e _ n l > ; . . . 
Every class of the l ist has a unique name < c L n a m e _ i > and contains a list of the names 
of the corresponding superclasses and subclasses. In the d o m a i n of gantry robots , 
for example , a usua l class name is transportjunit. T h e specif ication of one class of 
the hierarchy is further s tructured i n t o a prob lem def init ion part and a p r o b l e m 
so lv ing p a r t . T h e p r o b l e m def init ion par t contains the expert knowledge about the 
k i n d of conf igurat ion tasks the expert can solve. T h e prob lem so lv ing part contains 
the expert knowledge of how the conf igurat ion expert solves a given conf igurat ion 
prob lem of the class. A c c o r d i n g to the def init ion of a class of configuration problems 
in section 2, the p r o b l e m so lv ing part includes specifications of the given set of 
parts , the set of restr ict ions , the qua l i ty funct ion , the composi t ion and the possible 
demands w h i c h the user of the generated expert system can state. T h e general 
structure of the specif ication of the set of parts is as follows: 
set _of-parts: 
component: < co_name_ l> ; . . . 
component: < c o _ n a m e J > ; 
declarations: 
constant-attributes: < c a _ n a m e _ l - l > , . . . ,<ca_name_l_p> : < type_c_ l> ; 
< c a - n a m e j O - l > , . . . ,<ca-name_o-p> : < t y p e _ c o > ; 
variable-attributes: < v a - n a m e J L l > , . . . ,<va- i iame_l_t> : < t y p e _ v . l > ; 
<va_name_s_ l> , . . .,<va_name_s_t> : <type..v_s>; 
parts: 
variant: < v _ n a m e _ l > ; . . . 
variant: < v - n a m e J > ; < c a . n a m e _ l > < v a l u e _ l > ; 
< c a . n a m e . v > <value_v>; 
v a r i a n t : <v_name_j>; r e s u l t ( < c L n a m e J k > ) ; 
v a r i a n t : <v_name-n2> ; . . . 
c o m p o n e n t : <co_name_n3> . . . ; 
T h e set of parts is specified as being s tructured into so-called components, which 
are arb i trary subsets of the set of var iants . E v e r y component has a unique ident i -
fier < c o j i a m e _ i > and consists of a dec larat ion of the k i n d of properties present i n 
that component and of a specif ication of the parts involved. T h e possible k inds of 
properties are declared as constant or var iable attr ibutes of a certain type. Constant 
attr ibutes contain fixed properties of the parts wh i ch do not change dur ing the con-
figuration process. T h e values of variable at tr ibutes are flexible and are calculated 
dur ing the configuration process according to the restrictions. < c a « n a m e J > and 
<va_name_i> are unique identifiers. <type_i> is one of the possible types inc lud ing 
strings, cardinals , integers, reals and their ranges and lists . T h e parts of a com-
ponent are specified as being clustered into var iants . Every variant has a unique 
name <v_name- i> . A var iant can be specified i n two ways. F i r s t , i t can be specified 
by an assignment of the fixed property values of the var iant ' s parts to the corre-
sponding constant attr ibutes as declared i n the declarat ion part of that component 
(<ca_nameJ> := <value_i>) . Second, i t can be specified by a reference to the result 
of a configuration task of a subclass of conf igurat ion problems i n the hierarchy (result 
(<cl_name_k>)). < v a l u e J > can also be a copy ox link reference. T h e copy reference 
copies the value of i ts parameter into i ts dest inat ion when generating the expert 
system. T h e link reference is a pointer to its parameter , which is evaluated when 
accessing the var iant dur ing the conf igurat ion process. T h e parameter of copy and 
link is normal ly an external funct ion . B y means of this mechanism, it is possible to 
include data f rom other programs, l ike facts f r o m databases or C A D systems, into a 
specif ication. For example , the component carriage-drive of the class transport-unit 
inc lud ing the carriage drives mentioned i n section 2 is specified as follows: 
c o m p o n e n t : carriage-drive; 
d e c l a r a t i o n s : 
c o n s t a n t ^ a t t r i b u t e s : price, speed, m a s s J i m i t : card ina l ; 
v a r i a b l e - a t t r i b u t e s : cab leJength : [6.. 15] of card ina l ; 
p a r t s : 
v a r i a n t : C D a ; 
s p e e d s 50; m a s s J i m i t : = 80; pr i ce := copy (db lookup(CDa,pr i ce ) ) ; 
v a r i a n t : C D b ; 
speed:= 50; m a s s J i m i t : = 80; pr i ce := copy (db lookup(CDb,pr i ce ) ) ; 
v a r i a n t : C D s ; r e s u l t (spec iaLcarr iage-dr ives) ; 
T h e set of restrictions of a class of conf igurat ion problems as introduced i n section 
2 is specified as a l ist of single restr ict ion specifications of the f o rm: 
set _of_rest r i c t i o n s : 
r e s t r i c t i o n : < r . n a m e . l > ; . . . 
r e s t r i c t i o n : < r . n a m e i > ; 
v a l i d i t y : <r_pred icate - i> ; 
e x p r e s s i o n : <r -express ion - i> ; 
o p e r a t o r : < r _ o p e r a t o r J > ; 
r e s t r i c t i o n : <r_name_n4>; . . . 
Every restr i c t ion of the l ist has a unique identifier < r _ n a m e J > . T h e predicate 
<r_predicate_i> determines the cases i n which the restr ict ion <r -name_i> is v a l i d . 
T h e dependence that the restr ic t ion < r _ n a m e J > describes is specified by the ex-
pression <r_expression_i> and the operator <r_operator . i> T h e expression leads to 
a certain result based on the values of the attr ibutes of the components and on 
external funct ions . T h e operator maps the results of the expression in the range of 
real numbers [0..1]. T h e result of the operator indicates the grade of how well the 
dependence of the res tr i c t ion is fu l f i l led . T h e more the restr ict ion is relaxed, the 
lower the result of the operator . A s the operator can be a continuous funct ion as 
wel l as a l ist of reference points w i t h an interpo lat ion rule , so case-based and mode l -
based specif ication of the restrict ions are possible. T h e fo l lowing example shows the 
specif ication of the restr i c t ion R l of section 2 ta i lored to the special case of using a 
gripper w i t h shape g r i p p i n g : 
r e s t r i c t i o n : m a s s J i m i t j s h a p e ; 
v a l i d i t y : g r i p p i n g - u n i t . k i n d = " s h a p e - g r i p p i n g " ; 
e x p r e s s i o n : g r ipp ing -un i t .mass 4- workpiece-mass + 
l i f t ing_uni t . mass ; 
o p e r a t o r : in terpo la t i on ((0.8 x carr iage -dr ive .massJ imi t , 1.0), 
(0.7 x carr iage -dr ive .massJ imi t , 0.7), (0.0,0.1), 
( carr iage -dr ive .massJ imi t , 0.0)); 
T h e specif ication of the qua l i ty funct ion of a class of configuration problems as 
introduced i n section 2 has the fo l lowing form: 
q u a l i t y - f u n c t i o n : 
w e i g h t s : < r - n a m e _ l > : <r_ fac tor_ l> ; 
<r_name-n4> : <r - factor_n4>; 
o p e r a t o r : <q«operator> ; 
T h e qua l i ty func t i on is specified by an operator <q_operator> which integrates the 
results of the restr ict ions < r j i a m e _ l > , . . . , <r_name-n4> to a real number of [0..1]. 
T h e result of the operator indicates the degree of how much the so lut ion found for the 
given conf iguration task fulf i l ls the internal restrict ions. Factors <r_ fac tor - l> , . . . , 
<r_factor_Ji4> can be specified to give the results the of the restrictions a part icular 
weight i n the operator <q_operator>. A n example for an operator is a FUZZY-AND. 
T h e speci f ication of the compos i t ion as introduced i n section 2 has the fol lowing 
structure : 
composition: 
range: < s a _ n a m e _ l _ l > , . . . ,<sa-name_l_f> : < type_s_ l> ; 
<sa_.name_e_l>,. . .,<sa_name_e_f> : <typejs_e>; 
domain: <co_name_l> : <co_predicate_ l> ; 
<co_name_n3> : <co_predicate_n3>; 
regulation: 
partial_regulation: < s r _ n a m e _ l > ; . . . 
partialjregulation: <sr_name_i>; 
validity: <sr_predicate_i>; 
mapping: < s a _ n a m e . l > := <express i o r i - l> ; 
<sa_name_m> := <expression»m>; 
partiaLregulation: <sr_namejt i5>; . . . 
A s the composi t ion is a p a r t i a l m a p p i n g , the speci f ication of the composit ion is 
s tructured into a descr ipt ion of the range, the d o m a i n and the regulat ion. T h e 
range is specified by dec lar ing the attr ibutes <sa_name_i> of the configurable ob-
jects w i t h their type <type j s_ i> . Analogous to the def in i t ion of the composit ion 
i n section 2, the d o m a i n is described by a predicate on the results of the restric-
t ions . T o reduce complexity , the predicate is specified by a l ist of single predicates, 
one for each component (<co_predicate . i> for <co jname_i>) . T h e composit ion is 
only defined i f a l l component-specif ic predicates are true. T h e regulat ion is specified 
by a l ist of p a r t i a l regulations <sr_name- i> whose v a l i d i t y is defined by a predicate 
<sr_predicate_i>. T h e m a p p i n g of a regulat ion is a l ist o f assignments of expressions 
to the corresponding attr ibutes declared in the so lut i on dec larat ion of the compo-
s i t ion (<sa_name_i> := <express i onJ> ) . For example , the predicate of component 
carriage-drive of gantry robots and the regulat ion to calculate the height of the 
configured gantry robot is specified as follows i n the compos i t i on of gantry robots: 
composition: 
range: height: real ; . . . 
domain: 
carriage-drive : (massJ imi t j shape > 0.0) A ( s p e e d J i m i t > 0.2) A . . . 
regulation: 
par t ial_regulat ion: heigh t _cal cul at i on ; 
validity: true; 
mapping: height := support . length + l i f t i n g _ u n i t . u p p e r J e n g t h ; 
T h e possible demands of a class of configuration problems as introduced in section 
2 are specified by a single incomplete demand. T h e user of the generated expert 
system defines his i n d i v i d u a l demand out of the set of possible demands by filling 
the incomplete demand w i t h his input . Therefore, the input of the user of the 
generated expert system, for instance a customer of a gantry robot , determines the 
conf iguration task whi ch has to be solved. Because of this , the specif ication of the 
set of demands of a class of conf igurat ion problems has the fo l lowing s tructure : 
set _jof-demands: 
demand-restrictions: 
restriction: < d r _ n a m e _ l > ; . . . 
restriction: <dr_name_i> ; 
interactions: 
output: <dr_output_ i> ; 
input: < i n « n a m e - l > : < t y p e _ i n . l > : < i n _ d e f a u l t - l > ; 
< in -namej t i6> : <type_in_n6> : <in_default_n6>; 
expression: <dr_expression_i>; . . . 
operator: <dr_operator_ i> ; 
restriction: <dr»name_n7>; . . . 
demand-quality-function: 
interactions: ... 
weights: <dr_name_ l> : < d r _ f a c t o r - l > ; 
<dr_name- i i7> : <dr_factor_n7>; 
operator: <dq_operator>; 
demand-quality_bound: <dqb_output> : <dqb_default> ; 
quality-bound: <qb_output> : <qb -de fau l t> ; 
T h e restrict ions of the specified incomplete demand are l isted w i t h their ident i -
fier < d r _ n a m e J > . T h e dependence of a demand restr ict ion < d r » n a m e j > con-
tains an interact ion whose inputs <in_name_h> or defaults <in_default_h> of type 
<type- in_h> complete the expression <dr-expression_i> and the operator <dr_ope-
r a t o r J > . F i l l i n g the expression a n d the operator of a specified restr ict ion pat -
tern leads to a complete, executable restr i c t ion for the composed object as i n t r o -
duced i n section 2. In the same way, the weights <dr_factor_i> and the operator 
<dq_operator> of the user-defined qua l i ty funct ion of the demand is completed. A s 
the lower qua l i ty bounds of a demand are single values of the real range [0..1], the 
bounds are p r o m p t e d direct ly by the output <dqb«output> and <qb«output> . A l l 
output of the specified set of demands, for instance <dqb_output> , can be of for-
mated text w i t h external funct ion calls . For example , the demand restr ic t ion R D 1 
of section 2 for the height of the configured gantry robot can be specified as follows: 
d e m a n d _ r e s t r i c t i o n s : 
r e s t r i c t i o n : h e i g h t J i m i t ; 
i n t e r a c t i o n s : 
o u t p u t : " T h e fu l l height of the gantry robot should be lower t h a n ? " ; 
i n p u t : i n _ l : real : 6.0; 
o u t p u t : " T h e f u l l height of the gantry robot must be lower t h a n ? " ; 
i n p u t : in_2 : real : 10.0; 
e x p r e s s i o n : height; 
o p e r a t o r : in terpo la t i on ( ( inJ. ,1 .0) , ( in-2,0.0) ) ; 
B y means of the language concepts for the prob l em def init ion part , the knowledge 
engineer can describe the k i n d of conf iguration tasks the configuration expert is able 
to solve. T h e prob l em so lv ing part of a specif ication contains a description of how 
the conf igurat ion expert solves a given configuration task of the class defined in the 
p r o b l e m def init ion par t . T h e prob l em so lv ing knowledge can be d iv ided into m o d u -
l a r i z a t i o n knowledge and strategic knowledge. W i t h his modu lar i za t i on knowledge, 
the conf igurat ion expert divides a complex conf igurat ion prob lem into s m a l l sub-
prob lems w i t h lower complexity . T h e n , the so lut ion of the complex configuration 
p r o b l e m can be found by so lv ing a l l subproblems and integrat ing the p a r t i a l solu-
t ions . T h e specif ication language provides two m o d u l a r i z a t i o n concepts. F i r s t , every 
class of conf iguration problems can be d iv ided into a hierarchy of classes of config-
u r a t i o n problems. Second, components can be defined so that every configuration 
task of a class can be considered as a set of connected component-specific subtasks 
w h i c h can be solved instead of the given conf iguration task. So lv ing a component-
specific subtask means selecting (under consideration of the relevant restrictions) a 
subset o f the variants of the component and insert ing a subset of parts f r o m every 
selected var iant into the so lut ion . T h e specif ication language provides no special 
fac i l i t ies for the specif ication of the m o d u l a r i z a t i o n knowledge because the prob lem 
de f in i t i on part can be specified according to the m o d u l a r i z a t i o n knowledge. 
W i t h h is strategic knowledge, the configuration expert knows an adequate sequence 
for s o l v i n g the component-specific subtasks of a class. A d d i t i o n a l l y , he knows which 
conf igurat ion tasks of which classes of the hierarchy can be treated in para l le l and 
w h i c h must be treated sequentially. B y means of his strategic knowledge he also 
knows the heuristics of how m a n y parts of w h i c h variants of a component are best-
su i ted i f there are alternatives . F i n a l l y , he knows w i t h his strategic knowledge 
w h i c h solut ions of w h i c h component-specific subtasks have to be revised i f there 
are inconsistencies. In the specif ication language the determinat ion of the sequence 
i n w h i c h the component-specif ic subtasks are solved is considered a special k i n d 
of conf igurat ion task. A l l components of a class are redundant ly clustered into 
subprob lems just as var iants are clustered into components. A c c o r d i n g to a given set 
of restr i c t ions , i n every prob l em so lv ing step a subset of components is selected f r o m 
a p a r t i c u l a r subprob lem, whose component-specific subtasks are solved next . H o w 
a component-speci f ic subtask is to be solved can be specified at each subprob lem. 
There fore , the prob l em so lv ing part of a specif ication is s tructured into a specif ication 
of the var ious subproblems, a specif ication of the prob l em so lv ing restrictions and a 
spec i f i cat ion of the single prob lem so lv ing steps as follows: 
p r o b l e m - s o l v i n g : 
s u b p r o b l e m s : 
s u b p r o b l e m : < s p _ n a m e _ l > ; . . . 
s u b p r o b l e m : < s p _ n a m e j > ; 
c o m p o n e n t : <co .name_a>; . . . 
c o m p o n e n t : <co -name - j> ; 
d e m a n d - r e s t r i c t i o n s : < d r _ n a m e - x > , . . . ,<dr_name.y> ; 
s u b c l a s s - c o n f i g u r a t i o n : <sc-predicate_j>; 
s e l e c t i o n - h e u r i s t i c : <s_heurist ic - j> ; 
c o n s i s t e n c y - c h e c k i n g : <c_strategy_j>; 
s o l u t i o n - p r e s e n t a t i o n : 
s u c c e s s f u l : <e-presentat ion - j> ; 
n o t - s u c c e s s f u l : <n-presentat ion - j> ; 
c o m p o n e n t : <co -name_b>; . . . 
s u b p r o b l e m : <sp_name_n8>; . . . 
set - o f _ r e s t r i c t i o n s : 
r e s t r i c t i o n : < p s r - n a m e - l > ; . . . 
r e s t r i c t i o n : < p s r - n a m e - n 9 > ; . . . 
s t e p s : 
s t e p : < s t _ n a m e - l > ; . . . 
s t e p : < s t jname_ i> ; 
s u b p r o b l e m : < s p - n a m e J > ; 
p r e d i c a t e : <s t -pred i ca te - i> ; 
h e u r i s t i c : < s t - h e u r i s t i c - i > ; 
s t e p : < s t - n a m e _ n l O > ; . . . 
T h e subproblems are specified i n the f o rm of a l ist of single subproblems w i t h 
a unique identifier < s p - n a m e J > . E v e r y subprob lem consists of a l ist of compo-
nents specified i n the prob lem def init ion part of that class referred by their name 
<cojaame_j>. For every component ment ioned , knowledge is specified as how to 
solve the corresponding component-specif ic subtask. F i r s t , a l ist of names of restric-
t i on patterns < d r - n a m e - x > , . . . ,<dr-name_y> of the class is specified, which must 
be filled w i t h i n p u t of the user of the generated expert system before treating the 
component <co jname_j>. Second, a predicate <sc_predicate_j> is specified which 
defines whether conf igurat ion tasks of the subclasses, referred i n <co-name_j>, are 
solved i n general or solely i f there is no so lut ion when considering only the exp l i c i t ly 
specified variants of <co_name_j>. T h e exp l i c i t l y specified variants of a component 
can be seen as s tandard solutions for the subclasses of configuration problems of 
the component. T h i r d , a heurist ic <s t -heur i s t i c - i> is specified which determines a 
qual i ty funct ion selecting the best possible parts of the component <co_name - j>. 
Beside the qua l i ty functions already specified, one's own definitions of a qual i ty 
funct ion by using the language concepts mentioned above are possible. F o u r t h , a 
strategy <c_strategy_j> is specified w h i c h determines a sequence in which the con-
sistency of the other component-specif ic subtasks have to be checked after insert ing 
the parts of the selected variants of the <co_name_j> into the so lut ion. F i f t h , one 
can specify how to present the result o f the component-specif ic subtask to the user 
of the generated expert system. If the p r o b l e m so lv ing was successful, the so lut ion 
of the component-specific subtask is presented i n the form of <e_presentation_j>. 
If the prob lem so lv ing was not successful, a certa in message is given according to 
<n_presentation_j>. Beside some s t a n d a r d presentations, i t is possible to specify 
external functions, for instance special graphics interfaces. 
T h e prob lem so lv ing restrict ions <psr_name_i> are specified s imi lar to the restric-
t ions <r_name_i> of the prob lem def in i t ion par t . B u t instead of expressing a de-
pendence between the attr ibutes of the components , a problem solving restr ict ion 
describes a re lat ion between the components for the sequence in which the compo-
nents are configured. T h e single p r o b l e m so lv ing steps are specified in the sequence 
i n w h i c h they are executed i n the generated expert system. Every step has a unique 
identif ier <st_name_i> and refers to one of the specified subproblems <sp_name_i> 
of the class. <st -predicate_i> is a predicate on the prob lem solv ing restrictions. It is 
true on ly for such subsets of the components of the subprob lem <sp-name_i> which 
can be treated i n step <st_name_i>. T h e heurist ic <st_heuristic_i> is, l ike the selec-
t i o n heurist ic <stJheur is t i c_ i> , a q u a l i t y func t i on whi ch selects the best alternative 
of the treatable components. T h e fo l l owing example shows the subproblem of con-
figuring the uni ts for m o v i n g the workpieces a n d tools gr ipped . Depending on the 
k i n d of the configured g r ipp ing u n i t , i t is better to configure either the carriage drive 
or the l i f t ing uni t first. T h e subprob lem is treated i n the first step of the gripper 
integrat ion . 
problem-solving: 
subproblems: 
subproblem: m o t i o n _ u n i t _ l ; 
component: carr iage-drive ; 
demand-inputs: height; 
sub class .configuration: t rue ; 
selection Jheuristic: least . c o m m i t m e n t ; 
consistency .checking: conf igurat ion jsequence; 
solution-presentation: 
successful: s imula t i on (); not ^ successful: s tandard ; 
component: l i f t ing_uni t ; . . . 
set-of_restrict ions: 
restriction: carr iage_drive_beforeJi f t ing_unit ; 
validity: g r i p p i n g . u n i t . k i n d = " s h a p e - g r i p p i n g " ; 
expression: before ( carr iage -dr ive , l i f t ing -uni t ) ; 
operator: case ((true,1.0),(false,0.0)); 
restriction: carriage_drive-after_l i f t ing_unit ; . . . 
s t e p s : 
s t e p : g r i p p e r J n t e g r a t i o n J L ; 
s u b p r o b l e m : m o t i o n _ u n i t _ l ; 
p r e d i c a t e : (carriage_drive_beforeJift ing_unit + 
carr iage_drive_afterJi f t ing_unit ) > 1.0; 
h e u r i s t i c : most_incomplete_demand_jestrict ions; 
s t e p : gr ipper Jntegrat i on_2 ; . . . 
T h e operat i ona l semantics of the speci f ication language is defined by m a p p i n g into 
the internal knowledge representation as shown i n the fo l lowing section. 
4 The Process of Generation 
T h e generator K O N F G E N - I I parses the specif ication language and maps i t into an 
internal knowledge representation. In contrast to the m a p p i n g of the specif ication 
language of K O N F G E N - I , w h i c h only produces product i on rules [3], the m a p p i n g of 
the speci f ication language of K O N F G E N - I I generates a h y b r i d knowledge represen-
ta t i on . A s shown i n figure 3, the h y b r i d knowledge representation generated consists 
of a contro l component i n the f o r m of p r o d u c t i o n rules which create smal l constraint 
problems d u r i n g their execut ion. A constraint satisfaction component solves these 
smal l constraint problems and returns the result to the product ion rules of the control 
component . T h e basis for this m a p p i n g is, on the one h a n d , a d is tr ibuted product i on 
system cal led M A G S Y [10]. M A G S Y uses the syntax and inference mechanism of 
O P S 5 a n d , as i t is a t oo l for the development of mult i -agent systems, it has special 
concepts for interchanging facts asynchronously between paral le l M A G S Y processes. 
M A G S Y is imp lemented i n C and runs on U N I X machines. O n the other h a n d , the 
m a p p i n g is based on the constraint system Y A C S S [5], which is implemented in 
C o m m o n L I S P and w h i c h provides a well-defined language interface for the d y n a m i c 
f ormulat ion of constraint problems. Therefore, the generator K O N F G E N - I I creates 
from the specif ication language M A G S Y source code which is afterwards compi led 
by the M A G S Y compi ler into an executable program. D u r i n g the program execu-
t i on , the rules of the various M A G S Y processes formulate constraint problems in 
Y A C S S syntax , ca l l Y A C S S for so lv ing t h e m , and integrate the results into their 
further p r o g r a m execut ion. 
T h e generated rules and constraint problems operational ize the specif ication of a 
class of conf igurat ion problems according to the fo l lowing abstract inference mech-
anism: 
1. I n i t i a l i z a t i o n : 
Set the results of a l l unexecutable v a l i d i t y predicates to false and of a l l i n v a l i d 
or unexecutable operators to 1.0. P r o m p t for the demand qual i ty funct ion and 
the qua l i ty bounds . 
2. Select components treated next: 
Treat the steps i n sequence i n w h i c h they are w r i t t e n . Select i n each step 
components according to the predicate and the heuristic of the step. 
user 
demand ^ f solution 
configuration expert system 
rule-based control component 
constraint problem ^ ^ result 
constraint satisfaction component 
Figure 3: P r i n c i p l e of the generation process 
3. Check consistency for selected components: 
In the sequence i n which the steps are specified, check whether the predicate 
of every step is s t i l l true. I f the predicate of a step is false, do backt rack ing to 
this step and select other components by means of the heurist ic . 
4. Treat components: 
Treat the selected components as follows. Complete the demand restrictions 
of the component a n d , according to the subclass predicate, configure the sub-
classes of the component. Select parts of the variants of the component i n such 
a way that the d o m a i n of the compos i t ion is not left, that the in te rna l and the 
demand qua l i ty funct ion reach their lower qual i ty bounds and that the selec-
t i o n heurist ic of the component is m a x i m i z e d . If parts can be selected, d isplay 
t h e m according to the so lut ion presentation. If no parts can be selected, t ry to 
configure the subclasses i n case not already done, or advise the user to revise 
his input . 
5. Check consistency for selected parts : 
In the sequence of the specified consistency strategy, check for a l l components 
already treated as to whether the d o m a i n of the composit ion is s t i l l kept to. 
If i n a component the d o m a i n is left, backtrack to this component and se-
lect another al ternat ive of parts i n this component by means of the selection 
heurist ic . 
5 Discussion and Outlook 
T h e m a i n advantage of the generator K O N F G E N is that the knowledge engineer can 
describe the knowledge of the configuration expert on a h igh , problem-oriented level 
and can automat i ca l l y formalize and implement this high-level descr ipt ion s i m p l y 
by ca l l ing the generator program. A s the size of the specification is approx imate ly 
only 1/5 of the source code of the corresponding m a n u a l implementat i on [8], the 
development of a configuration expert system is shortened when using K O N F G E N . 
A l s o the maintenance of the configuration expert is s impl i f ied , because the know-
generator 
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ledge engineer can alter the speci f icat ion instead of the code and generate a new 
expert system. T h u s , he needs not be f ami l i a r w i t h the details of the internal know-
ledge representation, for instance the complex precondit ion of a certain product ion 
rule in the large rule set. A s the in terna l knowledge representation is automat ica l ly 
generated, the risk of errors is lower t h a n w i t h m a n u a l f ormal izat ion and implemen-
ta t i on . T h e specification language be ing a well-defined interface, it is possible to 
connect other knowledge acquis i t ion systems to K O N F G E N - I I . These can be special 
knowledge e l i c i ta t ion tools or special l earn ing systems. Because the interface to the 
generated configuration expert system can be specified by the knowledge engineer, 
it is possible to integrate the generated expert system into other programs, for i n -
stance support programs for salesmen. Furthermore , the well-defined user interfaces 
allow the use of K O N F G E N - I I i n generic prob lem solvers [4], since a l l tasks which 
are intended to solve a conf igurat ion prob l em can be implemented and integrated 
using K O N F G E N - I I . In the same way, i t can be appl ied to operational ize part i cu lar 
parts of a K A D S model [9]. 
Current ly I a m implement ing K O N F G E N - I I i n C and U N I X using M A G S Y and 
Y A C S S . F i r s t tests showed that generating a configuration expert system w i t h a 
complexity s imi lar to K O N F I G U L A w i l l only take a few minutes . Af ter finishing 
the implementat i on , I want to develop a graphics knowledge e l i c i tat ion system for the 
specif ication language s i m i l a r to that for K O N F G E N - I [7], Besides, I a m p lann ing 
the va l ida t i on of the specif ication language by b u i l d i n g some configuration expert 
systems f r o m different domains . 
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Abstract 
This paper presents the use of the V I T A L conceptual modeling language to 
formalise KADS conceptual models. This language is a formal language based on 
algebraic specification and order sorted predicate logic. 
The formalisation distinguishes itself from previous formalisations through the use 
of signature types parameterised by sorts and predicates for the specification of 
domain independent interpretation models. The approach will be compared to the 
(ML) 2 and FORKADS formalisations. The comparison will especially focus on the 
representation of interpretation models and the link between the domain and inference 
layer. This paper will show that the use of paramctcrised signature types is a very 
natural way of binding domain layers to interpretation models. 
1. Introduction 
The K A D S approach ([Wielinga, 1991]) to knowledge engineering has gained much 
influence. One of the major activities in this approach is the construction of a conceptual 
model. In K A D S , conceptual models are described in an informal language. The lack of 
preciseness of these descriptions turned out to be a serious problem ([Wielinga, 1989]) and 
therefore currently efforts are undertaken to develop a formal representation of the models, 
called ( M L ) 2 ([Akkermans, 1990], [Harmelen, 1992]) and F O R K A D S [Wetter, 1990]. The 
reasons presented for formalising are well known from software engineering ([Meyer, 
1985]): clarity, unambiguity, precision and verification. 
This paper w i l l present a formalisation of K A D S conceptual models using the V I T A L 
conceptual modelling language. This language has been developed within ESPRIT- I I 
project 5365 V I T A L 1 and is based on formal specification techniques from software 
engineering ([Jonker, 1991]). This formalisation w i l l be compared to the ( M L ) 2 and 
: Thc research described here was partly funded by the CEC under ESPRIT-II project 5365 VITAL 
A methodology-based workbench for KBS life-cycle support. Partners are SYSECA (Coordinator), 
ANDERSEN CONSULTING, BULL CEDI A G , NOKIA RESEARCH CENTER, ONERA, ROYAL PTT 
NEDERLAND NV, T H E OPEN UNIVERSITY, UNIVERSITY OF NOTTINGHAM. This paper reflects 
the opinions of the authors and not necessarily those of the consortium. 
F O R K A D S formalisations. The comparison w i l l especially focus on the representation of 
interpretation models and the link between the domain and inference layer. 
The next section contains a brief description of the V I T A L conceptual modelling language. 
Section 3 describes the formalisation of K A D S conceptual models using the V I T A L 
conceptual modelling language. Section 4 contains a comparison between this 
formalisation, ( M L ) 2 and F O R K A D S . Section 5 contains conclusions and prospects. 
2. The VITAL Conceptual Modelling Language 
The aim of the V I T A L project is to produce a methodology together with a workbench, 
which is an integrated set of tools to support the development of knowledge-based systems 
( K B S ) . The V I T A L project started in 1990 and w i l l last until 1995. The project aims at 
using existing methodologies and tools from Software Engineering (SE) and Art i f i c ia l 
Intelligence (AI). 
The V I T A L methodology is centred around a number of intermediate models (e.g. 
conceptual model, design model, executable K B S ) . The development of these models w i l l 
be supported by an integrated set o f languages and tools. The languages are used to 
represent the intermediate models in the K B S development. Tools assist the knowledge 
engineer when building the models using these languages. In addition, tools support the 
transformations between the models. 
2.1. VITAL Conceptual Models 
In V I T A L , a conceptual model is the model of the expertise needed in the K B S under 
development. A conceptual model is constructed during the knowledge acquisition activity 
and is represented using the V I T A L conceptual modelling language. The conceptual model 
serves as an input for the system specification and the system design activities. 
This section contains a brief outline of the elements of a conceptual model: domain data, 
domain knowledge and problem solving behaviour. A more detailed description is given i n 
[Spee, 1991]. 
Domain Data 
Domain data describe the domain concepts, objects and their properties, they define what it 
is all about. Both abstract ('a chair*) and physical objects ('the chair you are sitting on') are 
modelled by the domain data. 
Domain Knowledge 
The domain knowledge describes what is known about domain objects. It has to capture the 
statements that can be made about domain objects ('that chair is never used') and 
relationships between these statements ('if this chair is never used it can be put aside'). 
Problem Solving Behaviour 
The problem solving behaviour describes which tasks are carried out and how these tasks 
are carried out in the domain. It is described i n terms of manipulating domain data and 
applying and manipulating domain knowledge ('to sit on a chair, first move it from under 
the table; then sit on it and move it a bit forward). 
2.2. The VITAL CML^ 
The V I T A L Conceptual Model l ing Language is used to represent conceptual models. It 
contains constructs to represent the elements of conceptual models presented above. The 
following sections contain brief descriptions of these language constructs. 
Domain Data 
Domain data is specified by means of Abstract Data Types ( A D T ) based on the algebraic 
specification technique A C T - O N E ([Ehrig, 1985]), extended with subtyping. A n algebraic 
specification of an A D T consists of a signature and a set o f equations. The signature 
contains the names of the sorts and functions o f the A D T . The signature is used to represent 
the elements of the sorts by terms constructed from the functions. 
For example the following signature can be used to specify natural numbers: 
s o r t s N a t 
f u n c t i o n s 
0 : - > N a t 
s u c c : N a t - > N a t 
a d d : N a t , N a t - > N a t 
Terms that can be constructed from this signature are for example: 
s u c c ( s u c c ( 0 ) ) ; a d d ( s u c c ( 0 ) , a d d ( 0 , s u c c ( 0 ) ) ) 
Equations are equivalence relations between terms and can be used to determine whether 
two terms are equal and thus represent the same element of the sort. For example the 
following equations can be used to infer that the terms above represent the same natural 
number. 
1 The VITAL C M L also has a graphical informal counterpart, however this paper focuses on the formal part 
only. 
e q u a t i o n s 
v a r X , Y : N a t 
a d d ( 0 , X) - X 
a d d ( s u c c ( X ) , Y) - s u c c ( a d d ( X , Y ) > 
A s underlying semantics initial algebra semantics is taken. This means that terms of a sort 
are equal only i f they can be proven equal by the equations. The equivalence sets of terms 
can be used to represent the elements of the sort. Furthermore, a sort contains exactly those 
elements represented by the equivalence sets. The user interested in algebraic specification 
is referred to [Bergstra, 1989]. 
Domain Knowledge 
Domain knowledge is specified by means of order sorted predicate logic. A domain 
knowledge specification consists of a domain data specification extended with predicate 
names, signature types and theories. The predicate names become part of the signature of a 
domain knowledge specification. Signature types are tuples of sort names and predicate 
names and define signatures of theories. Theories are sets of first order logic expressions. 
Take for example the following predicate, signature type and theory definitions: 
p r e d i c a t e s 
s m a l l : N a t 
l a r g e r _ t h a n : N a t , N a t 
s i g t y p e s 
T l - [ s o r t s N a t p r e d i c a t e s l a r g e r _ t h a n ] 
T 2 - T l U [ p r e d i c a t e s s m a l l ] 
t h e o r i e s 
T l j t h e o r y = { l a r g e r _ t h a n ( s u c c ( x ) , x ) , 
l a r g e r _ t h a n ( s u c c ( x ) , s u c c ( y ) ) < - l a r g e r _ _ t h a n ( x , y ) , 
l a r g e r _ t h a n (x , z) < - l a r g e r _ t h a n ( x , y ) & l a r g e r _ t h a n ( y , z) 
} 
T 2 _ t h e o r y - { s m a l l ( y ) < - s m a l l ( x ) & l a r g e r _ t h a n ( x , y ) ) 
The signature type T l allows theories in terms of the predicate ' largerjhan' over the sort 
Nat, while the signature type T2 allows the predicate 'small' as well. The theory T2_theory 
has signature type T2 . 
A s underlying semantics of theory expressions the well known Tarski semantics are used 
( P a l e n , 1980]). 
Problem solving behaviour 
Problem solving behaviour is specified by means of tasks. A task specification consists of a 
task name, a specification of the input and output parameters, a set of local variable 
declarations and a behaviour description. The type of the parameters and variables are 
signature types. The behaviour description is given in terms of a control oriented 
specification language. It consists of a list of statements. Examples of statements are: 
• a s s i g n m e n t 
< v a r i a b l e > < e x p r e s s i o n > 
• t a s k c a l l 
< t a s k n a m e > ( < e x p r e s s i o n _ l > , . . . , < e x p r e s s i o n _ n > ) 
• g e n e r a l i s e d i f 
c h o i c e 
< c o n d i t i o n _ l > - > < s t a t e m e n t - l i s t _ l > 
[] 
[] 
< c o n d i t i o n _ _ n > - > < s t a t e m e n t - l i s t _ n > 
e n d 
• e n d l e s s l o o p 
d o < s t a t e m e n t - l i s t > o d 
The language used is a high level imperative language including guarded commands 
([Dijkstra, 1976]). 
Structuring 
Conceptual models can be structured by decomposing them into modules. The V I T A L C M L 
has two kinds of modules: data/knowledge modules (Dmodules) and behaviour modules 
(Bmodules). A specification of a conceptual model i n the V I T A L C M L consists of a 
collection of Dmodules and Bmodules. 
A Dmodule consists of a collection of sort, function, predicate and signature type 
definitions together with a collection of equations and theories (all these elements are 
optional). A Bmodule consists of a collection of signature definitions together with a 
collection of tasks. Modules can use elements from other modules by importing these 
modules; Dmodules can import Dmodules, Bmodules can import both Dmodules and 
Bmodules. 
D m o d u l e N a t Q u e u e s i s N a t s 
s o r t s N a t q u e u e 
f u n c t i o n s 
i n s : N a t , N a t q u e u e - > N a t q u e u e 
e q u a t i o n s . . . 
E n d N a t Q u e u e s 
In the above example the Dmodule Nats, which specifies the natural numbers, is imported 
by the Dmodule NatQueues. 
In order to be able to specify generic modules, that is, modules that can be applied to a 
number of domains, Dmodules can be parameterised with sorts, functions and predicates. 
In such a parameterised module formal sorts, formal functions, and formal predicates are 
given. In this way, besides the wel l known parameterised data types it is also possible to 
specify parameterised theories. 
A s an example consider the following generic queue specification. 
D m o d u l e G e n e r i c Q u e u e s 
f o r m a l s o r t s E l e m e n t 
s o r t s G e n e r i c q u e u e 
f u n c t i o n s 
c r e a t e : - > G e n e r i c q u e u e 
i n s : E l e m e n t , G e n e r i c q u e u e - > G e n e r i c q u e u e 
e q u a t i o n s 
E n d G e n e r i c Q u e u e s 
A parameterised module can be actualised by binding the formal sorts, functions and 
predicates to actual sorts, functions and predicates. The generic queue module of the 
example above can be used to specify a queue o f natural numbers by binding the formal sort 
Element to the actual sort Nat from the Dmodule Nats. 
D m o d u l e N a t Q u e u e s i s G e n e r a l Q u e u e s 
a c t u a l i s e d b y N a t s u s i n g N a t f o r E l e m e n t 
E n d N a t Q u e u e s 
To fully actualise a module the parameterised elements from the module itself and those of 
the imported modules have to be bound. 
3. Using the VITAL CML to formalise KADS conceptual models 
3 .1 . KADS conceptual models 
A K A D S conceptual model consists o f four different layers. The first layer, the domain 
layer, is used to model static domain dependent knowledge. Within the second layer, the 
inference layer, canonical inference steps and the information exchanged between these 
steps is modelled. The canonical inferences are called knowledge sources, and the type of 
the information exchanged between them meta-classes. The third layer, the task layer, 
models how the canonical inferences can be combined in a task to reach a certain goal. The 
fourth layer models strategic knowledge. This layer contains plans or metarules that 
describe how tasks can be combined to achieve goals. Each layer interprets or manipulates 
the description at the lower layer. One of the major modelling paradigms in K A D S is the 
existence of interpretation models. These are conceptual models with an empty domain 
layer, that can be applied to or instantiated for a number of domains. 
3.2. Representing a KADS CM in VITAL CML 
This section demonstrates how a K A D S conceptual model is specified using the V I T A L 
C M L . The formalisation is presented by formalising an example conceptual model given in 
[Hickman, 1989]. This leading example is an application of die heuristic classification 
interpretation model applied in a medical domain: medical observations of a patient are 
transformed into symptoms of diseases. These symptoms are matched against probable 
diseases. These probable diseases are further specified into actual diseases. 
Formalisation of the domain layer 
The domain layer is domain dependent and contains concepts, objects, relations between 
concepts and objects, and structures built from relations. This layer is task neutral, which 
means that, in principal, the knowledge specified at this level may be used for a variety of 
tasks. 
The formalisation of the domain layer in V I T A L C M L is straightforward by using 
Dmodules; concepts are modelled by A D T s and knowledge is modelled by theories. The 
formalisation of the domain layer of the medical example i n H i c k m a n is given below. 
D m o d u l e C h a r a c t e r i s t i c T o S y m p t o m D e f i n i t i o n i s R e a l N u m b e r s 
s o r t s c h a r a c t e r i s t i c s , s y m p t o m s 
p r e d i c a t e s 
v a l u e : c h a r a c t e r i s t i c s , r e a l s 
i n d i c a t i o n : s y m p t o m s 
E n d C h a r a c t e r i s t i c T o S y m p t o m D e f i n i t i o n 
D m o d u l e C h a r a c t e r i s t i c T o S y m p t o m l n s t a n t i a t i o n 
i s C h a r a c t e r i s t i c T o S y m p t o m D e f i n i t i o n 
f u n c t i o n s 
a g e , t e m p e r a t u r e , p r e s s u r e , f o o d _ i n t a k e : - > c h a r a c t e r i s t i c s 
f e v e r , s p o t s , h e a d a c h e , h y p e r t e n s i o n , m o u t h _ p a i n : - > s y m p t o m s 
t h e o r i e s 
v a l u e s _ t o _ _ i n d i c a t i o n s -
{ v a l u e ( t e m p e r a t u r e , X ) & X > 3 8 . 0 - > i n d i c a t i o n ( f e v e r ) , 
v a l u e ( p r e s s u r e , Y) & Y > 1 0 0 - > i n d i c a t i o n ( h y p e r t e n s i o n ) ) 
E n d C h a r a c t e r i s t i c T o S y m p t o m l n s t a n t i a t i o n 
D m o d u l e S y m p t o m s T o D i s e a s e s D e f i n i t i o n i s C h a r a c t e r i s t i c T o S y m p t o m D e f i n i t i o n 
s o r t s p r o b a b l e _ d i s e a s e s 
p r e d i c a t e s 
i s _ _ c a u s e d j b y : s y m p t o m s , p r o b a b l e _ d i s e a s e s 
g e n e r a l _ d i s e a s e : p r o b a b l e _ _ d i s e a s e s 
E n d S y m p t o m s T o D i s e a s e s D e f i n i t i o n 
D m o d u l e S y m p t o m s T o D i s e a s e s I n s t a n t i a t i o n i s S y m p t o m s T o D i s e a s e s D e f i n i t i o n 
f u n c t i o n s 
m e a s l e s , l i v e r ^ s c l e r o s i s , i n d i g e s t i o n , 
b a c t e r i a l _ i n f e c t i o n : -> p r o b a b l e ^ d i s e a s e s 
t h e o r i e s 
c a u s a l _ n e t -
{ i s _ c a u s e d _ b y ( h e a d a c h e , l i v e r _ _ s c l e r o s i s ) , 
i s _ c a u s e d _ b y ( m o u t h j p a i n , i n d i g e s t i o n ) ) 
E n d S y m p t o m s T o D i s e a s e s I n s t a n t i a t i o n 
D m o d u l e D i s e a s e H i e r a r c h y D e f i n i t i o n i s S y m p t o m s T o D i s e a s e s D e f i n i t i o n 
s o r t s a c t u a l _ d i s e a s e s < p r o b a b l e _ d i s e a s e s %% s u b s o r t s p e c i f i c a t i o n 
p r e d i c a t e s 
s p e c i a l i z a t i o n _ o f : a c t u a l _ d i s e a s e s , p r o b a b l e j d i s e a s e s 
d i s e a s e : a c t u a l j d i s e a s e s 
E n d D i s e a s e H i e r a r c h y D e f i n i t i o n 
D m o d u l e D i s e a s e H i e r a r c h y l n s t a n t i a t i o n 
i s D i s e a s e H i e r a r c h y D e f i n i t i o n , S y m p t o m s T o D i s e a s e s I n s t a n t i a t i o n 
f u n c t i o n s 
p n e u m o c o c c e a , p n e u m o n i a _ c a u s e d _ _ b y _ j > n e u m o c o c c e a : - > a c t u a l _ d i s e a s e s 
t h e o r i e s 
d i s e a s e _ h i e r a r c h y -
{ s p e c i a l i z a t i o n _ o f ( p n e u m o c o c c e a , b a c t e r i a l _ i n f e c t i o n ) } 
E n d D i s e a s e H i e r a r c h y l n s t a n t i a t i o n 
In this example there are three pairs of Dmodules. The definition modules contain sort and 
predicate definitions, corresponding to concepts and relations. The instantiation modules 
contain functions corresponding to values (instances of concepts), and theories that 
represent the actual knowledge and correspond to structures (instances o f relations). 
Formalisation of the inference and task layers 
The inference layer consists of meta-classes and knowledge sources. Meta-classes describe 
the role that domain concepts play in the problem solving process. Knowledge sources 
describe what types of inferences can be made on the basis of the relations in the domain 
layer. The meta-classes and knowledge sources are organised in an inference structure, 
which specifies what meta-classes are related to what knowledge sources. 
Objects at the task layer are goals and tasks. Tasks describe in what way knowledge 
sources an be combined to reach a certain goal ([Hickman,1989]). A complete description 
of a task consists of a goal and a method or operation how to achieve this goal. 
The inference and task layer in K A D S are closely related and the knowledge sources can be 
considered as primitive tasks. In our formalisation we model both knowledge sources and 
K A D S tasks by V I T A L C M L tasks. The advantage of this approach is that knowledge 
sources and tasks can be combined in arbitrary ways and no explicit binding between 
inference and task layer is needed. 
The formalisation of meta-classes is done by parameterised signature types. These types 
describe the role o f the concepts (sorts) and relations (predicates) that exist in the domain 
layer. 
The formalisation is illustrated by the interpretation model for heuristic classification. The 
inference layer is given below. 
match_theor\ 
evidence hypotheses 
transform, 
theory 
v 
specify 
specify, 
theory 
observables solutions 
Three knowledge sources are used: a knowledge source transform, that transforms elements 
from meta-class observables into a elements of the meta-class evidence, using a theory 
'transformjheory'. The evidence is matched against hypotheses, and these are further 
specified into solutions. 
Note that inference structures are domain independent, i.e. the meta-classes are generic and 
must be bound to domain concepts to get a complete conceptual model. This means that we 
have to use formal sorts to model the role of die concepts and formal predicates to model the 
role of the predicates. 
So, the four meta-classes are modelled by the signature types of four Dmodules 
parameterised by formal sorts and formal predicates. 
D m o d u l e O b s e r v a b l e s R o l e i s 
f o r m a l s o r b s a t t r i b u t e s , v a l u e s 
f o r m a l p r e d i c a t e s o b s e r v : a t t r i b u t e s , v a l u e s 
s i g t y p e s o b s e r v a b l e s - [ s o r t s a t t r i b u t e s , v a l u e s p r e d i c a t e s o b s e r v ] 
E n d O b s e r v a b l e s R o l e 
D m o d u l e E v i d e n c e R o l e i s 
f o r m a l s o r t s a s s o c i a t i o n s 
f o r m a l p r e d i c a t e s e v i d : a s s o c i a t i o n s 
s i g t y p e s e v i d e n c e - [ s o r t s a s s o c i a t i o n s p r e d i c a t e s e v i d ] 
E n d E v i d e n c e R o l e 
D m o d u l e H y p o t h e s i s R o l e i s 
f o r m a l s o r t s f i n d i n g s 
f o r m a l p r e d i c a t e s h y p o t : f i n d i n g s 
s i g t y p e s h y p o t h e s e s — [ s o r t s f i n d i n g s p r e d i c a t e s h y p o t ] 
E n d H y p o t h e s i s R o l e 
D m o d u l e S o l u t i o n s R o l e i s H y p o t h e s i s R o l e 
f o r m a l s o r t s m o s t _ s p e c i f i c _ f i n d i n g s < f i n d i n g s 
f o r m a l p r e d i c a t e s s o l u t : m o s t _ s p e c i f i c _ f i n d i n g s 
s i g t y p e s s o l u t i o n s - [ s o r t s m o s t _ s p e c i f i c _ f i n d i n g s p r e d i c a t e s s o l u t ] 
E n d S o l u t i o n s R o l e 
The meta-class observables is modelled by the signature type observables. Observables are 
modelled as attribute-value pairs (e.g. the value of the attribute temperature is 40 w i l l be 
modelled as observ(temperature,40)). So the meta-class observables consists of theories of 
the form {observ(Atti ,Vali) , . . . ,observ(Att n ,Val n ) } . 
So, the four meta-classes are modelled by the signature types of four Dmodules 
parameterised by formal sorts and formal predicates. 
In a domain, knowledge sources apply not only knowledge specified in meta-classes, but 
also specific knowledge from that domain. For example the knowledge source transform 
needs specific knowledge about how to perform transformations in a certain domain. In the 
K A D S description of inference structures these parameters of the knowledge sources are 
omitted, which we think is wrong. Therefore, we added them explicitly and they are given 
below. These parameters again are modelled by parameterised signature types and must be 
bound to actual domain theories to complete the conceptual model. 
D m o d u l e T r a n s f o r m S o u r c e i s O b s e r v a b l e s R o l e , E v i d e n c e R o l e 
s i g t y p e s t r a n s f o r m _ _ t h e o r y - o b s e r v a b l e s U e v i d e n c e 
E n d T r a n s f o r m S o u r c e 
D m o d u l e M a t c h S o u r c e i s E v i d e n c e R o l e , H y p o t h e s i s R o l e 
f o r m a l p r e d i c a t e s c a u s e d _ b y : a s s o c i a t i o n s , f i n d i n g s 
s i g t y p e s m a t c h _ t h e o r y - e v i d e n c e u h y p o t h e s e s vj 
[ s o r t s a s s o c i a t i o n s , f i n d i n g s p r e d i c a t e s c a u s e d _ b y j 
t h e o r i e s c a u s e _ t h e o r y - { h y p o t (y) < - e v i d ( x ) & c a u s e d _ b y ( x , y ) ) 
E n d M a t c h S o u r c e 
D m o d u l e S p e c i f y S o u r c e i s H y p o t h e s i s R o l e , S o l u t i o n s R o l e 
f o r m a l p r e d i c a t e s i s _ a : m o s t _ _ s p e c i f i c _ f i n d i n g s , f i n d i n g s 
p r e d i c a t e s c h a i n : f i n d i n g s , m o s t _ s p e c i f i c _ f i n d i n g s 
s i g t y p e s s p e c i f y _ _ t h e o r y - h y p o t h e s e s U s o l u t i o n s vj 
[ s o r t s f i n d i n g s p r e d i c a t e s i s _ a ] 
t h e o r i e s d e s c e n d _ _ i s _ a _ h i e r a r c h y -
{ s o l u t ( x ) < - h y p o t ( y ) & c h a i n ( y , x ) , 
c h a i n ( y , x ) < - ( i s _ a ( x , z ) & c h a i n ( y , z ) ) | i s _ a ( x , y ) } 
E n d S p e c i f y S o u r c e 
F o r example the Dmodule MatchSource specifies predicates used in the knowledge source 
'match 1 shown below. The signature type 'matchjheory ' describes the type of the theory 
match takes as a parameter. The theory 'cause_theory' is a domain independent theory 
about how to relate evidence to hypothesis. 
The knowledge sources are described below. A knowledge source is described by a task. 
The input and output parameter types indicate the meta-classes and are signature types. A s 
said before, apart from the meta-classes the knowledge source can take specific theories as 
inputs. 
B m o d u l e T r a n s f o r m u s e T r a n s f o r m S o u r c e 
t a s k t r a n s f o r m 
i n p u t o b : o b s e r v a b l e s 
t h : t r a n s f o r m _ t h e o r y 
o u t p u t e v : e v i d e n c e 
{ t h : - u n i o n ( t h , o b , | - , [ a l l ] ) 1 ; 
e v : - i n t e r s e c t i o n ( t h , { e v i d ( x ) }, | - , [ a l l ] ) ; 
r e t u r n ( e v ) ; 
> 
E n d T r a n s f o r m 
B m o d u l e M a t c h u s e M a t c h S o u r c e 
t a s k m a t c h 
i n p u t e v : e v i d e n c e 
t h : m a t c h _ t h e o r y 
o u t p u t h y p : h y p o t h e s e s 
{ t h : - u n i o n ( t h , e v , 1-, [ a l l ] ) ; 
t h : » u n i o n ( t h , c a u s e _ t h e o r y , | - , [ a l l ] ) ; 
h y p : - i n t e r s e c t i o n ( t h , { h y p o t ( x ) }, | - , [ a l l ] ) ; 
r e t u r n ( h y p ) ; 
) 
E n d M a t c h 
B m o d u l e S p e c i f y u s e S p e c i f y S o u r c e 
t a s k s p e c i f y 
i n p u t h y p : h y p o t h e s e s 
t h : s p e c i f y _ _ t h e o r y 
o u t p u t s o l : s o l u t i o n s 
{ t h : - u n i o n ( t h , h y p , | - , [ a l l ] ) ; 
t h : - u n i o n ( t h , d e s c e n d _ _ i s _ a _ _ h i e r a r c h y , | - , [ a l l ] ) ; 
s o l : « i n t e r s e c t i o n ( t h , { s o l u t (x) ) , | - , [ a l l ] ) ; 
r e t u r n ( s o l ) ; 
} 
E n d S p e c i f y 
For example the specification of the knowledge source 'specif/states that in order to f ind 
solutions, one first needs to take the union of the input hypothesis and the theory of 
specify, that is, an isa-hierarchy. Then one has to add general knowledge about how to 
descend an isa-hierarchy and finally one has to filter the terms of the form 'solut(x)' that 
denote solutions. 
The task layer contains only one K A D S task, modelled by the V I T A L C M L task 'classify' 
that describes how to use the knowledge sources described above. 
1 The operator union (<expression_l>, <expression_2>, <inference operator>, <mode>) is a predefined 
operation, it generates the sentences that can be derived from the union of expression_l and cxprcssion_2. 
An inference operator is specified to support derivations using different types of logics. A mode is a control 
oriented parameter that specifies the type of inference algorithm to use, [all] means derive all sentences. 
Besides the union also other inference operators have been defined: intersection, difference and onej>f. 
The intersection operator computes the intersection of the closure of two theories, the difference operator 
computes the difference of the closure of two theories, and oneyf tokos an arbitrary sentence from a theory. 
B m o d u l e H e u r i s t i c C l a s s i f i c a t i o n i s T r a n s f o r m , M a t c h , S p e c i f y 
t a s k c l a s s i f y 
i n p u t o b s : o b s e r v a b l e s 
t k : t r a n s f o r m _ t h e o r y 
m k : m a t c h _ t h e o r y 
s k : s p e c i f y _ t h e o r y 
o u t p u t s o l : s o l u t i o n s 
v a r e v : e v i d e n c e 
h y p : h y p o t h e s e s 
o n e _ o b s : o b s e r v a b l e s 
{ o n e _ o b s : - {}; 
d o one__obs : - o n e _ o f ( d i f f e r e n c e ( o b s , o n e _ o b s , | - , [ a l l ] ) ) ; 
e v : - t r a n s f o r m ( o n e _ o b s , t k ) ; 
h y p : - m a t c h ( e v , m k ) ; 
s o l : - s p e c i f y ( h y p , s k ) ; 
c h o i c e 
s o l ! « { ) - > e x i t 
e n d ; 
o d ; 
r e t u r n ( s o l ) ; 
) 
E n d H e u r i s t i c C l a s s i f i c a t i o n 
The specification of the task classify states that in order to find the solutions by means of 
heuristic classification one takes an observable, transforms this into evidence, matches this 
evidence to create a hypothesis and finally tries to specify a solution. This process is 
repeated until a solution is found. 
Linking the domain layer and the inference layer 
In K A D S , a conceptual model is an instantiation of an interpretation model, that is , the 
interpretation model, consisting of an inference, task and strategy layer, is applied to a 
certain domain modelled by a domain layer. This means that a binding mechanism is needed 
to bind an interpretation model to the actual domain. This calls for a binding of the domain 
layer to the lowest layer of the interpretation model: the inference layer. 
A s has been shown above, the inference layer is specified by generic signature types and 
generic tasks. The signature types contain formal sorts and formal predicates. L i n k i n g the 
domain layer to the inference layer in our formalisation is simply a binding of the formal 
sorts and predicates in the signature types of the inference layer to actual sorts and 
predicates in the domain layer. 
The example below shows how the interpretation model HeuristicClassification is bound to 
the domain model. 
B m o d u l e M e d i c a l D i a g n o s i s i s H e u r i s t i c C l a s s i f i c a t i o n 
a c t u a l i s e d b y C h a r a c t e r i s t i c T o S y m p t o m D e f i n i t i o n , S y m p t o m s T o D i s e a s e s D e f i n i t i o n , 
D i s e a s e H i e r a r c h y D e f i n i t i o n 
u s i n g 
c h a r a c t e r i s t i c s f o r a t t r i b u t e s 
r e a l s f o r v a l u e s 
s y m p t o m s f o r a s s o c i a t i o n s 
p r o b a b l e _ _ d i s e a s e s f o r f i n d i n g s 
a c t u a l _ _ d i s e a s e s f o r m o s t _ s p e c i f i c j £ i n d i n g s 
v a l u e f o r o b s e r v 
i n d i c a t i o n f o r e v i d 
g e n e r a l ^ d i s e a s e f o r h y p o t 
s p e c i a l i z a t i o n _ o f f o r i s _ a 
d i s e a s e f o r s o l u t 
i s _ c a u s e d _ b y f o r c a u s e d _ b y 
E n d M e d i c a l D i a g n o s i s 
The formal sorts attributes, values, associations etc. are bound to the actual sorts 
characteristics, reals, symptoms etc. The formal predicates observ, evid etc. are bound to 
the actual predicates value, indication etc. 
The result o f this actualisation is a domain specific task classify that can for example be 
used to give medical advise, as is shown in me example below. 
B m o d u l e M e d i c a l A d v i s e i s M e d i c a l D i a g n o s i s 
u s e C h a r a c t e r i s t i c T o S y m p t o m l n s t a n t i a t i o n , S y m p t o m s T o D i s e a s e s I n s t a n t i a t i o n 
D i s e a s e H i e r a r c h y l n s t a n t i a t i o n 
%% t h e D m o d u l e s c o n t a i n i n g t h e a c t u a l d o m a i n t h e o r i e s ( e . g . • c a u s a l _ n e t ' ) 
%% a r e i m p o r t e d w i t h t h e u s e s t a t e m e n t . 
t y p e s . . . 
t a s k a d v i s e 
v a r p a t i e n t _ d a t a : d a t a _ t r a n s f o r T n _ t y p e 
p o s s i b l e _ d i s e a s e s : s p e c i a l i z a t i o n _ t y p e 
{ e n v i r o n m e n t ( p a t i e n t _ d a t a , i n p u t ) ; 
p o s s i b l e _ d i s e a s e s : - c l a s s i f y ( p a t i e n t _ j 3 a t a , v a l u e s _ t o _ i n d i c a t i o n s , 
c a u s a l _ _ n e t , d i s e a s e _ h i e r a r c h y ) ; 
%% t h e a c t u a l d o m a i n t h e o r i e s a r e p a s s e d a s p a r a m e t e r t o t h e ' c l a s s i f y ' t a s k 
e n v i r o n m e n t ( p o s s i b l e _ _ d i s e a s e s , o u t p u t ) ; 
%% t h e ' p o s s i b l e _ d i s e a s e s ' t h e o r y i s d i r e c t e d t o o u t p u t . 
} 
E n d M e d i c a l A d v i s e 
Formalisation of the strategy layer 
The strategic layer should contain control knowledge. The knowledge in the strategic layer 
allows a system to make plans and control and monitor the execution of tasks. The strategic 
layer generates a task structure, which represents the order in which goals are pursued. A 
task structure can be represented in a goal tree and a corresponding task decomposition. 
Such a goal tree can be fixed or it can dynamically be generated. 
Formalisation of the strategy layer using the current version of the V I T A L C M L is not 
possible, since a formalism to represent strategy or meta reasoning is currently missing. 
However we w i l l sketch how the language needs to be extended to allow formalisation of 
the strategic layer. 
To represent meta reasoning in the V I T A L C M L , there needs to be a representation for 
goals and how goals can be reached by executing tasks. This calls for a l ink between tasks 
and goals: a goal w i l l have one (or a number o f tasks) that can achieve it. The global idea is 
to associate pre- and post-conditions with tasks formulated in first order logic. Goals also 
need to be represented in first order logic. N o w a task can satisfy a goal when its post-
condition implies that goal. A task can only be performed i f its precondition is satisfied, so 
this becomes a subgoal. 
We need to register which beliefs hold in order to be able to determine whether a goal is 
already satisfied. This set of beliefs can be represented by a theory. 
The outline of the strategic reasoning is: determine a goal, see i f the goal can be inferred 
from the current beliefs, i f not determine the tasks, the post-conditions of which imply the 
goal. The preconditions of these tasks are the subgoals. 
4. Comparison with other formalisations 
This section contains a comparison of our formalisation with ( M L ) 2 ([Akkermans, 1990], 
[Harmelen, 1992]) and F O R K A D S ([Wetter, 1990], [Wetter, 1991]). The comparison wi l l 
focus on two important aspects of die formalisations: the representation of interpretation 
models and the binding of domain layers to these interpretation models. 
4 .1 . General approach 
A s has been outlined above, our general approach is based on the use of algebraic 
specification for data modelling, order sorted predicate logic for knowledge modelling and 
an imperative language for task specification. 
The framework developed by ( M L ) 2 is also based on order-sorted logic to represent 
theories of knowledge. These theories are used at the domain and inference layer, in die 
way that a theory at the inference layer is regarded as the meta-level theory of the object-
level theory at the domain layer. That is, the meta-level theory interprets the object-level 
theory. 
The l ink between object-level and meta-level consists of a binding between elements of the 
object-level theory and elements of die meta-level theory, and a mechanism to affect a 
theory at the object-level by inference at the meta-level of reasoning at the meta-level, or 
vice versa. 
The binding between meta-level and object-level elements is done by means of a lift 
operator, which is a mapping from terms from the object level theory to ground terms in the 
meta-level theory. Example (taken from [Akkermans, 1990]): 
l i f t - o p e r a t o r f i n d i n g s f r o m d e f i n i t i o n s t o c o n f i r m - h y p o t h e s i s 
s i g n a t u r e 
s o r t s h y p o t h e s i s 
c o n s t a n t s [ f e v e r ] , [ a d u l t ] : h y p o t h e s i s 
p r e d i c a t e s p o s s i b l e - h y p o t h e s i s : h y p o t h e s i s 
e n d - s i g n a t u r e 
m a p p i n g 
l i f t ( d e f i n i t i o n s , f e v e r ) - > p o s s i b l e j h y p o t h e s i s ( [ f e v e r ] ) 
l i f t ( d e f i n i t i o n s , a d u l t ) - > p o s s i b l e j h y p o t h e s i s ( [ a d u l t ] ) 
e n d - m a p p i n g 
e n d - l i f t - o p e r a t o r 
To affect a theory at one level by inference in a theory at one level lower or higher reflective 
rules are used. These are combinations of special predicates and inference rules, that define 
what can be derived at one level i f a theorem at another level is proven true. 
| - M a s k G (O, [P] ) __ 
A s basic language concept for constructing conceptual models, modules are used, 
consisting of a signature and a set of axioms. Modules can be imported into another 
module. L i f t operators are stored in separate modules, i n which the names of the object-
level theories from which elements are taken, and the meta-level theories onto which they 
are mapped, must be specified. N o parameterisation is introduced in the language. 
F O R K A D S is also based on order sorted logic, but instead of introducing theories at 
different levels, the approach aims at a representation of conceptual models in first order 
logic. Domain layer knowledge is represented by first order theories. A t the inference and 
task layer goal statements can be specified, consisting of first order logical expressions. 
Wi th in goal statements so-called attached procedure predicates can be used. These are 
predicates to which a procedure can be attached. The arguments of such a predicate are seen 
as the input or output parameters of the attached procedure. These procedures themselves 
also consists o f goal statements. N o modularisation mechanism is available. 
Example of a goal statement (from [Wetter, 1991]): 
j u d g e ( S u b i n d e x , D i f f e r e n c e , C h o s e n ^ r e f e r e n c e ) 
< - a _ _ s e l e c t _ t a r g e t _ _ v a l u e ( i n : S u b i n d e x , o u t : T a r g e t _ y a l u e ) 
& a _ s e l e c t _ _ r e f e r e n c e ^ y a l u e ( i n : S u b i n d e x , C h o s e n _ r e f e r e n c e , 
o u t : R e f e r e n c e _ v a l u e ) 
& a _ c o m p u t e _ _ d i f f e r e n c e ( i n : T a r g e t _ y a l u e , R e f e r e n c e _ v a l u e , 
o u t : D i f f e r e n c e ) 
In this example we see a goal statement consisting of three attached procedure predicates. 
The arguments of the predicates do not represent variables, but sorts in the sort model. 
When applying this goal to some application domain, the sort indications are replaced by 
variables. 
Comparing the approaches we see that all approaches use order sorted predicate logic to 
specify the domain layer. Our approach uses an imperative language to model both 
inference and task layer. Binding the domain layer to the inference layer is done by 
actualising formal sorts and predicates. The inference layer in ( M L ) 2 is specified by an 
order sorted predicate logic as a meta-layer of the domain layer and connected by lift-
operators. The task layer is defined as a super-theory of the inference layer, in which a 
more expressive logic (dynamic logic) can be used. F O R K A D S uses order sorted predicate 
logic for the inference and task layer, here the domain and inference layer are bound v ia the 
sort model. 
None of the approaches has a worked out specification of the strategy layer. 
The specification of interpretation models (inference and task layer) and l inking of domain 
and inference layer w i l l be discussed in more detail below. 
4.2. The representation of interpretation models 
In K A D S , interpretation models are used to specify generic problem solving knowledge in a 
domain independent way. A language to represent conceptual models should support such 
an approach. A s has been illustrated above our approach uses parameterised signature types 
and task descriptions by means of an imperative language to represent interpretation 
models. In V I T A L C M L , interpretation models can be specified in a domain independent 
way: formal sorts and formal predicates allow a domain independent representation of 
interpretation models. 
In ( M L ) 2 , this is not the case. Akkermans admits this deficiency [Akkermans, 1990, p.29] 
and suggests alternatives by defining the lift-operators i n the domain. This w i l l however not 
solve the problem, since it is more fundamental: in ( M L ) 2 meta-classes are specified within 
lift-operators, which gives lift-operators a dual role: on the one hand they specify the 
inference layer and on the other hand they are a linking mechanism between the domain and 
the inference layer. M i x i n g up these roles causes the problem. 
There is another problem representing domain independent interpretation models, again due 
to the nature of the lift operators: at the inference level, it has to be specified explicitly which 
lift-operators are used. However, the lift-operators are domain dependent (since they map 
domain elements to inference elements) and introduced during the binding o f a domain to an 
interpretation model. A s a result inference layer modules have to be adapted each time an 
interpretation model is instantiated for some application domain. 
F O R K A D S is able to represent interpretation models domain independently, however at the 
cost of introducing a new layer: the sort model. Interpretation models can be specified 
domain independently: goal statements, consisting of logical sentences, are specified in 
terms of the sort model, which is domain independent. 
Apply ing an interpretation model to a certain domain is realised by expanding the goal 
statements with role-of predicates, and substituting sorts for variables in al l predicates of the 
expanded goal statement: 
j u d g e ( S I , D i f f e r e n c e , C h o s e n _ r e f e r e n c e ) 
< - r o l e _ o f ( S I ; S _ i n d e x ) 
& r o l e _ o f ( A c t u a l _ v a l u e ; S _ _ t a r g e t _ v a l u e ) 
& a _ s e l e c t _ t a r g e t _ _ v a l u e ( i n : S _ i n d e x , o u t : S _ t a r g e t _ j v a l u e ) 
& r o l e j o f ( S I , C h o s e n _ r e f e r e n c e ; S _ i n d e x , S _ r e f e r e n c e ) 
& r o l e _ o f ( S t a n d a r d _ j r e f e r e n c e _ v a l u e ; S _ r e f e r e n c e _ v a l u e ) 
& a _ _ s e l e c t _ r e f e r e n c e _ v a l u e ( i n : S _ i n d e x , S _ r e f e r e n c e , 
o u t : S _ r e f e r e n c e _ v a l u e ) 
& r o l e _ o f ( A c t u a l _ j v a l u e , S t a n d a r d ^ r e f e r e n c e _ y a l u e ; 
S _ t a r g e t _ v a l u e , S _ _ r e f e r e n c e _ v a l u e ) 
& r o l e _ o f ( D i f f e r e n c e , S _ v a l u e ) 
& a _ c o m p u t e _ d i f f e r e n c e ( i n : S _ _ t a r g e t _ y a l u e , S _ _ r e f e r e n c e _ y a l u e , 
o u t : S _ _ y a l u e ) 
So a domain independent task description has to be expanded by adding predicates and 
changing parameter names in order to apply it to a certain domain. It is clear that also with 
this approach each time a generic task description is applied to a certain domain, it needs to 
be revised by adding role_of predicates. 
In our approach, no modification of generic modules that specify the interpretation model is 
needed during actualisation. 
4.3. Linking domain layers and interpretation models 
In our approach, interpretation modules are parameterised with sorts and predicates. The 
l inking of a domain layer to an interpretation model is done by actualising a generic module. 
The actualisation consist of a mapping of domain sorts and predicates onto formal ones. 
( M L ) 2 uses lift-operators to bind a domain layer to an interpretation model. Apart from the 
problems of the lift-operator discussed above, the lift-operator itself also gives rise to many 
questions. W e agree with Wetter [Wetter, 1990, p. 373] that the semantics of the operator is 
not entirely clear (see the worked out example in [Akkermans, 1990]). Another 
disadvantage of the lift operator is that it is based on term-mapping, instead of the more 
general principle of sort and predicate mapping (mapping al l terms of a large domain 
specification is a tedious job). 
Summarizing, the lift operator is a source of confusion, and as a result the mapping 
between different layers is unclear at several points. 
The binding mechanism introduced by F O R K A D S is a sort model. This is an order sorted 
signature, consisting of sorts, functions and predicates and has a close correspondence to 
our formal sorts and predicates. The sorts in this signature are meant to represent the K A D S 
meta-classes. T o such meta-classes a domain sort can be bound arole-of (domain sort; sort-
name) predicate, that maps domain sorts onto the sort model. W e do not understand why 
the role-of predicate is limited to sorts, because this implies that at the inference level only 
domain data can be manipulated. 
W e feel that our approach solves the l inking problem i n a more convenient way. First, we 
do not need to introduce an extra layer (lift-operators as ( M L ) 2 does or a sort model as 
F O R K A D S does), and second, our approach using parameters is closer to intuition. 
5. Conclusions and Prospects 
In this paper we have shown how the V I T A L C M L can be used to formalise K A D S 
conceptual models, although the language was not specially developed for this purpose. W e 
also showed that a number of issues raised by the other formalisations can be overcome by 
the use of signature types parameterised by formal sorts and predicates. 
A s far as the V I T A L C M L is concerned,we are currently working on the representation of 
meta-reasoning and we also adopt the language to use it for K B S design in addition to 
conceptual modelling. 
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Abstract 
The idea of building a specification in the first phase of modeling a system, a principle known from Software Enginee-
ring, lias been transferred to the area of knowledge engineering. In the context of the so-called model-based knowledge 
engineering, KADS is a very popular methodology ([BWS87], [WSB91], [WSG89], [HKL89], [KLV891). However, 
KADS only provides some basic principles but no complete method how the knowledge engineer should perfonn his 
tasks. Therefore, the knowledge engineering process model - tlie so-called KEEP model - was developed as a guideline 
for the process of model-based knowledge engineering in the sense of KADS. 
The KEEP model resulted from some experience in using the KADS methodology and an assessment of the life-cycle 
model of Hickman et. al. [HKL89J. The KEEP model is described at different layers of abstraction with the help of a da-
taflow diagram to give a detailed and structured description of the knowledge engineer's tasks and its results. Further-
more, the KEEP model includes a specification of the control flow for detennining the order in which the different 
activities have to be carried out. 
Keywords: K E E P model, conceptual model, knowledge acquisition, knowledge elicitation, knowl-
edge collection, knowledge interpretation 
1 Introduction 
A central problem in building knowledge based systems (KBSs) is still the knowledge acqui-
sition phase. In the last years, different methods and tools have been developed that shall support 
this phase. A very promising proposal is the model-based knowledge engineering approach. The 
aim of this approach is to build an abstract description of the knowledge base similar to the speci-
fication known from Software Engineering. 
K A D S ([BWS87], [WSB91], [WSG89], [HKL89], [KLV89]) - falling into that group - is a meth-
odology that insists in developing an abstract model of expertise, the so-called conceptual model, 
before constructing the knowledge base. Introducing this intermediate model is a means to cope 
wi th the complex knowledge engineering process [WSB91] . Another aid for simplifying this 
process is a library of domain-independent templates which are reusable for classes of problems 
and can be used for top-down knowledge acquisition by filling out the missing parts according to 
the application. The templates can also be combined to describe a complex problem. 
In spite of having such a promising methodology for developing the knowledge based system, 
the knowledge engineer has some problems in applying the basic principles. The fundamental dif-
ficulty is that the knowledge engineer does not have any guideline how to start and how to proceed 
i n building a knowledge base according to the principles of K A D S described above. K A D S - I ^ it-
self gives only a rough description of the knowledge engineering subtasks. 
This paper introduces a guideline for the knowledge engineer to construct the K B S where the 
development of the conceptual model is of central interest. In analogy to the life-cycle models 
1. The ideas for supporting the knowledge engineer developed in the KADS-II project are described in chapter 4.1. 
known from Software Engineering like the Spiral model [Boe86]2 etc., a control flow is given de-
scribing the ordering of activities i n the knowledge engmeering process. Moreover, the data flow 
is described, since this knowledge engineering process ( K E E P ) model is specified as a data flow 
diagram (DFD) for describing the relation between activities of the knowledge engineer and their 
results. This model distinguishes several levels of abstraction in order to describe the complex 
knowledge engineering process. 
The second chapter of this paper shortly discusses the basic principles of the K A D S methodol-
ogy as wel l as it provides an assessment of K A D S . A collection of problems and questions is giv-
en resulting from attempts to build a conceptual model on the basis of the K A D S methodology for 
a concrete application. Moreover, the formalism of data flow diagrams (DFDs) is shortly de-
scribed. 
Chapter tiiree presents the K E E P model i n detail. 
In chapter four, the K E E P model is assessed by comparing it to other approaches describing 
the process of constructing the conceptual model or the knowledge base. The proposals o f the 
K A D S group [WSB91] to develop a K B S as we l l as the life-cycle model of H i c k m a n et. a l . 
[HKL89 ] and the principles of E M A [SpW91] are introduced. A comparison between the K E E P 
model and the existing approaches is given. Finally, first results of using the K E E P model i n mod-
eling a formal conceptual model are provided. The chapter ends with discussing the open prob-
lems of the existing K E E P model and me required improvements that are done in the current and 
the future work. 
2.0 Overview of Basic Principles 
In this chapter, a short overview of the K A D S methodology, its basic principles and its present 
stage is given. Problems wi th K A D S that lead to the development of the K E E P model are de-
scribed, too. 
2.1 Basic Principles of the K A D S Methodology 
The central approach of model-based knowledge engineering is the K A D S methodology 
which is the foundation for the K E E P model. Therefore, some basic principles of K A D S are short-
ly described. Further information can be found in [BWS87] , [WSB91] , [ H K L 8 9 ] , [ W S G 8 9 ] , 
[KLV90 ] . 
Life-cycle orientation 
One principle of K A D S is to distinguish different phases of developing a knowledge based 
system, the life-cycle known from Software Engineering. K A D S separates the phases knowledge 
gathering, analysis, design, and implementation. In the phase of knowledge gathering, informa-
tion about the expertise is acquired. This information is collected i n so-called knowledge proto-
cols. In the analysis phase, the expertise is analysed and structured. The result is the so-called 
conceptual model. In the design phase, the specified expertise is fransformed into a first descrip-
tion of the expert system, the so-called design model. In the implementation phase, this design 
model is transformed i n the knowledge-based system. 
2. The spiral model [BoeS6] evolved from various refinements of the waterfall model [Roy70] in order to avoid its disad-
vantages. 
The knowledge level - symbol level distinction 
A t the knowledge level (see [New82]), the specification generally describes what the final sys-
tem should do. The symbol or program level represents the concrete design and implementation of 
the knowledge base. 
The four layer model 
K A D S separates different kinds of knowledge categories [WiS90] , [WSB91 ] , [ H K L 8 9 ] , 
[Fen91]. Therefore, the conceptual model consists of four different l a y e i ^ : 
• The domain layer contains the domain specific knowledge about concepts, their features, and 
their relationships. A t this layer, the objects of the domain are described. 
• The inference layer consists of knowledge about the used problem-solving method. The infer-
ence layer includes two kinds of elements: meta classes and knowledge sources. The knowl -
edge sources are active elements and specify the relationships at the domain layer. They 
perform an action that operates at some input and can produce new information, the output. 
These data elements are the meta classes which are data containers or placeholders for domain 
objects at the domain layer. M e t a classes describe the role of these concepts in the problem-
solving process. A whole inference structure is a network which shows the dependencies be-
tween meta classes and knowledge sources. 
• The task layer describes the control flow4 of a problem-solving method, i.e. it specifies when 
inferences are made. 
• The strategic layer is not exactly defined yet. It contains meta knowledge about combination 
and selection of different possible tasks i n order to solve a problem adequately. 
Reusability 
The four layer model (see 2.1.3) is the foundation for the reusability of program constructs. 
Separating the generic layers5, a library of generic problem-solving methods called interpretation 
models is proposed. The construction of the conceptual model is simplified by these interpretation 
models. A selected interpretation model is a template for the conceptual model and has to be 
adapted to the problem at hand by modifying the three layers and by supplementing the domain 
specific knowledge, the domain layer. 
Guide for the Knowledge Acquisition Process 
The existing library of interpretation models is also helpful for the knowledge acquisition 
process itself. A selected interpretation model can serve as a template for the expertise. In this 
way, the knowledge engineer has some indications from the abstract interpretation model which 
information he still has to collect. 
2.2 A n Assessment of K A D S 
In the following, the advantages and the problems arised when using K A D S as a knowledge 
engineering method are discussed. 
3. Each successive level interprets the description at the lower level [WSB91]. 
4. Note, that "control flow" has two meanings: a) the ordering of activities and b) the controlling of the execution of activi-
ties. Here, we mean the ordering of activities. 
5. Generic means domain independent: the inference layer, the task layer and the strategic layer. 
Different advantages result from the structuring principles of K A D S . A t the one hand, the 
knowledge engineering process has been structured i n different phases, on the other hand, the 
knowledge itself is structured separating different kinds of knowledge categories. Thus, the 
knowledge engineer need not care about the implementation formalism i n the first knowledge ac-
quisition phase and the development of the knowledge base becomes much easier for him. The ex-
pert is able to understand a model of knowledge better that is structured like the conceptual model. 
If a comprehensive representation o f that model is given, the expert can support the knowledge 
engineer constructively, e.g. with the help of a tool, i n constructing, interpreting and checking the 
conceptual model developed by the knowledge engineer. 
Another central point i n the area of knowledge engineering can be improved by having a 
structured specification: the conceptual model can be used for documentation, being abstract and 
more comprehensive than the knowledge base. The aspect of documentation has sti l l been ne-
glected i n most of the existing K B S development approaches. Basing on a good documentation 
the maintenance of K B S is also improved. The parts of the knowledge base that have to be modi-
fied can be found more quickly. 
Another principle of K A D S provides further improvement: with the library of interpretation 
models the knowledge engineer gets templates which he can use i n order to acquire knowledge. 
The principles of K A D S mostly seem to be plausible and useful for the process of knowledge 
engineering. Nevertheless, some problems and questions arise i n developing a concrete knowl -
edge base on the foundation of K A D S . Main ly , these problems result from trying to use the 
K A D S methodology as a knowledge engineering method. K A D S certainly provides a good 
framework for model-based knowledge engineering, but a guideline how to use it does not exist. 
For using K A D S , some modifications, improvements, and updates have to be done which have a l -
ready been started i n the K A D S - I I project. 
Some of the questions for which some answers w i l l be given with the K E E P model are listed 
here: 
-* H o w does the knowledge engineer start his work? 
H o w is the knowledge engineer able to identify the fitting interpretation models? 
H o w can the knowledge engineer assess an interpretation model or when does an inter-
pretation model match (a part of) the problem? 
• In how many cases does the model library contain adequate models? H o w often a new 
model has to be created? 
-> Is the knowledge engineer able to adapt the selected interpretation model to his prob-
lem? 
Is it easy to combine the appropriate modified interpretation models? 
-* H o w has the domain layer to be built and how has the mapping between domain layer 
and inference layer to be defined? 
-> H o w can the knowledge engineer decide which task structure is the best one? 
A l l the questions are related with the problem of supporting the knowledge engineer i n devel-
oping the conceptual model and the knowledge base i.e. i n applying the basic principles of K A D S . 
2.3 Data Flow Diagrams (DFDs) 
For formally illustrating the tasks of the knowledge engineer the K E E P model is specified as a 
dataflow diagram ( D F D ) [You89], This formalism known from Software Engineering is shortly 
described here. 
In a D F D , there exist processes which are graphically represented as a ellipse. Furthermore, 
there are stores (of data) for which the notation of two parallel lines is used. Terminators, repre-
senting external entities with which the system communicates, are represented as a rectangle. The 
processes, stores and terminators are numbered^ The flows between all these elements are repre-
sented as arrows. You can distinguish between data flow and control flowy, where the latter is rep-
resented as a non-continuous arrow. Data flow arrows have to be signed with the data that flow to 
the according process. The control flow arrows have to be marked with the numbers of the stores 
or the terminators where they come from (in front of a separating point) and the processes where 
they go to (after the point). 
The D F D s may be levelled so that each level provides successively more detail than the one 
above it. The number of a level element always starts with the number of the process which is re-
fined. The arity of a number shows the refined level of this diagram section. The diagram at the 
highest level of abstraction that also shows the relation to the environment is called context dia-
gram. 
3.0 The K E E P Model 
Figure 1 illustrates the global structure (the so-called context diagram) of the model-based and 
incremental knowledge engineering process in D F D notation. 
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F I G U R E 1: D F D (context diagram) for the global, model-based development of K B S 
In analogy to the life-cycle models known from Software Engineering l ike the Spiral model 
[Boe86], the control flow describes the ordering of activities within the knowledge engineering 
process. Moreover, the data flow is given for describing the relationship between activities of the 
6. The reason becomes clear in the following section. 
7. Here, 'control flow* means the influence of data on processes. 
8. The incremental nature of Uie process becomes clearer in the control flow diagram (figure 7). 
knowledge engineer and their results as it is known from so-called process models i n the area of 
Software Engineering [DoT90]. The K E E P M o d e l distinguishes several levels of abstraction in 
order to describe the complex knowledge engineering process. We start with describing the data 
flow i n detail, before a control flow diagram is given at the end of chapter three. 
The overall task of the knowledge engineer, the development of a knowledge base, is split into 
two so-called subtasks (or subactivities): knowledge acquisition (1)9 and design and implementa-
tion (2). The result of the knowledge acquisition (1) is the evaluated conceptual model (1), the fi-
nal specification of the knowledge base. Process 1 is based on expertise data acquired from an 
expert, from a data base or from literature (T)\Q. The existing interpretation models from the l i -
brary (H) are also used as an input for knowledge acquisition (see chapter 2.1.4). The library can 
be expanded during the knowledge acquisition process by new interpretation models. Additional-
ly, the interpretation model library influences some subtasks (II.l) of knowledge acquisition. 
In the design and implementation phase (2), the knowledge base (IV) is developed, influenced 
by external requirements (HI) and originating from the evaluated conceptual model ( l ) n . 
Because the phase of modeling the conceptual model (1) is of central interest, the process of 
knowledge acquisition (1) w i l l be further differentiated now (see figure 2). 
F I G U R E 2: Refinement of knowledge acquisition (1) 
In the knowledge gathering process (11) the knowledge engineer collects, structures and for-
malizes the expertise data. The input of knowledge gathering (11) is known from figure 1. The re-
sulting conceptual model (11) has to be evaluated (12). Having a conceptual model (11) that is 
operational, e.g. i n the formal specification language K A R L [AFL91a] , the realization of the re-
quirements can be checked with the help of the results of the execution of the conceptual model. 
The output of the knowledge evaluation phase is the evaluated conceptual modelyi which may 
9. Note, that terms used in the K E E P model like knowledge acquisition are printed in italic letters. 
10. In the following the source of knowledge, an expert, a data base or a book, will be addressed as "expert**. 
11. Note, that the maintenance of the knowledge base is not included in the DFD. Modifications should be carried out in the 
conceptual model since this model represents the specification of the knowledge base. Then, the knowledge base has to 
be adapted according to these modifications. Otherwise, inconsistencies may arise. Thus, a tool which supports the trans-
formation of the conceptual model into the final knowledge base is needed in order to make maintenance more managea-
ble. 
eventually have been mcxiified according to results found when checking the model. The refine-
ment of knowledge gathering is shown in figure 3. 
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F I G U R E 3: Refinement of knowledge gathering (11) 
In the knowledge elicitation phase (111) the knowledge engineer gets expertise data about the 
problem-solving method. Existing interpretation models of the library may influence this phase 
( n . l l l ) by being a guideline for top-down knowledge acquisition. Moreover, the interpretation 
model library is an input, since these partial models are used as a template for the conceptual mod-
el. The result o f the knowledge elicitation phase (111) is an interpretation model (111) that de-
scribes the problem-solving method used for the given task. This may be a rough description, but 
also an already modified, complex interpretation model since the phase of knowledge elicitation 
can be passed several times i n the cycle of knowledge elicitation (111) and knowledge collection 
(112)i 3. The phase of knowledge elicitation w i l l be described later i n more detail. The resulting in-
terpretation model describing the complex problem solving process can be stored i n the model l i -
brary^, but also subparts of it can be included i n the library. Thus, interpretation models are an 
output of knowledge elicitation (and of the whole knowledge gathering). The complex interpreta-
tion model (111) influences (111.112) the knowledge collection process (112) as it is used as a 
guideline to get static domain knowledge which is gathered, interpreted i.e. structured, and for-
malized i n process 112 (see below). The already existing domain layer (112) also influences this 
process (112.112) i n order to avoid asking things twice. The resulting formalized domain layer 
(112) is combined with the interpretation model (111), that describes the complex problem-solv-
ing method of the whole given problem, i n the model composition phase (113) which provides the 
conceptual model as a result (113). In this phase, the relations between domain layer and inference 
layer of the interpretation model have to be determined. Important results of the two processes 
knowledge elicitation and knowledge collection are intermediate results that together form a so-
called mediating representation (114) 15 which informally or semifcarnally describes the structure 
12. The conceptual model can be improved by starting an additional knowledge gathering phase. The ordering of activities 
is described later. 
13. Note, that the ordering of activities is not described here, this is done later on in figure 7. 
14. This is useful, if the new interpretation model can be used for a set of other problems similar to the current one. 
of the expertise. Therefore, it is a good foundation for the documentation of the conceptual model 
(114). Documentation wtil not be further described here. 
In the following, the processes of knowledge elicitation (111) and knowledge collection (112) 
w i l l be further refined. The subprocesses of knowledge elicitation are illustrated i n figure 4. 
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F I G U R E 4: Refinement of knowledge elicitation (111) 
The knowledge engineer starts to get the expertise data i n the data gathering phase (1111), 
e.g. by interviewing an expert^ . This phase is influenced by the interpretation model library 
( U l l l l ) . If another phase of knowledge elicitation precedes, already existing knowledge proto-
cols also have some influence (1111.1111) on avoiding to ask for an infonnation twice. The ex-
pert's answers are recorded i n knowledge protocols (1111). Knowledge protocols are the basic 
data for knowledge interpretation (1112). Here, the expertise stored i n knowledge protocols is i n -
formally structured into intermediate results (1112)i7. Interpretation of knowledge is done accord-
ing to the already structured expertise, i.e. the existing intermediate results (1112.1112). These 
intermediate results are an output of the whole knowledge elicitation process and together with the 
interpretation models from the library, they are the basis for model formalization (1113). Here, the 
generic parts of the conceptual model are formally specified. For this, an adequate interpretation 
model has to be selected from the model library (or several models), which eventually have to be 
modified and combined to one complex model of the given problem. This means that those parts 
of the selected interpretation model that are not already formalized have to be formulated i n a for-
mal specification language (see e.g. [AFL91a] , [AFL91b] , [KVS91] , [WeS91], [AHS90]) . The 
formalization of generic knowledge is influenced by the already formalized domain layer describ-
ing static knowledge (1122.1113, data 1122 is coming from knowledge collection described i n fig-
ure 6). 
The result is a completely defined i.e. formalized interpretation model for the problem. 
Refining the phase offormalization (1113) leads to figure 5. 
15. A representation which has the function to promote understanding of two existing representations is called mediating 
representation. 
r 16. Note, that data gathering means only getting data from the expert. The phase of knowledge gathering (11) (see fig. 2) is 
more global and means gathering of data and structuring and formalizing it to a conceptual model. 
17. The proposal is to get an informal structure of the expertise with support of the expert before constructing a formal spec-
ification model. 
intermediate results 
1(1112) 
1 - m . o f e l s — m o d e i 1113 
(H) V — s e l e c t i o n _ ^ ' 1122.11131 
I-models 
11131 I-models 
^ I-models 
I-mpdels /iiTodel ^ 1122.11132 
^ (11) ( l lodincation/1113W • 
^ ^ ^ c r e a t i o n — ' 
^ I-models 
modified I-models 
11132 
^ I-models 
HT33 > 1 1 2 2 1 1 1 3 3 
nodel combination 
I-model(lll) 
F I G U R E 5: model formalization (1113) 
1122.1113 
O n the basis of intermediate results and the set of given interpretation models the knowledge 
engineer has to select (11131) some appropriate interpretation models, a combination of which de-
scribes the problem-solving methods for the given problem. The selected I-models (11131) are the 
input for the model modification/creation phase (11132)ig. A s the interpretation models embody 
only global inferences, they must be modified (11132) according to the characteristics of the appli-
cation domain. The easiest case is renaming some elements. But mostly the refinement of the ab-
stract knowledge sources and the deletion and extension of some elements of the model is 
necessary. Model modification also includes model creation: i f existing models of the library are 
inadequate to model the given problem or parts of it, a new model has to be developed for this 
part. 
In the model combination phase (11133) the resulting modified or created interpretation mod-
els (11132) w i l l be combined to make up the interpretation model describing the whole problem. 
Eve iy subprocess of knowledge interpretation is influenced by relevant domain knowledge 
(1122.11131,1122.11132,1122.11133), i f knowledge collection has already been done 1 9 . 
Looking at figure 3, so far only the process of knowledge elicitation (111) has been described, 
i.e. developing an generic interpretation model (111) for the problem-solving method of the whole 
problem. This interpretation model (111) influences the knowledge collection process (112) where 
the static domain knowledge is gathered, structured and formalized. The refinement of the knowl-
edge collection phase (112) is shown in figure 6. 
18. The K A D S group calls this process knowledge differentiation [WSB91]. 
19. Remember the cycle of knowledge elicitation and knowledge collection which will be described in detail in figure 7 
(control flow diagram). 
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F I G U R E 6: Refinement of knowledge collection (112) 
Expertise data about the static elements of the domain has to be acquired in the data gathering 
phase (1121). Here, the interpretation model - selected, modified and combined i n the knowledge 
elicitation phase - is used as a guideline by the knowledge engineer^ (111.1121). The gathering 
of data is done according to the already existing knowledge protocols i n order to avoid to acquire 
some information twice (1121.1121). Knowledge interpretation (1122) includes selection and 
suiicturing of relevant knowledge. This is done by analysing the knowledge protocols with regard 
to already structured parts of domain knowledge (1122.1122). The domain knowledge is specified 
i n the knowledge formalization phase (1123) by defining concepts and relationships between these 
concepts i n a formal specification language2i-
The result of knowledge specification is a formalized domain layer. A l l processes of knowl-
edge collection are influenced by the interpretation model already found (111.1121,111.1122 and 
111.1123). 
Looking at the description of the processes and data stores of the K E E P model above, one can 
see that no ordering of processes is given explicitly. This is done in an explicit control flow dia-
gram giving a rough framework of the ordering of phases. The control flow of the K E E P model is 
shown i n figure 7 and can be compared with life-cycle models known from Software Engineering 
like the Waterfall Mode l [Roy70] or the Spiral Model [Boe86]. 
The knowledge engineer stalls with gathering data about the problem-solving method (1111). 
His goal is to get knowledge which allows to roughly classify the problem, i.e. to select an inter-
pretation model two phases later. After having informally structured the knowledge protocols in 
the phase of knowledge interpretation (1112) the knowledge engineer has laid grounds for formal-
izing the knowledge: therefore, he selects interpretation models (11131) that are sufficiently close 
to the problem-solving method of the expert. The selected interpretation models are modified 
(11132) and combined (11133) according to the current problem solving method. If none of the 
existing models is adequate, new models have to be created (11132). Note, that additional knowl-
edge can be acquired after every subphase of knowledge elicitation . If knowledge is missing, the 
phase 1111 can restart. These cycles inside the whole knowledge acquisition phase show that it is 
an incremental process. 
20. Note, that also an interpretation model that has not already been modified or combined can be the basis for the acquiring 
of knowledge (1121), e.g. in the first phase of acquiring static domain knowledge. 
21. In the same sense as gathering, interpretation and formalization of knowledge (see figure 4 and 6) the K A D S group 
[WSB91] distinguish the phases: eliciting, interpreting and formalizing knowledge. 
F I G U R E 7: The control flow of the knowledge engineering process 
Having found a model (or different models) of the current problem-solving method (which 
may already be modified and combined), it (they) can be used for knowledge collection (112). Stat-
ic data is gathered (1121), and then, interpreted (1122) and formalized (1123). It is also possible to 
acquire new knowledge, i.e. to restart the cycle of knowledge collection before finishing the for-
malization of the complex knowledge. During the phase of knowledge collection, the cycle of 
knowledge elicitation can also begin once a g a r i c 
Note, that it is possible to gather static data as well as process knowledge in paral lel^. Having 
selected an interpretation model (11131) that guides the knowledge collection process, both proc-
esses, 1121, i.e. getting static knowledge, and 1111, i.e. getting more detailed process knowledge, 
w i l l follow i n one gathering phase. 
If parts of the domain layer and of the interpretation model have been formalized (1113 and 
1123 must have been done at least once), the composition (113) of the resulting layers can begin. 
Here, the relations between static domain knowledge and process knowledge are defined. In case 
of missing knowledge, knowledge elicitation (111) or knowledge collection (112) w i l l continue. 
Otherwise, the resulting conceptual model can be documented (114) and evaluated (12). Both 
phases may require an improvement of the mediating representation or the conceptual model so 
that knowledge elicitation (111) or/and knowledge collection (112) wi l l continue. 
Finally, a design model w i l l be constructed on the basis of the conceptual model and i n the last 
step, the design model w i l l be implemented (2). 
22. E.g. if the domain dependent knowledge gives some indication that the interpretation model is incomplete or wrong. 
23. Practically, e.g. in interviewing the expert, it is nearly impossible to separate the two types of knowledge. 
4.0 An Assessment of the K E E P Model and Related Work 
In this chapter, the K E E P model introduced in this paper is compared with three other propos-
als to support the knowledge engineer i n constructing a knowledge base. First of al l , the proposal 
of the K A D S group [WBS91] itself is described. Moreover, the life-cycle model given by Hick -
man eL al.24 [HKL89] is introduced which was the basis for the development of the K E E P model. 
A new model-based approach of developing a knowledge base together with a guideline for the 
knowledge engineer is given with E M A [SpW91]. 
In the fourth section of this chapter, results from applying the K E E P model are given. The last 
section describes open problems with the current version of the K E E P model and outlines some 
improvements. 
4.1 Proposals of the K A D S Group for Constructing a K B S 
Central Principles 
Concerning the complex process of K B S development, the K A D S group proposes a decom-
position of the knowledge engineering task by providing different intermediate models [WSB91]: 
the organisational model, the application model, the task model, the model of cooperation, the 
model of expertise, the conceptual model and the design model. The organisational model pro-
vides an analysis of the environment in which the K B S w i l l work, the application model defines 
the function of the K B S and the external constraints. The task model consists of a decomposition 
of the complex task into a number of primitive tasks. The model of cooperation gives a further de-
scription of these subtasks e.g. the assignment of the tasks to the user or the system. The model of 
expertise represents the knowledge level [New82] i.e. the functional specification of the problem. 
The conceptual model is the combination of the model of expertise and model of cooperation, the 
design model includes design decisions i.e. computational and representational aspects. Each of 
these intermediate representation models represent a particular view on the K B S . 
The intermediate models which are described i n detail in [WSB91] provide a decomposition 
of the knowledge engineer's task. A diagram is given which shows the ordering of the model con-
struction process. But a guideline how to construct the intermediate models is missing. 
For developing the model of expertise, K A D S currently provides two kinds of support O n the 
one hand, K A D S describes the phases, activities and techniques for knowledge engineering, on 
the other hand, K A D S provides implemented support tools. The activities to build a first model of 
expertise are called knowledge identification and knowledge modelling. Knowledge identification 
means collecting data, task analysis, task feature analysis, lexicon construction, glossary construc-
tion, concept identification and relation identification, i.e. the preparation phase before construct-
ing the conceptual model . The knowledge modeling phase include knowledge co l lect ion, 
interpretation model selection, domain schema definition, building domain structures, model as-
sembly, model vahdation, model differentiation and bottom-up model construction. For al l these 
activities, techniques and resulting products are given [WSB91]. But the activities are not further 
described. Only the crucial activity of selecting an interpretation model is guided by a decision 
tree. This decision tree bases on a taxonomy of task types. The decision points concern e.g. the 
structure of the system, the type of solution, the nature of the domain knowledge, etc. 
24. In the following, this life-cycle model of Hickman et. al. will be called 'Hickman model*. 
The second kind of support for the knowledge engineer in consunciing a model of expertise is 
the tool Shelley which contains an integrated set of computerised support tools like a domain text 
editor, a concept editor, the interpretation model library and an interpretation model editor. 
" K A D S gives you a vocabulary, but it provides little support for the current knowledge engi-
neering process." [WSB91]. 
Comparing the Proposals of the K A D S Group and the K E E P Model 
The global aspect, the development of intermediate models to represent different views on the 
problem, is a good idea but it has to be described how to develop these models. 
The K E E P model concentrates on describing the development of the conceptual model which 
is currently the most interesting model i n the sense of the life-cycle model of K A D S . For this 
phase, K A D S also provides some helpful steps: 
W i t h the separation of the phases knowledge identification and knowledge modelling the 
K A D S group has done a first step in the direction of structuring the knowledge engineering proc-
ess. Different subactivities described in section 4.1.1. can also be found in the K E E P model, e.g. 
the model selection, the model assembly (model composition), the model differentiation (model 
modification) or the model construction (model creation). The subactivities of the knowledge iden-
tification [: the task analysis with the decomposition of tasks, the lexicon construction and the 
glossary construction, the concept identification and the relation identification, can be found i n the 
activity of structuring the knowledge protocols i n the K E E P model. 
But one central point is missing: The phases of knowledge engineering are not formally and 
thus not precisely described for the knowledge engineer. Moreover, a guideline of an ordering of 
activities and a detailed description of activities is not provided by the K A D S group. Therefore, 
the K E E P model contains a control flow diagram (figure 7) specifying the order of activities. 
Moreover, the control flow diagram shows possible cycles in the incremental development proc-
ess. Starting new cycles of acquiring and formalizing knowledge after having evaluated a first op-
erational conceptual model integrates also prototyping (see [AFL91a]). 
The implemented tool Shelley is very useful for the technical support of the knowledge engi-
neer. But Shelley does not guide the knowledge engineer in developing the knowledge base. 
4.2 The Hickman's Life-cycle Model 
Central Principles of the Life-cycle Model of Hickman 
The Hickman model is a guideline for the knowledge engineer for the analysis phase of the 
development of a K B S with K A D S . The Hickman's model describes in a S A D T formalism the 
knowledge engineer's tasks. The basic principles and problems of the life-cycle model of H i c k -
man are shortly discussed i n the following sections. 
The life-cycle model developed by Hickman et. al . [HKL89] is shown as a S A D T diagram 
that describes the individual activities within K B S analysis. The model is illustrated in figure 8, for 
a description of the figure and detailed information look at [HKL89] . A central principle of H i c k -
man et. al . is constructing some documents as intermediate results. Moreover, Hickman et. al. sep-
arates an external stream and an internal stream, which clearly distinguishes between several 
requirements that have to be asked for and the phase of understanding which means the analysis of 
knowledge and the construction of the conceptual model. 
C o m p a r i n g the H i c k m a n M o d e l a n d the K E E P M o d e l 
Experiences with the Hickman model as a help to develop a K B S [Web91] showed us that the 
model is not easy to use, because the activities are not described in enough detail and no ordering 
is given. Insufficiencies of the Hickman model were a motivation for developing the K E E P mod-
el. 
Looking at the Hickman model, with the external stream one main point is given by reviewing 
the feasibility continuously throughout the analysis phase. After eveiy step of the internal stream, 
output documents are taken as indicators. In the K E E P model, the aspect of feasibility assessment 
is integrated in one activity, the model evaluation (12). This evaluation can be done at different 
stages of knowledge acquisition (see figure 7) so that in the same way as in the Hickman model 
different aspects can be evaluated. They are not described in detail i n the K E E P model, yet. It 
seems to be more important to refine the processes of the internal stream. 
The claim of the K E E P model was to get a detailed description of the activities the knowledge 
engineer has to do to construct the conceptual model and to give him a guideline how and when to 
execute the activities. 
Looking at the internal stream of the Hickman model (the phase of understanding), only three 
activities are distinguished and these activities are described veiy roughly. Comparing the K E E P 
model with the Hickman model the three activities of the internal stream can completely be found 
i n the K E E P model: Analysis of static knowledge corresponds to the knowledge collection (112) 
phase (see figure 3 and 6). The process of analysing the expert tasks of Hickman et. a l . can be 
identified with the knowledge elicitation (111) phase (see figure 3 and 4). A crucial difference is 
the ordering of these two activities that is implicitiy given in the Hickman model. Hickman et. a l . 
start the internal stream with the analysis of static knowledge. This process is not influenced by 
the interpretation model library. The fifth principle of K A D S - having a guideline for the knowl -
edge acquisition process - is neglected. Just for the analysis of the expert and users tasks the inter-
pretation model library is used. The K E E P model starts with analysing the task that results i n 
finding fitting interpretation models that guide the knowledge engineer i n the knowledge collec-
tion phase, where static knowledge is acquired. Finally, the construction of the conceptual model 
corresponds to the model composition (figure 3,113) of the K E E P model where the complete con-
ceptual model is defined. 
Using the Hickman model, the knowledge engineer has hardly any help to get familiar with 
e.g. the construction of conceptual model. He needs a detailed model or description of what he has 
to do in such a process. For example, a knowledge engineer who has to collect static knowledge 
(which is the first activity of the internal stream) may have severe problems to do so. O n the one 
hand, he has to fol low the K A D S principle of using a given guideline, on the other hand, the 
knowledge engineer has to get static knowledge in a veiy early phase. The process of finding such 
a plausible guideline - an interpretation model of the library - is neglected in the Hickman model. 
The model includes the interpretation model library only i n the process of analysing the task. The 
top-down approach is not realized i.e. to use given interpretation models for getting static knowl -
edge in the sense of K A D S . 
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F I G U R E 8: The life-cycle model of Hickman et. a l . [ H K L 8 9 ] 
To some extent the K E E P model is similar to the Hickman model. The main difference is the 
omission of control flow25 i n the Hickman model, that is given only implicitly. So, the knowledge 
engineer has no suitable guideline. Moreover, nothing is said about cycles of activities. But this is 
important, because most of the knowledge engineering processes wi l l alternate between activities. 
Another difference is the detailed external stream of the Hickman model, whereas the K E E P 
model concentrates on a detailed and more refined description of the internal stream which is de-
scribed too short i n the Hickman model. 
The principle of a top-down development is neglected by Hickman whereas i n the K E E P 
model, we integrate a detailed description of how to work with the interpretation model library. 
25. Here, 'control flow* means the ordering of activities. 
4.3 Support of the Model-based Knowledge Acquisition with E M A 
With the last two sections of this chapter, two principles of structuring the modeling process of 
K B S development in the sense of K A D S were given. E M A is another methodology for the devel-
opment of knowledge base applications [SpW91]. E M A is an active partner for the developer. The 
information of the whole development cycle is kept and managed by E M A and " i t supports the 
developer from the first to the last step in application development" [SWP91]. In E M A , generic 
techniques (G-TECs) which solve a certain kind of problem are instantiated for an application. 
Central Principles 
In this section, a natural language description of the process of model-based knowledge acqui-
sition with the help of generic techniques (G-TECs) is given [SpW91], [SWP91]: 
1. Result-oriented knowledge acquisition 
A required result is identified. A central principle of E M A is to classify a problem according to 
the kind of produced result. The result is classified e.g. as evaluation, as planning, as classification 
information etc. with the following criterion: "What is the produced result used for and interpret-
ed as by the user?" 
2. Model-based knowledge acquisition 
There exist different criteria to apply a G - T E C . They are classified according to the kind of pro-
duced result^ i.e. whether the produced result is an evaluation, a planning, a classification infor-
mation etc. Therefore, the type of the required result is defined in this step. The solution-info can 
be expressed formally with the help of so-called info-setS27. 
3. Meta-model knowledge acquisition 
If a G - T E C exists, knowledge acquisition driven by the G - T E C and supported by E M A is carried 
out. The decision whether a G - T E C can be selected depends on the availability of the acquired i n -
formation of the domain. A successful process of knowledge acquisition leads to a model of a G -
T E C instantiating which is integrated in the knowledge model, see [SpW91]. E M A asks for input 
information and context information. 
4. User interaction 
The selected G - T E C implies different info-sets. The user interaction is driven by the info-sets. 
The info-sets become required results. For getting a required result go to 1. 
If no G - T E C exists for a required result, this part of the knowledge model has to be built from 
scratch with the help of other kinds of knowledge acquisition techniques provided by E M A . 
A l l these steps are supported by E M A . 
Comparing the Modeling Principles of E M A and the K E E P Model 
lxx)king at the four points of modeling described in 4.3.1, it is obvious that only a very rough 
description of the modeling process is given. Nothing is said about how the G - T E C s are instantiat-
ed or how a new G - T E C is constructed with E M A . The support offered by E M A isn't described in 
detail so that it is difficult to decide about the helpfulness of E M A . 
26. Because the solution type and the problem are related by one to one, but the solution information is easier to express 
than the model of problem description. 
27. An info-set is a meta-concept of E M A and is a set of info-units, atomic pieces of information in E M A . These info-units 
are in a is-a or instance-of relation and have the same attribute. A so-called agent manipulates the info-units of an info-
set. 
4.4 Results o f U s i n g the K E E P M o d e l 
The K E E P model has already been used at our institute to construct conceptual models for dif-
ferent applications i n K A R L , the formal specification language for the conceptual model 
[AFL91a]. 
In the application of emission control measure [Sch91], of insurance configuration [Ohl92], 
and of selecting operations research methods the K E E P model provided a good guideline. The 
problem of emission control measure is a configuration problem for which an interpretation model 
is missing in the model library so that a new interpretation model had to be created. Experience 
showed that different activities in the knowledge engineering process have to be formulated i n 
more detail in the K E E P model. These deficiencies and some proposals for the refinement of the 
K E E P model are described in the next section. 
4.5 Prob lems a n d C u r r e n t W o r k 
Although the K E E P model is a more detailed guideline for the development of a K B S com-
pared e.g. with the Hickman model, different questions are not answered, yet: 
How has the acquired knowledge to be structured so that the subsequent phases of the knowl -
edge engineering process are simplified? How do you select, modify and combine interpretation 
models? How is an interpretation model created? How is the domain layer constructed? 
These questions w i l l be answered in the current work by refining activities of the K E E P mod-
el. The basis for all subsequent activities is a good structuring of the gathered knowledge proto-
cols which has to be described by a refinement of process 1112 (see figure 5). The resulting 
mediating representation (see figure 3). A mediating representation involves improving the 
knowledge engineering process i n different ways [FCA91] , [Neu92]: 
• Wi th a mediating representation the gap between the natural language knowledge protocols 
and the formal conceptual model is diminished. 
• The mediating representations help the knowledge engineer during the modeling process by 
improving his understanding of the given domain. 
• The mediating representations support the cooperation between the expert and the knowledge 
engineer. Having a comprehensive formalism the expert is able to provide help in building the 
conceptual model. He supports the stmcturing of the knowledge protocols as wel l as he can 
analyse and check the already structured documents. Faults can be found and modified i n an 
early modeling phase. 
• A mediating representation improve the model-based knowledge engineering process: the 
structured intermediate results support the selection, the modification and the combination of 
models. 
• The decisions about the formalisation of knowledge elements have only to be made, i f the 
knowledge is completely analysed and structured. 
• Mediating representations are able to facilitate documentation, maintenance, and explanation 
of the system. 
The proposal is to use hypermedia (see [ShK89], [Nie90],[DeS87]) for representing these i n -
formal intermediate results. Hypermedia is a good means to get informal and semiformal struc-
tures of the expertise on the way to a formal specification. Hypermedia is usually defined as an 
nonlinear representation of information [ShK89]. There is no single order like i n traditional text 
like books, newspapers etc. that determines the sequence in which the text is to be read [Nie90]. 
F o r using hypermedia as a representation formalism for the mediating representation, a 
knowledge model, the so-called hyper model, has been developed i n [Neu92]. 
Look ing at the last point of the advantages of mediating representations above, the model-
based knowledge engineering is supported by the hyper model as follows: 
• The model selection phase becomes easier, because the informal structures of the hyper model 
are similar to the structures of the inference layer and the task layer of the interpretation mod-
els. Therefore, the hyper model or parts of the hyper model can be compared to the interpreta-
tion models to find an adequate one. This process is supported by making a result oriented 
comparison of interpretation models. Moreover, central concepts of the hyper models, repre-
sented i n informal documents, are compared with attributes related to the existing interpreta-
tion models. 
• The model modification phase can be supported by the refined hyper model with the help of 
which the selected abstract interpretation model(s) can be adapted to the domain. 
• The model combination phase can be improved by using the hyper model since it describes the 
complex structure of the whole problem solving process. 
• If no appropriate interpretation model could be selected, the model creation is done by using 
generic parts of the hyper model or by abstracting the domain dependent ones. 
• A part of documentation may be achieved e.g. by relating the informal hyper model with the 
formal conceptual model, such that an informal description is provided for every formal con-
cept, relationship, and fact. 
The described steps of central activities of the knowledge engineer are integrated into the 
K E E P model at present. 
5.0 Conclusion 
Developing a K B S with a model-based methodology l ike K A D S , the knowledge engineer 
needs a guideline. Insufficiencies of the Hickman model [ H K L 8 9 ] resulted i n developing the 
K E E P model. With the K E E P model an approach is provided that integrates useful principles of 
existing proposals ([WSB91], [HKL89]) of using the K A D S methodology and principles known 
from process models of Software Engineering [Tul89]. 
The K A D S group [WSB91] , Hickman [HKL89] and E M A [SpW91] give interesting propos-
als to construct the conceptual model. But this is done too abstract in E M A [SpW91] and in the 
life-cycle model of Hickman [HKL89] or without providing an ordering of activities [WSB91], 
[ H K L 8 9 ] . Without a formalism ([SpW91]. [WSB91]) it is not possible to describe the complex 
control flow of the model-based and incremental knowledge engineering process with its cycles of 
K B S development. 
The formal K E E P model, a D F D providing a data flow and a control flow description, is a 
good basis for describing al l the activities of the knowledge engineer. Especially the ordering of 
activities by the control flow diagram (see figure 7) was necessary for the knowledge engineer to 
know how to proceed. There exists a detailed description about the global activities and cycles of 
activities are described. Moreover, the top-down directed development of the K B S is supported 
which has been neglected in the Hickman model [HKL89] . 
Currently, several activities of the K E E P model are refined for covering the hyper model ap-
proach having been outlined i n chapter 4.5. 
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A b s t r a c t . Knowledge modelling, despite the existence of numerous techniques and 
tools, still remain an ad hoc process which is still more of an art than a science. This 
is due to the fact that there is as yet no systematic or formal theory for iL Naturally, 
it is a central goal of the Knowledge Acquisition community to make this process 
more principled. This paper presents a theoretical framework which is an extension of 
some of the current thinking about knowledge modelling, with hopefully some 
clarifications. It draws heavily from the knowledge acquisition literature; its key 
contribution is a novel combination of known techniques into some (hopefully) 
coherent framework, rather man a radical new philosophy for knowledge modelling. 
This framework has been used for several projects we have carried out for industrial 
partners; it is also me basis of a hybrid tool we intend to develop. 
1 Introduction 
It is certainly now more i n vogue to talk o f knowledge being mode l led than it being 
transferred or captured [2, 5, 9, 16, 17, 29] as it certainly " is not a substance that can be 
stored" [7]. N w a n a [22] examines some of the central metaphors in knowledge acquisition 
and suggest it is time to replace them and amend the research agenda accordingly. Perhaps, 
it is prudent at this stage to take a stance on what knowledge is. 
W e agree with Clancey that knowledge is something an observer ascribes to a human agent 
in order to describe and explain recurrent interactions the agent has wi th its environment or 
the real w o r l d [7]. H e notes that knowledge can be represented but you can never have it in 
hand; the representations on ly exist phys i ca l ly i n an observers statements, drawings, 
computer programs, silent speech, v isual izat ions, etc.; otherwise, no observation has 
occurred. It is also important to note a very important point highlighted by Clancey in an 
interview with Sandberg [26]: most researchers w o u l d say this/that is the knowledge, i n so 
do ing c la iming the representations are isomorphic to what is i n the expert's head and that 
they are funct ional ly identical . C lancey correcdy notes that they are not. T h e y are just 
mode l s open to interpretation. H e also points out that researchers have con fused 
representations (models) w i t h the phenomenon we are mode l l ing : "the map is not the 
terr i tory" . T h i s cogent argument goes to further c lar i fy the shift away i n ta lk ing f r o m 
knowledge being transferred or captured to it being modelled. 
In knowledge acquis i t ion, the result ing representations o f knowledge f a l l under two 
categories: mediating and intermediate representations. B o t h furnish the knowledge model 
for the domain i n question. K n o w l e d g e mode l l ing is seen as a necessary ac t iv i ty i n 
knowledge acquisition: this process culminates in an intermediate model which reflects (or 
is intended to reflect) the various types o f knowledge w h i c h characterise the d o m a i n 
independently o f eventual implementation considerations. It should also serve as a basis for 
m a k i n g decisions about the target system representations and reasoning strategies [1]. 
H o w e v e r , successful knowledge mode l l ing is complex and fraught w i t h d i f f i cu l t ies : it 
typical ly suffers from some major shortcomings including: 
T h e process tends to be dr iven by the intended f inal form o f the knowledge base. A s 
argued i n [22], this backwards approach puts "the cart before the horse". It is the 
nature o f the domain that should guide the knowledge model l ing process [23]; the f ina l 
form of the knowledge base should emerge from a characterisation of the domain. 
It is unprincipled: there is as yet no theory o f how to acquire human knowledge. T h e 
epistemological , cognitive and conceptual foundations o f knowledge model l ing leave 
much to be desired [4]. 
A n unfortunate result o f current unstructured approaches is that knowledge models are 
ad hoc as knowledge engineers often move too quick ly through some o f the cognit ive 
de f in i t i on and organisat ion w o r k to enter the later phases o f a cqu is i t i on and 
implementation without an adequate modelling the domain. A g a i n , this is partly due to 
the fact that the designs and functions o f many available knowledge acquisit ion tools 
were dr iven by implementat ion rather than cognit ive concerns [27]. T h i s creates 
problems for neglected area o f knowledge base maintenance w h i c h is a real issue for 
practical systems 
The motivation of this paper is to provide or work towards a more pr inc ip led approach to 
knowledge model l ing whi ch is totally domain-driven. It draws heavi ly from our work o n 
M E K A S [22, 24] but also f rom the w o r k o f many other researchers i n k n o w l e d g e 
acquisit ion. Since it is much based on other researchers' work , we seek to provide some 
clari f ication and extension to the theoretical framework. W e strive to achieve a pr inc ip led 
(not formal) basis to our mediating/intermediate representations by postulating a hypothesis 
o f knowledge mode l l ing . In so do ing , we hope to make the process less a matter o f 
inspiration than o f technique. 
2 What is Knowledge Modelling? 
It is important to start by answering this question because as [17] points out, the terms 
" k n o w l e d g e " and " m o d e l l i n g " are used w i t h dif ferent meanings i n the l i terature 
corresponding to different v iews o f knowledge acquisit ion. F igure 1 serves to i l lustrate 
what knowledge model l ing entails. Knowledge model l ing or analysis, i n our v i e w , rea l ly 
concerns the characterisation and acquisition o f the knowledge i n some domain. It is the 
first phase activity i n the construction on knowledge based systems. A s Figure 1 shows, it 
involves the iteration o f the key sub-activit ies o f e l i c i tat ion , analysis and synthesis 
culminat ing i n some intermediate representation models for the domain . The e l i c i tat ion-
analysis-feedback loop serves to emphasise the new cooperative or constructivist v i e w o f 
knowledge model l ing [16,17] . 
Knowledge Mode l l ing 
^Eucitatioi^ — ^ l Des ign & K B S 
Development 
a K B S Installation 
& Maintenance \ * P * 
Figure 1 - Phases i n K B S Development 
It should only be after such a model l ing phase that later phases o f K B S development and 
implementat ion should proceed. H o w e v e r , this paper focuses on the mediat ing and 
intermediate representations w h i c h emerge independendy o f these later stages, i.e. domain-
dr iven knowledge modell ing. 
3 Mediating & Intermediate Representations 
There are two kinds o f representations i n knowledge acquisition and they are mentioned i n 
the tide o f this paper: mediating and intermediate representations. Sometimes the terms have 
various interpretations i n the literature [2, 9] . However , though it is the case that they are 
sometimes used interchangeably i n knowledge acquisition parlance, there is a difference 
between the two; they also play different roles i n the knowledge model l ing process. Since 
the distinction is useful, we w i l l draw it i n some detail here. 
3.1 Mediating Representations 
A mediat ing representation is the major tool i n constructing a machine-independent 
statement o f the knowledge and associated background informat ion w h i c h we ca l l a 
competence model [13]. Put more s imply , it aims to provide a medium o f communication 
between the knowledge engineers) and a 'grammar' o f the expert's task ([12], page 184). 
It strives at conveying the sense o f synthesis and coming to share a s imilar perspective with 
the expert o f the domain through representations. Repertory grids w h i c h have been 
extensively used i n knowledge acquisit ion (e.g. [28]) are a good example o f a mediating 
representation. Another example is the concept map which also promotes communication 
and understanding v ia easily-learned generic knowledge representation forms. Hence , any 
representation w h i c h enhances communicat ion amongst participants i n the knowledge 
acquis it ion/model l ing process and improves their understanding o f evo lv ing a conceptual 
d o m a i n m o d e l w i l l pass as a med ia t ing representation. T h e cr i ter ia for mediat ing 
representations are [12]: 
They should be sufficiently expressive. 
They should be economical. 
• They should a id communication between a l l members o f the team, Le . help bridge the 
gap between the human participants (domain expert, knowledge engineer and users) 
and provide a means by w h i c h they can communicate independent o f l ower - leve l 
machine-oriented representations. 
• They should guide the knowledge model l ing process in a significant way. 
In addit ion to Johnson's l ist are the f o l l ow ing further attributes we consider important o f 
mediating representations: 
T h e y should help harmonise the knowledge engineer's v iew o f the given domain w i t h 
the expert's perspective, i .e. harmonising their mental models as they can not just be 
m e r g e d together [25]; this also supports M o r i k ' s [16] construct iv ist v i e w o f 
knowledge . 
• T h e should be "easi ly readable by those not invo lved i n the or ig inal development 
programme" ([8], page 34). T h i s is c ruc ia l since executable knowledge bases "are 
se ldom organised from the perspective o f humans, but rather for the convenience o f 
representation and reasoning mechanisms o f performance environments: hence, the 
design of mediating representations is optimised for human insight rather than machine 
e f f i c i ency" [3]. In this way , they cou ld facilitate maintenance and explanation by 
enabl ing the system's eventual users to explore the conceptual or abstract d o m a i n 
structure without resorting to any low- level representations, eg C or L i s p code [10]. 
T h e y should have the potential to evolve/transform to (or map to) intermediate 
representations. 
T h e y should be domain-driven: there must be a rationale for their use and they should 
definitely not driven by lower-level implementation concerns. 
G raph i ca l mediating representations should possibly be preferred to, say, text i f they 
c o u l d be made less ambiguous: a picture is sometimes worth a thousand words . 
H o w e v e r , though the c l a i m that graphical representations are more comprehensible 
have been made by several people i n knowledge acquisition (egs [18,30]) there is s t i l l 
not as yet an adequate psychological basis for this. However , we have a hunch that 
they are. 
Further examples includes F o r d et al's I C O N K A T [9] wh i ch exploits repertory grids and 
concept maps i n a synergistic fashion. Johnson's [12] personal preference w h i c h she has 
used extensively i n her interviews are for systemic grammar networks ( S G N s ) . 
3.2 I n t e r m e d i a t e R e p r e s e n t a t i o n s 
A n intermediate representation is a representation " w h i c h only exists between f l ank ing 
representations and is bound to them by clearly defined projection rules w h i c h map one 
representation to the next" ([12], page 184). They are necessary because o f the fo l lowing : 
The gap between mediating representations and code is so wide that it needs to be 
bridged. 
They facilitate the integration of knowledge acquisition and performance systems as 
w e l l as a l l ow rap id feedback, dynamic analysis and ver i f i cat ion throughout the 
development process [15]. Figure 2 adapted from [3] elucidates the essential difference 
between intermediate and mediating representations. 
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Figure 2 - Mediat ing & Intermediate Representations 
Intermediate representations need to be capable o f integrating the diverse perspectives 
of the variety o f mediating representations and help bridge the gap between the human 
partic ipants and the imp lementa t i on f o r m a l i s m requ i red o f the per formance 
environment. 
T h e intermediate representation w o u l d usual ly contain an integrated v i ew o f different 
k n o w l e d g e types: concepts and concept def init ions , causal relat ionships, funct ional 
dependencies, causal models, heuristics, l ist o f previous cases, etc. These may/may not be 
at different levels o f abstraction. 
4 A Hypothesis/Framework for Knowledge Modelling 
Figure 3 is a detailed elaboration o f the first phase of F igure 1 wh i ch attempts to structure 
the notoriously dif f icult and ad hoc domain model l ing phase o f knowledge based systems 
development. 
In so doing, it is an attempt to provide a hypothesis o f knowledge model l ing as w e l l as a 
pr inc ip led basis for constructing more structured domain modelling/characterisation tools. 
T h i s hypothesis draws mainly from experiences o f knowledge model l ing exercises we have 
earned out ourselves, but also from work o f other researchers referenced i n this paper. The 
lack o f a systematic or more formal theory o f knowledge model l ing makes such an exercise 
e v e n more c ruc ia l to do. K n o w l e d g e m o d e l l i n g is be ing done d a i l y by k n o w l e d g e 
engineers; hence, there is a pragmatic need for systemising the process. This paper could be 
seen as proposing pre l iminary heuristics to facilitate the analysis o f a domain and later 
synthesis o f intermediate representations to provide the knowledge model for the domain . 
O f course, this proposal is open to debate. 
Essent ia l l y , a knowledge engineer is g i ven a domain to mode l (normal ly , though not 
a lways w i th the assistance o f some expert) w i th a v i e w o f y ie ld ing a set o f intermediate 
representations w h i c h together comprise the domain mode l . The knowledge engineer 
interviews the expert and they communicate and come to share a similar perspective [25] v ia 
suitable mediating representations such as concept maps, hierarchies, etc. However , as any 
knowledge engineer w i l l te l l you the el ic i tat ion (interviewing) and analysis processes are 
c lose ly intertwined. F o r completeness sake, we define el ic i tat ion to be the process o f 
obtaining knowledge from an expert to produce what may be ca l led the 'raw data'; these 
can exhibi t a h igh or l o w degree o f organisation depending on the technique used [6]. 
A n a l y s i s refers to the process o f organising this raw data gained from experts (but also 
f r o m literature, manuals, journals , v ideo tapes and other sources, eg examples) into a 
coherent unambiguous structure for the domain. 
A s F igure 3 illustrates, there are several el ic itation techniques i n the literature w h i c h the 
knowledge engineer can use. S imi lar ly , there are also domain analysis techniques. F o r the 
latter, we have proposed some basic facets that we believe characterise most domains 
i n c l u d i n g : it has a lex icon /g lossary , a history , a theory, a metatheory, some basic 
metaphors, relations to other domains, a structure and purpose [24]. W e w o u l d use these in 
this paper, as we have done several projects for industrial partners, as top-level analyt ical 
primitives which help knowledge engineers to analyse a domain. 
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Figure 3 - Structuring the Knowledge Mode l l ing Process 
A key point to note is that both the analysis and el ic i tat ion processes y i e l d different 
knowledge types, i .e. knowledge represented i n different forms. These knowledge types 
are mediat ing representations unt i l they are transformed (or evolved) to intermediate 
representations. C lear ly , depending on the knowledge elicitation technique one uses, one 
gets a different knowledge type. F o r example, laddering w i l l y i e l d hierarchies (trees) whi le 
repertory grids y i e ld facts and heuristics. However , analysis should have revealed a priori 
that the domain is hierarchical i n nature before laddering is used; the idea here being there 
must be rationale for choosing the el ic i tat ion technique i n the f irst place . A n a l y s i s , 
s imi lar ly , w i l l y i e l d different knowledge types depending o n the top- level ana lyt i ca l 
pr imit ive being considered. F o r example, the lexicon/glossary is just a l ist , whi le structure 
w i l l y i e ld diagrams, pictures, etc. The key point to emphasise here is a l l the representations 
being generated are d o m a i n - d r i v e n , evolving either from considerations of the analysis 
and/or elicitation processes. 
Often these various mediating representation knowledge types evolve/transform naturally to 
intermediate representations. However , sometimes they can map to several intermediate 
knowledge representations: hence the l ibrary from w h i c h a choice o f intermediate 
representations can be made. T h e set o f resul t ing intermediate representations are 
synthesized at possibly different levels o f abstraction to provide the domain model . Clear ly , 
a hypertext-based tool w i l l be invaluable here. 
C u l l i n g from our experiences and from the literature, mediat ing representations (which 
subsume a l l the knowledge types) include concept maps, repertory grids , systemic 
grammar networks ( S G N s ) , annotations, part ia l ly complete f l ow charts & diagrams, 
partially complete attribute & a-kind-of (AKO) l ists, (concept) hierarchies, incomplete lists 
& tables, partial causal networks, equations, incomplete procedures and so forth. 
Intermediate representations w h i c h we have produced have inc luded structured engl ish 
(evolved from annotations), heuristics (elicited or evo lved from repertory grids) , f l o w 
charts, diagrams, task decomposition trees (evolved from hierarchies or repertory grids) , 
domain/sub-domain perspective diagrams showing the boundaries o f the domain (evolved 
from concept maps) , l ists , tables, equations, pictures, glossary, event diagrams/charts, 
concept attribute l ists, A K O l ists, causal networks, annotations, etc. The domain models 
consists o f these. 
There are thus a plethora o f mediating and intermediate knowledge representations. Clear ly 
what is n o w m i s s i n g is some informat ion o f when and where to use the var ious 
representations; N w a n a et al. (1991) identified this as one o f the problems wi th knowledge 
model l ing . In the absence o f a good and formal theory to knowledge acquisit ion, we can 
only provide some heuristics gleaned from our experiences or from the literature. These 
f o l l ow . 
4.1 Mediating Representations for Analysis Techniques 
It has been mentioned that Paton et al. [24] have proposed some top-level characteristics 
(knowledge types) to look for i n domains; their bases is explained i n the paper. Table 1 
attempts to highlight suggested/associated mediating representations. Whether or not one 
agrees w i t h our proposal here is less relevant than the central idea that analysis/elicitation 
suggests 'natural 1 mediating representations to use. 
Knowledge Type M e d i a t i n g 
R e p r e s e n t a t i o n ( s ) 
STRUCTURE: Concept maps 
[ Parts 
Relations 
Organisation ] 
SGNs 
Diagrams/Pictures 
P a r t i a l attribute l i s t s 
P a r t i a l AKO l i s t s 
PURPOSE: 
[ Goals (objectives) 
Tasks (to meet objectives) 
Inference Knowledge 
Strategic Knowledge ] 
Goal hierarchies 
Task hierarchies 
P a r t i a l goal/task annotations 
P a r t i a l Causal Networks 
P a r t i a l flow charts 
Incomplete procedures 
THEORY: 
[ Sub Theories ] 
Annotations 
Equations 
Formulae 
HISTORY: Annotations 
METAPHORS/ANALOGIES: 
[ Global and main ones including: 
Ontological metaphors 
Functional metaphors 
Structural metaphors ] 
Annotations 
Tables 
RELATION TO OTHER DOMAINS: P a r t i a l L i s t s 
Concept maps 
LEXICON/GLOSSARY Incomplete L i s t s 
Incomplete Tables 
Table 1 - Mediat ing Representations for Analys is Process 
4.2 Mediating Representations for Elicitation Techniques 
Table 2 s imi lar ly attempts to capture mediating representations w h i c h result 'naturally' 
through the use o f various knowledge el icitation techniques. Th i s section draws mosdy 
from the literature [6, 11, 14, 2 1 , 30]. O f course, we do not c l a i m to have used a l l these 
techniques i n our work: for example, we have never found the need to use twenty questions 
or multi-dimensional scaling. 
E l i c . Tech. 
INTERVIEW 
Unstructured 
Knowledge Types Use When 
Generally h i g h - l e v e l 
S t o r i e s h i g h l i g h t i n g 
e.g. h i s t o r y , metaphors 
t h e o r i e s , layouts 
r e l a t e d other domains (R.o.d) 
Ea r l y sessions 
Med.Representation/a 
H i s t o r y : annotations 
Metaphors: l i s t s / t a b l e s 
Theories: annotations 
R.o.d: concept maps 
Pictures/diagrams 
Structured Conceptual-factual 
y i e l d i n g parts, 
r e l a t i o n s , tasks 
strategy, inference, 
organisation, goals 
h e u r i s t i c s 
Middle sessions, 
Seeking advice, 
Determining 
interconnections 
Concept maps, SGNs 
Part diagrams/pictures 
Task h i e r a r c h i e s 
Goal h i e r a r c h i e s 
Part goal/task annotation 
P a r t i a l AKO l i s t s 
P a r t i a l a t t r i b u t e l i s t s 
P a r t i a l causal networks 
P a r t i a l flow charts 
Incomplete procedures 
Factual-low g r a i n s i z e Middle sessions S i m i l a r t o Structured 
interview 
Teachback N/A V e r i f y i n g stage 
F i n a l session 
N/A 
TASK EXECUTION 
Protocol Analysis Factual/declarative 
procedural/script 
S t r a t e g i c / h e u r i s t i c 
Inference 
Procedural, 
Non-verbalisable 
knowledge 
Incomplete procedures 
Flow charts 
Also as i n Structured 
interviewing above 
Induction Rules of thumb 
Facts 
S i g n i f i c a n t amount 
of case h i s t o r i e s / 
records 
Rules of thumb 
Inference rules 
FORMALISED 
Laddering Hierarchies 
Repertory Grids Relational, f a c t u a l 
Hierarchy 'seen' 
Cataloguing 
categories 
Domains with small 
number of fac t s 
Ascertain a t t r i b u t e s 
of concepts 
Concepts hierarchy 
Task decomposition 
hierarchy 
Goals hierarchy 
Un-v e r i f i e d H e u r i s t i c s 
P a r t i a l a t t r i b u t e s l i s t s 
Card Sort Conceptual structure Early sessions 
Determining 
interconnections 
Concept maps 
P a r t i a l a t t r i b u t e l i s t s 
Twenty Questions Factual, procedural 
He u r i s t i c , s t r a t e g i c 
inference 
Procedural, f a c t u a l 
s t r a t e g i c Knowledge 
Multi-dimensional Conceptual Structure 
S c a l i n g 
S i m i l a r i t y of 
concepts needed 
Concept maps 
Prototype Review N/A Prototype a v a i l a b l e N/A 
Table 2 - Mediat ing Representations for Elicitation Techniques 
4.3 F r o m Mediating Representations to Intermediate Representations 
O n e o f our criteria for mediating representations is that they should have the potential to 
evo lve / t ransform to (or map to) intermediate representations. O f ten , the med ia t ing 
representation evolves naturally into an intermediate representation as we cycle through the 
iterations o f knowledge model l ing. However , there are cases when this is not the case and 
there are several possible choices o f intermediate representations. C u l l i n g from our 
experience, Table 3 illustrates the evolutions/mappings that exist between mediating and 
intermediate representations. This is by no means ideal, but it however captures our v iew of 
the sometimes subde distinction between mediating and intermediate representations; it is no 
wonder that the two terms are used interchangeably i n knowledge acquisit ion parlance. 
Some may consider this too vague to be convinc ing , but it does provide a starting point for 
debate which may further clarify it. 
M e d i a t i n g R e p r e s e n t a t i o n 
R e p r e s e n t a t i o n ( s ) 
Concept maps 
Repertory grids 
Systemic grammar networks 
Incomplete Annotations 
P a r t i a l l y complete flow charts 
P a r t i a l l y complete diagrams 
Incomplete l i s t s 
Incomplete tables 
Incomplete attribute l i s t s 
Incomplete AKO l i s t s 
Incomplete causal networks 
Equations 
Formulae 
Incomplete task hierarchies 
Incomplete goal hierarchies 
Un-verified Heuristics 
Incomplete/Unverified procedures 
P a r t i a l l y complete lexicon 
Incomplete glossary 
I n t e r m e d i a t e 
Expert's perspective diagrams 
of domain showing bounds 
Concept-relationship diagrams 
Event diagrams 
Rules/Heuristics 
Structured english 
Facts 
Hierarchies 
Complete Annotations 
Structured English 
Complete Flowcharts 
Complete diagrams 
Complete l i s t s 
Complete tables 
Complete concept attribute l i s t s 
Complete concept AKO l i s t s 
Complete causal networks 
Equations 
Formulae 
Complete task hierarchies 
Complete goal hierarchies 
V e r i f i e d h e uristics 
Complete/verified procedures 
Structured English 
F u l l lexicon 
F u l l glossary 
Table 3 - Evolving/Transforming Mediating Representations to Intermediate 
Representations 
Naturally, the word 'complete* which occurs many times i n Table 3 is relative. 
5 Conclusions: Towards a Tool for Domain Modelling 
Sect ion 4 has presented a hypothesis for domain model l ing . Some o f the latter section's 
contents may look tr iv ia l because it is what knowledge engineers do every day. However , 
this is the whole point. I f it is not, then how comes we keep on hearing/reading about the 
knowledge acquisition "bottleneck" (we w i l l prefer to refer to it as the knowledge modell ing 
problem)? The lack of a more formal theory to knowledge modell ing leaves us in a situation 
where a l l we have is a bag of elicitation techniques and tools and with litde guidance o f their 
usage. The fact is knowledge acquisition sti l l remains much o f an art which comes naturally 
to the gifted knowledge engineers. T o be engineering, it needs to become more discipl ined -
less an art than a science, ak in to the development o f conventional software engineering 
techniques. Th is is necessary i n order to train new knowledge engineers, to construct more 
maintainable knowledge based systems ( K B S s ) , to facilitate their routine development, to 
i m p r o v e their qual i ty , etc. That is our k e y mot ivat i on for t ry ing to structure the 
unstructured, ie. s tr iv ing to articulate what we believe comprises successful knowledge 
m o d e l l i n g w h i c h so far is undeniably an intractable prob lem despite the existence o f 
numerous tools and techniques. W e have also attempted to p u l l together the efforts o f many 
researchers into what we believe is a plausible framework for knowledge model l ing . F o r 
l a c k o f space, we cou ld not include conclusive examples o f our usage o f this framework 
w i t h so far encouraging results. W e would appreciate the comments o f other researchers 
w h o f ind it useful. 
W e also believe our proposal/hypothesis forms the basis for a hybr id tool for knowledge 
mode l l ing . So far, we envisage a hypertext-based and/or C A S E tool wh i ch wou ld capture 
a l l aspects o f our hypothesis o f Figure 3. However , the tool wou ld also consists o f various 
diagrammatic aids, faci l it ies for structuring text, annotating and so forth. It w i l l enable 
k n o w l e d g e engineers to keep track o f their actions when carry ing out k n o w l e d g e 
m o d e l l i n g , to document a l l that goes on at this v i ta l phase o f K B S development. W e 
envisage the tool being used i n both off-line and online mode depending on what cyc le the 
knowledge engineer has reached i n his iterative cyc le . F o r example, in i t i a l l y , the early 
unstructured interviews may cou ld be model led using the tool o f f - l ine (i.e. expert not 
present in this context), whi le later structured sessions could use the tool online (i.e. expert 
present). 
W e also strive to keep our intermediate representations total ly independent o f a l l 
implementation concerns. In this way, we hope to avoid shoe-horning a domain into some 
(set of) representations. W e believe this to be the one o f the central problems i n knowledge 
m o d e l l i n g [22]: the fact that most knowledge acquisit ion tools/techniques are dr iven by 
implementation concerns rather than by the nature of the domain [27, 32]. The fact that we 
have carried out several domain model l ing exercises without a v iew to developing K B S s 
d i d help us i n this goal . It actually emerged that some o f the industr ia l domains we 
mode l l ed were not feasible/suitable for K B S development thereby saving the costs o f a 
possible fai led project. 
I n a d d i t i o n , a d o m a i n m o d e l c o u l d be r e l a t i v e l y e a s i l y t r a n s f o r m e d i n t o 
designs/implementation. The reader is also referred at this juncture to Wetter^ interesting 
w o r k [31] wh i ch attempts to direcdy identify intermediate representations by formal is ing 
K A D S ' s conceptual models. In fact, one of the anonymous reviewers for this paper points 
out that K A D S ' s v iew o f model l ing [5] can be mapped onto Figure 3: the conceptual model 
( for in terac t i on between k n o w l e d g e engineer and expert) u s i n g the m e d i a t i n g 
representations and the K A D S design models us ing the intermediate models . W e are 
pleased wi th this comment because we have stated before i n [22] that our approach largely 
complements K A D S . H o w e v e r , f rom our experience, there exists a c o n t i n u u m o f 
representations ranging f rom mediat ing representations at one end v i a intermediate 
representations in the middle to machine representations at the other end. F o r example 
consider the fo l lowing: 
c o n c e p t m a p s - > p e r s p e c t i v e d i a g r a m s -> s e m a n t i c n e t w o r k s - > c o n c e p t u a l g r a p h s -> 
p r e d i c a t e c a l c u l u s -> P R O L O G 
c o n c e p t m a p s -> c o n c e p t - r e l a t i o n s h i p d i a g r a m s -> s e m a n t i c n e t w o r k s -> c o n c e p t u a l 
g r a p h s -> p r e d i c a t e c a l c u l u s 
c o n c e p t m a p s - > e v e n t d i a g r a m s -> t e m p o r a l s e m a n t i c n e t s / o b j e c t s 
I n c o m p l e t e f l o w c h a r t s - > C o m p l e t e f l o w c h a r t s -> P r o c e d u r e s ( A l g o r i t h m s ) 
r e p e r t o r y g r i d s -> f a c t s -> k n o w l e d g e b a s e f a c t s 
r e p e r t o r y g r i d s -> h e u r i s t i c s -> k n o w l e d g e b a s e r u l e s 
I n c o m p l e t e a t t r i b u t e l i s t s -> C o n c e p t a t t r i b u t e l i s t s -> O b j e c t s / F r a m e s 
I n c o m p l e t e AKO l i s t s -> C o n c e p t A K O l i s t s - > O b j e c t s / I n s t a n c e s / I n h e r i t a n c e h i e r a r c h i e s 
c o n c e p t m a p s - > c a u s a l n e t w o r k s - > i n f e r e n c e n e t w o r k s 
I n c o m p l e t e t a s k h i e r a r c h i e s -> C o m p l e t e t a s k h i e r a r c h i e s - > g e n e r i c t a s k s m o d e l s 
(KADS) 
In summary, we envisage the proposed tool to characterise/model domains w i l l go some 
way i n addressing some o f the key problems w i t h knowledge m o d e l l i n g w h i c h we 
highlighted in [22]. They included: 
D e v e l o p i n g techniques to enable the expert(s) and the knowledge engineer(s) to 
harmonise their mental models as suggested by Recogze i & Plant inga [25]. (The 
recognition that this is even desirable is important). 
• P r o v i d i n g techniques o f analysing a problem domain so as to reveal what e l ic i tat ion 
techniques/tools to use when so as to address the mismatch problem. 
Deve l op techniques to navigate and make sense of the sheer mass o f in format ion 
involved in knowledge acquisition. 
Lett ing the nature of the domain guide the knowledge acquisition process [3]; the f ina l 
f o rm o f the knowledge base should emerge from the mode l o f the domain . T h i s is 
possible since our framework is pr inc ipal ly analysis , and hence domain-dr iven : a l l 
mediating representations result from considerations o f analysis/elicitation decisions. 
Structured the knowledge modell ing process so that knowledge engineers do not move 
too quickly through some of the cognitive definition and organisation work to enter the 
later phases of acquisition and implementation without an adequate specificationsfmodel 
o f the domain. This has partly been due to the fact that the designs and functions o f 
many available knowledge acquisition tools were driven by implementation rather than 
cognitive concerns [27]. This creates problems for neglected area o f knowledge base 
maintenance which is a real issue for practical systems. 
• E v o l v i n g a pragmatic theory o f knowledge modell ing as the epistemological, cognitive 
and conceptual foundations o f knowledge acquisition leave much to be desired [2]. 
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De Bono's Thinking Tools 
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Abstrac t . Much attention in knowledge acquisition has been directed at the 
question "What is Knowledge?". In this paper, we discuss a related question, 
which we consider to be of equal importance, namely "What is Thinking?**. We 
present a definition of thinking that emphasizes the importance of arriving at 
new arrangements of knowledge, and discuss how having knowledge about 
something can be used to avoid thinking. Given this view, it is clear that 
stimulating an expert to think about the domain can provide more detailed 
knowledge about both the domain and about the expert himself. We have taken 
one of De Bono's thinking tools, the PMI (plus - minus - interesting) and built a 
knowledge elicitation tool for use in a domain where the expert's responses are 
likely to be based on unquestioned judgements. The tool requires the expert to 
think about the domain in ways that he is perhaps not used to, and the 
information elicited from this exercise gives an insight into the judgement 
policies of the expert. This, in turn, is of use when applying the knowledge, 
particularly where the resolution of conflicts becomes necessary. 
1 Introduction 
The problems of engineering knowledge-based systems inevitably beg the question "What 
is knowledge?" . M a n y approaches to knowledge acquisition have arisen based on various 
perspectives on the nature of knowledge (see Boose 1989 for a survey), and experience 
w i th these has lead to a growing realisation that knowledge is not some objective essence 
to be mined and refined. Rather, knowledge seems to change its shape depending both on 
the task to which it is applied and the social setting. A n extreme version of this view is 
expounded by W i n o g r a d & Flores (1986), who suggest that knowledge is soc ia l ly 
constructed, and that it is i n the act o f communication that knowledge gets formulated. 
The task o f knowledge engineering then is to construct plausible domain models with 
the help of the expert. This involves stimulating the expert's thinking in order to discover 
h o w the knowledge is used. In this paper we examine the hypothesis that the use of de 
B o n o ' s thinking tools i n knowledge elicitation should prove advantageous i n two main 
ways : they should al low a finer granularity o f knowledge to be elicited; and they should 
help to characterise an expert, enabling better comparison between experts. 
2 Background Work 
Knowledge elicitation and knowledge representation have long been regarded as the bottie-
neck i n bu i ld ing intelligent systems. The human expert cannot be treated as part o f a 
machine , which means that psychological and sociological factors must be taken into 
consideration. T h i s makes knowledge el ic itation di f f icult and t ime-consuming. Three 
interconnected problems are involved: 
1. T h e nature of the knowledge el ic i ted: i t has long been recognised that expert 
behaviour is not necessarily open to introspection, and that the knowledge used by 
the expert is compiled, and cannot be broken down into consecutive, neady fitting 
chunks (du Boulay & Ross 1991). 
2. T h e method of e l i c i t ing the knowledge: the type and quality of the knowledge 
acquired varies according to the elicitation technique, so that the availabi l i ty o f a 
range of techniques is desirable. 
3. Con f l i c t resolution: one cannot overlook the fact that the information an expert gives 
is coloured by his special interests in a domain, hence that knowledge needs to be 
el icited from more than one expert in order to cover the domain evenly. This i n turn 
generates its own problems. 
S i m i l a r problems also apply to users of a knowledge-based system: introspecting their 
requirements might be as dif f icult for the users as introspection of knowledge is for the 
experts, for very much the same reasons. Users o f the system w i l l also have special 
interests i n the domain which might be different from the ones embodied in the system. In 
fact we are concerned with domains where there is no real distinction between experts and 
users. I f the domain involves questions of subjective judgement, then the user might have 
just as much c la im to "knowledge" as the expert. 
2.1 Knowledge and the Interview 
The most general elicitation technique is the interview. However , interviews are by no 
means t r i v i a l to conduct, nor is the data gathered from an interview always easy to 
analyse. The interview is made up of many different - possibly interfering - relationships: 
• between expert and question: the expert might find the question threatening because it 
concerns an area of the domain in which he is not so hot; 
• between interviewer and question: the interviewer might be personally interested i n 
this ; 
• between interviewer and expert: differences o f race, sex, class and age a l l might matter 
here; 
• between interviewer and answer: does the interviewer understand the answer? Is it a 
matter of the interviewer being satisfied with the answer or not?; 
• between expert and answer: where 'answer' needs to be read as 'knowledge'. 
LaFrance (1988) addresses the issue of knowledge being mult i -modal , and makes use o f 
the fact that different types of question elicit different forms o f knowledge. Her knowledge 
acquisition grid organises knowledge and questions as "separate but interact ing 
dimensions" ( L a France 1988, p.85). The "Types o f Question"-dimension ranges from the 
open-ended to increasingly more specif ic and directed questions; the " F o r m s o f 
Knowledge"-dimension ranges from more declarative ("what") to more procedural ("how") 
types of knowledge. 
G a m m a c k & Y o u n g (1985) justify the need for the "deeper" knowledge of the expert 
(beyond empir ical rules) and hence of a more complex knowledge structure for expert 
systems, and also focus on a variety of methods for the elicitation of the different kinds o f 
expert knowledge, but they admit that identifying some broad categories of knowledge can 
be done only for restricted domains. 
There is merit in having a number of different question types, but it is hard to see 
how, i n the process o f an interview, the engineer can decide on the question type, as 
"...questions cannot only extract content but can fo l low it as w e l l " ( L a France 1988, p. 
89). A certain type of question does not necessarily guarantee a certain form of knowledge 
as a response, hence the information elicited by a question w o u l d need to be analysed 
before deciding on the type of the next question. The G r i d may have its passive use, for 
decoding transcripts of interviews. 
W h i l s t traversal of the G r i d might be interesting for the expert, it is extremely 
demanding on the engineer. Further, it has been found that the relationship between 
question to be asked and question asked is not straightforward. Greenwel l (1990) refers to 
Brenner (1982) as reporting that interviewers altered one third of the questions during the 
interview. This throws doubt on the usefulness of linear traversal o f the grid. 
LaFrance does admit that how the G r i d is used (linear fashion or cyc l i ca l fashion) 
depends on the needs of different expert system teams, and that the use of the grid is a sk i l l 
wh i ch engineers need to be trained for. However, DeLamater (1982) has found that "Us ing 
w e l l trained interviewers ... [is] ...not related to responses they obtain" (DeLamater 1982, 
p. 37). H e found that characteristics o f respondents generate a greater difference of 
responses than question types. 
2 . 2 K n o w l e d g e a n d C o n f l i c t 
Shaw (1980; 1981) is concerned with conflicts not just between two or more experts, but 
w i t h i n a single expert. Her work is based on K e l l y ' s Personal Construct Theory ( K e l l y 
1955) which holds that a person is made up of several sub-personalities, and that at any 
one moment, we might be operating with one of those sub-personalities. Furthermore, 
any communicat ion act might be addressed not to another person, but to some sub-
personality of this other person. 
A s a consequence of this Shaw identifies three aspects o f conversation: 
1. between sub-personalities o f one person 
2. between two sub-personalities, each of a different person 
3. i n a group of persons, which constitutes one or more sub-personalities. 
Hence "adequate communion is dependent on the recognition and acceptance of difference 
both within and between people" (Shaw 1981, p. 132). 
In Personal Construct Theory, a role, or sub-personality " impl ies a particular way of 
construing" (Shaw 1981, p. 129). This amounts to a particular conceptual system, and 
knowledge is treated as a widely shared and particularly significant conceptual system, 
seemingly "having an existence virtual ly independent o f their carriers" . This makes 
repertory gr id methodologies based on personal construct psychology ideal for the 
e l ic i tat ion and analysis o f information from experts. The repertory gr id is used as a 
conversational tool , or feedback device, relating to a l l aspects o f conversation identified 
above. The tool takes over the tedious parts of the task of elicitation - hence the programs 
embody "content-free conversational algorithms" (Shaw 1980, p. 148). Shaw's tools do 
not force an analysis , and feedback facil ities enable the user to change or el iminate 
constructs at any stage in the elicitation process. 
In addition to el ic it ing the constructs and bui lding the repertory grids, Shaw & Gaines 
(1988) compare and match grids, extract equivalences, measure similarities and highlight 
differences between grids to promote understanding between people and within individuals 
themselves. The tool S O C I O extends personal construct theory to knowledge acquisition. 
It uses the repertory gr id not only for deriving conceptual systems but also for der iv ing 
relations between conceptual systems, of which four are identified: 
consensus - between experts' views as a basis for communication. 
correspondence - different terminology for shared concepts; a basis for mutual under-
standing. 
confl ict - same terminology for different concepts. 
contrast - different terminology for different concepts; highlights di f f icult ies for 
understanding. 
S O C I O analyses and classifies the differences between conceptual systems. The derivation 
is entirely algorithmic, and there is no pressure on experts to reach consensus. 
C r i t i c s o f personal construct theory c la im that it is very t ime-consuming, that it 
might intimidate the expert, and that Shaw & Gaines have not made it clear how the data 
is go ing to be used as the basis o f a knowledge base. Greenwel l (1990) concludes that 
"repertory grids have their place in knowledge engineering when the need arises in domains 
i n w h i c h the conceptual structure is complex, l imi ted in scope and without a c lear 
nomenclature" (p. 55). 
Cer ta in ly , personal construct theory is more appropriate and yie lds more useful 
information in some specific situations than others, i.e. in c l in i ca l psychology where the 
c l ient voluntarily takes part in construct derivation as s/he has a vested interest to get to 
k n o w their own various perspectives on the world . However, in knowledge acquisition, it 
is the knowledge engineer first and foremost who is interested i n the expert's constructs, 
not the expert, and it is not certain whether experts are l i k e l y to be convinced of the 
usefulness of opening up the cabaret o f their sub-personalities to the engineer. B u t 
without the co-operation of the expert, nothing would be gained, as Shaw & Gaines 
restrict themselves to the personal construct theory. 
2 . 3 C o n f l i c t R e s o l u t i o n 
W h i l s t Shaw & Gaines emphasise identification o f conflict, Easterbrook (1991) focuses 
on encouraging conf l i c t and the prov i s i on of product ive resolution methods. B y 
emphasizing collaborative resolution methods, such as education and negotiation, confl ict 
is harnessed to explore the issues and assumptions underlying the experts' contributions. 
In this approach, a conflict is s imply a "difference that matters". A l l different viewpoints 
are elicited, modelled and compared enabling differences to be captured and correspondences 
to be established. The comparison is intended to be exploratory, although it might offer 
some conflict resolution which might or might not be used. The support tool , Synoptic , 
provides mainly guidance through exploration of conflict, identification o f conflict issues, 
generation of conflict resolution and evaluation of resolutions. Thus the f inal decision on 
the choice of a resolution happens in the final phase of the process. 
T h e mode l described i n Easterbrook (1991) relates ma in ly to requirements 
specification in systems analysis, where inevitably, information has to be gained from 
more than one person, and where each person's views might offer a different perspective of 
the function of the system to be built . It is an area where clashes occur between the needs 
of different groups of people within the organisation and where it is essential that none of 
the most important needs of any group should be compromised. W h i l e this requirement 
may be more acute in requirements specification, it is in essence the same requirement 
w h i c h has to be met in knowledge elicitation. 
2 . 4 S u m m a r y 
LaFrance ' s method treats the expert as a reactive system which can be prompted wi th 
questions and w i l l come out with answers, and in this spirit she assumes that feeding it 
different question types w i l l make it come out with different types of knowledge. Th i s 
puts the emphasis on the external process, on what goes into the system (the questions), 
and what comes out of it; what goes on between the expert and the knowledge engineer, 
but not what goes on within the expert himself . Whi l s t Shaw and Gaines do take into 
account the psycholog ica l make-up of the expert, they employ a method w h i c h is 
pr imari ly designed to get information about the expert himself, not about a domain. 
The notion of encouraging conflict and then providing co-operative conflict resolution 
methods is a positive step forward. I f knowledge is a social construct then the social 
context needs to be explored. Instead of maintaining a consensus, the different perspectives 
o f various experts need to be captured and explored. The process of comparing conflicting 
perspectives then provides a productive focus for the exploration of the finer details o f the 
expert 's thinking. The comparisons reveal important information about the perspectives 
each expert takes, including hidden assumptions, and the relative importance attached to 
various issues. 
A l though various l imi ted confl ict resolution techniques have been proposed, these 
have yet to be integrated into knowledge acquisition methodologies. The model described 
i n Easterbrook (1991) is l i m i t e d i n the sense that it leaves many questions s t i l l 
unanswered. In particular, it shares a fundamental f law with a l l the techniques we have 
described: although it is assumed that the expert is a thinking being, there has been l itde 
consideration of what exactly this means - that i s , the models take thinking for granted. 
W e suggest that a fourth problem needs to be added to the list given at the beginning of 
this section, namely, " th inking" . 
3 What is "Thinking"? 
I f w e are to define knowledge elicitation as getting information from a thinking subject, 
then the two crucial terms i n this domain are knowledge and thinking. W e shall attempt to 
define these terms: 
F i r s d y , we w i l l adopt a Wittgensteinian definition of knowledge, which amounts to 
knowledge being a matter of making a judgement about the truth of something. A n y such 
judgement needs to be backed up by evidence, where such evidence is objective and 
p u b l i c l y examinable. However , the judgement i tsel f is subjective and does not say 
anything about the fact judged - it is merely " a characteristic o f the manner in w h i c h I 
make judgements" (Wittgenstein 1984, para 149, page 47 - our translation). T h i s means 
that the judgement says something about the person who is making it - a fact which this 
project exploits. 
Definitions of thinking are harder to come by, as it is thinking behaviour, rather than 
the thinking process itself which has received the attention. D e Bono regards thinking as a 
s k i l l w h i c h can be learned, and hence can be done profic iendy or badly, and that some 
ways o f thinking are more profitable than others. W e regard thinking as a k i n d o f mental 
orienteering, which is best done with the help o f tools. D e B o n o claims that traditional 
tools have led our thinking into r ig id patterns and recommends attention directing tools to 
break those habitual and restricting patterns. 
O u r assumption is that the application of de Bono ' s thinking tools have a place here, 
and our enquiry starts with two hypotheses: 
1. The application o f different thinking patterns by the expert should in some way affect 
the information given by h i m . What exacdy is to be expected has not been defined 
a pr ior i , but we anticipate that the information should be of a finer grain than it 
w o u l d otherwise be, as the appl icat ion o f different th inking patterns should 
encourage the expert to consider different aspects o f the subject. 
2. The information gathered would not only say something about the domain, but about 
the expert, too - a fact which can be exploited in knowledge acquisition. 
3 . 1 D e B o n o o n T h i n k i n g a n d C o n f l i c t 
In his Letters to Thinkers de B o n o writes: " T h i n k i n g is our way of mov ing from one 
arrangement of knowledge to a better one." (De B o n o 1988, p26). Tak ing this def init ion 
l i teral ly means that " i f we had complete information in a situation then we w o u l d not 
have to think" (ibid. p26). A corollary of the definit ion is the paradox that "we might 
make better use of (the) information by not knowing about i t " (ibid. p28). K n o w i n g about 
something means having a specific arrangement o f knowledge about something. T h i n k i n g 
about something is arranging the knowledge about that something in a specific way . 
L o o k i n g at a l l the information is looking at the domain v ia that specific arrangement 
T h i s v i e w of knowledge and th ink ing has some interesting impl i cat ions . F o r 
example, i f the knowledge claims authority in the domain, then we w i l l not try to move 
to a better arrangement o f knowledge, or to our own - we w i l l not have to think. T h i s 
corresponds to Heidegger's notion of blindness (Winograd & Flores 1986): the patterns o f 
knowledge and the abstractions that we use to get by in everyday l i fe b l ind us to other 
possibi l i t ies . D e B o n o suggests that it is better to have just enough information to be 
able to develop our own ideas about something, and then to look at the information in our 
own way. This gives thinking a chance to find new ways before being forced or tempted 
into the o ld concepts. 
Conf l i c ts between people often arise because people insist on their own arrangement 
o f knowledge about something. This is the thinking style de Bono cal ls " smal l c i rc le 
Tightness" (De B o n o 1988, p22) w h i c h only leads to further entrenchment o f the 
confl icting parties within their position, de Bono has long been the advocate for a different 
style o f thinking - lateral thinking - which is creative, as opposed to analytic th inking 
whi ch is r i g i d and uses logic as its only resource, resulting in " smal l c ircle Tightness". 
The tools o f lateral thinking are of a quite different nature: provocation - mostly random, 
observation, exploration and intuit ion. The major difference between the two styles is 
this: Latera l thinking s imply takes an interest i n the topic, whilst analytic th inking is 
interested i n the correctness of one's own argument or the fallacy of someone else 's 
argument. 
A n a l y t i c th inking has produced confl ict resolution methods more appropriate to 
conflict perpetuation than conflict resolution - it merely changes the shape of the conflict: 
Instead of open warfare, there is a co ld war - but st i l l a war. In contrast, de Bono suggests 
a design approach to conflict. Tradit ional ly , a confl ict is a state of affairs in w h i c h the 
conflicting parties not so much try to w i n over one another, but in which both parties are 
trying to prolong their "state of victory" : both sides are winning , because neither side is 
g iv ing i n to the other. W h i l s t both parties may wish for the end of the conflict , v ictory, 
in effect, consists of the prolongation of the dispute. 
F o r de B o n o , a conflict " is a situation with different perception, principles, needs and 
emotions" (ibid. p234). The conflict resolution task is "to design an outcome". T h i s 
approach concentrates on a possible state of affairs without conflict, instead of " trying to 
reduce the concept to its basic confrontation s impl ic i ty" (ibid. p234-5) - i n other words, 
concentrating on the clash of fundamental principles. Paradoxical ly , this s impl i f icat ion 
results the confl ict becoming even more irresolvable. The design stance, by do ing the 
opposite, achieves the opposite: by complicat ing the concept or confl ict s ituation, it 
"enrich[es] the situation so that a design can be made" (ibid. p236). This process o f 
compl i cat ion is a creative process. It relies on observation, not evaluation: new 
perspectives are added, new comparisons made, different scenarios thought of. T h i s 
involves both parties in an exercise of exploration, not o f confrontation. 
This may even result in a re-definit ion of the conf l ict w h i c h might lead to the 
perception of different approaches to solving the conflict. Thus the design stance sets out 
to achieve a desired situation (instead of trying to eliminate an undesired problem). This 
turns the eyes of both parties in the same direction - i.e. o f a common future. 
3 . 2 P M I - the T h i n k i n g T o o l 
The idea of enrichment through exploration, as opposed to restriction through judgement, 
is inherent in P M I , one of de Bono ' s most powerful thinking tools "that is so simple that 
it is almost unlearnable" (De B o n o 1985, p l 9 ) . P stands for P lus or good points, M 
stands for M i n u s or bad points, I stands for Interesting or interesting points. The tool 
"should most especially be used when we have no doubt about the situation" (ibid. p23), 
i n other words, when we are tempted to refuse to explore a situation further, as our 
judgement has been f irmly made. 
The P M I is intended to direct the attention o f the thinker to those aspects which 
might otherwise be ignored. It wou ld be wrong to think that doing a P M I consists of 
s imply l ist ing a l l the points we can think of concerning a situation, and then ordering 
them into plus, minus and interesting points. This would be a classification exercise, not 
an exploratory one. D o i n g a P M I consists of looking into the direction o f P l u s , M i n u s 
and Interesting, and g iv ing roughly equal time to the explorat ion o f each o f these 
directions. The P M I "is always from the point o f view of the thinker doing the P M I " (De 
B o n o 1988, p85): the thinker is not required to l ist everything that is generally known 
about a situation, but to l ist the points he finds when looking at the situation through the 
channels of P lus , M i n u s and Interesting - but always from where he happens to be. A g a i n , 
i t is not a matter of f inding out what is right, or correct: " N o point o f itself is Plus or 
M i n u s . Those are just directions in which the thinker looks" (ibid. p85). 
A t the same time, the P M I serves to by-pass our - i n de B o n o ' s v iew - naturally 
reactive and emotional judgements, by a l lowing a situation to be explored, whether it is 
l i k e d or not. In the judgemental stance, any points l isted would only ever be the points 
w h i c h back up the judgement already made. What is gained by the P M I - especially by 
l ook ing through the channel Interesting - is the exploration of what is beyond acceptance 
(making a positive judgement) or rejection (making a negative judgement). T o list points 
found in the direction of Interesting - though not necessarily leading to a reversal of one's 
op in ion - might w e l l lead to just that. Further, in situations of disagreement, I-points 
might al low a re-definition of the situation and to the perception o f alternatives not 
prev ious ly observed. " ' Interest ing ' is a signpost to nowhere and yet a signpost to 
everywhere" (ibid. p l 7 0 ) . A g a i n , Interesting points are not found to be interesting after 
they have been observed, but are found v ia the stance of the observer: "the sense of 
'Interest' which leads the creative thinker to dwel l on a point or an observation and then to 
look around that point to see what can be found." (ibid. p l 7 1 ) . 
4 Using P M I as a Knowledge Elicitation Tool 
U s i n g de B o n o ' s tool , we have developed a program, also cal led P M I , w h i c h gives 
assistance to a knowledge engineer in the first stage of knowledge acquisition for an advice 
g i v i n g system. F o r this type of system the task of the knowledge engineer is not to get 
the correct information from an expert, but to get as finely grained information as possible 
f rom a variety of experts. Facts and goals are less we l l defined in advice-g iv ing than in 
fault-f inding or diagnosis - it is therefore harder to know what constitutes success. The one 
certain criterion for success is in fact the client's satisfaction with the advice given by the 
system. Such a system w i l l need to satisfy a variety of clients from different economic and 
cultural backgrounds. 
W e take as an example of this k i n d of problem the domain of choosing a restaurant. 
W e treat the problem as one of matching a client to a restaurant, and hypothesize that it 
should be possible to achieve this by matching a cl ient with an expert. The problem of 
knowledge elicitation for such a system, then, is one of extracting the criteria wh i ch are 
responsible for the match between an expert and the restaurant s/he is g iv ing information 
about. What emerges is that the task for an advice g iv ing system in this domain - though 
not typical ly a diagnostic one - could be seen as just that: a cl ient 's requests concerning 
eating out are matched against the requests o f a 'known case' - one of the experts - which 
then leads to the 'prescript ion ' o f a specific restaurant intended to satisfy the c l ient ' s 
requests. 
The system must be able to satisfy not only individual clients, but should be able to 
resolve the confl ict between individuals within a group of clients with possibly differing 
motivations for eating out, and it is in this sense that the system goes beyond case-based 
reasoning. Tradi t iona l confl ict resolution methods such as persuasion or negotiation 
leading to compromise are inadequate, and de Bono ' s thinking tools provide a framework 
for respecting the differences between people with clashing interests. Paradoxical ly , this is 
achieved by not focussing on them: Instead o f the focus being on the confl ict or the 
reasons for the conflict - that is the present, or past - it is directed towards f inding a j o indy 
acceptable way ahead, a future. 
The program P M I el ic its information from a variety of experts on a variety o f 
restaurants, building up different perspectives of a restaurant and stereotypes of experts - to 
be matched wi th prospective clients for the restaurant. Th is is done by f inding out not 
only what motivated the expert's choice, but which of his needs the choice is supposed to 
meet. The latter obviously determines the former, and it is a matter of working backwards 
from the information received to the original need to be satisfied, the purpose served by 
eating out. Though the basic requirement in the domain is eating out and the entity needed 
to meet this requirement is a restaurant, eating out is not necessarily motivated by the 
need to be fed. The purpose to be served by eating out could o f course be to be fed, but it 
could also be to avoid having to cook, to enjoy the setting, to get away from home, to eat 
a speciality, and so on. 
What might happen is that an individual expert, or client, could be at odds, not only 
w i t h other experts, or fe l low clients, but also with himself . F o r example, a person's 
judgement on a particular restaurant may change depending on the context in w h i c h that 
restaurant is being discussed. The rationale behind using de Bono ' s thinking tools for 
knowledge e l ic i tat ion is that the system it belongs to should be able to offer more 
imaginative alternatives to the solution of conflicts than negotiation or compromise . 
W h e n selecting a restaurant, compromise is usually a disappointment, whereas the 
alternative could be an adventure. 
4 . 1 C h a r a c t e r i s t i c s o f Tes t D o m a i n 
The utility o f the P M I needs to be tested in a situation especially suited to it. Because the 
P M I is supposed to counteract reactive and emotional judgements, we have used a domain 
in which experts are required to express personal opinions rather than textbook knowledge. 
A s the purpose of do ing a P M I is not to get the correct information but to extract 
viewpoints, the domain needs to be one i n which there are no canonical criteria for judging 
something right or wrong, yet one in which the expert has no doubt in the situation. In 
the restaurant domain, just about everyone has an opinion on at least one restaurant and 
feels himself expert enough to hold that opinion as any client to a restaurant is of course 
expert in judging his satisfaction with the restaurant. But what might be good for one 
expert (a steak eater) might be bad for another (a vegetarian). ' N o i s y ' is a M i n u s point 
only for someone who likes restaurants to be intimate and quiet. The same applies to the 
clients wh i ch an advice g iv ing system would have to satisfy: Every client wants the 
restaurant to be 'good ' - but what constitutes 'good ' for one client is quite different from 
what constitutes 'good ' for another. 
There is bound to be disagreement between experts or clients, and the exploration of 
the 'Interesting' direction might help to f ind a jointly acceptable alternative for a group of 
disagreeing clients. The idea is not to get them to agree on points previously disagreed, 
but to find a way out of the deadlock by changing their motivation: instead of going to eat 
to satisfy the hunger, they might be persuaded to go to a restaurant to look at its decor, to 
enjoy the music , or to observe the weird clientele. This basically means that the clients 
are able to see the occasion of eating out in a different light. 
4 . 2 E l i c i t a t i o n M e t h o d 
C a r e has to be taken that knowledge e l ic i tat ion does not become an exercise in 
classification or judgement for the expert A t the same time, it is obviously desirable that 
the information elicited covers as many aspects of the domain as possible. T o present the 
expert wi th a questionnaire containing three columns - P l u s , M i n u s and Interesting -
forces h im to concentrate on a l l three directions at once, which is not i n the spirit of P M I . 
A s a pi lot study for the project, two questionnaires were circulated to a test group. 
B o t h asked for information on two restaurants most o f the subjects had been to. The first 
contained only the three columns i n which to l ist P lus , M i n u s and Interesting points, 
together wi th a l ike / dis l ike box for each restaurant. The second had a list o f numbered 
aspects pertaining to restaurants and eaters attached to i t , with the intention that this 
w o u l d be used to number the points in the P , M and I columns after f i l l ing them i n . W e 
found that on the second questionnaire, people s imply went down the l ist of aspects, 
wr i t ing their opinion next to the aspect, and then transferring it to either the P , M or I 
co lumn. This is counteractive to the exercise of focussed exploration. 
C lear ly , l ist ing a l l the aspects that ought to be covered on the questionnaire does, on 
the one hand, ascertain that no aspect gets overlooked for consideration. O n the other hand, 
attention gets focussed on each aspect in turn, requiring a judgement, rather than an 
exploration. This defeats that aim o f observing which aspects present themselves when 
focussing on one particular direction - P , M or I - in turn. 
There is a trade off between closed questions and open questions: it has been found 
that certain aspects of, say, a job are mentioned 13 per cent less often i n the open 
questions than with the c losed questions, i n which that aspect was one o f the answer 
choices. Items that are self evident are more often forgotten in open questions (Molenaar, 
1982). Closed questions, however, go against the spirit o f the P M I . 
Consequendy, passive knowledge elicitation methods are less we l l suited to the use of 
the P M I . Directed questions (requiring yes/no answers) too are to be avoided as much as 
possible. F o r these reasons we rejected the use of questionnaires. In order to explore the 
use o f de Bono ' s tool , an open, but guided, interview with the expert needs be conducted, 
hence the development of the P M I program. 
4 . 3 O n t o l o g y 
The experiment with the questionnaires, and the considerations described in the previous 
section, l ed us to develop an ontology of the domain (Regoczei & Plantinga 1988) w h i c h 
w o u l d be accessible to die engineer only. The two main actors i n the scenario of eating 
out are obviously the restaurant and the eater. What relates these two entities is the w o r l d 
they are both in and the food to be eaten. Studying the answers received from the test 
subjects helped us to arrive at the provisional ontology shown in figure 1. 
Restaurant 
Location Opening Accessibility 
times 
Type 
Nationality Speciality 
Clientele 
/ \ 
Comfort 
Character 
Staff 
Service 
Manners 
Efficiency Speed 
Age Type 
Character 
Food 
Nutrition / J \ \ Quality 
Quantity I \ Consistency 
Choice Price 
Variety Imagination 
Fig . 1. A possible (hidden) ontology for the restaurant domain 
A t no time should the knowledge engineer force the expert's answers to fit the ontology. 
O n the contrary, the ontology is flexible and w i l l continue to evolve during the process o f 
doing the P M I . Aspects commented on which are not i n the ontology should be added to 
it . Certain groupings o f aspects might have to be changed. O r i g i n a l l y , the onto logy 
included the aspect ' M e n u ' . After use of P M I with a number of experts, this was changed 
to ' C h o i c e ' and made a dependent of ' F o o d ' : people d id not refer to the menu o f a 
restaurant, but to the variety of dishes and the interestingness of choice. 
The ontology should at most be used to provide consistency in the naming o f aspects. 
When an expert refers to 'Price* he actually means a feature of the aspect ' F o o d ' , as this is 
what the restaurant sells. Hence 'pr ice ' would be entered as 'Food_pr ice ' . A g a i n , this is 
not a matter of course, as the restaurant could be within a club which charges an entrance 
fee, i n which case 'Pr i ce ' could refer to this fee, or to the food. If it refers to the fee, then a 
new aspect 'Entrance_price' would have to be added to the ontology. 
The ontology exists only on paper so far. It could be implemented as a look-up table, 
or as a hypertext. F o r the restaurant domain, the engineer can just about cope with it 
be ing on paper. In a domain with a large number of aspects to be discussed and where 
relationships between entities are more intricate, implementation wou ld be a must. The 
structure would have to be flexible and undatable. 
5 Implementation 
T h e P M I knowledge el ic itation tool consists of two modules, the first to gather the 
information, the second to analyse it . The first module can be said to be a prototype 
elicitation tool , the second module is st i l l in its very early stages. The advantage of the 
use o f P M I the thinking tool can be seen in the organisation of the elicited knowledge in 
the first module. 
5 . 1 M o d u l e I - E l i c i t a t i o n 
D o i n g the P M I . The data is collected v i a a straightforward interview between the 
knowledge engineer and the expert, with the engineer recording responses by interacting 
wi th the program, so that the expert is not distracted. The engineer explains the use of the 
P M I briefly to the expert, and - as far as is possible - unobtrusively monitors the amount 
of t ime spent on each of P , M and I. H e should give the expert roughly the same amount 
o f time for each of the three, even i f the expert thinks he has no more comments to make. 
A t the start o f the interview, the name of both the expert and the restaurant are 
recorded. The data collected w i l l consist of lists o f P lus , M i n u s and Interesting points. The 
expert is then asked whether he l iked the restaurant or not. W e could not avoid asking this 
yes/no question, as the answer to it w i l l affect the way the information gathered w i l l be 
used in the later analysis. However , it was important that the question should be asked as 
late as possible during the interview so as not to distract from the P M I . 
In seeking alternatives to a closed question of l i k i n g or d i s l i k i n g a restaurant, we 
considered the possibi l i ty of asking whether the expert would object to eating in the 
restaurant under discussion, as this might disguise the l ike /d is l ike question. It turned out 
that the two questions elicit different answers: an expert might dis l ike a restaurant but not 
object to eating there. Although this fact could have been exploited in the analysis, for the 
purpose of this project we just used the l ike /dis l ike question. In fact, the pervasiveness of 
this question establishes the need for the P M I : as de B o n o points out, the P M I is most 
useful when a person is in no doubt about something. 
B u i l d i n g the E n t i t i e s . The el ic ited knowledge sheds l ight both on the restaurant and 
on the expert or 'eater ' . The information gathered in the P M I constitutes the eater's 
op in ion on a restaurant (see figure 2). This is then used to characterise both the eater and 
the restaurant. Eventually, we want a fine-grained description of the restaurant which takes 
into account both people who l ike it and who d is l ike it. W e also want a f ine-grained 
description of a stereotypical eater who likes the restaurant, and a stereotypical eater who 
d is l ikes it . Stereotypes could o f course be built up according to different cr i ter ia ; for 
instance the stereotype "Student eater", or the stereotype "Businessman eater". B o t h the 
Eater stereotypes and the Restaurant entities are made up of more than one person's 
information. 
Restaurant 
Aspects 
Primary Concerns 
Secondary Concerns 
Of Interest 
Plus 
Minus 
Interesting 
Most Satisfying 
Partially Satisfying 
Partially Frustrating 
Most Frustrating 
Interesting 
F i g . 2. The PMI gathers information about an eater's opinion on a restaurant, which is then 
used to build eater stereotypes and restaurant descriptions. 
Figure 3 shows the headings used for the eater stereotypes (Expert) and for the restaurant 
descriptions (Restaurant). P lus , M i n u s and Interesting are the lists of aspects (represented 
i n the ontology), w i th the values the expert attaches to them. The three categories that 
make up the eater's concerns are lists of aspects without corresponding values, as they 
abstract away from the particular restaurant. The categories provide information about 
w h i c h o f the eater's concerns are more l i k e l y to influence a decision about whether a 
restaurant is l iked or disl iked. The categories o f the restaurant description are made up of 
aspects and the values attached to them, and provide information about w h i c h how 
different aspects affected eater's opinions of the restaurant. 
Expert's 
PMI 
Expert's 
Concerns 
likes rest 
PLUS -
MINUS 
INTERESTING 
PRIMARY 
SECONDARY 
OF INTEREST 
dislikes restaurant 
PLUS 
MINUS 
INTERESTING 
PRIMARY 
SECONDARY 
OF INTEREST 
Restaurant 
Description 
Most Satisfying 
Partially Satisfying 
Partially Frustrating 
Most Frustrating 
Interesting 
F i g . 3. Relationships between the P, M and I, and the Eater's concerns and the restaurant 
description. 
The headings specify the relationship between expert and restaurant, but they might 
equally generalise as the relationship between restaurant and c l i e n t In generating these 
headings, we have made some assumptions about the expert's responses. In particular, we 
assume that there is a causal relationship between the plus and minus points el ic ited and 
whether the expert l ikes or d is l ikes the restaurant. F o r example , plus points for a 
restaurant that is l iked overall are l ike ly to be of greater importance to the expert than the 
minus points for that restaurant, whi le the reverse applies to minus points. 
The fo l lowing w i l l clarify the considerations that led us to this choice of headings: 
Expert 
Primary Concerns are those points which need to be to the expert's satisfaction for him 
to l ike the restaurant. W e assume that the plus points for a l iked restaurant and the 
minus point for a d is l iked restaurant are significant enough to affect the expert's 
choice: they are primary concerns. 
Secondary Concerns means the expert is not too bothered with these, whether they are 
to his general satisfaction or not. H e w i l l either l ike this restaurant, even i f he is 
not satisfied by these points, or he w i l l refuse to go to the restaurant, even i f these 
points are to his satisfaction. 
Of Interest are those points the expert finds interesting, whether he likes the restaurant 
or not. 
Restaurant 
Most Satisfying needs to be understood thus: If a l l these points are to the expert's or 
client's satisfaction, he w i l l be satisfied by the restaurant and w i l l l ike it. These are 
the plus points that caused people to l ike a restaurant 
Partially Satisfying reads: even i f a l l these points are to the expert 's or c l i ent ' s 
satisfaction, he may not be satisfied by this restaurant and may dis l ike it . W h i l e 
these may affect a person's opinion about a restaurant, they are not decisive enough 
to guarantee l i k i n g a restaurant. 
Partially Frustrating reads: E v e n i f a l l these points are frustrating the expert or client, he 
w i l l st i l l l ike the restaurant and be satisfied by i t These are the minus points that 
were not decisive enough for a person to dislike a restaurant. 
Most Frustrating reads: i f a l l these points are considered as minus points by the expert 
or client, he w i l l find the restaurant frustrating and w i l l d is l ike it . These are the 
minus points that caused a person to disl ike a restaurant 
A m e n d m e n t s O p t i o n s a n d G e n e r a l C o n c e r n s . P M I provides the expert w i t h two 
amendment options: the Restaurant entity is bu i l t up after the first stage o f the 
amendments opt ion , the Exper t entity gets bui l t up after the second stage o f the 
amendments option. 
First Stage: Points can be added or deleted under any of the three P , M or I headings. 
Points can be moved from one heading to another. The wording used for l ist ing the points 
can be altered. After each alteration, the new arrangement of the information is displayed. 
The decision to give the expert this chance at a l l was considered carefully. O n e the 
one hand, this gives an expert who is not used to being interviewed the chance to avo id 
omitt ing the obvious. O n the other hand, it could turn the whole of the P M I into what it 
tries not to be. Hence the expert should not be encouraged to add many aspects, nor should 
he be encouraged to re-classify them. The option to make changes should mainly be used 
to rectify mistakes the expert was aware of making during the P M I . 
U p to this stage, the relationship between the entries under the 'Expert ' headings and 
the entries under the 'Restaurant' headings correspond to the one described i n Figure 3. 
Second Stage: A n y alterations made i n this stage w i l l change the entries for the expert 's 
concerns, but N O T the entries under the 'Restaurant' headings. The reason for this way of 
do ing things is that eventually we want to b u i l d up a stereotype of a person l i k i n g or 
d i s l i k i n g a restaurant, not a stereotype of a relationship between that person and the 
restaurant. Al though the concerns have been extracted from the expert's discussion of the 
restaurant, they now no longer relate to that particular restaurant, but to eating out i n 
restaurants generally. 
T h e expert is given the chance to state what he is most concerned with when going to 
eat out. H e is presented his primary concerns and his secondary concerns i n relation to the 
restaurant discussed, and asked for changes to be made. The wording of the questions had 
to be carefully thought out and tested with several interview subjects in order to make 
them not too direct, yet to get a clear answer. 
W h e n an expert l ikes a restaurant, we know that he is obviously not too bothered by 
the M i n u s points he lists for it. B u t this does not mean that he is generally not bothered 
about these points. H e may be bothered about them in principle but w i l l i n g to ignore 
them i n re lat ion to a speci f ic restaurant. W e want to know w h i c h aspects might 
nevertheless be cruc ia l for h im generally. In other words, he is a l lowed to be human, 
which is to be inconsistent and ambiguous. 
S i m i l a r l y , i f an expert dislikes a restaurant, we can be sure that he is not too bothered 
about the P lus points listed in relation to that restaurant. B u t we cannot know whether he 
is generally not bothered by these concerns. Some of them might be crucia l for h i m i n 
principle. W e want to know which ones. 
O n the other hand, we know that a l l Plus points listed are to the satisfaction of the 
expert who l ikes the restaurant. But we cannot be sure that a l l o f these points are equally 
important for the expert generally. Some of them might not need to be to his satisfaction 
for h i m to l ike the restaurant. W e want to know which ones. 
S i m i l a r l y , i f an expert disl ikes a restaurant, we can be sure that in relation to that 
restaurant, he would be most concerned about the M i n u s points listed. (After a l l , he has 
rejected the restaurant despite its Plus points). B u t again, this does not mean that he is 
necessarily bothered about them in principle. Some of them might not generally bother 
h im: we want to f ind out which ones. 
T h i s approach offers a useful compromise between open questions and c losed 
questions: the expert could not possibly be presented with an selection menu o f a l l the 
points he might be concerned with when eating out. A t the same time, we don't want the 
expert to have to think of points he might be concerned with generally i n the middle o f an 
interview about a specific restaurant. Thus some general concerns are extracted from the 
concerns emerging during the discussion of points relating to a specific restaurant. 
Additional Information and Storage. The last section of M o d u l e I extracts some 
additional information about the expert such as age, gender, occupation, and the occasion 
o f eating i n the restaurant under discussion. Th i s information may be used later in the 
analysis model for c lari fying the stereotypes. F o r example, commonalities in the experts 
that contribute to a particular stereotype might be used to give a meaningful label to that 
stereotype. The tool then gives the engineer a chance to store the information extracted i n 
the current interview cycle. The storing facility provides for data to be retrieved for use i n 
a later interview session, and enables the engineer to gather and store a mass o f 
information before analysing it in a separate session. 
5.2 Module II - Analysis of Information 
This module is under development. It is to provide retrieval facilities and information 
about data stored. It is also to prepare data for analysis and conflict resolution. O n l y some 
rudimentary facilities have so far been implemented, such as options to count and display 
items referred to several times, be they aspects o f a restaurant, concerns o f an expert, or 
values attached to aspects and concerns. 
The main feature of this phase o f the analysis is the combination of several entities 
into one. This is a must, as the analysis w i l l be concerned with stereotypes o f experts and 
collective descriptions of restaurants. 
Stereotypes of experts. These are built up from many experts according to varying 
criteria : the stereotype l i k i n g or d i s l ik ing a restaurant, the stereotype of a student, the 
stereotype of a twenty year o ld eating out, the stereotype female l i k i n g a particular 
restaurant, and so on. M a n y attributes of the eaters might be taken into account here: one 
might want the collective description of a restaurant given by a l l males between twenty 
and thirty, by a l l single people, by a l l couples with chi ldren. The choices w i l l clearly 
depend on which characteristics were recorded for the experts in the interview: for the 
present study we selected a few of the more obvious ones. This provision is especially 
important in domains where there are reasons to believe that significant differences in 
description should emerge between groupings o f experts according to different criteria. 
F i g u r e 4 shows an example o f an stereotype eater from the restaurant domain. This 
stereotype is based on the criterion of l i k i n g a particular restaurant, and was built from 
f ive different experts' knowledge. The experts used for this example were a l l students, of 
roughly similar age. It is interesting to note that other commonalities occur across these 
experts, for instance, that i n a l l cases the occasion was an evening meal . Th is tells us 
something about the relationship between this stereotype and the restaurant, ie . this 
particular restaurant is not frequented by this stereotype for lunch or tea. 
General Information 
restaurant: bystander 
restaurantjype: vegetarian (4); Caribbean (1); 
experts: 5 
l ikes : bystander (5); 
gender. female (4); male (1); 
age: 25 (1 ) ; 23 (1); 27 (1); 28 (1); 26 (1 ) ; 
occupation: student (5); 
occasion: evening_meal (5); 
Concerns of the Stereotype 
primary_concerns: staff jnanners (1); location (1); setting (1); l ighting (1); 
atmosphere (3); food_choice (2); food_quality (4); food_price (5); 
service (2); food_choice_diet (1); 
secondary_concerns: space (2); accessibility (2); l ighting (1); privacy (1); 
service_speed (4); food_choice_diet (1); windows (1); 
o f interest: music (3); flavouring (1); food_variety (2); food_choice (1); 
F i g . 4. Stereotype of an Eater liking a particular Restaurant. The figures in brackets indicate 
how many experts have referred to a particular aspect. 
Restaurant Descriptions. The collective restaurant descriptions are built up from the 
P M I points o f many experts l ik ing and d is l ik ing a restaurant (see figure 5). Storing expert 
and restaurant entities indiv idual ly facilitates combination o f entities in many different 
ways for many different purposes. 
E4 likes R 
Restaurant R 
Most Satisfying 
Part. Satisfying 
Part. Frustrating 
Most Frustrating 
Interesting 
F i g . 5. A collective Description of a restaurant is build up from experts both liking and 
disliking the restaurant 
Figures 6 gives an example of a restaurant description using the knowledge o f ten experts. 
The aspects ( in capitals) i n this example w i l l be part o f the ontology, as described i n 
section 4.3. The values attached to these aspects are not part of the ontology, and it can be 
seen from the example that different experts might use different terms for roughly the 
same value. The assumption that these various terms might refer to the same value cannot 
be made before close scrutiny o f the terms and their meaning. Hence, the terms have not 
forced to conform to a common vocabulary. 
6 Conclusions 
W e have described a tool for elicitation of knowledge suitable for an advice giving system. 
The tool is based on de Bono ' s thinking tool P M I , and serves to elicit finer grain detail 
about an expert's opinion, especially where an expert would not normally have cause to 
question that opinion . The tool also provides a way of gathering information about the 
expert, so that generalisations about the experts can be used when app ly ing their 
knowledge , for example, by comparing the experts ' concerns w i th a c l i ent ' s . T h e 
elicitation tool has been used on a sample domain, that o f choosing a restaurant, and we 
have shown how the tool can be used to analyse the domain, bui ld ing up descriptions o f 
both the experts and the restaurants they are discussing. 
S impl i c i ty of conception has been achieved: basical ly, the interview cycle is s imply 
one expert g iv ing information about one restaurant, whether or not that expert has been 
interviewed before, and whether or not that restaurant has been discussed by someone else 
before. 
The tool has not been tested extensively yet, but from our in i t ia l observations w i t h 
one study group, we have been able to deduce some characteristics o f the expert from the 
information he has given. The information received has been found to be more balanced 
than it would have been with more directed questioning methods. O f course, for a realistic 
- bystander 
- vegetarian (8); Caribbean (1); mexican (1); 
- 1 0 
- female (6); male (4); 
- 28 (2); 25 (2); 27 (1); 26 (3); 23 (1); 22 (1); 
- student (10); 
- l ikes (5); dislikes (5); 
- evening_meal (10); 
Information relating to the Experts 
name 
type 
interviewees 
gender 
age 
occupation 
bias 
occasion 
partially_satisfying 
F O O D _ P R I C E cheap (2); reasonable (1); 
A T M O S P H E R E good (1); friendly (1); 
cosy (1); 
M U S I C play_your_own (1); 
S E T T I N G good_for_party (1); 
S T A F F J 4 A N N E R S friendly (3); 
A T T I T U D E tolerant (1); congenial (1); 
L O C A T I O N near_station (1); 
easy_to_reach (1); 
W I N E reasonable (1); 
most_frustrating 
F O O D _ Q U A L I T Y bad (1); poor (1); 
F O O D _ C H O I C E small (1); unimaginative 
(i); 
L O C A T I O N unpleasant (1); 
S P A C E cramped (3); 
F O O D _ Q U A N T I T Y small (1); 
W I N E expensive (1); 
S E R V I C E _ Q U A L I T Y abysmal (1); 
S E R V I C E disorganised (1); 
S E R V I C E _ S P E E D bad (1); slow (2); 
partiallyjfrustrating 
A C C E S S I B I L I T Y no_disabled (2); 
L I G H T I N G dark (1); 
W I N D O W S absent (1); 
S E R V I C E . S P E E D slow (4); 
F O O D _ Q U A L I T Y average (1); 
S P A C E cramped (2); 
interesting 
F O O D J T Y P E interesting (1); 
A T T I T U D E casual (1); 
F L A V O U R I N G coconut (1); 
F O O D _ C H O I C E interesting (1); 
F O O D J V A R I E T Y unusual (1); 
west_indian (1); interesting (1); 
M U S I C play_your_own (3); varied (1); 
D E C O R unusual (1); 
I N T E R I O R curious (1); 
Categories of Satisfaction/Frustrati 
most_satisfying 
P R I V A C Y has (1); 
A T M O S P H E R E relaxed (1); friendly (1); 
informal (1); 
F O O D _ C H O I C E good (1); varied (1); 
L I G H T I N G nice (1); 
S E R V I C E friendly (2); 
F O O D _ C H O I C E _ D I E T serve.vegan (1); 
vegetarian (1); 
S E T T I N G small (1); 
F O O D . Q U A L I T Y good (3); 
F O O D _ P R I C E good (1); reasonable (2); 
cheap (2); 
S T A F F _ M A N N E R S friendly (1); 
L O C A T I O N easy_to_get_to (1); 
F i g . 6. Example of the contents of a restaurant description. The figures in brackets indicate 
how many experts have referred to a particular aspect. 
advice g iv ing system, larger study groups, and many grouping criteria, would have to be 
used. This w o u l d require more time, and it is not clear whether the use of the P M I wou ld , 
in the long run , save time and/or money. 
Getting the experts to do the P M I was fair ly easy and proved to be a relaxed way o f 
getting the experts to talk. Once the subjects had understood the difference between 
" f ind ing points through look ing in the direct ion of P l u s , M i n u s and Interesting" and 
" l i s t ing posi t ive , negative and interesting po ints" , and once they were to ld that what 
mattered was not the number of points found, but the concentration on one direction at a 
time, they relaxed and seemed to enjoy the session. 
The tool provides a novel approach to Knowledge Acquis i t ion . A t the same time as 
bui lding up information about the domain, we collect information about the expert and the 
expert's perspective on that domain. The more experts that contribute to the system, the 
r icher a picture we achieve. The success o f the system, i . e. the number of c l ients 
satisfied, increases proportionally with the number of experts consulted. Th is contrasts 
with other expert systems for which the diff iculties i n integrating knowledge increase i f 
more experts are consulted. 
The project stops just when things would start to become interesting: the evaluation 
and analysis o f data collected. Further work is needed to develop the analysis phase, and to 
apply the knowledge elicited in a real advice-giving system. When we reach that stage, we 
w i l l be ready to test whether our hypotheses are correct, by observing how the advice 
g iv ing system performs. In particular, we w o u l d need to test whether the analysis we 
described above provides sufficient detail for advice to be matched to the client's needs, and 
also whether such a system can successfully deal wi th conflicts between the needs o f a 
group of clients. 
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A New Approach to the Solution of Expert Classification Problems 
O l e g I. L a r i c h c v 
25 Tchaikovsky str. 
bl.10 fl.46 
123242 Moscow, Russia 
Criteria for knowledge base construction 
K n o w l e d g e base ( K B ) is a p r i n c i p a l component of expert systems a n d m a n y dec i -
s ion support systems. F o r these systems to be at a high level o f sophist i cat ion , K B 
must meet the fo l lowing set o f requirements: 
1. K B must be v a l i d : it should be bui l t on the basis o f knowledge of a h i g h l y 
sk i l l ed expert; 
2. K B must be f u l l : it must conta in answers to a l l possible questions w i t h i n a 
p r e l i m i n a r y out l ined and structured prob lem area; 
3. K B must be consistent: it must conta in consistent answers to any questions 
put to i t ; 
4. K B must be rel iable. F i r s t , in the course o f its construct ion , use is made o f o n l y 
those questions to the expert w h i c h are permissible f rom the s tandpo int o f 
h u m a n in format ion processing system. Second, any expert responses shou ld 
be tested for consistency. T h i r d , the answers to the experts should imitate a 
routine act iv i ty performed by experts w i t h i n the frameworks of their profes-
s ional activities. 
Expert classification problem 
Diagnost ic problems constitute a sizable share o f problems the expert systems are 
designed for. T h u s , for example, in medicine it is necessary to diagnose on the 
basis o f examinat ion results, i.e. identi fy a concrete type of disease (Shortl i f fe et 
a l . , 1979), in chemistry the data on chemical c o m p o u n d structures lead to a c o n -
c lusion on certain properties (Roscnbl i t t & H o l c n d c r , 1983), i n technical d iagnos-
tics a number o f indirect characteristics make it possible to determine the cause 
of system breakdown or fa i lure , or to conclude on the correspondence of the artic le 
to certain requirements , socio-economic studies a im at ident i fy ing homogeneous 
groups of popu la t i on , economic regions etc. 
T h e diagnostic expert systems arc in effect intended for so lut ion o f c lassi f icat ion 
problems: they put each object (situation) out of some prob lem area i n corre -
spondence w i t h its diagnosis (property, course of actions). 
Class i f i cat ion problems were t rad i t i ona l ly considered w i th in the pattern recogni-
t ion theory. Character is t i c o f the models employed is a c ommon approach to 
classif ication problems. It assumes a pre l iminary s tructur ing o f the problem by 
w a y of assigning a var iety of potential membership classes of objects under study, 
a set o f attributes describing these objects, and their scales. In some classification 
problems recognition is exercised automat ica l ly . In others, membership classes for 
a number o f objects are assigned ( learning sample) and used as a foundat ion for 
the recognition a lgor i thm, capable of identi fy ing the membership class of an a r b i -
t r a r y object on the basis of its descr ipt ion. 
T h e pattern recognition approach proved rather productive . T h e development of 
algebraic approach (Jurav lcv , 1978) and o f s t ructura l min imiza t i on method 
( V a p n i k , 1979) permitted construction o f efficient classif ication algorithms for a 
wide range o f problems. A t the same time, the experience gained in appl icat ion of 
the pattern recognition techniques exposed some of their weaknesses. 
T h i s is p r i m a r i l y the case when the avai lable empir i ca l mater ia l ( learning sample) 
is c lear ly insufficient for the construct ion o f reliable classif ication algorithms. A s 
appl ied to m a n y problems, the generation of large homogeneous samples runs into 
considerable dif f iculties. 
O n the other h a n d in m a n y areas deal ing w i t h classif ication problems, there are 
h i g h l y ski l led specialists successfully per forming their professional duties. A more 
efficient ut i l i zat ion o f their knowledge could considerably improve solut ion o f d i -
agnostic problems. It is not a lways possible to use effectively the pattern recogni-
t ion methods in the computat i ona l classif ication algorithms. 
F i n a l l y , note a rather s ignif icant psychological constraint . T h e use o f mathemat-
i ca l methods in appl ied research indicates that the rate o f appl i cat ion of the deci -
s ion methods and procedures largely depends on their c lar i ty and expl i cabi l i ty 
( L a r i c h c v , 1979). T o be confident in the produced results, the user ought to u n -
derstand the procedure of their generation and be able to veri fy them. 
A s is k n o w n , pattern recognition models are not, o rd inar i l y , used by professionals 
i n so lv ing classif ication problems: the expert judgements in analyz ing complex, 
i l l - s tructured situations most ly result f rom logical reasoning rather than numer i ca l 
procedures ( H a y e s - R o t t , W a t e r m a n and L c n a t , 1983). Therefore, the complex 
numer i ca l methods o f in format ion processing related w i t h pattern recognition 
models do not represent the real inferences of the experts, hence the logics o f re-
sults derived by these methods sometimes engender their distrust and find no a d -
equate appl i cat ion . 
T h e recent development of interactive systems based 6n expert knowledge gave 
rise to a quite different approach to solut ion of classif ication problems ( A l t y & 
C o o m b s , 1981; Fe igenbaum & M c C o r d u c k , 1983). T h i s approach assumes the 
ava i lab i l i t y o f ski l led professionals in each prob lem area whose knowledge and 
experience are he lpful for the less ski l led specialists in so lving s imi lar problems. 
T h e knowledge-based systems ( K B S ) app ly their heuristic rules and s imulate the 
substant ive process o f problem solution by experts. T h u s , in contrast to f o r m a l 
a lgor i thm approach based on quant i tat ive in format ion processing, the prob l em is 
so lved d irect ly by descriptive methods: it is assumed herewith that this w o u l d i m -
prove the q u a l i t y and v a l i d i t y of the respective prob lem so lut ion . 
In spite o f the before mentioned K B S advantages under ly ing their w ide - rang ing 
p o p u l a r i t y a n d intensive development, a s ignif icant shortcoming o f such systems 
is that the existing methods of their construct ion do not guarantee c lassi f icat ion 
of each object studied by the system. T h e K B S are usual ly not designed to dea l 
w i t h the prob lem of fu l l c lassi f ication of the object under s tudy . A s was ment ioned 
earl ier , the major purpose thereof is to fix the expert knowledge in some subject 
area. T h e knowledge makes it possible to classify some object states leaving a l l 
other potent ia l states beyond the developed system. Obvious ly , the very f o r m u -
lat ion o f complete classif ication prob lem is feasible on ly when the subject area was 
s t ructured in advance (definition of a set o f attributes of their values) as is done , 
for example , in pattern recognition. 
T h u s , the strong po int o f pattern recognition approach is an explic it s t ruc tur ing 
of c lassi f icat ion problem permit t ing fu l l c lassi f ication, whereas the major weakness 
is the construct ion o f classif ication rules based on f o rmal models. In recent years 
this shor tcoming has been increasingly recognized by the pattern recognit ion spe-
cialists themselves. T h i s is manifested in the fact that the methods oriented at ex-
pert i n f o r m a t i o n , logical decision rules are ga in ing an ever wider acceptance. 
O n the other h a n d , the pr inc ipa l advantage o f K B S is an oppor tun i ty for a f lexible 
and convenient presentation of expert in format ion , ut i l i zat ion of logical inference 
rules permit t ing descriptive explanations of the decisions made. A t the same t ime , 
the f ragmentary nature of expert knowledge el ic itation is a K B S shor tcoming 
pract i ca l ly ru l ing out construction of fu l l K B . In this connect ion, the K B S studies 
generated approaches where the process of knowledge el ic i tat ion from the expert 
is organized in a structured f o rm, i.e. concrete answers to clear questions. 
T h u s , the considered statements of c lassif ication problem tend to d r a w nearer. 
W e believe that the problem statement representing the basic requirements o f the 
both approaches should have the fo l lowing f o rm. 
There is a set o f attributes describing var ious states of the object under s tudy . 
E a c h attr ibute is assigned a range of potent ia l values. T h e Cartes ian product o f 
attr ibute scales determines a combinat ion of potent ial object's states. It is neces-
sary , on the basis o f expert knowledge, to determine the properties o f the object i n 
each o f its states, and so, classify a l l states of the object under s tudy . 
T h i s statement o f the problem w i l l hereafter be referred to as expert c lassi f icat ion 
prob lem. Note that in (Clancey , 1984) it is suggested a term "heuristic c lass i f i ca-
t i on" . It was shown in ( Y a g m a i & M a x i n , 1984) that irrespective o f the f o r m o f 
knowledge presentation (frames, networks, products) a K B can be viewed as a 
totality of states of an object under s tudy classified by the expert. W e m a i n t a i n 
that the term "expert c lass i f i cat ion" more int imate ly corresponds to the specifics 
oft he considered prob lem. 
T h e formulated expert classif ication problem requires def init ion o f var ious prop-
erties o f the studied object w h i c h is the part o f a t rad i t ional diagnostic prob lem. 
W e shal l treat it as the key classif ication prob lem. Besides, in hand l ing pract i ca l 
problems a necessity m a y arise to specify the degree of manifestation o f the ex-
amined properties w h i c h can be ordered in a natura l manner . Note that the defi -
nit ion o f groups of object's states in w h i c h the examined property manifests itself 
to one and the same extent, implies classif ication of the object states into a set o f 
ordered groups. W e sha l l refer to this expert classif ication problem as o rd ina l 
classif ication prob lem. 
Approach to problem structure elicitation 
T h e first stage in expert classif ication task so lut ion is the determinat ion of the 
problem structure set o f diagnostic attr ibutes, analyzed by the expert a n d de-
scr ib ing different object's states. 
U s u a l l y while construct ing the knowledge base for expert systems, this set is de-
fined i n an in f o rmal w a y - the knowledge engineer asks the expert to give a t t r i -
butes necessary to take into account in the task o f expert c lassi f ication. It is clear 
that part o f attributes m a y be omit ted , a n d some aux i l iary ones m a y be inc luded 
into this set. In the other w a y of fu l f i l l ing this task the expert is asked to give the 
description of one o f the s ituations to be classified and take attributes f rom this 
descript ion. L e t us note that usual ly such descript ion reflects the typ i ca l , o r d i n a r y 
cases a n d , as so, some impor tant attributes m a y be absent in this descr ipt ion . 
T h e fu l l set o f necessary attributes m a y be formed to our m i n d as a result o f log-
i ca l combinat ion o f process o f problem structur ing w i t h the routine for the expert 
diagnostic task. In accordance w i t h such approach is the idea of diagnostic games, 
described above (see G c l f a n d , Roscnfc ldt and S h i f r i n , 1985). 
T h e ma in pecul iar i ty of the diagnostic games is the s imulat i on of a d ialogue (in a 
distance) o f an experienced expert w i th unexperienced specialist, who is to examine 
the object. T h e so lut ion of a diagnostic task at a distance (upon telephone, rad io , 
etc.) is rather popu lar , i.e. in medical diagnostics. It is possible to use this idea but 
for classif ication o f a special ly formed sample o f such objects, so as to receive the 
most ly informative d a t a on necessary attributes. 
T h e proposed approach is the fo l lowing. W i t h the help of a computer the s i tuat ion 
o f a "remote consul tat ion" is s imulated . T h e computer informs about the probable 
class o f decision and asks the expert to put necessary questions (parameters) . A f t e r 
receiving the current parameter , the computer displays the question about its 
possible values (estimates), especially characterist ic o f the class under consider-
at ion . T h e sequential c ombinat i on of characterist ic parameters ' values forms an 
image of the object under s tudy from the analyzed class. A f t e r the set o f attribute 
is f u l l enough to make the decision (to put the diagnosis) , the experts informs the 
system. T h e n the computer selects less characteristic values for parameters and 
the expert is able to add new attributes, necessary to make the decision in such , 
more compl icated s i tuat ion . T h e process is over when the expert docs not add new 
attr ibutes , but s i m p l y identifies another class for some untyp i ca l (for the class 
u n d e r consideration) s i tuat ion . 
Approach to expert knowledge elicitation 
T w o p r i n c i p a l actors take part in knowledge base construct ion. These arc, first, 
an expert or a group o f experts whose knowledge is used in designing K B S a n d , 
second, a system designer or knowledge engineer determining the method of 
knowledge representation, system structure, requirements to the contents and for-
m a t o f expert in format ion . T h e K B S development requires a large vo lume of ex-
pert i n f o r m a t i o n , therefore the organizat ion and execution of expert interviews 
require considerable efforts on the par t o f both designers and experts. 
O n l y a structured procedure of the expert's po l l ing can provide a basis for a f u l l 
a n d consistent diagnostic system K B , for it al lows el ic itation of a l l necessary i n -
f o rmat i on f rom the expert to fill in the K B . N a t u r a l l y , the logics o f such procedure 
must be related to that of K B S organizat ion . 
T h e expert knowledge el ic i tat ion system must be capable of ana lyz ing the a v a i l -
able in f o rma t i o n , determining its missing fragments, and enquir ing the expert in 
a f o rm so that the obtained expert in format ion cou ld be used for the construction 
o f a fu l l K B of the system. T h u s , in contrast to the first method of knowledge 
el ic i tat ion whose pattern is determined by the expert himsel f the requirements to 
the format o f expert in format ion must in this case be determined by the interactive 
knowledge el ic i tat ion system w h i c h w o u l d have al lowed systcmatizat ion of the 
process of expert in format ion e l ic i tat ion. 
In arranging an interview w i t h the expert a considerable attention should be given 
to re l iab i l i ty o f in format ion elicited from the expert w h i c h , as is seen from de-
scr ipt ive research, is largely determined by the methods of its e l ic i tat ion. A s is 
k n o w n , bu i ld ing up of professional experience boils d o w n to mastering skil ls in 
so lv ing a certain range of problems. In the process of c ommunica t i on they use 
concrete forms of questions and messages w h i c h arc customary i n the given pro -
fessional area. A s is indicat ive by the experience of interact ion w i t h experts, the 
use o f t rad i t ional methods of in format ion acquis i t i on , they arc fami l ia r w i t h , es-
sential ly improves its re l iabi l i ty and va l id i ty ( L a r i c h c v , 1979). 
In their pract ical activit ies, experts deal ing w i t h diagnostic problems have to de-
termine classes of diagnosed objects membership on the basis o f their description. 
In medicine, for example, the phys ic ian makes a diagnosis on ly fo l lowing the p a -
tient examinat ion . Hence , classif ication on the basis o f some object description is 
c o m m o n practice for experts in so lving diagnostic problems. It seems more rea-
sonablc, in this connection, to organize the process of expert knowledge e l ic i tat ion 
by rating (classifying) the concrete object states, i.e. to obta in in format ion f rom the 
expert in the form of a list o f membership classes of object states. 
Note that in order to ensure the m a x i m u m approx imat ion o f the prob lem, sug-
gested to the expert in the process of interview, to the form he (she) is accustomed 
to, it makes sense to use discrete scales of potential attr ibute value estimates ex-
pressed verbal ly . F o r example, in diagnosing heart diseases, the " L o c a l i z a t i o n o f 
p a i n " sign m a y have a scale o f the fo l lowing three values: (1) retrosternal p a i n ; (2) 
heart p a i n ; (3) pain elsewhere in the chest. In cases where there is a cont inuous 
scale of attr ibute values, it can frequently be transformed into discrete, for the 
expert usual ly takes account of only definite value gradations on the cont inuous 
scale. T h u s , for the sign "Pat ient temperature" the fo l lowing value scale often suf-
fices: (1) higher temperature (over 37.0), (2) n o r m a l temperature, (3) lowered 
temperature (below 36.0). 
G i v e n this statement of the prob lem, an expert can easily app ly his i n t u i t i o n , ex-
perience, etc. Note that the physic ian has to communicate in format ion i n a l a n -
guage close to the one he is accustomed to - assume a disease and the degree of the 
assumption w h i c h h ighly resembles his routine activities. T h i s makes it possible to 
consider the thus elicited in format ion reliable. 
Hence, given the t rad i t iona l approaches to the construct ion o f a diagnostic system 
K B , the expert has to solve a problem of his (her) knowledge synthesis, w h i c h is 
rather complex for h i m (her), while the suggested method corresponds to his r o u -
tine case studies. Here he (she) unconsciously uses m a n y of his skil ls and devices 
which can hard ly be expl ic i t ly formulated . Therefore, we treat construct ion o f a 
diagnostic system K B as an expert classif ication prob lem to be solved on the basis 
of a direct expert evaluat ion of the states of the object under s tudy . 
T h e implementat ion of the advanced approach to K B construct ion , however, faces 
a number o f problems. T h e first one is condit ioned by the d imension of the p r o b -
lem solved. T h e point is that the real expert classif ication problems are o f large size 
determined by the number of properties, attributes and possible values on their 
scales. A c c o r d i n g l y , a direct classif ication of a l l states of the object is infcasible . 
T h e second problem is associated wi th possible expert errors made when assessing 
complex, mul t ia t t r ibutc situations. T h e psychometric experiments conducted thus 
far produced an extensive mater ia l relative to el ic itation of reliable i n f o r m a t i o n 
from experts and decision makers. T h e pr inc ipa l output of the studies was a c o n -
clusion on the presence of a scries o f constraints on h u m a n capabil i t ies to process 
huge volumes o f in format ion (Lar i chcv , 1982b). 
A c c o r d i n g to a hypothesis advanced in (S imon, 1981) the constraints are largely 
condit ioned by a l imited capacity of short -term memory of people, their i n a b i l i t y 
to handle a huge a m o u n t of unstructured in format ion at a t ime. A s experiments 
indicate , in facing complicated situations people use diverse s imp l i f y ing heurist ic 
rules a imed either at in format ion aggregation or its sequential considerat ion 
( K a h n e m a n n , S lov ic & T v c r s k y , 1982). T h e appl i cat ion o f such rules can distort 
the obta ined expert estimates, reduce their accuracy, lead to errors. 
T h u s , the developed procedures of the expert's po l l ing must , on the one h a n d , 
m i n i m i z e the scope of expert efforts a n d , on the other, facil itate the analysis of 
i n f o r m a t i o n elicited from the expert w i th respect to its consistency. 
Approach to organization of the expert's polling 
In s t ruc tur ing an expert classif ication problem we use a hypothesis that estimates 
u p o n dif ferent attr ibutes ' scales m a y be differently inherent in one a n d the same 
proper ty (or, w h i c h is the same, class) ( L a r i c h c v et a l . 1987 ). T h e expert is as-
sumed to be able to order estimates upon each attribute scale w i t h respect to their 
inherence for the corresponding class, and this ordering is independent o f the es-
timates u p o n other attributes. 
L e t us expla in the suggested approach for medical diagnostics as an example . A s 
m a y be seen f rom T a b l e 1, the estimates upon attribute " P a i n l o ca l i za t i on" are 
di f ferent ly inherent to the three different diseases: "myocard ia l in far c t i on , 
s tenocardia , and card ia lg ia . 
M o s t inherent to myocard ia l in farct ion is , according to the expert judgement, 
retrosternal pa in (1). Less inherent is p a i n to the left o f s ternum (2), a n d m u c h less 
- p a i n elsewhere in the chest (3). A s for stenocardia a n d card ia lg ia , var ious lo -
cal izat ions o f p a i n manifest themselves in a somewhat different manner (see T a b l e 
1). S i m i l a r in format ion about var ious attr ibute estimates for different diseases can 
be obta ined for a l l other attributes. 
Retrosternal Pain Pain to the left of 
sternum 
Pain elsewhere in 
the chest 
Myocardial 
infarction 
/ 2 3 
Stenocardia 2 I 3 
Cardialgia 3 2 I 
Table 1: Different inherence of estimates in different diseases 
T h e experience gained in solving expert classif ication problems (classif ication of 
R & D projects (Lar i chev , 1982a), architectural designs ( L a r i c h c v , N a g i n s k a y a a n d 
M e c h i t o v , 1987), scientific publ icat ions (Lar i chev , G r c c h k o and F u r e m s , 1981) 
expert c lassif ication in medica l diagnostic problems ( K i m et a l . , 1987), etc.) i n d i -
cates that the assumption about order ing o f estimates upon attribute scales for 
different properties holds for m a n y pract ical problems a n d , natura l ly , the consid-
ered statement encompasses a wide range of expert classif ication problems. 
S u c h information may be used for an indirect classif ication of a number of objects 
w i thout presenting them to the expert. Let the expert, fo l lowing examinat ion of a 
pat ient condit ion (an earlier presented example) arrive at a conclusion that this 
condi t ion is indicat ive of myocard ia l in farct ion . T h e n a l l condit ions w i th more i n -
herent in infarct estimates indicate this disease. Shou ld the expert conclude that 
the presented condi t ion is not characteristic o f card ia lg ia , then a l l condit ions wi th 
less inherent to card ia lg ia estimates than the present one, do not relate to 
card ia lg ia cither. 
T h e possibil ity o f obta in ing indirect in format ion about the classes of objects 
membership makes it possible to design a rat iona l procedure of expert interview 
w i t h a view to m i n i m i z i n g the number of questions to h i m (her). Besides, as w i l l 
be seen further, this in format ion is also conducive to identi f icat ion o f potent ia l 
errors in expert responses. 
Informativeness of expert responses 
T h e problem of choice of the object to be presented to the expert is analogous to 
the problems of search for the most informative points t rad i t ional ly hand led by 
the in format ion theory for the purpose of code construct ion ( Y a g l o m & Y a g l o m , 
1973), problems of decoding monotonic functions of the algebra of logic (Sokolov , 
1980), problems o f questionnaire compi lat ion ( P a r h o m c n k o , 1970), etc. 
T h e general concept of the problem solution implies identi f icat ion of in format ion 
obta ined f rom the test in some point (i.e. put t ing the given question, computat i on 
o f funct ion in the given po int , etc.) and choice o f the search pr inc iple for the most 
in format ive point . A s a matter of fact, the obtained in format ion is dependent not 
o n l y on the point chosen for the test, but also on the outcome of the test (i.e. what 
answer w i l l be given to the quest ion, or the obtained funct ion value, etc.). T h u s , 
each test is associated wi th a k i n d of uncertainty leading to the necessity o f esti-
m a t i n g the in format ion obtained under each potential outcome o f the test. 
T h e r e are quite var ious approaches to determining the general informativeness of 
the conducted tests. T h e choice of the most in formative po int often employs the 
m a x i m u m principle i m p l y i n g the fo l lowing. E a c h point is assigned a guaranteed 
m i n i m u m of the obtained in format ion in conformity w i t h potential outcomes of 
the test. A t each step a po int w i th a m a x i m u m estimates is chosen. T h e r e b y , the 
m a x i m u m criterion secures el ic itation of a guaranteed m i n i m u m of i n f o r m a t i o n . 
Y e t another widespread approach is max imiza t i on of the expected a m o u n t o f i n -
f o rmat ion generated by an i n d i v i d u a l test. Herewi th use is made of the p r o b a b i l i t y 
estimates of occurrence o f each outcome. T h e sum total o f products of p r o b a b i l i t y 
estimates of each outcome by the amount of in format ion generated f rom i t serves 
as a measure of test informativeness. 
A s was noted above, in format ion elicited from the expert in classifying one object 's 
state m a y be extended to other states. T h e expert classifies these states in a n i n d i -
rect manner . T h e number thereof is dependent on the state presented to the expert 
a n d the answer of the latter, i.e. to w h a t class a n d w i t h w h a t degree o f confidence 
he (she) placed the analyzed state. 
T h u s , in the considered problem the test is presentation to the expert o f a n i n d i -
v i d u a l state o f the object, the test outcome consists in the state c lassi f icat ion, a n d 
the potent ia l measure of the test informativeness is the number of indirect ly c las-
sified states on the basis o f inherence re lat ion. It is possible to find this number for 
each state given any potent ial answer of the expert, and calculate the mean or 
m i n i m a l value. B y m a k i n g use of these variables , one m a y compare a l l u n k n o w n 
states o f the object w i t h respect to their informativeness a n d select the most i n -
formative state. T h e presentation of the most in formative states to the expert 
produces on the average the m a x i m u m amount of in format ion given any answers 
o f the expert. 
Search for and elimination of errors in expert answers 
A n y procedure of expert questioning should account for possible errors in his a n -
swers. T h e errors arise due to his (her) carelessness, fatigue, as wel l as complex i ty 
o f the handled prob lem (see below). Since the K B must be consistent, there is a 
need for the analysis of in format ion elicited f rom the expert, identi f icat ion o f i n -
consistencies. T h e possibi l i ty o f a direct determinat ion of classes of state member -
ship makes it possible to veri fy the consistency of expert estimates. S h o u l d there 
be discrepancies between indirect and direct state estimates, this is indicat ive o f 
an error (errors) in his answers. 
T h e conf l i c t ing answers should be presented to the expert wi th a v iew to under -
s tand ing and finding a correct means for the assessment of a series o f states. Here 
wc proceed f rom the fact that though experts use different decision rules, they do 
their best to make them consistent and logical . 
There are two strategics for e l iminat ing inconsistencies in K B . O n e assumes a 
continuous compar ison of in format ion elicited f rom the expert w i t h that obta ined 
earl ier , and checking for consistency. S h o u l d there be an inconsistency between 
the last answer o f the expert and the preceding in f o rmat i on , this inconsistency is 
presented to the expert for analysis a n d selection o f a consistent pol icy . A n o t h e r 
strategy envisages el ic i tat ion of either a por t ion or a l l necessary in format ion f r o m 
the expert fo l lowed by the location of inconsistencies i n it and a stepwise e l i m i -
nat ion thereof. T h e first strategy is good in that in the course o f the interview the 
expert as i f learns, he is assisted in e laborat ion of a consistent pol icy. In some 
cases, however, the second strategy is more suitable (sec chapters that fo l low). 
Note that the problem of search for a n d e l iminat ion o f inconsistencies in ident i fy -
ing decision rules was first stated in ( L a r i c h e v et a l . , 1978; see also L a r i c h e v , 
1982b). A s appl ied to classif ication prob lem, these concepts were further devel-
oped in ( L a r i c h c v & M o s h k o v i c h , 1986). 
Specifics of human behaviour in solving classification problems 
T h o u g h there is a vo luminous l iterature on h u m a n behavior in solving mul t ia t t r i -
butc, mul t id imens iona l problems (sec review L a r i c h e v , 1982b) only a few dealt 
w i t h problems of expert classif ication of mul t id imens iona l objects. Note that a 
systematic study into h u m a n behaviour in solving mul t id imens iona l classification 
problems was first undertaken in ( L a r i c h c v et a l . , 1980, L a r i c h c v , 1982b). 
In ( H o f f m a n et a l . , 1968) it was showed that people fa i l to cope wi th classification 
problem given more than 5 cr i ter ia and 7 decision classes. A s is seen from 
( L a r i c h c v ct a l . , 1980) however, given 7 criteria and 2 decision classes the subjects 
succeed in solving classif ication problems. 
O n e of the purposes of the present research effort was to s tudy h u m a n behaviour 
in h a n d l i n g o r d i n a l expert classif ication problems. A hypothesis was advanced 
that there is a certain l imi t to h u m a n in format ion processing capacities in these 
problems, and that this l imi t is a function of prob lem size. W i t h a v iew to veri fying 
this hypothesis wc conducted a large number of experiments (sec below). T h e 
procedure o f the latter was as fol lows. A complete set o f potential states was gen-
erated for various problems di f fering in the n u m b e r of attributes, number of esti-
mates on the attr ibute scales, and the number of classes. T h e topic o f experiments 
was chosen so that the estimated object was quite fami l ia r to the subjects. Special 
measures were taken to motivate subjects for a successful so lut ion of the prob lem: 
the problems constituted a part o f instruction assignments to students or pupi ls , 
or were secretly introduced in the real-life problems handled b y decision makers. 
T h e results o f experiments really showed that depending on the size o f problem the 
subjects ' behaviour changes sharp ly , though dif ferently for o rd inary people and 
experienced decision makers . Shou ld a certain d imension be exceeded, the prob -
lem came to be too complex for the subjects. T h e students and pupi ls experienced 
a sharp increase in the number o f inconsistencies such that the confl ict ing esti-
mates s i m p l y d i d not a l low to discern a line between the classes. T h e experienced 
managers generally retained the pol icy consistency but it became pr imit ive a t t r i -
butes were substituted b y one estimate on the scales. T h e experiments made it 
possible to define var iable l imits to h u m a n capabi l i t ies in o rd ina l classif ication 
problems. 
Approach to construction of explanation system 
T h e new opportunit ies provided by expert systems consist in explanat ion o f the 
system operations. T h e system must not s i m p l y answer the user question but ren-
der this answer understandable for h i m (her). T w o goals arc pursued herewith: 
• to w i n the user confidence, expla in the rat ional i ty of the system operation to 
h i m ; 
• to t ra in the user, i.e. help h i m get an insight into the expert logics bui l t in the 
system. 
L e t us focus on the approach to explanations typica l for the major i ty of existing 
expert systems. E x p l a n a t i o n in these systems is generally defined as demonstrat ion 
of the system behavior logic to the user. A n d since the system has a col lection o f 
rules, the user is given in fo rmat i on on the rule that was behind the concrete a n -
swer to the user quest ion. T h i s rule is presented as the system "track of act ions" 
( ( H a y c s - R o t t , W a t e r m a n and L c n a t , 1983), i.e. a total i ty of states (usual ly a r -
ranged in an order f rom the more general to the more part icular) that resulted i n 
the outcome. In other words , the user is offered a port ion o f the relevance tree 
where in the general goals precede part i cu lar ones. 
It is precisely this explanat ion pattern - demonstrat ion of the sequence of system 
logical steps leading to a conclus ion that is considered a characteristic feature o f 
the expert system. 
N o w consider generation o f explanations as a s tandard problem of h u m a n 
behaviour . Reca l l the w a y people usual ly explain the logics, the causes o f their 
act ions. U s u a l l y a h u m a n being exemplifies solut ion of an expert c lassi f icat ion 
prob l em a n d explains the characterist ic attributes behind the object c lassi f icat ion. 
T h u s , in teaching medical students an experienced phys ic ian suggests a diagnosis 
a n d points out to the characterist ic signs in the patient 's states that led h i m to that 
conc lus ion . He also answers to the question " W h y this rather than the other d i s -
ease?" in the language of attr ibutes . 
T h i s approach to explanations has gained wide pract ica l acceptance, therefore it 
is cus tomary for users of expert system. In compar ing this approach a n d e x p l a n a -
tions generally employed in expert systems, it can be easily seen that the e x p l a n a -
tions o f expert systems / a fragment of relevant tree) arc far f rom most effective. 
In response to a question " W h y " , the expert system presents the entire " t rack of 
actions to the user, invo lv ing a large amount of general in fo rmat ion , w i t h o u t 
ident i fy ing attributes par t i cu lar ly characteristic o f the considered s i tuat ion . G i v e n 
this method o f exp lanat ion , a n attempt is made to teach the user "to t h i n k l ike 
machine" , i.e. marsha l one's knowledge in conformity w i t h the relevance tree. It is 
clear that this method o f knowledge storage is not characteristic o f h u m a n beings. 
T h e suggested approach to K B S construct ion , containing a f u l l and consistent ex-
pert knowledge base, is also conducive to the most n a t u r a l approach to e x p l a n a -
tion generation. A t a stage o f knowledge e l ic i tat ion, wc constructed a m a t r i x o f 
i n d i v i d u a l signs typical i ty w i t h respect to i n d i v i d u a l diseases. It is precisely this 
m a t r i x , repeatedly verified in the course o f knowledge base construct ion , that is 
capable of generating effective explanations to the user. These explanations take 
f o rm of indications to the most characteristic attributes for the given class o f de-
cisions. T h u s , for example, for a s i tuat ion : 
• pain local ization - not retrosternal and not in the area of heart 
• but elsewhere in the chest; 
• cause o f the pain - pa in occurs in the course o f pa lpat i on ; 
• pain lasts for over 15 minutes fo l lowing nitroglycerin treatment; 
• n o r m a l pressure; 
• n o r m a l temperature; 
• moist s k i n ; 
• E C G data - n o r m a l , 
the knowledge-based system states that there arc strong indicat ions to card ia lg ia , 
a n d in response to a question " W h y " issues the fo l lowing answer: "Because the 
given s i tuat ion is dominated by a set o f attr ibute values: pa in local izat ion -
notretrosternal and not in the area of heart but elsewhere in the chest; the cause 
o f p a i n - p a i n occurs in the process of pa lpat i on ; p a i n dura t i on - more t h a n 15 
minutes fo l lowing nitroglycerin treatment; E C G is n o r m a l " w h i c h are most char -
acteristic o f card ia lg ia . Such explanation corresponds to a n a t u r a l s i tuat ion of 
teaching a m a n the decision rules. 
C o n c l u s i o n s 
A b o v e we stated a set o f concepts conducive to: 
• f ormat ion of the set o f diagnostic attributes; 
• correct el ic itation o f in format ion from the expert; 
• v a l i d diss ipation of this in format ion ; 
• search for the most informative states to be presented to the 
expert; 
• detection and e l iminat ion of errors in the expert's response; 
• due regard to capacities o f h u m a n in format ion processing system. 
T h e above set o f concepts provides a real oppor tun i ty for designing a m a n -
machine system of K B construction meeting a set o f requirements (see details in 
L a r i c h e v et a l . , 1991). 
F i r s t , it is necessary to structure the prob lem, identi fy a set o f attributes and 
scales, determine decision classes. T h e attributes and scales o f their estimates de-
termine a complete list o f potential states of the object under s tudy . In l ine w i th 
the avai lab le a lgor i thm, computer assesses the potential informativeness o f a l l 
feasible states and selects the most informative one. T h i s state is presented to the 
expert. T h e latter classifies the presented state. T h e n the expert's answer is ver i -
fied for consistency (note that veri f ication m a y be carried out fo l lowing a scries 
o f answers o f the expert). Once the inconsistencies arc e l iminated , the fo l lowing 
in f o rmat ive point is determined, etc. unt i l a l l states are classif ied. 
N o t e that the suggested approach makes it possible to rather adequately imitate 
the activit ies the expert is accustomed to in so lving classif ication problems. It takes 
into considerat ion the specifics o f h u m a n in format ion processing system. It is 
he lp fu l in construct ing ful l and consistent knowledge bases. 
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A b s t r a c t 
In order to help the knowledge engineer and the expert during knowledge 
acquisition phase, the A C A C I A Group is working on a knowledge acquisition 
methodology and tool (KATEMES) allowing knowledge acquisition from mul-
tiple experts, exploiting the specificities of design problems and preparing the 
assistance to the end-user and the quality of explanations he will be provided 
with. This paper describes our research program. After a brief description 
of our previous knowledge acquisition tool SDK A T, we will present the prim-
itives of KATEMES and the problems we intend to study and the ideas we 
intend to deepen about the link between knowledge acquisition and explana-
tions, knowledge acquisition from multiple experts and methodological aspects. 
Keywords: knowledge acquisition and explanations, knowledge acquisition from 
multiple experts, knowledge graphs, cognitive agents, design applications 
1 Introduction 
D u r i n g the phase of knowledge acquis i t ion and specif ication of a mult i -expert k n o w l -
edge-based design system, how to prepare the qual i ty of the final system (concerning 
as wel l i ts reasoning capabi l i t ies or the explanat ions it w i l l be able to generate)? T h i s 
quest ion guides the research of A C A C I A group , research s u m m e d up as follows: 
In order to help the knowledge engineer and the expert dur ing knowledge acqui -
s i t i o n phase, we are work ing on a knowledge acquis i t ion methodology and tool 
(KATEMES) a l l owing knowledge acquis i t ion f rom m u l t i p l e experts, exp lo i t ing the 
specif ic it ies of design problems and prepar ing the assistance to the end-user and 
the q u a l i t y of explanat ions he w i l l be provided w i t h . 
S o m e knowledge acquis i t ion tools don ' t rely on the problem class while other 
researchers focus on a given prob lem class by proposing tools dedicated to this 
p r o b l e m class: for example , SALT [50,51] is a imed at design appl icat ions . W e w i l l 
adopt th is last approach and try to deepen design appl i cat ions , for which our team 
had a n u m b e r of experiments i n the past [59,58,60]. Not ice that very few knowledge 
acquis i t i on tools concern design task, that is considered as very diff icult to tackle : 
DSPL ACQUIRER [13], SALT [SI], CANARD [69]. 
Here are the m a i n questions we w i l l s tudy : 1) H o w to el ic it and mode l knowledge 
f r om several experts? 2) H o w to take into account the users of the final knowledge-
based system ( K B S ) a n d , i n par t i cu lar , to prepare the qua l i ty of the future e x p l a -
nat ions i n the earlier knowledge acquis i t ion phase? 3) How to val idate the acquired 
knowledge? 4) How to design the final mul t i - exper ts system? 5) C a n we propose a 
methodo logy t a k i n g into account explanat ions and mult i -expert ise? 
KATEMES (Knowledge A c q u i s i t i o n T o o l for E x p l a i n a b l e , M u l t i - E x p e r t Systems) 
w i l l be the result of this research. 
T h i s paper w i l l describe our research p r o g r a m . Af ter a brief descr ipt ion of 
our previous knowledge acquis i t ion too l SDK AT, we w i l l present the p r imi t i v es of 
KATEMES and the problems we intend to s tudy and the ideas we intend to deepen 
about the l i n k between knowledge acquis i t i on and explanat ions , knowledge a c q u i -
s i t i on f r o m m u l t i p l e experts and methodo log i ca l aspects. Very - l ong - te rm research 
topics such as va l ida t i on of the acquired knowledge and design of the f inal sys tem 
w i l l also be ment ioned i n order to give a complete idea of the A C A C I A p r o g r a m . A t 
the end of each section, we indicate related work , i n order to recapitulate the po ints 
for wh i ch s i m i l a r ideas were already evoked by other researchers and to h igh l i ght 
those for w h i c h we propose an or ig ina l approach. 
2 From 3 D K A T to K A T E M E S 
2.1 3 D K A T 
In our past work , we developed a knowledge acquis i t ion too l a imed at design a p p l i -
cations, SDK AT 1 [24,1]. It allows to describe the structure of the designed sys tem 
and of its components , and to represent exp l i c i t l y the d y n a m i c m o d e l used by the 
expert d u r i n g the design process. It relies o n the observation that , for a design ap -
p l i ca t i on , the knowledge engineer seems to reconstruct a mode l of the system to be 
designed, us ing what he understood f rom the in fo rmat ion provided by the expert . 
SDK AT al lows the knowledge engineer to make this mode l expl ic i t and to let the 
expert val idate i t . 
T h i s m o d e l is based on the dependencies among the m a i n parameters o c c u r r i n g 
dur ing the prob l em so lv ing and can be represented through a dependency graph ca l led 
P D O G (Parameter Dependency Oriented G r a p h ) . A node of the graph corresponds 
either to an a t t r ibute of the object to be designed or to one of i ts components , or 
to a parameter issued f rom the external environment . SDK AT proposes a t ypo l ogy 
of relations possible among the nodes. T h i s hierarchy of l inks can be extended by 
application-specif ic relat ions. A par t i cu lar re la t ion , cal led topos, al lows to express 
how a parameter influences another. T h e influence of a given parameter m o d i f i c a t i o n 
can then be v isual ized dynamica l ly . 
D u r i n g knowledge acquis i t ion phase, through a P D O G , the knowledge engineer 
1 3 D K A T was designed by Rose Dieng and Brigitte Trousse and implemented by Marie-Paule 
Epp, Nathalie Riera and Eric Faisandier. 
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makes the model he b u i l t f rom the interviews w i t h the expert, expl ic i t . T h e n he 
presents this dependency graph to the expert i n order to complete i t or correct i t 
w i t h h i m . Several types of qual i tat ive reasoning are possible on the graph. T h e 
knowledge engineer can s imulate the effect of increasing or decreasing a parameter 
(what-if reasoning), or s imulate how to increase or decrease a parameter (how-to 
reasoning) . B o t h k inds of reasoning are useful as wel l in design as i n re-design f rom 
an ex is t ing so lut ion . T h a n k s to a graphic , qua l i ta t ive , parameterized s imula t i on of 
the expert 's reasoning, the macroscopic behaviour of the future expert system can 
thus be s imula ted and val idated before effective implementat i on . 
SDK AT also allows to mode l the subpart graph of an object as it is i m p o r t a n t i n 
design appl i cat ions . It offers a language of description of the expert 's tasks and a 
n o t i o n of task graph , cal led T D O G (Task Dependency Oriented G r a p h ) . 
T h e m o d e l l i n g of d y n a m i c knowledge through P D O G s and the macroscopic v a l -
i d a t i o n thus allowed are one of the m a i n interests of SDK AT. Another strength is 
the a b i l i t y to tackle some k inds of design tasks such as configuration of a composite 
system made of several components. 
2.2 Extensions of 3 D K A T to K A T E M E S 
T h e part 2 of the S I S Y P H U S ' 9 1 project a imed at deepening various models of prob-
l e m so lv ing i n knowledge-based systems, so as to analyse their influence on k n o w l -
edge acquis i t ion act iv i t ies . A comparison of such models was performed through 
an example of office assignment. O u r par t i c ipa t i on to this project [1] allowed us 
to analyse the differences between SDK AT approach and generic approaches such 
as Chandrasekaran ' s generic tasks [11,12] or KA DS interpretat ion models [64]. W e 
cou ld also d is t inguish the aspects rather design-oriented in SDK AT (the P D O G s , 
the subpar t graphs) and the more general aspects (the task language, the use of se-
m a n t i c networks) : P D O G s or subpart graphs are m a i n l y useful i n design problems 
cons ist ing of b u i l d i n g a composite system made of several components. 
SDK AT al lows to m o d e l one expert 's v is ion only and the possibi l i ty of k n o w l -
edge acqu is i t i on f rom several designers cooperating for a design task is not offered 
e x p l i c i t l y . L a s t , SDK AT does not take into account the future K B S user and i t does 
not help the knowledge engineer to prepare the explanations this user would need. 
Therefore , we w i l l propose several extensions of SDK AT so as to constitute a 
new too l KATEMES (Knowledge Acquisition Tool for Explainable, Multi-Expert 
Systems). T h i s new too l w i l l be more ambit ious than SDK AT. It w i l l also focus 
on design appl i cat ions but i n add i t i on , i t w i l l tackle the problems of explanat ions 
a n d mul t i - exper t i se . 
T h e f o l l owing sections w i l l describe the m a i n p lanned research topics: a) choice 
of the p r i m i t i v e s of the knowledge acquis i t ion too l , b) preparat ion of the assistance 
to the end-user, c) s tudy of mult i -expert ise , d) methodolog ica l aspects. 
3 The Primitives of K A T E M E S 
3.1 Knowledge Graphs and Links 
KATEMES w i l l offer the knowledge engineer a knowledge representation f o r m a l i s m 
and various l ibrar ies . Knowledge w i l l be described through semantic networks, cal led 
knowledge graphs. Several types of knowledge graphs w i l l be possible, according 
to the nature of nodes and l inks . T h e nodes of a knowledge graph can be: a) 
parameters of the system to be designed, b) tasks of the experts or of the users, c) 
agents (a l l owing to represent the experts) . 
A s i n MACAO [2], we w i l l a d m i t generic graphs (where nodes correspond to 
classes) and instantiated graphs (where nodes are associated to instances). 
W e w i l l extend the taxonomy of l inks previously offered by 3 D K A T : the k n o w l -
edge engineer w i l l then use this l ink l i b r a r y and w i l l be able to complete i t by 
appl icat ion-speci f ic l inks . 
W e w i l l d i s t inguish : a) static links (such as the subpart l i n k ) : no behaviour w i l l 
be associated to t h e m and they w i l l help to constitute stat ic knowledge graphs, b) 
dynamic links (such as topoi): a behaviour w i l l be associated to such l inks , so t h a t 
a s i m u l a t i o n can be performed on the d y n a m i c graphs where such l inks w i l l appear . 
Some l inks w i l l be general ( interesting for various classes of problems) w h i l e 
others w i l l be special ly offered for design appl icat ions . Some l inks w i l l be generic 
whi le others w i l l be application-speci f ic and added by the knowledge engineer. 
Some k inds of i m p o r t a n t l inks w i l l be stressed and considered as v iewpoints : for 
example , electrical-link, mechanical-link, family-link axe examples of such v iewpoints 
that m a y be considered as interesting i n an app l i ca t i on . It w i l l then be possible 
to associate knowledge graphs to these types of l inks . For example , i n SDK AT, 
there were three k inds of knowledge graphs: the subpart graph , the P D O G and the 
T D O G . T h e on ly k i n d of static l ink emphasized was the subpart l i n k . T h e P D O G 
was gather ing a l l k inds of l inks among parameters (allows-to-calculate, influence 
relation...). T h e T D O G was stressing l inks among tasks such as followed-by, is-
palliated-by... In KATEMES, i t w i l l be possible to emphasize other k inds of l i n k s : 
instead of gather ing a l l k inds of l inks i n the P D O G , we w i l l d is t inguish as m a n y 
types of knowledge graphs as i m p o r t a n t l inks . For example , the knowledge engineer 
can decide to stress the l inks expressing "electrical re lat ionships" and thus to handle 
an "electrical v iewpoint knowledge g r a p h " . 
L i n k s can concern parameters or tasks or other entities. L i n k s concerning entit ies 
of the same nature w i l l lead to homogeneous knowledge graphs, whi le heterogeneous 
knowledge graphs w i l l a d m i t nodes of different natures. 
A s case-based reasoning is i m p o r t a n t i n design appl icat ions [74,48], KATEMES 
w i l l a l low the knowledge engineer to e l ic i t and store descriptions of typical solutions 
that m a y be used later for explanat ions . A typ i ca l so lut ion w i l l be a k i n d of k n o w l -
edge graph , w i t h a context describing its app l i cat ion condit ions . 
Remark: 
W e consider that this research, a i m i n g at finding the adequate k inds of l i n k s a n d 
of knowledge graphs to emphasize, holds at a "knowledge leve l " [61]. W e are aware 
of the complex i ty of this prob lem and we don ' t c l a i m to find a general s o l u t i o n . 
B u t focusing on design appl icat ions should help us to determine l inks or knowledge 
graphs useful for this class of problems at least. 
3.2 Tasks and Agents 
KATEMES w i l l offer a language for describing the experts ' tasks (as in SDK AT) 
a n d the users' tasks, and it w i l l handle homogeneous knowledge graphs of tasks, as 
SDKATs T D O G S . 
T o take into account mul t i - exper t i se , we w i l l introduce the not ion of agent, hav ing 
knowledge graphs, representing i ts v is ion of the d o m a i n and of i ts reasoning i n the 
d o m a i n . We w i l l give a more detai led descript ion of this not ion of agent later , i n the 
section concerning mult i - expert i se . 
Some homogeneous knowledge graphs may have agents as nodes and represent 
networks of cooperating agents. Some heterogeneous graphs m a y emphasize the 
l i n k s among agents and tasks. 
3.3 Models of Reasoning 
KATEMES w i l l offer a qua l i ta t i ve reasoning on d y n a m i c knowledge graphs . T h e 
re lat ionships between the qua l i ta t ive s i m u l a t i o n offered by KATEMES a n d quali-
tative physics [18,42] w i l l be s tud ied . In p a r t i c u l a r , we w i l l compare our n o t i o n of 
knowledge graphs and the qua l i ta t ive representation of a phys ica l system. 
A theoretical s tudy of knowledge graphs, perhaps inspired of graph theory, w i l l 
also be performed, as i n [32]. 
W e w i l l s tudy the consistency of KATEMES graphs through Petri nets: i f we 
establ ish a correspondence between some classes of knowledge graphs a n d some 
k n o w n classes of P e t r i nets, we hope to take benefit of theoretical work already 
ex i s t ing on P e t r i nets i n order to deduce various properties of our knowledge graphs. 
3.4 Related Work 
T h e use of semantic networks or knowledge graphs for knowledge acquis i t ion is quite 
frequent [2,32] but proposing qua l i ta t ive graphs on which a qua l i ta t ive s i m u l a t i o n 
is carr ied out seems an or ig ina l idea , as wel l as the h igh l ight ing of p a r t i c u l a r l inks 
i n a g iven knowledge graph . In [32], graph theory is used in order to analyse the 
propert ies of knowledge graphs. 
Several typologies of l inks were already s tudied , in the framework of knowledge 
acqu is i t i on [2] or in a more general context [27,28]. 
3.5 Conclusions 
W e uni fy several notions in this basic not ion of knowledge graph : the choice of the 
k i n d s of nodes, relations and knowledge graphs to emphasize for a given re la t i on w i l l 
result f r o m a work at a knowledge level [61]. 
A t the " s y m b o l " level , we w i l l use an object-oriented representation a n d i m p l e -
ment agents, tasks, l inks , knowledge graphs as objects. 
4 Knowledge Acquisition and Explanations 
There m a y be different types of end-users of the final K B S . Such users m a y have 
various purposes and need different forms of help. W e rely on the pr inc ip le that the 
qual i ty o f the final K B S future explanations must be prepared i n the early knowledge 
acquis i t ion phase: some in f o rmat i on not necessarily useful for prob lem so lv ing b u t 
i m p o r t a n t for the future explanations must be e l ic i ted f r o m the experts. W e w i l l 
determine what this explanatory knowledge consists o f a n d s tudy how to e l ic i t i t , 
what influence i t w i l l have on the methodology and w h a t formal isms w i l l a l low to 
represent i t . T h i s necessity to take into account the explanat ions as soon as the 
knowledge acquis i t ion phase is recognized by researchers on explanations a n d the 
E E S project [57,56] relies on this idea. 
4.1 Explanatory Knowledge 
T h e analysis of the different steps leading to the p r o d u c t i o n of an exp lanat ion ( a n a l -
ysis of the user's request, generation of the exp lanat i on contents and presentat ion 
of the answer, us ing an adequate med ium) can give ind i ca t i ons on the exp lanatory 
in f o rmat i on needed i n each of such phases. 
We w i l l s tudy the fo l lowing points : 
• Which explanatory knowledge elicit, when and how? In [14], the necessity to 
represent deep knowledge, d o m a i n pr inc ip les , causal or m a t h e m a t i c a l m o d -
els, and wor ld knowledge for explanat ions was emphas ized and is one of the 
interests of research on second generation expert systems [72]. So, deep m o d -
els can be considered as explanatory i n f o r m a t i o n [14,15]. In [54], the author 
distinguishes miss ing knowledge (such as deep knowledge) and i m p l i c i t k n o w l -
edge embedded in the implementat ion (such as the rule choice cr i ter ion , . . . ) . I n 
[57], different kinds of knowledge useful for exp lanat ions are stressed: d o m a i n 
m o d e l , d o m a i n principles , tradeoffs, preferences, t e rmino log i ca l def init ions, i n -
tegrat ion knowledge and o p t i m i z a t i o n knowledge. In [20], the knowledge eng i -
neer must indicate application-specif ic relat ions, i n previs ion of future e x p l a -
nat ions . In [45], different types of explanatory knowledge useful for p r o d u c i n g 
explanat ions are dist inguished: explanatory pr inc ip les , discourse structures , 
exp lanat i on strategies and factual knowledge. 
Not ice that explanatory knowledge m a y be dependent or not on the a p p l i c a t i o n 
or on the problem class: generic explanatory knowledge can thus be offered by a 
knowledge acquis i t ion tool whi le appl icat ion-dependent explanatory knowledge 
needs be el ic i ted f rom d o m a i n experts and f r o m future users. W e must s tudy 
i f this e l i c i tat ion depends or not on the prob l em so lv ing knowledge e l i c i t a t i o n 
a n d i f i t must take place s imultaneously or later . W e must also s tudy how to 
l i n k explanatory knowledge to prob lem so lv ing knowledge. If some e x p l a n a t o r y 
i n f o r m a t i o n is stored i n electronic documents , i t is possible to l i n k por t ions of 
text to the entities handled by the knowledge acqu is i t i on too l and to exp lo i t 
hypertext l inks for later explanations . 
• How to take into account the needs of the future user? U s i n g e l i c i ta t i on tech-
niques ( interviews, ac t iv i ty analysis. . . ) can al low to extract various i n f o r m a t i o n 
f rom the intended end-users of the final K B S : their expertise level in compar -
ison w i t h the system, the assistance they need from the system, their needs 
in explanations. . . W e w i l l s tudy how the analysis of the end-users' a c t i v i ty 
can be integrated i n the knowledge acquis i t ion methodology. D e t e r m i n i n g the 
end-users' possible requests and the possible forms of answers they need w i l l 
help the knowledge engineer specify the future user - K B S interact ion and 
the system interfaces. He must also specify the way the system task w i l l be 
integrated i n the expert 's one. T h e in format ion elicited from the users m a y 
also be analysed to compare the users' knowledge and the experts ' one about 
the d o m a i n and the prob lem so lv ing , so as to exploit i t in the exp lanatory 
module of the final K B S : for example , it could be a basis for correct ing the 
misunderstandings of the non expert end-users of the final K B S or for filling 
in the deficiencies of such users. O n the contrary, i f the expertise level of the 
intended user is higher than the system's one, the system w i l l be rather a k i n d 
of assistant for this user and offer h i m other k inds of explanations . 
• How to elicit and combine the explanatory knowledge coming from several ex-
perts or users (consistency checking, choice between several explanations . . . ) ? 
Remarks: 
T h e cognitive study of exp lanatory dialogues among humans [40,34] can give 
ideas on the adaptat i on of explanat ions to the inter locutor . T h e explanat ions g iven 
by the expert to another expert, to a non expert or to the knowledge engineer are 
examples of explanat ions offered to different types of users per forming different tasks 
a n d hav ing different goals when they ask explanat ions . T h e analysis of the differences 
of vocabulary and of explanatory strategies can indicate how the adapta t i on to 
the user is carried out . Some researchers consider the explanatory process as a 
cooperat ion among the explainer and the explainee: therefore, the nature a n d the 
role of both interlocutors affect the cooperation mode. 
T h e interest of a m u l t i d i s c i p l i n a r y approach ( in part i cu lar , the usefulness of 
cognit ive psychology for knowledge acquis it ion) is more and more recognized [2,76]. 
Conclusions 
O u r study on explanatory knowledge should help us to propose: 
- a typology of explanatory knowledge, 
- a methodology t a k i n g into account the end-users, 
- techniques of e l i c i tat ion of exp lanatory knowledge f rom several experts, 
- techniques for checking the consistency of explanatory knowledge e l i c i ted f r o m 
several experts. 
4.2 Adaptation of Explanations 
W e consider that explanations can depend on bo th the K B S task and the user's task . 
W e w i l l t ry to offer tools for i m p r o v i n g the adaptat ion of the future exp lanat ions to 
the prob lem class or to the users. 
4.2.1 Adaptation to Problem Classes 
Deepening classes of problems w i l l al low us to constitute a l i b r a r y of "generic ex-
planations". A s a reflection on classes of problems and generic tasks was a lready 
carr ied out i n the knowledge acquis i t ion method KADS [9], we w i l l rely on KADS 
generic tasks: our l i b r a r y w i l l contain in format ion on types of questions, users' goals , 
exp lanatory schemata and exp lanat ion presentation m e d i a advised for each KADS 
generic task. 
For example , here is a l ist of various explanatory questions adapted to the design 
task [20]: a) the genesis and the evolut ion of designed objects [16], b) the re la -
t ions between objects (cf their role, their evolution. . . ) , c) the different v iewpo ints 
on a g iven object , d) the comparison w i t h typ i ca l solutions or t yp i ca l cases, e) the 
jus t i f i ca t ion of the choice between several alternatives, f) the failures, and i n p a r t i c -
u l a r , those requ i r ing a re laxat ion of constraints or a redesign, g) the t rans f o rmat i on 
of a p r e l i m i n a r y design into a detai led one, h) the influence of a mod i f i ca t i on of 
specif ications or of constraints. . . 
Discussions w i t h some experts in c i v i l engineering design convinced us that such 
experts often use analogies w i t h typ i ca l solutions, when they give explanat ions to 
other experts o f the same d o m a i n [16]. So, an explanatory mechanism for e x p l a i n i n g 
some design choices m a y be based on such analogies, when the end-user is also an 
expert of the same d o m a i n . 
A s graph i ca l explanat ions seem very useful for designers i n c i v i l engineering, 
graphics can be used as a m e d i u m of presentation, i n add i t i on to text . 
Such examples of questions, explanatory mechanism and presentation m e d i u m for 
specific k inds of design task can be explo i ted for b u i l d i n g the "generic exp lanat ions " 
associated to the design generic task. 
O u r l i b r a r y of "generic explanat ions" w i l l contain such in f o rma t i on , expressed 
using KADS vocabulary and i t w i l l guide the knowledge engineer for acquis i t i on of 
exp lanatory knowledge, and for specification of an application-specif ic exp lanatory 
module . 
Remarks: 
T h i s research of generic explanations associated to different classes of prob lems 
seems to be a new idea: generally, researchers study explanat ions regardless of the 
prob lem class. In [5], types of questions (such as "why metaclass" or "justify knowl-
edge source" are associated to entities handled by KADS, but w i thout l i n k i n g ex-
p lanat ions to generic tasks of KADS. T h e authors s tudy model-based exp lanat ions , 
described at a knowledge level instead of a s y m b o l level and we do approve th i s 
reflection at a knowledge level . 
M o s t researchers don ' t take into account the prob lem class for explanat ions or 
study diagnostic tasks. Very few research on explanat ions tackle specificities o f 
design task: let us cite [38,21] and [46] that is interested i n the users of a C A D 
environment . 
4.2.2 Adaptation to the Users 
M a n y researchers study user models [53,35,36,37,49]. For a given app l i ca t i on , some 
user's characteristics are interesting to be extracted and analysed dur ing knowledge 
acquis i t ion phase and stored. T o deal w i t h such users' characteristics, we w i l l deepen 
the notion of user model [36] and try to offer a l i b rary of user models. W e w i l l 
d is t inguish generic user models and application-specif ic models and study techniques 
for acquir ing and exp lo i t ing such user models . 
In KATEMES, the v iewpoint of a category of user w i l l be constituted by its 
associated knowledge graphs. Techniques of comparison of knowledge graphs w i l l 
a l l ow us to compare the user's v iewpoints and the expert 's ones. We w i l l then be 
able to determine a mode l c o m m o n to the expert and to the user, as well as a mode l 
o f the knowledge specific to each of t h e m . 
T h e correspondence between the users' viewpoints and the experts ' ones m a y 
a l l ow a better adaptat ion of the future explanations: for example , the K B S w i l l be 
able to play on the vocabulary, the concepts understandable by a category of users, 
the s impli f ied v iewpoint that the user has on the expert 's reasoning.. . 
T h i s study w i l l end up i n : 
- a l ibrary of generic user models , that w i l l be l inked to the l ibrary of "generic 
exp lanat ions " , 
- techniques of comparison of users' knowledge graphs and experts ' ones. 
4.3 Interest of K A T E M E S for Explanations 
T h e pr imi t ives of KATEMES are p a r t l y inspired f rom explanatory needs: for e x a m -
ple , the description of typical solutions w i t h their contexts of appl i cat ion is provided 
m a i n l y for explanatory reasons, since references to t yp i ca l cases seem to be often 
used by experts g i v ing explanat ions to other experts in design appl icat ions [16]. 
T h e description of the tasks of the experts and of the end users can also fac i l i tate 
the explanat ions , as well as the exp lo i ta t i on of different knowledge graphs extracted 
us ing KATEMES: s imulat ions on knowledge graphs may sometimes be used as a 
k i n d of exp lanat ion . 
D u r i n g knowledge acquis i t ion phase, we w i l l a l low the construction of a struc-
tured documentation, based on hypertext techniques and useful later for the future 
explanat ions . 
A m o n g other modules , KATEMES w i l l contain : 
- a module a l lowing the exp lo i ta t i on of typ i ca l solutions for explanations, 
- a module of exp lo i ta t i on of the knowledge graphs for explanations, w i t h a spec-
i f i cat ion of its use in the final K B S , 
- a module exp lo i t ing such a hypertext -s tructured documentat ion , for exp lana -
t ions , w i t h a specif ication of its use i n the final K B S . 
4.4 Related Work 
T h e d is t inc t ion between explanatory knowledge a n d problem solving knowledge was 
one of the basic ideas of the E E S project [57,56,73] and allows, in [62], to differentiate 
the exp lanat ion l ine f rom the reasoning l ine . 
For a second generation expert system, once acquired, the deep knowledge (i.e 
causal m o d e l or qual i ta t ive m o d e l of a system) w i l l be available for later exp lanat ions . 
Mode l -based explanat ions are offered in [4]. 
In [52], explanat ions and knowledge acquis i t ion are considered as two aspects 
of the same prob lem. T a k i n g into account explanations i n the earlier knowledge 
acquis i t i on phase [57,56,39] eases the later maintenance of the K B S . T h e no t i on of 
exp lana t i on structure extracted from the expert is proposed i n [41]. In [30], the a u -
thor proposes a knowledge acquis it ion technique based on e l i c i ta t ion of just i f i cat ions 
f rom people. In [5], a model-based approach allows to ant ic ipate the user's questions 
and to design mechanisms of answers as soon as the knowledge acquis i t ion phase. 
T y p e s of questions are identif ied and their semantics l inked to the components of 
KADS m e t h o d . A n o t h e r way of l i n k i n g knowledge acquis i t ion and explanat ions is 
to explo i t explanat ions i n order to guide knowledge acquis i t ion : A DELE [15] is a 
t oo l for he lp ing to knowledge acquis i t ion, re ly ing on the exp lo i ta t i on of j u s t i f i c a -
t ions or explanat ions i n order to rati fy knowledge. O n the contrary, our approach 
consists of exp lo i t ing knowledge acquisit ion in order to prepare and improve future 
explanat ions . 
T h e use of hypertext techniques for explanations was already proposed [33]. 
Such techniques are also more and more used for knowledge acquis i t ion [43,44]: 
K-STATION ( tool suppor t ing the method KOD) and SHELLEY ( tool s u p p o r t i n g 
the m e t h o d KADS) use such techniques. B u t the idea of exp lo i t ing the documents 
obta ined d u r i n g knowledge acquisit ion phase for later explanations don ' t seem to 
have yet been proposed. 
5 Knowledge Acquisition from Several Experts 
5.1 T h e Problem 
T h e e l i c i ta t i on of knowledge f rom mul t ip l e experts was recently studied [31,8,65, 
68,66,67,55,70,77], Somet imes , it is interesting to extract knowledge f r om several 
experts. T h e y can be: a) either several experts work ing on the same d o m a i n and 
able to solve the same kinds of problems (but perhaps using different prob lem s o l v i n g 
methods) , b) or on the contrary specialists hav ing different competence d o m a i n s , 
each of t h e m t a k i n g part i n the solving of a more g lobal prob lem. 
T h e experts m a y disagree on the vocabulary or on some concepts or on l i m i t cases. 
T h e knowledge engineer can t ry to model the c o m m o n part of their knowledge as 
wel l as more specific aspects of this knowledge. He can detect possible conflicts a n d , 
according to the case, t ry to obta in a consensus or to keep the different v i ewpo in ts 
of the experts. So we must study how to represent the v iewpoints of the different 
experts, the different possibi l it ies of cooperation or of conflicts among the experts 
as well as the combinat i on of their respective tasks. 
We w i l l s tudy problems due to e l i c i tat ion and analysis of knowledge of several 
experts: for example , can the analysis of the data el ic i ted f rom an expert occur 
before and guide the e l i c i tat ion of another expert knowledge or must the knowledge 
engineer avoid the biases that may be introduced by this way? W e could benefit f r o m 
previous experiments of knowledge e l i c i tat ion f rom m u l t i p l e experts [65] a n d f r o m 
studies of cognit ive psychologists for avo id ing bias i n knowledge e l i c i ta t i on . T h e 
analysis of the el icited d a t a must al low to b u i l d : a) a common model corresponding 
to the kernel of knowledge c o m m o n to a l l experts and perhaps models c o m m o n only 
to sub-groups of experts, b) specific models corresponding to knowledge specific to 
an expert and not shared by other experts. 
5.2 Multi -Expertise in KATEMES 
T h e viewpoint of an expert w i l l be constituted by his v is ion of the s t ructura l k n o w l -
edge of the system to be designed ( in the case of a design appl i cat ion) , by his d y n a m i c 
knowledge represented by d y n a m i c knowledge graphs, by the description of his tasks 
and by his interactions w i t h other experts. 
We w i l l compare the v iewpoints of different experts, i n order to detect and solve 
potent ia l conflicts among them. Therefore, a correspondence m a y be established 
among the entities handled in the different knowledge graphs. We w i l l propose 
techniques for managing consistency of several knowledge graphs. 
W e w i l l extend the language of description of the expert's tasks, i n order to take 
into account possible cooperation among several experts (for example , ca l l to other 
experts, d i s t r ibut ion of a task among several specialists. . . ) . 
In order to tackle this mult i -expert ise prob lem, KATEMES handles the not ion of 
agent to which a set of knowledge graphs w i l l be associated. A n agent m a y represent 
an expert t o ta l ly or par t ia l ly . M o r e precisely, an expert m a y be represented by a 
compound agent, made of: a)an agent c o m m o n to a l l experts, b) agents c o m m o n 
to this expert and to other experts, c) and an agent representing the specificities of 
this expert. 
T h e mode l of agent that we w i l l propose w i l l be described, among other features, 
by (a) its competences, (b) i ts v is ion of the d o m a i n and of i ts reasoning (cf i ts 
knowledge graphs) , (c) i ts v is ion of other agents, (d) its interactions w i t h the other 
agents [23]. 
In add i t i on , we w i l l propose a hierarchy of agents as well as a typology of relations 
that can l ink several agents. We w i l l use this typology to describe semantic networks 
of agents [21,22], a l lowing to describe the way several experts work together, share 
their tasks, cooperate or communicate in real l i fe. 
Some knowledge graphs w i l l have agents as nodes and represent networks of 
cooperat ing agents. W e w i l l s tudy the poss ib i l i ty of qual i tat ive s i m u l a t i o n on agent 
knowledge graphs. T h e architecture of the final expert system w i l l take i n s p i r a t i o n 
of such networks i f it intends to reflect the real behaviour of the experts i n their 
ac t iv i ty . 
5.3 Notion of Composite System 
T h e cooperation of the users w i t h the system can be described through a knowledge 
graph : the nodes w i l l be agents representing the users or the system, and the arcs 
w i l l be the relations between the users and the system. 
In [23], we described our view of the process of knowledge acquis i t ion as the 
behaviour of a composite system made of several h u m a n agents (experts, knowledge 
engineers and users) and software agents (the knowledge acquis i t ion too l , the final 
system and the software where the final system w i l l be integrated) . T h i s no t i on of 
composite system made of heterogeneous, interact ing agents helps us to mode l the 
m a i n re lat ions between such agents (knowledge transfer, exp lanat ion , v a l i d a t i o n , 
assistance to p r o b l e m solving. . . ) and to analyse the cooperation under ly ing the 
process of knowledge acquis i t ion . O u r not ion of agent should al low us to mode l the 
user as an agent a n d ease the description of a knowledge acquis i t ion methodology 
i n v o l v i n g several h u m a n agents. 
5.4 Related Work 
In the f ramework of d is tr ibuted art i f i c ia l intelligence [7,29,19], we are related to re-
search on d i s t r ibuted knowledge acquis i t ion [26], that emphasizes the l i n k between 
knowledge acquis i t ion and mult i -agent systems. T h e mode l l ing of knowledge acqu i -
s i t i on process us ing a composite system compris ing interact ing h u m a n or software 
agents is a new idea , as wel l as the not ion of agent to which knowledge graphs are 
associated. T h e v is ion of the user as an agent of a composite system seems o r i g i n a l . 
A methodo logy for acquir ing knowledge f rom a group of experts work ing together 
towards c o m m o n goals is presented i n [47]. T h e integrat ion of knowledge f r o m 
m u l t i p l e knowledge sources is studied i n [55]. A method a l lowing to detect consensus, 
conflicts, correspondences et contrasts is proposed i n [67]. Exper iments based on 
gr id repertories used by several experts are described i n [68,66]. Techniques for 
c o m p a r i n g several v iewpoints and solve conflicts among t h e m are depicted i n [25]. 
B u t techniques of comparison between several knowledge graphs representing the 
v iewpoints of several experts don ' t seem to have been studied. T h e EMA knowledge 
acquis i t ion m e t h o d handles a not ion of agent [71]. 
5.5 Expected Results 
T h i s research should lead us to propose: 
- a f o r m a l i s m of m u l t i p l e expert knowledge representation, 
- a language of descript ion of the tasks of several experts, 
- a mode l of agent compr is ing , among others, a hierarchy of agents and a typo logy 
of relations a m o n g agents (cooperation, conflicts ...), 
- techniques of comparison of several knowledge graphs, 
- techniques for m a n a g i n g the consistency among the knowledge graphs. 
6 Methodological Aspects 
Several knowledge acquis i t ion methods were proposed recently (EMA [71], KADS 
[9], KOD [76], MACAO [2]...) but none focus on design appl icat ions and takes 
into account the explanat ions and mult i -expert ise aspects. A top-down approach 
for knowledge acquis i t ion for a design app l i cat ion was proposed i n [10]. A few 
methodologies handle m u l t i p l e experts exp l i c i t l y [68,47,77]. EMA handles a n o t i o n 
of agent. 
We w i l l s tudy methodolog ica l aspects, by t a k i n g into account the characterist ics 
of design appl icat ions , explanations and mult i -expert ise . 
W e already noticed several questions l inked to the methodology : a) H o w to el icit 
a n d model knowledge s t e m m i n g f rom several experts? b) W h e n and how must the 
acquis i t ion of explanatory knowledge be carried out? c) W h e n and how m u s t deep 
knowledge be el icited? 
T h i s seems rather ambit ious . So, our work w i l l be perhaps a s tudy of the influence 
of such aspects on a methodology, a n d what extensions or deepenings the ex is t ing 
methodologies need to tackle such problems. 
H o w would an or ig inal methodology be related to other ex ist ing methods? KADS 
proposes a general methodology, and adapts the knowledge acquis i t ion mode to each 
identi f ied generic task. So we w i l l compare our approach w i t h the proposi t ions of 
KADS concerning design appl icat ions . KOD is a general method for knowledge 
m o d e l l i n g and is independent of the k i n d of app l i ca t i on . A t present, we don ' t see 
any connection between our approach and KOD approach. A s MACAO is based on 
a cognitive m o d e l and a ims at generality, we can study i f this cognitive m o d e l needs 
to be adapted i n order to take into account the specificities of design process. 
7 Very-Long-Term Research Topics 
7.1 Validation of Acquired Knowledge 
T h e necessity to l ink knowledge acquis i t ion and v a l i d a t i o n is recognized. D u r i n g ex-
pertise transfer, the knowledge engineer w i l l present the knowledge graphs obta ined 
d u r i n g the interviews, to the expert. In addi t ion to th is incrementa l v a l i d a t i o n of 
p r o b l e m solv ing knowledge by the experts, explanat ions w i l l have to be va l idated 
b o t h by the experts and by the users. 
Once the final K B S effectively b u i l t , the knowledge base w i l l be va l idated re la -
t ive ly to the specifications const i tuted by the results o f KATEMES. T h i s l i n k be-
tween knowledge acquis i t ion , specif ication of the K B S a n d va l ida t i on of the acquired 
a n d implemented knowledge is the basis of a "software engineering" approach d u r i n g 
the development of the K B S . 
W e can also th ink about the a posteriori construction of the macroscopic descrip-
tion of an already existing expert system, developed w i t h o u t the help of KATEMES, 
i n order to have i t val idated by the expert: it m a y be seen as a k i n d of "reverse 
engineer ing" , a l l owing to verify i f the K B S satisfies the macroscopic behaviour the 
expert had i n m i n d , when describing his act iv i ty . 
So we w i l l propose rules of macroscopic validation of the K B S . In a very l ong t e r m , 
we in tend to exploit the research already performed i n order to c lar i fy the n o t i o n of 
v a l i d a t i o n and try to have a more f o rmal vision of this not ion [3,63,6,75,17]. 
7.2 Design of the Final M u l t i - E x p e r t System 
F i g u r e 1 describes our v is ion of the whole development of the final K B S . 
T h e mul t i - exper t aspect appear ing in the knowledge acquis i t ion phase can be 
t rans lated i n different architectures of the final K B S : several cooperat ing knowledge 
bases, a b lackboard architecture, a mult i -agent architecture. . . W e don ' t in tend to 
s t u d y these aspects. B u t i n a very l ong term, we cou ld s tudy the poss ib i l i ty of 
a u t o m a t i c t rans lat ion at least into the target shel l SMECI that h a d been developed 
in our t e a m [60]. Probab ly , th is a u t o m a t i c t rans la t i on w i l l be able to tackle on ly a 
part of the final K B S . 
F i g u r e 2 sums up the m a i n tools to be real ized. 
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8 Conclusions 
T h i s paper presented our ideas on the various problems we intend to s tudy i n or-
der to b u i l d KATEMES, a too l able to tackle specificities of design appl icat ions , 
explanat ions and mult i -expert ise . We are aware that this project is very ambi t i ous 
a n d attacks several difficult problems. B u t it is i m p o r t a n t for us to th ink of such 
problems as soon as knowledge acquis i t ion phase, so as to offer adequate pr imi t i ves 
i n our too l . O u r previous experience i n design appl icat ions , knowledge acquis i t ion , 
exp lanat ions , and cooperation among cognitive agents w i l l guide us. W e w i l l ex-
p l o i t , generalize and try to unify this previous work that inspired the key notions of 
KATEMES: agents, relations and knowledge graphs. T h e dependency on the prob-
l e m class w i l l help us to s impl i f y some problems: each t ime we w i l l t ry to b u i l d 
a l i b r a r y of generic, predefined entities (such as l i n k s , knowledge graphs, exp lana -
t ions . . . ) , we w i l l deepen design appl icat ions, so as to offer the part of the l i b r a r y 
spec ia l ly adapted to such appl icat ions , at least. 
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A b s t r a c t . The aim of this paper is to study causal knowledge and demon-
strate how it can be used to support the knowledge acquisition process. The 
discussion is based on three experiments we have been involved in. First, two 
classes of Causal Model-Based Knowledge Acquisition Tools are identified: 
bottom-up designed causal models and top-down designed causal models. 
The properties of each type of tool and how they contribute to the whole 
knowledge acquisition process is then discuted. 
1 Introduction 
T h e a i m of this paper is to study causal knowledge and demonstrate how it can be 
used to support the knowledge acquisition ( K A ) process. T h e discussion is based on 
three experiments we have been involved in : the A D E L B too l [11] and the A C T E too l 
[4, 5] i n the field of medica l diagnosis, and the D I V A experiment for turbine-generator 
diagnosis [12], These experiments were carried out separately and independently. 
Discuss ion takes place in the framework of the new parad igm of "task and method 
specific tools" for K A [27]. 
We present K A through a conceptual model of possible processes for the b u i l d i n g 
of an expert system (Sect. 2), then we use this framework to localize the role and the 
place of Causal Model-Based Knowledge Acquisition Tools ( C M B K A T s ) (Sect. 3). 
Such K A tools have two major roles depending on the way they are bui l t . T h e y can 
be useful in va l idat ing the heuristic knowledge being acquired, a l though this supposes 
firstly that the causal K A process has been developed quite independently of the 
heurist ic K A process, and secondly that connection between the two knowledge bases 
is nevertheless possible. In this paper, such models are termed "bot tom-up designed 
causal mode ls " . C a u s a l models can also be used to ensure consistency in the expert 
discourse, but this supposes that they are connected w i t h the heuristic level by 
construct ion . Such causal models, termed "top-down designed causal models " , are 
often bu i l t using expert justi f ications dur ing the interviews. 
T h e two roles described above are important and useful in the K A process, 
a n d p a r t i c u l a r l y in what we ca l l the " instant iat ion of the conceptual m o d e l " . T h e 
two k inds of tools which can be bui l t according to these different approaches can 
contribute signif icantly to the enhancement of capabil it ies dur ing the K A process. 
A C T E a n d A D E L E , described i n Sect. 4, are appropriate i l lustrat ions of bo th k inds of 
tools. However, a single C M B K A T can not assure the two above roles. We therefore 
consider that it would be useful to study how both tools can be integrated or can work 
together i n the same K A workbench. S imi lar ly , a promis ing research p a t h would be 
to investigate how C M B K A T s can be made to work w i t h more conventional K A 
tools, w i t h expl i c i t reference to the under ly ing conceptual model . 
In the last section of the paper, we discuss causal models (st i l l i n the K A context) 
and a few specific points based on the three experiments, the content and the use of 
C M B K A T causal models, how C M B K A T s manage a conceptual mode l of expertise, 
how they deal w i t h uncertainty, and the determinat ion of an accurate causal m o d e l 
for K A . T h i s leads to the identif ication of three important properties: connect ion, 
consistency a n d completeness. F i n a l l y , we note the advantages of causal models . 
2 Knowledge Acquisition as Conceptual M o d e l Design 
A new and f ru i t fu l p a r a d i g m for K A has emerged i n recent years. T h i s p a r a d i g m , 
sometimes cal led "task and method specific too ls" , a ims at filling the conceptual 
gap between the f o rm i n which knowledge is described in the n a t u r a l discourse 
of d o m a i n specialists, and the f o rm i n which it is represented in Knowledge Based 
programs. T h i s approach is based on the design of a Conceptual Model which tries to 
describe the prob lem solving process at a better level of abstract ion. T h i s conceptual 
model can either be designed by selection and refinement f rom a predefined l i b r a r y 
of generic tasks, or can be bui l t f rom scratch when no appropriate generic tasks 
are available. O f course, the former case is preferable, and most attent ion is p a i d 
to the development of such a l ibrary (see the Espr i t Pro ject C O N S T R U C T , project 
P5477) . T h u s , K A becomes a mode l l ing task, and once the conceptual m o d e l has 
been designed the process is largely dependent on the role and type of knowledge 
required. T h i s issue has been widely examined. Clancey (Heurist ic Class i f i cat ion) , 
Chandrasekaran (Generic Tasks) , Breuker and W i e l i n g a (Models of Expert ise a n d 
the KADS Methodology) and M c D e r m o t t (Role L i m i t i n g Methods and K A Tools) 
were among the forerunners i n this field [7, 33, 3, 25]. 
K A , as a cognitive task, can also be model led in the same framework. F i g u r e 1 
f rom Aussenac et a l . [1] proposes a "conceptual m o d e l " for an expert system b u i l d i n g 
process. T h i s decomposit ion is not whol ly or ig ina l , and is neither a general izat ion of 
previous descriptions nor an alternative description. It no longer attempts to come 
up w i t h a new K A theory, but is s imply a re- formulat ion of a shared framework that 
enables discussion and comparison of K A tools and methods. For this reason, i t is 
relevant to our discussion on causal models i n K A . Before comment ing further on 
this decomposit ion, let us explain why such decomposit ion and analysis of the K A 
process can be useful and interesting. 
F i rs t ly , such an analysis provides a better delimitation of the role and contribution 
that each tool and method can play. T h e increasing number of tools and methods for 
K A make it essential for us to be able to de l imit the respective role of each one, a n d 
to better define the domain of appl icabi l i ty . T h i s is the basis for the compar ison of 
tools and methods i f we are to avoid compar ing too dist inct types of element. 
Secondly, such a framework is useful for specifying how several tools or methods 
can be used together. It attempts to specify the inputs and outputs of each step, 
and then to specify how complementary or redundant the various tools are. More 
generally, a model l ing of the K A process itself is necessary when designing a general 
K A workbench, where the various tools supplied should be recognizable by the role 
they can play dur ing knowledge base system ( K B S ) design. 
Last ly , and this is the purpose of our paper, such a framework is useful for the 
specification of the benefit and the role of a specific approach, and its comparison 
w i t h existing ones. 
We w i l l now describe the four steps of the F i g . 1, as given by Aussenac et a l . [1]. 
These steps are natura l ly not sequential, and should instead be seen as a breakdown 
of the K A task, rather than a linear procedure for K A . 
Knowledge sources 
(experts, documents, etc) Conceptual model 
G) \ • 
Raw data Operational system 
Knowledge elicitation 
[•2) Conceptual model design 
[ 3 ] Conceptual model instanciation 
4 Operationalization 
F i g . 1. Knowledge Acquisition (from Aussenac et al.) 
1. K n o w l e d g e E l i c i t a t i o n . Some authors like M o t t a et a l . ca l l this phase " b o t t o m -
up e l i c i ta t i on" [26]. T h e output consists of "raw d a t a " that can be more or less 
self-organized, depending on the tools or the method used. T h i s d a t a serves 
as a basis for the construction of the conceptual model . Further e l i c i tat ion w i l l 
then become "mode l -dr iven" (conceptual model-driven) and is inc luded i n step 3 
(termed " top-down e l i c i ta t i on" by M o t t a et al . ) . The m a i n characteristic of this 
phase is that no a pr i o r i model is assumed. Methods such as interviews or th ink 
a l o u d protocols are the most frequently used at this stage. M o t t a et a l . consider 
these techniques to be "weak" because they are domain-independent. T h i s step 
also includes " d a t a analys is " , a i m i n g to remove the background noise i n raw 
d a t a , and o u t p u t t i n g the first set of organized elicited knowledge. 
2. Design of the Conceptual Model.1 Based on the first set of d a t a and knowl -
edge gathered f rom step 1, the a i m of step 2 is to provide a framework for the 
representation of these pieces of knowledge and for the description of the way i n 
w h i c h this knowledge w i l l be used (the problem solving process). T h i s is certainly 
one of the most difficult tasks i n this parad igm (how to select the appropriate 
methods when faced w i t h a concrete problem). M a n y approaches t ry to convert 
this task into a selection and refinement process in a l ibrary of generic m e t h -
ods. T h e K A D S methodology also takes this approach, and several projects a i m 
at increasing the number of available l ibraries [2], E s p r i t Project Construct or 
the various " K A D S user groups" . T h e under ly ing approach of Chandrasekaran 's 
Generic Task is very s imi lar (selection and refinement of generic m e t h o d s 2 ) . 
3. Instantiation of the Conceptual Model. T h e conceptual mode l defined i n 
step 2 provides a very sol id foundation for K A . The role and place of knowledge 
s t i l l to be acquired is clearly defined. For this reason, many tools a n d methods 
exploit this fact, and most K A tools can be classified i n this category. T h e most 
typ i ca l are certainly those f rom C M U ( M O L E [15], M O R E [19] and S A L T [24]). 
M o t t a et a l t e rm this step "top-down e l i c i ta t i on" . 
4. Operationalization. T h i s phase consists of t rans lat ing the conceptual mode l 
a n d the associated knowledge into a running system. It is no longer direct ly a 
matter of "knowledge acqu is i t i on" . However, since i t is very frequently the case 
that K B S design needs feedback and looping, i t would appear useful to design an 
operat ional system that is the best possible reflection of the conceptual mode l . 
Some authors refer to a "semi i somorphism" [17]. T h i s is most ly a matter of 
architecture or language, and an important l ine of research is taken up by this 
subject [21, 29]. 
These four steps are not, of course, sequential, and iterations are frequent. T h e y can 
be seen as a k i n d of conceptual model of the K A process itself. O f course, the h u m a n 
expert has to intervene dur ing a l l the four steps (at least dur ing the first three ones). 
3 Causal Models and their relations with K A 
3.1 Two classes of Causal Models for KA 
In our discussion, causal models are examined for their role i n the K A process. T h u s , 
"heurist ic level" or "heurist ic knowledge base" is used to refer to the knowledge that 
needs to be acquired (the knowledge that causal models are supposed to improve) , 
while a "causal knowledge base" is used to refer to the causal level. 
1 Conceptual model is now a term largely used. However, it may still give rise to some 
confusion. For a deeper discussion on how various approaches refer to it, see Karbach et 
al. [20]. 
2 Chandrasekaran refers to Generic Task, but like Karbach et al. [20] we prefer to use 
method. 
Before discussing the place of causal models for K A i n the framework l a i d out 
above, and before comment ing on our experiences, let us first briefly define what 
we mean by causal models. F i r s t l y , fol lowing Davis [14], we reject the terms "deep 
models" and "shallow models" . These notions are relative. A s Sticklen et a l state [30], 
one model is deep only in relat ion to another, and may well be shallow compared to 
a t h i r d one. Another point of view concerns the funct ion of the expressed knowledge 
(the "teleology") . W h a t we te rm i n our discussion "causal models" are models that 
express causality at a certain level of abstraction, without referring to the goal of the 
final system in which they will be used (e.g. diagnosis or classification in a medical 
KBS). Intuitively, causal models express knowledge that can be relevant over a wide 
range of applications and so appear to be more "generic". T h e y often try to represent 
" d o m a i n theory" . For this reason, the term "deep knowledge" is sometimes appl ied . 
T h i s k i n d of knowledge seems to be very natura l ly available, often appearing as a 
background to a number of interviews for K A ("why are you te l l ing me t h a t ? " ) . 
T h e y also serve to just i fy acquired knowledge and to provide new clues a n d new 
directions for broadening the K A process itself. 
F r o m our experience, we can dist inguish two classes of causal models i n K A . 
E a c h of them is of interest and raises different kinds of difficulties. 
T o p - d o w n d e s i g n e d causal m o d e l s : these models come directly f rom the m a i n 
K A process. T h e y frequently appear as justi f ications of elicited knowledge ("why 
are you te l l ing me t h a t ? " ) . Thus , using top-down designed causal models often 
leads to the simultaneous running of two dist inct K A processes: the m a i n K A 
process (to acquire what we have called "heuristic knowledge") , and the process 
of the design of the causal model itself. 
B o t t o m - u p d e s i g n e d causal m o d e l s : these models are designed independently 
of the K A process. T h e y generally develop out of exist ing models (design models, 
handbooks or tu tor ia l manuals) . These models often describe "how things work" 
or "how things f a i l " . 
B o t t o m - u p designed causal models provide a different viewpoint (different according 
to the heuristic knowledge base and because the source is different f rom the (generally 
expert) source which provides heuristic knowledge). The combinat ion of two views of 
the same subject area may prove to be very f ru i t fu l , especially in terms of va l ida t i on 
of the heuristic level, but may also be difficult to achieve. Conversely, a l though top-
down designed causal models and heuristic levels represent two different points of 
view, the former is derived f rom the later, and thus its role is a role of " in terna l 
consistency in the expert discourse" rather than a val idat ion of what is acquired. 
3.2 Place and i n t e r e s t o f Causal M o d e l s f o r K A 
In th is paper, we a i m to present and then comment on the argument for the three 
fo l lowing assertions: 
- Causal models can be very useful for K A because they provide another and com-
plementary viewpoint on the knowledge being acquired. Several issues have been 
quoted: (i) the use of justi f ications of expert knowledge for the va l idat i on of 
acquired knowledge or for the extension of an exist ing knowledge base [28], (ii) 
the acquis i t ion of heuristic knowledge [14], and (iii) the acquis i t ion of strategic 
knowledge [16]. 
— Most causal model-based knowledge acquisition tools or methods ( C M B K A T s , / 
play a major role during the "instantiation" of a conceptual model a n d are there-
fore relevant for step 3 in the framework described i n F i g . 1 (conceptual m o d e l 
ins tant ia t ion ) . We w i l l see that the various experiments use pre-existing con-
ceptual mode l . G r u b e r assumes that an i n i t i a l amount of knowledge has been 
collected before the system (the A S K system) can be used [16]. In the A C T E 
t oo l , a conceptual mode l is assumed (a k i n d of classification) and an i n i t i a l set 
of knowledge (hypothesis and symptoms) is s t i l l specified when b u i l d i n g a n d 
using the causal model . S imi lar ly , A D E L E can run only when a first set of rules 
is present i n the H K B . 
- However, C M B K A T s do not perform this instantiation automatically, but help 
to achieve it T h e y therefore have to be used in co l laborat ion or interact ion w i t h 
other tools or methods, and benefits come from an expl ic i t reference of these 
tools or methods, to the under ly ing conceptual model . 
4 T h r e e e x p e r i m e n t s 
We w i l l now present the three experiments our discussion is based on. T w o of t h e m 
are complete K A systems. T h e y have been ful ly described elsewhere i n [11] for the 
A D E L E system and in [5] for the A C T E system. A D E L E and A C T E were designed to 
support the K A ac t iv i ty i n an interactive way i n architectures combining heurist ic 
a n d causal knowledge (often termed "Second Generat ion Exper t Systems" ) . B o t h of 
these systems are used i n medical diagnosis appl icat ions . In this section we s i m p l y 
want to list the m a i n features of these systems. T h e t h i r d experiment is described 
in [12, 13] and is an experiment i n combining causal models and heuristic levels for 
K A purposes rather than a pure K A tool . 
4.1 T h e A D E L E s y s t e m 
4.1 .1 D e s c r i p t i o n . A D E L E is a causal model-based knowledge acquis i t ion t oo l 
( C M B K A T ) w i t h two m a i n features. F i r s t l y , it is designed inside the framework 
of Second Generat ion E x p e r t Systems, par t i cu lar ly i n the framework of systems i n 
which heuristic and causal models cooperate. Secondly, it contributes to the design 
of a heuristic knowledge base, an equivalent to an instantiated conceptual m o d e l . 
The basic idea i n A D E L E is to use causal models to make the m a i n (heuristic) 
K A process easier. T h i s does not mean that problems of the (main) K A process w i l l 
entirely disappear. A D E L E does not generate the heuristic level f rom a causal one. O n 
the contrary, heuristic and causal models are represented by two quite independent 
knowledge bases w i t h their own K A process: the heuristic knowledge base ( H K B ) 
is represented by product ion rules (and w i l l f orm the operat ional knowledge base), 
the causal knowledge base ( C K B ) is composed of causal models and is represented 
i n a f o rmal i sm closely related to that of the semantic network. Be ing issued f r o m 
different sources, there is every chance that these knowledge bases mode l various 
viewpoints and then, the objective of A D E L E is to profit f rom these different but 
maybe complementary viewpoints to help the m a i n (heuristic) K A process while it 
is i n progress. 
So, A D E L E supplies the knowledge engineer (who is assumed to be the system 
user) by prov id ing control and understanding of the (heuristic) knowledge being 
acquired. Furthermore, it can provide suggestions to complete the H K B . It is a tool 
for the refining and extending of an already existing H K B , using causal models. 
Moreover, this too l makes communicat ion w i t h the d o m a i n expert easier, because it 
is based on a causal level assumed to be more tractable. In add i t i on , it contributes 
to easier expression and val idat ion of the (heuristic) knowledge base. 
T h e K A process in A D E L E is as follows: the expert expresses a production rule 
encoding some piece of heuristic knowledge. Each rule is then considered separately. 
W h e n a new product ion rule is acquired (let us remain that the heuristic K A pro-
cess is i n progress when A D E L E operates), abductive reasoning based on the causal 
knowledge base provides justi f ications that can be regarded as proofs of the associa-
t i o n between the conditions and the conclusion of the rule. A precise analysis of the 
just i f i cat ions provides the expert w i t h interesting results concerning the nature of 
the l i n k between conditions and conclusion, the strength of this l ink , the roles played 
by the conditions and the d i s c r iminat ing power of the conditions over the conclusion. 
A D E L E takes advantage of this analysis to explain the rule, comment on i t , check 
i t , a n d to suggest modif ications or new rules. A D E L E can also be used in the design 
of the knowledge base and for maintenance purposes of an exist ing knowledge base. 
Such an approach can not be used without any heuristic knowledge. Reasoning on 
causal models which have been acquired separately from the heuristic level, has to 
be control led. In the A D E L E approach, heuristic level is used to support reasoning 
on causal models. 
T h i s approach has been experimented on a medical diagnosis appl icat ion in elec-
tromyography, diagnosing muscle and peripheral nerve disorders by electrical mea-
surements. A n example of session in this field is described below (see F i g . 2). 
4 . 1 . 2 C a u s a l K n o w l e d g e B a s e i n A D E L E . T h e C K B models the domain 
knowledge. In the C K B , causal relations co-exist w i t h descriptive or definition re la-
t ions . In add i t i on , the C K B is not composed of a unique causal net, but may contain 
several competit ive models. It corresponds to the fact that a model is always de-
signed from a part icular viewpoint and a variety of viewpoints may be possible. 
In A D E L E , we would like to take advantage of the m u l t i p l i c i t y of available domain 
models . 
Nonetheless, any causal model w i l l not always be useful for the heuristic K A 
process. T h e knowledge engineer has to choose the most appropriate models, those 
most closely related to the heuristic knowledge being acquired. 
W i t h reference to the classification of causal models given i n Sect. 3, causal m o d -
els used i n A D E L E can be qualif ied as bot tom-up designed causal models. C K B has 
its own K A process and it is quite independent of the m a i n K A process. C K B 
is b o r n out of pre-existing models directly extracted f rom medical textbooks. O b -
viously , such exist ing models are not direct ly connected w i t h the heuristic level. 
Therefore, the approach is extended by a connection phase where the knowledge en-
gineer tries to reformulate the i n i t i a l and " raw" causal models to enable connection 
w i t h the H K B . 
T h e C K B is a two-level model izat ion and is represented by two kinds of models . 
" Instant iated C a u s a l M o d e l s " model objects and relations between objects of the 
subject d o m a i n . These objects refer direct ly to the conditions and the conclusions of 
the product ion rules of the H K B . "Generic Causa l Mode l s " which mode l classes of 
objects and relations between them, are obtained f rom "Instantiated C a u s a l M o d -
els" . Classes of objects stem from grouping together objects, and relations between 
classes of objects stem from generalizing relations between objects. Re lat ions of the 
models (whatever k i n d of model it is) are described by a name i n a l i t era l f o r m , a 
type which denotes the type of d o m a i n knowledge that the re lat ion refers to (neu-
roanatomica l , pathophysio logical , etc.) and its nature (hierarchic, descriptive, func-
t i ona l , causal , evocative). T h e value of these attr ibutes are exploited when a n a l y z i n g 
explanations provided by C K B . Relat ions between Generic M o d e l and Instant iated 
M o d e l are exclusively " i s - a " relations between classes of objects and objects w h i c h 
belong to them. 
Us ing such causal models was helpful i n our medical app l i cat ion - m e d i c a l d i -
agnosis is a suitable d o m a i n , and one for which causal models are avai lable . W e 
worked on a medica l diagnostic reasoning system for electromyography. T h e C K B 
is composed of: 
- anatomica l mode l which models which muscle is innervated by which nerve, 
- model which describes an electrical schema of diseases, and which i n p a r t i c u l a r 
describes electrical measurements which are abnormal when a disease appears , 
- model of l oca l i zat ion which shows in which muscular region a s y m p t o m appears, 
- pathophysiological model which indicates the effects of the diseases on nerves, 
on electrical measurements and on the c l in ica l schema of a patient. 
4.1.3 U s i n g A D E L E . A D E L E improves communicat ion w i t h the d o m a i n expert . 
It provides the knowledge engineer w i t h a deeper background to understand the ac-
quired expert knowledge. B y g iv ing explanations and m a k i n g comments, i t helps 
to avoid potent ia l misinterpretations and model l ing errors 3 . Moreover, the k n o w l -
edge engineer w i l l be able to detect strange combinations of knowledge elements, 
which are expressed at different levels of abstract ion. Expressing knowledge w i t h 
the product ion rule f ormal i sm is sometimes difficult for an expert and can lead to 
imperfections [8]. T h e results provided by A D E L E can serve as the basis of a d i s -
cussion between the expert and the knowledge engineer, that can lead the expert 
to reformulate the system's knowledge. In add i t i on , A D E L E provides the knowledge 
engineer w i t h the possibi l i ty of checking the acquired expert knowledge by us ing the 
causal knowledge base; this is a way of va l idat ing the acquired heuristic knowledge. 
A D E L E has a very interesting structure bo th f rom a methodological a n d a c o m -
putat ional v iewpoint . A t first, explanations are looked for on the generic level a n d 
then, when (at least) one has been found (termed generic explanat ion) , further ex-
planations are sought on the instantiated level. T h i s approach does not explore a l l 
instantiated models, but rather looks for instantiations of generic explanat ions . 
3 As far as the design of a knowledge base is considered as a modelling process. 
The knowledge engineer gives the rule described below. ADELE immediately operates on it. 
If not Paresthesie in the median distal region 
and if Woman 
then Carpal channel syndrome 
This rule expresses the relation between paresthesie (prickling) confined to a part of the arm, 
the fact that the patient is a woman and carpal channel syndrome being an obstruction of the 
channel of the median nerve at the wrist. 
The results of ADELE are: 
This rule is not valid, it can not be explained. 
(Not any explanation has been found for the association between the conditions and the con-
clusion of the rule in instantiated causal models) 
Nevertheless,one (partial) generic explanation exists: " A clinical symptom is local-
ized in a muscle ; a muscle is innervated by nerves ; a nerve can be damaged by 
diseases". 
(This generic explanation has been provided by generic causal models) 
Not any explanation has been found for "woman". Is "woman" a condition which 
reflects heuristic context? 
ADELE has identified generic concepts which can be associated with the terms of the rule: 
clinical symptom for Paresthesie in the median distal region and disease for Carpal channel 
syndrome. Its justifies the association between these concepts. This helps the knowledge engi-
neer by providing understanding of the rule being acquired. Let us note that the explanation 
is partial. No concept has been found for the condition "woman" and then, no explanation 
which refers to this condition, has been delivered, adele deduces that the condition "woman" 
could reflect a heuristic context. 
Results of ADELE are analyzed. The knowledge engineer decides to modify the rule (to remove 
the "not" in the conditions of the previous rule) and proposes ADELE to validate the modified 
rule. 
If Paresthesie in the median distal region 
and if Woman 
then Carpal channel syndrome 
The results of Adele are: 
This rule is partially valid. 
(One partial explanation has been found in instantiated causal models) 
"Paresthesies in the median distal region are localized in the muscle in the median 
nerve ; the muscle in the median nerve is innervated by the median nerve; the median 
nerve can be damaged by carpal channel syndrome" 
According to this explanation, no additive condition is required to explain the con-
clusion of the rule. 
The explanation below suggests the rule is an evocative one. 
Here is an analogous rule: 
If Hypoesthesie in the median distal region 
then Carpal channel syndrome 
etc. 
F i g . 2. A n example of session with the ADELE system, in the field of electromyography 
4.2 T h e A C T E s y s t e m 
4 .2 .1 D e s c r i p t i o n . A C T E is a K A too l in a medical diagnostic domain . The re-
su l t ing knowledge-base system is a imed at doing a heuristic classif ication. The ap -
proach is based on the interpretat ion of a causal model . T h e a i m of this interpretat ion 
is twofold: on one hand , it faci l itates the checking of the causal mode l , on the other 
hand , i t generates heuristic knowledge which is usable for a specific task. 
A C T E deals w i t h two knowledge bases: the causal knowledge base ( C K B ) - i.e. 
the causal m o d e l - which is the input to the K A process, and the heuristic knowledge 
base ( H K B ) which is the output of this process and w i l l constitute the operat ional 
knowledge base. T h e C K B is represented i n a semantic network f o rmal i sm while the 
H K B is represented by product ion rules. T h e fol lowing steps describe A C T E ' S K A 
process: 
1. T h e conceptual mode l is first defined so as to describe the problem-solv ing m e t h -
ods that accompl ish the diagnostic task. These methods deal , for example, w i t h 
"data -abs t rac t i on" or the "un i c i ty of the fault process". 
2. T h e expert provides d o m a i n knowledge i n a causal model framework. T h i s causal 
model is the C K B . 
3. T h e C K B is taken as a whole and globally analyzed i n interact ion w i t h the 
expert i n order to check its consistency. 
4. Each re lat ion is analyzed separately and interpreted by the problem-so lv ing 
methods of the conceptual model . T h i s generates bo th immediate (obvious) a n d 
heuristic knowledge. Depending on the nature of the heuristic knowledge - i.e. 
the nature of the causal relationships and problem-solv ing methods which have 
generated this heuristic knowledge - it may be checked and refined by the expert . 
The conceptual mode l is therefore instantiated on the C K B and the final H K B 
is bu i l t . A C T E has been appl ied to L E Z A R D , a medical diagnostic reasoning system 
for d i s c r iminat ing between diseases in the domain of acute a b d o m i n a l pa in . We w i l l 
i l lustrate various features of A C T E w i t h examples f rom the knowledge-base of the 
L E Z A R D system [5]. 
4 .2 .2 C a u s a l K n o w l e d g e B a s e i n A C T E We have seen that C K B modelizes 
the domain knowledge. T h i s knowledge is pathophysiological and semiological k n o w l -
edge. B o t h knowledge are represented i n a causal network. 
The pathophysio logical part of the network is made up of causal and hierarchi -
ca l relationships between diagnoses. C a u s a l relationships describe the etiology of 
diagnoses. Hierarchica l relationships are tangled taxonomies based on anatomica l or 
pathological considerations. These tangled taxonomies express mul t ip le v iewpoints 
on the same set of diseases. In A C T E we chose bo th an anatomica l description of the 
diseases - e.g. D I G E S T I V E - D I S E A S E or U R I N A R Y - D I S E A S E - and a description by the 
process - e.g. O R G A N I C - O B S T R U C T I O N or F U N C T I O N A L - O B S T R U C T I O N . 
Semiological knowledge is described by relationships between signs and diagnoses. 
These signs are symptoms ( input-data) or syndromes (abstracted data) . F u r t h e r -
more, the nature of these relationships is twofold: some qual i fy ing conditions w h i c h 
express that a sign must be observed before evoking a disease [15] or some tr igger ing 
condit ions which evoke some hypotheses [32]. F igure 3 gives an i l lustrat ion of such 
a knowledge. 
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F i g . 3. Causal network representation. Dotted lines represent causal links, Black lines 
taxonomic links and gray lines evocation links 
4 , 2 . 3 U s i n g A C T E . A C T B is closely related to a type of conceptual model (a 
type of heuristic classification appl ied to medica l diagnosis) . T h i s domain is char-
acterized by its uncompleteness and uncer ta in ty 4 . P r o b l e m solving methods, which 
are now described, have been influenced by previous works [22, 7, 3, 32]: 
- generalizing f rom specific observations w i t h the "data -abstract ion" method ; 
— focusing on the highest abstract ion levels - i.e. t r y i n g to decide i f the classes 
of the most widespread diseases are present before deciding on more specific 
classes; 
- using Trigger or necessity signs to evoke hypotheses; 
— app ly ing the unique fault process hypothesis - i.e. a t tempt ing to create a unique 
causal chain to expla in the observed symptoms. 
T h e last method intervenes, among others, in the val idat ion of C K B . T h i s 
m e t h o d is used i n several diagnostic systems, and part i cu lar ly in the medical field 
[22, 32]. Accord ing to this hypothesis, mult ip le disorders ( in medicine, mult ip le d is -
eases) may occur s imultaneously if, and only if, they are connected by causal re la-
t ions. A C T E ' S interpretat ion of the causal network is based on this last hypothesis. 
4 Not all medical domains are characterized by uncompletness and uncertainty - e.g. car-
diac pathophysiology which may address "qualitative physic" problematic. 
T h e interpretat ion a l g o r i t h m is the exclusions calculus. T h e basic idea is to use 
the unique fault process in two ways: either to seek diagnoses which may appear i n 
the same causal process or to seek diagnoses which may not appear i n the same causal 
process; a s impl i f ied formulat ion is: "two concepts wi thout causal relat ionships are 
exclusive" . Prac t i ca l l y , the results of this interpretation consist of mutual-exclusions 
- i.e. two concepts of the d o m a i n cannot belong to the same solut ion - as opposed to 
mutual-compatibilities. T h e reality is Obvious ly more complex insofar as the causal 
relationships may be transit ive or not: " A may cause B " and " B may cause c " do not 
i m p l y " A may cause c " . These problems of "weak t r a n s i t i v i t y " have been treated 
i n cognitive science by J o h n s o n - L a i r d [18] as well as in the A I framework [32, 12]. 
O u r choice is to ask the expert about the p laus ib i l i ty of chains of causal ly -re lated 
events such as A and c . A l s o , mutual -exc lus ion or mutual - compat ib i l i t i es are reta ined 
condi t ional to the t rans i t iv i ty (or non trans i t iv i ty ) a t t r ibuted by the expert to the 
successive causal relationships. T h e benefit of this interpretat ion is twofold: 
- T h e causal network is val idated. For example, the expert may not agree w i t h the 
result of the system - e.g. a mutual -exc lus ion relat ion between two diagnoses -
and be led to add new causal relationships to just i fy its posi t ion - e.g. that the 
two concepts above are compatib le . 
- T h e unique fault process hypothesis is operationalized in heuristic knowledge 
through mutual -exclusions . 
T h e exclusion calculus a lgor i thm is opt imized for comput ing this knowledge at 
the highest level i n the hierarchical representation of the d o m a i n concepts [6]. For 
example, based on the causal network represented in F i g . 3, we have the interac-
t i on between the expert and the system described in F i g . 4. S imi lar ly , the other 
methods of the conceptual mode l lead to a part icular interpretation of each of the 
relations of the C K B . For example, the C K B may be analyzed in search of new 
data-abstract ion (e.g. gathering of observations) w i t h regard to the diseases they 
trigger. In an other way, based on the causal network represented i n F i g . 3, the h i -
erarchical l inks are analyzed w i t h regard to their structure to generate i m m e d i a t e 
(obvious) knowledge - e.g. " F U N C T I O N A L - O B S T R U C T I O N O B S T R U C T I O N " - a n d 
to propose new heuristic knowledge - e.g. " U R I N A R Y - D I S E A S E A - n R E N A L - C O L I C A 
- . U R I N A R Y - T R A C T - I N F E C T I O N P Y E L O N E P H R I T I S " . 
W i t h reference to the classification of causal models i n Sect. 3, the causal m o d e l 
used in ACTE can be qualified as a bot tom-up designed causal model , because C K B 
may well come f rom exist ing models direct ly extracted f rom medica l textbooks. N e v -
ertheless, such a mode l has been designed for a part icular d i scr iminat ion diagnost ic 
task, w i t h well known signs and diagnoses. Moreover, the C K B is checked d u r i n g 
the knowledge K A process. In this way, we can say that the term causal m o d e l , i n 
ACTE, m a i n l y refers to a top-down designed causal model . 
T h i s i l lustrates how a causal model , not oriented by the task to be performed, 
can help to instantiate a conceptual mode l in order to create an operat ional a n d 
heuristic knowledge base. Further work w i l l be carried out to make the conceptual 
model in the program more expl ic i t , as for heuristic knowledge. T h i s may prove to 
be difficult, but the result should enhance the performance and the understanding 
of the interpretat ion process - i.e. i n m a k i n g the nature of the knowledge provided 
Do you agree with the following mutual-compatibilities: 
A P P E N D I C I T I S and O B S T R U C T I O N are compatible (y/n)? y 
V A S C U L A R - D I S E A S E and F U N C T I O N A L - O B S T R U C T I O N are compatible (y/n)? y 
O R G A N I C - O B S T R U C T I O N and F U N C T I O N A L - O B S T R U C T I O N are compatible (y/n)? n 
C a u t i o n . R e f u s i n g this c o m p a t i b i l i t y m a y quest ion the m o d e l or gener-
ate a n exc lus ion r e l a t i o n s h i p between the two above diagnoses . (1) Y o u 
refuse the m o d e l , (2) you refuse only the compatibility, (3) you agree with the 
compatibility (1/2/3)? 2 
Do you agree with the following mutual-exclusions: 
D I G E S T I V E - D I S E A S E and U R I N A R Y - D I S E A S E are exclusive (y/n) ? y 
V A S C U L A R - D I S E A S E and U R I N A R Y - D I S E A S E are exclusive (y/n) ? y 
O B S T R U C T I O N and U R I N A R Y - T R A C T - I N F E C T I O N are exclusive (y/n) ? y 
O B S T R U C T I O N and P Y E L O N E P H R I T I S are exclusive (y/n) ? y 
R E N A L - C O L I C and U R I N A R Y - T R A C T - I N F E C T I O N are exclusive (y/n) ? y 
U R I N A R Y - T R A C T - I N F E C T I O N and P Y E L O N E P H R I T I S are exclusive (y/n) ? n 
R E N A L - C O L I C and P Y E L O N E P H R I T I S are exclusive (y/n) ? y 
V A S C U L A R - D I S E A S E and A P P E N D I C I T I S are exclusive (y/n) ? y 
O R G A N I C - O B S T R U C T I O N and U R I N A R Y - D I S E A S E are exclusive (y/n) ? y 
P E R I T O N I T I S and U R I N A R Y - D I S E A S E are exclusive (y/n) ? n 
Generated mutual-exclusions : 
O R G A N I C - O B S T R U C T I O N and F U N C T I O N A L - O B S T R U C T I O N are exclusive 
D I G E S T I V E - D I S E A S E and U R I N A R Y - D I S E A S E are exclusive 
V A S C U L A R - D I S E A S E and U R I N A R Y - D I S E A S E are exclusive 
O B S T R U C T I O N and U R I N A R Y - T R A C T - I N F E C T I O N are exclusive 
O B S T R U C T I O N and P Y E L O N E P H R I T I S are exclusive 
R E N A L - C O L I C and U R I N A R Y - T R A C T - I N F E C T I O N are exclusive 
R E N A L - C O L I C and P Y E L O N E P H R I T I S are exclusive 
V A S C U L A R - D I S E A S E and A P P E N D I C I T I S are exclusive 
O R G A N I C - O B S T R U C T I O N and U R I N A R Y - D I S E A S E are exclusive 
F i g . 4. Interaction between A C T E and the expert about the causal network described in 
the preceding figure 
exp l i c i t i n terms of the conceptual model - of semiological and pathophysiological 
re lat ions . 
4.3 C o m p a r i s o n b e t w e e n A C T E a n d A D E L E 
A D E L E and A C T E are two very s imi lar C M B K A T s ; i n part i cu lar their C K B and 
H K B are the same as regards the nature of the model ized l inks . Nevertheless some 
specific differences must be noted. 
F i r s t l y , A D E L E and A C T E do not refer i n the same way to the conceptual mode l of 
the task being model ized. Neither takes advantage of an expl ic i t representation of the 
conceptual model (it is one of the forecasted development). A C T E , however, assumes 
a fixed conceptual model and interprets the causal mode l i n this framework i n order 
to create some, often heuristic , rules, even i f the conceptual model is not expl i c i t . 
Conversely, A D E L E takes heuristic rules - i.e. a par t ia l l y instant iated conceptual 
mode l - a n d verifies that these rules are plausible interpretations of a causal mode l . 
In this sense, A D E L E has the potent ia l to be used for a number of different tasks. 
Moreover , A C T E works f rom a causal model towards heuristic rules, while A D E L E 
attempts to work in the opposite direct ion (from heuristic rules towards a causal 
model ) . In the former case, an examinat ion of the C K B can help to generate new 
pieces of heurist ic knowledge. In the latter case, the s tart ing point is the heuristic 
knowledge and C K B is used for various checking procedures. These approaches are 
complementary : A C T E allows the instant iat ion of a conceptual mode l on a d o m a i n 
i n order to b u i l d a heurist ic and operat ional knowledge base, whi le A D E L E enables 
the v a l i d a t i o n of chunks of an i m p l i c i t conceptual model inc luded i n new heuristic 
rules, [4, 11]. 
F i n a l l y , the causal mode l i n A C T E is m a i n l y what we have termed a " top-down 
designed causal m o d e l " , while the one i n A D E L E refers to a "bo t tom-up designed 
causal m o d e l " . A s we w i l l see i n the next section, the latter is more appropriate for 
va l ida t i on , whi le the former is more useful for internal consistency checking or for 
the extension of the knowledge base over a broader d o m a i n area. 
4.4 Causal Models in the DIVA experiment 
D I V A is an expert system for vibration-based moni tor ing of turbine-generator. It is 
current ly i n an industr ia l i za t i on phase. D I V A is bu i l t around an expl ic it conceptual 
mode l . T h e m a i n task is a classification task of typ i ca l s ituations which represent 
possible states of the machine. T h e system tries to identified the situations which 
account the best for concrete symptoms present on the machine. Te description of 
the task characterizes the type of knowledge that must be acquired (according to 
this , a s trong protocol has been defined to guide the K A process [12]). 
However, dur ing this process that led to the construction of an important k n o w l -
edge base, it appeared that the experts often provided justi f ications for the el ic ited 
knowledge. T h u s , i n order to support the K A process, an at tempt to gather a l l 
just i f icat ions i n a causal network was made [13]. 
A c c o r d i n g to our classification of causal models for K A , the D I V A causal mode l 
is clearly a top-down designed causal model . T h e start point is the heuristic level , 
and the causal models are derivated f rom this heuristic level. T h e Sect. 5 w i l l discuss 
the prob lem we were faced on dur ing this experiment. 
5 D i s c u s s i o n 
Before discussing C M B K A T , let us remember that our discussion on causal models 
is i n the framework of K A . We are not commenting on causal knowledge alone. T h i s 
is a very broad area, ranging f rom qual i tat ive physics to causal nets, and a large 
amount of l i terature is available. 
5.1 Relation to the Conceptual Model 
We have seen that neither A D E L E nor A C T E benefits f rom an explic it conceptual 
model (even i f A C T E assumes that the task is a k i n d of heuristic classification). 
However, m a k i n g the under ly ing conceptual model expl ic i t appears to be a 
p r o m i s i n g path for research. T h e "knowledge level approach" , briefly described i n 
Sect. 3, allows a precise role to be assigned to problem solving for each chunk of 
acquired knowledge. It can also provide a way of " l a b e l l i n g " the outputs of the var-
ious C M B K A T s . V i e w i n g K A i n terms of "acquir ing knowledge for a specific task 
i n a specific conceptual m o d e l " has meant that another step forward was necessary, 
by comparison w i t h "acquire rules" as i n the first generation of expert systems. 
S i m i l a r l y , A D E L E and A C T E "acquire rules" and the same step forward can be i m a g -
ined . In the same way, it may appear interesting to look at how C M B K A T s can 
work together w i t h other, more conventional K A tools performing instant iat ion of 
conceptual models (with expl ic i t use). 
However, it may become difficult to identify and characterize the nature of the 
knowledge or comments provided by the C M B K A T s in terms of the conceptual 
m o d e l . T h i s is currently being looked into the A D E L E and A C T E experiments. 
Let us now provide a more concrete example of how C M B K A T s can deal w i t h 
a n expl ic i t conceptual model . Par t of the conceptual model of the D lVA system is 
a classif ication task. T h i s classification task requires a set of well identified types 
of knowledge: knowledge to decide i f a specific typ ica l s i tuat ion accounts for the 
concrete symptoms gathered on the machine, knowledge to refine a s i tuat ion that 
has been recognized, knowledge to "abstract d a t a " to be interpreted, etc. T h e causal 
m o d e l provide the basis for a g lobal explanat ion of symptoms. Thus , it is strongly 
related to the first type of knowledge quoted above (knowledge to decide i f a specific 
t y p i c a l s i tuat ion account for the concrete symptoms gathered on the machine) . In 
other words, i f the classification is m a i n l y based on a heuristic matching , a causal 
exp lanat ion may help to acquire this heuristic knowledge. In this example, the causal 
m o d e l is of no help for other types of knowledge identified i n the conceptual mode l . 
5.2 Dealing with uncertainty 
It is widely recognized that reasoning on causal nets is a difficult process. However, 
i n add i t i on to the classical difficulties (often in terms of complexi ty ) , causal models 
for K A are frequently required to deal w i t h uncertainty (especially for top-down 
designed causal models, more closely related to the heuristic level). Weak causality 
appears i n the form of relations such as " A may cause B under conditions C or D " . 
These conditions can be either expl ic i t (the conditions are expl i c i t ly represented) or 
i m p l i c i t (e.g. a certainty factor) . In the former case, the complexity of the network 
m a y increase and render design difficult. In the latter case, classical problems of 
weak t rans i t iv i ty have to be dealt w i t h (see A C T E , Sect. 4.2). Nevertheless, the need 
to represent this uncertainty is widely recognized [32]. Us ing uncertain relations 
i n causal nets has been at tempted i n several experiments (for example i n C H E C K 
[10], i n D I V A [13], and i n A C T E [5]). W i t h its probabi l ist ic causal networks L o n g 
has been tr ied to determine a g lobal and incremental ly so lut ion to the uncertainty 
management [23]. 
5.3 What is an accurate Causal Model for KA? 
Designing a causal model is a process of K A that comes i n add i t i on to the m a i n 
process that aims at e l ic i t ing the H K B . These two processes may be completely 
separate or inter-related, depending on the type of model (top-down and b o t t o m -
up) . B u t for b o t h of them, three properties are expected: 
C o n n e c t i o n . T h i s property refers to the degree of connection between the C K B 
and the H K B . Obviously , connection is expected to be strong i n order to further 
improve the K A process. 
C o n s i s t e n c y . T h i s property refers to the whole causal model itself a n d its in terna l 
consistency. T h i s property is not essential. A C M B K A T can operate on several 
p a r t i a l just i f icat ions or several competit ive networks. 
C o m p l e t e n e s s . T h i s property refers to the knowledge present i n the causal m o d e l 
or part of a causal mode l . A certain k i n d of completeness is expected (complete-
ness is relative, just like the "deep mode l " - at least completeness regarding the 
role the causal model has to play for K A ) . 
These three properties are discussed w i t h the two classes of causal mode l defined i n 
Sect. 3. 
5 .3 .1 O b t a i n i n g C a u s a l M o d e l s b y a " t o p - d o w n a p p r o a c h " . T h e first class 
of causal mode l for K A identified above is obtained f rom the "heurist ic level" (the 
knowledge used i n the K B S under construction) . These causal models are termed 
"top-down designed causal models " . T he y are most ly the direct just i f i cat ion of the 
chunks of knowledge already acquired ("why are you te l l ing me t h a t ? " ) . T h i s process 
of construct ion has some important consequences in terms of connection, consistency 
and completeness: 
- the connection between the causal model and the heuristic level is easy to pro -
duce (one is derived f rom the other). Connect ion is "by construct ion" . 
- however, it may be difficult to design a coherent and only causal network. E a c h 
just i f i cat ion is strongly related to the heuristic level, but there is no reason for 
the set of just i f ications to become coherent. T h i s problem has been encountered 
in the D I V A experiment where it was not easy to connect concepts be longing 
to a local just i f i cat ion w i t h s imi lar (but sl ightly dist inct) concepts i n another 
local just i f i cat ion . Exper imentat i on has led to the design of several local causal 
networks, attached to the various diagnosis hypothesis. Therefore, consistency 
is hard to achieve, but is not essential, and par t ia l models can be used [9]. 
- the completeness of the network may sometimes appear as a challenge as dif f icult 
to meet as the design of the " m a i n knowledge base " (i.e. what we have cal led 
the "heurist ic level" and which the causal model is supposed to help) . T h i s the 
case in the D I V A experiment, and so the advantages of using causal models need 
to be reconsidered i n the l ight of the costs involved i n designing such models . 
5.3.2 O b t a i n i n g C a u s a l M o d e l s b y a " b o t t o m - u p a p p r o a c h " . B o t t o m - u p 
causal models are designed (or are pre-existing) independently of the heuristic level . 
T h i s is typ ica l ly the case for causal models obtained f rom tutor ia l manuals (for 
instance medica l treatises) or result ing from mater ia l design. In this case, connection 
becomes a ma jo r prob lem. T h i s is i l lustrated by A D E L E . A connection step, fo l lowing 
the selection of pre-existing causal models, a ims to connect the H K B w i t h the C K B . 
T h e process of designing the two levels is quite separate f rom the i n i t i a l stages. It is 
not surpris ing that connection does not always come natural ly . 
A s opposed to top-down designed causal models, consistency and completeness 
are often a major pre-requisite of such pre-existing causal models, especially when 
they are also correct behavior models. T h i s remark must be re lat iv ized w i t h fault 
models which are p a r t i a l by nature. Therefore, in A D E L E for example, the approach 
suffers f rom the incompleteness of the C K B . Incompleteness of C K B is shown when 
some piece of heuristic knowledge cannot be or is only par t ia l l y just i f ied. In this 
case, C K B must be increased w i t h new, more appropriate causal models . A D E L E 
does not help to add this knowledge, but i t does allow the user to localize the 
missing knowledge. T h e not ion of consistency can be i l lustrated by the " top -down" 
designed causal models of A C T E . A t the beginning of the K A process they m a y not 
be consistent, but the approach helps the expert to create consistency. 
5.4 A d v a n t a g e s o f C a u s a l M o d e l s 
F i r s t l y , C K B and H K B are two model izat ions of the same d o m a i n , at different 
levels of abstract ion ( C K B is "deep" w i t h regard to heuristic knowledge). Thus , 
C M B K A T s provide the opportuni ty to b u i l d K B S i n a more consistent a n d com-
plete way by having a separate specification of the prob lem. In part i cu lar , causal 
models can be useful for the val idat ion and consistency of the H K B . A s we have 
seen, for va l idat ion purposes, a "bot tom-up designed causal m o d e l " is certainly bet-
ter suited, while consistency is more easily attainable using a " top-down designed 
causal m o d e l " . T h i s is what we have observed on the A D E L E and A C T E experiments. 
T h i s is not really surpris ing , since va l idat ion requires an independent reference, and 
"bo t tom-up designed causal models" have this property; consistency, on the other 
hand , requires a strong connection between the H K B and the C K B , and " top-down 
designed causal models" have this property f rom their construct ion. 
Secondly, C K B contains knowledge which is supposed to be more readi ly avai l -
able. In this way, acquis i t ion of C K B is assumed to be easier than acquis i t ion of 
H K B (even i f the D lVA experiment proves the contrary) , and this is one of the 
expected advantages of using a causal model for K A . 
F i n a l l y , C K B is a K A support , but it can also be very useful for other tasks. 
Justi f ications can be used for explanat ion [31], and also for the operat ional system 
itself, covering atypica l problems the H K B is unable to solve. 
6 Conclusion 
T h i s paper is the result of a recent comparison of several experiments on the use 
of causal models for K A . We have tr ied to place the various C M B K A T s i n the 
parad igm of "task and method specific tools" . We have out l ined the fact that they 
do not generally use explic it reference to any under ly ing conceptual mode l . We have 
noted how such a relat ion might be a promis ing path of research. In par t i cu lar , we 
th ink that it w i l l be of great help to study how a set of tools can be integrated or 
can col laborate i n the same K A workbench. Further work should be done i n this 
direct ion. 
We have also identified two different types of C M B K A T . O f course, such a 
classif ication is not str ict , and very often tools can be either " top-down designed" 
or " b o t t o m - u p designed". However, we have also noted how the former are more 
appropr iate for checking " internal consistency", and how the latter are better sui ted 
for va l ida t i on . We have also seen some of the properties that such tools may have. 
Connec t i on , consistency and completeness have been identified w i t h the two classes 
of tools. 
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A b s t r a c t . This paper deals with special problems of knowledge base 
maintenance which have to be solved within the knowledge acquisition process. 
We illustrate that aspects of maintenance must be taken into account by the 
design model construction because dependencies between pieces of knowledge 
can result in inconsistent states of a knowledge base. We describe a Knowledge 
Dependency Network which extends ideas from truth maintenance systems to 
detect and manage these inconsistencies. The network allows formal definitions 
of inconsistency conditions and checks them automatically preserving the 
integrity of the knowledge base. As a fundamental part of the acquisition and 
maintenance environment the knowledge dependency network supports the 
conventional development and editing of a knowledge base. 
1 Overview 
This paper deals with aspects of knowledge acquisition, knowledge base maintenance and 
consistency checking. O u r experience i n expert system projects showed that aspects o f 
knowledge maintenance must be considered whi le constructing the design model of the 
domain. After defining appropriate knowledge structures, there are often troubles wi th 
inconsistencies i n the knowledge base because of dependencies between knowledge 
objects. Often only the co-existence of a few objects results in an inconsistent state. 
O u r general approach to knowledge acquisition and maintenance is described i n chapter 2. 
W e illustrate the approach by fo l l owing the development of the M O L T K E shell for 
technical expert systems. In paragraph 2.1 we introduce the basic representation language 
for which an interpreter is presented in 2.2. Then we present our general approach to 
knowledge maintenance (2.3). W e define the knowledge dependency network (2.4) and the 
concept of graph consistency (2.5). The network enables the knowledge engineer to 
specify conditions of consistency for knowledge bases. It manages the dependencies o f 
knowledge objects and automatically maintains the consistency of a knowledge base. The 
network is an extension and a new application of the ideas of truth maintenance systems 
[8, 9] . The result ing maintenance component supports the user whi le inserting and 
deleting objects preserving the consistency of the knowledge base. Paragraph 2.6 gives 
some complexity estimations. Chapter 3 of this paper presents an overview on the other 
parts of the M O L T K E workbench for technical diagnosis. The workbench is a complex, 
fu l ly implemented expert system toolbox whi ch integrates several second generation 
expert system techniques. In chapter 4 we discuss results and compare our approach wi th 
related work. Chapter 5 gives an overview on our ongoing work and the state o f 
realization. A n example is given in the appendix. 
2 Requirements of Knowledge Acquisition and Maintenance 
In general the bui lding of experts systems consists o f two main parts. First , a model o f 
the domain has to be constructed. The expert(s) and the knowledge engineer usually work 
together in this phase. This model is implemented on a computer by the knowledge 
engineer who usually has a background in computer science and artificial intelligence. The 
second part includes the f i l l ing o f the model with the expert's knowledge. Ideally , the 
domain expert himself fills the knowledge base because: 
° only he can guarantee for the correctness of the system, 
° he is able to test whether the system acts appropriately, 
° he often has to maintain the knowledge base (in fact: he is the only person who can 
decide whether the represented knowledge has to be changed). 
A problem is that experts usually do not have any background knowledge concerning 
expert systems. Therefore, the representation formal ism must reflect the experts own 
terminology. This observation was our reason to develop the design model for technical 
diagnosis described in 2.1 and 2.2. 
T o summarize the above mentioned one can say that i f the representation formalism uses 
the terminology o f the domain, the understanding o f the knowledge base and the process 
o f inference is s impli f ied for the expert Therefore, maintenance is made easier. A t least, 
the testing and debugging of the knowledge base may be better supported by the expert 
then. 
Furthermore, a development tool has to support the editing and maintenance o f the 
knowledge base, especially i f used by a domain expert who is normally not used to work 
w i t h computer systems. A knowledge maintenance component has to include faci l it ies 
w h i c h easily a l low to create and test knowledge bases. It has to satisfy the f o l l owing 
requirements: 
° incremental input o f the knowledge in an user-determined order (this is the natural 
way of editing a knowledge base for an expert), 
° managing the changes which fol low an insertion or deletion of an object, 
° showing dependencies of the represented pieces of knowledge, 
° showing the effects of changes in the knowledge base (often the overview is lost i f 
much knowledge is represented), 
° checking the syntactic correctness and the semantic consistency (see 2.4) o f the 
knowledge base. 
Watching the knowledge acquisition process we f ind several steps which possibly must be 
repeated. A t first we construct a conceptual and a design model of the domain (cf. also 
K A D S [6, 21]) which collect a l l relevant concepts of the domain (within the M O L T K E 
project for diagnosis we developed the representation language described b e l o w ) 1 . The 
model does not include a l l facts of the domain. It is only a frame which w i l l be f i l led in a 
later step. But it is immediately refined to the implementation level . 
E x t e n d i n g the K A D S framework we now ask for dependencies between the relevant 
aspects of the domain and for inconsistency conditions (chapter 4 includes a discussion of 
These steps w i l l be supported by our hypermedia-based knowledge engineering 
environment H y p e r C A K E which is briefly described in chapter 5. 
the use o f a truth maintenance system for managing the dependencies). The next step is to 
implement a domain-dependent acquisition interface which is used to fill the knowledge 
base. Thereby the consistency o f the entered knowledge is automatically preserved by the 
knowledge dependency network described below. 
W e n o w illustrate the knowledge acquisit ion process described above by tracing the 
development o f the M O L T K E shell for technical diagnosis, wi th a special focus on the 
knowledge base maintenance component 
2.1 Basic Definitions 
In the M O L T K E project we developed a design model for technical diagnosis. W e believe 
that diagnosis can be described as follows: 
Diagnosis = Classification + Test Selection. 
A knowledge base represents the knowledge about the technical system divided into these 
two parts. N o w we describe the basic vocabulary: 
A symptom class relates a name to a list o f possible values, its type, (e .g .Valve — > 
{open, closed}) whereas symptom instances reflect the actual state o f a part o f the 
technical device (e.g. V a l v e 2 1 Y 5 ~> open). The actual value may be either unknown or 
an element of the list o f possible values in the corresponding class. 
The set o f a l l symptom instances is cal led a situation. W i t h i n the context o f predicate 
calculus the actual situation is the base for the interpretation of a language of formulas. It 
stores the variable bindings (every symptom instance is a variable in the calculus). F o r 
the evaluation o f formulas we use a three-valued logic with true, false and unknown. 
A test ascertains the value of one or more symptom instances. U s u a l l y , a test asks the 
user for the value of the symptom instance. The sequence of testing is determined by a 
set of ordering rules where the left hand side is a formula and the right part contains the 
symptom instance to test (e.g. (if (= V a l v e 2 1 Y 5 open) then relais test)). 
T o express relations between symptom values shortcut rules are used (e.g. ( i f (= l ight 
room-1 on) then wires := working)). 
Contexts are one of the means for modularization i n M O L T K E . A context represents a 
rough, intermediate, or final diagnosis. If its precondition is true, the associated failure is 
said to be proven and the related correction is executed. A n y context contains a set o f 
ordering rules which loca l ly prescribe the strategy o f testing. Addi t i ona l ly , a context 
includes a set o f shortcut rules. A correction describes what has to be done when a special 
fault occurs. For example, a context (without rules) is defined by the fo l lowing statement: 
Context name: L I G H T - B U L B 
precondition: ( S W I T C H = C L O S E D ) & ( L I G H T = O U T ) 
correction: "Change the l ight-bulb" 
The contexts are organized in a context graph. Its arcs have the semantics "is-refinement-
of ' (e.g. the context faHure-in-electric is a refinement of failure-in-car.). 
2.2 The Interpreter 
A global interpreter, which is easy to adapt and to maintain because it is organized i n 
small modules, processes the knowledge base. The interpreter uses an establish-and-refine 
strategy. 
The diagnostic process goes through the context graph by testing symptoms according to 
the ordering rules of the actual context and switching to a refinement when its 
precondition becomes (the logical value) true. If a leaf of the context graph is reached the 
system prints the diagnosis and terminates. 
Symptom 
Context 
F i g . 2.1. Dependencies of M O L T K E objects 
2 . 3 K n o w l e d g e M a i n t e n a n c e i n M O L T K E 
After developing the basic representation language and implementing the appropriate 
parsers for the domain-dependent acquisition interface we asked our engineers for the 
dependencies of the defined structures. The answers are shown in figure 2.1. 
Extend ing the acquisit ion interface wh i ch uses the parsers for checking the syntactic 
correctness of a knowledge base we built the M O L T K E maintenance component 2 wh i ch 
checks two further aspects of consistency: 
° node consistency: a piece of knowledge is used in the inference process only i f a l l 
referred objects are correctly defined 
° graph consistency: the knowledge base must not contain redundancies and 
contradictions 
In the fol lowing paragraphs we illustrate these concepts of consistency. 
2 . 4 K n o w l e d g e D e p e n d e n c y N e t w o r k 
T o ensure the integrity o f a knowledge base we bui ld up a knowledge dependency network, 
which supervises dependencies between knowledge chunks. 
F o r each k i n d of knowledge objects (e.g. in M O L T K E types, rules, contexts, etc.) a node 
class is defined which is used as a pattern for the definition of instances for the knowledge 
base. Figure 2.2 shows two examples for node class definitions. 
(1) Symptom-Instance-Node 
needs: (Symptom-Class-Node(l : l ) ) 
needed-by: 0 
is-a-source: 0 
(2) Context-Node 
needs: (Precondition-Node(l: 1) 
Shortcut-Rule-Nodes(0:n) 
Ordering-Rule-Nodes(0:n)....) 
needed-by: 0 
is-a-source: 0 
F i g . 2.2. Node class definitions of the knowledge dependency network for M O L T K E objects 
Instances of these classes are used to represent a l l knowledge objects defined by the user. 
B u t only "correct" objects (e. g. objects which are consistent with the rest) w i l l be 
inserted into the knowledge base. E . g., example (1) in figure 2.2 states that a symptom 
instance node is only correctly defined i f the needed symptom class was inserted into the 
knowledge base before. 
The instances are the nodes of the knowledge dependency network. F o r each node exists an 
unambigous identifier, usually the name o f the corresponding knowledge object. A r c s 
represent three different relations: needs, needed-by, and is-a-source. The needs-relation 
expresses the necessary preconditions for a correct object. The creator of a node is referred 
to by the is-a-source-relation. The needed-by-relation shows where a node is used. 
Each node instance stores three lists (needs-, needed-by- and is-a-source-list) which contain 
Actual ly , the maintenance component is only implemented for H y D i , the successor of 
the M O L T K E system. 
the anchors of the above described relations 3 . These lists are filled by the insertion o f new 
nodes into the network (see below). 
The knowledge dependency network separates the knowledge base from the developer o f 
the expert system (see figure 2 3 ) . It stores a l l syntactically correct object definitions. But 
objects are only inserted into the knowledge base i f their definition is consistent with the 
rest of the knowledge base. O n l y objects in the knowledge base are used i n the inference 
process. In fact the network supervises the non-monotonic process of filling a knowledge 
base 4 . Addit ional ly , an agenda stores objects which are needed but not defined. Entries i n 
the agenda contain the name of the needed object, its type and the node where it is referred. 
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F i g . 2 3 . Separating the expert from the knowledge base 
The approach of knowledge dependency networks may always be used in domain-dependent 
models because we also found the defined relations when we talked with our experts i n 
construction and planning domains. A l s o , the algorithms for the creation and deletion o f 
new knowledge objects are general and not domain specific. They do not use references to 
the special k ind of objects used in diagnosis. 
D e f i n i n g new K n o w l e d g e Ob jec t s . I f the user wants to create a new object for the 
knowledge base the system first checks the syntax of the definition. Then a l l entries of the 
needs-list must be filled with an object corresponding to the type used in the node class 
(e.g. a symptom-instance-node needs a symptom-class-node as the corresponding anchor). 
If a l l referred objects are already included in the knowledge base, the new object w i l l also 
be put i n . Otherwise the user is informed and the needed anchors are put on the agenda of 
objects which must be defined in the future. In this case the new object is not put into the 
knowledge base (preserving its consistency). This feature allows the user to define new 
pieces o f knowledge in whatever order he wants and, nevertheless, on ly consistent 
For the relation rel(Afi) we define object B as the anchor of object A and the other 
way round. 
Inserting or deleting an object may result in an inconsistent state of the knowledge 
base. Conclusions drawn from a prior state may then be faulty. In fact, dependencies 
of objects may be viewed also as inferences (e.g. from the existence of one object the 
system may infere that another object has to exist, too). 
knowledge bases are used for inference. If a l l nodes are completely anchored we ca l l the 
network node consistent. 
A node consistent state may also be reached by a given order of definitions, which means 
that an object may on ly be defined i f a l l needed objects are already existing. The 
knowledge dependency network supports the construction of a knowledge base because the 
developer is not unnecessarily restricted. 
Then the is-a-source-list is f i l led with the origin of the object. Usua l ly , the source is the 
expert who edits the knowledge base. The is-a-source-list is used i f an object shall be 
deleted. O n l y the creator of an object may remove i t 
A t the end of an object's insertion into the knowledge dependency network the system 
checks i f it is already needed in another node (which means that a reference is included in 
the agenda). I f so, the needs- and needed-by-lists o f the two objects are updated. Possibly, 
the other object is now node consistent. Then it w i l l be put into the knowledge base and 
its needed-by-list is checked for other nodes which may change into a consistent state. 
Figure 2.4 shows the algorithm for inserting a new node into the network^. 
1. Parse the definition of the new object generating a list o f a l l referenced node 
instances 
1.1. Parsing ok: M a r k the new node as consistent 
1.2. else: reject the new definition 
2 . For all needs-relations of the class corresponding to the new node instance do 
2.1 . Check i f the referenced object is sti l l in the network 
2 .1 .1 . If true: Create the needs- and needed-by-relations between the two nodes; 
2.1.2. If false: Enter the referenced node into the agenda and mark the new node 
as inconsistent; 
3. If the new node is consistent then it is put into the knowledge base; 
4. Store the source(s); 
5 For all references to the new node in the agenda do 
5.1. Create the needs- and needed-by-relations between the two nodes; 
5.2. If the object from the agenda is consistent then put it into the knowledge base 
(then a l l dependent objects must also be checked for consistency and possibly 
are entered into knowledge base); 
F i g . 2.4. The algorithm for inserting of a new node into the knowledge dependency network 
Deleting Knowledge Objects. W h i l e the need-list stores the essential preconditions 
of an object and is f i l led by insertion, checking the pattern of the node class, the dependent 
objects are included in the needed-by-list which helps the developer to delete objects. 
If an object is removed by the user the system checks i f it is referred to anywhere. I f so, 
the user is informed about this fact and may decide i f he really wants to delete the object 
A s a result o f a fo l lowing deletion the dependent objects are marked as inconsistent and 
removed from the knowledge base. Figure 2.5 shows the algorithm for deleting a node. 
See appendix for a detailed example. 
1. For all objects stored i n the needs-list do 
1.2. Remove the needs- and needed-by-relation between the two objects; 
2 . . If the node was consistent then remove it from the knowledge base; 
3 For all objects o stored in the needed-by-list do 
3.1. Remove the needs- and needed-by-relation between the two objects; 
3.2. Generate an entry in the agenda that the deleted node is referenced; 
3.3. "object o is inconsistent" 
remove o from the knowledge base (then a l l dependent objects also must be 
marked and removed) 
Fig. 2.5. The algorithm for deleting a node from the knowledge dependency network 
2.5 Graph Consistency of a Knowledge Base 
A node consistent network includes local ly correct nodes, which means that a l l their 
preconditions are ful f i l led. Addit ional ly , the integrity o f a knowledge base must also be 
guaranteed for relations between more than two objects. The system must prevent that the 
combinat ion o f several objects results i n an inconsistent state where the concept 
"Inconsistency" may only be defined according to the domain. A M O L T K E knowledge 
base for diagnosis must not contain for example 
1. types with different names and same values, 
2 . symptom classes with the same type, 
3. shortcut rules with the same precondition and different values for the same symptom 
instance on the right hand sides, 
4. more than one context with the same precondition. 
Based on the knowledge dependency network these conditions may be checked by a 
matching of subgraphs. This fits into our perspective of knowledge engineering which is 
strongly influenced by object-oriented analysis and object-oriented design. Therefore, our 
approach is a little bit different from more logic-based validation techniques. 
F igure 2.6 shows the structure of inconsistent subgraphs corresponding to the above 
conditions. Our default assumption is that a l l graphs which do not contain inconsistency 
subgraphs represent consistent states of a knowledge base. A knowledge dependency 
network which does not contain inconsistency graphs is called graph consistent. 
W h i l e developing a design model o f the domain we also acquire knowledge about 
inconsistencies and define the appropriate inconsistency subgraphs for the network. W h e n 
a new node enters the network, the system, after having checked for node consistency, 
tests v i a graph matching i f the network stays graph consistent. Otherwise, the user is 
informed and has to resolve the inconsistency. 
3- Shortcut rule 4 - Context 
inconsistencies inconsistencies 
F i g . 2.6. Inconsistent subgraphs of a knowledge dependency network for M O L T K E K B s 
2 . 6 C o m p l e x i t y E s t i m a t i o n s 
The time needed for node insertion depends on the number n of entries into the needs-list, 
the size o f the agenda a and the number of objects o which are dependent from the new 
object Thus , inserting a new node needs at most 0(n*a+o*a) = 0(a*(n+o)) steps. The 
algorithm for deleting a node needs 0(n+o) steps. 
In our appl icat ions these estimations result i n smal l numbers. E . g. in our C N C 
machining center domain (cf. [19]) both, n and o, are smaller than 10. Check ing graph 
consistency appears to be more problematic because it is reduced to graph matching. It is 
k n o w n that graph matching i n general takes an exponential number o f steps. In 
M O L T K E knowledge bases this effort is i n fact drastically reduced because we first take 
advantage o f having typed nodes. Therefore, not a l l nodes need to be used as a starting 
point for a check. Second, the subgraphs are not very complex. 
For the inconsistency graphs described above we have the fol lowing upper limits: 
1. types with different names and same values: 
0(j'number of types/ * /maximal size of types/) 
2. symptom classes with the same type: 
0(/number of needed-by-relations of the type/), because when inserting a symptom 
class the system needs to check only for the referenced type i f it is used i n another 
symptom class 
3. shortcut rules with the same precondition and different values for the same symptom 
instance on right hand sides 
Of/number of needed-by-relations of the precondition/), because when inserting a 
shortcut rule the system needs to check only i f it is used in another shortcut rule 
with a different value for the same symptom instance on right hand side 
4. different contexts with the same precondition 
Of/number of needed-by-relations of the precondition/), because when inserting a 
context the system needs to check only i f it is used in another context 
A l l i n a l l we have a tolerable 6 time complexity for consistency checking o f M O L T K E 
knowledge bases. 
3 The M O L T K E Workbench for Technical Diagnosis 
T h e work reported here is only a small part o f the M O L T K E project. W i t h i n this project 
we developed the above described conceptual model ( in the sense of K A D S [6, 21]) for 
d iagnost i c expert systems i n technical domains . T h i s model was re f ined to the 
implementation level v i a a design model . Then we added qualitative reasoning and 
machine learning techniques to the mode l . A detailed description of the result ing 
M O L T K E workbench is beyond the scope o f this paper. Therefore, we only give a br ief 
overview and refer to already published papers. 
In addition to the facilities described in this paper, we use second generation expert system 
technology to support the knowledge acquisit ion [2]. These include a model compiler 
wh i ch generates the core of a knowledge base out o f a deep model of the technical system 
[16, 17], T h i s basic expert system is improved and extended by machine learning 
methods. W e implemented a case-based reasoning system which supports the diagnostic 
process [4, 22]. [3] and [1] describe a system which learns relations between symptom 
patterns and the work o f [12] covers a system which learns diagnostic strategies based on 
neural network methods. The representation o f temporal knowledge in the M O L T K E 
system is subject o f [15]. 
4 Discussion and Related Work 
The M O L T K E workbench was developed i n cooperation with the W Z L , a mechanical 
engineer ing institute at the technical univers i ty o f Aachen , f o l l owing a pragmatic 
approach. Because of the integration of several advanced expert system techniques, the 
workbench contributes to the state o f art i n knowledge acquisition ( fol lowing, e. g., the 
requirements o f [20]). 
In this paper we described the maintenance component which supports the elicitation and 
coding o f the knowledge by a knowledge dependency network. The network is especially 
Tolerable means that an interactive development of the knowledge base is possible. 
helpful if 
° several persons work together to build the knowledge base, 
° the knowledge base is filled directly by the domain expat. 
The network meets the above stated requirements on a maintenance component Based on 
the network, we are developing an interface which shows the effects of changes in the 
knowledge base. The network shows and supervises the dependencies of the pieces of 
knowledge and allows the user to define objects in an arbitrary order. Additionally, it 
checks the represented knowledge for inconsistencies. Therefore, it supports the 
construction of a knowledge base, especially if the builder of the domain model is different 
from the one who has to fill i t 
Seeking in knowledge acquisition literature we find many contributions which are 
concerned with the more or less automatic acquisition of the domain models itself (e.g. 
[13, 21]. We agree with the K A D S group that a methodology for knowledge acquisition 
exists. We extend their approach by emphasizing aspects of maintenance which are very 
important if the expert system is supposed to live for a longer period of time. 
The M O L T K E workbench can be used at least for every technical system of a similar 
complexity as a C N C machining center, which was our first application7. So we followed 
a more generic approach than [14]. 
Our approach based on the knowledge dependency network is to fill and maintain a given 
domain model preserving formally defined consistency conditions. Scanning knowledge 
acquisition literature we did not find many papers on knowledge dependency supervising 
and consistency checking. Comparing our maintenance component with the approach of 
[10] we find two main differences. First, we use dependencies between pieces of 
knowledge for consistency checking, they mainly build cross references (which is only the 
first step of our approach). Second, they want to integrate different general representation 
formalisms (e.g. production rules, semantic nets, frames, etc.) whereas we want to ease 
the development of a knowledge base within a domain-dependent representation. 
Supervising dependencies and backtracking to consistent states is the subject of truth 
maintenance systems (ATMS [8], T M S [9]). Usually, truth maintenance systems are used 
within one (dynamic) inference process. We need it for preserving a consistent state of a 
(static) knowledge base. Thus, our system would be at least a new application of T M S . 
Although we took a lot of inspirations from TMS approaches, we had to extend them. 
We have to deal with consistent and inconsistent states of the knowledge base. A currently 
inconsistent state may be consistent in the next step and then again become inconsistent 
(e.g the user defines an object, removes it and then redefines it). This swapping between 
consistency and inconsistency is not well handled by truth maintenance systems. 
Furthermore, a T M S does not find the inconsistencies. It is externally told that the actual 
state is inconsistent and then backs up to a consistent state. We need a system where we 
can define what is inconsistent and which then checks this by itself. Therefore, we 
developed the knowledge dependency network. 
A problem in the discussion of the M O L T K E workbench is that it consists of several 
complex components which deal with different topics from the field of expert systems 
Additionally, we implemented an expert system for fault diagnosis in heterogenous 
computer networks. 
(e.g. deep modell ing, qualitative reasoning, representation, acquisition, machine learning, 
knowledge maintenance and compilation) . The integration of the components is an 
advantage over any stand-alone solution (in the sense of: "The whole is more than the 
sum o f its parts"). B u t this advantage cannot be presented successfully within one paper 
dealing with special aspects o f the whole system. 
5 State of Realization and Ongoing Work 
T h e M O L T K E base system for diagnosis (i.e. the above described representation 
formalism) is fully implemented in Smalltalk-80. Its graphic-oriented acquisition interface 
uses different parsers for checking the syntactic correctness o f an object definition. The 
deep modelling and machine learning facilities are implemented, too. 
Based on our experience we are developing a hypermedia-based knowledge engineering 
environment (called C A K E or H y p e r C A K E ) which supports the knowledge acquisition 
process [11]. The maintenance network w i l l be integrated in this environment to support 
mult ip le experts and multiple knowledge engineers working together to bui ld an expert 
system. It w i l l support the process of model construction by al lowing a smooth transition 
from informal (data level) descriptions v ia a semi-formal conceptual model to formal 
design models. 
T h e H y p e r C A K E system uses the hypertext abstract machine ( H A M ) for storing and 
retrieving information (fol lowing the ideas of [7]). W e extend the H A M by facilities for 
typing nodes, l inks and contexts. Addi t iona l ly , we integrate a rule interpreter into the 
hypertext machine. 
W e finished the implementation o f the H A M and the integrated rule interpreter. The 
implementation o f the maintenance component (which includes the described knowledge 
dependency network and consistency checkers) w i l l be finished this summer. 
W e are re-implementing the M O L T K E shell based on the H y p e r C A K E system unti l the 
October 1992. The resulting system is called H y D i (Hypermedia-based Diagnostic Expert 
System). 
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Appendix 
In the fol lowing we give an example how the editing of a knowledge base is supported by 
a knowledge dependency network. First , we define the node classes. For checking graph 
consistency the inconsistent subgraphs o f figure 2.6 are used. Last , we define a few 
objects and show how the knowledge dependency network developes. The description o f 
the needed parsers is left ou t 
Node class definitions: 
Type-Node needs: 0 
Symptom-Class-Node needs: (Type-Node (1:1)) 
Symptom-Instance-Node needs: (Symptom-Class-Node (1:1)) 
Defining objects for the knowledge base: 
Step 1: Symptom-Instance new_with_name: S W I T C H - 1 for_class: S W I T C H 
What happens? A symptom instance node is put in the empty knowledge dependency 
network and marked as inconsistent. A n entry for the needed symptom 
class is put into the agenda. 
(Symptom-Oass-Ncde: SWITCH) needed-by: (Symr^cm-Instance-Node: 
SWITCH*!) 
Symptom-Instance-Node: 
S W I T C H - 1 
o Consistent nodes Inconsistent nodes 
F ig . A . l . Step 1 - The resulting knowledge dependency network 
Step 2: Symptom-Class new_with_name: S W I T C H with_Type: S W I T C H - T Y P E 
What happens? A symptom class node is put in the knowledge dependency network 
and marked as inconsistent. A n entry for the needed type is put into 
the agenda. Then the system finds out that the new node is already 
referenced in the agenda and the appropriate connections are 
established. 
' V 
fType^otfe: SWITCH-TYPE) roafedty: (Symptom<3a$$*No<t^  SWI1CH) 1 
Symptom-Class-Node: Symptom-Instance-Node: 
S W I T C H S W I T C H - 1 
F i g . A .2 . Step 2 - The resulting knowledge dependency network 
Step 3: Type new_with_name: S W I T C H - T Y P E values: (open closed) 
What happens? A type node is put in the knowledge dependency network and marked 
as consistent. Then the system checks the agenda for an entry which 
matches the new type. This entry is removed from the agenda and the 
(referenced) symptom class node is marked as consistent. F r o m this 
results that also the symptom instance node is consistent. A l l nodes 
enter the knowledge base. 
open 
o 
closed 
Type-Node: Symptom-Class-Node: Symptom-Instance-Node 
S W I T C H - T Y P E S W I T C H S W I T C H - 1 
F i g . A 3 . Step 3 - The resulting knowledge dependency network 
Step 4: Symptom-Class new_with_name: P O W E R S W I T C H w i t h j y p e : S W I T C H - T Y P E 
What happens? The user tries to define a symptom class node. The system checks the 
inconsistency graphs and detects a contradiction to graph 2 of figure 
2.6. Thus, the new node is rejected. c Ageada 
Inconsistent subgraph 
o 
Symptom-Instance-Node: 
S W I T C H - 1 
F i g . A .4 . Step 4- The knowledge dependency network and the inconsistent subgraph 
Step 5: Type new_with_name: P O W E R S W I T C H - T Y P E values: (open closed) 
What happens? T h e user tries to define a type node. T h e system checks the 
inconsistency graphs and detects a contradiction to graph 1 o f figure 
2.6. So, the new node is rejected. 
F i g . A .5 . Step 5- The knowledge dependency network and the inconsistent subgraph 
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A b s t r a c t In this paper we describe an experiment to study the problem solving 
behavior of a group of knowledge engineers. The subjects are knowledge engi-
neers trained in the Generic Task framework [4]. The study has two aims: (1) to 
evaluate the degree of consistency among a set of engineers trained in the same 
high-level framework in order to assure the presence of a consistent methodology 
within such a group, and (2) to develop methods for studying knowledge engineer-
ing activity, which can also be applied to practitioners trained in other paradigms 
of knowledge engineering. Since such an analysis is exactly the domain of knowl-
edge engineering, we use a knowledge level framework to model the knowledge 
engineering task. The use of the Design Model of the Generic Task theory [5] as 
an analysis framework for the knowledge engineers' problem solving process is 
motivated and its application demonstrated by in-depth analyses of solutions pro-
duced by our subjects. The results of our empirical study and its interpretations 
as well as methodological questions are discussed. It is concluded that the analysis 
of the knowledge engineers' task with the Generic Task Design Model provides 
interesting insights, but it also needs to be refined and complemented with more 
empirical evidence. 
Keywords: Generic Tasks, knowledge engineering methodology, models of problem 
solving. 
1 Introduction 
A recent movement i n knowledge acquis i t ion has been toward "models of p r o b l e m 
s o l v i n g " . In general , such models are intended to provide some sort of f ramework 
into w h i c h knowledge f rom an expert can be incorporated. We focus on the c l a i m 
that these models are also a imed at s t ructur ing the, task of knowledge acqu is i t i on 
so that i t is more directed than the s impl i s t i c , albeit c ommonly used "ask for some 
knowledge, i m p l e m e n t , repeat" pro to typ ing approach. Several models have been 
proposed and at tempts have been made to evaluate and compare these models . 
A l o n g w i t h each m o d e l comes a methodology for its use a n d — o f part i cu lar interest 
here—guidel ines to direct knowledge acquis i t ion . Unfortunate ly , the models are usu -
al ly very general theories and the associated methodologies are rarely well-defined 
* Supported by the Swiss National Science Foundation, grant #8210-028342. 
procedural descriptions. Therefore, any fruit ful evaluation seems to need empir i ca l 
evidence of the "usefulness" and "adequacy" of a part i cu lar mode l . However, such 
e m p i r i c a l evidence is hard to get and only occasionally reported in the l i terature , a 
recent exception being the Sisyphus '91 project which tr ied to compare such models 
by a p p l y i n g them to a c o m m o n p r o b l e m . 3 
E v e n if the evidence were avai lable , the desire to assess commonal i t ies and differ-
ences of problem so lv ing at a conceptual level reaches beyond the current ly available 
methods of comparison which operate on a lower level (e.g., s tat i s t i ca l techniques 
used on quantif iable data) . T h u s , in add i t i on to the question about the models , 
a more fundamental question arises: 4 How can one evaluate the performance of a 
methodology in an experimental setting? For example, how can the different "so lu -
t i o n s " to the very same prob lem be compared? Surely, a contest among researchers 
is not of scientific interest; the real question is whether a methodology has the power 
to assist in a so lut ion . T h e customers in the methodology market want tools that 
w i l l help them do the analyses they want to do. How can we tel l i f we are evaluat ing 
a methodology and not i n d i v i d u a l researchers, research t rad i t ions , implementat ions 
etc.? 
In order to count as a methodology, a commonly suggested cr i ter ion w o u l d re-
quire that it should be the case that any practit ioner who is appropr iate ly t ra ined 
i n that methodology, when given a part i cu lar problem, w i l l produce the same result. 
O n l y i f such a statement is true of a proposed methodology, can a prospective cus-
tomer feel any inc l inat i on to buy, i.e., to invest the (usually huge) effort i n becoming 
"appropr ia te ly t r a i n e d " . 
T h i s characterizat ion of methodology (which we w i l l designate as the "result 
c r i t e r i on" ) seems a b i t too rough for most uses of the word (consider the case of 
" t op -down p r o g r a m m i n g methodo logy" : T w o practit ioners t ra ined i n th is m e t h o d -
o logy can produce quite different, but s t i l l correct solutions, though bo th are fo l -
l o w i n g the methodology correctly) , however the question is s t i l l wel l - taken; is there 
a c o m m o n a l i t y of process among the "appropriate ly t ra ined" pract i t ioners of some 
proposed methodology? 
In this paper we provide an out l ine of a framework for do ing such an analys is and 
report an experiment which was conducted to determine the c ommona l i t y a m o n g a 
group of "appropr iate ly t ra ined" practit ioners of one proposed methodology, namely 
the Gener ic Task methodology [4]. 
D u e to the reasons mentioned above, we cannot expect the results themselves to 
m a t c h , a l though there should be something methodica l about how the pract i t ioners 
proceeded that can be compared. T h e framework proposed in section 2 puts k n o w l -
edge acquis i t ion into the perspective of the model ing view i n knowledge engineering 
a n d identifies the Generic Task model of design as a useful tool for a n a l y z i n g and 
c o m p a r i n g different outcomes from a common knowledge acquisit ion p r o b l e m . 
3 T h e focus of Sisyphus'91 as stated in the description of the project: ". . .we want to 
compare different approaches to the modeling of problem solving in knowledge based 
systems and the influence of the models on the knowledge acquisition activities" [8]. 
4 T h e question—in a slightly different form than presented here—was first posed by Max 
Bramer during a discussion at E K A W ' 9 1 . 
In section 3 an e m p i r i c a l study is reported where a number of researchers, a l l 
experienced i n the use of the Generic Task methodology, were asked to analyze a 
c o m m o n p r o b l e m (For various reasons out l ined later, the Sisyphus '91 prob l em was 
selected), and subsequently report on several questions concerning their knowledge 
acquis i t i on process. A first analysis of the results is presented i n section 4 a n d 
discussed i n section 5 w i t h respect to the evaluat ion of prob lem so lv ing methods 
and their associated knowledge acquis i t ion methodologies. 
2 F r a m e w o r k 
2.1 Knowledge acquisition in perspective 
Knowledge acquis i t i on research has been focussed on the improvement of m a n u a l 
and a u t o m a t e d knowledge e l i c i tat ion methods and the development of tools w h i c h 
support the knowledge acquisit ion and knowledge representation process. B y ex-
p l o i t i n g c o m p u t a t i o n a l and psychological approaches to knowledge e l i c i ta t i on a n d 
knowledge m o d e l i n g , a refinement of earlier, rather crude knowledge acqu i s i t i on 
methods has been achieved. Today 's knowledge engineers have quite a repertoire 
of various different ways at hand to "a t tack" the knowledge acquis i t ion phase (to 
quote but one source, see e.g. [6]). 
Ideally, knowledge acquisit ion and knowledge engineering methodology s h o u l d 
co-develop i n research and practice. Innovations and evolutions i n one field shou ld 
have—hopefu l ly benef ic ia l—impacts on the other and spur further research. In the 
current renaissance of awareness for the subtleties of h u m a n prob lem so lv ing , the 
constructive and soc ial nature of knowledge and the emergence of expert - f r iendly 
and user-centered knowledge-based systems, i t seems odd to view knowledge a c q u i -
s i t ion purely as a subordinate technology to a id knowledge engineering. 
T h e development of knowledge engineering methodologies has changed its m a i n 
focus f rom the basic problems of knowledge representation and inference methods 
to a more knowledge-oriented view. C u r r e n t approaches try to capture the dif f icult 
" m i d d l e - g r o u n d " , that is, they try to conceptualize the "r ight level of a b s t r a c t i o n " 
of intel l igent prob lem so lv ing , which lies somewhere between special ized, d o m a i n -
dependent knowledge and general-purpose prob lem so lv ing methods. V a r i o u s m o d -
els for prob lem so lv ing have been incorporated i n quite a few different theoret ica l 
frameworks, methodologies, and tools (such as K A D S , Components of E x p e r t i s e , 
Generic Tasks , R o l e - L i m i t i n g Methods , M e t h o d to Task ; for a short eva luat ion a n d 
a comparison of the key concepts see e.g. [7]). 
A n i m p o r t a n t consequence of a l l these proposals is the refutat ion of a " m i n i n g " 
or "transfer" v iew of the knowledge acquis i t ion process i n favor of a " m o d e l i n g " 
v i e w . 5 C o n c e p t u a l mode l ing becomes the m a i n issue for knowledge acquis i t i on a n d 
the respective frameworks should thus provide useful and appl icable guidel ines for 
the e l i c i ta t i on , analysis and s tructur ing of prob lem so lv ing knowledge. 
5 In fact, one of the unifying features of all these frameworks—despite all other 
differences—is the claim that knowledge modeling is separable from the domain and 
implementational levels and thus their conceptual models can be used for guiding and 
focusing knowledge acquisition. 
However, as these approaches are s t i l l evo lv ing , they lack a stable and fu l ly 
specified methodology for doing knowledge acquis i t ion and there are only anecdotal 
reports on pertinent experiences available. T h i s makes i t difficult to compare the 
proposed frameworks in terms of their usefulness and their impacts for knowledge 
acqu is i t i on . More specifically, is seems crucia l for the long- term surv iva l of the m o d -
e l ing approach that not only are successful systems being b u i l t , but that a rel iable 
methodology is available which ensures a reasonable t r a i n i n g effort for l earning these 
f r a m e w o r k s . 6 T h e integration of specifically designed knowledge acquis i t ion tools, 
such as S H E L L E Y [2], m a y support knowledge engineers in a p p l y i n g the conceptual 
m o d e l i n g . However, the core problem of when to select what par t i cu lar (sub-)tool 
a n d how to m a p the real -world prob lem solv ing behavior onto conceptual structures 
remains i n the duty of the (human) knowledge engineer. 
It is s t i l l under discussion what exact ly constitutes an adequate knowledge ac-
qu i s i t i on methodology for this mode l ing v iew—even worse, there is l i t t l e agreement 
on what the cr i ter ia to evaluate and compare different approaches would be. One 
of the most cr i t i ca l problems for knowledge-level models is the dif f iculty i n app ly -
i n g their generic, conceptual structures to a part i cu lar d o m a i n . T h e m a p p i n g of 
rea l -wor ld expert prob lem solving behavior onto a par t i cu lar framework and the 
ident i f i cat ion of the " r i g h t " conceptual entities is not a s tra ight forward task and 
needs special consideration[9]. Usua l ly , the lack of a full-fledged specif ication for 
the knowledge acquis i t ion process is counterbalanced by the excessive t r a i n i n g and 
hands -on experience of knowledge engineers. Eventua l ly , these knowledge engineers 
w i l l become experts of that task (i.e., app ly ing a knowledge-level f ramework to a 
given problem) and produce the desired results. A s l ight ly exaggerated character iza-
t i o n of the presently available " so lu t i on" is thus that good knowledge acquisition can 
be done with a clever knowledge engineer, who has in-depth knowledge about all the 
conceptual models available and has enough experience to pick reasonably adequate 
abstract task-structures and then uses the particular framework or methodology to 
appropriately refine them7. 
T o overcome the problems that necessarily appear w i t h any v io la t i on of these 
ideal condit ions, it seems to be f ru i t fu l to push the development of knowledge ac-
qu i s i t i on methodologies f rom a prescriptive, normat ive and top-down process to a 
descript ive , mode l ing and more bot tom-up process. Nevertheless, the performance of 
experienced knowledge engineers is a useful s tar t ing point to exp l i c i t l y develop and 
improve such a methodology. D u r i n g their t ra in ing , they must have developed means 
6 Interestingly enough, the lack of systematic validation gave rise to special workpackages 
and projects in several E S P R I T - I I projects, which hopefully provide more systematically 
collected empirical data and pertinent results. 
7 It is astounding how many papers proposing a modeling view for knowledge acquisi-
tion only glimpse at the actual support for doing knowledge acquisition in one or two 
paragraphs in order to quickly shift gears to discuss their conceptual frameworks and 
representations at considerable length. We suspect that this might be due to the fact 
that many knowledge-based systems are not built around expert problem solving be-
havior but around well-defined problems and well-defined, formal domain knowledge. 
Therefore, knowledge acquisition is mainly reducible to domain modeling, not to prob-
lem solving modeling and can dispense with most of the tedious analysis work. 
to overcome the aforementioned problems. We propose to study the prob lem solv-
ing behav ior of knowledge engineers as ( impl i c i t ) instant iat ions of the sought-after 
methodo l og i ca l guidelines. A "un i f i ed " , generic description of their tasks, p rob l em 
s o l v i n g methods and relevant d o m a i n knowledge would be very helpful i n assessing 
the p a r t i c u l a r means and methods used by a knowledge engineer. 
It is also wor thwhi l e to contrast this "empirically grown" methodology of k n o w l -
edge acqu is i t i on w i t h the idea of automated knowledge acquis i t ion . T h e purpose 
of the l a t t e r — t a k e n to its extreme—is to e l iminate the need for (human) k n o w l -
edge engineers to do knowledge acquis i t ion by replacing them w i t h an i n f o r m a t i o n -
gather ing expert knowledge acquis i t ion system. T h i s system is to ask a l l the relevant 
knowledge required for the construct ion of a knowledge-based system f rom the ap-
propr iate sources (experts, users, databases, etc.) and to come up w i t h an adequate 
(conceptual) m o d e l of the prob lem so lv ing process, specifying a l l the i n f o r m a t i o n 
that is required by the respective framework (e.g., external requirements, d o m a i n 
facts, knowledge sources, task features). T h u s , the answers to the cruc ia l question 
" D o these f rameworks provide enough ( informal or formal) guidelines to make the 
outcomes of the knowledge acquis i t ion process consistent and reliable?" could also 
be used to refine the development of knowledge acquis i t ion support tools as wel l as 
to improve the frameworks themselves. 
2 .2 G e n e r i c T a s k s as a n a n a l y s i s t o o l 
In order to describe un i f o rmly and consistently the prob lem so lv ing behavior of 
knowledge engineers doing knowledge acquis i t ion , a language has to be used which 
is powerful enough to characterize h u m a n prob lem so lv ing behavior i n generic terms 
but also constrained enough to allow us to focus on the aspects we expect to be 
s i m i l a r or different across i n d i v i d u a l knowledge engineers (or groups of knowledge 
engineers). In this section, we w i l l mot ivate our use of the Generic Task ( G T ) 
f ramework as an analysis too l to study knowledge engineers. G T provides a language 
in which to describe the prob lem so lv ing act iv i ty , so that a mode l ing of their ac t iv i ty 
can be done. Since that description is made on a generic level , a G T model can 
also be used for comparisons of different experts. Furthermore , in the case that 
there is considerable s i m i l a r i t y in the experts ' prob lem so lv ing act iv i ty , then i t 
provides a context in which the knowledge is used, and allows the integration of 
such knowledge. T h a t is, i f one expert has considerable knowledge i n one part of 
the (revealed) c o m m o n structure, while another has knowledge i n another part , th is 
structure shows whether the knowledge of one expert makes the knowledge of the 
other obsolete, or i f the knowledge can be combined, or i f it is i n conflict. 
T h e basic task mode l for the knowledge acquis i t ion process can be described i n 
terms of a general prob lem so lv ing mode l . F i r s t , a knowledge engineer has to un-
derstand the prob lem at h a n d . Once the d o m a i n and the prob lem so lv ing processes 
have been captured appropriate ly , a set of possible solutions is generated and maybe 
refined into a final so lut ion . However, in order to compare different knowledge en-
gineers per forming this task, a more precise description of that a lmost universal 
generate-and-test process is needed. It is a basic c l a i m of the G T framework that 
(generic) problem so lv ing models cannot be separated f rom their use (the interac-
t i o n hypothesis) . Consequently, we have to identify the appropriate task -mode l for 
the knowledge acquis i t ion process. In the sequel, we w i l l show that the G T mode l 
for design [5] is a useful tool for such an analysis . 
A design task is defined as and specified w i t h (1) a set of functions to be del iv -
ered by an arti fact and (2) a set of constraints to be satisfied and (3) a technology. 
B y t rans lat ing this generic definit ion of design prob lem so lv ing to our s tudy of the 
knowledge acquis i t ion process, knowledge engineers are conceived of as experts i n 
the d o m a i n of knowledge acquis i t ion solving the prob lem of construct ing a concep-
t u a l mode l of a d o m a i n expert. T h e artifact to be constructed is a conceptual mode l 
of the d o m a i n expert 's prob lem so lv ing process. T h e constraints are given by the 
task features of the knowledge acquis i t ion process itsel f and w i l l be discussed i n 
more detai l in the fo l lowing section. However, most i m p o r t a n t to our current s tudy 
is the fact that the technology should be specified as " a repertoire of components 
assumed to be available and a vocabulary of relations between components" [5]. 
T h a t is exactly what these various mode l ing frameworks are supposed to provide . 
B o t h the general design problem and the knowledge acquis i t ion prob lem also share 
the cruc ia l property that they require a generative component to provide solutions 
a n d that a prespecified set of (part ia l ) solutions or operators are already given. T h e 
m a i n design p r o b l e m — t h a t is, to reduce the complex i ty and size of a usua l ly huge 
so lu t i on space—is present (and to be solved) in both instances. We thus employ 
the G T mode l of design prob lem so lv ing to find the s imi lar i t i es and differences be-
tween different knowledge engineers who have been tra ined in the same mode l ing 
f r a m e w o r k . 8 In the fo l lowing section, we w i l l present an experiment whi ch has been 
conducted to provide empi r i ca l mater ia l about the knowledge acquis i t ion process as 
proposed by the G T mode l (and as used by experienced G T knowledge engineers). 
T h e framework as out l ined above is then used to analyze the result ing m a t e r i a l . 
3 Experiment 
3.1 Goal, selection of subjects and task 
T h e goal of the experiment was to get empir i ca l evidence on how experienced k n o w l -
edge engineers apply the methodology suggested by their general f ramework. G T 
researchers were considered being suitable subjects for this s tudy for p r a c t i c a l rea-
sons of accessibility, and that the G T communi ty is homogeneous; there are no 
r a d i c a l l y different "schools of thought" w i t h i n that approach. 
Since one of the authors already part i c ipated in a s i m i l a r experiment [1] a n d we 
t r i ed to m a i n t a i n some comparab i l i ty w i t h other conceptual frameworks, the same 
task as posed to the part i c ipants of S i syphus '91—an office assignment p r o b l e m , see 
[8] for more deta i ls—was used. 
8 Which, to complicate things slightly, happens to be very same framework as the one em-
ployed by our subjects, namely, the Generic Task framework, see the section describing 
the method. 
3.2 M e t h o d 
T h e use of the G T framework as a tool for the analysis of expert knowledge acquis i -
t i on behavior suggests the fo l lowing methodological procedure for the exper iment : 
1. F i n d a number of appropr iate ly trained G T pract it ioners who provide so lut ions 
to one single app l i ca t i on prob lem. T h e n perform an analysis of each submiss ion 
by us ing the G T Design M o d e l (as out l ined in [5], [1] and in section 2.2). 
2. E x a m i n e these analyses for noticeable differences; are they basical ly s i m i l a r , or 
w i d l y different? Does one (or just a few) of them stand out as very different? I f 
they are the same, then we can make a statement about "what G T researchers 
are d o i n g " . If they are very different, either there is no consensus a m o n g G T 
researchers, or the consensus is not made apparent by the G T too l we are us ing 
to analyze the results. A s m a l l number of standouts would be expected; not 
everyone who has undergone t ra in ing manages to be appropr iate ly t ra ined . 
3. If there were considerable s imilar i t ies i n the analyses, examine the differences 
more closely. Were they s i m p l y differences i n knowledge used, or differences i n 
task structure? E . g . , one practit ioner chose the G T too l for A b d u c t i o n whi l e 
others chose R o u t i n e Design. Is this a difference i n knowledge (e.g., when t i m e 
came to choose a t oo l , this practit ioner used different knowledge to ident i fy 
which one to use), or a difference in task structure (e.g., this pract i t ioner is not 
choosing a t oo l at a l l , rather s imply always views the wor ld as abduct ion)? 
4. Whenever the difference is s imp ly that of knowledge appl ied , then i t is possible 
to construct a conglomerate task structure for the expertise of the experts . F o r 
example , i f respondent 2 says that A b d u c t i o n is good for any synthetic task , but 
respondent 1 says that for problems w i t h a topological mode l , R o u t i n e Des ign 
is more appropr iate than A b d u c t i o n , i t could be that respondent 2 w o u l d say, 
"I d i d n ' t know t h a t " , and the two pieces of knowledge could be combined i n 
a single m a t c h i n g agent. If on the other hand , respondent 2 says that even 
for problems w i t h a topological mode l , A b d u c t i o n is better, this is c learly a 
co l l i s ion , a disagreement. Some knowledge w i l l be prevented f rom c lashing j u s t 
from the task structure , e.g., respondent 3 might state that the existence (or 
lack thereof) of fa i lure modes indexed on a par t i cu lar design decompos i t ion level 
( in R o u t i n e Design) is a good way of veri fying that the level is necessary (or 
not , respectively.) . There is no way that respondent 2 could have reported th is 
knowledge, g iven h e r / h i s earlier decision to use abduct ion . 
T h e format of the so lut ion was (unlike i n the Sisyphus experiment) not pre-
defined. T h i s was done deliberately to al low the respondents to s tructure the ir 
argumentat ion as they saw fit . After having received the i n i t i a l so lut ions , a set 
of fo l low-up questions was sent to a l l contributors i n order to ask some general 
questions and to c lari fy i n d i v i d u a l statements. O u r analysis was based on b o t h 
the responses as s tructured by the subjects and on their answers to the f o l l ow-up 
questions. 
Since the analysis of the G T - e x p e r t s was also done by a former student of C h a n -
drasekaran, who is personal ly acquainted w i t h the researchers in the study, we i n -
stal led a " s ing le -b l ind" condit ion in the exper iment 9 to protect f rom biases based 
on earlier f ami l i a r i t y w i t h the work and i n d i v i d u a l style of par t i cu lar respondents. 
3.3 A n o v e r v i e w o f t h e u s e o f t h e G T D e s i g n M o d e l as a n a n a l y s i s t o o l 
T h e graphica l presentation of generic tasks analyses used in this paper is described 
in [1] and based on [5]. In this section we briefly review the conventions of these 
d iagrams. 
E a c h d iagram is a tree, whose nodes contain tasks and methods10. T h e only tasks 
we use i n these d iagrams are related to the D E S I G N task, that is, Des ign , Propose, 
C r i t i q u e , Verify, M o d i f y , Generate Specifications, Select P l a n , and Compose . These 
are always pr inted i n italics i n the figures. T h e methods used i n these d iagrams 
are P V C M , Decompos i t ion (and a special case of Decompos i t i on , Des ign P l a n ) and 
Sponsor /Select . These are pr inted in b o l d f a c e in the figures. Each of these methods 
specifies a set of subtasks which must be performed in order to accompl ish i t ; for 
example , P V C M specifies subtasks Propose, Veri fy , C r i t i q u e , and M o d i f y . T h e task 
decomposit ion is constant for any method . T h e decomposit ions for these and other 
tasks are given in [5]. 
T h u s our method for analyz ing each submiss ion is as follows: 
1. Decide which Generic Task best describes the prob lem so lv ing behavior of the 
respondant ( in this experiment , the answer is always D E S I G N ) . S tar t an analysis 
tree w i t h a single node labeled D E S I G N . 
2. For each outs tanding node in the tree, select a method appropr iate for i t . In the 
case of Design nodes, only P V C M is appl icable . For a Propose node, a choice 
of method must be made among D e c o m p o s i t i o n M e t h o d s , D e s i g n P l a n s , 
C a s e - b a s e d M e t h o d s , etc. (see [5]). T h i s choice is made by e x a m i n i n g the 
knowledge used by the respondant to solve this task. 
3. L o o k up the method i n table 1. Comple te the node as directed; i f the method 
spawns new tasks, then make new nodes in the analysis tree corresponding to 
each task mentioned. 
4. If any outstanding nodes remain in the tree, go to step 2. 
T h e goal of ana lyz ing the responses in this way is to have a deeper structure 
for comparison than s imply the results themselves. Express ing a l l the responses 
in a c o m m o n language w i l l help us do comparis ions , and eventually, combine the 
knowledge from the various sources. 
4 Results 
4.1 S u b j e c t s 
T h e first step was done by sending a cal l to (former) students of Chandrasekaran , 
who were asked to forward the cal l to other parties who they felt quali fy . T o qual i fy 
9 By channeling all communications through a "neutral" messenger who anonymized them 
accordingly. 
1 0 In this discussion, I do not distinguish between methods and 'families of methods' 
P V C M Spawn tasks Propose, Critique, Verify and Modify 
Decomposition Spawn tasks Generate Specifications, Design*, and 
Compose 
Design Plan Spawn tasks Select Plan, Design*, and Compose 
Sponsor/Select Specify criteria for plan selection (plan steps are 
summarized under corresponding Design* task). 
Table 1. Methods and actions to be taken. 'Spawn tasks' indicates that new task nodes 
will be added to the analysis tree. 
as "appropr ia te ly t ra ined G T expert " , at least two years of work at a G T - d e v e l o p i n g 
site (e.g., the L a b o r a t o r y of A r t i f i c i a l Intelligence Research at T h e O h i o State U n i -
versity) were required . 14 pract i t ioners expressed interest and received detailed i n -
struct ions on their task. 5 solutions were submit ted w i t h i n the given t ime- frame 
(2 months ) ; two of these came late ( in response to a second cal l ) . O f a l l five sub-
miss ions received, on ly 3 were i n sufficient detai l to support the sort of G T analysis 
that we out l ined i n section 2 and wanted to apply i n its first step. 
In further studies, i t wou ld be desirable to perform a fol low-up study also on the 
non-responding subjects. Besides t ime and other resource l imi ta t i ons and beyond 
the l i m i t a t i o n s imposed by the study 's design (i.e., the type and amount of infor-
m a t i o n the subjects were given as problem statement) , more insight into reasons 
for not s u b m i t t i n g a so lut ion could i l l u m i n a t e possible fundamenta l problems of 
the framework to be used. For example , reasons for not par t i c ipa t ing might include 
a (presumed or real) lack of i n d i v i d u a l knowledge of the G T framework, a feeling 
that the G T m o d e l is inappropr iate to solve that par t i cu lar appl i cat ion prob lem 
(e.g., that i t lies outside the scope of currently defined tasks) , a lack of an adequate 
framework to describe a so lut ion or an i n a b i l i t y to find a reasonable so lut ion to the 
prob lem. These (and other) shortcomings may cause changes which are specific for 
problems w i t h the G T framework, for example , the development of a more straight-
forward no ta t i ona l language or the extension of the theory to other generic (sub-) 
tasks. 
4.2 Synopsis of the responses 
W i t h respect to our m a i n goal , that is, to evaluate whether the subjects use a 
methodolog ica l ly s i m i l a r approach to make their G T analysis , we w i l l focus on the 
process of how the G T analysis was done. Due to the nature of our exper iment 
(only wr i t ten statements, no d a t a on the d y n a m i c construct ion process avai lable ) , 
th is analysis is based on the respondents wr i t t en so lut ion statements, the answers to 
the fol low-up questions and the structure of their argumentat ion . F i r s t , we w i l l give 
synopses of the responses and provide i l lus trat ive examples. T h e n , we w i l l present 
our G T analyses of the respondents' prob lem so lv ing process, that is , a descr ipt ion 
of their argumentat ion i n terms of a design task. 
Since the subjects had no pr ior knowledge of the task and of the so lut i on pro -
v i d e d earlier by [1], we also inc luded his results to enrich our s tudy of G T researchers. 
T h u s , s ix descriptions of generic task experts describing their way of t a c k l i n g the 
office assignment prob lem were avai lable for our analysis . T h e s m a l l number of re-
sponses and the fact, that we d id not require a specific format for the solut ions does 
not al low for a meaningfu l quant i tat ive evaluat ion . 
Because of the "single b l i n d cond i t i on" and in order to clearly separate the 
experts ' contr ibut ions from our interpretat ions , code numbers are used to ident i fy 
the i n d i v i d u a l contr ibut ions . 
- Respondent 1 identif ied the Sisyphus prob lem as a D E S I G N T A S K 1 1 , where the of-
fices f o rm the ' p r i m i t i v e components ' of the design, and the floor p l a n constitutes 
a ' topographic m o d e l ' of the arti fact to be designed. People and their o rgan iza -
t i ona l relations were conceived of as a 'set of inter-related funct iona l constra ints ' 
and the expert 's office-assignment policies as 'design guidelines ' . T h e Sisyphus 
p r o b l e m / t a s k was then re-stated as ' m a p the funct ional constraints on to the 
topographica l mode l i n accordance w i t h the guidel ines ' . T h e m e t h o d of so lu t i on 
was identified as ' P l a n Selection Instant iat ion and Expans i on ( P S I A ) (sic) ' . A 
hierarchical p l a n structure (i.e. a tree of D E S I G N P L A N S ) based on the topo-
graphic model was constructed, and filled i n according to the dictates of P S I A . 
- Respondent 2 identif ied the task as an A S S E M B L Y P R O B L E M , a n d used the G T 
too l P E I R C E as the method of so lut ion . Respondent 2 then m a p p e d the parts of 
the P E I R C E prob lem to the parts of the Sisyphus prob lem. R e m a i n i n g aspects 
of the Sisyphus prob lem were added into the architecture defined by P E I R C E . 
Possible uses of the aspects of the P E I R C E architecture that d i d not have 
obvious correspondences in the Sisyphus prob lem were discussed. 
- Respondent 3 identif ied the task as a R O U T I N E D E S I G N T A S K , and chose D S P L as 
the method . T h e rest of the ac t iv i ty was involved i n ident i fy ing D E S I G N P L A N S 
and the hierarchy of D E S I G N P L A N S . 
Respondents 4 and 5 gave very brief answers; synopses are dif f icult . 
1 1 T o ease the readability of the following discussion, we will designate the problem which 
the GT-experts had to solve the 'Sisyphus problem' (instead of the more precise descrip-
tion "the office-assignment problem solved by a particular domain expert as documented 
in the Sisyphus'91 assignment") and their task as the 'Sisyphus task' (instead of the more 
precise description "the task to find a G T model for the office-assignment problem solved 
by a particular domain expert as documented in the Sisyphus'91 assignment"); 'Siggi' 
is the reference to the (office assignment domain) expert for the Sisyphus. Furthermore, 
special typesetting (e.g., P R O P O S E or D S P L ) is used to indicate concepts with a specific 
meaning in the G T methodology as used by the subjects. 
- Respondent 4 seems to view the problem as b in -pack ing , and selects a ' canned-
p l a n ' approach to the so lut ion . T h e n a p l a n structure is determined, w i t h p lans 
be ing r u n by a constraint handler . 
- Respondent 5 identi f ied D S P L as the tool to use for the prob lem. Aspects of the 
p r o b l e m were m a p p e d to D S P L entities (parameters) . One p l a n is ident i f ied , 
the so lu t i on is not pursued further. 
- Respondent 6 prov ided the most elaborate description of a G T analysis of the 
S isyphus pr ob l em . F i r s t , he identified the knowledge available (and miss ing) 
i n the prob l em statement and made some of his own add i t i ona l assumpt ions 
e x p l i c i t . He matched the reported "large number of at tempted s o l u t i o n " and the 
fact that "there is apparent ly a vanishingly s m a l l number of satisf icing so lut i ons " 
to the f o r m a l descr ipt ion given for a D E S I G N T A S K . T h e further decompos i t i on 
o f that task fol lowed s t r i c t ly the guidelines given for the P R O P O S E , V E R I F Y , 
C R I T I Q U E , M O D I F Y f a m i l y of methods w i t h the i m p o r t a n t qual i ty that the use 
of G T concepts (such as D E S I G N P L A N S ) were exp l i c i t l y just i f ied by referring 
to Siggi ' s protoco l statements. Respondent 6 also provided an evo lv ing set o f 
g r a p h i c a l , tree-l ike structures to describe the construct ion of his so lu t i on . 
4.3 A n a l y s e s 
A s described in step 1 of the method (section 3.2, above), the first analysis of the 
d a t a is to produce a Generic Tasks analysis of each respondent. O n l y the results for 
respondents 1, 2, 3 and 6 were presented in enough detai l for such an analys is . 
R e s p o n d e n t 1 Respondent 1 seemed w i l l i n g to respond in great depth , usua l ly 
about how the so lut ion was constructed, but not how it was tested or corrected. 
T h i s m a y wel l be due to the fact that respondent 1 d id not complete the knowledge 
engineering task by ac tua l ly checking its performance. Nevertheless, an analys is of 
the prob l em so lv ing ac t iv i ty of respondent 1 was possible. 
Respondent 1 chose P S I A to solve the Sisyphus prob lem. T h i s choice is jus t i f i ed 
on the grounds that a ' topographic m o d e l ' of the d o m a i n was available. T h e choice 
of P S I A cuts the prob lem into one of designing a number of abstract P L A N S , a n d 
p u t t i n g them into a design hierarchy (also referred to as 'tree') . These three steps, 
that is , choose a decomposi t ion of the prob lem (the decomposit ion is cal led ' P S I A ' ) , 
solve the subproblems, which are in themselves D E S I G N T A S K S (an indefinite n u m b e r 
of abstract P L A N designs), and combine the solutions (put the abstract P L A N S i n t o 
a hierarchy) , are the subtasks of the ' D e c o m p o s i t i o n ' f a m i l y of methods for the 
P R O P O S E task f r o m the table i n [5, 1]. 
T h e construct ion of a P L A N N O D E itself is a D E S I G N T A S K (as specified i n [5, 
1], and shown i n figure 1). T h i s design p l a n again is done by a P V C M f a m i l y 
of methods , the Propose being done as a decomposit ion method . In p a r t i c u l a r , the 
decomposi t ion is done as a single design p l a n ; every abstract node is designed i n the 
same way, by de termin ing the P L A N S E L E C T O R , I N S T A N T I A T I O N and E X P A N S I O N for 
the node. T h e last two of these are declared t r i v i a l i n this case. T h e ac tua l content 
of the P L A N was left to the Compose step higher i n the d ia g ra m; the contents of a 
p a r t i c u l a r P L A N are exact ly its chi ldren in the tree. T h e expert could not report on 
how this tree was constructed, i.e., whether i t was constructed first, and then the 
P L A N S were put i n , or whether the P L A N S were constructed, then a tree was bu i l t to 
accommodate them. T h i s in format ion could have been made avai lable f rom a finer-
grained exper imental setup; that is, by asking the expert to wr i te down intermediate 
stages of the mode l ing process, or w i t h a more chal lenging d o m a i n problem that 
w o u l d involve hav ing to revise the constructed system. 
T h e complete task structure for respondent 1 appears in figure 1. 
R e s p o n d e n t 2 Respondent 2 chose to mode l the Sisyphus prob l em as an A B D U C -
T I V E ( A S S E M B L Y ) p rob lem, and used the G T too l P E I R C E for the basis of the 
m o d e l . T h e reason s /he gave for this was that any prob lem that can be seen as 
a prob lem of coverage can be viewed as abduct ive assembly. T h e n s /he solved a 
number of sma l l subproblems of m a p p i n g the features of the prob l em to the k n o w n 
features of assembly, that is, s /he identified the observations, hypotheses, causal 
connections, etc. of the Sisyhpus d o m a i n . F o r m i n g a so lut ion f r o m these decisions 
involved s imply t a b u l a t i n g them together. Log ica l ly , i t would have been useful had 
the respondent shown how, under this m a p p i n g , the result prov ided by the assem-
b ly mechanism of P E I R C E corresponds to a so lut ion of the Sisyphus prob lem. Such 
an exposi t ion was not provided, even in response to a directed question. Thus this 
so lut i on is at best rad ica l ly incomplete . O u r own attempts to complete the so lut ion 
by reference to publ ished f ormal descriptions of abduct ion [3] were unsuccessful. 
Nevertheless, the so lut ion was complete enough to provide some insight into the 
ver i f i cat ion, cr it ique and modi f i cat ion phases of the respondent 's reasoning. T h e 
support that was provided by the model (e.g., pars imony and essentialness critics) 
were interpreted in l ight of the m a p p i n g determined in the Propose phase. T h e 
modi f i cat ions that the respondent made were of three sorts; the essentialness cr i t i c 
was discarded (pending d a t a that might reinstate i t ) , the pars imony cr i t i c was used 
to search for possible problems that were not brought out by this example , and two 
new crit ics , for c o m p a t i b i l i t y and synergy were introduced into the architecture. 
T h e task analysis for respondent 2 appears in figure 2. 
R e s p o n d e n t 3 In contrast to the report given by respondent 1, respondent 3 gave 
a thorough report of each step taken, but d i d not go as deeply into detai l of any of 
t h e m . 
Respondent 3 also chose among a number of possible tools, and chose the too l 
D S P L to solve the prob lem. Respondent 1 identifies D S P L as the too l for the prob -
l em so lv ing method mode l , P S I A . However, respondent 3 gives completely different 
reasons for choosing D S P L than 1 does, and exp l i c i t l y compares its value in this 
c ircumstance to another possible choice, the G T tool P E I R C E . It is the synthetic 
rather than interpretative nature of the task that respondent 3 c la ims makes D S P L 
a good choice. A s in P S I A , the ' subcomponents ' are the P L A N S that w i l l be put into 
a design tree. 
A t the top level, respondent 3 mentions how the structures that are to be pro -
posed can be verified. T h e verif ication is done by i m p l e m e n t i n g the system. T h e 
cr i t ique is done by asking the expert to supply par t i cu lar ly difficult cases (presum-
ably the s t r i c t ly unsolvable prob lem proposed in Sisyphus 92 would be such a case). 
F i n a l l y , the system wou ld be modi f ied by re-arranging the system to accommodate 
the new data . 
A t the next level down, the proposal for each p lan is done by concentrat ing 
on the p l a n content, i .e., de termin ing the subplan structure . N o comment is made 
about p l a n selection here, i n contrast to respondent 1 who concentrated entirely 
on p lan selection at this point ( though i t decomposed into t r i v i a l tasks one level 
down) . 
T h e p l a n construct ion of respondent 3 makes ample use of a l l phases of P V C M . 
T h e expert seems to have very l i t t l e knowledge of proposing such a p l a n , and m e n -
tions 3 prov is iona l p l a n structures that were considered, and the knowledge used to 
rule two of t h e m out . One p l a n was ruled out because an imp lementa t i on seemed 
too diff icult . A n o t h e r prov is ional p lan was cr i t iqued on the basis of hav ing levels of 
d i s t inc t i on that were deemed unnecessary; D S P L organizes error h a n d l i n g through 
these levels, as wel l as using them to order subgoals. Siggi 's protocol shows no error 
h a n d l i n g , and no useful ordering changes (no ' leverage', to use the respondent's 
term) , so the e x t r a level was removed. 
A t another po in t , the respondent conjectured that the most constrained deci -
sions were to be made at the lowest levels (that of assigning researchers), and that 
propagat ing these constraints might well be costly, and introduced an extra level 
to control such propagat ion . In fact, Siggi comments in the or ig ina l assignment 
that projects are better separated than kept together, and hence dur ing the imp le -
menta t i on /ver i f i ca t i on phase i n the first level, a discrepancy was noticed between 
the system's answer and Siggi 's . T h e expert, hav ing overlooked Siggi 's comment , 
wondered a loud whether this difference was impo r t ant . In a fol low-up question, we 
pointed out Siggi ' s comment , which allowed us a gl impse of the expert 's own f a i l -
ure modes. T h e patch was done w i t h the m i n i m a l amount of effort, i n this case, 
rebui ld ing p lan specialists to work f rom the new constraint rather than the o ld . 
T h e complete task structure for respondent 3 appears in figure 3. 
R e s p o n d e n t 6 A s was mentioned in the synopsis, respondent 6 used (again) a hy -
pothesis m a t c h (based on the knowledge-level properties of the task, i.e., charac-
teristics of the so lut ion space) to select D E S I G N as a candidate task structure. T h i s 
D E S I G N T A S K is identif ied as being a general, hierarchical ly structured D E S I G N P L A N 
which is then decomposed w i t h a weaker decomposit ion method according to design 
steps identified f r o m Siggi 's protoco l . S i m i l a r to respondents 1 and 3, respondent 6 
developed a h ierarchica l structure of such specialized D E S I G N P L A N S . T h e construc-
t ion of these nodes is done by e x a m i n i n g the domain expert behavior for each p l a n , 
one by one. 
T h i s was fol lowed by the discussion of P L A N N O D E S . However, in contrast to 
respondent 3 who focused on the same part , these P L A N N O D E S were developed by 
abstract ing P L A N S and C O N S T R A I N T S f rom Siggi 's protocol statements and m a t c h -
ing them to the knowledge roles prescribed by the P V C M subtasks. For a special 
case (complet ion of the D E S I G N R E S E A R C H E R S task in the Sisyphus problem), an 
elaborat ion on the Veri fy , C r i t i q u e and M o d i f y steps for the construct ion of the 
D E S I G N P L A N was discussed. T h e Propose step generated two al ternat ive D E S I G N 
P L A N S , because Siggi 's protocol d id not specify a l l necessary details (e.g., an or-
dering of constraints) to fu l ly define D E S I G N P L A N N O D E . Respondent 6 suggested 
further questions to S igg i to resolve (i.e., Veri fy , C r i t i q u e , M o d i f y ) that prob lem. 
A t the more g lobal level of the whole Sisyphus task, respondent 6 ment ioned 
(briefly) that D S P L would be suitable to assist in the development of the top- level 
plans and could also be used to support the backtrack ing knowledge. 
Respondent 6 also comments on the fact that Siggi 's protocol does not show 
any veri f ication, c r i t i qu ing , or modi f i cat ion at any stage, which wou ld be expected 
i f Siggi really d i d D E S I G N . Together w i t h the fact that some i m p o r t a n t aspects of 
the knowledge (required to solve a more general version of the Sisyphus prob lem) 
were not deducible f rom statements i n Siggi 's protoco l , respondent 6 suggested a 
V e r i f y / C r i t i q u e step for the design of the system. T h e "numerous loose ends" w h i c h 
were identified dur ing the analysis of the Sisyphus prob lem would require more 
flexible tools, which are not (yet) available in the G T framework. T h a t prevents the 
task f rom being implemented and thus prevents the structure f rom being c r i t iqued 
on the grounds used by repondents 1 and 3, namely , i m p l e m e n t a t i o n . S i m i l a r to 
the strategy used by repondent 2, respondent 6 compares the support prov ided by 
the selected mode l , so instant iated , w i t h the requirements of the Sisyphus p r o b l e m . 
Respondant 6 gives s i m i l a r options for modi f i ca t i on as are given by respondant 2, 
that is, s /he generates possible scenarios in the prob lem domain that correspond to 
the predictions made by the mode l , and considers changing the mode l ( though not 
as drast ical ly as respondent 2 does) i n the face of contradictory data . 
4 .4 C o m b i n i n g a n a l y s e s 
A number of comparisons between respondents 1 and 3 have already been made , 
based on the task decomposit ion diagrams. Some of these differences m a y be s i m p l y 
arti facts of the s m a l l exper imental setup (most notably , the omissions in breadth 
f rom respondent 1), while others are clearly somewhat deeper (e.g., the lack of 
discussion from respondent 1 about how the p lan node chi ldren were formed, whi le 
for respondent 3, this was the central concern). 
B u t in fact, the two solutions are s t r ik ing ly s i m i l a r , despite some large differ-
ences. M a n y of the differences (e.g., the difference i n breadth-first versus, depth-f irst 
presentation) can be easily assimilated into a single knowledge base; that is , since 
both experts are per forming a P V C M method to solve the task, the ver i f i cat ion , 
cr it ique and modi f i cat ion methods used by respondent 3 are appl icable to so lut ions 
proposed by respondent 1 as wel l . For these two, the cr i ter ia for selection a G T 
too l seem compat ib le as wel l , though they d i d not cite any of the same c r i t e r ia 
for m a k i n g the decision. In part i cu lar , we learn that in favor of D S P L as a m o d e l 
are the existence of a topographical model of the so lut ion , design guidel ines, (these 
f rom respondent 1), and synthetic tasks in general (respondent 3). 
Respondent 1 was unable to respond to questions about how the p l a n tree was 
constructed, even when asked a pointed question on the subject. T h i s is a str ike 
against our use of Generic Tasks as an analysis took ( in fact, against Gener i c Tasks 
as a knowledge acquis i t i on too l i n general), since we use such tools to help us to 
ask questions that are focused, and answerable by the expert. B u t we find that 
respondent 3 was quite w i l l i n g to write at great length on this topic (even before 
the f o l l ow-up question) . T h i s suggests that possibly one of the design subtasks for 
propos ing a p lan i n figure 1 should be examined more closely; in fact ' e x p a n d i n g ' 
a p lan is on ly a t r i v i a l operat ion i f one already knows the contents of the p l a n . W e 
see t h a t respondent 3 spent a great deal of t ime filling in that content, or i n fact , 
designing the p l a n expansion . T h i s mit igates the strike against G T theory, since i t 
makes i t possible for one expert to provide answers to questions left unanswered by 
another expert . 
F u r t h e r m o r e , a l though respondent 2 constructed a so lut ion that was consider-
ab ly different f rom that of 1 and 3, it is s t i l l possible to combine some of respon-
dent 2's knowledge w i t h the others. In par t i cu lar , h i s /her treatment of the so lu t i on , 
not necessarily to be verified by implementat i on , but also verifiable by means of its 
predict ive power w i t h respect to interpret ing the prob lem d o m a i n , is s i m i l a r to the 
treatment made by respondent 6, and is applicable to the models bu i l t by any of 
the respondents. 
T h i s al lows us to draw an amalgamated task d i a g r a m , containing the knowledge 
of a l l four experts, shown in figure 4. Respondents 1, 3 and 6 were i n considerable 
agreement, m a k i n g this synthesis quite s tra ight forward, once the task components 
had been identi f ied. 
5 Conclusions 
T h i s exper iment ac tua l ly evaluates the Generic Tasks framework twice; once as the 
subject of the experiment ( in response to the or ig ina l m o t i v a t i o n , to determine to 
what extent someth ing l ike Generic Tasks can be considered to be a methodo logy ) , 
and again as the too l of analysis of the results of the experiment . H a d Gener i c 
Task theory been seriously deficient in its c laims to assist in the organ izat i on of 
knowledge, an analysis of the sort we have made would have been imposs ib le . W e 
w i l l discuss the aspects of Generic Tasks learned by each of these e x a m i n a t i o n s 
separately. 
For the un i ty of appl i cat ion of Generic Tasks theories by Generic Tasks re-
searchers, we have found that there is considerable agreement about how to proceed 
in a knowledge acquis i t ion task, as described by the subjects. There is considerable 
disagreement about the details of how to proceed, but for the most part these can 
be reconciled. Some disagreements arose right away, before the analysis phase; for 
example , one subject stated that Generic Tasks were not intended to suppor t , and 
were in pr inc ip le incapable of support ing , knowledge acquis i t ion . 
W h e t h e r our analysis method is transferable to other knowledge level f rame-
works has to r e m a i n an empir i ca l question. However, the G T Design M o d e l a n d the 
methods described i n this paper seem to provide sufficient guidelines to analyze the 
prob lem so lv ing of knowledge engineers do ing i n i t i a l knowledge acquis i t ion w i t h the 
G T framework. T h e role of the G T Design M o d e l in this s tudy was to move away 
f rom the s imple 'result c r i t e r i on ' for consensus of expert act iv i ty . It is i m p o r t a n t to 
emphasize that the use of the G T Design M o d e l as an analysis too l does not re-
strict the frameworks which the knowledge engineers themselves use to analyze the 
or ig inal appl i cat ion prob lem. For example , there should be no fundamenta l prob lem 
w i t h ana lyz ing K A D S - t r a i n e d knowledge engineers, using the G T Des ign M o d e l as 
a "meta -mode l " of the knowledge engineering process. 
A s it quickly became apparent that the 'result c r i t e r i on ' for j u d g i n g a m e t h o d -
ology was too str ic t , a more abstract method of comparison was needed. A s can be 
seen by the commonal i ty , and to some extent composabi l i ty of the solut ions, the 
intermediate abstractions that appear in a Generic Tasks analysis are in fact useful 
for c lar i fy ing the relationships between different knowledge engineers. 
However, we are also aware of some shortcomings i n our analysis . T h e responses 
analyzed in this paper are entirely based on the knowledge engineer's introspect ion 
and constitute at best a "post-hoc r a t i o n a l i z a t i o n " of their own prob lem so lv ing 
act iv i ty . T h e different formats used by the respondents (i.e., p l a i n E n g l i s h descrip-
t i on , D E S I G N H I E R A R C H I E S , tables, (pseudo-) traces, prob lem so lv ing decomposit ion 
trees) indicate that the G T framework could profit f rom a unified way of describ-
ing the conceptual model (a design description language), whereas the more r i g i d , 
f o rmal description languages (e.g., the proposed ML2 language for K A D S models) 
do not fit into G T ' s mode l ing phase (since G T ' s are more l ike 'prescriptions for a 
conceptual model and are not composed in a bo t tom-up manner ; the different de-
composit ions are selected in the design phase according to the knowledge avai lable 
i n the domain ) . A un i f o rm description of the respondent's analysis w o u l d have eased 
our own analysis considerably. For future studies, one might also consider the i n -
clusion of some of the more t rad i t i ona l reviewing techniques (e.g., the wa lk through 
techniques for software development as described i n [10] or other consensus-finding 
techniques) to arrive at a more "objective" analysis . However, the use of the G T De -
sign M o d e l provided a useful "normat ive " (but s t i l l general and not too restrictive) 
guideline to accompl ish our analysis . 
T h o u g h the abstractions were of use in the comparat ive analysis , the Generic 
Task analysis too l was not un i f o rmly successful i n a l l phases of the analys is . One of 
the advantages of hav ing a task structure is that it suggests po inted questions about 
the problem so lv ing process, that should be answerable by the expert . A s we saw 
in the analysis of response 1, at least one such question was not easily answered. 
In spite of these methodological problems, we are most encouraged by the pos-
sibi l i t ies for combin ing the knowledge of several experts offered by this approach. 
T h i s suggests that such an analysis might be useful for c ompar ing , a n d eventual ly 
combin ing the expertise of knowledge engineers who come f rom differing knowledge 
acquisit ion backgrounds. 
T h i s is not only true for models which embody s i m i l a r results or have only m i n o r 
diversions but also for " fa i lures" , that is, for solutions whi ch are not conforming 
(and cannot be forced to conform) the overall consensus. O u r use of the D E S I G N 
M O D E L as an interpretat ion model for the knowledge engineers' act iv i t ies al lows to 
identify points of departure from a common path and m a y even help to identi fy 
wrong assumptions or potential misconceptions. It m a y even turn out that some 
apparent differences are not t ru ly relevant to solve the app l i ca t i on prob lem (e.g., 
they constitute viable alternatives due to the ava i lab i l i ty of redundant knowledge) . 
In certa in c ircumstances, such " fai lures" could also be used to detect (i.e., acquire 
knowledge about) i m p o r t a n t default assumptions being made by the knowledge 
engineers or by the f rameworks used for analysis . T o be able to make these things 
more expl ic i t and to po int at shortcomings of the current usage is of course i n 
service of refining the knowledge level frameworks under study and not to b lame 
the i n d i v i d u a l knowledge engineers—theoretical models of problem so lv ing are only 
as good as their a c company ing methodologies. 
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Reusable analysis and design components for 
knowledge-based system development 
David Porter 
The Knowledge-Based Systems Centre, Touche Ross Management Consultants 
London, U . K . 
A b s t r a c t . A key feature of the K A D S method for knowledge-based system 
development is the concept of a library of reusable generic models of expertise 
which are used to bootstrap and guide the analysis process. These are 
accompanied by a set of generic design frameworks which can be used as a 
starting point for the design process. This paper describes how the analysis and 
design components relating to the K A D S assessment model, originally used in 
the domain of credit card fraud detection (the Fraudwatch system), have been 
successfully reused in the domain of share application fraud detection (the T R A P 
system). 
1 Introduction 
1.1 R e u s a b i l i t y a n d the K A D S M e t h o d 
The concept of reusability is becoming increasingly important in software engineering, 
witnessed by the growing use of object-oriented analysis , design and programming 
techniques. Reusab i l i ty applies equally w e l l to knowledge-based system ( K B S ) 
development, and is a central aspect o f the K A D S 1 method for developing knowledge-
based systems which provides support for the reuse of both analysis and design material 
across different K B S development projects. This paper describes how reusability in a 
K A D S development project can take the fo l lowing forms: 
• reusable models of expertise; 
• reusable methods of instantiating a particular type of model of expertise; 
• reusable design frameworks, both generic and expertise model-specific variants. 
In this paper the reuse of generic analysis and design components is illustrated with 
reference to a recent commercial knowledge-based system development called T R A P . For 
reasons of commercial confidentiality, only a certain level of information can be disclosed. 
However, it is hoped that the information that is presented w i l l be of practical use to other 
members o f the knowledge engineering community . H a v i n g the components and 
techniques to support reusabil i ty (whether i n K A D S or in general object-oriented 
programming) is one thing, knowing how to select and apply them is quite a different 
matter. 
A brief overview of K A D S is presented in section 1.4 for readers not familiar with this 
method. 
1.2 O v e r v i e w of T R A P 
T R A P (Touche Ross Appl icat ions Processor) is a knowledge-based system recently 
developed by chartered accountants Touche Ross for use in detecting fraudulent multiple 
share applications. T R A P has been recently used to support a team of Touche Ross 
forensic accountancy experts in their search for fraudulent share applications relating to the 
1991 privatisation of the U K Regional Electricity Companies and Generating Companies. 
This flotation, valued at £8 b i l l i o n , was Br i ta in ' s largest-ever privatisation i n v o l v i n g 
some twelve mi l l i on share applications across twelve different companies. It fo l lows that 
there was considerable scope for potential fraud among the applications for this share 
issue. 
T R A P has been implemented on a high-performance P C , using a hybrid combination of 
knowledge-based and conventional database techniques to detect individual fraudsters and 
larger coordinated fraud "r ings" . It operates in batch mode on a large database (of the order 
of 500 Mbytes) of application data downloaded from a mainframe computer. The T R A P 
knowledge base encapsulates the Touche Ross forensic team's compiled knowledge and 
expertise from previous fraud audits (e.g. Br i t ish Gas , Brit ish Steel and Rol ls Royce) and 
also makes use of techniques which were pioneered during the Touche Ross /Barc laycard 
Fraudwatch K B S project (described later). 
The T R A P knowledge base contains descriptions of patterns of fraudulent behaviour which 
are applied to a set of applications i n order to assess the l ike l ihood of fraud. T R A P 
provides the forensic team with a hardcopy report l ist ing a l l suspicious cases, ranked 
according to severity of fraud, and accompanied by reasons for the suspicion. T R A P also 
provides the facil ity to "cleanse" the application data during data take-on and after the 
production of the f inal reports. A n on-line search facil ity is also provided which enables 
the experts to interrogate the database when fol lowing up particular lines of investigation. 
F ina l l y , reports produced by T R A P can be transferred into a word processing package to 
enable the preparation of f inal reports destined for the appointed prosecuting authority. A n 
overview of the T R A P system is given in figure 1. 
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Fig . 1. Overview of the T R A P system 
1.3 T R A P , F r a u d w a t c h a n d R e u s a b i l i t y 
T R A P shares many similarities with the Fraudwatch credit card fraud identification system 
previously built by Touche Ross and Barclaycard. Fraudwatch is a K B S which detects the 
fraudulent use of a credit card before the card has been reported by the cardholder as lost or 
stolen. Fraudwatch has achieved dramatic success in detecting fraud at an early stage 
(current payback is in excess o f £ 1 m i l l i on per annum) and a detailed account of this 
system can be found in [5]. The similarities shared between the Fraudwatch and T R A P 
systems are as fol lows: 
T h e p r o b l e m . In both cases a small number of experts have the task of si ft ing through 
a large quantity of computer printout, with the aim of identifying suspicious cases which 
should be investigated further. The volumes o f data involved are considerable (one mil l ion 
accounts trading dai ly in Fraudwatch, twelve mi l l i on total applications in T R A P ) , the 
sophistication of the fraudster has increased, and the time available in which to solve the 
problem is very l imited. A n y improvement in performance w i l l therefore be beneficial. 
T h e expert task . The task used in the solution o f this problem is the expert task of 
assessment, in which a set of case data is examined for evidence of fraud on the basis of 
pre-defined models (or patterns) of fraud. 
T h e K B S so lu t i on . Both systems support the expert during the early stages of the 
fraud detection process, i n which a large set of cases have to be reduced to a more 
manageable set of suspicious cases within a short period of time. Both systems are hybrid 
systems making use of knowledge-based techniques in conjunction with conventional 
algorithmic techniques to batch process a very large database. 
G i v e n the similarity of the two applications, and the previous experience and success of 
the Fraudwatch project, it was possible for the development team to reuse a number of 
generic components of the Fraudwatch analysis and design material , in particular the 
underlying model of assessment expertise and the method used to instantiate this model. It 
should be stressed that the reused material consists of an empty generic framework for the 
analysis and design specification of an assessment-type knowledge base, not the actual 
domain-spec i f i c contents o f the knowledge base, which is of course proprietary to 
Fraudwatch and applicable only to credit card fraud identification. Such reuse was made 
possible by the fact that both systems were built using the K A D S K B S development 
methodology. 
1.4 T h e K A D S M e t h o d o l o g y 
This section provides a brief overview of the K A D S methodology. For further details the 
reader is referred to [2]. K A D S is a methodology for the development of knowledge-based 
systems, original ly developed under E S P R I T project 1098 2 and currently under further 
development, in the form of K A D S - I I , under E S P R I T project 5248 3 . It is based on best 
conventional software engineering practices but includes additional methods and techniques 
for meeting the special needs of knowledge engineering projects. In particular K A D S 
insists on a thorough analysis of the problem before design and coding, rather than the 
more commonly adopted "rapid prototyping" approach. Central to K A D S is the view of 
K B S development as a modelling process. System development is viewed as a steady 
K A D S was a research project partially funded by the ESPRIT programme of the Commission 
of the European Communities as project number 1098. The partners in this project were: 
University of Amsterdam (NL), S T C Technology Ltd (UK), SD-Scicon Ltd (UK), Cap Sesa 
Innovation (F), N T E NeuTech Gmbh (D) and Touche Ross Management Consultants (UK). 
KADS-II is a research project partially funded by the ESPRIT programme of the Commission 
of the European Communities as project number 5248. The partners in this project are: Cap 
Gemini Innovation (F), Cap Gemini Logic (S), Netherlands Energy Research Foundation E C N 
(NL), E N T E L S A (ESP), Lloyd's Register (UK), I B M France (F), Swedish Institute of Computer 
Science (S), Siemens A G (D), Touche Ross Management Consultants (UK), University of 
Amsterdam (NL) and Free University of Brussels (B). This paper reflects the opinions of the 
author and not necessarily those of the consortium. 
progression o f models from init ial analysis through to detailed design. There are two main 
types of model produced during development [8]: 
T h e c oncep tua l m o d e l . This is produced during analysis, consisting of a description 
of the expert problem-solving behaviour and the user-system interaction (modality). It is 
expressed in real world-oriented terms, independent of any computational considerations. 
T h e c o m p u t a t i o n a l mode l . This is produced during design, consisting of functional, 
behavioural and physical design specifications. The model is expressed in computer 
system-oriented terms, in which computational techniques (both A I and conventional) are 
used to realise the requirements of the conceptual model. 
The component o f the conceptual model which describes the expert's problem-solving 
behaviour is central to K A D S K B S construction. A s an abstract description of the 
expert 's problem-solv ing behaviour it corresponds with N e w e l l ' s knowledge level [3], 
A n alternative approach, as exemplif ied by rapid prototyping, is to concentrate from the 
outset o f system development on the computational A I processes and data structures 
required to directly implement an executable system. This approach, in direct contrast to 
K A D S , is oriented towards N e w e l l ' s symbol level [3]. The K A D S conceptual model o f 
expertise is based on the fol lowing two principles [8]: 
• The distinction between different types o f knowledge according to the roles they play i n 
a problem-solving process; 
• The organisation of knowledge types into a number of layers with limited interaction. 
The typing o f knowledge is based on epistemological distinctions, and at the highest level 
divides into domain and control types, with control being further divided into three sub-
types. The four types of knowledge are arranged into a four-layer model as follows [8]: 
D o m a i n layer . Static knowledge describing a declarative theory of the domain. 
In ference l a y e r . Knowledge of different types of inference that can be made on the 
domain theory (first type of control knowledge). 
T a s k l a y e r . Knowledge representing tasks and problem-solving methods which are 
applied to the inference layer (second type of control knowledge). 
Strategy l ayer . Strategic knowledge which controls the task layer (third type of control 
knowledge). 
The organisation of the K A D S four layer model of expertise is shown in figure 2. 
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Fig . 2. Organisation of the K A D S four layer model of expertise (taken from [8]) 
K A D S defines a taxonomy of generic expert problem-solving tasks whose leaf nodes 
consist o f tasks such as diagnosis, prediction, monitoring, classification, assessment, 
design, etc. E a c h task has an associated four-layer model , wh i ch is "empty" except for 
the inference layer which contains an inference structure diagram describing the inferences 
invo lved in the execution of that particular task 4 . These are known as "interpretation 
models" because they help the knowledge engineer to interpret the expert's verbal data. 
K A D S analysis begins with the selection of an appropriate interpretation model from the 
library which is then used as a "template" for driving the knowledge acquisition process 
(i.e. el icit ing and analysing verbal data from an expert). The knowledge engineer's task is 
to instantiate the layers of the model and so bu i ld a complete model o f the expert 's 
prob lem-so lv ing behaviour. D u r i n g this process the o r ig ina l " h i g h g r a i n " mode l 
undergoes a process of " l ower gra in" refinement and differentiation. The interpretation 
model is used to support knowledge elicitation in much the same way as an expert system 
shell , with the vital difference that the K A D S four layer model is not tied to any particular 
computational formalism and is able to act as a single unifying framework for all el icited 
knowledge, ready for subsequent transformation into a design model. 
A s already mentioned, the or ig inal K A D S methodology is now undergoing further 
development in the K A D S - I I project. Ma jor enhancements include the revision, extension 
and formalisation of the model l ing language, development of the l i fe -cycle model w i th 
part icular emphasis on project management and qual i ty issues, synthesis of the 
methodology with other approaches to K B S and conventional systems development, and 
4 The K A D S - I I project is currently extending the library to include generic domain and task 
layer elements of variable grain size. 
provis ion o f comprehensive C A S E tool support. Readers already famil iar with K A D S 
should note that some of the or ig inal K A D S terminology is in the process o f being 
renamed under K A D S - I I , and this is indicated where appropriate by a footnote. For further 
i n f o r m a t i o n on the K A D S - I I project and the latest state o f the deve l op ing 
CommonKADS method, the reader is referred to [4]. 
2 Reusability in Analysis 
2.1 T h e R e u s e d I n t e r p r e t a t i o n M o d e l 
The selection of an appropriate interpretation model as a candidate for reuse is an important 
first step in K A D S analysis since it acts as the foundation for subsequent development 
work. In the Fraudwatch project the generic K A D S assessment interpretation model was 
selected an appropriate starting point for further refinement. This model was selected as a 
result o f an ini t ia l technical scoping study in which the nature of the expert task and the 
application domain were investigated in sufficient detail . It is very important that the 
correct model is selected for reuse, since the selection of an incorrect model w i l l ultimately 
lead down a " b l i n d al ley" and waste project resources. This selection activity is st i l l very 
much an expert task in itself. The inference structure diagram for the assessment task is 
shown in figure 3. 
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F i g . 3. K A D S assessment inference structure (taken from [2]) 
The inference structure consists of dynamic knowledge roles' (rectangles), which are the 
roles that domain elements can take in the inference process, and primitive inference 
actions** (ellipses), which are pr imit ive inferences that are appl ied to domain layer 
elements. Each inference action is supported by one or more methods (usually Al-based) 
together with support knowledge for that method. A brief explanation of the assessment 
^Original K A D S term: metaclasses. 
^Original K A D S term: knowledge sources. 
inference structure is as fol lows. The case data contain details of the current case under 
assessment. The comparison of the case data with one of the system models is done at a 
level of abstraction away from the data (abstract), and only those aspects of one of the 
system models that apply to the particular case (norms) are used in the comparison 
(specify). The arrows in the inference structure diagram show the input and output to 
each inference action rather than execution order. The actual invocation of each inference 
action is specified by an overlying task structure. The inference structure can be driven 
by a task structure in a number of ways: 
Data-driven (or forward chaining. Evidence from case data leads to a conclusion 
in the form of a proven system model. 
Goal-driven (or backward chaining. A system model hypothesis is i n i t i a l l y 
selected and then proved true or false according to the case data evidence. 
Combined data- and goal-driven. Init ial evidence from key items of case data is 
used to select a candidate system model hypothesis, which is then proved true or false 
according to further case data evidence. This was the task structure which was used in 
both the Fraudwatch and T R A P projects and is specified as follows: 
assess(case_data -> decision_class) = 
absfracf(case_data -> abstracted_case_data) 
spec/7y(fraud_model + abstracted_case_data -> fraud_norms) 
do for each norm e fraud_norms 
absfracf(case_data + fraud_norm -> abstracted_case_data) 
compare(abstracted_case_data + fraud_norms -> decision_class) 
compare(abstracted_case_data + f raud_norms -> decision_class) = 
do for each norm e fraud_norms 
mafc/?(abstracted_case_data + fraud_norm -> degree_of_fit) 
ran/c(degree_of_fit decision__class) 
The K A D S assessment model selected as a candidate for reuse was subsequently modif ied, 
according to the nature of the Fraudwatch domain, to support the assessment of fraudulent 
cases contained within a large volume of data. The two main refinements to the original 
assessment model are as follows: 
• The addition of an init ial select inference process which acts as an init ial " f i l ter " in order 
to prevent processing overload; 
• The decomposition of the compare inference into match and rank inferences in order to 
rank cases according to the suspected degree of fraud. Match matches the abstracted 
case data against the selected norms to determine the degree of fit and from this rank 
produces a decision class representing the overall level o f suspicion assigned to the 
assessed case. 
Other refinements are more "cosmetic" , for example the use of the term fraud models 
rather than system models to describe one of the knowledge roles, which reflects the 
characteristics of the fraud identification domain. The resulting selective assessment 
inference structure is shown in figure 4. 
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Fig . 4. Selective assessment inference structure (adapted from [5]) 
In the T R A P project the selective assessment model, originally defined in the Fraudwatch 
project, was selected as an appropriate model for reuse because of the similarities between 
the two applications already discussed in section 1.3. In summary, these similarities 
related to the nature of the expert task (selective assessment) and that of the domain 
(fraud identification). 
To summarise this section, the Fraudwatch project reused the K A D S generic assessment 
model and subsequently refined it to form the selective assessment model for use i n the 
domain o f credit card fraud identification. The T R A P project reused the Fraudwatch 
selective assessment model for use in the alternative domain of share application fraud 
identification. In " c lass i ca l " object-oriented programming terms, we could think of the 
assessment and selective assessment interpretation models as being equivalent to "classes", 
and the Fraudwatch and T R A P realisations o f these models (i.e. instantiated wi th the 
appropriate knowledge) as different "instances" of the selective assessment "class". This is 
illustrated in figure 5. 
selective 
assessment 
classification 
assessment diagnosis 
/\ /\ 
Fraudwatch credit card T R A P share application 
fraud model fraud model 
K A D S interpretation 
model library "classes" 
J 
J 
Application-specific 
model "instances" 
Fig . 5. A n object-oriented interpretation of the Fraudwatch and T R A P systems 
2.2 I n s t a n t i a t i n g the R e u s e d M o d e l 
In addition to reusing the selective assessment model from the Fraudwatch project, the 
method of instantiating the main assessment component of that model was also reused in 
the T R A P project and this w i l l now be described. The most practical entry point into an 
interpretation model, for instantiation purposes, is often at the inference layer, from where 
the knowledge engineer can progress " d o w n " to the domain layer and then " u p " to the task 
and strategy layers. This is illustrated in figure 6. 
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F i g . 6. Entry point into the interpretation model 
The process of instantiating or " f leshing out" the model in both Fraudwatch and T R A P 
projects began with the instantiation of the domain and inference layers o f the model , 
fo l lowed by the instantiation of the task and strategy layers. Instantiation of the elements 
of the inference layer and domain layer took place mainly in parallel , with most emphasis 
on the domain layer. The inference structure acts as a useful "roadmap", prov id ing the 
knowledge engineer with vital clues concerning what sort o f domain knowledge is used in 
the problem so lv ing process and how that knowledge is used. F o r example , each 
inference action provides clues as to what sort o f methods and support knowledge are 
required in the domain layer to support the inference. S i m i l a r l y , each knowledge role 
provides clues as to which domain layer elements can fu l f i l that particular role . This 
facilitates the planning of knowledge elicitation and the structure and contents of each 
Model 
entry point 
expert interview according to which part of the inference structure we wish to instantiate, 
such as case studies (which are always required when a system models knowledge role is 
present), self report, teachback and structured interviews. The extent to which the layers of 
the mode l and their component parts are instantiated enables the analyst to quantify the 
"completeness" of the model and enables the project manager to judge the state of progress 
of the analysis w o r k 7 . 
A t the highest level , it is possible to identify two main steps involved in the instantiation 
of the assessment inference structure: 
• First tackle the abstract and specify components at the " top" of the structure; 
• Then tackle the compare component at the "bottom" of the structure. 
This is illustrated in figure 7. 
Step 1: Instantiate Abstract/Specify Step 2: Instantiate Compare 
Fig . 7. Top-level instantiation of the assessment inference structure 
A t a more detailed level , it is possible to specify a number of lower-level steps involved in 
the instantiation process. Before these steps are described, the reader should note that the 
fo l lowing should not be taken as a definitive prescriptive statement of how the assessment 
model should be constructed. Depending on the characteristics of the development, steps 
may often be repeated, executed i n a different order or in parallel with other steps, or 
combined together. However , it does illustrate the general approach used in both the 
Fraudwatch and T R A P projects which could potentially be reused in future developments. 
The first po int to make is that the contents of the system models knowledge role 
constitutes the foundation of the entire inference structure. Every other element of the 
inference structure is dependent in some way on the system model definition and i n this 
respect it is a key component. Instantiating the system models knowledge role is one of 
the most di f f icult and important tasks to be performed. A n illustration of this dependency 
is illustrated i n figure 8. 
The concept of successive model states and their quantification as a basis for project 
management and quality assurance is currently a major topic in the KADS-II life-cycle model 
work. 
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Fig . 8. System models as the primary inference structure component 
The four detailed steps in the instantiation of the components of the assessment inference 
structure are illustrated in figure 9. For each step the element of the inference structure 
currently being instantiated is shaded and arrows are used to indicate how the instantiation 
of that element feeds into the instantadon of other elements. 
Step 1: Instantiate System Modeh Step 2: Instantiate Abstract 
Step 3: Instantiate Specify Step 4: InstantiateCompare 
Fig . 9. Detailed instantiation of the assessment inference structure 
A brief description of each of these steps as they were applied during the T R A P analysis is 
as follows: 
Instantiate system models. System models defines models (or patterns) o f 
fraudulent behaviour in the form of conceptual structures located in the domain layer. It 
guides us towards the norms which relate to the currently hypothesised fraud model 
(defined using a subset of the system models domain layer notation) and the abstracted 
case data which represent qualitative descriptions of case data observables. The aim is to 
el ic it statements from the expert such as: "There are basically three types of fraud in this 
area, X, Y, and Z . . . " . 
Instantiate abstract. Abstract defines, in the form o f heuristic rules, the abstractions 
needed to produce abstracted case data. Th is inference action is often the largest with 
regard to the body of support knowledge upon which it is based. It guides us towards the 
relevant case data upon which abstractions are based, which in the cases of Fraudwatch 
and T R A P are ultimately represented by database file and record definitions. The aim is to 
el ic it statements from the expert such as: "A is a particularly important aspect of fraud 
type X, and a very good sign of A is if case datum D is...". 
Instantiate specify. Specify defines, in the form of d iscr iminat ion rules, how a 
candidate system model is selected on the basis of current abstractions. The instantiation 
of this inference action has a useful refinement effect on abstracted case data, system 
models and norms. The aim is to el ic it statements from the expert such as: "If A, B 
and C abstractions can be made then I would suspect that this is fraud type Z...". 
Instantiate compare. Compare defines the way in which abstracted case data are 
matched wi th norms relating to the currently hypothesised system model and the 
assignment of a f inal decision class value representing the degree to wh i ch a case is 
fraudulent. Th is takes the form of pattern matching and the algorithmic combination of 
weightings assigned to norms. The aim is to el ic it statements from the expert such as: 
"Depending on how the abstractions match the characteristics of the fraud type, I would 
rank the case as follows...". 
The method of instantiating the assessment inference structure described in this section can 
potentially be modified and reused for other generic tasks such as diagnosis and planning, 
since inference actions such as abstract, match and specify are common across a number 
of these tasks. 
3 Reusability in Design 
3.1 The K A D S Design Process 
For the benefit o f readers not famil iar with the K A D S design process, a brief overview 
now follows. K A D S design, l ike analysis, is a model l ing activity although the design 
model is system-oriented rather than real world-oriented. In the design phase the output of 
analysis — the conceptual model — is transformed into a design model . The design 
model is at a higher level of abstraction than an implementation formalism but remains 
specific enough to constrain the implementation process [6]. The K A D S design model 
consists of three different specifications: 
Functional specification. T h i s is the funct ional ( logical) descript ion of the 
prospective system i n the form o f a decomposition hierarchy of functional blocks (or 
"what" is required o f the system). This is augmented with descriptions of control and data 
f low relations between functional blocks. Each leafnode functional block is specified in 
detail. 
B e h a v i o u r a l s p e c i f i c a t i o n . This involves the selection of a set o f both A l and 
c o n v e n t i o n a l methods and design elements (bui ld ing blocks) which are capable o f 
realising the behaviour of the leaf node functional blocks in the functional decomposition 
hierarchy. 
P h y s i c a l s p e c i f i c a t i o n . This is a physical specification of " h o w " to implement the 
design elements of the behavioural specification using appropriate K B S and conventional 
programming tools. Des ign elements in the behavioural layer are aggregated into a 
number of discrete physical modules which represent the final system architecture. E a c h 
physical module is then specified in detail. 
3.2 G e n e r i c F u n c t i o n a l D e s i g n F r a m e w o r k s 
Reusability in K A D S has mainly been focussed on the analysis phase of development, in 
the form of generic interpretation models as described in section 1.4 8. However , the 
experience of the T R A P and Fraudwatch projects is that reusability in K A D S is also 
possible during the design phase of development. The key to reusability here lies in the 
KADS design paradigm, which is founded on the preservation of the structure of the four 
layer model during design. There is usually a near-isomorphic mapping between the 
elements of the conceptual model and the elements o f the design model , which is very 
beneficial for explanation, testing, debugging, maintenance and knowledge refinement 
purposes. 
T o help guide the designer during the early stages of functional design, K A D S provides 
three generic frameworks, each of which concentrates on a particular aspect of functional 
design. These can be used as starting points for the design process, being further refined as 
appropriate. In addit ion to reusing these frameworks during the T R A P project, the 
problem solving components of the Fraudwatch functional design models were also reused 
as starting points for the T R A P design. In this section the three reused design 
frameworks, a l l oriented towards the assessment problem solving task, w i l l be presented. 
The first reusable K A D S design framework is the top-level functional decomposit ion 
framework which recommends that the system is partitioned into the fo l lowing functional 
groupings: 
C o o p e r a t i o n . Modal i ty or K B S - u s e r cooperation management functions. 
C o m m u n i c a t i o n . Interface functions (e.g. with the user, sensors, databases, other 
systems, etc). 
P r o b l e m so lv ing . Core problem solving functions (derived from the strategy, task and 
inference layers of the four layer model of expertise). 
The KADS- I I project is addressing the issue of generic computational (design) elements with 
the aim of providing a library of such elements to accompany the existing library of generic 
analysis elements. 
The adoption of the K A D S design paradigm results in a very close mapping between the 
inference layer of the four layer model and the functional decomposition of the problem 
so lv ing functional block l isted above. F igure 10 shows a s impl i f ied version of the 
functional decomposition design framework which was used as a starting point for the 
T R A P design. The assessment problem solving component of the framework is shaded. 
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Fig . 10. Generic functional decomposition framework for assessment 
The second reusable K A D S design framework is the top level dataflow framework which 
recommends the overall data flow between different parts o f the system. The recommended 
data f low chain is as follows: User, Communication, Cooperation, Problem Solving, and 
Domain Model. A g a i n , i f we focus in on the problem solving functional block we can 
see that the adoption of the K A D S design paradigm results in a strong mapping between 
the I /O relations in the assessment inference structure and the dataflow relations in the 
functional design model. Figure 11 shows the dataflow design framework which was used 
as a starting point for the T R A P design. The arrows l ink ing functional blocks represent 
data flows, and the assessment problem solving component of the framework is shaded. 
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F ig . 11. Generic dataflow design framework for assessment (adapted from [1]) 
The third and final reusable K A D S design framework is the top level control framework 
which recommends the overall control flow between different parts of the system. There is 
a strong mapping between the four level control structure of the conceptual model and that 
of the design model. A g a i n , i f we focus in on the problem solving functional block we 
can see that the adoption o f the K A D S design paradigm results in a strong mapping 
between the design model control structure and the task structure of the conceptual model 
previously shown in section 2.1. Figure 12 shows the control design framework which 
was used as a starting point for the T R A P design. The arrows show the f low of control 
down the hierarchy, from the overall strategic planner down to lower-level inference and 
communication functions. The assessment problem solving component of the framework 
is shaded. 
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Fig . 12. Generic control design framework for assessment (adapted from [7]) 
3.3 R e u s a b i l i t y i n B e h a v i o u r a l D e s i g n 
A degree of reusability is also possible during behavioural design. The behavioural design 
model of the Fraudwatch system provided useful indications of the kinds of A l methods 
and design elements which could be used to realise the problem solving functional blocks 
for an assessment problem solving model. Examples art forward and backward chaining 
rule-based system and combinational weighting algorithm. These methods and design 
elements w i l l of course vary across different designs, depending on the conceptual model 
and various non-functional requirements. Nevertheless, they were a useful starting point 
for the T R A P designers. 
3.4 R e u s a b i l i t y i n P h y s i c a l D e s i g n 
Reusabi l i ty is real ly only possible during phys i ca l design i f the same programming 
environments are used across two projects. T h i s was not the case in the Fraudwatch and 
T R A P projects, as shown in table 1. 
System K B S routines Conventional routines Hardware/OS 
Fraudwatch KnowledgeTool™ 
PL/1 
PL/1 C O B O L 
IMS 
I B M 3090 
M V S / X A 
T R A P Leonardo™ Clipper™ I B M 80386 PC 
MS-DOS 
Table 1. Summary of Fraudwatch/TRAP programming environments 
E a c h project used a different programming environment to provide the design elements 
specified in the behavioural design, therefore they differed with regard to their physical 
module specifications and reusability was not possible. W i t h regard to reusability at the 
coding l eve l , this w o u l d depend on both projects using the same programming 
environment, as already discussed, as we l l as the degree of modularity of the coded routines 
(i.e. a structured or object-oriented programming approach would be essential). This last 
point obviously applies to a l l software development, conventional as wel l as K B S . 
4 Conclusions 
The T R A P project has shown that there is considerable potential for reusability during 
both the analysis and design stages o f a K A D S system development, in the form o f 
generic interpretation models and design frameworks. These act as powerful support tools 
for the knowledge engineer, providing useful starting points for further development and 
refinement. The knowledge and experience relating to the selection of the correct 
components for reuse and subsequent refinement and instantiation o f these components is 
continuing to grow as more and more K A D S - b a s e d systems are developed. 
T R A P has been used with great success on the U K Electricity privatisation project. Latest 
results have shown that T R A P can reduce the amount of init ial paperwork that the expert 
has to go through by up to 7 5 % . T R A P has already identif ied a number o f highly 
suspicious multiple applications which are being further investigated, and its performance 
continues to improve with knowledge refinement. There is no doubt that the development 
of T R A P benefited from shorter development times as a result of reusing existing K A D S -
based components. A particularly attractive feature of K A D S is that as we l l as providing a 
l ibrary o f such components, these components are expressed at an implementation-
independent level and can therefore be reused across a variety of hardware and software 
platforms (as shown in table 1, section 3.4). 
A major benefit of T R A P is the potential reusabil ity of the system. The T R A P 
knowledge base can be refined, scaled and adapted for use on subsequent privatisation 
projects. It has already been reused for analysing applications for the U K Generating 
Company share issue and is currendy being reused in the Brit ish Telecom share offer. A t 
a more generic level , the foundation selective assessment or assessment models upon 
which T R A P is based can be applied to other areas of fraud detection (e.g. computer fraud, 
retail product shrinkage, etc) as wel l as non-fraud domains (e.g. bad debt, loan risk, product 
performance, market trends, etc). 
The theme o f reusability is continuing to play a central part within the K A D S - I I project, 
wi th the addition of generic, variable grain size, domain and task layer elements to the 
l ibrary of reusable components, as w e l l as the creation of a complementary l ibrary of 
generic design elements [4]. This w i l l make possible "middle-out" reusability in addition 
to the more traditional " t op -down" K A D S approach, offering a new challenge to the 
knowledge engineers of the 1990s. 
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Abstract: During the past decade, numerous real world knowledge-based systems 
have been built for the purpose of identification. Although most identification 
systems are based on the ability to observe and describe, few systems adress one of 
the first steps in knowledge acquisition which is how to acquire descriptions. 
Collecting this descriptive knowledge (observed facts) requires that a descriptive 
model (observable facts) has been previously defined. In addition, experience 
shows that the model depends on the goal which is pursued. In this paper, we 
present a tool and a methodology for the acquisition of the descriptive knowledge 
and the corresponding model which was designed primarily for identification. To 
achieve this goal, we have first used induction and have ran into redhibitory 
problems due to some limitations of this technology for processing incomplete 
descriptions. We present how we have stretched the technology in a case-based 
reasoning fashion to overcome these limitations. The tools and methodology have 
been developped and validated in the context of several real world applications. 
1 Acquiring descriptions 
The activity of describing is taking place each time it is necessary to characterize, to 
recognize or to identify something. The mental description process could appear to be quite 
random, but in fact it implies the reference to a structured model. Acquiring mis model, for 
a given kind of object, is a fundamental step in the cognitive development of observation. 
For example, in biology, a description is generally used for classifying and/or identifying. 
While the latter activity may be done by practically everybody, classification is reserved to a 
small number of specialists. Each of these specialists has developped his own method for 
characterizing the different classes of biological objects or individuals he is dealing with. 
There exist few tools to help him, apart from classical data analysis software which only 
allow a limited and restrictive data representation. 
The aim of our project is to provide the expert with a set of tools which let him collect and 
handle al l the descriptions he wants, without artificial limitations. Once the particular 
domain has been delimited (according to the expert's area of interest), the global goal to be 
achieved is to accumulate a number of observations, which constitutes the descriptive 
knowledge, in what is called a case base. This knowledge must be expressed in such a way 
that it allows various usages. For instance, comparisons between cases, automated edition 
of descriptions and diagnoses, classification (i.e. characterization of the distinguished 
classes), inductive generation of trees, and identification (by a specialist as wel l as a 
Section 5.3 has been further developed in Michel Manago and Noel Conruyt; Using Information 
Technology to Solve Real World Problems; in Schmalhofer, F.f St rubef G., and Wetter, Th. (eds.); 
Contemporary Knowledge Engineering and Cognition; Berlin: Springer 1992 
newcomer). Thus the descriptive knowledge has to be exhaustive, precise and flexible, and it 
cannot be stored randomly but structured according to a logical frame. The activity of 
describing implies such a reference to a more or less explicit model of description, what we 
call the descriptive model of the domain. Whi le this model is often reduced to a mere table 
of characters (attributes) in most tools for data acquisition or analysis, we have deliberately 
used a richer knowledge representation which can take into account the great diversity of 
biological or natural characters (in terms of values, ranges, precision, relations etc.). A 
particular care is payed to incomplete observations. 
In the first part of this paper, we present a methodology for gathering the descriptive model 
(phase 1) and a tool to collect the case database (phase 2). Both are expressed in an object-
based representation language. There are interdependancies between phases: phase 2 depends 
on the completion of phase 1. However, phase 1 also depends on phase 3 because the 
descriptive model varies according to the final goal that is to be achieved (identification). 
Therefore, although we have made a sequential presentation the different phases, in reality 
this process is incremental: one builds an initial descriptive model, collect cases, build an 
identication system and often modify the model or the case library depending on the results. 
P h a s e T a s k O u t c o m e 
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Case descriptions are made out of objects and relations between objects. The terms 
(vocabulary) used to describe the training cases are the names of the objects, the names of 
slots and slot values. Additional knowledge can be expressed in this language. For instance, 
constraints on descriptors which are relevant for describing a particular object, constraints 
on the values which are possible for a descriptor in a certain context, rules to deduce the 
value of a descriptor from other descriptor values, hierarchies of objects and so on. 
2 What is a description? 
W e have first to analyze the elementary phases that are involved during the activity of 
describing, in order to specify what is involved in a description. 
The most obvious phase consists in splitting the description into a set of more or less 
independant sub-descriptions, that we cal l local descriptions. This is obtained by 
decomposing the whole physical object that is being studied into parts and subparts, each of 
them giving rise to its own local description and which may i n turn be divided into 
subparts. These subparts are rarely independant from each others, and their relations have to 
be established (e.g. conditions of mutual significance, conditionnal values, inheritance etc). 
A subpart either exists in one or more instances (in which case it/they can be described), be 
absent (object = none; this is an information), or we may ignore wether or not it exists 
(object = unknown; in that case, a l l its own subparts are also unknown). Each local 
description is formed by a list of local characters, represented by slots. 
Another elementary descriptive phase is the distinction between several kinds of the same 
generic subpart. Each of these only differs from the others by some details, which implies 
that we should not introduce different high level concepts for these. This is merely an 
instantiation process. 
The last descriptive mechanism is the progressive characterisation of an object, following a 
particular graph of generality. Objects lower down in the graph inherit the more general 
characters from their parents, and have some additional characteristics of their own. This is 
classically implemented in frame-based languages [Minsky, 1975]. 
In order to illustrate these three elementary descriptive phases with something that everyone 
can understand, let us imagine that we have to describe some mammal. If we begin i n 
distinguishing a head, a trunk, members and a tail , and then i f we consider that the head 
consists of eyes, ears, a nose and so on, we are engaged in the first process. N o w , we have 
to open the mouth and describe what we see. Several kinds of teeth are present, and it is 
usefull to describe separately each of these kinds (even i f we have forgotten their name) by 
following the same schema. Doing so, we have followed an instantiation process. Final ly , 
i f we discover that the anterior members are in fact a pair of fins (if our mammal is a 
whale!), we would like not to be asked about subparts l ike arms or hands: the fact that a f in 
is M a k i n d o f member, with particular characters, can be taken in account by the 
specialisation process. 
Fol lowing these three phases, we can deduce the corresponding structure of a generalized 
descriptive model, the way such a model can be designed for a particular domain, and the 
specifications of a tool allowing the instanciation of this model for a particular description. 
3 Designing the descriptive model 
One must pay particular attention when creating the descriptive model for a new domain. It 
is essential at this point to work with at least one domain expert. In the case of the 
application described in this paper, the descriptive model has been designed by us, acting as 
"knowledge engineers", following a similar iterative method as for creating a regular expert 
system. The application used to illustrate our presentation has been developped with P r . 
Claude L 6 v i , a renowned specialist of the Spongia (a group of marine animals). W e present 
it in more details in section 6.5. 
The first step is to identify the basic objects presently used (as concepts) by the expert or 
appearing in the various descriptions already published in the specialized literature. The 
structure and relations that can exist between these objects are critically defined by the 
expert, and a preliminar descriptive model is proposed for progressive improvement. In our 
example, it appeared that the decomposition of the object "body of the sponge" into 
subparts was to be completed by a decomposition into macro- and micro-elements 
(correspondind to different and independant scales of observation). The main difficulty at this 
point is to correctly distinguish objects and slots (i.e. features of objects): this is helped by 
drawing the pattern of the different relations between objects, which locate the slots as 
terminal leaves of the description tree (see figure 3). 
The second step is to define the different features of the objects (represented as slots). This 
implies defining the type of the slot (i.e. wether it expects an integer or a real value, an 
interval, a nominal/symbolic slot, a structured value), the range of the slot, the number of 
values it can have (zero, a single value, or several). When a feature is shared by several 
objects, these definitions can be further refined for each object. For example, the allowed 
values for the "longueur" (length) slot depend on the object ("marginalia" or "tignules") 
that is being described: 
(defslot longueur real Interval 
(range 
(object (marginalia 0.1 2.5) 
(tignules 1.0 10.0))) 
(unit mm)) 
The second step also corresponds to listing the different values that each nominal feature can 
take. The symbolic nature of such an information is better illustrated by schema or figures, 
which can be grouped into an album for further integration in the description guide (see 
below). F inal ly , we also identify logical relations to deduce slot values from other slot 
values, and constraints between slot values (i.e. when two values cannot occur 
simultaneously). Note that there can be several iterations between the first and second steps. 
For example, we use different "cooking receipes" such as " i f an object does not have slots 
and subparts, it probably should not be defined as an object but should be turned into an 
attribute value". Thus, a relation can become a slot and an object a slot value during this 
process. 
The third step is to identify generalization structures among the objects or among the slot 
values. Hierarchies of objects are classically modelled by subsumption l inks between 
concepts in frames ("A kind o f l ink); frames lower down in the subsumption hierarchy 
inherit slots from frames higher up. In addition, we can express hierarchies of values. The 
following representation illustrates how "renflee" (= inflated), which is one of the values of 
the feature "shape" of the object "body of the sponge"), can be decomposed in several 
subvalues (we show the drawings of the subvalues of "inflated" in figure 2). These 
subvalues are not mutually exclusive and up to 3 subvalues can be selected simultaneously 
(note that it means that the slot value is a conjunction of subvalues and not a disjunction 
due to some uncertainty/noise): 
(defvalue renflee 
(subValue en-flute en-corolle piriforme ovoide bulbiforme) 
(cardinal 1 3)) 
The fourth step is to generate an interactive questionnaire, which w i l l direct the description 
of any individual (physical object), according to the descriptive model . Us ing this 
methodology with actual cases allows a rapid verification that the descriptive model is 
sufficientiy exhaustive and consistent. 
4 Collecting case descriptions 
Once the descriptive model has been designed, it can be used in a tool which automatically 
builds an interactive questionnaire for collecting the database of cases. This hypermedia tool 
cal led HyperQuest , generates automatically such a questionnaire (HyperQuest is 
implemented in C and Hypertalk). 
Entities of the descriptive model (knowledge base, objects, slots, slot values) map onto 
Hypertext entities (stack, cards, buttons etc.). Additional domain knowledge (rules to deduce 
slot values from other slot values, constraints on relevant descriptors) are compiled into 
hypertalk scripts. What follows is the mapping between these entities: 
knowledge base — > stack (questionnaire) 
slots of an object > card with scroll field for the slot names 
components of an object > card with buttons for the components 
subobjects > card with buttons for the subobjects 
slot > item in the scroll field of the object card 
slot values (qualitative) > card with buttons corresponding the values 
slot values (string/comment) > card with an edit box 
slot values (numeric) > card with ruler for entering the value 
rules and constraints > compiled scripts 
Figure 1: A card which corresponds to the slots of an object 
The fol lowing object definition maps onto the hypertext entities shown in figure 1. Note 
that the slots are defined elsewhere (whether the slot is numerical, structured or qualitative, 
the range for the slot, whether it expect a single or several values and so on). 
(defobject corps 
(part-of eponge) 
(gender ms) 
(subparts macro-consti tuants 
micro-elements) 
(slots taille 
forme 
consistance 
couleur)) 
Us ing the usual hypercard tools, the user can customize the questionnaire by adding text, 
graphics or multi-media facilities. He can associate images (pictures or drawing), define 
sensitive parts of the images with arbitrary shapes, move buttons etc. 
Figure 2: pictures can be associated to objects and slot value cards 
These changes are saved automatically in another stack. The reason for recording the 
changes is that i f the descriptive model is modified (for instance, i f a new descriptor is 
added) and the questionnaire is generated again, the new questionnaire w i l l be updated with 
the changes that were made by the user. This is important since there are many iterations 
before completing the design of the descriptive model and as a consequence many 
intermediary questionnaires are built. The process is as follow: build an initial descriptive 
model, generate a questionnaire, record cases, notice gaps in the model, change the model 
and iterate. We are currently implemendng an additional module which interactively updates 
the cases which have been already entered when such a change occur. 
5 Why do we need descriptive knowledge? 
5.1 Descriptive knowledge is useful on its own 
A s stated previously, developing tools and methods for acquiring the descriptive model and 
building a case database has an interest on its own. For example, biology is a science where 
observing and describing nature is a goal on itself. Generating and refining a descriptive 
model is interesting for recording observations, comparing them and so on. There are other 
domains where the acquisition of a descriptive model has an interest on its own. For 
example, this might be valuable for an intelligent system which manages technical 
documentation and is used, among other things, for justifying design rationale (see the 
section written by Mrs C . Baudin in [Gruber et al 19901). This would require integrating the 
method with a documentation system as done in [Schmalhoffer et al 1991]. 
5.2 Descriptive knowledge for induction 
Another practical interest of the methodology and tools presented above is for learning by 
induction. Induction can be used to build a knowledge-based system from a case database 
(called training examples). From a set of examples, an induction system automatically 
generates a knowledge base in the form of a decision tree or a set of production rules. For 
instance, from a database of case records of patients whose diseases are known, the induction 
engine learns a procedure to diagnose the unknown diseases of new incoming patients. In 
our application, induction has been used to learn how to efficiently identify marine sponges. 
Induction does not learn from scratch. It requires a language of description and background 
knowledge (what we cal l a descriptive model) and a database of examples. In many 
applications where induction has been used, the database of examples already existed in a 
form or another. Most of the work for acquiring the initial information needed for using an 
induction tool was devoted to interfacing the induction tool with an existing database. 
However, induction is still a very useful technology for knowledge acquisition even when 
such a database of examples does not pre-exists. A s shown in [Rouveirol & Manago, 
1988], induction provides methodologies for knowledge acquisition, val idation and 
maintenance. The tools and methodology presented here are thus useful for building the 
initial information (language of description & database of training examples) required for 
using an induction tool such as K A T E . In this paper, we do not describe how K A T E builds 
decision trees from examples with complex objects (see [Manago & Conruyt, 1992]). 
5 . 3 D e s c r i p t i v e knowledge for case-based reason ing 
K A T E presents some limitations for building an identification system ; this is inherent to 
the inductive approach we have implemented. Consider the following database of examples: 
C A S E C L A S S F O R M E ( C O R P S ) T E E T H - T I P ( M A C R A M P H I D I S Q V J E S ) 
E x l P A R A D I S C O N E M A ELLIPSOID L A R G E 
Ex2 C O S O N O N E M A C O N I C A L L A N C E T - S H A P E 
Ex3 C O R Y N O N E M A ELLIPSOID L A N C E T - S H A P E 
K A T E works in two stages: it first learns the decision tree, such as the one shown below, 
from the examples and then uses the tree (and not the examples) to identify the class of a 
new incoming sponge. Consider what happens if the user does not know how to answer the 
first question. 
teeth-tip(macramphidisques) = ? ? ? 
lancet-shape large 
shape(body) = corneal | paradisconema: exl \ 
ellipsoid^^^^^^conical 
corynonema: ex3 | coscinonema: ax2 | 
Figure 3: A consultation of the tree 
When the user answers "unknown" to the first question about "teeth-tip" of object 
"macramphidisques", K A T E proceeds by fol lowing both the "lancet-shape" and "large" 
branches and combines the answers at the leaf nodes. In the "large" branch, it reaches the 
"Paradisconema" leaf node. In the "lancet-shape" branch, we reach a test node and the user is 
queried for the value of the "shape" of the object "body". He answers "conical". The system 
follows that branch and reaches the "Coscinonema" leaf node. It then combines the two leaf 
nodes and concludes that it is "Paradisconema" with a probability of 0.5 and "Coscinonema" 
with a probability of 0.5. However, i f we consider the case at the "Paradisconema" leaf 
node (exl) , we note that its characteristic "shape(body)" has the value "ellipsoid", unlike the 
current case where it is "conical" . Therefore, the correct conclusion should have been 
"Coscinonema" with a probability of 1 since the current case is similar to ex2 but not to 
e x l . Unfortunately, the information about the body shape of e x l was generalized away 
during the induction phase and is no longer available during consultation. 
The problem described above is not due to a flaw in the induction algorithm nor is it a flaw 
of the decision tree formalism (we could have obtained the same conclusion i f we had used 
production rules instead). It is due to the fact that we are reasoning using some abstract 
knowledge (an abstraction of the information contained in the examples) instead of 
reasoning directly using the information contained in the training cases. The reasoning 
system uses general knowledge and not the actual examples. This tree, or rules, could have 
been entered by hand instead of being derived from the examples by induction. It is therefore 
a f law of the knowledge-based system approach to problem solving (reasoning about a 
problem using general knowledge). We argue that in order to provide a general solution to 
this problem, we must adopt a case-based reasoning approach instead of a knowledge based 
system approach. 
One might object that i f we had the same configuration of unknown values in the training 
cases (for instance, a fourth case with unknown "teeth-tip(amphidisques)"), the conclusion 
would have been correct. Unfortunately, this is not realistic for many practical applications. 
Consider an application where we try to assist a user in identifying a sponge on a photo. 
W e are dealing with a three-dimensional objects from which we can only see one part (ex: 
the right side). Furthermore, parts of the object may be hidden by other objects which are 
on the first plan. What would be the size of the database of training cases i f we wanted to 
enter a l l the configurations of unknown values which could possibly occur on such a 
picture? We were faced to this problem in practice. In an application we had to deal with, an 
object is described by 58 characters. Since the characters of the object can be hidden in any 
combinations, there are 2^ 8 ( « 2,8 * 1 0 1 7 ) combinations of unknown values (i.e. a 
character is known versus it is unknown) per class which is a very large number. In order to 
provide an exhaustive database we must collect at least that many examples for each 
example to identify. This is clearly not possible. Instead, we prefer to enter 91 prototypical 
cases (reconstructed from several photos) and index them dynamically in order to retrieve 
past cases which best match the current picture. 
A s pointed out in [Bareiss, 1989] "case-based reasoning is the usual name given to problem 
solving methods which make use of specific past experiences rather than a corpus of general 
knowledge. The key distinction between case-based methods and other forms of automated 
reasoning is that in the former, a new problem is solved by recognizing its similarities to a 
specific known problem then transferring the solution of the known problem to the new 
one (...) In contrast, other methods of problem solving derive a solution either from a 
general characterization of a group of problems or by search through a still more general 
body of knowledge". We believe that this key distinction is essential to understand the 
fundamental differences between induction and case-based reasoning. Note that the two 
technologies are often confused and some induction products appearing on the market are 
presented with the label "case-based reasoning tool". 
We have developped the C A S S Y S module which does some form of case-based reasoning. 
C A S S Y S was specifically developped for identification problems. The distinction between 
K A T E and C A S S Y S is not the underlying technology (both use similar information 
metrics to find the most discriminant characteristics) but how the technology is used. 
K A T E builds a static decision tree and uses the tree for consultation. C A S S Y S reasons 
directly from the case library and dynamically builds a path in the implicit tree wh i ch 
corresponds to the current case. A t the root node, it computes information gain for al l the 
features. It then ask the user for the value of the most disaiminant one. If the user answers, 
it develops the corresponding branch. However, i f the answer is unknown, then the next 
best test is tried and we iterate the process until the user is able to give an answer. 
For identification problems, such as the application at the "Mus6um d'Histoire Naturelle", 
C A S S Y S performs better than K A T E whenever there are unknown values during 
consultation. It is incremental and new cases can be added without having to reconstruct the 
whole decision tree like in K A T E . O n the other hand, K A T E can extract explicit knowledge 
from the case database. It can detect inconsistencies in the case library: a leaf node in the 
decision tree covers two different classes with some probabilities attached to the classes. 
There can be several causes for such an inconsistency such as errors in the case description, 
uncertainty in the domain or the expert forgot an important descriptor which would allow to 
discriminate between the inconsistent examples. In the latter, the case representation w i l l be 
modified by adding new slots to objects. Thus, HyperQuest and K A T E can be used as 
knowledge acquisition front-ends for a case based reasoning tool such as C A S S Y S . In 
addition, the questionnaire generated by HyperQuest can be used to consult the case-based 
reasoning system and enrich the case database incrementally. 
6 Applications 
The methodology presented in this paper was used for building several applications i n 
various domains. The hypermedia questionnaire generator became available recently and the 
interactive questionnaire was built by hand for some of the applications below (e.g. plant 
diseases). The HyperQuest tool was tested on these applications afterward. 
6 . 1 D i a g n o s i s i n P l a n t P a t h o l o g y 
In the tomato application developped for the "Institut National de Recherche Agronomique" 
( I N R A ) , there is a small number of examples per concept (there are less than 400 case for 
60 diseases). However, each case is extremely complex as stated in details in [Manago & 
Kodratoff, 1991]. There are 147 different kinds of symptoms (types of objects) and each 
plant (example) can be affected by up to six symptoms. O n the average, each symptom is 
described by 9 features (slots). There is a total of 80 different features (i.e. many symptom 
objects have some features in common). Thus, the questionnaire is a very useful tool in 
this application/The user answers only 6*9= 54 questions for each example instead of the 
6*80 = 480 that he would have had to answer i f we had not used the object structure. The 
descriptive model, implemented on the computer as an interactive questionnaire, is thus 
used to quickly restrain the description of the current object. 
In this domain, it is not unusual that a new disease appears or that an existing disease 
mutate and presents some unseen features. Thus, maintaining rapidly the knowledge base 
from one crop season to the other is of vital importance. A s a consequence, the on-line 
interactive questionnaire, that is normally used to collect the description of a training 
example, is used for entering the fu l l description of the case to identify. The user then 
chooses to record the description as a training example (the expert provides his diagnosis in 
a second stage) or to consult the case-based reasoning engine. 
6.2 Credit assesments 
The french "Socigte* d'Informatique et de Systeme (SIS)" has tested K A T E on an application 
delivered to one of France's major bank. The expert system's task is to evaluate financial 
risks when the bank covers credit assessed by a supplier to one of its customer. The training 
set contains 700 examples described by one object with 31 slots: 12 slots with integer 
values, 2 slots with real value, 17 slots with nominal values (with an average of 5 values 
per slot). There are 7 concepts to identify. K A T E was ran three times and the descriptive 
knowledge was modified in between each run. Note that, although, a case database already 
existed, the questionnaire was used to interface with the external database and for inspecting 
the cases during iterations of the learning cycle (generation of a knowledge base, medication 
of the background knowledge etc.). This allowed to notice useful additional knowledge: the 
expert had provided the descriptor "revenue of the company" and "number of employees" but 
the interesting descriptor was actually the ratio of the two quantities. B y inspecting the 
cases at the leaves of the decision tree, the expert was able to notice this and to f i l l this gap 
in the descriptors ( K A T E does not generate new descriptors automatically, but the partitions 
of examples at the leaf nodes interactively help him choose a new descriptor). 
6.3 Mil i tary Applications 
K A T E has been used for building two military applications. The training data is represented 
by complex objects and a flat attribute-based representation would not have adequately 
captured the information contained in the data. The description of an example varies 
drastically depending on the type of objects involved. 
6 . 4 Failure analysis in a telecommunication network 
W e have also used the method for an application which analyzes failures i n a 
telecommunication network. The objective is to identify in the history database, faults 
(cases) which are similar to the current fault and browse through these cases using the 
questionnaire. Thus, in this application, the two tools (questionnaire and the case-based 
reasoning engine) are integrated. The database of examples contains 160 examples with 7 
different faults and most of the features are numerical. 
6.5 Classification and identification of marine sponges 
This application has been chosen as the support for developping and testing the most recent 
aspects of our project, because the well delimited and well covered domain of marine 
sponges brings a good illustration the great variabil ity and complexity of a natural 
biological group. The structure of the descriptive model (subpart relations) is shown in 
figure 3. The model has been elaborated in order to match as precisely and freely as possible 
the phenetic (morphological, descriptive) concepts and relations actually used by a great 
specialist of marine sponges: Prof. Claude L e v i at the Museum of Natural History in Paris. 
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This expert who has experienced numerous ways of describing these sponges for several 
decades has realised that the effort payed to formalizing the descriptive model now allows 
h im to work more efficiently and produce more comprehensive and homogeneous 
descriptions while pointing out some defaults of previous works (by other authors or by 
himself). The questionnaire which has been derived from the descriptive model and which 
includes many drawings, has allowed to collect a large number of descriptions of individual 
sponges. This work was done directly by the expert without particular external assistance. 
The data has been processed by our inductive tool K A T E giving rise to decision trees. 
Whi le these trees were primarily intended to be translated into identification systems, they 
have been found to be helpful for classication purposes. A n interactive tree editor with on-
line assistance from the induction tool allows to evaluate different characters in terms of 
predictivity, sensitivity, discriminatory weight etc. 
7 Conclusions 
We have presented a method for building a descriptive model of a domain. This descriptive 
model can be used to build an interactive questionnaire to collect case descriptions. The 
HyperQuest tool automatically builds such an interactive questionnaire from the descriptive 
model. Hypertext entities are associated to entities of the descriptive model. The hypertext 
environnement allows rapid customization of the questionnaire by the user. Generating a 
descriptive model and a case database is interesting on its own in several domains, for 
building expert systems using knowledge acquisition techniques such as inductive learning, 
and for building identification systems using case-based reasoning. 
Currently, the three phases of bui lding a descriptive model , a case library and an 
identification system are more or less sequential (although new cases can be added 
incrementally). A modification in the descriptive model after a case database has been built 
is still viewed as a "patch" and the cases are not updated accordingly. However, as we have 
stated previously, the descriptive model heavily depends on the final goal which is pursued 
(identification). Thus, after the identification system has been ran, one often notices gaps in 
the descriptive model (lack of a useful descriptor, need to intoduce a new object etc.) and 
make changes in it. A s a consequence, our next objective is to upgrade the system so that it 
is fully interactive and incremental and is able to update the description of the cases which 
have been already entered when the expert changes the descriptive model. This could be 
performed semi-automatically and/or interactively. 
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Abstrac t . In the long run, the development of cooperative knowledge-based 
systems for complex real world domains such as production planning in 
mechanical engineering should yield significant economic returns. However, 
large investments have already been made into the conventional technology. 
Intelligent documentation, which abstracts the current practice of the industry, 
is suggested as a stepping stone for developing such knowledge-based systems. 
A set of coordinated knowledge acquisition tools has been developed by which 
intelligent documents are constructed as an intermediate product, which by 
itself is already useful. Within the frame of the conventional technology, the 
task- and domain specific hypertext structures allow the reuse of production 
plans while simultaneously starting the development process for knowledge 
based systems. 
1 Introduction 
W h i l e the specific needs of human problem solvers have often been ignored in expert 
systems, the pivotal importance of system-user interactions is now we l l recognized. The 
more recendy developed cooperative knowledge-based systems indeed support the users in 
their problem solving and learning activities (Fischer, L e m k e , Mastaglio & M o r c h , 1990; 
Reiser et a l . 1988). 
The application of such concepts to complex real wor ld problems would y ie ld significant 
economic benefits in the long run. W i t h these knowledge-based systems a user could solve 
complex problems faster and more reliably. In addition, the expertise o f the domain would 
be better documented, which would facilitate its communication and also allows the reuse 
of o ld problem solutions in related contexts. 
Nevertheless, the potential sponsors and customers of cooperative knowledge-based 
systems hesitate to introduce this innovation on a large scale to their companies. Since 
the conventional procedures, which are currendy in practice are perceived as quite adequate, 
hardly anybody feels a need for change. Practitioners may even fear the uncertainties, 
which could arise when knowledge-based systems are introduced into their f ie ld. When 
innovation is introduced the established competence o f a company cou ld even be lost. 
M a t u r i n g innovative approaches so that they work w e l l i n practice requires l ong 
development periods which are very expensive and disruptive to the current technology. 
Potential customers may therefore doubt that an innovation can be successfully applied to 
their domain. There is obviously a high barrier for introducing knowledge-based systems 
into the industry. 
T h i s barrier is particularly severe for complex real wor ld domains, where sophisticated 
competence has been accumulated over long time periods. For example the competence in 
the field of mechanical engineering is extremely elaborate and detailed and has matured 
over at least hundred years (Spur, 1979). 
O v e r the last few years our knowledge acquisition group has developed an integrated 
k n o w l e d g e acquis i t ion method. The current paper describes how an intel l igent 
documentation in form of a domain-specific hypertext structure is formed with this method 
as an intermediate knowledge representation. Since such an intelligent documentation w i l l 
y ie ld direct benefits in its own right, it w i l l lower the barrier for introducing knowledge-
based systems. F i rs t we describe the complex real w o r l d domain of mechanical 
engineering, in order to show the necessity of an intelligent documentation. Thereafter the 
integrated knowledge acquisition method with its three coordinated tools is explained, and 
the resulting domain- and task-specific hypertext as the intell igent documentation is 
presented. 
2 The Real-World Domain of Mechanical Engineering 
In the field of mechanical engineering numerous descriptions exist as written documents 
and through the explanations of various domain experts. Such descriptions are usually 
uncommittal: imprecisely stated, at different levels o f generality, overall incomplete and at 
times even contradictory. In other words, the knowledge o f the f i e ld is quite badly 
documented. This knowledge is nevertheless needed for solving specific problems such as 
for example the manufacturing of rotational parts. Because of the quantity and variety o f 
knowledge which enters into solving such problems, the planning o f the manufacturing 
process is itself complex. 
2.1 The Manufacturing of Rotational Parts 
The technique for manufacturing a rotational part is best understood by a comparison to 
pottery. The manufacturing processes are similar to making a pot in the fo l lowing way: 
One puts or attaches a piece of clay to a potter's wheel and shapes the clay to a specific 
form, only by removing some parts o f the clay wh i l e the potter's wheel is turned. 
Contrary to the soft c lay , wh i ch also a l lows a potter to push some material to a 
neighboring pos i t ion , a rotational part or workpiece (metals) is shaped, solely by 
removing materials with a hard cutting tool. 
Figure 1 shows a graphical representation o f a (partial) workplan for a rotational part. The 
geometric form of the mold and the target workpiece are overlayed and shown at the top 
part of the figure (in the middle). The chucking fixture (seen as the black area on the left 
and the black triangle on the right side) is rotated with the attached m o l d (a 500 m m long 
cylinder indicated by the shaded area) wi th the longitudinal axis o f the cyl inder as the 
rotation center. The sequence of cuts are indicated by the numbers 1 to 7. For each cut the 
cutting tool , the cutting parameters, and the cutting path are also shown in the figure. For 
example , the cutt ing tool number 1 has the spec i f i cat ion " C S S N L 3232 C 1 5 
S N G N 1 5 1 0 1 6 T O 3030". It is applied to remove a part of the upper layer o f the cylinder 
with a rotation speed o f v c = 450 m / m i n , a feed of f = 0,45 m m / U and a cutting depth o f 
ap = 5 m m . A complete description of the real world operations would also include further 
technological data o f the workpiece (surface roughness, material , etc.) and precise 
workshop data ( C N C machines wi th their rotation power and number o f tools and 
revolvers, etc.). 
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Figure 1: Graphical representation of a typical workplan for a rotational part (From "Examples 
for Application" (pp. 25-27), Plochingen Neckar, Germany: Feldmuhle A G . Copyright 1984 
by Feldmuhle A G . Reprinted by permission.) 
Th is plan is relatively simple in comparison to the planning processes by which it was 
generated. Human experts require several hours to produce the first complete version of the 
plan. A total o f two days is spent before it is successfully tested and a qualitatively good 
plan is obtained. The fo l lowing facts o f the application domain may explain why these 
planning processes are so time consuming. 
About 1.8 * 10? toolholders and 1.5 * 10** tool inserts can be specified within the I S O 
norm 5608 and the I S O norm 1832. However , only 3.5 * 1012 cutt ing tools are 
potentially usable. The very large number (2.6965* 10*5) o f meaningless specifications 
(i.e. specifications for which no cutting tool can be physical ly assembled) shows the 
inadequacy o f the I S O notations. F r o m the potentially useful cutting tools 40 000 tools 
are commercial ly available and a medium sized company w i l l typical ly apply 5000 tools 
i n their production. Some highly specialized cutting tools may in addition specifically be 
constructed for the manufacturing o f some workpiece. A workplan typically uses between 
6 and 16 tools. Since a number o f parameters have to be determined from a continuum 
(chucking force, cutting speed, feed and path, etc.) the number of possible alternatives can 
be considered arbitrarily large. Depending on the various cutting parameters (see Figure 1) 
each o f the tools can be used i n different ways to produce different effects. Although they 
prov ide a structure into which the tools can be sorted, the existing I S O norms are not 
sufficiently tailored to the needs of the planning process. 
T h e product ion plan must also fit the specif ic C N C machine w h i c h is used for 
manufacturing the workpiece. F o r each company the C N C machines are indiv idual ly 
configured from a set of different components. The configuration of a machine depends on 
the spectrum o f workpieces and the lot size wh i ch the company expects to produce. 
Therefore rarely two lathe machines of a company are completely identical. 
A company has a typical history and profi le with respect to the workpieces it usually 
produces. The typical manufacturing cases of a company can therefore be found i n f i rm 
records so that they can be reused when a similar workpiece needs to be produced. 
There are a number of interdependencies between the tools, the C N C machines and the 
workpieces to be produced. C N C machines must have a large enough revolver to keep a l l 
the necessary tools. In addition, the C N C machine must have enough power to achieve the 
required cutting speed and force for the operations specified in the plan. 
S ince the quality of the resulting p lan is very high whereas the p lanning processes 
themselves are not completely knowledge-based in the sense that the plans have to be 
developed to some degree by trial and error in the real world , human experts often obtain a 
new plan by modifying previous planning products to the new problems. The information 
and the knowledge which is needed for production planning is distributed among at least 
three different sources. 
2.2 Characterization of the Relevant Information Sources 
Human Experts. H u m a n experts are k n o w n to form and uti l ize concept hierarchies 
(Chase & Er i c cson , 1982; C h i , Fel tovich & Glaser, 1981) i n such a way that the most 
useful distinctions are made for their domain of expertise (de Groot , 1966). W i t h i n this 
concept hierarchy there exist so called basic level categories (Rosen, 1978; Hoffmann & 
ZieBler , 1983). These categories tend to be formed so that the associated task related 
operations can be successfully applied to the members of each category (Ch i , Feltovich & 
Glaser, 1981). A n expert's concept hierarchy should thus have uniform solution methods 
stored with each concept (Anderson 1990, Chapter 3). U s u a l l y , these solution methods 
consist o f compi led knowledge and cannot be directly expressed verbally. A n expert's 
judgements about problem similarities may, however, be used to infer the underlying 
hierarchical organization. 
Written Documents. In mechanical engineering written documents exist i n the form of 
text books for engineering students, practical guidelines for the various applications in the 
domain and catalogues from tool manufacturers. The text books present the relevant 
knowledge from geometry and physics i n a task independent way such as the calculation of 
angles, the decomposition o f forces and classifications of materials on the basis o f 
physical and chemical properties. There are also descriptions of application specific models 
and summaries of experiments about the applicability o f different types o f tools. In the 
catalogues of the tool manufacturers, the more specific experimental results about the 
offered tools are published. The practical guidelines describe particular problems and 
present relevant criteria which should be considered when tackling these problems. 
Solutions of Previous Manufacturing Problems. The solutions o f previous 
manufacturing problems (i.e. manufacturing plans) which have been proven successful by 
numerous applications in the real wor ld can be found in databases (or f i l ing cabinets) o f 
the different manufacturers. A set o f qualitatively good cases which is representative of the 
desired competence o f the future knowledge based system can provide important 
information. 
The large amount of different types o f information, which are used according to some 
conventional procedures, emerged over a long development period. The large number o f 
interdependencies among the components of the planning procedure and the different types 
o f information also make it d i f f icult to introduce a differently structured innovative 
procedure, without a long period of preparation. Because of the forbidding high investment 
cost, it is almost impossible to successfully introduce knowledge-based systems into such 
complex real world domains by a single software project 
In order to overcome this barrier, one w o u l d therefore need to make some preparatory 
steps, which are beneficial in their own right. W e thus suggest to define a milestone for 
introducing knowledge-based systems, which , however, can be seen as a goal of its own. 
A n intelligent documentation of the actual procedures, which is organized according to the 
structure o f a possibly future knowledge-based system is such an intermediate step. The 
fo l lowing section describes how an integrated knowledge acquisition method can be used 
to develop an intelligent documentation of production planning, from which a knowledge-
based system can be subsequendy constructed. 
3 Integrated Knowledge Acquisition Method 
W h e n knowledge is independendy acquired from different, but equally respectable sources 
(e.g. different experts, different information sources) or with different and equally profitable 
tools, knowledge may be integratively analyzed. Since several relevant information 
sources have been identi f ied, an integrated knowledge acquisit ion method has been 
developed, that uses several tools to accomplish intelligent documentation and an efficient 
utilization o f these sources, as wel l as an early verification of the elicited knowledge. 
The purpose o f intell igent documentation as w e l l as documentation in general is to 
support users in their problem solving activities. In order to support the human problem 
solv ing strategies for production planning, an intelligent documentation o f the relevant 
information sources should be oriented towards the human problem solving activities. 
In the fo l lowing , some important issues from investigations of expert's problem so lv ing 
behavior are presented, resulting in a model o f expertise for production planning. Then the 
requirements for an integrative approach are addressed, fol lowed by the introduction of the 
integrated knowledge acquisition method. F i n a l l y , a brief description o f their tools is 
given. 
3.1 Basic Requirements 
Supposedly an expert's memories include a hierarchy o f workpiece classes. Results from 
cogn i t i on ( C h i , Fe l tov i ch & Glaser , 1981; Egan & Schwartz, 1979; de Groot , 1966; 
Chase & Ericcson, 1982) provide substantial evidence that these classes have been formed 
according to skeletal production plans. 
In an empir i ca l investigation (Thoben, Schmalhofer & Reinartz 1991), and a related 
th ink -a loud study (Schmidt, Legle i tner & Schmalhofer, 1990), the expert's problem 
so lv ing behavior for f inding a production plan was investigated in detail . The results 
showed that nearly a l l production planning can be seen as modification planning, i.e. a 
more or less abstract skeletal plan (Friedland & Iwasaki, 1985; C h i e n , 1989) is retrieved 
and subsequently refined to a specific workplan. W h e n the skeletal plan is quite general, 
skeletal plan refinement, which relies on generative planning processes, plays the major 
ro le . W h e n the skeletal plan is so specific that it is very close to a detailed production 
p l a n , the memory retrieval accomplishes the p lanning goal (replication planning) . 
Repl i cat ion planning is thus a special case of modification planning (Hammond, 1989), 
where a complete plan is already available. Between these two extremes the various forms 
o f modification planning occur, where the planning effort is differendy distributed between 
the retrieval o f the skeletal plan and its refinement. 
M o d e l of Expertise. F r o m these investigations a mode l o f expertise (Breuker & 
W i e l i n g a , 1989) has been developed (see Figure 4, left side): The problem of production 
planning consists o f finding an adequate production plan for a given workpiece which is to 
be manufactured in some given factory. The description o f the workpiece is presented by 
the workpiece model and the description of the factory (i.e. the available machines and 
tools) by the factory model. F r o m these concrete data an abstract feature description o f the 
workpiece and an abstract context specification are obtained through the application o f 
abstraction or classification rules. T o these abstract workpiece and context descriptions a 
skeletal p lan can be associated w h i c h may be seen as an abstraction of a concrete 
production plan. The skeletal plan is then refined with the help o f the workpiece and the 
factory models so that an executable production plan is obtained. 
In order to develop a documentation which fits the described human problem solving 
strategies, the different information sources should be documented wi th respect to this 
model , i.e. el icited knowledge units have to be categorized according to the knowledge 
sources and meta-classes in the model of expertise. 
W i t h the previously developed integrated knowledge acquisition method (Schmalhofer, 
K u h n & Schmidt , 1991) the relevance and sufficiency of the el ic ited knowledge, and 
problems with redundancies and contradictions can be assessed. Consequently, a respective 
intelligent documentation w i l l also provide an assessment of the relevance and sufficiency 
of the information and the elimination of redundancies and contradictions. 
Relevance and Sufficiency Assessment. The relevance and the suff ic iency o f 
general knowledge units can be determined by having an expert explain prototypical target 
tasks (cases) with the general knowledge units. These units (e.g. general statements from a 
text or general experiences from human experts) are e l ic i ted , because of their great 
generality and high reliabil ity. H i g h quality task solutions are selected, so that the specific 
set o f examples forms a base for a l l problems which the expert system is supposed to 
solve. Because the set o f examples defines the particular area o f competence o f the 
knowledge-based system, they can be used as a guide for selecting those general knowledge 
units which constitute the relevant knowledge. B y having the expert instantiate the general 
knowledge with respect to the specific cases and by performing constructive explanations, 
a bridge is built between the general knowledge units and the specific cases. Thereby a 
knowledge integration can be performed between a case base and a text, or a case base and 
general expert experiences. Relevance and sufficiency are consequendy assessed with 
respect to the selected cases. 
Elimination of Redundancies and Contradictions. In order to e l iminate major 
redundancies and overt contradictions the various knowledge units must be compared in a 
systematic way. The model o f expertise together with the domain oriented decomposition 
into subtasks provides a useful categorization for the el ic ited knowledge units. B y 
comparing the knowledge units o f a category with a l l other knowledge units o f the 
category the most critical redundancies and contradictions are eliminated. 
Early Knowledge Verification. Through the application of these principles an early 
knowledge verification is performed. W i t h informally presented knowledge (e.g. natural 
language sentences and rules), which is often more comprehensible to a human expert 
(Schmidt & Wetter, 1989) relevance, sufficiency, redundancies and contradictions can be 
identified relatively soon. Formal considerations (i.e. completeness and consistency of the 
knowledge base) are thereby already treated wi th in formal ly denoted knowledge . 
Performing such formal considerations at an informal level is termed early knowledge 
verification. 
3.2 Acquisition Method 
These requirements are met by the integrated knowledge acquisition method (Schmalhofer, 
K u h n & Schmidt , 1991), w h i c h has been developed for constructing cooperative 
knowledge-based systems. This general method can be applied for constructing an 
intelligent documentation. W e propose to combine knowledge units, elicited from several 
information sources, with different acquisition tools and on various levels o f abstraction, 
with respect to the model o f expertise and the elicitation history. Thus we get means to 
provide high-level explanation facilities (Ye t im, 1991) and to store suitable information 
about interdependencies of the knowledge units. 
In the fo l lowing we describe two coordinated knowledge acquisition tools, which were 
designed to construct an intelligent documentation on route to a formal knowledge base: 
The case experience combination system or C E C o S (Bergmann & Schmalhofer, 1991) and 
the case oriented knowledge acquisition method from texts or C O K A M + (Schmidt & 
Schmalhofer, 1990). After the documented information has been formalized a skeletal plan 
generation procedure S P - G E N (Schmalhofer, Bergmann, K u h n & Schmidt, 1991) can be 
applied to construct skeletal plans for the different problem classes. 
F igure 2 shows how C E C o S and C O K A M + are used to construct an intel l igent 
documentation of human problem solving strategies and related information for production 
planning on route to the development o f a knowledge-based system. A hierarchy o f 
problem classes from the set o f selected cases and a hierarchy of operator classes from the 
set o f operations, which occur in the plan of the selected cases, are delineated by C E C o S . 
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W i t h C O K A M + the set o f operations and the operator classes which have so far only been 
del ineated by their extensions are now spec i f ied in terms o f preconditions and 
consequences, which have to be formal ized to S T R E P S - l i k e operator definitions. The 
preconditions and consequences at the various levels o f generality are related by common 
sense and engineering knowledge. Both types o f knowledge are interactively extracted from 
written documents. 
The knowledge acquisition tools C O K A M + and C E C o S are applied to the same set o f 
cases so that the knowledge acquired with these tools w i l l complement one another. The 
domain and common sense knowledge is supplied by C O K A M + . The definit ion o f 
operator classes and the definition of production classes are obtained through C E C o S . The 
white boxes o f Figure 2 show the global structure of the intelligent documentation and the 
grey boxes below show the corresponding entities in the knowledge-based system. 
3 . 3 The Acquisition of Problem Classes and Operator Classes with 
C E C o S 
W i t h the interactive tool C E C o S hierarchically structured problem and operator classes are 
obtained which closely correspond to the hierarchical organization in the expert's memory. 
Similarity Judgements. In the first step o f the C E C o S procedure a human expert 
judges the s imilarity o f pairwise presented problems or operators on a discrete scale 
between 1 (very different) and 7 (very similar). Since a complete comparison yields n*(n-
l ) / 2 judgements for n items, it may be useful to group items in classes with respect to 
global and obvious similarities as a primary step, and to take these classes as the items of 
the in i t ia l paired comparison. Later on C E C o S may be applied to each class separately 
and the resulting tree structures can be joined (see Schmalhofer & Thoben, in press). Thus 
the complexity is now basically linear instead of a polynomial increase with the number 
of items (cases or operators) being considered. 
1 2 3 4 5 6 7 8 9 10 0 
Figure 3: Resulting hierarchy of problem classes for rotational parts in mechanical 
engineering from an example application of CECoS 
Hierarchical Cluster Analysis. A hierarchical cluster analysis is separately applied 
to each o f the resulting s imilar i ty matrix. The outcome is a hierarchy o f problem or 
operator classes which are extensionally defined by their reference to the items, for which 
s imi lar i ty judgements were given in the first step. Each class subsumes its subordinate 
classes and instances, i.e. every i tem, which belongs to a certain class wi th in the 
hierarchy, is also a member o f a l l classes from the root to the specific class. F igure 3 
shows such a hierarchy o f problem classes for rotational parts, which was received by an 
example application to C E C o S on 60 different cases, which varied i n five geometries, 
four workpiece materials, and three turning machines. E a c h terminal problem class 0 to 
10 consists of several single cases, which have been grouped in a primary step. The 
C E C o S procedure has also been applied to the classes 5 and 6 (see Reinartz, 1991). The 
vertical distance between two classes within the hierarchy shows the grade of similarity. 
Thus the classes 1 and 2 are more similar than the classes 3 and 4. Classes marked by an 
asterisk include some cases with corresponding skeletal plans acquired in a related study 
(Thoben, Schmalhofer & Reinartz, 1991; Schmalhofer & Thoben, in press). 
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Figure 4: How the model of expertise yields different views and guides the intensional 
definitions of problem classes in CECoS 
Acquisition of Features. After the extensional definition o f the problem classes the 
expert is asked to define each class intensionally by naming several features. C E C o S 
presents a certain class and the expert can type some features, but has to take into account 
that every named feature has to fit a l l subordinate problem classes, since the subsumption 
principle holds. F o r example " long workpiece" is a quite general feature, which belongs 
to class B (and hence to a l l classes in the subtree o f class B), whereas "threat M 6 0 x 2 " is 
more precise and describes a terminal class i n the (not shown) subtree o f class 6. The 
operator classes, on the other hand, are intensionally defined within the tool C O K A M + 
(see section 3.4). 
Views, Each feature can be seen as a single knowledge unit, which is used to explain a 
certain problem class. The next step on route to develop a formal knowledge-base is to 
structure these units according to the model of expertise. For large and complex real world 
domains such as mechanical engineering it is necessary to divide the knowledge base into 
several specific reference areas. This strategy can be compared with modularization for 
large programming tasks i n Software Engineering (Wachsmuth & Meyer-Fujara , 1990). 
The main reason for modularization is to reduce the complexity of the resulting system. 
A structured knowledge base may also easily be developed and changed, since each 
'module' can be treated more or less independently. Thus the fo l lowing steps in C E C o S 
are less complex, i f the knowledge base has been appropriately partitioned before. 
A model o f expertise (Kuhn & Schmalhofer, 1992) whose general structure is shown in 
Figure 4 guides our modularization of the knowledge base. Since each reference area can 
be interpreted as one special view of the knowledge base, we cal l our Toiowledge modules' 
views. E a c h rectangle o f the model o f expertise defines one single view. Thus we 
distinguish product, environment and plan view, and concrete and abstract views, so that 
a l l i n a l l six single views exist. The expert has to assign every feature to one of these 
views by marking the corresponding field i n a table (see Figure 4). For example the 
feature " long" with its absolute meaning is assigned to the single v iew 'concrete product 
view' . Since we do not expect, that every feature can be assigned clearly to one single 
v iew, because the different reference areas are not absolutely independent, we also al low 
the assignment of a feature to two or more views. Such assignments are called combined 
view assignments. F o r example the feature " long" in a relative sense (i.e. length as a 
difference between workpiece and turning machine) is such a combined view feature, 
because it relates 'concrete product view' and 'concrete environment view' to one another. 
Consistency and Redundancy Assessment. After the features have been assigned 
to the various single and combined views a consistency and redundancy assessment is 
performed (Tschaitschian, 1991). This assessment is first performed separately for each 
view. After this local consistency and redundancy assessment is established, the respective 
checks can be made at a more global level. These consistency and redundancy checks are 
less complex through the modularization of the knowledge base, since not every possible 
interaction between two arbitrary features has to be considered, but only the designated 
ones. 
F o r m a l i z a t i o n . W i t h i n the last two steps the so far e l ic i ted knowledge base is 
formalized. First , i n a semiformalization, the expert has to define his features in terms of 
more simple expressions. E a c h feature is presented with its views and the expert has to 
fill i n his explanations in a template (see lower part of Figure 4). H e is only al lowed to 
use terms of the respective views, since the feature belongs to this part of the knowledge 
base. These explanations are then used to give a formal definition of the features, and the 
problem classes are consequently defined by the conjunction of the respective feature 
formalizations. The formalization is also structured by the different views, so that this 
task is similarly modularized to the consistency and redundancy assessment. 
T h e choice of a sufficient knowledge representation language is important and has to 
suffer the requirements given by the procedure. A first attempt has been made by using a 
K L - O N E l i k e representation system, but unfortunately it fa i l ed , since i t was too 
ineff icient, and not powerful enough to define the features in a sufficient manner (see 
Reinartz , 1991). 
Because the class definitions are based on expert judgements, the classes should be defined 
at the right level o f generality (Rosch, 1978): They should be general enough so that a 
large number o f specific problems fal l into the different classes and they should be specific 
enough to provide operational knowledge for production planning. 
A detailed description of the example application to 60 cases named above and the 
formalization approaches in a K L - O N E like knowledge representation language are given 
i n (Reinartz, 1991) and (Schmalhofer & Thoben, in press). 
3.4 C a s e O r i e n t e d K n o w l e d g e A c q u i s i t i o n w i t h C O K A M + 
W i t h the tool C O K A M + (see Schmidt, 1992) information about the complex machining 
operations is interactively extracted from a text and subsequently enhanced by the expert's 
elaborations. The extracted information is then mapped to a model o f mechanical 
engineering actions (domain model) and in addition categorized according to the views 
which are derived from the model o f expertise. The so collected knowledge thus provides 
an explanation of each step in the production plan and specifies the conditions which are 
required for its application and the resulting consequences. 
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Figure 5: Documentation of the preconditions and consequences of operators with C O K A M + 
(after Schmidt, 1992) 
Figure 5 shows an example from Schmidt (1992) which demonstrates how an operation is 
explained in terms o f its preconditions and consequences. The particular operation 
(denotation of operation), that is explained here, is the first cut of the workplan that was 
shown in Figure 1. A s can be seen from the first precondition node ("cutting speeds"), one 
o f the general preconditions of this operation requires SN-ceramics to be used w i th a 
cutting speed lower than 800m/min . The nodes o f the task-related engineering and 
common sense knowledge, that are l inked to the first precondition node explain that the 
specific materials (SN80 and G G G 9 0 ) fal l into the required categories o f S N ceramics and 
cast iron. The consequence nodes inform how for example the surface roughness resulting 
from the operation is determined. F r o m such precondition and consequence descriptions 
S T R I P S - l i k e A D D and D E L E T E lists can later on be derived for the formal knowledge 
base. 
3.5 Skeletal Plan Generation with S P - G E N 
The skeletal plan generation procedure ( S P - G E N ) (Schmalhofer, Bergmann, K u h n & 
Schmidt, 1991) is based on explanation-based generalization as described by ( M i t c h e l l , 
K e l l e r & Kedar -Cabe l l i , 1986). The domain and common sense knowledge acquired wi th 
C O K A M + is thereby used as the domain theory and the hierarchy of manufacturing classes 
is employed to specify operationality criteria. Depending upon the selected manufacturing 
class and the respective operationality criteria, a more or less general skeletal plan w i l l be 
obtained from a given case. The problem classes elicited by C E C o S are defined so that a 
useful skeletal plan w i l l exist for each problem class. 
A skeletal plan is constructed in S P - G E N in four phases: 
1. In the first phase the execution of the source plan is simulated and explanations for 
the effects of the individual operations are constructed. 
2. In the second phase the generalization of these explanations is performed w i t h 
respect to a criterion of operationality, that specifies the vocabulary for def ining 
abstract operators for the skeletal plan. 
3. In the third phase, a dependency analysis o f the resulting operator effects unvei ls 
the substantial interactions of the concrete plan. 
4. In the fourth phase the concept descriptions for the abstract operators o f the skeletal 
plan are formed by collecting and normalizing the important constraints for each 
operation that were indicated by the dependencies. 
In summary, with the developed knowledge acquisition tools different types of information 
can thus be inte l l igent ly documented: its relevance and suf f ic iency is assessed, 
redundancies and contradictions are eliminated and knowledge is thereby verified. 
4 Domain and Task-Specific Hypertext as the Intelligent 
Documentation 
The development of an intelligent documentation of the real wor ld knowledge w h i c h is 
relevant for some application such as production planning in mechanical engineering is an 
important stepping stone for constructing cooperative knowledge based systems. 
Since the presented knowledge acquisition method integrates several information sources 
using different knowledge acquisition tools, and since knowledge is elicited with respect to 
a model o f expertise, there is a need to structure and combine the resulting documents in a 
sophisticated manner. W e propose to bu i ld a hypertext with the coordinated knowledge 
acquisit ion tools C E C o S and C O K A M + to obtain intelligent documents. Therefore we 
also may integrate hypertext facilities in the knowledge acquisition method. 
In the fo l lowing we present an example of a possible hypertext, which can be built wi th 
C E C o S and C O K A M + . Further benefits for knowledge-based systems through 
incorporation of hypertext structures are given i n the second part of this chapter. 
F igure 6 shows the structure of the hypertext in which data is stored in a network of nodes 
connected by l inks . Each case is an instance of a problem class. The problem classes are 
hierarchically structured, where each class is defined by several features and each feature 
belongs to a certain category. The hypertext provides access to the classes of the hierarchy, 
their feature descriptions and a l l concrete cases which belong to a class. It also includes the 
visual izat ion o f the cases. Through the categorization of the features according to the 
model o f expertise, it is possible to access features with respect to a certain v iew. F o r 
example the feature " long workpiece" , which belongs to the 'concrete product v iew' (a 
single view) , is used to define a terminal class in the problem hierarchy. These proposed 
hypertext facilities might be of interest in knowledge retrieval under specific aspects. 
Analogous to a case each operator, which is part o f a production plan, is an instance of an 
operator class. The hierarchically structured operator classes have dual definitions. The 
mechanical engineering ( M E ) descriptions refer to the C N C machine instructions which 
perform an operation of a certain type. Paral le l to this definition, each operator class is 
also defined in terms of S T R I P S - l i k e preconditions and consequences which have been 
el ic i ted wi th C O K A M + . Abstract and refine relations (also from C O K A M + ) connect 
abstract and concrete operator descriptions. The C N C machine instructions, the S T R I P S -
l ike operator definitions and the abstract and refine relations, are also categorized according 
to the identified views. 
Obvious ly the different hierarchical structures and the various task-related l inks , which 
make up the domain- and task-specific hypertext al low a better access to the information 
needed for production planning. The task-specific hypertext l inks provide an easy access to 
the information which is relevant for performing the task. For example, i f a sequence of 
machining operations is needed which manufactures a certain type of workpiece, access to 
an operation sequence or even C N C machine instructions can easily be found v i a the 
problem class, into wh i ch the manufacturing problem fal ls . S i m i l a r l y , an access to 
segments o f C N C instructions may be found through the defined operator classes. The 
CNC-programs as w e l l as macros are thus explained in terms of a model of expertise and 
stored accordingly, so that they can be easily accessed for reuse (Redmiles, 1990). 
The dependencies which exist among the different information items with respect to the 
task that is to be performed are expl ic idy represented by the l inks o f the hypertext, so that 
the important constraints for achieving the goals o f a task are made explicit . What belongs 
together in a task is also stored closely together. 
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Figure 6: Intelligent documentation of relevant information sources as a domain- and task-
specific hypertext 
T h e hypertext also integrates a l l the available task-relevant information that was 
previously separately stored. B y cross checking the information from different sources 
redundancies and contradictions are eliminated and the relevance and sufficiency of the 
stored information has been assessed. This yields an early knowledge verification. The 
proposed hypertext facilitates the integration of knowledge from several information 
sources and different acquisition tools and is thus a more intelligent documentation of the 
information, available in the field. 
Hypertext provides powerful means for intell igently storing the el ic itation history of 
knowledge units. F o r example, each knowledge unit in the formal knowledge base is 
l inked to its semiformal and informal predecessors. In addition each unit is related to the 
model o f expertise and the domain model , as we l l as to the respective class. Thus it is 
easy to fol low the formalization process of a knowledge unit and to investigate knowledge 
units according to a common view or to a common task within production planning. It is 
even possible to retrieve knowledge units w i th respect to both o f these aspects. 
Furthermore the context in which a knowledge unit has been elicited can be presented (e.g. 
the case inc luding the concrete C N C program, a graphical presentation, the init ia l and 
f inal states, etc.). So hypertext techniques allow a powerful interface between informal and 
formal knowledge bases. 
The hypertext structure also provides a good facility to generate high level explanations. 
Thus the user may look up an explanation for each operator generated by the expert 
system. The operator relies on several preconditions which have been successfully tested 
by the system, and has some consequences w h i c h are suitable to accompl ish an 
intermediate production state. The preconditions and consequences can be explained to the 
user informally and on different levels of generality through the hypertext structure by 
fo l lowing the l inks from the formal to the informal knowledge. 
Since hypertexts provide browsing possibilities, the f lexibi l i ty for extensions and other 
advantages, the proposed documentation is already useful in the conventional setting. The 
human problem solver is supported i n f ind ing an appropriate previous case for 
modif icat ion planning, respective CNC-programs and information can be more easily 
shared between different task categories, thus contributing to the goal o f computer-
integrated manufacturing. 
The hypertext is also structured in accordance with the processes which are performed for 
constructing a manufacturing plan. It therefore forms an intermediate stage for bui lding a 
respective knowledge-based system (Schmalhofer, K u h n & Schmidt , 1991). After the 
information, which is stored in the different nodes of the hypertext, is transferred into 
formal representations, the skeletal plan generation procedure S P - G E N can be used to 
develop a prototypical knowledge base. B y striking a balance between the past and future 
developments, the barriers for innovation can thus be lowered. 
5 C o n c l u s i o n 
The domain- and task-specific hypertext, wh i ch is bui l t wi th C E C o S and C O K A M + 
yields direct benefits for the human problem solving activities in the current conventional 
setting. The hypertext is structured according to a model o f expertise, which reflects the 
human problem so lv ing strategies at a general level and which can, in addition, be 
employed for the top-down design of a knowledge-based system. 
Therefore, the proposed intelligent documentation strikes a beneficial balance between the 
already existing conventional procedures, into which large investments have been made 
over long time periods and the necessity for introducing innovation v i a cooperative 
knowledge-based systems. Since intelligent documentation provides direct benefits and 
since it is an intermediate state for constructing knowledge based systems, it lowers the 
barrier for introducing innovation in complex real world domains. 
The current conceptual developments of intelligent documentation in form of a domain-
speci f ic hypertext were elaborated on the basis o f two previous implementations. 
A l though the structures which were constructed by the previous implementations of the 
knowledge acquisit ion tools C E C o S (Bergmann & Schmalhofer, 1991), C O K A M + 
(Schmidt & Schmalhofer , 1990) and S P - G E N (Schmalhofer, Bergmann , K u h n & 
Schmidt , 1991) bear a clear resemblance to the hypertext l inks shown in Figure 6, the 
previous versions of C E C o S and C O K A M + were independently implemented. The 
practical experience with the actual implementations supplied essential insights for the 
development o f the new concepts. Th is paper thus provides the conceptual frame for a 
coordinated implementation with an extended functionality that yields a domain- and task 
specific hypertext 
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Abstract . Process management is a method for improving Boeing's business 
processes, however many aspects have been difficult to implement. eQuality is a 
software system based on a framework called D D U C K S that is being designed to 
support the process management life cycle. We take a knowledge acquisition 
approach to the development of the tool, emphasizing the importance of mediating 
and intermediate knowledge representations. Sharing and reuse of tools, models, and 
representations is facilitated through a layered architecture. eQuality's process 
documentation capability includes a number of views, that can be used either in 
sketchpad or model mode. Using the views, an integrated business enterprise model 
may be developed. Analysis and simulation tools supporting process improvement 
are implemented with attribute, function, and task editors that make use of a user 
scripting language and extensible function library. A virtual project notebook is used 
to organize project information and help facilitate group meetings. 
1 Process Management at The Boeing Company 
The B o e i n g Company is undergoing fundamental changes in the way it manages its 
business processes. There are many catalysts for these changes, springing from both 
internal and external sources — for example, the Boeing Process and System Strategy, the 
need for concurrent product definition on the new 777 plane, cost management initiatives, 
C A L S , and customer demand for l ow cost and high quality. Boe ing C E O Frank Shrontz 
[72] has made continuous quality improvement the company 's number one objective, 
a f f i rming that it constitutes "the cornerstone of our business strategy to be the wor ld ' s 
leading aerospace company." 
In 1988, the company undertook a study of traditional aviation design and manufacturing 
processes. A s a result o f the study, the Corporate Comput ing Board developed a new 
process requiring concurrent design, bui ld , and support activities. W h i l e concurrent design, 
b u i l d , and support efforts require significant advances in technology (e.g., 100% 3 D C A D 
digital product definition and preassembly), an equally important challenge is to make the 
necessary cultural and organizational changes. In the past, processes and organizations 
remained unchanged when automated support tools were developed. However , new 
computing applications could do l itt le o f themselves to reduce problems o f error and 
rework. N o w we are required to document and streamline business, engineering, and 
manufacturing processes before we consider automating them. This is the only way to 
avoid automating wasteful practices or implementing obsolete design requirements [47]. 
Process management is a rubric that encompasses the several methodologies adopted by 
Boe ing for improving business, engineering, and manufacturing processes. To implement 
process management, the company has formed many process improvement teams, each 
charged with understanding and streamlining a particular aspect o f the business. The teams 
typically go through the fo l lowing steps: 
Identify and document ex ist ing key cross-departmental processes using 
integrated models o f the activities, the items f lowing through the activities, 
and related entities such as organizations and resources. 
• Establish points of measurement, then determine how to improve the process 
by m i n i m i z i n g defects, reducing cycle time, and e l iminat ing unnecessary 
activities. 
Support the execution o f processes, and monitor performance as part of 
continuous improvement. 
W e dist inguish process management from process implementation methodologies and 
tools. Process management is targeted toward planned, repeatable, but modifiable business 
processes, regardless of whether automation is being considered. Process implementation 
methodologies, on the other hand, focus on solving a particular instance of a problem (e.g., 
creating a specific piece of software, ordering a part, manufacturing a given number of 
widgets before a particular deadline). They are geared toward successful completion of a 
unique, one-shot process. O u r effort is currently oriented toward supporting process 
improvement teams; l inks to implementation methodologies and tools may be addressed in 
future stages of the project. 
In 1989, we surveyed several process improvement teams to determine their current 
practices and needs. O u r f indings are summarized in Figure 1, wh i ch depicts process 
management as it is typically implemented. Most teams rely on sticky notes for the early 
stages of process documentation. Teams track issues and comments manually using large 
f l ip charts attached to the wal ls o f the meeting room. Once there is consensus on the a 
description of the current process, a person who is expert in the use of drawing or C A S E 
software creates a diagram o f i t . R e l a t i v e l y few teams make it past the process 
documentation phase. W h e n they do try to measure the process, they use separate analysis 
and charting programs that are not integrated w i t h the process d iagramming tools. 
Sometimes they must key i n information more than once in order to exchange data 
between different programs. 
Figure 1. Process management as usually done 
T o address these problems, we needed to integrate the functions o f an automated process 
management system (Figure 2). T o manage the complexity of enterprise-wide business 
processes, we need more than thorough documentat ion—we must have process 
improvement tools to help us discover how our work can be simplif ied and streamlined; we 
must have work- f l ow execution tools operating on ' l i v e ' process models to support our 
performance of tasks and to facilitate measurement as part of continuous improvement 
T o access, share, and reuse models within different tools or for different applications, we 
need means to translate between them without loss of meaning. A number of standard 
languages, protocols, and interchange formats are emerging [e.g., 17, 66]. The Semantic 
Uni f i ca t i on M e t a - M o d e l ( S U M M ) is an effort being undertaken by the P D E S Dict ionary / 
Methodo logy Committee [29] to define a formal semantics for such modeling languages. 
A n interface between process management tools and model unification capability based on 
standards such as the S U M M specification w i l l provide means for data exchange with 
commerc ia l software (e.g., Excelerator™, IDEF-based tools), internal Boe ing tools (e.g., 
B o e i n g F l o w ) , and repository management systems. The ava i lab i l i ty o f automated 
interchange capability w i l l also reduce barriers to active collaboration and sharing between 
research groups, in the spirit o f previous manual efforts such as [60]. 
Documentation Improvement Execution 
H i l l \ I / 
Vendor 
Modelrg Tools 
Model 
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Figure 2. Automated process management support 
Section two w i l l present in general terms how a knowledge acquisition approach can be 
applied to the development of automated tools for process management. W e w i l l discuss 
the role and importance of mediating representations, a modeling framework for process 
management, and the architecture o f the D D U C K S environment Section three specifically 
describes eQuality, an application o f D D U C K S to problems in process documentation, 
process improvement, and process execution. Section four presents our conclusions. 
2 A Knowledge Acquisition Approach for Process Management 
O u r approach to process management support systems springs from our many years of 
work in knowledge acquisition for knowledge-based systems. Over the years, many o f our 
views on knowledge acquisition have changed. W e used to think of knowledge acquisition 
as something that occurred mainly i n the early stages o f system development. N o w we 
have come to realize that knowledge acquisition tools can assist i n formulation, validation, 
verif ication, and maintenance throughout the lifetime o f a knowledge-based system. Thus, 
it might be said that researchers are attempting to do for knowledge engineering what 
C A S E is attempting to do for traditional software engineering [10, 30, 63]. Indeed, as the 
scope of application of knowledge acquisition work has broadened, lessons learned from 
the development of traditional knowledge-based systems have been appl ied to hybrid 
systems that combine conventional and knowledge-based components [e.g., 8. 14 ,15 , 321. 
Gaines [31] has suggested the term knowledge support systems for knowledge acquisition 
tools capable o f targeting wider applications such as information retrieval , education, 
personal development, group decision support, and design rationale support. W e think that 
the knowledge acquisition perspective has much to offer for many kinds of problems. 
In sections 2.1 and 2.2, we describe some aspects o f the knowledge acquisition perspective 
that have had an influence on eQuality. In particular we discuss knowledge acquisition as a 
model ing activity, and examine the role o f mediating representations in the process of 
model formulation and refinement. Sect ion 2.3 presents the system architecture and 
explains how it provides for reusability of tools, models, and representations. 
2,1 K n o w l e d g e A c q u i s i t i o n as a M o d e l i n g A c t i v i t y 
Recent work i n knowledge acquisit ion has emphasized that the creation o f knowledge 
bases is a constructive modeling process, and not s imply a matter of "expertise transfer" or 
"knowledge capture" [26]. For this reason, use o f the term conceptual modeling has begun 
to replace the term knowledge acquisition to describe many of the activities i n this f ield. 
F r o m a constructivist perspective, a model is not a 'picture ' of the problem, but rather a 
device for the attainment or formulation of knowledge about it [27, 50]. Often, the most 
important outcome of a knowledge acquisition project is not the resulting knowledge-based 
system, but rather the insights gained through the process of articulating, structuring, and 
cr i t ical ly evaluating the underlying model [64]. F r o m this, we infer that the value of the 
knowledge acquisition effort may derive not s imply from a final 'correct' representation of 
the problem, but additionally from our success i n framing the activity as a self-correcting 
enterprise that can subject any part o f the model to cr i t i ca l scrutiny, inc lud ing our 
background assumptions [79]. F r o m this standpoint, the crucial question for knowledge 
engineers is not " H o w do we know the model is correct?" (every model is an incorrect 
oversimplif ication) ; but rather " H o w useful is the model (and the model ing process) in 
facilitating our understanding of the domain?" 
O u r understanding of models and the model ing process entails a l i fe cycle perspective on 
knowledge acquis i t i on . M o d e l i n g does not cu lminate at some arbitrary point i n 
development, but rather extends throughout the l i fe o f the system. It fol lows that modeling 
tools must support the gradual evolution o f the model through numerous cycles o f 
refinement. 
E a c h phase of development activity imposes its own requirements and difficulties. Serious 
problems o f model ing can often be traced directiy to the inadequacies of the particular 
knowledge representations used at a given stage of development. M a n y tools are l imited in 
both their repertoire o f model ing representations and their support for evolution and 
transformation o f representations. The ideal conceptual model ing tool wou ld support a 
smooth transition of the model from an easily communicated, relatively unconstrained 
statement of the problem to an unambiguous specification of design. A number of changes 
in representation may be required to accompany successive stages in model construction: 
from mental models to increasingly refined conceptual models v ia elicitation and analysis 
techniques, and eventual ly , from these h ighly elaborated models to an operational 
knowledge base v ia formalization and implementation procedures [38]. 
Unfor tunate ly , the emphasis g iven to rap id prototyping i n tradit ional accounts of 
knowledge acquisition, along with the faulty notion that 'the production of working code is 
the most important result o f work done ' , often leads to the premature encoding o f 
knowledge i n an implementation formal ism associated with a specif ic performance 
environment [10]. The unfortunate result is that no independent description of the model 
w i l l exist other than the rule base itsel f and possibly some glossaries in the help 
information of the system [49]. 
T h e p r o b l e m s o f premature encod ing o f k n o w l e d g e i n imp lementa t i on -dr iven 
representations have spurred efforts to develop other representations that more adequately 
support the early stages of conceptual modeling. W e cal l these mediating representations. 
2.2 Mediating and Intermediate Representations 
Mediat ing representations (e.g., repertory grids, network diagrams) are designed to reduce 
the prob lem o f representation mismatch , the disparity between a person's natural 
description o f the problem and its representation in some computable medium [43]. They 
provide a bridge between verbal data and typical knowledge representation schemes such 
as production rules [12, 49]. W o r k on mediating representations for conceptual modeling 
parallels work on visual programming languages for software engineers [e.g., 40] . 
The term mediating representation has various interpretations i n the Uterature, however we 
take it to "convey the sense of. . . coming to understand through the representation" [49, p. 
184]. A cruc ia l feature is that mediating representations should be "easi ly readable by 
those who were not involved i n the original development programme. . . " (21, p. 34). This 
is essential, since executable knowledge bases are seldom organized for direct use by 
humans, but instead for the convenience of the reasoning mechanisms o f the performance 
environment. The design of a mediating representation, on the other hand, should be 
optimized for human understanding rather than machine efficiency. 
W o r k on mediating representations aims to improve the model ing process by developing 
and improv ing representational devices available to the expert and knowledge engineer. 
Several automated conceptual model ing tools have incorporated effective mediating 
representations [13]. These tools to adopt one of two approaches. Ei ther they contain 
interfaces that bear a close resemblance in appearance and procedure to the original manual 
t a s k — f o r example , cancer-therapy protocol forms i n O P A L [65] and engineering 
notebooks i n vmacs [55], or they re ly on some easi ly- learned, generic knowledge 
representation form—for example, repertory grids or directed graphs [ 7 , 2 3 , 2 8 , 3 7 , 52]. 
Over t ime the semantic gap between model ing systems and performance systems has 
widened dramatical ly. A distinguishing characteristic of some o f the newer tools is the 
degree to which they promote the use of multiple perspectives on the same information. 
They also exempli fy the push toward informal textual, graphical, and multimedia forms of 
knowledge representation [ 9 , 2 3 , 3 4 , 3 5 ] . A s new mediating representations have increased 
the richness, complexity, and subtlety of the knowledge elicited by automated conceptual 
modeling tools, a requirement has emerged for intermediate representations. Intermediate 
representations can integrate the diverse perspectives presented by the mediat ing 
representations. They help bridge the g u l f between human partic ipants and the 
implementat ion formal i sm required by the performance environment. In addi t ion , 
intermediate representations faci l i tate the integration of conceptual mode l ing and 
performance systems, a l l o w i n g rap id feedback throughout the process o f system 
development [e.g., 3 6 , 7 1 , 59]. 
Figure 3 depicts a three-schemata approach to knowledge representation [27]. Mediating 
representations serve as external schemata, the intermediate representation corresponds to 
the conceptual schema, and the knowledge base or database implements an internal 
schema. Trie external schemata are optimized for communication, the conceptual schema 
for semantic completeness, and the internal schema for performance. Obvious similarities 
w i l l be seen between our suggested architecture for conceptual model ing tools and the 
proposed A N S I - S P A R C three-schema model for data management. The definitions for the 
three schemata given by van Griethuysen and K i n g (77) provide a good summary of this 
perspective: 
External Schemata Conceptual Schema Internal Schema 
Figure 3. Three-schemata architecture 
" T h e . . . conceptual schema controls what is described in the information base. 
The conceptual schema controls the semantic meaning of a l l representations, that 
i s , defines the set o f check ing , generating, and deducing procedures of the 
information at the conceptual level in the information system. 
The external schemata describe how the users w i sh to have the information 
represented. The external processor interfaces direct ly wi th the users and 
coordinates their information exchange. 
The internal schema describes the internal phys i ca l representation o f the 
in format ion . . . The mapping between the external schemata and the internal 
schema must preserve meaning as defined by the conceptual schema." 
Th is approach al lows views containing mediating representations to be coupled to the 
underly ing intermediate representation so that any changes made to one v iew may be 
immediately reflected in a l l related views. Knowledge analysis and performance tools may 
be similarly designed to exploit the integration o f information at the intermediate level . 
2.3 A n A r c h i t e c t u r e for Reusab i l i ty of Too ls , M o d e l s , a n d Representations 
Because bu i ld ing conceptual model ing tools is labor intensive, their development can 
usual ly be justi f ied only i f they can be easily applied to more than a single application. 
Conceptual model ing tool developers interested in deriving the most benefit from their 
tools may look for areas consisting of several problems that can each be characterized by a 
general task model [6, 53]. Conceptual modeling tools can then be created that both fit the 
general task model and are tailorable to several specific problems. 
M a n y conceptual mode l ing tools derive their power from re ly ing on a w e l l defined 
problem-solving model that establishes and controls the sequences of actions required to 
perform some task [6, 43 , 51 , 53]. F o r example, S A L T [61] is based on a method for 
design ca l l ed "propose-and-revise" , w h i l e M O L E [25] uses a method of heuristic 
classif ication called "cover-and-differentiate". M o r e recently, researchers have developed 
approaches that a l low the knowledge engineer to configure systems from one or more 
problem-solving mechanisms [ 13 ,62 ,66 ,69 ] . The problem-solving mechanisms define the 
kinds of knowledge applicable within each step, thereby making explicit the different roles 
knowledge p lays . H a v i n g defined these roles , developers can design model ing tools 
appropriate to each k i n d of knowledge. 
M u s e n [65] was one of the first to present an expl ic i t , general approach to creating 
tailorable conceptual modeling tools. Conceptual modeling tools are tailored using a meta-
level tool to edit a domain-independent conceptual model. The meta-level tool , P R O T E G E , 
provides a system to generate knowledge editors tailored for various classes o f treatment 
plans. Phys i c ian experts can then use the knowledge editors created by P R O T E G E to 
develop knowledge bases (e.g., O P A L ) that encode specific treatment plans i n their 
medical specialty; the resulting systems (e.g., O N C O C I N ) could then be used in turn by 
attending phys i c ians to obtain therapy recommendations for a part icular patient. 
P R O T E G E - I I generalizes the P R O T E G E architecture to a l low for alternate problem 
solving methods and interface styles [68,69] . 
Besides the reuse of task models, a number of researchers have emphasized the importance 
of defining libraries o f ontologies, with the goal o f increasing knowledge base reusability 
[45, 57, 66, 73]. A lexander , F r e i l i n g , Shulman, Rehfuss, and M e s s i c k [4] introduced 
ontological analysis as a conceptual model ing technique for the prel iminary analysis o f a 
problem-solving domain (see also 3, 81]. This k i n d of analysis results in a r i ch conceptual 
mode l o f static, dynamic , and epistemic aspects o f the problem. The model can be 
extended by designers and users of the system and applied to problem-solv ing . W e l l -
designed conceptual models can also be shared or reused by different tools and 
applications. 
O u r objective is to increase reusabil ity by general iz ing M u s e n ' s approach. W e have 
implemented an "open architecture" integrating environment that allows for a high degree 
o f connectivity among hardware and software components. Th is environment is cal led 
D D U C K S (Decis ion and Des ign Ut i l i t i e s for Comprehensive Knowledge Support; 14, 
15] 1. It is useful to think o f D D U C K S in terms o f four " l a y e r s " of functionality: 
workbench, shell , application, and consultation (Figure 4)^ . Starting with any layer in the 
system, a user can produce a set of tools, models, ontologies, and representations that can 
be used to assist i n configuration of a more specialized system at the layer below. 
The D D U C K S workbench consists o f five major elements: 
• methodology-independent prob lem-so lv ing task models (e.g., heuristic 
classification, constraint satisfaction); 
generic interaction paradigms (see section 3.1 below; e.g., graph view, matrix 
v iew, various widgets); 
a methodology- independent ontology (a speci f icat ion o f the abstract 
conceptual schema; e.g., generic object types such as entity, relationship); 
• appHcation-configuration process models (i.e., model of how to configure the 
workbench for a particular application such as process management, decision 
support, or design); 
a standard l ibrary of inference types and functions (e.g., mathematical and 
logical mechanisms that implement problem-solving, analysis, or simulation 
procedures). 
A n instance of a shell (e.g., Axotl II), created by using the conceptual modeling facilities 
generated by the workbench, may contain: 
methodology-specific problem-solving task models (e.g., maximizat ion o f 
expected ut i l i t y across dec is ion alternatives , h ierarch i ca l constraint 
satisfaction using extended A N D - O R graphs, process optimization through 
event-based simulation) 
• methodo logy - spec i f i c mediat ing representations created out o f the 
combination o f generic interaction paradigms with a particular semantic and 
possibly computational interpretation of the elements (e.g., process views, 
influence diagrams, repertory grids); 
a methodology-specific ontology (a specification of the schema itself; e.g., 
activities, performers; decision and chance nodes; elements and constructs); 
• methodology-specific model-building process models (i.e., knowledge about 
how to acquire application-speci f ic knowledge wi th in the context o f a 
methodology); 
• methodology-specific extensions to the inference and function library. 
1 Either the first or second D in DDUCKS is silent, depending on whether one using the tool in a 
decision or design context. 
The four layers are simply a convenient abstraction that seem to apply to a number of applications. In reality, 
application configuration and tailoring is a continuous rather than discrete process which admits an unlimited 
number of "layers**. 
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Figure 4. Four layers of functionality facilitate reusability (inspired by figure from Musen, 1989) 
A n instance of an application (e.g., eQuality), created by using the conceptual model ing 
facilities generated by the shell , may contain: 
application-specific problem-solving task models; 
• application-specif ic mediating representations (e.g., f o rm- f i l l ing interfaces 
tailored to R & D investment decision makers, engineering process modelers, 
or space station designers that may be used i n place of influence diagrams, 
generic process views, or grids); 
an application-specific ontology (extensions to the schema that become the 
model ing primitives for the application; e.g., go/no-go investment decision 
nodes, technica l r i sk chance nodes; a irplane des ign -bu i ld act iv i t ies ; 
alternatives and criteria); 
application-specific model -bui ld ing process models (i.e., knowledge about 
how to conduct a consultation with clients such as R & D investment decision 
makers, airplane design-build process improvement team members, or space 
station designers); 
application-specific extensions to the inference and function library. 
A n instance o f a consultation, created by using the consultation facilities generated by the 
application, may contain: 
situation-specific problem-solving task models (e.g., a model for a particular 
business, design, or decision-making process). 
s i tuat ion-spec i f i c mediat ing representations (e.g., text and graphica l 
annotation of views on the model); 
situation-specific model components (e.g., decision and chance nodes for a 
particular project decision model ; activity and entity instances for a particular 
enterprise model ; alternatives and criteria for a particular design decision); 
Situation-specific facts and assertions (e.g., particular information about a 
situation); 
situation-specific functions and inferences. 
The complete situation-specific model represents the unique characteristics of a particular 
problem and comprises a l l the information mentioned above. This model is formulated, 
evaluated, and analyzed during the consultation to produce recommendations for action or 
for further model refinement 
3 eQuality: A n Application of D D U C K S to Process Management 
eQuality (enhanced Quality) is an appl i cat ion o f D D U C K S designed to support the 
enterprise integration and process improvement through the application of advanced 
model ing , analysis, and simulation tools. Process management methodologies provide a 
way to specify design activities and products as part of an enterprise model. The enterprise 
model captures the activities, resources, and organizational context o f design from the 
process owner's point o f v iew. It can also represent models o f the structure o f the products 
o f design, for analysis and s imulation purposes. F igure 5 depicts the components of 
eQuality as a set o f project organization and meeting tools and six functional modules. 
In the f o l l owing three sections, we w i l l describe the process documentation, process 
improvement, and project organization capabilities of eQuality. 
PROJECT 
ORGANIZATION 
AND 
MEETING 
FACILITATION 
TOOLS 
o 
PROCESS MONITOR 
PROCESS EXECUTOR 
PROCESS SIMULATOR 
PROCESS ANALYZER 
ENTERPRISE MODELER 
SKETCHPAD DOCUMENTER 
Track and follow up on tasks, coordinate 
interacting processes; notify of exception 
conditions 
Tailor and operate process; provide 
decision support, data access, integrated 
measurement and machine learning 
Verily and validate process; 
provide "what if" capability, 
help in reformulating a process 
Static analysis to discover potential 
bottlenecks and identify cost drivers 
Model processes and associated business 
entities (e.g., organizations, resources, 
products) at varying levels of abstraction 
Record text and graphic information as 
part of project planning, brainstorming, 
and problem definition activities 
Figure 5. Six functional modules and a set of project organization and meeting tools support 
documentation, improvement, and execution phases of the life cycle 
3.1 Process Documentat i on 
F i g u r e 6 is a v i e w of knowledge representation i n D D U C K S . The intermediate 
representation in D D U C K S (i.e., the conceptual model) consists o f entities, relationships, 
and situations as the pr imary concepts, and domains, properties, and constraints as 
secondary concepts. W e are us ing an enhanced version o f C O D E version 4 as the 
underlying semantic representation language [58, 74, 75]. W e have derived our general 
taxonomy for conceptual modeling from Tauzovich and Skuce, wi th extensions supporting 
inferencing, analysis, and simulation. 
C O D E provides a r i c h , paradigm for the definit ion o f knowledge l eve l concepts. A 
col lect ion of integrated tools support the important and frequently overlooked aspects of 
conceptual, ontological , and terminological analysis. Our extensions to the representation 
a l low the system to share several features of Sowa's [76] conceptual graphs, and Gaines ' 
[33] K R S , which interpret taxonomic and entity-relationship structures in terms o f typed 
formal logics . A first order log ic system and a s imple natural language system, a l low 
var ious types of syntactic and semantic checks to be per formed, i f desired. A 
comprehensive lexicon allows references to concepts to be automatically maintained and 
quick ly accessed Default facilities for analysis and inferencing over conceptual structures 
can be augmented by users by means of an integrated scripting and query language. 
User-interface management systems ( U I M S ) are becoming an essential part of interactive 
tool development and end-user ta i lor ing [48]. W e are extending the capabilit ies o f a 
Smalltalk-80-based direct-manipulation user-interface builder to bu i ld a D D U C K S U I M S , 
cal led Geoducks* [56]Geoducks relies on the Smalltalk-80 M V C (model-view-controller) 
concept for managing different perspectives on data ([2, 42 , 54]. The M V C approach 
provides an effective way to factor out the data i n an underlying model from the data i n 
dependent v i ews , so that new v iews can easily be added to an ex is t ing model . A 
sophisticated dependency mechanism assures that changes to the model made with in one 
v iew are immediately reflected in a l l related v iews. C lass hierarchy mechanisms i n 
Smal l ta lk -80 a l low generic v iews of a certain sort to be easily special ized for different 
purposes. T h i s , i n conjunction with additional capability in Geoducks, has a l lowed us to 
define many different views on s imilar aspects o f the model , as w e l l as several s imi lar 
views on different aspects of the model. 
The s ix views surrounding the intermediate representation correspond to the generic user-
interface interaction paradigms that are implemented as abstract "pluggable" v iew classes 
(Krasner & Pope, 1988; Adams , 1988a, b). These views are generic in the sense that they 
define the graphical form for the representation, but the form has no underlying semantics. 
W i t h i n eQuality, various configurations o f these interaction paradigms can be called up in 
sketchpad mode to record free-form graphical and textual information. F o r example, 
individuals and groups can capture back-of-the-envelope drawings, agendas, issues, action 
items, requirements, and other information pertinent to their task. W h i l e not part o f the 
formal mode l , users can l ink elements created in sketchpad mode to elements in other 
views i n hypertext fashion. 
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Figure 6. The intermediate representation in D D U C K S , surrounded by examples of generic 
interaction paradigms, and mediating representations 
B y combining one or more of these generic interaction paradigms with a semantics defined 
i n the intermediate representation and (for some representations) the problem-solv ing 
method, methodology-speci f ic or application-speci f ic mediat ing representations are 
def ined. M a p p i n g s are def ined between graphical actions i n the mode l v iews and 
operations on l o g i c a l entit ies , re lat ionships , and properties i n the intermediate 
representation. For example, influence diagrams combine a graph view with the concepts 
o f decision, chance, and value nodes and the problem-solving method of maximization o f 
expected utility across decision alternatives. Trade study matrices (a methodology-specific 
k i n d o f repertory grid) are built out o f a matrix v iew, the concepts o f alternatives, criteria, 
and ratings, and a heuristic classification problem-solving method. Process views combine 
a graph v iew with the a formal definition of activities and relationships between them. 
T y p e definition views a l low the users to extend the bui l t - in ontology. Conf igured wi th 
semantic in format ion , these mediat ing representations can operate mmodel mode, 
portraying different perspectives on the formal conceptual model i n the intermediate 
representation. B y virtue o f the Smalltalk-80 model-view-controller paradigm, consistency 
is continuously maintained for a l l model views portraying the same version o f the 
conceptual model. 
3.2 Process Improvement 
In parallel with development o f process documentation tools, we are bui lding analysis and 
simulat ion capabil ity supporting process improvement. S imple drawing tools typical ly 
available to process improvement teams provide no support for analysis and simulation. 
Tradit ional analysis and simulation tools support alternatives analysis and richer models, 
but require a significant amount o f training and data entry to achieve realistic results. 
eQuality is unique in that it addresses the needs of individuals who know a lot about their 
domain, but do not know very much about formal modeling. People do not have to worry 
about the simulation when they are creating various diagrams. However when they are 
ready, the system can use the information contained in the diagrams to support analysis and 
simulation. 
A n a l y s i s tools wi th in eQuality support the identification of botdenecks, cost drivers, and 
the restructuring of processes to exploit concurrency. In addition to formal analysis, bui l t -
in knowledge-based system tools can provide support for heuristic analysis. Users can 
implement analysis metrics such as cyc le t ime, defects per unit of output, and f inancial 
parameters us ing attribute and function editors that make use of a s imple scr ipt ing 
language and extensible function l ibrary. U s i n g M A N I A C , we have developed an in i t ia l 
'hot l i n k ' capability with Microso f t Excel™ that w i l l increase the power and f lexibi l i ty of 
the analysis tools. 
Discrete-event simulation tools bu i ld on the analysis capabilities to provide insight on the 
dynamic behavior o f the enterprise. Users can define active monitors during a running 
simulation to display results. The monitors selectively respond to changes i n the model and 
dynamical ly display the results in an appropriate way. For example, a textual event monitor 
w o u l d print out a textual message that described a simulation event, whi le a graphical 
monitor such as a histogram or bar gauge might plot the number of occurrences of an event 
or the value o f a parameter. 
3.3 Process Execution 
A n eventual goal is to couple the streamlined enterprise models to the enterprise itself, 
s u p p l y i n g the semantic transformations that map the models to the enterprise and 
incorporating feedback from the enterprise concerning the actual execution of the models. 
W e envis ion integrated process management technology that w i l l someday enable us to 
m o v e from the current situation where process documentation, i f i t exists at a l l , is 
represented on paper i n three-ring binders and control room w a l l charts; to the near term 
where models o f important processes can be available onl ine in a form amenable to 
analysis and simulation; to the vision where ' l i v e ' process models are woven into the fabric 
o f the way we perform out business. Enterprise models w i l l never be kept up to date 
properly when they can only be maintained by modeling experts. Enterprise models w i l l 
never be consistent with the way processes are actually performed until the model actually 
becomes executable. 
W e are currendy prototyping future possibilities for process execution. T o support this, a 
future release o f eQuality could produce a form of the enterprise model that can be fed into 
p lanning , scheduling, and project management software and l inked to relevant data and 
applications. Process instances could be created each time a process is executed, w i th 
status maintained in a repository. Process participants could receive knowledge-based help 
in carrying out their tasks as the process is executed. A n intelligent agent could monitor the 
activity o f the process, noti fying process participants of exception conditions and helping 
to route data associated with the task. Dec is ion analysis capabil ity cou ld help process 
participants deal wi th decisions i n v o l v i n g high stakes, d i f f i cu l t tradeoffs, or cr i t i ca l 
uncertainties or r isks. Data collected by monitors operating during the execution of the 
process c o u l d be fed back into eQuality and used as the basis for further process 
improvement. 
3.4 Project Organization and Meeting Facilitation Tools 
Creating a description of an enterprise typical ly involves the collection, organization, and 
refinement of a large body of documentation that may inc lude reports, transcripts, 
glossaries, photographs, diagrams and various representations of formal models. Process 
improvement team members draw from this evolving corpus as they construct an enterprise 
model . Effective documentation is more useful during operation o f the process before than 
during the process improvement phase [9]. If they are effectively designed and kept up-to-
date, the sketchpad documentation and the enterprise model may later be reused for 
operations, diagnosis, maintenance and as the basis for improving s imilar processes i n the 
future. However , the documentation currently produced by process improvement teams is 
often shal low, scattered, obsolete, incomplete, contradictory, or unintel l ig ible , making 
maintenance and reuse o f the knowledge d i f f i cul t 
P r o j e c t N o t e b o o k 
Figure 7. Screen snapshot of the project notebook facility 
T h e vo lume and diversity of information that can be represented in eQuality drives a 
requirement for ways to manage, organize, and l ink that information. A project notebook 
faci l i ty helps team members collect and organize the diverse materials associated w i t h a 
particular process improvement project (Figure 7). It also helps manage changes between 
different versions and views of the model as it evolves. The project notebook can assist in 
planning and modeling activities throughout the life o f the project. U s i n g project notebook 
templates, groups can tai lor the contents o f the boi ler plate project notebook to be 
consistent with their o w n preferences for accessing, v i ewing , and using the information. 
F o r example, a process improvement team's blank notebook can come pre-configured wi th 
in format ion about organizat ional standards (e.g., default set o f concept types and 
relationships, standard icons and terms for concepts, reporting forms) and procedures (e.g., 
required steps i n a project plan), just as a real notebook could be pre-loaded with labeled 
dividers and forms. In addition to its obvious use i n managing information about the 
enterprise model and views, the project notebook supports the team as a simple computer-
supported meeting facilitation tool and as a form of group memory. 
3.5 Pro jec t Status 
eQuality was originally implemented within a version of a Boeing-produced shell ca l led 
Axotl [ 11 ,14 ,15 ] Axotl was developed on the A p p l e Macintosh and runs on a l l platforms 
that support ParcPlace Smailtalk-80 (e.g., Sun3 and SPARCstat i ons , A p o l l o workstations, 
Hewle t t -Packard series 300 and 400 systems, I B M 3 8 6 compatibles, I B M R S / 6 0 0 0 , 
DECstat ions ) . F r o m M a r c h to December 1991, a version of eQuality, containing sketchpad 
tools , project organization tools, l imi ted enterprise model ing capabi l i ty , and a set o f 
prototypical analysis and simulation tools was evaluated at several sites wi th in Boe ing . 
Appl i cat ions included finance, concurrent engineering, manufacturing, corporate internal 
audit , continuous quality improvement, and information system requirements analysis. 
Customers at these evaluation sites have used the software in each of their unique settings, 
and have provided valuable comments to guide future development directions. Based on 
results of the evaluation, we designed and developed a completely new version of the Axotl 
II shel l as a host for general release of eQuality wi thin The Boe ing Company. The first 
general B o e i n g release o f the documentation capabi l i ty was made i n A p r i l 1992. 
Development and evaluation o f analysis and simulation capability w i l l fo l low. 
A s part o f a Boe ing project cal led DIS (Design of Information Systems; Benda, 1991), we 
explored how knowledge acquisition and decision support tools can work cooperatively 
w i t h one another and with commercia l applications such as spreadsheets, databases, or 
hypermedia software. W e described how such integrated tools c o u l d be used for 
applications such as group decision support i n a computer-supported meeting environment 
[8]. W e have developed a fac i l i ty ca l led M A N I A C ( M A N a g e r for InterAppl i cat ion 
C o m m u n i c a t i o n ) that supports intel l igent communicat ion and cooperation between 
applications. Plans for coordination among applications are modeled and executed using 
integrated planner capabilities i n Axotl, whi le M A N I A C provides the infrastructure for the 
actual message passing. O r i g i n a l l y implemented as a driver i n the 6.x version o f the 
M a c i n t o s h operating system, M A N I A C has been updated to take advantage o f new 
interapplication communication protocols i n version 7.0 (Apple events or M a c D D E for 
Microsof t applications). A n interface to T C P / I P has been built so that we w i l l eventually be 
able to transparent support for heterogeneous platforms in a networked environment. 
4 Conclusions 
W e attribute much of the in i t ia l success of eQuality to the knowledge acquisition outlook. 
In focus ing on process management rather than the development o f a tradit ional 
knowledge-based system, we have seen even more acutely the need for model ing tool 
developers to attend to the 'acquirabi l i ty ' and reusability aspects o f design. W e conclude 
with the words of D a v i d Parnas on traditional software specification, which apply equally 
we l l to knowledge acquisition: 
" T h e word ' f o rmal ' has been commandeered by a bunch o f people who feel that 
it i sn ' t formal i f human beings can read i t . . . I have fallen into the same trap. I 
cou ld write something and I could read it but my students couldn't . A n d they 
could write something and they could read it but I couldn't . A n d , not only that, 
but neither of us wanted to read it . . . . Therefore I have worked on new ways to 
write specifications so that people cou ld read i t . . . Y o u can ' t imagine how 
overjoyed I was when a p i l o t to ld me we had made a mistake wi th the A 7 
[avionics software specified i n an earlier project] — not because we made a 
mistake but because the pilot could tel l us . " [67] 
It is our hope that a continued discussion and work on extending knowledge acquisition 
concepts and tools to add i t iona l areas o f app l i cat ion w i l l contribute to better 
communication and shared understanding between participants in system development. 
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