Consider the cycles of the random permutation of length n. Let X n (t) be the number of cycles with length not exceeding n', t e [0,1]. The random process Y n (ί) = (X n (t) -tin n)/\rl /2 n is shown to converge weakly to the standard Brownian motion W(t),t e [0,1]. It follows that, as a process, the empirical distribution function of "loglengths" of the cycles weakly converges to the Brownian Bridge process. As another application, an alternative proof is given for the Erdόs-Turan Theorem: it states that the group-order of random permutation is asymptotically e®, where ^is Gaussian with mean In 2 n/2 and variance In 3 n/3.
1. Introduction. Results. Consider S n9 the symmetric group of permutations of a set {1,...,Λ} endowed with the uniform distribution, P(σ) = \/n\ for each σ e S n . Since a pioneering work by Goncharov [10] , [11] , a considerable attention has been paid to the asymptotic study of the order sequence of cycles lengths for the random permutation (r.p.), and of components sizes for the random mapping (Kolchin, et al. [13] , [14] , Shepp and Lloyd [20] , Balakrishnan, et al. [1] , Stephanov [21] , Vershik and Shmidt [22] ). Let X ns = X ns (σ) designate the random number of cycles of length s in the r.p. σ. It is known [11] that X n , the total number of cycles, it asymptotically normal with mean and variance In n. A similar result holds true for the total number of cycles whose lengths are divisible by a given number, [4] , [20] . In this paper, we study the asymptotical behavior of the joint distribution of X nl ,... 9 [9] .
(3) Consider Z n and P n respectively the order and the product of the cycle lengths of the r.p. Erdόs and Turan [5] proved that In P n and In Z n are relatively close in probability, as n -> oo. Later [6] , they established, via very complicated argument, asymptotic normality of In P n , whence of In Z n . Best [4] found a simpler proof of closeness of In P n and In Z w , but his proof that In P n is nearly normal remains rather technical. We are aware of, but have not seen, two other published proofs (Kolchin [15] , Pavlov [18] ) of the Erdόs-Turan theorem.
Let us show how this theorem follows from our result. First, we prove that, for each a > 2, 
So, by the theorem,
It remains to observe that the last integral is normal with zero mean and variance 3"
, be the locations of all the (upper forward) record values in σ. Consider the inter-record times Δ y = i J+ι -i p 1 <j < v, Δ v+1 = n 4-1 -i ¥ , and let R ns = R ns (σ) stand for the number of Δ's equal to s, 1 < s < n. Since there exists a one-to-one mapping T of S n onto itself such that
([12], [16]), the sequences {R ns }"=ι and {X ns }" = i
a r e equidistributed. Thus, with no other proof needed, we could have formulated the analogues of the theorem, and the statement in (2), in terms of the inter-record times. The correspondinig results appear to be new, though the (inter)record times have been studied by many authors, [2] , [8] . (For example, Neuts [17] proved asymptotic normality of the nth interrecord time in the (infinite) r.p. associated with a sequence of independent random variables with a common continuous distribution function.) 2. Proof of the theorem. The joint distribution of X ns , 1 < s < n, is given by Cauchy's formula [3] :
otherwise.
Introduce a bounded sequence z -{z s }f =1 and the sequence of generat- 
We have to show that {(#*", -^y )/ln 1/2 n}j =1 converges weakly to the Gaussian vector with k independent components having parameters Introduce Xj = exp(w y /ln 1/2 «), Uj > 0 and is fixed, 1 <j<k. Setting r = n, l s = s for each 5, and ^ = jc y for Λ^..], + 1 < v < n y in (2.4), and choosing the radius of C equal to p = 1 -/i" 1 , we have 
(ιf/s)(e"*-ι).
To estimate /, we proceed as follows.
; let the corresponding integrals be I v I 2 . First, we estimate I v In / 2 , we replace b n (φ) by έ w (Φ), which is close to b n (φ) for φ G [-φ 0 , φ 0 ], and nicely manageable if φ e (-oo, oo). The resulting integral 7 2 is a difference of two integrals J x and / 2 , over respectively (-00, oo) and (-oo, oo) -[-φ 0 , Φ o ] We estimate/ 2 . / 1? whose contribution in the value of / is dominant, is asymptotically evaluated by means of the inversion formula for an L r integrable characteristic function.
The proof follows.
(1) Show that (2.9) l x = O{n~1^).
Integrating once by parts, we have 
(2a) Evaluate^. By (2.8), (2.11), we have
Notice that
where V > 0 is exponentially distributed with parameter 1, and ^(Λ) is Poisson distributed with parameter Λ. Hence, a crucial observation:
where V l9 V 2 , {ίP(A JS )}j^ are all independent. Since n~ιb n (u/n) e L^-oo, oo), M n has a (bounded) continuous density/^ (of course, it is seen directly from (2.18)). Moreover, by the inversion formula [7] , for each JC
(-00, 00)
The density of α 1 K 1 is α 1 exp(-α 1 x), x > 0; denote F n the distribution function of 
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(2b). Estimate/ 2 . Integrating by parts, we have (B n (u) = n~ιb n {u/n)) f eiu B n (u)du <L\B n (n<h)\ +f \B' n {u)\du.
Here (see (2.8), (2.14)), To complete the proof of the Theorem, it suffices to show [9] that the processes Y n *(-) are equicontinuous, or more precisely, that for each ε > 0,
A method we shall use to prove it is inspired by a proof of equicontinuity of the e.d.f. processes £"(•) on [0,1] for a sequence of n independent random variables uniformly distributed on [0,1] (see Introduction), which is given in [9] . By definition of Y n *( ) (see (2.5), (2.6)), Y*{t)
n is a nondecreasing function of /. Hence, for 0 < t λ < t 2 < t 3 < t 4 4 ]zch 2 9 ϊoτh>n-\ No changes would have been necessary, had the inequality (2.31) contained on its right-hand side an extra term o(l), which is present in (2.30). Thus, in our case it would be sufficient, (compare (2.30) with (2.31), (2.32)), to prove an inequality analogous to (2.32) with restriction on h of the form: h > In" 1 w. Fortunately, it is exactly the case here.
LEMMA 2. There is
Introduce Σ% Vι X ns9 the total number of cycles with lengths from v λ to v 2 . Denote it just C n , for simplicity of subsequent expressions. We shall prove 
But let us show first how (2.34), (2.35) lead to (2.33). We have: 
In order to prove (2.34), notice first that by (2.3),
Σ t"E{y c ") = exp Σ (y -/(i -t).
Taking theyth order derivative of both sides of this relation at y = 1, we obtain (here and everywhere below, the restrictions v λ < s μ < v 2 (1 < μ <y), are silently assumed; the same goes for s μ < n (1 < μ < j), though in this case these restrictions are redundant). The Supporting Institutions listed above contribute to the cost of publication of this Journal, but they are not owners or publishers and have no responsibility for its content or policies.
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