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Abstract 
Currently, Chinese commercial banks are facing triple tremendous pressure, including financial disintermediation, interest rate 
marketization and Internet finance. Meanwhile, increasing financial consumption demand of customers further intensifies the 
competition among commercial banks. To increase their profits for continuing operations and enhance the core competitiveness, 
commercial banks must avoid the loss of customers while acquiring new customers. This paper discusses commercial bank 
customer churn prediction based on SVM model, and uses random sampling method to improve SVM model, considering the 
imbalance characteristics of customer data sets. The results show that this method can effectively enhance the prediction 
accuracy of the selected model. 
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1. Introduction 
At present, domestic commercial banks are undergoing huge and complex changes, and face many challenges. 
Information technologies represented by cloud computing, mobile Internet are surging, financial regulation 
specialized in capital regulation is increasingly strengthened, and the process of financial disintermediation and 
interest rate marketization is gradually accelerating, resulting in the sharply narrowed interest margin for banks. 
Besides, the e-Business enterprises represented by the third-party payment, which use both the Internet technology 
and big data technology, are advancing to the field of traditional business of commercial banks, which subvert the 
advantage of commercial banks channels. Meanwhile, financial consumption demand of consumers is increasing 
gradually. Customers pay more attention to the experience, personalized service, diversity and agility, which further 
intensifies the competition among commercial banks. 
 One of the main competitions among commercial banks is for customers, especially for high-grade customers. 
As customers are directly related to profits, commercial banks must avoid the loss of customers while acquiring new 
customers. Harvard Business Review believes that by reducing the customer defection rate by 5%, companies can 
increase profits by 25% to 85%, while Business Week thought the profits will increase by 140%. Bhattacharya 
(1998) showed that the cost of developing a new customer is 5 times to 6 times than retaining an old customer. As 
can be seen, reducing customer attrition has a significant impact not only on increasing profits for commercial 
banks, but also on enhancing their core competitiveness . Therefore, it is urgent for commercial banks to improve 
the capabilities to predict customer attrition, thereby taking timely measures to retain customers and preventing 
other clients from churning. 
2. Overview of  the Domain Problem 
In order to predict customer attrition for commercial banks, many scholars carried out research by using data 
mining methods. Some scholars used classification methods to predict customer churn. Chandar et al (2006) used 
CART, TreeNet and C5.0 classification method for predicting the loss of customers of commercial banks, the result 
showed that CART algorithm was the best one to predict the possible loss of customers. Popovic and Basic (2009) 
proposed Fuzzy C-Means clustering algorithm for retail banks churn prediction model. Prasad and Madhavi (2012) 
applied both CART and C5.0 classification techniques to a commercial bank in India. It is found that the prediction 
accuracy of CART algorithm is better than that of C5.0 classification. 
Some scholars used the random forest method. For example, Burez and Poel (2009) used three ways, including 
sampling techniques, gradient Boosting and weighted random forests for prediction, and the result showed that the 
weighted random forest method is the best one for predicting. Xie et al (2009) proposed improved balanced random 
forests integrating sampling techniques and cost-sensitive learning techniques and compared with ANN, decision 
trees and CWC-SVM methods were compared, the results displayed IBRF work most effectively. 
Some other scholars employed an algorithm based on sequence patterns, such as Chiang et al (2003) . And 
Mutanen (2006) established Logistic regression model and believed that this method was better for predicting the 
loss of customers, while Zhao and Dang (2008) suggested that SVM model was better. 
Although the previous studies have used numerous data mining methods to predict customer attrition, there is not 
yet a unified conclusion on the application effect of these models, the accuracy of these models is not ideal, and the 
capability of processing large data sets are to be improved. Therefore, considering the characteristics of banking 
customer attrition, this paper uses SVM model combined with random sampling method to improve the performance 
of customer churn prediction. 
3. Methodology 
SVM is a machine learning method raised by Vapnik in the early 1990’s, which arises from optimal linearly 
separable SVM classification surface. Optimal classification surface requires the separating line can not only 
separate two dimensions correctly (the training error rate is 0), but can also maximize the margin between the two 
classes. SVM aims to find a hyperplane which can meet classification requirements and make the trained points far 
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from the classification surface, namely looking for a classification face to make the margin on its both sides 
maximum. 
3.1. SVM Model 
Given a linearly separable sample set: 
 1 1={( , ), , ( , )}, 1,2, ,l lT x y x y i l                                                                                            
n
ix R ˈ ^ `1, 1iy                                                                                                                                   
(1) 
where ix  is called an input and iy  is called the corresponding output, namely class label. 
The general form of the equation of the separating line is given as 
( ) ( )f x b  w x                                                                                                                                                  (2) 
where ( )w x  represents the inner product of the vector w and the vector x .The optimal classification face 
corresponding to the linear discriminator function is given as: 
( ) 0b   w x                                                                                                                                                     (3) 
If the linear discriminator function is normalized so that all samples meet ( ) 1f x t ,then the margin between 
the classification face ( ) 1b   w x  and ( ) 1b   w x  is 2 / w  (namely the classification interval).  
Minimizing the distance 2 / w , it is equivalent to maximizing 21
2
w , and then we can get the optimal 
classification face. Thus, the problem of seeking the optimal classification face is transformed into the following 
optimization problem: 
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    Solving the above equation and we get the optimal classification face. It can completely divide the sample set into 
two categories. But the actual situation is not so. We cannot set the sample apart entirely. Therefore, the slack 
variable i[ ( 1, ,i l ) is introduced in the formula, allowing to weaken the constraint to a certain degree. The 
degree of constraint is represented by penalty parameter C . Thus, the constrained optimization problem of solving 
optimal classification face is transformed into: 
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    The larger C is, the greater penalty it will give to the wrongly classified sample. Using Lagrangian method for 
solving the optimum classification face is converted into the dual problem: 
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    Solving the formulation and we obtain the optimal classification function under the linear condition: 
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3.2. Nonlinear SVM Model 
In the case of nonlinear classification, introduce the nonlinear mapping) to project low-dimensional sample into 
a higher dimensional feature space and use kernel function ( , )i jK x x  to transform nonlinear classification into 
linear classification in this space. Then the optimal classification face function is: 
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Commonly kernel functions are as following types: 
˄1˅Linear kernel function˖ ( , ) ( )i iK  x x x x 
    ˄2˅Polynomial kernel function˖ ( , ) ( )di iK  x x x x ˈ ( , ) (( ) 1)di iK   x x x x 
˄3˅RBF kernel function˖˖ 2 2( , ) exp( / )i iK V  x x x x  
˄4˅Sigmoid kernel function˖ ( , ) tanh[ ( ) ]i iK k v  x x x x ˈwhere 0k ! ˈ 0v  Ǆ
3.3. Random sampling method 
Due to the low proportion of churners of commercial banks, the distribution of the data set is much imbalanced, 
random sampling method can be used to change the distribution of data in order to reduce the imbalance of the 
dataset. Through the way of sampling, for one thing, the training sample size is reduced and the model training 
speed is improved; for another thing, the capability of identifying churners of the training model is much better due 
to the reduced gap between the number of customers and that of non-customers. There are two types of random 
sampling methods: under-sampling and over-sampling. Under-sampling does not change the number of minority-
class samples but eliminates the majority-class samples to improve the prediction accuracy of minority-class, while 
over-sampling method does not change the number of majority-class of samples but increase the number of the 
minority-class samples by duplicating the minority-class samples in its simplest form. But this approach will lead to 
over-fitting (Drummond, Holte (2003)), and the predictive precision of the minority-class of under-sampling method 
is superior to that of over-sampling method (Ling and Li (1998), Chen et al (2004)).  
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Through increasing the proportion of minority-class, under-sampling makes the machine learning method no 
longer lay particular stress on predicting the majority-class sampling and ignoring the minority-class. Therefore, in 
this study we will use the random sampling method. 
3.4. Evaluation criteria 
In the case of the imbalanced data set, the classifiers are often more inclined to predict the majority class 
correctly, while the prediction accuracy of the minority class is much poor. At this time the general classification 
evolution rules like prediction accuracy can no longer effectively measure the predictive power of the model. Thus, 
many scholars introduced several measure evaluation criteria such as F-measure, sensitivity, ROC curve, etc. 
Among them, F-measure is calculated from the confused matrix based on the classification and it is harmonic mean 
of recall and precision, which is defined as follows: 
2
1 1
Re Pr
F
call ecision
 

                                                                                                                          (9)


    We will take F-measure to evaluate predictive ability of the model. 
4. Empirical study 
4.1. Data preprocess 
In this study, we will choose customer dataset by a Chinese commercial bank from its data warehouse. 
Specifically, the dataset includes 50000 customer records, from January 2011 to June 2012. We take the data from 
January 2011 to December 2011 as the training data, and January 2012 to June 2012 as the test data. Through 
preprocessing the dataset, such as filling in missing values and removing outliers, finally there are 46,406 valid data 
records. And if the customer cancels his account during the observation period we define him as a churner. Finally 
we get 421 churners accounting for 0.91% and 45,985non-churners accounting for 99.09%. The ratio of churners to 
non-churners is 109.23. We can see that the customer dataset is serious imbalanced. 
We consider the basic attribute indicators and business indicators of customers as input variables. Among them, 
the customer basic attribute indicators include age, sex, education, income, occupation, service stars, the asset-to-
liabilities ratio, etc. The business indicators include deposit accounts, deposit balance, the number of deposits, and 
the amount of consumption and so on. 
4.2. Results 
Our algorithm code is written in MATLAB2010.In order to compare the model results; we establish SVM models 
in the case of non-sampling and sampling respectively, and select Logistic regression model for comparison. These 
three models are compared to test the sampling effectiveness. We select two types of SVM models: linear SVM and 
SVM with radial basis kernel function. In the case of sampling, we use under-sampling method and select five kinds 
of ratio of churners to non-churners: 2:1, 1:1, 1:2, 1:5, 1:10 and employ 10-fold cross-validation to estimate the 
accuracy. Final training model results are as follows: 
Table 1: Prediction Results of the Customer Churn classification models 
 Ratio of churners to non-churners  Accuracy˄%˅ 
Customer Churn Recall 
Rate˄%˅ 
Customer Churn Precision 
Rate˄%˅ 
Logistic 
Non-sampling 99.09 0 —— 
2:1 64.74 94.13 2.37 
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1:1 77.78 86.13 3.42 
1:2 86.84 73.41 4.90 
1:5 96.36 49.62 12.39 
1:10 98.32 38.82 23.81 
Linear 
SVM 
Non-sampling 99.09 0 —— 
2:1 57.90 94.69 2.00 
1:1 77.92 84.85 3.39 
1:2 90.11 70.29 6.21 
1:5 95.16 58.86 10.67 
1:10 98.24 32.43 20.47 
RBF 
SVM 
Non-sampling 98.95 26.84 39.10 
2:1 68.07 89.99 2.50 
1:1 80.84 87.39 4.00 
1:2 91.76 72.81 7.63 
1:5 97.63 57.71 20.86 
1:10 98.39 56.09 29.50 
From the table above, both the Logistic regression model and linear SVM model predict all of the churners to be 
non-churners and the churners recall rate is 0.Although the model prediction accuracy rate is 99.09%, but it is still 
unacceptable. The churners recall rate of RBF SVM model is 26.84%, the precision rate is 39.10% and the model 
prediction accuracy was 98.95%. 
In the case of sampling, when the ratio of churners to non-churners is 2:1, the number of churners is higher than 
the one of non-churners. The churners recall rates of all the three models are higher than those in the case of all the 
other ratio values, while the model prediction accuracy rate and precision rate are the lowest. 
As the ratio of churners to non-churners decreases, the number of churners increases and then the model accuracy 
rate is rising. When the ratio is 1:10, the prediction accuracy rate and the precision rate reach the highest point, but 
the recall rate is the lowest compared with other sampling ratio. 
Compare with these three models, we can find that in the case of the same ratio the prediction accuracy, churner 
recall rate and precision rate of the RBF SVM model  are the highest, while those of linear SVM model are the 
lowest. When the ratio is 1:10, the recall rate, the precision rate and prediction accuracy of RBF SVM are 56.09%, 
29.50% and 98.39% respectively, while those of the linear SVM models are 32.43%, 20.47% and 98.24%. 
From the table above F-measure is calculated as can be seen as table 2: 
Table 2: F-measures under Different Sampling Ratios of the Three Models 
0RGHO
&KXUQHUWRQRQFKXUQHU /RJLVWLF /LQHDU690 5%)690
1RQVDPSOLQJ —— —— 0.32 
 0.05 0.04  0.05  
 0.07 0.07  0.08  
 0.09 0.11  0.14  
 0.20 0.18  0.31  
 0.30 0.25  0.39  
According to table 2, F-measure of the three models all reaches its maximum point when the ratio of churners to 
non-churners is 1:10. Among the F-measure values, the one of RBF SVM is the highest 0.39 and the one of linear 
SVM is the lowest 0.25. The F value is plotted in Fig.1: 
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 Fig.1 F-measure of different ratios and models 
From the results, by under-sampling method the prediction effect of the three classification models have 
significantly improved and different sampling ratios have different impact on the prediction performance. However, 
no matter what the sampling ratio is, the prediction effect of RBF SVM is optimal. As can be seen, SVM model can 
predict churners effectively and has a relatively high accuracy. However, as the customer churn data of commercial 
banks often displays imbalanced features, we should combine the random sampling method with SVM model and 
select appropriate kernel functions (This choice is RBF kernel) to enhance customer churn prediction effectively . 
5. Conclusion 
As the external situation has undergone profound changes in operations, customer competition among 
commercial banks is increasingly fierce. Customer attrition analysis has become an significant research topic for 
commercial banks. This study aims to establish SVM model to predict customer attrition of commercial banks. Due 
to the imbalanced characteristics of the actual commercial bank customer churn dataset, SVM model cannot predict 
the churners effectively and only general evaluation criteria cannot measure the predictive power of the model. 
By changing the sample distribution, Random sampling method has a higher degree of recognition. Therefore, we 
use random sampling method to improve SVM method, and select F-measure to evaluate the predictive power. To 
compare the prediction effect, we also establish Logistic regression model. The results show that the combination of 
random sampling method and the SVM model can significantly improve the predictive power and help commercial 
banks predict churners more accurately. 
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