Abstract. The Bohr-Jessen limit theorem is a probabilistic limit theorem on the value-distribution of the Riemann zeta-function in the critical strip. Moreover their limit measure can be written as an integral involving a certain density function. The existence of the limit measure is now known for a quite general class of zeta-functions, but the integral expression has been proved only for some special cases (such as Dedekind zeta-functions). In this paper we give an alternative proof of the existence of the limit measure for a general setting, and then prove the integral expression, with an explicitly constructed density function, for the case of automorphic L-functions attached to primitive forms with respect to congruence subgroups Γ0(N ).
Introduction
Let s = σ + it be a complex variable, ζ(s) the Riemann zeta-function. Let R be a fixed rectangle in the complex plane C, with the edges parallel to the axes. By µ k we mean the k-dimensional usual Lebesgue measure. (The rigorous definition of log ζ(σ + it) will be given later, in Section 3.) In their classical paper [4] , Bohr and Jessen proved the existence of the limit
V σ (T, R; ζ). (1.2) This is now called the Bohr-Jessen limit theorem. Moreover they proved that this limit value can be written as (1.3) where z = x + iy ∈ C, |dz| = dxdy/2π, and M σ (z, ζ) is a continuous nonnegative, explicitly constructed function defined on C, which we may call the density function for the value-distribution of ζ(s).
general class. Then in Section 7 we will prove the Jessen-Wintner inequality for the automorphic case to complete the proof of the main theorem.
Statement of the main result
Let f be a primitive form of weight κ and level N , that is a normalized Hecke-eigen new form of weight κ with respect to the congruence subgroup Γ 0 (N ), and write its Fourier expansion as
where the coefficients λ f (n) are real numbers with λ f (1) = 1. Denote the associated L-function by
This is absolutely convergent when σ > 1, and can be continued to the whole plane C as an entire function. We understand the rigorous meaning of log L f (s) and of
in the sense explained in Section 3. The following is the main theorem of the present paper.
Theorem 2.1. For any σ > 1/2, the limit
exists, and can be written as
where M σ (z, L f ) is a continuous non-negative function (explicitly given by (6.4) below) defined on C.
The above function M σ (w, L f ) can be called the density function for the value-distribution of L f (s). The integral expression involving the density function is useful for quantitative studies; for example, in [12] [14] [15] we used such expressions to evaluate the speed of convergence of (3.4) below in the case of Dedekind zeta-functions and Hecke L-functions. Therefore we may expect that (2.2) can be used for quantitative investigation on the value-distribution of L f (s) (see also Remark 6.3).
Let P be the set of all prime numbers. Since f is a common Hecke eigen form, L f (s) has the Euler product
where
, and
Also we know
(see [16, Theorem 4.6.17] ).
It is known that, for any ε > 0, there exists a set of primes P f (ε) of positive density in P, such that the inequality
holds for any p ∈ P f (ε) (M. R. Murty 
The general formulation
A large part of the proof of our Theorem 2.1 can be carried out under a more general framework, that is, for general Euler products introduced in [11] . We begin with recalling the definition of those Euler products.
Let N be the set of all positive integers, and
n ∈ C. Denote by p n the n-th prime number. We assume
with constants C 1 > 0 and α, β ≥ 0. Define
where A n (X) are polynomials in X given by
Then ϕ(s) is convergent absolutely in the half-plane σ > α + β + 1 by (3.1). Suppose (i) ϕ(s) can be continued meromorphically to σ ≥ σ 0 , where α+β +1/2 ≤ σ 0 < α + β + 1, and all poles in this region are included in a compact subset of {s | σ > σ 0 },
We denote by M the set of all ϕ satisfying the above conditions. Remark 3.1. Here we note that L f (s) defined in the preceding section belongs to M. In fact, the Euler product is given by (2.3). The condition (3.1) is satisfied with α = β = 0 by (2.4), (2.5) . It is entire, so (i) is obvious. Since it satisfies a functional equation, (ii) follows by using the Phragmén-Lindelöf convexity principle. Lastly, (iii) follows (with any σ 0 > 1/2) by Potter's result [19] . Now let us define log ϕ(s). First, when σ > α + β + 1, it is defined by the sum
where Log means the principal branch. Next, let
for any zero or pole ρ with ℜρ ≥ σ 0 . We exclude all B(ρ) from {s | σ ≥ σ 0 }, and denote the remaining set by G(ϕ). Then, for any s ∈ G(ϕ), we may define log ϕ(s) by the analytic continuation along the horizontal path from the right. Define
Then, as a generalization of (1.2), the first author [11] proved the following 
exists.
This theorem may be regarded as a result on weak convergence of probability measures, and Prokhorov's theorem in probability theory is used in the proof given in [11] .
In [12] , the first author presented an alternative argument of proving such a limit theorem, again without using any convexity. This argument is based on Lévy's convergence theorem. The method in [12] is more suitable to discuss the matter of density functions, so in the present paper we follow the method in [12] .
In [12] , only the case of Dedekind zeta-functions is discussed, but, as mentioned in [13] , the idea in [12] can be applied to any ϕ ∈ M. Such a generalization has, however, not yet been published, so we will give a sketch of the argument in the following Sections 4 and 5.
The method of Fourier transforms
Let σ > σ 0 , and N ∈ N. The starting point of the argument is to consider the finite trancation of ϕ(s), that is
Let Z be the set of all integers, R the set of all real numbers, T N = (R/Z) N be the N -dimensional unit torus, and define the mapping S N : T N → C, attached to (4.1), by
(Though S N depends on σ and ϕ, we do not write explicitly in the notation, for brevity. Similar abbreviation is applied to the notation of λ N , Λ, K n below.) We write z
Let R ⊂ C be any rectangle with the edges parallel to the axes. The idea of considering the inverse image S −1 N (R) ⊂ T N goes back to Bohr's work (Bohr and Courant [2] , Bohr [1] , and Bohr and Jessen [4] ). Also let E be any strip, parallel to the real or imaginary axis. We have the following two facts, whose proofs of these two facts are exactly the same as the proofs of [12, Lemma 1] . Now define
We see that log ϕ N (σ + it) ∈ R if and only if
(where {x} means the fractional part of x). Since log p 1 , . . . , log p N are linearly independent over the rational number field Q, in view of Fact 1, we can apply the Kronecker-Weyl theorem to obtain Proposition 4.1. For any N ∈ N, we have
This is the "finite truncation" version of Theorem 3.2. Therefore, the remaining task to arrive at Theorem 3.2 is to discuss the limit N → ∞. For this purpose, we consider the Fourier transform
where z, w = ℜzℜw + ℑzℑw. Our next aim is to show the following
Proof. The proof is quite similar to the argument in [12, Section 3] . It is easy to see that
so in view of (4.3) we can write
Noting |z
and (3.1), we have
Therefore, analogously to [12, (3. 2)], we obtain
which implies
Since σ > σ 0 ≥ α + β + 1/2, the last sum tends to 0 as N → ∞, uniformly in the region |w| ≤ a. This implies the assertion of the proposition. 
Moreover, taking the limit M → ∞ on (4.8), we obtain
Proof of Theorem 3.2
In this section we show how to prove Theorem 3.2 in the framework of our present method. The argument is very similar to that given in [12, Sections 3 and 4], so we omit some details.
First, using Fact 2 in Section 4, we can show (analogously to the argument in the last part of [12, Section 3] ) that R is a continuity set with respect to W σ , and hence
Now, following the method in [12, Section 4], we prove Theorem 3.2. Put
which tends to 0 as N → ∞, the assertion of the theorem directly follows from Proposition 4.1 and (5.1).
In the case σ 0 < σ ≤ α+β +1, naturally we have to discuss more carefully. Let δ > 0, and define
). We will prove that k δ N (T ; ϕ) is negligible, that is, for any ε > 0 we can choose N 0 = N 0 (δ, ε) for which lim sup
Using (5.2) we can find β 0 = α + β + 1 + Cδ −1 (with an absolute positive constant C) for which |R N (s; ϕ)| < δ holds for any s satisfying σ ≥ β 0 . Let [1] can be applied without change to the above general case, so we omit the proof.
Let β 1 = 2β 0 , and let P (t 0 ) be the rectangle given by
(This can be defined only when P (t 0 ) does not include a pole of ϕ(s 
where S is the set of all t ∈ [−T, T ] for which we can find a pole s ′ of ϕ(s) satisfying |t − ℑs ′ | ≤ 2, and
From the definition of b we obtain
where the innermost integral (with the # symbol) is on
This innermost integral is trivially ≤ 2, and is equal to 0 if there exists a pole s ′ of ϕ(s) such that |t − ℑs ′ | ≤ 1 (because then all t 0 ∈ [t − 1, t + 1] belongs to S). Therefore
From (5.4), (5.5) and (5.6) we now obtain
On the double integral on the right-hand side, as an analogue of [12, Lemma 4], we can show the following lemma.
Lemma 5.2. For any η > 0, There exists
Proof. Write the Dirichlet series expansion of ϕ(s) in the region σ > α+β+1 as
Then the Dirichlet series expansion of f N (s) is
where the symbol ′ means that the summation is restricted to k > 1 which is co-prime with p 1 p 2 · · · p N . In [10, Appendix] it has been shown that, for any ε > 0, we can choose a sufficiently large N = N (ε) such that
By (3.3) and the convexity principle we have
for any σ ≥ σ 0 . On the other hand, using (4.1) we have
(where C, C ′ are positive constants). Combining this estimate with (5.10) we obtain 1
which is O(1) with respect to T . Therefore by Carlson's mean value theorem (see [20, Section 9 .51])
uniformly in σ. Using (5.9), we can estimate the right-hand side of (5.11) as
whose exponent is negative for σ > σ 0 (if ε is sufficiently small). This immediately implies the assertion of the lemma. 
The density function
In this section σ is any real number larger than σ 0 . We discuss when it is possible to show that W σ (·; L f ) is absolutely continuous. Then by measure theory we can write
with the Radon-Nikodým density function M σ (z; ϕ).
For this purpose, we aim to show
Therefore W N,σ is absolutely continuous, and the Radon-Nikodým density function M N,σ (z; ϕ) is given by
and is continuous (see [8, p .53], [5, p.105] ). Moreover, the above uniformity in N implies that the same estimate as (6.2) is valid for the limit function Λ(w). Therefore W σ is also absolutely continuous, hence (6.1) is valid with the continuous density function given by
The following proposition reduces the problem to the evaluation of K n (w): Proposition 6.1. If there are at least five n's, say n 1 , . . . , n 5 , for which K n (w) = O n (|w| −1/2 ) holds as |w| → ∞, then (6.2) is valid for any N ≥ max{n 1 , . . . , n 5 }, and so (6.1) and (6.4) are also valid. Remark 6.2. The proof of (6.2) in the above proposition is simple: just apply K n (w) = O n (|w| −1/2 ) (for n 1 , . . . , n 5 ) and the trivial estimate |K n (w)| ≤ 1 to the product formula (4.5). The result is (6.2) with η = 1/2, uniform in N . 
for σ > σ 0 , as an analogue of [12, (6.4) ].
In [12] , when ϕ = ζ K (the Dedekind zeta-function of a Galois number field K), the key estimate (6.2) was proved by using [8, Theorem 13] . In this case, ζ K has the Euler product of the form (3.2) with f (1, n) = · · · = f (g(n), n) (= f (n), say, the inertia degree) and a (j) n = 1 (and hence r
which describes a curve when θ n moves from 0 to 1. This curve is convex, so the original Jessen-Wintner inequality ( [8, Theorem 13]) can be directly applied. In this case we encounter only one type of curve, that is, the curve
, n) are not necessarily the same as each other, so
However, still in this case, the number of relevant types of curves However in the automorphic case, we encounter infinitely many types of curves, because in this case z n (θ n ) describes a curve (6.6) which depends on α f (p n ), β f (p n ). Therefore we have to prove a new type of Jessen-Wintner inequality, suitable for the automorphic case. This will be done in the next section.
An analogue of the Jessen-Wintner inequality for automorphic L-functions
Now we restrict ourselves to the case of automorphic L-functions. Except for the (finitely many) prime factors of N , the Euler factor of L f (s) is of the form
When θ n moves from 0 to 1, the points z n (θ n ) describes a curve (6.6) on the complex plane, which we denote by Γ n . Let x n (θ n ) = ℜz n (θ n ) and y n (θ n ) = ℑz n (θ n ). Writing w = |w|e iτ (τ ∈ [0, 2π)) we have w = |w| cos τ + i|w| sin τ . Then
and n is sufficiently large, then g ′′ τ,n (θ n ) has exactly two zeros on the interval [0, 1).
Proof. Hereafter, for brevity, we write
, and y n (θ n ) = y(θ). Since the Taylor expansion of A n (x) is given by
we have
Therefore, putting b j = ℜa j and c j = ℑa j , we have
Differentiate these series termwisely with respect to θ; for example
and so on. From (2.4) we have |a j | ≤ 2/j, so
Noting these estimates and q < 1, we see that these differentiated series are convergent absolutely. Therefore x(θ), y(θ) are belonging to the C ∞ -class, and so is g τ (θ). In particular the above termwise differentiation is valid, and we have
where E 1 (q; θ, τ ) denotes the sum corresponding to j ≥ 2, and
, where the implied constant is absolute. Therefore from (7.4) we have
Write
Similarly, one more differentiation gives
where E 2 (q; θ, τ ), the sum corresponding to j ≥ 2, satisfies
(The proof of the last equality: Put J = j≥2 jq j , and observe that J =
with an absolute implied constant (by using again q ≤ 1/ √ 2), and hence
with an absolute implied constant. (The evaluation of j≥2 j 2 q j can be done similarly to the last equality of (7.8).) Now we assume that p n ∈ P f (ε), where ε is a small positive number.
On the other hand, the term O(q) can be arbitrarily small when n is sufficiently large. Therefore from (7.9) we find that, for sufficiently large n, if θ = θ 0 is a solution of g ′′ τ (θ) = 0, then cos(γ 1 + θ 0 − τ ) is to be close to 0. That is, writing θ = θ c 1 , θ c 2 be two solutions of cos(γ 1 + θ − τ ) = 0 in the interval 0 ≤ θ < 2π, we see that θ 0 is close to θ c 1 or θ c 2 . Now consider g ′′′ τ (θ). From (7.10) and (7.11) we have g
and n is sufficiently large. This implies that g ′′ τ (θ) is monotone around θ = θ c j . Therefore we conclude that there is at most one solution θ = θ 0 of g ′′ τ (θ) = 0 around θ c j . Moreover, from (7.9) we see that g ′′ τ (θ) is negative around the value of θ satisfying cos(γ 1 + θ − τ ) = 1, and is positive around the value of θ satisfying cos(γ 1 + θ − τ ) = −1. Therefore g ′′ τ (θ) changes its sign twice in the interval 0 ≤ θ < 1, so that the above solution θ 0 indeed exists both around θ c 1 and around θ c 2 . We denote those solutions by θ ′′ 1 and θ ′′ 2 , respectively. That is, g ′′ τ (θ) = 0 has exactly two solutions in the interval 0 ≤ θ < 2π. Remark 7.2. By the same reasoning as above, we can show that, if p n ∈ P f (ε) and n is sufficiently large, g ′ τ (θ) = 0 also has exactly two solutions θ ′ 1 and θ ′ 2 in the interval 0 ≤ θ < 2π. In fact, there exists two solutions θ = θ s 1 , θ s 2 of sin(γ 1 + θ − τ ) = 0 in the interval 0 ≤ θ < 2π, and θ ′ j is close to θ s j (j = 1, 2). (We can further show that, for any l ∈ N, there exist exactly two solutions of g (l) τ (θ) = 0.) Now we can prove an analogue of the Jessen-Wintner inequality for automorphic L-functions. In the rest of this section, we follow the argument in the proof of [8, Theorem 12] . We use the notation defined in the proof of Lemma 7.1 and in Remark 7.2. The integral (7.2) can be rewritten as
and n is sufficiently large, we have
with the implied constant depending only on ε.
Proof. When θ moves between θ s i and θ c j (1 ≤ i, j ≤ 2) (mod 2π), the values of sin(γ 1 + θ − τ ) and cos(γ 1 + θ − τ ) varies continuously and monotonically, and there exists a unique value θ = θ ij between θ s i and θ c j at which
We split the interval 0 ≤ θ < 1 (mod 2π) into four subintervals at the values θ ij (1 ≤ i, j ≤ 2). Then on two of those subintervals (which we denote by I A and I B ) the inequality | sin(γ 1 + θ − τ )| ≥ 1/ √ 2 holds, while on the other two subintervals (which we denote by I C and I D ) the inequality | cos(γ 1 + θ − τ )| ≥ 1/ √ 2 holds. Since p n ∈ P f (ε) and n is sufficiently large, we can again use the facts |a 1 | > √ 2 − ε and the term O(q) is small. Therefore from (7.6) we find
for θ ∈ I A ∪ I B . Similarly from (7.9) we find that, for sufficiently large n,
The 
, and the same inequality holds for the integral on I B . As for the integrals on the intervals I C and I D , we use the second derivative test ( [21, Lemma 4.4] ). The monotonicity is not required for the second derivative test, so we need not divide I C into subintervals. Using (7.14), we have
, and the same for I D . Collecting these inequalities, we obtain the assertion of the proposition.
Proposition 7.3 implies that
if p n ∈ P f (ε) and n is sufficiently large. The set P f (ε) is of positive density, especially it includes infinitely many elements (so surely includes five elements). Therefore we can obviously apply Proposition 6.1 to ϕ(s) = L f (s), and the proof of Theorem 2.1 is now complete.
The convexity
In our proof of Theorem 2.1, the convexity of relevant curves plays no role. However the geometric property of the curve Γ n is of independent interest. We conclude this paper with the following Proposition 8.1. If p n ∈ P f (ε) for a small positive number ε and n is sufficiently large, the curve Γ n is a closed convex curve. Remark 8.2. Using [8, Theorem 13] we have that each curve Γ n is convex if |ξ| is sufficiently small. But their theorem does not give any explicit bound of |ξ| (which may depend on n), so we cannot deduce the above proposition from their theorem.
Proof of Proposition 8.1. Assume p n ∈ P f (ε) and n is large. Then
by (2.6). Therefore at least one of |u 1 (θ)| 2 and |v 1 (θ)| 2 is larger than ( √ 2 − ε) 2 /2, that is, at least one of |u 1 (θ)| and |v 1 (θ)| is larger than (
First consider the case when θ ∈ Θ(v 1 , n). The curve Γ n consists of the points z(θ) = x(θ) + iy(θ). We identify C with the R 2 -space {(x, y) | x, y ∈ R}, and identify z(θ) with (x(θ), y(θ)). We study the behavior of the tangent line of the planar curve Γ n at z(θ), when θ varies. By Ξ(θ) we denote the tangent of the angle of inclination of the tangent line at z(θ). Then
It is to be noted that the denominator is qv 1 (θ) + O(q 2 ), so this is non-zero for sufficiently small q (that is, sufficiently large n), because now we assume θ ∈ Θ(v 1 , n).
We evaluate Ξ ′ (θ). First, by differentiation we have Ξ ′ (θ) = X 1 (θ) + X 2 (θ) + X 3 (θ) + X 4 (θ), (8.2) say, where As for X 3 (θ), again using |v 1 (θ)| > 1 − ε and (8.4) we obtain Note that all the implied constants in the above formulas are absolute. When n is large, O(q) becomes small, so (8.9) implies that Ξ ′ (θ) > 0. That is, if p n ∈ P f (ε), n is sufficiently large, and θ ∈ Θ(v 1 , n), then Ξ(θ) is monotonically increasing.
In the case when θ ∈ Θ(u 1 , n), we change the roles of the axes. That is, now we identify z(θ) ∈ C with (−y(θ), x(θ)) ∈ R 2 . Instead of Ξ(θ), we consider Ξ * (θ) = x ′ (θ)/y ′ (θ). (The denominator y ′ (θ) is non-zero for large n because θ ∈ Θ(u 1 , n).) Then −Ξ * (θ) is the tangent of the angle of inclination of the tangent line, under this new choice of the axes. We can proceed similarly, and obtain, analogously to (8.9), (−Ξ * (θ)) ′ = 1 + v 1 (θ) 2 u 1 (θ) 2 + O(q), (8.10) hence −Ξ * (θ) is monotonically increasing when θ ∈ Θ (u 1 , n) . Therefore the tangent of the angle of inclination is always increasing, which implies that the curve Γ n is convex.
