Today, the sensing devices play an important role for various system automation and monitoring of different physical and chemical parameters. Nonlinearity is an important long-time issue for most of the sensors, so to compensate nonlinearity, various linearization schemes are reported in the literature. The accuracy of linearization schemes depends on the type and the nonlinearity value of the sensor output. Since it is difficult to find an exact polynomial equation or other functions to represent the response curve; it gives more error when the measurement parameter is determined from the inverse approximation functions. As many sensors are used for different applications, the linearized characteristics will simplify the design, calibration, and accuracy of the measurement. This paper presents a review of different methods applied to linearize sensor characteristics reported in the literature. Due to availability of high-performance analog devices, analog methods are still popular among many researchers. However, due to the advancement of IC technologies, hardware implementation of the software methods can be done easily with reduced time, cost, and more accuracy, so the digital methods combined with software techniques perform the job with better flexibility and efficiency.
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The sensor is an important device in instrumentation, measurement, and control applications. It can be used to measure various physical, chemical, and physiological parameters. It plays a very important role in numerous industrial, home, healthcare, defense, environmental, and agricultural applications (Doebelin and Manik, 2011; Silva et al., 2015; Alahi et al., 2016; Islam, 2016; Mahboob et al., 2016; . Various sensors such as (i) capacitive, (ii) resistive, (iii) inductive, (iv) impedance, (v) amperometric (vi) electrochemical, (vii) chemical/biological field effect transistors (ChemFET/BioFET), (viii) surface acoustic wave (SAW), etc. Doebelin and Manik (2011) and are used for measuring different parameters. Many sensors show a non-linear response with the variation of the measurement parameters. However, there may be some sensors including some electrochemical sensors, which are linear but for a limited range of measurement (Jafaripanah et al., 2017) . It can be linearized to some extent by processing the sensing materials as well as suitably designing the geometrical configuration of the structures. But this is tedious, time-consuming, and difficult to achieve in many cases (Doebelin and Manik, 2011; Alahi et al., 2016; Mahboob et al., 2016) .
The response for very thin hydrophilic sensing film based two electrodes parallel plate moisture sensor is quite linear (Islam, 2016; Mahboob et al., 2016) . In the study of Silva et al. (2015) , several multilayered structures of spintronic materials were engineered to fabricate the magnetoresistive sensors to obtain a linear response. Many factors such as materials, geometries, and layout strategies are studied to improve the linear response as well as the detection limit of the sensors.
With the availability of advanced fast active devices at low cost, it may be easy to linearize the response by the signal conditioning circuits with relatively small delay (Patranabis et al., 1988; Jafaripanah et al., 2017) . Generally, the response of a sensor can be voltage or current, frequency or time signal. In most of the cases, the output signal varies nonlinearly with the variation of input measurement parameters. Also, in many cases, the environmental factors such as temperature, humidity, or pressure affect the sensor characteristics nonlinearly. Sometimes, these environmental factors modify the input-output relation of the sensor (Doebelin and Manik, 2011) . These factors are more critical for chemical sensors. A brief review of time-dependent instability of the gas sensors parameters is reported in the study of Korotcenkov and Cho (2011) . Figure 1 shows the nonlinear impedance response of a ceramic humidity sensor (Islam et al., 2014a) . The desired linear response (Zlin) is also shown in the same graph.
Most of the humidity sensors fabricated using ceramic, or polymer or porous silicon materials have a nonlinear response. A typical nonlinear response curve of a sensor can be represented by nth-order polynomial function, the order of which depends on the nonlinearity value. A typical third-order response (y) can be represented by:
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where x is the measurement parameter; and a 3 , a 2 , a 1 , and a 0 are the characteristic coefficients of the sensor. By the linearization circuit, the nonlinear response curve can be approximately linearized. Linearity value can be determined by Doebelin and Manik (2011) :
where y n and y l are the actual nonlinear and linearized outputs of the sensor at an input signal; and max (y n ) is the full span output signal.
The response shown in Figure 1 has ∼ 29% nonlinearity. It is also caused due to inappropriate selection of an electronic circuit. For example, Wheatstone-based impedance bridges are widely employed for developing a readout circuit for the precise measurement of the electrical parameters of the sensors. Inherently linear output voltage with impedance change is only available in case of a fully symmetric full bridge configuration as shown in Figure 2A . The main challenge of this bridge for this linear response is to have an equal and opposite change of the impedance values. This is difficult to design and is a costly solution.
Therefore, for a practical cost-effective solution, the impedance bridges with only increasing or decreasing impedance value are suitable. But such non-symmetrical bridges are inherently nonlinear. The output voltage of the half bridge circuit with CB and AD sensing arms is given by de Graaf and Wolffenbuttel (2006) :
If Z l ≫Z s , then the expression can be simplified as follows:
The detector output for fixed bridge excitation V i for different values of δ is shown in Figure 2B . Equation (5) clearly indicates that the output is nonlinear, and for δ = 0.2, the nonlinearity value is nearly 9%. The transfer function of such type of bridge configuration is hyperbolic. In Equation (4), the nonlinearity value also depends on the load impedance Z l . In addition, the value Z s of any sensor varies nonlinearly with the input measurement Figure 1 : Nonlinear impedance response of a ceramic humidity sensor (Islam et al., 2014a) .
parameter as shown in Figure 1 . This may introduce more nonlinearity to the output of the bridge circuit.
Therefore, to simplify the design and calibration of a sensor, a linear relationship between input and output is highly desirable. A general block diagram of the linearization unit showing important functional subunits is shown in Figure 3 .
By linearization, the nonlinear response curve can be converted into a straight line fit, which simplifies the calibration process. So, the calibration may be performed in the shortest time and at low cost. Hence, it is most convenient rather than to refer a nonlinear calibration curve or to compute from a nonlinear calibration Equations (1) and (2).
Development of signal conditioning circuits to compensate the nonlinearity is a matter of investigations for a long time. Many research articles are reported in the literature to explain compensation techniques. However, to the best of our knowledge, there is hardly any review articles for this purpose. Therefore, the present work reviews the research articles on the techniques of the sensor linearization.
Techniques can be categorized broadly into two groups. These are (i) analog methods of signal conditioning, and (ii) digital methods using software linear algorithms (SLA). This digital method can be further classified into (i) software-based linearization, and (ii) analog and digital mixed signal conditioning circuits. This manuscript first reviews the techniques on analog signal conditioning circuits, and then digital methods are discussed. Finally, the signal conditioning using soft computing techniques such as curve fittings, artificial neural network (ANN), fuzzy logic, neuro-fuzzy logic, etc., are discussed.
Analog linearization of sensor characteristics Linearization of thermistor response
Thermistors are suited for various industrial and consumer electronics applications. This is because of small size, rugged construction, less sensitive to mechanical shock or vibrations, low cost, low-thermal mass, and high sensitivity. A thermistor is also used for the temperature compensation of electronic systems (Nenova and Nenov, 2009) . It is also used to study the thermal property of phase change materials (Stanković and Kyriacou, 2012) . The main limitation of the thermistor is the limited temperature range and high nonlinearity of the response curve. Many circuits both analog and digital have been developed for compensating the nonlinearity of the thermistor. In many cases, to validate the schemes of linearization, the thermistor response has been used. The nonlinearity of the response is compensated by the series-parallel resistance circuit (SPR) or Wheatstone bridge circuit by optimizing their components values (Nenova and Nenov, 2009 ). Other methods utilize Op-amp based inverting amplifier circuits (Sarkar et al., 2013) .
The third group of methods involves the linear conversion of temperature into frequency or time period of the output signal. Linearization feature of the circuit has been realized by the correct choice of the thermistor parameters and the frequency selective passive components (Kaliyugavaradan et al., 1993; Nenova and Nenov, 2009; Sarkar et al., 2013) . In the study of Nenova and Nenov (2009) , the thermistor response is linearized by identifying the linear regions and varying the thermistor characteristics parameter (β) using a timer circuit. A one-bit sigma-delta modulator circuit modified with NTC thermistor is used to compensate the thermistor non-linearity (Bandyopadhyay et al., 2016) . A timing resistor is appropriately chosen to obtain an approximately linear relation between the time-period of the output pulse train and the ambient temperature. For high precision temperature measurement, a more exact model of the thermistor is suggested in the study of Kaliyugavaradan et al. (1993) . Errors due to lead resistance, thermoelectric effect, and amplifier offsets are also studied. In the study of Rudtsch and von Rohden (2015) , the authors study the calibration of the thermistor and suggested a more accurate model equation. The interpolation error of the proposed equation is compared with the well-known Steinhart-Hart equation. Table 1 shows the comparison of the thermistor linearization schemes based on accuracy, complexity, and range.
Linearization of thermocouple characteristics
A thermocouple is another important class of temperature sensors for high-temperature measurement for different industrial applications. Thermoelectric effect on which hit works is somewhat nonlinear, so the response of TC is nonlinear with temperature variation. Different types of thermocouples having different measurement range are used but for accurate temperature measurement, nonlinearity and cold junction errors are compensated by various schemes. The response curve of the TC is represented by high-order polynomial function, which is obtained by curve fitting the experimental data. Logarithmic amplifier-based circuits have been reported for the thermocouple linearization and cold junction compensation in the study of Mondal et al. (2009) . But, some of the circuits are highly complex to limit them for real-time applications. In some circuits, only simulations results are provided to verify the scheme. Comparison of some linearization schemes of TC characteristic is shown in Table 1 .
Linearization of smart diode temperature sensor
Because of high linearity, the diode temperature sensor is fabricated in a chip from (LM35 National semiconductor, AD509 by Analog device, etc.) by several IC manufacturers. Moreover, the nonlinearity of the sensor characteristic is usually compensated by replacing the diode by a bipolar transistor shorting base-collector junction. When the base-emitter voltage is used as an output signal, the exponential characteristic of the base-emitter junction is compensated by the exponential characteristic of the collector current versus the base-emitter voltage. This results in a nice linear behavior. But to maintain linear response, the current flowing through the device should be constant and small less than 100 µA (Fraden, 2003) . With the increase in temperature, the output voltage drops, so the current varies which, in turn, causes some nonlinearity. However, the main drawback of this device is the limited temperature range. In the study of Lucaa et al. (2015) , a CMOS smart diode temperature sensor has been used to measure high temperature in the range 80 K to 1,080 K.
Linearization of RTD temperature sensor
Several works have reported the development of analog signal conditioning circuits for compensating the nonlinearity of metallic alloy resistive sensors, which are popular as a resistance temperature detector (RTD) (Wells, 2011) . Resistance versus temperature characteristic for most metallic materials can be represented by high-order polynomial function, the order of which depends on the material, the accuracy, and the temperature range to be measured. For small temperature range from −20°C to 150°C, the platinum RTD is linear within ±0.3% (Doebelin and Manik, 2011) . The effect of nonlinearity, self-heating error, and the lead resistance on the RTD temperature 
Linearization of anemometer flow sensor
Op-amp based two inputs logarithmic circuit, and current conveyer circuit is reported to compensate the nonlinearity of the constant temperature anemometer sensor (Sanyal et al., 2006; Pappas et al., 2011) . In the study of Chavan and Anoop (2016) , a bridge circuit having four identical p-n junction diodes mounted diametrically across a cross-sectional plane of a pipeline has been used to measure mass flow rate. The response of the circuit has been linearized. But the circuit requires diodes having identical characteristics for better accuracy and linearity. Table 1 shows the comparison of some schemes for the hot wire anemometer.
Non-linearity compensation of GMR sensor
Magnetic field sensing is an important requirement for many industrial applications including speed, position, current, earth magnetic field, and many non-destructive testing and condition monitoring. Among different magnetic sensors, giant magneto-resistive sensor (GMR) draws the attention of the researchers because of its high sensitivity, low power consumption, small size, and low cost. But the main drawbacks of this sensor are the nonlinearity, hysteresis and temperature, and self-heating errors. A typical GMR IC has four identical GMR sensors in the form of the Wheatstone bridge as shown in Figure 2A . Two of the GMR sensors in the two bridge arms (A-D, B-C) are passive, which do not change due to input magnetic field but the resistance of the other two sensors in the bridge arms (A-B and C-D) decreases with the increase in the field. The nonlinearity value of the GMR sensor varies from manufacture to manufacture. A typical AA004 GMR IC from NVE Corporation shows the nonlinearity of nearly 2% (Sen et al., 2017) . Therefore, magnetic sensors with linear response, low noise, and improved field detection at low excitation frequency are required for many applications. To compensate the nonlinearity, different techniques such as closed loop feedback, voltage to current converter, look-up table, hysteresis modeling, B spline interpolation, dual slope ADC, and microcontroller-based direct interfacing techniques are reported (Sensirion; Jafaripanah et al., 2005; Kashiwa et al., 2005; Munoz et al., 2008; Jedlicska et al., 2010; Kumar et al., 2012; Das et al., 2013; Chavan and Anoop, 2016; Li and Dixon, 2016; Sen et al., 2017; Burgués and Marco, 2018; Burgués et al., 2018; Sen et al., 2018) . Comparison of some schemes of the GMR sensor is shown in Table 1 . Methods are compared based on accuracy, range of measurement, and complexity of the linearization circuits.
Chemo resistive sensor for toxic gas detection
The chemo resistive sensors are another important class of resistive sensors, which are used for air pollutants detection (Korotcenkov and Cho, 2011) . The detection limit of the chemical species by the sensors such as metal oxide, field effect, and thermoelectric gas sensors is affected by the nonlinear response of the sensor. Electrical response (R c ) of the metal oxide gas sensor for reducing gas with the variation of concentration (C g ) can be represented by an empirical relation (Fraden, 2003) :
where K is the characteristic coefficient of the gas sensing film; and β is the slope of the response curve. For oxidizing gas, the resistance value increases with increase in gas concentration. Additionally, such sensors suffer from cross-sensitivity due to the presence of non-target gases and humidity in the same environment. Estimation of detection limit through linearized calibration models for MOX gas sensor to detect carbon monoxide in the presence of humidity is reported in the study of Burgués et al. (2018) . In commercial Figaro gas sensor, the problem of humidity is eliminated by using cyclic high and low voltage pulse applied to the heater. At high voltage pulse, the humidity effect is eliminated, and at low pulse, the sensor is heated at the optimum temperature to obtain the selective response to the target gas. The logarithmic of the output and input best fits the response of the MOX sensors. But for the small range, the response is quasi-linear. So, a logarithmic signal conditioning circuit can be used to linearize the response curve. This work is mainly about the determination of the detection limit using univariate and multivariate linearized modes . Many other chemical sensors such as potentiometric, amperometric, optical, quartz crystal microbalance, and surface acoustic wave devices also show nonlinear responses.
Piecewise linearization method
Piecewise linearization is one of the simplest and the basic technique of linearization, where the nonlinear response curve is divided into small linear segments. Each linear segment is then implemented by the analog signal conditioning circuits (Sensirion; Jafaripanah et al., 2005; Kashiwa et al., 2005; Doebelin and Manik, 2011; Kumar et al., 2012; Das et al., 2013) . For example, the inverse curve of a humidity sensor shown in Figure 4A is divided into two linear segments: (i) 0 to 3% RH range, and (ii) 3 to 10% RH range. When the voltage signal (V s ) corresponding to a particular %RH is less than 3%, the output will be obtained from the segment 1, otherwise, the output will be obtained from the segment 2. A piecewise linearization circuit having two slopes with V B as breakpoint implemented using p-n junction diode is shown in Figure 4B . The first slope is formed by the resistances R s and R 1 , and the second slope is formed by R s and the parallel combination of R 1 and R 2 (Farshidi, 2011) . The approximate linear output response of the circuit scaled to display humidity is shown in Figure 4A .
For better accuracy, the nonlinear response can be divided into more number of linear pieces. But there should be a trade-off between the accuracy and the complexity of the circuit as both the factors increase with the increase in the number of segments (Das et al., 2013) . In the study of Jafaripanah et al. (2005) , the nonlinearity of a voltage-controlled resistor used in adaptive filter for dynamic compensation of the load cell is piecewise linearized. Important features of the circuit are fast speeds, low power dissipation but the circuit is relatively complex. Very recently, a simple piecewise linear circuit having 2 bits flash ADC, 4X1 multiplexer (MUX), and four analog circuits are reported (Mahaseth et al., 2018) . The ADC and the MUX are used to select one of the linear pieces implemented by op-amp analog circuits. With the help of the combined interfacing and the linearization circuits, the nonlinearity of the capacitive humidity sensor is reduced to less than 1% value. Hardware implementation of the circuit is simple and can be implemented in chip form. The proposed scheme is shown in Figure  5 . The nonlinear signal is divided into four approximate linear pieces. This technique can be used to linearize any type of nonlinear response curves such as parabolic, sigmoidal, hyperbolic, etc. (Jedlicska et al., 2010; Alahi et al., 2016; Mahaseth et al., 2018) . Slopes of linear segments can be realized by diode circuit (Doebelin and Manik, 2011; Das et al., 2013) or opamp circuit (Kashiwa et al., 2005) . This technique is used to linearize the response of hygroscopic humidity sensors (Jafaripanah et al., 2005; Das et al., 2013) , the power amplifier for satellite commutation, nonlinear voltage-controlled FET resistor (Jafaripanah et al., 2005) , and single resistive sensor in a current mode Wheatstone bridge (Kashiwa et al., 2005) .
Linearization by feedback method
Feasibility of feedback compensation methods using trans-impedance amplifier, Miller theorem, inverse capacitance-based displacement transducers have been explored in many works (Azhari and Kaabi, 2000; Lanyi and Hruskovic, 2001; Ghallab and Badawy, 2006; Farshidi, 2011; Maundy and Gift, 2013; Sen et al., 2018) . The trans-impedance amplifier feedback circuit has been reported for the compensation of single element, multi-element resistive, and capacitive sensors with high accuracy (0.4%) (de Graaf and Wolffenbuttel, 2006) . In the study of , an optoisolator based feedback control circuit has been utilized to obtain the linear relation between the thyristor output and the dc input for firing angle control. The accuracy of the scheme is ±0.5%. However, the circuit is relatively complex, and errors due to various circuit components are not reported. In another paper, the compensation of the cubic Duffing nonlinearity for MEMS capacitive rate integrating gyroscope (Nitzan et al., 2016 ) is reported. The accuracy is nearly 2.5%. A circuit comprising of a storage capacitor and a non-linear resistor has been developed in piezoelectricity driven hot electron injector for biomechanical strain measurement (Zhou and Chakrabarty, 2017) . Using this technique, the linear injection response has been improved for input power ranging from 5 nW to 1.5 µW. However, the circuit requires manual selection of values of the compensating capacitor. An accurate (0.1%) signal conditioner IC chip for different errors of the piezo-resistive sensors is reported in the study of MAX1457 (1998). The nonlinear frequency response of an oscillator-based capacitance to frequency converter due to parasitic capacitance for a capacitive tactile sensor is discussed in the study of Constanti (2017) . Signal output is linearized by introducing an auxiliary circuit, which behaves as a negative capacitance for neutralizing the parasitic one.
Linearization of the optical sensors
Nowadays, optical sensors are very much useful for measuring various parameters, but these sensors also suffer from nonlinearity. The nonlinearity in homodyne interferometers is caused by polarization mixing, laser power drift, and imperfection in electronic circuits. It is compensated by fitting the phase quadrature signals of the interferometer using the least square method. It is a time-consuming process; it should be implemented in offline mode (Keem et al., 2005; Kim et al., 2009; Ye et al., 2014 Ye et al., , 2015 . In the optical encoder, the position is determined with sinusoidal signals using amplitude to phase converter. A highly nonlinear arc-tangent algorithm implemented by a look-up table is used for the computation of the phase angle. To avoid a look-up table, the linearization scheme based on the difference between the absolute values of the sine and cosine signals (Benammar et al., 2005) . A linearization method for determining the displacement from sine and cosine signals generated by optical encoders is presented in the study of Benammar (2007) . The scheme converts the sinusoidal signals into a nearly triangular signal. Then, the displacement is determined using a linear equation. The position accuracy of 0.2 μ m over the travel length of 80 mm is achieved. A digital signal processing module implemented by FPGA with an accuracy of ±0.5 nm of the homodyne interferometer has been reported in the study of Kim et al. (2009) . The accuracy of the linearization scheme is high, but it is relatively complex. So, it is less reliable and not a cost-effective solution. However, an imperfection in encoder signals due to amplitude imbalance, error in quadrature signals, zero-offset error, harmonic distortion, and amplitude fluctuation introduces nonlinearity. The linearization scheme implemented by FPGA has high speeds high-resolution ADCs, a phase calculation procedure using a look-up table, a phase checking routine, and an update procedure of parameter for an optical encoder is reported to eliminate some of these errors (Ye et al., 2015) . The nonlinearity of the near-infrared (NIR) photo-acoustic signal to detect glucose concentration has been minimized by a dual-wavelength differential method (Tajima et al., 2017) . It shows excellent linearity with linear regression correlation co-efficient 0.998 over the range from 100 mg/dL to 2 g/dL. However, the detection limit is not adequate, and the system is relatively complex.
Software-based digital methods of linearization
Due to the advancement of IC chip technology, digital methods nowadays are most commonly used when high performance and high accuracy is demanded. Another advantage of this method is the programmability, which helps to process signals from different sensors. In case of smart sensors, most often analog output signal is converted into binary data. The digital data are then manipulated to have a linear relation. There are two common approaches such as (i) deriving a linear equation, and (ii) look-up table.
Linearization by functional relationship
If the relation between the sensing parameter and the digital data is nonlinear, an equation can be developed to obtain the linearized value of the parameter. For example, the voltage output of a gas sensor is related to ppm gas concentration by Kumar et al. (2012) :
This voltage signal is converted into the digital variable DV 0 by an ADC. A linear relation between the digital data and the ppm value can be given by:
So, this relation can be obtained by writing a small program stored in the microcontroller memory. The functional relationship depends on the type of the sensor like many semiconducting gas sensors have hyperbolic nonlinearity (Patranabis et al., 1988) .
Look-up table method
Simplest digital method is to store a look-up table having a pair of sensor output in digital form and its corresponding linear value into the µC memory (Fericean et al., 2009a) . This method has been extensively used to compensate the nonlinearity of many sensors including the capacitive sensor. This sensor is used to develop prototype dew point meter for ppm moisture measurement (Islam et al., 2014b) . This method suffers from more memory space for better accuracy, otherwise, requires interpolation algorithm in case of fewer data (Bucci et al., 2000; Ghara et al., 2008; Bengtsson, 2012) . Some articles have been published to optimize the table to reduce its size for small embedded applications (Bucci et al., 2000; Ghara et al., 2008) . In some cases, the look-up table size is optimized by the evolutionary genetic algorithm (Catunda et al., 2003) . Another effective method is the use of nonlinear ADC, which provides flexibility and better performance. The digital output of the ADC is the ratio of the input voltage to an arbitrary reference input voltage. In the study of Bucci et al. (2000) , a nonlinear programmable ADC having two 3 bits and 11 bits flash ADCs, the input-output characteristic of which is piecewise linear has been proposed. It can be employed to linearize the inverse model of the actual sensor characteristic. Such type of ADC has been utilized to linearize the inverse response of a humidity sensor. However, the hardware circuit is complex for implementation. But the scheme is suitable for VLSI integration for different types of smart sensors. In the interpolation method, the value of an intermediate point between two known given points is determined using a straight-line approximation (Dias Pereira et al., 2007; Bengtsson, 2012) . This method offers fast execution speed, less memory requirement, but accuracy depends on the number of segments. A piecewise nonlinear ADC scheme using PWM (Dias Pereira et al., 2007) is proposed. In the study of Sarma and Barua (2010) , to improve the accuracy of temperature measurement (±0.08°C), the ninth-order polynomial fitted curve of TC is implemented using a microcontroller-based signal conditioning unit. The circuit is complex to implement and the accuracy depends on the fast and advanced ADC. Few works describing auto-calibrated smart temperature sensor with nonlinearity compensation have been reported in the studies of Chen et al. (2010) , Zhang et al. (2014) and Chen and Chen (2016) . In such smart sensors, the nonlinearity is compensated by piecewise linearization or parallel compensating oscillator circuit (Zhang et al., 2014) , but the range is. Applications of embedded microcontrollers for interfacing and signal conditioning of the sensor's output are discussed in the studies of Sen Gupta and Mukhopadhyay (2010) and Eshrat Alahi et al. (2017) . A 2D digital calibration routine for nonlinear transducers is reported in the studies of López-Martín and Carlosena (2003) and Žorić et al. (2006) . A simple chip mixed signal conditioner having multi-sensory interfaces such as voltage, current, capacitive, temperature, programmable signal amplifier, and single bit Δ -Σ ADC with linearized digital output is reported for micro-instrument application (Kraver et al., 2001) . Piecewise linearization scheme of thermistor by interpolation in real time is implemented by FPGA or two piecewise ADC with significantly high accuracy (0.3%) (Reverter et al., 2005; Warsito et al., 2014; Lukić and Denić, 2015; López-Lapeña et al., 2016) . Several quarter, half, and full bridge circuits are directly interfaced to microcontroller to linearly convert the resistance variation of the sensor into digital form. The circuits are based on measurement of RC time constants to determine the values of the resistance. Important features of the circuits are small hardware components, digital output, and the response is linear. However, the circuits do not compensate nonlinear response of the sensor. Also, similar circuits have also been reported for interfacing capacitive and inductive sensors (Hruskovic, 2001; Reverter et al., 2005; Sreekantan and George, 2014; Lukić and Denić, 2015) .
Recently, conventional dual slope analog to digital converter with necessary signal conditioning circuits have been employed to linearize the response of thermistor, Hall effect sensor, and single or double resistive element Wheatstone bridge (Mohan et al., 2008; Mohan et al., 2011; Sreekantan and George, 2014; Ramadoss and George, 2015; Nagarajan et al., 2017) . In such schemes, the sensors are the integral parts of the dual slope ADC, which directly converts the sensing parameters into digital form with linearized output. Implementation of the circuits is cost-effective requiring few hardware components and the worst-case measurement error is 0.83%. The execution time of the circuit is dependent on the component value and response delay of a comparator. A relaxation oscillator circuit with quasi-digital output for linearly converting resistance into frequency is discussed in the study of Islam et al. (2013) . Some signal conditioning circuits producing quasi-digital linear output for direct interacting to either to PC or microcontroller have been developed recently (Murmu and Munshi, 2018) .
Comparison of direct digital interfacing schemes is shown in Table 2 . This is to note that if the nonlinear sensor is digitized before its linearization, the ADC will require higher bit resolution than that required for a linearized version of the sensor. On the other hand, a look-up table will fit the linearization requirements only when the memory size required to store the table is moderate. But the size of the look-up table depends on the level of the sensor nonlinearity. A digital operation can require high computing resources, so that some of the proposed solutions can be more expensive than the sensor itself. The execution time of a linearization scheme may also be an important parameter for certain applications. This is an important parameter when the sensor is part of a feedback/manual control system, where control action depends on the measured value. Even for monitoring purpose, the response time is important. So, the response of the sensor including a necessary signal conditioning circuit should be fast in many applications. It is true that the response time of many sensors is much larger than the linearization time. For example, most of the gas sensors, which work on adsorption and desorption principle have long response and recovery time and the sensor is also having high nonlinearity (Sanyal et al., 2006) . The response time may be several tens of seconds to a minute. To reduce the overall response time of the sensor and the signal conditioning circuit, efforts should be made to design the linearization circuit, which provides low response time. The linearization time can be minimized by judicious selection of electronics devices and reducing hardware components as far as possible.
Soft computing methods of linearization
The software algorithms implemented by the digital system efficiently perform the linearization job with greater efficiency, utility, and flexibility than other methods discussed above. Various software algorithms like spline or polynomial curve fitting techniques, and intelligent soft-computing techniques such as artificial neural networks (ANNs), fuzzy logic, neuro-fuzzy logic, support vector machine, etc., are extensively employed for the purpose of sensor linearization (Daponte and Grimaldi, 1998; Nenov and Ivanov, 2007) . A comparative evaluation in terms of reduced calibration points of different polynomial and ANN approximations to measured data is given in the study of Dias Pereira et al. (2001) . Polynomials are the most common functions to fit the measured data. A single high-order polynomial function such as Lagrange interpolation can fit the full range response characteristic. The full range is divided into small sub-ranges; each sub-range is then represented by low-order polynomial function like spline interpolation. Some lookup table-based alternative improved methods such as piecewise linear interpolation (PWLI), piecewise linear equation (PWLE), and programmable gain amplifier (PGA) has been reported. In PWLE, during linearization, the processor selects one of the equations according to the input value and reads the stored co- (Flammini et al., 1997; Flammini et al., 1999; Flammini and Taroni, 1999; Catunda et al., 2003; Erdem, 2010; Islam et al., 2014b) efficients in the memory but in the look-up PWLI, the processor after each measurement, determines the linear equation using the stored calibrated data points. The look-up table PGA method basically applies the integrated approaches of a traditional look-up table and PWE/PWLI methods. The PGA has electronic switches and ladder resistance network for digitally selecting the gain of the amplifier. This scheme converts the nonlinear region of the response curve into the linear region by selecting the gain. Since software algorithms implemented by microcontroller/FPGA/PC are a relatively costly solution and consumes more power, so a comparison of some of these algorithms is provided in the study of Erdem (2010) . Among the software methods, the progressive polynomial calibration (PPC), which works on the principle that each measurement data are directly utilized to calculate one calibration coefficient in the correction functions. The first measurement is used to correct the offset error, the second data corrects the gain, and all the rest measurements are used for nonlinearity correction (Didenko et al., 2002; Dias Pereira et al., 2009; Rivera et al., 2009; Rahili et al., 2012) . Advantages and disadvantages of progressive polynomial calibration (Rivera et al., 2009) , free knot recursive B spline (Dias Pereira et al., 2009 ) are reported in Table 2 . This method offers minimum data points, low memory, step by step calibration but suffers from under or overfitting, when nonlinearity is high. It has been utilized to develop an auto-calibration algorithm with minimum calibration points to compensate offset, gain variation, hysteresis and nonlinearity for thermistor, proximity sensor, microwave, or other magnetoresistive sensors (Didenko et al., 2002; Scheiblhofer et al., 2006; Fericean et al., 2009b; Dias Pereira et al., 2009; Rivera et al., 2009; Rahili et al., 2012) . B-spline algorithm for modeling and recursive algorithm for training polynomial inverse function for nonlinearity compensation is reported in the studies of Bluemm et al. (2010) and Xinwang et al. (2011) . Some adaptive auto calibration algorithms for smart sensor applications reported in the studies of Dias Pereira et al. (2005 ( ) Jordana et al. (2004 and Piao et al. (2017) . Iterative techniques provide a partial solution to the complex problem, requires more execution time and more memory space. Comparative performance analysis of six software base linearization algorithms such as piecewise linear interpolation (PWLI), piecewise linear equation (PWLE), traditional look-up table, ANN, and fuzzy logic for low-cost microcontroller implementations are analyzed in detail (Erdem, 2010) . Integrated circuit implementation of different piecewise linearization functions is reported in (Di Federico et al. 2010) . Experiencing the importance of PWLE, for different signal conditioning applications, an IC chip with three inputs analog, and digital has been realized and successfully tested (Islam et al., 2006) . A look-up table design guide for linear interpolation for TC sensor in terms of reduced soft-ware complexity and improved accuracy is given in the studies of Flammini and Taroni (1999) and Optimized Sensor Linearization for Thermocouple (2015) . A simple, compact low-cost direct to time converter interfacing circuit for different forms of Wheatstone bridge using a microcontroller and associated software algorithm has been reported (Hruskovic, 2001; Sifuentes et al., 2008) . But the scheme is applicable for medium range resistance values. Software compensation algorithm for different sources of errors such as ambient temperature, sensitivity drift, and nonlinearity of a piezoelectric gyroscope for fluid flow rate measurement is performed by the digital signal processing device (Islam et al., 2006) . The artificial neural network has the ability to process input information like the human brain. It is widely used for measurement applications including instrument calibration, modeling of the sensors, and signal processing units like ADC, DAC. It is also used for the compensation of nonlinearity. Various structures of ANN have been utilized for nonlinearity compensation (Daponte and Grimaldi, 1998; Medrano-Marques et al., 2001; Marconato et al., 2008) . A review of ANNbased iterative algorithms for signal processing applications is reported in the study of Meireles et al. (2003) . To explain the working of an ANN technique, consider a multilayer perceptron (MLP) based thermistor linearizer as shown in Figure 6 . The sensor output V 0 varies nonlinearly with the input temperature. The neural structure consists of an input layer, a hidden layer, and the output layer. The input to the input layer is the voltage signal V 0 as shown in Figure 6 . The hidden layer consists of several hidden nodes, which are nothing but the signal processing units. The inputs to the hidden nodes are the actual nonlinear voltage V 0 and the biases. The outputs of the hidden nodes and the biases are the inputs to the output node. The actual output of the ANN (V nn ) is compared with the desired linear output signal V lin . The connecting links between the input and hidden nodes and the output of the hidden layer and the input to the output node are the weights represented by matrix [W] and [U], respectively.
An MLP with the optimum number of hidden layers and hidden nodes is trained with training data set of [V 0 , V lin ] . This is to note that there will be enough data points for training the MLP. The network is trained with standard training algorithm with suitably selected activation function in the nodes. The ANN output closely matches the desired linear response. The weights [W, U] of the network obtained with minimization of certain error function are utilized to determine the linearized value (V nn ) for any temperature within the full-scale range. Some of the important features of this method are (i) an adaptive structure; (ii) an ability to generalization, handle incomplete data, or corrupted data by noise signals; (iii) fault tolerant; (iv) performing simultaneous identical and independent operations; (v) capable of approximating any type of response with arbitrary accuracy. But for a highly nonlinear sensor, more neurons in the hidden layer are required. The iterative ANN technique has computational overload and difficulty of the hardware implementation of nonlinear sigmoidal activation by lowcost microcontroller. Thus, less suitable for low-cost implementation for smart sensor linearization.
Several research articles have reported to compensate nonlinearity, temperature, hysteresis, drift due to aging of various sensors by different ANN structures such as adaptive linear neural network (Islam et al., 2006; Islam and Saha, 2007) , multilayer perceptron neural network (Khan et al., 2003; Khan and Islam, 2011; Kumar et al., 2015; Tarikul Islam et al., 2015) , computationally efficient Chebyshev neural network , Laguerre neural network (LaNN) [137] , fully connected cascade (FCC) neural network (Cotton and Wilamowski, 2011) , fuzzy logic (Teodorescu) , neuro-fuzzy architecture (Bouhedda, 2013) , support vector machine (Xiaodong, 2008; Patra et al., 2011) , covariance (Fig. 4) is shown in Figure 7B . Few singletons set of the output variable are shown in Figure  7C . During linearization, this technique accepts the voltage signal as an input variable and determines the linearized humidity as the output variable. Fuzzy rules dividing the voltage level (V) into five ranges according to linguistic variables are shown in Table 3 . Some of the works reported the hardware implementation of the optimized ANN models using a microcontroller, or FPGA (O'Droma and Mgebrishvili, 2005; Islam and Saha, 2007; Patra et al., 2011) , or basic analog signal conditioning block. Microcontroller Table 3 . Fuzzy rules for sensor linearization. implementation of any arbitrary trained network is discussed in the study of Cotton and Wilamowski (2011) . Fuzzy logic is not efficient for the linearization. It has poor accuracy, requires more memory space, and it takes a long execution time. The signal conditioning by the support vector machine outperforms ANN in terms of generalization, no local minima, no need of prior network topology, confirmed solution, and easy hardware implementation. A brief comparative analysis of different software-based intelligent schemes is shown in Table 4 (Baker, 2005; Lopez-Martin et al., 2013) .
Conclusion
This paper reviews the literature on sensor linearization. This is an important issue for real-time applications of the sensing devices. As most of the sensors have a nonlinear response, linear measurement circuits are desired even if the sensor has a linear response. This is because, when a sensor is interfaced to an electronic circuit, it can introduce nonlinearity to the response. Nonlinearity can be reduced to some extent by judicious selection of the input range and processing of the sensing materials. Analog methods of linearization are in general simpler thus still widely used. But some of them are applicable for special types of nonlinearity.
Main limitations of the analog methods are error due to environmental effects, particularly temperature and humidity. These methods also lack flexibility for different kinds of sensors, so accuracy is high typically for the small range.
For online parameters measurement, the cost-effective digital methods with online compensation at high speed and reduced program complexity will be preferred. But the digital methods also suffer from the cross-sensitivities of the environmental effects. How-ever, software-based digital methods, in general, offer more flexibility and accuracy. These methods can be implemented usually by PC or dedicated hardware such as a microcontroller, FPGA, or DSP processors. These processors offer programming flexibility to realize the function. However, to obtain high accuracy, these methods suffer from long processing time and the requirement of the costly processor. Accuracy depends on high speed and high-resolution processors. Otherwise, the simple linearization function can be implemented with reduced processing complexity by low cost and low power processor.
Classical software methods and intelligent soft computing techniques such as ANN, fuzzy logic, neuro-fuzzy, and SVM with the genetic algorithm are extensively used for linearization. Performances of classical methods based on their hardware implementation on slow cost microcontroller are compared. It provides guidance for the selection of a method. Due to the advancement of microcontroller, FPGA, DSP proces- In summary, the linearization methods depend on the design and application priority. If the fast linearization and high accuracy are required with programming flexibility, then look-up table based approaches are still a better solution. Iterative soft computing methods are time-consuming and require more memory space for hardware implementation. Mixed-signal conditioning circuits are particularly suitable to the applications where the linearized sensor signal is to be in digital form and the signal processing time and power consumption are to be minimized. The comparison of various linearization schemes in terms of accuracy, complexity indicates that the selection of a method depends on the sensor nonlinearity, the capability of processor, required accuracy, execution speed, and application need.
Bibliography
Tarikul 
