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A persistent central challenge in computational science and engineering (CSE), with
both national and global security implications, is the efficient solution of large-scale Bayesian
inverse problems. These problems range from estimating material parameters in subsurface
simulations to estimating phenomenological parameters in climate models. Despite recent
progress, our ability to quantify uncertainties and solve large-scale inverse problems lags well
behind our ability to develop the governing forward simulations.
Inverse problems present unique computational challenges that are only magnified as
we include larger observational data sets and demand higher-resolution parameter estimates.
Even with the current state-of-the-art, solving deterministic large-scale inverse problems is
prohibitively expensive. Large-scale uncertainty quantification (UQ), cast in the Bayesian
inversion framework, is thus rendered intractable. To conquer these challenges, new methods
that target the root causes of computational complexity are needed.
In this dissertation, we propose data-driven strategies for overcoming this “curse of di-
mensionality.” First, we address the computational complexity induced in large-scale inverse
problems by high-dimensional observational data. We propose a randomized misfit approach
ix
(RMA), which uses random projections—quasi-orthogonal, information-preserving transfor-
mations—to map the high-dimensional data-misfit vector to a low-dimensional space. We
provide the first theoretical explanation for why randomized misfit methods are successful
in practice with a small reduced data-misfit dimension (n = O(1)).
Next, we develop the randomized geostatistical approach (RGA) for Bayesian sub-
surface inverse problems with high-dimensional data. We show that the RGA is able to
resolve transient groundwater inverse problems with noisy observed data dimensions up to
107, whereas a comparison method fails due to out-of-memory errors.
Finally, we address the solution of Bayesian inverse problems with spatially localized
data. The motivation is CSE applications that would gain from high-fidelity estimation
over a smaller data-local domain, versus expensive and uncertain estimation over the full
simulation domain. We propose several truncated domain inversion methods using domain
decomposition theory to build model-informed artificial boundary conditions. Numerical
investigations of MAP estimation and sampling demonstrate improved fidelity and fewer
partial differential equation (PDE) solves with our truncated methods.
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Chapter 1
Introduction
This dissertation proposes new data-driven methods towards making state-of-the-art
Bayesian inversion and uncertainty quantification (UQ) tractable for large-scale problems:
problems of data assimilation and statistical inference, governed by computationally ex-
pensive PDE-based models and high-dimensional input parameters. Here, high-dimensional
means the dimension is in the hundreds, thousands, or millions. The high dimensionality is
typically due to discretization of a spatially distributed heterogeneous parameter in a two-
or three-(space)-dimensional model. Computationally expensive means that a single forward
simulation takes hours or days to finish, even when optimized for distributed computing on
leadership-class supercomputers.
Important large-scale inverse problems exist in numerous different areas of compu-
tational science and engineering (CSE). As just a few examples of active areas of research,
these include:
• Ice sheet modeling: Estimating the phenomenological basal sliding parameter in Antarc-
tic ice sheet models, using remote sensing observations of surface ice flow.
• Bioremediation: Estimating the future spatial distribution of the full chromium plume
endangering the Los Alamos, New Mexico water table, using concentration and pro-
duction data from current localized mitigation efforts at wells.
• Energy independence: Estimating the current spatial distribution of residual oil in a
mature West Texas reservoir, using production history data and concentration history
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from a partitioning interwell tracer test. This information is critical for thorough risk-
assessment of expensive (upwards of several million USD [133]) enhanced oil recovery
projects.
• Earth system modeling: Estimating the climate response to regional and cloud-scale
input parameters, to advance development of exascale-ready high-resolution simula-
tions of clouds in climate models. This could reduce the largest source of uncertainty
in predictions of future climate.
The methods proposed in this dissertation are designed to apply to all of the inverse
problems above, as well as others. Fortunately, these different problems possess similar math-
ematical challenges. They are ill-posed, and governed by computationally expensive-to-solve
partial differential equation (PDE) models, heterogeneous high-dimensional parameters, and
increasingly, large amounts of observational data.
1.1 Needs and challenges in solving large-scale Bayesian inverse
problems
Despite remarkable advancements in the past two decades, current methods for solving
Bayesian inverse problems are limited to problems of modest computational complexity
and input parameter dimension [2, 4, 25, 59, 124]. Standard Bayesian inversion methods
such as Markov Chain Monte Carlo (MCMC) require hundreds of thousands or millions of
simulations to converge. Thus, they are prohibitive for large-scale models.
Solving the Bayesian inverse problem is a straightforward approach to uncertainty
quantification. The uncertainty in the unknown input parameters is completely described
by the posterior probability—the solution of the Bayesian inverse problem. The uncertainty
in predictions and quantities of interest is then quantified by propagating the posterior
input parameter statistics through the forward model. The difficulty is the acute compu-
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tational complexity of solving the Bayesian inverse problems with large-scale models and
high-dimensional parameter spaces.
Yet, the need to quantify and reduce the uncertainty in our computational models is
urgent. Scientists and policy-makers across the spectrum agree increasingly that predictions
must be equipped with quantified uncertainty in order to be of pragmatic, actionable use
for decision-makers and CSE stakeholders. For example, despite the recent change in ad-
ministration, the term “uncertainty” five times in the FY 2018 U.S. Department of Energy
(DOE) Budget Request brief—the same number of times that it appeared in the FY 2017
brief (compare this to only one appearance in the FY 2016 brief).
1.1.1 Existing strategies and limitations
Several approaches exist for addressing the computational challenge posed by the
large-scale Bayesian inverse problems of interest. The approaches are not necessarily sepa-
rate, and include:
• Attack the forward solve (simulation) computational cost: Make PDE solvers faster or
develop cheaper surrogate models.
• Attack the Bayesian UQ method: Develop viable alternative sampling approaches to
standard approaches. Standard vanilla MCMC, Latin Hypercube Sampling (LHS), and
polynomial chaos expansion-based sampling are not viable for the large-scale inverse
problems of interest due to the computational cost required for convergence to the
posterior probability [20, 100]. Or, develop methods to accelerate MCMC convergence
while minimizing the number of model evaluations [38].
• Use intrusive or embedded UQ methods: The majority of available UQ tools treat
the parameter-to-observable map as a black box. Intrusive or embedded UQ methods,
on the other hand, require access to gradients of the underlying forward operator,
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motivated by the fact that the output of PDE models is locally smooth. Recently
developed intrusive methods exploit the mathematical properties of the parameter-to-
observable operator and have been successfully applied to inverse UQ problems with
parameter dimensions in the millions [25, 65].
• Develop targeted reduction strategies: Identify mathematical structure components
that have the largest impact on the computational cost estimate for solving the Bayesian
inverse problem and replace them with goal-oriented, reduced order components—this
category includes reduced order modeling approaches, but is broader.
The method development approach in this dissertation is best characterized by the last bullet
point.
1.1.2 Motivation for developing data-driven reduction strategies
Only compounding difficulties is the demand to resolve Bayesian inverse problems
with larger discretized state, parameter, and data dimensions. This is in part due to the big
data challenge that is rapidly changing the field of computational science and engineering
(CSE), as result of improved measurement technology and ability to store large volumes of
data [124]. Thus, another emerging challenge in computational science and engineering is
the solution of large-scale statistical inverse problems governed by PDEs that involve large
amounts of observational data. Alternatively, although the data may be high-dimensional, it
is often still located in and informative for a spatially-concentrated subregion of the full model
domain. The data-informed subregion is a lower-dimensional subset of the high-dimensional
parameter and state spaces. New inversion methods that target and exploit these emerging
data paradigms are needed.
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1.2 Dissertation goal
The goal of Bayesian inverse problems is to infer knowledge from data. Progress
towards this goal in many large-scale problems is impeded by the computational challenges
outlined in section 1.1. Despite the promise of big data and technological advances in data
collection and measurement, computational challenges persist, and new strategies are needed
[124]. The goal of this dissertation is to develop new, data-driven strategies for efficiently and
effectively solving large-scale Bayesian inverse problems—and therefore make the extraction
of knowledge from data both timely and tractable.
1.3 Dissertation contributions
The main contributions of this dissertation towards the above stated goal are a method
for reducing the computational impact of big data, and a method for reducing the complexity
induced by high-dimensional parameter and state spaces in problems with spatially local
data. Both reduction strategies are theoretically justified, using large deviation theory and
domain decomposition theory, respectively.
Specifically, a theoretical contribution of this dissertation is the first guarantee of
validity for the deterministic solution obtained with a randomized misfit, with a small reduced
dimension. This provides an explanation for the observed surprising quality of solutions when
using a randomized misfit function with a small reduced dimension, which has been noted
in other randomized misfit methods. The efficacy of the randomized misfit approach in
this dissertation is shown to be the result of the interplay between Morozov’s discrepancy
principle and random projection theory. As will be shown, the data error and ill-posedness
inherent in inverse problems is essential to the success of random projections.
This key contribution is due to the use of large deviation theory to arrive at a practical,
statistical characterization of solution convergence. Large deviation techniques form the
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basis of random projection theory and analysis of other effective randomized dimension
reduction algorithms (e.g. randomized SVD). Here, it is used to show the RMA exploits
a “concentration of measure” phenomenon for high-dimensional data. It is shown that for
a certain class of distributions, the tail probability of a sample average of misfit estimators
decays exponentially, with a rate parameterized by the sample size. This statement is turned
into a probabilistic bound on the randomized cost for a fixed data misfit dimension .
Another novel contribution of the approach presented in this dissertation is that it
permits the use of many random projections in the literature.
Additionally, from the stochastic formulation of the misfit, a different version of the
Johnson-Lindenstrauss embedding theorem [42, 64, 96] is shown. This leads to an insight into
why the reduced misfit dimension n is O(ε−2), where ε is the relative error of the randomized
cost function.
The dissertation also demonstrates and shows comparable results for a practical RMA
extension to geoscience inverse problems with big geostatistical data [88], called the ran-
domized geostatistical approach (RGA). It extends the widely used Bayesian geostatistical
approach (GA) [74], and its extension called the principal component geostatistical approach
(PCGA) [73, 84].
The GA is known to be limited to only moderate size problems [73, 84]. Although
the PCGA, a randomized approximation of the GA, extends the GA to solve problems with
problems with high-dimensional parameter spaces (O(105)−O(107)), it is limited to moder-
ate data dimensions ( (O(104)) [73, 84]. The RGA extends the GA to inverse problems with
problems with high-dimensional (O(105)−O(107)) parameter spaces and high-dimensional
data. The analysis and results presented in this dissertation demonstrate comparable pa-
rameter estimation and convergence results as the PCGA in a groundwater inverse problem.
However the RGA experiments show a 31 times speed-up. Numerical results in this disserta-
tion also show the RGA is able to solve geostatistical inverse problems with up to observed
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data dimensions of up to O(107), whereas PCGA fails due to insufficient memory.
This dissertation also contributes the development of several truncated domain in-
version strategies and methods. These methods directly reduce the problematic high-dimen-
sionality of the parameter and state domain by shrinking the model domain, and only in-
verting for an informed subregion of the model. They exploit an insight that observed data,
which is often located in a smaller region than the full model domain, is spatially-limited
in parameter information. Using the uncertainty estimation at the maximum a posteriori
(MAP) point, and building on domain-decomposition methods and work that uses Dirchlet-
to-Neumann (DtN) maps to build mathematically-justified artificial boundary conditions,
different model-constrained and low-oﬄine-cost methods are investigated. Results with a
distributed thermal conductivity inverse problem demonstrate that truncated inversion can
be more efficient and effective. An idea is supported with results from both MAP esti-
mation and sampling experiments, that fidelity in MAP point estimation results could be
improved and the posterior can be easier to characterize, by removing high uncertainty re-
gions from the inversion domain. That is, the strategy is effective not only because it reduces
high-dimensional state and parameter space, but also because it fundamentally changes the
full domain posterior and problem. Given the same amount of computational resources, this
means more distributed parameter information can be extracted from the observed data, and
therefore fulfills the dissertation goal towards making large-scale Bayesian inversion timely
and tractable.
1.4 Dissertation outline
The following chapters develop different reduction strategies for reducing the com-
plexity of solving large-scale Bayesian inverse problems.
The strategies are driven by properties of the data in the problems of interest.
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Specifically, each method exploits one of two data paradigms that are commonly
observed in the large-scale setting: either the data is high-dimensional, or the data is located
in a smaller subregion relative to the full model domain, and contains spatially-limited
information about the unknown distributed parameter.
Chapter 3 introduces the randomized misfit approach (RMA) a targeted application
of a machine learning tool called a random projection, to reduce the high computational
cost of solving big data, high-fidelity physics-based inverse and its analysis. Section 3.6
presents the theoretical analysis for the randomized misfit approach by deriving the large
deviation bounds on the objective function error for a broad class of distributions. The
reduced misfit dimension is shown to be independent of the original data dimension. This
derivation leads to a different proof of a variant of the celebrated Johnson-Lindenstrauss
embedding theorem. A statistical Morozov’s discrepancy principle, Theorem 2 shows that
the effective reduced misfit dimension is also bounded below by the noise in the problem.
Therefore, the RMA solution is a guaranteed solution for the original problem with a high
user-defined probability. The reduced computational cost in problems with high-dimensional
data is assessed in subsection 3.6.3. Section 3.7 summarizes numerical experiments on a
model inverse heat conduction problem in one-, two-, and three spatial-dimensions. The
RMA solution with different distributions is compared to the solution of the full problem.
Numerical support for Theorem 2 is also investigated.
Chapter 4 introduces and motivates the RGA, first briefly introducing the Bayesian
geostatistical approach (GA) [74], a widely used geostatistical inversion method, and its
extension to large-scale problems with high-dimensional parameter spaces [84] called the
principal component geostatistical approach (PCGA) [84].
In section 4.6, it is shown that the RGA can be more effective than the PCGA method
when the number of observations is large. In section 4.7, numerical tests of the RGA against
PCGA with a big data transient groundwater inverse problem are given.
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Chapter 5 examines domain-decomposition methods for large-scale inverse problems,
and both model constrained and low-oﬄine cost methods are developed. Numerical results
demonstrate higher-fidelity inversion and UQ results with improved computational efficiency
by truncating the problem domain.
Chapter 6 briefly discusses ongoing extensions of the methods presented in Chapters 3
to 5. Concluding remarks are also provided to guide future research.
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Chapter 2
Inverse problem formulation
This dissertation develops methods towards the efficient solution of large-scale Bayesian
inverse problems, which are briefly overviewed in Chapter 1, along with current challenges
and existing strategies. The aim of this preliminary chapter is to introduce the mathemat-
ical formulation for the abstract Bayesian inverse problem of interest, and thus make the
objectives of the dissertation methods concrete. The general notation will remain the same
throughout this dissertation, with only a few necessary modifications for different methods
and applications. This chapter also introduces a nonlinear inverse problem, the estimation
of a distributed coefficient in a linear elliptic PDE. This model problem is the basis for each
of the driving examples presented in this dissertation, with method-specific extensions.
2.1 The objective of the inverse problem
The main goal of an inverse problem is to infer an unknown input parameter u using
indirect observed data d. The parameter cannot by observed directly, for reasons that vary
and depend on the application. In PDE-constrained inverse problems, a system of PDEs
governs the relationship between the unknown u and observed noisy d.
The methods developed in this dissertation address computationally prohibitive-
to-solve inverse problems—specifically, problems that are large-scale and have spatially-
distributed unknown parameters, which are high-dimensional when discretized. Here, large-
scale means that a single forward solve can take minutes to hours, even on supercomputers.
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Assuming a common Gaussian additive noise model for the observed data:
dj = w (xj; u) + ηj, j = 1, . . . , N, (2.1)
the inverse problem objective is to reconstruct the distributed parameter u given N data
points dj. For a given u, a set of discretized states w (xj; u) is obtained by evaluating an
expensive-to-solve forward model (generally a system of PDEs), and then applying a linear
observation operator to match the data locations. The location of an observational data point
in an open and bounded spatial domain Ω is denoted by xj, and ηj is Gaussian random noise
with mean 0 and variance σ2noise.
Concatenating the observations, (2.1) can be rewritten as
d = F(u) + η, η ∼ N (0,Γnoise) (2.2)
where
Γnoise := σ
2
noiseIN (2.3)
and F (u) := [w (x1; u) , . . . ,w (xN ; u)]
> is the parameter-to-observable map. Thus the
model forward problem is to solve (2.4) for the unknown distributed temperature u, given a
known distributed log conductivity u.
The model inverse problem is to reconstruct the distributed log conductivity u, given
noisy observed measurements d of temperature w on Ω.
The parameter-to-observable map F(u) encodes a single, computationally-expensive
solve of the forward model, represented by (2.4) in the given model inverse problem, followed
by extraction to the data locations. It is generally a nonlinear map, even when the PDE
system is linear in the state [25], as will be the case with the model forward PDE (2.4) used
throughout this dissertation.
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2.2 Forward model
In formulating an inverse problem, the forward problem is the well-posed problem of
obtaining the state w (the forward solution), given a parameter u.
The forward problem is governed by the forward (physics) model which is generally
a system of PDEs.
2.2.1 Model problem: Elliptic forward PDE
The model problem for initial development and testing of methods in this dissertation
is the estimation of a distributed coefficient in an elliptic partial differential equation. This
Poisson-type problem arises in various inverse applications, such as the steady-state thermal
conductivity or groundwater problem, or in finding a membrane with a given spatially-
varying stiffness.
For concreteness, consider the forward heat conduction problem on an open bounded
domain Ω, governed by
−∇ · (eu∇w) = f(u) in Ω
−eu∇w · n = Biw on ∂ΩBi
−eu∇w · n = −1 on ∂ΩRHS
(2.4)
where the forward state w is the spatially distributed temperature on Ω, the material co-
efficient u is the logarithm of distributed thermal conductivity on Ω, n is the unit out-
ward normal on ∂Ω = ∂ΩBi ∪ ∂ΩRHS, and Bi is the Biot number. The model domain is
Ω ∈ Rn, n = 2, 3. Here, ∂ΩRHS is a portion of the boundary ∂Ω on which the inflow heat
flux is 1. The rest of the boundary, ∂ΩBi, is assumed to have Robin boundary condition.
Thus the model forward problem is to solve (2.4) for the unknown distributed tem-
perature u, given a known distributed log conductivity u.
The model inverse problem is to reconstruct the distributed log conductivity u, given
noisy observed measurements d of temperature w on Ω.
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2.3 The deterministic inverse problem
The deterministic inverse problem governed by (2.4) is the problem of estimating a
single unknown log conductivity parameter u that could have led to the data d.
Unlike the well-posed forward problem, the inverse problem is generally ill-posed;
many different spatially-varying log conductivities u fit the observed data equally well. An
intuitive reason is that discrete observations can only contain limited information about an
infinite-dimensional parameter. The more complete explanation is that the parameter-to-
observable map exhibits rapid spectral decay. This can be numerically observed and has
been proven for many practical inverse problems [18, 19, 21].
Therefore, to overcome ill-posedness and solve the deterministic problem, classical
inverse problem approaches add a regularization term to the cost functional . The regular-
ization can be thought of as adding additional criteria to the original data-misfit minimization
problem, in order to single out one “best” estimate of u.
A standard deterministic Tikhonov approach resolves the ill-conditioning by adding
a quadratic term to the cost function, so that the problem may now be formulated as
min
u
J (u) =
1
2
‖F(u)− d‖2Γ−1noise +
1
2
‖u− u0‖2C−1 . (2.5)
where v = Γ
1
2
noise(d−F(u)) is the (noise-weighted) data misfit vector, Euclidean norm in RN
is denoted by ‖·‖, and ||·||C−1 =
∣∣∣∣∣∣C 12 ·∣∣∣∣∣∣ is the norm weighted by an appropriately chosen
regularization matrix C.
2.4 The Bayesian statistical inverse problem
In this dissertation adopts the framework of the Bayesian inverse problem, which seeks
a statistical description of all probable parameter fields u consistent with the observations,
rather than a single best u.
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That is, the solution of the Bayesian inverse problem is the posterior probability
distribution function (pdf) of the unknown parameter, given the observed data.
It requires specification of a likelihood model, which characterizes the probability that
the parameter u could have produced the observed data d. It also requires a prior model,
which is problem-dependent and represents a subjective belief regarding the distribution of
u.
There are other reasons to prefer a Bayesian approach, in addition to obtaining a
distribution of probable u that could have led to the data One reason is that Bayesian
inversion is a systematic yet flexible, and naturally well-posed framework for integrating
sources of parameter information from observational data, physics-information (encoded in
the model), and the subjective judgment of domain experts (encoded in the prior). To
paraphrase succinctly, Bayesian inverse problems seek to infer knowledge from data.
2.4.1 Bayesian inverse problems and UQ
Another reason is that Bayesian inversion offers uncertainty quantification. That is,
the uncertainty in the unknown parameter u is fully described by the posterior probability
distribution. The Bayesian posterior probability distribution accounts for the uncertainties
in the observations, the forward model, and the prior knowledge, thus completely quantifying
the uncertainty in the unknown parameter u.
Note the single point estimate given by the solution to the deterministic inverse
problem (2.5) does not account for the uncertainty in the solution.
To keep the discussion short, the presentation of Bayesian inversion here is finite-
dimensional (i.e. after a finite element method (FEM) discretization of the parameter space).
However, in the numerical results presented in section 3.7 and section 5.5, discretization
is performed rigorously following [23, 135]. Please see [26] for elaboration of the infinite-
dimensional framework and the subtle mathematical issues related to the proper choices of
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prior and discretization, and [23] for the exact construction used.
The rest of this dissertation refers to u and u and their discretized quantities unless
specified (here, the nodal values with a finite element discretization).
Thus, our discretized unknown parameter u is a finite dimensional vector in RP ,
where P is the number of FEM mesh points. Since we assume u is spatially heterogeneous
over Ω—similar to large-scale inverse problems of interest—this implies we have a sufficiently
high-resolution mesh discretization and therefore P is large. The same mesh is used for the
discretized state u ∈ RP .
The additive-noise model (2.2) is used to construct the likelihood pdf which is ex-
pressed as
pilike (d|u) ∝ exp
(
−1
2
∥∥∥d̂− F̂ (u)∥∥∥2) . (2.6)
For concreteness of presentation, for Chapter 3 and Chapter 5 it is postulated that
the prior is a Gaussian random field with mean u and a covariance operator C. Γprior is
the discrete analog of an infinite-dimensional smoothness prior covariance Cprior that is con-
structed following [23]. Specifically, C = A−2, where A is a Laplacian-like operator with its
domain of definition specified by an elliptic PDE, appropriately-chosen boundary conditions,
and parameters than can encode spatial correlation and anisotropy information (for specific
implementation details see [6, 26]). This choice avoids constructing and inverting a dense
covariance matrix and exploits existing fast solvers for elliptic operators. It additionally
provides a connection to the Matérn covariance functions used frequently in geostatistics
[77, 89, 127] and therefore has a scientific justification.
This choice of this Cprior is only to ensure basic sanity criteria (e.g. bounded pointwise
variance) and well-posedness of the Bayesian inverse problem under the criteria for a trace-
class operator in [135], and to be computationally amenable to large-scale problems. The
reader is referred to [23, 135] for further discussion.
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Note that the square root is not known for arbitrary generalized covariance functions
common in geostatistical inverse problems. Thus, Chapter 4 addresses a practical data-driven
method amenable for generalized covariance matrices in geostatistical problems.
Thus, given the assumption of a Gaussian prior and the additive noise model (2.2),
RD, the posterior density function (pdf) of u—the solution to the Bayesian inverse prob-
lem—is
pi (u|d) ∝ exp
(
−1
2
‖F(u)− d‖2Γ−1noise −
1
2
‖u− u0‖2Γ−1prior
)
(2.7)
where F(u) ∈ RD is the parameter-to-observable map and Γprior is an appropriately chosen
prior covariance matrix.
Unfortunately, there are no closed-form expressions for moments of the posterior in
general [40]. Despite the choice of Gaussian prior and noise, the posterior probability need
not be Gaussian, due to the nonlinearity of F(u).
The non-Gaussianity of the posterior poses significant challenges for large-scale in-
verse problems. First, it is a surface in high-dimensions RP where P is large (on the order
of thousands or millions). Also, the evaluation of each point on this surface requires an
expensive forward PDE solve. Thus, standard computational methods for interrogating the
posterior, such as vanilla Markov chain Monte Carlo (MCMC)—which can require millions
of samples to converge—are not feasible for large-scale problems [25, 38, 65, 148].
2.4.2 The MAP estimation problem
In this light of these computational difficulties, the first step is to compute the max-
imum a posteriori (MAP) point of the posterior. The MAP can be used as the mean of a
Gaussian approximation to the posterior. Then, if F(u) is weakly nonlinear, the Gaussian
posterior approximation is completely characterized by the MAP and the approximate co-
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variance (computed, e.g. using the method in [47] or [25]), and the Bayesian inverse problem
is solved. Even if the Gaussian approximation fails to adequately describe the posterior,
however, it can still be used as a proposal distribution in MCMC [25] to speed-up MCMC
convergence.
The MAP point of (2.7) is defined as
uMAP := arg min
u
J (u) =
1
2
‖F(u)− d‖2Γ−1noise +
1
2
‖u− u0‖2Γ−1prior . (2.8)
Note that (2.8) looks similar to the traditional least squares formulation of determin-
istic inverse problems. In fact, this is an important insight—the solution to (2.8) is exactly
the solution of a deterministic inverse problem, where the regularization is the negative log
prior in (2.7) and the data misfit is weighted by the inverse noise covariance Γ−1noise. This
connection allows the use powerful state-of-the-art gradient-based solvers from large-scale
PDE-constrained optimization in the Bayesian inverse problem.
Understanding the MAP point in a Bayesian framework also allows one to account for
the subjectivity of choosing a prior. Again, the goal of the Bayesian solution is a statistical
description of all solutions consistent with the data.
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Chapter 3
The randomized misfit approach: A reduction strategy
for problems with big data
This chapter is the content of a research publication by the author [83]. It introduces
the randomized misfit approach (RMA) for solving large-scale Bayesian inverse problems with
high-dimensional observed data (big data). The RMA is designed to reduce the impact of
the large data dimension on computational complexity, while sufficiently preserving essential
parameter information in noisy data. This chapter is included this dissertation because
it demonstrates a data-driven reduction strategy to target a root cause of computational
complexity in expensive-to-solve Bayesian inverse problems. The contributions of the author
to the multi-authored article included development of the complexity analysis and theory,
producing the mathematical proofs, writing the manuscript, and generating the numerical
results.
3.1 Motivation for a data-scalable randomized misfit approach
Although the emerging big data paradigm in computational science and engineering
offers tremendous potential to increase knowledge about persistently uncertain parameters in
large-scale inverse problems, it also promises to increase the current complexity challenges.
The dominant computational cost of inversion methods in the large-scale setting is
measured in number of PDE solves. Relative to the cost of a model run, mesh generation and
linear algebra costs are considered negligible. Each PDE solve can take minutes to hours,
even on modern supercomputers (e.g. [25, 80, 94]). Current methods require repeated
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evaluations of an objective functions and its derivative information, resulting in a total cost
of hundreds, thousands, or millions of PDE solves for many realistic inverse problems. Thus,
even with state-of-the-art methods, the computational cost of solving large-scale Bayesian
problems is prohibitive.
New strategies must be developed in order to meet the new data challenges and
exploit big data for information about unknown model parameters. The aim of this chapter
is to identify the effect of big data on the computational complexity of solving large-scale
Bayesian inverse problems, and demonstrate how a randomized misfit approach can address
this impact with both theoretical and numerical results.
Note that the idea of randomizing a misfit function is not new. Randomized approx-
imations of misfit functions can be found in methods for seismic inversion [9, 99, 143], in
stochastic optimization algorithms such as stochastic gradient descent (see e.g. [46, 131]),
and in the sample average approach (SAA) [78, 103, 132].
What is new here is the particular randomized misfit framework and the resulting
analysis. The randomized objective function or log posterior is derived by taking the sample
average of a stochastic reformulation of the objective function (2.8). This technique is typi-
cally justified as a Monte Carlo method, which converges to the original objective function
as the number of samples n goes to infinity. However, it is not obvious why the minimizer of
this randomized function—the randomized MAP point—should converge to the MAP point
of the original problem, or that it should be a valid estimate when n = O(1). Yet here and
in the existing randomized misfit methods mentioned above, it is observed that high-quality
randomized MAP estimates can be obtained with small n.
This chapter proves that a connection with random projection theory is the key to
understanding why the RMA method results in an acceptable solution for a surprisingly
small randomized misfit dimension, and not just in the limit. This is essential in order to
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show that the RMA effectively bounds the computational impact of big data in solving large-
scale inverse problems. The analysis here could potentially be extended to existing methods
that use randomized objective functions, and the next chapter demonstrates an extension to
a randomized inversion method for large-scale problems in subsurface hydrogeology.
3.2 Background on random projections for high-dimensional data
Roughly speaking, random projections are “quasi-orthogonal” transformations from
high-dimensional spaces to much lower-dimensional spaces that, with high probability, pre-
serve geometric properties such as Euclidean norms, distances, and angles. They are partic-
ularly appreciated for possessing such properties independent of the original data dimension.
The geometric invariance properties are a consequence of the concentration of measure phe-
nomenon in high dimensions. One can check that two high-dimensional random Gaussian
vectors on the unit sphere are nearly orthonormal, and that this phenomenon becomes more
pronounced as the dimension grows larger.1
Here it is shown that for a broad class of distributions, the probability that a sample
average falls within a specified ball around its mean grows exponentially high with the sample
size. This is due to the power of many independent random projections working together.
Random projections provide probabilistic accuracy bounds that are parameterized by the
degree of approximation or the dimension of the reduced space. That is, given a tolerance
of approximation, one can find the reduced space dimension that will preserve Euclidean
norm and vice versa. To assist in the practical use and verification of the RMA method, the
numerical examples in section 3.7 use random projections that are implementation-friendly.
An active area of research is developing optimization methods for when the data set
does not even fit in memory. The data needs to be subsampled prior to input. It must be
1(See https://gitlab.com/ellenble/shared/tree/master/RandomProjectionDemo for a demonstration in
MATLAB.)
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stressed here that this is not the main target of the randomized misfit approach. In the
approach presented here, the data vector is not subsampled, but rather the misfit between
the model and the data is linearly transformed to a smaller dimension where its geometric
properties are preserved. This is equivalent to summing random linear combinations of the
misfit components. Note this is not cleaning the data, fusing data points, or choosing a
random subset of data to represent the full data set. The entire data set is used. The
motivation is that the dominant cost in our problem setting is the number of PDE solves.
The misfit vector dimension, as will be shown, is a hard upper bound on a dominant factor
of the total complexity, if using a state-of-the-art solver.
Thus the RMA can be used to transform the misfit vector to a smaller dimension, and
quantifiably reduce the source of computational complexity in solving big data inverse prob-
lems, while guaranteeing the validity of the converged MAP estimate. The computational
complexity reduction is discussed in detail in subsection 3.6.3.
The presentation is here is purposefully general and does not assume any particular
underlying structure of the observational data, aside from its relationship to parameter space
via the parameter-to-observable map and the noise model. Again there is a large body of
work in data sampling, compression and/or fusion that exploits known underlying structure
of the observational data set, typically for specific inverse problems. These methods are not
incompatible with the approach we outline. They could potentially be combined with the
method here to provide maximum computational savings.
3.3 Background on randomized methods for solving inverse prob-
lems
Since [55], many randomized methods to reduce the computational complexity of
large-scale PDE-constrained inverse problems have focused on use of the randomized SVD
algorithm of [95]. This algorithm has been used to generate truncated SVD approximations
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of the parameter-to-observable operator [6, 34, 65, 150, 151], the regularization operator
[73, 84], or the prior-preconditioned Hessian of the objective function [5, 22, 25, 26, 127].
The algorithm uses a random projection matrix to produce a low-rank operator. To our
knowledge, only Gaussian distributions are used. The randomized operator is subsequently
factored to generate an approximate SVD decomposition for the original operator A. Theo-
retical results in [95] guarantee the spectral norm accuracy of this approximation is of order
σk+1(A) with a very high user-defined probability. Here k is equal to the reduced dimension
n plus a small number of oversampling vectors. Subsequently, results known about the ac-
curacy of a deterministic inverse solution (e.g., Proposition 1 in [128], Theorem 1 in [150])
to a problem approximated with a randomized method are derived using this bound from
[95]. The bounds assume knowledge of σk+1(A).
Random source encoding or simultaneous (random) source methods have been shown
to be effective for parameter estimation in PDE-constrained inverse problems with multiple
right-hand sides (sources) and corresponding data sets [54, 81, 82, 102, 118, 119, 120, 121,
122, 123, 143]. This problem framework characterizes many inverse problems, including
electromagnetic imaging (e.g. [52, 111]), seismic waveform inversion (e.g. [58, 81, 115, 147]),
the DC resistivity problem (e.g. [53, 53]), and electromagnetic impedance tomography (e.g.
[44] or Sec. 6.3 in [69]). Simultaneous source methods take random linear combinations of s
sources to produce s˜ randomly combined sources, where s˜ s. The result is a randomized
misfit function that requires just s˜ PDE solves to evaluate instead of s PDE solves. The work
in [154] shows that source encoding in its stochastic reformulation (and as a stochastic trace
estimator method [62]) is equivalent to an application of the random projection defined in
[1]. Simultaneous source methods point out that numerical solutions are surprisingly better
than the theory predicts with a small number of sources s˜ (e.g. s˜ ∼ O(1)) [9, 54, 81, 118,
119, 120, 121, 122, 154].
This chapter extends the above work in several directions. The RMA allows for a
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stochastic reformulation of all PDE-constrained inverse problems recast in a constrained
least-squares formulation, not just multi-source problems. The analysis of computational
efficiency is necessarily different and depends on how the large data dimension affects the
optimization. The computational cost reduction for this method is demonstrated, and is
shown to be different and more generalizable than the reduction offered by simultaneous
source methods.
3.4 A prototype big data Bayesian inverse problem
This reach of this chapter is restricted to MAP computation, a necessary starting
point, in order to focus on methodology development in addressing the challenge of big data,
i.e., large N . Scalability and efficiency of the method in the Bayesian setting is the focus of
ongoing work.
3.5 Randomized misfit approach (RMA): Method derivation
The following is the basic derivation of the randomized misfit approach as a Monte
Carlo method (as the number of random realizations n goes to infinity), and the intuition
and analysis of its efficacy for small n is detailed in the following section.
Let r ∈ RN be a random vector with mean zero and identity covariance, i.e. Er
[
rr>
]
=
I (equivalently, let r be the vector of N i.i.d. random variables ζ with mean zero and variance
1).
Then the misfit term of (2.8) can be rewritten as:∥∥∥d̂− F̂(u)∥∥∥2 = (d̂− F̂(u))> Er [rr>] (d̂− F̂(u)) = Er [r> (d̂− F̂(u))]2 , (3.1)
which allows us to write the objective functional in (2.8) as
J (u) =
1
2
Er
[
r>
(
d̂− F̂(u)
)]2
+
1
2
‖u− u0‖2C . (3.2)
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We then approximate the expectation Er [·] using a Monte Carlo approximation (also
known as the Sample Average Approximation (SAA) [103, 132]) with n i.i.d. draws {rj}nj=1.
This leads to the randomized inverse problem
min
u
Jn (u; r) =
1
2n
n∑
j=1
[
r>j
(
d̂− F̂ (u)
)]2
+
1
2
‖u− u0‖2C .
=
1
2
∥∥∥d˜− F˜ (u)∥∥∥2 + 1
2
‖u− u0‖2C , (3.3)
where d˜ := 1√
n
[r1, . . . , rn]
> d̂, and F˜ (u) := 1√
n
[r1, . . . , rn]
> F̂ (u) ∈ Rn. We call d˜ − F˜ (u)
the reduced data misfit vector.
For a reduced misfit vector dimension n N , we call this randomization the random-
ized misfit approach (RMA). The new problem (3.3) with fixed i.i.d. realizations {rj}nj=1
may be solved using any scalable robust optimization algorithm. For the numerical exper-
iments in section 3.7, a globalized inexact Newton-CG implementation [15] is used. The
use of a similar mesh-independent Newton-type method is assumed for the discussion of
computational complexity in subsection 3.6.3.
We define the RMA MAP point, the MAP point of (3.3), as
uMAPn := arg min
u
Jn (u) , (3.4)
the optimal RMA cost as J?n := Jn
(
uMAPn
)
, and the optimal true cost as J? := J
(
uMAP
)
.
We wish to characterize the errors |J?n − J?| and
∥∥uMAPn − uMAP∥∥ for a given reduced misfit
dimension n. This is the subject of section 3.6.
3.6 Theoretical analysis of the randomized misfit approach
3.6.1 A guarantee of validity for the RMA solution with small n
For a given u in parameter space, it is clear that Jn (u; r) in (3.3) is an unbiased
estimator of J (u). It is also clear from the Law of Large Numbers that Jn (u) converges
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almost surely to its mean J (u). However, demonstrating the efficacy of the randomized misfit
approach with a small number of random realizations n, lies in exploiting a “concentration of
measure” phenomenon in high dimensions. That is, the first step is to quantify convergence
of Jn (u) close to its mean J (u).
This requires characterizing the exponential decay of the objective function error,
which is parameterized by the reduced misfit dimension n.
We first show that errors larger than δ/2, for a given δ > 0, decay with a rate at least
as fast as the tail of a centered Gaussian. That is, for some distribution in (3.3) we have
P
[
|Jn (u; r)− J (u)| > δ
2
]
≤ e−nI(δ), (3.5)
where
I (δ) ≥ c δ
2
2θ2
. (3.6)
for some c > 0 and some θ.
This rate is sufficient to guarantee the solution attained from the the randomized
misfit approach is a discrepancy principle-satisfying solution for the original inverse prob-
lem as will be shown in Theorem 2. Inequality (3.5) is equivalent to the statement that
P
[|Jn (u; r)− J (u)| > δ2] satisfies a large deviation principle with large deviation rate func-
tion I (δ) [139].
The following proposition may be viewed as a special case of Cramér’s Theorem,
which states that a sample mean of i.i.d. random variables X asymptotically obeys a large
deviation principle with rate I (δ) = supk
{
kδ − lnE [ekX]} [139]. However we require the
exact non-asymptotic bounds as derived here to show convergence of the RMA for n = O(1).
Recall that a real-valued random variable X is θ-subgaussian if there exists some θ > 0 such
that for all t ∈ R, E [etX] ≤ eθ2t2/2.
Proposition 1. The RMA error |Jn (u; r)− J (u)| has a tail probability that decays exponen-
tially in n with a nontrivial large deviation rate. Furthermore, if the RMA is constructed with
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r such that 2|Jn (u; r)− J (u)| is the sample mean of i.i.d. θ-subgaussian random variables,
then its large deviation rate is bounded below by c δ
2
2θ2
for some c > 0.
Proof. Given r, define the random variable
T (r; u) :=
[
r>
(
d̂− F̂ (u)
)]2
−
∥∥∥d̂− F̂ (u)∥∥∥2 . (3.7)
By a standard Chernoff bound (see, e.g.[71]), we have that the RMA tail error decays expo-
nentially as
P
[
1
n
n∑
j=1
T (rj; u) > δ
]
≤ e−nI(δ), (3.8)
where I(δ) = maxt
{
tδ − lnE [etT (r;u)]} is the large deviation rate.
The second part of the proposition follows with c = 1 by bounding E
[
etT (r;u)
]
in (3.8)
and computing the maximum of tδ − θ2t2/2.
A large number of distributions are subgaussian, notably the Gaussian and Rademacher
(also referred to as Bernoulli) distributions, and in fact any bounded random variable is sub-
gaussian. One class of subgaussian distributions that provides additional computational
efficiency is the following.
Definition 1 (`-percent sparse random variables [86, 96]). Let s = 1
1−` where ` ∈ [0, 1) is
the level of sparsity desired. Then
ζ =
√
s

+1 with probability 1
2s
,
0 with probability ` = 1− 1
s
,
−1 with probability 1
2s
(3.9)
is a `-percent sparse distribution.
Note that for ` = 0, ζ corresponds to a Rademacher distribution, and that ` = 2/3
corresponds to the Achlioptas distribution [1]. By inspection we have that E [ζ] = 0 and
E [ζ2] = 1, and thus draws from ζ can be used in the randomized misfit approach.
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The distributions arising from Definition 1 are well-suited for the randomized misfit
approach. They are easy to implement, and the computation of the randomized misfit vector
amounts to only summations and subtractions, adding a further speedup to the method.
Increasing from s = 1 to s > 1 results in a s-fold speedup as only 1/s of the data is included.
Note the RMA cost can be seen as the sum of n random combinations from theN -dimensional
misfit vector. Since each random combination has a different sparsity pattern, we effectively
do not exclude any data, yet each computation requires only 1/s of the data.
The distributions defined by Definition 1, where 1 ≤ s < ∞, the random variable ζ
distributed by Definition 1 have E
[
etζ
] ≤ e b2t22 with b = √s− 2 ln s, ∀t ∈ (0, 1] : Using the
inequality (2k)! ≥ 2kk! and the Taylor expansion around 0, for t ∈ (0, 1]
E
[
etζ
]
=
1
s
∞∑
k=0
(st2)
k
(2k)!
≤ 1
s
∞∑
k=0
(st2)
2kk!
=
1
s
e
s
2
t2 = e− ln s+
s
2
t2 ≤ e−t2 ln s+ s2 t2 . (3.10)
So, the distributions defined Definition 1 are permitted in the following theorem,
which defines the random projections that will lead to a RMA solution with a guarantee of
validity.
Theorem 1. Define v := d̂−F̂ (u) ∈ RN . If r in (3.7) has components that are b-subgaussian
for some b ≥ 1/√2, then the RMA error has a large deviation rate bounded below by c δ2
2θ2
for θ = ‖v‖2 /√2 and some 0 < c < 1
8b4
.
Proof. Let r ∈ RN such that r has i.i.d. b-subgaussian components ri, with b ≥ 1/
√
2,
E [ri] = 0, and E [r2i ] = 1. Define w = v‖v‖ and X = r
>w. Then
E
[
etT
]
= e−t‖v‖
2
E
[
et‖v‖
2X2
]
∀t ∈ R. (3.11)
From [96, Lemma 2.2], E [X2] = 1 and X is also b-subgaussian. Then, by [64, Remark 5.1],
for 0 ≤ t ≤ 1
4b2
,
E
[
etX
2
]
≤
√
2. (3.12)
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For 0 < t ≤ 1
4b2‖v‖2 , we have
E
[
et‖v‖
2X2
]
≤ 1 + t ‖v‖2 + t ‖v‖4 E [X
4]
2
+
∞∑
k=3
(
1
4b2
)k (
4b2t ‖v‖2)k E [X2k]
k!
≤ 1 + t ‖v‖2 + t2 ‖v‖4 E [X
4]
2
+
(
4b2t ‖v‖2)3 ∞∑
k=3
(
1
4b2
)k E [X2k]
k!
≤ 1 + t ‖v‖2 + t2 ‖v‖4 E [X
4]
2
+
(
4b2t ‖v‖2)3 E [e 14b2X2]
≤ 1 + t ‖v‖2 + t2 ‖v‖4 E [X
4]
2
+ 64
√
2b6t3 ‖v‖6
≤ 1 + t ‖v‖2 + 8b4t2 ‖v‖4 + 64
√
2b6t3 ‖v‖6
≤ et‖v‖2+8b4t2‖v‖4+64
√
2b6t3‖v‖6 ,
using (3.12) in the fourth inequality and [134, p.93] in the fifth inequality. Let t? = δ8b4‖v‖4q
where q > 1. Assuming ‖v‖2  δ, we have that
E
[
et
?T
] ≤ e8b4t2?‖v‖4+64√2b6t3?‖v‖6 = e δ28b4‖v‖4q2 +√2 δ38b6‖v‖6q3 .
Then
I (δ) ≥ δt? − lnE
[
et?T
] ≥ (1− 1
q
)
δ2
8b4 ‖v‖4 q −
√
2
δ3
8b6 ‖v‖6 q3 ≥ c
δ
‖v‖4 ,
where 0 < c < 1
8b4
. Taking 2θ2 = ‖v‖4 concludes the proof.
A sharper result can be obtained for RMA constructed with b-subgaussian random
variables where b ≤ 1. Note that this includes the distribution Definition 1 with s = 1
(Rademacher) and s = 3 (Achlioptas) by the above theorem. Following [64, (5)], let g be a
standard Gaussian random variable, independent of all other random variables. Then, we
have that for 0 < t < 1
2‖v‖2 ,
E
[
et‖v‖
2X
]
≤ Eg
[
N∏
i
eb
2t‖v‖2w2i g2
]
≤ Eg
[
et‖v‖
2g2
]
=
1√
1− 2t ‖v‖2
. (3.13)
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So from (3.11) we have that
E
[
etT (u,r)
] ≤ e−t‖v‖2√
1− 2t ‖v‖2
= e−t‖v‖
2− 1
2
ln(1−2t‖v‖2). (3.14)
Then
tδ − ln (E [T (u, r)]) ≥ tδ + t ‖v‖2 + 1
2
ln
(
1− 2t ‖v‖2) =: f (t) . (3.15)
Computing the derivative, we have that f (t) attains a maximum at
tmax =
δ
2
(‖v‖4 + δ ‖v‖2) . (3.16)
Thus, we have
max f (t) =
δ2
2
(‖v‖4 + δ ‖v‖2) + δ2 (‖v‖2 + δ) + 12 ln
(
1− δ‖v‖2 + δ
)
=
δ2
2
(‖v‖4 + δ ‖v‖2) − 14 δ2(‖v‖2 + δ)2 − 16 δ
3(‖v‖2 + δ)3 − · · ·
=
δ2
4
(‖v‖4 + δ ‖v‖2) + 14
{
δ2(‖v‖4 + δ ‖v‖2) − δ2(‖v‖2 + δ)2
}
− 1
6
δ3(‖v‖2 + δ)3 − · · · ≥ c δ
2
‖v‖4 ,
where we employed the Taylor expansion in the second equality, and in the last inequality c
is some constant less than 1/4. Note that the last inequality holds for δ  ‖v‖2 and taking
2θ2 = ‖v‖4 concludes the proof.
The next theorem is the main research contribution of this chapter. It guarantees
with high probability that the RMA solution will be a solution of the original problem under
Morozov’s discrepancy principle, for relatively small n.
The theorem requires the following lemma, which defines the
Lemma 1. Let v := d̂ − F̂ (u). Suppose that r is distributed such that the large deviation
rate of the RMA error is bounded below by c δ
2
2θ2
for some c > 0 and θ = ‖v‖2 /√2. Given a
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cost distortion tolerance ε > 0 and a failure rate β > 0, let
n ≥ β
cε2
. (3.17)
Then with probability at least 1− e−β,
(1− ε) ‖v‖2 ≤ 1
n
n∑
j=1
(
r>j v
)2 ≤ (1 + ε) ‖v‖2 , (3.18)
and hence,
(1− ε) J (u) ≤ Jn (u; r) ≤ (1 + ε) J (u) . (3.19)
Proof. The proof follows from setting δ = ε ‖v‖2 in (3.5).
This lemma demonstrates a remarkable fact that with n i.i.d. draws one can reduce
the data misfit dimension from N to n while bearing a relative error of ε = O (1/√n) in the
cost function, where the reduced dimension n is independent of the dimension N of the data.
This idea is the basis for data-reduction techniques via variants of the Johnson-Lindenstrauss
Lemma in existing work with random projections (see e.g. [48, 60, 91]). With the connection
through the randomized misfit approach, the ubiquitous N -independent Monte Carlo factor
ε = O (1/√n) in Johnson-Lindenstrauss literature can thus be understood by reframing the
application of a random projection as a Monte Carlo method in the form of (3.18).
Unlike other applications of the Monte Carlo method, e.g. Markov chain Monte Carlo,
in which n must be large to be successful, n can be moderate or small for inverse problems,
depending on the noise η in (2.2). In the following theorem we show this is possible via
Morozov’s discrepancy principle [101]. To avoid over-fitting the noise, from (2.1) one seeks
a MAP point uMAP such that
∣∣dj −w (xj; uMAP)∣∣ ≈ σ, i.e. ∥∥∥d̂− F̂ (uMAP)∥∥∥2 ≈ N . We say
that an inverse solution uMAP satisfies Morozov’s discrepancy principle with parameter τ if∥∥∥d̂− F̂ (uMAP)∥∥∥2 = τN (3.20)
for some τ ≈ 1.
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Theorem 2 (Statistical Morozov’s discrepancy principle). Suppose that the conditions of
Lemma 1 are met. If uMAPn is a discrepancy principle-satisfying solution for the RMA cost,
i.e.,
Jn
(
uMAPn , r
)
:=
1
n
n∑
j=1
[
r>j
(
d̂− F̂ (uMAPn ))]2 = τ ′N (3.21)
for some τ ′ ≈ 1, then with probability at least 1−e−β, uMAPn is also a solution for the original
problem that satisfies Morozov’s discrepancy principle with parameter τ , i.e.
J (uMAPn ) := ∥∥∥d̂− F̂ (uMAPn )∥∥∥2 = τN. (3.22)
for τ ∈ [ τ ′
1+ε
, τ
′
1−ε
]
.
Proof. The claim is a direct consequence of (3.18).
3.6.2 Other theoretical results
We are now in the position to show a different proof of the Johnson-Lindenstrauss
embedding theorem using a stochastic programming derivation of the RMA. Following [129],
we define a map S from Rn to RN , where n N , to be a Johnson-Lindenstrauss transform
(JLT) if
(1− ε) ‖v‖2 ≤ ‖Sv‖2 ≤ (1 + ε) ‖v‖2 , (3.23)
holds with some probability p = p (n, ε), where ε > 0.
Theorem 3 (Johnson-Lindenstrauss embedding theorem [42, 64, 96]). Suppose that r is
distributed such that the large deviation rate of the RMA error is bounded below by c δ
2
2θ2
for
some c > 0 and some θ. Let 0 < ε < 1, vi ∈ RN , i = 1, . . . ,m, and n = O (ε−2 lnm). Then
there exists a map F : RN → Rn such that
(1− ε) ‖vi − vj‖2 ≤ ‖F (vi)−F (vj)‖2 ≤ (1 + ε) ‖vi − vj‖2 ∀i, j. (3.24)
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Proof. The conditions of Lemma 1 hold, thus for a given v ∈ RN , note that (3.18) is
equivalent to
(1− ε) ‖v‖2 ≤ ‖Σv‖2 ≤ (1 + ε) ‖v‖2 , (3.25)
where
Σ :=
1√
n
[r1, . . . , rn]
> . (3.26)
Define F (v) := Σv. Inequality (3.24) is then a direct consequence of (3.25) for a pair (vi,vj)
with probability at least 1− e− c2nε2 . Using an union bound over all pairs, claim (3.24) holds
for any pair with probability at least 1−m−α if n ≥ c (2+α)
ε2
lnm.
As discussed above, Jn (u; r) is an unbiased estimator of J (u). It is therefore reason-
able to expect that J?n := minu Jn (u; r) converges to J? := minu J (u). The following result
[132, Propositions 5.2 and 5.6] states that under mild conditions J?n in fact converges to J?.
It is not unbiased, but is however downward biased.
Proposition 2. Assume that Jn (u; r) converges to J (u) with probability 1 uniformly in u,
then J?n converges to J? with probability 1. Furthermore, it holds that
E [J?n] ≤ E
[
J?n+1
] ≤ J?, (3.27)
that is, J?n is a downward-biased estimator of J?.
Stochastic programming theory gives a stronger characterization of this convergence.
One can show that uMAPn converges weakly to uMAP with an n−
1
2 rate. If J (u) is convex with
finite value, then uMAPn = uMAP with probability exponentially converging to 1. See Chapter
5 in [132] for details. For a linear forward map F (u) = Fu, that is, J (u) is quadratic, we
can derive a bound on the solution error using the spectral norm of F.
Theorem 4. Suppose the conditions of Lemma 1 hold. Let m := rank(F̂). Then
i) (1− ε) J? ≤ J?n ≤ (1 + ε) J?, and
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ii) if F is linear, then with probability at least 1−m−α
∥∥uMAPn − uMAP∥∥ ≤ εσ2min (G)
(∥∥∥F̂∥∥∥∥∥uMAP∥∥+ ∥∥∥d̂∥∥∥)∥∥∥F̂∥∥∥ , (3.28)
where G :=
(
F̂>ΣΣ>F̂ + C−1
) 1
2 , and n = O (ε−2 (2 + α) lnm).
Proof. The first assertion follows from (3.19) and the definition of uMAPn (3.4), indeed
J?n = Jn
(
uMAPn
) ≤ J (uMAP) ≤ (1 + ε) J (uMAP) = (1 + ε) J?, (3.29)
and the other direction is similar. For the second assertion, note that uMAP and uMAPn are
solutions of the following first optimality conditions(
F̂>F̂ + C−1
)
u? = F̂>d̂ + C−1u0, (3.30a)(
F̂>ΣΣ>F̂ + C−1
)
uMAPn = F̂
>ΣΣ>d̂ + C−1u0. (3.30b)
Define s∆ := uMAP − uMAPn . An algebraic manipulation of (3.30) gives(
F̂>ΣΣ>F̂ + C−1
)
s∆ =
(
F̂>ΣΣ>F̂− F̂>F̂
)
uMAP + F̂>d̂− F̂>ΣΣ>d̂. (3.31)
Taking the inner product of both sides with s∆ we have
〈
s∆,
(
F̂TΣΣT F̂ + C−1
)
s∆
〉
=
〈
F̂s∆,ΣΣT F̂u? − F̂u?
〉
+
〈
F̂s∆, d̂−ΣΣT d̂
〉
. (3.32)
Then we can bound the left-hand side of (3.32):〈
s∆,
(
F̂>ΣΣ>F̂ + C−1
)
s∆
〉
≥ σ2min (G) s∆2. (3.33)
To bound terms on right hand side of (3.32), we need the following straightforward variant
of (3.25), i.e. ∀v ∈ RN and n = O (ε−2):
∥∥ΣΣ>v − v∥∥ ≤ ε ‖v‖ . (3.34)
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Using the Cauchy-Schwarz inequality we have〈
F̂s∆,ΣΣT F̂u? − F̂u?
〉
≤ ε
∥∥∥F̂∥∥∥2 ‖s∆‖ ‖u?‖ , (3.35a)〈
F̂s∆, d̂−ΣΣT d̂
〉
≤ ε
∥∥∥F̂∥∥∥ ‖s∆‖∥∥∥d̂∥∥∥ , (3.35b)
where we have used (3.34) and definition of matrix norm. Next, combining (3.35) and (3.33)
ends the proof.
Note that for inequalities in (3.35) to be valid, it is sufficient to choose n, α, ε such
that (3.34) is valid for m basis vectors spanning the column space of F̂, and hence n =
O (ε−2 (2 + α) lnm) by the union bound.
Remark 1. The bound in (3.28) is not a unique estimation. One can first rewrite J (u) and
Jn (u; r) as
J (u) = 1
2
∥∥∥∥[ d̂C−1/2u0
]
−
[
F̂
C−1/2
]
u
∥∥∥∥2 ,
Jn (u; r) =
1
2
∥∥∥∥[ sΣ> 00 I
]{[
d̂
C−1/2u0
]
−
[
F̂
C−1/2
]
u
}∥∥∥∥2 .
If Σ is a Johnson-Lindenstrauss transform, then S :=
[
sΣ> 0
0 I
]
is also a JLT with
the same parameters:
∥∥∥∥S [ vw
]∥∥∥∥2 = ‖sΣv‖2 + ‖w‖2 ≤ (1 + ε) ‖v‖2 + ‖w‖2 ≤ (1 + ε)∥∥∥∥[ vw
]∥∥∥∥2 . (3.36)
Applying [129, Theorem 12], we conclude that with probability at least 1/3,
∥∥uMAPn − uMAP∥∥ ≤ ελmin√J?, (3.37)
where λmin is the minimum nonzero singular value of
[
F̂>,C−1/2
]>
.
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3.6.3 Data-scalability and cost complexity estimate
This section presents a qualitative discussion of the computational complexity and
scalability of the randomized misfit approach. Numerical evidence of scalability to large
data dimensions is presented in subsection 3.7.3. For concreteness and ease of comparison,
a Newton-type optimization method is assumed. The theory in subsections 3.6.1 and 3.6.2
is independent of the solver used.
The cost complexity of solving the randomized problem (3.3) is measured in number
of PDE solves, i.e. solves of the forward or adjoint PDE and incremental variants. This
characterization of complexity is agnostic to the specific governing forward PDE or PDE
solver. For nontrivial forward problems, the total runtime of MAP point computation and
uncertainty quantification is overwhelmingly dominated by the PDE solves; the cost of linear
algebra is negligible in comparison [6, 25, 26, 65, 114].
In particular, with an inexact Newton-CG method, the cost of each Newton step is
dominated by conjugate gradient (CG) iterations. Each CG iteration requires an application
of the data misfit Hessian, which in turn requires a pair of incremental forward and adjoint
PDE solves [6, 25, 26, 47, 65]. Thus the total work estimate is O(2rkNewton) PDE solves.
Here, kNewton is the total number of Newton iterations and r is the numerical rank of the
prior-preconditioned data misfit Hessian (or equivalently, the dimension of the likelihood-
informed subspace (LIS) of parameter space [41]). Current state-of-the-art implementations
demonstrate that, for a wide class of inverse problems, the number of outer Newton itera-
tions kNewton and the numerical rank r are both independent of the mesh-size [26, 47, 65].
Mesh-independence is essential for ensuring scalability of a method to very high parameter
dimensions.
The challenge is that even though r may be independent of the mesh, it still depends
on the information content of the data. For many practical large-scale problems with high-
dimensional data, r is on the order of hundreds or thousands (e.g. r = 5000 in [65] and r =
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1500 for a linear 3D convection diffusion problem in [47]). Consequently, even with the best
methods and modern supercomputers, solving the inverse problem is still computationally
expensive.
Recall that for a given inverse problem, r is a fixed constant intrinsic to the misfit
function, as it is the numerical rank of the prior-preconditioned Hessian of the misfit. A
Newton-type method requires 2r PDE solves (i.e. r inner iterations) at each outer iteration
to sufficiently capture the r dominant modes of the misfit Hessian. Arbitrarily taking a
much smaller number of inner iterations than r would result in more Newton iterations and
degradation of the overall convergence. This constraint necessitates the use of a surrogate
misfit function, with a Hessian that has numerical rank smaller than r, in order to bypass
the impact of r on the overall cost of solving the inverse problem.
Ideally, this surrogate would leverage a small loss in the “level of parameter informa-
tion in data” to obtain a large reduction in the overall computational cost of computing the
inverse solution. In fact, this is what the randomized misfit approach can offer. The RMA
cost is a surrogate cost that reduces the factor of r in the work estimate to an n r, while
providing a guarantee of solution viability. Note that the reduced misfit vector dimension
n is a hard upper bound on the numerical rank of the misfit Hessian for the RMA cost Jn
(3.3). This is numerically demonstrated for an elliptic inverse problem in subsection 3.7.3.
Using the theory in subsection 3.6.1, we can explicitly quantify the substantial gains
in computational efficiency that are achieved with a specified accuracy level and a specified
confidence level. This occurs by reframing the deterministic solution as one that holds with
a given high probability.
The overall work estimate for the randomized misfit approach therefore isO(2nkNewton).
This cost reduction analysis is markedly different from the analysis in the stochastic simulta-
neous source methods described in subsection 1.1.1. By combining a large number of input
sources s into a smaller number s˜, stochastic methods for multiple sources reduce the original
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problem from O(2rkNewtons) to O(2rkNewtons˜) where s˜ s. Note that the RMA can provide
a reduced work estimate in the most general class of inverse problems where s = 1 and a
guarantee of solution viability, whereas randomized simultaneous source methods cannot.
3.7 Numerical results
In this section we demonstrate the randomized misfit approach with different distri-
butions for r in (3.3). We also verify that the convergence is indeed O(1/√n) as guaranteed
by Theorem 3. Lastly we verify Theorem 2, the statistical Morozov’s discrepancy principle.
The distributions that tested in the randomized misfit approach results of this section
are:
• Gaussian
• Rademacher
• Achlioptas
• 95%-sparse (s-sparse Definition 1 with s = 20)
• 99%-sparse (s-sparse Definition 1 with s = 100)
• Uniform U [−√12/2,√12/2]
There are many other distributions suitable for RMA in the literature on Johnson-
Lindenstrauss transforms that are not considered here, particularly the Subsampled Ran-
domized Hadamard Transform of [3, 140] and its subsequent fast and sparse variants. These
will be tested in future work.
Note that subsampling (random subset) matrices, are geometry preserving transformations[30,
43] and with modifications on the signs of the diagonal entries can be understood as random
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projections [49]. However, random subset transformations possess slower large deviation
decay rates than the distributions used to justify the RMA validity in Theorem 2, such as
(3.3), and thus do not preserve the same level of information for a given reduced dimension
n. They require more data to achieve the same level of geometry preservation.1
Random source encoding methods often test subsampling matrices to reduce the di-
mension of the misfit [120, 121, 142]. For many inverse problems with identifiable structure
in the data (e.g. 3-D hydraulic tomography [31]), subsampling can be extremely effective
for reducing the computational burden of large observational datasets. However, using the
definition of a subset matrix in [120, 121], subsampling down to misfit dimension n is equiv-
alent to choosing rj from the canonical set {e1, . . . , eN} without replacement. Therefore the
set {rj}nj=1 is not an i.i.d set, and does not satisfy the criteria for the distributions used
to arrive at Theorem 2 and define the RMA. Similar to [120, 121, 142], numerical results
(omitted here) are poorer with subsampling matrices compared to results the RMA random
projections when compared with the same reduced misfit dimension n.
The standard H1 (Ω) finite element method is used to discretize the misfit and the
regularization operator. The synthetic truths that we seek to recover are a 1-D sinusoidal
curve, a 2-D Gaussian on a thermal fin, and a cube with nonzero log conductivity values on
a sphere in the center and semispheres in the opposing corners. Figure 3.1 shows represen-
tations of utruth on a mesh for these cases.
The synthetic noisy temperature observations are then generated at all mesh points
through the forward model (2.4). The misfit vector generated from Figure 3.1(a) has data
dimension N = 1025 (with 1% percent added noise), from Figure 3.1(b) has data dimension
N = 1333 (with .1% percent added noise), and from Figure 3.1(c) has data dimension
1The author thanks Prof. Rachel Ward for this subtle insight. Note this section is updated from the
published RMA research article to correct the previous suggestion that subset matrices are not geometry
preserving transformations—they are. At the time of publication for the research article, the author was
unaware of the random subset literature in compressed sensing.
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N = 2474 (with .2% percent added noise), respectively.
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Figure 3.1: The distributed truth log conductivity parameters used in the experiments. The
parameter fields are used to obtain noise-corrupted temperature data through the forward
model (2.4).
For the inversion results we use an implementation of the trust region inexact Newton
conjugate gradient method, for which some of the main ideas can be found in [15, 17, 36, 107].
Unless otherwise noted, the stopping criteria is when the Newton step size, cost function
value, or norm of the gradient falls below 10−6.
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3.7.1 Convergence results
We first compare plots of the RMA cost Jn (u0) to the original cost J (u0) for a fixed
distributed parameter u0, using the model heat problem (2.4). We choose a random u0
from the prior distribution and construct the RMA cost Jn (u0) with the various random
projections listed above. Since u0 lives in high-dimensional space Rm, wherem is the number
of finite element nodal values, for the purpose of visualization Figure 3.2 shows plots of the
RMA cost Jˆn (κ) := Jn (u0 + κs) in a direction s := ∇J (u0) for the 3D example. For each of
the random projections tested we observe convergence of Jˆn (κ) to Jˆ (κ) as n increases. More
importantly, for all distributions, the minimizer of Jˆ (κ) is well-approximated by Jˆn (κ), even
for n small, as shown by Theorem 2. That is, although Jn for n = O(1) is far from J , the
local minimizers align. This is consistent with observed fidelity of randomized MAP points
despite the slow convergence of the randomized cost, and similar phenomena seen in related
methods. Plots with distributions other than Achlioptas and for the 1D and 2D examples
are omitted when results are similar to the 3D Achlioptas experiments (see
https://gitlab.com/ellenble/shared/blob/master/omittedplots.pdf).
Theorem 4 states that uMAPn , the minimizer of Jn, and the minimum objective function
value J?n converge at the same rate, given by the distortion tolerance ε, but with different
constants. Figure 3.2 illustrates how an RMA solution uˆ?n may converge quickly to uˆ?,
although convergence of the minimum value Jˆn(uˆn) to Jˆ(uˆ) can be slow due to the different
constant. To test this hypothesis at the actual minimizer uMAPn , we plot the error of the
RMA MAP point uMAPn and its corresponding optimal value J?n in Figure 3.3 for the 3D
example and the Achlioptas random projection2. Data shown is the average of five runs.
Both the absolute errors |J?n−J?| and
∥∥uMAPn − uMAP∥∥ and normalized errors |J?n−J?|/|J?|
and
∥∥uMAPn − uMAP∥∥ / ∥∥uMAP∥∥ are shown, and an O(1/√n) reference curve is plotted to
2Again, similar results are seen with the 1D and 2D examples and with different random projections.
They are omitted here.
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Figure 3.2: Contours of the RMA cost Jn with different n versus the original cost J , for the
3D example with the Achlioptas distribution. Contours are evaluated along a 1D direction
s parameterized by κ and centered at a random parameter u0 in the prior distribution. Red
triangles indicate the minimum values of each contour.
show the convergence rate is indeed O(1/√n) for both uMAPn and J?n. However, the absolute
error of uMAPn is orders of magnitude smaller than J?n for all considered random projections.
Also, the relative error in uMAPn decreases much faster than the relative error in J?n for 1 <
n < 100. Therefore a convergence analysis of the randomized cost Jn alone is not adequate
for understanding the method efficacy in this range; the additional theory in subsection 3.6.1
is required to characterize solution accuracy for n in the range of interest.
Inversion results from minimizing the RMA cost with different n in the 1D, 2D, and
3D example are shown alongside the true MAP estimate uMAP in Figures 3.4 to 3.6. The
figures shown are results with r distributed by the Achlioptas distribution (66% sparse). We
see that the original MAP point uMAP is well-approximated by the RMA solution uMAPn in
all cases with 50 ≤ n ≤ 100.
In a different experiment, we consider a 3D example in which only surface observations
are available. The parameters are the same as the problem represented by Figure 3.1(c) but
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Figure 3.3: Log-linear plots of absolute errors |J?n − J?| and
∥∥uMAPn − uMAP∥∥, relative er-
rors |J?n − J?|/|J?| and
∥∥uMAPn − uMAP∥∥ /∥∥uMAP∥∥, and O(1/√n) reference curves show the
O(1/√n) convergence rate for both uMAPn and J?n as given by Theorem 4.
the data are now obtained from 901 observations on the surface of the cube (except the
bottom surface), and the truth log conductivity is nonzero within the sphere of radius 0.5
centered at the origin as seen in Figure 3.7. Figure 3.8(d) shows the original MAP estimate
uMAP. Compared to the above example the recovery is poorer, but this is expected due
to having less observational data. Our interest however is in reducing the computational
burden caused by the large data dimension while recovering a reasonable MAP estimation.
Subsequently, we compare the RMA MAP point uMAPn to the true MAP point uMAP (a
minimizer of J). The results in Figure 3.8 show the RMA solutions uMAPn as n increases. As
can be seen, with n = 150, i.e. a 6-fold reduction in the data misfit dimension, the RMA
approximation uMAP150 is still a good approximation to the original MAP solution uMAP.
3.7.2 Verification of Theorem 2
Table 3.1 presents results for solving the model problem for the 1D, 2D, and 3D
examples with Morozov’s criterion, again using the Achlioptas random projection in the
randomized misfit approach. We perform several numerical experiments and choose an n
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Figure 3.4: 1D elliptic PDE example: Convergence of uMAPn to uMAP as n increases. The
Achlioptas random projection (66% sparse) is used for Σ and the original data dimension is
N = 1025.
for each example such that Morozov’s principle is met for Jn
(
uMAPn
)
with τ ′ ≈ 1. We
then compute the corresponding ranges for τ that are guaranteed with probability at least
p ≥ 1− e−β, after choosing an acceptable cost distortion tolerance of ε = 0.5 and β as large
as possible from (3.17). As can be seen, evaluating J (uMAPn ) gives a τ within the specified
range, which satisfies Morozov’s criterion. That is, even for moderately small values of n,
if the discrepancy principle is satisfied for Jn
(
uMAPn
)
, then the discrepancy principle is also
satisfied for J
(
uMAPn
)
. Thus uMAPn is a discrepancy principle-satisfying solution for both the
randomized reduced misfit dimension problem (3.3) and the original problem (2.8).
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Figure 3.5: 2D elliptic PDE example: Convergence of uMAPn to uMAP as n increases. The
Achlioptas random projection (66% sparse) is used for Σ and the original data dimension is
N = 1333.
Table 3.1: Verification of Morozov’s discrepancy principle for the RMA solution with ε = 0.5.
N n Jn
(
uMAPn
)
τ ′
[
τ ′
1+ε
, τ
′
1−ε
]
p J (uMAPn ) τ
1D 1025 100 1220 1.190 [0.793, 2.380] 95.6% 1074 1.048
2D 1333 50 1240 0.930 [0.620, 1.860] 79.0% 1406 1.055
3D 2474 75 2646 1.070 [0.713, 2.139] 90.4% 3928 1.588
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(a) n = 50 (b) n = 100
(c) n = 150 (d) uMAP
Figure 3.6: 3D elliptic PDE example: Convergence of uMAPn to uMAP as n increases. The
Achlioptas random projection (66% sparse) is used for Σ and the original data dimension is
N = 2474.
3.7.3 Scalability and performance
We study the effect of the RMA reduced misfit dimension n on the overall algorithmic
scalability of solving large-scale PDE-constrained inverse problems with high observational
data dimensions. Specifically, we wish to show that RMA convergence is independent of r,
the level of parameter information from the data (see subsection 3.6.3). Figure 3.9 compares
singular values of the prior-preconditioned misfit Hessian H corresponding to the original
problem cost J to the singular values of the surrogate prior-preconditioned misfit Hessian H˜
corresponding to the surrogate RMA cost Jn for n = 30, 50, and 100. The Hessians are each
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Figure 3.7: Truth u for 3D experiment with surface observations: The same number of mesh
elements as in Figure 3.1(c) is used but now the synthetic parameter is a single sphere, and
observational data is obtained from N = 901 mesh points on the top and side surfaces of
the cube.
evaluated at the same random point chosen from the prior. Note that the RMA reduced
misfit dimension n is a hard upper bound on the numerical rank of H˜, where numerical
rank is the number of singular values greater than some threshold  ≤ 1. Note also the
faster spectral decay of the singular values of H˜ compared to H. Faster decay demonstrates
that the action of H˜ on a vector can be captured with fewer modes than the action of
H, resulting in decreased overall work complexity as detailed in subsection 3.6.3. Similar
behavior is observed when the Hessians are evaluated at zero, at another random point, and
at the full MAP point uMAP, thus the plots are omitted.
Tables 3.2 and 3.3 respectively present algorithmic performance of the original 2D
and 3D elliptic problem compared to ten trials of the RMA with various distributions. To
investigate the effect of choosing the randomized misfit dimension n < r ≤ N on work
complexity, n is chosen to be 50 for the 2D example where N = 1333, and n = 300 for the
3D example where N = 2474. The Newton-CG solver is terminated when the gradient, cost,
or step size falls below a tolerance of 10−6, or after 200 Newton iterations for the 2D example
and 15 Newton iterations for the 3D example. Each trial uses a different random number
generator seed. We observe that on average, using the RMA with any distribution results in
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(a) n = 10 (b) n = 50
(c) n = 150 (d) u? (solution of the full cost)
Figure 3.8: 3D elliptic PDE example with surface observations: Convergence of uMAPn to
uMAP as n increases. The MAP solution is nearly approximated with an RMA reduced
misfit dimension of n = 150 (a 6-fold reduction from the N = 901 observational data points
on the surface). The Achlioptas random projection (66% sparse) is used for Σ.
close to half as many PDE solves compared to solving the full deterministic problem in the
2D example, and 14 to 28 percent fewer PDE solves in the 3D example. There appears to be
little demonstrable difference in the quality of the reconstruction as well; all experiments are
successful in reconstructing the Gaussian blob of high conductivity. Further investigation on
very large problems (r = O(1000) or larger) is needed.
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Figure 3.9: Log-linear spectra of the prior-preconditioned misfit Hessian for the 2D elliptic
example. Each spectrum is evaluated at at the same random parameter u drawn the prior.
Numerical rank is the number of singular values greater than some threshold  ≤ 1. The
misfit vector dimension (N in the original cost or n in the RMA cost) is a hard upper bound
on the numerical rank of the prior-preconditioned misfit Hessian. The misfit dimension N
for the original problem is 1333.
Table 3.2: Comparison of cost complexity measured in total number of PDE solves needed
to resolve the 2D elliptic problem with a Gauss-Newton solver. AVG is average over ten
trials. Convergence tolerances for the cost, gradient, and step size are set to 10−6 and the
maximum number of Newton iterations allowed is 200.
#PDE SOLVES Trial 1 Trial 2 Trial 3 Trial 4 Trial 5 Trial 6 Trial 7 Trial 8 Trial 9 Trial 10 AVG
Deterministic 2423 2423 2423 2423 2423 2423 2423 2423 2423 2423 2423.0
Rademacher 1303 1298 1273 1225 1279 1252 1270 1267 1252 1274 1269.3
Achlioptas 1149 1253 1293 1266 1253 1245 1267 1262 1231 1254 1247.3
95-percent sparse 1287 1272 1230 1273 1235 1217 1252 1248 1293 1238 1254.5
99-percent sparse 1212 1243 1245 1247 1250 1263 1268 1226 1218 1274 1244.6
Gaussian 1237 1258 1224 1226 1240 1273 1278 1255 1247 1234 1247.2
Uniform 1217 1244 1233 1242 1241 1264 1259 1262 1275 1248 1248.5
3.8 Discussion
The focus of this work is on the framework and resulting analysis of the method.
Numerical results are presented for a medium size (N = O(103)) synthetic steady-state
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Table 3.3: Comparison of cost complexity measured in total number of PDE solves needed
to resolve the 3D elliptic problem with a Gauss-Newton solver. AVG is average over ten
trials. Convergence tolerances for the cost, gradient, and step size are set to 10−6 and the
maximum number of Newton iterations allowed is 15.
#PDE SOLVES Trial 1 Trial 2 Trial 3 Trial 4 Trial 5 Trial 6 Trial 7 Trial 8 Trial 9 Trial 10 AVG
Deterministic 331 331 331 331 331 331 331 331 331 331 331.0
Rademacher 249 307 383 219 263 285 303 235 217 253 271.4
Achlioptas 259 287 263 257 283 203 259 223 319 255 260.8
95-percent sparse 279 273 221 231 285 241 255 313 217 367 268.2
99-percent sparse 277 321 271 249 279 395 273 223 281 279 284.8
Gaussian 219 223 323 199 257 233 229 257 211 225 237.6
Uniform 247 285 317 285 221 271 251 241 201 249 256.8
thermal conductivity example in 1D, 2D, and 3D and different distributions for numerical
justification of theoretical results and illustration of the method. The next chapter extends
the method to a transient groundwater inverse problem and presents numerical results with
larger scale data (N = O(107) .
Results presented in the current chapter are valid for nonlinear inverse problems with
the exception of part (ii) in Theorem 4 (which only applies to linear forward models). A result
is expected to also be true for nonlinear inverse problems, and this is under investigation.
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Chapter 4
The randomized geostatistical approach: Extension of
RMA to big geostatistical data
This chapter is adapted from a reduced subset of material published as a research
article in [88]. It is an application of the randomized misfit approach (RMA) introduced
in the previous chapter to a geostatistical inversion method that is prevalent in geoscience
applications, particularly in subsurface characterization for hydrogeology applications. The
applied method is referred to as the randomized geostatistical approach (RGA). It is in-
cluded in this dissertation because it demonstrates an extension of the RMA, as a strategy
for reducing the impact of big data, to address a known computational limitation of the
widely used geostatistical approach (GA) [74, 75, 127] and its subsequent extensions [73, 84]
in solving geostatistical inverse problems with both high-dimensional parameter spaces and
high-dimensional data. The contributions of the author to the multi-authored article in-
cluded the development of the RGA method, the computational implementation of the RGA
method and the reference method, generating some of the inversion results, and writing part
of the manuscript. The method was developed during the author’s internship in the Los
Alamos National Laboratory Computational Earth Sciences Group, within the Subsurface
Flow and Transport team.
Note that the motivation for constructing the RMA and its analysis in the previous
chapter is based on an observation that state-of-the-art methods are not independent of
the effective level of information in the data—the rank r of the prior-preconditioned Gauss-
Newton misfit Hessian of the negative log-likelihood. State-of-the-art denotes methods that
efficiently use second-order derivative information, possibly via a matrix-free construction of
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the Hessian-action by solving the linearized forward and adjoint PDE models.
In practice, domain scientists who need to solve large-scale inverse problems often
access the forward solver as a black box, and may not have access to the linearized PDE
models. Or, they may not have the resources to do the time-consuming work of developing
the linearized PDE solvers. Thus, the method in this chapter extends the RMA to the
RGA, a new black-box method for geostatistical inversion problems with big data and high-
dimensional parameter spaces.
A necessarily different complexity analysis is given in this chapter in order to fairly
assess the efficiency of the RGA against existing geostatistical inversion methods. Compu-
tational costs of implementing the inversion methods in this chapter are given using the
standard asymptotic number of numerical operations. Memory costs are also assessed, since
geostatistical inversion methods can be memory bound due to their explicit construction
of matrices. Note that this chapter uses big O notation for denoting the computational
complexity in floating point operations per second (FLOPS), and for denoting the memory
complexity in bytes. The RMA analysis in the previous chapter uses O for denoting the
complexity in number of PDE solves, based on assumed use of the state-of-the-art methods
described above.
4.1 Motivation for a data-driven randomized geostatistical approach
(RGA)
Geostatistical inversion methods (often referred to methods for inverse modeling in
the geosciences) are data-driven methods for the estimation of a spatially-varying field u(x)
(the unknown parameter). The geostatistical approach is an empirical Bayesian algorithm
that is commonly used for solving inverse problems in the geosciences [73, 84, 127].
It is widely used because it is seen as a practical method that also has the ability to
quantify uncertainty [127]. Thus, use of the geostatistical approach is found in many various
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applications, ranging from subsurface characterization [63, 144, 145, 152] to modeling land-
atmosphere interactions in earth systems sciences [98].
The term geostatistical indicates that the unknown u is modeled as a random field
with some unknown spatial correlation. Thus, the first step of inverse modeling involves
elicitation of the prior model for the random parameter field u, using the data (the stage of
estimating structural parameters to specify the prior model). Then, the data is used with
the forward model and the prior model to infer the unknown parameter and quantify the
uncertainty (the stage of estimating the parameter u, conditioned on the data) [75, 127].
4.2 Addressing complexity issues in geostatistical inversion with the
RGA
Efficient state-of-the-art Bayesian inversion methods avoid complexity issues that
arise from explicit construction of a dense prior covariance matrix, by considering priors
for which the square-root is already known (such as the inverse of a discretized differential
operator) [20, 25, 47, 127].
However, the matrix square root is not known for arbitrary covariance matrices, and
this assumption is restrictive for solving geostatistical problems [127]. It is common in the
geosciences to model the prior covariance matrix with entries arising from one of several
candidate generalized covariance functions [127]. Therefore the RGA relies on a different,
yet still computationally-efficient, prior covariance construction than one used in the RMA.
This construction accommodates arbitrary generalized covariance functions and makes the
RGA method practical for geosciences problems.
In particular, the permeability of a porous medium is of great importance for pre-
dicting flow and transport of fluids and contaminants in the subsurface [32, 33, 136]. A
well-understood distribution of permeability heterogeneity can be crucial for many differ-
ent subsurface applications such as (1) forecasting production performance of geothermal
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reservoirs, (2) extracting oil and gas, (3) estimating pathways of subsurface contaminant
transport, and many others.
Various hydraulic inversion methods have been proposed and developed to obtain
subsurface permeability [32, 33, 72, 104, 105, 136, 155], of which geostatistical inversion is
the most widely used [72, 74, 76, 145, 155]. The Bayesian geostatistical approach (GA)
is used more other subsurface inverse modeling methods, as it provides uncertainty esti-
mates, and is compatible with data assimilation approaches [63, 144, 145, 152]. However,
as pointed out in [144] and [63], one drawback of the geostatistical approach is its high
computational cost when the number of observations is large and the model is highly pa-
rameterized. In recent years, with the popularization of regularization techniques [45, 137],
the number of model parameters (the dimension of the mesh for the estimated permeability)
has increased [61]. These highly parameterized models have great potential for characteriz-
ing subsurface heterogeneity [61, 138]. Meanwhile, as the theory and computational tools
related to characterization of geologic subsurface prepare for the new era of “big data”, many
existing methodologies are facing the challenges of handling large number of unknown model
parameters and large number of observations. Therefore, it is important to address the
theoretical and computational issues of the geostatistical inversion methods.
The costs related to application of the geostatistical inversion methods comes from two
parts: the computational cost and the memory cost. A number of computational techniques
have been proposed and developed to alleviate the expensive costs of both the computation [8,
84, 87, 92, 93, 126] and memory [73, 84, 110, 126, 130]. Among those references, some target
for both computation and memory costs [73, 84, 126].
In particular, one major direction to reduce the computational cost is based on the
subspace approximation, i.e., solving a small-size approximated problem residing in a lower-
dimensional subspace to save the computational cost. Several types of subspaces have been
utilized in the references including principle components subspace [73, 84, 138], Krylov sub-
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space [87, 93, 126], subspace spanned by reduced-order model [93], hierarchical matrix de-
composition [8, 126], and active subspace [37].
In geostatistical inversion methods, a majority of the memory is used in storing the
matrices, such as Jacobian matrix and covariance matrix [73, 84]. In situations with a large
number of measurements and model parameters, it is prohibitively expensive to store these
matrices. To overcome the known memory issues, matrix-free or low-rank approximation
methods have been developed. Specifically, in the work of [73] and [84], a matrix-free Ja-
cobian is developed to approximate the multiplication of Jacobian matrix with a vector by
finite-difference operations.
To further reduce the storage cost of the covariance matrices, other various compu-
tational methods have been developed. [110] developed a FFT-based geostatistical inversion
method, which is restricted to intrinsic cases on regular equispaced grids, but it only needs
to store the first line of a covariance matrix. Ensemble Kalman filters (EnKFs)-like meth-
ods for geostatistical parameter inference have also been developed to avoid the storage
and handling of large covariance matrix [130]. Low-rank matrix approximation-based tech-
niques have also been employed, such as hierarchical decomposition [8, 126] and principal
component decomposition [73, 84]. In recent work a computationally efficient method to
generate a preconditioner is developed by using Generalized Eigenvalue Decomposition and
the Sherman-Morrison-Woodbury formula [85]. Another popular computational method to
reduce he impact of big data on computational cost is based on extraction of temporal
moments from redundant data [35, 109, 153, 156].
4.3 A big data geostatistical inverse problem: inferring log trans-
missivity from hydraulic head data
To demonstrate the applicability of the RGAmethod to geostatistical inverse problem,
this chapter extends the forward elliptic PDE in (2.4) to the transient groundwater flow
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model, where w is hydraulic head (the distributed state), bd is the high-dimensional (O(105)
or larger) noisy data observations of the head, u = T is the log transmissivity (the distributed
parameter) and F(u) is the forward operator mapping from the log transmissivity to the
hydraulic head and η is the Gaussian additive noise with the same model as in (2.2).and
4.4 Geostatistical approach for inverse modeling
4.4.1 Equations for the standard geostatistical approach (GA)
To further account for the errors in the observations and the model, we follow the
work in [73] and [84], and employ the generalized least squares that weights the data misfit
and regularization terms using covariance matrices
uˆ = arg min
u
{g(u)}
= arg min
u
{‖d− f(u)‖2R + λR(u)} , (4.1)
The weighted data misfit and regularization terms are defined as
‖d− f(u)‖2R = (d− f(u))T R−1(d− f(u)), (4.2)
and
R(u) = (u− (Xβ))T Q−1(u− (Xβ)), (4.3)
where X is a drift (trend) matrix, Q is the covariance matrix of the model parameters and R
the prior covariance matrix with entries defined by a generalized covariance kernel [73, 127].
With the Jacobian matrix, H, of the forward modeling operator f defined as
H =
∂f
∂u
∣∣∣
u=m¯
, (4.4)
we will have the linearized function of the forward modeling operator f as
f(mˆ) ≈ f(m¯) + H(mˆ− m¯), (4.5)
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where mˆ is the current solution and m¯ is the previous solution.
According to [76] and [108], the current solution mˆ in (4.5) is given as
mˆ = Xβ + QHTξ, (4.6)
where the vectors of β and ξ are solutions to the linear system below[
HQHT + R HX
(HX)T 0
] [
ξ
β
]
=
[
y − f(m¯) +Hm¯
0
]
. (4.7)
4.4.2 Existing approaches and current complexity challenges in geostatistical
inversion
The most computational and memory intensive parts of solving the cokriging system
(4.7) of the GA comes from both the construction of the Jacobian matrix of H and the matrix
products of Jacobian, particularly HQ in (4.7). Various techniques are employed to address
these issues. In [73] and [84], the principal component geostatistical approach (PCGA), a
seminal computational method in solving the geostatistical method, is proposed and devel-
oped. To bypass the expensive explicit construction of the Jacobian matrix, a finite difference
scheme is employed to approximate a generic Jacobian-vector multiplication of Hx, i.e.
Hx ≈ 1
δ
[f(x + δx)− f(x)] , (4.8)
where x is a N -dimensional vector and δ is the finite difference interval.
Furthermore, a low-rank approximation of the covariance matrix Q is deployed
Q ≈ QnPCGA = ZT Z =
nPCGA∑
i=1
ζi ζ
T
i , (4.9)
where QnPCGA is the rank-nPCGA approximation of the covariance matrix Q, Z is the square
root of QnPCGA using the eigendecomposition decomposition, and ζi is the ith column vector
of Z. Based on (4.8) and (4.9), the expensive matrix-matrix operations of HQ and HQHT
56
can be re-formulated as matrix-vector operations
HQ ≈ HQnPCGA = H
nPCGA∑
i=1
ζiζ
T
i =
nPCGA∑
i=1
(Hζi)ζ
T
i , (4.10)
HQHT ≈ HQnPCGAHT =
nPCGA∑
i=1
(Hζi)(Hζi)
T . (4.11)
Another computational technique to reduce the expensive cost of matrix products of
Jacobian matrix is to employ the hierarchical representation of the covariance matrix [126].
The hierarchical representation of a matrix is to split the given matrix into a hierarchy of
rectangular blocks and approximate each of the blocks by a low-rank matrix [12, 14, 126].
With the Jacobian matrix obtained approximately, two main categories of numerical
methods have been developed to solve the above linear system in (4.7). One is based on
direct solvers [73, 84] and the other is based on the iterative solvers [93, 108, 126]. Direct
solvers are mostly used in the situations when size of problems ranges from small to medium
scale and the system matrix in (4.7) can be therefore explicitly constructed [73, 84]. As
pointed out in [84], direct solvers can be used to solve dense linear systems of dimension
up to N ∼ O(104). On the other hand, for large-scale problems (dimension N > O(104)),
matrix-free representations can be used, and Krylov-subspace based iterative solvers such as
GMRES [125] or MINRES [112] are favored over direct methods to solve (4.7) [93, 126].
Utilization of direct solvers or iterative solvers to solve the problem in (4.7) can
be memory bound [73, 84]. Such a limitation can significantly reduce the computational
efficiency when a large number of measurements are available. In particular, it can be
observed from (4.7) that the number of the equations is on the same order as the number of
the measurements. In many subsurface applications, it is increasingly common to calibrate
models using a very large number of observations (e.g., O(107) or more). Employing the
computational techniques mentioned above to solve linear systems of such a scale is beyond
the computability and storage capacity of any methods regardless of the choice of direct or
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iterative solvers. As pointed out in [73], the developed computational methodologies work
best for problems with a modest number of observations. Therefore, there is a need to
develop computational methods that would allow an efficient solution of (4.7) with a large
number of measurements.
There have been some publications addressing this important need for data reduction
to reduce computational and storage costs. In [85], where the PCGA was extended to handle
data-intensive inverse problems by constructing a fast preconditioner of the cokriging matrix
leading to accelerated iterative matrix inversion. Specifically, by employing similar notations
to [85], Ψ = HQHT + R, Φ = HX, and Σ = ΦTΨ−1Φ, the exact inversion of the system
matrix in (4.7) can be given as[
HQHT + R HX
(HX)T 0
]−1
=
[
Ψ Φ
ΦT 0
]−1
=
[
Ψ−1 −Ψ−1ΦΣ−1ΦTΨ−1 Ψ−1ΦΣ−1
Σ−1ΦTΨ−1 −Σ
]
. (4.12)
By further employing Sherman-Morrison-Woodbury formula and Generalized Eigenvalue De-
composition (GED) [50], the dominant cost of solving Ψ−1 can be significantly reduced by
low-rank approximation, while the resulting accuracy is well maintained. It has been pointed
out in [85] that the GED can be efficiently implemented by using either sequential Lanczos-
based method or parallelized randomized SVD method. Hence, [85] conclude that such a
computational technique can be either used as a direct solver or as a preconditioner for
iterative solvers in solving (4.7). In the numerical examples therein, the authors estimated
the hydraulic conductivity field of a laboratory-scale sand box using 6 million MRI-scanned
tracer concentration observations directly within a reasonable time.
Another popular computational method to reduce the data size and computational
cost is based on extraction of temporal moments from large data. Researchers have deployed
such a technique to various data sets such as transient pressure [153, 156] and concentration
breakthrough curves [35, 109]. Temporal-moment based data reduction methods have been
proved to be very efficient in reducing the data. Their major drawback, however, is that the
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system response must be integrable (except when using truncated temporal moments), so
they do not work for dynamic systems with fluctuating drivers.
The next section outlines the RGA. Similar to the RMA, the RGA method has no
restrictions on what mathematical properties the time series or data must have.
4.5 The randomized geostatistical approach (RGA)
The misfit function of the randomized geostatistical inversion is given by
uˆ = arg min
u
{‖Σd−Σf(u)‖22 + λR(u)} , (4.13)
where Σ ∈ Rn×N is the random projection matrix and n << N is the tunable reduced
dimension.
With the new misfit function defined in (4.13) and following a similar derivation as
in the previous section, the RGA cokriging system is the randomized linear system below[
ΣHQHTΣT + R ΣHX
(ΣHX)T 0
] [
ξ
β
]
=
[
Σ(y − f(m¯) + Hm¯)
0
]
. (4.14)
Note that we must specify R. As discussed above, the forward modeling can be
formulated as
Σh = Σf(T) + Σε, (4.15)
we can therefore derivative the data covariance matrix R in (4.14) as
R = E[Σε(Σε)T ] = ΣE[(h− f(T))(h− f(T))T ]ΣT = ΣRΣT . (4.16)
With the randomized linear system given in (4.14) and the covariance matrix in (4.16), we
will have the corresponding solution iterate, which shares a similar expression to the one
given in (4.6)
mˆ = Xβ + QHTΣTξ. (4.17)
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Correspondingly, the posterior covariance matrix can be derived similar to [73]
V = Q− F, (4.18)
where
F = Xβ + QHTΣTξT . (4.19)
The results here use the Gaussian random projection matrix Σ ∈ Rn×N described in
the previous chapter, which was shown numerically to be equally effective as other random
projections, when applied to problems with dense data.
Both direct linear solvers and iterative solvers can be used to solve the RGA cokriging
equations (4.14).
4.6 Computational complexity analysis
To better understand the cost of our new randomized geostatistical inversion algo-
rithm, we provide both the computational and memory cost analysis of the RGA method.
To set up the problem, we assume that the number of model parameters is m˜, the number
of observations is N˜ , hence the size of the Jacobian matrix H ∈ RN˜×m˜ and the covariance
matrix Q ∈ Rm˜×m˜. We also assume the rank of the sketching matrix is n according to
random matrix theory. The drift matrix X ∈ Rm˜×p˜. As a reference method, we select the
method of the PCGA, which is developed in [73] and [84].
4.6.1 Computational cost
Considering most of the numerical operations the RGA method involve only matrix
and vector operations, we use the floating point operations per second (FLOPS) and the
big-O notation to quantify the computational cost [50]. In numerical linear algebra, BLAS
operations are categorized into three levels. Level-1 operations involve an amount of data
and arithmetic that is linear in the dimension of the operation. Those operations involving
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a quadratic amount of data and a quadratic amount of work are Level-2 operations [50].
Following this notation and given a vector of length N and a matrix size of N ×N , vector
dot-product, addition and subtraction are examples of BLAS Level-1 operations (BLAS 1).
It involves O(N) amount of data and O(N) amount of arithmetic operations. Matrix-vector
multiplication is a BLAS Level-2 operation (BLAS 2) and it involves O(N2) amount of
data and O(N2) amount of arithmetic operations. Matrix-matrix multiplication is a BLAS
Level-3 operation (BLAS 3) and it involves O(N2) amount of data and O(N3) amount of
arithmetic operations.
First we provide the computational cost of the PCGA method. The PCGA employs
a matrix-free iterative approach ((4.8) to (4.11)) for solving the cokriging system in (4.7).
The total computational cost is [84]
COMPPCGA ≈ O(τN˜ nPCGA), (4.20)
where τ is the iteration number, nPCGA is the rank of the approximated covariance matrix
QnPCGA in (4.9).
We then further provide the computational cost of the RGA method. Because of
the random projection, the size of the system matrix in (4.14) has been significantly re-
duced. Therefore, a direct linear solver such as QR factorization is tractable for solving
the linear system in (4.14) [50]. Using a QR-factorization based linear solver to (4.14), the
computational cost can be derived as
COMPRGA_Direct ≈ O((n+ p˜)3) +O((n+ p˜)2), (4.21)
where the first term corresponds to the cost of QR factorization, and the second term is
the cost to form the right hand side and the cost to perform the back substitution. As an
alternative, we can also employ the matrix-free iterative approach to solve (4.14) similar to
the PCGA method. The resulting computational cost will be
COMPRGA_Iterative ≈ O(τ kn), (4.22)
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where the variables yield the same meaning to the ones in (4.20).
Comparing the computational cost of the PCGA method in (4.20) to the cost of the
RGA method in (4.21) and (4.22), one can observe that the RGA method should be more
efficient in terms of solving the cokriging systems. However, it should be noted here that
this analysis explores the computational cost of the linear algebra associated with performing
an iteration of the inverse analysis. The overall computational cost should include another
significant computational cost from solving the forward model repeatedly. However, when the
PCGA is used and N˜ is sufficiently large, the computational cost associated with these linear
algebra operations dominates the cost of running the forward model repeatedly. By reducing
the cost of this linear algebra, the RGA results in a situation where the computational cost
of repeatedly solving the forward model is the dominant cost in the inverse analysis. To
summarize the overall computational costs of the RGA method and The PCGA method will
be comparable when both inversion of the system and forward modeling are accounted, since
both costs will likely be dominated by the cost of the forward modeling.
4.6.2 Memory cost
Both the RGA method and the reference method PCGA discussed in [73] and [84]
rely on dense matrix storage. Hence, the major memory cost is used to store the matrices.
Out of all these matrices, the matrices required to store are Z and HZ in (4.9) and (4.11)
for the PCGA method or the matrix in (4.14) for the RGA method. Provided with the setup
of the problem size, the dimension of system matrices of Z and HZ are Z ∈ Rm˜×nPCGA and
HZ ∈ RN˜×nPCGA . Hence, the total memory cost of the PCGA method will be
MEMPCGA ≈ O((m˜+ N˜) · nPCGA). (4.23)
Similarly, we can also calculate the dimension of the corresponding linear system in (4.14)
for the RGA method. Provided with a rank n sketching matrix explicitly, the dimension
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of the resulting linear system will be R(n+p˜)×(n+p˜). Hence, the total memory cost including
both the sketching matrix and linear system is
MEMRGA ≈ O
(
(n+ p˜)× (n+ p˜) + N˜ × kred
)
. (4.24)
Comparing (4.24) to (4.23), we see that the memory cost of the RGA method is
approximately κ ≈ n/nPCGA of that of the PCGA method. Note the sketching matrix can
be generated “on-the-fly”. Instead of constructing the sketching matrix explicitly, we can
generate the elements of the sketching matrix implicitly, therefore the storage of the random
projection matrix can mostly be saved and resulted in cost of
MEMRGA ≈ O ((n+ p˜)× (n+ p˜)) . (4.25)
The efficient memory costs in (4.24) and (4.25) can be acheived with a straightforward the
additional implementation of the RGA method on top of an existing PCGA implementation.
4.7 Numerical results
The reference problem is a transient groundwater equation.
We select Julia as our programming tool because of its efficiency and simplicity. Julia
is a scalable scientific computing programming language designed for high-performance com-
puting [13]. The Julia code for the RGA algorithm is available as a part of the open-source re-
lease of Julia version of MADS (Model Analysis and Decision Support) (see http://mads.lanl.gov/ [146]).
The QR factorization and fundamental BLAS operations are all implemented using the sys-
tem routines provided in the Julia packages. The first three sets of tests are run on a 40-core
Intel Xeon E5-2650 running at 2.3 GHz, and 64 GB memory, and the final data scaling tests
are run on a higher-memory machine with 64 AMD Opteron 6376 cores running at 2.3 GHz
and 256 GB of memory.
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Setting a stopping criterion is important for determining convergence of the iterative
RGA method. The method thus uses two stopping criteria to determine convergence of the
inverse solution for the GA cokriging system:
‖u(k+1) − u(nPCGA)‖22/‖u(nPCGA)‖22 ≤ TOL, (4.26)
and
k ≤ kMAX , (4.27)
where TOL = 10−6 and kMAX = 50.
4.7.1 Test for convergence
In our first numerical example, we first test the convergence of the RGA method. The
reference model is solved on a grid containing 100× 100, pressure nodes and a total of 20200
model parameters (100× 101 log-transmissivities along x axis, 101× 100 log-transmissivities
along y axis). Table 4.1 describes the model set up in more detail. We generate a ground
truth, which is shown in Figure 4.1(a). We utilize the variance (σ2u) and an exponent (βu
– related to the fractal dimension of the field and the power-law of the field’s spectrum)
to characterize the heterogeneity of the considered fields [113]. In this example, we set the
variance σ2u = 0.5 and power βu = −3.5. The total number of the measurements generated
in this test is 16, 000, which come from running the transient simulation to simulate pumping
tests at each well (a total of 4 tests) and acquiring data at all 4 locations (4 sets of data for
each test). In each test, 1000 hydraulic head observations are recorded at each well.
Parameter Value(s) Notes
Observation noise N(µ = 0, σ = 0.01)
Observations per well per pumping test 1000
Number of observation/pumping wells 4-10 see Figures 4.1 and 4.5 for locations
Prior covariance for T σ ≈ 4.5, λ = 0.2 exponential model
True heterogeneity of log10 T µ = 0.5, σ = 1/2 fractal model
Table 4.1: RGA calibration settings.
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Figure 4.1: Synthetic log-transmissivity field (a) with variance σ2u = 0.5 and power βu =
−3.5. Hydraulic conductivity and hydraulic head observation locations are indicated with
circles. The results of the inverse modeling solved by the PCGA (b) and the RGA algorithm
(c) are shown. They are visually similar to each other. The RME values of the results in
(b) and (c) are 0.28 and 0.33, respectively. The RGA method yields comparable results to
results obtained using the PCGA method.
Figure 4.1(b) illustrates the result using the PCGA method. Our method yields the
results in Figure 4.1(c). Comparing to the true model in Figure 4.1(a), the RGA method
obtains a good result, representing both the high and low log-permeability regions. Visually,
the RGA method yields a comparable result to the one obtained using the PCGA method
in Figure 4.1(b).
To further quantify the inversion error of different inverse modeling methods, we
calculate both the relative-model-error (RME) and relative-data-error (RDE) of the inversion
results
RME(u) =
‖u− utruth‖2√
P × stdfield
, (4.28)
where u is the inversion and utruth is the ground truth, P is the size of the model, and stdfield
is the standard deviation of the field.
RDE(d) =
‖d− drec‖2√
N × stdnoise
, (4.29)
where N is the size of the data, stdnoise is the standard deviation of the additive noise, d
is the simulated data based on the inversion and drec are the recorded observations (which
comes from solving the forward model for the reference transmissivity field and adding noise).
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We provide the plot of the rates of convergence of the PCGA method and the RGA
method in Figure 4.2. We observe that both the RGA method and the PCGA yield a very
similar rate of the convergence as a function of the number of iterations steps. At each
iteration, these methods yield similar relative data error and model error values. When
both methods converged, the RME values of the RGA method and the PCGA method are
0.33 and 0.28, respectively. Therefore, together with the inversion result in Figure 4.1, we
demonstrate that the RGA method yields a comparable accuracy to the PCGA method in
this situation where both methods can be applied. We note, however, that one of the main
benefits of the RGA method is that it can applied in situations with a very large number
of observations and yield accurate results and efficient performance. Particularly in this
example, it took the RGA only about 1, 300 seconds for the RGA to converge, where 1, 210
seconds on forward modeling and only 0.03 seconds on inversion.
The small reduced misfit dimension n can be critical to the accuracy and efficiency
of the RGA method. In this section, we test the RGA method using randomization matrix
with different rank values. The values of n used in the problem are 4, 8, 16, 32, 64, 128, 256,
512, 1024, 2048, 4096, and 8192.
In Figure 4.3, we further provide both the RME value defined in (4.28) in Figure 4.3(a)
and RDE value defined in (4.29) in Figure 4.3(b). We notice that the larger n becomes, the
smaller the error of the inversion. In the first few selections of n, there is significant decrease
of the RME values, which means that the inversion results are improving. In particular, the
inversion results are completely off when n = 4. At the selection of n = 256, the RME curve
starts to level off while RDE curve still reduces.
Figure 4.4 shows the corresponding wall-clock time cost of different values of n. It can
be observed that the time is quite stable around 500 seconds until n = 2048, where the CPU
time increases to about 550 seconds. When n = 8192, the CPU time cost is 2902 seconds.
This can be explained by the fact that when n is relatively small, the CPU time is mostly
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Figure 4.2: Convergence of the PCGA (in black) and the RGA (in blue) algorithms in terms
of iteration steps. The rates of convergence for these two methods are very close to each other.
However, the computational time of two methods to reach convergence are very different. In
this case, the PCGA converged for about 32, 000 seconds, while the RGA convergence took
only 1, 020 seconds. The the RGA speed-up is about 31 times.
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dominated by the forward modeling operations, while as n increases, the linear solver for
the solution of the system in (4.14) starts to dominate. Although the RDE decreases as n
increases, observe that little information in the unknown parameter is gained.
From this test, it is suggested that the optimal n value for the target problem ranges
256 to 1024 by considering the relative model error, relative data error, and the wall-clock
time. In general, when choosing the value of n, one would want to choose a value that
is large enough to produce accurate results (i.e., large enough to be in the flat portion of
Figure 4.3(a)) and small enough so that the method is computationally efficient (i.e., small
enough to be in the flat portion of Figure 4.4).
4.7.2 Big data scaling test
To better understand the scalability of the RGA method for big geostatistical data,
we test RGA on a set of log transmissivity estimation problems with an increasing number
of noisy hydraulic head observations generated from a heterogeneous reference field. Specif-
ically, we test the RGA method on inverse problems where the number of observations is
equal to 2.56 × 105, 6.25 × 105, 1.296 × 106, 2.401 × 106, 4.096 × 106, 6.561 × 106, and
1.0 × 107. For each observation well, there are 1000 observations for each pumping test.
The increasing number of observations come from increasing the number of pumping tests
and the number of observation wells. For example, the case with 2.56 × 105 observations
involves 16 pumping tests and 16 observations wells while the case with 1.0 × 107 involves
100 pumping tests and 100 observation wells. The reference transmissivity field is same as
the one as in Figure 4.1(a). The value of n is again set to 256.
Through our analysis on memory cost in subsection 4.6.2, we observe that both
the RGA method and the PCGA method can be comparable if we construct the random
projection matrix explicitly. However, the RGA method can be more memory efficient than
the PCGA method when we generate the random projection matrix “on-the-fly”. Using the
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Figure 4.3: RME (a) and RDE (b) curves as defined in (4.28) and (4.29), respectively. For
n increasing from 4 to 256, there is a significant decrease in RME. For n ≥ 256, the RME
curve starts to level off while RDE curve still reduces.
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Figure 4.4: CPU time cost as a function of n. The CPU time is quite stable around 500 sec-
onds for n ≤ 1024. The time cost dependency on n can be explained by the fact that when
n is relatively small, the CPU time is mostly dominated by the forward modeling opera-
tion, while as n increases, the linear solver for the solution of the system in (4.14) starts to
dominate.
RGA, we are able to perform the inverse analysis with ten million observations. We tested the
RGA method on all the problem sizes mentioned above and provide the corresponding results
where the number of observations is 2.56× 105, 4.096× 106, and 1.0× 107 in Figure 4.5. We
notice that the RGA method yields reasonable inversion results when the size of the data
sets becomes massive. The RME values of the inversion results in Figures 4.5(b), 4.5(c),
and 4.5(d) are 0.26, 0.23 and 0.25, respectively. In each case, the PCGA method fails in all
three cases of Figures 4.5(b), 4.5(c), and 4.5(d) due to insufficient memory.
We also provide the wall-clock time costs of the RGA method with different numbers
of observations in Figure 4.6. Shown in Figure 4.6 is the wall-clock time to perform the model
calibration with the RGA and the wall-clock time to perform a single model run. These times
are shown for problems where the number of observations is 2.56×105, 6.25×105, 1.296×106,
2.401× 106, 4.096× 106, 6.561× 106, and 1.0× 107. For all these problems, which vary over
two orders of magnitude, the time to perform the full model calibration takes 28 times as
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Figure 4.5: The “true” field (a) and inversion results of the RGA method with different
numbers of observations including 2.56 × 105 (b), 4.096 × 106 (c) and 1.0 × 107 (d). Our
the RGA method yields reasonable inversion results when the size of the data sets becomes
massive. As a comparison, the PCGA method fails in all three cases of (b), (c), and (d)
because of the insufficient memory.
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Figure 4.6: Wall-clock times to perform the model calibration with the RGA method and to
perform a single model run. These times are shown for inverse analyses where the number
of observations is 2.56× 105, 6.25× 105, 1.296× 106, 2.401× 106, 4.096× 106, 6.561× 106,
and 1.0 × 107. For all these analyses, which vary over two orders of magnitude, the time
to perform the full model calibration takes 28 times as long as performing a single model
run and this could be reduced further with more CPU cores. The cost of each individual
run increases due to increased foward simulation time when obtaining a larger number of
pumping tests.
long as performing a single model run.
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Chapter 5
Truncated domain inversion methods: For problems with
spatially-concentrated data
This chapter is included in this dissertation because it proposes new data-driven
reduction methods to overcome the computational challenge caused by high-dimensional
parameter and state spaces in large-scale inverse and uncertainty quantification problems.
The focus is on Bayesian inverse problems with spatially-concentrated observed data. These
problems often have high parameter uncertainty in regions far from the subdomain of interest
and the data. Using the domain decomposition-inspired methods developed in the chapter,
the computational burden of solving the inverse problem can be mitigated by solving over
the well-informed subdomain of interest only.
This chapter presents both model-constrained methods and non-model-constrained
methods which require minimal oﬄine computation. Numerical tests with a PDE-constrained
inverse problem show online convergence is faster and requires fewer PDE solves than full
domain inversion and an existing truncated domain inversion method. Furthermore, im-
proved recovery fidelity of the truncated inversion parameter can be seen, compared to the
full domain reconstruction.
5.1 Motivation: Data locality
Often, observational data and dynamics are spatially concentrated in large-scale in-
verse problems with high-dimensional parameter spaces. For example, observed data can
be spatially confined to discrete well locations in reservoir parameter estimation. The dis-
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tributed reservoir parameter, however, inherits the same dimensionality as the 2D or 3D
model domain. Estimated parameter uncertainty is inevitably greater in regions far from
the observational data locations and the domain of interest. To increase solution credibility,
and simultaneously reduce the computational burden of solving the inverse problem, we wish
to truncate a large inversion domain to a smaller, well-informed region.
This chapter details three new domain-decomposition based methods for improved
efficiency and accuracy in inverting for a distributed parameter. In section 5.2, an efficient
geometry for the truncated domain of interest is developed. In the methods introduced in
sections 5.3 and 5.4, poorly-informed spatial regions are either discarded or approximated
with a reduced order model (ROM). Then, an accurate boundary condition on the artificial
boundary is estimated using an approximation of the unknown Dirichlet-to-Neumann (DtN)
operator (also called the Steklov-Poincaré operator).
Numerical examples in section 5.5 illustrate the solution fidelity with the proposed
methods. We also compare the computational cost, measured in number of PDE solves.
Methods in section 5.4 use a goal-oriented, model-constrained approach to construct a robust
DtN operator basis. Although the oﬄine cost is greater than full-domain inversion with the
model-constrained approaches, numerical results demonstrate improved recovery and faster
convergence after the oﬄine computation. Furthermore, the online savings is shown to more
than offset the initial oﬄine cost after computationally-intensive sampling for uncertainty
quantification.
5.1.1 Domain truncation with Dirichlet-to-Neumann (DtN) operators
In subsurface transport modeling, a region of interest is often smaller than the full
model domain. Artificial boundaries are used to make simulation computationally feasible by
truncating the domain [11, 117, 149]. Along the artificial boundary, a constant concentration
or a Neumann no-dispersive-flux condition is assumed. Modelers are advised to place the
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artificial boundary sufficiently far away from the region of interest, as this naive boundary
condition assumption leads to inaccuracies in the solution [11] (see also [79, 116, 117, 149]).
By calculating the DtN operator first, one can obtain boundary conditions that reduce
inaccuracy near the artificial boundary. Artificial boundaries are frequently used in electric
impedance tomography (EIT). In EIT, DtN operators have been used to to approximate
the theoretically perfect boundary condition. This improves recovery and reduces spurious
boundary effects, compared to a conventional homogeneous Neumann condition [27, 28, 29,
56, 67, 68, 70, 90, 97, 142]. Theoretically perfect boundary condition refers to theory from
classical domain decomposition, which states that the forward solution over the truncated
domain is the restriction of the full domain solution, if the exact DtN operator is used for
the artificial boundary condition[27, 28, 67, 68].
The analytic form of the DtN operator is known for only some PDEs and canonical
geometries (rectangles, ellipses, and annuli), but for any discretized PDE, a discrete, weakly-
defined DtN operator on an arbitrary geometry can be constructed (see subsection 5.3.4 and
[29]). However, this operator is dependent on the parameter in the discarded domain, which
is unknown in an inverse problem setting. Hence the DtN operator must be approximated.
Calvetti et al. [29] introduced a method for estimating the DtN operator simultaneously with
the inversion parameter in a truncated EIT problem. An estimation approach is consistent
with the philosophy of Bayesian inference, since the unknown DtN operator is estimated
(compared to previous work where an approximated DtN operator is fixed using a constant
discarded domain parameter [28]). The reconstructions over a truncated domain are shown
to be similar to the restrictions of full-domain reconstructions, demonstrating the potential
computational cost savings of inversion over a smaller domain.
The focus of this chapter is on the development of estimated DtN operator methods
in order to decrease the computational burden of solving large-scale inverse and uncertainty
quantification problems with high-dimensional parameter spaces. The heterogeneous dis-
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tributed parameters that we wish to estimate in our problems of interest have a discretized
dimension in the thousands or millions. Our domain-decomposition based approaches require
specifying the geometry of the artificial boundary, near the region of interest. Since forward
simulations are run multiple times over the domain in inverse problems and uncertainty
quantification, we aim to make the truncated inversion domain as small as possible.
Secondly, although we also wish to speed up large-scale inversion, another goal in pre-
senting the methodology here is to improve reconstruction fidelity beyond the full domain
reconstruction. Important anomalies or physical features that cannot be recovered on a large
domain can be recovered if the less-informed regions are discarded. This is demonstrated
in the numerical examples in section 5.5. The intuition is that the truncated domain opti-
mization and sampling runs are not led astray in an attempt to explore the less-informed
region—truncating the domain can be thought of as a “warm-start”.
We estimate the approximate DtN operator using methods based on domain decom-
position for model reduction. The methods introduced here are inspired by the strategies
used for the forward solution of PDEs in [10, 16, 39].
We detail a strategy in section 5.2 for truncating a large bounded inversion domain
Ω for a PDE-constrained Bayesian inverse problem. To make our strategy concrete, we will
the forward and inverse problem discussed in section 2.2, which is governed by an elliptic
PDE.
In the following truncation strategy, we show that MAP point estimation can be the
starting point for another method to reduce the computational cost of solving the Bayesian
inverse problem.
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Figure 5.1: (a) Full domain Ω and (b) truncated domain ΩI (the domain of interest) and
discarded domain ΩD after introduction of the artificial boundary Γ.
5.2 Proposed truncation strategy
To mitigate the computational cost of solving the Bayesian inverse problem, we wish
to partition Ω into two non-overlapping domains ΩI and ΩD, as shown in Figure 5.1(b). We
call ΩI the domain of interest, ΩD the discarded domain, and Γ := ΩI ∩ ΩD the artificial
boundary. Depending on the method used, we either discard the discarded domain ΩD
altogether or resolve it using a ROM, thus saving computational resources by no longer
requiring full-order model (FOM) PDE solves over ΩD.
We wish to make ΩI as small as possible to gain the most in computational savings.
Assuming that the nature of the problem does not a priori define an artificial boundary Γ
and a domain of interest ΩI , we have freedom to develop these geometries. We remark that
the use of a finite element discretization and discrete DtN operator is invaluable here in
permitting a non-canonical truncated domain geometry.
The following is our recommended truncation approach. First, estimate the MAP
point uMAP over the entire domain Ω by solving the deterministic inverse problem (2.8).
Then, using the randomized SVD-based method in [25, 47], obtain an estimate of the dis-
tributed uncertainty, which is given by the Hessian of (2.8) H about uMAP. Find a threshold
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level ` for H such that the noisy observations d are contained in ΩI . That is, first find a
small ` such that
max
x∈d
H(x) < `,
then
ΩI = {x ∈ Ω : H(x) < `}.
Then the final step is to patch any holes in ΩI so that the final domain of interest is a simply
connected domain.
This uncertainty-guided truncation strategy is useful for large-scale Bayesian inverse
problems where accurate statistical estimation of large high or low regions is critical, such
as inverse problems in reservoir exploration or medical imaging. Truncating to the well-
informed region ΩI prevents the optimization from exploring the poorly-informed parameter
space on ΩD, and thus computational resources can be diverted to get a better resolution
estimate over ΩI instead of attempting to resolve over the full domain Ω. The strategy can
be adjusted depending on the estimation goals of the inverse problem. In the each of the
truncated inversion methods detailed in the present work, FOM PDE solves are run only
over the domain of interest ΩI .
5.3 Inversion methods with minimal oﬄine cost
5.3.1 Method: Full domain inversion
We refer to the conventional method of inverting for the spatially distributed param-
eter u over the entire model domain Ω as full domain inversion.
5.3.2 The truncated Bayesian inverse problem
After decomposing the domain Ω into ΩI and ΩD, either following the strategy dis-
cussed in section 5.2 or in another problem-dependent manner, there is an artificial boundary
Γ on which boundary values must be prescribed.
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Following a classical Dirichlet-Neumann method for domain decomposition, flux bound-
ary conditions are prescribed on Γ for the forward problem domain of interest. The flux
boundary values on the artificial boundary Γ are given by a boundary functional ΛuD . The
boundary value problem (BVP) on the domain of interest ΩI is: find a solution wI ∈ H1 (ΩI)
satisfying
−∇ · (euI∇wI) = f(uI) in ΩI ,
−euI∇wI · nI = textBiwI texton ∂ΩBiI
−euI∇wI · nI = ΛuD(wI) texton Γ,
(5.1)
where nj denotes the outward normal for the region Ωj, j = I,D.
The truncated inverse problem over the domain of interest ΩI is: estimate uI over ΩI
and the unknown boundary functional ΛuD , given the data d from the full domain inverse
problem (2.7). The truncated inverse problem MAP point is the solution to
utextMAPI := arg min
u
J (u,ΛuD) =
1
2
‖FI(u)− d‖2Γ−1textnoise +
1
2
α‖RIu‖2 + 1
2
αΛ‖RΛΛuD‖2,
(5.2)
where FI(u) is the parameter-to-observable map on the truncated domain, 12 αΛ‖RΛΛuD‖2
is the prior for the unknown boundary functional ΛuD , and RI is the conditional prior
computed from the prior regularization R = Γ−
1
2
prior in the full-domain problem (2.8).
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5.3.3 The discarded domain BVP and the associated DtN operator
Suppose Dirichlet values φ are prescribed on Γ in the following BVP over the discarded
domain ΩD:
−∇ · (euD∇wD) = f(uD) in ΩD,
−euD∇wD · nD = BiwD on ∂ΩBiD
−euD∇wD · nD = −1 on ∂ΩRHS
wD = φ
textonΓ.
(5.3)
If wD is the solution to the discarded domain BVP (5.3), then the DtN operator
ΛuD : H
1
2 (Γ)→
(
H
1
2 (Γ)
)∗
associated with (5.3) is defined as
ΛuD(φ) = e
uD∇wD · nD on Γ. (5.4)
Note that the DtN operator ΛuD depends on the parameter uD in the discarded domain ΩD,
which is unknown in the original inverse problem (2.8).
If (5.3) is already discretized in the finite element method, then a discrete approxi-
mation of the associated DtN operator ΛuD follows from the weak form of (5.3) and (5.4).
This construction is detailed in subsection 5.3.4.
5.3.4 The discretized Dirichlet-to-Neumann (DtN) operator
This section contains the finite element discretization of the exact DtN operator (5.4)
associated with the discarded domain BVP (5.3). Each of the truncated inversion methods
discussed in the present work uses this discrete DtN operator.
Using a finite element formulation, the domains ΩI and ΩD are subdivided into tri-
angles when n = 2 and tetrahedra when n = 3. We choose the meshes for ΩI and ΩD so
that the NΓ artificial boundary nodes on Γ align. That is, the last NΓ nodes of the domain
of interest ΩI and the first NΓ nodes of the discarded domain ΩD are the same.
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First we derive a weak definition of the DtN operator (5.4) from the weak form of the
discarded domain BVP (5.3). Multiplying (5.3) by a test function v ∈ H1(ΩD) and using
Green’s theorem
∫
ΩD
euD∇wD · ∇v +
∫
∂ΩBi
BiwDv −
∫
Γ
veuD∇wD · nD =
∫
∂ΩRHSD
v. (5.5)
Then substituting in the weak form of (5.4) and rearranging,
〈v,ΛuDwD〉Γ = 〈∇v, euD∇wD〉ΩD + 〈v,BiwD〉∂ΩBi − 〈1, v〉∂ΩRHSD . (5.6)
Equation (5.6) is then discretized by setting
Kij = 〈∇ϕi, euD∇ϕj〉ΩD + 〈ϕi,Biϕj〉∂ΩBi (5.7)
and
Fi = 〈1, ϕi〉∂ΩRHSD ,
where ϕi, n = 1, . . . ND are the basis functions corresponding to the ND nodes on the dis-
carded domain mesh.
We block partition the resulting stiffness matrix K ∈ RND×ND as
K =
[
K11 K12
K21 K22
]
, where K11 ∈ RNΓ×NΓ ,
and the load vector F ∈ RND as
F =
[
F1
F2
]
, where F1 ∈ RNΓ .
Given the Dirichlet boundary function wD|Γ = φ, let φn = φ (xn) for boundary nodes
xn ∈ Γ. Then the solution to the discarded domain BVP (5.3) wD is expanded as
wD(x) ≈
NΓ∑
n=1
φnϕn (x) +
ND∑
n=NΓ+1
ωnϕn (x) .
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Letting v = ϕi for i = NΓ + 1, . . . , ND in the discretized DtN weak definition (5.6),
K21φ+ K22ω = F2, where φ =
 φ1...
φNΓ
 and ω =
ωNΓ+1...
ωN2
 .
Solving the above linear system for ω, which represents the nodes in the discarded domain
ΩD not on the artificial boundary Γ (this is possible due to the coercivity of the bilinear
BVP operator (5.7)),
ω =
(
K22
)−1 (
F2 −K21φ
)
. (5.8)
Then choosing v = ϕi, i = 1, . . . , NΓ in the discretized DtN weak definition (5.6),
〈ϕi,ΛuDφ〉 = K12
(
K22
)−1
F2︸ ︷︷ ︸
Ri:=
+
[(
K11 −K12 (K22)−1 K21)φ]
i︸ ︷︷ ︸
(Lφ)i:=
.
(5.9)
Thus the discretized DtN operator ΛuD is represented as an affine map on the Dirichlet
boundary function φ,
ΛuD : φ→ Lφ+ R. (5.10)
5.3.5 Method: Truth DtN
We can observe from the weak DtN definition (5.6), that given a log conductivity
distribution uD in the discarded domain ΩD, one can (weakly) define the operator
Λ : uD → ΛuD . (5.11)
Note this is not the DtN operator (5.4) whose input is functions on Γ, but the map defined
on ΩD that takes a parameter distribution in ΩD to the DtN operator ΛuD associated with
the discarded domain BVP (5.3).
After defining the DtN operator with the truth uD, its (weak) action on the artificial
boundary Dirichlet values, denoted by 〈v,ΛuDwI〉Γ, can be used to complete the weak form
of the domain of interest BVP (5.1). Then, using the theory mentioned in the review of
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related work in subsection 5.1.1, the forward BVP in the domain of interest (5.1) is well-
posed and its solution is exactly the restriction of the forward solution to the full domain
BVP (2.4).
Thus the first truncated domain inversion method we investigate is one that uses the
truth DtN operator as a nonlocal boundary condition in the truncated BVP (5.1). That is,
ΛuD = Λ(uD), (5.12)
where Λ is the operator (5.11) that takes a parameter in the discarded domain ΩD (here
the underlying truth uD which is unknown in the full domain inverse problem) to the cor-
responding DtN map on the artificial boundary Γ. This method is discussed only for the
purpose of validating other methods, which use estimates of this truth DtN operator.
Recall that the primary goal in the truncated inverse problem (5.2) is to estimate the
unknown truncated parameter uI over the domain of interest ΩI . Suppose we knew the truth
parameter over the discarded domain, uD ∈ ΩD. Following the discretization of the DtN
operator in subsection 5.3.4, we can construct the truth DtN operator ΛuD and therefore
the perfect boundary condition for Γ. Then, to apply the nonlocal boundary condition and
solve the truncated inverse problem governed by the BVP (5.1) in ΩI , the discretized affine
DtN map (5.10) is used to augment both the left and right hand sides of the finite element
system over the domain of interest.
Although there may exist an application where this hypothetical situation, it is un-
likely that uD would be known exactly and uI would need to be estimated. Again this
method is presented here only to construct a possibly fairer, alternative metric for validation
of our truncated domain inversion results, other than comparison to the distant synthetic
truth parameter.
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5.3.6 Method: Sampling DtN
In the likely case that uD is unknown, inverting for uD would defeat the purpose of
truncating the domain to aid inverting for uI . Therefore the DtN map ΛuD (5.12) must be
estimated with an efficient approximation, denoted by Λ˜uD .
As mentioned in the review in subsection 5.1.1, existing work with the EIT problem
uses a constant log conductivity in the discarded domain to generate an approximation of
the perfect boundary condition (5.12). That is, a constant uD is input into the operator Λ
(5.11) as a guess for the heterogeneous truth uD, and the result is an approximate DtN map
Λ˜uD = Λ(uD). When used for the artificial boundary condition in (5.1), visible improvement
in inversion results can be seen, compared to inversion results that use a conventionally
enforced homogeneous Neumann condition [28, 67, 68].
In [29] this method is extended further to compute an approximate DtN map that is
consistent with a statistical Bayesian framework. Prior samples {ûi}Ni=1 of the unknown dis-
carded domain conductivity uD are input into the operator Λ (5.11) to construct a snapshot
matrix of (vectorized) discrete affine DtN maps (5.10)
S =
[
vec(Λ(û1)) | · · · | vec(Λ(ûN))
]
. (5.13)
The snapshot matrix S is then used to compute a low-rank basis for Λ˜uD , using a proper
orthogonal decomposition (POD). Then,
Λ˜uD =
r∑
i=1
ciΦi, (5.14)
for r < N , where the basis functions Φi are computed from the sampling-based snapshot
matrix of DtN operators S (5.13). The low-rank basis coefficients ci are then estimated as
part of the inverse problem on ΩI .
This estimation is important because it permits uncertainty quantification of the
DtN map, which is an unknown in the truncated inverse problem. It is found that the
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reconstructions with the low-rank Λ˜uD also improved upon the conventional homogeneous
Neumann condition, and that results do not visually improve by using a basis with rank r
larger than 5. We refer to this truncated inversion method of constructing a low-rank DtN
basis from discarded domain prior samples as the sampling DtN method.
5.3.7 Method: Projection DtN
The following sections present three different methods for truncated domain inversion
as alternatives to the sampling DtN method in subsection 5.3.6.
The first method is an iterative method based on classical Dirichlet-Neumann itera-
tions for domain decomposition. The algorithm may be thought of as the inverse analog of
the approach presented in [16, subsection 2.1] for the forward solution of PDEs. It consists
of alternating stages of a FOM inversion for uI over the domain of interest, and a ROM
approximation of the discarded domain parameter uD. This method may be useful for when
a low-fidelity estimate of the discarded domain is desired, since an approximation of uD is
automatically computed. The projection DtN method steps are the following:
(Oﬄine) Collect prior samples {ûi}Ni=1 over the discarded domain ΩD, similar to the sampling
DtN method in subsection 5.3.6. Compute a basis for the parameter over ΩD using POD.
Using a random sample over Ω0D, compute the initial DtN operator Λu0D = Λ(u
0
D).
(1) Complete the finite element system for the domain of interest BVP (5.1) using the cur-
rent DtN operator Λuk−1D .
(2) Invert for ukI over ΩI using coarse tolerances or by setting low maximum iterations.
(3) Project ukI onto the trace of the POD parameter basis for ΩD (the collection of the basis
functions restricted to the artificial boundary Γ).
(4) Prolongate the projection to obtain an estimate ukD over ΩD.
(5) Compute the new estimated DtN operator ΛukD = Λ(u
k
D).
(6) Repeat (1)-(5) until convergence.
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5.4 Model-constrained optimization methods for oﬄine DtN basis
construction
Similar to the sampling DtN method in subsection 5.3.6, the two remaining truncated
inversion methods use a low-rank approximation of the DtN map. The methods are an
alternating DtN method and an all-at-once DtN method. The major difference between
these two methods is in their implementation and numerical performance, whereas their
theoretical foundation is similar.
Unlike the sampling DtN method or the projection DtN method in subsection 5.3.7,
these methods require oﬄine optimization over the discarded domain to obtain a model-
constrained low-rank basis [17] for the DtN map. Although this initially requires more
computation than the non-model-constrained methods, there is potentially greater payoff in
improved accuracy and reduced online computation for inversion and uncertainty quantifi-
cation.
The model-constrained basis for a low-rank DtN map Λ˜uD (5.14) is motivated as fol-
lows. First consider the low-rank basis for Λ˜uD that is determined oﬄine in the sampling
DtN method. The coefficients for the basis are estimated online as part of solving the trun-
cated inverse problem (5.1). This is in line with a Bayesian statistical inversion framework,
since the truth uD generally is unknown. The truth DtN ΛuD (5.12), which depends on uD,
therefore is estimated along with uI as an unknown in the inverse problem over ΩI .
The online solution procedure over ΩI estimates the coefficients for a low-rank approx-
imation Λ˜uD (5.14), which in effect estimates the flux values normal to the artificial boundary
Γ. For the solution method to perform well, the basis constructed oﬄine for Λ˜uD(φ) should
be robust and goal-oriented. For the problem of interest, a robust, goal-oriented basis is one
with an output space that spans the largest space of flux values possible.
Sampling from the prior for uD to obtain a snapshot matrix S (5.13) for the low-
rank basis does not necessarily produce a basis that spans the largest space of possible flux
86
values. Even with distinct or orthogonal samples ûi, the collection of DtN maps Λ(ûi) in
the snapshot matrix S could still have flux values Λûi(φ) that were collinear, due to the
non-linearity of the DtN map construction (5.9).
5.4.1 Oﬄine model-constrained optimization
In light of this ideal goal for a low-rank basis, that is, for its range to span the space
of feasible flux values normal to the artificial boundary Γ, we propose a greedy approach to
improve the snapshot matrix S (5.13). The snapshot matrix is subsequently orthogonalized
using POD to obtain a rank-r (where r < N) low-rank basis
{Φi}ri=1 (5.15)
for Λ˜uD , which is referred to here as the DtN basis.
The greedy approach is most closely related to the model-constrained optimization in
[17]. At each oﬄine stage, a new sample û is found by maximizing the error with the current
basis in the quantity we wish to approximate. The quantity to be approximated consists
of the fluxes normal to Γ, given by the action of Λu = Λ(u) on the artificial boundary
temperatures φ. Then, a new snapshot Λ(û) is computed and appended to the existing
snapshot matrix.
After each oﬄine stage, a worst-case error approximation of the target quantity, the
truth flux on Γ, is minimized. Specifically, the goal of each stage is to satisfy the constrained
optimization problem
û = arg max
u∈ΩD
JD =
1
2NΓ
NΓ∑
j=1
∥∥∥Λuφj − Λ˜uD(u)φj∥∥∥2 − β2 ‖RDu‖2
s.t. (5.9).
(5.16)
Here {φj}NΓj=1 are basis functions in H
1
2 (Γ) (chosen to be the finite element basis functions
on Γ). The regularization term with regularization parameter β > 0 is added to ensure that
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physically realistic parameters are chosen, and RD is the conditional prior computed from
the full-domain prior (2.7). The DtN operator Λu here is the output of the operator Λ (5.4)
with input u, corresponding to the discarded domain BVP (5.3) with a known distribution
uD = u over ΩD. Note that the constraint is the affine map definition of Λu (5.9), which
implicitly enforces the discarded domain BVP (5.3).
The DtN operator Λu is successively approximated by the current Λ˜uD = Λ˜kuD . This
is the low-rank DtN map at the current stage k in the model-constrained optimization (5.16)
Λ˜kuD =
B∑
i=1
cki Φ
k
i , (5.17)
where
{
Φki
}B
i=1
refers to the rank-B basis at the current stage k, for B ≤ r. The basis coeffi-
cients cki are ultimately optimized as part of solving the inverse problem over the truncated
domain of interest ΩI . However, the model-constrained optimization (5.16) is repeatedly
solved as part of the oﬄine construction for the final rank-r basis (5.15), before this basis is
used in the truncated inverse problem.
Thus for the purpose of solving the model-constrained optimization (5.16), we define
parameter-dependent coefficients {ci(u)}Bi=1 that results in an optimal low-rank approxima-
tion for Λu by
ci(u) =
〈vec(Λ(u)), vec(Φi)〉
〈vec(Φi), vec(Φi)〉
where Λ(u) :=
[
L(u) R(u)
]
corresponds to the discretized affine operator (5.10). Then
the ci and subsequently the current low-rank Λ˜uD (5.17) are dependent on the input parame-
ter u in the model-constrained optimization problem (5.16). The matrix Φi :=
[
Li Ri
]
is
the augmented matrix representation of the DtN basis function Φi, which after discretization
is an affine map
Φi : φ→ Liφ+ Ri. (5.18)
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After the k-th stage, ûN+1 is the greedy solution to the model-constrained optimiza-
tion (5.16) for some N ≥ k. The snapshot matrix is augmented to
S =
[
vec(Λ(û1)) | · · · | vec(Λ(ûN)) | vec(Λ(ûN+1))
]
.
The new rank-B DtN basis functions used in the (k+ 1)-th stage,
{
Φk+1i
}B
i=1
, are computed
by a POD of S. Then B is (possibly) increased by one, and the process is repeated to obtain
a given number of snapshots or until convergence. Convergence here could mean that the
worst-case error in (5.16) decreases below a given tolerance.
5.4.2 Method: Alternating DtN
The alternating DtN method first computes the low-rank DtN basis {Φi}ri=1 (5.15)
following subsection 5.4.1. Then the truncated domain parameter uI and the low-rank DtN
operator coefficients ci are estimated in an alternating manner.
Two different cost functions are solved coarsely in successive stages. In the parameter
inversion stages, the DtN map is fixed. In the coefficient inversion stages, the parameter is
fixed. The steps for the alternating DtN method are:
(Oﬄine) Build a model-constrained basis for the DtN operator following subsection 5.4.1.
Initialize the DtN coefficients with starting values c0i .
(1) Parameter inversion stage: Compute the low-rank DtN map Λ˜uD (5.17) with the current
coefficients cki . Complete the finite element system for the truncated BVP (5.1) using Λ˜uD .
Invert for ukI over ΩI . Terminate early with low maximum iterations, if not yet converged.
(2) Coefficient inversion stage: Fix the parameter ukI , and invert for the low-rank DtN
coefficients ck+1i . Terminate early with low maximum iterations, if not yet converged.
(3) Repeat until convergence.
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5.4.3 Method: All-at-once DtN
The all-at-once DtN method first computes the low-rank DtN basis {Φi}ri=1 (5.15)
following subsection 5.4.1. Then the coefficients ci for the low-rank DtN operator Λ˜uD (5.17)
are estimated simultaneously with the truncated parameter uI as part of the inverse problem,
similar to the sampling DtN method in subsection 5.3.6.
The simultaneous estimation allows the optimization on ΩI to tune the DtN map Λ˜uD
to one consistent with the data and the PDE, analogous to the method for forward solves in
[16, section 3]. The steps for the all-at-once DtN method are as follows:
(Oﬄine) Build a model-constrained basis for the DtN operator following subsection 5.4.1.
Initialize the coefficients ci with starting values. Complete the finite element system for the
truncated problem with the current initial low-rank DtN map.
(1) Invert for the DtN coefficients and parameter simultaneously by augmenting the param-
eter vector. Solve until convergence.
5.5 Numerical results
5.5.1 Comparison of MAP estimation
Figure 5.5 shows MAP estimation results (deterministic inversion) for an elliptic test
problem solved using the new methods presented in sections 5.3 and 5.4. Shown are the
MAP points using the projection DtN, alternating DtN, and all-at-once DtN methods from
subsections 5.3.7, 5.4.2 and 5.4.3, respectively. Each MAP estimate shown is the converged
minimum of a cost functional with a level of parameter prior chosen to be α = 5. For
truncated methods that invert for the coefficients ci of Λ˜uD in (5.14) as part of the inverse
problem (the sampling, alternating, and all-at-once DtN methods, which use (5.2)), we use
a coefficient prior of αΛ = 5.
Figure 5.2(a) shows the underlying truth log conductivity parameter superimposed
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with 159 noisy observational temperature data locations for our test problem. The truth
is a log conductivity based on the Internet celebrity cat Benye1. We use this underlying
truth log conductivity to generate our observational temperature data because, similar to
the unknown spatially-distributed parameters found in the inverse problem applications that
we target, it is moderately heterogeneous, and has easily identifiable high and low regions.
To generate the data for the MAP estimation problems in this section, a tiny amount
of noise at a level of .01% is added to the observational data. Our original full domain mesh
contains 937 elements and 513 nodes. The truncated domain mesh for all truncated methods
contains 673 elements and 378 nodes (25 shared nodes on the artificial boundary Γ and 353
nodes that are distinct from nodes in the discarded mesh). The discarded domain contains
264 elements and 160 nodes (25 shared nodes on the artificial boundary Γ and 135 nodes
that are distinct from nodes in the discarded mesh). The number of basis vectors for Λ˜uD in
(5.14), where applicable, is r = 5.
Figure 5.2(b) shows the full domain method MAP estimate for the full domain inverse
problem (2.8). The reconstruction is able to recover parameter features close the observations
(the magenta dots on the top and sides in Figure 5.2(a)) but is unable to recover the features
in the center of the domain. In particular, the yellow area of highest conductivity above the
nose is not recovered.
Figure 5.3(a) is the Hessian at the full domain MAP estimate in Figure 5.2(b). The
areas of lowest uncertainty are clearly located near the observations. Following the strategy
in section 5.2, this Hessian plot is used to guide truncation to a simply-connected domain of
interest that is restricted to an informed region.
Figure 5.3(b) is the inversion result of the sampling DtN method in subsection 5.3.6
over the new truncated domain. The reconstruction does not recover the area of highest
1http://www.boredpanda.com/omg-cat-benye/
91
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
(a) Truth and Observations
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
(b) Full Domain MAP
Figure 5.2: In inverse problems with large domains and spatially-concentrated observations
or dynamics, MAP estimates are often more informative near the observations. Recovery of
large areas of high log conductivity can be poor if the areas are far from the observations.
In the above example, the observations (magenta dots) are concentrated on top and sides
of the domain. The full domain MAP point is unable to recover the center area of high log
conductivity. Contour lines at 0.15 and 0.7 are plotted in black.
conductivity around the nose, and is similar to the MAP estimate over the full domain in
Figure 5.2(b).
Table 5.1 compares converged MAP estimation results of all inversion methods in
sections 5.3 and 5.4 for the elliptic test problem. Error values given are the error compared
to the truncated truth and the error compared to the MAP estimate with the truth DtN
method of subsection 5.3.5. The history of the alternating DtN method at each inversion
stage prior to convergence is shown in Table 5.2 and Figure 5.6.
The oﬄine-computed model-constrained basis (if applicable) and all MAP estimates
were obtained using a subspace trust-region inexact Newton-CG method developed in [15, 17,
24, 36, 57]. The convergence tolerance for all methods was 10−8 for the norm of the gradient
and 10−12 for the step and cost function tolerance. Each stage of both the projection and
alternating DtN methods is limited to 10 maximum Newton iterations.
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(b) Sampling DtN
Figure 5.3: In some inverse problem applications, the truncated domain geometry is decided
by the nature of the problem. In others, there is some flexibility in designing the artificial
boundary geometry. An uncertainty-guided truncation can create a simply-connected trun-
cated domain that is restricted to more informed regions. On the left is the Hessian at the
MAP point (Figure 5.2(b)) for the elliptic test problem. On the right is the MAP point
using the sampling DtN method. Contour lines at 0.15 and 0.7 are plotted in black. The
resulting estimate is similar to Figure 5.2(b), except that it is obtained on a smaller, more
informed domain.
Full Samp Proj Alt All Truth
Oﬄine solves/samples 0 50 50 5365 5365 1
Newton solves 73 93 40 51 25 48
PDE solves 14235 8643 3200 2820 4738 3041
Truth parameter H1-error 6.191 5.753 5.742 5.714 5.709 5.641
Truth parameter L2-error 0.378 0.347 0.313 0.298 0.298 0.303
Truth DtN MAP L2-error - 0.131 0.146 0.079 0.065 0
CPU time 430.7 322.8 125.7 97.1 184.7 108.6
Time per PDE solve 0.030 0.037 0.039 0.034 0.039 0.036
Table 5.1: Comparison of methods, MAP estimation with the elliptic test problem. A
detailed history of the alternating method is in Table 5.2. Full is the full domain method in
subsection 5.3.1, Samp is the sampling DtN method in subsection 5.3.6, Proj is the projection
DtN method in subsection 5.3.7, Alt is the alternating DtN method in subsection 5.4.2, All
is the all-at-once DtN method in subsection 5.4.3, and Truth is the truth DtN method in
subsection 5.3.5.
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Figure 5.4: L2 errors in Table 5.1 are measured from both the underlying truth log conduc-
tivity (left) and from the MAP point using the truth DtN method (right), induced by the
truth log conductivity on the discarded domain. Contour lines at 0.15 and 0.7 are plotted in
black. The artificial boundary flux defined by the truth DtN function is referred to as the
perfect artificial boundary condition. It can be shown that the truncated forward problem
solution with this boundary condition is the restriction of the full domain forward solution.
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Figure 5.5: Shown above are MAP estimates using the methods of the present work. The
left shows the estimate from using the projection DtN method in subsection 5.3.7 which also
computes a low-rank projection estimate of the discarded domain. The center is the estimate
from the alternating DtN method in subsection 5.4.2. The right is the estimate using the
all-at-once DtN method in subsection 5.4.3.
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Stage 1 2 3 4
Newton solves 10 25 39 51
PDE solves 272 892 1769 2820
Truth parameter H1-error 7.655 7.012 6.527 5.714
Truth parameter L2-error 0.462 0.353 0.325 0.298
CPU time 11.45 30.20 59.97 97.14
Table 5.2: History for alternating DtN Method. Counts are collected after the parameter
inversion stage. Quantities given are cumulative, where applicable.
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Figure 5.6: Above are intermediate results from each parameter inversion stage of the alter-
nating DtN method in subsection 5.4.2.
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5.5.2 DRAM MCMC
We use the DRAM (delayed rejection, adaptive Metropolis) algorithm [51] to ob-
tain uncertainty quantification results and solve the Bayesian statistical inverse problem.
DRAM is a popular state-of-the-art blackbox algorithm for efficient MCMC, and requires
only pointwise posterior evaluations.
Due to the difficulty of MCMC with the test problem (requiring many millions of
samples for convergence), the numerical results presented in this section solve a slightly
“easier” problem than the previous section. That is, we choose the level of parameter prior
to be α = 20. In the truncated methods that invert for the coefficients ci of Λ˜uD in (5.14) as
part of the inverse problem (the sampling, alternating, and all-at-once DtN methods, which
use (5.2)), we use a coefficient prior of αΛ = 0.01. Each chain is initialized at its respective
MAP estimate, which is calculated similarly to the results in subsection 5.5.1.
The converged parameter sample variances σ2 are plotted for each method in Fig-
ure 5.7. The parameter sample means and credibility envelopes (± 2σ) are plotted for each
method in Figure 5.8. We do not include the projection DtN method for truncated MAP esti-
mation in our UQ investigation. The projection DtN is a method to iteratively approximate
the theoretical truth DtN MAP along with a low-rank estimate of the discarded domain,
and it relies on a sequence of previous parameter estimates. Therefore, it only makes sense
as a method for deterministic MAP estimation. The extension of the projection DtN to a
method for Bayesian inversion is the subject of future work.
The results of solving our elliptic PDE Bayesian inverse problem via converged DRAM
sampling are summarized for each method in table 5.3. The computational cost is given in
both PDE solves and wall-clock time. UQ results via DRAM were obtained on Stampede2
Intel Xeon Platinum 8160 (“Skylake”) nodes at 3.7GHz from the Texas Advanced Computing
Center (TACC) at The University of Texas at Austin. Additional DRAM results (compar-
isons across 1e6, 2e6, 2.5e6 and 3e6 samples) can be found in Appendix B.
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Figure 5.7: Parameter pointwise variance estimates σ2 after DRAM convergence.
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Figure 5.8: (top row) Low credibility envelope (mean − 2σ), (middle row) sample mean, and
(bottom row) high credibility envelope (mean + 2σ) estimates after DRAM convergence.
Black contour lines are drawn at 0.15 and 0.7.
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Table 5.3: Comparison of converged DRAM sampling results. τ(x) = estimate of integrated
autocorrelation time. ESS = effective sample size = number of samples / τ(x). Time per
IS = Total time/ESS. For fairness of comparison, mean, min, and max here refer to the
respective quantities over all 378 nodes in the truncated parameter domain.
Method Full Sampling All-At-Once Alternating
Oﬄine time (s) - - 1,986 1,986
Online time (s) 153,532 91,817 77,424 100,423
Total time (s) 153,532 91,817 79,410 102,409
Samples 3,000,000 2,000,000 2,000,000 2,000,000
PDE solves 5,082,416 3,347,569 3,350,240 7,370,410
τ¯ 1,261.8 917.0 896.3 962.2
Min τ 274.6 296.2 258.6 355.6
Max τ 2,598.2 2,405.8 2,332.4 2,490.6
ESS, min 1,154.7 831.3 857.5 803.0
ESS, max 10,923.6 6,753.2 7,735.0 5,623.6
Time per IS, min 14.1 13.6 10.0 17.9
Time per IS, max 133.0 110.4 90.3 125.1
5.6 Discussion of inversion methods
As seen in Table 5.1, using the sampling DtN method for MAP point estimation (to
solve the deterministic truncated inverse problem (5.2)) requires fewer PDE solves, results
in smaller error values, and takes less time overall than computing the MAP point of the full
domain Bayesian inverse problem (2.8). However, for MAP point estimation, the projection
DtN, alternating DtN, and all-at-once DtN methods require about half as many PDE solves,
result in generally lower error values, and take about half the CPU time as the sampling
DtN method.
Furthermore, each of the new methods as seen in Figure 5.5 is able to recover the
center area of high conductivity in their converged MAP point estimates. Figure 5.4 shows
that this area is also recovered by deterministic inversion with the truth DtN method.
The MAP point method with the fewest PDE solves and fastest CPU time is the
alternating DtN method, which takes 2, 820 PDE solves and 97.1 seconds, compared to
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14, 235 PDE solves and 430.7 seconds for the full domain method. The method that takes
the fewest Newton solves and has smallest error metrics is the all-at-once DtN method, which
takes only 25 Newton solves and has an H1 error to the underlying truth parameter of 5.709,
compared to the full domain method which requires 73 Newton solves and has an H1 error
to the underlying truth parameter of 6.191. Note that both of these methods require 5365
oﬄine solves using the model-constrained optimization described in subsection 5.4.1.
If the oﬄine solve count is tolerable as a one-time cost, and the accuracy or speed of
solving the online inverse problem is of paramount importance, then our recommendation is
to use the alternating or all-at-once DtN method for MAP point estimation. In particular,
the alternating DtN method is a good balance of accuracy and speed, and is the fastest of
all the methods tested in Table 5.1. If oﬄine solves are to be avoided, or if a rough estimate
of the discarded domain is desired, then we recommend the projection DtN method.
In the solution of the model Bayesian inverse problem with DRAM, the truncated
methods clearly show faster convergence, reduced computational cost. Furthermore, we
observe improved fidelity and interpretability of results, which we believe is primarily due to
removing the uncertain parameter subspace from the posterior space.
By carefully removing only 130 unknown degrees of freedom, from a problem with
originally 513 degrees of freedom (about a 25 percent reduction), we reduce our MCMC
computation from 153, 532/602 ≈ 43 supercomputing wall-clock hours to 79, 410/602 ≈ 22
wall-clock hours—a reduction of about 48 percent. We expect the computational efficiency
to improve when the truncated methods here are used to make larger reductions in higher-
dimensional model domains. This would be a promising step towards solving intractable yet
critical large-scale uncertainty quantification problems.
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Chapter 6
Conclusions
This dissertation presents new, mathematically-justified, data-driven reduction strate-
gies towards the tractable solution of large-scale Bayesian inverse and uncertainty quantifi-
cation problems with heterogeneous spatially-distributed parameters.
Chapter 3 presents a randomized misfit approach for reducing computational com-
plexity induced by big data in general large-scale PDE-constrained inverse problems. The
method permits a novel analysis of the stochastic cost function and its minimizer via prob-
abilistic bounds from random projection theory. It is shown that a subgaussian distribution
guarantees the solution obtained from the randomized misfit approach will satisfy Morozov’s
discrepancy principle with a low failure rate (that decays exponentially with respect to the
reduced dimension n).
The key to the randomized misfit approach is the identification of the discretized
data misfit functional in the formal inverse problem (assuming a standard nonlinear least
squares formulation) as a Euclidean distance in high dimensions, and connecting the theory
of random projections, which are quasi-orthogonal dimension-reducing transformations that
approximately preserve geometric relationships in big data. Using large deviation theory,
impact of big data on the overall computational cost estimate is probabilistically quantified.
The main contribution is a rigorous mathematical justification for a well-known but hereto-
fore not yet proven observation about simultaneous source methods, which are now used in
many seismic data applications such as offshore oil discovery.
It is shown that the stochastically derived method is equivalent to applying a random
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projection to the data misfit vector. This results in a stochastic programming-based proof
(up to a constant) of a Johnson-Lindenstrauss lemma variant proved previously (see, e.g.
[7, 66] for proofs based on combinatorics and communication theory, respectively). Our
connection provides two main theoretical insights. The first is intuition into the surprising
numerical accuracy with small reduced misfit dimension n. This phenomenon has been noted
in related stochastic methods, particularly in random source encoding methods, without
theoretical explanation. The second is an intuition into the ubiquitous O(1/√n) factor in
Johnson-Lindenstrauss transforms (a rate shown to be tight by [7]) using a Monte Carlo
framework.
Chapter 4 presents the randomized geostatistical approach (RGA), a computationally
efficient, scalable, and implementation-friendly randomized geostatistical inversion method.
The RGA extends the widely used geostatistical approach (GA) and its extensions [73,
74, 75, 84, 127] to geostatistical inverse problems with both high-dimensional parameter
dimension P and high-dimensional observed data dimensions N , i.e. N = O(105 − 107). To
overcome known issues of excessive memory and computational cost that can arise in the
geostatistical approaches when dealing with a large number of observations, the RMA is in
incorporated into the PCGA, which is a recent randomized blackbox extension of the GA
meant to make the GA tractable for problems with high-dimensional parameter spaces and
medium dimensional data (P = O(104 − 107), N < O(104).
The RGA is a practical data-driven reduction method for big geostatistical data and
large-scale geostatistical inversion with a blackbox forward solver. It uses the idea from the
RMA that the misfit is a vector in high-dimensional parameter space, and that one can make
a justified approximation of the inverse problem, by seeking to approximately minimize the
norm of the misfit (and subsequently the cost functional or negative log posterior) using ran-
dom projections, which can approximately transform a Euclidean norm of a high-dimensional
vector in RN to a low-dimensional space Rn with high probability.
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Both the RGA and PCGA generate a surrogate GA cokriging system with a smaller
dimension than the original problem. However, a computational cost analysis is given that
shows the RGA method yields a smaller problem than the PCGA, when computing the next
step in the iterative optimization process. This reduces both the memory and computational
costs compared to the PCGA. It is theoretically and numerically demonstrated that RGA can
solve a geostatistical inverse problem with O(107) observations using modest computational
resources. Therefore, it has potential for practical subsurface heterogeneity characterization
in problems with a large number of observations.
The developed truncated inversion methods in Chapter 5 are shown to be poten-
tially more efficient and effective than solving over the full model domain. Motivated
by existing domain decomposition strategies for model order reduction, three new domain
decomposition-based methods for parameter and state space reduction in large-scale Bayesian
inverse problems are proposed. A non-canonical domain truncation strategy is also developed
for the goal-oriented reduction. The strategy for truncation is driven by the data locality,
and the inversion methods are the projection DtN method, the alternating DtN method,
and the all-at-once DtN method.
Existing theory in forward simulation shows that the truncated domain PDE solution
using the truth DtN map is exactly the restriction of the full domain PDE solution. Numeri-
cal results show that solving an inverse problem on the truncated domain can lead to higher
fidelity recovery of large high and low areas compared to the original full domain problem,
with regards to MAP estimation. Recovery quality varies, depending on the method of DtN
MAP estimation. Significantly reduced computation is observed in solving the Bayesian in-
verse problem with DRAM MCMC sampling. This is due to both the reduced parameter
and state dimension and the reduced uncertainty in the posterior. In the truncated prob-
lems, the posterior resides in a data- (and model-)informed subspace of the original unknown
parameter space.
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It is shown that using a greedy, goal-oriented, model-constrained optimization to
construct the low-rank DtN basis oﬄine improves reconstruction fidelity and reduces the
online computational burden, compared to methods with minimal oﬄine cost. For large-
scale inverse problems where detection of high and low regions is critical, and uncertainty
quantification where the model is run numerous times over the inversion domain, this oﬄine
cost is negligible. If one wishes to avoid oﬄine computation, the projection DtN method is
a efficient alternative for MAP point estimation.
A partial answer (pun intended) is given to the larger question of how should inver-
sion results, especially for a spatially-distributed unknown parameter, be interpreted and
validated. Against which comparative standard should a reduced model or efficient method
validate its uncertainty results? Against the synthetic parameter in the elliptic test problem,
the full domain MAP estimate is inaccurate in regions far from the observed data locations.
Therefore, should a truncated or reduced method with a result similar to the full MAP
claim success? The full MAP is far from the physical underlying truth! Yet many methods
including the presented RMA method are guilty of validating success against the MAP. This
is because the inverse problem is ill-posed: the data is limited and noisy, and combined with
the level of parameter heterogeneity, it becomes impossible to recover the truth. The MAP
is, by definition, the most probable guess of the parameter distribution that we can infer.
Yet, it should be understood that it still has room for improvement, especially if the problem
is one of national or global importance, such as locating contaminants or a large reservoir of
residual oil in the subsurface.
It is shown that that useful information—here, visible high and low regions that
correspond to the truth—and a decrease in computational expense can result if one is willing
to make problem-dependent, goal-oriented trade-offs.
Here, the trade-off is forgoing estimation of the non-data-informed spatial regions,
and doing the comparatively negligible oﬄine work of truncating the solution mesh and
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building a mathematically justified, model-informed artificial boundary condition.
6.1 Coverage of CSEM Areas A, B, and C and their integration
• Area A: (Applicable Mathematics) This dissertation presents theoretical analysis in
the form of probabilistic guarantees for the randomized misfit approach (RMA) for
abstract PDE-constrained inverse problems with high-dimensional data. Furthermore,
asymptotic computational complexity analysis was carried out for the RMA to demon-
strate the efficiency.
• Area B: (Scientific Computation) This dissertation presents data-driven numerical
methods for more efficient MAP point computation and uncertainty quantification in
large-scale Bayesian inverse problems, using techniques from machine learning and do-
main decomposition. Numerical inversion results with an elliptic distributed coefficient
nonlinear inverse problem are shown to justify the theoretical claims.
• Area C: (Mathematical Modeling and Application) This dissertation extends the RMA
to a geostatistical inversion method prevalent in subsurface hydrology. The result-
ing randomized geostatistical approach (RGA) is applied to a transient groundwater
flow inverse problem for estimating heterogeneous permeability with observed data di-
mensions up to O(107). Comparisons to a reference method demonstrate comparable
solution quality, computed with a 31x reduction in wall-clock time. Efficiency and
scalability is thus shown for practical inverse problems.
The dissertation thus presents an integrated synthesis of theory, algorithms, and
applications toward the goal of making the solution of large-scale Bayesian inverse problems
tractable in the context of high-dimensional data and high-dimensional parameters.
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6.2 Future work
Many new random projections have appeared since the seminal work in [1]. A promis-
ing extension of the RMA is to investigate using the positive-definiteness-preserving single-
pass sketching matrices, which are elucidated for practical use by the recent paper [141].
Combining dimension reduction and uncertainty quantification is the broader focus of
ongoing work towards developing scalable methods for large-scale Bayesian inverse problems
in high-dimensional parameter space with big data.
Future tangential work will link and compare different randomization techniques for
solving inverse problems in a unified abstract framework.
A future hope is that the RGA method and results will lead to other extensions of the
RMA and other domains of application beyond geostatistical inverse problems, as the need
continues to grow for practical inversion methods that can extract heterogeneous parameter
knowledge from increasingly complex models and big data.
A promising future direction with the truncated inversion methods that should be
investigated is an application to large-scale distributed parameter reservoir characterization
problems with localized partitioning interwell tracer test data.
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Appendix A
Infinite-dimensional gradient and Hessian-action for
truncated domain inversion
The infinite-dimensional analog to the finite-dimensional truncated MAP estimation
problem (2.8) is given by
min
u,cj
J (u (u, cj)) = 1
2σ2
D∑
i=1
(u(xi)− d)2 + 1
2
(u− u0) C (u− u0) (A.1)
s.t. ∫
Ω̂
eu∇u · ∇v˜ +
∫
Ω̂Bi
Biuv˜ +
∫
Γ
Λuv˜ =
∫
Γ
vf (A.2)
where
∫
Γ
Λu ≈
(∑Nens
j=1 cjΛjuΓ
)>
v˜Γ and the {Λj} are chosen by the model-constrained oﬄine
cycle as detailed in subsection 5.4.1. Note that
∫
Γ
vf ≈
[
F1
F2
]
, where F2 = −
(∑Nens
j=1 cjFj
)>
v˜Γ.
The Lagrangian is given by
L (u, p,u, cj) = 1
2σ2
(
D∑
i=1
u(xi)− d
)2
+
1
2
(u− u0) C (u− u0) +
∫
Ω̂
eu∇u · ∇p
+
∫
Ω̂Bi
Biu p+
(
Nens∑
j=1
cjΛjuΓ
)
p|Γ +
(
Nens∑
j=1
cjFj
)>
p|Γ
(A.3)
The forward equation is
∫
Ω̂
eu∇u · ∇p˜+
∫
Ω̂Bi
Biu p˜+
(
Nens∑
j=1
cjΛjuΓ
)
p˜|Γ +
(
Nens∑
j=1
cjFj
)>
p˜|Γ = 0. (A.4)
The adjoint problem is
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∫
Ω̂
eu∇u˜ · ∇p+
∫
Ω̂Bi
Bi u˜ p+
(
Nens∑
j=1
cjΛjp|Γ
)
u|Γ +
(
Nens∑
j=1
cjFj
)>
p|Γ
=
1
2σ2
(
D∑
i=1
u(xi)− d
)2
u˜(xi).
(A.5)
Then, using the standard reduced space approach ([106, 148]) we can show that the
gradient G := ∇J (u) (the Fréchet derivative of the cost functional J ) acting in any direction
u˜ is given by
[〈G, u˜〉
〈G, c˜〉
]
, where
〈G, u˜〉 =
∫
Ω̂
u˜eu∇u · ∇p+ C (u− u0) , (A.6)
the k-th component of 〈G, c˜〉 is
〈G, c˜k〉 = (Λku|u)> p|Γ + F>k p|Γ. (A.7)
The Hessian-action is denoted by 〈H, λ˜, λ̂〉 :=
[
〈〈G, u˜〉, λ̂〉
〈〈G, c˜〉, λ̂〉
]
, where λ =
[
u
c
]
and
λ̂ =
[
û
ĉ
]
. Its derivation is similar to the derivation of the gradient and follows from taking
the Fréchet derivative of 〈G, u˜〉 and 〈G, c˜〉 in direction λ̂. Then the remaining necessary
expressions for the incremental adjoint and forward variables are found by taking the the
Fréchet derivative of the adjoint and forward equations in the direction λ̂, and solving the
resulting systems.
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Appendix B
Additional UQ results for truncated domain inversion
Table B.1: DRAM sampling for uncertainty quantification, 1e6 samples.
Method Full Sampling All-At-Once Alternating
Oﬄine time (s) - - 1,986 1,986
Online time (s) 49,710 39,634 36,616 40,676
Total time (s) 49,710 39,634 38,602 42,663
Samples 1,000,000 1,000,000 1,000,000 1,000,000
PDE solves 1,644,982 1,628,904 1,631,553 3,643,884
τ¯ 1,128.5 960.2 996.9 942.7
Min τ 376.5 347.0 331.7 348.6
Max τ 2,491.3 2,392.9 2,439.3 2,368.4
ESS, min 401.4 417.9 410.0 422.2
ESS, max 2,655.7 2,882.1 3,014.7 2,868.3
Time per IS, min 18.7 13.8 12.1 14.2
Time per IS, max 123.8 94.8 89.3 96.3
The DRAM sampling UQ results were obtained on Stampede2 Intel Xeon Platinum
8160 (“Skylake”) nodes at 3.7GHz. The authors acknowledge the Texas Advanced Com-
puting Center (TACC) at The University of Texas at Austin for providing computing re-
sources that have contributed to the research results reported within this paper. URL:
http://www.tacc.utexas.edu.
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Table B.2: DRAM sampling for uncertainty quantification, 2e6 samples.
Method Full Sampling All-At-Once Alternating
Oﬄine time (s) - - 1,986 1,986
Online time (s) 115,885 91,817 77,424 100,423
Total time (s) 115,885 91,817 79,410 102,409
Samples 2,000,000 2,000,000 2,000,000 2,000,000
PDE solves 3,351,262 3,347,569 3,350,240 7,370,410
τ¯ 1,279.4 917.0 896.3 962.2
Min τ 292.7 296.2 258.6 355.6
Max τ 2,626.1 2,405.8 2,332.4 2,490.6
ESS, min 761.6 831.3 857.5 803.0
ESS, max 6,833.8 6,753.2 7,735.0 5,623.6
Time per IS, min 17.0 13.6 10.0 17.9
Time per IS, max 152.2 110.4 90.3 125.1
Table B.3: DRAM sampling for uncertainty quantification, 2.5e6 samples.
Method Full Sampling All-At-Once Alternating
Oﬄine time (s) - - 1,986 1,986
Online time (s) 127,347 94,682 95,430 102,786
Total time (s) 127,347 94,682 97,416 104,773
Samples 2,500,000 2,500,000 2,500,000 2,500,000
PDE solves 4,214,893 4,216,137 4,218,612 9,241,362
τ¯ 1,259.2 983.2 947.7 909.9
Min τ 343.6 285.3 317.6 297.0
Max τ 2,683.7 2,524.6 2,445.2 2,400.8
ESS, min 931.5 990.2 1,022.4 1,041.3
ESS, max 7,276.1 8,762.7 7,871.8 8,418.0
Time per IS, min 17.5 10.8 12.1 12.2
Time per IS, max 136.7 95.6 93.3 98.7
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Table B.4: DRAM sampling for uncertainty quantification, 3e6 samples.
Method Full Sampling All-At-Once Alternating
Oﬄine time (s) - - 1,986 1,986
Online time (s) 153,532 115,283 114,544 124,230
Total time (s) 153,532 115,283 116,530 126,216
Samples 3,000,000 3,000,000 3,000,000 3,000,000
PDE solves 5,082,416 5,087,980 5,091,146 11,115,386
τ¯ 1,261.8 923.9 1,100.2 931.8
Min τ 274.6 337.8 317.1 305.0
Max τ 2,598.2 2,196.4 2,669.3 2,475.6
ESS, min 1,154.7 1,365.9 1,123.9 1,211.8
ESS, max 10,923.6 8,880.4 9,460.7 9,835.5
Time per IS, min 14.1 13.0 12.1 12.6
Time per IS, max 133.0 84.4 101.9 102.5
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Figure B.1: Posterior mean estimates after 1e6, 3e6, 2.5e6, 3e6 DRAM samples.
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Figure B.2: Posterior pointwise variance estimates after 1e6, 2e6, 2.5e6, 3e6 DRAM samples.
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