The set of so-called relevant patterns is a subset of all itemsets particularly suited for pattern-based classification tasks. So far, no efficient algorithm has been developed for computing the set of relevant patterns: all existing solutions have a worst-case complexity which is exponential in the size of the input and output. In this paper, we investigate new properties of the relevant patterns and develop, thereupon, the first algorithm whose runtime is polynomial in the size of the input and output. As we show in the experimental section, this result is not only of theoretical interest but also of practical importance, often reducing the search space by orders of magnitude.
Introduction
Classical pattern mining techniques often come up with huge amounts of patterns, making the use of the complete set of patterns problematic. Depending on the overall purpose, however, a large portion of the patterns is not of much value, and moreover conditions can be specified that imply the dispensability of a pattern. Many approaches have been proposed to reduce the number of patterns by removing dispensable patterns [13, 17, 20, 6, 4] .
In this paper, we consider a particular such approach, namely the theory of relevance [13, 12, 7] , which has shown to achieve good results in various patternmining applications [12, 11, 2] . The idea of the theory of relevance, which considers binary labeled tabular data and considers patterns taking the form of itemsets, is to remove all patterns that are dominated by another pattern. A pattern is considered to be dominated if the dominating pattern supports at least all positives (i.e. target-class individuals) supported by the dominated pattern, but no additional negative (i.e. non targetclass individual). The intuition is that the dominating pattern is strictly superior in characterizing the target class and that the dominated pattern is thus irrelevant and can be removed.
While several algorithms have been proposed for relevant pattern mining, none is guaranteed to be efficient in the size of the input and output. Some approaches traverse the space of all (closed) patterns [12, 15, 7] , subsequently applying a relevance check to remove the irrelevant patterns. This approach can be highly inefficient as the space of closed patterns can be exponentially larger than the space of relevant patterns.
The current state-of-the-art approach is to traverse the patterns that are closed on the positives (i.e. closed on the subset of records having the target class): as shown by Garriga et al. [7] , this subset of the closed patterns includes all relevant patterns. The efficiency of this approach, however, is also not guaranteed. As the example in Figure 1 shows, the number of closed-on-the-positives can be exponentially larger than the number of relevant patterns. In this example, built up from the four features A, . . . , D plus the label, the number of patterns closed on the positives (i.e. on class "+") is exponential in the number of features -every subset of the features is closed on the positives. However, the number of relevant patterns is linear in the number of features: only the single-feature patterns, i.e. A, B, C and D, are relevant (as well as the empty pattern). All their specializations are dominated, because they support a proper subset of the positives supported by their single-feature generalizations, but the same set of negatives (namely none). Figure 1(b) visualizes the pattern space, using a rectangular shape to highlight the relevant patterns. Obviously, in such examples the number of patterns considered by Garriga et al.'s approach is not polynomially bounded in the size of the input and output, and thus clearly inefficient.
In this paper, we develop a new algorithm for the relevant pattern mining task. Note that here we assume that the desired output consists of all relevant patterns, unlike in top-k approaches (cf. [19, 16, 9] ). In this setting, the size of the output is not guaranteed to be polynomial in the size of the input. Hence, it is clearly impossible to devise an algorithm with worstcase complexity polynomial only in the size of the input -what we aim at, hence, is an algorithm with worstcase complexity polynomial in the size of the input and output.
Altogether, the paper makes the following contributions:
• First, we present a new relevance check, which is based on the direct generalizations of a pattern. We show that the direct generalization can be computed efficiently and that hence the new relevance check is efficient.
• Based on the new relevance check, we present an algorithm which traverses precisely the relevant patterns and has polynomial costs per node. This algorithm is the first that guarantees the computation of the relevant patterns in output-polynomial time.
• Finally, we present a memory-efficient divide-andconquer algorithm which allows the traversal of a super-set of the relevant patterns. This algorithm can be valuable as a building block within a weighted covering approach [14] , where (in every iteration) one is interested in finding only one top-quality pattern, not in storing them all. While the algorithm comes with no particular complexity bounds, empirically it performs much better than the classic closed-on-the-positives approach.
The remainder of this paper is structured as follows: in Section 2, we provide a formal definition of the task and describe the state-of-the-art approach. Next, we present an algorithm with output-polynomial time in Section 3. Subsequently, we present an improved divideand-conquer algorithm with low memory requirements in Section 4. We evaluate our algorithms on real datasets in Section 5, before we conclude in Section 6.
The Task of Relevant Pattern Mining
In this section, we will introduce our notation and briefly review the most important notions from the area of (closed) pattern mining. Thereupon, we will provide a precise definition of the task of relevant pattern mining and describe the current state-of-the-art solution.
Preliminaries
Datasets A dataset DB is a collection of records, i.e. DB = [r 1 , . . . , r m ]. Every record is described by a set of features F = {f 1 , . . . , f n }, where each feature is a mapping from the records to {0, 1} (we only consider binary features). In the following, we sometimes use the representations " " and "-" instead of 1 respectively 0.
Beside the standard features, we assume that every database has a binary label, denoted by class(·), which maps the records to {+, −}. Given a dataset DB, we call the subset of "+"-labeled records, i.e. the set {r ∈ DB | class(r) = +} the positives and denote them by DB + . Similarly, we call the "-"-labeled records the negatives, denoted by DB − . Patterns A pattern in DB is a subset of the feature set (a.k.a. an itemset). We often simply represent a pattern by the concatenation of its features, instead of using the set notation; so for example we write f 1 f 2 instead of {f 1 , f 2 }.
Support sets, supports, negative and positives supports Patterns are interpreted conjunctively, that is, a record r satisfies the pattern P if r(f ) = 1 for all f ∈ P. The support set of a pattern P in a dataset DB, denoted by DB [P] , is the set of records r ∈ DB that satisfy P. In contrast, the support, denoted supp(DB, P), refers to the size of the support set. We will use the expressions negative support set, respectively positive support set, to refer to the support set of a pattern in the positives, respectively in the negatives. Formally, the negative support set of P in DB thus corresponds to DB − [P]. The negative support of the pattern P is then defined as |DB − [P]|. Similarly for the positive support resp. support set.
Closed Patterns and Closure Operators A closed pattern (a.k.a. closed itemset) in a dataset DB is a pattern P such that every proper superset has a lower support; i.e. ∀P P : supp(DB, P ) < supp(DB, P).
It is well known that the closed patterns can be defined in terms of the following mapping between patterns (cf. [17] ):
The mapping Γ DB is a so-called closure operator : a function defined on the powerset of features P(F) such that for all X, Y ∈ P(F),
(monotonicity), and (iii) Γ DB (X) = Γ DB (Γ DB (X)) (idempotence) holds. The closed patterns in DB are precisely the fixpoints of Γ DB , i.e. the patterns P such that P = Γ DB (P). Although the operator Γ DB is obviously determined by the dataset DB, whenever it is clear which dataset we are concerned with, we will omit the index and simply write Γ.
Equivalence Classes Given a dataset DB, the space of patterns can be partitioned into equivalence classes: all patterns with the same closure in DB belong to the same equivalence class. The members of the equivalence class are called generators of the closed pattern in the equivalence class [3] .
The Theory of Relevance and Relevant
Pattern Mining Based on the above, we will now turn to the theory of relevance [13, 12] . The idea is to reduce the number of patterns by removing patterns that are irrelevant for the purpose of characterizing the target class. In the following, we follow the standard assumption that the target class is "+".
1 A pattern is considered to be irrelevant if there is another pattern, called the dominating pattern, which allows characterizing the target class at least as good as the former (dominated) pattern. Formally: Definition 1. The pattern P dominates the pattern P irr in dataset DB iff.
• DB
A pattern is relevant (in DB) iff. it is not dominated by any other pattern.
The motivation for this definition is that all records which are correctly classified as positives by P irr are also correctly classified by P; and moreover, P misclassifies a subset of the records misclassified by P irr . As for the third condition, it ensures that the members of an equivalence class do not dominate each other circularly: a closed pattern cannot be dominated by one of its generators (though it dominates all other members of the equivalence class).
2
We are now about to define the task we are interested in: Task 1. (Relevant Pattern Mining) Given dataset DB, find the set R of all relevant patterns in DB.
In practice, one might additionally impose constraints on the minimum support. While we will mainly consider the basic task in this paper, it is straightforward to account for minimum support constraints, as we will show in Section 3.3.
The Connection To Closed Patterns
There is an interesting connection between relevance and the theory of closed patterns, which provides a way to calculate the relevant patterns. In fact, Garriga et al. [7] , have shown that relevance can be restated in terms of the following closure operator: • P rel is closed on the positives, and
• there is no generalization P P rel closed on the positives such that |DB
The current state-of-the-art Approach
The above proposition provides an elegant way to compute the relevant patterns: first, collect all closed-on-thepositive patterns. In this step, any of the efficient listing algorithms developed by the closed pattern mining community may be used (e.g. [18, 5] ). In the second step, remove all patterns having a (closed-on-the-positives) generalization with the same negative support. This approach, to which we will refer to as CPosRelevantMiner, is the current state-of-the-art solution for Task 1 [7] . Compared to simpler approaches which consider the space of all (closed) patterns (like [12, 15, 7] ), CPosRelevantMiner can result in an exponential speedup. This is illustrated in Figure 2 : here, every subset of the features is closed and hence the number of (closed) patterns is exponential in the number of features. In contrast, there is only one pattern relevant for the target class "+": ABCD; all other patterns can be easily verified to be dominated. The relevant pattern can also be verified to be the only pattern closed-on-the-positives (the visualization Figure 2 (b) additionally shows the generator, visualized by a hexagon). 
Limitations of the state-of-the-art approach
As already mentioned in the introduction, the existing approaches can be highly inefficient. In particular, in the family of datasets DB Exp n = [r 1 , . . . , r n+2 ] defined over the n features f 1 , . . . , f n as follows:
the number of closed-on-the-positives is 2 n − 1, while there are only n relevant patterns -namely, f 1 to f n . The introductory example in Figure 1 was essentially an instantiation of this scheme for n = 4. As all existing approaches traverse (a superset of) the closed-on-thepositives, they obviously have a worst-case complexity that is not polynomially bounded in the size of the input and output -i.e. they are inefficient. This motivates the new approach presented in the next section.
An Output-Polynomial Algorithm
In this section, we will develop a new algorithm whose complexity is guaranteed to be polynomial in the size of the output.
3.1 A relevance check based on the direct generalizations As first step, we present an efficient relevance check. The idea is not to do a pairwise comparison between any two closed-on-the-positives, but instead to only consider, for every closed-on-the-positives, a limited set of generalizations. While in general a pattern of length l can have O(2 l ) generalizations, we will show that it is sufficient to consider the direct closed-on-thepositive generalizations, whose number is bounded in the number of records.
The direct closed-on-the-positive generalizations of a closed-on-the-positive pattern are defined as follows:
Definition 2. Let DB be a dataset and P , P two patterns closed on the positives in DB. We call the pattern P a direct closed-on-the-positive generalization of P iff. P P and there is no closed-on-the-positive P * such that P P * P. Figure 3 illustrates the notion of a direct generalization. In particular, it shows that a predecessor wrt. the generator graph needs not be a direct generalization. Nevertheless, to check the relevance of a pattern, it is sufficient to consider its direct closed-on-the-positive generalizations, as precised by the following proposition:
Lemma 2. Let DB be a dataset an P be a pattern closed-on-the-positive in DB. The pattern P is relevant in DB iff. there is no direct (closed-on-the-positive) generalization of P with same negative support.
Proof. The above follows directly from Proposition 1, and the monotonicity property of support. (i) If P is relevant, then there is no generalization and hence no direct generalization with same negative support. (ii) If P is irrelevant, then there is a generalization P g of P with same negative support. Then, either P g is a direct generalization of P or there is a direct generalization P d of P being a specialization of P g . In the second case, P d has same negative support as P g and P. Thus, there is a direct generalization of P with same negative support.
We will now derive a new relevance check making use of the above proposition, together with the fact that (i) for every closed-on-the-positive, the set of its direct generalizations is of size O(m) (where m denotes the number of records); and that (ii) the set of direct generalizations can be computed efficiently.
In fact, the direct closed-on-the-positive generalizations of the closed-on-the-positive pattern P can computed by considering every positive record r not satisfying P, and then calculating the subset of the features of P satisfying r. Formally: Lemma 3. Let DB be a dataset an P a pattern closedon-the-positive in DB. Moreover, let DB
denote the set of positively-labeled records not satisfying P, and let [r 1 , . . . , r n * ] denote the records in DB + ¬P . Then, the sequence of patterns D P = {P 1 , . . . P n * } defined as
includes every direct (c-o-t-p) generalization of P.
Proof. First, we note that every P i is closed-on-thepositives. This follows from the fact that for every feature f not being an element of P i , by construction of P i , there must be at least one positive record satisfying P i but not f .
Thereupon, we show that every direct closed-onthe-positive generalization P d of P must be an element of D P : As both P d and P are closed-on-the-positives, yet P d is a (true) generalization of P, there must be at least one positive record r satisfying P d but not P. But then, r ∈ DB + ¬P , and hence P r is part of the set D P . In the remainder of the proof, we will show that P r and P d are identical and hence the proposition holds.
First, we show that P r contains every pattern in P d , i.e. P r ⊇ P d . Let f be an arbitrary feature in P d . f must be an element of P, as this pattern is a specialization of P d . Moreover, r must satisfy f , because we chose r such that it satisfies P d (and patterns are interpreted conjunctively). But then f must be an element of P r by the construction of the latter. We now have that P r is closed-on-the-positives, a generalization of P and a (not necessarily true) specialization of P d . Together with the assumption that P d is a direct generalization of P, we have that P d and P r must be identical, which completes the proof.
Based upon the above propositions, we now present an efficient algorithm testing whether a pattern is relevant. The input of this algorithm includes the pattern and the database. Using the approach from Lemma 3, it generates the set of direct generalizations of the input pattern. All that remains to do is to check if the negative support of one direct generalization is equal to the input pattern's negative support. The pseudocode is shown in Algorithm 1.
Algorithm 1 Relevance Check
Input : a dataset DB over features {f 1 ; ...; f n }, a pattern P closed on the positives Output : a boolean indicating whether P is relevant 1: for every r ∈ DB + not satisfying P do 2:
return false
5:
end if 6: end for 7: return true Let us now consider the time complexity of the new relevance check. For every record r, one can calculate whether it satisfies P in O(n), where n denotes the number of features. The total runtime for the computation of the set of records to consider is thus O(nm) (where as before, m denotes the number of records). The inner loop is executed at most m times. The pattern P can be calculated in O(n). The negative support of P can be calculated in O(nm). Overall, the runtime is thus O(nm 2 ).
The Algorithm
Based upon the above relevance check, we will now present an approach computing the relevant patterns in output-polynomial time. The algorithm basically traverses the set of relevant patterns in a general-to-specific way. The pseudo-code is shown in Algorithm 2.
The correctness of the approach follow from the fact that the relevant patterns are "connected" in the generator graph, that is, every relevant pattern can be reached from the root node by traversing only relevant patterns. Formally: if visited does not include P then 7: add P to visited 8: isR = check whether P is relevant using Algo 1 9: if isR then 10: compute the set of direct specializations of P
11:
add the specializations to Q 12: end if 13: end if 14: end while Proposition 4. Every relevant pattern P (except the root of the generator graph) has a relevant predecessor, i.e. a pattern P g such that P = Γ + (P g ∪ f ) for some feature f .
Proof. Let P be a relevant pattern with relevant generalizations (i.e. P is not the root node). As P is relevant, all predecessors must have a smaller support (else, they would dominate P). Let P be one of these predecessors and let f be the feature corresponding to the edge from P to P. If P is relevant, the propositions holds. So from here let us assume that P is not relevant. Then, there is a dominating generalization P of P , i.e. P has the same support in the negatives as P . Now Γ + (P ∪ f ) must be a generalization of P; Moreover, it must have the same support in the negatives as P. If Γ + (P ∪ f ) would happen to be a proper generalization of P, then it would dominate P; as P is relevant by assumption, we thus have P = Γ + (P ∪f ), and hence P is a predecessor of P.
Please note that the predecessors mentioned in the above proposition are not identical with the direct generators mentioned earlier. The difference was already illustrated in Figure 3 .
The above proposition is the foundation for the correctness of our algorithm. Altogether, it effectively and efficiently solves the relevant pattern mining task, as precised by the following proposition: Proposition 5. Algorithm 2 correctly solves Task 1 in time O(|R| (n 2 m 2 )), where as before R denotes the set of relevant patterns, n the number of features and m the number of records.
Proof. The correctness follows directly from Propositions 2, 3 and 4. As for the runtime complexity, for every relevant pattern the algorithm considers up to n specializations. For every specialization, the algorithm computes the closure in O(nm) and checks the relevance in O(nm 2 ).
3.3 Adding a minimum support constraint As mentioned earlier, it is simple to account for a minimum support constraint within our algorithm (or, for other types of anti-monotone constraints). All that needs to be done is to ignore all patterns not satisfying the constraint in the main loop of the algorithm. It is easy to see that even in the presence of minimum constraint, our algorithm can result in an exponential reduction of the number of patterns considered, compared to CPosRelevantMiner: corresponding examples can be constructed, e.g. by replacing every single record in the earlier datasets by multiple identical records.
Memory-Efficient Traversal of (a Superset of ) the Relevant Patterns
The algorithm presented in the previous section has the notable property that its runtime is polynomially bounded in the size of the input and output. As already mentioned, the size of the output can, however, be exponentially larger than the input. Moreover, the memory requirements of Algorithm 2 are linear in the size of the output (because it relies on the information about the set of visited patterns). In settings where the task is not to collect all relevant patterns, but merely to traverse them, these memory requirements can be problematic. As an example, suppose that the ultimate goal is to collect a set of independent patterns using a weighted covering scheme [14] . Here, in every iteration one would only select one individual pattern and discard all others. This is typically done using a quality function, and selecting, in every iteration, a maximum-quality pattern [14, 19, 16] .
To address this setting, we will now develop a new algorithm which has more moderate memory requirements. The drawback is that the algorithm can visit patterns that are not relevant. Of course, it is possible to remove the irrelevant patterns in a subsequent step, e.g. making use of Algorithm 1. However, in the setting discussed above, the fact that irrelevant patterns are visited may not be a serious problem anyway, because many quality functions have the property that irrelevant patterns cannot have maximum-quality [10] . To support this kind of settings, we will now develop a memory-efficiently algorithm visiting a superset of the relevant patterns.
4.1 A divide-and-conquer algorithm Several memory-efficient solutions to closed pattern mining have been developed in the area of closed pattern mining: one is based on the prefix-preserving test [18] , another is a divide and conquer approach which first considers closed patterns containing some augmentation element f , and then all closed patterns not containing f (cf. [8, 5] ). All solutions ensure that during the search space traversal, every pattern is visited at most once. We base our approach on the divide and conquer approach, as it is easier to adapt to our needs.
While the standard divide-and-conquer algorithm visits all closed patterns, we wish to avoid visiting irrelevant patterns. We will now present a pruning criterion which significantly reduces the number of irrelevant patterns visited. Essentially, we avoid all augmentations that do not reduce the negative support. The idea can be illustrated using the example in Figure 1 . Here, all the relevant patterns (shown in the second row) have negative support 0. The irrelevant specialization in the subsequent rows are reached via edges that do not reduce the negative support. In our algorithm, we will not consider such edges. This pruning criterion is justified by the following lemma: Lemma 6. If the closed-on-the-positive P is, in the generator graph, a successor of a closed-on-the-positive P with same negative support, then P is irrelevant.
Proof. This follows immediately from the fact that P is a generalization and has same negative support as P.
Algorithm 3 List Super-Set of the Relevant Patterns Input : dataset DB over features F = {f 1 ; ...; f n } Output : a set of c-o-t-p's including all relevant patterns
function list(C, B):
The incorporation of this pruning criterion in a divide-and-conquer approach is shown in Algorithm 3.
The work is done by the function list, which takes as input a pattern C and a set of features B. The task of the function is to (recursively) consider all specializations of C which do not contain any feature in the set B of "blocked" features. The function list proceeds as follows: first, it adds C to the output. Then, it calculates the set of potential augmentation elements, A. Motivated by Proposition 6, only features that reduce the negative support are used as augmentation elements.
Once the set of augmentation elements is calculated, the algorithm iterates over these elements, and calculates the closure on the positives of the augmented patterns. If the resulting closure includes any element from the set of "blocked" features, the result is discarded (to ensure that no pattern is visited twice). Else, the function list is recursively called. Finally, the blocked set is updated by adding the feature just considered, as the subsequent iterations may only consider patterns not containing this feature (cf. [8, 5] ).
Correctness of the Algorithm
We will now show the correctness of our algorithm. First, we note that the "blocked set" approach ensures that no node is visited more than once:
Lemma 7. For every pattern C, there is at most one invocation of list with argument C during any execution of Algorithm 3.
This can be shown in analogy to the reasoning in [8, 5] . Based on this proposition, we will now show that our algorithm lists all relevant patterns. Its output can thus be used instead of the closed on the positives in a two-step approach similar to Garriga et al.'s algorithm CPosRelevantMiner.
Proposition 8. The set of patterns listed by Algorithm 3 (i) includes all relevant patterns, and (ii) is a subset of the closed on the positives.
Proof. Unlike for Lemma 7, here we cannot rely on earlier results, as we consider a different closure operator, a different set of augmentation elements -and a different task.
The fact that the output is a subset of the closedon-the-positives follows from Lemma 7 together with the fact that the function list is only invoked with patterns obtained by applying Γ + . The other part of the proposition follows from the following implication: for every relevant pattern P and every invocation list(C, B) such that (i) C ⊆ P and (ii) P ∩ B = ∅, either C = P and the pattern is printed, or the function recursively calls itself with a pair C , B such that (a) C C, and (b) B ⊇ B (c) C ⊆ P and (d) P ∩ B = ∅.
We show this as follows: if C = P, the implication is trivial. So we turn to the case where C is a proper subset of P. As P is relevant by assumption, it must have a lower negative support than C (else, it would be dominated by the C). Thus, the set of augmentation elements A contains at least one feature also contained in P. Let f * be the first such feature considered in the for loop, i.e. the first feature which is ∈ P and which reduces the negative support. In the corresponding loop, C and B trivially satisfy conditions (a) and (b). Moreover, (c) is satisfied because C takes the value Γ + (C ∪ f * ), which must be a (not necessarily proper) subset of P. Finally, the corresponding B cannot include any element in P (this is obvious for those f ∈ B which were already contained in B; for the f i newly added to B , it follows from the assumption that f * is the first feature being an element of P considered in the loop). Hence (d) is also satisfied. That is, C and B satisfy all conditions in the implication, and the recursive call is executed because (c) and (d) imply
The proposition then follows from the fact that for every relevant pattern P, the arguments of the initial invocation of list are guaranteed to satisfy (i) and (ii) -hence, after at most n recursive calls, the pattern is printed.
Complexity Analysis
We will now turn to the complexity of the approach. We first consider the memory requirements. The recursion depth of our algorithm is obviously bounded by n. Every recursion takes memory proportional to the number of features n. Hence, the memory complexity is O(n 2 ) plus the input. As for the runtime complexity, we note that our algorithm efficiently handles the dataset in Figure 1 and in the family of datasets DB Exp n . Our algorithm has the same cost-per-node complexity as the state-of-theart closed pattern miners using a closure operator (like LCM [18] or the divide and conquer algorithm [8, 5] ): these also consider up to n augmentation elements, for each of which they calculate the closure. Unfortunately, however, the algorithm can still visit irrelevant patterns.
To better understand this issue, we first present a simple example in Figure 4 (as usual, we plot the generators as hexagons, the closed in the positives as circles and the relevant patterns as rectangles).
In this example, if the augmentation element B is considered before A, then the output of our algorithm is "AB, A". However, only A is relevant, that is, a non- While in practice the divide and conquer approach is a clear improvement over the existing solution (as shown in the experimental section), in worst-case the number of closed-on-the-positives traversed is not polynomially bounded in the size of the output. This is illustrated by the example in Figure 5 . Here, for every negative record there are two features which exclude the aforementioned negative record but satisfy all other negatives. At the same time, one of these features, A i , removes two positives, while the other feature, B i removes only of those positives. The effect is that only patterns consisting only of "B"-features can be relevant; the number of these patterns is 2 n . However, as shown in the image, the addition of an "A"-feature can also reduces the negative support. Hence, these can also be visited by the divide and conquer approach. The patterns which can additionally be visited have the following form: for every i, they include either (i) A i B i , (ii) B i or (iii) none of the features A i , B i . Hence, the total number of these patterns is O(3 n ). The share of visited patterns to relevant patterns is hence O(3 n /2 n ) = O(1.5 n ), i.e. super-polynomial.
Experimental Results
In this section, we will evaluate the practical impact of our algorithms. To this end, we will investigate the following questions:
• how large is the share of non-relevant patterns considered by the closed-on-the-positives approach? That is, how significant is the reduction achieved by Algorithm 2?
• how large is the overhead of non-relevant patterns visited by Algorithm 3, compared to the outputpolynomial time solution? We will not analyze the patterns themselves -the value of the relevant patterns, e.g. for pattern-based classification tasks, has already been demonstrated elsewhere [7, 12, 11, 2] and the output of our algorithm is exactly the same as for existing solutions.
Setup
We performed our investigation using ten datasets from the UCI Machine Learning Repository [1] . These are presented along with their most important properties in Figure 1 , including the target class considered. All numerical attributes where discretized using minimal entropy discretization. dataset n m target class #pos. credit-g  58  1000  bad  300  lung-c  159  32  1  9  lymph  50  148 mal lymph  61  mushrm  117  8124  poisonous  3916  nursery  27 12960 recommend  330  sick  66  3772  negative  3541  soybean  133  638 brown-spot  92  tictactoe  27  958  positive  626  vote  48  435 republican  168  zoo  133  101  mammal  41   Table 1: datasets As the main purpose of our implementation is to demonstrate the reduction in the number of patterns visited, we have implemented it in Java without sophisticated data structures or the like. The only optimization concerns the order in which the augmentation elements in Line 2 of Algorithm 3 are considered: here, we use the heuristic to consider the augmentation elements which most strongly reduce the negative support first.
In all experiments, we compared the number of patterns visited (instead of the runtime, which is highly implementation dependent). This is a fair comparison, as the complexity per pattern is the same in all approaches: for every pattern (i) at most n closure computations have to be executed, and (ii) a relevance check is needed, which we assume to be done using Algorithm 1.
Results
First, we compare the set of patterns visited by CPosRelevantMiner ("CPos") with the number of relevant patterns ("Relevant"), e.g. with Algorithm 2. The results are shown in Figure 6 . Please note that all figures use a logarithmic scale. The experiments show that in practice the reduction is highly dataset-dependent. While for some datasets, the number of patterns visited is only slightly lower than for CPosRelevantMiner (like 'nursery'), for the other datasets the difference is considerable. For four of the datasets ('mushroom', 'sick', 'vote' and 'zoo'), it amounts to more than one order of magnitude.
Next, we analyze the share of irrelevant patterns visited by the memory-efficient divide-and-conquer algorithm. The result is shown in Figure 7 : beside the num-ber of patterns visited by Algorithm 3 ("Dnc-Algo"), it shows the number of relevant patterns in the dataset ("Relevant"). The figure shows that our algorithm considers almost no patterns beyond the relevant ones. Figure 7 : Number of relevant patterns and number of patterns considered by our algorithm Finally, we consider the effect of a minimum support constraint in Figure 8 . The figures show the number of relevant patterns ("Relevant"), the number of closedon-the-positives ("CPos") and the number of patterns visited by the divide-and-conquer algorithm ("DncAlgo"). Again, the plots differ for the datasets, but they show that although the effect is most articulate for a support threshold close to 0, it can still be substantive for higher thresholds.
The overall conclusion is that our algorithms are a clear improvement over the current state-of-the-art: the experiments show they often tremendously reduce the number of nodes considered compared to CPosRelevantMiner. As for the difference between the two algorithms, it turns our that in practice the divide-and-conquer approach does surprisingly well.
Conclusions
Although relevant pattern mining has important applications (e.g. [12, 11, 2] ), so far no efficient solution to this task has been developed. In this paper, we have presented the first output-polynomial time algorithm for relevant pattern mining. It is based on a new efficient relevance check which only considers the direct generalizations.
Beside this theoretical result, we have presented a pruning criterion for the classical devide-and-conquer approach to closed pattern mining. We have empirically shown that this algorithm performs extremely well on real-world datasets, often reducing the number of patterns considered by one or more orders of magnitude. 
