Adder accumulator.
-Q- '7 Technion -Computer Science Department -Tehnical Report CS0077 -1976 Equation (1) may be real ized either as a network or as a computer program.
One possible network realization, computing yet) by a sequential procedure, is illustrated in Figure 1 .
For each t € G, all elements ~ = 0,1, •.
• ,g-l of G are fed to the -1 input of the network, and blocks h and u compute h(~ 0 t) and u(~),
respectively. After the right-hand member of (1) has accumulated in the adder ~, the output produces the signal yet), t = 0,1, ... ,g-l.
From the standpoint of systems theory, S is a linear input/output system whose input and output signals are defined over an arbitrary finite group G. When G is the dyadic group (the group of binary vectors relative to componentwise addition mod2) , such systems are considered by Pichler (1971) , Pearl (1975) . Systems over locally compact Abelian groups were studied by Falb and Friedman (1970)~ The systems considered by Tsypkin, Faradjev (1966) , were defined over groups in such a way that the input and output were functions from the infinite cyclic group of integers into GF(2 q ) the (Galois field 2 q of elements).
Systems over a finite group G may be regarded as a special class of digital filters or a special class of systems with variable structure (Nailor, 1965) , operating in discrete time and defined on a finite interval [O,g-l] , such that at each instant of time t the impulse function is readjusted according to the rule h(t,~) = h(~-l 0 t).
Some problems connected with the analysis of impulse matrices of systems over arbitrary (not necessarily commutative) finite groups were considered by Karpovsky and Trachtenberg (1975) .
Technion -Computer Science Department -Tehnical Report CS0077 -1976 Systems over finite groups to compute a given input/output transformation may be very useful, pa~ticularly when the input and output have a natural inter pretation as functions on a group as is often the case for Abelian grdUps, in switching theory, the theory of error-correcting codes, image processing, etc.
(Hartmuth, 1970; Karpovsky and Moskalev, 1970; Lechner, 1971; Karpovsky, 1976.) .
As examples of such problems for non-Abel ian groups we note a problem of pattern recognition for two colored pictures, which may be considered as a problem of realization of a function defined on the group of binary matrices, a problem of interconnecting telephone lines (Benes, 1964 ) and a problem of synthesis of rearrangeable switching networks, whose outputs depend on the permutation of input terminals (Harada, 1973) . Another example of a problem of this type is a problem of approximation of the linear time-invariant system by the system whose input and output are functions defined on group. In the case of the dyadic groups this problem was solved by Pearl (1975) . The replace ment of the dyadic group by some none-Abelian group may result in considerable simplification of the approximating system. This problem will be considered in Section 5.
Simulation of Equation (1) by a computer program greatly expands the possible applications of systems over finite groups.
By letting the elements of an ,abstract finite group play the role of time, one can not only extend the results and methods of linear systems theory to systems over groups but also prove some new results for such systems.
For our investigation of systems over groups, we shall use the techniques Technion -Computer Science Department -Tehnical Report CS0077 -1976 of abstract harmonic analysis, which will playa role analogous to that of Fourier transform techniques for ordinary linear systems. This method is employed by Lechner (1971) , Karpovsky (1976) as applied to problems in the analysis, synthesis and optimization of devices whose input and output signals are functions on finite Abelian groups.
This paper comprises five sections. The first one is the introduction.
The second section presents some prerequisites from harmonic analysis on finite groups.
Section 3 solves the problem of synthesis of optimum systems over groups computing a given input/output pair, for two easily computed optimality criteria.
Section 4 is devoted to the synthesis of a special class of systems (systems with idempotent impulse function), which display significant advantages as regards the simplicity of their network or program real ization.
In Section 5 we solve the problem of the best approximation to a given linear many-dimensional system operating on a finite interval of discrete time by a system on a finite group.
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where is the number of elements in the conjugate class of G, which P t contains t. (Recall that the numbe~ of conjugate classes of a group G is equal to the number of elements in the set R(G).).
Methods for the construction of representations and characters of finite
Technion -Computer Science Department -Tehnical Report CS0077 -1976 groups are described in the algebraic literature (see e.g. Dornhoff, 1971 ). Let f € L ' i.e., f: G -+ M . It follows from (3) and from the k,m k,m Peter-Weyl theorem (Hewitt and Ross, 1963) , that the Fourier and inverse
Fourier transforms in L k may be def ined as fo 11 ows :
SiS m).
(f(w) € Mkdw,md w
We now list some fundamental properties of Fourier transforms over a given finite group G.
(1) kl'1~~rln:.:
If f l ,f 2 € Lk,m and c 1 ,c 2 € C, then
(where t is a fixed elements of G), then
where f~ (0) is the adjoint matrix (transposed complex-conjugate)
Let f 1 € Lk,m ' f 2 € Lk,v ' T € G and Solutions of optimization problems for systems on groups relative to criteria based on the norm 11.11 are usually unique and fairly simple to Now, consider the original system S over the group G given group G, computing a given pair (u,y), satisfy the condition 
Proof.
For any h € L k ' it follows from the Plancherel Theorem (12) and ,m from the group convolution theorem (11) that where T is some subset of R(G}, then
for all wET. ,,* " (16) is solvable for the given pair (u,y), then
w w€ R(G)
If equation (16) is unsolvable for the given pair (u,y), then
02 0 w€ R(G) w
Proof.
(i) Any solution h of equation (16) may be written as 
The proof is analogous.
We now consider a special class of systems over a given group G, which admit simpler program and network realizations than in the general case.
Let k = m; let G, be a group of order k, and
(l; E: G;
::; i, j ::; k).
where i ,j E: G, and the group operation in G, is written as multiplication.
Then the methods outlined in the proofs of Theorems 1 and 2 may be used to synthesize systems of this class, by successive application of Fourier trans forms on the groups G and G,.
Given a function f: G + Mk,l' we let f denote the result of successive application of the Fourier transforms on G and G,. We then have ~ -f(w,e) = f(e,w), (w E: R(G), e E: R(G,»).
A double application of Theorem 1 now shows that the optimal impulse functions h satisfying (27) (i.e. those giving the best IIhll 2 or lIe h ll 2 )
are defined by the condition
h (w) = h 2 , (w,e) = h 22 (w,e). ~Ik y(w,e)u (w,e) 
.
0 w€R(G) e€R(G,) w
To conclude this section, we note that if we put u(~). ~ in (16) for all ~ € G(k = m = I), the synthesis methods considered in this and the following sections make it possible to design devices computing arbitrary functions on groups (see Fig. I and Fig. 2 ) using only linear systems over groups. -----e:=J One step delay element
He re t, t 1 , ••• , t\) € G and h(t.) = (i = 1,2, .
•. ,\)) . Proof. Using (II), we write (I) for system p in an equivalent form: 
w' w
Set k h = L h(t); then by (7) t€ G
9 t€ G 9 t€ G 9 A subset P ~ R{G) is said to be closed (notation: P = [P]), if, for any R t P (R E R{G», we have R~ E pl.. 
Trace f(w),
In this formula,
. .
In view of (42), it follows from (7) that and by (40),
On the other hand, by (40), (6) and the fact that d = Xw(O) : It also illustrates the relationship between the closed subs~ts [PJ of the dual object R(G) and the normal subgroups of G.
Our problem of finding solutions h € Hid of equation (37) (ii) There is a one-to-on~ correspondence between the sets [PJ satisfying (47) and the solutions h € Hid of equation (37), defined by
Proof. 
Now, using (49), one shows by direct computation that h € Hid' and G h = [P] .J. .
~~~~~~H~·
If h[p] € Hid' then, by (7) and Definition 2,
where gh = G h and [P] is such that G h = [P] .
It remains to show that P satisfies (47), but this follows from (50) and the definition of Hid' since h[p] is a solution of equation (37).
Part (ii) of the theorem follows from (49) and (51).
We now consider the analogous problem of finding h € Hid realizing a given pair (u,y), i.e. we are concerned with the non-homogeneous equation
Let y(t) be expressible as
where p € Hid is an unknown function, f: G ~ C some known function, Technion -Computer Science Department -Tehnical Report CS0077 -1976 d an unknown constant. In other words, instead of (52) we are studying the following equation:
Let Y ~ 0, and denote
Theorem 5. 
contains sets [P~] and [Po] ' respectively, such that
tE:G tEG
For any W E R(G), we have 
(66) 
~€G
We wish to find the best approximation of system (66) by a system (67) over the group G. This problem is solved by Pearl (1975) for a dyadic group G of order g = 2 n , with k = m = 1, by a method which is also applicable for systems S over arbitrary finite Abelian groups. In this section we shall generalize the method to many-dimensional system (k ~ 1, m ~ 1) and on the case that the group is not commutative. It is noteworthy that the use of noncommutative groups may considerably increase the accuracy of the approximation for a given system (66), or simplify the impulse function of the system over the group. 
Here ,-I is a (kgxmg) matrix, whose elements are arranged in blocks The impulse matrix H of system S belongs to the set of circulant matrices defined as follows:
Cir(G,k,m) = {HIH . (H(t,~) ), H(t,~)= (h(n,~)(~-10t}), l~n~k, l~~~m, o~t, ~~q-1}(7J) Some properties of circulant matrices were considered by Karpovsky and Trachtenberg (1975) .
We now state the best-approximation problem as follows. The proof of Lemma 2 proceeds by direct computation of the left-hand side of (75) using (3) .
Given the impulse matrix W € M of system (66), defined in (69), kg,mg we set
~
In view of (2), we can define blocks n(I), ... ,n(o) along the diagonal of n, where n(w) € M 2 2 (I $ w $ 0) (see Figure 3) . In each block kdw,md w n(w), similarly, we determine diagonal blocks nl(w), ... ,n (w), where d w Figure 3) . The following theorem shows how to select a system S t providing op the best approximation to system (66) in the sense of the criterion (72). for system S opt is defined by
The norm of error e in (72) afforded by this approximation is given by to a given system (66) with impulse function w satisfies the condition
The proof is by application of formula (8) to (77), using (76).
We now consider the question when there is a one-to-one correspondence between the time system (66) and its best approximation Stover a given op group G. It was shown by Pearl (1975) We are going to show that if system (66) is symmetric, the dyadic groups G are the only ones for which there is a one-to-one correspondence of this type. If (66) is a causal system, this is always the case for a commutative group G; if G is not commutative, there need not exist a one-to-one correspondence.
To simplify the exposition, we shall assume henceforth that k = m = 1.
If system (66) is symmetric (w(t,l;) = w(lt-l;I) or causal (w(t,l;) = 0 for t < l;), we set 
Consequently, by (85) C(l;,P) = 0 for l;; < p. (1) The above search procedure enables us to find the best approximation for arbitrary discrete systems (including time variant ones). Technion -Computer Science Department -Tehnical Report CS0077 -1976 
