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a b s t r a c t
To select each node by devices and by contexts in urban computing, users have to put their
plan information and their requests into a computing environment (ex. PDA, Smart Devices,
Laptops, etc.) in advance and they will try to keep the optimized states between users and
the computing environment. However, because of bad contexts, users may get the wrong
decision, so, one of the users’ demandsmay be requesting the good serverwhich has higher
security. To take this issue, we define the structure of Dynamic State Information (DSI)
which takes a process about security including the relevant factors in sending/receiving
contexts, which select the best during user movement with server quality and security
states from DSI. Finally, whenever some information changes, users and devices get the
notices including security factors, then an automatic reaction can be possible; therefore all
users can safely use all devices in urban computing.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
The Urban Computing (UrC) focuses on dynamic services for urban life that defined the space for user’s movement, the
sensors and the systems including GPS, Smart Devices, RFID readers and wireless access pointers to identify users, their
locations, and sometimes their personal information [1,2]. These sensors, devices and systems are generally connected
among various heterogeneous networks, and all transferring data are used for providing user-customized or context-aware
services to the users [3]. The contexts that are captured by the sensor systems are going to be passed to the organizations
that provide context-aware services through the heterogeneous network systems [4,5]. The information which usually
comes from the perspective of context security and privacy should be absolutely personal and sometimes valuable. In urban
computing, each portion of sensors and device systems are connected over a wireless network and an ad hoc network.
Eventually,many attackersmay put their attacking devices on a street to get users’ entire information [6]. Finally they can get
them to knowwhat users have by analyzing the captured contexts. This problem is surely caused from the weak security [5,
7]. Because of these security issues, users prefer secure services, which is why all network systems should choose the safe
paths by selecting the trusted devices or the deviceswith good security factors. To provide this issue, we define the structure
of Dynamic State Information (DSI) which takes a process about security including the relevant factors in sending/receiving
contexts,which select the best during usermovementwith server quality and security states byDSI. This algorithm identifies
the device’s status information, manages the information, and updates dynamically. This algorithm also describes the type
of encryption algorithms, the length of key, and the update time according to the feature of the context information and
devices. This paper is composed of the explanation of the security problems in urban life in Section 2, and we define the
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Fig. 1. Cooperative service scenario.
structure, each function and general flow of DSI in Section 3. The experiment and the result of DSI are in Section 4. Finally,
we add the conclusion in Section 5 including future work.
2. Security problems
In [8,9], the authors studied how to send information to users through collaboration among servers nearby. They
have already mentioned some problems about the accuracy of similarity evaluation, that is, it was hard to find perfect
similarity due to insufficient user information and lack of security level. Consequently they researched the Context-Aware
Collaborative Filtering Algorithm with the user’s dynamic context into the old Collaborative Filtering Algorithm [8], they
wanted to offer a real time environment based content transferring system usingmultiple sensors. As a result, the requested
contents could be transferred from the nearest server according to user’s location. However, there is still some data loss and
receiving delay in this old method. To overcome these problems, [9] presented that they had tried to add the network
state information for accuracy during computation. In [6], the authors research about information collection in urban
environments; they also studied evolution use by collecting them. However there are problems, like the concentration
problem by their gathering. Ad hoc communications can operate them by collecting data from many sensors, and they
suggested connecting among the external nodes after setting the multi-hop of ad hoc communication through various
and accurate information collecting. Also, because sensors can connect among another object, we can use them anywhere,
anytime, etc. In [10], user authentication in a ubiquitous environment was studied, explicitly allowing moving user devices
near users by taking an authentication automatically for safety using all contents. Nonetheless this method has a data loss
problem due to some steps that it has to be taken towards their certificate and authorization using devices. Also, they
had suggested profiling generation skill in order to solve the original problem. In [11,12], they researched location-aware,
middle-ware to detect user’s location. Namely, it was for detecting them in case of events arising according to user location.
Theproblem is the data loss because the breaking during theirmoving inmiddle-ware is event based. In [11] the authors tried
to solve that problem by suggesting the distributed event recognition method named STEAM. Although [12] had proposed
the method, which using Data Mining in order to detect user’s location quickly, usually it takes a long time to analyse data
mining. In [13,14], the authors studied how to set the devices in real time. However it still has problems due to the dynamic
changing of network states. In [15], the authors had mentioned the server set method to provide a service to moving users.
Yet, there are some overhead problems as too many are sending signals to moving users who have frequently/randomly
moving and contents re-arrangement.
3. The flow of dynamic state information
3.1. Scenario
Our service scenarios are about the seamless cooperation of small devices in Urban Computing. So, the Fig. 1 shows
an example of the services. In the service, user devices, network devices and their organic operations normally cooperate
to provide useful services to users. In this service scenario, users allow their information such as a car’s environment or
a personal setting in their moving (t2) offices to be sent to the network environment; their offices are set based on the
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Table 1
Notation.
Notation Contents
PCc Define a car temperature
PCo Define an office temperature
PCt Define a traffic condition
UCl Define a user location
UCe Define a device Information
CCa Define a AP Condition
CCn Define a network state
CCd Define direction condition to destination
tn Each time in a step
Alg(T ) Define algorithm types
K(S) Define key sizes
SF(f ) Define a security factor
Pt Define a total processing time
PSt Define a server processing time
PUt Define a user processing time
PDSIt Define a DSI generating time
DSM Define Dynamic State Model
PUDt Define a user device updating time
PNEt Define a network setting time
information from the car (t3), then, they normally connect to the nearby networks according to their device information
including security state (t7). While all devices do this processing, the devices protect the information by getting real-time
security information from the security server, in which the security factors including the security algorithm, the key size,
and the validation date are kept updated by propagating the information dynamically (t8).
3.2. DSI definition
In this section, we illustrate how the devices’ security related information is managed, updated, and propagated to
neighbor devices. Basically the information is managed and updated on a regular basis. Table 1 shows all notations
and their definitions used in DSI. The information is used for determining the secure communication path dynamically.
We call this the DSI Algorithm. This algorithm considers devices’ status information and their security capability and
determines the encryption algorithm and key length. DSI is updated in two different ways. First it is updated periodically
according to the interval time setting. Second it is updated immediately on sending/receiving the notice of the configuration
changes. For example, if servers or network devices make their security level higher or lower, they usually broadcast
their changed states to other server, network, and user device at once. As soon as all devices, including users’ devices,
in the computing area detect this signal, each of them begins to update its own DSI. Furthermore, the user information
also is broadcast to nearby devices, and then the devices process the information and update their DSI automatically. DSI
has ItemID.Attribute.SecurityRequire:Link structure. ItemID defines the context category, and Attribute
defines each item of context information. SecurityRequire is used to define the security states: authentication and
authorization. It takes time for devices to process all context information, so this processing may cause the service delay.
Therefore, the systems and users should determine the tradeoff between high security and real-time services, so they choose
security states according to user requests and some context information. Link is a kind of link to items stored in Repository
and it is designed for describing information that is not expressed in DSI. Security context has an authentication state, an
authorization state, and the security server ID. All security servers are given SecurityLevel according to the security level
evaluated from the governments or commercial policy department for security.
Cooperative service algorithm
define f(c) Ca, Cn, Cd; //t8
define Ue Laptop, PDA, Desktop, etc; //t9
detect (Pc); //t2
send (Pc) from User to CAR; //t1
if (Pc) == (Po) then
return(); //t3
else
set (Po); //t3
broadcast (F(DSI)); //t6
receive and send Change(I), f (c); //t8
receive and send Change(I), f (u); //t9
receive and send Change(I) f (c), f (u); //t7
set (DSI) in USER; //t10
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Fig. 2. DSI flow.
3.3. DSI operation
In order to reflect the change correctly, efficiently, and in real-time, it is important to keepDSI up to date. Fig. 2 illustrates
the update process of DSI. The secure server determines the security algorithm and the key size. Periodically or non-
periodically generated updating information is sent to the secure server (t20), which causes the context changes of the server
(t23). Then the server notifies the devices about the changes, so that the devices update their security states automatically
(t25).
DSI.Configuration.Algorithm
update Alg(T ), K(S); //t20
inform Alg(T ), K(S); //t21,t22
set Alg(T ), K(S); //t23
inform SF(f ), Alg(T ), K(S); //t24
set SF(f ), Alg(T ), K(S); //t25
3.4. Security configuration
In the security area, the weakest points may be attacked by hackers who know those points, so that if there is a need to
upgrade the security level, all devices’ security levels should be upgraded, and the upgrading process should be automatic
because manual processing cannot support that in real-time. The Fig. 3 shows how the change of the security level is
propagated to all devices, upgrading from security level#2 to level#3. The DSI change in the Fig. 3 causes the security
changes, and the processing followsSecurity.States.Algorithm. According to theSecurity.States.Algorithm,
the security information is updated (from security level#2 to #3) in the devices: PDA, phone, tablet, and laptop. They usually
get update (t11) at once. As a result, they set PDA, phone and tablet as level#2 and the laptop as level#3 (t12). It notifies
to near network device or network environment of the final information (t13). After receiving this message, they keep the
recent state by updating this information by themselves (t14).
Security.Configuration.Algorithm
define Security.Server[LapTop,PDA,Phone,Tablet];
upgrade LapTop.#2 to LapTop.#3; //t11
set LapTop.#3; //t12
inform LapTop.#3 to Network Environments //t13
set EachDevices //t14
3.5. New DSI (for user 1)
Fig. 4 shows the updatedDSI and illustrates the change of the key size of the algorithm ‘a’ which is one of themodification
values in server changes from [a, 2] to [a, 3], changes f4 of dev2 from [a, 2] to [b, 3], and changes f3 of dev4 from [0, 0] to
[a, 3]. When the server is made aware of the credential DSI of user 1, they begin this configuration (t32) (t33). All networks
which are using the security factors near users automatically reset according to the new DSI.
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Fig. 3. Security flow.
Fig. 4. New DSI flow.
NewDSI.Configuration.Algorithm
inform SF(f ), Alg(T ), K(S); //t24
inform Each.Changed(I) ∗ 4; //t31
set Each.Changed(I) ∗ 3+ New dev4; //t32
update (DSI); //t33
4. Experiments and discussion
For secure usage, it needs to make a security process like an authentication and an authorization to all devices used
by users. Fig. 5 shows the general flowing steps including devices authentication and authorization. Firstly, it begins
as soon as it receives t20 which is update Alg(T ), K(S). Then the sensor which receives t20 sends this news to server
(t21, t22). After that server sets t23 and updates DSI (t24, t25), next, let each device keep with the new DSI by knowing
(t31, t33) to use four dev [1-4]. The server notices the updated DSI to all user devices and networks to keep the
recent states (t13) by them. In any situation, servers, users and network members take that processing repeatedly
receiving/sending/broadcasting/detecting/resetting in order to set the new configuration (t2, t6, t7, t8, and t10).
4.1. Simulation time explanation
We conducted this experiment for 3000 s. In this experiment, we included 100 nodes in total, and four of them (node
[0, 0], node[1, 8], node[5, 2], and node[7, 7]) were set as destination nodes. User data would be generated randomly in one
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Fig. 5. Flow of processes.
Fig. 6. Server processing time.
or two seconds non-regularly; four destinations were located and equally balanced. It can evaluate the total time of each
step by adding the time (Pt ) which from server changing and detecting of user devices to the network setting. That is, it can
get them by adding as below, the server processing time (Pt ), the user processing time (PUt ), DSI create/update time (PDSIt ),
the user devices update time (PUDt ) and the network configuration time (PNEt ) (1).
Pt = PSt + PUt · (PDSIt)+ PUDt + PNEt . (1)
Server processing time: The reply from the server is very important because of quick response for users. Fig. 6 shows the
fast processing time inside the server. (p1, p2) was set as the server processing time. We define the time (t20(1− i)) taken
for finding the number of changed DSIs in sensors as p1, and the time (t21(1− i)) for sending DSIs to the server as p2.
Then we can define the server processing time (2) and average processing time of server (3) as below;
PSt(p1 → p2) =
i−
n=0
[δ · t20i−t · f (x)] + [δ · (t21 : t22)] + δ · t23 (2)
Avg(PSt) =
−
(t20n + t21 + t22 + t23)/n. (3)
User processing time: We define the process that users should conduct as (p2, p3). The processed information by the
server goes to user devices update. Because it automatically updates the network information via sensors and servers, there
are no tasks for the user to take. The user processing time (4) and the average user processing time (5) are as below;
PUt(p2 → p3) =
i−
n=0
t14 24 + [δ · i · D1n · f (x)] +
i−
n=0
t14 31 + [δ · i · nD1n · f (x)] · t11,32,33 (4)
Avg(PUt) =
−
(t25 + t31 [1−4] + (t32 + t33) · t10 + δ(t11)+ t12)/n. (5)
User device updating time: It leads to user devices updating after DSI updating. The process for user devices update is
(p3, p4). The user devices have to be updated as much as the updated DSI (t32(1..n)+ t33(1..n)). Total user devices update
time (6) and average user devices update time (7) are the next formulas;
PUDt(p3 → p4) =
i−
n=0
[δ · t21 : t12] · t7 (6)
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Fig. 7. State information around a user using DSI.
Avg(PUDt) =
i−
n=0
δ · [t11 : t12] · t7/n. (7)
Networkupdate time: It has to update thenetwork configuration information soonbased onuserDSI states, and it process
in the same time with user devices update time (6) (p3, p4). Therefore, this update time is dynamically changed according
to the number of user devices and network state. The network update time (8) and the average network update time (9) are
below;
PNEt(p3 → p4) =
i−
n=0
([δ · t7 · t14] · n) · α (8)
Avg(PNEt) =
i−
n=0
(δ · [t7 · t14] · n) · α/n. (9)
Fig. 7 contains state information around a user using DSI whichwere from (10). There is the internal process and external
process in each step. The internal process has the user processing time (PUt ) and the user update time (PUD) and the external
process has the server processing time (PS) and the network configuration time (PNE). That is;
(IF, EF), IF(PU , PUD] = v1[x1, x2], EF [PS, PNE] = v2[y1, y2].
In the formula, x1 is the result of (5), x2 is the result of (7), y1 is the result of (3), and y2 is the result of (9). The values
in each cell can be evaluated by (10) from the results of (5), (7), (3) and (9).
v1 − v2 = |x1 − y1| + |x2 − y2|. (10)
The Cell[2,2] generated next value (0.3). This result from the (10) can affect with auto re-configuration for users, user
devices and computing environment etc.
v1 − v2 = |x1 − y1| + |x2 − y2| = |0.4− 0.4| + |0.6− 0.9| = 0.3.
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Table 2
Rate of the number of packets.
Type The number of packets Rate (%)
Total packets 2,933,007 100
Receiving, sending 2,877,778 98.1
Failure 55,229 1.9
Fig. 8. The result of experiment.
Table 3
Average time of the nodes (s).
Category Inter arrival time (1) Spending time in node Idle time of node (5)
Service time (2) Waiting time (3) Service+waiting time (4)
Avg.Time 2.96 2.54 3.88 6.42 0.444
If it begins the evaluation from start point [1, 1] with the same way (10), the result is obtained as below;
Cell[0,0],[0,1] [0,2], [1,0],[1,1][1,2], [2,0],[2,1][2,2] = 0.7, 0.6, 0.7,0.6,-,0.5,
0.7,0.8,0.3. The minimum value means it takes the minimum time to adapt between the internal process and the
external process. Finally, that value is the fastest process.
4.2. Simulation description
Simulation Set: This paper took a simulation with ns2 and C-lang. The network for simulation was designed based
on the Fig. 7, the routing set was in from Node [1, 1] to Node [5, 5], and apart from those nodes, the rest of node which
was not included from Node [1, 1] to Node [5, 5] was defined to communicate among them. The value in each node was
supposed to be reset by 10 s according to the result of (10). The user was on Node [1, 1] when this simulation first began,
the user’s destination was at Node [5, 2], then that user tried to find the optimized route which applied those algorithms
that this paper proposed. In this simulation, it set 18 nodes for the experiment, therefore Node [1, 1] could be Node (1), and
Node [5, 2] was to be Node (18), (we considered that unused nodes have no paths among them, and we removed a point by
multiplying by 100.). Total Rate of Result: The Table 2 shows the rate of the number of packets. After simulation, the
result of this paper like acceptance rate or failure rate is to be the Table 2. The total number of packets during simulation is
2,933,007, then 2,877,778 of them obtained succession, 98.1%, the rest of them, 55,229 failed, only 1.9%. Also, the result of
experiment and the average time for 100 nodes are in Fig. 8 and Table 3. Each node processing cost range is in between 0 and
8, totally it has 9 costs (c), it is arranged based on each cost. According to this result, there are 49 nodes in range (0–1), and
there are 4 nodes which have amaximum cost (7–8) (Fig. 9). Because the sum of all nodes from the start node to destination
node means for the total costs, the less the value of cost, the better that performance. There are the evaluated costs for each
user in Table 4. Each user moves to next node by an average 2.96 s (1), they get 2.54 s for services (2), their waiting time
before services is 3.88 s (3). And, after adding Service Time and Waiting Time, we normally set as Spending Time in Node
(4). Finally, according to the result of this simulation, Spending Time in node is an average of 6.42 s (4), Idle Time in each
node is an average of 0.444 s (5).
New path with DSI: The value of nodes from this simulation usually uses for user and devices updating which is
using near users and environments. Fig. 9 shows the simulation result for twomodels (without DSI and with DSI), when it is
used to find the path by this model, this paper got (b) in case it doesn’t have DSI. Surely, the cost of (b) made 13 (Table 4). It
is higher than (c), which got 10 as cost. The result of the cost of (c) was fromModel (c) which has DSI. As you see in Table 4,
the model which has DSI usually gets the lower cost.
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(a) Initial. (b) Result without DSM. (c) Result with DSM.
Fig. 9. Path with DSI.
Table 4
Cost of (b) and (c).
Simulation type Via node Cost
Cost of (b) (without DSI) 1–5– 9–14–15–18 13
Cost of (c) (with DSI) 1–5–10–11–16–18 10
5. Conclusion and future works
We defined the DSI that can be used in urban computing. On detecting the user’s context changing, it can be applied
into DSI, if we use this DSI. At a result, all users can adapt to a changing environment quickly. There are two kinds of
processing, one is Internal Factors (IF ) and the other is External Factors (EF ) in DSI. First, IF involves user
processing time (PUt ) that has the samemeaning as updating time of user certificate credential (X.509 proxy extend)
and user devices updating time (PUDt ) that user’s device updating time according to user certificate credential. Second,
EF is composed by server processing time (PSt ) and Network Configuration Time (PNEt ). We set that the
server processing time is the required time for an authentication/an authorization for changed context and IF and network
re-configuration time considering the server as the network configuration time. As a result, we can keep all information
near the user location immediately or periodically using this DSI, therefore, it is possible to update the user credential
quickly. Harmonization is important among users, between users and physical objects, among physical objects, between
physical objects and software objects in urban computing. We tried to create a harmony between their actions. However,
in this research we did not consider an authentication/an authorization by user’s biometric information, ex, heart rate,
blood pressure etc. Namely, the human interface skill that we can use directly was not involved. This paper has only user’s
devices using or network devices using near the user’s location or they operate by user’s asking like user’s button click or
user’s ordering by voice etc. That is not real time computing and automatic computing in urban computing include human
computing. In future, if we add these human interface skills into this paper, also, we should add all devices’ movement time,
then we expect that they can be more active DSI.
Acknowledgment
This work is partially supported by the Portuguese Foundation for Science and Technology (FCT) in Cincia 2007 program
for the hiring of Post-Ph.D. researchers.
References
[1] IST Advisory Group, Scenarios for Ambient Intelligence in 2010, European Commission, 2001.
[2] Hoon Ko, Hayoung Park, Bangyong Sohn, Yongtae Shin, Safe authentication method for security communication in ubiquitous environment,
in: ICCSA2005, in: Lecture Note in Computer Science, 2005, pp. 442–448.
[3] C. Ramos, J.C. Augusto, D. Shapiro, Ambient intelligence the next step for artificial intelligence, IEEE Intelligent Systems 23 (2) (2008) 15–18.
[4] B. Schilit, N. Adams, R. Want, Context-aware computing applications, in: 1st InternationalWorkshop onMobile Computing Systems and Applications,
1994, pp. 85–90.
[5] A. Dey, Providing architectural support for building context-aware applications, Ph.D. Thesis, Georgia Institute of Technology, Georgia, November
2000.
[6] Eiko Yoneki, Evolution of ubiquitous computing with sensor networks in urban environments, in: Ubiquitous Computing Conference, Metapol is and
Urban Life Workshop Proceedings, September 2005 pp. 56–59.
[7] G. Chen, D. Kotz, A survey of context-aware mobile computing research, Technical Report: TR2000-381, Dartmouth College, Hannover, NH, USA.
H. Ko et al. / Computers and Mathematics with Applications 63 (2012) 554–563 563
[8] Hua Si, Yoshihiro Kawahara, Hisashi Kurasawa, Hiroyuki Morikawa, Tomonory Aoyama, A context-aware collaborative filtering algorithm for real
world oriented content delivery service, in: Ubiquitous Computing Conference, Metapolis and Urban Life Workshop Proceedings, September 2005,
pp. 65–68.
[9] Stephen J.H. Yang, Context-aware ubiquitous learning environments for peer-to-peer collaborative learning, Educational Technology & Society,
Security (2006) 188–201.
[10] Ma Mingchao, Authorization delegation for u-city in subscription-based, Computers & Security (2006) 371–378.
[11] Meiier Rene, Cahill Vinny, Location-aware event-based middleware: a paradigm for collaborative mobile application, Computers & Security (2006)
371–378.
[12] Jaewan Lee, Romeo Mark A. Mateo, Bobby D. Gerardo, Sung-Hyun Go, Location-aware agent using data mining for the distributed location-based
services, in: ICCSA2006, in: LNCS, 2006, pp. 867–876.
[13] Mardoqueu Souza Vieira, Nelson Souto Rosa, A reconfigurable group management middleware service for wireless sensor networks, MPAC 2005,
November 2005, pp. 1–8.
[14] Thirunavukkarasu Sivaharan, Gordon Blair, Geoff Conlson, GREEN: a configurable and re-configurable publish–subscribe middleware for pervasive
computing, in: CoopIS/DOA/ODBASE2005, in: LNCS, vol. 3760, 2005, pp. 732–749.
[15] MuhammadMukarram Bin Tariq, Ravi Jain, Toshiro Kawahara, Mobility aware server selection for mobile streaming multimedia content distribution
networks, in: Web Content Caching and Distribution: Proceedings of the 8th International Workshop, 2004, pp. 1–18.
