Abstract-Consider a data source comprised of a graph with marks on its edges and vertices. Examples of such data sources are social networks, biological data, web graphs, etc. Our goal is to design schemes that can efficiently compress and store such data. We aim for universal compression, i.e. without making assumptions about the stochastic properties of the data. To make sense of this, we employ the framework of local weak convergence, also called the objective method, which formalizes the notion of stationary stochastic processes indexed by graphs. We generalize a recently developed notion of entropy for such processes, due to Bordenave and Caputo, to the case of marked graphs, and argue that it is an appropriate way to evaluate the efficiency of a compression scheme. The lossless compression scheme we propose in this paper is then proved to be universally optimal. It is also capable of performing local data queries in the compressed form.
I. INTRODUCTION
Modern data often arrives in a form that is indexed by graphs or other combinatorial structures. Examples of such graphically indexed data arise, for instance, in social networks, biological data, etc. For example, in a social network the graph may describe the connectivity structure of the individuals, the marks on the vertices the characteristics of the individuals, and the marks on the edges the characteristics of their interaction. Often the graph underlying the data is large. Designing efficient compression schemes to store and analyze the data is therefore of significant importance. It is also desirable that the efficency guarantee of the compression scheme be data dependent rather than based on the presumed accuracy of a stochastic model. This motivates the desire for a universal compression scheme. Moreover, since data analysis is often the ultimate goal, the ability to make some forms of data queries in the compressed form would be valuable.
A. Prior Work
The literature on compression and on evaluating the information content of graphical data can be divided into two categories based on whether there is a stochastic model for the data or not. To the best of our knowledge, none of the existing works address efficient universal data compression of such data. Works that do not consider a stochastic model for the data, generally propose a scheme and illustrate its performance through some analysis and simulation. For example, Boldi and Vigna proposed the WebGraph framework to encode the web graph, where each node represents a URL and two nodes are connected if there is link between them [1] . Later, Boldi et al. proposed a method called layered label propagation as a compression scheme for social networks [2] .
Among models making stochastic assumptions, Choi and Szpankowski study structural compression of the Erdős-Rényi ensemble G(n, p) [3] . Magner et al. present a compression scheme for binary trees with correlated vertex names [4] . Aldous and Ross study models of sparse random graphs (i.e. the number of edges is of the order of the number of vertices) with vertex labels [5] .
B. Our Contributions
We assume a graph is presented to us where each vertex carries a mark coming from some finite set and each edge carries a mark coming from some finite set. Our goal is to design a lossless compression scheme capable of compressing and storing this marked graph in the most efficient way. Furthermore, we would like to do this in a universally efficient fashion, meaning that the encoder does not make any prior assumption about the statistical properties of the data, but is nevertheless efficient.
In order to make sense of the question, we employ the framework of local weak convergence, also called the objective method [6] , [7] , [8] . This framework formalizes what it means for a sequence of finite graphs to converge, and makes sense of the limit, if it exists, as a kind of stationary graph indexed stochastic process. A notion of entropy, which applies for such limits and, crucially, works on a per vertex basis, is defined in [9] . We generalize this entropy notion so that it works for the limits arising from sequences of marked graphs. Efficient universal compression is then formalized as the ability to compress marked graphs such that one asymptotically pays the minimal entropy cost, without prior knowledge of the limit. Our main contribution is to design such universal compression schemes and prove their optimality.
The paper is organized as follows. In Section II, we describe the language of local weak convergence. Section III develops our notion of entropy. In Section IV, we precisely formulate the problem and state the main results. In Section V, we introduce our universal coding scheme and sketch the proof of its optimality. We make some concluding remarks in Section VI.
II. PRELIMINARIES
Logarithms are to the natural base. We write a n = o(b n ) if a n /b n → 0 as n → ∞. {0, 1}
* denotes the set of finite sequences of zeros and ones. For x ∈ {0, 1} * , l(x) denotes the length of x divided by log 2 (to convert bits to nats).
For a Polish space Ω (separable and complete metric space), let P(Ω) be the set of Borel probability measures on Ω, with the topology of weak convergence of probability measure. For x ∈ Ω, δ x denotes the Dirac measure at x.
A simple marked graph is a tuple G = (G, ξ, τ ) where G is a simple unmarked graph, ξ(i, j) is the mark of the edge (i, j), taking values in a finite set Ξ, and τ (i) is the mark of the vertex i, taking values in a finite set Θ. When this notation is used, the graphs are allowed to have countably infinitely many vertices. The reason for allowing this will soon become clear. We use boldface for marked graphs. V (G) and E(G) denote the set of vertices and edges of G, respectively. See Fig. 1a for an example. The degree of a node i in G is denoted by deg G (i). For two vertices i and j, i ∼ G j indicates that there is an edge between i and j. A (marked or unmarked) graph is called locally finite if all of its degrees are finite. A marked tree is a marked graph T = (T, ξ, τ ) where the underlying graph, T , is a tree.
A. The framework of Local Weak Convergence
In this section, we briefly review the local weak convergence framework, see [11] , [7] , [8] 
) is defined to be 1/(1+ĥ). One can check thatd * is a metric; in particular, it satisfies the triangle inequality. Moreover,Ḡ * together with this metric is a Polish space [8] . LetT * be the set obtained in a similar fashion with the graphs being restricted to being locally finite trees.
For a finite marked graph G, define U (G) ∈ P(Ḡ * ) as
Indeed, U (G) is the distribution of G rooted at a vertex chosen uniformly at random. Furthermore, for an integer h ≥ 1, let
See Fig. 1 for an example. We say that a probability distribution μ onḠ * is the local weak limit of a sequence of finite marked graphs {G n } ∞ n=1 when U (G n ) converges weakly to μ (with respect to the topology induced by the metricd * ). This turns out to be equivalent to the condition that for any finite depth h, the structure of G n (from the point of view of a root chosen uniformly at random) truncated up to depth h, converges in distribution to μ truncated up to depth h (justifying the term "local weak convergence").
In fact, U h (G) could be thought of as the "depth h empirical distribution" of the marked graph G. On the other hand, a probability distribution μ onḠ * plays the role of a stochastic process on graphical objects, and a sequence of finite graphs {G n } ∞ n=1 could be thought of as being "typical" with respect to this process when μ is the local weak limit of the sequence.
For μ ∈ P(Ḡ * ) and x ∈ Ξ, let deg x (μ) be the expected number of edges with mark x connected to the root. We use deg(μ) to denote the vector (deg x (μ)) x∈Ξ . Additionally, for μ ∈ P(Ḡ * ) and t ∈ Θ, let Π t (μ) be the probability under μ that the mark of the root is t.
A probability measure inḠ * that can appear as the local weak limit of a sequence of finite graphs is called sofic. Not all probability measures onḠ * are sofic. In fact, since all vertices in a finite graph G have the same chance of being chosen as the root in U (G), this condition should manifest itself as an stationarity condition in the limit called "unimodularity". One can see that unimodularity is a necessary condition for being sofic, but the other direction is open. See [8] for a definition of unimodularity and more details.
III. A NOTION OF ENTROPY FOR PROCESS ON RANDOM MARKED ROOTED GRAPHS
In this section, we generalize the notion of entropy introduced in [9] to distributions on marked rooted graphs. This entropy is called the BC entropy in this paper. Assume that a probability measure μ ∈ P(Ḡ * ) is given. For an integer n ≥ 1, and vectors m n = (m n (x)) x∈Ξ and u n = (u n (t)) t∈Θ , let G (n) mn,un be the set of marked graphs G on the vertex set {1, . . . , n} with precisely m n (x) edges with mark x and u n (t) vertices with mark t for all x ∈ Ξ and t ∈ Θ. Using Stirling's approximation, one can see that if m n (x)/n → d x /2 and u n (t)/n → P t for x ∈ Ξ and t ∈ Θ (d x 's are non-negative numbers and P = (P t ) t∈Θ is a probability distribution), then log |G
where m n 1 := x∈Ξ m n (x), H(P ) is the Shannon entropy associated to the probability distribution P , and 2 . This could be thought of as the set of "typical" graphs. BC entropy is based on a normalized counting the size of this typical set:
x∈Ξ , a probability distribution P on Θ, and μ ∈ P(Ḡ * ) are given. Fix the sequences m n and u n such that m n (x)/n → d x /2 and u n (t)/n → P t for all x ∈ Ξ and t ∈ Ξ as n → ∞. Then define
and let Σ d,P (μ, ) be defined similarly with lim sup being substituted with lim inf. Clearly, both Σ d,P (μ, ) and Σ d,P (μ, ) are increasing in . Hence, let Motivated by Theorem 1.2 in [9] , one would expect the following properties for this notion of entropy. 2) The support of μ is not a subset ofT * .
In view of part 3, we may fix d x = deg x (μ) and P t = Π t (μ) for all x ∈ Ξ, t ∈ Θ. Thus, we may drop d and P from the notation and simply write Σ(μ), Σ(μ) or Σ(μ). Additionally, in view of part 2, we may work with distributions in P(T * ) for the rest of the paper.
IV. MAIN RESULTS
LetḠ n be the set of marked graphs on the vertex set {1, . . . , n}, with edge marks from Ξ and vertex marks from Θ. Our goal is to design compression and decompression functions f n and g n for each n such that f n mapsḠ n to {0, 1} * and g n maps {0, 1} * toḠ n with g n • f n (G) = G, ∀G ∈Ḡ n . Motivated by the above notion of entropy, we want this sequence to be universally optimal in the following sense: if μ ∈ P(T * ) and G n is a sequence of marked graphs with local weak limit μ such that G n has m n (x) many edges with mark x ∈ Ξ and u n (t) many vertices with mark t ∈ Θ, then lim sup
In Section V, we design such a universally optimal compression/decompression scheme. This is stated formally in the next theorem. We present the essence of the proof in Appendix B.
Theorem 2. There is a compression/decompression scheme that is optimal in the above sense for all μ ∈ P(T
We also prove the following converse theorem.
Theorem 3.
Assume that a compression/decompression scheme {f n , g n } ∞ n=1 is given. Fix some μ ∈ P(T * ) with Σ(μ) > −∞ and deg x (μ) < ∞ for all x ∈ Ξ, and sequences m n and u n such that m n (x)/n → deg x (μ)/2 and u n (t)/n → Π t (μ) for all x ∈ Ξ and t ∈ Θ. Then, there exist a sequence of positive real numbers n going to zero, together with a sequence of independent graph-valued RV's {G n } ∞ n=1 defined on a joint probability space with G n being uniform in G (n) mn,un (μ, n ), such that with probability one
Proof. We illustrate the proof assuming the compression maps are prefix-free. Due to the definition of Σ(μ), one can find a sequence of positive numbers n going to zero, such that with Y n being a shorthand for G (n) mn,un (μ, n ),
Since Σ(μ) > −∞, Y n is non-empty for n large enough and using Kraft's inequality, G n ∈Yn e −l(fn(G n )) ≤ 1. With G n being uniform in Y n , the Markov inequality then implies,
Moreover, using Borel-Cantelli, l(f n (G n )) ≥ log |Y n | − 2 log n for n large enough, with probability one. Hence, with probability one lim inf n→∞ l(fn(Gn)) − mn 1 log n n ≥ lim inf n→∞ log |Yn| − mn 1 log n n = Σ(μ).
V. THE UNIVERSAL CODING ALGORITHM
In this section, we propose our coding algorithm. First in Section V-A, we introduce our algorithm under certain assumptions. Then, in Section V-B, we relax these assumptions.
A. A first-step algorithm
For integers Δ and k, let A k,Δ be the set of rooted marked equivalence classes [G, o] ∈Ḡ * such that their depth is at most k and the degree of each of their vertices is no more than Δ. Note that A k,Δ is finite. Let k n and Δ n be fixed sequences of integers. For a marked graph G with vertex set {1, . . . , n} and maximum degree no more than Δ n , and
G .We encode a marked graph G n with vertex set {1, . . . , n} as follows:
1) Encode the vector ψ Gn by |A kn,Δn | log n nats. 2) Let W n be the set of marked graphs G on vertex set {1, . . . , n} with degrees bounded to Δ n such that ψ
Gn . In fact, W n is the set of graphs G such that U kn (G) = U kn (G n ). Since the decoder can construct the set W n upon receiving the vector in part 2, the encoder needs to use log |W n | bits to uniquely specify G n . Effectively, we first encode U kn (G n ) and then specify the input among all graphs with the same empirical distribution. In principle, this scheme is similar to the conventional universal coding in which we first encode the type of a given sequence and then specify it among all sequences with the same type. See Fig. 2 for an example of the running of this algorithm. Now, we show the optimality of this coding scheme under an assumption on the size of the set A kn,Δn , which will be relaxed in Section V-B. To avoid confusion, we usef n for the coding scheme in this section and f n for that of Section V-B.
with local weak limit μ ∈ P(T * ), such that the maximum degree in G n is no more than
where m n (x) is the number of edges in G n with mark x ∈ Ξ. 
B. Step 2: The general Coding Scheme
In the previous section, we proved the optimality under the assumption |A kn,Δn | = o(n/ log n). Note that we can control k n but not Δ n . Therefore we "trim" the input graph to control its maximum degree and then encode the removed edges separately. We encode a graph G n ∈Ḡ n as follows: 1) Define Δ n := log log n.
2) LetG n be obtained from G n by removing all the edges connected to vertices with degree more than Δ n . Let R n consist of the endpoints of these removed edges. 3) Encode the graphG n by the scheme introduced in Section V-A with k n = √ log log n. 4) Encode |R n | by log n nats and then the set R n by log n |Rn| nats. 5) For x ∈ Ξ, let δ n (x) be the number of edges with mark x removed from G n . We can encode (δ n (x)) x∈Ξ by 2|Ξ| log n nats. Then, we can encode all the removed edges by x∈Ξ log (
nats by specifying removed edges of each mark separately. We present the essence of the proof of optimality in Appendix B-B.
Remark 2. For typical graphs, it turns out than |R n | = o(n).
Hence, similar to our discussion in Remark 1, we are capable of answering local queries with an error of o(n).
VI. CONCLUSION
We introduced a notion of graph indexed stochastic process using the language of local weak convergence. Besides, we generalized a notion of entropy for such processes. Using this, we formalized the problem of efficiently compressing graphical data without assuming prior knowledge of its stochastic properties. Finally, we proposed a universal compression 2017 IEEE International Symposium on Information Theory (ISIT) scheme which is efficient and is capable of performing local data queries in the compressed form with an error negligible compared to the number of vertices.
APPENDIX A SOME PROPERTIES OF THE BC ENTROPY
We highlight the proof of some parts of Theorem 1. First, note that (3) immediately implies that the maximum value of the entropy is H(P )+ x∈Ξ s(d x ). When μ is not unimodular, there cannot be a sequence of finite graphs with μ as their local weak limit, and the set of -typical graphs is eventually empty for small enough; as a result, Σ(μ) = −∞.
For part 2, assume that μ is a distribution on rooted graphs without marks (discussed in [9] ). Since the support of μ is not contained in rooted trees, there are loops not far away from the root with a nonzero probability. Consequently, a typical graph with n vertices should have loops not far away from each vertex; thus, it should have of order n many loops. The proof follows by counting the number of such graphs. The proof in the marked regime follows by reducing it to the unmarked regime by removing marks.
For part 3, if μ is the local weak limit of a sequence of marked graphs G n , u n (t)/n → Π t (μ). Hence, if P t = Π t (μ) for some t, there must be some > 0 such that G (n) mn,un (μ, ) is empty for n large enough; thereby, Σ(μ) = −∞. We address edge marks by reduction to the unmarked regime via a projection that removes all edges expect those with a certain mark and also removes vertex marks.
APPENDIX B OPTIMALITY OF THE CODING SCHEME

A. The first-step Algorithm
In this section, we give the proof scheme for Proposition 1 with the extra assumption that m n (x)/n → deg x (μ)/2 for all x ∈ Ξ and u n (t)/n → P t for all t ∈ Θ. With l n := l(f n (G n )), we have l n = log n + |A kn,Δn | log n + log |W n |. Since |A kn,Δ | = o(n/ log n), the first two terms vanish after dividing by n and lim sup n→∞ ln − mn 1 log n n = lim sup n→∞ log |Wn| − mn 1 log n n .
To bound |W n |, take G ∈ W n . By definition, U kn (G) = U kn (G n ). This means that there is a permutation π on the set of vertices of G n such that mn,un (μ, n + 1/k n ). Note that (1) n → 0 (since U (G n ) converges weakly to μ), (2) k n → ∞, (3) m n (x)/n → deg x (μ)/2 ∀x ∈ Ξ, and (4) u n (t)/n → Π t (μ) ∀t ∈ Θ. Using these facts along with (8) , and recalling the definition of entropy in Section III, we get Σ(μ) as an upper bound, thus our scheme is optimal.
B. The General Algorithm
Following our scheme, we realize that with l n := l(f n (G n )) andl n := l(f n (G n )), we have l n =l n + log n + log n |Rn| + 2|Ξ| log n+log ( s , the fact that |R n | ≤ n, and simplifying we get l n ≤l n +3|Ξ| log n + |R n | log ne |R n | + δ n log n + |R n ||Ξ| 2
where δ n = m n 1 − m n 1 . With our choice of k n and Δ n , it can be shown that |A kn,Δn | = o(n/ log n). Since the support of μ contains locally finite graphs, the probability of the event that the degree of the root or one of its adjacent nodes is more than Δ n goes to zero as n goes to infinity. Moreover, μ is the local weak limit of the sequence G n , hence |R n |/n → 0. It can be shown that μ is also the local weak limit ofG n . Thus, the first-step scheme is optimal forG n . Since |R n | = o(n), after bringing the m n 1 log n part of δ n log n to the left, all terms except forl n − m n 1 log n on the RHS of (9) vanish after normalization, and by the optimality of the first-step algorithm, lim sup ln − mn 1 log n n ≤ lim supl n − m n 1 log n n ≤ Σ(μ).
