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Abstract. Dynamical systems on networks with adaptive couplings appear naturally in real-
world systems such as power grid networks, social networks as well as neuronal networks. We
investigate a paradigmatic system of adaptively coupled phase oscillators inspired by neuronal net-
works with synaptic plasticity. One important behaviour of such systems reveals splitting of the
network into clusters of oscillators with the same frequencies, where different clusters correspond
to different frequencies. Starting from one-cluster solutions we provide existence criteria for multi-
cluster solutions and present their explicit form. The phases of the oscillators within one cluster
can be organized in different patterns: antipodal, double antipodal, and splay type. Interestingly,
multi-clusters are shown to exist where different clusters exhibit different patterns. For instance, an
antipodal cluster can coexist with a splay cluster. We also provide stability conditions for one- and
multi-cluster solutions. These conditions, in particular, reveal a high level of multistability.
Key words. phase oscillators, adaptive networks, synaptic plasticity
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1. Introduction. Collective behavior in networks of coupled oscillatory systems
has attracted a lot of attention in the last decades. Depending on the network and the
specific dynamical system, various synchronization patterns of increasing complexity
were explored. Even in simple models of coupled oscillators, patterns such as complete
synchronization [28, 41], cluster synchronization where the network splits into groups
of synchronous elements [17], or special types of spatial coexistence of coherent (syn-
chronized) and incoherent (desynchronized) states have been found [36, 3, 29]. Apart
from the theoretical importance, these complex solutions are found in a wide range
of experimental systems including optoelectronic networks [48], chemical networks
[51, 20, 52], neural networks [21], ecological and climate systems [12].
The real-world systems are often described by the networks that change their
structure over time. For instance, the synaptic connections between neurons change
depending on relative timings of neuronal spiking [1, 31, 34, 15]. Thus the network
structure reorganize adaptively in response to the dynamics. Similarly, chemical sys-
tems have been reported [24], where the reaction rates adapt dynamically depending
on the variables of the system. Activity-dependent plasticity is also common in bio-
logical or social systems [18]. Alternatively, adapting the network topology has also
successfully been used in order to control cluster synchronization in delay-coupled
networks [30].
In this article, we consider a network of N coupled phase oscillators with adaptive
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Figure 1.1. The plasticity function − sin(∆φ + β) and corresponding plasticity rules. (a)
β = −pi
2
, (b) β = 0, (c) β = pi
2
.
coupling
dφi
dt
= ω − 1
N
N∑
j=1
κij sin(φi − φj + α),(1.1)
dκij
dt
= − (sin(φi − φj + β) + κij) ,(1.2)
where φi represents the phase of the ith oscillator (i = 1, . . . , N) and ω the natural
frequency. The interaction between the phase oscillators is described by the coupling
matrix κ(t) := (κij(t)) i,j∈1,...,N , κij(t) ∈ [−1, 1]. Thus, the phase space of the system
(φ(t), κ(t)) ∈ TN × [−1, 1]N2 is (N +N2)-dimensional with TN denoting the N -torus.
The parameter α can be considered as a phase-lag of the interaction [46]. System
(1.1)–(1.2) has attracted a lot of attention recently [26, 6, 7, 25, 35, 19, 39, 50, 45, 10],
since it is a first choice paradigmatic model for the modeling of the dynamics of adap-
tive networks. In particular, it generalizes the Kuramoto (or Kuramoto-Sakaguchi)
model with fixed κ [4, 28, 37, 49, 40].
The matrix κ(t) characterizes the coupling topology of the network at time t.
Assume that  is a small but not vanishing parameter. Then, the dynamical equation
(1.2) describes the adaptation of the network topology depending on the dynamics of
the network nodes. Using the terminology from neuroscience, such an adaptation can
be also called plasticity [7]. The chosen adaptation function in the form sin(φi−φj+β)
with control parameter β can take into account different plasticity rules that can occur
in neuronal networks, see Fig. 1.1. For instance, for β = −pi/2, the Hebbian rule is
obtained where the coupling κij is increasing between any two systems with close
phases, i.e., φi − φj close to zero [22, 23, 47, 5]. If β = 0 the link κij will be
strengthened if the j-th oscillator is advancing the i-th. Such a relationship is typical
for spike-timing-dependent plasticity in neuroscience [15, 33, 31, 42].
Let us mention important properties of the model. Firstly, the parameter   1
separates the time scales of the slow dynamical behaviour of the coupling strengths
and the fast dynamics of the oscillatory system. Due to the invariance of system
(1.1)–(1.2) with respect to the phase-shift φi 7→ φi + ψ for all i = 1, . . . , N and
ψ ∈ T1, the frequency ω can be set to zero in the co-rotating coordinate frame
φ 7→ φ + ωt. Moreover, one can restrict the consideration of the coupling weights
to the interval −1 ≤ κij ≤ 1 due to the existence of the attracting region G :={
(φi, κij) : φi ∈ T1, |κij | ≤ 1, i, j = 1, . . . , N
}
[26].
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Finally, let us mention the symmetries of the model
(α, β, φi, κij) 7→ (−α, pi − β,−φi, κij),
(α, β, φi, κij) 7→ (α+ pi, β + pi, φi,−κij).
As a result of these symmetries one can restrict the analysis to the parameter region
α ∈ [0, pi/2) and β ∈ [−pi, pi).
System (1.1)–(1.2) has been studied numerically in [6, 7, 35, 25, 26]. In partic-
ular, it is shown that starting from uniformly distributed random initial condition
(φi ∈ [0, 2pi), κij ∈ [−1, 1] for all i, j ∈ 1, . . . , N) the system can reach different
multi-cluster solutions with hierarchical structure depending on the parameters α and
β. The individual cluster of the multi-clusters consists of either splay or anti-phase
synchronous solutions. In addition, multi-cluster solutions are reported in an adap-
tive network of Morris-Lecar bursting neurons with spike timing-dependent plasticity
rule [43].
The goal of this paper is to provide an analytic description of the one-cluster
and multi-cluster solutions. Additionally, we report a new, mixed multi-cluster solu-
tion. These new multi-clusters consist simultaneously of splay and (in-) anti-phase
synchronous solutions. Thus, all one-cluster solutions can serve as building blocks for
a multi-cluster solution. We show that multi-clusters corresponding to certain fixed
frequency ratio appear in continuous families, and, moreover, multi-clusters with dif-
ferent frequency ratios can coexist for the same parameter values. We derive explicit
algebraic equations for the frequencies of coexisting multi-cluster solutions. In a par-
ticular case of two clusters, these equations can be explicitly solved.
The structure of the paper is as follows. Sections 2 and 3 present our main
results on the existence of one- and multi-cluster solutions, respectively. The multi-
cluster solutions are illustrated using numerical integration of (1.1)–(1.2). Section 4
investigates stability of these solutions. Finally, section 5 summarizes our main results
and puts them into the context of general adaptive networks. The proofs of the
propositions in sections 2 and 3 are presented in Appendix A.
2. One-cluster solutions. We start with the collective dynamics, where all
oscillators are synchronous up to phase shifts, i.e. φi = s(t) + ai. It is easy to see
from (1.1), that ds/dt = const in this case, and, hence, s(t) = Ωt with some constant
frequency Ω. Moreover, due to the symmetry of system (1.1)–(1.2) with respect to the
phase-shift φi 7→ φi−a1 one can consider a1 = 0 without loss of generality. Therefore,
we define the following solutions.
Definition 2.1. Phase oscillators φi(t), i = 1, . . . , N are said to be
(i) in-phase synchronous if φi(t) = s(t) for all i;
(ii) anti-phase synchronous if φi(t) = s(t)+ai with ai ∈ {0, pi} and there are i 6= j
such that ai 6= aj;
(iii) rotating-waves if φi(t) = s(t)+(i−1)2pik/N , where k ∈ {1, . . . , N} is the wave
number;
(iv) phase-locked if φi = s(t) + ai with arbitrary ai ∈ T1.
Note that the following implications hold: rotating-waves with k = 0 and k = N/2
are in-phase and anti-phase synchronous, respectively. Rotating-waves, in-phase, and
anti-phase solutions are phase-locked. The term ”rotating-wave” relates to the rotating
symmetry of the solutions with respect to the spatial coordinate given by the index
i. These solutions are also known as twisted states [54].
The following quantity is used for measuring the synchronization.
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State nth order parameter
in-phase
φi = Ωt
Rn = 1
anti-phase
φi = Ωt+ ai, ai ∈ {0, pi}
R2n = 1, R2n+1 =
∣∣2N1N − 1∣∣, where N1
is the number of ai = 0
rotating-wave
φi = Ωt+ i
2pi
N k, k 6= 0, N2
Rn = 1 if n·kN ∈ N0 and Rn = 0
otherwise
phase-locked
φi = Ωt+ ai, ai ∈ T1 Rn =
1
N
∣∣∣∑Nj=1 einaj ∣∣∣
Table 2.1
nth order parameter for the phase-locked solutions introduced in Definition 2.1.
Definition 2.2. The nth order parameter for the state φ ∈ TN is defined as
Zn(φ) = Rn(φ)e
iθn(φ) :=
1
N
N∑
j=1
einφi ,(2.1)
where n ∈ N. The symbols Rn > 0 and θn ∈ T1 denote the modulus and the phase of
the order parameter, respectively.
Note, the symbol i denotes the imaginary unit to distinguish it from the index i.
It is straightforward to check the values of the nth order parameter for the special
solutions defined above. For instance, for an in-phase synchronous solution it holds
Zn(φ(t)) = e
inΩt and, hence Rn = 1 for all n ∈ N and t ∈ R. For the other solutions
the results are summarized in Table 2.1. If φ(t) is a phase-locked solution, the modulus
of the nth order parameter does not depend on Ωt, and, hence, it will be often referred
to as Rn(a), where a = (a1, . . . , aN )T is the phase shift vector. With the help of the
order parameter we can introduce the following three types of phase-locked states.
Definition 2.3. Phase oscillators φi(t), i = 1, . . . , N are said to form a
(i) (Splay cluster) if R2(φ) = 0;
(ii) (Antipodal cluster) if R2(φ) = 1, i.e., φi ∈ {0, pi} for all i = 1, . . . , N ;
(iii) (Double antipodal cluster) if φi ∈ {0, pi, ψ, ψ + pi} for all i = 1, . . . , N with
ψ ∈ (0, pi).
Note that if φ is in-phase or anti-phase synchronous, φ forms an antipodal cluster as
well. Rotating waves from Definition 2.1 are also known as splay states or incoherent
clusters [16]. For all theses rotating waves, it holds R1(φ) = R2(φ) = 0. As it
will be shown in Proposition 2.4, system (1.1)–(1.2) generically possesses solutions
with R2(φ) = 0 rather than R1(φ) = 0. Both uniformity criteria are clearly related
since R2(φ) = R1(2φ). We use the notion splay cluster in order to stress that the
phases are uniformly distributed around the unit circle with respect to the second
moment of the order parameter. The following result describes all possible phase-
locked solutions in the system of adaptively coupled oscillators (1.1)–(1.2). We call
these solutions one-cluster solutions, since all oscillators possess the same frequency.
Proposition 2.4. System (1.1)–(1.2) possesses the following phase-locked solu-
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tions
φi = Ωt+ ai,(2.2)
κij = − sin(ai − aj + β), i, j = 1, . . . , N(2.3)
if and only if one of the following three conditions is fulfilled:
(i) the phases ai form a splay cluster, i.e., R2(a) = 0;
(ii) the phases ai form an antipodal cluster, i.e., R2(a) = 1;
(iii) the phases ai form a double antipodal cluster with m ∈ {1, . . . , N − 1}, ai ∈
{0, pi, ψm, ψm + pi}, i = 1, . . . , N and ψm being the unique modulo 2pi solution to the
following equation
N −m
m
sin(ψ − α− β) = sin(ψ + α+ β),
and the number of phase shifts ai such that ai ∈ {0, pi} equals to m.
The corresponding frequencies are given by
(2.4) Ω =

cos(α− β)/2 if R2(a) = 0,
sinα sinβ if R2(a) = 1,
cos(α− β)/2− 12R2(a) cos(ψ) in case (iii).
The proof of this and other propositions are given in App. A. Note that for the special
cases α = 0 or α = pi and β = α+ pi/2 or β = α+ 3pi/2 solutions with R2(a) /∈ {0, 1}
were discussed in [19]. Moreover, similar solutions were found in experimental settings
with delay-coupled chemical oscillators [11].
Note that conditions (i)–(iii) of Proposition 2.4 imply that there are three pos-
sible types of one-cluster solutions: splay, antipodal, and double antipodal. We
illustrate these solutions in Figs. 2.1(a–c). Without loss of generality, we neglect
self-coupling for all numerical simulations. Hence, the entries of the coupling ma-
trix κ are zero on the diagonal. Indeed, in the new co-rotating coordinate frame
φ 7→ φ− (1/N) sin(α) sin(β)t, the system (1.1)–(1.2) with self-coupling is equivalent
to the same system without self-coupling.
In the following, we will focus our study on the splay and antipodal clusters
with R2(a) ∈ {0, 1}, i.e. the phase-locked solutions given by cases (i) and (ii) of
Proposition 2.4. We further remark that the phase-locked solutions (2.2)–(2.3) are
relative equilibria with respect to the phase-shift defined in section 1, i.e., they are
equilibria in the co-rotating frame φ 7→ φ+ Ωt.
If R2(a) = 1, Proposition 2.4 implies that ai are either 0 or pi. Therefore, there
are 2N−1 isolated solutions of this kind. Note that the in-phase synchronous solution
is an antipodal one-cluster solution.
The situation is different for the splay cluster. The relation R2(a) = 0 gives the
N − 2 parametric (N > 2) family
(2.5) S :=
{
(φi, κij) : φi = Ωt+ ai, κij = − sin(ai − aj + β),
N∑
j=1
sin(2aj) =
N∑
j=1
cos(2aj) = 0
}
,
where Ω = cos(α − β)/2. Moreover, analogously to [9], one can show that S is the
union of N − 2 dimensional manifolds.
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pi
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index j
(c)
κij
Splay Antipodal Double antipodal
Figure 2.1. Illustration of the three types of one-cluster solutions given by (2.2)–(2.3) for
an ensemble of 50 oscillators. One-cluster solutions (a) of splay type (R2(a) = 0) for α = 0.3pi,
β = 0.1pi, (b) of antipodal type (R2(a) = 1), for α = 0.2pi, β = −0.95pi and (c) of double antipodal
type satisfying condition (iii) of Proposition 2.4 with m = 30 for α = 0.3pi, β = −0.15pi.
eia4
(a) (b) (c)eia2
eia1
eia3 eia2
eia1 eia1
eia2
eia3
Figure 2.2. Illustration of the family of solutions S (a) N = 2, (b) N = 3, (c) N = 4.
The structure of the solution family (2.5) is illustrated in Figs. 2.2(a–c) for N =
2, 3, 4. Figure 2.2(a) shows one of the two disjoint one-dimensional subsets of S for
the case of two adaptively coupled oscillators modulo common rotation of the phases
on the circle. In fact, the oscillators have to have a phase shift of pi/2 in order to meet
the condition R2(a) = 0, i.e. a = (γ, γ + pi/2), γ ∈ [0, 2pi). The dimension of S for
N = 2 is one. For a system consisting of three or four phase oscillators the dimension
of S is either 1 or 2, respectively. For N = 3, one has a = (γ, γ + pi/3, γ + 2pi/3),
see Fig. 2.2(b). For the case N = 4, we have a = (γ, γ + ξ, γ + pi/2, γ + ξ + pi/2),
γ, ξ ∈ [0, 2pi), see Fig. 2.2(c).
Note that the set of phases satisfying the condition R1(a) = 0 was described
in [9, 14, 8]. Our case of splay clusters can be related to this set using the equality
R2(a) = R1(2a) = 0.
Rotating-waves are a particular case of the splay cluster, namely, the following
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corollary holds.
Corollary 2.5. For any k ∈ {1, . . . , N − 1} , k 6= N/2 the rotating-wave
φi = Ωt+ (i− 1)2pik
N
,
κij = − sin
(
(i− j)2pik
N
+ β
)
,
with Ω = cos(α− β)/2 is a solution of system (1.1)–(1.2).
Let us make a short remark, which allows for a better understanding and interpre-
tation of the phase-locked solutions given in Proposition 2.4. Assume that the phase
variables are in a phase-locked solution φi = Ωt+ ai. Then, the coupling weights κij
have to satisfy the linear system
κ˙ij = −κij −  sin(ai − aj + β).(2.6)
This system has the unique solution κij = − sin(ai − aj + β) which is constant,
bounded on R, and asymptotically stable as t → ∞. Therefore, the specific network
connectivity κij = − sin(ai − aj + β) is associated with a given phase-shift a.
3. Multi-cluster solutions. As previous numerical studies [26] found out, the
phase-locked solutions described in section 2 can act as building blocks for (hierarchi-
cal) multi-cluster solutions.
Definition 3.1. Phase oscillators φi(t) form a multi-cluster if they can be sep-
arated intoM groups of phase-locked oscillators (clusters), i.e., for all µ ∈ {1, . . . ,M}
the phase oscillators φi,µ, i ∈ {1, . . . , Nµ}, from each group µ satisfy φi,µ(t) =
sµ(t) + ai,µ.
The appearance of multi-clusters is interesting and nontrivial, since such solutions, in
contrast to one-clusters, are no more relative equilibria of (1.1)–(1.2), but are periodic
or quasi-periodic solutions, which appear due to the special structure of the equation
and adaptive nature of the coupling. The oscillators within one cluster posses a
synchronized temporal dynamics with possible phase lags. In a multi-cluster, the
coupling matrix κ can be divided into different blocks according to the division by
clusters: kij,µν will refer to the coupling weight between the i-th oscillator of cluster
µ to the j-th oscillator of cluster ν.
Depending on the type of the constituting individual clusters, different multi-
clusters may be observed: splay, antipodal and mixed type. The following sections
describe each particular multi-cluster solution.
3.1. Multi-cluster solutions of splay type. The multi-cluster solutions of
splay type are composed by the clusters from the continuous family S of phase-
locked solutions with R2(a) = 0 and different frequencies. The following proposition
describes them.
Proposition 3.2. System (1.1)–(1.2) possesses the multi-cluster solution
φi,µ(t) = Ωµt+ ai,µ,
i = 1, . . . , Nµ
µ = 1, . . . ,M
(3.1)
κij,µν(t) = −ρµν sin(∆Ωµνt+ ai,µ − aj,ν + β − ψµν),
j = 1, . . . , Nν
ν = 1, . . . ,M
(3.2)
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with pairwise different frequencies Ωµ, ∆Ωµν := Ωµ−Ων , ρµν :=
(
1 + (∆Ωµν/)
2
)− 12
and ψµν := arctan(∆Ωµν/) if and only if
R2(aµ) = 0 for all µ = 1, . . . ,M and the frequencies (Ω1, . . . ,ΩM ) solve the
following system of equations
Ωµ =
1
2N
M∑
ν=1
ρµνNν cos(α− β + ψµν), µ = 1, . . . ,M.(3.3)
Note that ρµν and ψµν are functions of Ωµ − Ων .
Similarly to the one-cluster case, multi-cluster solutions of splay type give rise to a
(N − 2M − 1)-dimensional manifold of solutions
SM :=
{
(φi,µ, κij,µν) : (φi,µ, κij,µν) as in (3.1)-(3.2),
R2(aµ) = 0 for all µ = 1, . . . ,M
}
.
Let us remark that the collective frequencies (3.3) are only defined up to a con-
stant due to the phase-shift symmetry of system (1.1)–(1.2) while the frequency dif-
ference is unaffected. An example of a 3-cluster solution of splay type is shown in
Figure 3.1. The solution was obtained by integrating system (1.1)–(1.2) numerically
starting from random initial conditions. After sufficiently long transient time, the
order of the oscillators is given by first sorting the oscillators with respect to their
average frequencies. After that the oscillators with the same frequency are sorted by
their phases. It can be seen from the pictures that the sizes of the three clusters Nµ
(µ = 1, 2, 3) possesses a hierarchical structure, i.e., N3 < N2 < N1. The coupling
strengths between oscillators of the same cluster vary in a larger range than between
those of different clusters. The coupling between different clusters scales with  since
ρµν = /∆Ωµν+O
(
(/∆Ωµν)
3
)
and is thus close to zero (uncoupled). The oscillators
of the same cluster evolve in time with the same frequencies φ˙i,µ = Ωµ, i = 1, . . . , Nµ.
Let us consider the case of two-clusters in more details. Let φi,µ (µ = 1, 2) with
N1 and N2 being the numbers of oscillators in cluster 1 and 2, respectively. The
following result follows from the Proposition 3.2.
Corollary 3.3. Suppose R2(aµ) = 0 for µ = 1, 2, then
φi,1 = Ω1t+ ai,1, i = 1, . . . , N1
φi,2 = Ω2t+ ai,2, i = 1, . . . , N2
κij,µµ = − sin(ai,µ − aj,µ + β), µ = 1, 2
κij,µν = −ρµν sin(∆Ωµνt+ ai,µ − aj,ν + β − ψµν), µ, ν = 1, 2;µ 6= ν
is a two-cluster solution of system (1.1)–(1.2) with
(3.4) (∆Ω12)1,2 =
1
2
(
n1 − 1
2
)
cos(α− β)
± 1
2
√(
n1 − 1
2
)2
cos2(α− β)− 2(2+ sin(α− β)),
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(c)
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time
index j
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κij φi(a) (b)
(d)
Ω
j
Figure 3.1. Three-cluster of splay type. (a) Coupling weights at t = 10000 showing three
clusters; (b) Distribution of the phases within each cluster; space-time raster plot; (c) Average
frequency of oscillators; each plateau corresponds to one cluster; (d) Oscillator phases φi(t) at fixed
time t = 10000. Parameter values:  = 0.01, α = 0.3pi, β = 0.23pi, and N = 100.
(3.5) Ωµ =
1
2
(nµ cos(α− β) + ρµνnν cos(α− β + ψµν)) , (µ, ν = 1, 2;µ 6= ν),
where nµ = Nµ/N and ψµν , ρµν as in Proposition 3.2.
The explicit expressions for the frequencies ∆Ω12, Ω1,2 and other parameters of the
solutions follow from the system of equations (3.3), which can be solved explicitly
leading to (3.4)–(3.5) forM = 2. For any given relative cluster size nµ, equations (3.4)
and (3.5) provide either two, one, or no solutions corresponding to the two-cluster
solution. Hence, for each fixed set of parameters, there may be up to 2(N − 4) such
solutions.
Figure 3.2 shows the frequency differences ∆Ω12 of these solutions as functions
of parameter β for different number of oscillations N and adaptation parameters .
Interestingly, the frequencies of the solutions depend only on the difference α−β, see
(3.4)–(3.5). By increasing the number of oscillators N in the system, the number of
solutions increases accordingly. This can be seen from Fig. 3.2(a–b) where we increase
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∆
Ω
1
2
∆
Ω
1
2
β/pi β/pi
(a) (b)
(c) (d)
Figure 3.2. The figures show all one- and two-cluster solutions of splay type for the sys-
tem (1.1)–(1.2). For this, the frequency differences ∆Ω12 are displayed corresponding to the equa-
tions (2.4) and (3.4). The dotted lines (black) indicate unstable solutions while the solid lines (blue)
indicate stable solutions. Here, every second solution is plotted for the sake of visibility. Parameter
values: (a) N = 20,  = 0.01; (b) N = 50,  = 0.01; (c) N = 50,  = 0.001; (d) N = 50,  = 0.1;
α = 0.3pi is fixed for all panels.
the number of oscillators from N = 20 to N = 50 with all other parameters fixed.
The set of 2-cluster solutions is represented by all ∆Ω12(β) for a given parameter β.
In accordance with (3.4) the number of solutions increases with increasing N . The
region of non-existence of the multi-cluster solutions corresponds to the cases where
the argument beneath the root in (3.4) becomes negative. The size of the existence
gap depends furthermore on the choice of the time separation parameter . This can
be seen by comparing Fig. 3.2(b–d) where we vary the value for .
3.2. Multi-cluster solutions of antipodal type. In the case when the os-
cillators are phase synchronized or in an anti-phase relation within each cluster, the
situation is different to what was described before. Particularly, the linear growth of
the oscillator phases within each cluster is modulated by periodic or quasi-periodic
terms of order . That is, the clusters possess the form φi,µ(t) = Ωµt+ai,µ+ pµ(t, ).
Here, we give important necessary conditions for the existence of such solutions and
their asymptotic expansion in . Additionally, we provide numerical results show-
ing these solutions. In particular, we present a system of equations for the cluster
frequencies Ωµ.
Proposition 3.4. Suppose 2ai,µ = aµmod 2pi for all µ = 1, . . . ,M and i =
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1, . . . , Nµ. If system (1.1)–(1.2) possesses antipodal multi-cluster solution (φi,µ, κij,µν)
then its first asymptotic expansion in  is given by
φ
(1)
i,µ = Ω
(1)
µ t+ ai,µ − 
M∑
ν=1
ν 6=µ
nν
4
(
∆Ω
(1)
µν
)2 cos(2∆Ω(1)µν t+ aµ − aν + α+ β),
κ
(1)
ij,µµ = − sin(ai,µ − aj,µ + β),
κ
(1)
ij,µν =

∆Ω
(1)
µν
cos(∆Ω(1)µν t+ ai,µ − aj,ν + β), µ 6= ν
with the cluster frequencies Ω(1)µ up to first order in  whenever the following implicit
equation can be solved
Ω(1)µ =
nµ sin(α) sin(β)−  M∑
ν=1
ν 6=µ
nν
2∆Ω
(1)
µν
sin(α− β)
 .(3.6)
Here, µ = 1, . . . ,M, i, j = 1, . . . , Nµ and ∆Ωµν := Ω
(1)
µ − Ω(1)ν .
This first order perturbation reveals a nonlinear modulation pµ, which is periodic or
quasi-periodic with the frequencies ∆Ω(1)µν given by the differences in the frequencies
of the clusters.
Figure 3.3 shows the numerically obtained 3-cluster solution of antipodal type.
The dynamics of system (1.1)–(1.2) is shown after a sufficiently long transient so that
it represents dynamically stable solution (more on stability in section 4). One can
clearly observe three clusters in the coupling matrix. Similarly to the previous multi-
cluster cases, we first sort the oscillators with respect to their average frequency
and subsequently by their phases. In contrast to the splayed distribution of the
phases described in section 3.1, the oscillators within the clusters additionally form
two groups, in which the phases differ by pi.
In order to observe the modulation of the cluster frequencies, time series for three
representative oscillators from each cluster are shown in Fig. 3.4(a). The averaged
linear growth of the phases due to 〈Ωµ〉t has been subtracted to show the modu-
lation. Such small but non-vanishing oscillations do not exist in the case of splay
type multi-clusters. In addition, the black dashed lines show the modulation given by
Proposition 3.4 confirming that the asymptotic expansion describes the whole tem-
poral behaviour very well. Furthermore, Proposition 3.4 implies that the amplitudes
of the modulations are proportional to nν/(∆Ω
(1)
µν )2. Thus, if the difference in the
frequencies is high the amplitude is small and vice versa. This relation is also reflected
by the power spectrum, see Fig. 3.4(b). Figure 3.4(b) confirms that the frequencies of
the modulation oscillations correspond to the differences of the average frequencies.
Let us consider the case of two clusters in more details. Let N1 and N2 = N −N1
be the numbers of oscillators in group 1 and 2, respectively. The following result
follows from Proposition 3.4.
Corollary 3.5. Suppose 2ai,µ = aµ for all µ = 1, 2 and i = 1, . . . , Nµ. If
system (1.1)–(1.2) possesses an antipodal multi-cluster solution (φi,µ, κij,µν) then its
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(c)
φ
j
〈Ω
j
〉
in
de
x
i
timeindex j
κij φi(a) (b)
(d)
pi
pi
pi
index jindex j
Figure 3.3. Three-cluster of antipodal type. (a) Coupling weights at t = 10000 showing three
clusters; (b) Distribution of the phases within each cluster; space-time raster plot; (c) Average
frequency of oscillators; each plateau corresponds to one cluster; (d) Oscillator phases φi(t) at fixed
time t = 10000. Parameter values:  = 0.01, α = 0.3pi, β = −0.53pi, and N = 100.
time ω¯
φ
i,
µ
(t
)
−
〈Ω
µ
〉t
S
(a) (b)
Figure 3.4. For 3-cluster solution from Fig. 3.3, panel (a) shows time series of an oscillator
from one of the clusters after subtracting the average linear growth φµ,i(t)−〈Ωµ〉t. The black dashed
lines show the corresponding analytic results from the asymptotic expansion in Proposition 3.4. (b)
Power spectrum of the time series given in (a).
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first order asymptotic expansion in  is given by
φ
(1)
i,1 = Ω
(1)
1 t+ ai,1 − 
n2
4
(
∆Ω
(1)
12
)2 cos(2∆Ω(1)12 t+ a1 − a2 + α+ β),
φ
(1)
i,2 = Ω
(1)
2 t+ ai,2 − 
n1
4
(
∆Ω
(1)
12
)2 cos(2∆Ω(1)12 t+ a1 − a2 − α− β),
κ
(1)
ij,µµ = − sin(ai,µ − aj,µ + β),
κ
(1)
ij,µν =

∆Ω
(1)
µν
cos(∆Ω(1)µν t+ ai,µ − aj,ν + β),
with
Ω(1)µ =
(
nµ sin(α) sin(β)−  nν
2∆Ω
(1)
µν
sin(α− β)
)
for µ = 1, 2, ν 6= µ, i, j = 1, . . . , Nµ, ∆Ω(1)µν := Ω(1)µ − Ω(1)ν ,
(
∆Ω
(1)
12
)
1,2
=
(
n1 − 1
2
)
sin(α) sin(β)±
√(
n1 − 1
2
)2
sin2 α sin2 β − 
2
sin(α− β).
(3.7)
This result follows directly from Proposition 3.4. It shows, in particular, that the
system of equations (3.6) can be solved explicitly by (3.7) in case of two clusters.
Similarly to the splay multi-clusters, for any fixed set of parameters and each n1,
equation (3.7) can lead to two antipodal multi-clusters with two different frequency
differences. Hence, a large number of antipodal two-clusters can coexist for the same
parameter values. Figure 3.5 illustrates such a coexistence, where we present the one-
cluster solutions given by (2.4) and the solutions to the equation (3.7). Blue solid lines
represent those solutions for which the asymptotic expansion led to an existing and
stable two-cluster solutions of antipodal type. Note further that for two-cluster solu-
tions of antipodal type, the asymptotic expansion presented in Proposition 3.4 turns
into a formal expansion whenever |∆Ω| > , i.e.,  is not assumed to be infinitesimal
(→ 0). The interval [−, ] is therefore highlighted in Fig. 3.5.
3.3. Multi-cluster solutions of mixed type. We have seen how clusters are
described consisting of oscillator groups of splay type (section 3.1) as well as clusters
consisting of oscillator groups with in- and anti-phase relation (section 3.2). It is
therefore reasonable to ask for multi-cluster solutions that consist of both of these
types. In order to describe these solutions we have to loosen the definition of a multi-
cluster solution.
Definition 3.6. Phase oscillators φi(t) form a pseudo multi-cluster if they
can be separated into M groups such that for all µ ∈ {1, . . . ,M} the phase oscillators
φi,µ, i ∈ {1, . . . , Nµ}, from each group µ satisfy φi,µ(t) = Ωµt + si,µ(t) with bounded
functions si,µ.
Note that every multi-cluster solution is by definition already a pseudo multi-cluster
solution.
Proposition 3.7. Suppose 2ai,µ = aµ for all µ = 1, . . . ,M1, and R2(aµ) = 0
for all µ = M1 + 1, . . . ,M , i = 1, . . . , Nµ where M1 is the number of antipodal
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∆
Ω
(1
)
1
2
(a) (b)
β/pi β/pi
Figure 3.5. Two-cluster solutions (upper panels) and one-cluster solutions (lower panels) of
antipodal type given by the asymptotic expansion in Corollary 3.5 and Proposition 2.4, respectively.
For this, the difference of the frequencies ∆Ω(1)12 is displayed corresponding to (3.7) and (2.4). The
dotted lines (black) indicate unstable solutions while the solid lines (blue) indicate stable solutions.
Here, every second solution is plotted for the sake of visibility. The insets show a blow-up of the
interval [−, ]. Parameter values: (a) N = 20,  = 0.01; (b) N = 50,  = 0.01; α = 0.3pi is fixed
for all panels.
type clusters. The mixed pseudo multi-cluster solutions of (1.1)–(1.2) with φi,µ(t) =
Ωµ()t+ si,µ(t) + ai,µ possess the following first order asymptotic expansion in 
φ
(1)
i,µ = Ω
(1)
µ t+ ai,µ + pi,µ;1(t),
κ
(1)
ij,µµ = − sin(ai,µ − aj,µ + β),
κ
(1)
ij,µν =

∆Ω
(1)
µν
cos(∆Ω(1)µν t+ ai,µ − aj,ν + β),
with
pi,µ;1(t) = pµ;1 = −
M1∑
ν=1
ν 6=µ
nν
4
(
∆Ω
(1)
µν
)2 cos(2∆Ω(1)µν t+ aµ − aν + α+ β)
for µ = 1, . . . ,M1,
pi,µ;1(t) = −
M∑
ν=1
ν 6=µ
nν
4
(
∆Ω
(1)
µν
)2 cos(2∆Ω(1)µν t+ ai,µ − aν + α+ β)
for µ = M1 + 1, . . . ,M , and the cluster frequencies Ω
(1)
µ up to second order in 
whenever the following system of equations can be solved
Ω(1)µ =
Ωµ;0 −  M∑
ν=1
ν 6=µ
nν
2∆Ω
(1)
µν
sin(α− β)
(3.8)
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with
Ωµ;0 = nµ sin(α) sin(β) µ = 1, . . . ,M1
Ωµ;0 =
nµ
2
cos(α− β). µ = M1 + 1, . . . ,M
Here, µ = 1, . . . ,M, i, j = 1, . . . , Nµ and ∆Ω
(1)
µν := Ω
(1)
µ − Ω(1)ν .
As in the previous sections, we are going to show that equation (3.8) possesses solu-
tions. For this, we consider the case of two clusters φi,µ (µ = 1, 2).
Corollary 3.8. Suppose 2ai,1 = a1 for all i = 1, . . . , N1 and R(a2) = 0. The
mixed pseudo multi-clusters of system (1.1)–(1.2) possess the following first order
asymptotic expansion in 
φ
(1)
i,1 = Ω
(1)
1 t+ ai,1,
φ
(1)
i,2 = Ω
(1)
2 t+ ai,2 − 
n1
4
(
∆Ω
(1)
12
)2 cos(2∆Ω(1)12 t+ a1 − ai,2 − α− β),
κ
(1)
ij,µµ = − sin(ai,µ − aj,µ + β),
κ
(1)
ij,µν =

∆Ω
(1)
µν
cos(∆Ω(1)µν t+ ai,µ − aj,ν + β),
where
Ω(1)µ =
(
Ωµ;0 −  nν
2∆Ω
(1)
µν
sin(α− β)
)
,
Ω1;0 = n1 sin(α) sin(β),
Ω2;0 =
n2
2
cos(α− β),
(
∆Ω
(1)
12
)
1,2
=
1
2
[(
n1 − 1
2
)
cos(α− β)− n1
2
cos(α+ β)
]
± 1
2
√[(
n1 − 1
2
)
cos(α− β)− n1
2
cos(α+ β)
]2
− 2 sin(α− β)
(3.9)
for µ = 1, 2, ν 6= µ and i, j = 1, . . . , Nµ.
Illustration of the mixed 2-clusters is shown in Fig. 3.6. Moreover, we performed a
Fourier analysis of the temporal behaviour of the oscillators, see Fig. 3.7. First, it can
be observed that the oscillators representing the second cluster (i = 80, 100) show the
same evolution in time but with a phase lag due to the spatial dependency described
above. In order to show the agreement with the asymptotic expansion presented in
Corollary 3.8, the analytic results are displayed with black dashed lines. Furthermore,
the power spectrum shows a prominent peak at 2〈∆Ω〉12 for both oscillators of the
second cluster and a flat curve for the representative of the first cluster. These nu-
merical results are in complete agreement with the analytic findings. Analogously, to
the antipodal two-clusters, for any fixed set of parameters and each n1, equation (3.9)
can lead to two multi-clusters of mixed type with two different frequency differences.
Hence, a large number of those clusters can coexist for the same parameter values.
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pi
Figure 3.6. 2-Cluster solution of mixed type. (a) Coupling weights at t = 10000 showing two
clusters, (b) Distribution of the phases within each cluster, space-time representation. (c) Average
frequency of each oscillator, (d) Oscillator phases φi for fixed time t = 10000. Parameter values:
 = 0.01, α = 0.3pi, β = −0.4pi, N = 100.
Figure 3.8 illustrates such a coexistence, where we present the solutions to the equa-
tion (3.9). Again, blue solid lines represent those solutions for which the asymptotic
expansion led to an existing and stable two-cluster solutions of mixed type. Addition-
ally, Figure 3.8 shows the one-cluster solutions of splay and antipodal type (in both
cases ∆Ω12 = 0) together with their common regions of stability. As in the case of
two-clusters of antipodal type, the asymptotic expansion presented in Proposition 3.4
turns into a formal expansion whenever |∆Ω| > . The interval [−, ] is therefore
highlighted in Fig. 3.8.
4. Stability of cluster solutions. In sections 2–3 the existence of one-cluster as
well as (pseudo) multi-cluster solutions were discussed. This section is devoted to the
analysis of their stability. First, the stability of the one-cluster solutions is analyzed
and an analytic result for all rotating-wave one-cluster solutions which are described
in section 4.1 is presented. The findings are discussed with respect to all one-cluster
solutions found in Proposition 2.4. Subsequently, we use numerical simulations in
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time ω¯
φ
i,
µ
(t
)
−
〈Ω
µ
〉t
S
(a) (b)
Figure 3.7. For mixed type 2-cluster solution from Fig. 3.6, panel (a) shows time series of
an oscillator from one of the clusters after subtracting the average linear growth φµ,i(t) − 〈Ωµ〉t.
The black dashed lines show the corresponding analytic results from the asymptotic expansion in
Proposition 3.7. (b) Power spectrum of the time series given in (a).
∆
Ω
(1
)
1
2
(a)
β/pi β/pi
(b)
Figure 3.8. Two-cluster solutions of mixed type (upper panels) and one-cluster solutions
(lower panels) of either splay or antipodal type given by the asymptotic expansion in Corollary 3.8
and Proposition 2.4, respectively. For this, the difference of the frequencies ∆Ω(1)12 is displayed
corresponding to (3.9) and (2.4). The dotted lines (black) indicate unstable solutions while the solid
lines (blue) indicate stable solutions. Here, every second solution is plotted for the sake of visibility.
The insets show a blow-up of the interval [−, ]. Parameter values: (a) N = 20,  = 0.01; (b)
N = 50,  = 0.01; α = 0.3pi is fixed for all panels.
order to analyze the stability for two-cluster solutions.
4.1. One-cluster solutions. In order to study the local stability of one-cluster
solutions described in section 2, we linearize the system (1.1)–(1.2) around the solu-
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tions (2.2)–(2.3). We obtain the following linearized system
d
dt
δφi =
1
N
N−1∑
m=0
sin(ai − ai+m + β) cos(ai − ai+m + α) (δφi − δφi+m)(4.1)
− 1
N
N−1∑
m=0
sin(ai − ai+m + α)δκi(i+m),
d
dt
δκi(i+m) = −
(
δκi(i+m) + cos(ai − ai+m + β) (δφi − δφi+m)
)
,(4.2)
where we have introduced the new label m := j− i and the convention i+m = (i+m)
mod N for convenience. Throughout this paragraph we will make use of Schur’s
complement [13] in order to simplify characteristic equations. More precisely, any
m×m matrix M in the 2× 2 block form can be written as
M =
(
A B
C D
)
=
(
Ip BD−1
0 Iq
)(
A−BD−1C 0
0 D
)(
Ip 0
D−1C Iq
)
(4.3)
where A is a p×pmatrix andD is an invertible q×q matrix. The matrix A−BD−1C is
called Schur’s complement. A simple formula for the determinant ofM can be derived
with the decomposition (4.3)
det(M) = det(A−BD−1C) · det(D).
This result is important for the subsequent stability analysis. Note that in the fol-
lowing an overline indicates the complex conjugate.
Lemma 4.1. Suppose ak = (0, 2pik/N, . . . , (N − 1)2pik/N)T with k ∈ {0, . . . , N −
1} and the linear system around the one-cluster solution φ = Ωt · (1, . . . , 1)T + ak is
given by (4.1)–(4.2). Then there exist new coordinates (δψ, δζ) such that the linearized
system can be decomposed into N linear differential equations of the form

δψ˙l
δζ˙l0
...
δζ˙l(N−1)
 = Cl

δψl
δζl0
...
δζl(N−1)
 l = 0, . . . , N − 1(4.4)
with
Cl :=
(
λˆl b
cl −IN
)
,
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where, IN is the N -dimensional identity matrix and
λˆl =
1
2
((Z1(al)− 1) sin(α− β)−=(Z2(ak)) cos(α+ β) + <(Z2(ak)) sin(α+ β))
(4.5)
+
1
4
(
Z1(a2k−l)iei(α+β) − Z1(a2k+l)ie−i(α+β)
)
.
b =
1
N
(
sin(−α), . . . , sin((N − 1)k 2pi
N
− α)
)
,
(4.6)
cl =
(
0, cos(k
2pi
N
− β)
(
1− eil 2piN
)
, . . . , cos((N − 1)k 2pi
N
− β)
(
1− eil(N−1) 2piN
))T(4.7)
with any j ∈ {1, . . . , N}.
Proof. Due to the cyclic structure in the equations (4.1) and (4.2) it is possible
to decouple them using a discrete Fourier ansatz [38]
δφj =
N−1∑
l=0
eilj
2pi
N δψl,
δκj(j+m) =
N−1∑
l=0
eilj
2pi
N δζlm.
Taking this Fourier ansatz and plugging it into the equations (4.1) and (4.2) we get
N−1∑
l=0
eilj
2pi
N ˙δψl =
1
N
N−1∑
m=0
sin(−mk 2pi
N
+ β) cos(−mk 2pi
N
+ α)
N−1∑
l=0
eilj
2pi
N
(
1− eilm 2piN
)
δψl
− 1
N
N−1∑
m=0
sin(−mk 2pi
N
+ α)
N−1∑
l=0
eilj
2pi
N δζlm,
N−1∑
l=0
eilj
2pi
N δ˙ζlm = −
N−1∑
l=0
(
eilj
2pi
N δζlm + cos(−mk 2pi
N
+ β)eilj
2pi
N
(
1− eilm 2piN
)
δψl
)
.
After making use of well known trigonometric identities and using the order parame-
ters defined in (2.1) we find
λˆl =
1
2N
N−1∑
m=0
(
sin(−4pi
N
mk + α+ β)− sin(α− β)
)(
1− cos(lm2pi
N
)− i sin(lm2pi
N
)
)
=
1
2
((Z1(al)− 1) sin(α− β)−=(Z2(ak)) cos(α+ β) + <(Z2(ak)) sin(α+ β))
+
1
4
(
Z1(a2k−l)iei(α+β) − Z1(a2k+l)ie−i(α+β)
)
.
The row and the column vectors bl and cl can directly be read of from the transformed
equation above.
Note that the values λˆl are exactly the eigenvalues for the case where no interaction
between the oscillators and their coupling are assumed or the dynamics of the coupling
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weights are left constant. One might expect that due to the slow-fast dynamics of the
system (1.1)– (1.2) a small perturbation in the coupling weights could be neglected
for the analysis of stability [7]. In contrast, we show that the local dynamics of the
system around the one-cluster solution depends on the interplay between phases and
couplings.
Proposition 4.2. Suppose ak = (0, 2piN k, . . . , (N−1) 2piN k)T and the linear system
around the one-cluster solution φ = Ωt · (1, . . . , 1)T +ak is given by (4.1)–(4.2). Then
the Jacobian J of this linearized system possesses the following spectrum
σ(J) = {−, (λl;1,2)l=0,...,N−1}
with
λl;1,2 =
λˆl − 
2
± 1
2
√
(λˆl + )2 + 4 (b · c)l(4.8)
and λˆl, bl, cl as defined in (4.5), (4.6) and (4.7).
Proof. Using Lemma 4.1 we decompose the linear system (4.1)–(4.2) into the N
blocks (4.4). Consider now the characteristic polynomial for the (N + 1) × (N + 1)
matrix Cl and assume that λl 6= − then by (4.3) we obtain
det(λlIN+1 − Cl) = det
(
λl − λˆl −bl
−cl (+ λl)IN
)
= (+ λl)
N−1
(
(+ λl)(λl − λˆl)−  (b · c)l
)
= 0.
Thus for each l ∈ 0, . . . , N − 1 there are N − 1 eigenvalues λl = −. For the two
remaining eigenvalues we have to solve the quadratic equation
λ2l + (− λˆl)λl − λˆl −  (b · c)l = 0.(4.9)
In the case of no weight dynamics or no coupling between the oscillators and the
weights the eigenvalues would read λl;1 = λˆl and λl;2 = −. Therefore, the spectrum
would look like σc = {−, (λˆl)l=0,...,N−1} with (N − 1)N -fold multiplicity for the
eigenvalue −. In contrast to that, we get in general 2N eigenvalues that are different
from − which stem from the interplay of phases and coupling weights. We should
further mention that λˆl(α + pi2 , β − pi2 ) = (b · c)l(α, β). With this we write equation
(4.9) as
λ2l (α, β) +
(
− λˆl(α, β)
)
λl − 
(
λˆl(α, β) + λˆl(α− pi
2
, β +
pi
2
)
)
= 0.
The following corollary summarizes the results on the spectrum of the linearized
system (4.1)–(4.2).
Corollary 4.3. Suppose we have ak = (0, 2piN k, . . . , (N −1) 2piN k)T and the linear
system (4.1)–(4.2) then
1. (in-phase and anti-phase synchrony) if k = 0 or k = N/2, the spectrum is
given by
σ(C) =
{
(0)1 , (−)(N−1)N+1 , (λ1)N−1 , (λ2)N−1
}
where λ1 and λ2 solve λ2 + (− cos(α) sin(β))λ−  sin(α+ β) = 0,
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2. (incoherent rotating-wave) if k 6= 0, N/2, N/4, 3N/4, the spectrum is
σ(C) =
{
(0)N−2 , (−)(N−1)N+1 ,
(
− sin(α− β)
2
− 
)
N−3
,
(ϑ1)1 , (ϑ2)1 ,
(
ϑ1
)
1
,
(
ϑ2
)
1
}
where ϑ1 and ϑ2 solve ϑ2 +
(
+ 12 sin(α− β)− 14 iei(α+β)
)
ϑ− 2 iei(α+β) = 0,
3. (4-rotating-wave solution) if k = N/4, 3N/4, the spectrum is
σ(C) =
{
(0)N−1 , (−)(N−1)N+1 ,
(
− sin(α− β)
2
− 
)
N−2
, (λ1)1 , (λ2)1
}
where λ1 and λ2 solve λ2 + (+ sin(α) cos(β))λ+  sin(α+ β) = 0.
Here, the multiplicities for each eigenvalue are given as lower case labels.
As we can see from this corollary there exists always at least one zero eigenvalue. This
is due to the phase-shift symmetry of (1.1)–(1.2) we already discussed in section 1.
The additional zero eigenvalues for the wave numbers k 6= 0, N/2 can be explained
with our findings from Proposition 2.4 and Corollary 2.5. These linear rotating-wave
solutions belong to a N−2 dimensional family of solutions characterized by R2(a) = 0.
Thus, around any point of this family the linear equation
N∑
j=1
ei2ajδφj = 0(4.10)
holds for a certain choice of coordinates {δφ, δκij}, and hence there are two linearly
independent equations for the infinitesimal perturbations δφi. This explains the ap-
pearance of N − 2 zero eigenvalues. They correspond to the variation along the
manifold of solution. In the special case of k = N/4, 3N/4 the two algebraic equa-
tions (4.10) are linear dependent and we are thus left with only one linear equation
which increases the multiplicity of the zero eigenvalue by one. The results of Corol-
lary 4.3 are presented in Fig. 4.1(a–c) and compared with numerical simulations. The
numerical results are obtained by numerical integration of system (1.1)–(1.2) with
N = 20. The initial conditions for each simulation are set to the one-cluster so-
lution given in Proposition 2.4 with a small perturbation added to each dynamical
variable and randomly chosen from the interval [−0.01, 0.01]. The numerical integra-
tion is stopped after t = 5000 time steps. The relative coordinates Θi := φi − φ1
for i = 1, . . . , N are introduced in order to compare the initial phase configuration
with the distribution of the phases after numerical integration. A one-cluster is said
to be stable if Θ after numerical integration is closer to the theoretical one-cluster
state than Θ of the initially perturbed phase distribution. Closeness is measured by
the Euclidean distance. Otherwise, the one-cluster solution is considered as unstable.
The parameter regions in the (α, β) plane for stable one-cluster solutions are coloured
blue while the regions for unstable one-cluster solutions are coloured yellow. The
black dashed lines correspond to the borders of stability determined with the results
in Corollary 4.3. In particular, a state is asymptotically stable if <(λ) < 0 for all
λ ∈ σ(C) except the zero eigenvalues related to the perturbations along the solution
families. In all three cases the numerical and analytic results agree very well.
In addition to the analysis of rotating-wave solutions, we investigate the stability
for the splay solutions characterized by R(a) = 0 and the antipodal solutions char-
acterized by R(a) = 1. For this, the stability is calculated by taking the solutions
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β/pi
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/
pi
β/piβ/pi
(a) (b) (c)
Figure 4.1. Stability diagrams for rotating-wave clusters depending on the parameters α and β
are shown. The regions are coloured according to numerical simulation. Blue regions correspond to
stable solutions while yellow regions correspond to unstable solutions. The black dashed lines show to
the borders of stability determined by Corollary 4.3. Parameter  = 0.01 is fixed fo all simulations.
(a) k = 1, (b) k = N/2, (c) k = N/4
β/pi
α
/
pi
β/pi
(a) (b)
Figure 4.2. Stability diagram for splay and antipodal one-cluster solutions depending on the
parameters α and β are shown. The regions are coloured according numerical eigenvalues of the
Jacobian 4.1–4.2. Blue areas correspond to stable while yellow areas correspond to unstable regions.
Parameter  = 0.01 is fixed in all simulations. (a) Splay solution as in Fig. 2.1(a), (b) Anti-phase
solution as in Fig. 2.1(b).
displayed in Fig. 2.1(a–b), plugging them into the Jacobian matrix given by the lin-
earized equations 4.1–4.2 and determining the eigenvalues of the Jacobian numerically.
The results of this procedure are shown in Fig. 4.2 together with the borders of stabil-
ity calculated with Corollary 4.3. In comparison with Fig. 4.1, the analysis yields the
same stability regions which are found for the rotating-wave solutions. The numerical
findings indicate that the stability for all splay and antipodal solutions coincide with
the stability of the rotating-waves.
4.2. Stability of multi-cluster solutions. In section 3.1 we discussed multi-
cluster solutions of splay type and showed under which condition they exist. The
solutions for two-cluster solutions of splay type and their stability are presented in
Fig. 3.2. In Fig. 3.2(b) the solution for the case of 50 oscillators is shown. The solid
lines (blue) correspond to solutions that are stable. It can be seen that whenever a
2-cluster solution is stable the one-cluster solution (with ∆Ω12 = 0) is also stable.
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β/pi
α
/
pi
Figure 4.3. Stability diagram for the one-cluster and two-cluster solution of the splay type
depending on the parameters α and β. Yellow region corresponds to the instability of both solutions,
dark blue to the stability of both solutions, and light-blue to the stability of only the one-cluster
solution. Parameter  = 0.01 is fixed in all simulations.
A more detailed validation of this statement is presented in Fig. 4.3, where we show
the stability regions of both one- and two-cluster solutions in the (α, β) plane. The
stability for each type of cluster solution is determined numerically. The numerical
approach was already introduced in section 4.1. For the two-cluster solutions the
norm for the phase configuration is calculated in the relative coordinates given by
Θi,µ = φi,µ − φ1,µ with µ = 1, 2. Additionally, we calculated the maximal value of
all inter-cluster connections and compared it to the theoretical maximum given by
ρ12. If after numerical integration the maximal inter-cluster coupling is bigger than
ρ12+0.01, the two-cluster is considered as unstable. Here, region where the both types
of solutions are stable are colored in dark blue. Regions of only stable one-cluster
solutions are colored in light blue. Since two-cluster solutions do not exist for certain
values of α and β, we can find a light blue stripe in the middle of Fig. 4.3. Further, we
have not found any configuration of α and β for which two-cluster solutions are stable
and one-cluster are not. This supports the claim that the stability of a one-cluster
solution is necessary condition for the stability of a two-cluster solution. This can be
explained by the fact that for the stability of the multi-clusters, it is necessary that its
one-cluster components are each stable with respect to the perturbations that disturb
the structure of just one cluster (see similarly in [32]). A more rigorous formulation
of this issue is beyond the scope of this paper.
Figure 3.2(b) further provides us with information about the stability of two-
cluster solutions depending on the ratio between cluster sizes. First, due to (3.4)
there exist two branches of two-cluster solution of splay type. Only solutions with
higher frequency difference are stable which can be seen in the inset of Fig. 3.2(b).
For an increasing number of oscillators in the second cluster of relative size n2 =
1− n1 the stability changes. Above a certain value of n2 both branches are unstable.
This observation explains why only multi-cluster solutions with unequal as well as
hierarchical cluster sizes were found in simulations, see Fig. (3.1) and [26].
5. Conclusions. In summary, this work provides a wide-ranging analysis of
multi-cluster solutions in networks of adaptively coupled phase oscillators. It covers
questions on the existence, the explicit form as well as the stability of such solu-
tions. It is well known that under certain conditions systems of coupled oscillators
can be simplified to systems of coupled phase oscillators. In these cases, the model
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of phase oscillators captures the underlying dynamics of complex dynamical systems.
In this sense, the considered model may have multiple applications. In particular, the
model which was in the focus of this work was inspired by dynamical neuronal net-
works with adaptive plasticity. Therefore, it may help to understand the fundamental
mechanisms of pattern formation in neuronal systems.
Here, we have focused on multi-cluster solutions, which are composed of several
one-clusters with distinct frequencies. The one-cluster solutions are shown to be of the
following three types: splay type, antipodal type, and a new third type, named double
antipodal, see Proposition 2.4. Moreover, it was shown that all one-cluster solutions
of splay type form an N − 2 dimensional family and thus give rise to infinitely many
solutions the system can achieve. With this, we have generalized and extended the
results reported in [7, 19, 35].
While the one-cluster solutions are relative equilibria of our system due to the
phase-shift symmetry, the multi-cluster solutions contain components with different
frequencies, and, hence, they cannot be reduced to an equilibrium by transforming into
another co-rotating frame. As a result, the study of multi-clusters is more involved.
However, to our surprise, we have still been able to find an explicit form of multi-
clusters with the components of the splay type. Remarkably, in addition to its ring-
like spatial structure that dynamically emerges, the network behaves in such a case
(quasi-)periodically in time such that the whole solution can be interpreted as a
spatial-temporal wave.
The analysis of multi-cluster solutions of antipodal type is more subtle due to the
modulation of the frequency. More specifically, we look at multi-clusters with bounded
frequency modulation. For these types of multi-clusters, we derive an asymptotic
expansion in the parameter  that gives explicit existence conditions.
In addition, we have shown the existence of mixed multi-clusters, which consist
of clusters of splay type and clusters of antipodal type. For the mixed multi-clusters,
the temporal behavior within one cluster has been shown to be slightly non-identical,
namely, the oscillators possess the same averaged frequency, but they still can have a
bounded quasi-periodically modulated phase difference.
We have been able to study the stability of multi-clusters analytically to some
extent, and otherwise numerically. The main messages from this analysis are as
follows: there is a high degree of coexistence of stable multi-clusters that can be
reached from different initial conditions; in particular, a certain amount of imbalance
in the number of oscillators within the clusters is needed to achieve stability. This
explains the appearance of only hierarchical structures in numerical simulations.
Moreover, the findings on multi-cluster solutions as they are reported in this arti-
cle are in very good agreement with previous results on adaptive neural networks [43].
Here, stable multi-cluster solutions of coherently spiking neurons with weak but time-
dependent inter-cluster coupling are reported. With this work we shed some light on
these generic time-dependent network patterns.
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Appendix A. Proofs of propositions from sections 2–3.
A.1. One-cluster solution. Here we provide a proof of Proposition 2.4. We
first need a preliminary lemma.
Lemma A.1. For a phase-locked solution φ(t), R2(φ(t)) = 1 for all t if and only
if φ(t) is either an in-phase or an anti-phase synchronous solution.
Proof. As follows from table 2.1, R2(a) = 1N
∣∣∣∑Nj=1 ei2aj ∣∣∣ = 1 for all in-phase and
anti-phase solutions. Let us show the opposite. If R2(a) = 1, then ei2aj = ei2a1 = 1
for all j, since
∣∣∣∑Nj=1 ei2aj ∣∣∣ ≤∑Nj=1 ∣∣ei2aj ∣∣ = N . Hence, aj ∈ {0, pi}. The latter means
that the phase-locked solution is either in-phase, if all aj have the same values, or
anti-phase otherwise.
Now we present the proof of Proposition 2.4.
Proof. Substituting (2.2)–(2.3) into (1.1)–(1.2) we obtain κ˙ij = 0 and
φ˙i(t) = Ω =
1
N
N∑
j=1
sin(ai − aj + β) sin(ai − aj + α)
=
1
2
cos(α− β)− 1
2
<
(
e−i(2ai+α+β)Z2(a)
)
.(A.1)
Therefore solution (2.2)–(2.3) are solutions if and only if the expression on the right
hand side of the equation (A.1) is independent of the oscillators index i = 1, . . . , N .
In particular, for any choice of ai the complex second order parameter is either zero
or can be written as Z2(a) = R2(a)e−iγ . Thus, according to (A.1) ai has to be such
that R2(a) = 0 or cos(2ai + α + β + γ) is independent of i. For any α, β and γ the
latter requirement is equivalent with 2ai ∈ {0,−2(α+ β + γ)}. Here, we made use
of the phase-shift symmetry of (1.1)–(1.2) by setting 2a1 = 0. Due to the definition
of the complex order parameter the value for γ depends on the choice of the phase
lags ai. Assuming that one fraction q1 = Q1/N of the oscillators have 2ai = 0
with Q1 ∈ {1, . . . , N − 1} and the other fraction of oscillators q2 = 1 − q1 have
2ai = −2(α+ β + γ) one obtains
q1 + q2e
−i2(α+β)e−i2γ = R2(a)e−iγ .
which is equivalent to the equations
q1 cos(γ) + q2 cos(γ + 2ϑ) = R2(a),
q1 sin(γ)− q2 sin(γ + 2ϑ) = 0.(A.2)
with ϑ = α+β. Here, the first equation gives the value for the second order parameter
while the second equation determines γ. A special solution can be given if we set
q2 = 0, equivalently q1 = 1 . Then γ = 0 and γ = pi would solve the equation above
and thus 2ai = 0 for all i = 1, . . . , N . Note that, for both values of γ the value for
the complex second order parameter coincide Z2(a) = 1. This solution corresponds to
R2(a) = 1. In any other case the last equation can be written in the form sin(γ−ν) = 0
which has two solutions γ = ν, ν +pi. Both solution would coincide while determining
2ai. Writing (A.2) as
1
C
((q1 − (1− q1) cos(2ϑ)) sin(γ)− (1− q1) sin(2ϑ) cos(γ)) = 0
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where the normalization constant C is defined as
C =
√
(q1 − (1− q1) cos(2ϑ))2 + (1− q1)2 sin2(2ϑ),
yields the equations
sin(ν) =
sin(2ϑ)√(
q1
1−q1
)2
+ 1− 2 q11−q1 cos(2ϑ)
,(A.3)
cos(ν) =
q1 − (1− q1) cos(2ϑ)√
(1− q1)2 + q21 − 2q1(1− q1) cos(2ϑ)
.
Therefore, considering the inverse function arcsin : [−1, 1] → [−pi/2, pi/2] applied
to (A.3) determines ν to be either ν′ or pi − ν′, where ν′ := arcsin(sin(ν)) and sin(ν)
as given in (A.3). The second equation for cos(ν) then fixes ν to take one of the
values. Thus, γ exists and is unique for every q1 ∈ [0, 1). The Proposition is proved
by Taking into account that a finite number N of oscillators q1 takes values in the
range from 1/N to (N − 1)/N and defining γ := −ψ − ϑ.
A.2. Multi-cluster solutions of splay type. Proof of Proposition (3.2). We
prove by direct substitution. Plugging (3.1) and (3.2) into (1.2) the identity is ob-
tained. Further, substituting (3.1) and (3.2) into (1.2) we obtain
Ωµ =
1
2N
M∑
ν=1
ρµν
Nµ∑
j=1
(cos(α− β + ψµν)
− cos(2(∆Ωµνt+ ai,µ − aj,ν) + α+ β − ψµν))
=
M∑
ν=1
ρµν
(
nν
2
cos(α− β + ψµν)− 1
2
<
(
e−i(2∆Ωµνt+2ai,µ+α+β−ψµν)Z2(aν)
))
.
If Z2(aµ) = 0 for all µ = 1, . . . ,M then
Ωµ =
1
N
M∑
ν=1
Nµ∑
j=1
ρµν cos(α− β + ψµν)
which agrees with the system (3.3) for the frequencies Ωµ. On the contrary, assume
that the multi-cluster phase-locked solution (3.1) and (3.2) solve the equation (1.1).
Analog to Proposition 2.4
∑M
ν=1 ρµν<
(
e−i(2∆Ωµνt+2ai,µ+α+β−ψµν)Z2(aν)
)
has to be
independent of the oscillator index i = 1, . . . , Nµ and t ∈ R for all µ = 1, . . . ,M . Take
any µ = 1, . . . ,M and suppose Z2(aν) 6= 0 for ν ∈ A with A ⊆ {1, . . . ,M}. Then
M∑
ν=1
ρµν<
(
e−i(2∆Ωµνt+2ai,µ+α+β−ψµν)Z2(aν)
)
=∑
ν∈A
ρµν (R2(aν) cos(2∆Ωµνt+ 2ai,µ + α+ β − ψµν + γν))
(A.4)
where γν is defined as in Proposition 2.4, see type 2 or 3. For fixed µ all frequency
differences ∆Ωµν differ due to the assumption that the frequencies Ωµ are all pairwise
MULTI-CLUSTERS IN ADAPTIVE NETWORKS 27
different. This is why only terms with ∆Ωµν and ∆Ωµν′ = −∆Ωµν (ν, ν′ ∈ A)
are candidates to compensate each other in the right hand side of (A.4) to give a
constant value for Ωµ. Therefore, the number of clusters with Z2(aν) 6= 0 excluding
the µ-th cluster which is under consideration has to be even, i.e., |A \ {µ}| even for
all µ = 1, . . . ,M . This already yields that |A| odd and A = {1, . . . ,M}. Consider
now µ such that Ωµ = minν∈1,...,M Ων . Then for every other ν ∈ {1, . . . ,M} with
∆Ωµν < 0 there has to be ν′ ∈ {1, . . . ,M} so that −∆Ωµν = ∆Ωµν′ = Ωµ − Ων′ .
Hence, Ων′ < Ωµ which contradicts that Ωµ = minν∈1,...,M Ων . Therefore, for this
choice of µ ∈ 1, . . . ,M the expression in (A.4) cannot be constant contradicting the
assumption made in the beginning.
A.3. Asymptotic expansions of multi-cluster solutions. In this section
we give an analytic description of multi-cluster solutions in terms of an asymptotic
expansion. We consider therefore the expansion of r-th order together with a multi-
time scale ansatz [53]
φ
(r)
i,µ(, t) := Ω
(r)
µ (τ0, . . . , τr) + ai,µ +
r∑
l=1
lpi,µ;l(t)
κ
(r)
ij,µν(, t) :=
r∑
l=0
lkij,µν;l(t)
µ, ν = 1, . . . ,M
i, j = 1, . . . , Nµ
(A.5)
where Ω(r)µ ∈ C1(Rr+1) is a function depending on the multi-time scales τl := lt. We
show under under which conditions this expansion describes the time evolution for
the system (1.1)–(1.2).
The section is organized as follows. We first introduce some notations and state
the main result. Then, we outline the strategy of the proof. We then prove some
technical lemmata that will help us to prove the main result. For ease of notation,
for the remainder of the section indices are used as follows. Small Latin letters i, j in
the subscript are oscillator indices while Greek letters µ, ν represent cluster indices.
These are separated by a comma. Two further indices, separated by semicolon, are
the coefficient index and the mode index, respectively. The indices in superscript are
either powers or the order for the expansion which are then written in parenthesis.
The following definition is introduced to handle the order of approximation.
Definition A.2. Let f : R×R→ R and g : R×R→ R real functions. We define
the following notations:
1. f(, t) ∈ O(g(, t)) as → 0 on the interval I ⊆ R if for any t ∈ I there exist
C(t) > 0 and 0(t) > 0 such that |f(, t)| < C(t)|g(, t)| for all  < 0(t),
2. f(, t) ∈ o(g(, t)) as  → 0 on the interval I ⊆ R if for any t ∈ I and all
C > 0 there exist 0(t) > 0 such that |f(, t)| < C|g(, t)| for all  < 0(t).
Remark A.3. If the constants C and 0 can be chosen independently of t ∈ I we
say that f(, t) ∈ O(g(, t)) (or f(, t) ∈ o(g(, t))) as → 0 uniformly on I.
In order to find an expressions for the asymptotic expansion of the coupling
weights κ, we use the concept of the pullback attractor. It is defined as an nonempty,
compact and invariant set and well known from the theory of nonautonomous dy-
namical systems. For our purposes, suppose we know the functions φi(t) for all
i = 1, . . . , N . Then, the differential equations (1.2) is nonautonomous and can be
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solved explicitly by
κij(t) := κij,0e
−(t−t0) − 
∫ t
t0
e−(t−t
′) sin(φi(t
′)− φj(t′) + β) dt′(A.6)
with κij,0 ∈ [−1, 1] for all i, j = 1, . . . , N . For this, the pullback attractor A is given
by the set
A :=
⋃
t∈R
{(κ(t))∗}(A.7)
where
(κij(t))∗ := − lim
t0→−∞
(

∫ t
t0
e−(t−t
′) sin(φi(t
′)− φj(t′) + β) dt′
)
(A.8)
for all i, j ∈ {1, . . . , N}. We remark the following important properties. For given
functions φi the equations (1.2) posses the compact absorbing set G := {κij : κij ∈
[−1, 1], i, j = 1, . . . , N}. Hence, the pullback attractor exists, c.f. Theorem 3.18 in [27,
pp. 45–46], and is unique due to Proposition 3.8 [27, p. 41]. Moreover, (κ(t))∗ is a
solution for the nonautonomous system which can be shown by direct computation.
We call κ(t))∗ the parametrization of the pullback attractor and use it in order to
find an analytic expression for the (pseudo-)multi-cluster states. Note that we have
already seen such parametrizations explicitly in (2.3) and (3.2). For more details
regarding nonautonomous systems and the pullback attractor we refer the reader to
[44, 27].
We use the following notations for the sake of brevity.
M := {m = (m1, . . . ,mM ) : m1, . . . ,mM ∈ Z} ,
cm := cm1,...,mM ,
∆Ω(m) :=
M∑
µ=1
mµΩµ.
Furthermore, we say that two elements m,n ∈M are equivalent m ∼ n if and only if
∆Ω(m) = ∆Ω(n). The corresponding quotient space is denoted by M˜ := M/∼. If Ωµ
is considered as frequencies the equivalence relation factors out all resonant linear com-
binations of those. Let us further define M˜(f) as the set of all (m1, . . . ,mM ) such that
the function f can be written as f =
∑
m∈M(f) cme
i∆Ω(m)t for some cm ∈ C. Finally,
we introduce the shorthand notion (mµnν) := (0, . . . , 0,mµ, 0, . . . , 0,mν , 0, . . . , 0)
with mµ = m and mν = n for further convenience if only frequencies of two dis-
tinguished clusters are considered.
The main result on the asymptotic expansion for (pseudo-)multi-cluster solutions
reads as follows.
Proposition A.4. Let r ∈ N. Suppose the system (1.1)– (1.2) possesses a pseudo
multi-cluster solution (φi,µ, κij,µν) with φi,µ(, t) = Ωµ()t + ai,µ + si,µ(, t) where
ai,µ ∈ T1 and the coupling matrix κij,µν(, t) is given as the parametrization of the
pullback attractor defined in (A.8). Assume further that M1 clusters are of antipodal
type (2ai,µ = aµ) and M2 are of splay type (R2(aµ) = 0). Then, the r-th order
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asymptotic expansion of φi,µ(, t) for t ∈ O(1/r) as → 0 is given by
φ
(r)
i,µ(, t) := Ω
(r)
µ,0t+ ai,µ +
r∑
l=1
l
(
Ω
(r)
µ,lt+ pi,µ;l(t)
)
µ, ν = 1, . . . ,M(A.9)
κ
(r)
ij,µν(, t) :=
r∑
l=0
lkij,µν;l(t),
i = 1, . . . , Nµ
j = 1, . . . , Nν
(A.10)
where
(i) all coefficients of the expansion can be found inductively;
(ii) the first order approximation can be written as
φ
(1)
i,µ =
nµ
2
(cos(α− β)− cos(α+ β))− 
M∑
ν=1
ν 6=µ
nν
2∆Ω
(1)
µν
sin(α− β)
 t+ ai,µ + pµ;1
for µ = 1, . . . ,M1, and
φ
(1)
i,µ =
nµ
2
cos(α− β)− 
M∑
ν=1
ν 6=µ
nν
2∆Ω
(1)
µν
sin(α− β)
 t+ ai,µ + pi,µ;1(t)
for µ = M1 + 1, . . . ,M with
pµ;1 = −
M1∑
ν=1
ν 6=µ
nν
4
(
∆Ω
(1)
µν
)2 cos(2∆Ω(1)µν t+ aµ − aν + α+ β) µ = 1, . . . ,M1
pi,µ;1 = −
M∑
ν=1
ν 6=µ
nν
4
(
∆Ω
(1)
µν
)2 cos(2∆Ω(1)µν t+ 2ai,µ − aν + α+ β). µ = M1 + 1, . . . ,M
The coupling weights are given by
κ
(1)
ij,µµ = − sin(ai,µ − aj,µ + β),
κ
(1)
ij,µν =

∆Ω
(1)
µν
cos(∆Ωµνt+ ai,µ − aj,ν + β).
The proof makes use of several lemmas and is presented at the end of this section.
Overall, we aim to describe the following particular form for the dynamical behaviour
of the phase oscillators. The phases of the oscillators φi,µ form a pseudo multi-cluster,
c.f. definition 3.6. Further, the bounded modulations for the phases of each oscillator
are given as Taylor expansions in  with periodic coefficients that can be expressed
as Fourier sums with even modes. The strategy for the proof of the main result is as
follows.
1. Assume that the phases of the oscillators are given as finite Taylor sums in 
with periodic coefficients, which are represented as finite Fourier sums. With
this, the equations (1.2) can be explicitly solved. Introducing the pull-back
attractor provides us with a unique expression for the asymptotic solutions
(t → ∞). An explicit form for the expansion in  of these solutions of the
coupling weights κ is given in Lemma A.6.
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2. The solutions of the coupling weights depend on the Fourier modes of the
periodic expansion coefficients of the oscillators. An statement on their ex-
plicit dependence is provided by Lemma A.8. More specifically, the expansion
coefficients of the couplings weights only consist of even modes whenever the
expansion coefficients for the phases of the oscillators consist only of odd
modes.
3. The expressions for the coupling weights in Lemma A.6 are used to derive
the explicit form for the phase oscillators. More specifically, the expansions
coefficients are derived such that they satisfy the equations (1.1). Higher
order terms which contribute to a linear growth are absorbed in an expansion
for the oscillator frequencies.
4. Finally, we find an iterative scheme to determine all expansion coefficients
of the phases and coupling weights up to any order. Moreover, it is shown
that the coefficients provided by the iterative scheme are consistent with the
assumption on the expansion coefficients given in the beginning of the proof.
To determining the asymptotic expansion explicitly, derivatives of composed func-
tion have to be carried out. The following Lemma provides us with a general form.
Lemma A.5. Suppose we have n-times differentiable real functions f and g. Let
Tn := {(k1, . . . , kn) : 1k1 + 2k2 + · · ·+ nkn = n, k1, . . . , kn ∈ N0} denote the parti-
tions of n. The composition (f ◦ g) is also n-times differentiable and the nth derivative
can be written as
Dnx (f ◦ g)(x0) =
∑
(k1, ... ,kn)∈Tn
n!
k1! · · · · · kn!
(
Dk1+...+knx f) ◦ g(x0)
n∏
m=1
(
Dmg
m!
)km
(x0).
(A.11)
Proof. See [2, pp. 95–96].
This expression for the nth-derivative is also known as the Faà di Bruno formula.
Lemma A.6. Suppose the phase oscillators behave as
φi,µ(, t) := Ωµt+ ai,µ +
r∑
l=1
lpi,µ;l(t),
µ = 1, . . . ,M
i = 1, . . . , Nµ
with Ωµ ∈ R, ai,µ ∈ T1 and there are mi,µ;l ∈ N0 such that the bounded functions
pi,µ;l : R→ R are given by the finite multi-Fourier series
pi,µ;l(t) =
∑
m∈M˜(pi,µ;l)
ci,µ;l;me
i∆Ω(m)t
with |M˜(pi,µ;l)| = mi,µ;l.
Then, for s ≤ r there exist functions kij,µν;l(t) such that the asymptotic expansion
of the pull-back attractor (κij,µν)∗ defined in (A.8) can be written as
(κij,µν)∗ =
s∑
l=0
lkij,µν;l(t) + Rˆij,µν(, t)
µ, ν = 1, . . . ,M
i = 1, . . . , Nµ
j = 1, . . . , Nν
,(A.12)
where Rˆij,µν(, t) ∈ o(s) uniformly on R as → 0 and κ(s)ij,µν(t) :=
∑s
l=0 
lkij,µν;l(t).
The κ(s)ij,µν(t) is called the s-th-order asymptotic approximation of (κij,µν)∗. Further,
all kij,µν;l can also be written as a Fourier sum.
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Proof. For fixed functions φi,µ(t) the nonautonomous systems corresponding to
the differential equation (1.2) posses the following parametrization of the pullback
attractor
(κij,µν(t))∗ := − lim
t0→−∞
(

∫ t
t0
e−(t−t
′) sin(φi,µ(t
′)− φj,ν(t′) + β) dt′
)
.
Using (A.11) with f = sin(φi,µ−φj,ν +β) and g = ∆Ωµνt+aij,µν +β+
∑r
l=1 
lpij,µν;l
we can perform a Taylor expansion of f(, t) = sin(φi,µ−φj,ν +β) around  = 0. Due
to Theorem 2.4.15 in [2, pp. 93–94] we get
sin(∆Ωµνt+ aij,µν + β +
r∑
l=1
lpij,µν;l(t)) = sin(∆Ωµνt+ aij,µν + β)
+  cos(∆Ωµνt+ aij,µν + β)pij,µν;1
+ · · ·+ sRij,µν(, t)
=:
s∑
l=0
lrij,µν;l(β, t) + 
sRij,µν(, t)
where the abbreviations pij,µν;l := pi,µ;l−pj,ν;l and aij,µν := ai,µ−aj,ν are used. Here,
Rij,µν denotes the remainder of the Taylor expansion. The remainder R(, t)→ 0 and
Rij,µν(, t) ∈ o() for all t ∈ R as → 0. We get
(A.13) (κij,µν(t))∗ = −
s∑
l=0
l+1
∫ t
−∞
e−(t−t
′)rij,µν;l(β, t
′) dt′
+ s+1
∫ t
t0
e−(t−t
′)Rij,µν(, t
′) dt′.
In order to derive the expansion for (κij,µν)∗ the integrals of the formula above have
to be investigated. Faà di Bruno’s formula (A.11) provides us with
rij,µν;l(β, t) :=
∑
(k1, ... ,kl)∈Tl
(
Dk1+...+kl sin)(∆Ωµνt+ aij,µν + β)
k1! · · · · · kl!
l∏
m=1
(
pij,µν;m
)km
.
(A.14)
First, we conclude that the Taylor coefficients rij,µν;l(β) can also be written in a
(finite) multi-Fourier sum
rij,µν;l(β, t) =
∑
m∈M˜(rij,µν;l(β))
dij,µν;l;m(β)e
i∆Ω(m)t.(A.15)
Second, dij,µν;l;0 6= 0 if
∏l
m=1
(
pij,µν,m
)km
possess a non vanishing term for ei∆Ωµνt.
With this, we are able to calculate the integrals in (A.13) and get∫ t
−∞
e−(t−t
′)rij,µν;l(β, t) =
∑
m∈M˜(rij,µν;l(β))
dij,µν;l;m(β)
∫ t
−∞
e−(t−t
′)ei∆Ω(m)t
′
dt′
=
∑
m∈M˜(rij,µν;l(β))
(
1
+ i∆Ω(m)
)
dij,µν;l;m(β)e
i∆Ω(m)t.
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The last term in the equation (A.13) is in o(s) which can be seen as follows. Since
Rij,µν(, t) ∈ o() as  → 0 for all C > 0 there exist an 0(t) > 0 such that
|Rij,µν(, t)| < C for all  < 0(t). Due to the boundedness of all pi,µ;l the remain-
der Rij,µν(, t) is also bounded by some positive number C˜. Thus, Rij,µν(, t) ∈ o()
uniformly on R as → 0 , hence for all C > 0∣∣∣∣∫ t
t0
e−(t−t
′)R(, t′) dt′
∣∣∣∣ ≤ C ∣∣∣1− e(t0−t)∣∣∣ .
Finally, we end up with
(κij,µν)∗(t) = −
s∑
l=0
l
∑
m∈M˜(rβij,µν;l)
dβij,µν;l;m
1
1 + i∆Ω(m)
ei∆Ω(m)t + R˜ij,µν(, t)
(A.16)
where R˜ij,µν :=
(
s+1
∫ t
t0
e−(t−t
′)R(, t′) dt′
)
∗
∈ o(s) uniformly on R as  → 0. By
considering the Laurent series
1
1 + i∆Ω(m)
= −
∞∑
n=1
in
(

∆Ω(m)
)n
,
which converges whenever  < |∆Ω(m)|, the coefficients of the expansion (κij,µν)(s)∗ =∑s
l=0 
lkij,µν;l(t) are given by
κij,µν;0 = −dij,µν;0;0(β),
κij,µν;l>0 = −dij,µν;l;0(β) +
l−1∑
n=0
∑
m∈M˜(rij,µν;n(β))/{0}
il−n
dij,µν;n;m(β)
(∆Ω(m))
l−n e
i∆Ω(m)t.
Note that,  can always be chosen such that  < |∆Ω(m)|, since we consider the
asymptotic limit  → 0. The coefficients are determined via comparing the terms of
both sides of the equation (A.16) with respect to their order in . In the case µ 6= ν
we get κij,µν;0 = 0. All terms of order O(s+1) and R˜ij,µν(, t) are summarized in
Rˆij,µν(, t) ∈ o(s) as → 0.
Remark A.7. Without considering the asymptotic limit  → 0, the s-th order
formal expansion for κij,µν would have the form as it is given in Lemma A.6 under
the condition that ∆Ω(m) >  for all m ∈ ⋃s−1l=1 M˜(rβij,µν;l).
Lemma A.8. Suppose everything is given as in Lemma A.6. Then, if for all
µ ∈ 1, . . . ,M , i ∈ {1, . . . , Nµ} and l ∈ 1, . . . , r, pi,µ;l(t) can be written completely in
terms of even modes, i.e., all m1, . . . ,mM are even for (m1, . . . ,mM ) ∈ M˜(pi,µ;l),
then for all (n1, . . . , nM ) ∈ M˜(κsij,µν(t)) holds: nλ are even for λ 6= µ, ν and odd
otherwise.
Proof. It is fairly easy to verify that if pi,µ;l(t) can be completely written in terms
of even modes for all i, µ, l, so can pij,µν;l(t) and moreover, the product pij,µν;l ·pij,µν;m.
According to (A.14) rij,µν;l consists only of terms of the form e±i∆Ωµνt · ei∆Ω(m)t and
hence mλ are even for every λ 6= µ, ν and odd otherwise for all (m1, . . . ,mM ) ∈
M˜(rij,µν;l). Since integration by time (A.13) does not make any changes in the modes,
the same holds for kij,µν;l(t) and hence κsij,µν(t).
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Now, we have everything which is needed to proof the main result Prop A.4.
Proof. Note, whenever we write ∆Ω(m), ∆Ω(r)(m) is meant. We omit the super-
script for the sake of readability. (i) Combing the formal time derivative of the first
equation in (A.5), the system equations (1.1)–(1.2) and Lemma A.6 we get
φ˙
(r)
i,µ =
r∑
l=0
l
∂Ω
(r)
µ
∂τl
+
r∑
l=1
lp˙i,µ;l(t) = − 1
N
M∑
ν=1
Nν∑
j=1
r∑
l=0
r∑
n=0
l+nkij,µν;l(t)rij,µν,n(α, t).
(A.17)
Assume that pi,µ;l(t) =
∑
m∈M˜(pi,µ;l) ci,µ;l;me
i∆Ω(m)t with |M˜(pi,µ;l)| ∈ N. We get
∂Ω
(r)
µ
∂t
=
1
N
M∑
ν=1
Nν∑
j=1
∑
m∈M˜(rij,µν;0(α))
dij,µν;0;m(α)dij,µν;0;0(β)e
i∆Ω(m)t,
∂Ω
(r)
µ
∂τl
+ p˙i,µ;l(t) = − 1
N
M∑
ν=1
Nν∑
j=1
l∑
m=0
kij,µν;mrij,µν,l−m(α)
(A.18)
by comparing both sides of the equation (A.17) with respect to the order of . Due
to Lemma A.6
∂Ω
(r)
µ (τ0, . . . , τm)
∂t
=
1
N
Nµ∑
j=1
dij,µµ;0;0(α)dij,µµ;0;0(β) =: Ωµ,0 ∈ R.
This equation can be solved by Ω˜µ = Ωµ,0t+Ω˜µ,0(τ1, . . . , τm). Due to our assumptions
the right hand side of equation (A.18) can be written as
−
M∑
ν=1
Nν∑
j=1
l∑
m=0
kij,µν;mrij,µν,l−m(α) =
M∑
ν=1
Nν∑
j=1
l∑
m=0
dij,µν;m;0(β)− m−1∑
n=0
∑
m∈M˜(rij,µν;n(β))/{0}
im−n
dij,µν;n;m(β)
(∆Ω(m))
m−n e
i∆Ω(m)t
×
dij,µν;l−m;0(α) + ∑
m∈M˜(rij,µν;l−m(α))/{0}
dij,µν;l−m;m(α)ei∆Ω(m)t
 .
By using 1.) and 2.) of Lemma A.6 we find
∂Ω
(r)
µ
∂τl
=
1
N
M∑
ν=1
Nν∑
j=1
l∑
m=0
[dij,µν;m;0(β)dij,µν;l−m;0(α)
−
m−1∑
n=0
∑
m∈M˜(rij,µν;n(β))/{0}
im−n
dij,µν;n;m(β)dij,µν;l−m;−m(α)
(∆Ω(m))
m−n
 ,
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p˙i,µ;l =
1
N
M∑
ν=1
Nν∑
j=1
l∑
m=0
dij,µν;m;0(β)
 ∑
m∈M˜(rij,µν;l−m(β))/{0}
dij,µν;l−m;m(α)ei∆Ω(m)t

−dij,µν;l−m;0(α)
m−1∑
n=0
∑
m∈M˜(rij,µν;n(β))/{0}
im−n
dij,µν;n;m(β)
(∆Ω(m))
m−n e
i∆Ω(m)t

−
m−1∑
n=0
∑
m∈M˜(rij,µν;n(β))/{0}
n∈M˜(rij,µν;l−m(α))/{0,−m}
im−n
dij,µν;n;m(β)dij,µν;l−m;n(α)
(∆Ω(m))
m−n e
i∆Ω(m+n)t
 .
Note that we use the multi-time scale function Ω(r)µ to deal with all terms of the
expansion describing a linear growth. All the other terms are considered to determine
the behaviour of pi,µ;l. With this ansatz we are able to maintain the boundedness of
pi,µ;l while letting Ω
(r)
µ alone describing unbounded behaviour in t ∈ R. Note further
that Ω(r)µ can be directly computed if all functions pi,µ;k≤l(t) are known. Thus, we
finally end up with
Ω(r)µ =
r∑
l=0
lΩµ,lt.
We assume now that for all i, µ and l > 1, pi,µ;l can be written completely in terms of
even modes, c.f., Lemma A.8. In particular, (µν) /∈ M(pi,µ;l). Thus, dij,µν;l;0(β) = 0
by (A.14) for all µ, ν = 1, . . . ,M , i = 1, . . . , Nµ, j = 1, . . . , Nν and l ≥ 1 and
p˙i,µ;l = − 1
N
M∑
ν=1
Nν∑
j=1
l,m−1∑
m=1
n=0
∑
m∈M˜(rij,µν;n(β))/{0}
n∈M˜(rij,µν;l−m(α))/{0,−m}
im−n×
dij,µν;n;m(β)dij,µν;l−m;n(α)
(∆Ω(m))
m−n e
i∆Ω(m+n)t.
Hence, we get an equation to determine the value of pi,µ;l inductively. Due to
Lemma A.8, we know that if all pi,µ;l can be written in terms of even modes then
mµ and mν are odd for all (m1, . . . ,mM ) ∈ M˜(rij,µν;l(α)). Therefore pi,µ;l can be
written in terms of even modes. This is consistent with our assumption that pi,µ;l can
be written in terms of even modes. Consider further
p˙i,µ;1 = − 1
N
M∑
ν=1
Nν∑
j=1
∑
m∈M˜(rij,µν;0(β))/{0}
n∈M˜(rij,µν;0(α))/{0,−m}
i
dij,µν;0;m(β)dij,µν;0;n(α)
(∆Ω(m))
m−n e
i∆Ω(m+n)t.
The expression for pi,µ,1 can be found by integration
pi,µ;1(t) = − 1
N
M∑
ν=1
Nν∑
j=1
∑
m∈M˜(rij,µν;0(β))/{0}
n∈M˜(rij,µν;0(α))/{0,−m}
dij,µν;0;m(β)dij,µν;0;n(α)
(∆Ω(m)) ∆Ω(m + n)
ei∆Ω(m+n)t.
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Since pi,µ;1 can be written as a Fourier sum the same holds true for all pi,µ,l by induc-
tion. This is consistent with our assumption for pi,µ,l in the beginning of this proof.
The expressions kij,µν;l follow from Lemma A.6. Furthermore, analog to Lemma A.6,
from Theorem 2.4.15 in [2, pp. 93–94] we conclude κij,µν(, t) − κrij,µν(, t) ∈ O(r)
and φi,µ(, t)− φ(r)i,µ(, t) ∈ O(r) for t ∈ O(1/r) as → 0.
(ii) To achieve this result we apply now (i) which allows for iteratively determining
the function appearing in the asymptotic expansion.
0-th order: For the expansion of the sine-function from equation (A.14) we find
rij,µµ;0(β) = sin(aij,µµ + β) = dij,µµ;0;0(β) and
rij,µν;0(β) = sin(∆Ω
(1)
µν t+ aij,µν + β) = dij,µν;0;(µν)(β)e
i∆Ω(1)µν t + c.c.
where dij,µν;0;(µν)(β) := (1/2i)ei(aij,µν+β) and c.c. stands for complex conjugated.
Hence, for the coupling matrix we find
κij,µµ;0 = − sin(aij,µµ + β).
Depending on the cluster the zero-th order approximation for the frequencies read
Ωµ,0 =
1
N
Nµ∑
j=1
sin(aij,µµ + β) sin(aij,µµ + β) =
nµ
2
(cos(α− β)− cos(α+ β))
for all µ = 1, . . . ,M1 and analogously Ωµ,0 =
nµ
2 cos(α−β) for all µ = M1 +1, . . . ,M .
1-th order: Since we know the 0-th order expansion we are able to calculate the
next order. We get
Ωµ,1 = − 1
N
M1∑
ν=1
ν 6=µ
Nν∑
j=1
∑
m∈{(µν),−(µν)}
i
dij,µν;0;m(β)dij,µν;0;−m(α)
∆Ω(1)(m)
=
1
2N
M∑
ν=1
ν 6=µ
Nν∑
j=1
1
2i
(
ei(aij,µν+β)e−i(aij,µν+α)
∆Ω
(1)
µν
− e
−i(aij,µν+β)ei(aij,µν+α)
∆Ω
(1)
µν
)
=
1
2N
M∑
ν=1
ν 6=µ
Nν∑
j=1
1
2i
(
ei(β−α)
∆Ω
(1)
µν
− e
−i(β−α)
∆Ω
(1)
µν
)
= −
M∑
ν=1
ν 6=µ
nν
2∆Ω
(1)
µν
sin(α− β).
For all µ = 1, . . . ,M1 we get
p˙µ;1 = − 1
N
M1∑
ν=1
ν 6=µ
Nν∑
j=1
∑
m∈{(µν),−(µν)}
(
i
dij,µν;0;m(β)dij,µν;0;m(α)
∆Ω(1)(m)
)
ei2∆Ω
(1)(m)t
+
M∑
ν=M1+1
Nν∑
j=1
∑
m∈{(µν),−(µν)}
(
i
dij,µν;0;m(β)dij,µν;0;m(α)
∆Ω(1)(m)
)
ei2∆Ω
(1)(m)t
= −1
2
M∑
ν=1
ν 6=µ
nν
2i
(
ei(aµ−aν+α+β)
∆Ω
(1)
µν
)
ei2∆Ω
(1)
µν t − nν
2i
(
e−i(aµ−aν+α+β)
∆Ω
(1)
µν
)
e−i2∆Ω
(1)
µν t
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and for all µ = M1 + 1, . . . ,M we get
p˙i,µ;1 = − 1
N
M1∑
ν=1
Nν∑
j=1
∑
m∈{(µν),−(µν)}
(
i
dij,µν;0;m(β)dij,µν;0;m(α)
∆Ω(1)(m)
)
ei2∆Ω
(1)(m)t
+
M∑
ν=M1+1
ν 6=µ
Nν∑
j=1
∑
m∈{(µν),−(µν)}
(
i
dij,µν;0;m(β)dij,µν;0;m(α)
∆Ω(1)(m)
)
ei2∆Ω
(1)(m)t
= −1
2
M∑
ν=1
nν
2i
(
ei(ai,µ−aν+α+β)
∆Ω
(1)
µν
)
ei2∆Ω
(1)
µν t − nν
2i
(
e−i(ai,µ−aν+α+β)
∆Ω
(1)
µν
)
e−i2∆Ω
(1)
µν t.
Thus, solving this fairly easy differential equation the following expression is obtained
for µ = 1, . . . ,M1
pµ;1 =
1
4
M∑
ν=1
ν 6=µ
nν
2
ei(aµ−aν+α+β)(
∆Ω
(1)
µν
)2
 ei2∆Ω(1)µν t + nν
2
e−i(aµ−aν+α+β)(
∆Ω
(1)
µν
)2
 e−i2∆Ω(1)µν t.
Analogously we find the expression for pi,µ;1 with µ = M1+1, . . . ,M . For the coupling
matrix we get
κij,µν;1 =
∑
m∈{(µν),−(µν)}
(
i
dij,µν;0;m(β)
∆Ω(1)(m)
)
ei∆Ω
(1)(m)t
=
ei(aij,µν+β)
2∆Ω
(1)
µν
ei∆Ω
(1)
µν t +
e−i(aij,µν+β)
2∆Ω
(1)
µν
e−i∆Ω
(1)
µν t.
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