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Abstract—In this paper, we present a novel method to predict
long-term popularity of User Generated Content (UGC). At first,
the method clusters the dynamics of UGC popularity into a
vocabulary of growth in popularity (sequence) by using a mixture
model. Eventually, the method assigns to each sequence a topic
model to describe the dynamics of the sequence in a compact way.
We then use this topic model to identify similar patterns of growth
in popularity of newly observed UGC. The proposed method
has two key features: 1) it considers the historical dynamics
of the UGC popularity, and 2) it provides long-term popularity
prediction. Results on real dataset of UGC show that the proposed
method is flexible, and able to accurately forecast the complete
growth in popularity of a given UGC.
Index Terms—Gaussian Mixture Model, Latent Dirichlet Al-
location model, Topic model, popularity prediction.
I. INTRODUCTION
The economic sustainability of the sites hosting User Gener-
ated Content (UGC) is strictly related to a deep understanding
of the popularity patterns of the hosted UGC. Early detection
of popular UGC allows publishers to maximise their revenues
through better advertisement placement. Moreover, content-
distribution networks can exploit popularity prediction meth-
ods to forecast users’ future demand and proactively allocate
resources.
In this scenario, recent research has been focused on defin-
ing the characteristics of the growth path of UGC popularity
studying wide-spread platforms such as YouTube, Facebook,
Twitter, and Vimeo. Every minute, users around the world
send more than 350,000 tweets, share more than 680,000
pieces of content on Facebook, and upload 100 hours of video
on YouTube [1]. Hence, lots of work on UGC popularity
estimation are focused on combining multi-domain data to
either classify or predict observations.
The design of algorithms for detecting popular UGC is a
challenging task [2], especially when only one source of data is
considered. Even when considering data coming from multiple
domains, their combination is difficult given that the data are
usually sparse or sampled with different time intervals.
When we consider data within a single domain, popular-
ity dynamics can be seen as timeseries. As shown in [2],
there exist different methods that achieve a good trade-off
between complexity and prediction accuracy, even though the
prediction is only on short-term. Note that the adjectives
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“long-term” and “short-term” refer to the temporal distance
of the prediction from the present. As concerning the time-
series, “short-term” predictors predict values few steps ahead,
whereas “long-term” several steps ahead.
Long-term popularity prediction is a challenging task. In [3],
we find attempts to long-term prediction, based on regression
methods. However, the authors of [4] have observed from
YouTube data that videos with very similar popularity values
at early stages may have distinct future patterns. Furthermore,
in [5], the authors show that popularity fluctuations are more
likely to be attributed to their historical dynamics than to
their historical values. For example, videos that at an early
stage increases their popularity rapidly usually become more
popular than those with slow growth. More accurate prediction
methods, e.g., [4] and [6], include information on the observed
popularity paths.
A. Motivations and contributions
In this study, we aim at a method for predicting the UGC
popularity taking into account an application-agnostic feature
space. We consider the number of cumulative views of a UGC
over time as our only feature, as this feature is the most basic
and accessible piece of information. Several works also exploit
this feature in regression-based models to infer the long-term
popularity of a given content, i.e., to predict the popularity
in 48 hours after observing the views it gets within the first
hour. However, regression-based approaches require to define
the time instant of the prediction before starting the training
phase of the model itself.
We instead aim at forecasting the complete growth in
popularity of a content rather than a single time instant,
which is set during the training phase. Moreover, our model is
designed to improve the prediction accuracy as new cumulative
views observations of the considered UGC become available.
In our previous work [6], we designed a technique to reveal
and cluster distinct paths of popularity growth based on the
cumulative views. A transition graph then helps us predict
which clusters a given content will likely belong to. Results
on a real dataset have shown that this method significantly
outperforms the baseline regression-based methods. However,
there were two limitations in our approach, which we try to
overcome in this paper: 1) the Affinity Propagation algorithm
used for clustering is unsuitable for an online mechanism, and
2) the prediction accuracy is very sensitive to the estimation
of the transition probabilities between the clusters.
The main contributions of this paper are the following.
• A novel method for predicting the popularity of UGC
based only on the number of cumulative views of the
2content over time. The choice of this feature allows us to
take into account the correlation between the observation
time and the number of cumulative views in a bidimen-
sional model used to represent the popularity evolution
over the time. The prediction of the popularity is obtained
sampling its model. The proposed method is composed
of two steps. We first model the training data via mixture
models, thus capturing regions of possible dynamics of
growths, or segments of growth. We denote each segment
of growth as pseudo-word: the prefix “pseudo” is used to
remind the reader that our approach does not consider
textual features of the UGC, while “word” recalls the
use of Latent Dirichlet Allocation (LDA) model for
representing the sequence of segments of growth (i.e. the
sequence of pseudo-words) that form the popularity path.
For simplicity, we do not use the prefix “pseudo” in the
definition of “topic” and “vocabulary”. Each segment of
growth (pseudo-word) is characterised by a set of distri-
bution parameters. The set of sequences obtained during
the training phase represents our vocabulary, which we
use to infer future pseudo-words, i.e. segments of the
popularity growth of a new UGC, given its available
observations.
• We overcome the two key limitations of our previous
work in two ways. First, by using the Factorized Asymp-
totic Bayesian (FAB) Gaussian Mixture Model (GMM)
clustering algorithm [7], which similarly to the Affinity
Propagation does not require to set the number of clusters
before running the algorithm. Second, by using a “bag
of words” analogy to define a topic model (LDA) for
evaluating the likelihood of possible transitions between
known pseudo-words. The result is a topic model that
reflects possible popularity paths observed in the training
set.
• Results shows that with respect to other solutions based
on the same feature space, our method has two advan-
tages: 1) it takes into account the historical dynamics at
the early stage of the UGC popularity, and 2) it provides
long-term popularity prediction.
The rest of the paper is organised as follows. In Section II
we discuss the related work. In Section III we describe our
method, and in Section IV its implementation. Section V
contains a description of the datasets used in the performance
analysis and Section VI shows our results. Finally, Section VII
concludes the paper.
II. RELATED WORK
The idea of mapping data points from the original space
into another, sparse, space is not new. For instance, the
authors of [8] propose a solution based on hashing techniques
for computing similarities between images. Furthermore, the
importance of video UGC has led researchers to study different
aspects of the systems based on this kind of UGC. For
instance, in [9] the authors propose a video recommendation
system able to track users’ click-through rate and provide
personalised recommendation. Within the purpose of estimat-
ing the popularity of UGC, several studies have appeared in
the literature, starting from the preliminary works of Gill et
al. [10] and Zink et al. [11]. Makaroff et al. [12] present
a survey on measurement studies on the characteristics of
YouTube and related sites.
Borghol et al. [13], [14] studied the evolution of popularity
of YouTube videos over time. They showed that most videos
achieve their peak in popularity within less than six weeks
since their upload date and that there is a correlation between
the current and future popularity of a video. They identify
the total view count as the simplest, yet strongest predictor
for the popularity of a video, the only exception being videos
uploaded shortly before starting observing the popularity trend
due to lack of information for building the prediction model.
Our study builds upon this observation for selecting cumu-
lative view count as feature. The authors also acknowledge
that content-agnostic factors (e.g., social media) help explain
popularity dynamics.
Figueiredo et al. [15] report on the burst nature of UGC:
popular videos usually experience a huge number of views
on a single peak day or week. Furthermore, they study the
popularity patterns for videos that are popular, videos that were
deleted and randomly selected videos. Videos that were deleted
for copyright violation tend to get most of their views much
earlier in their (short) lifetime than other videos. Moreover,
they investigated how users reach each given video (e.g., by
searching on YouTube or following a link on other websites),
to shed light on the mechanisms that contribute to the video’s
popularity. Their analysis is based on the total view count over
time of the YouTube videos as returned by Google charts API,
i.e., one hundred data points over the entire lifetime of the
video, regardless of the upload time of the video. The details
of the popularity pattern are indeed limited by this coarse-
grained representation.
Chowdhury et al. [16] break down YouTube videos by
categories and investigate their evolution independently. Their
results suggest that sophisticated techniques (e.g., based on
timeseries clustering) are required to predict future popularity
since from an early stage.
In a recent survey [2], Tatar et al. collect findings from
several works aimed at predicting the popularity evolution of
UGC.
1) Prediction based on the observed domain: The follow-
ing methods only model a user’s past behaviour or an item’s
history individually without accounting for external signals
(e.g., from social media). Our method falls under this category.
Both Szabo et al. [3] and Pinto et al. [4] analyse the popu-
larity growth of YouTube videos and Digg stories, and show
a strong correlation between the (logarithmically-transformed)
past popularity and current popularity by using a univariate and
multivariate model, respectively. However, their approaches
are designed to predict the growth of aggregate items, and
may not be accurate when targeting an individual item.
Yin et al. [17] rank potentially popular items from early
votes, instead of focusing on the trend of popularity growth.
They propose a Conformer-Maverick (CM) probabilistic
model to rank potentially popular items in online content
sharing systems. Different people have different distributions
of these two personalities (conformer or maverick), which can
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al. [18] propose a model based on survival analysis to evaluate
the probability that a given content will receive more than a
given number of hits; Hu et al. [19] present an additive and
a multiplicative timeseries model for the popularity evolution
patterns of hot topics, which takes into account the seasonality
of the data. With a similar goal, Radinsky et al. [20] propose a
temporal modeling framework adapted from physics and signal
processing.
In [21] and [22], the authors show that popularities change
over time at various levels of temporal granularity. For exam-
ple, popularity patterns of street snap on Flickr are observed to
depict distinctive fashion styles at specific time scales, such as
season-based periodic fluctuations for Trench Coat or one-off
peak in days for Evening Dress. The authors present a study
to incorporate multiple time-scale dynamics into predicting
online popularity. They propose Multi-scale Temporalization,
a computational framework for estimating popularity based
on multi-scale decomposition and structural reconstruction
in a tensor space of user, post, and time by joint low-rank
constraints. Their solution exploits contextual information of
individual popularities. Contextual features are built from three
main perspectives: user influence, visual content, and post
metadata.
The studies of Hong et al. [23], Lakkaraju et al. [24],
Gao et al. [25], and Kong et al. [26], focus on predicting
the popularity of Twitter messages and the probability of
retweeting with a multi-class classification approach. They
use k-nearest neighbour and Support Vector Machine for the
prediction.
Recently, Wu et al. [27] proposed EvoModel, a stochas-
tic fluid model, to capture the different evolution patterns
of a given video. It is based on a two-step approach: the
information spreading and the user reaction process. However,
the authors do not explore the application of their model to
the prediction of video popularity. Tan et al. [28] propose a
novel timeseries model for popularity prediction based on the
correlation between early and future popularity series. Instead
of inferring the precise view counts for a video, they focus on
accurately identifying the most popular videos based on the
predicted popularity.
Li et al. [29] propose a model that can capture the popularity
dynamics based on early popularity evolution pattern and
future popularity burst prediction. The model is motivated
by the following features highlighted by the data analysis:
1) the strong correlation between video’s early popularity
and long-term popularity; 2) the great impact of popularity
evolution pattern on the long-term popularity; 3) the possibility
of popularity bursts in the middle of a video’s lifetime. Lym-
peropoulos [30] models the popularity evolution by interlacing
linear and non-linear growth terms, and predicts the popularity
of online content through extrapolation.
2) Prediction based on multi-domain information: The
following methods take into account information from multiple
domains for their prediction. For instance, they include online
social network data collected from the same website hosting
the UGC.
Studies have shown that some external factors are correlated
with the popularity of a video over time, such as the number
of users’ subscription to a given YouTube channel [31], the
referrers that lead users to videos [32], user comments [33]
and user voting behavior [34].
Jamali et al. [35] use users’ comments to predict the
popularity of online content linked at Digg. In particular,
they compare the prediction performance obtained using the
decision tree classifier, the nearest neighbour classifier, and
support vector machines for performing the classification.
Vallet et al. [36] study the correlation between the virality of
a video content on Twitter and the popularity of such content
on YouTube. The analysis highlights the unique properties of
content that is both popular and viral, i.e., attracts a high
number of views on YouTube and achieves fast propagation on
Twitter. Then, they propose a framework for predicting videos
that are likely to be popular, viral, and both. The proposed
framework achieves a high degree of accuracy with a low
amount of training data.
Roy et al. [37] propose a model for predicting the popularity
of YouTube videos. The model extracts popular and trending
topics on Twitter, which are linked to the corresponding
YouTube videos. They achieve 70% higher accuracy of sig-
nificant popularity growth prediction when compared to the
single-domain models that only use data from YouTube.
Trzcin`ski et al. [38] propose to use Support Vector Regres-
sion with Gaussian Radial Basis Functions to predict the popu-
larity of online video content. Their results suggest that using
only visual features computed before the publication of the
video can help predict future video popularity. Nevertheless,
higher prediction accuracy is achieved when adding temporal
features, such as view counts or social features.
Although these works show that considering external factors
can lead to a gain when inferring popularity information, we
argue that (i) such factors are not always available for every
content – with the consequent problem of building models
with lacking data – and (ii) the temporal correlation between
external and internal factors is yet to be shown.
III. THE PROPOSED METHOD
We first introduce some notations used throughout the
paper. Let oi be the observed content i, and D(oi) the collected
set of points (t, dit) describing its popularity evolution. Each
point is composed of t, the time elapsed since when we start
observing oi, and dit, the cumulative number of downloads
(or weblog) of oi up to time t. It is worth noting that t
is a relative timestamp, given that the observation of each
object begins independently from one another. We indicate
the whole dataset as O = {D(o1), . . . ,D(oi), . . . ,D(oN )},
and use O to solve the following problem.
Problem Formulation: Let onew be a new object and Ob
a set of observations (t, dnewt ) with t ∈ [ta, tb]. Provide the
popularity prediction of onew for t > tb.
Note that when ta = 0, it means that we consider all
the view that the object received since its upload time. When
instead ta > 0, data observed up to ta are not considered
when performing the prediction.
4As introduced in Section I-A, considering the timeseries as
a set of bidimensional points (t, dit) allows us to take into ac-
count the correlation between t and dit when modeling D(oi).
The timeseries D(oi) can then be generated by sampling its
model.
A. The training phase
The training phase is composed of two steps:
• the definition of a vocabulary, as shown in Figure 1,
• the modelling of sequences of pseudo-words via the LDA
model, as shown in Figure 2.
In the first step, we model the training set OT =
{D(o1), . . . ,D(oi), . . . ,D(oτ )} as a bi-dimensional mixture
model, denoted as MO:
f(t, dit) =
CO∑
c=1
αcpc((t, d
i
t)|Φc) (1)
The model MO is characterized by the CO components and
corresponding weights αc. Each component is described by
a distribution pc of parameters Φc and represents a cluster
of segments of growth. The set CO denotes a reduced space
where we can map the timeseries D(oi) for all oi ∈ O.
MO is related to the particular dataset O of content we
choose, e.g., YouTube video popularity, or web page popu-
larity. Furthermore, the model can be updated, for instance
whenever new available data show low performance in the
prediction phase.
MO represents an estimation of the density of O, which
enables us to partition the observed samples over the space
of possible values. However, the model itself does not help
understand how different D(oi) evolve. To this end, we
propose a strategy based on the mapping of the points (t, dit)
of D(oi) into the reduced space CO: by using this procedure,
we summarise a set of (t, dit) pairs with a particular component
of CO.
To understand the mapping mechanism and the approxima-
tion introduced by this strategy, we need to recall Equation (1).
To classify an observation of D(oi) at the time t, we compute
the component of CO with highest likelihood of generating
the point (t, dit):
wit = arg max
c∈CO
αcpc(t, d
i
t|Φc) (2)
For a given t, this operation maps each sample (t, dit) to a
pseudo-word, i.e., a component of CO. Thus, each timeseries
D(oi) is mapped to a sequence of pseudo-words wit, that we
denote as W(oi). Each pseudo-word wit gives a probabilistic
representation of (t, dit), which includes information on the
correlation between time and observation, i.e., between t and
dit. Due to this, we assume that starting from the pseudo-words
distribution (i.e. the coefficients of the mixture distribution)
individual pseudo-words can be generated independently from
one another. We can then obtain new approximate samples of
the original D(oi) by sampling the mixture defined byW(oi).
W(oi) defines a new mixture that approximates f(t, dit), i.e.,
fˆ(t, dit) =
∑
c∈CW(oi)
αW(oi)c pc(X|Φc) (3)
where CW(oi) is the subset of CO in W(oi). Since the
components in (3) are a subset of CO, the weights α
W(oi)
c must
be calculated by normalising it to the sum of the frequency of
each component in CW(oi). The weights αW(oi)c and CW(oi)
represent the mixture parameters of theW(oi) model. The new
representation of W(oi) can be used to i) assess the similarity
between different timeseries (for clustering) and ii) predict the
expected values for the timeseries, by inferring future pseudo-
words.
In the second step, we consider W(oi) for all oi ∈ OT and
define a model that represents the sequence of pseudo-words
in W(oi). To this aim, we exploit the LDA model, which has
been proposed in natural language processing for detecting
hidden relationships between words and documents in large
text corpora. LDA assumes that words and documents are
being generated from a hidden mixture of topics that captures
the semantic structure of documents. This approach allows us
to work with a fixed number of topics which documents are
generated from. The details on the LDA theory and inference
techniques can be found in [39] and [40]. In our scenario, we
assume that each W(oi) is a document of the text corpora
OT . The LDA represents the set of W(oi) by looking at
hidden structures in the sequence of segments of growth of
each timeseries. The topics of the LDA model represent this
hidden structure. They can be used for finding similarities
between UGC popularity patterns and for predicting popularity
evolution. The LDA model returns the set of topics, TOT ,
which generates W(oi) for all oi ∈ OT . For each W(oi), the
LDA estimates its topic model given by the distribution of the
subset of topics belonging to TOT . Finally, the topic model is
used to estimate the mixture model based on CO, which can
then be used to generate the samples (t, dit).
This approach assumes that the growth in popularity of
D(oi) can be described by relatively few latent patterns
(topics), which define a mixture over a set of components.
As such, the growth of the popularity of a given content
can be viewed as the transition through various paths of
growth (topics). The similarity between individual contents
can finally be assessed by comparing the distance between
their associated topic models.
B. The prediction phase
As shown in Figure 3, the prediction phase of an object
onew starts by mapping the available observations (t, donewt )
for t ∈ [ta, tb] into CO. The result is the sequence of pseudo-
words W(onew) in the time interval t ∈ [ta, tb]. The LDA
model obtained with OT infers the topic model of W(onew).
By means of this model, we calculate the probability associ-
ated to each pseudo-word, i.e., to each mixture component
CO. In other words, from the topic model of W(onew)
we estimate the parameters αW(onew)c and CW(onew) of the
5Fig. 1: From the training set OT to the vocabulary.
Fig. 2: From the timeseries D(oi) to the LDA model of the “pseudo-words” sequences W(oi).
mixture representing onew. The predicted values of onew for
t > tb are then generated by sampling the estimated mixture.
There are different approaches for inferring the topic model
of W(onew). The simplest one is based on applying the same
LDA model parameters calculated during the training phase.
Another approach starts from the previous one and appro-
priately weights the topic model of the K-Nearest Neighbor
(K-NN) objects in OT . The distance between two objects
takes into account only the parameters of their topic models.
Section IV expands on this.
Note that this prediction mechanism takes into account the
entire structure of the available samples of an object. Hence,
higher is the observation period, the more accurate is the
prediction, as supported by our results.
IV. AN IMPLEMENTATION OF THE METHOD
In the first step of our implementation, we select the
GMM model for partitioning the dataset OT and for
finding the sparse code CO. Note that any mixture model
or clustering mechanism can be used to define the sparse
code. The GMM model parameters can be estimated using
a Bayesian model selection approach, which is based on the
evaluation of marginal log-likelihood. Since exact evaluation
is often computationally and analytically intractable, a
number of approximation algorithms have been studied,
such as the one named Variational Bayesian (VB) [41].
However, these approaches require to set the number of
components in order to estimate the parameters of the GMM.
To overcome this issue, we use the FAB algorithm, as
presented in [7]. The FAB algorithm automatically selects the
number of components, thus mitigating overfitting problems.
Furthermore, this algorithm addresses the non-identifiability
issue in mixture modelling and outperforms the VB method
in terms of performance when selecting the model, and in
terms of computational efficiency. Given CO, we simply
use the relation (2) to map each sample of D(oi) into a
pseudo-word of the sequence W(oi). Before estimating the
parameters of the LDA model, we perform a compression
of the sequences W(oi) for all oi ∈ OT . The compression
consists in summarising in one pseudo-word a sequence of
equal pseudo-words. For example, assuming that ci indicates
the i-th component of CO, the following sequences
W(o1) = [c1, c1, c1, c4, c4, c4, c5, c5, c5, c5],
and W(o2) = [c1, c2, c2, c1, c3, c3, c4, c4, c3, c3].
can be compressed such that
Wc(o1) = [c1, c4, c5],
and Wc(o2) = [c1, c2, c1, c3, c4, c3]
The obtained corpus given by the set Wc(oi) for all
oi ∈ OT represents the input to the variational procedure
as described in [39]. The procedure outputs the parameters
of the LDA model: these parameters provide a probabilistic
description of each observed pseudo-words sequence Wc(oi)
for all oi ∈ OT . In particular, for each D(oi) ∈ OT we have
a topic model that gives a compressed representation of the
popularity evolution of D(oi) approximated using the sparse
code CO.
Note that after the first step, the prediction problem could
be solved modelling the transition probabilities among the
components of CO. However, this approach has different
computational problems that are solved by the compact rep-
resentation of the growth paths given by the topic model of
LDA.
A. Inference
Given a set of observations (t, donewt ) in t ∈ [ta, tb] for the
object onew, the inference procedure classifies the observations
against CO, via the relation (2). The resulting W(onew) is
then compressed. The new sequence Wc(onew) and the LDA
6Fig. 3: From the observed data D(onew) in the interval [ta, tb] to the predicted values of onew for t > tb.
parameters are used to obtain the topic model of onew for the
available observations in [ta, tb]. We denote this topic model as
TMOI(onew), i.e., the Topic Model based on an Observation
Interval of (onew).
The simplest prediction method performs the sampling of
the mixture model from TMOI(onew). By using the topic
distribution and the component distribution over each topic,
we calculate the probability to observe each CO component
in onew. As a result, we have an estimated mixture model for
onew that we use to predict samples of onew for t > tb. The
weights of the mixture model are obtained by normalising the
probability related to each component as given by the LDA
model. For instance, assuming thatWc(onew) = [c4], the LDA
returns Topic1 ∈ TOT with a probability of 0.75. Supposing
that in the LDA model Topic1 = [0.1c1, 0.5c4, 0.4c5], where
the coefficient of ci indicates its probability, the components
and the related probabilities of onew are given by 0.75Topic1,
i.e., c1 with probability 0.075, c4 with 0.375, and c5 with
0.3. By normalising the probability associated to these three
components of CO, we obtain the weights, α
W(onew)
c , of
CW(onew) = {c1, c4, c5}. In other words, referring to rela-
tion (3) we have the parameters of the mixture model that
represents the estimated path of onew, given the observations
(t, donewt ) for t ∈ [ta, tb].
We obtained the best prediction results by the alternative
method described in the following. In particular, we consider
the TMOI(onew) for finding the K-Nearest Neighbor (K-NN)
objects in OT , in terms of topic model parameters. These K-
NN objects are then used to estimate a topic model of onew,
denoted as KTM(onew) (K-NN Topic Model). In particular,
during the training phase, we obtain for each D(oi) ∈ OT the
associated list of topics and their corresponding probabilities.
This information is summarised in a matrix, where each row
refers to D(oi) and the column refers to each observed topic
in the training phase. Each cell reports the probability of
observing the topic, indicated in the column index, in the
timeseries D(oi), associated with the row index. Having the
topics and related probabilities for the considered onew, we
can find the K-NN objects that have similar topics structure.
We use the cosine similarity as measure. Given two vectors of
attributes, A = a1, · · · , am and B = b1, · · · , bm, the cosine
similarity, dcos(A,B), is defined as
dcos(A,B) =
∑m
i=1 aibi√∑m
i=1 a
2
i
√∑m
i=1 b
2
i
(4)
We average the topic model of the K-NN objects to obtain the
estimation of KTM(onew). Starting from KTM(onew) and
the pseudo-words distribution over each topic of KTM(onew),
we then compute the probability to observe each component
of CO. After the normalisation of the probabilities associ-
ated with each component, we obtain the mixture model of
onew. By sampling this model, we finally get the whole path
estimated for the onew, taking into account the observations
(t, donewt ) for t ∈ [ta, tb].
Note that the prediction values are obtained by sampling the
mixture model estimated with one of the presented procedures.
This approach gives the estimation of the popularity evolution
of onew at any time t, after the observation interval [ta, tb].
V. DATASETS
We evaluated the accuracy of our algorithm on two datasets.
The first dataset is publicly available and includes data from
real-time analytics engine Chartbeat. Taking into account
30,000 URLs posted on the web during 2013 and having at
least 10 visits, this dataset contains a timeseries of the number
of pageviews in time slots of 5 minutes of those URLs and
the number of messages posted on Twitter and Facebook that
include those URLs. For a full description of this dataset,
please refer to [42]. From the original dataset, we extracted
for each URL the cumulative number of pageviews sampled
every 5 minutes as feature.
The second dataset includes the popularity evolution of
a randomly selected set of 20,000 YouTube videos. All the
videos have been observed for 100 days. For each video, we
considered the number of cumulative views sampled each day
since their upload as feature.
For each dataset, we randomly assigned half of the ob-
servations to the training set and the rest to the testing set.
We used the training set to gather the model following the
procedure described in Section IV. Then, we used the test
set for evaluating the performance of the proposed prediction
procedure.
As performance parameter, we use both Root Mean Square
Error (RMSE) and R2 value, i.e. the square of the Pearson’s
correlation coefficient R.
The RMSE represents a measure of accuracy and is com-
puted as follows:
RMSE =
√∑M
i=1(log(1 + dˆ
i
s)− log(1 + dis))2
M
(5)
where dis and dˆis are the actual and the estimated value of the
popularity of oi at the considered time s; M is the cardinality
of the considered testing set OTest.
7We choose the R2 parameter for comparing the prediction
performance of our method with other works presented in the
literature, with particular respect to the ones presented in [43]
during the Predictive Web Analytics challenge where we got
the Chartbeat dataset from. Unless otherwise reported, all the
experiments presented in the rest of the paper are carried out
on the Chartbeat dataset.
VI. PERFORMANCE ANALYSIS
At first, we compare the performance of our GMM-LDA
implementation with different design options available for
our method. Specifically, we first discuss how alternative
formulations of the sparse code impacts on the performance
of the predictor. The considered alternative formulation uses
K-means clustering to partition the space. Second, we try
to replace the LDA and apply a first-order Markov Chain
to infer the future popularity of contents. Lastly, we analyse
the prediction accuracy of our proposal against the regression
method proposed by Pinto et al. [4].
A. Topic modelling of data
At first, we prepare and clean up of the raw data before to
apply the technique as detailed in Section IV.
1) Parameterizing the model: Figure 4 shows the analysis
we carried out to evaluate the number of mixture components
necessary to partition the dataset. The figure shows the number
of mixture components obtained for different sample sizes
(e.g., number of (t, dit) pairs): the number of components
required for convergence, as automatically computed by the
FAB algorithm, is in the order of 40, and saturates quickly.
Figure 5 reports on the structure of the co-occurrence matrix
formed by the transitions between components. The figure
shows that for each component (in the x-axis) we have a
non-null “log density” only towards a subset of components
reported in the y-axis. This observation indicates a sparse
transition matrix and supports our initial hypothesis that the
evolution of content popularity has an underlying structure.
When we analyse the fitting of the pseudo-word sequences
with the LDA, we find that the number of required topics
with both datasets starts to converge at around 70-80 topics.
As shown in Figure 6, the Chartbeat dataset indicates a better
fit: however, it is worth mentioning that Chartbeat dataset has
8 times more samples than YouTube dataset.
The fact that the number of topics converges suggest that
we should expect little difference in adding more data to
build the mixture model or selecting more topics. However,
in experimenting with the different sample sizes and number
of topics, we consistently observed better results when using
858,644 samples, which is approximately 5% of the entire
dataset, and 100 topics. Therefore, we will use this setup in
the rest of the paper.
2) Validating the approach: In this section, we look at the
impact of replacing the GMM mixture model and LDA with
K-Means and Markov Chain. Using K-means to create sparse
code in a similar method to ours is popular in the graphics and
imagine retrieval community. We report here the best results,
that we achieved with K set to 150, and number of topics equal
Fig. 4: Number of components in the GMM - Chartbeat
dataset. The last value of sample size value corresponds to
about 10% of the whole dataset.
Fig. 5: Label co-occurrence matrix- Chartbeat dataset.
Fig. 6: Convergence of the number of topics required to model
the data.
8to 100. On the other hand, the Markov Chain is motivated
by the results in Figure 5, which show the high preferential
attachment between components and suggest that modelling
these transitions should be fruitful.
Table I summarises the results of these experiments by
using R2 score as metric, for different observation intervals
(i.e., [0, t∗]) and prediction horizon (i.e., the prediction time
is s = t∗+prediction horizon). The analysis considers the set
of values (1h, 8h, 12h, 16h) for t∗ and the prediction horizon.
Our results show that the combination of GMM and LDA
achieves better performance both in the long and the short
prediction horizon. We noted that the errors in the K-means
test came predominantly from the inaccuracy of the clustering
as opposed to the GMM.
When using Markov Chain for predicting the transitions
among components, we observed that the error in prediction of
the next-component is low on average: the error is dominated
by the transition probabilities of popular components. This
result can be explained considering that the transitions in
the Markov Chain are based only on the components of
the previous step, and the probability of transitions among
different components are time independent: this leads the
Markov Chain to error when there are multiple paths to choose
from. In contrast, LDA considers the entire history.
Table II shows that the R2 scores for the YouTube dataset
are in line with the ones for the Chartbeat dataset, given that in
the Chartbeat dataset, 12 samples are associated to 1h, whereas
in the YouTube dataset we have 1 sample per day.
Finally, we compare the results with the regression tech-
nique presented in [43]. In that paper, the authors develop a
model with many variables, including information regarding
the attention an article receives from social media, as opposed
to our approach based only on one feature. They report
R2 = 0.72 for predicting the number of visits 1 hour after
publication: our model achieves instead R2 = 0.95. On the
other hand, we have comparable numbers when predicting 6-
8 hours in advance using 6-8 hours of observation window.
Predicted (GMM + LDA)
R2 +1 hour +8 hours +12 hours +16 hours
O
bs
er
ve
d 1 hour 0.95 0.57 0.61 0.60
8 hours 0.99 0.83 0.72 0.69
12 hours 0.99 0.87 0.84 0.83
16 hours 0.99 0.98 0.97 0.96
Predicted (K-Means + LDA)
R2 +1 hour +8 hours +12 hours +16 hours
O
bs
er
ve
d 1 hour 0.83 0.55 0.46 0.50
8 hours 0.91 0.68 0.67 0.66
12 hours 0.92 0.77 0.79 0.77
16 hours 0.91 0.86 0.82 0.81
Predicted (GMM + Markov chain)
R2 +1 hour +8 hours +12 hours +16 hours
O
bs
er
ve
d 1 hour 0.9 0.4 0.3 0.2
8 hours 0.91 0.57 0.30 0.30
12 hours 0.88 0.44 0.52 0.49
16 hours 0.92 0.62 0.60 0.70
TABLE I: R2 values for the different alternatives explored -
Chartbeat dataset.
Predicted
R2 +1 day +7 days +14 days +30 days
O
bs
er
ve
d 1 day 0.7 0.65 0.54 0.39
7 days 0.96 0.82 0.83 0.76
14 days 0.95 0.87 0.82 0.83
30 days 0.96 0.86 0.85 0.88
TABLE II: R2 values for YOUTUBE predictions
B. The prediction of content popularity
Based on our study, we found that while topics are capable
of capturing the general trend of the growth process, sampling
from the components of the mixture often leads to higher
variance in the estimates and can be dominated by few com-
ponents. For instance, Figure 7 lists the topics and neighbours
associated with two given objects (samples are omitted for
clarity). In Figure 7(a), we see that two components only can
capture the behaviour of the object (number 4 and 15 in the
figure) when considering just a single topic. The object in
Figure 7(b) has more active components, which are related to
two topics and cover a wider range. On the other hand, the
K-nearest neighbours, which in both cases is set to 10, show
much more homogeneity in their growth paths.
Figure 8 reports the RMSE values at different time. Each
curve refers to a different value of the observation interval
[0, t∗] (t∗ has been set in the range [0.5h, 42h]). Interestingly
enough, our method is very accurate in the short-term predic-
tion (a few hours ahead), due to the object transition between
few components: RMSE < 1, with 1 hour of observations
and predicting up-to 10 hours in advance. We remind that in
the Chartbeat dataset 1h corresponds to 12 samples of the
timeseries. Longer observation time (i.e., higher t∗) leads to
a significant improvement: with t∗ = 6h, the RMSE is less
than 0.5 in all cases. In particular, we observe this low RMSE
value even when we consider a prediction horizon of 40 h (i.e.,
480 samples ahead in the timeseries), showing the accuracy
of the proposed method for long-term prediction.
For comparison, Figure 9 displays the accuracy of our
method with respect to the multiple variables regression
method given in [4]. Our approach significantly outperforms
the regression method: the regression method requires at least
3-4 more observations to achieve the same RMSE as our model
in predicting the number of views at the time 48h.
VII. CONCLUSION
In this paper, we presented a novel method for long-term
prediction of the UGC popularity. The method is composed of
two steps. First, we model the dynamics of the popularity of
the content via a GMM mixture model. Each component of the
mixture represents a segment of the popularity growth path.
The different paths are then modeled as encoded sequences.
Second, we infer topics for each popularity growth path via
LDA. This model is then used to find similarities among
different growth paths and to predict the future path of a newly
observed objects.
Our results show that the combination of GMM and LDA
outperforms solutions based on K-means and Markov Chain,
as well as the baseline regression method for long-term
prediction.
9(a) Sample object 1
(b) Sample object 2
Fig. 7: Example growth paths for two objects of the Chartbeat
dataset. In each plot, the ellipses give the significant (p ≥
1e − 3) topic components of the object, the bold black line
represents its popularity path, while the red lines represent the
top 10 nearest neighbours. Note that in 7(b), we have less red
lines because we found two groups of 4 nearest neighbours
having similar popularity path.
Our method has the advantage to forecast the whole path
of growth in popularity, rather than just having to set the
prediction horizon as parameter of the training phase.
Finally, our method is modular and any alternative combi-
nation of density partition and sequence learning approaches
can be explored.
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