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1. Introduction
The process of blood coagulation plays a central role in an organism’s response to vascular injury on the one hand, and
in cardiovascular diseases or thromboses on the other hand. It involves a complex series of reactions which also include
positive and negative feedbacks. Mathematical models of this process were constructed with the goal to explain, predict and
possibly inﬂuence the blood coagulation process and in particular the formation of thrombin, which is a crucial intermediate
step.
A widely accepted and frequently cited model for thrombin formation is due to Stortelder, Hemker and Hemker [7];
this model will in the following be brieﬂy referred to as the SHH model. Although the associated system of ordinary dif-
ferential equations has relatively small dimension, the theoretical predictions from this model correspond very well with
experiments.
In view of the relevance of the SHH model, it seems appropriate to augment the numerical analysis in [7] by a qualitative
analytical study. In the present paper, which contains a number of results from the thesis [3], we will consider only the
structure of the SHH model, with no reference to particular parameter values. Our results show that the qualitative behavior
of the system is already determined by its structure and by the positivity of the rate constants. This observation is of some
practical importance, since parameter estimation is a notorious problem in biochemical reaction networks. Moreover this
structural property may contribute to understanding why the SHH model is quite successful.
In the same general setting we extend the work in [7] and approach questions of controllability and stabilizability of
the system. We discuss a particular control scenario which is biologically motivated by the possibility to introduce anti-
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coagulants into the system. As it turns out, the system is not controllable, albeit this lack of controllability seems to be
harmless from a practical perspective. For a reduced system and linear feedback we show local exponential stabilizability.
2. Biological background and model equations
The hemostatic response to vascular injury culminates, along with the formation of the platelet plug, in the rapid for-
mation of thrombin at the site of injury, which in turn initiates the formation of ﬁbrin from ﬁbrinogen and thus blood
clotting. This process involves a number of proteins (coagulation factors) in a series of proteolytic reactions in each of which
an inactive precursor (clotting factor) of a proteolytic enzyme is being activated. Another major group, called cofactor proteins,
is responsible for the acceleration of reactions. We refer to Lind [5] and Davie [4] for more detailed accounts.
The ﬁrst models represented the blood coagulation system as a cascade of enzymatic reactions; see the survey by
Davie [4]. While these cascade models provided some insight into the general process, they did not incorporate feedback
phenomena, and thus could not satisfactorily explain the dynamic regulation of the system. For this purpose more intricate
models are necessary.
As is frequently the case in biochemical processes, knowledge of the blood coagulation mechanism is still incomplete.
Neither reaction mechanisms nor rate constants or initial data are known precisely. One distinguishes two pathways that
lead to the formation of thrombin and eventually to the formation of a ﬁbrin clot. The intrinsic pathway (or contact pathway)
is triggered when blood plasma gets in contact with “foreign” substances such as collagen proteins (in vivo), or glass or other
negatively charged surfaces (in vitro). This pathway is also responsible for the formation of blood clots in intact vessels. The
extrinsic pathway (or tissue factor pathway) is activated quickly upon vascular injury and the exposure of tissue factor
which binds phospholipids. According to current knowledge, these two pathways merge into a common pathway, which
is initiated by the activation of the zymogen factor X (also known as the Stuart factor) and leads to the activation (and
eventual deactivation) of thrombin from prothrombin. Building on existing literature and experimental evidence, Stortelder,
Hemker and Hemker [7] proposed a reaction scheme for thrombin formation which is represented in Fig. 1.
In this scheme the coagulation factors are denoted by Roman numerals, the subscript a denoting their activated form.
We will not discuss all details but note that factor II represents prothrombin, and factor IIa stands for thrombin. The chain
of reactions starts with the activation of factor X by the puriﬁed enzyme from Russel’s Viper Venom (RVV), which is kept
constant in each experiment, followed by the activation of factor V, the production of prothrombinase in the presence of
phospholipids and the activation of prothrombin. The inactivation of factor Xa by AT III and of thrombin by AT III and
α2-macroglobolin (α2M) are also taken into account.
The possibility to inﬂuence the reaction, e.g. by introducing anti-coagulants, is of theoretical and practical importance.
Speciﬁcally the anti-coagulant heparin inhibits the activated forms of factors II and X by inﬂuencing the action of AT III.
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control problem in Section 4.
By standard procedures, the reaction scheme was transformed in [7] into a set of 9 nonlinear differential equations.
dx1
dt
= − k1x1r
k2 + x1 ,
dx2
dt
= k1x1r
k2 + x1 − k3x2 − k4x4x2x5 + k5x6,
dx3
dt
= − k6x3x8
k7 + x3 ,
dx4
dt
= k6x3x8
k7 + x3 − k4x4x2x5 + k5x6,
dx5
dt
= −k4x4x2x5 + k5x6,
dx6
dt
= k4x4x2x5 − k5x6,
dx7
dt
= − k8x7x6
k9 + x7 −
k10x7x2
k11 + x7 ,
dx8
dt
= k8x7x6
k9 + x7 +
k10x7x2
k11 + x7 − k12x8 − k13x8,
dx9
dt
= k12x8. (1)
In this system the non-catalytic reactions are modelled via the law of mass action, and inhibition or degradation is
assumed to be of ﬁrst order. Enzyme-catalyzed reactions are modelled by Michaelis–Menten terms.
The variables are as follows, with [A] denoting the concentration of the respective substance A:
x1 = [X], x2 = [Xa], x3 = [V], x4 = [Va], x5 = [PL], x6 = [PT], x7 = [II], x8 = [IIa], and x9 = [IIaα2M].
The constant r > 0 stands for the concentration of RVV; the rate constants k1, . . . ,k13 are (only) assumed to be positive
in the present paper. Numerical values—obtained from experiments and parameter estimation—can be found in [7]. Their
values range over four orders of magnitude; thus the differential equation can be expected to exhibit stiff behavior.
3. Qualitative analysis
The aim of this section is a qualitative analysis of the SHH model [7]. In vector form system (1) can brieﬂy be written as
dx
dt
= f (x),
with x having components x1, . . . , x9, and obvious component functions f i for f .
Let us ﬁrst note some basic properties of the system. Recall that for a scalar-valued smooth function ψ the Lie derivative
(or orbital derivative) L f (ψ) is deﬁned by
L f (ψ)(x) := Dψ(x) f (x).
Proposition 1.
(a) The positive orthant P = {x ∈R9: x1 > 0, . . . , x9 > 0} and its closure are positively invariant for system (1).
(b) The scalar-valued functions deﬁned by ϕ1(x) = x6 + x5 , ϕ2(x) = x3 + x4 + x6 and ϕ3(x) = x7 + x8 + (1+ k13k12 )x9 are ﬁrst integrals
of system (1).
(c) The scalar-valued functions deﬁned by ϕ4(x) = x1 + x2 + x6 , ϕ5(x) = x1 and ϕ6(x) = x7 + x8 satisfy L f (ϕ4)(x)  0,
L f (ϕ5)(x) 0 and L f (ϕ6)(x) 0 on P , hence are Lyapunov functions.
Proof. To prove part (a) we use a well-known criterion, which is a special case e.g. of Amann [1, Corollary 16.10]. For every
i ∈ {1, . . . ,9}, the condition
f i(x1, . . . , xi−1,0, xi+1, . . . , x9) 0, all x j  0,
is necessary and suﬃcient for positive invariance. The validity of these conditions is easily veriﬁed. Parts (b) and (c) are
straightforward. 
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0 t < ∞, and its omega limit set is non-empty.
Proof. The function
ρ := ϕ1 + ϕ2 + ϕ3 + ϕ4 = x1 + x2 + x3 + x4 + x5 + 3x6 + x7 + x8 +
(
1+ k13
k12
)
x9
satisﬁes L f (ρ) 0 on P , so for every c > 0 the compact set
Kc :=
{
x ∈P: ρ(x) c}
is positively invariant (see e.g. Amann [1]). Now all assertions follow from standard results. 
A closer look at the right-hand side of system (1) reveals that combining the third and the last equation gives rise to an
additional ﬁrst integral. Indeed
0 = (k7 + x3)
x3
· L f (x3) + k6k12 L f (x9) = L f
(
k7 ln x3 + x3 + k6
k12
x9
)
for x3 > 0; which shows:
Lemma 1. The scalar-valued function deﬁned for x3 > 0 by
ψ(x) = k6
k12
x9 + k7 ln x3 + x3
is a ﬁrst integral of system (1).
In addition, the subset of P deﬁned by x3 = 0 is obviously invariant for the differential equation.
Proposition 2.
(a) The set of stationary points of system (1) in P is given by
N := {(0,0, c3, c4, c5,0, c7,0, c9): all ci  0}.
(b) For every y ∈P the omega limit set ω(y) is contained in N.
Proof. For part (a), let z be a stationary point with non-negative entries. Then equations #1, respectively #9, show directly
that z1 = z8 = 0. Then use f2(z) + f6(z) = 0 to conclude z2 = 0. Now equation #6 shows z6 = 0. Conversely, one checks
directly that every point in N is stationary. For part (b), we use LaSalle’s principle (see Amann [1, Theorem 18.3]). Since
ϕ4, ϕ5 and ϕ6 are Lyapunov functions, any w ∈ ω(y) satisﬁes
L f (ϕi)(w) = 0, 4 i  6.
This shows directly that w1 = w2 = w8 =0. Moreover, since ω(y) is invariant, the solution z(t) with initial value w remains
in ω(y). In particular z2(t) = 0 for all t , whence
0 = z˙2(0) = k5w6
and w ∈ N follows. 
The next aim of this section is to reduce the dimension of system (1), employing the ﬁrst integrals. Given a solution
in P , Proposition 1 and Lemma 1 show the existence of constants θ1, . . . , θ4 so that
ϕ1 = θ1  0, thus x6 = θ1 − x5,
ϕ2 = θ2  0, thus x4 = θ2 − x3 − x6,
ϕ3 = θ3  0, thus x7 = θ3 − x8 − (k12 + k13)/k12 · x9,
ψ = θ4, thus x9 = k12k6 (θ4 − k7 ln x3 − x3).
The θi are determined by the initial values. Substituting expressions in the right-hand column, one ﬁnds
x4 = θ2 − θ1 + x5 − x3,
x6 = θ1 − x5,
x7 = θ3 − x8 − k12 + k13 (θ4 − k7 ln x3 − x3).k6
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to reduce the dimension of the system to 5 by introducing
y1 := x1; y2 := x2; y3 := x3; y4 := x5; y5 := x8.
The reduced system reads as follows:
dy1
dt
= − k1 y1r
k2 + y1 ,
dy2
dt
= k1 y1r
k2 + y1 − k3 y2 − k4(y4 − y3 + θ2 − θ1)y2 y4 + k5(−y4 + θ1),
dy3
dt
= − k6 y3 y5
k7 + y3 ,
dy4
dt
= −k4(y4 − y3 + θ2 − θ1)y2 y4 + k5(−y4 + θ1),
dy5
dt
= k8(θ3 − y5 − (k12 + k13)/k6 · (θ4 − k7 ln y3 − y3))(−y4 + θ1)
k9 + θ3 − y5 − (k12 + k13)/k6 · (θ4 − k7 ln y3 − y3)
+ k10(θ3 − y5 − (k12 + k13)/k6 · (θ4 − k7 ln y3 − y3))y2
k11 + θ3 − y5 − (k12 + k13)/k6 · (θ4 − k7 ln y3 − y3) − k12 y5 − k13 y5. (2)
In view of applications to physiology, this system is of interest to us only on the image of K∗ with respect to the reducing
map, i.e., the subset K of R5 deﬁned by the inequalities
yi  0 (1 i  5),
y4  θ1,
y3 − y4  θ2 − θ1.
Proposition 3.
(a) The stationary points of (2) inK are of the form
y∗ = (0,0,μ, θ1,0), 0μ θ2.
(b) At any such stationary point, the Jacobian of the right-hand side has one eigenvalue zero, and four real and negative eigenvalues.
Proof. Part (a) is straightforward. As for part (b), at any of these points the Jacobian matrix of (2) has the following repre-
sentation:
A =
⎡
⎢⎢⎢⎢⎢⎣
− k1rk2 0 0 0 0
k1r
k2
−k3 − θ1k4(θ2 − μ) 0 −k5 0
0 0 0 0 ∗
0 −θ1k4(θ2 − μ) 0 −k5 0
0 ∗ 0 ∗ −k13 − k12
⎤
⎥⎥⎥⎥⎥⎦ , (3)
where the stars denote entries that do not inﬂuence the eigenvalues. Expanding the characteristic polynomial of this matrix
along column #3, then along column #4 of the remaining 4 × 4 matrix, and then along row #1 of the remaining 3 × 3
matrix yields the eigenvalues 0, −k13 − k12 and −k1r/k2, while the remaining eigenvalues are those of the matrix[−k3 − θ1k4(θ2 − μ) −k5
−θ1k4 (θ2 − μ) −k5
]
.
This is an asymptotically stable matrix, in fact, its eigenvalues are real and negative. 
The main result of this section is as follows.
Theorem 1. Every solution of system (1) that starts in the positive orthant converges to a stationary point. The same statement holds
for every solution of (2) that starts in the set K. Moreover, every stationary point as given in Proposition 3 admits a non-constant
analytic ﬁrst integral of (2) in some neighborhood.
Proof. In view of Proposition 2 and the reduction of dimension it suﬃces to prove the assertions for (2). We use the theory
of normal forms, in particular the quasi-normal form (QNF) with respect to an invariant manifold due to Bibikov [2]. Accord-
ing to Proposition 3 the Jacobian at a stationary point has a simple eigenvalue 0 and further real eigenvalues λ2, . . . , λ5 < 0.
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to QNF of the form
z˙1 = 0,
z˙2 = λ2z2 + . . . ,
z˙3 = λ3z3 + . . . ,
z˙4 = λ4z4 + . . . ,
z˙5 = λ5z5 + . . . ;
see [2], Theorem 10.1 and Theorem 12.2 together with its proof. In particular, the right-hand side of the ﬁrst entry is equal
to zero because the stationary point is not isolated. The transformed system obviously admits the ﬁrst integral z1, and
clearly every solution converges to a unique stationary point z1 = const., z2 = · · · = z5 = 0. 
Remarks.
(a) A variant of this argument, using the same results from [2], yields a slightly stronger statement: In some neighbor-
hood of every stationary point of system (1) in the positive orthant there exist ﬁve independent analytic ﬁrst integrals. Four
of these exist globally on P and are known explicitly; see Proposition 1 and Lemma 1. It would be interesting to know
whether an additional global ﬁrst integral exists, and whether it can be expressed in elementary terms.
(b) At ﬁrst glance the steady state which is being approached by a solution of the differential equation may be considered
uninteresting: After all, no thrombin is left at the end of the whole reaction. But in fact the components of this stationary
point c of system (1), together with the components of the initial value y, determine the total amount of thrombin produced
during the reaction. To see this, note ﬁrst that realistic initial conditions imply y7 > 0, y8 = y9 = 0 (only prothrombin is
present at the start, no thrombin and no inactivated thrombin), and that c8 = 0 from Proposition 2. Now Proposition 1
shows
c7 +
(
1+ k13
k12
)
c9 = y7,
which determines the amount of prothrombin which was activated. Since there is no thrombin at the beginning, one obtains
the total amount of thrombin that was formed. Explicit knowledge of a ﬁfth global ﬁrst integral (should it exist) would allow
a direct computation of these quantities.
To summarize, the qualitative properties of the SHH system (1) are in fact determined by the structure of the reaction
scheme, rather than by speciﬁc values of various rate constants.
4. Control and stabilization
Control aspects and stabilizability of the model (1) were not discussed in [7]. Nevertheless, such questions arise naturally
and are of theoretical and practical importance.
Anticoagulants such as heparin are capable of inﬂuencing the action of anti-thrombin (AT III) in the blood, thus inhibiting
the activated forms of the factors II and X. Recall that their respective concentrations correspond to the states x2 and x8 in
the model equation (1).
Denote the anticoagulant by Y and denote its concentration by the scalar-valued function v . The degradation of factor Xa
via AT III is included in (1) via the term −k3 · x2, and it seems reasonable to model this in more detail by a term
−c3 · [AT III] · [Xa],
thus k3 is proportional to the concentration of AT III. The effect of the anticoagulant Y could be to increase the rate
constant c3, or to increase the available amount of AT III. In either setting, one would replace k3 by
k∗3 := k3 + v · b∗3, b∗3 > 0,
in a ﬁrst-order approximation. By the same argument for factor IIa one would replace k13 by
k∗13 := k13 + v · b∗13, b∗13 > 0.
Fig. 2 illustrates the effect of changing k3 while leaving k13 constant. As expected, the maximal concentration as well as the
total amount of thrombin decrease with increasing k3.
Generally we obtain a modiﬁed system with anticoagulant input y in the form
x˙ = f (x) − v · [0, b∗3 · x2, 0, 0, 0, 0, 0, b∗13 · x8, 0]T .
This system with a nonlinear control term is of obvious physiological interest.
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and initial conditions, are taken from Stortelder, Hemker and Hemker [7].
Since the methods and the necessary computations to investigate controllability and stabilizability become quite intricate,
a full discussion will be deferred to future work. Here, as a preliminary step we consider a system with linear control
x˙ = f (x) + B̂u := f (x) + u · [0, b3, 0, 0, 0, 0, 0, b13, 0]T (4)
with non-negative b3 and b13, and input function u. From a physiological point of view, this is a rather crude approximation,
but it seems interesting and legitimate from a mathematical perspective to ﬁrst investigate a simpliﬁed scenario.
A standard approach is to consider controllability and stabilizability at a stationary point. We will do this in one physio-
logically interesting scenario, for which reasonably satisfactory results can be shown.
Thus consider Eq. (4) in the special case b13 = 0, and b3 = 1 with no loss of generality. From a physiological perspective
this means that the anticoagulant affects only factor Xa . (We note that there is ongoing experimental research on such
scenarios; clearly the possible relevance of such anticoagulants has been noticed.) In this special setting, system (4) admits
the same ﬁrst integrals as system (1), thus reduction yields a ﬁve-dimensional system
y˙ = g(y) + Bu, (5)
with g denoting the right-hand side of (2), and
B =
⎡
⎢⎢⎢⎣
0
1
0
0
0
⎤
⎥⎥⎥⎦ .
The main result of the following discussion is that the resulting control system is locally exponentially stabilizable [6,9],
that is, using an aﬃne linear feedback u = F (y− y∗), the system can be forced to converge exponentially to the equilibrium
state y∗ if it starts from any initial state close enough to y∗ .
The function g is of class C∞ and the nonlinear initial value control problem can be stated as
y˙ = g(y) + Bu, with y(0) = y0.
Let y∗ denote an equilibrium point. The linearization at y∗ is given by
z˙ = Az + Bu, (6)
where z := y − y∗ , A ∈R5×5 is the Jacobian matrix from (3), and B is as above. Considering the structure of the matrix pair
(A, B), it is quite obvious that the system cannot be controllable, since the state z1 (that is, y1) satisﬁes an autonomous
differential equation on its own. Thus, it is completely decoupled from the input, and cannot be inﬂuenced by u. It turns
out, however, that the remaining components of the state vector z are controllable for generic parameter values. Indeed, the
linear system is already in Kalman decomposed form and its reachability space is {0} ×R4, in the generic case.
Proposition 4. Generically, the reachable space of (6) is {0}×R4 . Its only uncontrollable mode (in the sense of [8]) is A11 = −k1r/k2 .
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A =
⎡
⎢⎢⎢⎢⎣
a1 0 0 0 0
−a1 a2 0 a3 0
0 0 0 0 a4
0 a5 0 a3 0
0 a6 0 a7 a8
⎤
⎥⎥⎥⎥⎦ and B =
⎡
⎢⎢⎢⎣
0
1
0
0
0
⎤
⎥⎥⎥⎦ .
Then the space of reachable states [8] is given by R= im(K ) = {0} ×R4 for generic parameter values a1, . . . ,a8. Due to the
structure of A, B , we have a partition (Kalman controllability decomposition [8])
A =
[
a1 0
∗ A1
]
and B =
[
0
B1
]
,
from which it follows that a1 is an uncontrollable mode of the system, that is, rank[a1 I − A, B] < n. The matrix pair (A1, B1)
is generically controllable, and thus a1 is the only uncontrollable mode in the generic case. 
The generic rank of K equals 4, but there are certain parameter constellations such that rank(K ) < 4. For practical
purposes, such pathological cases may be disregarded, as the set of critical parameter values for ai , i = 1, . . . ,8, is a proper
algebraic variety in R8 and thus, a set of measure zero.
Theorem 2. For generic parameter values, the system (5) is locally exponentially stabilizable.
Proof. Consider the linearization (6) of (5) at an equilibrium point y∗ . Assuming generic parameter values, its only uncon-
trollable mode is A11 = − k1rk2 < 0. We may conclude that the linear system is stabilizable [8]. This means that there exists
F ∈ R1×5 such that A + BF is an asymptotically stable matrix. In fact, the pole shifting theorem [8] says that we can ﬁnd
an F such that the characteristic polynomial of A + BF equals p for any monic polynomial p of degree 5 which has A11 as
a zero, i.e., the eigenvalues of A + BF (except for A11) can be moved to any desired position in the complex plane. Let F be
such a feedback matrix, then the aﬃne linear feedback law u = F (y − y∗), applied to the nonlinear system (5), will yield
the closed loop system
y˙ = g(y) + BF (y − y∗),
which has an equilibrium at y∗ with Jacobian A + BF . Thus its solutions converge to y∗ exponentially [1], for any initial
state y0 that is close enough to y∗ . 
If u is an input function that achieves exponential convergence of the model (5), then the same u will also cause
exponential convergence of the controlled original model x˙ = f (x)+ Bu. This is due to the speciﬁc form of the reconstruction
formulas for the states xi for i = 4,6,7,9.
We note that the systems corresponding to the numerical examples in Fig. 2 may be viewed as feedback systems in the
above sense.
An open problem concerns the incorporation of negativity constraints on the input. As mentioned above, u can only
decrease the quantity y2, and therefore, it should be modeled as a non-positive input. The discussion above does not take
account of this problem. It should be noted, however, that the sign pattern of y − y∗ is known. We have yi − y∗i  0 for
i = 1,2,3,5 (this is clear when y∗i = 0, and for y3, it follows from the fact that y˙3 is always non-positive), and we have
y4 − y∗4  0. This additional information could facilitate the problem of ﬁnding a feedback matrix F with the additional
constraint that u(t) = F (y(t) − y∗) should have non-positive values for all t .
Observability of a system means that it is possible to reconstruct each state of the system from the outputs [8]. It turns
out that each state of (6) can be reconstructed from the knowledge of z3. This implies that each state of (2) can be locally
reconstructed from y3 = z3 + μ, in a neighborhood of the equilibrium y∗ . The state y3 corresponds to factor V in the
original model. The authors do not know whether this feature has a sensible physiological interpretation.
Proposition 5. The linear system (6) with output η = z3 is generically observable.
Proof. It is straightforward to check that the Kalman observability matrix
O =
⎡
⎢⎢⎢⎣
C
C A
.
.
.
C A4
⎤
⎥⎥⎥⎦
with A from above and C = [0,0,1,0,0] has generic rank 5. 
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for linear control shows that the Kalman controllability matrix at a stationary point of the full system (1) has rank 2; thus
the space of reachable states for such a setting is quite small. From this point of view, factor Xa seems to be a better target.
5. Outlook
The purpose of the present paper was to provide a qualitative analysis and to initiate controllability investigations for
a system that is derived from a proven model for plasmatic blood coagulation. In the authors’ opinion two major topics
remain: First, to introduce time scales and discuss their relevance for the system. From a mathematical perspective, this
amounts to the introduction of a parameter 
 (whose order of magnitude could be the ratio of smallest by largest reaction
rate) and to performing asymptotic analysis. The second topic involves a full investigation of nonlinear control as suggested
by Section 4. Both topics are of obvious relevance for physiological considerations, but both require quite extensive work
and nonstandard methods. We will approach these problems in future work.
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