Abstract. In this paper, some new estimates of theČebyšev functional considered in [1] are provided. Applications for quadrature formulae in approximating the Riemann-Stieltjes integral are also given.
Introduction
In [1], the author has considered the followingČebyšev's functional for the Stieltjes integral (1.1) T (f, g; u) := 1 p (t) dv (t) exists and one has the inequality
where L > 0 is the Lipschitz constant for v. This fact enables us to consider the
In [1], the author obtained the following inequality as well
and f satisfies the condition (1.2). The constant 1 2 cannot be replaced by a smaller constant in (1.6). In this paper some further results for theČebyšev functional (1.1) are obtained. Applications for quadrature rules are also emphasized.
For some recent inequalities for Stieltjes integral see [2] - [5] .
The Results
The following result holds.
and g is continuous on Proof. It is easy to see, by simple computation with the Stieltjes integral, that the following equality
holds.
Using the known inequality
and the inequality (2.2) is proved.
The following corollary may be useful in applications. Corollary 1. Let f be Lipschitzian with the constant L > 0, i.e.,
and u, g are as in Theorem 1. Then we have the inequality
The constant 1 2 cannot be replaced by a smaller constant. Proof. The inequality (2.6) follows by (2.2) for r = 1. It remains to prove only the sharpness of the constant
Then, f is Lipschitzian with the constant L = 1, g is continuous and u is of bounded variation.
If we assume that the inequality (2.6) holds with a constant C > 0, i.e.,
and since
and b a (u) = 2, then, by (2.8), we have
The following result concerning monotonic function u : [a, b] → R also holds. 
Proof. Using the known inequality (2.10)
and v is monotonic nondecreasing on [a, b] , we have, by (2.3), the following estimate:
which simply provides (2.9).
The particular case of Lipschitzian functions that is relevant for applications is embodied in the following corollary. 
The first inequality is sharp. The constant 1 2 in the second inequality cannot be replaced by a smaller constant.
Proof. The inequality (2.11) follows by (2.9) on choosing r = 1. Assume that (2.11) holds with the constants D, E > 0, i.e., |T (f, g; u)| (2.12)
Consider the functions f = g, where f : [a, b] → R, f (t) = t and u is as given by (2.7). Then, obviously, f is Lipschitzian with the constant L = 1, g is continuous and u is monotonic nondecreasing on [a, b] .
Since, we know, for these functions
and
then by (2.12) we deduce
Another natural possibility to obtain bounds for the functional T (f, g; u) , where u is Lipschitzian with the constant K > 0, is embodied in the following theorem. |T (f, g; u)| (2.13)
Proof. Using the inequality (1.5) and the identity (2.3), we have successively
and the first inequality in (2.13) is proved.
Since
then by (2.14) we deduce the first part in the second inequality in (2.13).
By Hölder's integral inequality we have
Using (2.14), we deduce the second part of the second inequality in (2.13).
Finally, since
we deduce
and the theorem is completely proved.
Corollary 3.
If f is Lipschitzian with the constant L and g and u are as in Theorem 3, then we have the inequalities:
The first inequality in (2.15) is sharp.
The constants Proof. The inequality (2.15) follows obviously from (2.13) on choosing r = 1. Now, assume that the following inequalities hold
Consider the functions f, g, u : We obviously have
Consequently, by (2.16), one has
From the first inequality we obtain C ≥ 1. Also, we get D ≥ I n : a = x 0 < x 1 < · · · < x n−1 < x n = b.
Denote v (I n ) := max {h i |i = 0, . . . , n − 1} where h i := x i+1 − x i , i = 0, . . . , n − 1. Consider now the quadrature rule f (t) g (t) du (t) = S n (f, g; u, I n ) + R n (f, g; u, I n ) , where the quadrature S n (f, g; u, I n ) is as defined in (3.2) and the remainder R n (f, g; u, I n ) satisfies the estimate 
