Many datasets are collected from multiple environments (e.g. different labs, perturbations, etc.), and it is often advantageous to learn models and relations that are invariant across environments. Invariance can improve robustness to unknown confounders and improve generalization to new domains. We develop a novel framework-KL regression-to reliably estimate regression coefficients in a challenging multi-environment setting, where latent confounders affect the data from each environment. KL regression is based on a new objective of simultaneously minimizing the KLdivergence between a parametric model and the observed data from each environment. We prove that KL regression recovers the true invariant factors under a flexible confounding setup. Moreover, it is computationally efficient as we derive an analytic solution for its global optimum. In systematic experiments, we validate the improved performance of KL regression compared to commonly used approaches.
Introduction
Drawing conclusions by analyzing data from a single source carries serious challenges. For example, if a gene expression-phenotype correlation is found to be statistically significant in one lab, does it imply that we will be able to replicate it in other settings? It is possible that a some shared latent characteristic between the samples explains such correlation, rather than a true biological connection between the gene and the disease. Confounding is a pervasive problem, where unobserved variables that change across environments invalidate any result made on a single dataset (Zou et al., 2014) . Leveraging multiple data sources-also called environments-can help to identify the relationship between variables that are common across diverse settings and hence are more likely to be unconfounded true relations (Ben-David et al., 2010) . However, how best to integrate multiple environments and when would it work are very much open areas of research. This question has recently gained a lot of interest in the machine learning community due to its connections to causal inference and robustness to domain shift (Imbens & Rubin, 2015; Kouw et al., 2016; Ben-David et al., 2010) . Environments can correspond to different batches, labs where the experiment is done, perturbations, etc. The common approach is to first fit a regression model on each environment separately to obtain the environment specific parameters β e . Then some meta-analysis can be performed to aggregate the different β e 's-a simple but very popular approach is to just average the β e 's across environments. In the presence of unknown confounders, however, such two-stage meta-analysis can often produce erroneous results. Other models introduce the environment as part of the model, and fit all the data where the heterogeneity across environments is captured by methods such as mixed-effects models (Pinheiro & Bates, 2000) , time varying coefficients (Hastie & Tibshirani, 1993; Fan et al., 1999) , etc. However, these models assume a structured transformation across environments, and cannot capture a potential radical change in the covariate structure from one environment to another. Another approach is to focus on the invariant element of the model that we want to identify, and look for such invariant signal across environments (Peters et al., 2016) ; using this approach one can test a hypothesis of whether any given covariate is invariantly related to the response.
Our contributions. We present a novel method for identifying invariant factors across multiple environments based on the Kullback-Leibler divergence, that we call KL regression. Unlike many commonly used approaches to correct for unknown confounder, KL-regression has strong mathematical guarantees and provably recovers the true invariant factors in a flexible setting. Moreover, it is computationally efficient, as we derive an analytic solution for the global optimum of KL-regression. We demonstrate its improved performance compared to standard approaches in extensive experiments. We begin in Section 2 by providing a generic recipe for understanding KL regression, presenting the re-arXiv:2002.08341v1 [stat.ME] 19 Feb 2020 quired different parametrization steps, and illustrate it with the concrete example of multivariate Gaussian environments. In Section 3, we tackle the problem of linear regression estimation with confounding due to latent variables by applying KL regression. For that framework based on linear Structural Equation Models, we obtain an estimator of the true causal effect under mild assumptions about the environment generating mechanism. We thoroughly validate the theoretical results in Section 4 on synthetic data and compare our method to other commonly used techniques.
Related works
In causal inference, the potential outcomes framework quantifies the effect of a treatment on some outcome variable (Rubin, 1974; Holland, 1986 ), but only more recent works have provided answers to whether any particular conclusion can be extended to other populations (Tipton, 2014; Kern et al., 2016) . A new approach to solve this question has emerged based on the idea that true causal mechanisms are invariant across different experimental settings (Peters et al., 2016; Bühlmann, 2018) . Based on samples collected from different "environments", it is possible to identify covariates whose effect on the response variable is universal. This notion of invariance can be used beyond multiple hypothesis testing: predictors trained on multiple environments, extending the usual empirical risk minimization approach, can have a robust behavior (Arjovsky et al., 2019) . This multiple environment framework is closer to another popular line of work in causal inference which uses Bayesian networks to represent causal models (Spirtes et al., 2000; Pearl, 1995) . Solving this problem with purely observational data is not possible, and a large number of methods rely on experimental or interventional data that allow to recover the desired structure. Pearl's dointervention calculus (Judea, 2000) assumes that different data sources are generated through a change in the structure of the arrows between the covariates, and in some settings the causal graph can be recovered (Hyttinen et al., 2012; Eberhardt et al., 2010) . However, this requires detailed knowledge on the perturbations across data sources. On the other hand, under a more limited knowledge of the mechanism that generates different data sources, the different distributions can be modeled with "uncertain" interventions (Eaton & Murphy, 2007; Eberhardt et al., 2010; Korb et al., 2004; Tian & Pearl, 2013) , for which we do not have a clear knowledge. Unfortunately, recovering the true causal effect usually requires specific assumptions on the set of such "uncertain" interventions, which is often not available.
Distribution Regression Through
Kullback-Leibler Divergence
The goal of KL regression is to leverage the heterogeneous information obtained from different data sources to extract a shared underlying invariant structure of the observed ran-dom variables. We first present the general outline of the method, and then derive an explicit example based on a multivariate Gaussian model. KL regression is useful for analyzing data from multiple environments. The analysis of one single environment may provide the kind of information we are interested in. However, any inference based on such analysis may not be transportable to other environments, as we may be capturing some idiosyncratic behavior. Leveraging information from different sources may therefore unlock the invariant truth that, although may not optimally capture some information available in any given environment, is the best at explaining the full available data as a whole. There are simple settings in which such phenomenon arises. In a linear model, we want to determine whether the i-th regression coefficient is non-zero, indicating an association between the i-th covariate and the response. Assume for now that we have enough data to perfectly estimate the distribution for every environment. Unfortunately, one may get a different answer to this question across environments, so that the i-th regression coefficient may be non-zero only in a subgroup of environments, where in fact one would expect to find some underlying truth that is universally shared. We want to identify which covariates are truly related to the response, regardless of the environment.
Confounding can produce such discrepancy across environments. For example, consider a linear model with a hidden variable that is simultaneously correlated with the covariates and the response. Such latent variable introduces confounding in the regression coefficient. In such model, there is still a true underlying coefficient β * relating the covariates to the response, but we observe a perturbed version of it. Our goal is to recover such β * , as we assume that the data sources differ through the mechanisms that generate the covariates but the relationship between response and the covariates (i.e., β * ) remains constant across environments.
General Framework of KL regression
KL regression provides a way of finding such invariant truth, and we present it through an analogy with usual linear regression. We observe data from E ≥ 1 different environments, which are characterized by their underlying respective distributions π e over R D × R that generate n e ≥ 1 i.i.d. samples. X e ∈ R D are D-dimensional covariates and Y e ∈ R is the real-valued response for environment e ∈ [E] := {1, . . . , E}. We assume that π e belongs to a (parametric) model of distributions that we denote P model (for example, multivariate Gaussian distributions). So far, we do not make any assumption about the mechanism that generates such π e . KL regression is a procedure to estimate some parameter, just as linear regression estimates some vector based on least squares minimization and data samples. In the remainder of this section, we use linear regression as a reference point for introducing the framework of KL regression in more detail. In Section 3, we will present a model for the data generation (i.e. how π e are generated) that will show the correctness of KL regression. This is analogous to showing that an estimator based on least squares minimization provably recovers the underlying truth of a model whenever the data is actually sampled from a Gaussian linear model.
In linear regression, one individual sample consists of covariates X = (X d ) 1≤d≤D and a response Y . The internal relationship between those is modeled through a regression function which is a linear combination
for some estimated regression coefficientβ ∈ R D , and we chooseβ so that we minimize the discrepancy betweenŶ and the response Y in the sample (usually by minimizing sum of squares). Linear regression tries to capture an underlying structure of each sample via the estimated coefficient β (that is, the linear relationship between the covariates and the response), and requires multiple observations sharing this common structure to output a good estimate.
KL regression takes a step back and considers each of the environments in the set P E := {π e } 1≤e≤E ⊂ P model as a "meta-sample". We then define a parametric model to represent the internal structure of such individual elements π e (the equivalent of equation (1)). We call distribution regression function a mapping Π, from P model ×Θ for some parameter space Θ ∈ R q to the set P all := P(R D × R) of all distributions over R D × R, by:
The parameter θ will reflect a shared intrinsic quantity of the distributions in P E , and will be the target object to estimate (the equivalent of the regression coefficient β). In particular, for a given estimateθ that we compute based on data, for π e ∈ P E , we denote byπ e =π e (θ) := Π(π e ,θ) (equivalent ofŶ ). Following the analogy with linear regression, for a sample (X, Y ) and a parameter β, the regression function is Π (X, Y ), β = X, β T X .
Finally, we use some measure of dissimilarity between probability distributions ρ : P all × P all → R + such that ρ(π, π ) = 0 if and only if π = π (the equivalent of the squared difference in linear regression). KL regression (as we will use Kullback-Leibler divergence as our choice of ρ) then solves the following minimization problem:θ
ρ(π e ,π e (θ))
Linear regression in turn is characterized by
Now the question is to analyze what is actually estimated through the (2) objective. This is where we need to take into account the data-generating model. In particular, we expect that θ is estimating some value θ * that is constant across the environments, which is the invariant object of interest. We will therefore need to adapt the parametrization in θ of the distribution regression function to the model we consider for how (π e ) e are generated.
A Concrete Example Based on Multivariate Gaussian Distributions
We present here a tractable case of KL regression where the observed environment distributions π e are centered multivariate Gaussians. We use the Kullback-Leibler divergence (Kullback & Leibler, 1951) as a measure of discrepancy between distributions so that we have a closed-form expression for the optimization objective. As an aside, the method that we now present only requires knowledge of the covariance structure of the random variables, and thus can potentially be used in more general settings. π e is fully characterized by the population covariance matrix. That is,
with Σ e,X ∈ R d×d , and Σ e,XY ∈ R d×1 . From now on we drop the 0 denoting the mean of the centered multivariate Gaussian. We reformulate this parametrization of π e through the regression coefficient given by β e = Σ −1 e,XX Σ e,XY ∈ R d . This vector is usually estimated by least squares on one single environment. We can rewrite π e using the residual variance
Σ e,X Σ e,X β e β T e Σ e,X σ 2 e + β T e Σ e,X β e An individual "meta-sample" π e in this KL regression framework is then fully characterized by the tuple (β e , Σ e,X , σ 2 e ): this defines a parametric model for P model ⊃ P E , and we now define the distribution regression function for this model, where we ignore the information in β e : Π :
Here we take as regressors the pair (Σ e,X , σ 2 e ), and we let the regression coefficient vary, that we denote by θ. That is, a environment distribution satisfies: π e = Π (Σ e,X , σ 2 e ), β e and we approximate such environment distribution througĥ π e (θ) = Π (Σ e,X , σ 2 e ), θ . We then define the discrepancy ρ between our regression function and the observed environment distribution π e by: KL Π (Σ e,X , σ 2 e ), θ π e = KL π e (θ)||π e
In conclusion, instead of minimizing the residual sum of squares as in linear regression, KL regression minimizes the sum of KL-divergence gaps between the observed sample distributions π e and their parametric approximationsπ e (θ). The parameter to optimize over is now θ ∈ R d , problem (2) becomes:
This optimization problem in θ has a closed-form solution:
Proposition 2.1. The solution to the minimization problem (5) has a closed-form solution given by:
In practice, the elements of the triplet (β e , Σ e,X , σ 2 e ) are estimated based on i.i.d. samples from π e : i.e. our samples for KL regression are given by the estimatesΣ joint e of Σ joint e (cf. equation (3)) and the subsequent transformations into (β e ,Σ e,X ,σ 2 e ). That is, the actual estimatorθ is given by:
For this example,θ is a re-weighted average of the environment-wise regression coefficients β e . By minimizing over θ the sum of the KL-divergence discrepancies, we implicitly assume that there is a true coefficient θ * that defines for each environment e a distribution π * e := π (Σ e,X , σ 2 e ), θ * , and that the observed environment distribution π e are just "unstructured" perturbations of such π * e , where by unstructured we mean that there is no relationship between the regressors (i.e. (Σ e,X , σ 2 e )) and the perturbation of the coefficient β e with respect to θ * : this leads to this re-weighting formulation. This is where the data-generating model plays a crucial role. In some settings the confounding bias in β e may well be related to the regessors, hence one needs to account for this in the KL regression, as the previous optimization in θ would fail in recovering the underlying ground truth.
Removing Confounding in Linear Structural Equation Models
We now demonstrate in this section that under a flexible model of confounding, KL regression recovers the exact ground truth. A common framework to represent spurious effects is via the existence of latent variables that introduce a confounding effect on the observed data: we provide here a popular model where such problem occurs, and where the true invariant object of interest is clearly identified. KL regression leverages the information from different data sources to recover the invariant relations.
Generating Multiple Environments via Linear Structural Equation Models
We consider the case where the data from each environment follows a linear Structural Equation Model (SEM) (Kaplan, 2008; Bollen, 1989) , which defines a distribution π SEM over the observed covariates X ∈ R d , the hidden covariates H ∈ R p and the observed response Y ∈ R as a solution to the system of equations:
where the coefficients are given by the matrices
is a random variable with second moments and we assume its three components are pairwise independent random vectors. We can write this model in a matrix form
square matrix that parametrizes the structural equations between our variables, and (Σ X , Σ Y , Σ H ) are the covariance matrices characterizing : these four matrices characterize π SEM . This model is very general, as it allows for loops in the graph that defines the connectivity between the covariates (unlike distributions represented through Directed Acyclic Graphs (DAG) that do not allow for feedback loops between variables, and are a subset of this model). In particular, whenever (I − B) is invertible, the solution π SEM to the system is characterized by B and the distribution of through
where we denote by D(U ) the distribution of the random variable U . The structure of the model is encoded via a graphical model in Figure 1 . Our objective is to identify the parameter β * that captures the true causal dependence between the observed covariates and the response. We are therefore not interested in recovering the full structure of the SEM between the covariates, and given that KL regression does not require a precise knowledge of such structure we entirely bypass the estimation of the connectivity matrix B XX . Our central assumption about how different environments are generated is that "uncertain" interventions on the covariates X generate the different environments. That is, we assume that an intervention modifies the structural equations related to X by changing the distribution of X . Crucially, we do not allow modification of the mechanism that generates the response, following the main assumption in invariant causal prediction (Peters et al., 2016) . In addition to β * , η 0 , D( Y ) being constant across environments, we make the reasonable assumption that the latent elements of the model are also invariant across environments. Considering for simplicity that H = H (which otherwise would not be identifiable), we get that B XH , η 0 , D( H ) do not change across environments. One case justifying such assumption is when considering that different environments originate from interventions, where we assume that these interventions are only possible in the observed data and not in the latent variables. As an example, new environments can arise from random shifts in the covariates X, and following (Rothenhäusler et al., 2015) we can write:
where v e = (v e,X , 0, 0) is a centered random variable in R d+p+1 where only the first d coordinates are non-zero. The restriction of the structural equations in this way helps preserve the identifiability of β * if we have access to sufficiently diverse environments. Following the notation for the covariance matrix of the observed variables in equation (3), we characterize the regression coefficient at the population level in any given environment.
Proposition 3.1. Let π e be the distribution of (X e , Y e ), the data from the e-th environment. We have that:
In particular, Σ e,X depends on the environment e through Σ e, X , and (β * , η * ) do not depend on the environment.
We prove this result in Appendix A.1. Given data from the e-th environment, the least squares estimatorβ e estimates the population regression coefficient given by β e := Σ −1 e,X Σ e,XY = β * + Σ −1 e,X η * . The confounding due to the additional term Σ −1 e,X η * implies that, based on purely observational data without additional assumptions, it would not be possible to recover the true β * . With multiple environments, we can leverage the structure of the confounding bias in terms of the covariate covariance to run KL regression. In fact, it is through this dependence between the observable quantities of an environment (such as the covariate covariance matrix) and the object of interest (the-possibly confounded-regression coefficient) that KL regression is able to recover the invariant quantity.
KL Distribution Regression Removes Confounding
Distribution regression with Kullback-Leibler divergence only requires knowledge of the covariance matrices even as we model the environments through multivariate Gaussians: indeed such restriction on the family of distributions is only used to have a closed form expression for the KL divergence. Therefore our procedure actually works on any SEM whose variables have finite second moments. Whenever our environment distributions π e come from a latent variable model as in the previous section, minimizing the parameter θ in the mapping π (Σ e,X , σ 2 e ), θ in (4) that defines our regression function over probability distributions does not yield the desired result. However, as we saw in Proposition 3.1, the expression of the confounded linear regression coefficient β e in environment e can be decomposed into two terms β e = β * + Σ −1 e,X η * , where η * no longer depends on e. As such, we can modify the loss in (5) by expressing θ = β + Σ −1 e,X η, and then minimize the reformulated loss L(β, η) over (β, η):
KL π (Σ e,X , σ 2 e ), (β + Σ −1 e,X η) π e
We denote byβ KL the solution to the above optimization, which is a non-random vector. Randomness occurs whenever the environment covariances are estimated by i.i.d. samples. We assume that the covariance matrices Σ e,X are full rank. We provide a proof in Appendix A.2. The conditions for this proposition are mild: instead of requiring assumptions on what specific types of intervention are needed to guarantee identifiability of β * (Hyttinen et al., 2012; Eberhardt et al., 2010) , we just require S β to be invertible. As soon as this condition is satisfied the following result guarantees that β * is recovered if the model for the SEM is correct. Proposition 3.3. Assuming that our environment distributions π e follow the SEM model above, then at the population level (i.e. assuming we can perfectly estimate the joint covariance under π e ) we have that our estimatorβ KL = β * .
We provide a proof in Appendix A.3. Under which conditions is the matrix S β invertible? In particular, if only one environment is available then S β is not invertible: we can not make any statement based on purely observational data. However, unlike usual (unpenalized) linear regression which requires as many data points as covariates to produce a least squares estimate, KL regression can output β KL based on only two different environments under some conditions. We now reformulate a result from (Bhagwat & Subramanian, 1978) under our framework, which we prove in Appendix A.4 for completeness. Proposition 3.4 ( (Bhagwat & Subramanian, 1978) ). Assume there exists e * ∈ [E] such that the following matrix is invertible
Then S β is invertible.
For two environments, this condition is easily satisfied. Assume for simplicity that the residual variances are equal to 1, if Σ −1 2,X Σ 1,X − I d is invertible then S β is invertible. Also, simulations show that whenever the environments are more heterogeneous, KL regression performs better. Again, all the quantities that defineβ KL are estimated from the empirical covariancesΣ joint e : letβ KL the plug-in estimator ofβ KL where we replace the environment population covariances (and derived quantities) by their empirical coun- where analogouslyŜ β is the empirical version of S β . Empirically, we will see in the experiments that increasing the number of samples in the environments provides better results in the sense thatβ KL will be closer toβ KL , which equals β * under the correct model. We can provide a distributional result: assuming that we have access to the true residual covariances σ e , conditioned on the sample covariates (i.e. as in fixed design linear regression), the KL regression estimatorβ KL satisfies the following proposition.
Proposition 3.5. We have that
1 ne A e , for some symmetric matrices A e that depend only on the empirical covariance matrices. In the case where all environments have the same sample size (i.e. n e = n for all e), then we have
We prove this proposition in Appendix A.5. In conclusion, if all environments have the same number of samples n, the plug-in estimatorβ KL converges toβ KL in 1/ √ n. Also, whenever S β is ill-conditioned, the variance of the estimator β KL will be large. In general, we do not have access to the true residual variances σ e , and the distribution is no longer Gaussian. We leave this extension to future work.
Experiments

Validating the Theory on Synthetic Data
Due to the lack of ground truth of the causal structure in most real datasets, the standard practice in this literature is to use synthetic data to evaluate the methods. We generate samples from different environments where the distribution of is multivariate Gaussian, and for each environment we generate the same number of samples. Crucially when generating environment data, the only varying parameter is the distribution of X across environments. Given that these are centered multivariate Gaussians, the varying parameter across environments is the covariance matrix Σ e, X . For any given method, we measure its performance by comparing the squared loss error between the output estimatorβ and the ground truth β * , which is a sparse vector. We study the performance across a large range of sample sizes in our simulations-ranging from 100 to 50,000. We repeat each simulation 100 times to provide standard errors of the outputs. The four methods we compare are:
• KL regression. We use our method to obtain the KL regression estimator denoted in this section byβ KLreg . Our method (KL regression) achieves perfect recovery with enough sample size, and also benefits from a large number of environments.
• Averaging the regression coefficients. For each environment e ∈ [E], compute the least squares estimatorβ e , and then take the average over environments: β avg = 1 E eβ e . • Appending environments with categorical variable.
Samples from each environment are stacked together and an additional covariate indicating environment membership is added to the covariate matrix. A least squares estimateβ cat is obtained from the stacked data, and we drop the coefficient related to the environment membership. • ComBat (Johnson et al., 2007) . We use a popular empirical Bayes method for removing batch effects where we consider each environment corresponds to a batch of data, and obtain an estimateβ combat . Unfortunately, this method does not guarantee that after transforming the data one can recover the ground truth.
General performance with varying covariate dimensions, number of environments. We report in Figure 2 a first comparison of the four methods, for different dimensions of the covariate set (20 and 200) and different number of environments (3, 8 and 20 environments). The results are conclusive: KL regression generally outperforms the other methods for a large enough number of samples, and is the only method to asymptotically reach zero loss. A larger number of environments is particularly helpful for our method for small sample sizes.
KL regression performs well even with strong confounding. The latent variables in our model affect both the regression coefficient and the covariance structure of the covariates, by adding a rank p perturbation to the covariance of Σ e, X as shown in Proposition 3.1, where p is the dimension of the latent space. Figure 3 shows how the performance of all methods degrade as the effect of the confounding increases. Notably, in accordance to the theory, KL regression is always able to recover the ground truth, provided the environment-wise empirical covariance matrices accurately estimate the population covariances, hence whenever the number of samples is large enough. Several choices are available to tune the strength of the confounding. Here we increase the dimension p of the latent space, so that the relative weight of the contribution of the latent variables to Σ e,X increases.
KL regression estimates improve with diverse environments. As hinted in Proposition 3.4, having diverse covariance matrices Σ e,X implies that S β is likely to be invertible and well-conditioned, leading to a better estimateβ KLreg . Following Proposition 3.1, the dependence of the covariate covariance Σ e,X on the environment is through Σ e, X . We fix the number of environments (8) and the dimension of the covariate space (20). We define a diversity index in [0, 1] where 0 indicates that all matrices Σ e, X are identical, and for 1 all matrices are randomly sampled independently (we provide further details in the Appendix B). We report in Figure 4 the results of simulations: all methods improve with the diversity of the environments, but KL regression is particularly sensitive to such diversity.
Splitting the data from one environment to increase the number of environments does not help KL regression. Artificially creating new environments by randomly splitting the data of one given environment does not help our method. We show in Figure 5 in the appendix that it actually decreases its performance. The key element in KL regression, mirroring the previous simulation, is that environments must be substantially different. Splitting not only creates similar environments, but degrades the performance as a result of a worse empirical covariance estimate of the newly split environments. This effect is somewhat mitigated when the number of environments is large. Robustness of KL regression to model mismatch. The assumptions required for KL regression to work may not hold. If other elements of the SEM model change across environments, then we are not guaranteed to recover the true coefficient β * . We run a simulation where we perturb the connectivity matrix B XX of the covariates and observe how the performance of our method degrades. KL regression is quite robust to even a substantial amount of model mismatch and remains better than the other methods. We report the results in Figure 6 in the appendix.
Real-World Data Experiment: Flow Cytometry
We use data published in (Sachs et al., 2005) , which contains molecule measurements of a signaling pathway in human immune system cells. The presence/absence of some molecule may activate/inhibit the production of another molecule: the goal is to understand how these different bi-ological entities relate between them and derive a causal structure of the global molecule generating system. Perturbations of these cells via molecular interventions generate multiple environments, so that we can apply different analysis methods and contrast them to a ground truth based on expert knowledge. We run our methods by considering each molecule as our response variable: the structure of the signaling pathway is such that it is highly likely that there is a model mismatch as our setting does not allow feedback loops from the response. Compared to experimental validated relations, KL regression has substantially lower false discovery rate (0.35 vs. 0.45 for ComBat, which is the best among the alternatives). KL regression is also a bit more conservative, with a recall of 0.29 compared to 0.32 for ComBat.
Discussion
In this paper, we propose Kullback-Leibler regression, a regression method in the space of probability distributions that leverages the information obtained from different data sources to retrieve a shared invariant characteristic of the datasets. We provide a general framework on how to construct a regression mechanism where data points correspond to probability distributions, and then show its usefulness in tackling a problem where the ground truth is not accessible through a single data source: estimating a regression coefficient under confounding. When several data sources are available, under mild assumptions about how they differ between them, our algorithm provably recovers the true unconfounded vector. We provide a detailed mathematical foundation for KL regression, as well as extensive validation on synthetic data. Additional analysis in larger scale real world datasets and developing its connections to causal inference, distributional robustness and sensitivity analysis is an important direction of future work. Another interesting direction of future work would be to extend KL regression to nonlinear models and other Machine Learning tasks.
A. Proofs
A.1. Proof of Proposition 3.1
Proof. We prove here Proposition 3.1. We want to compute
We have that:
We then have the following expressions for the covariance of X e and (X e , Y e ) by taking the p+1 principal sub-matrix of (I
where C := (I − B XX ) −1 . Therefore we get that
where η * = CB XH Σ H η 0 does not depend on the environment.
A.2. Proof of Proposition 3.2
Proof. We prove here Proposition 3.2. We drop the subscript X from the covariance matrix Σ e,X for notation simplicity. We assume that the population covariance matrices Σ e are positive definite, for all the environments. Consider the KL regression loss based on KL-divergence, and our choice of parametrizing the joint distribution π (Σ, σ 2 ), θ) with θ = β + Σ −1 e η. Given E samples corresponding to different environments, we get:
where we used Lemma A.1 to obtain a closed form analytic expression for the KL-divergence between two multivariate centered Gaussian distributions. Therefore our estimates (β KL ,η) are the solutions to the minimization problem
Given that the problem is convex in both arguments, we compute the gradients of the loss in order to find a minimizer. 1 σ 2 e β Therefore setting these derivatives to 0 we get that: Proof. We prove here Proposition 3.5. Again, we drop the subscript X from the covariance matrix Σ e,X for notation simplicity. Let the following matrices in R dE×d :
for some symmetric matrix A e . Now, if all the environments have the same sample size, n e = n, then We prove here the lemma that gives a closed form formula for the KL-divergence between two multivariate Gaussians, parametrized by our triplet (Σ e , β e , σ 2 e ). We drop the subscript X from the covariance matrix Σ e,X for notation simplicity.
Denote by π i the joint distribution of (X i , Y i ), we have the following identity:
KL(π 1 π 2 ) =KL N (0, Σ 1 ) N (0, Σ 2 ) + KL(N (0, σ 2 1 ) N (0, σ 2 2 ) + 1 2 (β 1 − β 2 ) T Σ 1 (β 1 − β 2 ) σ 2 Figure 5 . Splitting the environments hurts KL regression. Generating new environments by splitting the data from the initial environments does not add extra information, and thus the advantageous effect of increasing the number of environments on the KL regression no longer exists. Environments actually need to be different one from another to bring an improvement.
Proof. The distribution π i is a centered multivariate Gaussian distribution characterized by the full covariance matrix Σ f i :
We have in particular the following identities:
Therefore the KL-divergence is given by:
KL(π 1 π 2 ) = 1 2 log det(Σ f 2 ) − log det(Σ f 1 ) − (d + 1) + T r (Σ f 2 ) −1 Σ f 1 = 1 2 log det(Σ 2 ) − log det(Σ 1 ) + log(σ 2 2 ) − log(σ 2 1 ) − d − 1+
T r(Σ −1 2 Σ 1 ) + σ 2 1 σ 2 2 + (β 1 − β 2 ) T Σ 1 (β 1 − β 2 ) σ 2 2 = KL N (0, Σ 1 ) N (0, Σ 2 ) + KL(N (0, σ 2 1 ) N (0, σ 2 2 ) + 1 2 (β 1 − β 2 ) T Σ 1 (β 1 − β 2 ) σ 2 2 Hence the result.
B. Supplement on Simulations
Splitting the data from one environment to increase the number of environments does not help KL regression.
We generate different simulations based on number of splits across columns (no split, split into 2 and split into 4 across columns) and for two different number of environments across rows (8 environments for upper row, 20 for bottom). The dimension of the covariate set is 20. We report the results in Figure 5 . As we move left to right, the performance of KL regression worsens, although the amount of information provided by the samples is the same. The newly generated environments through splits only make the covariance estimation noisier, and do not provide extra information.
Robustness of KL regression to model mismatch. Similarly to the experiment where we analyze the effect of the diversity in the environment distributions, we add a perturbation to the connectivity matrix B XX of the covariates in each environment, and analyze the decrease in performance of the different methods. We report the results of Figure 6 . Changing the connectivity matrix across environments breaks the KL regression guarantees. In a setting where KL regression achieves almost 0 MSE, we progressively perturb the connectivity matrix BXX environment-wise. KL regression performance degrades, although surprisingly it remains somewhat robust.
the simulation in Figure 6 in the appendix. Unsurprisingly, KL regression worsens substantially: starting from a setting with enough samples and a large number of environments, KL regression quickly loses its significant edge versus the competing methods. However, it surprisingly still outperforms the other methods in most cases. Although the results of the simulation may seem noisy, there is actually no linear dependency between the mismatch and the decrease in performance. Repeated simulations showed that, after a sharp increase in MSE after adding some mismatch, the performance of these methods does not keep worsening, and that is the case for KL regression in particular.
