With the large volume of electronic portal images acquired and stringent time constraints, it is no longer feasible to follow the convention whereby the radiation oncologist reviews and approves or rejects all portals. For that purpose we have developed a portal image classifier based on the fuzzy k-nearest neighbour (k-NN) algorithm. Each portal image is represented by a feature vector that consists of translational and rotational errors in the placement of radiation field borders that were measured in the portal image. Memberships in the acceptable portal class for the reference portal images within a training dataset were defined by a radiation oncologist expert. The fuzzy k-NN portal image classifier was trained and tested on a dataset of 328 portal images acquired during tangential irradiations of the breast. The memberships in the acceptable portal class produced by the fuzzy k-NN algorithm agreed very well with those defined by the expert. The linear correlation coefficient was equal to 0.89. Performance of the fuzzy k-NN classifier was also evaluated from the portal decision-making point of view using the measures of accuracy, sensitivity and specificity. The fuzzy k-NN portal classifier was capable of identifying almost all the truly unacceptable portals with an acceptably low false alarm rate.
Introduction
In radiation therapy, success in achieving a planned dose distribution in practice generally depends on the geometric accuracy with which treatments are delivered. Deviations in patient position with respect to the beam, referred to as field placement errors (FPEs), may result in under-irradiation and relapse of the tumour, and morbidity of the surrounding healthy tissues. In order to improve the geometric accuracy of treatment delivery, the position of the patient in relation to the beam can be verified during treatment using on-line (electronic) portal imaging. A number of electronic portal imaging devices (EPIDs) have been developed for that purpose (Boyer et al 1992) and a few studies on clinical implementation of on-line portal verification have been carried out. For example, Gildersleve et al (1994) used a semi-quantitative method for on-line measurement of FPEs. Decisions on positional changes to the treatment set-up were based on comparison of the measured errors with an arbitrarily set threshold. More recently, Van de Steene et al (1998) reported on a similar work, where a more quantitative method was employed for the measurement of FPEs and remote couch movement was used for set-up corrections. Despite these and other advances, routine clinical use of EPIDs for on-line verification of treatment set-ups is still generally scarce and limited to visual and qualitative techniques such as the ones described by De Neve et al (1992) .
There have been two major obstacles on the way to utilizing on-line portal imaging to its full potential, i.e. ensuring that the geometric accuracy of treatments is improved and the delivered dose distribution more closely matches the planned one. The first obstacle has been the shortage of fast and reliable methods for quantitative measurement of field placement errors. In our previous study (Bissett et al 1995) , involving an off-line analysis of recorded on-line portal images, we have shown that only major and obvious field placement errors can be detected on-line using the visual comparison approach. Because of the absolute requirements for speed and objectivity, the procedures for FPE measurement must be fully automated with the human observer playing only the supervisory role. Some success in development of automated FPE measurement techniques has been reported (Gilhuijs et al 1995 , Leszczynski et al 1998 but so far only for a limited selection of treatment sites-mainly the pelvis. Much additional effort will have to be devoted to development of techniques that would reliably measure FPEs from electronic portal images of other treatment sites. In the present study we have used a novel method for automated measurement of field placement errors in tangential breast irradiations, which will be described in the sections below.
The second major obstacle in utilization of EPIDs for full clinical benefit is the lack of clinically justifiable procedures for making decisions on treatment set-up acceptability. Since it would be neither practical nor necessary to correct for the FPEs in all cases, each time a portal image representing a particular treatment set-up is acquired and the FPEs are evaluated, a decision has to be made as to whether or not a correction to the set-up should be performed. Traditionally this decision is reserved for the radiation oncologist in charge of a particular patient, but in the situation where virtually all treatments are monitored with on-line portal imaging, it is no longer feasible to maintain this scheme. One alternative would be to delegate making this decision to the radiation therapists operating the treatment unit. However, since making the portal verification decision generally falls outside the scope of training and responsibility of the radiation therapist, and poor agreement between radiation oncologists and therapists in evaluation of portal images has been observed previously (Bissett et al 1995) , this solution may not be satisfactory. Furthermore, the stringent time constraints for arriving at the decision on-line, during the treatment, point to another alternative, namely employing an algorithmic approach, as being preferable.
One of the simplest algorithmic approaches to portal verification decision-making is based on the comparison of the measured FPEs with some predefined tolerance, which if exceeded indicates the necessity for a set-up correction. Apart from the difficulty of establishing a numerical value for a clinically justifiable tolerance, it is also clear that a single tolerance value would not be appropriate to use for all types of FPEs and all clinical situations (Mitine et al 1993) . Most of the algorithmic approaches to portal verification decision-making developed to date (Bijhold et al 1992 , Denham et al 1993 are based on statistical analysis of the measured field placement errors. The statistical analysis is used to estimate the systematic and random components of FPEs by calculating the mean and standard deviation from an FPE sample. A decision to intervene and adjust the patient set-up is made when there is a strong evidence for the existence of significant systematic errors (represented by the mean). A set-up correction is meant to eliminate only the systematic FPE component. The various proposed statistical decision-making algorithms differ in the methods of selection of the FPE sample and in the values for the decision thresholds selected at different confidence levels. The main limitations of these statistical methods is that they do not consider the clinical significance of different field placement errors. Also, if the sample FPEs are large but point in opposing directions they will not trigger a corrective action, as their average, which is compared against the action threshold, will be small. Therefore, it is possible that some treatment fractions with large and clinically significant FPEs would be considered acceptable according to the statistical approach. Finally, action level values, which lie at the heart of the statistical portal verification, are most often set assuming that the distribution of FPEs is Gaussian and stationary, which in practice may not be justified. Significant time trends in set-up errors, contradicting the stationarity assumption, have been reported (El-Gayed et al 1993) and ad hoc algorithms, employing repeated sampling of FPEs at regular intervals, have been proposed to address this problem (Bel et al 1996) . Yan et al (1995) proposed a statistical decision-making model that takes into account possible time drifts in the treatment set-up and uses the concept of 'allowance region', which represents the degree of acceptable variation in the radiation field placement with respect to the clinical target volume and 'organs at risk'. However, in their study, only arbitrarily set uniform margins were used to define the allowance regions and clinically justifiable and practical methods for deriving those would still need to be developed in order to make the procedure useful.
As an alternative, we propose an artificial intelligence-based approach to the portal verification decision-making problem. Artificial intelligence techniques are more suitable than others for including the factors related to the clinical relevance in the decision-making process as they are based on the experience, knowledge and skills of the radiation oncologist. These characteristics may make the artificial intelligence approach more readily acceptable in clinical practice.
Materials and methods
Within the framework of artificial intelligence, making decisions in portal verification can be described as a pattern classification problem (Duda and Hart 1973, pp 2-5) . A pattern classifier assigns input data objects (in our case treatment set-ups represented by their corresponding portal images) to one of a number of available categories. In portal verification there are two categories, corresponding to acceptable and unacceptable treatment set-ups. Data objects are represented by n-dimensional feature vectors that consist of n parameters presumed to be relevant to the classification. In the following subsections we will describe the details of an implementation of this general pattern classification model in portal verification.
Input feature vector-measurement of field placement errors
An important aspect of designing an automated pattern classifier is the selection of an appropriate set of features to represent data objects. In the application to on-line portal verification, it is necessary that features can be automatically extracted (measured) or are known before or at the beginning of a treatment. Numerical values for translational and rotational errors in radiation field placement are the most immediate candidates to be included in the feature vector. The clinical importance of a field placement error depends strongly on where along the field border this error has occurred. For example, in tangential breast irradiations a moderate error in the placement of the anterior field border (see figure 1) would not be clinically significant as it would affect only the amount of air in the field. On the other hand, even a small error in the placement of the posterior field border may be unacceptable. To take this into account, we have developed a technique for measurement of field placement errors at individual field boundary segments . The different field boundary segments correspond to the different beam-shaping devices and the errors in their placement are measured according to their degrees of freedom. In the tangential breast irradiation technique used at this centre the inferior, anterior and superior field borders are defined by three collimator jaws, while the posterior field border is shaped by a lead block that shields the lung. There are seven degrees of freedom in this system: one-dimensional translations of each of the three collimator jaws, their common rotation, and two-dimensional translations and rotation of the block. Thus, there are also seven parameters describing field placement errors that are included in the feature vector, namely inferior translational error, anterior translational error, superior translational error, collimator rotational error, lung shield translational error in X, lung shield translational error in Y and lung shield rotational error. The FPE measurement used in this study is strictly two-dimensional, i.e. errors are measured in the plane defined by the image receptor. This restriction is mainly due to the fact that, in general, 3D information on patient anatomy is not available and not used in treatment planning for tangential breast treatments and thus there is no reference data that would allow for a truly 3D measurement of errors in treatment set-up. The issue of out-of-plane rotations, which are not measured in our approach, has been examined for other treatment sites (prostate) and shown to be of minor importance (Hanley et al 1997) . In general, the amount of rotation would have to be quite large, at least several degrees, in order to significantly alter the projected anatomical landmarks and affect image registration and, consequently, FPE measurement.
Some of the general treatment characteristics like disease type and site as well as treatment objective are clearly also relevant to portal verification decision-making. They could be taken into account by including them in the feature vector, or by building and training a portal classifier for a particular type of treatment. The latter approach was used in the present study.
Design of a portal image classifier
There are four distinct groups of approaches to automated pattern classification (Duda and Hart 1973, Weiss and Kulikowski 1991) : parametric techniques (either statistical or fuzzy set based), non-parametric techniques, computational neural networks (CNNs) and expert systems. The parametric techniques require making assumptions about the form of the underlying probability density or fuzzy membership functions. In most applications data do not generally support making such assumption (Duda and Hart 1973, Bezdek et al 1993) . This results in poor performance of parametric techniques relative to alternative approaches. For the relative simplicity of implementation (particularly in comparison with expert systems and CNNs) and their good performance in many applications, we focused on non-parametric classifiers as suitable candidates for portal verification decision-making.
The most commonly used non-parametric pattern classifier is based on the k-nearest neighbour (k-NN) rule (Duda and Hart 1973) . This rule classifies a given data object according to the most frequent classification among its k nearest neighbours. The k-NN method requires a large number of correctly classified data objects. In our application, this corresponds to having a training dataset with portals accepted or rejected by a radiation oncologist expert. A measure of distance between feature vectors is also required in order to identify nearest neighbours. In the present study, the standard Euclidean, as well as absolute, maximum and Mahalanobis distance measures were used. The distance between two objects in the feature space is calculated on a feature by feature basis. The maximum distance measure is defined as the maximum of absolute differences between values of each feature. The absolute distance is calculated as the sum of absolute differences between feature values. The Euclidean distance is the square root of the sum of the squared differences between the feature values. Because of the differences in the nature and ranges of features used to describe treatment portals (for example, rotational errors expressed in degrees versus translational errors expressed in millimetres), it was postulated that by renormalizing features for distance calculation, the classification performance could be improved. Therefore the Mahalanobis distance measure (Duda and Hart 1973) , where the inverse of the covariance matrix is used to normalize the different distance components (and so, effectively, distances are measured in terms of the standard deviation of the sample), was also implemented with the k-NN classifier. The definitions of the four distance measures used are given below:
where
T are the feature vectors for the two objects between which the distance is evaluated, C is the covariance matrix for all feature vectors in the sample data set, and n is the dimension of the feature space (equal to 7 in our case).
Allowing for fuzzy (i.e. non-binary) membership of data objects to different categories has been shown to offer improved performance in classification of biological and medical data (Keller et al 1985 , Bezdek et al 1993 , Leszczynski et al 1985 . Therefore, we decided on employing the fuzzy k-NN algorithm (Keller et al 1985) for our application. This involved having the portals from the training data set accepted or rejected by the participating expert observer in the fuzzy manner, i.e. by assigning for each portal its membership function value to the 'accepted' and 'rejected' categories. Also, in the fuzzy k-NN approach the classification rule is different from the simple majority rule of the conventional or 'crisp' k-NN described above. A new object (denoted below by X) is classified according to the weighted mean of the fuzzy memberships of its k nearest neighbours (denoted by NN i ) from within the training set classified previously by an expert:
The functional dependence of the weighting factors, w i , on the distance between X and NN i determines the relative importance of closer versus more distant neighbours. In our implementation a computationally simple option was selected, where the weighting factors were defined by a Lorentzian distribution function of the distance, d:
The full-width at half-maximum parameter of the Lorentzian function, , was chosen such that half of the objects in the dataset used had at least one neighbour within a distance less than the half-width at half-maximum. The weights were normalized so that their sum is equal to 1.
Training/testing data set
For the present study we chose to apply the portal image classifier to portal images acquired during treatments for carcinoma of the breast. Tangential breast irradiations represent a large part of radiation therapy workload. They also illustrate well the limitations of the previously employed approaches to portal verification decision-making, which relied on the comparison between the measured translational field placement errors, determined for the radiation field as a whole, and the predefined tolerance margins or confidence levels. As explained in section 2.1, we proposed to measure field placement errors on individual field boundary segments and use them as inputs to the fuzzy k-NN portal image classifier. The training and testing dataset consisted of 328 electronic portal images acquired daily during tangential breast irradiations of ten different patients. The portal images were acquired with a 6 MV photon beam of a linear accelerator using a BEAMVIEWPlus TM portal imaging system †. For all patients, both the lateral and medial irradiations were imaged. The image dataset was complemented by 20 digitized simulation radiographs, which represented the intended or prescribed radiation field placement.
In order to measure field placement errors that constitute the input to the portal image classifier, the reference image (the simulation radiograph) and the portal image from the treatment to be verified are first brought into a common reference frame (registered) by aligning prominent anatomical landmarks. The landmarks should be relevant in the sense that they can be used as a reference for the position of the target of the treatment. Since the shape of the external breast outline generally varies with time and is not well visualized in simulation radiographs, and therefore it cannot be used reliably as a reference, we chose the edge on the chest wall-lung interface as the anatomical landmark used in image registration. Chest wall edges were drawn manually in the digital simulation radiographs, using the computer mouse. Since this process can be performed before the treatment course begins and is not very laborious, as there were only two simulation images per patient, automation of the chest wall edge extraction from simulation radiographs was not considered. However, because of the large amount of portal image data and the time constraints during online portal verification, an automated algorithm for the extraction of chest wall edges from portal images was developed as part of this study. The algorithm is based on the matched filter principle (Pratt 1991) . In essence, the spatial representation of a matched filter should be identical to the object or feature that is to be detected. In our application, the feature of interest-the chest wall edge-consists of a series of one-dimensional S-shaped profiles. An example of a portal image of a tangential breast irradiation and a pixel intensity profile taken across the chest wall-lung interface is shown in figure 1 . The shape of the chest wall edge profile does not vary much with the position along the edge and its characteristics remain virtually the same for different patients. Therefore, we were able to construct a one-dimensional matched filter kernel by averaging a number of pixel intensity profiles taken from portal images of five patients. A total of 37 profiles were used. The matched filter kernel is plotted in figure 2 . Examination of the response of the matched filter (see figure 3 ) reveals that it contains four characteristic positive and negative peaks. The two strongest ones originate from the radiation field edges and two, of somewhat lower amplitude, correspond to the anterior edge of the breast and to the sought-after edge of the chest wall. The latter is distinguished from the others based on its amplitude (always lower than that of the field edges) and the pixel brightness of the original image at the location of the peak. This is possible because the image around the anterior edge of the breast is always brighter than at the chest wall. This way, by applying the matched filter to a portal image of a breast on a scan-line by scan-line basis and identifying the chest wall edge peak within the filter response to each scan line, individual points on the chest wall edge are found.
After the chest wall edge is extracted from a portal image, that edge is registered with its simulation counterpart. For this we employed the chamfer matching algorithm (Borgefors 1988 ), which does not require a point-to-point correspondence between the two sets of point or line features that are to be aligned, and was shown to very reliable and robust. Details of our † Siemens Medical Systems-Oncology Care Systems, Concord, CA. Four radiation field boundary segments can be identified, the superior, anterior and inferior field borders are defined by the collimator jaws, while the posterior segment is defined by an additional shielding block. The ruler indicates the position from which a pixel intensity profile was taken for further analysis. The distance is shown in pixels (one pixel width = 0.67 mm at the isocentre). (b) Pixel intensity profile taken across the portal image of (a). Different significant intensity edges are indicated and the edge of interest for image registration that occurs on the chest wall-lung interface, is shown in close-up. implementation of the chamfer matching technique and of the evaluation of its performance in application to portal image registration can be found elsewhere (Leszczynski et al 1998) . The registration of the chest wall edges brings the portal and simulation images into a common reference frame. Following this, field placement errors, which form the input vector to our portal image classifier, are measured by applying the segmented chamfer matching algorithm to the prescribed and treated field borders. The prescribed radiation field boundary is defined manually in the digital simulation radiograph, using a graphical interface and a computer mouse. During this process, individual boundary segments that correspond to the different beam shaping devices, as described in section 2.1, are defined. The treated radiation field boundary is automatically extracted from a portal image using a previously developed (Leszczynski et al 1992) edge detection technique based on the derivative of Gaussian operator (Canny 1986 ).
As mentioned earlier, the fuzzy k-NN method requires a number of correctly classified (in the fuzzy manner) portal images. These reference classifications were produced by an expert radiation oncologist who assigned a numerical score to each of the 328 treatment setups (represented by their corresponding portal images). The score was given on scale from 0 to 10, where a score of 0 indicated a totally 'unacceptable' treatment set-up and a score of 10 indicated that, in the expert's opinion, the placement of the radiation field was consistent with the prescription and the treatment set-up was perfectly 'acceptable'. The score can be interpreted as a scaled fuzzy membership function for the fuzzy set representing the class of 'acceptable' portals; thus the score of 10, for example, would correspond to the membership function value of 1 and lower scores would denote membership function values between 1 and 0. Because of this direct correspondence, throughout the remainder of the paper the terms 'score' and 'value of the membership function' (for the class of 'acceptable' portals) will be used interchangeably, depending on the context. Since, as with any supervised learning method, the performance of the fuzzy k-NN depends critically on the correctness of classifications in the training dataset, it was important to minimize any uncertainty arising in the process of collecting the expert scores. We have shown previously (Bissett et al 1995) that portal verification based only on visual comparison of simulation-portal image pairs is associated with a great deal of variability and inconsistency. Therefore, in the present study, the expert evaluating the accuracy of the radiation field placement was presented with synthesized images showing both the prescribed and actual (treated) radiation field boundaries overlaid on a background of the digitized simulation radiograph. An example of such an image is shown in figure 4 , where the visible discrepancies between the planned and treated field borders can be quantified using the techniques mentioned earlier in this section and used as features describing a particular treatment portal. To avoid the situation where the radiation oncologist expert would restrict the basis of the evaluations only to the numerical values of the FPEs and ignore other potentially important information contained in the image data, the quantified FPEs were not explicitly given to the expert during the evaluations. They could, however, be deduced from the synthesized images.
Methods of performance evaluation for the portal image classifier
As with all supervised learning systems in complex applications, the fuzzy k-NN classifier requires a large number of samples in the training set. Furthermore, a large and appropriately general set of test samples is necessary to evaluate its performance in a meaningful manner. In order to keep the overall number of required samples within reasonable limits, a number of data resampling methods for performance evaluation have been developed (Weiss and Kulikowski 1991) . Data resampling involves splitting the entire dataset into two parts: a larger part is used for training while the smaller part is used for performance evaluation. The process of resampling is repeated until all the available samples are included in the evaluation. In this study we have employed a special case of resampling known as the 'leave one out' method, in which one object at a time is taken out of the dataset and used for evaluation. During the evaluation the remaining objects serve as the reference or training data set. The process is repeated until all the samples have contributed to the evaluation. The 'leave one out' method is particularly suitable for evaluation of the fuzzy k-NN classifier, whose performance improves with the number of correctly classified (training) data samples.
The evaluation of the performance of the portal image classifier involved comparing the scores assigned by the fuzzy k-NN with those assigned by the human expert. Three types of analysis were employed. The linear correlation coefficient between the oncologist's and fuzzy k-NN scores was used as a quantitative index of performance for different distance measures. Secondly, histograms of the distribution of discrepancies between the human and 'machine' scores were computed and parametrized in terms the mean and the maximum discrepancy values. Finally, performance of the fuzzy k-NN portal image classifier was evaluated with respect to the process of clinical decision-making. For this purpose, a threshold value of five was assumed for the scores and those portals that were rated below the threshold by the expert oncologist were considered to be truly 'unacceptable'. In the conventional terminology used in the analysis of performance of diagnostic procedures, an 'unacceptable' portal translates to a 'positive' finding (abnormality is present). Conversely, an 'acceptable' portal, which is rated by the expert at five or higher, corresponds to a 'negative' finding (no abnormality). After applying a decision threshold to the fuzzy k-NN scores, the automated classifications that agree with those of the expert represent the true positive (TP) and true negative (TN) cases. Cases of conflicting classifications are referred to either as false negative (FN, an 'unacceptable' portal according to the oncologist is judged 'acceptable' by the fuzzy k-NN) or false positive (FP, a truly 'acceptable' portal receives a score below-'unacceptable'-the threshold from the fuzzy k-NN). From the total numbers of portals falling into each of the four categories (TP, TN, FN and FP) the following three commonly used (Hill 1988) 
In the above, N indicates the total number of portals included in the study. An ideal classifier would be characterized by all three of these indices being equal to one. Within the receiver operating characteristic (ROC) analysis the joint dependence of the true positive fraction (TPF) and the false positive fraction (FPF) on the decision threshold is investigated. The TPF is equivalent to the sensitivity, while the FPF is the complement of the specificity:
Results
Image registration was performed and field placement error parameters were measured for all of the 328 simulation-portal image pairs. As true values of simulation-portal image registration parameters for these clinical images could not be known, we could not evaluate the absolute accuracy of our method. The quality of the registrations was evaluated visually and discrepancies in translational and rotational parameters between visually optimal and automated registrations were estimated. Using the same tolerance values for acceptability of registration as Gilhuijs et al (1993) , namely 5 mm or 5
• for translational and rotational discrepancies, respectively, visually unacceptable registrations occurred in 15 out of 328 cases (4.6%). The great majority (14 out of 15) of these failures were due to misregistration along the Y (inferior-superior) direction. It should be pointed out here that these failures in image registration had no impact on the performance of the fuzzy k-NN portal image classifier. This is because during the rating experiment the expert was only assessing the conformity between the prescribed and the treated radiation fields and was not taking into account the quality of anatomical registration.
The expert radiation oncologist assigned a rating (score) to each of the portals and the overall distribution of the ratings is plotted in figure 5 . Assuming the portal acceptability threshold at the rating value of 5, approximately 15% of all the portals exhibited set-up errors that, ideally, would need to be corrected.
During the first stage of performance evaluation, a number of different variants of the fuzzy k-NN portal image classifier, corresponding to the four considered distance measures and to different parameter k values from the range 1 to 9, were applied to the dataset of 328 portal feature vectors. Linear correlation coefficients and root-mean square (RMS) errors were computed to quantify the agreement between the expert and the fuzzy k-NN ratings. The values of the correlation coefficient, r, for the four different fuzzy k-NN variants, corresponding to the four distance measures, are listed in table 1. The best performance in terms of correlation (r = 0.89) was achieved with the Mahalanobis distance measure. The dependence of the correlation coefficient and the RMS error on the number of nearest neighbours, k, is shown in the graphs of figure 6. As can be seen, both measures of performance do not change significantly for k greater than or equal to 5. Therefore, for the subsequent analysis, we The agreement between the expert oncologist and the fuzzy k-NN ratings was further assessed through analysis of the distribution of discrepancies between them. The cumulative histogram of the absolute values of the discrepancies is shown in figure 7 . From this one can see that the human expert and the 'machine' disagreed by more than 2 rating points in only 1.2% of cases, and never was the disagreement greater than 2.6. The average signed discrepancy (expert's rating minus the machine rating) was -0.08 and the standard deviation was equal to 0.72.
Finally, the performance of the fuzzy k-NN portal classifier was evaluated from the point of view of correctness in decision-making. Assuming the same acceptability threshold of five, for both the oncologist and the automated portal classifier, the accuracy of the automated classifications was found to be 0.90. This means that 90% of the portals were assigned the same classification by both the expert and the fuzzy k-NN algorithm. The sensitivity measure, which was estimated at 0.43, indicates the fraction of the 'unacceptable' portals (according to the oncologist) that were also judged as such by the automated classifier. On the other hand, the specificity, equal here to 0.99, indicates the fraction of portals correctly labelled by the algorithm among those that were judged as 'acceptable' by the expert. This latter result also means that there were only 1% false positives or false alarms in the automated classifications.
In practice, in most medical applications, including the present one, it is of paramount importance that the classifier's sensitivity is as close to 1 as possible, which means that virtually all the abnormal cases are detected. One means of improving the sensitivity is by raising the acceptability threshold for the fuzzy k-NN ratings. At a threshold level of 6, the sensitivity increases to 0.96 at the expense of the specificity and the overall accuracy, which drop to 0.87 and 0.88, respectively.
An alternative way of improving the sensitivity is by increasing the relative weights of neighbours that correspond to unacceptable portals during the membership calculations according to the fuzzy k-NN rule (equation (2)). In the present study we investigated two levels of such weight amplification for the unacceptable portals. This involved multiplying their weight by factors of either 5 or 10, prior to weight renormalization and membership calculation according to equation (2). Weight amplification by a factor of 10 improved the sensitivity almost to the level attained at the threshold level of 6 but with smaller trade-off in the accuracy and the specificity. The results for the accuracy, sensitivity and specificity for the Mahalanobis k-NN without and with the amplification of unacceptable portals are listed in table 2. The complete ROC curve for the Mahalanobis fuzzy k-NN with 10× amplification of unacceptable portals is shown in figure 8 . It depicts the co-dependence of the TPF and FPF values on the decision threshold. 
Conclusions
The automated methods for image registration and field placement error measurement in portal images of tangential breast irradiations generally worked well, with over 95% registrations agreeing to within 5 mm or 5
• with visual perception. The surest way to further improve the performance of this part of the system probably involves redesigning the feature extraction module. The anatomical feature that is currently automatically extracted and used in image registration is the edge of the chest wall. Due to the shape of this feature, registration along the inferior-superior direction has more uncertainty than along the anterior-posterior direction, and this was confirmed by the analysis of registration failures. Changes in the acquisition of the reference prescription images, enabling further investigation of use of the external breast outline for image registration, are one possible indication for future work.
The proposed automated system for rating and classification of treatment portals as to the acceptability of patient set-up, performs very well in terms of agreement with an expert radiation oncologist. For approximately 99% of the 328 portal images included in this study its ratings of set-up acceptability were within 2 rating points of those of the expert.
The fuzzy k-NN generated ratings (membership values) exhibited slight bias towards 'acceptability'. This stemmed from the fact that 'acceptable' portals outnumbered the 'unacceptable' ones in the training dataset and consequently they were more often included among the nearest neighbours. As a result, the sensitivity in detection of 'unacceptable' portals was initially somewhat poor, even though the specificity and the overall accuracy were excellent. Two methods of improving the sensitivity were proposed and examined. Both of them proved successful by raising the sensitivity well above the 90% level without sacrificing too much in the specificity and accuracy. Particularly good results were obtained with the second method, which involved amplifying the weights of 'unacceptable' portals. The performance of the fuzzy k-NN will improve further with adding more cases to the training dataset, which will increase the density with which the reference cases occupy the sevendimensional feature space, and will improve the chance that any new case will have sufficiently similar nearest neighbours.
The performance of the fuzzy k-NN classifier is already so promising in this evaluation that it allows us to envision a scheme of how it could be implemented in clinical practice. Provided that sufficiently good agreement between a radiation oncologist and the automated portal classifier would be observed on the training dataset, the fuzzy k-NN could then serve as the oncologist's proxy recommending to the operators of the treatment unit, decisions as to the treatment set-up acceptability. If a portal is classified as unacceptable the set-up would be corrected for the FPEs by adjusting the placement of the radiation field with respect to the patient or vice versa. For the sake of expedience, those FPE components that fall below certain action levels would not necessarily be corrected for. The action levels could be set, for example, in accordance with the generally accepted tolerance values for the geometric accuracy of treatment units. Or alternatively, they could be set in such a way, that the patient throughput is not significantly affected. Portals falling very close to the decision threshold, on which the classifier may err, could be referred for further off-line evaluation by the oncologist. The results of this evaluation would then expand the reference dataset for the fuzzy k-NN classifier and continually refine its performance.
Even though the performance of the fuzzy k-NN algorithm in portal decision-making was found to be satisfactory, different classifying algorithms could bring about an enhancement in performance. Investigation of portal classifiers based on artificial neural networks is currently under way. Further improvements in the performance of different automated portal classifiers may also be possible with inclusion of more features in the description of a portal. General treatment characteristics, like disease type and site as well as treatment objective, which are very relevant to portal decision-making, could be explicitly included in the feature vector. In this study they have been implicitly included, as the image dataset consisted exclusively of portals of tangential breast irradiations with radical intent. In addition to these, logistical constraints seem to play an important role too. For example, it is clear that the number of fields that can be adjusted in one day without compromising patient throughput will normally be limited. Therefore, parameters describing patient throughput as well as the geometric accuracy of previous fractions of the same field could be taken into account.
Ultimately, however, the performance of any classifier that is used to approximate a human expert will be limited by the variability (noise) in the observer data that serve as a reference. Clearly, if the expert judges very differently objects that are similar in their corresponding feature vectors, a pattern classifying algorithm would not be capable of reproducing that, and the agreement with the human expert will be poor. Therefore, reduction of variance in the training data by adding more data objects, using repeated ratings from one expert or employing a multiexpert panel could be a worthwhile undertaking.
