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Abstract. In this paper we intend to give a comprehensive approach of functional inequal-
ities for diffusion processes under some “curvature” assumptions. Our notion of curvature
coincides with the usual Γ2 curvature of Bakry and Emery in the case of a (reversible) drifted
Brownian motion, but differs for more general diffusion processes. Our approach using sim-
ple coupling arguments together with classical stochastic tools, allows us to obtain new
results, to recover and to extend already known results, giving in many situations explicit
(though non optimal) bounds. In particular, we show new results for gradient/semigroup
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1. Introduction and main results.
In this paper we shall investigate some properties of time marginals (at time T finite or
infinite) of Markov diffusion processes satisfying some logarithmic semi-convexity like prop-
erty. The properties we are interested in are functional inequalities (Poincare´, log-Sobolev) or
transportation inequalities. We shall also give some consequences for the long time behavior
of such processes.
Our main tools are on one hand coupling techniques and on the other hand stochastic calculus.
We shall mainly use the so called “synchronous” coupling, i.e. using the same Brownian
motion, but we also give some new results by using the “mirror” coupling (or coupling by
reflection) introduced by Lindvall and Rogers in [36]. The main stochastic tool is (a very
simple form of) Girsanov theory and h-processes.
The use of coupling techniques for obtaining analytic estimates is far to be new. It is impos-
sible (and dangerous) to give here, even an account of the existing literature (see however
[44] and references therein). The use of Girsanov theory for this goal is not new too. We
shall recall later some references. The conjunction of both techniques is not usual.
We deliberately decided to present in details the simplest situation of a Brownian motion with
a gradient drift, for which almost everything is well known, and then to extend our method
to new situations. Some specialists would certainly find that these parts of the present paper
are lengthy, but we think that the understanding of how the method works in this simple
case is an useful guide for generalizations.
The meaning of logarithmic semi-convexity will generalize the “usual” one we recall now.
Let U be a smooth (C∞) potential defined on Rn and satisfying for some K ∈ R,
(H.C.K) for all (x, y), 〈∇U(x)−∇U(y), x− y〉 ≥ K |x− y|2 .
This property is called K-semi-convexity of U . It is clearly equivalent to the convexity
of U(x) − K|x|2. We denote Υ(dx) = e−U(x)dx the Boltzmann measure associated to the
potential U . If e−U is dx integrable, we also introduce the normalized µ(dx) = 1ZU e
−U(x) dx
which is a probability measure. If U is semi-convex, µ is said to be semi log-concave.
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Consider first the diffusion process, given by the solution of the Ito stochastic differential
system
dXt = dBt − 1
2
∇U(Xt) dt ; (1.1)
L(X0) = µ0 .
B. being a standard brownian motion. It is known that (1.1) has an unique non explosive
strong solution, in particular on can build a solution on any probability space equipped with
some brownian motion. This is an easy consequence of Hasminski’s explosion test using the
Lyapunov function x 7→ |x|2.
Usual notations are in force: for a nice enough f , Ptf(x) = E(f(X
x
t )) where X
x
. denotes a
solution such that µ0 = δx; L denotes the infinitesimal generator i.e.
L =
1
2
∆ − 1
2
〈∇U,∇〉 ,
and Γ denotes the carre´ du champ, namely here
Γ(f, g) =
1
2
〈∇f , ∇g〉 and for simplicity Γ(f) = Γ(f, f) .
Pµ0 will denote the law of the solution of (1.1), abridged in Px when µ0 = δx, i.e. P is defined
on the usual space Ω of continuous paths; µt will denote the law of Xt for t ≥ 0 and P (t, x, .)
denotes the law of Xxt .
It is known that Υ is a symmetric (reversible) measure for the diffusion process, and is
actually the unique invariant (stationary) measure for the process. If Υ is bounded, µ is
ergodic.
In the latter case, Pt is thus a symmetric semi-group on L
2(µ). The domain D(L) of its
generator contains the algebra A generated by the constant functions and C∞c . In particular,
if f ∈ A, ∂tPtf = LPtf = PtLf in L2(µ), so that since ∂t − L is hypo-elliptic (t, x) 7→
Ptf(x) ∈ C∞.
L is the basic example of generator satisfying the celebrated C(K/2,+∞) Bakry-Emery
curvature condition (see [1]). Indeed if we define
Γ2(f) =
1
2
(LΓ(f)− 2Γ(f, Lf)) ,
(H.C.K) is equivalent to Γ2(f) ≥ (K/2) Γ(f).
This curvature condition is known to imply (and is in fact equivalent to) a lot of nice in-
equalities for the semi-group, in particular for all T > 0 and all x, a commutation between Γ
and the semi group Pt holds, namely
Γ(PT f) ≤ e−KTPT
(√
Γ(f)
)2
, (1.2)
which in turn implies powerful functional inequalities such as
P (T, x, .) satisfies a log-Sobolev inequality with constant
2
K
(1− e−KT ). (1.3)
Recall that ν satisfies a log-Sobolev inequality with constant CLS if
Entν(f) :=
∫
f2 log(f2) dν −
(∫
f2dν
)
log
(∫
f2dν
)
≤ CLS
∫
|∇f |2 dν . (1.4)
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(1.3) is exactly what is (a little bit improperly) called a “local” log-Sobolev inequality in
[1] (theorem 5.4.7). For further informations and more, see the forthcoming book [5]. The
reader has to be careful with the constants, since we are writing the log-Sobolev inequality
(as well as all other inequalities) in the usual form, while the “Bakry-Emery” version uses Γ,
hence with an extra factor 2.
It is well known that a log-Sobolev inequality implies a Poincare´ inequality
Varν(f) :=
∫
f2 dν −
(∫
fdν
)2
≤ CP
∫
|∇f |2 dν , (1.5)
with CP =
1
2 CLS , as well as a T2 transportation inequality
W 22 (η, ν) ≤ CW H(η|ν) , (1.6)
with CW =
1
2 CLS . Here W2 denotes the Wasserstein distance between the probability
measures η and ν, i.e.
W 22 (η, ν) =
1
2
inf
π
∫
|x− y|2 π(dx, dy) ,
where π is a coupling of η and ν (i.e. has respective marginals equal to η and ν) and
H(η|ν) =
∫ (
dη
dν
)
log
(
dη
dν
)
dν ,
denotes the Kullback-Leibler information or relative entropy of η w.r.t. ν. The latter property
is due to Otto-Villani [38]. Another approach and related properties were developed by
Bobkov, Gentil and Ledoux [9]. For a nice survey on transportation inequalities we refer
to [28]. One can find in all these references another remarkable consequence of semi log-
concavity, namely that a log-Sobolev inequality derives from a transportation inequality.
This is a consequence of the following (H.W.I) inequality that holds for any nice µ density
of probability h,
(H.W.I) If (H.C.K) holds then H(hµ|µ) ≤
(
2
∫ |∇h|2
h
dµ
) 1
2
W2(hµ, µ)−KW 22 (hµ, µ) .
As a consequence, if (H.C.K) holds for some K ≤ 0, a T2 transportation inequality for µ
implies a log-Sobolev inequality with constant CLS ≤ (4/CW ) (1 + (K/CW ))−2 provided
1 + (K/CW ) > 0, in particular if K = 0.
Let us finally remark that the starting point of this approach is the Γ2 commutation property
(1.2) which fails however to give a direct proof of the T2 inequality.
Our first goal is to show that functional and transportation inequalities can be derived, in
the previous situation, by using synchronous coupling and simple tools of stochastic calculus.
This is done in section 2. The methods are then extended to a more general framework which
is as natural for studying properties of time marginals as the Γ2 framework.
Indeed, consider a classical diffusion process, given by the solution of an Ito stochastic dif-
ferential system
dXt = σ(Xt) dBt + b(Xt) dt ; (1.7)
L(X0) = µ0 .
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B. being a standard brownian motion. For simplicity we assume that σ is a squared matrix.
We extend (H.C.K) to this new situation
(H.C.K) for all (x, y), |σ(x)− σ(y)|2HS + 2 〈b(x) − b(y), x− y〉 ≤ −K |x− y|2 .
Notice that if σ and b are C-Lipschitz, i.e. each component is C Lipschitz, (H.C.K) is
satisfied for K = −(C2n2 + C), but if σ is C-Lipschitz, (H.C.K) can be satisfied for a non-
negative K provided b is sufficiently repealing. Contrary to the case of a constant diffusion
coefficient, (H.C.K) is not related to the Bakry-Emery curvature condition which involves in
this situation controls on derivatives of higher order of the coefficients.
For simplicity in the sequel we shall assume that σ ∈ C2b hence is C-Lipschitz and that b
is C2, but not necessarily bounded nor with bounded derivatives. With these assumptions,
once again if we assume that (H.C.K) is in force, (1.7) admits a unique non explosive strong
solution using x 7→ x2 as a Lyapunov function for non explosion. We shall show this and
other properties of the process in subsection 3.1.
We still use the notations introduced before, but now
L =
1
2
σ σ∗∇2 + b∇ = 1
2
a∇2 + b∇ ,
and Γ the carre´ du champ is now
Γ(f, g) =
1
2
〈σ∇f , σ∇g〉 .
Our first results can be gathered in Theorem 1.8 below, after introducing some additional
assumptions.
Hypothesis (R). One of the following assumptions is satisfied (in addition to the fact that
σ ∈ C2b and b ∈ C2).
(R1) σ = Id (or constant times Id),
(R2) σ and b are C∞b ,
(R3) L is uniformly elliptic,
(R4) σ ∈ C∞b , b ∈ C∞ and has at most polynomial growth and ∂t − L is hypo-elliptic,
(R5) σ = a1/2, i.e. σ is symmetric.
Actually, assumptions (R1)-(R4) ensure that for f ∈ A,
(R6) x 7→ Ptf(x) is C2 and satisfies ∂tPtf = LPtf ,
which is what we really need.
(R5) is a limiting situation for (R3) as we will see in (sub)subsection 3.1.2. Of course the
time marginal distributions only depend on L and not on σ, but the constant K is related to
a1/2 in (R5) (note that the Hilbert Schmidt norm of σ(x)−σ(y) can change when we change
σ without modifying a).
Theorem 1.8. Assume that (R) and (H.C.K) are satisfied. Let M = sup|u|=1 supx |σ(x)u|2.
(1) The following commutation relation holds
|∇PT f |2 ≤ e−KT PT |∇f |2. (1.9)
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(2) If µ0 satisfies a Poincare´ inequality with constant CP (0) then µT satisfies a Poincare´
inequality with constant
CP (T ) = e
−KT CP (0) +
M(1− e−KT )
K
.
When K = 0 one has to replace (1−e
−KT )
K by T . This applies in particular to P (T, x, .)
with CP (0) = 0.
(3) P (T, x, .) satisfies a T2 transportation inequality with constant CT = CT (M,K),
bounded in time if K > 0, linear in time if K = 0 and exploding exponentially in
time if K < 0.
(4) If µ0 satisfies T2 with constant CW (0), µT satisfies T2 with a constant CW (T ) =
CW (T,M,K,CW (0)), bounded in time if K > 0, linear in time if K = 0 and exploding
exponentially in time if K < 0.
(5) When σ = Id, if µ0 satisfies a log-Sobolev inequality with constant CLS(0), µT
satisfies a log-Sobolev inequality with constant
CLS(T ) = e
−KT CLS(0) +
2(1− e−KT )
K
.
This applies in particular to P (T, x, .) with CLS(0) = 0.
Some other consequences, as for example convergence to equilibrium (when it exists) are also
discussed in particular in subsection 3.7.
Of course, (1) is a weaker version of the commutation relation (1.2) and (5) is nothing else
than (1.3) when 2b = −∇U . When a diffusion coefficient is present, (1) is however very
different from the usual commutation property. For example we will show that it holds even
in the negative infinite curvature case, but that it still enables us to provide interesting local
functional inequalities. (3) as well as the general version of (H.C.K) we have introduced
appeared (for this kind of application and to our knowledge) for the first time in the paper
by Djellout, Guillin and Wu [23], Theorem 5.6 and condition 4.5 therein, for K > 0. Our
scheme of proof for the transportation inequality, based on Girsanov theory, is actually a
simplified version of the one in [23], but instead of looking at the full law of the process on
a time interval we shall use h-processes in order to look at time marginals. What we shall
show is that the same scheme of proof also furnishes functional inequalities. This unified
treatment of functional inequalities and transportation inequalities using an ad-hoc coupling
is the novelty here. It easily extends to time dependent coefficients as shown in section 4.
In addition in this section we show how to directly obtain convergence to equilibrium and
properties of the invariant measure for non linear diffusions of Mc Kean-Vlasov type, simpli-
fying arguments in [37].
The use of stochastic calculus in deriving such inequalities is not new but only a small number
of papers dealt with. One can trace back to the paper of Borell [13], who used Girsanov theory
to study the propagation of log-concavity along the Schro¨dinger dynamics (not the Fokker-
Planck one we are looking at here). In addition to [23] for transportation inequalities, one
can also mention [14, 15] where similar ideas are used to study hyper-boundedness. More
recently, using similar arguments, Lehec [35] has studied gaussian functional inequalities and
Fontbona and Jourdain [26] obtained a pathwise version of the Γ2 theory.
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Let us come back to (1.1). (H.C.K) (or the Γ2 theory) for K > 0 applies to potentials U
which are the sum of (K/2)|x|2 and of a concave (hence sub-linear) potential V . In particular,
for “super-convex” potentials like |x|β with β > 2, or more generally for (smooth) potentials
U which are uniformly convex at “infinity”, (H.C.K) holds but with a negative K due to
the behavior of U near the origin, so that, according to theorem 1.8, µT satisfies functional
inequalities but with exploding constants in T .
It is however well known, since U = V +W with V K-uniformly convex and W bounded,
that µ(dx) = e−U(x)dx satisfies a log-Sobolev (and a Poincare´) inequality with a constant
CLS = (2/K) exp(OscW ) where Osc denotes the oscillation of W . One can thus expect that
CLS(T ) is bounded in T .
In section 5, we introduce the following extension of (H.C.K).
Let α be a non decreasing function defined on R+. We shall say that (H.α.K) is satisfied
for some K > 0 if for all (x, y) and all ε > 0,
〈∇U(x)−∇U(y), x− y〉 ≥ K α(ε) (|x − y|2 − ε) .
When α(a) = 1, we may take ε = 0 and we recognize (H.C.K). In Proposition 5.4 we show
that U(x) = |x|2β (with β ≥ 1) satisfies (H.α.Kβ) for α(a) = aβ−1 and an explicit Kβ > 0.
The main result of this section is then that, for suitable functions α,
if (H.α.K) holds (for K > 0), then µ satisfies a log-Sobolev inequality.
See theorems 5.20 and 5.24. These theorems thus (partly) extend the Bakry-Emery criterion
(1.3) to some non uniformly convex potentials. However, they are dealing with the invariant
measure only and not with the law at time T (only incomplete results are proved in this
section for these distributions).
The next section 6 is devoted to the use of mirror coupling. In a recent work [24], Eberle has
adapted the mirror coupling to get estimates ofW1 convergence for drifted brownian motions
when the drift satisfies some “convexity at infinity” property. We recall Eberle’s method and
obtain some new consequences of his result. In addition, up to an extra condition, we show
that his result (and all the consequences we derived) can be extended to general elliptic
diffusion processes. We will also use this mirror coupling to show that we may get a weak
version of the commutation property in the log concave case with the “convexity at infinity”
property at least in dimension one, which is the first result we know of in this direction. Still
in dimension one, we will also consider using mirror coupling for non linear diffusions.
Section 7 is peculiar. Using the results we have described for the Ornstein-Uhlenbeck pro-
cess we show how to recover known results on the stability of functional inequalities under
convolution (provided one of the terms is gaussian).
2. Semi log-concave drifted brownian motion.
In this first warming up section we shall look at the usual situation given by (1.1)
dXt = dBt − 1
2
∇U(Xt) dt ; (2.1)
L(X0) = µ0 .
and derive the classical inequalities.
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2.1. Commutation property. For functional inequalities the key is a commutation prop-
erty of the gradient and the semi group. This commutation property is almost immediate
using an appropriate coupling as explained below :
Proposition 2.2. In the situation of (1.1), assume (H.C.K). Then for all f ∈ A,
W2(Pt(x, ·), Pt(y, ·)) ≤ e−Kt/2|x− y|,
|∇Ptf | ≤ e−Kt/2 Pt|∇f | . (2.3)
Proof. Applying Ito formula yields (almost surely)
eKt |Xxt −Xyt |2 = |x− y|2 +
∫ t
0
(
K|Xxs −Xys |2 − 〈∇U(Xxs )−∇U(Xys ),Xxs −Xys 〉
)
eKs ds
≤ |x− y|2 .
Hence, using the mean value theorem,
|Ptf(x)− Ptf(y)| ≤ E(|f(Xxt )− f(Xyt )|) ≤ e−Kt/2 E(|∇f(zt)| |x − y|)
for some zt sandwiched by X
x
t and X
y
t . It remains to use the continuity (and boundedness)
of ∇f and the fact that Xyt goes almost surely to Xxt as y → x to conclude. 
Remark 2.4. As is seen from the proof, in fact, the sole convergence of the Wasserstein
distance is not sufficient to get the commutation property exposed here. It will however be
our starting point for the result when a diffusion coefficient is present. The synchronous
coupling here enables us however to get an almost sure “deterministic” control of Xxt −Xyt
which is far more powerful. ♦
Remark 2.5. We recall previously that (H.C.K) is exactly the Γ2 condition of Bakry-Emery
in this context, which is in fact equivalent to (2.3). However the proof is very different from
ours: it relies on a tricky calculus on ψ(s) = e−Ks/2 Ps
√
Γ(Pt−sf) to show that ψ′(s) ≥ 0. ♦
Remark 2.6. If instead of (x, y) the processes start with initial distribution π0 the “optimal
coupling” between µ0 and ν0 for the W2 distance, the previous shows that W
2
2 (µT , νT ) ≤
e−KT W 22 (µ0, ν0). As discussed in the Appendix, this result can be used to show the existence
and uniqueness of the invariant measure. ♦
2.2. h-processes and functional inequalities. We now introduce the standard notion of
h-process. Let T > 0 and h be a non-negative function such that
∫
hdµT = 1. For simplicity,
we assume for the moment that there exist c and C such that C ≥ h ≥ c > 0. We thus may
define on the path-space up to time T a new probability measure
dQ
dPµ0
|FT = h(ωT ) .
It is immediately seen that
Q ◦ ω−1s = PT−shµs for all 0 ≤ s ≤ T .
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In this situation, it is well known (Girsanov transform theory) that one can find a progres-
sively measurable process us such that
dQ
dPµ0
|FT = PTh(ω0) exp
(∫ T
0
〈us, dMs〉 − 1
2
∫ T
0
|us|2 ds
)
,
where ω denotes the canonical element of the path-space and M denotes the martingale part
of ω under Pµ0 . In addition, it is easily seen (see e.g. [21]) that
H(Q|Pµ0) = H(hµT |µT ) = H(PThµ0|µ0) +
1
2
EQ
(∫ T
0
|us|2 ds
)
. (2.7)
Actually, if h ∈ A, it is immediate to check (applying Ito formula) that
us = ∇ logPT−sh(ωs)
both Pµ0 and Q almost surely.
(2.7) thus becomes
H(hµT |µT ) = H(PThµ0|µ0) + 1
2
∫ T
0
(∫ |∇Psh|2
Psh
dµT−s
)
ds . (2.8)
If h is smooth we may apply Proposition 2.2 in order to get
H(hµT |µT ) ≤ H(PThµ0|µ0) + 1
2
∫ T
0
(∫
e−Ks
P 2s (|∇h|)
Psh
dµT−s
)
ds
≤ H(PThµ0|µ0) + 1
2
∫ T
0
e−Ks
(∫
Ps
( |∇h|2
h
)
dµT−s
)
ds
≤ H(PThµ0|µ0) + 1
2
∫ T
0
e−Ks
(∫ |∇h|2
h
dµT
)
ds
≤ H(PThµ0|µ0) + 1− e
−KT
2K
∫ |∇h|2
h
dµT , (2.9)
where we have used Cauchy-Schwarz inequality for the second inequality and the Markov
property for the third one. The previous inequality then extends to any h in C1 for which
the right hand side makes sense, by density. We have thus obtained the following
Proposition 2.10. In the situation of (1.1), assume (H.C.K). If µ0 satisfies a log-Sobolev
inequality with constant CLS(0), µT satisfies a log-Sobolev inequality with constant
CLS(T ) = e
−KT CLS(0) +
2(1− e−KT )
K
.
When K = 0 one has to replace (1−e
−KT )
K by T . This applies in particular to µT = P (T, x, .)
since δx satisfies a log-Sobolev inequality with constant equal to 0.
Proof. Apply the log-Sobolev inequality to µ0. It furnishes (since
∫
PThdµ0 = 1),
H(PThµ0|µ0) ≤ CLS(0)
4
∫ |∇PTh|2
PTh
dµ0 ≤ e−KT CLS(0)
4
∫ |∇h|2
h
dµT ,
similarly as what we did in (2.9). Hence the result applying (2.9). 
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As we recalled in the introduction a log-Sobolev inequality implies a T2 transportation in-
equality. It is interesting to see that one can directly obtain such an inequality for semi
log-concave measures, by using the previous construction. But before to do this, just remark
that the above proof using h = 1 + εg with
∫
gdµT = 0 allows us to obtain a similar result
replacing the log-Sobolev inequality by a Poincare´ inequality i.e.
Proposition 2.11. In the situation of (1.1), assume (H.C.K). If µ0 satisfies a Poincare´
inequality with constant CP (0), µT satisfies a Poincare´ inequality with constant
CP (T ) = e
−KT CP (0) +
1− e−KT
K
.
When K = 0 one has to replace (1−e
−KT )
K by T . This applies in particular to µT = P (T, x, .)
since δx satisfies a Poincare´ inequality with constant equal to 0.
Remark 2.12. Once again, the proof presented here is very different from the one based on
the Γ2 calculus of Bakry-Emery which relies on the commutation property and the control of
the derivative of ψ(s) = Ps(Pt−sf log(Pt−sf)) to get a local logarithmic Sobolev inequality.
Note that considering rather ψ(s) = Ps((Pt−sf)2) leads to a local Poincare´ inequality. ♦
2.3. Transportation inequalities. The existence of us and (2.7) are ensured as soon as
H(hµT |µT ) < +∞ (see [21]). For our goal we do not need the explicit expression of us.
Indeed, Girsanov theory and Paul Le´vy characterization of brownian motion tell us that on
(Ω,Q), there exists some standard brownian motion w (independent of ω0) such that, up to
time T ,
ωt = ω0 + wt − 1
2
∫ t
0
∇U(ωs) ds +
∫ t
0
us ds .
Since (1.1) has an unique strong solution, one can build (on (Ω,Q)) a solution of
zt = z0 + wt − 1
2
∫ t
0
∇U(zs) ds ,
the law of which being given by
Pν0 with ν0 = L(z0) .
For instance we may choose ν0 = µ0 or z0 = ω0 in which case ν0 = PThµ0. But in all situations
we choose the distribution of (ω0, z0) in such a way that E
Q(|ω0 − z0|2) = 2W 22 (ν0, PThµ0)
(or we take approximating sequences).
In particular
zt − ωt = (z0 − ω0) + 1
2
∫ t
0
(∇U(ωs)−∇U(zs)) ds −
∫ t
0
us ds ,
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Q almost surely. Applying Ito’s formula and (H.C.K) we obtain
ηt := E
Q(|zt − ωt|2) ≤ EQ(|z0 − ω0|2)− K
∫ t
0
ηs ds+ 2
∫ t
0
EQ|〈(zs − ωs), us〉| ds
≤ η0 − K
∫ t
0
ηs ds+ 2
(∫ t
0
ηs ds
) 1
2
(
EQ
(∫ t
0
|us|2 ds
)) 1
2
(2.13)
≤ η0 − K
∫ t
0
ηs ds+ 2
√
2H
1
2 (hµT |µT )
(∫ t
0
ηs ds
) 1
2
.
We have then different alternatives depending on the sign of K.
1) First in the case where K > 0, one has using that 2ab ≤ Ka2 + b2/K
ηt ≤ η0 − K
∫ t
0
ηs ds+ 2
√
2H
1
2 (hµT |µT )
(∫ t
0
ηs ds
) 1
2
≤ η0 + 2
K
H
1
2 (hµT |µT )
so that we recover an uniform transportation inequality when η0 = 0, which is moreover
optimal for the invariant measure, considering logarithmic Sobolev inequality and Poincare´
inequality. If µ0 satisfies some transportation inequality then one obtains that µT satisfies a
transportation inequality with constant the sum of the initial constant plus 2K .
2) The previous simple argument has however a serious drawback in the sense that in positive
curvature, µT does not forget the “initial measure”. Let us see how to deal with this problem.
Start once again from the first estimation, but using Itoˆ’s formula between t and t+ ε and
(H.C.K)
ηt+ε ≤ ηt − K
∫ t+ε
t
ηs ds+ 2
∫ t+ε
t
EQ|〈(zs − ωs), us〉| ds
so that we may differentiate in time to get for all positive λ
η′t ≤ −Kηt + 2EQ|〈(zt − ωt), ut〉| ds,
≤ −(K + λ)ηt + 1
λ
EQ|ut|2.
Using Gronwall’s lemma, we get that
ηT ≤ e(−K+λ)T η0 + 1
λ
∫ T
0
e(K−λ)(s−T )EQ|ut|2 dt.
so that if K > 0 we get, for λ < K
ηT ≤ e(−K+λ)T η0 + 1
λ
∫ T
0
EQ|ut|2 dt ≤ e(−K+λ)T η0 + 2
λ
H(hµT |µT ).
Note that this is once again optimal for the limiting measure, and captures the fact that it
forgets the initial condition. When K < 0, we then have
ηT ≤ e(−K+λ)T η0 + 2
λ
e(−K+λ)T H(hµT |µT ).
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Note however the presence of the additional parameter λ.
3) Let us see how a direct approach may get rid of this additional parameter, which is
particularly important in negative curvature. Define
at = e
Kt
∫ t
0
ηs ds − e
Kt
K
η0 .
We have
a′t ≤ 2
√
2 eKt/2H
1
2 (hµT |µT )
(
at +
eKt
K
η0
) 1
2
.
Since e
Kt
K ≤ e
KT
K we obtain(
at +
eKT
K
η0
) 1
2
≤
(
a0 +
eKT
K
η0
) 1
2
+ 2
√
2
eKt/2 − 1
K
H
1
2 (hµT |µT ) .
It follows (∫ T
0
ηs ds
) 1
2
≤
(
1− e−KT
K
η0
)1
2
+ 2
√
2
(
1− e−KT/2
K
)
H
1
2 (hµT |µT ) .
For K ≥ 0, this yields, since W 22 (hµT , νT ) ≤ 12 EQ(|zt − ωt|2), and using
√
a
√
b ≤ 12 (a+ b),
W 22 (hµT , νT ) ≤
(
1 +
√
2
1− e−KT
K
)
W 22 (PThµ0, ν0)
+
(√
2
2
+
4(1 − e−KT/2)
K
)
H(hµT |µT ) . (2.14)
If η0 = 0, (2.14) can be improved in
W 22 (hµT , νT ) ≤
4(1 − e−KT/2)
K
H(hµT |µT ) . (2.15)
When K ≤ 0, we obtain
W 22 (hµT , νT ) ≤
(
1 +
√
2
1− e−KT
K
+ 2(e−KT − 1)
)
W 22 (PThµ0, ν0)
+
(√
2
2
+ 4
(1− e−KT/2)
K
− 4 (1− e
−KT/2)2
K
)
H(hµT |µT ) . (2.16)
Again if η0 = 0, (2.16) can be improved in
W 22 (hµT , νT ) ≤ 4
(
(1− e−KT/2)
K
− (1− e
−KT/2)2
K
)
H(hµT |µT ) . (2.17)
The previous inequalities then extend to any non-negative h (not necessarily bounded below
nor above).
If we choose µ0 = δx, we have µT = P (T, x, .), 1 =
∫
hdµT = PTh(x) and so ν0 = δx and
νT = µT . Hence
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Proposition 2.18. In the situation of (1.1), assume (H.C.K). Then P (T, x, .) satisfies a T2
transportation inequality
W 22 (hP (T, x, .), P (T, x, .)) ≤ CT H(hP (T, x, .)|P (T, x, .)) ,
with
CT = min
(
2
K
,
4(1 − e−KT/2)
K
)
when K > 0, 2T when K = 0 and
CT =
4(1− e−KT/2)
K
− 4 (1− e
−KT/2)2
K
when K ≤ 0.
If we choose ν0 = µ0, we may use the convexity of t 7→ t log t, i.e
H(PThµ0|µ0) =
∫
PTh log PThdµ0 ≤
∫
PT (h log h) dµ0 = H(hµT |µT ) ,
in order to get
Proposition 2.19. In the situation of (1.1), assume (H.C.K). If µ0 satisfies T2 with constant
C(0), then µT satisfies T2 with a constant C(T ) given,
(1) when K > 0, for 0 < λ < K,
C(T ) = e−(K−λ)TC(0) +
2
λ
,
(2) and when K ≤ 0, C(T ) = CT +
√
2
2 +BT C(0) with
BT = 1 +
√
2
1− e−KT
K
+ 2(e−KT − 1) .
Remark 2.20. All what precedes holds even if Υ is not bounded (i.e. if the process is not
positive recurrent), in which case of course, K < 0. ♦
Remark 2.21. If we choose µ0 = µ (assuming that Υ is bounded), we have to choose
ν0 = PThµ hence νT = P2Thµ0. After noticing that we can slightly refine the previous
bound replacing H(hµT |µT ) by H(hµT |µT )−H(PThµ0|µ0) according to (2.7), we obtain
W2(P2Thµ, hµ) ≤
√
CT (H(hµ|µ)−H(PThµ|µ))
and finally
W2(hµ, µ) ≤
√
CT (H(hµ|µ)−H(PThµ|µ)) +W2(P2Thµ, µ) . (2.22)
The latter has to be compared with remark 4.9 in [18] which shows that the inequality
W2(hµ, µ) ≤
√
T (H(hµ|µ)−H(PThµ|µ)) +W2(PThµ, µ)
always holds. ♦
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Remark 2.23. If K > 0 we may let T go to +∞ in Proposition 2.10 and recover that µ
satisfies a log-Sobolev inequality with constant 2/K, hence a T2 transportation inequality
with constant 1/K (in particular we are loosing a factor 4 in Proposition 2.18).
Similarly, when T → +∞, (2.22) shows that if K > 0, µ satisfies a T2 inequality , and since
µ is log-concave, satisfies a log-Sobolev inequality. This scheme of proof does not require
Proposition 2.2, but the (H.W.I) inequality. Unfortunately it does not furnish the optimal
constant. ♦
2.4. Transportation-Fisher Inequalities. Let us see look now at another type of Trans-
portation Information inequality recently introduced in [29], which is weaker but quite close
to logarithmic Sobolev inequality (in fact equivalent under bounded curvature). We are
obliged to come back to the initial inequality in (2.13) which becomes in our new situation
ηt ≤ η0 − K
∫ t
0
ηs ds + 2
∫ t
0
EQ (|zs − ωs| |∇ log PT−sh(ωs)|) ds . (2.24)
Replacing the pair (0, t) by (t, t+ ε) we thus have
ηt+ε ≤ ηt − K
∫ t+ε
t
ηs ds+ 2
∫ t+ε
t
η
1
2
s
(
EQ
(|∇ log PT−sh(ωs)|2)) 12 ds
≤ ηt − K
∫ t+ε
t
ηs ds+ 2
∫ t+ε
t
η
1
2
s
(∫ |∇PT−sh|2
PT−sh
dµs
) 1
2
ds .
It follows that t 7→ ηt is differentiable and satisfies,
η′t ≤ −K ηt + 2 η
1
2
t
(∫ |∇PT−th|2
PT−th
dµt
) 1
2
≤ −K ηt + 2 η
1
2
t
(∫
P 2T−t|∇h|
PT−th
dµt
) 1
2
≤ −K ηt + 2 η
1
2
t
(∫
PT−t
( |∇h|2
h
)
dµt
) 1
2
≤ −K ηt + 2 η
1
2
t
(∫ |∇h|2
h
dµT
)1
2
. (2.25)
(for the second inequality, recall that (H.C.0) is satisfied so that, for short, |∇Ps| ≤ Ps|∇|.)
To explore (2.25) we shall use the usual trick ab ≤ λa2 + 1λ b2 for a, b, λ positive. Hence
η′t ≤ (−K + 2λ) ηt +
2
λ
(∫ |∇h|2
h
dµT
)
. (2.26)
We deduce, denoting A = K − 2λ,
W 22 (hµT , µT ) ≤ ηT ≤ η0 e−AT +
2(1− e−AT )
Aλ
∫ |∇h|2
h
dµT .
This inequality is close to what is called a W2I inequality (see [28] definition 10.4 or [29]
for examples and details on properties of WI inequality). Here we obtain a defective W2I
inequality. However, as T → +∞, we recover the true W2I inequality for the invariant
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distribution, which together with the (H.W.I) inequality allows us to recover the log-Sobolev
inequality. Nevertheless, we get
Proposition 2.27. Assume (H.C.K), then P (T, x, ·) satisfies a WI inequality of constant
2(1−e−AT )
Aλ . If we suppose moreover that µ0 satisfies a WI inequality with constant D(0) then
µT satisfies a WI inequality with constant D(T ) = e
−ATD(0) + 2(1−e
−AT )
Aλ .
Remark 2.28. As remarked, under (H.C.K), the inequalities verified by the law µT depend
on the inequalities verified by the initial measure, in the range between Poincare´ and loga-
rithmic Sobolev inequality. Indeed, a logarithmic Sobolev inequality implies a WI inequality,
but to get the the WI inequality for PT we need only a WI inequality for the initial mea-
sure. As seen by the example of the Gaussian measure, which satisfies (H.C.K), no stronger
inequalities can be obtained. ♦
Remark 2.29. Instead of the h-process one should consider Schro¨dinger bridges allowing to
choose both the initial and the final time marginals. Indeed if h is bounded it is known that
one can find non-negative functions such that the measure
dQ
dPµ
|FT = f(ω0) g(ωT ) ,
satisfies
Q ◦ ω−10 = µ and Q ◦ ω−1T = hµ .
The pair (f, g) satisfies
f PT g = 1 and g PT f = h µ a.s. ,
and the drift us is given by us = ∇ log PT−sg. As before it is immediately checked that
Q ◦ ω−1s = Psf PT−sg µ for all 0 ≤ s ≤ T .
For all this we refer to [25] p.162 and [16] section 6. Even if h is bounded from below, we
do not know whether g inherits this property. Nevertheless, at least formally we have the
relation
g PT
(
1
PT g
)
= h .
Proceeding as before we obtain
H(hµ|µ) ≤ 1− e
−KT
2K
∫ |∇g|2
g
h
g
dµ =
1− e−KT
2K
∫ |∇g|2
g
PT
(
1
PT g
)
dµ ,
and
W 22 (ν0T , µ0T ) = W
2
2 (hµ, µ) ≤ C ′T H(ν0T |µ0T ) , (2.30)
where ν0T (resp. µ0T ) denotes the Q (resp. Pµ) joint law of (X0,XT ), i.e.
ν0T (dx, dy) = f(x)g(y)µ0T (dx, dy) .
Unfortunately, these inequalities do not seem to give new results. ♦
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Remark 2.31. In almost all what we did we may replace the drift −12 ∇U by a general
(non-gradient) smooth drift b satisfying
(H.C.K) 2 〈b(x) − b(y), x− y〉 ≤ −K |x− y|2 .
All the results of this section remain true in this more general situation, as far as we do not
use reversibility. The only result where we used reversibility actually is (2.22). Indeed, if the
initial law is ν0 = PThµ, νT = P
∗
TPThµ where P
∗
T denotes the µ adjoint semi-group.
The only delicate point is the smoothness of Pth and the fact that ∂t(Pth) = LPth in the
usual sense. This will be discussed in an even more general setting in the next section, where
we shall look at more general cases with non constant diffusion coefficient.
Notice that, according to the discussion in the Appendix, if K > 0, there exists an unique
invariant probability measure µ∞. Furthermore, for all 0 < T ≤ +∞, µT admits a density
w.r.t. Lebesgue measure (whatever the initial distribution), and the convergence of the
densities hold weakly in L1. ♦
3. General diffusion processes.
We shall now extend the results of the previous section to the general situation of (1.7),
dXt = σ(Xt) dBt + b(Xt) dt . (3.1)
L(X0) = µ0 .
First of all we have to discuss some properties of the process and the associated quantities.
As we said in the introduction, we need some regularity for Ptf at least if f ∈ A. So there is
a technical price to pay. We decided to pay this price at the level of the study of the process,
rather than in deriving inequalities.
3.1. Some properties of the process.
3.1.1. Non explosion. Since we assume that σ ∈ C2b , when (H.C.K) is fulfilled, b satisfies
2 〈b(x) − b(y), x− y〉 ≤ −D |x− y|2 ,
for some D ∈ R. In particular,
2 〈b(x), x〉 ≤ −D |x|2 + 2 |b(0)||x| .
Thus, if Sk denotes the exit time from the ball B(x, k), and tk = t ∧ Sk it holds
E(|Xxtk |2) = |x|2 + E
(∫ tk
0
Trace(a(Xxs )) + 2 〈b(Xxs ),Xxs 〉 ds
)
≤ |x|2 +Nt+ |D|
∫ t
0
E(|Xxsk |2) ds+ 2 |b(0)|
∫ t
0
E(|Xxsk |) ds
≤ |x|2 + (N + 2|b(0)|)t + (|D|+ 2|b(0)|)
∫ t
0
E(|Xxsk |2) ds
where, since σ is bounded, we have defined
N =‖ Trace(a(.)) ‖∞ ,
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and where we used |y| ≤ 1 + |y|2. Applying Gronwall lemma we obtain that E(|Xxtk |2)
is bounded independently on k, so that we may pass to the limit in k. This proves non
explosion up to time t (since the explosion time is the increasing limit of the sequence Sk)
for all t.
It is then easily seen that one can perform similar calculations with g(t, x) = exp(e−Ct|x|2)
for a large enough C in order to kill the integrated term, i.e
Lemma 3.2. There exists a large enough Ce > 0, such that E(exp(e
−Cet|Xxt |2)) ≤ e|x|
2
.
It is interesting to notice that one can similarly obtain some “deviation” bound from the
starting point. Indeed
E(|Xxt − x|2) = E
(∫ t
0
Trace(a(Xxs )) + 2 〈b(Xxs ),Xxs − x〉 ds
)
= E
(∫ t
0
Trace(a(Xxs )) + 2 〈b(Xxs )− b(x) + b(x),Xxs − x〉 ds
)
≤ Nt−D
∫ t
0
E(|Xxs − x|2) ds+ 2 |b(x)|
∫ t
0
E(|Xxs − x|) ds
so that arguing as we did in order to get (2.14) and (2.16) we obtain the existence of constants
α(T,D) and β(T,D) such that for 0 ≤ t ≤ T ,
E(|Xxt − x|2) ≤ (α(T,D)N + β(T,D)|b(x)|2) t . (3.3)
3.1.2. Properties of the semi-group. Let us mimic what we did to get Proposition 2.2 i.e.
apply Ito formula to get
eKt |Xxt −Xyt |2 = |x− y|2 +
∫ t
0
2eKs〈σ(Xxs )− σ(Xys ),Xxs −Xys 〉 dBs
+
∫ t
0
(
K|Xxs −Xys |2 + |σ(Xxs )− σ(Xys )|2HS + 2 〈b(Xxs )− b(Xys ),Xxs −Xys 〉
)
eKs ds
so that, if (H.C.K) holds
eKt |Xxt −Xyt |2 ≤ |x− y|2 +
∫ t
0
2eKs〈σ(Xxs )− σ(Xys ),Xxs −Xys 〉 dBs . (3.4)
Notice that with our assumptions, the right hand side of (3.4) is a (true) martingale, so that
E(|Xxt −Xyt |2) ≤ e−Kt |x− y|2 . (3.5)
In summary, we get
Theorem 3.6. Assume (R) and (H.C.K.) then we get that
W2(Pt(x, ·), Pt(y, ·)) ≤ e−Kt/2 |x− y|. (3.7)
Moreover, if σσ∗ is positive then (3.7) implies back (H.C.K.).
If we suppose moreover for some m ≥ 2
(H.C.K.m) ∀(x, y), m(m− 1)
2
|σ(x)− σ(y)|2HS +m〈b(x)− b(y), x− y〉 ≤ −K |x− y|2
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then
Wm(Pt(x, ·), Pt(y, ·)) ≤ e−Kt/m |x− y|. (3.8)
Proof. The contraction inW2 distance inherited from (H.C.K.) has already been proved. The
contraction in Wm distance is done exactly in the same way using once again synchronous
coupling. The necessary part comes from [10] (or more precisely section 4. in the Arxiv
version 1110.3606). Let us explain the ideas of the proof. In fact, one may compute the time
derivative of the Wasserstein distance: note M : N =
∑
i,jMijNij when M and N are two
matrices, then denoting νt and µt two solutions starting respectively from u0 and µ0
d
dt
W2(νt, µt = 2J(νt|µt)
where if νt = ∇φt#µt,
J(νt, |µt) =
∫ [
1
2
σσ∗(x) : (∇2φt(x)− I) + 1
2
σσ ∗ (∇φt(x)x) : (∇2φt(x)−1 − I)
−〈b(∇φt(x))− b(x),∇φt(x)− x〉] dµt.
Then the contraction property implies that at time 0 for ν0 = δy and µ0 = δx
K
2
|x− y|2 ≤ J(ν0µ0).
A clever choice of φ then enables to prove the result. 
Let f be C-Lipschitz continuous. It holds |f(Xxt ) − f(Xyt )| ≤ C |Xxt − Xyt | so that, using
(3.5), Ptf is Lipschitz continuous with Lipschitz constant less than C e
−Kt/2.
As we said at the end of the previous section, when K > 0 one deduces the existence and
uniqueness of an invariant probability measure µ∞, to which µT converges weakly.
The rest of this (sub)subsection is devoted to give a proof of the following: if f ∈ A (see the
introduction), then (t, x) 7→ Ptf(x) is regular and satisfies (for t > 0)
∂tPtf = PtLf = LPtf .
The reader who takes this result as granted can skip what follows.
First if f ∈ A, Lf is C0c and we have Ptf(x) − f(x) =
∫ t
0 Ps(Lf)(x) ds. It follows that
lims→0 1s (Pt+sf(x) − Ptf(x)) = Pt(Lf)(x) for all x, since v 7→ PvLf(x) is continuous. So
∂tPtf = PtLf . The first delicate point is of course the commutation of L and Pt. The second
delicate point is the smoothness of (t, x) 7→ Ptf(x).
This commutation property is known if σ and b are in C∞b (see [32] p.254-258, boundedness
of derivatives is important) in which case (t, x) 7→ Ptf(x) is actually C∞. But assuming
boundedness of b and its derivatives will exclude the cases of positive K.
We shall first show that Ptf is a mild solution, provided b does not grow too fast.
Lemma 3.9. Assume that |b(x)| ≤ C (1 + |x|k) for some C and k ∈ N. Let E be the space
of continuous functions such that x 7→ f(x)/(1 + |x|k) is bounded, equipped with its natural
norm ‖ f ‖= supx (|f(x)|/(1 + |x|k)).
Then Pt is a continuous semi-group on E, any f ∈ A belongs to the infinitesimal generator
of Pt which coincides with L on A. Hence, Ptf belongs to the domain of L and ∂tPtf =
PtLf = LPtf .
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Proof. It follows from lemma 3.2 that if f ∈ E, Ptf is bounded by c(t) ‖ f ‖, hence Pt is a
continuous semi-group on E (whose range is included into Cb).
To see that f ∈ A belongs to the domain of the generator of Pt, we have to show that the
convergence of lims→0 1s (Psf(x)− f(x)) holds for the norm defined on E. But(
1
s
(Psf(x)− f(x))
)
− Lf(x) = 1
s
∫ s
0
(Lf(Xxu )− Lf(x)) du
≤ 1
s
∫ s
0
‖ ∇Lf ‖∞ E(|Xxu − x|) du
≤ 2
3
‖ ∇Lf ‖∞ (α+ β|b(x)|2)
1
2 s
1
2
according to (3.3). Since |b(x)| ≤ C (1 + |x|k), convergence holds for the norm on E. The
proof is completed. 
If the coefficients are C∞, and ∂t − L is hypo-elliptic (for instance if L is uniformly elliptic)
it follows that x 7→ Ptf ∈ C∞ and that the last equalities hold in the usual sense.
If we do not want to assume too much regularity on the coefficients, we have first to assume
that L is uniformly elliptic and call upon P.D.E. theory. If what follows is certainly well
known by specialists, we include the argument.
Let f ∈ A. For k large enough, Bk = B(0, k) contains the support of f . Consider the
parabolic equation
∂tu+ Lu = 0 in (0, T ) ×Bk (3.10)
u(x, T ) = f(x)
u(x, t) = 0 on [0, T ]× ∂Bk .
Since f = 0 on ∂Bk this makes sense. If L is uniformly elliptic, it is known that there exists
an unique solution uk in C
1,2((0, T )×Bk) of (3.10), and that this solution is represented as
uk(t, x) = E(f(X
x
T−t) 1ISxk>T ) = PT−tf(x)− E(f(XxT−t) 1ISxk≤T ) ,
where Sxk denotes the exit time from Bk of X
x
t . For all this see [27], in particular Theorem
5.2. p.147.
It follows in particular that for all k, ‖ uk ‖∞≤‖ f ‖∞ and that for all (t, x) ∈ (0, T ) × Bj ,
uk(t, x)→ PT−tf(x) as k → +∞ since Sxk → +∞.
Now let j be fixed, and look at k > j. The parabolic Schauder estimate tells us that there
exists a constant Cj depending on j, the ellipticity constant and the C
2(Bj+1) norms of σ
and b such that
‖ uk ‖
C2,
1
2 (Bj)
≤ Cj ‖ uk ‖∞≤ Cj ‖ f ‖∞ ,
where Ck,
1
2 is the set of Ck functions with 12 -Ho¨lder k
th derivatives.
Arzela-Ascoli theorem tells us that a subsequence of uk converges in C
2((0, T ) × Bj), and
since the limit is PT−tf , that the latter is C2.
If L is not uniformly elliptic, we may approximate it by Lε = L+
1
2 ε∆ for ε→ 0. If σ ∈ C2b ,
the diffusion matrix (field) aε = σε σ
∗
ε + ε Id is C
2
b and uniformly elliptic). It is known that
its square root (in the sense of symmetric matrices) a
1/2
ε is bounded and C2b too. In addition
a
1/2
ε → a1/2 as ε → 0 the convergence taking place in C1b . In particular, (H.C.K(ε)) holds
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for the new diffusion process with a constant K(ε) going to K as ε → 0, provided (H.C.K)
is satisfied for σ = a
1
2 .
It easily follows that, for all t, E(|Xt −Xεt |2) → 0 as ε → 0 provided X0 = Xε0 . Indeed, Ito
formula and Gronwall lemma again yield
E(|Xt −Xεt |2) ≤ t sup
x
|σ(x)− σε(x)|2HS
eDt − 1
D
.
It follows that the convergence of time marginals holds in W2 Wasserstein distance, hence in
the weak topology.
The conclusion of the previous discussion is the following: if a1/2 = σ ∈ C2b , we may assume
that L is uniformly elliptic as far as the bounds we get do not depend on the ellipticity
constant, and then go to the limit. We shall use this trick in the sequel.
3.2. Commutation property with the gradient. Once again, we will see how synchro-
nous coupling or a contraction in Wasserstein distance provides the commutation property.
Let f ∈ A, then
f(Xxt )− f(Xyt ) ≤ 〈∇f(Xyt ),Xxt −Xyt 〉+C|Xxt −Xyt |2
for some constant C, so that
|Ptf(x)− Ptf(y)| = |E(f(Xxt )− f(Xyt ))|
≤ |E(〈∇f(Xyt ),Xxt −Xyt 〉)|+ CE(|Xxt −Xyt |2)
≤ (E(|∇f(Xyt )|2)) 12 (E(|Xxt −Xyt |2)) 12 + CE(|Xxt −Xyt |2)
≤ e−Kt/2 (Pt(|∇f |2)(y)) 12 |x− y|+ C e−Kt |x− y|2 ,
where the last step is done by using Theorem 3.6. Provided we know that ∇Ptf exists, we
have thus obtained a weaker form of Proposition 2.2,
Proposition 3.11. Assume (R) and (H.C.K) or the weaker contraction property (3.7). Let
f ∈ A. If ∇Ptf exists (which is true except possibly for (R5)), it holds
|∇Ptf |2 ≤ e−Kt Pt(|∇f |2) .
Notice that, contrary to the Bakry-Emery bounded curvature case, the previous commutation
property holds with the usual gradient and not with the natural one i.e. Γ
1
2 .
If Proposition 2.2 allowed us to obtain logarithmic Sobolev inequalities, the weaker Proposi-
tion 3.11 will allow us to obtain a weaker inequality, namely a Poincare´ inequality.
Remark 3.12. It is worth mentioning here the following alternate proof of the commutation
property, starting from Wasserstein contraction, as derived in the recent paper [4] following
our suggestion, i.e. using Kantorovitch-Rubinstein duality we have for all bounded Lipschitz
φ denoting the inf convolution operator Qtφ(x) = infy{φ(y) + |x−y|
2
2t } and initial measure µ0
and ν0 ∫
Q1φdµt −
∫
φdνt =
∫
PtQ1φdµ0 −
∫
Ptφdν0
≤ e−KtW 22 (µ0, ν0).
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Choose now µ0 = δx, ν0 = δy to get for all y
Pt(Q1φ)(x) ≤ Ptφ(y) + |x− y|
2
2eKt
which by homogeneity of the inf-convolution operator gives
Pt(Q1φ) ≤ QeKt(Ptφ).
This assertion is in fact stronger than the gradient commutation property which can be
deduced by using the fact that the inf-convolution operator is the Hopf-Lax solution of the
Hamilton-Jacobi equation. ♦
3.3. h-processes and functional inequalities. We now introduce the corresponding h-
process. Let T > 0 and h > 0 be such that∫
PThdµ0 = 1
We thus may define on the path-space up to time T a new probability measure
dQ
dPµ0
|FT = h(ωT ) .
Again
Q ◦ ω−1s = PT−shµs for all 0 ≤ s ≤ T .
For simplicity, we assume in what follows that there exist c and C such that C ≥ h ≥ c >
0. In this situation, using again Girsanov transform theory, we know that we can find a
progressively measurable process us such that
dQ
dPµ0
|FT = PTh(ω0) exp
(∫ T
0
〈us, dMs〉 − 1
2
∫ T
0
|σ(ωs)us|2 ds
)
,
where ω denotes the canonical element of the path-space and M denotes the martingale part
of ω under Pµ0 . In addition, it can be shown [21] that
H(Q|Pµ0) = H(hµT |µT ) = H(PThµ0|µ0) +
1
2
EQ
(∫ T
0
|σ(ωs)us|2 ds
)
. (3.13)
Again, at least formally it holds
us = ∇ logPT−sh(ωs)
both Pµ0 and Q almost surely. This is not only formal if h ∈ A and (R) (except (R5)) is
satisfied. Assume both these conditions for the moment.
We thus have
H(hµT |µT ) = H(PThµ0|µ0) + 1
2
∫ T
0
(∫ |σ∇Psh|2
Psh
dµT−s
)
ds . (3.14)
Now define
M =‖ |σ|2 ‖∞= sup
y
sup
|u|=1
|σ(y)u|2 .
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If h ∈ A we may apply Proposition 3.11 in order to get (recall that h ≥ c)
H(hµT |µT ) ≤ H(PThµ0|µ0) + M
2
∫ T
0
(∫
e−Ks
Ps(|∇h|2)
Psh
dµT−s
)
ds
≤ H(PThµ0|µ0) + M
2c
∫ T
0
e−Ks
(∫
|∇h|2 dµT
)
ds
≤ H(PThµ0|µ0) + M(1− e
−KT )
2cK
∫
|∇h|2 dµT , (3.15)
where we have used the Markov property for the second inequality.
Now let g ∈ C∞c be such that
∫
gdµT =
∫
PT g dµ0 = 0 and choose h = 1 + ηg ∈ A so that∫
PThdµ0 = 1 and h > c > 0 for η small enough. Actually we will let η go to 0 so that in
the limit c = 1. Standard manipulations thus yield∫
g2 dµT ≤
∫
(PT g)
2 dµ0 +
M(1− e−KT )
K
∫
|∇g|2 dµT . (3.16)
We can eventually use first the density of C∞c and then the trick we formerly described in
order to relax the uniform ellipticity assumption (recall that M = supy sup|u|=1 |〈u, a(y)u〉|
hence only depends on a too).
Arguing as for Proposition 2.10 we have obtained
Proposition 3.17. Assume that (R) and (H.C.K) are satisfied. Let M =‖ |σ|2 ‖∞.
If µ0 satisfies a Poincare´ inequality with constant CP (0) then µT satisfies a Poincare´ inequal-
ity with constant
CP (T ) = e
−KT CP (0) +
M(1− e−KT )
K
.
This applies in particular to P (T, x, .) with CP (0) = 0.
Contrary to the log-Sobolev inequality, the Poincare´ inequality does not furnish a transporta-
tion inequality, so we shall try to adapt what we did in subsection 2.3.
3.4. Transportation inequalities. The situation is a little bit less simple than in the
previous section. Indeed the martingale term is no more a brownian motion and we can no
more use characterization tricks on (Ω,Q). Hence we have to consider the solution of
dYt = σ(Yt) dBt + b(Yt)dt+ a(Yt)∇ log PT−th(Yt) dt . (3.18)
As before we assume first that h ∈ A, C ≥ h ≥ c > 0 and that (R) is satisfied (except
possibly (R5), so that (3.18) is well defined and admits a unique strong solution. We can
thus build a solution with the same Brownian motion B we used in (1.7). Strong uniqueness
follows from the local Lipschitz property of all the coefficients and non explosion (up to time
T ) which is ensured by construction (Q is a probability measure). Again we may choose in
an appropriate way the distribution of the pair of initial variables.
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If (H.C.K) is satisfied, it holds
ηt = E(|Yt −Xt|2) ≤ η0 − K
∫ t
0
ηs ds+ 2
(∫ t
0
E( 〈Ys −Xs, a(Ys)∇ log PT−sh(Ys)〉
)
ds
≤ η0 − K
∫ t
0
ηs ds+
+2M
1
2
(∫ t
0
ηs ds
) 1
2
(
E
(∫ t
0
|σ(Ys)∇ log PT−sh(Ys)|2 ds
)) 1
2
≤ η0 − K
∫ t
0
ηs ds+ 2(2M)
1
2
(∫ t
0
ηs ds
)1
2
H
1
2 (hµT |µT ) . (3.19)
We may thus conclude as in the previous section
Proposition 3.20. Assume that (R) and (H.C.K) are satisfied. Let M =‖ |σ|2 ‖∞.
The conclusions of Proposition 2.18 and Proposition 2.19 are still true, replacing CT by MCT
Actually, when (R5) holds, we have proven this result for h ∈ A and L + ε2 ∆. But as we
have seen, µT (ε)→ µT in W2 distance, so that if h is bounded the same holds for zε hµT (ε)
to hµT (zε being a normalization constant). Finally if a T2 inequality holds for all h ∈ A
it extends to all h using density and the fact that W2(ν, µ) ≤ lim infW2(νn, µ) if νn weakly
converges to ν.
Of course a T2 inequality implies a Poincare´ inequality, but the constant in Proposition 3.17
is better (in addition we only require that µ0 satisfies a Poincare´ inequality).
Remark 3.21. One of the renowned consequence of such inequalities is the concentration of
measure phenomenon for µT . In particular, under the assumptions of Proposition 3.20, µT
satisfies a gaussian type concentration property. In particular |XxT |2 has some exponential
moment, fact we have already shown in lemma 3.2. But this integrability does not reflect
all the strength of the T2 inequality whose tensorization property is particularly useful for
statistical purposes.
When L is uniformly elliptic, this concentration property follows from gaussian estimates for
the transition kernel. Here we obtain much more explicit constants (even if they are certainly
far from optimality) which do not depend on the ellipticity constant. ♦
Remark 3.22. Assume that L is uniformly elliptic, i.e.
e = inf
y
inf
|u|=1
|σ(y)u|2 > 0 .
Then we deduce from Proposition 3.17
PT g
2(x)− (PT g(x))2 ≤ 2M
e
(1− e−KT )
K
PT (Γg)(x) .
According to [1] proposition 5.4.1, this is equivalent to the CD(K/2,∞) condition provided
M = e hence when σ is constant times the identity. In the non constant diffusion case, our
condition (H.C.K) seems to be really different from the Bakry-Emery curvature condition.
♦
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3.5. An hypoelliptic example : kinetic Fokker-Planck equation. We present in this
section an application of the techniques developed here in an hypoelliptic example where the
Bakry-Emery curvature is negative and where (H.C.K.) may not be satisfied also.
Let (xt, vt) be the solution of the following SDE
dxt = vtdt
dvt = dBt −∇V (xt)dt− vtdt.
also called stochastic Hamiltonian system. The long time behavior study of such a system
has been considered for a long time and have been tackled by different techniques, see for
example: hypocoercivity by Villani [42] or Lyapunov function technique by Bakry&al [3].
However, due to its hight degeneracy, the Bakry-Emery curvature is −∞ so that we may
not apply the Γ2 technique. Remark also that the (H.C.K.) condition reads for all (x, v) and
(y,w)
−〈∇V (x)−∇V (y), v − w〉 − |v − w|2 ≤ −K(|x− y|2 + |v − w|2)
so that it is hopeless to get K > 0.
Let us first remark that if ∇V is Lipshitz continuous, (H.C.K) is verified for some negative K
and using synchronous coupling, one may remark that we are in the same situation than in
Section2 so that we get that for some negative K the gradient commutation property holds
|∇Ptf | ≤ e−Kt Pt|∇f |
and thus the logarithmic Sobolev inequality holds for Pt((x, v), ·). Let us remark once again
that those properties are written with the usual gradient and not the Carre´-du-Champ op-
erator Γ(f) = |∇vf |2.
One may then wonder if it is possible to get the gradient commutation property with
K > 0. In fact, using synchronous coupling and Itoˆ’s formula applied to the function
N((x, v), (y,w)) = a|x − y|2 + b〈x − y, v − w〉 + |v − w|2, following [12], we get that if
V (x) = |x|2 +W (x) where ∇W is δ-Lipschitz with δ sufficiently small there exists a, b and
K > 0 such that H is equivalent to the euclidean norm and
N((xxt , v
v
t ), (x
y
t , v
w
t )) ≤ e−KtN((x, v), (y,w))
so that we get as in Section 2 the commutation property for some K > 0 and A > 1
|∇Ptf | ≤ Ae−Kt Pt|∇f |
and thus a Logarithmic Sobolev inequality holds uniformly in time.
It is not hard to extend the result of this simplified setting to the case where the Brownian
motion in the velocity has a diffusion coefficient which is bounded and L-Lipschitz. We may
then obtain a weaker gradient commutation property
|∇Ptf |2 ≤ Ae−Kt Pt|∇f |2
and local Poincare´ type inequality or Transportation information inequality like in Proposi-
tions 3.17 or 3.20, and if L is sufficiently small uniform in time version of these inequalities
(using functional N).
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3.6. Interpolation of the gradient commutation property and local Beckner in-
equality. We have seen here that we cannot recover a logarithmic Sobolev inequality by
our technique when (H.C.K.) is in force. Remember however that we have introduced the
stronger (H.C.K.m) condition which implies a contraction in Wasserstein distance Wm. It is
then not hard to deduce some interpolation of the gradient commutation property
Proposition 3.23. Assume (R) and (H.C.K.m) or the weaker contraction property (3.8).
Let f ∈ A, if ∇Ptf exists, it holds
|∇Ptf |
m
m−1 ≤ e−Kt/(m−1) Pt
(
|∇f | mm−1
)
. (3.24)
Remark once again that this property does hold even if the diffusion coefficient is degenerate,
so that variations of the hypoelliptic example of the previous subsection with a diffusion
coefficient in the velocity enters into this framework. This contraction property may thus
lead to a reinforcement of the Poincare´ inequality to a Beckner inequality.
Proposition 3.25. Assume (R) and (H.C.K.m) or the weaker (3.24). Let M = ‖|σ|2‖∞.
Then for all nice f , we have the following Beckner inequality
Ptf
2 − Pt
(
|f | 2mm+2
)m+2
m ≤Mm+ 2
m
e2Kt/m − 1
K
Pt|∇f |2.
Proof. The proof unfortunately does not rely on the h-process introduced previously but
on the Γ2 type proof. Denote p =
2m
m+2 . By (3.24) and Ho¨lder inequality, for all nice non
negativef
Ptf
2 − (Ptfp)2/p =
∫ t
0
d
ds
Ps(Pt−sfp)2/p ds
≤ M 2(2− p)
p2
∫ t
0
Ps
∇Pt−sfp|2
(Pt−sfp)2(p−1)/p
ds
≤ M 2(2− p)
p2
∫ t
0
e−2K(t−s)/m Ps
(
Pt−s|∇fp|
m
m−1
)2(m−1)/m
(Pt−sfp)2(p−1)/p
ds
≤ M 2(2− p)
p2
∫ t
0
e−2K(t−s)/m Pt|∇f |2ds
= M
(2− p)m
Kp2
(e2Kt/m − 1)Pt|∇f |2.

3.7. Convergence to equilibrium in positive curvature. Still in the uniform elliptic
case, assume that K > 0. We already mentioned that in this case µT weakly converges to
the unique invariant probability measure µ∞ (which exists). In particular , for all smooth g
(say C2b ), VarµT (g)→ Varµ∞(g) as well as
∫ |∇g|2 dµT → ∫ |∇g|2 dµ∞. We deduce that
Varµ∞(g) ≤
M
K
∫
|∇g|2 dµ∞ ≤ 2M
eK
∫
Γ(g) dµ∞ .
Summarizing all this we have obtained
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Theorem 3.26. Assume that σ is bounded and uniformly elliptic. Then if (H.C.K) holds
for some K > 0, defining M and e as before, there exists an unique invariant probability
measure µ∞ and µ∞ satisfies a Poincare´ inequality with constant M/K. In addition for all
f ∈ L2(µ∞) it holds
Varµ∞(Ptf) ≤ e−KeT/M Varµ∞(f) .
As we said, this result is not captured by the Γ2 theory.
But we can obtain general convergence results, even in the non uniformly elliptic case. Indeed
recall that in full generality
Varµ∞(Ptg) =
1
2
∫ +∞
t
∫
|σ∇Psg|2 dµ∞ ds .
Using proposition 3.11 we thus have
Varµ∞(Ptg) ≤
M
2
∫ +∞
t
∫
|∇Psg|2 dµ∞ ds
≤ M
2
∫ +∞
t
e−Ks
∫
Ps(|∇g|2) dµ∞ ds
≤ M
2K
e−Kt
∫
|∇g|2 dµ∞ .
Hence
Theorem 3.27. Assume that σ is bounded. Then if (H.C.K) holds for some K > 0, defining
M as before, there exists an unique invariant probability measure µ∞ and for all nice enough
function g ,
Varµ∞(Ptg) ≤
M
2K
e−Kt
∫
|∇g|2 dµ∞ .
In addition if µ∞ is symmetric (i.e.
∫
fLgdµ∞ =
∫
gLfdµ∞), it holds
Varµ∞(Ptg) ≤ e−KtVarµ∞(g) .
Remark once again that what is used here is the weak gradient commutation property which
is a consequence of (H.C.K.). The last part of the theorem follows from a result in [20]
recalled in the Appendix, lemma A.1 (2). Of course, unless we explicitly know the invariant
measure, it is not easy to see wether µ∞ is symmetric or not.
Remark 3.28. As said in the introduction, condition (H.C.K) already appears in [23] (con-
dition (4.5) therein). Assuming (H.C.K), these authors actually showed that the full law of
the process up to time T and starting from x, satisfies a T2 transportation inequality w.r.t.
the L2 metric on the path space (see [23] theorem 5.6), at least when K > 0 (also look at [41]
for similar results). The scheme of proof for transportation inequalities we developed here
is similar (the only novelty is the use of the h-process in order to look at time marginals,
while in [23] the authors are using the transfer of transportation inequalities via Lipschitz
mappings). We are also presumably more accurate with the assumptions required to build
the coupling. ♦
We may further extends the previous argument to the entropic convergence to equilibrium.
Let us suppose that there exists an unique invariant measure µ∞.
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Theorem 3.29. Assume that σ is bounded and that the gradient commutation property
|∇Ptf | ≤ c e−Kt Pt|∇f | (3.30)
holds for some positive K. Then for all nice positive function f (defining M as before)
Entµ∞(Ptf) ≤
cM
K
e−Kt
∫ |∇g|2
g
dµ∞.
Proof. The proof is as for the L2 decay quite standard. Indeed,
Entµ∞(Ptg) ≤ M
∫ ∞
t
∫ |∇Psg|2
Psg
dµ∞ds,
≤ cM
∫ ∞
t
e−Ks
∫
Ps
∇g|2
g
dµ∞ds,
≤ cM
K
e−Kt
∫ |∇g|2
g
dµ∞.

Remark 3.31. One of the important point here is that we do not suppose any non-degeneracy
on the diffusion coefficient, so that the result applies to the kinetic Fokker-Planck equation.
It then provides an alternative to the approach by Villani [42], where he obtained such kind
of convergence by completely different techniques with assumptions quite similar to the ones
described in Section 3.5. One may then complete the approach by regularization of the Fisher
Information in small time to obtain an entropic decay controlled by the initial entropy, see
[42] or [30]. ♦
Remark 3.32. Let us point out that even in the symmetric case, such a control is not
sufficient to recover a logarithmic Sobolev inequality as the analog of lemma A.1 is no more
valid for the entropy. Remark however that we have shown in section 2 how to recover a
logarithmic Sobolev inequality for Pt using the strong commutation gradient property (3.30).
If K > 0, we may then let t goes to infinity to recover a logarithmic Sobolev inequality for
the invariant measure. It may be for example be used in the context of kinetic Fokker-Planck
equation with non gradient coefficient, for which the invariant measure is unknown. ♦
Remark 3.33. Let us consider, as in the Poincare´ case via (H.C.K.) condition, a particular
class of test function g such that g ≥ ε > 0, so that Ptg ≥ ε. We then see adapting the
preceding proof that a weak commutation of gradient property
|∇Ptf |2 ≤ c e−Kt Pt|∇f |2 (3.34)
obtained for example under (H.C.K.) condition implies that
Entµ∞(Ptg) ≤
cM
εK
e−Kt
∫
|∇g|2dµ∞.
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4. Non homogeneous diffusion processes.
4.1. General non homogeneous diffusion. In [22] the authors extended the Γ2 theory to
time dependent coefficients (non homogeneous diffusions). Considering the Ito system
dXt = σ(vt,Xt) dBt + b(vt,Xt) dt . (4.1)
dvt = dt ,
L(v0,X0) = δt0 ⊗ µ0 ,
we see that all what we have done can be applied to this system. Actually one can modify
the “curvature” assumptions introducing for some function K(t) and its derivative K ′(t) :
(H.C.K(t)) for all (x, y), all t ∈ R
|σ(t, x)− σ(t, y)|2HS + 2 〈b(t, x) − b(t, y), x− y〉 ≤ −K ′(t) |x− y|2 .
We then have
Theorem 4.2. Assume that σ and b satisfy hypothesis (R) (considered as functions on
R×Rn). If (H.C.K(t)) is satisfied, then the conclusions of Theorem 1.8 (1) (Poincare´) and
(4)(log-Sobolev) still hold replacing e−KT by e−K(T ) and 1−e
−KT
K by
∫ T
0 e
−K(s) ds.
Proof. If f only depends on x, the proof of proposition 2.2 (resp. 3.11) is unchanged using
the process starting from (0, x) and (0, y) and replacing Kt by K(t). To obtain the analogue
of proposition 2.10 and proposition 3.17, it suffices to remark that σ∇ is equal to ∇x, and
use what precedes for h depending on x only. 
For the transportation inequality we have to slightly modify the method in subsection 2.3.
With the notations therein, (2.13) has become,
ηt ≤ η0 −
∫ t
0
K ′(s) ηs ds+ 2
√
2H
1
2 (hµT |µT )
(∫ t
0
ηs ds
) 1
2
,
so that, as in the previous section we have to come back to
ηt ≤ η0 −
∫ t
0
K ′(s) ηs ds+ 2
∫ t
0
EQ (|zs − ωs| |∇ log PT−sh(ωs)|) ds . (4.3)
Using as usual (ab)
1
2 ≤ λa + 1λb we obtain (see the details of the derivation in the previous
section) that for all increasing function λ(t)
η′(t) ≤ (−K ′(t) + λ′(t)) ηt + 4
λ′(t)
IT (h) ,
from which we deduce, provided we choose K(0) = λ(0) = 0,
ηT ≤ e−K(T )+λ(T ) η0 + 4 e−K(T )+λ(T )
(∫ T
0
eK(s)−λ(s)
λ′(s)
ds
)
IT (h) .
Theorem 4.4. Assume that σ and b satisfy hypothesis (R) (considered as functions on
R× Rn). If (H.C.K(t)) is satisfied, then for any x and any increasing function λ, P (T, x, .)
satisfies a W2I inequality
W 22 (hP (T, x, .), P (T, x, .)) ≤ C(T )
∫ |∇h|2
h
dµT ,
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with constant
C(T ) ≤ 4 e−K(T )+λ(T )
(∫ T
0
eK(s)−λ(s)
λ′(s)
ds
)
.
If µ0 satisfies a T2 inequality with constant CT (0), then
W 22 (hµT , µT ) ≤ CT (0) e−K(T )+λ(T )H(hµT |µT ) + C(T ) IT (h) .
The best choice of λ is not clear. If K ′(t) is not positive on the whole [0, T ], it seams that
taking λ(T ) = λT for some λ > 0 is enough. If K ′(t) > 0 for all t (but not necessarily
bounded from below by a positive constant), λ(t) = λK(t) seems to be natural.
Remark 4.5. Assume that K(t) → +∞ as t → +∞ and that C = ∫ +∞0 e−K(s) ds < +∞.
Then, for all t, P (t, x, .) (the distribution of the process starting from x and t0 = 0) satisfies a
Poincare´ inequality (and a log-Sobolev inequality when σ = Id) with a constant bounded by
MC (or 2C). The family (P (t, x, .))t>0 is then tight, but we do not know whether it is weakly
convergent or not. Nevertheless any weak limit satisfies the same functional inequality.
When σ = Id we know that |Xxt −Xt| ≤ e−K(t)|x−X0| for any initial random variable X0. It
follows that if a sequence P (tk, x, .) is weakly convergent to some µ, the sequence µtk weakly
converges to the same limit.
In particular if we consider σ = Id, b(t, x) = −12 (∇U(x)+K ′(t)x), for some convex potential
U , (H.C.K(t)) is satisfied, so that any weak limit satisfies a log-Sobolev inequality. If dµ =
e−Udx does not satisfy a log-Sobolev inequality, it cannot be a weak limit, even if K ′(t)→ 0.
In this situation one should expect that the “perturbation” of ∇U being smaller and smaller
when t growths, the convergence to µ will still hold. This is not the case. ♦
4.2. Application to some non-linear diffusions. We shall now discuss an example that
does partly enter the framework of the beginning of this section.
Following [37, 19] consider the following non-linear stochastic differential equation
dXt = dBt − 1
2
∇V (Xt) dt− 1
2
∇W ∗ qt(Xt) dt (4.6)
L(Xt) = qt dx .
If a solution exists, qt will solve
∂tqt =
1
2
∇. (∇qt + qt∇V + qt(∇W ∗ qt)) . (4.7)
This is a non-linear diffusion of Mc Kean-Vlasov type modeling, for instance, granular media.
We refer to the introduction of [19] for details and motivations. One can approximate the
solution of (4.6) by the first coordinate of a linear large particle system with mean field
interactions. This is what is done in [37, 19] to study the long time behavior of Xt.
Let we see how to apply what we have just done. First, under some conditions on V and
W (we later shall give some of them) existence and weak uniqueness of (4.6) are ensured,
provided the initial law admits some big enough polynomial moment. This will imply for all
x, the existence and uniqueness of qxt solution of (4.7) with initial condition δx. As usual for
these non-linear equations, if we consider the linear time inhomogeneous S.D.E.
dZx,yt = dBt −
1
2
∇V (Zx,yt ) dt−
1
2
∇W ∗ qxt (Zx,yt ) dt Zx,y0 = y ,
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the pathwise unique solution (up to explosion) Zx,x. is shown to satisfy (4.6) (i.e. L(Zx,xt ) =
qxt ) so that it coincides with X
x
t . So, once q
x
t and q
y
t are built, we may build our synchronous
coupling (Xxt ,X
y
t ) as before. Now introduce an independent copy (X¯
x
t , X¯
y
t ) of (X
x
t ,X
y
t ).
We have
E
(|Xxt −Xyt |2) =
= −E
(∫ t
0
〈∇V (Xxs )−∇V (Xys ),Xxs −Xys 〉ds
)
(4.8)
−E
(∫ t
0
∫
〈∇W (Xxs − zx)−∇W (Xys − zy),Xxs −Xys 〉 qxs (zx) qys (zy) dzx dzy ds
)
.
Remark that the last term can be written∫ t
0
E
(〈∇W (Xxs − X¯xs )−∇W (Xys − X¯ys ),Xxs −Xys 〉) ds .
If we assume in addition (as usual) that W (−x) =W (x), and remember that X¯ is a copy of
X, it is still equal to
−
∫ t
0
E
(〈∇W (Xxs − X¯xs )−∇W (Xys − X¯ys ), X¯xs − X¯ys 〉) ds .
Hence
2E
(|Xxt −Xyt |2) = E (|Xxt −Xyt |2)+ E (|X¯xt − X¯yt |2)
= 2|x− y|2 − 2E
(∫ t
0
〈∇V (Xxs )−∇V (Xys ),Xxs −Xys 〉ds
)
−
∫ t
0
E
(〈∇W (Xxs − X¯xs )−∇W (Xys − X¯ys ), (Xxs − X¯xs )− (Xys − X¯ys )〉) ds .
We may thus state
Theorem 4.9. Assume that
H1 V , W and their first two derivatives have at most polynomial growth of order m
and W (−x) =W (x),
H2 V satisfies (H.C.KV ) and W satisfies (H.C.KW ).
Let a = max(m(m+3), 2m2). If µ0 and ν0 have a polynomial moment of order a, there exist
an unique solution of (4.6) and an unique solution of (4.7) among the set of probability flows
having having a polynomial moment of order a with initial condition µ0 or ν0.
Furthermore
(1)
W 22 (µT , νT ) =W
2
2 (q
µ0
T dx, q
ν0
T dx) ≤ e−(KV +min(KW ,0))T W 22 (µ0, ν0) .
(2) If V = 0 and
∫
xµ0(dx) =
∫
xν0(dx) then
W 22 (µT , νT ) ≤ e−KW T W 22 (µ0, ν0) .
Introduce the conditions,
H’1 K = KV +min(KW , 0) > 0.
H’2 V = 0,
∫
xµ0(dx) =
∫
xν0(dx) and KW > 0.
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If H’1 is satisfied, there exists an unique invariant distribution µ∞ = q∞(x)dx of (4.6) and
(4.7) satisfying the polynomial moment condition of order a, the convergence to µ∞ in W2
Wasserstein distance being exponential as above.
If H’2 is satisfied the same result holds for each A ∈ Rn in the set of probability measures
such that
∫
xµ(dx) = A.
Proof. The moment condition ensuring existence and uniqueness is described in [19] section
2.
According to what precedes we have
E
(|Xxt −Xyt |2) ≤ |x− y|2 −KV
∫ t
0
E
(|Xxs −Xys |2) ds
− (KW /2)
∫ t
0
E
(|(Xxs − X¯xs )− (Xys − X¯ys )|2) ds
≤ |x− y|2 −KV
∫ t
0
E
(|Xxs −Xys |2) ds
−KW
(∫ t
0
E
(|Xxs −Xys |2) ds−
∫ t
0
|E (Xxs −Xys ) |2ds
)
.
Of course we may replace the initial δx and δy by probability distributions µ0 and ν0 satisfying
the required moment conditions. This immediately furnishes the first assertion about the
upper bound for the Wasserstein distance.
If V = 0 it is easily seen that
∫
xqµ0t (x)dx =
∫
xµ0(dx) for all t > 0, hence
E (Xµ0s −Xν0s ) = 0
provided the same holds at time 0. This furnishes the second assertion for the upper bound.
Finally the convergence under strict positivity of our new “curvature” condition ensures the
existence of the limiting measure µ∞. To see that µ∞ = q∞(x)dx is actually invariant, one
can for instance use the following trick: first consider the solution q∞t of (4.7) with initial
condition q∞. Similar bounds for the Markov non homogeneous process Zq
∞,y
. (when we
replace qxt by q
∞
t ) are obtained applying the results of the beginning of this section. Hence
the law of Zq
∞,q∞
T (which is exactly µT starting with µ∞ as we explained before) converges
to some limiting measure µµ∞∞ which in turn is equal to µ∞ and is invariant for Zq∞,y. . This
achieves the proof. 
Remark 4.10. The proof of the above result is new and direct, while the result is mainly
contained in [37, 19] using particle approximation. Notice that in [37] the Γ2 approach is
developed for the non homogeneous Markov diffusion Z. and not for X.. Also notice that
some direct study of the decay to equilibrium in W2 distance for granular media is done in
[11]. ♦
As said in the previous remark the Γ2 theory does not work directly for the process X..
Actually our method to control the gradient of x 7→ E(f(Xxt )) should work but we do not
know whether the gradient exists or not, due to the fact that we do not have any a priori
regularity in the initial condition. Fortunately, if we want to obtain some properties for the
time marginal distribution µT we may use the fact (as done by Malrieu) that this distribution
coincides with the one of the non homogeneous Markov diffusion Zx,yT to which we can apply
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the techniques of this section. In particular, in the situation of the previous theorem, when
q∞ exists we may consider the diffusion
dZyt = dBt −
1
2
∇V (Zyt ) dt−
1
2
∇W ∗ q∞(Zyt ) dt Zy0 = y ,
for which µ∞(dx) = q∞(x)dx the invariant probability measure. Using the results in section
2 we thus have
Proposition 4.11. In the situation of Theorem 4.9, if H’1 or H’2 are satisfied, µ∞ satisfies
a log-Sobolev inequality with constant CLS = 2/K or CLS = 2/KW .
All what we have done extends to more general Mc Kean-Vlasov equations, with a diffusion
coefficient σ and a drift b satisfying hypothesis (R). In particular, positive curvature (in the
sense of (H.C.K)) will also imply existence of and convergence to an invariant probability
measure. The only difference is that we have to replace log-Sobolev inequality by Poincare´
inequality in the latter proposition. Let us explain quickly what kind of model we may
consider. We do not aim to be optimal, but will provide a flavor of the results on contraction
with some non constant diffusion term. We will not focus also on the existence of solution
of such equation. Let Xxt be solution of
dXxt = σ(X
x
t , κ ∗ qt(Xxt ))dBt −
1
2
∇V (Xxt ) dt−
1
2
∇W ∗ qxt (Xxt ) dt (4.12)
Xx0 = x (4.13)
L(Xxt ) = qxt dx .
Theorem 4.14. Let us suppose H1 and H2, that κ is l-Lipschitz and that
|σ(x, y) − σ(x′, y′)|2HS ≤ r(|x− x′|2 + |y − y′|2).
Then (using the notation of Th.4.9)
W 22 (µT , νT ) ≤ e−(KV −r(1+4l
2)+min(KW ,0))T W 22 (µ0, ν0).
Suppose moreover that KV −r(1+4l2)+min(KW , 0) > 0, then there exists an unique invariant
distribution to (4.12), the convergence to µ∞ in W2 Wasserstein distance being exponential
as above.
The proof follows the same line as before except that in the Itoˆ’s formula, there is the diffusion
part which comes into play for which we use the Lipschitz condition of the theorem. Note
that Bolley&al [12] have considered the case of a kinetic McKean-Vlasov equation, but with
a constant diffusion coefficient in speed. As before, we may obtain some functional inequality
for the invariant distribution as in Prop. 4.11 but we have to replace log-Sobolev inequality
by Poincare´ inequality .
5. Extensions to some non uniformly convex potentials.
Let us come back to (1.1), and assume that Υ is bounded. We shall extend (H.C.K) to more
general situations. The first natural extension is to replace the squared distance by some
other convex functional of the distance. More precisely.
Definition 5.1. Let ϕ : R+ → R+. We say that ϕ belongs to C if it satisfies the following
conditions:
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• ϕ is increasing and convex, with ϕ(0) = 0 and ϕ(1) = 1,
• a 7→ ϕ(a)/a is non decreasing,
• there exist a positive function ψ such that for all a > 0 and all λ > 0, ϕ−1(λa) ≤
ψ(λ)ϕ−1(a), where ϕ−1 denotes the inverse (reciprocal) function of ϕ.
Definition 5.2. Let ϕ ∈ C. We shall say that (H.ϕ.K) is satisfied for some K > 0 if for
all (x, y),
〈∇U(x)−∇U(y), x− y〉 ≥ K ϕ(|x− y|2) .
On one hand, since K > 0 and ϕ ≥ 0, (H.ϕ.K) implies that U is convex. On the other
hand, if (H.ϕ.K) is satisfied, since U is smooth, ϕ(a)/a is necessarily bounded near the origin
since lim supa→0(ϕ(a)/a) ≤ inf |Hess(U)|. Here of course if ϕ ∈ C the latter is automatically
satisfied.
If ϕ(a) = a this is nothing else but (H.C.K). If ϕ(a)/a → +∞ we shall say that U is super-
convex. This terminology is justified by the example below.
Example 5.3. Let U(x) = (|x|2)β for some β > 1. We shall see that (H.ϕ.K) is satisfied for
ϕ(a) = aβ and some K we shall estimate.
We start with the one dimensional case. In this case
(U ′(x)− U ′(y))(x− y) = 2β (sign(x)|x|2β−1 − sign(y)|y|2β−1)(x− y) .
If sign(x) = sign(y), we may assume that |x| ≥ |y|, write |x| = u+ |y| for u ≥ 0 and remark
that if 2β − 1 ≥ 1,
(u+ |y|)2β−1 − |y|2β−1 ≥ u2β−1
so that
(U ′(x)− U ′(y))(x− y) = 2β ((u+ |y|)2β−1 − |y|2β−1)u ≥ 2βu2β = 2β|x− y|2β .
If sign(x) = −sign(y), we have, using the convexity of x 7→ |x|2β−1,
(U ′(x)−U ′(y))(x−y) = 2β (|x|2β−1+|y|2β−1)(|x|+|y|) ≥ 2β 22−2β (|x|+|y|)2β = 2β 22−2β |x−y|2β .
Since β > 1, we may choose Kβ = 2β 2
2−2β .
The general situation is a little bit more intricate.
Pick x and y in Rn, assume that |x| ≥ |y| and write x = |x|u and y = |y|(αu + γv) for unit
vectors u and v such that 〈u, v〉 = 0 and α2 + γ2 = 1. Then
〈∇U(x)−∇U(y), x− y〉 = 2β
(
(|x|2β−1 − α|y|2β−1)(|x| − α|y|) + γ2|y|2β
)
,
and
|x− y|2β = ((|x| − α|y|)2 + γ2|y|2)β ≤ 2β−1 ((|x| − α|y|)2β + γ2β |y|2β) .
If α ≥ 0, we write again |x| = |y|+ a with a ≥ 0. Thus , since 0 ≤ 1− α ≤ 1,
|x|2β−1 − α|y|2β−1 = (a+ |y|)2β−1 − α|y|2β−1 ≥ a2β−1 + (1− α)|y|2β−1
≥ a2β−1 + ((1 − α)|y|)2β−1
≥ 22−2β (a+ (1− α)|y|)2β−1 = 22−2β (|x| − α|y|)2β−1 .
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It follows, since β ≥ 1 and γ2 ≤ 1,
〈∇U(x)−∇U(y), x− y〉 ≥ 2β
(
22−2β (|x| − α|y|)2β + γ2 |y|2β
)
≥ 2β 22−2β
(
(|x| − α|y|)2β + γ2β |y|2β
)
≥ 2β 23−3β |x− y|2β .
If α < 0, since |α| ≤ 1, it holds
〈∇U(x)−∇U(y), x− y〉 = 2β
(
(|x|2β−1 + |α||y|2β−1)(|x| + |α||y|) + γ2 |y|2β
)
≥ 2β
(
(|x|2β−1 + (|α||y|)2β−1)(|x|+ |α||y|) + γ2β |y|2β
)
≥ 2β
(
22−2β(|x|+ |α||y|)2β + γ2β |y|2β
)
≥ 2β 23−3β |x− y|2β .
Proposition 5.4. Let U(x) = (|x|2)β for some β > 1. Then (H.ϕ.K) is satisfied for ϕ(a) =
aβ and Kβ ≥ 2β 23−3β . If n = 1 we have the better bound Kβ ≥ 2β 22−2β . ♦
Remark 5.5. If ϕ ∈ C, for all a ≥ 0 and all ε > 0, it holds
ϕ(a) ≥ ϕ(ε)
ε
a − ϕ(ε) .
Hence (H.ϕ.K) implies the following condition
for all ε > 0 and all (x, y) 〈∇U(x)−∇U(y), x− y〉 ≥ K
(
ϕ(ε)
ε
|x− y|2 − ϕ(ε)
)
. (5.6)
The latter appears in the study of the granular medium equation in [19] (condition(6)) for
power functions ϕ. This formulation will be the interesting one. It can be extended in
Definition 5.7. Let α be a non decreasing function defined on R+. We shall say that
(H.α.K) is satisfied for some K > 0 if for all (x, y) and all ε > 0,
〈∇U(x)−∇U(y), x− y〉 ≥ K α(ε) (|x − y|2 − ε) .
(H.ϕ.K) implies (H.α.K) with the same K and α(ε) = ϕ(ε)/ε. In this definition we do not
need that a 7→ aα(a) is convex.
Now we shall see how to use (H.ϕ.K).
5.1. Non fully convincing first results. This subsection contains first results which are
not really convincing, but have to be tested.
If we want to control the gradient ∇Ptf , we may write for t > u,
|Xxt −Xyt |2 = |Xxu −Xyu |2 −
∫ t
u
〈∇U(Xxs )−∇U(Xys ),Xxs −Xys 〉 ds
≤ |Xxu −Xyu |2 − K
∫ t
u
ϕ(|Xxs −Xys |2) ds .
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Denoting ηt = |Xxt −Xyt |2, we thus have η′t ≤ −K ϕ(ηt). If ϕ(a) = aβ , this yields
|Xxt −Xyt |2 ≤ |x− y|2
(
1
1 +K(β − 1)|x− y|2(β−1) t
)1/(β−1)
. (5.8)
This result (even after taking expectation) is not really satisfactory. Indeed, first we do not
obtain any better control for ∇Ptf than the one for a general convex potential (in particular
we do not obtain a rate of convergence to 0). In second place, the decay to 0 of the Wasserstein
distance we obtain is desperately slow, while we expected an exponential decay (which we
know to hold true for U(x) = |x|2β for β ≥ 1). Notice however that we recover the exponential
decay we obtained previously when β → 1.
Remark 5.9. If instead of (H.ϕ.K) we use (H.α.K), it is not difficult to show that
ηt ≤ η0 e−Kα(ε)t + ε .
If α(ε) = εβ−1, choosing ε = η0 t−θ for some θ < β − 1, we get
W 22 (P (t, x, .), P (t, y, .)) ≤ |x− y|2 (t−θ + e−K|x−y|t
β−1−θ
) .
The method can be extended to the Mc Kean-Vlasov situation studied in subsection 4.2 and
allows us to recover (up to the constants) Theorem 4.1 in [19] without the help of a particle
approximation. However, better results in this situation are obtained in [11]. ♦
Mimicking subsection 2.3, in particular (2.13), do we obtain more interesting results ? Using
the notation therein we have
ηt := E
Q(|zt − ωt|2) ≤ η0 − K
∫ t
0
ϕ(ηs) ds + 2
√
2H
1
2 (hµT |µT )
(∫ t
0
ηs ds
) 1
2
. (5.10)
Using Jensen inequality we deduce
ϕ
(
1
t
∫ t
0
ηs ds
)
≤ 1
t
∫ t
0
ϕ(ηs) ds
≤ 2
√
2
K t
H
1
2 (hµT |µT )
(∫ t
0
ηs ds
) 1
2
so that, if vt =
∫ t
0 ηs ds,
vt ≤ t ϕ−1
(
2
√
2
K t
H
1
2 (hµT |µT ) v
1
2
t
)
≤ t ψ
(
2
√
2
K t
H
1
2 (hµT |µT )
)
ϕ−1(v1/2t ) .
If ϕ(a) = aβ , we thus obtain
ηT ≤ η0 + 2
√
2H
1
2 (hµT |µT )
(∫ T
0
ηs ds
) 1
2
≤ η0 + (2
√
2)
β+1
β K−1/β H
β+1
2β (hµT |µT )T
β−1
2β−1 . (5.11)
This result is certainly not fully satisfactory too. On one hand, we get a less explosive bound
in time (recall that in the general convex case the bound growths like T ), but on the other
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hand the relative entropy appears to a power less than 1. In particular such an inequality does
not imply a Poincare´ inequality (which is obtained for entropies going to 0), but furnishes
nice concentration properties (obtained for large entropies via Marton’s argument).
5.2. An improvement of Bakry-Emery criterion. As we remarked at this end of section
2 we may come back to the initial inequality in (2.13) which becomes in our new situation
ηt ≤ η0 − K
∫ t
0
ϕ(ηs) ds + 2
∫ t
0
EQ (|zs − ωs| |∇ log PT−sh(ωs)|) ds , (5.12)
and yields
η′t ≤ −K ϕ(ηt) + 2 η
1
2
t
(∫ |∇h|2
h
dµT
) 1
2
. (5.13)
(here again (H.C.0) is satisfied so that, for short, |∇Ps| ≤ Ps|∇|.) To explore (5.13) we shall
use both the remark 5.5 and the usual trick ab ≤ λa2 + 1λ b2 for a, b, λ positive. Hence
η′t ≤
(
−K ϕ(ε)
ε
+ 2λ
)
ηt +
(
2
λ
(∫ |∇h|2
h
dµT
)
+Kϕ(ε)
)
. (5.14)
We deduce, denoting A = K ϕ(ε)ε − 2λ,
ηT ≤ η0 e−AT + (1− e−AT )
2
λ
(∫ |∇h|2
h dµT
)
+Kϕ(ε)
A
.
Choose λ = (1/4)K (ϕ(ε)/ε) so that A = (1/2)K (ϕ(ε)/ε) > 0. ηT is thus bounded in time,
but the bound is not tractable except for T = +∞ (starting with µ0 = µ) or if η0 = 0. In
both cases we have obtained
W 22 (hµT , µT ) ≤ ε +
(
8ε2
K2 ϕ2(ε)
) ∫ |∇h|2
h
dµT . (5.15)
It remains to optimize in ε. In full generality we choose ε such that both terms in the sum of
(5.15) are equal (we know that we are loosing a factor less than 2). Remark that we do not
use the explicit form of ϕ, i.e. we may replace (H.ϕ.K) by (H.α.K) in what we did previously.
We have thus obtained
Proposition 5.16. Assume that U satisfies (H.α.K) for K > 0. Let F be the inverse (re-
ciprocal) function of ε 7→ εα2(ε). Denote µT = P (T, x, .) and µ∞(dx) = µ(dx) = e−U(x) dx.
Then for all 0 < T ≤ +∞, µT satisfies for all nice h,
W 22 (hµT , µT ) ≤ 2F
(
8
K2
IT (h)
)
,
where IT (h) =
∫ |∇h|2
h dµT is the Fisher information of h.
When F is equal to identity, such an inequality is called a W2I inequality (see [28] definition
10.4). Here we obtained a weak form of W2I inequality (which is clear on (5.15)) in the spirit
of the weak Poincare´ or the weak log-Sobolev inequalities.
In particular, using (H.W.I), since (H.C.0) is satisfied we obtain
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Corollary 5.17. Under the hypotheses of proposition 5.16, µ satisfies the inequality
H(hµ|µ) ≤ 2
(
I(h)F
(
8
K2
I(h)
)) 1
2
.
Weak logarithmic Sobolev inequalities were introduced and studied in [17]. Actually, we are
not exactly here in the situation of [17] because we wrote the previous inequality in terms of
a density of probability. Let h = f2/
∫
f2dµ. We deduce from the previous corollary∫
f2 log
(
f2∫
f2dµ
)
dµ ≤ 4
(∫
f2dµ
) 1
2
(∫
|∇f |2 dµ
) 1
2
F
1
2
(
32
K2
∫ |∇f |2 dµ∫
f2 dµ
)
,
so that if F (λa) ≤ θ(λ)F (a),∫
f2 log
(
f2∫
f2dµ
)
dµ ≤ 4 θ 12
(
32
K2
)
G1
(∫
f2dµ
)
G2
(∫
|∇f |2 dµ
)
,
where G1(a) = a
1
2 θ
1
2 (1/a) and G2(a) = a
1
2 F
1
2 (a). The previous inequality looks like the
Nash inequality version of a weak log-Sobolev inequality, but with the L2 norm of f in place of
the L∞ norm of f−∫ fdµ. So the previous inequality is not only “weak” but also “defective”.
5.2.1. Super convex potentials. In this sub(sub)section we assume that ϕ(a) = aβ for some
β ≥ 1, so that F (a) = a 12β−1 . We thus have∫
f2 log
(
f2∫
f2dµ
)
dµ ≤ 4
(
32
K2
) 1
2(2β−1)
(∫
f2dµ
) β−1
2β−1
(∫
|∇f |2 dµ
) β
2β−1
. (5.18)
Recall first that if g ≥ 0, then Varµ(g) ≤ Entµ(g) (see e.g. [18] (2.6)).
Next recall the following: defining mµ(g) as a median of g, we have
Varµ(g) ≤ 4
∫
(g −mµ(g))2 dµ ≤ 36Varµ(g) . (5.19)
We may decompose f −mµ(f) = (f −mµ(f))+ − (f −mµ(f))− = g+ − g− so that both g+
and g− are non negative with median equal to 0. In addition, if f is Lipschitz, so are g+ and
g−, ∇f = ∇g+ +∇g−, and the product of both vanishes. Hence
Varµ(f) ≤ 4
(∫
(g+)
2dµ+
∫
(g−)2dµ
)
,
while ∫
(g+)
2dµ ≤ 9Varµ(g+) ≤ 9Entµ(g+)
≤ 36
(
32
K2
) 1
2(2β−1)
(∫
(g+)
2dµ
) β−1
2β−1
(∫
|∇g+|2 dµ
) β
2β−1
.
It follows from (5.18) ∫
(g+)
2dµ ≤ (36) 2β−1β
(
32
K2
) 1
2β
∫
|∇g+|2 dµ ,
similarly for g−. We have thus obtained
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Theorem 5.20. Assume that U satisfies (H.ϕ.K) for K > 0 and ϕ(a) = aβ, for β ≥ 1.
Then, µ satisfies both a Poincare´ inequality with
CP (µ) ≤ CP (K,β) = 4 (36)
2β−1
β
(
32
K2
) 1
2β
,
and a log-Sobolev inequality with
CLS(µ) ≤ CLS(K,β) =
(
32
K2
) 1
2β (
4
3β−2
2β−136
β−1
β + 8× 36 2β−1β
)
.
Proof. The statement on the Poincare´ inequality follows from the previous discussion.
Concerning the log-Sobolev inequality, let f˜ = f − ∫ fdµ. Then, Rothaus lemma (see [1]
lemma 4.3.7) says that
Entµ(f) ≤ Entµ(f˜) + 2Varµ(f) .
Applying (5.18) to f˜ together with the Poincare´ inequality, yield the result (after some
elementary calculation). 
Remark 5.21. This theorem applies in particular to U(x) = |x|2β for β ≥ 1, according
to proposition 5.4. The fact that µ satisfies a log-Sobolev inequality in this situation is well
known, but here we obtain an explicit (though not really cute) expression for the constant
that only depends on β and not on the dimension n.
Unfortunately, in this particular situation, our bounds are not optimal. Indeed, spherically
symmetric log-concave probability measures are now well understood.
For the Poincare´ constant, it was shown by Bobkov [8] that
1
n
Varµ(x) ≤ CP (µ) ≤ 13
n
Varµ(x) .
It is an (easy) exercise to see that Varµ(x) = Γ((n + 2)/2β)/Γ(n/2β), so that CP (µ) ≤
c(β)n
1
β
−1
which goes to 0 as n→ +∞.
A famous conjecture by Kannan-Lovasz-Simonovitz is that the previous bound for spherically
symmetric measures extends (up to a change of the constant 13) to any log-concave measure.
If true, the KLS conjecture will presumably give a better upper bound for the Poincare´
constant than ours.
Regarding the log-Sobolev constant, the work by Huet [31], furnishes a lower bound for the
isoperimetric profile of µ (see Theorem 3 and the discussion p.98 therein) which indicates a
similar bound for the log-Sobolev constant as above, i.e. depending on the isotropic constant
(n
1−β
2β ) of µ. ♦
5.2.2. Lack of uniform convexity. Now choose α(a) = aβ for some β ≥ 1 and a ≤ 1, and
α(a) = 1 for a ≥ 1. (H.α.K) is less restrictive than before since it only implies a linear
behavior at infinity for the gradient of the potential.
We now have F (a) = a
1
2β+1 for a ≤ 1 and F (a) = a for a ≥ 1. It follows
Entµ(f) ≤ 4
(
32
K2
) 1
2(2β+1)
(∫
f2dµ
) β
2β+1
(∫
|∇f |2 dµ
) β+1
2β+1
(5.22)
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if
∫ |∇f |2 dµ ≤ K232 ∫ f2dµ and
Entµ(f) ≤ 32
K
∫
|∇f |2 dµ otherwise. (5.23)
Proceeding as before we obtain
Theorem 5.24. Assume that U satisfies (H.α.K) for K > 0 and α(a) = aβ ∧ 1 for β ≥ 1.
Then, µ satisfies both a Poincare´ inequality with
CP (µ) ≤ CP (K,β) = max
(
32
K
, 4 (36)
2β+1
β+1
(
32
K2
) 1
2(β+1)
)
,
and a log-Sobolev inequality with
CLS(µ) ≤ CLS(K,β) = max
(
32
K
,
(
32
K2
) 1
2(β+1) (
4
3β+1
2β+136
β
β+1 + 8× 36 2β+1β+1
))
.
Remark 5.25. Using the general form of the (H.W.I) inequality it is quite easy to adapt
the previous proof in order to show the following result :
Let µ satisfying (H.C.K) for some K > −∞. If µ satisfies a weak W2I inequality,
W 22 (hµ, µ) ≤ C (I(h))β
for some 0 < β ≤ 1, then µ satisfies a log-Sobolev inequality with a constant depending on
C,K, β only. In particular µ satisfies a T2 inequality.
In particular if we know that µT has a bounded below curvature, the previous theorems
extend to µT . ♦
6. Using reflection coupling.
As we have seen in the previous section, the simple coupling using the same Brownian motion
is not fully well suited to deal with non uniformly convex potentials.
In a recent note [24], Eberle studied the contractivity property in Wasserstein distance W1,
induced by another well known coupling method: coupling by reflection (or mirror coupling)
introduced in [36]. We shall see now how to use this coupling method in the spirit of what
we have done before.
6.1. Reflection coupling for the drifted brownian motion. In this section we consider
Xxt the solution starting from x of the Ito stochastic differential equation
dXt = dBt + b(Xt) dt , (6.1)
where b is smooth enough. We introduce another formulation of the semi-convexity property,
namely :
κ(r) = inf
{
− 2 〈b(x)− b(y), x− y〉|x− y|2 ; |x− y| = r
}
, (6.2)
so that, it always holds
2 〈b(x) − b(y), x− y〉 ≤ −κ(|x− y|) |x− y|2 .
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We shall say that (H.κ) is satisfied if
lim inf
r→+∞ κ(r) = κ∞ > 0 . (6.3)
This condition is typically some “uniform convexity at infinity” condition. Indeed if b =
−12 ∇U where U = U1 + U2 with U1 satisfying (H.C.κ∞) and U2 compactly supported, then
(H.κ) is satisfied. We shall come back later to this. Notice that if (6.3) is satisfied, the
solution of (6.1) is strongly unique and non explosive, using the same tools as we used before.
Now, following [24] we introduce (with some slight change of notations)
R0 = inf {R ≥ 0 ; κ(r) ≥ 0 , ∀r ≥ R} , (6.4)
R1 = inf {R ≥ R0 ; κ(r) ≥ 8/(R(R −R0)) , ∀r ≥ R} ,
ϕ(r) = exp
(
− 1
4
∫ r
0
sκ−(s) ds
)
, Φ(r) =
∫ r
0
ϕ(s) ds ,
g(r) = 1− 1
2
(∫ r∧R1
0
Φ(s)
ϕ(s)
ds
/ ∫ R1
0
Φ(s)
ϕ(s)
ds
)
D(r) =
∫ r
0
ϕ(s) g(s) ds .
Notice that
1
2
≤ g ≤ 1 and exp
(
− 1
4
∫ R0
0
sκ−(s) ds
)
= ϕmin ≤ ϕ ≤ 1 .
If (H.κ) is satisfied, R0 < +∞ so that ϕmin > 0 and
ϕmin
2
r ≤ D(r) ≤ r ,
i.e. D(|x− y|) which is actually a distance, is equivalent to the euclidean distance.
Hence a consequence of Theorem 1 in [24] is the following :
Theorem 6.5. Assume that (H.κ) is satisfied. Let λ be defined by
1
λ
=
∫ R1
0
Φ(s)
ϕ(s)
ds ≤ R
2
1
ϕmin
.
Then for all initial distributions ν and µ, and all t, the W1 Wasserstein distance satisfies
W1(νt, µt) ≤ 2
ϕmin
e−λtW1(ν, µ) .
In order to prove this result, Eberle adds to (6.1) the following Ito s.d.e.
dYt = (Id− 2ete∗t ) dBt + b(Yt) dt , Y0 = y , (6.6)
where et = (Xt − Yt)/|Xt − Yt| and e∗ is the transposed of e (remark that if n = 1, it just
changes B into −B). Of course one has to consider (6.1) and (6.6) together. Existence,
strong uniqueness and non explosion are again easy to show. Now introduce the coupling
time Tc defined by
Tc = inf t ≥ 0 ; Xt = Yt ,
and finally define
X¯yt = Y
y
t if t ≤ Tc , X¯yt = Xxt if t ≥ Tc .
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It is easy to see that Xy. and X¯
y
. have the same law, so that the distribution of (X
x
t , X¯
y
t ) is
a coupling of P (t, x, .) and P (t, y, .). Of course this extends to any initial distributions (µ, ν)
and furnishes a coupling of (µt, νt).
It follows that Zt = X
x
t − X¯yt solves
dZt = (b(X
x
t )− b(X¯yt ))dt+ 2
Zt
|Zt| dWt (6.7)
where Wt =
∫ t
0 e
∗
s dBs is a one dimensional brownian motion.
The key of the proof of Theorem 6.5 is then that, if rt = D(|Xxt −X¯yt |), r. is a semi-martingale
with decomposition
rt = D(|x− y|) +
∫ t∧Tc
0
2ϕ(rs) g(rs) dWs +
∫ t∧Tc
0
βs ds , (6.8)
where the drift term satisfies
βs ≤ −λ rs . (6.9)
Taking expectation, it immediately shows that the WD Wasserstein distance decays expo-
nentially fast. As remarked by several authors, one can then deduce as we did previously
|∇Ptf | ≤ 2
ϕmin
e−λt ‖ ∇f ‖∞ . (6.10)
As a consequence we obtain
Theorem 6.11. Assume that b = −12 ∇U satisfies(H.κ) and that µ = (1/ZU )e−U is a
probability measure. Then µ satisfies a Poincare´ inequality with constant CP ≤ (1/2λ).
Proof. Recall that
Varµ(Ptf) =
1
2
∫ +∞
t
∫
|∇Psf |2 dµ ds .
According to (6.10), we thus have
Varµ(Ptf) ≤ 1
λϕ2min
e− 2λt ‖ ∇f ‖2∞
for all Lipschitz function f . According to Lemma 2.12 in [20], we deduce that Varµ(Ptf) ≤
e− 2λtVarµ(f), hence the result. 
Remark 6.12. One can see that the reflection coupling cannot furnish some information
on W2, the concavity of D near the origin being crucial. In the same negative direction,
theorem 6.11 cannot be extended to the log-Sobolev framework, the key lemma 2.12 in [20]
being restricted to the variance control. ♦
Example 6.13. (1) If (H.ϕ.K) is satisfied with ϕ(a) = aβ , we have κ(a) = a2(β−1).
We thus have R0 = 0, R1 = (8/K)
1
2β , ϕmin = 1 and finally
CP ≤ 1
2
(
8
K
) 1
β
.
We recover the result in Theorem 5.20, i.e. a bound CβK
− 1/β but with a better
constant Cβ .
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(2) If (H.α.K) is satisfied, one can choose R0 =
√
2ε, R1 =
√
2ε + (4/
√
Kα(ε)),
ϕmin = exp
(− 14 ε2Kα(ε)) and finally
CP ≤
(
2ε+
16
Kα(ε)
)
eKε
2 α(ε)/4 .
(3) Now assume that the potential U can be written U = U1 + U2 where U1 satisfies
(H.C.K) for some K > 0 and U2 satisfies ‖ ∇U2 ‖∞= M < +∞. It easily follows
that (H.κ) is satisfied with κ(a) = K − Ma . We thus have
R0 =
M
K
, R1 =
M
K
+
√
8
K
, ϕmin = e
− M2
8K .
We finally obtain
CP ≤
(
‖ ∇U2 ‖∞
K
+
√
8
K
)2
exp
(‖ ∇U2 ‖2∞
8K
)
.
An old result by Miclo (unpublished but explained in [34]) indicates that such a
result (without the square of the supremum of the gradient but without K in the ex-
ponential) can be obtained by using the usual Holley-Stroock perturbation argument.
♦
6.2. The log-concave situation. Now consider the situation where b satisfies (H.C.0). In
this situation we have λ = 0 (R1 = +∞, ϕ = g = 1) so that (6.8) becomes
drt = 2 dWt + βt dt
for t ≤ Tc with βt ≤ 0. It follows that rt ≤ |x − y| + 2Wt up to the first time T|x−y| the
brownian motion W. hits − |x− y|/2.
In particular,
P(rt > 0) ≤ P(t < T|x−y|) ≤
|x− y|√
2π t
,
since the law of T|x−y| is given by
P(T|x−y| ∈ da) =
|x− y|
2
√
2π a3
e−|x−y|
2/8a 1Ia>0 da .
As a first by-product we obtain
Proposition 6.14. If b satisfies (H.C.0) then
|∇Ptf | ≤ 2√
2π t
‖ f ‖∞ .
Actually if b = − 12 ∇U with U convex (i.e. in the zero curvature situation of the Γ2 theory)
the inequality |∇Ptf | ≤ 1√t ‖ f ‖∞ is well known as a consequence of what is called the
reverse (local) Poincare´ inequality (see [1]). The previous proposition extends this result (up
to the constant) to a non-gradient drift.
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Proof. Recall that Xxt = X¯
y
t for t > Tc. It follows
Ptf(x)− Ptf(y) = E
(
(f(Xxt )− f(X¯yt )) 1ITc>t
)
≤ 2 ‖ f ‖∞ P(Tc > t) ≤ 2 ‖ f ‖∞ P(t < T|x−y|)
≤ 2 ‖ f ‖∞√
2π t
|x− y| ,
hence the result. 
If one wants to get a contraction bound for the gradient (in the spirit of (6.10) or better
of proposition 2.2) we cannot only use a comparison with the brownian motion for which
∇Ptf = Pt∇f .
Remark 6.15. In the symmetric situation (b = −12 ∇U) it is known that t 7→
∫ |∇Ptf |2 dµ
is non increasing. It easily follows that
‖ ∇Ptf ‖L2(µ)≤
√
2√
t
‖ f ‖L2(µ) .
If (H.C.0) is satisfied, this remark together with Proposition 6.14 and Riesz-Thorin interpo-
lation theorem show that, up to an universal constant, the same holds in all Lp(µ) spaces.
♦
Remark 6.16. If we assume that (H.κ) is satisfied, we may replace the comparison with
a Brownian motion by the comparison with an Ornstein-Uhlenbeck process with parameter
λ/2, according to standard comparison theorems for one dimensional Ito processes (see e.g
[32] Chapter VI theorem 1.1). For the O-U process, it is known (see [39]) that
P(T|x−y| ∈ da) =
|x− y|
2
√
2π
(
λ
2 sinh(aλ/2)
) 3
2
e
(
− λ |x−y|2e−aλ/2
16 sinh(aλ/2)
+ aλ
4
)
da .
An explicit bound for P(t < T|x−y|) can be obtained by using the reflection principle in [45],
namely
P(t < T|x−y|) ≤
√
λ e−tλ/2√
2π
√
1− e−tλ |x− y| ,
yielding
|∇Ptf | ≤ 2
ϕmin
√
λ e−tλ/2√
2π
√
1− e−tλ ‖ f ‖∞ .
These bounds are interesting as regularization bounds (from bounded to Lipschitz functions),
but notice that we have lost a factor 2 in the exponential decay. ♦
6.3. Reflection coupling for general diffusions. The case of a general diffusion process
with a non constant diffusion matrix as in section 3 is more delicate to handle, as already
remarked in [36] (Theorem 1).
Assume that σ is a bounded and smooth square matrices field and that it is uniformly elliptic.
The quantities we need here are (notations differ from [36])
M = sup
x
sup
|u|=1
|σ(x)u|2 , N = sup
x
sup
|u|=1
|σ−1(x)u|2 , Λ = sup
x,x′
sup
|u|=1
|(σ(x)− σ(x′))u|2 .
(6.17)
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Recall the Lindvall-Rogers reflection coupling
dXt = σ(Xt)dBt + b(Xt)dt ,
dX ′t = σ(X
′
t)Ht dBt + b(X
′
t)dt ,
where
Ht = Id − 2
(
σ−1(X ′t) (Xt −X ′t)
|σ−1(X ′t)(Xt −X ′t)|
)(
σ−1(X ′t) (Xt −X ′t)
|σ−1(X ′t)(Xt −X ′t)|
)∗
.
Existence and strong uniqueness can be shown as previously. Of course, as in subsection 6.1,
we replace X ′t by Xt if t > Tc the coupling time, but not to introduce new notation we still
use X ′. .
As in [36] define
Yt = Xt −X ′t , Vt =
Yt
|Yt| , αt = σ(Xt)− σ(X
′
t)Ht , βt = b(Xt)− b(X ′t) .
According to (15) in [36] we have
d(|Yt|) = 〈Vt, αt dBt〉 + 1
2
1
|Yt|
(
2〈Yt, βt〉+ Trace(αt α∗t )− |α∗t Vt|2
)
,
and a simple calculation shows that
Trace(αt α
∗
t )− |α∗t Vt|2 =
= Trace((σ(Xt)− σ(X ′t)) (σ(Xt)− σ(X ′t))∗) − |(σ(Xt)− σ(X ′t))∗ Vt|2 ,
while
|α∗t Vt|2 ≥
2
N
− Λ .
Applying Ito formula we thus have for a smooth function D
E(D(|Yt|)) = 1
2
E
(
D′(|Yt|)
|Yt|
(
2〈Yt, βt〉+ Trace(αt α∗t )− |α∗t Vt|2
)
+ D′′(|Yt|)|α∗tVt|2
)
We introduce the natural generalization of (H.κ), namely we assume that
for a κ satisfying (6.3), |σ(x)−σ(y)|2HS+2 〈b(x)−b(y), x−y〉 ≤ −κ(|x−y|) |x−y|2 . (6.18)
If D is a non decreasing, concave function we thus get, provided (2/N) − Λ > 0,
2E(D(|Yt|)) ≤ E
(
−D′(|Yt|)κ(|Yt|)|Yt|+D′′(|Yt|)
(
2
N
− Λ
))
.
Hence looking carefully at the calculations in [24], we see that, provided (2/N)− Λ > 0, the
only thing we have to change in (6.4) is the definition of ϕ replacing 1/4 by the inverse of
(2/N) − Λ > 0, all other definitions being unchanged. We have thus obtained
Theorem 6.19. Assume that (6.17) and (6.18) are satisfied. Assume in addition that
(2/N) − Λ > 0. Then defining
ϕmin = e
− 1
(2/N)−Λ
∫R0
0 sκ
−(s) ds
,
the conclusion of Theorem 6.5 is still true with λ = 12 (ϕmin/R
2
1).
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All the consequences of Theorem 6.5 still hold (up to the modifications of the constants), in
particular one can extend (H.C.K) to the situation of “convexity at infinity” as in Example
6.13 (3). Details are left to the reader.
As we already said, the condition (2/N) − Λ > 0 already appears in [36] and ensures that
the coupling by reflection is succesfull. Roughly speaking it means that the fluctuations of σ
are not too big with respect to the uniform ellipticity bound.
6.4. Gradient commutation property and reflection coupling. It is of course quite
disappointing at first glance that the only gradient commutation property that we get using
this nice contraction results in W1 distance, is restricted to Lipschitz function as in (6.10).
Let us see however that we may transfer this to stronger gradient commutation properties in
some cases. The main tool is the following lemma on Ho¨lder’s type inequality in Wasserstein
distance.
Lemma 6.20. Suppose that ν and µ are two probability measures on R, then for all q > 1
and p such that 1p +
1
q = 1, we have
W2(ν, µ) ≤W
1
2q
1 (ν, µ)W
1− 1
2q
(2− 1
q
)p
(ν, µ). (6.21)
Furthermore the result tensorises in the sense, that if for i = 1, ..., n, µi and νi are probability
measures on R, we have for some constant c(n)
W2(⊗n1νi,⊗n1µi) ≤ c(n)W
1
2q
1 (⊗n1νi,⊗n1µi)W
1− 1
2q
(2− 1
q
)p
(⊗n1νi,⊗n1µi).
Proof. The proof is indeed quite simple and relies mainly on Ho¨lder’s inequality. Indeed, in
dimension one the optimal transport plan is the same for every convex cost (see for example
Villani [43]), so that there exists a transport plan π such that
W 22 (ν, µ) =
∫ ∫
|x− y|2dπ
≤
(∫ ∫
|x− y|dπ
)1/q (∫ ∫
|x− y|(2− 1q )pdπ
)1/p
= W
1
q
1 (ν, µ)W
2− 1
q
(2− 1
q
)p
(ν, µ).
The case of product probability measure is deduced using the result in dimension one and
the following two direct assertions
W 22 (⊗n1νi,⊗n1µi) =
n∑
i=1
W 22 (νi, µi),
and if ν and µ have for ith marginal νi and µi
Wp(νi, µi) ≤Wp(ν, µ).

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Remark 6.22. We failed at the present time to get the general version of this lemma, i.e.
does there exists a constant c only depending on the dimension such that for two probability
measures on Rn, we have
W2(ν, µ) ≤ c(n)W
1
2q
1 (ν, µ)W
1− 1
2q
(2− 1
q
)p
(ν, µ)?
In fact, as will be seen from our applications, even if c does depend of ν and µ (in a nice
way), it would be sufficient to get new gradient commutation property. ♦
We are now in position to prove various gradient commutation properties in non standard
cases. For simplicity, we suppose here that the diffusion coefficient is constant, i.e.
dXt = dBt + b(Xt)dt.
Theorem 6.23. Let us suppose here that either (Xt) lives in R or that starting from X0 =
x ∈ Rn, Xt = (X1t , ...,Xnt ) is composed of independent component. Assume moreover that
(H.κ) is satisfied and that κ(r) ≥ −L then, with λ defined in Theorem 6.5,
W2(L(Xxt ),L(Xyt )) ≤ c(n)
(
2
φmin
) 1
2q
e
[
(1− 1
2q
)L− λ
2q
]
t |x− y|
so that the weak gradient commutation property holds
|∇Ptf |2 ≤ c(n)
(
2
φmin
) 1
2q
e
[
(1− 1
2q
)L− λ
2q
]
t
Pt|∇f |2
and thus a local Poincare´ inequality holds.
Note that this theorem is the first one to give the commutation gradient property in non
strictly convex case with a good behaviour at infinity.
Proof. Using synchronous coupling as previously explained and the fact that κ(r) ≥ −L we
have that
W(2− 1
q
)p(L(Xxt ),L(Xyt )) ≤ eLt|x− y|.
In the same time, by Theorem 6.5, we have that
W1(L(Xxt ),L(Xyt )) ≤
2
φmin
e−λt |x− y|.
We then use Lemma 6.21 to get the first assertion. The second one is obtained as in Propo-
sition 3.11. 
Example 6.24. Consider for example the log-concave case b(x) = −4x3 for which Bakry-
Emery theory enables us to get that we are in 0-curvature and thus
|∇Ptf |2 ≤ Pt|∇f |2.
However, using Theorem 6.23 and this last inequality, we easily get that there exists λ > 0
such that
|∇Ptf |2 ≤ min
(
1,
2
φmin
e−λt
)
Pt|∇f |2,
which is completely new. It captures both the short time behavior equivalent to the Γ2
0-curvature criterion and the long time behavior for which Ptf → µ(f) and thus ∇Ptf | is
expected to decay to 0.
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Note that we may extend this example to a double well potential, in the case when the height
of the well is not too large.
7. Preserving curvature.
A natural question about curvature is the following: is curvature preserved by a diffusion pro-
cess ? According to a result by Kolesnikov [33], the Ornstein-Uhlenbeck process is essentially
the only one, among diffusion processes, preserving log-concavity (i.e. if ν0 is log-concave, so
is νT for all T > 0). One may also wonder if νt may satisfy other “curvature” like inequality
as HWI for example. It would have important applications on local inequalities, indeed
transportation inequalities together with a HWI inequality may imply logarithmic Sobolev
inequality.
In the spirit of the previous remark, consider a standard Ornstein-Uhlenbeck process X., i.e.
the solution of
dXt = dBt − λ
2
Xt dt . (7.1)
The curvature K is thus equal to λ ∈ R. If L(X0) = ν, it is known that the law νT of XT is
the same as the law of
e−λT/2
(
Z +
√
eλT − 1
λ
G
)
,
where G and Z are independent random variables, G being a standard gaussian variable and
Z having distribution ν. Hence
CLS(νT ) ≤ e−λTCLS(ν) + 2(1− e
−λT )
λ
,
or, if we use the notation CLS(Y ) = CLS(η) for a random variable Y with distribution η,
CLS
(
e−λT/2
(
Z +
√
eλT − 1
λ
G
))
≤ e−λTCLS(Z) + 2(1− e
−λT )
λ
. (7.2)
But if A is a random variable it is clear that CLS(λA) = λ
2 CLS(A). It follows
CLS
(
Z +
√
eλT − 1
λ
G
)
≤ CLS(Z) + 2(e
λT − 1)
λ
. (7.3)
The change of variable Z = Z ′ +
√
eλT−1
λ G, yields, using the symmetry of G
CLS(Z) ≤ CLS
(
Z +
√
eλT − 1
λ
G
)
+
2(eλT − 1)
λ
. (7.4)
In particular, for λ = −(1/α2) < 0 (α > 0), we may let T go to +∞ and obtain
CLS(Z) ≤ CLS (Z + αG) + 2α2 ≤ CLS(Z) + 4α2 . (7.5)
Similarly we have
CP (Z) ≤ CP (Z + αG) + α2 ≤ CP (Z) + 2α2 . (7.6)
In particular, the distribution of Z satisfies a log-Sobolev inequality if and only if, for some
α > 0, the distribution of Z+αG satisfies a log-Sobolev inequality , and then the considered
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inequality is satisfied for all α. Recall that Z and G are independent. This is not surpris-
ing since a more general result can be obtained directly (extending a similar result for the
Poincare´ inequality in [6] ):
Proposition 7.7. Let X and Y be independent random variables and λ ∈ [0, 1] then,
CLS(
√
λX +
√
1− λY ) ≤ λCLS(X) + (1− λ)CLS(Y ) , the same holds with CP .
Conversely, if Y is symmetric (i.e. Y and -Y have the same distribution), we also have
λCLS(X) ≤ CLS(
√
λX +
√
1− λY ) + (1− λ)CLS(Y ) , the same holds with CP .
Proof. The first result for CP is proved in [6] proposition 1. For CLS the proof is very similar.
Let f be smooth. Then
E ((f2 log f2)(
√
λX +
√
1− λY )) ≤
≤
∫ (∫
f2(
√
λx+
√
1− λy) dPX(x)
)
log
(∫
f2(
√
λx+
√
1− λy) dPX(x)
)
dPY (y)
+
∫ (
CLS(X)
∫
λ |∇f |2(
√
λx+
√
1− λy) dPX(x)
)
dPY (y)
≤
(∫
f2(
√
λx+
√
1− λy) dPX(x) dPY (y)
)
log
(∫
f2(
√
λx+
√
1− λy) dPX(x) dPY (y)
)
+CLS(Y )
∫ ∣∣∣∣∣∇
√∫
f2(
√
λx+
√
1− λy) dPX(x)
∣∣∣∣∣
2
dPY (y)
+λCLS(X)
∫
|∇f |2(
√
λx+
√
1− λy) dPX(x) dPY (y)
≤ E(f2(
√
λX +
√
1− λY )) log
(
E(f2(
√
λX +
√
1− λY ))
)
+λCLS(X)
∫
|∇f |2(
√
λx+
√
1− λy) dPX(x) dPY (y)
+ (1− λ)CLS(Y )
∫ ∫ |∇f2|(√λx+√1− λy) dPX(x)
2
√∫
f2(
√
λx+
√
1− λy) dPX(x)


2
dPY (y) .
Since ∇f2 = 2f ∇f , we may use Cauchy-Schwartz inequality in order to bound the last term
in the latter sum. This yields exactly the desired result.
For the second statement, it is enough to use a change of variable, as we did in the gaussian
case and the symmetry of Y . 
Hence we get a general statement: the distribution of a random variable X satisfies a Poincare´
or a log-Sobolev inequality if and only if, for all or for one, symmetric random variable Y
independent of X whose distribution satisfies a Poincare´ or a log-Sobolev inequality, the
distribution of X + Y satisfies a Poincare´ or a log-Sobolev inequality. ♦
It is known that any log-concave probability measure satisfies some Poincare´ inequality. The
result is due to Bobkov [7] (a short proof is contained in [2]). But if Z is a log-concave
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random variable that do not satisfy a log-Sobolev inequality, Z + αG (which is still log-
concave according to the Prekopa-Leindler theorem) does not satisfy a log-Sobolev inequality,
in particular is not uniformly log-concave.
Remark 7.8. Here is an amusing proof of the consequence of Prekopa’s result when one
variable is gaussian.
Let X (resp. Y ) be a random variable with law e−V (x)dx (resp. a standard gaussian variable).
We assume that X and Y are independent. The density of X +
√
λY is thus given by
q(x) = (2πλ)−n/2
∫
e−V (u) e−
|x−u|2
2λ du = (2πλ)−n/2 p(x) .
Let H(x) be the hessian matrix of log p. Then
p2(x) 〈ξ,H(x) ξ〉 = p(x) 1
λ2
(∫
〈ξ, (x− u)〉2 e−V (u) e− |x−u|
2
2λ du
)
− 1
λ
p2(x)|ξ|2
− 1
λ2
(∫
〈ξ, (x− u)〉 e−V (u) e− |x−u|
2
2λ du
)2
.
Hence
〈ξ,H(x) ξ〉 = − 1
λ
|ξ|2 + 1
λ2
(∫
〈ξ, (x− u)〉2 e−V (u) e− |x−u|
2
2λ
du
p(x)
)
− 1
λ2
(∫
〈ξ, (x− u)〉 e−V (u) e− |x−u|
2
2λ
du
p(x)
)2
.
Now assume that V satisfies (H.C.K) for some K ∈ R. The probability measure
e−V (u) e−
|x−u|2
2λ
du
p(x)
(or if one prefers its potential) satisfies (H.C.K + (1/λ)). If K + (1/λ) > 0, it thus satisfies
a Poincare´ inequality with constant λ/(1 + Kλ). Applying this Poincare´ inequality to the
function u 7→ 〈ξ, (x− u)〉, we obtain
〈ξ,H(x) ξ〉 ≤ − K
1 +Kλ
|ξ|2 .
Thanks to simple scales we may thus state
Proposition 7.9. Let X be a random variable with law e−V (x)dx and Y a standard gaussian
variable independent of X. If V satisfies (H.C.K) for K ∈ R, then for 0 ≤ λ ≤ 1, the
distribution of
√
λX +
√
1− λ Y satisfies (H.C. Kλ+K(1−λ)) as soon as λ+K(1− λ) > 0.
In particular if X is log-concave (K = 0) so is
√
λX +
√
1− λY .
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Appendix A. Some general remarks.
We give in this section some general facts which we used from place to place.
First, if the flow (µt)t>0 of probability measures satisfies some uniform moment condition
(i.e. supt>0
∫ |x|p µt(dx) < +∞ for some p > 1) it is well known (Prohorov theorem) that
it is weakly relatively compact. If they are absolutely continuous w.r.t. Lebesgue measure,
Dunford-Pettis theorem gives us the existence of L1 weak limits for their densities. As a
consequence if Wp(µ
x
t , µ
y
t ) → 0 as t goes to infinity for all pair (x, y) (or more generally for
all pair of initial measures admitting a moment of order p), it is not difficult to see that there
exists an unique limiting distribution for all initial distribution with a moment of order p,
and, for linear diffusions that this distribution is an invariant probability measure. Using
truncature one can deduce the uniqueness of an invariant measure. To obtain functional
inequalities for the invariant probability measure dµ = e−Udx (supposed to exist) when
the semi-group Pt is symmetric i.e. when L = ∆ − 12 ∇U ∇, one can use convergence in
Wasserstein distance.
First we recall two facts one can find for instance in [14] remark 2.11 and in [20] lemma 2.12:
Lemma A.1. If Pt is µ-symmetric
(1) t 7→ ∫ |∇Ptf |2 dµ is non increasing. Hence ‖ ∇Ptf ‖L2(µ)≤ √2√t ‖ f ‖L2(µ) .
(2) if there exists β > 0 such that for all f in a dense subset of L2(µ) there exists cf
with Varµ(Ptf) ≤ cf e−βt then Varµ(Ptf) ≤ e−βtVarµ(f) for all f ∈ L2(µ).
Hence µ satisfies a Poincare´ inequality with constant CP ≤ 1/β.
Accordingly, since Varµ(Ptf) =
1
2
∫ +∞
t |∇Psf |2 ds, a control |∇Psf | ≤ cf e−βs will furnish a
Poincare´ inequality. Notice that if ‖ ∇Paf ‖∞≤ ρ ‖ ∇f ‖∞ for some a > 0, ρ < 1 and all
Lipschitz functions f , then using the semi-group property we get ‖ ∇Ptf ‖∞≤ C ρt ‖ ∇f ‖∞
for some C > 0 and all t, hence a Poincare´ inequality. The latter is a weaker form of the
commutation of the gradient and the semi-group up to an exponential rate.
One can use the previous remarks to show that an exponential decay of Wasserstein distances
furnishes some Poincare´ inequality for µ. In what follows W0 denotes the total variation
distance and W1 is the usual 1-Wasserstein distance.
Proposition A.2. Assume that for all bounded (resp. Lipschitz) density of probability h we
have W0(Pthµ, µ) ≤ ch(t) (reps. W1). Then for all bounded (resp. Lipschitz and bounded)
f , there exist cf and h such that Varµ(Ptf) ≤ cf ch(2t). In particular if ch(t) = ch e−βt, µ
satisfies a Poincare´ inequality.
Proof. Let f be bounded and centered, and
h = (f+ ‖ f ‖∞)/
∫
(f+ ‖ f ‖∞) dµ = 1 + (f/ ‖ f ‖∞) .
h is thus a density of probability with ‖ h ‖∞≤ 2. We have
Varµ(Ptf) = ‖ f ‖2∞ Varµ(Pth)
≤ ‖ f ‖2∞
∫
Pth(Pth− 1) dµ =‖ f ‖2∞
∫
h(P2th− 1) dµ
≤ ‖ f ‖2∞ ‖ h ‖∞ W0(P2thµ, µ) ≤ 2 ‖ f ‖2∞ ch(2t) .
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One can replace W0 by W1, just replacing ‖ h ‖∞ by ‖ ∇h ‖∞ in which case
Varµ(Ptf) ≤‖ f ‖∞ ‖ ∇f ‖∞ ch(2t) .

Remark A.3. The previous result partly extends to the non symmetric situation of section
3. Indeed if we do not use the symmetry of Pt, but only the fact that ‖ Pt ‖≤ 1 in L∞ we
obtain that provided W0(Pthµ, µ) ≤ ch(t),
Varµ(Ptf) ≤ 2 ‖ f ‖2∞ ch(t) . ♦
Even when the decay is not exponential, one gets a weak form of the Poincare´ inequality
(called a weak Poincare´ inequality).
Corollary A.4. In the situation of proposition A.2, assume that ch(t) = ch c(t) with c(t)→ 0
as t→ +∞. Then
Varµ(f) ≤ α(s)
∫
|∇f |2 dµ + sΨ(f) ,
for all s > 0 where Ψ(f) = ch ‖ f−
∫
fdµ ‖2∞ for W0 and Ψ(f) = ch ‖ f−
∫
fdµ ‖∞ ‖ ∇f ‖∞
for W1 and α(s) = s infu>0
1
u c
−1(u exp(1− (u/s))) .
Proof. Once we notice that the transformation f 7→ λf does not change h the result follows
from [40] Theorem 2.3. 
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