Bilayer graphene in a magnetic field hosts a variety of ordered phases built from eight Landau levels close in energy to the neutrality point. These levels are characterized by orbital n = 0, 1, valley ξ = +, − and spin σ = ↑, ↓; their relative energies depend strongly on the Coulomb interaction, magnetic field, and interlayer bias. We treat interactions at the Hartree-Fock level, including the effects of metallic gates, layer separation, spatial extent of the p z orbitals, all Slonczewski-Weiss-McClure tight-binding parameters, and pressure. We obtain the ground state as function of the applied magnetic field, bias, and pressure. The gates, layer separation and extent of the p z orbitals weaken the Coulomb interaction at different length scales; these effects distort the phase diagram but do not change its topology. However, previously-predicted continuous transitions become discontinuous when all tight-binding parameters are included nonperturbatively. We find that pressure increases the importance of the noninteracting scale with respect to the Coulomb energy, which drives phase transitions to occur at lower fields. This brings two orbitally polarized states not yet predicted or observed into the experimentally accessible region of the phase diagram, in addition to previously-identified valley-, spin-, and partially orbitally polarized states.
transition as the electric field was increased while the magnetic field was low, but at higher magnetic fields, the phase boundary splits into two. These transitions were identified by peaks in the sample's two-terminal conductivity. One low-field state is a fully spin-polarized or ferromagnetic state evolving from a canted antiferromagnetic state, identified by edge state conductivity measurements [3, 6, 7] . The other two have been characterized by layer polarization measurements [1] , which support the identification of the low-magnetic-field, high-electric-field state as a fully valley-polarized state, and of the intermediate state as one with mixed polarization in both spin and valley. The intermediate state is also the first to be observed with polarization in the orbital index n, an additional low-energy degree of freedom in BLG deriving from its unique LL spectrum: E 0 ≈ 0, E 1 ≈ 0, E ±n ≈ ± ω n(n − 1) for n ≥ 2 [8] .
The ν = 0 phase diagram has proven to be highly sensitive to experimental perturbations, such as screening by an atomically-thin dielectric [4] or changes in device geometry and size [3] , underlining the possibilities for quantum state engineering and the importance of a careful treatment of interactions. In this work, we add a new method of manipulating states:
pressure. We show that pressure can be used to control the orbital degree of freedom, and that this is achieved by changing the energy scale of the noninteracting dynamics relative to the interaction energy scale.
Regarding the treatment of interactions, two approaches have been used in previous work: one based on the bare Coulomb potential [9] [10] [11] [12] [13] , and the other using only short-range interactions which may break symmetries of the bare Coulomb potential, an approach introduced by Kharitonov [6, 14, 15] . Additionally, Hunt et al. [1] treat the direct Coulomb interaction with a random phase approximation including metallic gates in the bare propagator in addition to symmetry-breaking parameters. On one hand, the former approach has no free parameters but has not yet reproduced the experimentally-observed intermediate phase;
on the other, the latter approach has succeeded in reproducing the intermediate phase but requires undetermined parameters whose physical origins are not transparent. So that we can understand the underlying physics while exploring the effects of pressure, we take the parameter-free approach.
Previous use of this approach has included the effects of layer separation in Refs. [9] [10] [11] [12] [13] and screening by metallic gates in Ref. [1] when treating the interaction. We unify these by deriving a propagator which includes both effects, and also address the out-of-plane spatial extent of the p z orbitals with layer-resolved 3D LL wavefunctions, which had previously been taken as 2D in each layer. These wavefunctions are derived by exact diagonalization of a four-band tight-binding Hamiltonian including all Slonczewski-Weiss-McClure tightbinding (TB) parameters, which we show are key in determining the nature (discontinuous, or continuously interpolating between ground states) of phase transitions. In particular, our model reproduces experimental findings of a single sharp spin-to valley-polarized transition at low fields, which contrasts with the continuous transition mixing the states found in previous parameter-free studies [9] [10] [11] [12] [13] .
Under pressure, we find two orbitally polarized states not yet predicted or observed.
These states appear because pressure increases the energy gap between orbitals so that it overcomes the interaction energy scale, which had stabilized the spin-and valley-polarized states observed at low magnetic fields. Hence, pressure effectively tunes the strength of interactions relative to the noninteracting energy scale. Pressure can also be treated as a theoretical proxy in our results for other effects that influence the noninteracting energy scales.
The paper is outlined as follows. In Sec. II A, we solve the TB model in a magnetic field to find LL energies and wavefunctions. We then address interactions at the Hartree-Fock level in Sec. II B, and describe our approach to the interacting problem. Solving the interacting problem as a function of magnetic field and bias yields phase diagrams which we present in Sec. III. We also characterize the possible ground states in this section, and discuss how the effects we include in treatment affect our results. We summarize our work and findings, and suggest next steps, in Sec. IV.
II. METHODS

A. Noninteracting Hamiltonian
We begin with the spin-free TB Bloch Hamiltonian
FIG. 1. The BLG unit cell has a four-atom basis with inequivalent A and B sites in each layer.
They are shown here with upper layer sites are denoted as A1, B1 and lower layer sites as A2, B2.
The A1 sites and B2 sites are stacked. gives the site energy for stacked A1 and B2 atoms, and ∆ is an interlayer bias induced by a perpendicular electric field. The TB parameters vary with pressure and are given by Munoz et al. [16, Table II ] We expand φ = φ (k) to linear order in q = k − K ξ about valley ξ:
where q ± = q x ± iq y . The lattice sites and coordinate system are depicted in Fig. 1 .
We represent the magnetic field B = Bẑ by a vector potential in the Landau gauge given by A = Bxŷ. This will enter the Hamiltonian through a Peierls substitution,
which is analogous to the replacement of momentum with canonical momentum, p → p+eA.
The result is q ± → q x ± i q y + e Bx = κ ± .
With this substitution, the Hamiltonian may be written in terms of harmonic oscillator raising and lowering operators. Denoting the harmonic oscillator wavefunctions by Q j (x) and working on the prototypical Landau level wavefunction,
we verify the commutation relation
In particular, if we define the basis states
where h jX (R) is an envelope on the p z orbitals |T R , then a + |T jX = √ j + 1|T (j + 1)X and a|T jX = √ j|T (j − 1)X .
t µ , then, we have for example in valley ξ = + the LL Hamiltonian
The Hamiltonian H − for the other valley, ξ = −, is obtained by replacing a and a + with −a + and −a, respectively, in the same basis. The full noninteracting Hamiltonian (both spatial and spin parts) is then
where λ v z is a Pauli matrix acting on the valley space {+, −}. To diagonalize H ξ , which contains operators as represented in Eq. (5), we express it as a matrix of scalars by taking matrix elements in a truncated basis of oscillator states T jX| H ξ |T j X , T, T = A1, B1, A2, B2 , j, j = 0, 1, 2, ...j max .
The coefficients of the wavefunctions for the states near the neutrality point decrease as j increases. Therefore, we take j max = 15, for which the greatest coefficient after j > 12 in the expansion of the LLL eigenstates was below 0.01 for all magnetic fields and pressures we consider. There are two eigenstates near zero energy, which we index by the orbital quantum number n. The LLL eigenstates are then
when spin is inlcuded. The eight combinations of three binary indices n, ξ, σ give the eight nearly-degenerate low-energy (LLLs). Each LLL is highly degenerate because its energy does not depend on the guiding center X.
At zero bias, there is a useful symmetry between the valleys. It arises from the relation between the Hamiltonians H + and H − , which can also be described as H − being the transpose of H + with ladder operators a, a + . As a result, their eigenvectors are related by the signed permutation 
and using the symmetry between the valleys, the full noninteracting energy is
Energies E nξσ versus bias, orbital gap E 1 −E 0 , layer polarization Π n versus magnetic field and pressure, and eigenvector coefficients c T j nξ are illustrated in Sec. S1 of the Supplemental Material. Note that when we refer to orbital gap, we mean the splitting caused strictly by noninteracting orbital dynamics, not the energy gap between two LLLs of different orbital, which in general also depends on bias, magnetic field, and interactions.
B. Coulomb interaction
The Coulomb interaction,
is treated in the Hartree-Fock (HF) approximation, similarly to previous works [6, 9-15, 17, 18] . Throughout this work, we use r for the 2D in-plane position vector, and retain z-dependence to address the effects of layer separation, gating, and the spatial extent of the p z orbitals.
Expanding the Coulomb interaction as its Fourier transform in the in-plane direction as V (r, z, z ) = q e iq·r V (q, z, z ), and expanding the field operators in the LLL basis,
we haveV
To incorporate both layer separation and the screening effect of metallic double gates used in recent experiments [1] [2] [3] , we use a propagator of the Coulomb interaction corresponding to equipotential walls at ±D. The Fourier transform of this propagator is
where D = 20 nm [1, 2] , r = 6.9 [19] and α = e 2 4π r 0 l B . The effective dielectric constant has been taken to be the dielectric constant of hexagonal boron nitride. The normalization and energy scale may be rewritten as 2π
where N Φ is the number of flux quanta penetrating the bilayer and hence the degeneracy of the system. We include both gating and layer separation because both affect wavevector scales relevant the LLs, as illustrated in Fig. 2 . The pressure-dependent layer separation is given by Munoz et al. [16, 
Taking D → ∞ yields the propagator of Refs. [9] [10] [11] [12] [13] , while taking d = 0 yields the propagator of Ref. [1] . 
We use the interlayer case, T z = T z , for demonstration. It can be seen that gating weakens the long-range (small q) interactions and layer separation weakens the short-range (large q). The dashed curve corresponds to the interaction neglecting separation, d The tight-binding orbitals contribute a z-direction density, P (z), which is integrated out to obtain the layer-resolved Coulomb interaction,
We find that this integral can be well approximated by
which has the form of Eq. (16) but uses an effective layer separation d
TzT z ef f in place of the physical layer separation d. This expression is a fit to exact evaluations of Eq. (17) . A complete derivation of these expressions may be found in Sec. S2 of the Supplemental Material, together with Fig. S3 which illustrates the validity of the fit given by Eq (18). In the limit P (z) → δ(z), the effective interlayer separation becomes the actual layer separation so that the effective intralayer separation vanishes, d
TzT z
Returning now to Eq. (14) , it remains to calculate the Fourier transforms of the wavefunction overlaps, or form factors. These are evaluated as
and elementary form factors
Each of these expressions is derived in detail in Sec. S2 as well, and a general expression for the elementary form factors follows in Sec. S4, in the Supplemental Material. We will approximate J Tz
(q)δ ξ 1 ξ 4 in the following because the ξ = + and ξ = − LLLs have very little overlap. We have broken the full form factors into the layer-projected form factors J Tz
(q) because each LL wavefunction has support on both layers. This splitting between layers is important because it delocalizes charge and weakens interactions.
The Coulomb interaction is now expressed aŝ
In the Hartree-Fock approximation, we replace
whereV D is the direct term andV X is the exchange term. We then define the density
which give a natural basis for studying the system and interactions. In terms of the density operators, the direct term is written aŝ
and the exchange term is written aŝ
Since the exchange integral has the symmetries X ξξ klmn (q) = X ξ ξ klmn (q) and X ++ klmn (q) = X −− klmn (q), we can write all exchange integrals in terms of the two X ++ klmn (q) and X +− klmn (q). Further information on the properties and calculation of the exchange integrals is given in Sec. S4 in the Supplemental Material.
We will focus only on spatially-uniform solutions and find the lowest energy state in this subspace. This can be later compared with possible states that break translational symmetry. In other words, we assume ρ ξξσσ n 1 n 2 (q) = 0 if q = 0. (After making this assumption this we will generally drop the argument (0), e.g. write X n 1 n 4 n 3 n 2 instead of X n 1 n 4 n 3 n 2 (0).)
The direct term in the Coulomb interaction is a Coulomb blockade that penalizes layer polarization. In the present case of uniform states, it takes the form of a capacitive correction, as noted in previous work [1, 9, [11] [12] [13] . We find that, up to a constant for fixed total filling
where we have defined the upper and lower layer occupations by
withν = ν + 4 being the number of filled LLLs, and
Hereafter we will frequently refer to this simply as the Coulomb blockade. In the limits [9] [10] [11] [12] [13] . Hence, ∆V can also be written in terms of an effective layer separation d CB ef f defined by ∆V = α d CB ef f l B , and we find that the extend of the p z orbitals weakens the Coulomb blockade: d CB ef f < d. This is shown in Fig. S3 , and the derivation of these equations from the direct term is given in Sec. S3, in the Supplemental Material.
As pointed out by Shizuya [20] , exchange interactions with the "Dirac sea" of occupied LLs lower the energy of the n = 1 orbitals relative to n = 0:
where λ o z is a Pauli matrix acting on the orbital space {0, 1}. This exactly compensates for the difference in exchange energy for fully occupied n = 0 LLLs compared to n = 1.
Ref. [20] also indicates that the direct interaction with the Dirac sea screens the bias. Because rescaling bias exclusively affects the valley gap, it does not change the balance between any energy scales in a way that would change which ground states appear as a function of magnetic field and bias. Hence, we do not address the direct DS interaction, though it could be relevant for quantitative results in future studies. Adding this "Lamb-like shift" ∆ Lamb = 1 2 X ++ 1111 − X ++ 0000 to the noninteracting Hamiltonian, we havê
The full HF Hamiltonian is then
The Hamiltonian matrix element (H HF ) (nξσ),(n ξ σ ) is the coefficient of the density operator ρ ξξ σσ nn . Because the Hamiltonian for a spatially-uniform system is block diagonal in X, with 8-dimensional blocks indexed by nξσ, the HF problem is reduced to an 8 × 8. If the filling factor is ν, thenν = ν + 4 LLLs are filled, so the many-body eigenstate is
where A j nξσ are the coefficients of the jth eigenvector of the matrix (H HF ) (nξσ),(n ξ σ ) , ordered by energy with the lowest first. The density matrix elements are given by
In the self-consistent approach to solving the HF problem, these density matrix elements are then used to generate a new HF Hamiltonian, and the cycle is iterated until a self-consistent solution has been found. When the solution is found, we refer to it as an LLSD (Landau level Slater determinant) or LLC (Landau level coherent) state if it is given by a diagonal or non-diagonal density matrix, respectively. LLC states can be thought of as the result of LLSD states mixing via coherent superpositions.
It is very useful to calculate the average energy per particle as well. If there are N e electrons in the LLLs, then sinceν = Ne N Φ , up to a constant we have
ξξ σσ X ξξ n 1 n 4 n 3 n 2 ρ ξξ σσ
This is the energy that the correct many-body solution will minimize. E nξσ is the noninteracting energy given by Eq. (11), 1 2 X ++ 1111 − X ++ 0000 is the Lamb-like shift [20] , ∆V is the Coulomb blockade given by Eq. (31), and X ξξ n 1 n 4 n 3 n 2 are the exchange matrix elements appearing in Eq. (28). By comparing the energies of LLSD states and mixing them into LLC states near their crossings, we can also minimize energy as a function of the parameter or parameters that describe the LLC state's superposition. This method allows us to find the ground state analytically, and is the approach we use in this work.
III. RESULTS
A. Phase diagrams
Using the HF calculations presented above, we obtain the ground state for different values of magnetic field, bias and pressure. For fixed pressure, we draw this as a phase diagram whose different regions represent characteristic ground states as a function of magnetic field and bias. The diagrams evolve continuously with pressure, and we give results for the representative cases of zero pressure, an intermediate pressure of 29.8 GPa, and a high pressure of 96.4 GPa. Since pressure changes the scale of the bias versus magnetic field phase diagrams but does not change their topology, in the following discussion we will use the intermediate pressure case at 29.8 GPa to illustrate.
For low magnetic field and bias, the ground state is the fully spin-polarized (FSP) state, which is layer unpolarized and is drawn in blue in Fig. 3 . Further information on this state, and all others, is given in Sec. III B, and they are represented pictorially in Fig. 3(e ). As the bias is increased while the magnetic field is kept low, the FSP state is replaced by the fully valley-polarized (FVP) state, which is fully layer-polarized and drawn in red. This phase transition occurs when the bias is strong enough to overcome the Coulomb blockade energy. The situation described here can be seen by following the first linecut at B = 17 T in Fig. 3(b) . To give a more complete picture of the evolution of the ground state with bias, these states' energies and those of excited LLSD states are plotted along in Fig. 4 (a) along the same linecut.
This transition demonstrates a general trend: as bias increases and overcomes the Coulomb blockade, states with lower layer polarization are replaced by states with higher layer polarization, Indeed, this pattern persists throughout the phase diagram for all magnetic fields. Consider increasing the magnetic field to B = 28 T, shown by the second linecut in Fig. 3 This trend explains the appearance of two new orbitally polarized states as the magnetic field is increased further. At B = 35 T, shown by the third linecut in Fig. 3(b) and by Fig. 4(c) , the low-bias ground state is the orbitally and spin-polarized (OSP) state, drawn in charcoal. It is partially orbitally and spin-polarized, but valley-unpolarized and hence minimally layer-polarized, so that it replaces the FSP state as the bottom rung of the ladder of increasingly layer-polarized states. At B = 38 T, shown by the fourth linecut in Fig. 3(b) and by Fig. 4(d) , the fully orbitally polarized (FOP) state, drawn in green, likewise replaces the OSP state as the minimally layer-polarized ground state at low bias. The FOP state is fully orbitally polarized and has no valley or spin polarization, so it is layer-unpolarized.
Now that we understand the energy scales driving the phase transitions in Fig. 3(b) , it is simple to understand the changes in the phase diagram with pressure. As pressure increases, the orbital gap increases more steeply with magnetic field (see Fig. S1 in the Supplemental Material) so that the transitions to orbitally polarized states occur at lower magnetic fields.
Likewise, pressure decreases layer separation and thus weakens the Coulomb blockade so that transitions to layer-polarized states also occur at slightly lower bias. Hence, pressure literally compresses the phase diagram into a smaller region in the space of magnetic field and bias. In Fig. 3(a) , the orbitally polarized states do not appear simply because the orbital gap does not grow quickly enough at zero pressure for these states to appear at an experimentally reasonable magnetic field.
These five LLSD states are all possible states that may appear in our model even at arbitrary magnetic field, bias and pressure. This is clear because increasing pressure beyond 96.4 GPa or the magnetic field beyond 40 T will simply further stabilize the FOP state, and increasing bias beyond 10 mev further stabilizes the FVP state, and the partially orbitally and layer-polarized POP state will always intermediate between them. It is interesting that no LLC states manifest as ground states in our results, because one would generally expect the interaction to mix LLSD states when they are close in energy -namely, at the phase boundaries in Fig. 3 or the energy crossings in Fig. 4 . This finding contrasts with previous results [11] [12] [13] 15 ], and we explain this discrepancy in Sec. III C.
B. State configurations and descriptions
Of the five LLSD states we find in the phase diagram, three (the FSP, FVP and FOP states) are fully polarized in one degree of freedom while unpolarized in the other, and two (the POP and OSP states) have mixed partial polarization. We give their wavefunctions and brief characterizations below.
Fully spin-polarized (FSP) state
The FSP state is polarized only in spin and is written as
This state has no layer polarization and two same-spin, same-valley pairs. It is maximally favored by the Zeeman splitting, Coulomb blockade, and exchange interaction, so that it appears at low magnetic field and bias. Many previous studies [1, 6, [11] [12] [13] 15] have also found this state.
Fully valley-polarized (FVP) state
The FVP state is polarized only in valley and is written as
This state has maximal layer polarization and two same-spin, same-valley pairs. It is maximally favored by the bias and exchange interaction, so that it is found at high bias and low magnetic field. Many previous studies [1, 6, [11] [12] [13] 15] have also found this state.
Fully orbitally polarized (FOP) state
The FOP state is polarized only in orbital and is written as
This state has no layer polarization and no same-spin, same-valley pairs. It is maximally favored by the Coulomb blockade and orbital gap, so that it appears at low bias and high magnetic field. This state has not appeared in any previous studies because it requires a large orbital gap to manifest.
Partially orbitally polarized (POP) state
The POP state is partially polarized in all three indices, with 3-to-1 ratios of n = 0 to 1, ξ = + to −, and σ = ↑ to ↓, and is written as
This state has partial layer polarization and one same-spin, same-valley pair. It is partially favored by the bias, Zeeman splitting, Coulomb blockade, exchange interaction and orbital gap, so that it appears at intermediate bias and magnetic field. It is has been predicted and observed before [1, 2, 15] .
Orbitally and spin-polarized (OSP) state
The OSP state is partially polarized in orbital and spin, but is unpolarized in valley, and is written as
This state has very small layer polarization and one same-spin, same-valley pair. (Layer polarization is nonzero due to unequal polarizations of the orbitals, Π 0 = Π 1 .) It is partially favored by the Zeeman splitting, exchange interaction and orbital gap, and maximally favored by the Coulomb blockade, so that it appears at low bias and intermediate magnetic field. It has neither been predicted nor observed in previous studies.
C. Absence of LLC states
The five states we observe are all LLSD states, despite the presence of interactions which in general mix the noninteracting eigenstates into LLC states. To explain the absence of LLC states, we focus on a particular example which has appeared in previous work [11] [12] [13] 15] , the FSP-FVP state. This state continuously interpolates between the eponymous LLSD states with two spin-valley superpositions, and can be parametrized by two angles θ 0 , θ 1 as
For this state not to appear at the phase boundary between the FSP and FVP states, it must be energetically unfavorable. We can verify this analytically by calculating the concavity of its energy, given in Eq. (S32) in the Supplemental Material, with respect to the superposition parameters. To simplify this, we describe the superposition using a single parameter with the common [13, 15] If this expression is negative, then the superposition is unfavorable and the energy is minimized at endpoints cos 2 θ = 1 or 0, i.e., the FSP or FVP LLSD states. We find that it is negative for all magnetic fields and pressures in our model.
There are two contributions to the concavity in Eq. (44): the Coulomb blockade (∆V ) term, which is always ≥ 0, and the exchange (X ξξ klmn ) term, which is always ≤ 0. Each exchange integral X ξξ klmn is positive, so the exchange term actually has a positive intervalley +X +− klmn and negative intravalley −X ++ klmn component. Recalling the valley-layer correspondence, however, the intervalley integrals are always smaller because the layer separation d weakens interlayer interactions.
From this we see that the FSP-FVP LLC state will be unfavorable if the Coulomb blockade is too weak, or if the disparity between the intravalley and intervalley exchange integrals is too large. In our model, the spatial extent of the p z orbitals weakens the Coulomb blockade, and the layer-resolved form factors derived from exact diagonalization increase the intravalley-intervalley disparity. In contrast, if the extent of the p z orbitals is neglected and the valley-layer correspondence is assumed to be exact, then the FSP-FVP state appears as in previous work using similar interaction propagators [11] [12] [13] .
We further compare the effects of the spatial extent of the p z orbitals, layer separation, gating, and layer-resolved form factors in Sec. III D to explain their impacts on the model. Our model includes the spatial extent of the p z orbitals, layer separation, metallic gates, and layer-resolved form factors found by exact diagonalization. Since previous models have included some of these effects while neglecting others, it is worthwhile to explore their respective impacts on the phase diagram. To this end, in Fig. 5 we plot phase diagrams in which we have either neglected only one of these effects each, or included only one each, and we compare these to our main result in Fig. 3(b) .
The spatial extent of the p z orbitals in general weakens the Coulomb interaction, as it spreads the electron density out vertically. We can see this effect by comparing Fig. 3(b 
where it is included, to 5(a), where it is neglected. When it is neglected, the FSP state extends to higher magnetic field because the p z orbitals' extent weakens exchange (which favors the FSP state over orbitally polarized states) and to higher bias because the p z orbitals' extent weakens the Coulomb blockade (which favors the FSP state over the FVP state). Indeed, the effective layer separations plotted in Fig. S3 in the Supplemental Material also shows that the p z orbitals' extent weakens both the Coulomb blockade and exchange interactions.
With regard to layer separation, when d = 0, the Coulomb blockade integral ∆V = 0 regardless of other effects. When neglecting layer separation, therefore, we reuse the Coulomb If d = 0 then ∆V = 0, so when turning off layer separation, we only neglect it in exchange calculations, as in Ref. [1] . c T j n+ = δ T,B1 δ j,n is only used in the Coulomb interaction calculations;
we always use exact diagonalization results for the polarizations Π n in the noninteracting energies E nξσ , as in Refs. [9] [10] [11] [12] [13] . Only two LLC states appear, the FSP-FVP and OSP-POP states.
blockade for d = 0 as in Ref. [1] , and only neglect the layer separation in exchange integral calculations, which greatly decreases the intervalley exchange integrals. These are the offdiagonal matrix elements in the Hamiltonian that mix LLLs of different valleys, producing avoided crossings that we see these as LLC states. Therefore, neglecting d narrows the FSP-FVP LLC state in Fig. 5(f) . In Fig. 5(b) , there is no change in comparison to Fig. 3(b) because the LLC state does not appear.
At the large distance D = 20 nm in our model, the gates have only a minimal effect on the phase diagram. They slightly screen both the Coulomb blockade and the exchange interaction. Without the gates, the FSP and FVP states in Fig. 5 (c) take up a slightly larger region of phase space than with the gates in Fig. 3(b) .
The layer-resolved exact diagonalization form factors, which physically describe the spatial distribution of the LL wavefunctions (cf. Eq. (8) and the coefficients plotted in Fig. S2 the Supplemental Material) split between the two layers, have the most substantial impacts.
They not only weaken interactions more than any other effect but also render superpositions unfavorable. Weakening the Coulomb blockade brings phase transitions to lower bias and weakening exchange interaction brings phase transitions to lower magnetic fields, so that the phase diagram is scaled down. This is seen when comparing Fig. 5(d) to the other upper and Fig. 5(h) to the other lower row figures. The suppression of superpositions is evinced by the facts that 5(d) is the only the upper row figure to feature the FSP-FVP LLC state, and that 5(h) is the only the lower row figure which does not feature the aforementioned LLC state. Fig. 5(h) is also notably the only diagram to feature the OSP-POP state, a superposition between the OSP and POP states. It has constant partial orbital and spin polarization and continuously evolving partial valley polarization, and is given by
Further information on this state is in Sec. S5 in the Supplemental Material.
We have examined here only a representative subset of the possible combinations of included and neglected parameters. Our model is also compatible with previous models by changing the parameters described above, plus a few constants. For example, we have reproduced the onset and end of the FSP-FVP state given by Ref. [11] by removing gates and the spatial extent of the p z orbitals, using simplified form factors, neglecting the Lamb-like shift, and using the TB parameters and dielectric constant given therein; and we have reproduced the LLL energy levels of Ref. [17] by using the same approximations and additionally setting the orbital gap to 0.
A modification of the Coulomb interaction we have not addressed in our model is that of screening in a heterostructure. Recently, the experiment of Chuang et al. [4] on stacked BLG and WSe 2 mono-or bilayers showed that WSe 2 brings the appearance of the POP state to lower magnetic fields, and noted that thin dielectric layers primarily screen short-range interactions. Though this preferentially weakens exchange for the n = 1 orbitals, which have more relatively more high-q weight as seen in Fig. 2 , this change is counteracted by the Lamb-like shift. This suggests that it is simply weakening exchange which drives the change, regardless of length scale. Weakening exchange disfavors the FSP and FVP states, so that the POP state appears at a lower magnetic field.
IV. CONCLUSION
We have produced Landau level phase diagrams of charge-neutral (ν = 0) BLG as a function of magnetic field, bias, and pressure. We found noninteracting eigenstates and energies using a four-band tight-binding model with hoppings between each pair of lattice sites.
Projecting into the eight LLLs near the Fermi level and treating the Coulomb interaction through the Hartree-Fock approximation, we studied how gate screening, layer separation, the spatial extent of the p z orbitals, and layer-resolved form factors found by exact diagonalization impact the interaction and phase diagrams. All parameters were determined by ab initio calculations [16, 21] or independent experimental measurements [19] . The absence of LLC states in our results, in comparison to similar theoretical work using parameter-free long-range Coulomb propagators [9] [10] [11] [12] [13] , is unique to our model. We isolated the use of exact diagonalization form factors which respect the inequivalence between valley and layer as the source of this change. This emphasizes that, due to the small energy scales involved in this system, even parameters or effects which appear small may in fact be significant.
We chose to focus on ν = 0, but our model may readily be applied for other filling factors. Likewise, we focused on ground state phase diagrams, but our model can also be used to calculate excited state energies and single-particle energy gaps to explain transport or cyclotron resonance experiments, as in Ref. [11] or [17] respectively, for example. These are natural follow-up topics for us to explore in future work.
Currently, only zero-pressure experimental comparisons are available. Our results agree with experimental indications that the boundary between the FSP and FVP states does not host an LLC state [1, 2] , which had previously been a source of disagreement in parameterfree models. However, we have not been able to reproduce the experimental appearance [1, 2] of the POP state at B = 12 T at zero pressure; to date, this has only been reproduced in phenomenological models by fitting the orbital gap [15] or screening and symmetry-breaking interaction parameters [1] to experimental results. Thus, we have found a physical cause for the discontinuous transition from FSP to FVP, but the cause of the POP state's appearance at moderate magnetic field and zero pressure remains unknown. Though the POP state only appears in our results at elevated pressure, we agree with the identification of POP as the intermediate state. (One experiment by Li et al. [3] using a different device geometry and tilted magnetic field found a metallic state between the FSP and FVP states, but we have not addressed these characteristics in our model.)
Comparing Refs. [11, 13] and this work, which did not find the POP state around B = 12 T at zero pressure, with Refs. [1, 15] , which did, suggests some missing ingredients.
For example, LL mixing provides screening [1, 11, [22] [23] [24] and, together with the electronphonon interaction, induces symmetry-breaking interactions [6, 14, 15] which may stabilize the POP state. These symmetry-breaking interactions stabilize a canted antiferromagnetic state [6, 15, 18] , which does not appear in our model but is supported by experimental evidence [3, 7] . 
Supplemental Material
Landau Level Phases in Bilayer Graphene under Pressure at Charge Neutrality S1. NONINTERACTING RESULTS
In Fig. S2 we give the eigenvector coefficients c T j nξ , used in the expansion given by LLL wavefunctions, up to sign. The pattern of nonvanishing coefficients is 3-periodic; in particular, c T j 0+ = 0 for (T, j) ∈ {(A1, 3m + 2), (B1, 3m), (A2, 3m + 1), (B2, 3m + 2) : m ≥ 0} ,
and all other coefficients vanish. Pressure increases the TB parameters, which drive both the orbital gap and the wavefunction coefficients. Hence, the wavefunctions are more complex at elevated pressures.
S2. FORM FACTORS AND 3D COULOMB INTERACTION
To derive the form factors, we begin by calculating d 2 re iq·r φ * n 1 ξσX 1 (r, z)φ n 4 ξσX 4 (r, z)
The tight-binding orbitals will have negligible overlap unless T 1 = T 4 , R 1 = R 4 so we drop their subscripts and sum over only a single pair T, R. is the magnetic length l B ≈ 25.7 nm · T −1/2 √ B. We will use this fact to make several useful approximations. Proceeding with the integration in Eq. (S2),
FIG. S1. (a) Except under large bias, noninteracting dynamics favor orbitally polarized states. The n = 0 state is more strongly affected by bias than is the n = 1 state because the former is more layer-polarized. (b) The orbital gap E 1 − E 0 increases with both magnetic field and pressure, and the Zeeman splitting (i.e., spin gap) is plotted alongside for comparison. (c) While the n = 0 layer polarization is nearly constant, (d) the n = 1 layer polarization decreases steeply with magnetic field for low pressure.
Here we used the facts that e iq·r ≈ 1 is essentially constant over the atomic orbitals, and likewise that e iq·T 2D ≈ 1 because T 2D is small compared to l B , and q ∼ 1/l B . P (z) = d 2 r |ψ 2pz (r, z)| 2 is the probability density in the z-direction. In our calculations, we used the parametrization of ψ 2pz (r) and hence P (z) given by Clementi and Raimondi . Results for other pressures interpolate between the two extremes shown. Only coefficients distinguishable from 0 are shown.
[1]. Therefore
Since h jX (R) is already normalized as a continuous variable, no normalization factor is needed to take R → d 2 R. From this we derive the expression that defines the elementary form factors,
Thus we can write the Fourier transform of the wavefunction overlap
in terms of the layer-projected form factors
Finally, the z-dependence of the Coulomb interaction can be isolated by defining a layerresolved Coulomb interaction;
(S9) We also give the variation of the effective layer separations d
TzT z ef f and d CB ef f with pressure, compared to the actual layer separation d. In this plot, lines are guides to the eye.
S3. COULOMB BLOCKADE
Restricting our attention to the LLLs and q = 0, and writing the interaction in terms of the intra-/interlayer interaction difference ∆V = N Φ (V 11 (0) − V 12 (0)), we havê which may be discarded. Redefining the interaction to exclude this constant shift,
S4. EXCHANGE INTEGRALS
The exchange interaction in the n = 0, 1 space, X ξξ n 1 n 2 n 3 n 4 (0), is calculated as a linear combination,
of the elementary exchange integrals F ξξ n 1 n 2 n 3 n 4 (0) which give the exchange interaction between elementary form factors,
These integrals are readily evaluated in polar coordinates using . This is reasonable in light of the miniscule j > 4 remainder from our exact diagonalization results given in Fig. S2 . Because the exchange integrals vary smoothly and slowly with magnetic field and are costly to calculate explicitly, we calculate the exchange integrals using the expressions we have derived and presented at 1 T intervals, and interpolate between them using cubic splines when higher resolution is needed.
Several symmetries reduce the number of independent exchange integrals. First, we have the valley symmetries X ξξ klmn (q) = X ξ ξ klmn (q) , X ++ klmn (q) = X −− klmn (q) .
Two form factor symmetries also induce corresponding exchange integral symmetries; ⇒ X ξξ klmn (q) = (−1) (m+n+k+l) X ξξ mnkl (q) .
(S26)
One also has F TzT z j 1 j 2 j 4 j 4 (q) = 0 if j 2 + j 4 = j 1 + j 3 .
S5. STATE ENERGIES
The energy of the FSP state is
− 4∆V − α X ++ 0000 + X ++ 1111 + 2X ++ 0110 .
(S27)
The energy of the FVP state is
− ∆V 4 − (Π 0 + Π 1 ) 2 − α X ++ 0000 + X ++ 1111 + 2X ++ 0110 .
(S28)
The energy of the FOP state is 
The energy concavity for the FOP-POP, FSP-POP and FVP-POP states is
The energy concavity for the FSP-OSP and FOP-OSP states is
S6. STABILIZING LLC STATES WITH INTERACTIONS
The noninteracting contribution to the energy of an LLC state, say the Ψ − Ψ state, is always between that of the Ψ and Ψ LLSD states which it mixes -in particular, either the Ψ or the Ψ state has lower noninteracting energy that the Ψ − Ψ state. Therefore, the only way that the Ψ − Ψ state could be the ground state in a fully interacting model is if its superposition lowers the interaction energy. Physically, superpositions lower energy by delocalizing electrons. (This explains why, when we explored the effects of 3D p z orbitals, layer separation, gating, and form factors, the only LLC states that appeared involved intervalley superpositions, which spread electron density across the two layers.) Delocalization reduces the repulsive Coulomb interaction, which lowers both the Coulomb blockade and the exchange interaction. Since the Coulomb blockade raises energy while the exchange interaction lowers it, a superposition must decrease the Coulomb blockade more than it decreases the exchange interaction. If this is not the case, the superposition will not be favorable.
As a demonstration, suppose the Ψ − Ψ state involves only one superposition, between the LLLs nξσ and n ξ σ . The density matrix elements corresponding to these LLLs are The first term is nonnegative and represents weakening the Coulomb blockade, and the second term is nonpositive and represents weakening the exchange interaction. The latter is nonpositive because the "off-diagonal" exchange integral X ξξ nnn n , arising from the overlap of the superimposed LLLs, is less than either "diagonal" integral, X ξξ nnnn , representing the overlap of an LLL with itself; any LLL has greater overlap with itself than with another LLL.
