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Abstract
In this paper, we consider the control problem for uncertain systems with imperfect information, in
which an output of interest must be kept outside an undesired region (the bad set) in the output space.
The state, input, output, and disturbance spaces are equipped with partial orders. The system dynamics are
either input/output order preserving with output in R2 or given by the parallel composition of input/output
order preserving dynamics each with scalar output. We provide necessary and sufficient conditions under
which an initial set of possible system states is safe, that is, the corresponding outputs are steerable away
from the bad set with open loop controls. A closed loop control strategy is explicitly constructed, which
guarantees that the current set of possible system states, as obtained from an estimator, generates outputs
that never enter the bad set. The complexity of algorithms that check safety of an initial set of states
and implement the control map is quadratic with the dimension of the state space. The algorithms are
illustrated on two application examples: a ship maneuver to avoid an obstacle and safe navigation of an
helicopter among buildings.
I. INTRODUCTION
The problem of keeping the state of a dynamic system in a desired region via feedback control
has been considered by researchers for decades [1], [2], [3], [4]. A common approach is to
determine the set, called maximal controlled invariant set (MCIS), of all initial states that can be
kept in the desired region via a control strategy [4], [5], [6]. This problem has also been casted
as that of avoiding the complement of the desired region [7], called “bad set”, and is referred to
as safety control problem. In this case, the complement of the MCIS is called the “capture set”
as it represents the set of all states that cannot be steered away from (are captured by) the bad
set for any control strategy.
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2The safety control problem of uncertain dynamical systems can be considered as a min-
max or pursuit-evasion problem where the disturbance tries to steer trajectories away from the
desired region and the controller tries to counteract the disturbance. In [2], a finite horizon MCIS
is characterized as the level set of the optimal cost of a min-max problem for discrete-time
systems with perfect and imperfect state information and polyhedral and ellipsoidal algorithms
for approximating the MCIS are provided. In the context of hybrid systems with perfect state
information and infinite horizon, [8], [9], [10] represent the MCIS as the level set of the optimal
cost of a min-max problem, which, for continuous nonlinear systems is computable by solving the
Hamilton-Jacobi-Bellman (HJB) equation. The HJB equation involves issues such as existence,
uniqueness, and smoothness of the solutions so that in general it is very hard to solve. Therefore,
numerical methods for approximating the MCIS using level set methods [11], [12] and polygonal
approximation of flow pipes [13] have been proposed. For linear systems, the reachability problem
has been extensively studied and algorithms that finitely determine polyhedral approximations
[14], [15], [16], ellipsoidal approximations [17] (see also [5] and the references therein), and
approximations through union of zonotopes [18], [19] have been proposed.
Decidability theory is another approach to the reachability problem where mathematical logic is
used to represent sets symbolically [20]-[24]. Within this approach, the reachable set is represented
in the form of formulas with quantifiers and computational tools are developed to eliminate
quantifiers and provide formulas that define reachable sets [25], [26]. Quantifier elimination
is applicable to reachable sets that are decidable in the theory of real numbers with additive
and multiplication functions. Therefore, this approach is only applicable to special classes of
linear/affine systems [21], [22], [23]. Moreover, the computational demand is exponential in the
size of input and output data [14]. Application-driven literature has also addressed the reachability
problem for specific aerospace vehicles, such as helicopters [27], [28]. Different in scope but related
to this work is also recent literature on observer-based stabilization of nonlinear and switched
systems [29], [30], [31], [32].
Except for the discrete time systems work by [2], the above cited works have focused mostly on
systems with perfect state information. The safety control problem when the state of the system is
not exactly known has been receiving much less attention. In [33], [34], hybrid automata in which
the mode is unknown to the controller and needs to be estimated are considered. For discrete-time
systems, dynamic control of block triangular order preserving hybrid automata with imperfect state
information is considered in [35]. In [36], [37], safety control results are extended to continuous
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3time piecewise systems that are the parallel composition of two decoupled monotone systems [38],
for which a scalar output must be controlled. These results have been extended in [39] to the case
in which the system does not need to be the parallel composition of two decoupled systems, but
still monotonicity and two-dimensional output are required.
In this paper, we extend the results of [39] to systems that do not need to be monotone, but
whose two-dimensional output trajectories are enveloped by extremal trajectories corresponding
to extremal control inputs. We refer to this property as input/output order preserving. We further
extend these results to systems that are the parallel composition of an arbitrary number k of
input/output order preserving systems, each with output in R or R2. When some of the systems
in the parallel composition have output in R2, perfect state information and no uncertainty are
considered. Even if the dynamics of the k subsystems are decoupled from each other, the control
objective (avoiding a bad set in the Cartesian product of the whole system output) implicitly
introduces coupling, so that the problem cannot be solved by solving k separate simpler problems.
Our approach to deal with imperfect information is similar to that of open loop feedback
control [40]. Specifically, we determine whether a current set of system states, obtained from
a state estimator, generates outputs that can be steered away from the bad set as if no further
measurements were received after the current time. As a consequence, we provide necessary and
sufficient conditions to determine whether a set of possible system states belongs to the open loop
MCIS, that is, it generates outputs that can be steered away from the bad set with open loop
controls. Then, we explicitly provide a feedback control strategy that guarantees that the current
set of possible system states, obtained from a state estimator, is kept in the computed MCIS. For
n dimensional systems, the computational demand of our algorithms is of order n2. Therefore,
the computational complexity scales at most quadratically with the number of states.
The class of input/output order-preserving systems can model a number of applications and
include the class of monotone systems [38]. Several biological systems are shown to have the
monotone property or to be composition of subsystems with monotone property [41], [42]. Trans-
portation networks where each carrier, car or train, moves unidirectionally according to a pre-
determined path can be modeled as a group of interacting agents with monotone dynamics [43]
or with input/output order preserving dynamics [44]. In this paper, we illustrate two different
applications. First, we consider the free motion of a ship in R2 and tackle an obstacle collision
avoidance problem. Second, we consider the free three dimensional motion of an helicopter
among buildings. We model the helicopter dynamics by an 18 dimensional model and design
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4Fig. 1: Capture set and a safe trajectory obtained enforcing the control strategy explained in the text.
a supervisor that overrides the pilot with safe control actions whenever the system configuration
hits the boundary of a building’s capture set.
A. Motivating example
In order to illustrate how the monotonicity property of the flow with respect to the input
simplifies the problem of calculating the capture set of a bad set, we consider the free motion of
an object in R3 as follows. Let x = (x1, x2, x3) denote the position of the object and assume that
the motion can be described by the three integrators x˙1 = u1, x˙2 = u2, x˙3 = u3, in which the
input u = (u1, u2, u3) is bounded and subject to constraints 1 ≤ ui ≤ 5, i = 1, 2, 3. There is an
obstacle (bad set) that must be avoided given by B := [100, 150]× [100, 150]× [100, 150] ⊂ R3.
We seek to determine the capture set of this obstacle and the control strategy that guarantees that
any initial condition starting outside of the capture set is kept outside it.
Consider an initial condition x(0) and let xim and xiM denote trajectories generated by the
extremal inputs ui = 1 or ui = 5. It follows that xim(t) ≤ xi(t) ≤ xiM(t) for all t ≥ 0.
Systems with this property belong to the class of input/output order preserving systems. Consider
all extremal trajectories of x in R3 generated by all combinations of extremal inputs, pick a point
on each of these trajectories, and consider the convex hull of these points. Because the system
is input/output order preserving any x trajectory corresponding to any arbitrary input will cross
this convex hull. If all extremal trajectories cross the bad set B, we can pick all the points on the
extremal trajectories in such a way that they are all inside the bad set, so that their convex hull
is also all contained in the bad set (since the bad set is convex). It follows that if all extremal
trajectories cross the bad set, then any trajectory for any arbitrary input will also cross the bad
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5set. As a consequence, x(0) belongs to the capture set of the bad set.
This reasoning illustrates that for an input/output order preserving system we can determine
whether an initial state is in the capture set by only checking whether all its extremal trajectories
cross the bad set. This also implies that the capture set (depicted in Figure 1) can be geometrically
determined by intersecting all the backward reachable sets of the bad set obtained with extremal
inputs. Denote the extremal inputs by u1, u2, ..., u8 and denote the backward reachable set of B
corresponding to each of these inputs by Cuj for j ∈ {1, ..., 8}. A control strategy that leaves
the input free and constrains it only on the boundary of the capture set is easily constructed by
enforcing input uj whenever the position is on the boundary of Cuj and inside Cuk for all k 6= j.
An example of state trajectory obtained employing this strategy is illustrated in Figure 1. We will
show in this paper that we need to actually calculate only 6 extremal trajectories for this system.
That is, for an n dimensional system we need to calculate only n(n− 1) extremal trajectories.
In this paper, we extend this reasoning to general systems that are input/output order preserving,
with disturbance inputs, and with imperfect state information. The paper is organized as follows.
Section II introduces the class of systems and the control problem. Section III provides necessary
and sufficient conditions for the set of initial states to be steerable away from the bad set and
Section IV provides a control strategy. Implementation details are addressed in Section V. In
Sections VI and VII, we address the application examples. The Appendix contains basic definitions,
intermediate results, and proofs.
II. SYSTEM CLASS AND PROBLEM FORMULATION
A system Σ is a tuple Σ = (X,D,U ,Y , f, g), where X ⊂ Rn is the state space, D ⊂ Rp
and U ⊂ Rm are the sets of disturbances and inputs, respectively, Y is the space of outputs to
be controlled, f : X × D × U → X is a piecewise continuous vector field, g : X → Y is the
output map. Let φ : R+ ×X × C(D)× C(U)→ X denote the flow of the system where C(U) is
the set of control input signals and C(D) is the set of disturbance input signals. In addition, let
y := g(φ) : R+×X × C(D)× C(U)→ Y denote the output to be controlled. We assume that the
space of disturbance signals C(D) is connected, that Y ⊆ R2, that the flow of the system Σ is
continuous with respect to time, to initial condition, and to disturbance, and that g is continuous.
In this paper, we denote signals in bold. For two sets A,B ⊂ R2, we say A is below B denoted
by A  B, if for all (x1, x2) ∈ A and (y1, y2) ∈ B such that x1 = y1, x2 ≤ y2. We say that A is
strictly below B denoted by A ≺ B, if for all (x1, x2) ∈ A and (y1, y2) ∈ B such that x1 = y1,
x2 < y2.
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6Definition 1: System Σ is said to be input/output order preserving provided that
(i) The set U is partially ordered with respect to a cone∆u ⊂ R
m. Moreover, there are um, uM ∈
U such that for all u ∈ U , u ≥ um and u ≤ uM .
(ii) For all u ∈ C(U), we have that
• y(R+, x, d, um)  y(R+, x, d, u)  y(R+, x, d, uM), for all x ∈ X , d ∈ C(D), if Y = R
2
and
• y(t, x, d, um) ≤ y(t, x, d, u) ≤ y(t, x, d, uM), for all x ∈ X , d ∈ C(D), and t ∈ R+, if
Y = R1,
in which um(t) = um and uM(t) = uM for all t ≥ 0.
The above definition is weaker than the order preserving property of [37], [39] as it only
requires the output trajectories corresponding to the extremal control signals to envelop all other
trajectories. The order preserving property of [37], [39] instead requires that the flow is an order
preserving map [45]. A sufficient condition for Σ to be input/output order preserving is to be an
input/output monotone system for which algebraic checks exist [38].
Definition 2: Given systems Σi = (X i,Di,U i,Y i, f i, gi), i = 1, · · · , k, the parallel composition
Σ = Σ1 ‖ · · · ‖ Σk is a system Σ = (X,D,U ,Y , f, g) in which X = X1×· · ·×Xk, D = D1×· · ·×
Dk, U = U1 × · · · × Uk, Y = Y1 × · · · × Yk, for x = (x1, · · · , xk), f(x) = (f 1(x1), · · · , fk(xk)),
g(x) = (g1(x1), · · · , gk(xk)), the flow of the system Σ is φ = (φ1, · · · , φk) and the output is
y = (y1, · · · , yk).
In this paper, we consider systems Σ given by the parallel composition of k subsystems in which
Y i ⊆ R2 and assume that the state of Σ is not perfectly measured. Specifically, let M denote the
measured output space and let h :M→ 2X be the measurement map that for each measurement
z ∈ M returns a set of possible states that can have generated such a measurement. In particular,
we have that the signal z(t) measured in correspondence to flow φ(t, x0, d, u) must be such that
φ(t, x0, d, u) ∈ h(z(t)) for all t. Let xˆ(t, S, u, z) denote the set of all possible states at time t
compatible with the measurement signal z up to time t, the control input signal u applied up to
the time t, and the set of possible initial states S. This set, often referred to as non-deterministic
information state [46], is formally defined as
xˆ(t, S, u, z) :={x ∈ X | ∃ x0 ∈S, d ∈C(D), s.t.
x=φ(t, x0, d, u) , φ(τ, x0, d, u)∈h(z(τ)) ∀τ ∈ [0, t]}.
(1)
Consider a bad set in the output space, denoted B ⊆ Y . We seek to determine the set of initial
sets S such that the corresponding output trajectories are steerable away from the bad set B. The
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7problem is formally stated as follows.
Problem 1: Given system Σ and a bad set B ⊆ Y , determine the open loop maximal safe
controlled invariant set given by
W = {S ⊆ X | ∃ u ∈ C(U), s.t. ∀ d ∈ C(D),
y(R+, S, d, u)) ∩ B = ∅}.
(2)
Set W is the set of all state uncertainties S ⊆ X for which an open loop control signal u exists
that keeps all the possible output trajectories outside of the bad set B. At each time instant t,
we have current information given by the information state (or its estimate, as we will see in the
sequel) xˆ(t), so that if xˆ(t) ∈ W we can compute a set-valued feedback map K(xˆ(t)) such that
if u(t) ∈ K(xˆ(t)) then g(xˆ(t)) is kept outside B for all t. This is formally introduced by the
following problem.
Problem 2: Determine a control map K : 2X → 2U such that for all output measurements
z ∈ S(M) and S ∈ W , we have that g(xˆ(R+, S, u, z)) ∩ B = ∅ if u(t) ∈ K(xˆ(t, S, u, z)), for all
t ∈ R+.
Note that the control strategy sought in Problem 2 is a (closed loop) feedback control strategy.
This approach is similar to that of open loop feedback control [40], in which existence of a
controller is established based on open loop controls as if no further information on the system
state were acquired in the future, but the control applied at time t is based on a map from a state
estimate, which progressively reduces the uncertainty on the state.
When Σ = Σ1|| · · · ||Σk, we have that M = M1 × · · · × Mk, z = (z1, ..., zk), and that
h(z) = (h1(z1), ..., hk(zk)). In such a case, we also have that the set of initial states is such that
S = S1 × · · · × Sk. We solve the above two problems under the assumption that systems Σi are
input/output order preserving, that Si are connected, that the bad set B = B1 × · · · × Bk with
B
i ⊆ Y i is also connected, and that the map hi :Mi → 2X
i
is such that for all zi ∈ Mi, hi(zi)
is a closed and connected set. Under these assumptions, it follows that xˆ(t) is also connected.
We also assume the following liveness property:
Assumption 1: There exists ξ > 0 such that d
dt
yi1(t, x, d
i(t), ui(t)) ≥ ξ, i = 1, · · · , k for all
t ∈ R+, u
i ∈ C(U i), di ∈ C(Di), and x ∈ X .
This assumption basically prevents the trivial solution in which the bad set is avoided by stopping
the system from evolving.
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8III. SOLUTION TO PROBLEM 1
In this section, we provide necessary and sufficient conditions to determine whether a given set
S is in W . First, we consider the case where system Σ is an input/output order preserving system
with Y = R2. Then, we employ this result to provide the solution to Problem 1 for the case in
which system Σ is the parallel composition of input/output order preserving systems, each with
scalar output (Y i = R). This result can be, in turn, extended to the case in which Y i = R2 in the
case of perfect state information and no disturbance inputs.
Given u ∈ C(U), define the set
Cu := {x ∈ X | ∃ d ∈ C(D) s.t. y(R+, x, d, u) ∩ B 6= ∅}. (3)
The set Cu is the set of all initial states such that there exists a disturbance signal whose
corresponding output trajectory intersects the bad set when the input signal is fixed to u. This set
is the backward reachable set of g−1(B) under fixed control signal u.
Theorem 1: Consider an input/output order preserving system with Y = R2. Then, S ∈ W if
and only if Cum ∩ S = ∅ or CuM ∩ S = ∅.
Proof: Since Cu∩S 6= ∅ if and only if y(R+, S, C(D), u)∩B 6= ∅, the statement of the theorem
can be rephrased as: S /∈ W if and only if y(R+, S, C(D), um)∩B 6= ∅ and y(R+, S, C(D), uM)∩
B 6= ∅. This is what we prove, that is, that there is no control input signal u if and only if both
extremal control signals take some output trajectory into B.
If S /∈ W , then for all u ∈ C(U) we have y(R+, S, C(D), u)∩B 6= ∅. Hence, y(R+, S, C(D), um)∩
B 6= ∅ and y(R+, S, C(D), uM) ∩ B 6= ∅.
Now, we proceed to prove that if y(R+, S, C(D), um)∩B 6= ∅ and y(R+, S, C(D), uM)∩B 6= ∅
then S /∈ W . Assume b1, b2 ∈ B, x1, x2 ∈ S, d1, d2 ∈ C(D), and t1, t2 ≥ 0 are such that
y(t1, x1, d1, um) = b
1 and y(t2, x2, d2, uM) = b
2. Let u ∈ C(U). By continuity of the output
flow y with respect to time and Assumption 1, there exists t ∈ R+ such that y1(t, x
1, d1, u) = b11.
Moreover, since Σ is an input/output order preserving system, we have that y2(t, x
1, d1, u) ≥ b12. If
y2(t, x
1, d1, u) = b12 then y(t, x
1, d1, u) = b1 ∈ B. Since x1 ∈ S and u ∈ C(U) is chosen arbitrarily,
S /∈ W . Hence, the theorem is proved. Otherwise, define γo(x, d, u) := {y(t, x, d, u) | t ∈
R+}, γ
+(x, d, u) := {(y1(t, x, d, u), y) | t ∈ R+ and y > y2(t, x, d, u)}, and γ
−(x, d, u) :=
{(y1(t, x, d, u), y) | t ∈ R+ and y < y2(t, x, d, u)}. Since Σ is input/output order preserving,
we must have that b1 ∈ γ−(x1, d1, u). Following the same argument for the point b2, we have
b2 ∈ γ+(x2, d2, u). Without loss of generality, one can assume b11 ≥ b
2
1. Then b
1
1, b
2
1 ≥ g1(x
2).
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9If y(R+, x
2, d2, u) ∩ B 6= ∅ then the theorem is proved. Otherwise, {b ∈ B | b ≥ g1(x
2)} ⊂
γ+(x2, d2, u) ∪ γ−(x2, d2, u). To proceed, define the following mapping. For α ∈ R, u ∈ C(U),
d ∈ C(D), and x ∈ Sα := {x ∈ S | g1(x) ≤ α}, let t¯ be such that y1(t¯, x, d, u) = α. Define
the map W (·;α, u) : Sα × C(D) → R as W (x, d;α, u) := y2(t¯, x, d, u), in which we think of
α and u as fixed parameters. Given α ∈ R, the map W determines the intersection of the line
y1 = α and the path y(R+, x, d, u). Given Assumption 1 and the continuity of y with respect to
time, for all α ∈ R and x ∈ S with g1(x) ≤ α (x ∈ Sα), there exists a unique t¯ ∈ R+ such that
y1(t¯, x, d, u) = α. Hence, the mapping W is a function. It can also be shown that this function
is continuous with respect to its arguments x and d by the continuity of the flow. According to
Assumption 1, and openness of the sets γ+(x2, d2, u) and γ−(x2, d2, u), we have b1 ∈ γ+(x2, d2, u).
Hence, W (x2, d2; b11, u) < b
1
2. From b
1 ∈ γ−(x1, d1, u), we have W (x1, d1; b11, u) > b
1
2. Since Sb1 is
connected, C(D) is connected, andW is continuous, we have thatW (Sb1 , C(D); b
1
1, u) is connected.
Since x1, x2 ∈ Sb1 , we have b
1 ∈ W (Sb1 , C(D); b
1
1, u). Therefore, b
1 ∈ y(R+, S, C(D), u). Hence,
y(R+, S, C(D), u) ∩ B 6= ∅, which implies S /∈ W .
Theorem 1 implies that to check whether S ∈ W , it is sufficient to only consider the trajectories
of the system with constant inputs uM and um. In particular, one can check membership of S
in W by simply checking whether either of the fixed signals uM and um keep all the outputs y
outside B. If none of the extremal signals can keep the outputs outside of the bad set, no other
open loop control can. This dramatically reduces the computational demand since it removes the
need to search for all possible control signals to determine whether a set is a member of W .
Consider now system Σ = Σ1 ‖ Σ2 ‖ · · · ‖ Σk, in which Σi are input/output order preserving
with scalar output Y i = R. For a, b = 1, · · · , k with a < b, define Σab := Σa ‖ Σb and use
superscript ab for all signals, states, and outputs of system Σab. Also define the bad set for system
Σab as Bab := Ba × Bb. Since Bi ⊆ R are connected, we have that Bi is an interval. Since
systems Σi are input/output order preserving, system Σab is also input/output order preserving
according to Definition 1 with minimal and maximal input values given by uabm = (u
a
M , u
b
m) and
uabM = (u
a
m, u
b
M), respectively, according to the cone ∆
ab
u := {(u
a, ub) | ua ≤∆au 0 and u
b ≥∆bu 0},
and minimal and maximal control signals given by uabm(t) = u
ab
m and u
ab
M(t) = u
ab
M for all t ∈ R+,
respectively. For systems Σab, a, b = 1, · · · , k, a < b and a given uab ∈ C(Uab) we define the set
Cuab := {x
ab ∈ Xab | ∃ d ∈ C(Dab) s.t.
yab(R+, x
ab, dab, uab) ∩ Bab 6= ∅}.
(4)
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Theorem 2: Given system Σ = Σ1 ‖ Σ2 ‖ · · · ‖ Σk, in which Σi are input/output order
preserving with Y i = R. Then S = S1× ...× Sk ∈ W if and only if there exist a, b ∈ {1, · · · , k}
with a < b, such that
Sa × Sb ∩ Cuabm = ∅ or S
a × Sb ∩ Cuab
M
= ∅. (5)
Proof: We first prove that if S /∈ W , then (5) does not hold. If S /∈ W , then for all u ∈ C(U)
we have y(R+, S, C(D), u) ∩ B 6= ∅. Therefore, for all a, b ∈ {1, · · · , k} and a < b, for system
Σab the output trajectory intersects Ba × Bb = Bab, i.e., (5) does not hold.
Second, we prove that if (5) does not hold, then S /∈ W . Given an arbitrary signal u =
(u1, · · · , uk) ∈ C(U), we want to show that y(R+, S, C(D), u) ∩ B 6= ∅. The proof proceeds in
two steps. First we show that for all a, b ∈ {1, · · · , k} and a < b,
(ya(R+, S, C(D), u), yb(R+, S, C(D), u)) ∩ B
a × Bb 6= ∅. (6)
Then using (6), we show that there exists t ∈ R+ such that for all s = 1, · · · , k, ys(t, S, C(D), u)∩
B
s 6= ∅, which will be shown to be equivalent to y(t, S, C(D), u) ∩ B 6= ∅.
According to Definition 1, we have that ys(t, xs0, d
s, usm) ≤ y
s(t, xs0, d
s, u¯s) ≤ ys(t, xs0, d
s, usM), t ∈
R+, s = 1, · · · , k. Therefore, for system Σ
ab, yab(t, xab0 , d
ab, uab) belongs to the rectangle de-
fined by opposite vertexes yab(t, xab0 , d
ab, uabm) and y
ab(t, xab0 , d
ab, uabM). Since output trajectories
are strictly increasing with respect to time according to Assumption 1, the output trajectories
generated by uabm and u
ab
M envelope all trajectories from below and above, respectively. There-
fore, Definition 1 holds for system Σab when the input space Ua × U b is ordered with respect
to the cone ∆abu := {(u
a, ub) | ua ≤∆au 0 and u
b ≥∆bu 0}. From (5) not holding, we have
that there exists t ∈ R+ such that (y
a(t, Sa, C(Da), uaM), y
b(t, Sb, C(Db), ubm)) ∩ B
ab 6= ∅ and
(ya(t, Sa, C(Da), uam), y
b(t, Sb, C(Db), ubM)) ∩ B
ab 6= ∅. Therefore, applying Theorem 1 to system
Σab, for any arbitrary control signal u, there exists t ∈ R+ such that
(ya(t, Sa, C(Da), ua), yb(t, Sa, C(Db), ub)) ∩ Bab 6= ∅. (7)
According to Assumption 1, trajectories ya and yb are strictly increasing with respect to time.
Moreover, since S is connected, the flow is continuous with respect to time and with respect to
initial state and disturbance signal, we have that ya(t, Sa, C(Da), ua) and yb(t, Sb, C(Db), ub) are
intervals. Therefore, there are time intervals Ta := [t(a)m, t(a)M ] and Tb := [t(b)m, t(b)M ] such
that
ya(t, Sa, C(Da), ua) ∩ Ba 6= ∅ if and only if t ∈ Ta (8)
January 18, 2014 DRAFT
11
yb(t, Sb, C(Db), ub) ∩ Bb 6= ∅ if and only if t ∈ Tb. (9)
According to (7), there exists t ∈ R+ such that y
a(t, Sa, C(Da), ua)∩Ba 6= ∅ and yb(t, Sb, C(Db), ub)∩
B
b 6= ∅. Hence, from (8) and (9), we have that Ta∩Tb 6= ∅. Since a and b were arbitrarily chosen,
for all a, b ∈ {1, · · · , k}, Ta ∩ Tb 6= ∅. Therefore, t(a)m ≤ t(b)M for all a, b ∈ {1, · · · , nr}.
Define tmin := maxp∈{1,··· ,k} t(p)m, for all p ∈ {1, · · · , k}, tmin ∈ Tp. Hence, according to
(8) and (9), for all p ∈ {1, · · · , k} tmin ≤ t(p)M . By definition, we have tmin ≥ t(p)m.
Therefore, for all p ∈ {1, · · · , k}, yp(tmin, S
p, C(Dp), up) ∩ Bp 6= ∅. Since, y(tmin, S, C(D), u) =∏k
p=1 y
p(tmin, S
p, C(Dp), up) and B := B1 × · · ·Bk, we have y(tmin, S, C(D), u) ∩B 6= ∅. Since u
is any arbitrary control signal, we have S /∈ W .
This result implies that to check membership of S inW , it is enough to check for all non-repeated
n(n − 1) pairs of systems (Σi,Σj) whether Si × Sj intersect both C
u
i,j
m
and C
u
i,j
M
. If there is at
least one pair (i, j) for which these two sets are not both intersected, then S ∈ W . Explicit checks
to determine this intersection are given in Section V.
A. The case of perfect state information and no disturbance input
In the case in which the state is exactly measured and no disturbance inputs are present (D = ∅),
Theorem 2 can be extended to the case in which some of Σi have two-dimensional output Y
i = R2.
Let then ri ∈ {1, 2} be the dimension of the output space for system Σ
i and define nr :=
∑k
i=1 ri.
In this case, the sth element of the output vector y of Σ, denoted by ys, corresponds to a system
Σi with output yi. If the dimension of the output space of system Σi is one then ys = y
i and if the
dimension of the output space is two then either ys = y
i
1 or ys = y
i
2. For a, b ∈ {1, · · · , nr}, a 6= b,
let Σi and Σj be the systems corresponding to ya and yb, respectively. We define the system Σ
ab
as follows:
• If i 6= j, then Σab := Σi||Σj , yab = (ya, yb), and U
ab := U i × U j .
• If i = j, then Σab := Σi, yab = yi, and Uab := U i.
We introduce the following additional assumption.
Assumption 2: For all those systems Σi with Y i = R2, we have the following properties
(i) For all ui ∈ C(U i) yi(t, xi, di, uim) ≤∆y y
i(t, xi, di, ui) ≤∆y y
i(t, xi, di, uiM), for all x
i ∈
X i, di ∈ C(Di), t ∈ R+, where the inequalities are defined with respect to the cone ∆y =
{y ∈ R2 | y1 ≤ 0, y2 ≥ 0};
(ii) There exists ξ > 0 such that d
dt
yil(t, x
i, di(t), ui(t)) ≥ ξ, i = 1, · · · , k and l = 1, 2 for all
t ∈ R+, u
i ∈ C(U i), and di ∈ C(Di);
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(iii) The bad set Bi is a rectangle.
Assumption 2(i) implies, in particular, that Σi is input/output order preserving, but it has a stronger
requirement. It requires that extremal output trajectories “envelop” all others time-wise as opposed
to just geometrically in the plane (Definition 1). We let Bs denote the s
th interval of B. If i = j,
then Σab = Σi and therefore it is input/output order preserving according to Definition 1. If i 6= j,
then Σab will be a system with two outputs, one corresponding to an output of system Σi and the
other corresponding to an output of system Σj . For system Σab to be input/output order preserving
according to Definition 1 we define its maximal and minimal inputs uabM and u
ab
m as follows. If
i 6= j, ya = y
i
1, yb = y
j
1, set u
ab
m = (u
i
m, u
j
M) and u
ab
M = (u
i
M , u
j
m). If i 6= j, ya = y
i
1, yb = y
j
2,
set uabm = (u
i
m, u
j
m) and u
ab
M = (u
i
M , u
j
M). If i 6= j, ya = y
i
2, yb = y
j
1, set u
ab
m = (u
i
M , u
j
M) and
uabM = (u
i
m, u
j
m). If i 6= j, ya = y
i
2, yb = y
j
2, set u
ab
m = (u
i
M , u
j
m) and u
ab
M = (u
i
m, u
j
M). If i = j,
uabl = u
i
l, l = m,M . The maximal and minimal input signals are u
ab
M(t) = u
ab
M and u
ab
m(t) = u
ab
m
for all t ∈ R+, respectively.
Once perfect state information is available and no disturbance is present, i.e., D = ∅, the
maximal safe controlled invariant set for system Σ takes the following form:
W = {x ∈ X | ∃ u ∈ C(U), s.t. y(R+, x, u) ∩ B = ∅}. (10)
Given u ∈ C(U), the set Cu defined in (3) also modifies to
Cu = {x ∈ X | y(R+, x, u) ∩ B 6= ∅}. (11)
Similarly, for a given uab, the set Cuab defined in (4) for system Σ
ab with Bab = Ba × Bb takes
the form
Cuab := {x
ab ∈ Xab | yab(R+, x
ab, uab) ∩ Bab 6= ∅}. (12)
Theorem 3: Let Σ = Σ1 ‖ Σ2 ‖ · · · ‖ Σk, in which Σi can have output Y i = R2, it is
input/output order preserving, and satisfies Assumption 2. Then, x0 ∈ W if and only if there exist
a, b ∈ {1, · · · , nr} with a < b such that x
ab
0 /∈ Cuabm ∩ CuabM .
Proof: First we prove that if x0 /∈ W then x
ab
0 ∈ Cuabm ∩ CuabM for all a, b ∈ {1, · · · , nr} with
a < b. If x0 /∈ W , then according to (10), for all a, b ∈ {1, · · · , k} with a 6= b, and u ∈ C(U),
x0 ∈ Cu. Therefore, there exists t ∈ R+ such that y
i(t, x0, u
i) ∈ Bi for all i = 1, · · · , nr, so that
xab0 ∈ Cuabm ∩ CuabM for all a, b ∈ {1, · · · , nr}. Second, we prove that if x
ab
0 ∈ Cuabm ∩ CuabM for all
a, b ∈ {1, · · · , nr}, then x0 /∈ W .
January 18, 2014 DRAFT
13
Given an arbitrary signal u = (u1, · · · , uk) ∈ C(U), we want to show that y(R+, x0, u)∩B 6= ∅.
The proof proceeds in two steps. First we show that for all a, b ∈ {1, · · · , nr} and a < b,
(ya(R+, x0, u), yb(R+, x0, u)) ∩ Ba × Bb 6= ∅. (13)
Then, using (13), we show there exists t ∈ R+ such that ys(t, x0, u) ∩ Bs 6= ∅. This is equivalent
to y(t, x0, u) ∩ B 6= ∅.
Depending on the choices of a and b, two cases may occur: Case(a): ya and yb are trajectories
corresponding to a subsystem, i.e., there exists i ∈ {1, · · · , k} such that yi = (ya, yb). Case(b): ya
and yb are trajectories corresponding to two different subsystems. Note that Case(a) occurs if for
system Σi, ri = 2, b = a + 1, and a =
∑i−1
j=1 rj + 1. In the following, we consider Case(a) and
Case(b) separately.
We first introduce the following definition. Let ya correspond to system Σ
i and yb correspond
to system Σj . According to Assumption 2(ii), trajectories ya and yb are strictly increasing with
respect to time. Therefore, there are time intervals Ta := [t(a)m, t(a)M ] and Tb := [t(b)m, t(b)M ]
such that
ya(t, x
i
0, u
i) ∈ Ba if and only if t ∈ Ta, (14)
yb(t, x
j
0, u
j) ∈ Bb if and only if t ∈ Tb. (15)
Case(a). If xab0 ∈ Cuabm ∩ CuabM for all a, b ∈ {1, · · · , nr}, we have x
i
0 ∈ Cuim and x
i
0 ∈ CuiM .
Therefore, yi(R+, x
i
0, u
i
m) ∩ B
i 6= ∅. Similarly, we have yi(R+, x
i
0, u
i
M) ∩ B
i 6= ∅. From these and
Theorem 1, we have
yi(R+, x0, u
i) ∩ Bi 6= ∅. (16)
Since yi = (ya, yb) and B
i = Ba × Bb, (16) leads to (13) for all a, b = 1, · · · , nr, a < b.
Case(b). Now we show that (13) holds when ya and yb are trajectories corresponding to two
subsystems Σi and Σj , respectively. If ri = 1, then ya = y
i. If ri = 2, then either ya = y
i
1 or
ya = y
i
2. According to Assumption 2, if ys = y
i
1 we have ys(t, x
i
0, d
i, uiM) ≤ ys(t, x
i
0, d
i, u¯i) ≤
ys(t, x
i
0, d
i, uim), t ∈ R+, s = 1, · · · , nr, and if ys = y
i
2 we have that ys(t, x
i
0, d
i, uim) ≤
ys(t, x
i
0, d
i, u¯i) ≤ ys(t, x
i
0, d
i, uiM), t ∈ R+, s = 1, · · · , nr, for s ∈ {a, b}. Let B
ij := Ba × Bb.
Then, system Σab is input/output order preserving according to Definition 1 when the input space
U i×U j is ordered with respect to the cone ∆iju := {(u
i, uj) | (−1)lui >∆iu 0 and (−1)
l′uj >∆ju 0}
with appropriate choice of l ∈ {0, 1} and l′ ∈ {0, 1}. Let uijm and u
ij
M denote the minimal and
maximal point of C(U i) × C(U j). Depending on the values of l and l′, the pair of the minimal
and maximal points, [uijm, u
ij
M ], is one of the pairs [(u
i
m, u
j
M), (u
i
M , u
j
m)], [(u
i
m, u
j
m), (u
i
M , u
j
M)],
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[(uiM , u
j
M), (u
i
m, u
j
m)], or [(u
i
M , u
j
m), (u
i
m, u
j
M)]. From x
ab
0 ∈ Cuabm ∩ CuabM for all a, b ∈ {1, · · · , nr},
we have that the trajectories, corresponding to maximal and minimal control signals in the control
space C(U i) × C(U j) intersect Bij . Therefore, Theorem 1 holds for system Σab. Consequently,
according to Theorem 1, (13) holds.
Considering Cases (a) and (b), we know (13) holds. Namely, there exists t ∈ R+ such that
ya(t, x0, u) ∈ Ba and yb(t, x0, u) ∈ Bb. Hence, according to (14) and (15), t ∈ Ta and t ∈ Tb.
Consequently, we have that for all a, b ∈ {1, · · · , nr}, Ta ∩ Tb 6= ∅. Therefore, t(a)m ≤ t(b)M for
all a, b ∈ {1, · · · , nr}. Defining tmin := maxs∈{1,··· ,nr} t(s)m, for all s ∈ {1, · · · , nr}, tmin ∈ Ts.
Hence, according to (14) and (15), for all s ∈ {1, · · · , nr}, ys(tmin, x0, u) ∈ Bs. Therefore,
y(tmin, x0, u) ∈ B.
IV. SOLUTION TO PROBLEM 2: THE CONTROL STRATEGY
First, we solve Problem 2 for the case in which Σ is an input/output order preserving system
with Y = R2. Then, we exploit this result to provide the solution to Problem 2 for the parallel
composition of input/output order preserving systems. Specifically, consider the following set-
valued map K : 2X → 2U :
K(S) =


um if S ∩ CuM 6= ∅,
S ∩Cum = ∅ and S ∩ ∂Cum 6= ∅
uM if S ∩ Cum 6= ∅, S ∩ CuM = ∅
and S ∩ ∂CuM 6= ∅
{um, uM} if S ∩ CuM = ∅, S ∩ Cum = ∅,
S ∩ ∂Cum 6= ∅ and S ∩ ∂CuM 6= ∅
U otherwise,
(17)
then, we have the following result.
Theorem 4: Let Σ be an input/output order preserving system. Let S ⊂ Rn be a compact set
such that S ∈ W . If
u(t) ∈ K(xˆ(t, S, u([0, t)), z)), ∀t (18)
then g(xˆ(R+, S, u, z)) ∩ B = ∅ for all z ∈ S(M).
Proof: Define B := g−1(B) and note that g(xˆ(R+, S, u, z))∩B = ∅ if and only if xˆ(R+, S, u, z)∩
B = ∅. Therefore, we prove the result for the latter.
We introduce a fictitious control strategy that is the same as the control strategy (17) as long as
the state estimate set xˆ does not intersect the sets CuM and Cum simultaneously. The introduced
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fictitious control strategy is different from (17) only if xˆ ∩ CuM 6= ∅ and xˆ ∩ Cum 6= ∅. Since
S ∈ W is equivalent by Theorem 1 to S ∩ Cum = ∅ or S ∩ CuM = ∅, it will be shown that the
latter implies that xˆ does not intersect the sets CuM and Cum simultaneously, under the fictitious
control strategy. Hence, the actual control strategy (17) also prevents xˆ from intersecting both Cum
and CuM at the same time and therefore xˆ is kept in W and, as a consequence, does not intersect
B.
The fictitious control strategy is a map with memory defined as follows
Kˆ(S([0, t])) =


um if S(t) ∩CuM 6= ∅,
S(t) ∩ Cum = ∅ and
S(t) ∩ ∂Cum 6= ∅
uM if S(t) ∩ Cum 6= ∅,
S(t) ∩ CuM = ∅
and S(t) ∩ ∂CuM 6= ∅
{um, uM} if S(t) ∩ CuM = ∅,
S(t) ∩Cum = ∅,
S(t) ∩ ∂Cum 6= ∅
and S(t) ∩ ∂CuM 6= ∅
U if S(t) ∩ Cl(Cum) = ∅ or
S(t) ∩ Cl(CuM ) = ∅
K(S(t˜)) otherwise
(19)
where t˜ := sup{tˇ < t | S(tˇ) ∩ Cum = ∅ or S(tˇ) ∩ CuM = ∅}. We first show that with the control
law
u(t) ∈ Kˆ(xˆ(t, S, u([0, t)), z)) (20)
the statement of the theorem holds.
Assume S ∩Cum = ∅ and let u be the control signal that complies with (20). If for all t ∈ R+,
xˆ(t, S, u, z) ∩ Cum = ∅ or xˆ(t, S, u, z) ∩ CuM = ∅ then the proof is complete. Otherwise, there
is a time t1 ∈ R+ such that xˆ(t1, S, u, z) ∩ Cum 6= ∅ and xˆ(t1, S, u, z) ∩ CuM 6= ∅, Define t¯ as
t¯ := sup{t ∈ [0, t1]| xˆ(t, S, u, z)∩Cum = ∅}. Since Cum is open by the continuity of the flow and
openness of B, from Lemma 1 in Appendix we have xˆ(t¯, S, u, z) ∩ Cum = ∅. Now, we show that
xˆ(t¯, S, u, z) ∩ ∂Cum 6= ∅. (21)
By contradiction argument, assume that xˆ(t¯, S, u, z) ∩ ∂Cum = ∅. By Lemma 1 in Appendix, we
have that xˆ(t¯, S, u, z) ⊂∼ Cl(Cum). Since xˆ(t¯, S, u, z) is compact, there exists  > 0 such that
xˆ(t¯, S, u, z)⊕ B(0) ⊂∼ Cl(Cum). (22)
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Since φ is upper-hemicontinuous (by the continuity of the flow), there exists δ > 0 such that
for all t ∈ [t¯, t¯ + δ), φ(t, xˆ(t¯, S, u, z), C(D), u) ⊂ xˆ(t¯, S, u, z) + B(0). Since xˆ(t, S, u, z) ⊂
φ(t, xˆ(t¯, S, u, z), C(D), u), according to (22), we have
xˆ(t, S, u, z) ⊂∼ Cl(Cum), ∀ t ∈ [t¯, t¯+ δ). (23)
Hence, xˆ(t, S, u, z)∩Cum = ∅ for all t ∈ [t¯, t¯+δ), which contradicts the definition of t¯. Therefore,
equation (21) holds.
Let t¯1 be defined as t¯1 := sup{t ∈ [0, t1]| xˆ(t, S, u, z) ∩ CuM = ∅}. With a similar argument
applied to CuM , we have that xˆ(t¯1, S, u, z) ∩ CuM = ∅ and xˆ(t¯1, S, u, z) ∩ ∂CuM 6= ∅. We then
have three possible cases: t¯ > t¯1, t¯ = t¯1, or t¯ < t¯1. We consider the first case where t¯ > t¯1.
According to the definition of t¯1, for all t ∈ (t¯1, t1], we have that xˆ(t, S, u, z) ∩ CuM 6= ∅.
Therefore, xˆ(t¯, S, u, z) ∩ CuM 6= ∅. Moreover, from (21) we have xˆ(t¯, S, u, z) ∩ ∂Cum 6= ∅ and
xˆ(t¯, S, u, z) ∩Cum = ∅. According to (20), u(t¯) = um. Moreover (Lemma 1 in Appendix), for all
t ∈ (t¯, t1],
xˆ(t, S, u, z) ∩ Cum 6= ∅. (24)
Then, by control law (20), u(t) = um, for t ∈ [t¯, t1]. Since, φ(0, xˆ(t¯, S, u, z), u, d)∩Cum = ∅, with
control signal u(t) = um for t ∈ [t¯, t1] and d ∈ C(D), we have that φ(t − t¯, xˆ(t¯, S, u, z), u, d) ∩
Cum = ∅, for t ∈ (t¯, t1]. Moreover, for t ∈ [t¯, t1], xˆ(t, S, u, z) ⊂ φ(t − t¯, xˆ(t¯, S, u, z), u, C(D)).
Therefore, for t ∈ (t¯, t1], xˆ(t, S, u, z) ∩ Cum = ∅, which contradicts (24). Therefore, under the
control law (20), xˆ(t, S, u, z) ∩ Cum = ∅ or xˆ(t, S, u, z) ∩ CuM = ∅, for all t ∈ R+. Hence, under
control law (20), xˆ(t, S, u, z) ∩ B = ∅, for all t ∈ R+. The cases where t¯ = t¯1 or t¯ < t¯1 can be
treated in a similar way.
Hence, under the control law (20) the last condition in equation (20) will never occur. Therefore,
it can be substituted by Kˆ(S(t)) = U which results in the control law (18) with the same property
as (20). That is, under control law (18), xˆ(t, S, u, z) ∩ B = ∅, for all t ∈ R+.
According to this theorem, the map (17) used as a feedback control law from the current state
estimate xˆ(t) ∈ W guarantees that xˆ(t) is kept in W and the output corresponding to the current
state estimate never intersects the bad set. The employment of a closed loop control as opposed
to an open loop control allows for less conservative controllers. In fact, while the initial state
uncertainty S may require restricting the control actions from U to um or uM , for example, the
current state estimate xˆ(t) may very well not require the same restriction.
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When Σ = Σ1 ‖ Σ2 ‖ · · · ‖ Σk with Σi input/output order preserving systems, consider system
Σab and the sets defined in (4). Define the set valued map KΣab : 2
Xab → Uab as follows
KΣab(S) =


uab
m
if S ∩ C
u
ab
M
6= ∅,
S ∩ Cuab
m
= ∅
and S ∩ ∂Cuab
m
6= ∅
uab
M
if S ∩ Cuab
m
6= ∅,
S ∩ Cuab
M
= ∅
and S ∩ ∂Cuab
M
6= ∅
{uab
m
, uab
M
} if S ∩ Cuab
M
= ∅,
S ∩ Cuab
m
= ∅,
S ∩ ∂Cuab
m
6= ∅
and S ∩ ∂C
u
ab
M
6= ∅
Uab otherwise.
(25)
Given the set of states S = S1 × · · · × Sk ⊂ X for system Σ, define the set of pairs (a, b),
Pair(S), as follows
Pair(S) := {(a, b) | a, b ∈ {1, · · · , nr}, a < b,
Sab ∩ Cuabm = ∅ or S
ab ∩ Cuab
M
= ∅}.
(26)
According to this definition, (a, b) ∈ Pair(S) if the set of states Sab of system Σab with bad set
B
ab = Ba × Bb belongs to the corresponding maximal safe controlled invariant set.
The control map K(S) for system Σ is defined as follows
KΣ(S) := {u ∈ U | ∃ (a, b) ∈ Pair(S)
s.t. uab ∈ KΣab(S
ab)}.
(27)
Theorem 5: Let Σ = Σ1 ‖ Σ2 ‖ · · · ‖ Σk with Σi input/output order preserving systems. If
some Y i = R2 we also let Assumption 2 hold, D = ∅, and perfect state information. Let the set
of initial states S ⊂ X be a compact set such that S ∈ W . If
u(t) ∈ KΣ(xˆ(t, S, u([0, t)), z)), ∀t (28)
then g(xˆ(R+, S, u, z)) ∩ B = ∅ for all z ∈ S(M).
Proof: Note that g(xˆ(R+, S, u, z)) ∩ B = ∅ if and only if xˆ(R+, S, u, z) ∩ B = ∅, with
B = g−1(B). Therefore, we prove the theorem for the latter. By virtue of Theorem 2 and Theorem
3, we have that S ∈ W is equivalent to Pair(S) 6= ∅. Assume there exists t1 ∈ R+ such that
Pair(xˆ(t1, S, u, z)) = ∅. (29)
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Let Pair(xˆ(0, S, u, z)) = Pair(S) 6= ∅ and define t¯ := sup{t ∈ [0, t1] | Pair(xˆ(t, S, u, z)) 6= ∅}.
We first show that Pair(xˆ(t¯, S, u, z)) 6= ∅. Considering zab as the measurement signal and xˆab(·)
the estimated state of system Σab, define t¯ab := sup{t ∈ [0, t1] | xˆ
ab(t, Sab, uab, zab) ∩ Cuabm = ∅
or xˆab(t, Sab, uab, zab) ∩Cuab
M
= ∅}. According to (26),
t¯ = max{t¯ab | (a, b) ∈ Pair(S)}. (30)
Since Cuabm and CuabM are open sets, according to Lemma 1 in Appendix, for all (a, b) ∈ Pair(S),
xˆab(t¯ab, Sab, uab, zab)∩Cuabm = ∅ or xˆ
ab(t¯ab, Sab, uab, zab)∩Cuab
M
= ∅. Therefore, from (30), we have
Pair(xˆ(t¯, S, u, z)) 6= ∅.
We proceed by introducing a fictitious control strategy that is the same as (28) as long as
Pair(xˆ(t, S, u, z)) 6= ∅. We prove that Pair(xˆ(t, S, u, z)) 6= ∅ for all t ∈ R+ and thereby the
proof is complete. The fictitious control strategy is a map with memory as follows:
Kˆ(S([0, t])) =


KΣ(S(t)) if Pair(S(t)) 6= ∅
u otherwise,
(31)
where u ∈ U is such that uab ∈ KΣab(S
ab(t˜)) for some (a, b) ∈ Pair(S(t˜)) with t˜ := sup{tˇ <
t | Pair(S(tˇ)) 6= ∅}. According to (31), for t ∈ [t¯ t1] we have
u
ab(t) ∈ KΣab(xˆ
ab(t, Sab, uab, zab)). (32)
By (26) and Theorem 4, system Σab is such that xˆab(t, Sab, uab, zab)∩Cuabm = ∅ or xˆ
ab(t, Sab, uab, zab)∩
Cuabm = ∅ for t ∈ [t¯ t1]. This contradicts (29). Therefore, under fictitious control strategy (31), and
consequently under (28) we have Pair(xˆ(t, S, u, z)) 6= ∅ for all t ∈ R+.
Control law (27) determines all possible inputs u that can be applied while avoiding that xˆab(t)
intersects Cuabm and CuabM for all s
1, s2. In particular, for restricting the control input u, it is required
that for all pairs (s1, s2) the control input uab is restricted. In this case, only one pair of components
of u will need to be restricted, so that all u that can be applied are those in which one pair (a, b)
of components are restricted according to KΣab . As long as there is one pair of components (a, b)
for which KΣab(xˆ
ab) = Uab, we have that KΣ(xˆ) = U .
V. ALGORITHM IMPLEMENTATION
When Σ is an input/output order preserving system or when it is the parallel composition of
input/output order preserving systems with scalar output, Theorem 1 and Theorem 2 determine
whether a set S is in W by checking whether S intersects the sets Cu. Furthermore, to implement
the control strategy of Theorem 4 and of Theorem 5, we need a procedure to determine whether
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xˆ(t, S, u, z) intersects the set Cu or its boundary ∂Cu. In order to provide this procedure, we
introduce one additional structural assumption on the input/output order preserving systems Σi.
Assumption 3: There is a partial order in the state space X i and on the disturbance space Di
with the properties:
(i) There are aim ∈ S
i and aiM ∈ S
i such that aim ≤ a
i ≤ aiM for a
i ∈ Si.
(ii) There are disturbance signals dim and d
i
M such that for all d
i ∈ C(Di) we have that di ≥ dim
and di ≤ diM .
(iii) For all ui ∈ C(U i), di ∈ C(Di), initial state ai ∈ Si, we have that
– yi(R+, a
i
m, d
i
m, u
i)  yi(R+, a
i, di, ui)  yi(R+, a
i
M , d
i
M , u
i) if Y i = R2 and
– yi(t, aim, d
i
m, u
i) ≤ y(t, ai, di, ui) ≤ y(t, aiM , d
i
M , u
i) if Y i = R.
The first item of this assumption requires that the state space X is also equipped with a partial
order and that the set Si has a maximum and a minimum in this partial order. The second item
requires that the disturbance space is also equipped with a partial order and that the space of
disturbance signals has a minimum and a maximum in the associated partial order. The third
item requires that extremal output trajectories obtained with extremal initial conditions in Si and
extremal disturbance signals envelop all possible output trajectories. This property is also weaker
than the properties required in earlier works [37], in which it was required that the flow was an
order preserving map with respect to all its arguments.
Theorem 6: Let Σ be an input/output order preserving system with Assumption 1 and let
Assumption 3 also hold for Σ. Let the set S be compact and let u be an arbitrary control signal.
Then S ∩ Cu = ∅ if and only if B  y(R+, aM , dM , u) or B  y(R+, am, dm, u).
This theorem states that a set S does not intersect Cu if and only if with input u the output
trajectory obtained with maximal disturbance signal and maximal initial condition flows below
the bad set or if the output trajectory obtained with minimal disturbance signal and minimal initial
condition flows above the bad set. By virtue of Assumption 1, according to which the output flow
does not stop, the check of the above theorem can be performed in finite time, that is, in the time
required to have the first component of the output trajectory become greater than B. This simple
check to determine intersection of S with Cu is all it is required for the implementation of the
control strategy.
According to this result, we only need to calculate two extremal finite time trajectories for each
of the two extremal control inputs, for nr(nr−1)/2 systems. Therefore, the computational demand
is of order n2r , nr being the dimension of the output space of system Σ. Note that in the case
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x1
x2
x3
x5
bm
bM
Bad set
(a) Ship coordinate system
Parameter value unit
a 1.084 1/min
b 0.62 min/rad2
c 3.553 1/min2
r1 −0.0375 nm/rad
r3 0 Nm.min
2/rad3
f 0.86 1/min
W 0.067 nm/rad2
(b) Table I: Parameters of ship model
Fig. 2: (a) Ship coordinate system. The obstacle on the path of the ship is a line segment that connects point
bm = (8, 5) to the point bM = (5, 8). (b) Parameter values.
in which the current state estimate xˆ does not include its supremum or its infimum, the provided
checks to determine membership in W are conservative. The extent of conservatism is directly
determined by the distance between the supremum (infimum) and the set xˆ.
VI. APPLICATION EXAMPLE I: SHIP MANEUVERING
As an example to illustrate the application of the proposed algorithm, we consider a system that
is input/output order preserving, has imperfect state information and disturbance input. Specifically,
we consider the problem of steering a ship from an initial position to a desired target position,
where an obstacle must be avoided. The following ship model, taken from [47], is considered:
x˙1 = x5 cos(x3)− (r1x4 + r3x
3
4) sin(x3),
x˙2 = x5 sin(x3) + (r1x4 + r3x
3
4) cos(x3),
x˙3 = x4, x˙4 = −ax4 − bx
3
4 + cur,
x˙5 = −fx5 −Wx
2
4 + ut,
(33)
where (x1, x2) is the ship position (in nautical miles (nm)) in the R
2 plane, x3 is the heading
angle, x4 is the yaw rate, and x5 is the forward velocity. The two control inputs are: the rudder
angle ur and the propeller thrust ut. Figure 2(a) represents the ship with the coordinates. The
model parameters are summarized in Table I (Figure 2(b)). With these parameters, the ship has
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a maximum speed of 0.25 nm/min = 15 knots for a maximum thrust of 0.215 nm/min2. The
maximal rudder angle is 35 deg, i.e.,
|ur| ≤ u
m
r = 0.61 rad. (34)
With constant propeller thrust ut, and the effect of heading velocity on the speed of the ship
being negligible, the speed of the ship is assumed to be constant at V = 0.25 nm/min. Therefore,
for the forward velocity x5, we have that x5(t) = V for all t ≥ 0. Moreover, according to Table
I, r3 = 0. Hence, the model is reduced to the following:
x˙ =


x˙1
x˙2
x˙3
x˙4


=


V cos(x3)− (r1x4)sin(x3)
V sin(x3) + (r1x4)cos(x3)
x4
−ax4 − bx
3
4 + cur


. (35)
Without loss of generality, we assume that the ship moves from the origin heading toward a target
in the first orthant. The initial heading angle is x3 = pi/4 and the ship initially is heading toward the
target, moving toward the middle of the obstacle. The ship heading angle x3 and heading velocity
x4 are initially known with uncertainty of δx3 and δx4, respectively. The position of the ship is
initially known with an uncertainty of δx. Specifically, h(z1, z2, z3, z4) = {(x1, x2, x3, x4) | x1 ∈
[z1−δx, z1+δx], x2 ∈ [z2−δx, z2+δx], x3 ∈ [z3−δx3, z3+δx3], and x4 = [z4−δx4, z4+δx4]},
where [z1, z2, z3, z4] ∈ M is the measurement and δx = 0.5 m, δx3 = 3.6 deg and δx4 = 0.05
rad/sec. The bad set is B = {αbm + (1− α)bM | α ∈ [0, 1]}.
A. Order preserving property of the ship
In this section, we first approximate the dynamics (35), by treating x4 in the first two equations of
(35) as a disturbance. Then we show that this approximate model is input/output order preserving
according to Definition 1.
Considering equation (35), we have that x˙4 = −ax4 − bx
3
4 + cur. Let x
m
4 be such that −ax
m
4 −
bxm4
3 + cumr = 0. Considering the saturation constraint (34), for x4 > x
m
4 we have that x˙4 =
−ax4 − bx
3
4 + cur < −ax
m
4 − bx
m
4
3 + cumr = 0. Similarly, for x4 < −x
m
4 , we have that x˙4 > 0.
Therefore, for all ur(·), the set S1 := {x | |x4| ≤ x
m
4 } is an attracting invariant set and for the
dynamics (35), we have |x4| ≤ x
m
4 , where x
m
4 = 0.49 rad/sec. Since |x4| ≤ x
m
4 , we consider x4
in the first two equations of (35) as a disturbance input d that is bounded, i.e., |d| ≤ xm4 . System
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(35) then modifies to the system given by
x˙ =


x˙1
x˙2
x˙3
x˙4


=


V cos(x3)− (r1d)sin(x3)
V sin(x3) + (r1d)cos(x3)
x4
−ax4 − bx
3
4 + cur


. (36)
Transforming the system output to radial coordinates (r, θ) given by r =
√
(x21 + x
2
2) and θ =
arctan
(
x2
x1
)
. The dynamics of system (36) in the new coordinates is given by
r˙ = V cos(x3 − θ)− (r1d) sin(x3 − θ),
θ˙ = (V sin(x3 − θ)− (r1d) cos(x3 − θ))
1
r
,
x˙3 = x4, x˙4 = −ax4 − bx
3
4 + cur.
(37)
In these new coordinates, Σ = (X,D,U ,Y , f, g) where X = R+ × [−pi, pi] × R
2, U = {ur ∈
R | |ur| ≤ u
m
r = 0.61}, D = {d ∈ R | |d| ≤ x
m
4 = 0.49}, Y = R+ × [−pi, pi], f is the vector
field in (37), y = (r, θ). We are only interested in the truncated trajectories where d
dt
r > 0.
Because, since the bad set B is connected, it is not possible for the trajectories to intersect B,
while d
dt
r < 0, with both extremal control inputs (rudder angles) um and uM . In other words, if
the ship is returning to the origin, it has already avoided collision with the bad set. Confining the
trajectories to d
dt
r > 0, we can show that system (37) is input/output order preserving according
to Definition 1 by directly using the algebraic checks of [38].
It is possible to show that also Assumption 3(iii) with am = aM is satisfied, that is, that
output trajectories are enveloped by those obtained with maximal and minimal disturbances dM =
−0.49 and dm = 0.49. To see this, note that dynamics (36) imply that the velocity vector
in the (x1, x2) plane is given by

 x˙1
x˙2

 = vV (t) + vd(t), in which vV (t) =

 V cos(x3)
V sin(x3)


and vd(t) =

 −(r1d)sin(x3)
(r1d)cos(x3)

. Since vd(t) is perpendicular to vV (t) (vd(t)TvV (t) = 0) and
‖vd(t)‖ = d(t), the extremal disturbances generate perpendicular disturbance velocity vectors that
result in extremal trajectories that envelop all possible output trajectories. Therefore, for a fixed
x3 signal, all trajectories are enveloped by those generated by dM and dm.
The control strategy is implemented as detailed in the first three algorithms of Section V. To
do so, we “inflated” the set B by the uncertainty on the output variables and considered a single
value for the output y as given by the center of the set of possible outputs. This removed the need
for the flow of the system to preserve the ordering with respect to initial conditions.
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Fig. 3: Ship trajectory and sets CuM and Cum in the position space corresponding to different heading angles and
yaw velocities. The bad set B is the black part line. Four different time instants are depicted: (a) shows the time
instant where xˆ(t) ∩ ∂Cum 6= ∅, xˆ(t) ∩ ∂CuM 6= ∅, xˆ(t) ∩ CuM = ∅, and xˆ(t) ∩ Cum = ∅. According to control
law (18), either uM or um can be applied. We applied uM . Subplots (b) and (c) show xˆ(t) when xˆ(t) ∩ ∂CuM = ∅,
xˆ(t) ∩ CuM = ∅, and xˆ(t) ∩ Cum 6= ∅, so that uM must be applied. Subplot (d) shows when the set xˆ(t) passes the
obstacle.
Figure 3 shows the trajectory of the ship and the position uncertainty as it approaches the bad
set, slides on the border of the sets CuM and Cum , and adopts the control signal uM until the ship
passes the bad set. As it can be seen in Figure 3(c), the state estimate xˆ(t) passes fairly close to
the bad set, indicating that the approximation of x4 as a bounded disturbance did not introduce
substantial conservatism.
VII. APPLICATION EXAMPLE II: HELICOPTER NAVIGATION AMONG OBSTACLES
In this section, we consider the safety control problem for a system that can be described by
the parallel composition of input/output order preserving systems. Specifically, we consider an
helicopter navigating among buildings in a city and seek to design a supervisor that enforces safe
control actions to prevent collisions with buildings.
We consider the helicopter model introduced in [48], which is full state linearizable with respect
to velocity and heading angle. The helicopter is modeled as a rigid body subject to external forces
and torques originating from the propellers. Let f b and τ b be force and torque with respect to body
coordinate frame. Let Θ := [φ θ ψ], in which Euler angles φ, θ, and ψ are rotation angles about
the X , Y and Z axis, respectively. Let R(Θ) ∈ SO(3) denote the rotation matrix of the body axes
relative to the spatial axes X − Y − Z. Therefore, R(Θ) = eZˆψeYˆ θeXˆφ where Xˆ, Yˆ , Zˆ ∈ so(3)
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are skew-symmetric matrices representing rotations φ, θ and ψ about X , Y , and Z, respectively.
Let P and V p denote the position and velocity, respectively, of the center of mass with respect
to a fixed coordinate frame. Let ωb denote the body angular velocity in body coordinate frame.
According to Euler-Newton equations, the equations of motion are given by
d
dt


P
V p
Θ
ωb


=


V p
1
m
R(Θ)f b
Ψ(Θ)ωb
I−1(τ b − ωb × Iωb)


,
where I is the inertial matrix and Ψ(Θ) =


1 tan(θ) sin(φ) tan(θ) cos(φ)
0 cos(φ) − sin(φ)
0 sin(φ)
cos(θ)
cos(φ)
cos(θ)

. The force and
torque in body-fixed coordinates are given by f b =


XM
YM + YT
ZM

 + R(Θ)T


0
0
mg

 and τ b =


RM
MM +MT
NM

+


YMhM + ZMyM + YThT
−XMhM + ZM lM
−YM lM − YT lT

, where XM , YM , and ZM are forces, RM , MM ,
and NM are torques generated by the main rotor and YT and QT are force and torque generated
by the tail rotor, respectively. The forces and torques generated by the main rotor are controlled
by TM , als, and bls, in which TM is the force generated by the main rotor and als, and bls , are
the longitudinal and lateral tilt of the tip path plane of the main rotor with respect to the shaft,
respectively, while {lM , yM , hM , hT , lT} are constants. The tail rotor is considered as a source
of pure lateral force YT and anti-torque QT , which are controlled by TT . We also have XM =
−TM sin(als), RM '
∂RM
∂bls
bls − QM sin(als), YM = TM sin(bls), MM '
∂MM
∂als
als + QM sin(bls),
ZM = −TM cos(als) cos(bls), NM ' −QM cos(als) cos(bls), and YT = −TT . In these equations,
QM ' C
Q
MT
1.5
M + D
Q
M and QT ' C
Q
T T
1.5
T + D
Q
T , and
∂RM
∂bls
, ∂MM
∂als
, CQM , C
Q
T , D
Q
M and D
Q
T are
constants. For the inputs, we have |als| ≤ 0.4363, |bls| ≤ 0.3491, −20.86 ≤ TM ≤ 69.48, and
−5.26 ≤ TT ≤ 5.26. All other constants are provided in [48]. Figure 4 shows the helicopter
body-fixed coordinate frame. As shown in [48], by choosing [P1, P2, P3, ψ] ∈ R
4 as the output
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Fig. 4: The body-fixed coordinate frame of the helicopter.
and applying the decoupling algorithm [49], the system takes the form


P
(5)
1
P
(4)
2
P
(4)
3
· · ·
ψ(3)


=


bv
· · ·
bψ


︸ ︷︷ ︸
b
+


Av
· · ·
Aψ


︸ ︷︷ ︸
A


d2
dt3
TM
d
dt
TT
d
dt
als
d
dt
bls


︸ ︷︷ ︸
υ
,
where bv ∈ R3, Av ∈ R3×4, bψ ∈ R and Aψ :∈ R1×4 are functions of the states [V p,Θ, ωb]. Let
[ν1 ν2 ν3 νψ]
T = ν := b+Aυ. Since A is invertible for all values of the states [V p,Θ, ωb] ([48]),
if the control inputs TM , TT , als and bls are such that υ = A
−1(ν − b), then with respect to the
new control input ν we have four decoupled systems P
(5)
1 = ν1, P
(5)
2 = ν2, P
(5)
3 = ν3, ψ
(3)
ψ = νψ.
By setting νψ = −a2ψ
(2)− a1ψ
(1)− a0ψ, ψ is tracked to ψ = 0 so that we can use ν1, ν2, ν3 to
control the position. We design closed-loop systems Σi : P
(5)
i = V
p(4)
i = a0(u
i−V pi)+a3V
p(3)
i −
a2V
p(2)
i − a1V
p(1)
i , i = 1, 2, 3, where the coefficients ai are chosen such that the polynomial
s4 + a3s
3 + a2s
2 + a1s + a0 has roots with strictly negative real parts, chosen, in particular,
equal to [−1.4,−1.5,−5,−5], ui is the input and xi = [Pi, V
p
i, V
p(1)
i , V
p(2)
i , V
p(3)
i ] is the state
of subsystem Σi. Hence, we have Σi = (X i,Di,U i,Y i, f i, gi), i = 1, 2, 3, in which X i = R5,
Di = ∅, U i = {ui ∈ R | uim ≤ u
i ≤ uiM} for some u
i
m and u
i
M , Y
i = Pi, f
i : X i × U i → X i,
with f i(x) = [xi2, x
i
3, x
i
4, x
i
5, a0u
i − a3x
i
5 − a2x
i
4 − a1x
i
3 − a0x
i
2], and the output map is given
by gi(xi) = xi1. Systems Σ
i, i = 1, 2, 3 are input/output order preserving. Figure 5(a) shows the
trajectory of the helicopter avoiding a building while under the control strategy (28). Note that
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(a) Sequence of capture sets and position in output space
(b) Capture set in output space from different views
Fig. 5: (a) Capture set in position space corresponding to the current values of the velocity and its derivatives at
three different time instants. In each subplot, the trajectory up to the current time is depicted in red. (a)-A shows the
time instant in which the trajectory hits the boundary of the capture set, (a)-B shows a time at which the vehicle is
controlled by the supervisory control and slides along the border of the capture set, (a)-C shows the trajectory that
slides on the border of the capture set until it passes the building. (b) shows the capture set in (a)-B viewed from
different angles.
the capture set is 15 dimensional. The figures show the capture set of the building in output space
corresponding to the current value of the speed and its derivatives. Figure 5(b) shows the capture
set in output space at one specific time from different views. Figure 6(a) shows the helicopter
maneuvering among three buildings, each of which is modeled as the product of three intervals.
Therefore, we have three rectangle bad sets in the output space of system Σ. Specifically, we
have building1: [100 150] × [100 170] × [10 150], building2: [140 190] × [195 245] × [0 300],
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Fig. 6: Trajectory of the helicopter maneuvering among three buildings (a) and control signals (b).
and building3: [217 267] × [213 263] × [0 310]. The helicopter navigates toward its final target
while avoiding the buildings. For each of these buildings we have a capture set (not shown),
which the control strategy (28) avoids. Note that to guarantee that the helicopter can avoid all of
the buildings, the speeds should be kept at sufficiently low values so that the capture sets of the
buildings in the position space do not intersect with each other. Figure 6 (b) shows the control
efforts. The three bumps in the control signals correspond to safe control being enforced so to
avoid entering into the capture set of the first, second, and third building. In all cases, the control
effort does not exceed the prescribed bounds.
For simplicity of illustration, perfect state information was assumed in this example since feed-
back linearization was used on the original model. In the presence of imperfect state information,
the calculation of v from ν will be subject to bounded error. This bounded error can be treated
as a bounded disturbance and directly accounted for in the design of the control ν as we have
detailed in the paper. This, however, is beyond the scope of the current example.
VIII. CONCLUSION
In this paper, we have considered control under safety specifications for systems with imperfect
state information, in which the flow preserves some ordering between the input and the output.
Under these order preserving properties, we provided an explicit characterization of the open
loop maximal control invariant set (MCIS), or equivalently, of the capture set given a set of bad
states to be avoided. Accordingly, we provided an explicit construction of a control strategy that
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keeps the system state within the MCIS (outside of the capture set) at all times. The algorithms
for both determining whether a set of system states belongs to the MCIS and for evaluating
the control strategy have a complexity that is at most quadratic with the dimension of the state
space. Systems whose flow preserves an ordering between the input and the output are found in a
number of application domains from biology to engineering. In this paper, we have illustrated the
implementation of the proposed algorithms in two applications, one involving a ship maneuver
to avoid an obstacle and the other involving an helicopter navigating in a city while avoiding
buildings. In both cases, the system models and parameters were taken from domain-specific
literature.
Future work includes extending the techniques proposed in this paper to apply to general systems
that are not necessarily input/output order preserving, but that can be approximated by input/output
order preserving systems. Also, the problem of making the proposed algorithms robust to input
delays and communication delays needs to be addressed. Promising results have been obtained
in these directions in the context of vehicle collision avoidance at traffic intersections [44], but a
rigorous theoretical framework has yet to be developed. Similarly, we seek to extend our results
to when the bad set is not fixed but evolves dynamically as this could be used in a number of
applications in transportation systems. This case can be treated by assuming a dynamic model for
how the bad set moves and by taking the system into bad set-fixed coordinates.
IX. APPENDIX
A cone ∆ ⊂ Rn is a set that is closed under multiplication by positive scalars and 0 ∈ ∆. A set
U is partially ordered with respect to “≤∆” if for all u1, u2 ∈ U , u1 ≤∆ u2 provided u2−u1 ∈ ∆.
Let X be an ordered Banach space with respect to a cone and let ‖ · ‖ be the norm in Banach
space X . Given Banach space X , x0 ∈ X , and  > 0, B(x0) := {x ∈ X | ‖x− x0‖ < }. Given
a Banach space Bu and U ⊂ Bu, C(U) denotes the set of all piece-wise continuous functions
R : R+ → U . For S ⊆ X , we let inf(S) (sup(S)) denote the infimum (supremum) of S with
respect to the partial order of X . Given a Banach space Bu and U ⊂ Bu, S(U) denotes the set of
all measurable functions R : R+ → U . Once U is partially ordered, S(U) and C(U) are partially
ordered such that for a, b ∈ S(U) (a, b ∈ C(U)), a ≥ b if and only if a(t) ≥ b(t) for all t ∈ R+. We
equip the sets C(U) and S(U) with the norm ‖f‖∞ = supt∈R+ ‖f(t)‖. If v ∈ R
n, then vi denotes
the i’th element of the vector v. For any set A ⊂ Rn and a ∈ R, A≤(≥)a := {x ∈ A | x1 ≤ (≥)a}.
For x ∈ Rn and A ⊂ Rn, d(x,A) := infy∈A ‖x− y‖ denotes the distance of x from A. A family
of non-empty compact subsets of Rn is denoted by Com(Rn). For X ⊂ Rn, Cl(X) denotes the
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closure of X . For any set X , we denote the power set of X by 2X and it is the set of all subsets
of X . Given two sets A,B ⊂ Rn, A⊕ B := {a + b | a ∈ A and b ∈ B} is the Minkowski sum
of the two sets. A mapping f : Rn → Com(Rn) is said upper-hemicontinuous at x0 ∈ R
n if for
all  > 0, there exists δ > 0 such that for all x ∈ Bδ(x0) we have that f(x) ⊂ f(x0)⊕ B(0). A
mapping f : Rn → Com(Rn) is lower-hemicontinuous at x0 ∈ R
n if for all  > 0, there exists
δ > 0 such that for all x ∈ Bδ(x0) we have that f(x0) ⊂ f(x)⊕B(0). A mapping is said lower-
hemicontinuous (upper-hemicontinuous) if it is lower-hemicontinuous (upper-hemicontinuous) at
all points in Rn [6].
Lemma 1: Let C be an open set such that xˆ(t1, S, u, z) ∩ C 6= ∅ and S ∩ C = ∅ for some
compact set S ⊂ X and t1 ∈ R+. Then, xˆ(t¯, S, u, z) ∩ C = ∅, where
t¯ := sup{t ∈ [0, t1] | xˆ(t, S, u, z) ∩ C = ∅}. (38)
Proof:We proceed by contradiction argument and assume that xˆ(t¯, S, u, z)∩C 6= ∅. Therefore,
there exists x0 ∈ S and d ∈ C(D) such that φ(t¯, x0, d, u) ∈ C. Since h(·) is the measurement map,
and for all τ ∈ [0, t¯], φ(τ, x0, d, u) ∈ h(z(τ)). From (1), φ(τ, x0, d, u) ∈ xˆ(τ, S, u, z) for all τ ∈
[0, t¯]. Since C is open and φ(t¯, x0, d, u) ∈ C, there exists  > 0 such that B(φ(t¯, x0, d, u)) ⊂ C.
By continuity of the flow with respect to time, there exists δ > 0 such that for all τ ∈ (t¯ − δ, t¯],
φ(τ, x0, d, u) ∈ B(φ(t¯, x0, d, u)) ⊂ C. Hence, τ ∈ (t¯ − δ, t¯] ⇒ xˆ(τ, S, u, z) ∩ C 6= ∅. This
contradicts equation (38). Therefore, we must have that xˆ(t¯, S, u, z) ∩ C = ∅.
Proof of Theorem 6 The output trajectory y partitions the R2 space into three sets. The
trajectory, the set of all points above the trajectory, and the set of all points below it, defined in the
following γo(x, d, u) := {y(t, x, d, u) | t ∈ R+}γ
+(x, d, u) := {(y1(t, x, d, u), p) | t ∈ R+ and p >
y2(t, x, d, u)}, and γ
−(x, d, u) :={(y1(t, x, d, u), p) | t ∈ R+ and p > y2(t, x, d, u)}. We know that
B  y(R+, aM , dM , u) if and only if B≥g1(aM ) ⊂ Cl(γ
+(aM , dM , u)) and B  y(R+, am, dm, u) if
and only if B≥g1(am) ⊂ Cl(γ
−(am, dm, u)).
A. (⇐) We prove that if B ⊂ Cl(γ+(aM , dM , u)) or B ⊂ Cl(γ
−(am, dm, u)) then S ∩ Cu = ∅.
Assume
B ⊂ Cl(γ+(aM , dM , u)). (39)
According to Assumption 3, for all a ∈ S, and d ∈ C(D), y(t, a, d, u) ∈ γ−(aM , dM , u) for all
t ∈ R+, a ∈ S, and d ∈ C(D). Therefore, it follows that
y(R+, S, C(D), u) ⊂ Cl(γ
−(aM , dM , u)). (40)
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Since B is open, from (39), we have B ⊂ γ+(aM , dM , u). Therefore, considering (40), and the fact
that γ+(aM , dM , u) ∩ Cl(γ
−(aM , dM , u)) = ∅, we have B ∩ y(R+, S, C(D), u) = ∅. Namely, S ∩
Cu = ∅. With a similar argument, if B≥g1(am) ⊂ Cl(γ
−(am, dm, u), then B∩Cl(γ
+(aM , dM , u)) = ∅
and therefore S ∩ Cu = ∅.
B.(⇒) We prove that if S ∩ Cu = ∅, then B ⊂ Cl(γ
+(aM , dM , u)) or B ⊂ Cl(γ
−(am, dm, u)).
Proceeding by contradiction argument, assume there exists b1, b2 ∈ B such that
b1 ∈ γ+(am, dm, u), b
2 ∈ γ−(aM , dMu). (41)
By Assumption 3, we have that γo(am, dm, u) ⊂ γ
−(aM , dM , u). Hence, the trajectories γ
o(aM ,
dM , u) and γ
o(am, dm, u) divide R
2
≥g1(am)
into the sets: S1 := γ
−(aM , dM , u) ∩ γ
+(am, dm, u),
S2 := (γ
+(aM , dM , u) ∪ γ(aM , dM , u))≥g1(am), and S¯2 := (γ
−(am, dm, u) ∪ γ(am, dm, u)). Set S1
is the set of all points between the trajectories γ(aM , dM , u) and γ(am, dm, u), S2 is the set of all
points on and above the trajectory γo(aM , dM , u), and S¯2 is the set of all points on and below the
trajectory γo(am, dm, u).
In the sequel, we show that for all points s ∈ S1, there exists an initial state a ∈ S and a
disturbance d ∈ C(D) such that s ∈ γo(a, d, u). Moreover, all trajectories are confined inside
S1. Hence, we show in the sequel that if b
1 /∈ Cl(γ−(am, dm, u)) and b
1 ∈ γ−(aM , dM , u), then
B ∩ S1 6= ∅ from which we conclude that S ∩ Cu 6= ∅. Since γ(aM , dM , u) ⊂ γ
+(am, dm, u),
we have that S2 ⊂ γ
+(am, dm, u), so that γ
+(am, dm, u) = (γ
+(am, dm, u) ∩ γ
−(aM , dM , u))
S1 ∪
(γ+(am, dm, u) ∩ ∼ γ
−(aM , dM , u))
S2 = S1 ∪ S2.
With the same argument we have that γ−(aM , dMu)≥g1(am) = S1∪Cl(S2). From equation (41),
we may face two cases: b1 ∈ S1 or b
1 ∈ S2.
Assume b1 ∈ S1 and let W be defined as in the proof of Theorem 1. Then, W (am, dm; b
1
1, u) <
b12 < W (aM , dM ; b
1
1, u). Since W is continuous and C(D), S and C(D) are connected, there exists
d ∈ C(D) and a ∈ S, such that W (a, d; b11, u) = b
1
2. That is, b
1 ∈ y(R+, a, d, u) ⊂ y(R+, S, d, u)
and consequently B ∩ y(R+, S, C(D), u) 6= ∅. Hence, S ∩ Cu 6= ∅.
If b1 ∈ S2 then, since B is open, B ∩ γ
+(aM , dM , u) 6= ∅. Also, according to (41), B ∩
γ−(aM , dM , u) 6= ∅. Since B is connected, the union of the two open sets γ
+(aM , dM , u) and
γ−(aM , dM , u) does not covers B. Hence, B ∩ y(R+, aM , dM , u) 6= ∅. Hence, B ∩ Cu 6= ∅ which
is a contradiction.

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