this paper we present a mobile robot system On the other hand, semi-automatic stand-alone analytical that is capable of automating the sample management in a devices for most culture oarameters do exist. For example the 
biotechnological laboratory. The system^ consists o f a mobile platform and a robot arm. It can navigate freely in the laboratory 'The platform uses an extended Kalman filter for localization and the A' algorithm for path planning on a tangent graph computed ,-EDEX cell [I I j used in our Setup a,ltomateS the cell evaluate a sample dyed with the standard m a n -b l u e method, yielding a fast and reliable analysis [12]. Yet, it has to be and operate standard devices needed for the management. count and classification. It uses a computer vision system 10 from the-laboratory'; map. Motion exec&" has been designed to he as predictable as possible to not irritate, disturb or harm human personnel. The robot arm uses color vision to detecl devices and compensate for positioning errors. The parameters and tasks needed to operate the devices are specified in simple scripts to allow quick and easy adaptations to other situations.
I. INTRODUCTION
Sample management is an essential part of the biotechnological process of mammalian cell cultivation for the production of biopharmaceuticals. Its particular importance lies in monitoring the culture and determining the optimal harvest time.
Steps of this process are taking samples from the bioreactor at regular intervals, counting the cells and determining their viability, separating cells from the broth using a centrifuge and storing an aliquot of the cell-free supematant in a freezer for further measurements. These actions include the handling of multiple types of tubes, pipetting of liquid fromiinto the tubes, feeding them to various devices and operating the devices.
A normal cultivation of mammalian cells usually takes up to two weeks, whereas continuous cultures might run for several months. During this time human personnel must be present for sample management, process supervision and to perform necessary process changes. Since this includes both nights and weekends it presents a high cost factor. Human personnel also introduces unpredictable errors when judging the sample, depending on their training and fatigue.
Attempts to achieve an automatic sample management with online sample analysis have so far focused on designing special and complex machines that are directly attached to a bioreactor. These machines are both expensive and inflexible. Already the slightest change in the analytical process may render them useless or rrqirire expensive modifications. They also increase the amount of equipment that has to he kept sterile in order to avoid contamination during bioreactnr operation.
ioaded/unloaded and operated by human personnel.
To overcome these disadvantages w e built a mobile robot system that automates the entire sampling process and also makes it more consistent [16] . The system consists of a mobile platform that navigates freely in the laboratory and a robot arm to carry the sample and operate devices. It presents a new approach because it uses standard laboratory equipment with only the least necessary amount of modifications. The explicit intention is to use existing devices and allow human personnel to use them for other tasks while the robot is idle, and thus eliminate the need for duplicate equipment.
The system also introduces a sterility barrier by not being tixedly connected to a reactor, and therefore minimizes the risk of contaminating the reactor. Instead, a steam-sterilizable sampling system directly connected to the bioreactor is used to fill a sample into a tube, which is then carried to the different analytical devices by the robot. Details about the sampling routine and the devices used are given in [15].
In this paper we present the precise and reliable mechanism for localization and navigation. as well as the color vision system to classify devices and detect and compensate for positioning errors. It will he shown that several of the implementation details have been designed to allow easy alteration of system parameters by non-expert personnel. Results demonstrating the system's reliability during a test cultivation will be presented.
The system consists of a Mitsubishi PA-I0 robot arm [4] mounted on a mobile platform [ 5 ] as in Fig. 1 . The platform is equipped with a differential drive with odometers, a gyro compass. two SICK LMS-200 laser range finders and a PC running Linux. The laser range tinders measure the distance to obstacles in a range of 180' each and detect special retroreflecting marks used for localization.
. . The arm is equipped with a wrist-mounted forceltorque sensor (FTS), a microhead color camera and an electric parallel yaw gripper as in Fig. 2 . The arm is connected io the PC via an ARCNET network and controlled at joint controller level by a modified version of RCCL [I] .
0-
The kinematic redundancy of the system is solved by Strictly separating between mobile platform and arm -each is a separate subsystem with its own sensors and positioning strategies described in the next sections.
MOBILE PLATFORM CONTROL
The hasis for the successful manipulation of the devices with the robot system is a precise positioning of the mobile platform, for which three prerequisites have to he met:
I ) The exact global position and orientation of the platform have to he determined (the localization problem). 2) A path from the current robot position to a goal position has to he found (the navigation problem). 3) A control mechanism has to he implemented that moves the robot according to the computed path (the motion execution problem), Apart from the state vector the EKF also uses a measurement vector ?, containing all available sensor information. This includes the distances and angles to the reflectors received from the laser range finders, the angular velocities of the drive wheels as reported by the odometers and the rotational velocity of the platform as measured by the gyro compass. The measurement vector ?' is:
The EKF thus merges sensor information of very different accuracy. It can give and estimate of past, present and future system states. In our system it provides a position estimate up to 37 times, but at least about 20 times per second.
Navigation
The navigation problem is addressed by the approach discussed hy Latomhe [IO] . It uses the A* algorithm to search the shortest path from the current position to a desired goal position in a tangent graph. The tangent graph is computed from a map using simple polygons to represent static obstacles.
Dynamic obstacles are not covered by this approach -they are dealt with by collision avoidance.
In order to use this approach, the representation ofthe robot in the map has to be shrunk Lo a point, while all obstacles have to be expanded by the same amount. Based on that, a tangent graph is that set of straight lines which connect all polygon vertices without going through any polygon body.
The A' algorithm returns the combination of those tangents which form the shortest path from start to goal. An example can be seen in Fig. 3 , showing a path from a point S to a point G.
For those errors that cannot he dealt with by the force sensor a color vision system is therefore used for compensation in a look-and-move strategy.
A . Color &ion
Cameras provide the most natural and comprehensive information. However, they require a very large amount of processing to extract the essential information. It is therefore desirable -if not simply necessaly -to remove unwanted information in advance. Since our objects either have colored regions or can be easily tagged with a colored label we chose to employ a color-based approach to detect objects by searching for known colors.
If you are looking at "color" technically the often used RGB color representation has the disadvantage that it mixes color and brightness information. The standardized CCIR-601 YUV color representation [I41 separates the brightness (U) from the color ( U N ) information and is therefore better suited for OUT purpose. Another advantage of YUV is that . ...
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Expanded map with path. The three obstacles are expanded by the it is the native SVHS video signal format and can therefore be processed by the framegrabher board with no need for additional conversion. Its only disadvantage is that the color information in a YUV image is encoded with less bandwidth than brightness information, and therefore has a lower signalnoise-ratio. Fig. 4 shows the Y, U and V channels of a sample image.
C. Molion Execution
Motion execution does not utilize any behaviours (like "avoid obstacles7 hut strictlv fallows the comouted oath. If Each segment of the path is taken as a desired trajectory. A PI controller is used to stay on the trajectory while going towards the target with a Id-trapezoidal velocity profile [2].
The motion is brought to rest at a line perpendicular to the trajectory through the target point. This does allow overshooting of the mobile platform along the trajectory, but has the advantage of keeping the platform from getting trapped in a potentially endless loop of trying to come within a small catch radius around the target with a desired orientation. Instead it just stops and reports the deviation to the arm controller for compensation. This compensation is done with the help of visual fine-positioning, which is discussed in the next section.
IV. VISUAL FINE-POSITIONING Although the robot arm may compensate for known errors in the positioning of the mobile platform, other errors remain. These include inaccuracy of the mobile platform's localization due to noise in the sensor measurements as well as the unpredictable influence of human personnel having used and possibly moved the equipment. However, a very high positioning accuracy of the arm tool of -for one deviceonly about one millimeter is an indispensable prerequisite for successful robot manipulations. The UIV images can be transformed into a diagram showing those colors in the UIV plane which are found in the image. Fig. 5 shows such a diagram. In this diagram the color value is represented by the angle of a vector from the center point into the plane, and the color saturation by its length. This valuelsaturation representation is actually similar to the IiSV color format, which could also he used as input format.
Searching for known colors now means looking for pixels along a vector of a known angle a. First, the U N plane is rotated by n. is defined to yield a high ranking for pixels with a high positive r,-value and a near zero r,-value. This measure is As oDDosed leamina.based approaches like net--~i~. 6. ~i~i i~n~ mCabUre ofthe UIV space in Fig. 5. more tolerant in accepting variance of the color saturation than variance uf the color value, as can be seen in Fig. 6 .
The measure is then applied to the known colors of objects, yielding similarity "images" of colors as in Fig. 7 . An example ofhow the situation with most brightness information removed looks like for the robot is given in Fig. 8 . These similarity sin a and cos a as linearly independent for simplification).
which can be solved with the pseudo inverse ..
...
images are used to find the best-matching (brightest) pixel.
Around this pixel a region is built using a seed t;/l algorithm to yield the optimal vector of d m o w n s in the Of down to a threshold ofsimilarity. The reiions this det.&ined are stored in a list. e = ~~A f m~C -p 7~~
B. Model Matching
These regions are reduced to their color and center of gravily (COG) to build a model of the image scene, which is matched against stored models of objects.
least-square error (LSE). The LSE can in turns be used to find the correct model and pixel assignments.
perspective effects caused by displacements and/or lens errors.
As can be seen in Fig. 9 . this approach does not deal with. A 3d-model to compensate these effects has been tested, but has been found to have -contrary to the Zd-modellocal minima. Therefore only a 2d-model is used. Despite the systematic error thus introduced, the approach still allows safe classification of devices (see Fig. IO ). 
C. Illumination lnvariance
The vision system uses no brightness information and is therefore tolerant against most changes in the illumination that affect the brightness. Even changes in the illumination chromacity caused by bright sunlight shining into the otherwise artificially illuminated laboratory are tolerated up to some point. Fig. I 1 shows that the amount of noise in the color data does increase and the quality of the resulting regions does decrease with worsening illumination conditions. The matching, however, stays largely unaffected by this because it is only done on the COGS of the regions. Only if the scene should become so dark that complete regions are lost the classification will fail.
LSE allow^ an unambiguous classifleatian of different devices with
V. ROBOT CONTROL
The robot acts as a server in a (wireless) TCPilP network, waiting for the process control system to request its services.
It offers a set of high-level functions like "ferch a rube", "hold :: a rube under the pipette" o r 'place a rube in the centrifuge and start if". To allow easy adaptation of these functions a couple of simplifying features have been incorporated.
A. Sequence Scripts
The sequence of commands and parameters -mostly homogeneous transformations describing spatial relationshipsrequired for each high-level function is stored in a central database and is re-read each time the function is invoked. Since they are stored as ASCII text they can be trivially changed.
It has proven to be impossible to use an existing script languageiinterpreter (like tclltk, perl, python etc.) and have all the functionality in the script. This is because of the need to access hardware andior to have realtime capabilities, e.g. for force control. Instead, we chose to have a set of complex builtin functions that can use the full power of C++ and a realtime OS and only a rather trivial and custom script language. This lack of complexity in the script language in turns allows people with comparably little training to do changes.
B. Script Commands
Script commands offer textual access to routines implemented in C++ in the main program. They represent a simplified approach to the full functionality of RCCL [I] for arm control, the vision system and the mobile platform. Only those aspects needed to allow easy adaptation are used in each case. An excerpt of the set of script commands is shown in table 1.
C. High-Level Functions
is realized. These functions can operate With these script commands the set of high-level functions . a sampling device, in which a tube has to be placed and secured while it is being filled with the sample, . a pipetting device -basically a needle, under which different types of tubes have to be held at different depths, . a centrifuge, where the hinged lid has to be openediclosed, a tube has to be placed in or picked out of the cage (which may have to be rotated into a proper position first) and buttons have to be pressed, . the CEDEX, where a small tube bas to be inserted or picked out of a rotary disk with very low clearance, . a freezer, where a sliding lid has to he openediclosed and a tube placed into it, . a barcode scanner, in front of which a barcode-labelled tube has to be held and possibly moved a little bit until the scanner has read the barcode and several storage racks, from which tubes have to be picked. A sequence of functions that meets the specific biotechnological requirements for sample management can then be issued by the process control system. The high-level functions (actions) are secured by a state machine using attributes to describe the system state. This state machine enforces checks which ensure that no damage is done to the system in case of accidental mixing up of the command order. The actions can be divided into two types: 1) Actions that end with the robot staying in kinematic 2) actions that do not.
For the actions ending in contact with a device ("hold"), only that action that removes the contact ("take") is allowed as successor to prevent damaging the device. All other actions are only allowed if the robot is not in contact with any device. This most important case is handled with the holding attribute. More restrictions are imposed by means of other attributes.
of changed attributes as a result of its execution. Again, these lists are stored as ASCII text in the central database for easy maintenance. The success of the manipulations depends mainly on the positioning accuracy of the mobile platform. The hand camera must initially be able to see the marker and none of the subsequent operations must be out-of-reach for the arm.
Manual offline measurements have shown that the mobile platform's deviation from the goal position is typically less than 1 cm (regardless of the length of the path) -a value not reached by many other platforms. However, failing a global reference. this accuracy cannot be computed online. What can he computed online are the displacements seen by the vision subsystem when the robot arm has already compensated what the mobile platform has reported as error. Fig. 12 shows an example of these displacements. Considering that the camera is equipped with a wide-angle lens and covers an area ofapp. 10.5 x 8cm at a viewing height of 14cm these displacements are well within bounds.
The question if any motion is in danger of becoming outof-reach with an increased platform positioning error can be answered by looking at how close to the outer workspace limit the arm usually comes. Fig. 13 shows that for the (in this aspect most demanding) centrifuge there is still a safety margin. Ahead-of-execution simulation might be used to detect if this margin becomes too low. In this case, the platform's approach to the device could be repeated to cancel out noise or the stored position could be updated to cancel out more systematic influences.
The robot system has so far been used in three supervised test cultivations without showing major problems and is scheduled for unsupervised cultivations. Plans to install the system at a major biotech company are currently being discussed.
We have shown that a mobile robot system using unmodified standard laboratory equipment can be used to automate a complex technological process usually requiring human personnel. The presented methods provide the necessary accuracy to allow a robot with only limited sensoric capabilities lo safely operate a wide range of biotechnological devices.
The system can be easily adapted to devices with a similar structure as those used in our setup. For example, a centrifuge with a different layout of buttons would only require teaching a new model and changing a few motion primitives. Even completely new devices can be easily incorporated. The system is therefore not limited to biotechnological laboratories or processes, but can be used in a much wider area of similar situations.
Finally, in a next step of automation, the culture parameters gathered by the system could be used to close the control loop and optimize a completely automated cultivation.
