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Abstract
Forecasts generated by time series models traditionally place greater weight on more recent
observations. This paper develops an alternative semi-parametric method for forecasting that does
not rely on this convention and applies it to the problem of forecasting asset return volatility. In
this approach, a forecast is a weighted average of historical volatility, with the greatest weight
given to periods that exhibit similar market conditions to the time at which the forecast is being
formed. Weighting is determined by comparing short-term trends in volatility across time (as a
measure of market conditions) by means of a multivariate kernel scheme. It is found that the
semi-parametric method produces forecasts that are significantly more accurate than a number of
competing approaches at both short and long forecast horizons.
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1 Introduction
¨
Forecasts of the volatility of asset returns are of great interest to many financial
market participants because they are required in applications such as risk manage-
ment, portfolio allocation and pricing derivatives. Following the seminal work of
Engle (1982) and Bollerslev (1986) aimed at developing econometric models of as-
set return volatility, a vast literature relating to forecasting volatility has emerged.1
Added impetus in this endeavor has been provided recently by the introduction
of Realized Volatility (RV) by Andersen, Bollerslev, Diebold, and Labys (2001,
2003). In addition, times series models such as the Mixed Interval Data Sampling
(MIDAS) framework have been directly applied to realized volatility for forecasting
purposes, see Ghysels, Santa-Clara, and Valkanov (2006). Although these forecast-
ing methods are all fundamentally different, they share the common characteristic
that the weights applied to historical observations in forming a volatility forecast
are a function of how far observations are separated in time. Most often, greatest
weight will be associated with more recent observations. The manner in which the
weights decline is controlled by the nature of the model and the values of its as-
sociated parameters. Weighting structures could reflect a traditional short-memory
GARCH process, a long-memory model as discussed in Hass (2007), or a mixture
of GARCH processes proposed by Bauwens and Storti (2009). The contribution of
this paper is to propose a semi-parametric forecasting scheme in which the weights
assigned to historical volatility are state-dependent rather than time-dependent and
are determined, roughly speaking, by how similar each observation in the sample is
to a current point of reference by the application of a multivariate kernel function.
While the method is essentially designed to be a forecasting tool, its un-
derlying economic rationale may be related to the literature on the effect of het-
erogeneous agents on aggregate volatility. The Heterogeneous Market Hypothesis
of Muller, Dacorogna, Dav, Pictet, Olsen, and Ward (1993) emphasizes the fact
that heterogeneity leads to agents reacting to and causing different components of
volatility. Corsi (2009) develops a Heterogeneous Autoregressive (HAR) model
that allows for the effect of heterogeneity by incorporating differences in time hori-
zon and trading frequency into a model of volatility. In the semi-parametric ap-
proach proposed here, trends in historical volatility over different horizons are used
to characterize the state of the market for purposes of determining the weighting
function. Forecasts of future volatility based on these weights will therefore cap-
ture the aggregate behavioral responses of the heterogeneous groups of traders in a
non-parametric way.
1Useful surveys can be found in Campbell, Lo, and MacKinlay (1997) and Gourieroux and Jasiak
(2001).
1Becker et al.: Semi-Parametric Forecasting of Realized Volatility
Brought to you by | Queensland University of Technology
Authenticated | 131.181.251.20
Download Date | 3/19/13 12:17 AM
The proposed scheme is applied to the problem of forecasting realized volatil-
ity and its performance compared to a number of traditional forecasting models. It
is found that at a 1 day horizon, the kernel-based semi-parametric forecast is statis-
tically superior to the competing models. At longer horizons, the performance of
the proposed approach is equivalent to a number of alternative models. While this
paper considers the application of forecasting realized volatility, there are a number
of applications beyond financial data for which this method may be useful. Fore-
casting climatological series such as the Southern Oscillation Index, or time series
of temperature and rainfall for the purposes of derivative pricing may be interesting
alternative applications for the this method.
The paper proceeds as follows. Section 2 outlines the proposed semi-parametric,
kernel-based forecast and describes its relationship to standard time series and
nearest-neighbor approaches. Section 3 provides the results of a small simula-
tion study to examine the relative performance of this method. Section 4 begins
by describing the data used in this study followed by a summary of the competing
forecasting models and the manner in which their performance will be evaluated.
Sections 5 and 6 report the empirical results and provide concluding remarks.
2 Linear Forecasts
Consider a sample of observations on a variable Yt, t = 1, . . . , T . The forecast
of the value of the series at time T + 1, given the information set ΨT containing
historical observations, may be then be denoted
E[YT+1|ΨT ] = f(YT , YT−1, . . . , Y1) ,
with the problem being selecting an appropriate functional form f(·) and the es-
timation of any associated parameters. The simplest approach is to adopt a linear
function
E[YT+1] = w′YT (2.1)
whereYT is a vector containing the relevant observations of Yt, up to and including
time T , and the weights w are estimated by least squares or some other estimation
procedure. The information set, ΨT is omitted for notational ease.
2.1 Time-dependent weights
In some instances it may be desirable to place restrictions on the weights in such a
way that more emphasis is placed on the recent past than on more distant observa-
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tions. An early example of this is the Koyck lag scheme (Koyck (1954))
E[YT+1] = κ +
kmax∑
k=0
wT−kYT−k (2.2)
where weights, wT−k = πλk, placed on the lagged values of Yt are constrained to
decline geometrically and kmax is maximum lag length considered. The advantage
of this type of forecast is that a long history of Yt may be used to generate the fore-
cast but the weights on each lag are completely determined by only two parameters
π and λ which may be estimated by maximum likelihood (see, for example, Frances
and van Oest (2004)).
A more recent development in forecasting with restrictions on the weighting
function is the MIDAS weighting scheme advocated by Ghysels et al. (2006). The
forecast takes the same form as equation (2.2) however the weights are given by
wT−k =
g
(
k
kmax
, θ1, θ2
)
∑kmax
j=0 g
(
j
kmax
, θ1, θ2
) (2.3)
where g(z, θ1, θ2) = zθ1−1(1−z)θ2−1/β(θ1, θ2) and β(θ1, θ2) = Γ(θ1)Γ(θ2)/Γ(θ1+
θ2) and the weights are normalized to sum to one. The maximum lag length kmax
in the MIDAS context can be chosen rather liberally as the weight parameters are
tightly parameterized, but should be chosen to be large enough to capture the per-
sistence in the series. Ghysels et al. (2006) do not offer any objective method for
choosing kmax. Parameter estimation is achieved by nonlinear least squares, min-
imizing the sum of squared residuals. As either the functional form of g(·), or its
parameters change, the weighting scheme will change accordingly. The MIDAS
approach is of practical interest in that it can deal with data sampled at different
frequencies.
In the context of stochastic volatility diffusions, Foster and Nelson (1982)
show that the optimal weights for estimating volatility are of the form wT−k =
α exp(−αk) and hence decline exponentially. However, this weighting scheme is
only relevant to this particular class of diffusions and α is difficult to estimate.
The weighting schemes discussed to date share a common theme of weight-
ing observations by how far they are separated in time. The approach suggested
in this paper is rather to weight historical realizations of the process in terms of
their proximity to the value of the process at the time the forecast is to be made. A
more general approach is also described whereby weights are based on information
beyond the scalar value of the series.
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2.2 State-dependent weights
The historical antecedent of the state-dependent weighting scheme used by the
kernel-based forecast is the nearest-neighbor regression model (Cleveland (1979);
Mizrach (1992)). Consider a simple regression model,
zt = a(xt) + εt
where a(·) is a smooth function and εt is an IID mean zero disturbance. The esti-
mate of the nearest-neighbor regression function is given by
â (xt) =
T∑
i=1
witI‖xi−xt‖<η zi
where I‖xi−xt‖<η is an indicator function taking the value of 1 if ‖xi − xt‖ < η,
‖ · ‖ is the Euclidean norm and η is a constant. This approach means that zi only
contributes to â (xt) if the corresponding xi is suitably close (less than η) to xt.
Mizrach (1992) suggests controlling the number of nearest neighbors used directly,
as opposed to choosing a value for η. If q observations of xi were within η of xt,
the simplest method for obtaining weights, wit would be wit = 1/q. An alternative
is to downplay more distant neighbors by an approach such as
wit = 1− ‖kit − xt‖∑q
i=1 ‖kit − xt‖
where kit, i = 1, . . . , q are the q nearest-neighbors to xt. It is clear that in this
approach the weights do not vary smoothly because if xi is too far from xt it will
attract no weight at all meaning that this is a very discrete method for generating
the weights.
Suppose now that a forecast is to be made at time T and that the current
observation of the process is YT . In the proposed kernel-based approach the weights
given to the lagged observations YT−k vary smoothly with the degree of proximity
(in state-space not time) of YT−k to YT and are determined via a kernel function so
that
wT−k = K
(
YT − YT−k
h
)
, (2.4)
where K(·) is the standard normal kernel function and h is the bandwidth.2 While
there are no parameters to be estimated in the formal sense, this model requires that
2The Gaussian kernel (as opposed to any other symmetric kernel) seemed to be the most straight-
forward choice and has the advantage of not excluding past volatility information.
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a suitable data-driven bandwidth be chosen, a problem akin to choosing the number
of nearest-neighbors relative to YT . It may be conjectured however, that the choice
of the bandwidth is likely to be less crucial in the current context than the choice of
the number of nearest neighbors because of the smoothness of the kernel function.3
Here h is chosen to be the rule-of-thumb bandwidth derived by Silverman (1986)
h = 0.9 σY T
−1/5 , (2.5)
where σY is the standard deviation of the observed sample realizations. Experi-
mentation with more elaborate methods for choice of bandwidth did not provide
significantly different empirical performance.
Once the weights have been computed, the weight vectorw is then scaled
w˜ =
w
w′1
(2.6)
where 1 is a vector of ones, ensuring that the elements in w˜ sum to one. The one-
step ahead forecast is then given by
E[YT+1|ΨT ] =
kmax∑
k=1
w˜T−kYT−k+1 . (2.7)
where kmax is simply set to capture the entire observed history of the process. Note
that wT−k from equation (2.4) (based on comparing YT and YT−k) is associated with
YT−k+1. As we are interested in forecasting YT+1 which follows YT , wT−k is used
to determine how much weight YT−k+1 receives in the calculation in equation (2.7).
The one-step ahead forecast in equation (2.7) can also be viewed as a more general
j-step ahead forecast,
E[Y T+1, T+j|ΨT ] =
kmax∑
k=j
w˜T−kY T−k+1, T−k+j (2.8)
where Y T−k+1, T−k+j is the average level of the series observed between times
T − k + 1 and T − k + j. This forecast is denoted semi-parametric because the
linear functional form is maintained but combined with a non-parametric approach
to determining the weights.
One of the advantages of the proposed semi-parametric approach is that
the determination of the weights can be easily extended to incorporate information
3Unreported results indicate that the nearest-neighbor method produces forecasts that are inferior
to the proposed kernel method. The difference between the two approaches is greatest in periods
when volatility is relatively high and unstable indicating that the smooth kernel based weighting
scheme is to be preferred to the truncated nature of the nearest-neighbor weights.
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other than the scalar history of the process. Let ΦT be a T ×N matrix of observa-
tions on all the variables deemed relevant to the computation of the weights. The
first column of the matrix will, of course, contain the observations Yt, but the re-
maining N − 1 columns will contain additional variables thought to be valuable
information when making the forecast of YT+1. The last row of this matrix ΦT is
the reference point and represents the current observations on all the relevant vari-
ables. The elements of the weighting vector w, attached to a generic lag of k are
now given by the multivariate product kernel
wT−k =
N∏
n=1
K
(
ΦT,n − ΦT−k,n
hn
)
, (2.9)
where K is once again the standard normal kernel, Φt,n is the row t, column n
element in ΦT . The bandwidth for dimension n, hn is given by the normal reference
rule for multivariate density estimation,4
hn = σnT
− 1
4+N . (2.10)
An alternative method for bandwidth selection, namely cross-validation was also
tried. In the current context, it was found that this offered no improvement in fore-
cast accuracy and was very computationally intensive. Therefore this approach was
no longer pursued. Once the weights have been computed the process of scaling
the weights and computing the forecast is identical to the single dimension case
described in equations (2.6) and (2.7).
3 A Simulation Study
This section provides the results of a small simulation experiment examining the
relative performance of the proposed semi-parametric forecasting procedure. As the
semi-parametric method does not require any parameters to be explicitly estimated,
results will focus on forecast performance. While this is by no means an exhaustive
simulation study, the performance of the proposed method will be considered under
two scenarios. The first is a linear data generating process (DGP), which is chosen
to ensure that the proposed approach does not identify spurious complexity in a
simple process. The second is a non-linear DGP to highlight the ability of the semi-
parametric method to produce useful forecasts given more complex processes. This
is achieved without any knowledge of the form of the non-linearity.
4This version of the rule-or-thumb bandwidth for the multivariate kernel is suggested by Scott
(1992). Note that the different scaling factor (0.96) used in equation (2.5) is suggested by Silverman
(1986) as a way of making the bandwidth robust to any non-normality in the data. Scott advocates
the use of a scaling factor of 1 for simplicity in multivariate applications.
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To begin, the semi-parametric forecast is compared with forecasts generated
by a linear AR(5) model with parameters estimated by ordinary least squares and a
linear model with weights generated by a MIDAS scheme (kmax in equation (2.3)
was set to 200). In each iteration of the experiments the sample size is set to T =
2000. Series are simulated of length T + j where j is the forecast horizon with
forecasts generated from the initial T observations. Results are presented for j =
1, 5 and 20. The respective forecasts are compared to the final j observations of
each simulated series. The experiment involves 5000 repetitions of this generic
iteration.
Distribution of 1 step ahead forecast errors
Distribution of 5 step ahead forecast errors
Distribution of 20 step ahead forecast errors
-2 -1 0 1 2
×10−4
Figure 1: Distribution of forecast errors from AR(5) (solid line), MIDAS (dashed
line) and Kernel methods (dotted line). All subplots have the same scale on the
x-axis.
In the first experiment, the DGP is the linear AR(5) process
Yt = −1.24 + 0.23 Yt−1 + 0.24 Yt−2 + 0.13 Yt−3 + 0.14 Yt−4 + 0.14 Yt−5 + εt
εt ∼ N(0, 0.57) , (3.1)
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where the coefficients have been calibrated by estimating an AR(5) model on the
logarithm of realized volatility series that will be used in the empirical section of
this paper. The results are illustrated in Figure 1. Figure 1 shows the 1, 5 and
20 step ahead forecast errors in the top, middle and lower panels respectively. In
each instance, the forecast errors from the linear AR(5), MIDAS and Kernel (based
on 2.4) approaches are represented by the solid, dashed and dotted lines respec-
tively. It is clear that in all cases, the AR(5) model produces forecast errors that
are centered on zero, but do exhibit a degree of negative skewness. In the 1 step
ahead case, the proposed Kernel method generates forecast errors that on average
are marginally larger and show a similar degree of skewness relative to the AR(5)
forecast. The MIDAS forecast produces errors that are again marginally larger on
average. However when we move to the 5 and 20 step ahead forecasts, the relative
performance of the forecasts changes somewhat. The performance of the Kernel
approach continues to produce marginally positive forecast errors on average as the
forecast horizon increases. The performance of the MIDAS approach however de-
teriorates, with forecasts on average that are too low and with a more pronounced
degree of negative skewness. Overall, these results reflect well on the proposed
forecasting approach. It’s performance is robust to the forecasting horizon and pro-
duces forecasts relatively similar to the DGP even though here, ΦT only contains
limited information in the form of Y1, . . . , YT .
In the second experiment, the data generating process is the nonlinear Thresh-
old AR (TAR) model
Yt = −1 + 0.7 Yt−1 + εt Yt−1 ≤ 0
Yt = 1 + 0.7 Yt−1 + εt Yt−1 > 0
εt ∼ N(0, 1). (3.2)
Figure 2 shows the distributions of the 1, 5 and 20 step ahead forecast errors
in the top, middle and lower panels respectively when the DGP is the TAR model of
equation (3.2). In this instance, forecast errors from the TAR model are also shown
and are represented by the dot-dash lines. Once again, forecast errors from the
linear AR(5), MIDAS and Kernel approaches are represented by the solid, dashed
and dotted lines respectively. The AR(5) model continues to be used here as a
clearly contrasting case that is not expected to perform well. In the case of the 1
step ahead forecasts, there is little to distinguish between the various approaches.
However, as we move to the 5 step ahead forecasts, the performance of the AR(5)
and MIDAS approaches deteriorates while this is not the case for the kernel method.
It continues to produce forecast errors qualitatively similar to those of the TAR
model. When we move to the 20 step ahead forecasts, the performance of both the
AR(5) and MIDAS approaches deteriorate further. At this horizon, the performance
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Distribution of 1 step ahead forecast errors
Distribution of 5 step ahead forecast errors
Distribution of 20 step ahead forecast errors
-5 -4 -3 -2 -1 0 1 2 3 4 5
Figure 2: Distribution of forecast errors from AR(5) (solid line), MIDAS (dashed
line), Kernel (dotted line) and TAR (dot-dash line) methods. All subplots have the
same scale on the x-axis.
of the kernel method does suffer somewhat, but is clearly superior to the AR(5) and
MIDAS models. This is an encouraging result in that once again Φt only contains
limited information in the form of Yt yet the kernel method still has the ability to
produce forecasts that reflect the inherent non-linearity of the DGP.
This section has presented the results of a small simulation experiment to
gauge the performance of the proposed semi-parametric forecasting method. While
the results presented do not reflect an exhaustive list of possible DGPs, these exper-
iments do give an indication of how well the method performs in relation to simple
linear and non-linear benchmarks. In both cases, the kernel based approach has
been shown to produce useful forecasts with only limited information regarding the
state of the process, namely the history of the level of the series itself. Extra ex-
planatory variables, reflecting a richer information set regarding the dynamics of
Yt could easily be incorporated. This approach will be taken up in the subsequent
empirical study.
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4 Empirical Design
The primary purpose of this paper is to illustrate the efficacy of the semi-parametric
forecasting procedure in the context of volatility forecasting. In this section, the
data and forecasting methods are described together with an outline of how the
forecasts are to be evaluated.
4.1 Data
This study utilizes data relating to the S&P 500 Composite Index, from 2 Jan-
uary 1990 to 31 October 2008 equating to 4791 daily observations. Daily index
return data and RV estimates are required for the current analysis. Estimates of ac-
tual volatility were obtained using the RV methodology outlined in Andersen et al.
(2001, 2003). RV estimates volatility by means of aggregating intra-day squared
returns. It should be noted that the daily trading period of the S&P500 is 6.5 hours
and that overnight returns were used as the first intra-day return in order to capture
the variation over the full calender day. Andersen Andersen, Bollerslev, Diebold,
and Labys (1999) suggest how to deal with practical issues relating to intra-day
seasonality and sampling frequency when dealing with intra-day data. Based on the
volatility signature plot methodology, daily RV estimates were constructed using
30 minute S&P 500 index returns.5 It is widely acknowledged that RV is a more
accurate and less noisy estimate of the unobservable volatility process than squared
daily returns Poon and Granger (2003). Patton (1999) suggests that this property of
RV is beneficial when RV is used as a proxy for observed volatility when evaluating
forecasts.
Figure 3 shows daily S&P 500 RV for the sample period considered. This
data reflects the familiar pattern of historically low volatility for much of the 1990s,
with periods of higher volatility in 1997 and 1998. Apart from a period of increased
volatility during 2001, following the collapse in value of technology stocks, the
series is dominated by the unprecedented volatility during the end of 2008.
Table 1 reports various descriptive statistics for the RV series. It is clear
that the series is strongly positively skewed, as evident in Figure 3 and exhibits
a great deal of excess kurtosis. Results from the Jarque-Bera test for normality
clearly indicate that RV is not drawn from a normal distribution, with the first five
autocorrelations also showing a great deal of persistence in the series.
5Intraday S&P 500 index data were purchased from Tick Data, Inc.
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S&P 500 Realized Volatility
1991 1993 1995 1997 1999 2001 2003 2005 2007
Figure 3: Estimates of daily S&P 500 volatility.
Mean 1.0664× 10−4 ρ1 0.6242 γ1 0.6242
Std. Dev. 2.5520× 10−4 ρ2 0.5894 γ2 0.3272
Skewness 10.6725 ρ3 0.5437 γ3 0.1687
Kurtosis 181.1786 ρ4 0.5677 γ4 0.2133
Jarque-Bera < 0.001 ρ5 0.5202 γ5 0.0735
Table 1: Descriptive statistics for the RV series shown in Figure 3. The p-value
is reported for the Jarque-Bera test of normality. The center and far right columns
report the first five autocorrelations and partial autocorrelations
4.2 Forecasting methods
In the empirical application, we consider the problem of forecasting the evolution
of realized volatility, hence Yt is replaced by RVt in the generic discussion of the
proposed forecasting approach. Thus, row t of ΦT must contain information relating
to the state of volatility observed at time t < T , that can be compared to that
observed at the time T at which the forecast is being formed.
For the current application, row t of ΦT will be defined as
Φt = [RV
(λ1)
t , . . . , RV
(λN )
t ]
′, (4.1)
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where RV (λi)t is a λi period average (ending) at time t. Values for λi are selected to
be 1, 2, 3, 5 and 10. Consequently, the first entry in Φt is simply the historical RVt,
capturing the overall level of volatility. Beyond this, short-term moving averages
of RVt are also included to distinguish whether volatility was rising, falling or rela-
tively stable at the time at which the forecast was made. As discussed in Section 1,
this classification scheme is in the spirit of the HAR model as forecasts reflect the
impact of heterogenous agents reacting to volatility over different horizons.
The kernel based forecast will be compared to a number of model based
forecasts. The simplest is the GJR model of Glosten, Jagannathan, and Runkle
(1993) based on daily return observations,
σ2t = α0 + α1ε
2
t−1 + α2ε
2
t−1Iεt−1<0 + α3σ
2
t−1, (4.2)
where εt is a residual from a conditional mean equation and Iεt<0 is an indicator
taking the value of 1 if εt < 0. This simple model is also extended to include
RVt−1 as an exogenous regressor in equation (4.2) and will be denoted below as
GJRRV . In order to avoid building a bivariate forecasting model to obtain forecasts
of RVt+k to generate forecasts of σ2t+k+1, a linear relationship between RVt+k and
the conditional volatility forecast, σ2t+k, is postulated. (Blair, Poon, and Taylor,
2001, p 14) provide the details of this procedure.
A MIDAS forecast based directly on RVt and defined in equations (2.2) and
(2.3) is also generated. In this case kmax = 200 is chosen. Following in the spirit
of Brodsky and Hurvich (1999) and Bos, Franses, and Ooms (2002), ARMA(2,1)
model was also directly estimated on the RVt series as it can capture long-memory
features.6
The final model considered is the HAR model of Corsi (2009) which has
been applied to forecasting the volatility of oil futures returns by Tseng, Chung,
and Huang (2009). A forecast of average volatility over the horizon t + 1 to t + h
is based on the regression
RV t+1,t+h = c + β
dRV
(1)
t + β
wRV
(5)
t + β
mRV
(22)
t + εt+1,t+h. (4.3)
Where RVt is simply the observation of RV on day t whereas RV (5)t and RV
(22)
t
represent average RV for the week and month up to and including time t respec-
tively.
6Andersen et al. (2003) propose using a fractionally integrated model for forecasting RV. How-
ever, given the computational difficulties often associated with estimating long-memory models an
ARMA(2,1) was used a simpler alternative.
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4.3 Forecast evaluation
The Model Confidence Set approach (MCS) of Hansen, Lunde, and Nason (2003)
will be used to evaluate the forecast performance of the competing models. The
MCS is a modified version of the Superior Predictive Ability (SPA) test of Hansen
(2005) in that it has greater power and does not require a benchmark model to be
chosen. Application of the MCS produces a set of models that are statistically
indistinguishable in terms of their forecast performance.
The procedure starts with a full set of candidate models M0 = {1, ..., m0}.
The MCS is determined by sequentially trimming models from M0 therefore re-
ducing the number of models to m < m0. Prior to starting the sequential elimina-
tion procedure, all loss differentials between forecasts i and j, fcit+1 and fc
j
t+1 are
computed,
dij,t+1 = L(RVt+1, fc
i
t+1)− L(RVt+1, fcjt+1), (4.4)
for all in M0 such that i > j. The volatility proxy is RVt+1 and the forecasts
are those described in Section 4.2. Mean Squared Error (MSE) and the Quasi-
Likelihood (QLIKE) loss functions, L(·, ·) in equation (4.4) will be used within the
MCS,
MSE = (RVt+1 − fct+1)2
QLIKE = log(fct+1) +
RVt+1
fct+1
. (4.5)
Patton (1999) proved that while many loss functions exist, MSE and QLIKE are
commonly used loss functions that belong to a family of loss functions that are
robust to noise in the volatility proxy. While MSE is intuitively appealing from an
analyst’s perspective, as it is a direct measure of forecast error, Patton and Sheppard
(2007) show that QLIKE exhibits more statistical power in differentiating between
forecasts.
At each step, the null of equal predictive ability (EPA)
H0 : E(dij,t+1) = 0, ∀ i > j ∈ M (4.6)
is tested for a set of models M⊂M0, with M = M0 at the initial step. If H0 is
rejected at the significance level α, the worst performing model is removed and the
process continued until non-rejection occurs with the set of surviving models being
the MCS, M̂∗α. If a fixed significance level α is used at each step, M̂∗α contains the
best model from M0 with (1− α) confidence.7
7Despite the testing procedure involving multiple hypothesis tests this interpretation is a statisti-
cally correct one. See Hansen et al. (2003) for a detailed discussion of these aspects.
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At the core of the EPA statistic is the t-statistic
tij =
dij√
v̂ar(dij)
, (4.7)
where dij = 1nfore
∑
dij,t+1 where nfore is the number of periods over which fore-
casts are available. tij provides scaled information on the average difference in the
forecast quality of models i and j. v̂ar(dij) is an estimate of var(dij) and is ob-
tained from a bootstrap procedure.8 In order to decide whether, at any stage, the
MCS must be further reduced, the null hypothesis in equation (4.6) is to be evalu-
ated. The difficulty being that for each set M the information from (m− 1)m/2
unique t-statistics needs to be distilled into one test statistic. Hansen et al. (2003)
propose the following the range statistic,
TR = max
i>j∈M
|tij | = max
i>j∈M
∣
dij
∣
√
v̂ar(dij)
(4.8)
and a semi-quadratic statistic,
TSQ =
∑
i>j∈M
i<j
t2ij =
∑
i>j∈M
i<j
(dij)
2
v̂ar(dij)
(4.9)
as test statistics to test for EPA. Both test statistics indicate a rejection of the EPA
hypothesis for large values. The actual distribution of the test statistic is compli-
cated and depends on the covariance structure between the forecasts from models
contained in M.9 Therefore p-values for each of these test statistics have to be ob-
tained from the bootstrap distribution. When the null hypothesis of EPA is rejected,
the worst performing model is removed from M. The model is identified as Mi
where
i = arg max
i∈M
di√
v̂ar(di.)
(4.10)
and di. = 1m−1
∑
j∈M dij . The tests for EPA are then conducted on the reduced
set of models and one continues to iterate until the null hypothesis of EPA is not
8For specific details on the bootstrap procedure see Becker and Clements (2008) and Hansen
et al. (2003).
9Given that GJRRV nests the GJR model, the numerator and denominator of the t-statistic
converge asymptotically to zero if the RV term in GJRRV is insignificant. While this is a legiti-
mate concern generally, it will, in the context of this empirical illustration, not inhibit the methods
ability to distinguish between the forecasting models as RV proves to be a significant element in the
GJRRV model. We are grateful to a referee for pointing this out.
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rejected. Thus, the final set of models constituting the MCS are models whose
forecast performance is statistically indistinguishable. While the notation used in
this section concerns one-step ahead forecasts, everything remains unchanged when
analyzing longer horizon forecasts.
5 Results
The forecasts will be evaluated at horizons of 1, 5 and 22 trading days. All models,
including the kernel forecast were initially estimated on the first 1000 observations.
A recursive estimation scheme was implemented with the sample used for estima-
tion increasing by one day leading to 3791, 3787 and 3770, 1, 5 and 22 day ahead
forecasts respectively. To gain a deeper understanding of the performance of the
proposed kernel method, the full sample of forecasts will be split into two sub-
samples. First a sample combining all periods of relatively high volatility, such
as 1997-1998 (Asian crisis), 2001-2002 (collapse of technology stocks) and 2007-
2008 (recent financial turmoil) is constructed. The remaining periods are selected as
a sample reflecting relatively low volatility. MCS results will be presented for low
the volatility sample in Table 2, high volatility sample in Table 3 and full sample in
Table 4. Results are shown for the 1, 5 and 22 day forecast horizons.
We begin with the MCS results for the low volatility subsample in Table 2.
Unless stated, we treat a forecasts with p-values of greater than 0.1 as being con-
tained in the MCS. At a 1 day forecast horizon, based on the MSE loss function,
the results indicate that all models are statistically indistinguishable given the rel-
atively high p-values. The results are quite different for the QLIKE loss function,
with the proposed kernel based forecast being the sole model in MCS. HAR and
MID are rejected from the MCS at p-values 0.0260 (TSQ) or 0.0440 (TR). The
difference in these results are consistent with QLIKE exhibiting significantly more
power than MSE in differentiating between forecasts. Moving to the 5 and 22 day
forecast horizons, a similar pattern emerges. At both horizons, GJR and GJRRV
are eliminated from the MCS under MSE while the kernel method remains the sole
model under QLIKE. The overall conclusion therefore is that during periods of rel-
atively low volatility, the proposed semi-parametric approach provides clear and
significant performance gains relative to a number of common alternatives.
Table 3 contains the MCS results for the high volatility subsample. In con-
trast to the low volatility periods, there appears to be little to distinguish between
the models. For the MSE loss function, all of the forecasting models are indis-
tinguishable in term of their predictive ability, irrespective of forecast horizon. In
contrast, the results vary a little across the various horizons for QLIKE. At 1 day,
GJRRV and Kern are of equal predictive ability, whereas at a 22 day horizon, GJR
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MSE QLIKE
TR TSQ TR TSQ
1 day forecasts
GJR 0.2800 0.1500 GJR 0.0000 0.0010
GJRRV 0.2800 0.2210 ARMA 0.0130 0.0060
MID 0.2800 0.2980 GJRRV 0.0130 0.0110
Kern 0.2800 0.4780 HAR 0.0440 0.0260
ARMA 0.2800 0.4780 MID 0.0440 0.0260
HAR 1.0000 1.0000 Kern 1.0000 1.0000
5 day forecasts
GJR 0.0400 0.0240 GJR 0.0000 0.0000
GJRRV 0.0730 0.0380 GJRRV 0.0000 0.0000
MID 0.1840 0.1470 ARMA 0.0010 0.0020
ARMA 0.1840 0.1470 HAR 0.0010 0.0020
HAR 0.1840 0.1800 MID 0.0510 0.0510
Kern 1.0000 1.0000 Kern 1.0000 1.0000
22 day forecasts
GJR 0.0710 0.0360 GJR 0.0000 0.0000
GJRRV 0.0990 0.0550 GJRRV 0.0000 0.0000
MID 0.2360 0.1630 ARMA 0.0020 0.0030
ARMA 0.2360 0.1630 HAR 0.0160 0.0200
HAR 0.2480 0.2480 MID 0.0620 0.0620
Kern 1.0000 1.0000 Kern 1.0000 1.0000
Table 2: MCS results for 1, 5 and 22 day ahead forecasts of volatility for the
low volatility subsample. GJR is the threshold model described in equation (4.2),
with GJRRV containing RVt as an additional explanatory variable. ARMA is an
ARMA(2,1) specification based on RVt. MID represents the MIDAS model based
directly on RVt and defined in equation (2.3). Kern is the proposed semi-parametric
forecasting method. p-values are given for both the TR and TSQ test statistics are
reported for both MSE and QLIKE loss functions.
is superior. However at 5 days, it is not possible to distinguish between the fore-
casts.
Table 4 reports the MCS results for the full sample. Once again, irrespective
of forecast horizon, given the relatively high p-values all models are indistinguish-
able under MSE loss. The statistically more powerful QLIKE paints a different
picture. The kernel based method generates significantly superior forecasts at the 1
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MSE QLIKE
TR TSQ TR TSQ
1 day forecasts
GJR 0.6270 0.4640 HAR 0.0420 0.0440
Kern 0.7160 0.5960 MID 0.0420 0.0590
ARMA 0.7870 0.8320 GJR 0.0420 0.0590
GJRRV 0.8680 0.8320 ARMA 0.0770 0.0600
HAR 0.8680 0.8320 Kern 0.6460 0.6460
MID 1.0000 1.0000 GJRRV 1.0000 1.0000
5 day forecasts
Kern 0.4790 0.3670 MID 0.4390 0.2690
MID 0.6330 0.5460 Kern 0.4390 0.2790
GJR 0.6790 0.5620 HAR 0.4390 0.2910
ARMA 0.6790 0.5620 ARMA 0.4390 0.3140
HAR 0.6790 0.5800 GJR 0.4700 0.4700
GJRRV 1.0000 1.0000 GJRRV 1.0000 1.0000
22 day forecasts
MID 0.5320 0.2240 ARMA 0.0600 0.0280
Kern 0.5320 0.2240 Kern 0.0630 0.0280
ARMA 0.5320 0.2610 HAR 0.0630 0.0280
HAR 0.5320 0.2930 MID 0.0630 0.0280
GJR 0.5320 0.2930 GJRRV 0.0680 0.0680
GJRRV 1.0000 1.0000 GJR 1.0000 1.0000
Table 3: MCS results for 1, 5 and 22 day ahead forecasts of volatility for the
high volatility subsample. GJR is the threshold model described in equation (4.2),
with GJRRV containing RVt as an additional explanatory variable. ARMA is an
ARMA(2,1) specification based on RVt. MID represents the MIDAS model based
directly on RVt and defined in equation (2.3). Kern is the proposed semi-parametric
forecasting method. p-values are given for both the TR and TSQ test statistics are
reported for both MSE and QLIKE loss functions.
day horizon as it is the sole model in the MCS. This superiority becomes somewhat
less pronounced at longer horizons. At a 5 day horizon, only GJR is eliminated
and at 22 days, only ARMA is found to produce an inferior forecast. Thus uncon-
ditionally, at short forecast horizons, the proposed semi-parametric approach is a
statistically superior forecast relative to the alternatives considered.
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MSE QLIKE
TR TSQ TR TSQ
1 day forecasts
GJR 0.5900 0.4230 GJR 0.0000 0.0010
Kern 0.6700 0.5860 ARMA 0.0010 0.0040
GJRRV 0.7590 0.7520 HAR 0.0020 0.0040
ARMA 0.7590 0.7520 MID 0.0110 0.0090
MID 0.9410 0.9410 GJRRV 0.0290 0.0290
HAR 1.0000 1.0000 Kern 1.0000 1.0000
5 day forecasts
Kern 0.5920 0.4470 GJR 0.0700 0.0710
GJR 0.5920 0.5570 ARMA 0.3620 0.3530
MID 0.5920 0.5820 HAR 0.6760 0.6470
ARMA 0.5920 0.6050 GJRRV 0.7400 0.6750
HAR 0.7470 0.7470 MID 0.7400 0.6880
GJRRV 1.0000 1.0000 Kern 1.0000 1.0000
22 day forecasts
MID 0.2750 0.2920 ARMA 0.0010 0.0470
Kern 0.2750 0.3380 HAR 0.7260 0.7010
ARMA 0.2750 0.3380 Kern 0.8760 0.8480
HAR 0.2750 0.3380 MID 0.8760 0.8480
GJR 0.2750 0.3380 GJRRV 0.8760 0.8480
GJRRV 1.0000 1.0000 GJR 1.0000 1.0000
Table 4: MCS results for 1, 5 and 22 day ahead forecasts of volatility. GJR is
the threshold model described in equation (4.2), with GJRRV containing RVt as
an additional explanatory variable. ARMA is an ARMA(2,1) specification based
on RVt. MID represents the MIDAS model based directly on RVt and defined in
equation (2.3). Kern is the proposed semi-parametric forecasting method. p-values
are given for both the TR and TSQ test statistics are reported for both MSE and
QLIKE loss functions.
6 Conclusion
This paper proposed a novel semi-parametric forecasting technique, applied here to
the problem of forecasting asset return volatility. Under traditional time series ap-
proaches, the weights associated with historical observations for obtaining a fore-
cast are a function of how far observations are separated in time. Often weights
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decay as a function of the lag, with more distant observations contributing less to
the forecast than more recent data.
The semi-parametric approach proposed here differs in that the weighting
function is determined by how similar past periods are to the time at which the fore-
cast is being formed. In the current application, the degree of similarity has been
determined by comparing short-term trends in volatility across time (as a measure
of market conditions) by the application of a multivariate kernel scheme. The fore-
casting scheme is flexible in that additional explanatory variables deemed important
could be used in the generation of the weighting scheme.
It has been found that the proposed approach produces significantly superior
forecasts at a 1 day horizon and forecasts of equal predictive accuracy at longer hori-
zons. The superior short-term forecast performance of the semi-parametric method
appears to be due to its pattern recognition ability during times of relatively normal
market conditions. During time of extremes turbulence, it is of equal predictive
ability of a number of competing alternatives.
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