Abstract. We consider time-discrete evolutions for a phase field model (for fracture and damage) obtained by alternate minimization schemes. First, we characterize their time-continuous limit in terms of parametrized BV -evolutions, introducing a suitable family of "intrinsic energy norms". Further, we show that the limit evolution satisfies Griffith's criterion, for a phase field energy release, and that the irreversibility constraint is thermodynamically consistent.
Introduction
In this paper we study a class of approximation schemes originally introduced by Bourdin, Francfort and Marigo in [5] and nowadays widely employed in quasi-static phase field models for fracture and damage, e.g. [29, 16, 24, 1] . Following [5] (and the many later developments) we consider a phase-field energy of Ambrosio-Tortorelli type [2] and the corresponding timediscrete evolutions obtained by a class of (constrained) alternate minimization algorithms. Our first and main goal is to prove the convergence of discrete solutions and to derive a precise characterization of the limit evolution; our second task is the study of its mechanical properties. By our analysis we obtained the following results: the time-continuous evolution is characterized "mathematically" in terms of a (non-degenerate, parametrized) BV -evolution [17, 19, 23] while "mechanically" it satisfies a phase-field version of Griffith's criterion, at least in the regime of stable propagation.
In detail, we employ the energy F(t, u, z) = 
where z ∈ Z is the scalar phase field/damage variable (with 0 ≤ z ≤ 1, z = 1 corresponding to no damage and z = 0 corresponding to maximum damage), u ∈ U is the displacement field with linearized strain ε(u) and elasticity tensor C, b(t) is a linear functional, G c is fracture toughness while ε and η are positive parameters (typically very small). It is well known that (1) provides an approximation of Griffith's energy for brittle fracture; indeed, the Γ-limit [8] of F(t, ·, ·) for ε → 0, and η = o(ε), turns out to be of the form for u ∈ SBD(Ω) [6] and GSBD(Ω) [12, 9] . In our work, we are not going to study any limit as ε → 0 (and thus we set for convenience ε = 1/2 for the rest of the paper); our interest, motivated by applications, is instead the evolution obtained by alternate minimization for the energy F. We remark that Γ-convergence by itself is not enough to provide convergence of BV -evolutions, as ours; being crafted for global energy minimizers it is more suitable for the convergence of "energetic evolutions" [10] .
Alternate minimization algorithms are descent algorithms which exploit the separate convexity of the energy functional F(t, ·, ·), with respect to u and z, to find critical points. In the context of fracture/damage this idea, applied to approximate a quasi-static evolution, goes back to [5] . Among the many possible implementations of alternate minimization we employ the following. Let the time interval [0, T ] be discretized by the time-steps t n k with k = 0, ..., T /n. Known (u n k−1 , z n k−1 ), at time t n k−1 , in order to calculate the solution (u n k , z n k ) at time t n k let u n k,0 := u n k−1 , z n k,0 := z n k−1 and calculate recursively for i ∈ N (until a certain stopping criterion is satisfied leading to the index i max ):
Then we define u n k = u n k,imax , z n k = z n k,imax (possibly including the case i max = ∞ with a limit). We study the limit as the number of time steps n discretizing the interval [0, T ] tends to infinity. For that purpose, we switch to a parametrized picture and introduce interpolating curves (t n , u n , z n ) : [0, S n ] → [0, T ] × U × Z depending on an artificial arc-length parameter s and study the limiting behavior of these trajectories. This is a convenient "mathematical description" which allows to easily take into account possible discontinuities in time of the limit BV -evolutions [18] . We show that the lengths S n are uniformly bounded and that (subsequences of) the curves (t n , u n , z n ) converge to a Lipschitz continuous limit curve (t, u, z) : [0, S] → [0, T ] × U × Z with S < ∞, t(0) = 0, t(S) = T , s → t(s) non-decreasing and 0 < C ≤ t (s) + z (s) Z + u (s) U for almost all s.
Moreover, the limit (parametrized) evolution satisfies the following equilibrium criterion and an energy balance, respectively: (S ) for every s ∈ [0, S] with t (s) > 0 |∂ u F(t(s), u(s), z(s))| z(s) = 0, |∂ z F(t(s), u(s), z(s))| u(s) = 0, ∂ t F(t(r), u(r), z(r)) t (r) dr .
Here, |∂ z F(t, u, z)| u and |∂ u F(t, u, z)| z denote the partial weighted slopes of F with respect to u and z, respectively, while u z and v u are suitable weighted norms (for the definition see §2). For delicate technical reasons, the analysis is carried out for the two dimensional setting. It turns out that our solutions are close to the one for vanishing viscosity limits for rate independent systems [22] and derive an equivalent characterization of (E ) and (S ) in terms of differential inclusions (a detailed discussion is contained in §6. 3) . Moreover, we show in §6.3 that functions satisfying (E ) and (S ) are local solutions, see for instance [18, 31] , with 
Notation and preliminaries
Assume that Ω is a bounded Lipschitz connected open set in R 2 . Its boundary ∂Ω is split into ∂ D Ω and ∂ N Ω which are regular in the sense of Gröger [11] ; this technical assumptions allows us to obtain a uniform higher integrability of the strain, independent of the phase field state, and is satisfied for instance when ∂ D Ω is relatively open with a finite number of connected components. In the following we assume that ∂ D Ω has positive measure. The space for the phase field variable and the displacement will be respectively
Denote also
For η > 0 the phase field elastic energy E : U × Z → [0, +∞] is defined as
Here Du denotes the gradient of u and W (Du) = ε(u) : Cε(u) = ε(u) : σ(u) where C is symmetric and positive definite on symmetric 2 × 2 tensors, ε(u) is the symmetrized gradient and σ(u) = Cε(u) is the stress tensor.
Assume that the loading term
where
Note that the pairing b(t), u is well defined since, being q > 2, U ⊂ W
1,q
∂ D Ω and thus b ∈ U . The choice q > 2 is due to the fact that we will often need higher integrability of the strains. This is provided by the following result [13] .
For every M > 0 there exists p ∈ (2, q] and
Let us fix for the rest of the paper p > 2 as the exponent obtained for M = 1 in the previous Lemma; the choice M = 1 is related to the fact that in the evolution the phase field variable z will always satisfy z L ∞ ≤ 1.
By [7, Theorem 3.4] and direct calculations the following properties of F hold true.
Lemma 2.2. The functional F(t, ·, ·) is sequentially weakly lower semicontinuous w.r.t. U ×Z. Moreover, for z ∈ Z ∩ L ∞ and u ∈ U the following partial derivative is well defined
If z ∈ Z and u ∈ Up forp > 2 then
Finally, for all u ∈ U we have ∂ t F(t, u, z) = − ḃ (t), u .
Note that the first term in (11) is well defined thanks to the fact that z, ξ ∈ L r for everyDue to the irreversibility constraint, the natural set of admissible variations for the phase field variable is Ξ = {ξ ∈ H 1 : ξ ≤ 0}.
Next, under the assumptions of Lemma 2.2 we define the slopes
Proof. Consider a subsequence with lim sup
In the following we write m instead of n m . Let 
For every subsequence n k there exists a further subsequence n i s.t. z n i → z a.e. in Ω. By dominated convergence
By arbitrariness of the subsequence n k it follows that φ * zn → φ * z ≤ 1. Now, extract a subsequence n m s.
and finally
Next, we discuss the slope with respect to z. Let ξ * ∈ argmax {−∂ z F(t, u, z)[ξ] : ξ ∈ Ξ, ξ u ≤ 1}. Remember that t n → t and that z n z in H 1 and thus strongly in L r for every r < +∞. Note also that u n ∈ Up for somep > 2. Then W (Du n ) → W (Du) strongly in Lp /2 forp > 2 while z n ξ * → zξ * in L r for every r < +∞. It follows that
and the proof is concluded.
Alternate minimization scheme
In this section we will collect all the properties of the alternate minimization scheme at a fixed time t. The time incremental problem will be discussed in §4.
Given t ∈ [0, T ], u ∈ U and z ∈ Z with 0 ≤ z ≤ 1, let us consider the sequences u i and z i generated recursively by the following alternate minimization scheme. Set u 0 = u, z 0 = z and define
Standard arguments guarantee that for every index i ∈ N there exist unique minimizers u i+1 ∈ U and z i+1 ∈ Z with 0 ≤ z i+1 ≤ 1. Clearly it holds
Lemma 3.1. There exists a constant C independent of t, u 0 and z 0 such that for every i ≥ 1 and for everyp ∈ [2, p] it holds u i ∈ Up with u i Up ≤ C and
These conditions imply that the slopes satisfy
Proof. By Lemma 2.1 we know that
By (17) and by the previous estimate for u i Up , the right hand side is bounded from above by C(1 + z 0 2 Z ). Again by (17) and by the previous estimate for u i Up , the left hand side is bounded from below by C( z i 2 Z − 1). This proves the uniform estimates. Since Ξ is a closed, convex cone, minimality of z i+1 implies the variational inequality and the equality for ∂ z F stated in the Lemma. 
Proof. Relying on the uniform bound of Lemma 3.1, up to subsequences z i converge a.e. to z ∞ . Since the sequence z i is monotone non-increasing, it turns out that the whole sequence converges a.e. to z ∞ and thus in L r for every 1 ≤ r < ∞. By standard arguments it follows that the whole sequence z i z ∞ in Z. By Lemma A.1, u i is a Cauchy sequence in Up for everyp < p with limit u ∞ . Thanks to Lemma A.2, z i is again a Cauchy sequence in Z with
By the same arguments of Lemma 2.5 the properties of the slopes follow.
Remark 3.3. Note that, given the initial data, the sequence {(u i , z i )} i and its limit (u ∞ , z ∞ ) are unique.
Lemma 3.4. Consider the sequences {u i } i and {z i } i generated by the alternate minimization scheme (18) . Let p ∈ (2, p) be arbitrary and
The constant C is independent of i ≥ 1 and t ∈ [0, T ].
where the continuous embedding Z ⊂ L r (Ω) is exploited. Lemma A.1 yields
with µ −1 = p −1 − p −1 . Combining these estimates leads to (19) .
Using the separate quadratic structure of the energy we will prove the following energy identities (of normalized gradient flow type). 
Proof. Without loss of generality we can assume that u i+1 = u i . Since u i+1 is a minimizer of
Now we will show that from the quadratic structure it will follow that for s ∈ [0, 1]
Indeed, keeping in mind the Euler-Lagrange equation for u i+1 ,
Thus (u i+1 − u i )/ u i+1 − u i z i ∈ U is again a maximizer and
by definition of the slope. Thus, by the chain rule, for 0 ≤r ≤ 1,
For the phase field variable z the argument is similar but not identical due to the irreversibility constraint. Let
Let us write
By (23) and Cauchy-Schwarz inequality
is again a maximizer for the slope in (t, u i+1 , z i ). Next we will show that for every s ∈ [0, 1] we have
Indeed, again by the quadratic structure of F(, u, ·), we find for all ξ ∈ Ξ
is a maximizer of the slope in (t, u i+1 , z i ) we get
Thus, by the chain rule,
4 Quasi-static evolution 4.1 Discrete evolution by the alternate minimization scheme
We now turn to the time discrete evolution, where each incremental update is provided by the alternate minimization scheme. Given z(0) = z 0 ∈ Z, with 0 ≤ z 0 ≤ 1, and u(0) = u 0 ∈ U we assume that
Observe that initial data that are stable in the sense of energetic solutions, i.e. with (u 0 , z 0 ) ∈ Argmin{ F(0, u, z) : u ∈ U, z ∈ Z, z ≤ z 0 }, in particular satisfy (24) . Let ∆t n = T /n and set t n k = k∆t n for k = 0, ..., n. Set u n 0 = u 0 and z n 0 = z 0 . Given u n k−1 and z n k−1 consider the alternate minimization scheme at time t n k = t n k−1 + ∆t n with initial conditions u n k−1 and z n k−1 , viz. set u n k,0 = u n k−1 and z n k,0 = z n k−1 and then define by induction
The updates u n k and z n k are respectively the limits of the above sequences, i.e.
Existence of such limits has been proven in Lemma 3.2. Observe that the alternate minimization procedure might lead to a fixed point already after a finite number of iterations. In this case the sequences (u n k,i , z n k,i ) i will be constant starting form a certain index. The case in which the algorithm is stopped at a finite index i max will be treated in §5.
Length of the alternate minimizing path
For convenience we introduce, for n ∈ N and 0 ≤ k ≤ n, the notation
which corresponds to the length of the alternate minimizing path at time t n k with respect to the standard U × Z-norm.
Proof. We first estimate γ n k from (25) . By Lemma 3.1 there exists a constant C > 0 such that for every p ∈ [2, p) and for all n ≥ 1, 0 ≤ k ≤ n, i ≥ 0 it holds
By Lemma 3.4 there exists a further constant
with
(Ω) with continuous embeddings, by the Gagliardo-Nirenberg inequality the right hand side can further be estimated as follows: fixing θ ∈ (0, 1) according to the Gagliardo-Nirenberg conditions and choosing δ > 0 a posteriori it holds
, where in the second line we applied Young's inequality. With δ = 1/(2(1 − θ)), we arrive at
Joining this estimate with (28) yields
Absorbing the first term on the right hand side into the left hand side (except for the term i = m) and neglecting the term i = N on the left hand side we get for all N ∈ N:
Observe that due to the relations 0 ≤ z n k,i ≤ z n k,i−1 ≤ 1 the following series is finite
Let now m = 1 in (30). The first term on the right hand side of (30) can be estimated with Lemma A.2 by choosing z 0 = z 1 = z n k,0 , z 2 = z n k,1 and u 1 = u n k,0 , u 2 = u n k,1 and by taking into account (27) :
Adding this inequality to (30) finally yields (with m = 1)
Again thanks to Lemma A.1, this estimate immediately carries over to the corresponding estimate for the displacement fields:
This implies that γ n k from (25) is finite and that
where the last term has been estimated as in (31) . 
Arc-length parametrization of the graph
Now we provide the interpolation and parametrization (with respect to the arc length parameter s) of the discrete solutions u n k,i and z n k,i given by the alternate minimization scheme. Remember that u n k−1,∞ = u n k−1 = u n k,0 and similarly for z n k−1 . Let t n 0 = 0 and define s n 0 = 0. For each k ≥ 1, given s n k−1 and i ≥ 0 we define
We define s n k = lim i→∞ s n k,i and know from Theorem 4.1 that this quantity is finite. Note that it may happen that s n k,i+1/2 = s n k,i and s n k,i+1 = s n k,i+1/2 . We refer to Figure 1 for the notation.
] for i ≥ 0 we define the affine interpolates as follows:
Denoting S n = s n n the total length of the parametrization interval, we have constructed a curve (t n , u n , z n ) : [0, S n ] → [0, T ] × U × Z with t n (S n ) = T . In Theorem 4.1 we proved that S n is uniformly bounded.
Note that with this definition in the time update interval (s n k−1 , s n k,0 ) we have
In each interval (s n k,i , s n k,i+1 ) for i ≥ 0 we have
Observe that (s n k,i , s n k,i+1/2 ) might be the empty set. Observe further that thanks to the uniform equivalence of the norms · U and · zn(s) on U and of the norms · Z and · un(s) on Z there exists a constant C ∈ (0, 1] (independently of n, s) such that
provided that the respective interval is not empty.
Corollary 4.2. There exists C > 0 such that for all n ∈ N the interpolating functions u n , z n , t n satisfy S n ≤ C and
Estimate S n < C and (38) are a direct consequence of (26) in combination with the fact that by (27) the standard norms in U and Z and the corresponding weighted norms · zn on U and · un on Z are uniformly equivalent, see Lemma 2.4.
Uniform non degeneracy of the interpolating curves
The next technical Lemma shows that the curves s → (t n (s), u n (s), z n (s)) enjoy a uniform nondegeneracy property. The proof uses estimates from the previous Theorem and in particular exploits the unidirectionality of the curve s → z n (s). The following definitions will be used for σ ∈ [0, S n );
In other words, among the discrete points s n k,i , σ n + (σ) is the smallest that is greater or equal to σ, while σ n − (σ) is the largest that is less than or equal to σ. Let σ ∈ [0, S n ). By definition, there exist unique indices k ∈ {0, . . . , n}, m ∈ N ∪ {−1, 0} such that σ n + (σ) = s n k,m . We define σ n ++ (σ) to be the next discrete point, i.e. σ n ++ (σ) = s n k,m+1 , see Figure 2 . Moreover, the Heaviside function H : R → {0, 1} is defined by H(s) = 1 if s ≥ 0 and H(s) = 0 otherwise. Lemma 4.3. There exists a constant C > 0 such that for every n ∈ N and σ 1 , σ 2 ∈ [0, S n ) with σ 1 < σ 2 it holds
Proof. In this proof we assume that for each k ∈ {0, . . . , n} the alternate minimization algorithm does not have a fixed point at finite indices i, the latter case is very similar and is discussed in Remark 4.4.
. By definition there exist indices k ≤ and minimal indices m, N ∈ N ∪ {−1, 0} such that
Remember that for N = −1 we have 34), and similar for the case m = −1. Observe that m = −1 may only occur if σ 1 ∈ {s n k,−1 : 0 ≤ k ≤ n}. We distinguish two cases.
with the constant C from (36)-(37). This is (39). If m > 0, then by (36)-(37) the estimate (41) is valid, as well.
) and estimate each of the differences separately. Observe that
Hence, arguing like in the first case we obtain
again with C from (36)-(37). Moreover, with the same constant C we have
. Now we can argue similarly to Case 1.
In order to estimate the missing term s n ,N − s n k,m we assume that k < ; the modifications for the case k = are then obvious. Observe first that with C from (36)-(37) it holds (with
By (32) and (33), we have
where for the last estimate we exploited the monotonicity of z n and t n , compare also (31) and the fact that
with a constant C 3 that is independent of σ 1 , σ 2 and n.
Since the arguments for estimating M 1 and M 3 are similar, we give here the estimate for M 1 , only. We start from estimate (30) with i = m + 2 on the left hand side and N = ∞, add the term z n k,m+1 − z n k,m Z on both sides and obtain after multiplying by 2:
.
Again thanks to Lemma A.1, in a similar way as in (33), we obtain
Adding both estimates, with arguments similar to those for M 2 we finally arrive at
Joining all estimates finishes the proof of the Lemma.
Remark 4.4. If for some t n κ the alternate minimization algorithm arrives at a fixed point at some finite index i max , the above proof has to be modified as we will describe below. However, this modification is basically a matter of notation rather than a mathematical issue.
Let (n, κ) be a pair with 0 ≤ κ ≤ n such that there exists i max ∈ N 0 with one of the following three properties: If i max = 0, then (u n k,0 , z n k,0 ) is a fixed point of the alternate minimization algorithm with t = t n k . If i max ≥ 1, then either (u n κ,imax , z n κ,imax−1 ) is a fixed point of the alternate minimization algorithm with u n κ,imax−1 = u n κ,imax , or (u n κ,imax , z n κ,imax ) is a fixed point with z n κ,imax−1 = z n κ,imax and u n κ,imax−1 = u n κ,imax .
hold. Moreover, the slopes of F satisfy
Coming back to the proof of Lemma 4.3 we have to be more careful with the cases m = −1 or
Let further the indices κ, , m, N be given according to (40) with (κ, m) and ( , N ) being minimal for σ n + , σ n − in lexicographical order. Now, the case m = −1 can occur if either (A) or (B) hold, where (A) σ 1 = s n k,−1 and the alternate minimization at time t n k−1 does not reach a fixed point after a finite number of iterations, (B) the alternate minimization procedure at t n k−1 reaches a fixed point after a finite number of steps.
In case (B),
As in the proof of Lemma 4.3 we conclude that σ n − (σ 2 ) < σ 1 < σ 2 < σ n + (σ 1 ). In case (A) we conclude as in the proof of Lemma 4.3, while in case (B) we have σ n − (σ 2 ) = s n k−1,i 1 −1 . But now we can conclude in the same way as in case (A) and obtain (41).
Case 2, σ n − (σ 2 ) ≥ σ n + (σ 1 ): Similarly to the modified Case 1 here above and the arguments of Case 2 in the proof of Lemma 4.3, we find (43). Concerning estimate (42) observe that σ n − (σ 2 ) ∈ {s n ,N +1 , s n +1,−1 } depending on whether N = i 1 − 1 (in case (B)) or not (i.e. in case (A)). Hence, estimate (42) now can be concluded in the usual way. The estimates for s n ,N − s n k,m do not have to be modified.
Discrete stationarity and energy balance
Lemma 3.1 and Lemma 3.2 prove the following stationarity and energy equality for the parametrized evolution (cf. Lemma 3.1 and 3.5).
Lemma 4.5. For every index n ∈ N, 0 ≤ k ≤ n, it holds
Proof. Since r → F(t n (r), u n (r), z n (r)) is absolutely continuous, we have
and by the chain rule
The
] where t n = 0 and z n = 0. We will invoke (20) 
Note that (since they are constant) we have t = t n (s),
].
Thus we obtain fors ∈ [s n k,i , s n k,i+
Invoking (21) leads to the same energy equality in the intervals [s n k,i+ 1 2 , s n k,i+1 ] where t n = 0 and u n = 0.
It remains to consider the time update interval [s n k,−1 , s n k,−1 + ∆t n ] where u n = 0 and z n = 0. In this case it sufficient to apply the chain rule remembering that z n and u n are constant.
Compactness
By Theorem 4.1 we know that (t n , u n , z n ) ∈ W 1,∞ ([0, S n ], [0, T ] × U × Z) where S n is uniformly bounded. Denote S = lim inf n→∞ S n and consider that t n ∈ W 1,∞ ([0, S], [0, T ]), u n ∈ W 1,∞ ([0, S], U) and z n ∈ W 1,∞ ([0, S], Z) using (if necessary) a constant extension in the set (S n , S]. Note that 0 < T ≤ S < +∞. Lemma 4.7. Up to subsequences (not relabeled) (t n , u n , z n ) converge to (t, u, z) weakly* in
Finally, t(S) = T and s → z(s) is monotone non-increasing.
Proof. By Corollary 4.2, weak* convergence in
is standard, as well as the convergence of t n (s n ) and the weak convergence of u n (s n ) in U and z n (s n ) in Z. Since z n (s) → z(s) strongly in L 1 (Ω) and thus a.e. (up to subsequences) it follows that z(·) is monotone non-increasing. Moreover, by definition t n (S) = T and thus t(S) = T .
It remains to show the strong convergence of u n (s n ) to u(s) in Up if s n → s. Let us pick up a subsequence (not relabeled) of u n (s n ). Choose k, i (depending on n) such that s n ∈ [s n k,i , s n k,i+1 ]. Assume that i ≥ 1 (the cases i = −1, 0 are slightly different). Then in the point s n for some λ n k,i ∈ [0, 1] we have
Remember that u n (s n k,i+1 ) = u n (s n k,i+1/2 ) and that
Similarly, u n (s n k,i ) = u n (s n k,i−1/2 ) with
Since 0 ≤ s n k,i−1/2 ≤ s n k,i+1/2 ≤ S n is uniformly bounded, cf. Theorem 4.1, we can extract a subsequence (not relabeled) s.t.
As a consequence t n (s n k,i−1/2 ) → t(s) and z n (s n k,i−1/2 ) → z(s) strongly in L q for every q < ∞ (by compact embedding). Hence t n (s n k,i−1/2 ) and z n (s n k,i−1/2 ) are Cauchy sequences with respect to n and thus by Lemma A.1 u n (s n k,i ) = u n (s n k,i−1/2 ) is a Cauchy sequence in Up. The same holds for u n (s n k,i+1 ) = u n (s n k,i+1/2 ). Clearly s n → s ∈ [s,s]. Up to subsequences λ n k,i → λ and thus u n (s n ) → λu(s)+(1−λ)u(s) strongly in Up. Since u n (s n ) u(s) in U it follows that u n (s n ) → u(r) = λu(s) + (1 − λ)u(s) in Up. Since the limit is independent of the subsequences the whole sequence converges.
Finally, in the cases s ∈ [s n k,i , s n k,i+1 ] for i = −1, 0 it is sufficient to use the above argument, replacing s n k,i−1/2 with s n k,−1 and s n k,i+1/2 with s n k,1/2 .
Convergence to a quasi-static parametrized evolution
Theorem 4.8. Let (t, u, z) be a weak* limit of (t n , u n , z n ) provided by Lemma 4.7. Then (t, u, z) satisfies (u(0), z(0)) = (u 0 , z 0 ), t(0) = 0, t(S) = T and
(E ) for every s ∈ [0, S]
Moreover, for almost all s ∈ [0, S] it holds
is non decreasing with t(0) = 0, t(S) = T , u(s) ∈ W 1, p (Ω) uniformly in s ∈ [0, S] for some p > 2, s → z(s) is non increasing and (S ) and (E ) (i.e. (44) and (45)) are satisfied.
Proof. Let us start with property (S ). Let t (r) > 0. Then, by [23, Theorem 3.4] , there exists a sequence s n k (with k depending on n) such that s n k → s and with
By Lemma 4.7 we have:
It is then sufficient to pass the limit and use the lower semi-continuity of the slopes provided in Lemma 2.5.
Let us prove (E ). Taking the sum over all the subintervals of [0, s] from Lemma 4.6 we obtain
Taking the limsup we obtain lim sup
Now, by the lower semi-continuity of the integrand, cf. Appendix A.1, we obtain
Let us see the convergence of the power. Remember that ∂ t F(t, u, z) = − ḃ (t), u where ·, · denotes the duality between W Hence ∂ t F(t n (r), u n (r), z n (r)) → ∂ t F(t(r), u(r), z(r)) pointwise in [0, S]. Moreover
again by (7) and by (38). Thus by dominated convergence, ∂ t F(t n (r), u n (r), z n (r)) converge to ∂ t F(t(r), u(r), z(r)) in L 1 (0, S). Since t n * t in L ∞ (0, S) we obtain the convergence of the work, i.e.
By definition of the slope
Hence by the chain rule lim sup
By Lemma 2.2 F is also sequentially lower semi-continuous, thus
Thus (E ) holds. Finally, a proof by contradiction using (E ) shows that (51)-(52) in fact hold with equality.
The next Corollary is a consequence of the proof of the previous Theorem.
Corollary 4.10. F(t n , u n , z n ) → F(t, u, z) pointwise in [0, S] and thus z n (s) converges to z(s) strongly in Z for every s ∈ [0, S].
Proposition 4.11. Under the assumptions of Theorem 4.8 the limit curve (t, u, z) is non degenerate, i.e. there exists a constant C > 0 such that for almost every s ∈ [0, S] we have
Proof. Let σ 1 < σ 2 ∈ [0, S]. Due to the strong convergence stated in Corollary 4.10 and the upper semicontinuity of the function H, passing to the limit in estimate (39) we obtain for the limit curve
Here, σ 1,+ , σ 1,++ , σ 2,− are cluster points of the sequences σ n + (σ 1 ), σ n ++ (σ 1 ), σ n − (σ 2 ). Let now s ∈ [0, S) be a point of differentiability of the triple (t, u, z) and let (h ν ) ν∈N be a sequence with h ν 0 for ν → ∞. With σ 1 = s, σ 2,ν = s + h ν , the first three terms on the right hand side of (54) tend to t (r) + z (r) Z + u (r) U .
Moreover, let σ − (σ 2,ν ) be a cluster point of the sequence (σ n − (σ 2,ν )) n∈N . Assume first that σ 1,+ > σ 1 = s. Then, for ν large enough, we have σ 2,ν = s + h ν < σ 1,+ ≤ σ 1,++ and hence the term involving the factor H(σ 2,− − σ 1,+ ) in (54) vanishes.
If
, then the following chain of inequalities holds: 
With the same arguments the term involving H(σ 2,− − σ 1,++ ) can be treated. This finishes the proof.
A variant: the M -step algorithm
In this section we analyze the convergence of curves (t n , u n , z n ) n∈N that, contrarily to the previous section, are generated by a time incremental M -step algorithm with iteration number M ∈ N fixed for all n ∈ N. Given M ∈ N, z(0) = z 0 ∈ Z, with 0 ≤ z 0 ≤ 1, and u(0) = u 0 ∈ U, let for n ∈ N ∆t n = T /n and set t n k = k∆t n for k = 0, ..., n. Set u n 0 = u 0 and z n 0 = z 0 . Given u n k−1 and z n k−1 consider the M -step alternate minimization scheme at time t n k = t n k−1 + ∆t n with initial conditions u n k−1 and z n k−1 , viz. set u n k,0 = u n k−1 and z n k,0 = z n k−1 and then define by induction
The updates u n k and z n k are respectively defined as u n k = u n k,M , z n k = z n k,M . As in the case M = ∞ discussed in the previous sections, the algorithm might reach a fixed point after i ≤ M − 1 iterations. In this case, similar arguments as were described in detail in the previous sections apply.
which again corresponds to the length of the alternate minimizing path at time t n k . Similarly to Theorem 4.1 it holds Theorem 5.1. Suppose the initial data satisfy (24) . There exists C > 0 such that for all n, M ∈ N n k=0 γ n k,M ≤ C.
(57)
Proof. The proof is very similar to the one of Theorem 4.1 and we describe here the necessary changes, only. Let us start with an estimate for the first iteration step. For convenience, we also define z n 0,M −1 := z n 0,M := z n 0 . For 1 ≤ k ≤ n we have due to Lemma A.2 and taking into account (27) , which is valid also for the M -step algorithm:
Next, applying Lemma A.1 with
with a suitable r 1 ∈ [2, ∞) that again is independent of n, M . Applying Gagliardo-Nirenberg estimates in the same way as in the proof oh Theorem 4.1 we arrive at
If M = 1, this can be rewritten as follows for 1 ≤ k ≤ n (with z −2 := z −1 := z 0 ):
Summing up this estimate with respect to k we find
Absorbing the last term on the right hand side into the left hand side and taking into account the monotonicity of the sequence (z n k ) k∈N we finally arrive at
Now, (57) is an immediate consequence. If M ≥ 2 we proceed similarly to the arguments leading to (30) . We obtain for 1
where the constant C 2 is independent of n, M . Adding (59) yields after rearranging the terms
Summing up this estimate with respect to k we finally obtain
Again, (57) now is an immediate consequence.
Next, following §4.3 let us define the discrete values s n k and s n k,i (for i = −1, ..., M ) which will provide the interpolation points in the parametrization interval [0, S n ] whit S n uniformly bounded. More precisely, let s n 0 = 0 and
Then, we can define the piecewise affine interpolation (t n , u n , z n ) : Lemma 5.2. For every n ∈ N and 0 ≤ k ≤ n denotes n k = s n k,M −1/2 , then it holds
It is important to remark that in Lemma 5.2 equilibrium of the displacement field does not hold in z n (s n k ) since the number of iterations is finite; as we will see, this will not affect the limit evolution. Theorem 5.1 guarantees similar uniform bounds for the interpolating curves as in the case M = ∞. The resulting compactness of the sequence (t n , u n , z n ) is stated in the next Lemma, whose proof substantially coincides with that of Lemma 4.7.
Lemma 5.4. Up to subsequences (not relabeled) (t n , u n , z n ) converge to (t, u, z) weakly* in
Finally, let us see that the limit parametrized evolution (t, u, z) : [0, S] → [0, T ] × U × Z is a parametrized BV -evolution in the sense of Definition 4.9.
Theorem 5.5. Let (t, u, z) be a weak* limit of (t n , u n , z n ) provided by Lemma 5.4. Then (t, u, z) satisfies (u(0), z(0)) = (u 0 , z 0 ), t(0) = 0, t(S) = T and
Proof. In this case the proof of (65) is slightly different from that of (44) because the configura-
with S n uniformly bounded, we can extract a subsequence (not relabeled) such that s n k → s and s n k,M → s. As a consequence s n k+1,0 = s n k+1,−1 + ∆t n → s. In general we will have s ≤ s ≤ s.
We claim that s = s = s. Assume by contradiction that s < s. Since t n is constant (by definition) in the interval [s n k+1,0 , s n k+1,M ] it follows that its limit t is constant in [s, s] and thus t (s) = 0, which contradicts the assumption t (s) > 0. It follows that s n k+1,i → s for every index i ∈ {−1, .., M }. In particular, by Lemma 5.4,
Using the lower semi-continuity of the slopes (cf. Lemma 2.5) we can pass to the limit in (64) and obtain (65). The rest of the proof is instead identical to that of Theorem 4.8.
Remark 5.6. All the results of this section remain valid if for each n ∈ N and time step 1 ≤ k ≤ n one chooses an individual M n k ∈ N that gives the number of iterations of the alternate minimization algorithm at time step t n k . Hence, the following "adaptive" algorithm leads to curves (t n , u n , z n ) n∈N , where for n → ∞ subsequences converge to quasistatic parametrized solutions in the sense of Definition 4.9: for a given n ∈ N choose a stopping criterion ST OP n . Then, given (u n k−1 , z n k−1 ) at the previous time step t n k−1 determine (u n k , z n k ) at time step t n k as follows: with (u n k,0 , z n k,0 ) = (u n k−1 , z n k−1 ) determine recursively for i ≥ 0
, where i max is the number of iterations that are carried out. Defining the interpolating curves (t n , u n , z n ) n∈N as in §4.3 leads to the desired result.
6 Properties of solutions 6 .1 Phase-field energy release rate
In analogy with the classic way of introducing the energy release rate for a sharp crack, let us define the reduced energỹ E(t, z) = E(t, u z , z) for u z ∈ argmin {E(t, ·, z) : u ∈ U}.
By [13] the energyẼ is differentiable (as a function of z) and for every ξ ∈ Ξ it holds
It follows that ∂ zẼ (t, z)[ξ] ≤ 0 for every ξ ∈ Ξ. In order to define the energy release, let us introduce the set of normalized admissible variations with respect to the "phase-field crack length", i.e.Ξ = {ξ ∈ Ξ :
In the sequel we will assume that z ≡ 1, so thatΞ = ∅. Under this assumption we define the phase-field energy release G(t, z) as
Clearly
Behavior in continuity points
In the phase field approach the irreversibility of the crack is usually modeled by the monotonicity of the phase field variable z; this is a natural hypothesis which in general does not imply the monotonicity of the dissipated energy. Actually, for our evolution (obtained as the limit of alternate minimization) it turns out that L(z(·)) is monotone non-decreasing in the continuity points. Moreover, even if the alternate minimization algorithm does not employ explicitly an energy release, the limit evolution satisfies some kind of Karush-Kuhn-Tucker conditions in terms of the phase-field energy release defined above. Proposition 6.1. If t (s) > 0 then, with L from (8) and G from (67), we have
for every ξ ∈ Ξ, and thus
Since the first integral is non-positive the second one, which is indeed the derivative of the "phase-field" length, must be non-negative.
Next, by (S ) we know that
and thus u(s) ∈ argmin {F(t(s), u, z(s)) : u ∈ U}. Hence (S ) reads
In particular,
Finally, assume now that dL(z(s))[z (s)] > 0. By the chain rule
while by (45) for a.e. s ∈ [0, S]
Since t (s) > 0 by (44) we have |∂ u F(t(s), u(s), z(s))| z(s) = 0 and thus
Again by (44) we have |∂ z F(t(s), u(s), z(s))| u(s) = 0, thus comparing (68) and (69) we get
On the other hand ∂ z F(t(s), u(s), z(s))[ξ] ≥ 0 for every ξ ∈ Ξ and thus for every λ > 0
Choosing λ in such a way that dL(z)[λz ] = 1 we get
which concludes the proof.
Local characterization of the evolution as differential inclusion and connection with other types of solutions
We will now derive an equivalent characterization for functions (t, z, u) that satisfy (44) and (46)- (47). This opens the possibility to compare solutions obtained in Theorem 4.8 to other solution concepts in the literature.
For φ ∈ U, ξ ∈ Z define (cf. the notation introduced in (12)- (15) and (9)) 
where the last inequality holds for every ξ ∈ Ξ.
Proof. Proposition 6.2 is an immediate application of the Karush-Kuhn-Tucker theory, see for instance [32, Theorem 47 .E], to the functionals
that are minimized with respect to the constraints φ (72) we therefore deduce that for all s ∈ [0, S], which are points of differentiability of (t, u, z):
if t (s) = 0 then u (s) = 0 or z (s) = 0 (due to the nondegeneracy) and
In order to give a mechanical interpretation and to compare (73)- (75) with results from [26, 14, 19] , we split the functional F in the following way: for v ∈ U, ξ ∈ Z let
In [30, 14] , I is interpreted as a stored energy functional with 
if t (s) = 0 then
∂ D Ω denotes the operator associated to the bilinear form A z(s) from Lemma 2.1, while B u(s) : Z → Z is the operator defined by B u(s) z, ξ Z = z, ξ u(s) for all z, ξ ∈ Z.
This shows that for t (s) > 0 the damage component z of the solution given by Theorem 4.8 follows a rate-independent process, while the displacement field u satisfies the static balance of linear momentum. If t (s) = 0, then (77) and (78) can also be rewritten more explicitly as follows in strong form (if
where we have set C(z) = (z 2 + η)C and D(λ 1 , z) = λ 1 C(z). The first equation can be interpreted as a viscoelastic model of Kelvin-Voigt type with damage dependent elasticity tensor C(z) and viscosity tensor D(λ 1 , z) together with corresponding Dirichlet and Neumann conditions on ∂Ω. Relation (78) describes a damage evolution, where also a viscous (damage-) dissipation is active provided that λ 2 (s) > 0. Observe that the viscous part of the dissipation involves spatial derivatives of z. Now, let us compare with vanishing viscosity solutions and other solution concepts from literature. Exploiting the convexity of I with respect to the variable z, from (76) we obtain in the same way as for instance in [17] that the solution (t, u, z) satisfies the following semistability inequality for t (s) > 0:
Moreover, from the energy identity (45), one obtains the following energy estimate (by neglecting the terms with the slope), rewritten in terms of I and R and taking into account the irreversibility of z for every 0
This shows that the solution according to Theorem 4.8 is a local solution (see [31] , where the notion of local solutions was introduced in the context of crack propagation) that satisfies an additional semi-stability property in the sense of [26] (so-called semi energetic solutions). In the papers [28, 25] , for rate independent problems local solutions were obtained as the limit of time-discrete solutions that are constructed by an alternate minimization procedure at each time step but only with one minimization step for each variable (fractional step methods or semi-implicit Rothe methods). The paper [15] treats the same damage model but in the context of visco-elasticity with inertia terms. There it is shown that time discrete solutions obtained on the basis of a one-step alternate minimization algorithm in the limit, as the time step size tends to zero, converge to solutions (u, z) that are Lipschitz-continuous with respect to the physical time. In [13, 14] the authors studied the vanishing viscosity limit for different generalizations of the Ambrosio-Tortorelli damage model. Adapted to the present two-dimensional setting with energy I and dissipation R from above, for every ε > 0 the existence of weak solutions (u ε , z ε ) ∈ H 1 (0, T ; U × Z) was shown for the system ∂ u I(t, u ε (t), z ε (t)) = 0 and 0 ∈ ∂R(z ε (t)) + εz ε (t) + ∂ z I(t, u ε (t), z ε (t)).
Furthermore it was shown that a subsequence of (u ε , z ε ) ε>0 converges to a parameterized curve 
Comparing with (78), the viscous term in (80) is a linear and bounded operator on L 2 (Ω), and for t (s) = 0 the limit model contains viscous damage, only, whereas viscoelastic dissipation is not present. The interplay between viscoelastic dissipation and viscous dissipation of the internal variables was investigated in [20] in the finite dimensional setting. There, for different scalings between the viscosity parameters the corresponding limit models were identified. With U = R n , Z = R m , I ∈ C 1 ([0, T ] × U × Z) and R ∈ C 0 (Z, [0, ∞)) convex and positively homogeneous of degree one, the authors studied the vanishing viscosity limit of a slightly more general version of the following system: For α > 0, ε > 0
With suitable technical assumptions on I and R, the authors proved that (subsequences of) solutions to this system converge for ε → 0 to parametrized solutions of the following system, [20, Theorem 5.3] :
Observe the similarity between (81)-(82) and the system obtained in our case, i.e. (76)-(78). However, more information on possible strong couplings between the functions λ 1 , λ 2 from (77)-(78) as in (85) is missing. Summarizing, the solution approximated by the time-discrete alternate minimization scheme is closely related to solutions that are obtained as simultaneous viscosity limits of visco-elastic systems that are coupled to viscously regularized rate independent systems. However, it remains open whether also in our limit model the functions λ 1 , λ 2 satisfy additional complementarity or compatibility conditions as it is the case in [20] , see (85) from above. Moreover, it is not clear whether one should expect in the case t (s) = 0 that (74) and (75) are valid also if u (s) = 0 and z (s) = 0 respectively, or whether it is possible to sharpen the nondegeneracy property such that min{ u (s) z(s) , z (s) u(s) } ≥ C > 0 if t (s) = 0.
A finite dimensional numerical example
The aim of this Section is to reveal similarities and differences between different solution concepts for damage models of Ambrosio-Tortorelli type for an explicit example. Since here the focus lies on the temporal behavior of the solutions the example deals with the finite dimensional case, i.e. U = Z = R. For t, u, z ∈ R, the energy functional is chosen as
with δ = 0.1, α = 10, µ = 1, z 0 = 1, u 0 = 0 and T = 1.5. The calculations documented below are carried out for different choices of n, which is the number of time steps, and of M , which is the number of steps in the alternate minimization problem at a fixed time step.
To be more precise, for τ = T /n and initial values u n 0 := u 0 = 0, z n 0 := z 0 = 1, the time incremental solutions are obtained as follows: for k ∈ {0, . . . , n − 1} let u n k , z n k be given; then set z n k+1,0 := z n k , u n k+1,0 := u n k and for i ∈ {1, . . . , M } define recursively 
Observe that due to the special structure of the energy, the values u n k+1,i can be calculated explicitly, while for the minimization in z, the Mathematica-routine ArgMin was used. The following algorithms were tested.
Alternate minimization Ia. This corresponds to the M -step alternate minimization algorithm analyzed in this paper. The alternate minimization loop is stopped at M = 40.
Alternate minimization Ib. This corresponds to an alternate minimization algorithm with a stopping criterion of the following type: at t n k define res(u n k,i ) := |∂ u F (t n k , u n k,i , z n k,i )|. If res(u n k,i ) ≤ δ stop then terminate the internal minimization loop and go to the next time step. According to Remark 5.6, (a subsequence of) the corresponding interpolating curves converge (for n → ∞) to a parametrized BV-solution. In the numerical example we chose n = 100 and δ stop = 10 −5 . The maximum number of iterations that appeared within one time-step was 56, the total number of internal minimization steps was 622.
Alternate minimization II. Here, M = 1, which means that at each time step only one minimization with respect to u and one minimization with respect to z is done. This algorithm corresponds to those investigated for instance in [27, 25] . For n = 600, the numerical effort of this algorithm is comparable to the one described in Ib.
Alternate minimization III, with backtracking. Here, we chose M = 40 and introduced the backtracking criterion from [4, Theorem 3] . Adapted to our example the backtracking is initiated at time step t n k if there exists t n r < t n k for which the inequality is satisfied. In this case go back to the smallest t n r with this property and restart the time discrete algorithm replacing (u n r , z n r ) with (u n k , z n k ). Algorithm IV: Global energetic solutions. Global energetic solutions are obtained as the limit of the following time incremental procedure See for instance [17, 21, 30] , where global energetic solutions of damage models were investigated. Table 1 summarizes the tests that were carried out. Since the results of Algorithm Ia and Ib with the values from the table are nearly identical, we plot here those of Ib, only. Figure 3 shows the evolution of the damage-type variable z according to the different algorithms. The gray region contains points with ∂ z F (t, u opt (t, z), z) < 0, i.e. stable points in the sense of the Griffith criterion. Here, u opt (t, z) = argmin { F (t, v, z) : v ∈ R }. In the white region we have ∂ z F (t, u opt (t, z), z) > 0. According to the Griffith criterion, in the interior of the gray region, the damage variable z should be constant in time, while the interior of the white region is not admissible. The calculations reveal that the global energetic solution (dark red) and the solution of the alternate minimization algorithm with backtracking (purple) develop a jump although a stable/ time-continuous damage propagation is still possible. The alternate minimization algorithms Ia/Ib discussed in this paper (blue curve) detect quite precisely the exact point in time where the jump should take place, while the alternate minimization algorithm II with M = 1 "smears out" the jump. In the right plot in Figure 3 , the result of Algorithm II with M = 1 and number of time steps n = 600 (green) is plotted against the result of Algorithm Ib with n = 100. Now, the point of discontinuity predicted by Algorithm II is sharper. Figure 4 shows the evolution of the energy F (t, u(t), z(t)) with respect to t. Here, the results for the global energetic solution (Alg. IV) and for Alg. III (backtracking) are nearly identical so that we plot those for the global energetic solution, only.
Finally, Figure 5 shows the trajectory of s → (u(s), z(s)) in the (u, z)-plane for Algorithm Ib. Blue points indicate the points (u n k , z n k ), i.e. the limit points of the alternate minimization scheme at time t n k for n = 500, while red points mark also the intermediate points (u n k,i , z n k,i ) for n = 500, and green points mark the intermediate points (u n k,i , z n k,i ) for n = 100. In both cases we chose δ stop = 10 −5 . For n = 100 the maximum number of iterations that appeared is 56, while for n = 500 the maximum number of iterations that appeared was 151. The starting point of the jump of the evolution of (u, z) with respect to the time t is approximately given by (u − , z − ) ≈ (2.3, 0.7), while the end point is given by (u + , z + ) ≈ (11.6, 0.08). It is not clear from the plot whether increasing the number of time-steps and decreasing δ stop leads to a "finer resolution" of the trajectory connecting (u − , z − ) with (u + , z + ). 
