INTRODUCTION
In this paper, we gather different expressions for the density function of the first hitting time to a fixed level by an Ornstein-Uhlenbeck process, abbreviated as OU-process. This density is used in different areas of mathematical finance. Indeed, it is connected to some pricing formulas of interest rate path dependent options when the dynamics of the underlying asset is assumed to be a mean reverting OU-process. For this, we refer to Leblanc and Scaillet [16] and the references therein. The knowledge of the sought density is also relevant in credit risk modelling, see e.g., Jeanblanc and Rutkowski [10] . It is also required in other fields of applied mathematics.
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For instance, in biology (see Smith [22] ), the hitting time is used for modelling the time between firings of a nerve cell.
Recently, Leblanc and Scaillet [16] and Leblanc [15] showed that the density can be expressed as the Laplace transform of a functional of a 3-dimensional Bessel bridge. However, the authors used therein an erroneous spatial homogeneity property for the 3-dimensional Bessel bridge, a mistake that has been noticed by several authors, including Göing-Jaeschke and Yor [6] . The feature of this representation is of probabilistic nature and the details are given in Section 5. We provide two other explicit expressions obtained by different techniques which feature is of analytic nature. The first expression is a series expansion involving the eigenvalues of a Sturm-Liouville boundary value problem associated with the Laplace transform of the first hitting time, (see Keilson and Ross [11] ). An analytic continuation argument is used to compute the Fourier transform of the first hitting time that gives an integral representation of the density. As discussed above-in specific contexts in mathematical finance-there is a need to perform numerical computations of the density. The three representations suggest new methods to approximate the density. Finally, it is worth to emphasise that methodologies described below can be adapted for a large class of one-dimensional diffusions.
The paper is organised as follows. In the next section the OU-process is reviewed and basic properties of the first hitting time are presented. In Sections 3, 4 and 5 the series, the integral, and the Bessel bridge representations of the density are derived respectively. Section 6 is devoted to numerical computations of the density. Finally, for completeness, some properties of Hermite and parabolic cylinder functions are recalled in Section 7.
PRELIMINARIES ON ORNSTEIN-UHLENBECK PROCESSES
Let (B t ) t ≥0 be a standard Brownian motion. The associated OU-process (U t ) t ≥0 , with parameter ∈ , is defined to be the unique solution to the stochastic differential equation
(2.1)
the law of (U t ) when U 0 = x ∈ and hence P (0) x = P x is the law of (B t ) started at x. Thanks to Girsanov's theorem, the absolutecontinuity relationship
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The linear stochastic differential (2.1), when integrated, yields the realization 
Its law is absolutely continuous with respect to the Lebesgue measure. We set
and assume that > 0 so that (U t ) is positively recurrent and, therefore a is finite. We focus here on the situation when (U t ) starts below the hitting barrier and notice that we recover the other case by replacing a and x with −a and −x in the density (since (−U t ) is also an OU-process). For the Laplace transform u a (x) = E ( )
, > 0, we recall the following wellknown result, (see Siegert [21] or Breiman [3] ).
Proposition 2.1. For x < a, the Laplace transform of a is given by Proof. Thanks to the general theory of linear diffusion, we refer to Itô and McKean [9] , u a (·) is the unique solution of the following Sturm-Liouville boundary value problem
This is a singular boundary value problem since the interval is not bounded. We refer to Ito [9] p. 130 where it is shown that the solution to the above problem takes the form u a (x) = (x)/ (a), where (·) is, up to some multiplicative constant, the unique increasing positive solution of the equation = . By the definition of Hermite functions-see Section 7-we easily see that (x) = H − / (x √ ) leading to (2.4) as required.
Remark 2.1. By the scaling property of (B t ) or Proposition 2.1 we see that E
and therefore the study of p ( ) x→a (·) may be reduced to the case = 1.
Remark 2.2. For the special case a = 0 there is a simple expression for p
. Indeed, we shall first recall that, for the Brownian motion recovered by letting → 0, we have
Now, withˆ a = inf s > 0 : W s + x = a √ 1 + 2 s , Doob's transform implies the identityˆ a = ( a ) a.s. as was noticed by Breiman [3] . We deduce that p
which is also found in Pitman and Yor [18] .
We close this section with a couple of remarks concerning extension of the results to the cases of transient OU-processes and mean reverting OU-processes.
Remark 2.3. Recall that if
is negative then the process (U t ) is transient. However, from (2.2) and the chain rule, we deduce that dP
for t > 0, as found in Borodin [2] . This combined with the optional stopping theorem yields
Remark 2.4. If we replace (B t ) t ≥0 by (B t + t ) t ≥0 in (2.1), for some real , then the resulting process is a mean reverting one for which a realization
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is given by
The corresponding first hitting time density, denoted by p
x→a (·), is easily seen to be related to that with = 0 via the formula p
THE SERIES REPRESENTATION
This section is devoted to inverting the Laplace transform of the distribution of a by means of the Cauchy Residue Theorem. Let D (·) be the parabolic cylinder function with index ∈ , see Section 7. For b given and fixed, denote by ( j ,b ) j ≥1 the ordered sequence of positive zeros of → D (b). We are ready to state the following result. 
For any t * > 0, the series converges uniformly for t > t * .
is real-valued, continuous and q(x) → ∞ as x → ∞, the Weber operator has a pure point spectrum, we refer to Hille [8] , Theorem 10.3.4. Moreover, the eigenvalues are simple, positive and bounded from below. See Ricciardi and Sato [20] for more details about the distribution of the spectrum. As a consequence, the Laplace transform (2.4) is meromorphic as a function of the parameter , whose poles are negative simple and are given by the sequence j = − j ,−a
To check that the conditions of Henrici [7] Theorem 10.7c are satisfied, we make use of the asymptotic properties of parabolic cylinder functions recalled in Section 7. The Heaviside expansion theorem in Henrici [7] gives the expression of the density where the parameters are given by the eigenvalues of the associated Sturm-Liouville expansion. The uniform convergence of the series on [t * , ∞), for any t * > 0, follows from the asymptotic formulas (7.7) and (7.8). 972 Alili et al.
The following local limit result is essentially due to the fact that the series of formula (3.1) is uniformly convergent.
Corollary 3.1. Let the situation be as in Theorem 3. 1, then
Remark 3.1. The above representation appeared without a rigorous justification in many references. For instance, we found it in Keilson and Ross [11] and Ricciardi and Sato [20] where the authors study the zeros of the Hermite functions. A similar expression is given by Frishling [4] for the density of the first passage time of the Brownian motion to the square root boundary, connected to the distribution we are focusing on by Doob's transform.
Remark 3.2. The distribution of a is infinitely divisible and may be viewed as an infinite convolution of elementary mixtures of exponential distributions. In Ref.
[13] , Kent establishes a link between the canonical measure of the first hitting time of a fixed level by a one dimensional diffusion and the spectral measure of its infinitesimal generator. When the left end point of the diffusion is not natural, the same author gives the series expansion based on the spectral decomposition, (see Kent [12] ). However, in our case, the left end point is natural therefore such methodology cannot be applied directly.
THE INTEGRAL REPRESENTATION
In this section we compute the cosine transform of the distribution of a . Then the density p ( ) x→a (·) is computed out from the cosine transform and its inverse defined on
Theorem 4.1. Fix x < a and t > 0, we have that
where Hr − (·) and Hi − (·) are specified by formulae (7.4) and (7.5) respectively.
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Proof. We shall only treat the case = 1 which can be completed by using (2.6). The Laplace transform → E (1) x [e − a ] is analytic on the domain ∈ | Re( ) ≥ 0 . Recall that 1,−a √ 2 denotes the smallest positive zero of the function → D (−a √ 2) and that the ratio of parabolic cylinder functions is analytic on ∈ | Re( ) > − 1,−a √ 2 . By analytical continuation, the Laplace transform is also analytical on ∈ |Re( ) > − 1,−a √ 2 and hence E (1) x [e − a ] = H − (−x)/H − (−a) on ∈ |Re( ) ≥ 0 due to Proposition 2.1. We have that
The statement follows from the injectivity of the cosine transform.
THE BESSEL BRIDGE REPRESENTATION
As mentioned in the introduction computing explicitly p ( ) x→a (t ) amounts to characterising the distribution of a quadratic functional of a 3-dimensional Bessel bridge. In order to explain the connection let us recall that, informally, the 3-dimensional Bessel process (R s ) s≤t conditionally on R 0 = x and R t = y, denoted by (r s ) s≤t , is the so-called 3-dimensional Bessel bridge over the interval [0, t ] between x and y. Formally, (r s ) is the unique strong solution of the stochastic differential equation
which is its decomposition as a semi-martingale in its own filtration. Now, we are ready to quote the following result from Göing-Jaeschke [6] and provide its detailed proof. 
, where we set
Next, we need to recall Williams' time reversal formula for which we set L a = sup s ≥ 0 : R s = a . Corollary 4.4, in Ref. [19] , gives that the processes (y − B (0)
and (R u ) u≤L y are equivalent. It remains to use successively the spatial homogeneity, the symmetry of (B t ), Williams' time reversal identity and the transience property of (R t ) in order to write
This completes the proof.
NUMERICAL ILLUSTRATIONS
Two standard techniques for approximating the density of the first hitting time of diffusions commonly used, are the following: the numerical approach to the solution of the partial differential equation associated to the density (analytic method) and direct Monte Carlo simulation (probabilistic method). The three representations of the hitting time density of OU-process suggest alternative ways to approximate the density. Below, we provide a short description of the approximation and illustrate them with two examples.
6.1.
The first approximation is to use the series expansion (3.1). The infinite series is truncated after the first N terms, that is,
where a j = j ,−a
For t small, f S (t ) is negative or decreasing. Let t 0 be the point where f S (t 0 ) = 0 or
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f S (t 0 ) = 0. Hence, the approximation of p ( ) x→a (·) is given by f S (t ) for t ≥ t 0 and 0 for 0 < t < t 0 . The parabolic cylinder function D (x) can be estimated by the series expansion given by (7.6) and (7.1). From this, numerical values of j ,−a
estimated where the last term is computed by the differential quotient. A problem is to choose suitable N for a prescribed truncation error. Since we are approximating a density, there are many ways to measure the quality of the chosen truncation parameter N . We give an average errorē based on large-n asymptotics that is independent of the argument t and is easy to compute. Integrating the absolute value of the N th term of the series and using the asymptotic formulas (7.7) and (7.8) yield
The average error is defined to byē
, N , are estimated, it is easy to numerically compute the expectation of a bounded function of the hitting time (e.g., prices of interest rate options presented in Ref. [16] ) using the approximation. Thenē gives a measure how precise the expectation is estimated. In the examples below we chose N = 100 and in Example 1ē is equal to 0.005.
6.2.
It is not a good method to approximate the integral in (4.1) by the corresponding Riemann sum. Instead, we make use of the trapezoidal rule. The approximation using the integral representation is then given by
where A > 0. It follows from the computations in Section 4 that the Laplace transform is given by E ( )
Also, for this approach, the question remains about a good choice for A and N . The numerical computations of the integral leads to the discretisation error and the truncation error (both depends on the argument t ). A bound for the discretisation error is Ce −A where C is constant that dominates the density. In the examples below A = 18.1 so the discretisation error is of order (10 −7 ). There is no simple bound for the truncation error. One can choose N when the value of the last term is small. We set N = 500 in the examples which is a conservative choice. In practice, one can determine A and N based on trial and error. We refer to Abate and Whitt [1] , for precise statements and more details on this approximation method. 976 Alili et al.
6.3.
For the Bessel bridge approach, it is needed to resort to some simulation techniques to compute the functional of the 3-dimensional Bessel bridges in the expression (5. 
Putting these steps together, the approximation formula for (5.1) is given by
kt /n ) .
6.4.
The two first approaches are analytic methods and very easy to implement using programs like Maple or Mathematica, where it is possible to use built-in functions. However, these require the knowledge of the Laplace transform of the first hitting time, which can be computed only for some specific continuous Markov processes. The Bessel bridge approach is a probabilistic method. Its main advantage compared to the direct Monte Carlo one is that it overcomes the problem of detecting the time at which the approximated process crosses the boundary. We refer to Ref. [5] for an explanation of the difficulties encountered with the direct Monte Carlo method. We also emphasise that this algorithm estimates directly the density whereas the direct Monte Carlo provides an approximation of the distribution function. This method can readily be used to treat similar problems for continuous Markov processes which laws are absolutely continuous with respect to the Wiener measure.
In order to test the performance of the three methodologies, we carried out two numerical examples. In both examples we have used the following approximation parameters. For the series we used N = 100 of the series expansion of f S (·). For the integral representation we have chosen A = 18.1 and took N = 500 terms in the series of f I (·). In the series of f B (·) for the Bessel bridge method, we have simulated M = 10 5 paths of the Bessel bridge with n = 1000 time steps on the interval [0, 4]. In both examples the parameter of the OU-process is = 1, which is sufficient by (2.6). Example 1. We examine the example a = 0, which is the only case where the density is known in closed form, indeed given by (2.8). The OU-process is starting from x = −1. The numerical approximations of the density p (1) (−1)→0 (t ) are collected in Table 1 . The table shows that the analytical approaches are accurate to five decimal places whereas the simulation approach is accurate up to three decimal places. Note that for the series method t 0 = 0.044 and hence for t = 0.04 the approximated value for the density is set to be 0 as described in Subsection 6.1. In fact, f S (0. 04) = −0.0019. Example 2. In this example the OU-process starts from x = 0. We computed the density p (1) 0→a (t ) for a equals 0.50, 0.75 and 1.00. In Figure 1 , the results of the three densities are presented. In this example there is no check of the numerical values since there is no closed form formulas. But from Figure 1 , one see that three methods give numerical values that are very close and can hardly be distinguished.
HERMITE FUNCTIONS AND THEIR COMPLEX DECOMPOSITION
The special functions used in previous sections are recalled in this section and the results can be found in Lebedev [14] , Chapter 10. The
