: UV lasers for the calibration of gaseous detectors have seen newfound employment with current-generation micro-pattern gaseous detectors (MPGDs), especially those devices not suitable for tests with traditional sources (e.g. cosmic rays or X-ray beams) by design constraints. An apparatus made of a UV laser designed for the characterization of the fast timing MPGD (FTM) is here described, together with the measurements of gain curve and electron drift velocity performed on a prototype of Time Projection GEM (TPG) to validate the setup.
Introduction
The characterization of gaseous detectors for particle physics is commonly performed with highenergy radiation, such as cosmic rays, X-rays or particles in test beams; drawbacks of such techniques include sensitivity to magnetic fields and large energy deposit fluctuations (specifically for charged particles), low spatial accuracy and non-monochromatic source energy spectra (particularly for photon beams in the keV region) or the availability and large amount of work and organization required for testing detectors with test beams.
Laser rays can be used for the calibration of gaseous detectors, as they can provide an energy deposit along their tracks in typical gas mixtures suitable to simulate the passage of one to several MIPs [1] . Characterization techniques with lasers have newfound utility in the current and nextgeneration micro-pattern gaseous detectors (MPGDs), especially those made of fully resistive materials or particular design constraints. One such detector is the fast timing MPGD (FTM), which aims to improve on the time resolution limit of current state-of-the-art MPGDs (set for instance to about 5-10 ns for the triple-GEM chambers of the CMS experiment [2] ) by one order of magnitude by employing a multi-layer design [3] .
Current prototypes of the FTM, at the present moment under early development, feature exclusively resistive electrodes and thin drift gaps (as low as 250 µm), which prevent its gain measurement with the traditionally employed X-ray sources (either natural radioactive sources or X-ray tubes) because of two main reasons:
• the low penetrating power of low-energy X-rays (less than 10 keV) in a multi-layer structure made of PCB material, combined with the lack of copper electrodes, which are typically employed to convert the non-monochromatic spectrum of higher-energy (more than 10 keV) sources to the characteristic monochromatic copper fluorescence spectrum (peaked at 8.9 keV);
• in thin drift gaps, part of the energy released by photons in the keV energy region is lost without being converted to primary electrons in the gas, so the total number of primaries created by ionization by a single X-ray photon is subjected to large fluctuations (figure 1). Ar:CO 2 mixture (70:30), simulated with HEED; the primary peak becomes nondistinguishable for very thin gaps. This effect makes the fluctuations on the energy deposit too large and renders Xrays ineffective for gain measurements.
Number of primary electrons
The laser facility described here has been designed for the characterization of the future FTM prototypes and tested with a triple-GEM detector for validation purposes.
The laser setup 2.1 Laser-gas interaction
Laser rays are known to produce ionization in common gas mixtures used to fill detector volumes by interaction with small-concentration impurity molecules, which are naturally present due to outgassing of the detector walls or the gas pipes [4] . Such molecules have low ionization potential (9 eV or less) and can then be ionized in multi-photon processes by ultraviolet laser beams.
The rate of ionizations per unit volume due to n−photon absorption for an impurity species of
where φ is the flux of the laser beam (i.e. the number of photons crossing a unit area per unit time) and σ (n) is the n−photon cross-section equivalent, measured in cm 2n s n-1 . At low beam intensities, two-photon ionization dominates, with a ionization rate density
where I = (hc/λ)φ is the laser beam intensity and A is the laser spot size at the ionization point. This equality can be obtained by solving the semi-classical rate equations for the population density of the impurity species [5] .
Laser specifications
The optical setup was made of a Nd:YAG pulsed laser of 266 nm wavelength (CryLaS 266-50), short enough to ionize molecules like benzene, toluene and cumene by two-photon interaction. The energy of a single laser pulse (controllable through an external attenuator) was 51 µJ and the pulse duration was of 0.9-1.3 ns FWHM, about one order of magnitude shorter than the de-excitation times of many hydrocarbon molecules. The waist radius was (400 ± 100) µm, so that the beam intensity at the laser head was (101 ± 51) µJ/mm 2 -known to be sufficient for a ionization yield equivalent to several minimum-ionizing particles [6] . 
Preparation of the optical setup
Two different optical setups (figure 2) were designed for the laser bench, corresponding to a collimated beam at low intensity and a focused, high intensity beam.
In the first setup (figure 2a), the beam was collimated by a beam expander made of two lenses (focal lengths 75 mm and 200 mm) to an output waist radius of 1500 µm, with an angular divergence of 0.06 mrad. This had the effect of decreasing the overall intensity of the beam to 34 µJ/mm 2 ; additionally, a pinhole was used to cut the outer part of the wavefront to lower the total pulse energy.
In the second setup (figure 2b), the laser beam was focused by three lenses (75, 750 and 200 mm focal lengths respectively) down to a waist radius of 23.4 µm, in order to obtain a narrow point of primary ionization in the detector gas. At full pulse energy, the beam intensity in the waist in this configuration was 3 × 10 4 µJ/mm 2 .
Characterization of the time projection GEM in the laser box 3.1 The time projection GEM prototype
The benchmark detector used to validate the laser box is a prototype of time projection chamber with GEM readout (TPG), i.e. a triple-GEM chamber with a 40 mm drift gap (figure 3), originally designed for beam monitoring in hadron therapy [7] . The beam enters the gas through one of the two opposite quartz windows, while the readout signals can be read through a dedicated electronics [8] from the segmented region of the anode, made of two rows of 6 × 2 mm 2 pads (figure 4). Because of its small instrumented area compared to the total gas volume, the TPG is not suited for a gain calibration with an X-ray source (the 8.9 keV photon beam created by copper fluorescence is strongly attenuated while traveling in the gas before reaching the center of the detector). 
Primary ionization and gain measurement
To measure the gain of the TPG, the laser was operated at a 100 Hz repetition rate in the lowintensity, collimated setup (figure 2a); the detector was filled with Ar:CO 2 mixture (70:30) and the electric fields in the gaps were fixed at the values in table 2, while the voltages on the GEM foils varied between 300 and 400 V.
A direct measurement of the anode current of the TPG as a function of the laser pulse energy shows a quadratic behaviour ( figure 5 shows the current measurement performed with a 1600 µm diameter pinhole). Since the anode current is proportional to the rate of primary ionization, this is a confirmation that two-photon absorption is the dominant ionization process, according to equation 2.2. Already established techniques for obtaining the gain curve of a detector with a laser setup involve observing the single-electron response [9] or directly measuring the primary ionization current. In the technique followed here the effective gain of the TPG was determined as the ratio G eff = anode current primary current = anode current n p × q e × laser rate ,
where q e is the electron charge and n p is the number of primary electrons released in the gas by a single laser pulse at some fixed beam intensity. The anode current was directly measured with a picoammeter, while the number of primaries n p was obtained from a scan of the signal counting efficiency at the readout at different laser pulse energies. The counting efficiency is defined as the ratio = anode signal rate laser pulse rate .
(3.
2)
The resulting curve (figure 5, measurement performed with a 770 µm diameter pinhole) is fitted by the function
where the fit parameters are the number n 0 of primary electrons created by a single laser pulse at some reference energy E 0 and the number n th of primary electrons corresponding to the voltage threshold set for the discriminator used in the signal count. The derivation of equation 3.3 (obtained assuming Poisson fluctuations on the ionization rate) is recounted in the appendix. From the fit, one obtains that the number of primary electrons created by a laser pulse of 10 µJ is 30.7 ± 0.5 over the 12 mm length of the instrumented area of the detector. This value is then used to estimate the primary ionization current, from which the effective gain is retrieved according to equation 3.1.
The resulting gain curve is shown in figure 6 ; the comparison shows compatibility with the gain values of different triple-GEM chambers produced at CERN and the INFN section of Bari for the GE1/1 station of the CMS experiment. 
Timing measurements on the TPG
The focused beam setup shown in figure 2b was designed for measurements of time resolution and electron drift velocity in the TPG; the beam waist can be considered narrow enough for the ionization position in the detector gas to be practically point-like. The signal arrival time at the detector readout is dominated by the drift times of the electrons in the drift gap; therefore, the average electron velocity was determined by measuring the signal arrival times at different points of primary ionization inside the gas. Figure 7 shows the electronic setup for the arrival time measurements; a dual timer acts as external trigger for both the laser and the fast scope that acquires and stores the detector signals for offline analysis. Figure 8 shows the electron drift velocity measured at different electric fields. The estimated electron mobility is (1.63 ± 0.42) × 10 −6 cm 2 /V · ns, comparable with the value expected from a Monte Carlo [10] simulation (2.36 × 10 −6 cm 2 /V · ns). The measured velocity curve presents an offset in the velocity curve for zero electric field with respect to the simulation, which might be due to the non-uniform electric field near the GEM holes; however, this need further investigation to clarify its origins without doubts.
Conclusions
The laser test bench has proved to be a viable setup for the calibration of MPGDs with particular design constraints. Its immediate future application is the full characterization of the FTM prototypes, for which the measurement procedures here described for the TPG will be employed. In particular, the gain calibration technique recounted in section 3.2 will be confirmed by cross-checking with a direct measurement of the primary ionization current; such measurement is indeed more feasible with a single-GEM detector than with the TPG, because of the generally lower collection efficiency of triple-GEM chambers. As mentioned in section 2.1, the average number of primaries per pulse is proportional to the square of the beam energy; if n 0 is the average number of electrons created by a beam of fixed energy E 0 ,
The counting efficiency is then
In principle, the parameter n th is not known if there is no information on the detector gain. However, at first approximation it can be set to 0 and the fitting function becomes = 1 − e n 0 (E/E 0 ) 2 .
(A.5)
The parameter n 0 can then be estimated by interpolation once an arbitrary reference energy E 0 is chosen, as done in figure 5 . The stretch and offset fitting parameters are introduced to account for the dark current.
