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I. INTRODUCTION 
Various deterministic models have been formulated to 
describe the growth of a population. Exponential unbounded 
growth, density independent, is not commonly found in 
nature. It is usually the case to have a finite environment, 
so that the growth is density dependent. The simplest model 
that takes into account this feature is the well-known 
Verhulst-Pearl logistic equation, in which the growth rate 
per individual is a linear function of the population size. 
Simple animal populations like bacteria in laboratory experi­
ments have been observed to follow this law of growth. When 
the growth rate per individual is a general function of the 
population size, the logistic model constitutes an approxi­
mation to the actual model because the linear function is 
the first term in the Taylor series expansion of the true 
growth rate per individual. 
There are two basic criteria to introduce stochasticity 
into a model for population growth (May, 1973): Demographic 
stochasticity is introduced if the population size is con­
sidered to vary in integral steps according to certain 
probabilities and the parameters of the model are constant 
with time. Environmental stochasticity is introduced if 
the environment is randomly fluctuating, so that one or more 
of the parameters in the general equation for continuous 
2 
growth are stochastic variables. Both types of stochasticity 
could occur simultaneously if the population size varies in 
integral steps according to certain probabilities that de­
pend on stochastic variables. 
When a model is stochastic, it has to be specified, 
if possible, by the probability distribution of the popula­
tion sizes through time. If demographic stochasticity is 
assumed for the logistic model of growth, there is no 
general closed known expression for the distribution function 
of the population size at a given time, nor for its moments. 
Therefore, efficient estimation of the parameters of the 
logistic equation from sample data is in principle difficult 
to achieve. 
Early attempts to fit the logistic curve to growth data 
did not take into account the nature of the error term in the 
model (Pearl, 1921, 1924, 1925; Lotka, 1925). The same can 
be said about the application of least squares to the non­
linear logistic equation. Nair (1954) described some of the 
methods encountered in published literature for fitting the 
logistic curve of growth. These methods consist of per­
forming algebraic transformations of the logistic model in 
order to linearize it, and then applying ordinary least 
squares. The nature of the error term in the linear models 
thus obtained remains to be studied. 
3 
This work intends to discuss the estimation of the 
parameters of the logistic growth when demographic sto-
chasticity is assumed. In Chapter II, a literature review 
attempts to describe the state of the art. In Chapter III, 
an approximating function for the variance-covariance struc­
ture of the population size, derived from computer simula­
tions, is presented. In Chapter IV, attempts are made to 
utilize the approximating function derived in fitting the 
logistic curve of growth. In Chapter V, the results of a 
Monte Carlo study are presented, in which different methods 
of estimation were applied to the computer simulations and 
compared. Finally, in Chapter VI, the problem of goodness 
of fit is addressed. 
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II. LITERATURE REVIEW 
A. The Deterministic Model 
The deterministic model for logistic growth was developed 
by Verhulst (1838) and Pearl and Reed (1920) and has been pre­
sented by many authors, for example, Piélou (1969), May (1973, 
1976b) and Roughgarden (1979) . A description of it follows. 
Consider a single species population growing in con­
tinuous changes through continuous time, and having birth and 
death rates that depend linearly on population size. Let 
the birth and death rates at time t be, respectively, 
At = 
(2.1) 
"t " ^2+'=2''t' 
where is the population size at time t, and a^, a^, b^ 
and b^ are constants satisfying a^, a2>0, b^, bg^O- An 
increase in population size would thus depress the birth 
rate and stimulate the birth rate if, respectively, b^ and 
b„ are not zero. 
z 
The rate of change of the population size is a net 
balance between births and deaths, and the instantaneous 
change in the population size is given by 
5 
dN 
df = - (b^+b2)N^]N^ (2.2) 
Assuming that and b^+b2>0, and letting 
r = a^-a. 
and 
^1~^2 
^ - bY+b^' (2.3) 
(2.2) can be written as 
dN ^ 
dt K^t^^t' (2.4) 
where r measures the intrinsic individual growth rate and 
K the total carrying capacity. Equating the right-hand 
side of (2.4) to zero, two equilibrium points are obtained, 
namely N^=0 and N^=K. May (1973) showed that for the point 
N^=0 there is stability if and only if r<0, whereas for the 
point N^=K, stability exists if and only if r>0. He re­
marked that for r>0 "the neighborhood analysis gives a true 
description of the global stability throughout the relevant 
domain N^^O, namely a stable equilibrium population of 
magnitude K". Only the more relevant case where r>0 will be 
considered here. 
A solution to the differential equation (2.4) is known 
to be 
6 
"t = ' (2-5) 
1 + Ce 
where 
Nq being the initial population size. Equation (2.5) is 
obtained from (2.4) simply by partial fraction decomposition. 
If is graphed versus t, for r>0, the familiar sigmoid 
curve of growth is obtained. This curve has the following 
properties: it starts at t=0, Nq, it has a single point of 
1 K irK inflection at t = — In C, ^ with slope -g-, and an upper 
asymptote N^=K. 
If (2.5) is written for time t+1 and both expressions 
are combined, it is found after rearrangement that the 
number of individuals at the end of the time interval 
[t,t+l] is related to the number of individuals at the be­
ginning of the interval through the following equation 
(Leslie, 1958); 
^l^t 
^t+1 " I+c'pÇ ' (2.6) 
where 
r Ci = e 
and 
c. = 
=1-1 
'2 K • 
The case where generations are nonoverlapping and growth 
is a process in discrete time has been studied by May (1973, 
7 
1974, 1976a, 1976b) and has also been presented by Roughgarden 
(1979). The equivalent of Equation (2.4) is in this case 
AN^ = (r - |n^)N^ , (2.7) 
where 
'«t = «t+i - \ • 
This equation is somehow more realistic than its continuous 
time equivalent (2.4) because it does not assume that the 
population is growing continuously and allows for a time 
lag in the feedback between an organism's reproductive out­
put and the current population size. The cost, however, of 
this increased realism is a complication in the stability 
behavior. May (1976a) and Roughgarden (1979, Chapter 18), 
discussed this problem in detail. The latter summarized the 
conclusions as follows: "if r lies between 0 and 1, then the 
solutions approach K in a sigmoid manner, which is quali­
tatively the same as the solution in continuous time. How­
ever, if r lies between 1 and 2, then the solutions approach 
K with a damped oscillation. If r lies between 2 and 3, then 
solutions exhibit bounded oscillation. Finally, if r is 
greater than 3, then extinction results". The discussion about 
about stability behavior of Equation (2.7) requires ex­
tensive mathematical treatment and will not be pursued 
further here. Rather, completely overlapping generations 
8 
will be assumed, and therefore. Equation (2.4) will be 
assumed to hold. 
In the particular case when b^ = bg = 0 in Equation 
(2.2), both and are constant and the instantaneous 
change in the population size is 
dN 
dt" = (Sl-agiNt = rN^, (2.8) 
with solution 
^t " (2.9) 
which describes exponential growth, corresponding to the 
assumption of unlimited resources, if r>0, and exponential 
decrease if r<0. 
B. The Stochastic Model 
If each member of the population is assumed to give 
birth to whole animals with certain probabilities, instead 
of contributing with a fraction to the increase of the popu­
lation, then the models obtained are stochastic, and this 
type of stochasticity is called demographic stochasticity 
(May, 197 3). Then, the (stochastic) model has to be speci­
fied, if possible, by the joint distribution function of 
the population sizes at specified times. In fact, {N^} 
is a stochastic process in continuous time. 
9 
The stochastic model for logistic growth was first 
studied by Feller (1939), and some years later by Kendall 
(1949) and Bartlett (1957, 1960). The stochastic process 
{N^} is a particular case of a quadratic time homogeneous 
birth and death process. Time homogeneous processes were 
discussed for example by Parzen (1962) , Bailey (1964) , 
Bharucha-Reid (1960), Karlin and Taylor (1975) . The two 
last references cited included specific considerations about 
the logistic process. John (1956) studied quadratic time 
homogeneous birth and death processes. 
Since a homogeneous birth and death process is a Markov 
chain, it is convenient to consider the transition proba­
bility function, i.e., the probability that the population 
size will be n at time t+h given that it was m at time 
t (h>0). This is 
Pm,n(^) = P(Nt+h=*|Nt=m) (2.10) 
with 
n 
for n>0 
for n^l 
= for n^O 
where 
n 
and 
y 
n 
ny. 
10 
A and y being linear functions of the observed population 
size n. Some authors (Bartlett, 1960; Piélou, 1969) defined 
A and y as 
A = a^^-b^n 
(2.11) 
y = 
with a^, a2>0, b^, ^ 2—^ and satisfying A, y>0. Others 
(Kendall, 1949; Bharucha-Reid, 1960; Karlin and Taylor, 
1975) assumed that the population size n varies between two 
integers and , N^<N2, and defined 
A = afNg-n) 
(2.12) 
y = b(n-N^), 
where a and b are positive constants. With this formulation, 
a high value of n, near , implies a low birth rate and a 
high death rate, and n would decrease. A low value of n 
implies a low death rate and a high birth rate and n would 
increase. Definitions (2.11) and (2.12) are not equivalent, 
since with (2.12), the intercept for the death rate is nega­
tive. The ultimate behavior of the process, to be discussed 
later, differs with the two definitions. 
It is important to note that with both definitions, 
and are bounded. Also, they are quadratic functions of the 
population size n. 
11 
Note that (2.10) implies 
n+l^^) ~ nXh + o(h) for n>_0 
P_ „ T(h) = nyh + o(h) for n>l (2.13) 
n,n—± — 
V „(h) = l-n(X+y)h + o(h) for n>0, 
1 1 / 1 1  —  
which means that in a very short time interval, the population 
size either increases by one, decreases by one, or stays the 
same. Note that nÀh is approximately the conditional proba­
bility of a birth, and nyh the conditional probability of a 
death, during the time interval h, given that the population 
size is n at time t, and both depend on n, not directly on t. 
It will be assumed that the process starts at time t=0, 
and that the initial population size Nq is fixed, so that 
Pn n^t) can be substituted by p^(t) to simplify the nota­
tion. Then, using (2.11), (2.13) and the Chapman-Kolmogorov 
equation 
P_(t+h) = E p. (t)P(N , =n|N =i), (2.14) 
" states i ^ r+n r 
the probability that the population size at time t+h will 
be n(n>0) can be written, for small h, as 
12 
Pn^t+h) = p^_^(t)(n-l)[a^-b^(n-l)]h 
+ (t) (n+1) [a2+b2 (n+1) ]h 
+ P^(t) {l-nh[aj^+a2+(b2-b^)n] } , (2.15) 
defining for convenience p^(t)=0 for n<0. 
The differential-difference equations for the stochastic 
model of logistic growth are then obtained as 
dp (t) 
^ = P_ ,(t)(n-1)[a^-b,(n-1)] dt ^n-1 ' '"1 "1 
+ (t) (n+1) [a2+b2 (n+l) ] 
- P^(t)n[a^+a2+(b2-b^)n] for n^l 
( 2 . 1 6 )  
dPo (t) 
"dt ^ P^tt) (32+^2) 
The approach most frequently used at this stage with 
other birth and death models is to derive the partial dif­
ferential equation for the moment or the probability 
generating function. For reasons to be considered shortly, 
in the case of the general logistic model, it is more con­
venient to work with the differential-difference equations 
(2.16) . 
Bailey (1964) discussed the solution for a more general 
case of equations (2.16). For coefficients A^>0, u^>0, 
there always exists a positive solution p^(t) such that 
13 
Ep (t)<l. If in addition these coefficients are bounded, 
n " ~ 
as it is the case for the logistic, then this solution will 
be unique and Zp^(t) = 1. 
n 
Unfortunately, it does not seem possible to obtain an 
exact closed expression for p^(t) in the general case of the 
logistic, in terms of a^, a^, b^, bg, or equivalently, in 
terms of a, b, N^, Ng. In Section II.E, this problem is to 
be considered. 
A different formulation of the stochastic equivalent 
of model (2.4) was given by Bartlett (1960). He wrote 
dN = [ (aj^-a2) N-(bjL+b2)N^]dt + dZ (2.17) 
where the first term on the right represents the determinis­
tic part of the model and dZ is a random deviation, satis­
fying 
dZ = dZ^ - dZg 
where dz^ and dZg have zero means, "but otherwise stand for 
Poisson variables" that are independent. The components of 
dZ have variances 
Var(dZ^) = (a^N-b^N^)dt 
Var(dZ2) = (a^N+bgN^ïdt 
so that 
Var(dZ) = [(a^+ag)^ + (bg-b^jN^jdt. 
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C. Generating Function Technique 
In some cases of birth and death processes, it is more 
convenient to work with the probability or the moment gene­
rating function instead of working directly with differential-
difference equations of the type of (2.16). 
The probability generating function is 
cj)(z,t) = Ez^ p (t) , |z|£l, t^O (2.18) 
n 
The generating function technique consists in substi-
dp (t) 
tuting the value of —— in 
= Zz^-^%^ (2.19) dt ^ at 
to obtain a partial differential equation (PDE) in (|)(z,t). 
When a solution for cj) is obtained and it is written as a 
power series in z, solutions for pn(t), n^O, are given by 
equating the terms of the power series with expression 
(2.18). 
An application of the generating function technique 
to obtain a probability distribution is shown in the fol­
lowing section. 
15 
D. Probability Distributions and Moments for the 
Simple Birth and Death Process 
The derivation of the probability distribution using the 
probability generating function technique described in Section 
II.C was illustrated by Kendall (1949) for simple birth and 
death processes and by the same author (Kendall, 1948) for 
generalized birth and death processes. 
The PDE obtained for the simple birth and death process 
with birth and death rates X and y respectively, satisfying 
A>0, y>0 and with Nq=1, is 
= (Xz-y) (z-1) H (2.20) 
subject to $(z,0) = z , with solution, if XT^y , 
*(z,t) = . (2.21) 
where 
and 
(X-y)t_ 
6 = ^ 
The above provides the following probability distribu­
tion for the population size at time t (for Xf^y) : 
p (t) = a 
( 2 . 2 2 )  
p^(t) = (1-a) (1-6)b" for n>l. 
16 
where a and 3 are as defined in (2.21). Note then that 
this distribution is of the geometric type with a modified 
zero term. 
For the simple birth and death process with N^^l and 
the probability generating function is given by the 
expression (2.21) raised to the power Nq. The probability 
distribution of the population size is the distribution of 
the sum of independent random variables distributed as 
in (2.22), and is 
No 
Po(t) =a 
min (N ,n) N N +n-j-l N -j n-j . 
P „ ( t )  = Z " (.")( " M  - 1  G (l- a - 6 ) ] ,  n>l, 
j=0 ] 0 
(2.23) 
as given by Bailey (1964), where a and B are as defined in 
(2.21). 
The moments for the distribution (2.23) can easily be 
obtained from the moment generating function. The mean and 
variance are, respectively, 
E(N^) = (2.24) 
and 
Var(N^) = Nq ^ (2.25) 
In the case A=ii, the same procedure can be used to show 
that the probability distribution is, for Nq=1 (Kendall, 1949; 
17 
Bailey, 19 64), 
a„n-l 
Note that this distribution is of the same form as 
(2.22), i.e., geometric with a modified zero term, with 
values of a and B given now by 
«  '  6  =  -  ' 2 - 2 7 1  
In the case where N_>1 and X=ii, the distribution of the 
u— 
population size is as in (2.23) with a=8 defined as in (2.27) 
The mean and variance when X=y are given respectively 
by 
and 
E(N^) = Nq (2.28) 
Var(N^) = 2XNQt . (2.29) 
The existence of a stationary distribution (when t-x») 
for the simple birth and death process depends on the rela­
tive values of u and X. As Kendall (1949), Bharucha-Reid 
(19 60), and Bailey (1964) have noticed, it can be verified 
from (2.22) and (2.26) that 
lim p (t) = 1 when X<_u 
t-voo 
18 
and 
N 
lim Pg(t) = {j) ® when X>y. (2.30) 
This means that when A£y the population will eventually 
become extinct, and when X>u it will with a probability 
N. 
(u/X) . Since Zp^^t) = 1 when X<^y, a stationary distribu-
n 
tion exists in this case, degenerate at n=0. However, in 
the case when X>y, a stationary distribution does not exist, 
since Ep^(t)<l. 
n 
E. Probability Distributions Related 
to the Logistic Process 
Application of the probability generating function tech­
nique described in Section II.C to the logistic stochastic 
model stated in Section II.B, using equations similar to 
(2.16), with formulation (2.12), yields the PDE (Kendall, 1949) 
2 
11= (z-1)[b(N^-l)+az(N2-l)]|| - (z-l)z(b+az)^-^. (2.31) 
9 z 
Since 
p^(0) =1 for n=NQ 
= 0 for n^Ng 
the solution cj) must satisfy 
N Nn 
cj)(z,0) = S p (0)z = z , 0<z<l. (2.32) 
n=0 * 
As was pointed out in Section II.B, since X and y are bounded. 
19 
there exist positive numbers p^(t) such that Zp^(t) = 1, 
n 
and the distribution is unique. Therefore, we must have 
CO 
(p (l,t) = Z p (t) = 1 
n=0 * 
(2.33) 
Finally, 
00 
*(0,t) = Z p (t)O^ = p (t) 
n=n " 0 0
(2.34) 
the chance of extinction at time t. 
A simple general solution for (2.31) subject to restric­
tions (2.32), (2.33) and (2.34) is not available. In the 
general case of the logistic, it is more convenient to work 
with the differential-difference equations (2.16). Billard 
(1981) presented a method to find explicit solutions for 
the state probabilities of a two-dimensional bounded birth 
and death process. This method can be used for the one-
dimensional case. It consists of transforming the system 
(2.16) into a system of lower-triangular equations through 
the use of embedding and enumeration techniques. The proba­
bility function and therefore the moments could be computed 
for each n for particular values of the constants a^, a^, 
b^ and b2' 
Kendall (1949) studied the case where the time t tends 
to infinity. He used the formulation (2.12) and then for 
all t^O the population size is supposed to range between the 
two boundaries and . To find the stationary distribution. 
20 
he set the left hand side of (2.31) to zero, obtaining a 
solution for <i>, which leads to the following distribution 
for m = n-N^: 
c n, (N2-N^)-m 
( ^  ^)a"*b ^ ^ , ni=0,l,...,N2-N^, (2.35) 
^N, +m N, +m „ 
N2 
where c is determined so that Z p =1. Karlin and Taylor 
n=N, 
(1975) noted that this distribution can be derived from the 
solutions to the differential-difference equations for the 
probabilities 
p = lim p (t), n>N,, 
. " t->«> 
obtained by induction after setting the left-hand side of 
equations similar to Equations (2.16) (but with formulation 
(2.12)), to zero. These solutions are 
^N,+m 
Pn +m " zn. ^ = 0,1,...,N2-N^, (2.36) 
1 N, +m 
m 1 
where 
and 
^ \j/n,+1*-*^N +m 
"N,+m = 
^ ^^+l^N^+2 • * • ^N^+m 
On the other hand, if definition (2.11) is used for X 
and \i with positive values of a^, a2, bj^ and b2 / Bartlett 
(1960, Section 3.4) showed that p^ =1, i.e., the population 
eventually attains extinction. This can be seen by con­
sidering the solutions to Equations (2.16), namely 
21 
/ • • • # (2.37) 
where 
n 0 1 
and 
H = 
n pj_U2 Pn 
Since En <«> and X- = 0, n =0 for n = 1,2, —, and = 1, 
n u n V 
= 0 for n = 1,2,... . Although the population attains 
equilibrium, stochastic fluctuations about the equilibrium 
size K will inevitably lead to extinction if a long period 
of time is allowed to pass. 
When a^, a2>0 and b^ = b^ = 0, the process becomes a 
simple birth and death process with A=a^ and 1^=9-2' The 
behavior of this process was discussed in Section II.D. 
When b^>0 and a^ = ^2 ~ the process becomes the 
logistic generalization of the Furry process (Kendall, 194 9; 
Bartlett, 1978, p. 143). Feller (1939) derived the proba­
bility distribution in this case (his formula (21)) from the 
corresponding differential-difference equations. Siskind 
(1965) and Gani (1965) give a solution for the general sto­
chastic epiaemic, of which this case could be considered a 
particular case. 
John (1956) studied the quadratic time homogeneous birth 
and death process in which the population birth and death 
n 
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rates are, respectively, 
^ d^fn^+d^n) (2.38) 
and 
^n = ^2 
where d^, d^, d^ are constants with d^^O, and Nq=1. He 
obtained the differential equations for the probability 
generating function and the cumulant generating function. 
On equating coefficients, the latter equation yielded "a 
series of differential equations, which can be solved for 
the individual cumulants if, and only if, the process is a 
balanced one, i.e., '^^"^2 ' " this case, the moments of 
can be easily calculated. The logistic process, however, 
is not a particular case of this process for d2>0, because 
with definition (2.11), 
= -bi[n2+(^)nj 
and 
V = bgtn^+g^] 
^1 ^2 
and obviously -g- g— unless a^ = ag = 0. Similarly, 
definition (2.12) does not satisfy the requirements of 
(2.38) . 
With formulation (2.12), Kendall (1949) studied the 
case when t tends to infinity, the birth rate is a constant 
X and the death rate is the following linear function of the 
population size: 
y = b(n-l). 
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(2.39) 
i.e., a+0, aN2=X, and N^=l. He found that the ulti­
mate distribution of the population size is Poisson with 
a modified zero term (his formula (65)). 
Takashima (1956) studied a modification of the logistic 
process presented by Prendiville (cited by Takashima, 1956), 
in which the birth and death rates are respectively, 
Ng 
X — a (p^ — 1) 
and (2.40) 
y = b(l-^), N^<N2, 
where a, b, and N2 are absolute constants. He obtained 
the PDE for the probability generating function and solved 
it. From the solution, the probability distribution can be 
obtained by expanding it in powers of z. 
Closed expressions for the probability distribution 
have thus been obtained for particular cases and modifications 
of the logistic process. For the general case, however, only 
numerical procedures like the one developed by Billard (1981) 
are available to obtain the exact probability distribution 
of the population size for particular values of the 
parameters. 
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F. Moments Related to the 
Logistic Process 
When stochasticity is introduced in the simple birth and 
death process, the mean value of the process, given by (2.24) , 
coincides with the deterministic mean (2.9). This is not the 
case in the logistic process. 
Feller (1939) showed that when the stochastic logistic 
process attains stationarity, the mean value is less than 
the deterministic asymptote. (See also Bartlett, 1960; 
Pielou, 1969.) He derived a differential-difference equa­
tion in the first two moments of the distribution of N^. 
Denoting by 
00 
M, (t) = I n^p (t) , k •= 1,2,..., (2.41) 
^ n=0 " 
the kth moment, this equation is obtained by substituting 
(2.16) in 
dM, (t) " dp (t) 
l = Z n — , (2.42) 
n=0 
and is 
dM, (t) 
dt ~ (aj^-a2)M^ (t) - (bj^+b2)M2 (t) 
= rM^(t) - ^ 2 * (2.43) 
The above is less than 
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2 (ai-a2)Mi(t) - (b^+bg)#! (t), 
which is identical to the deterministic value (2.4). By 
dM, (t) 
setting —— = 0 it can be seen that in the stationary 
state the stochastic process gives 
Var(N ) 
"I't) = K - M[TET^- ' (2-44) 
while the deterministic equilibrium value is K. 
dMg(t) 
Similarly, working with ——' the following equation 
can be obtained: 
dM-(t) 
—^— = (a^+a2)M^(t) + [2 (a^-a2) - (bj^-b2) ]M2 (t) 
- 2(b^+b2)M3(t) (2.45) 
A system of differential-difference equations in the 
moments M (t), k = 1 2,... can thus be obtained by working 
^ dM (t) 
successively with —— , k = 1,2,... . Unfortunately, 
these equations, while providing expressions for each moment 
in terms of the lower moments, are not convenient to find 
M^(t) and M2(t). A similar system of equations was studied 
by Bailey (1950, 1957) for epidemic models. 
Bartlett (1956) developed a "stochastic linearization" 
method to obtain an approximation for the moments of recurrent 
epidemic models. Applying this technique to the logistic 
model (Bartlett, 1957, 1960), he developed an approximate 
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expression for the variance of in the stationary state of 
the logistic model (see also Piélou, 1969, Chapter 2, Section 
3). Assuming that departs only slightly from the equi­
librium value, he wrote it as 
= K(l+u^), 
where u^ is a small random deviation. Substituting the 
value dN^ = Kdu^ in model (2.17) and ignoring terms in 
2 
u^ , he obtained an expression for the variance of u^. 
From it, the approximate variance of in the stationary 
state can be written as 
Var(N.) = (2.46) 
(b^+bg) 
Whittle (1957) used cumulants and a normal approximation 
to derive the following system of differential equations: 
dM,(t) » 
—^— = (aN2+bN^)M^(t) + (a+b)[M^^(t) +V(t)] 
= 2(aN2+bN^)V(t) - 4(a+b)M^(t)V(t) (2.47) 
+ (aN2-bN2)M^(t) + (b-a)(t)+V(t)] 
where V(t) is the variance of N^. Unfortunately, a general 
solution for these equations is not straightforward. The 
same author considered the stationary state by equating 
the right-hand sides of these equations to zero, obtaining 
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thus, 2 algebraic equations in M^{t) and V(t) which have 
three solutions, only one of which is relevant. The nu­
merical results for both the mean and variance obtained for 
particular cases are close to the ones obtained using 
Bartlett's "stochastic linearization" method. 
In the limiting case mentioned in Section II.E with 
constant birth rate X and death rate u = b(n-l), Kendall 
(1949) found that the mean value of the Poisson type 
distribution is less than the deterministic limiting popu­
lation size, confirming thus the theoretical result found 
by Feller (19 39), given by (2.44) . 
Takashima (1956) presented closed expressions for the 
mean and variance of the Prendiville process cited in 
Section II.E. 
G. Simulation of Logistic 
Growth 
Leslie (1958) conducted a set of Monte Carlo experiments 
to study the behavior of the logistic process for two dif­
ferent models: those in which the birth rate remains 
constant, and those in which the death rate remains constant. 
He used discrete time intervals and assumed that in the 
time interval [t,t+l) both the birth and death rate remain 
constant. Under this assumption, growth occurs according 
to a simple birth and death process in the interval [t,t+l). 
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Therefore, formulas (2.24), (2.25), (2.28) and (2.29) of 
Section II.D can be used to write the conditional expecta­
tion and conditional variance of given N^=m. These are 
respectively. 
where X and y are linear functions of m given by substituting 
m for n in (2.11). The author assumed that the conditional 
distribution of given N^=m is normal with expectation 
and variance as in (2.48), to generate a path for the process 
for each of various combinations of values of the parameters 
of the two logistic models, up to t=10. He found, in agree­
ment with the theoretical result given by (2.44), that the 
mean value settles down to a value less than determinstic 
asymptote K. This difference was greater with smaller K. 
Pielou (1969, Chapter 2, Section 2) simulated logistic 
growth by combining the two following procedures: (i) 
Select at random a value for the time x until the occurrence 
of the next event, according to the probability distribution 
function 
(X-y) 
E(Nt^llNt=^) =me 
X+|j (X— y) X—y 
Var(N^^^|N^=m) = m e (e 
2Xm if X=y 
f(T) = Pjj e 
t 
(2.49) r 
where 
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= (ai+a2)Nt - ' 
starting with a fixed Nq. Repeat the procedure until 
determining the times which 
events will occur. (ii) Select at random between birth and 
death for each event occurring at the times determined in 
(i), according, respectively, to the probabilities 
a N -b N 2 
P(N +1) = ——— 5- (2.50) 
(a^+a2)N^-(b^-b2)N^^ 
and _ 
a N +b 
P(N.-»-N^-l) = f 
derived by Bartiett (1960) . 
Leslie and Gower (1958) extended the simulation study 
made by Leslie (1958) to the case of a system of two com­
peting species. 
Roff (1974) conducted a study in which growth was simu­
lated for 25 subpopulations, introducing successively random­
ness in the asymptote K, dispersal among the subpopulations, 
and both. His main purpose was to examine the behavior of 
the populations from the point of view of stability. 
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H. Fitting the Logistic Curve to 
Population Size Data 
The description that follows is based in part on the 
review made by Nair (1954) . 
Verhulst (1838), Pearl and Reed (1920), Pearl (1921, 
1924, 1925), Lotka (1925), fitted the logistic curve to growth 
data from populations of yeast, bacteria, Drosophila and 
human populations, using the method of selected points, later 
described by Yule (1925) (see also Nair, 1954). In this 
method, K, C and r of model (2.5) are estimated simultaneous­
ly by selecting three points, preferably equidistant on the 
time scale, to restrict the logistic curve to pass through 
them. From these restrictions, a system of equations in 
K, C and r is derived, whose solutions are the estimates that 
determine the fitted growth curve. 
Yule (19 25) described another method for simultaneous 
estimation of K, C and r, the method of sums of reciprocals. 
In this method, all the data are utilized to compute three 
sums of reciprocals, namely. 
, 2m-l , 3m-l , 
° t=0 ^  ° tL s; ° t=2m ^  ' 
where m is such that the number of observations in time is 
3m. Using (2.5), the following system of equations is 
derived. 
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^ (m+Cd) 
~ + Cde 
= |(m+Cde"^"^) , 
where 
1-e"^ 
By solving the above equations, the following estimators 
for r, K and C are obtained; 
r = i[ln(S^-S2) - InXSg-S^)] 
K = B^ 
and 
1' (Si-^Sj+Sj) 
g (Sj-S;) 
- ^  (S1-2S2+S3) 
where 
â = i^ 
1-e ^ 
A limitation of this method is that the number of observa­
tions in time has to be a multiple of 3. 
Cause (1934, Appendix II) described the method of 
fitting that he used with populations of protozoa and 
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yeast. It consists of determining K approximately by 
graphing the data. Then, noting from (2.5) that 
K-N 
In —^— = InC - rt, (2.51) 
t 
i.e.. In and t are linearly related with slope r, he 
plotted In against t and determined r approximately 
by drawing a straight line. Similarly, he could determine 
the intercept. In C, approximately, and then estimate Nq. 
Reed and Holland (1919) devised the following procedure. 
Like Guase, they noted that (2.5) can be. written as a linear 
function of t, namely 
In - -InC + rt = r(t-t,), (2.52) 
_L 
where t^ = p In C, the abscissa at the inflection point. 
Then, they determined K and t^, approximately, and for each 
observation they computed r. Taking the average of the r's, 
they computed the right-hand side of (2.52) for each t, and 
from this, each corresponding N^. 
Cramer and Wold (1935, Appendix 2) used a least squares 
criterion combined with graphical minimization to propose a 
three-step method of fitting. The first step is basically 
to write, from (2.5), as a linear function of K, esti­
mating approximately, by graphical inspection, the other 
two parameters, and apply least squares to obtain an esti­
mate of K. The second step is to use the estimated value of 
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K and the preliminary value of the third parameter to com­
pute the sum of squared deviations for different values of 
the second parameter, and choose the value of this second 
parameter that minimizes the sum. The third step is to 
compute a sum of squared deviations using the two estimates 
obtained for different values of the third parameter, and 
choose the value of this that minimizes the sum. 
Hartley (1948) developed the method of internal least 
squares for simultaneous estimation of K, C and r. He 
used the reciprocals of (2.5) and working with a system of 
difference equations on these reciprocals, he obtained a 
linear model on the parameters on which he applied least 
squares. 
If the initial population size Nq is fixed, then only 
two parameters need to be estimated in (2.5). The methods 
that have been proposed to perform this estimation, described 
by Nair (1954) consist in performing algebraic transforma­
tions on the relationship (2.5) to linearize it and then 
applying ordinary least squares to fit a regression line. 
These methods will now be described. The intercept and slope 
of the linear relationship obtained will be denoted by Bq 
and respectively, and its estimates by 0^ and 0^. It 
is assumed that there are T observations N^, N2,...,N^, taken 
at discrete time intervals t^,t2,...,t^, respectively. 
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Fisher (1950), noting that (2.4) can be written as 
^  ^  '  ' 2 - 5 3 '  
proposed fitting the linear regression of on N, approxi­
mating (i ^ ) by 
|(ln N.-ln N._^+ln N.^^-ln N. ) = |ln 
1—X 
i=2,3...,(T-1) 
(2.54) 
The estimates of r and K are, respectively, 
Z = Bo 
and 
L Ê = - -2 (2.55) 
Fisher's method is good only for equal time intervals. 
Kotelling's (1927) method consists in fitting a 
logistic curve to every set of three consecutive values of 
, and then approximating the value of (^ i corresponding 
to the middle one, in the equal time interval case, by 
, (2.56) 
%!+! 
where 
N, i(N.^^-N.) 
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Fitting a linear regression of the approximate ^ on 
yields the estimates given by (2.55), as in Fisher's method. 
Hotelling's method can be used in the case of unequal time 
intervals, with (2.56) modified. 
Yule (1925) showed from (2.5) that 
N. -N. ^ 
i— = (ef-l)!!- (2.57) 
i+1 
and proposed fitting a linear regression of 
estimating r and K as 
f = ln(gQ+l) 
and (2.58) 
k = -!° 
êi 
Rhodes (1940) showed from (2.5) that 
— = ^ + I— (2.59) 
Ni^l K N. 
and then proposed to regress y = ^— on x = but using, 
^i+1 i 
as estimator of the slope. 
J (2.60) Z(x-x)^ 
instead of the ordinary least squares estimator. The esti­
mates of r and K are again functions of the intercept and 
slope estimates 6q and 0^, namely. 
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r = -In 
and 
(2.61) 
Go 
Nair (19 54), after describing the above methods, proposed 
a new method, noting that from (2.5) it follows that 
^ ^ _ (1_ + _k__) ], (2.62) 
*1+1 «1 ef+l K «1 «1+1 
whence, forming the regression ~r^~ ^o"'"^l ^ 
i+1 i i i+1 
obtains 
î.lniii 
l^^l (2.63) 
and g 
1 K — —2 —— . 
Go 
Leslie (19 57) used data from experiments carried out by 
Gause (19 34, Table 3, pp. 144-145) with populations of 
protozoa. He noted that (2.59) follows from the recursive 
relation (2.6). He wrote it in the form 
-A- =6^4- ^ N, (2.64) 
Ki+1 % i 
He then used Rhodes' method to estimate c^ and C2 of (2.6), 
correcting carefully for the fact that at the beginning of 
each time interval, one-tenth of the population was destroyed 
because of the sampling technique utilized. The estimates 
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of r and K are 
r = -In gg 
and 
K = ^ (2.65) 
Cl 
Vandermeer (1969) used data from experiments with 
populations of protozoa to fit the logistic growth curve 
using Cause's method. 
Roughgarden (1979), making the time interval in (2.5) 
of length 1, noted that 
AW = r _ r Nt (2.66) 
where 
AN = NT+I - . 
AN He plotted ^ against N and fitted a straight line. Then, t 
the estimates of r and K are given by (2.55) . 
A trait common to many of the methods described in this 
section, in particular, those described to estimate r and K 
when Nq is fixed, is the underlying assumption of a random 
error with Gauss-Markov properties. This assumption, namely 
of independent errors with constant variance, is not neces­
sarily true, as can be seen by adding a random deviation to 
models (2.53), (2.57), (2.59), (2.62), (2.64) and (2.66) and 
studying its structure. This will be done in Chapter IV. 
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Nonlinear techniques have been used to fit growth 
curves to data (see for example, SAS User's Guide, 1982). 
Their application to logistic growth is carried out after 
adding a random term to model (2.5), with Gauss-Markov 
assumptions. A nonlinear model can be written in general 
in matrix notation as 
Y = F(B) + E • 
Application of ordinary least squares gives the nonlinear 
normal equations 
X'F(B) = X'Y 
SF 9F.(B) 
X = ^  is the matrix whose i,j element is —, F^(B) 
T j 
being the ith element of F(B) and 3- the jth element, of g. 
These equations are usually solved by an iterative process 
that begins at some point 3q, finds a fitted value and 
uses X and y = Y-Y to compute A such that 
Error SS (6q+A) < Error SS(6q). 
The increment A is different in each of the standard tech­
niques, namely, steepest descent, Gauss-Newton and Marquardt. 
This method, however, lies on the assumption that the errors 
are independent and have constant variance. 
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I. The Problem of Goodness of Fit 
Feller (1940) warned that the closeness of the agree­
ment between growth data and the logistic curve should not 
be taken as evidence that the assumptions implied by the 
logistic law hold. He remarked that there are infinitely 
many curves with the properties of (2.5). Considering Ng 
also arbitrary, he raised the following question (p. 53): 
"if, instead of the logistic, we choose at random another 
S-shaped curve involving three arbitrary constants . . . 
what is the chance of getting as good or better a fit than 
that one obtained by applying the logistic?" To discuss his 
point, he chose two other convenient curves with similar 
properties as the logistic, and compared the goodness of fit 
of these curves and the logistic, using four different 
measures of goodness of fit, namely: sum of errors, sum of 
absolute errors, sum of squares of errors, and maximum error. 
He worked with two growth data sets (bacterial colony and 
sunflower) typically suited to fit the logistic curve. With 
each one he used two methods of fitting the logistic and he 
also fitted the two other curves, using a method that he 
did not specify but mentioned that it was not least squares. 
From Feller's results, it can be seen that other curves 
could fit better to the data than the logistic, but the 
goodness of fit of the logistic depends on the method of 
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fitting used: the more sophisticated method of Cramér and 
Wold (1935), in the case of the bacterial data, and the 
method of Reed and Holland (1919) in the case of the sun­
flower data, provided a better fit than the method of 
selected points used by Lotka (1925). For the bacterial 
data, the fit of the logistic by the superior method was 
better than the fit of the other curves, but with the sun­
flower data, one of the other curves behaved better. 
Leslie (1957) after fitting the logistic curve to 
Cause's data of protozoa, using Rhodes* method, developed 
the following measure of lack of fit: he computed the 
2 deviations mean square, ZA /T, where T is the number of days, 
the summation is over the days, and 
A = log(observed) - log(expected) . 
Since the experiments were replicated, he computed an inter­
replicate variance. To ascertain the lack of fit he compared 
the deviations mean square with the interreplicate variance. 
His procedure however, depends on the assumption of inde­
pendence of observations from one time to the next, and this 
is probably the reason why he did not compute the ratio of 
the two variances to have a numerical measure of lack of fit. 
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III. DISCOVERING A VARIANCE STRUCTURE 
The problem to be addressed will be of the following 
form. The observations are the population counts at equally 
spaced times, 0,1,2,...,T: that is, the sequence of numbers 
Nq, N^, N2,...,N^. It is proposed to consider the appropri­
ateness of the model described in Section II.B to represent 
these observations. 
According to this model, we can in theory, at least, 
envisage obtaining the joint distribution of Nq, N^, , 
...,N^. This joint distribution will involve the parameters 
a^, a^, b^ and b2 defined in (2.11). 
The next step would then be to choose a method of 
fitting. The natural or intuitively appealing method is 
the method of maximum likelihood. In the present case, 
it does not seem to be possible to follow this route be­
cause the joint distribution will give probability mass 
over the T-fold product of the counting set. It is clear 
from the literature with extensive study by the various 
workers that the probability distribution cannot be deter­
mined in general in exact closed form. 
It was decided then to follow a natural route of the 
following nature: 
(i) To estimate the function E(N^), t = 1,2,...,T by 
making Monte Carlo simulations. Denote this as a 
vector by v. 
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(ii) To estimate the function Var(N.), which will be 
a symmetric TxT matrix, say V, again from 
Monte Carlo simulations. 
(iii) To use a pseudo-maximum likelihood criterion, 
assuming normality, which leads to minimizing 
ln|v| + (N-v)'v'^CN-v), 
where V is the estimate of V obtained in (ii), 
and N'~= (N^ 
It turns out, naturally, that v and V involve the parameters 
of the stochastic process. 
The minimization of the function in (iii) presents 
problems because v is not linear in the parameters and 9 
involves the parameters. So the only route available was to 
use a numerical optimization procedure. What was done, in 
fact, will be described. 
It is then possible to compare the outcome of this pro­
cedure with the use of the various methods of fitting that 
are given in the literature. 
It is also possible by this route to consider tests of 
goodness of fit of the model. By generating data sets that 
follow the stochastic model and by choosing criteria of 
badness of fit, ideas can be developed by which goodness of 
fit of the model may be assessed. 
The approach used to make the simulations is described 
in Sections III.A and III.B. The estimation of the mean 
value and of the variance structure from the simulations is 
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described in Sections III.C and III.D. The use of the 
pseudo-maximum likelihood criterion is described in Chapter 
IV. In Chapter V, this method and the various methods of 
fitting are compared. In Chapter VI, the problem of good­
ness of fit is addressed. 
A simulation study was conducted using discrete time 
intervals and assuming that, for h conveniently small, 
in the time interval [t,t+h) both the birth and the death 
rates remain constant. With this assumption, a simple birth 
and death process takes place in the interval [t,t+h] . 
It is possible, then, by setting NQ=m in (2.23) and t=h 
in (2.21), to write the approximate conditional probability 
distribution for given N^=m, for m^l, as 
A. Simulation Study: Assumptions 
m 
^ ^ j=0 ^ 
min(m,n) 
5 n>l ] m—X — 
(3.1a) 
where 
g(X-U)h_i 
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and 
X and y being now functions of m given by (2.11), namely. 
and 
A = a^-b^m (3.1b) 
y = ag+bgm . 
The conditional mean and conditional variance are, 
according to (2.24), (2.25), (2.28) and (2.29), 
E(Nt^hl^t'^^ (3.2) 
Var(N^_i_j^IN^=m) = m ^^^-1) if 
= 2Xmh if X=ii. 
Leslie (1958) conducted the simulations mentioned in 
Section II.G for h=l and assuming normality instead of the 
distribution (3.1a), with mean and variance as in (3.2). 
In this work, some simulations were made assuming the 
distribution (3.1a) for h =1, jf and Since the 
pattern of results obtained, to be described in Section 
III.C, was not very different for various values of h, it 
was concluded that the process generated at discrete time 
intervals of length one was a reasonable approximation to the 
process in continuous time. Then, the remaining simulations 
were conducted for h=l. 
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The time interval h however cannot be allowed to be 
"too small", because when h tends to zero, so do a and B and 
from (3.1a) it can be seen that 
lim P(N. ,=n|N.=m) = 0 for n?^m 
h-^0 ^ , (3.3) 
= 1 for n=m 
meaning that the population size tends to stay the same 
in a very short time interval. 
B. Simulation Study: Methodology 
Given N^=m, the assumption of a simple birth and death 
process occurring in the interval [t,t+h] implies that each of 
the m individuals gives rise independently to a number of 
individuals at time t+h. Therefore, can be considered 
the sum of m independent random variables each with the same 
distribution given by (2.22) with a and 3 defined as in (3.1). 
To generate a random variable with distribution (2.22), 
the following lemma is to be used. 
Lemma 3.1; Let and be independent random variables 
having geometric distributions with parameters a and 1-6, 
respectively. Then, the distribution of Y=^2'^[X ^ 1] 
( 2 . 2 2 )  .  
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Proof : P(X^=x) = a(l-a)* x = 1,2,... 
P(X2=x) = (1-3)8^ X = 1,2,— 
The probability distribution of Y is given by 
P(Y=0) = P(X^=1) = a 
P(Y=y) = P(X^T^l)-P(X2=y) = (1-a) (1-3)3^ ^  y = 1,2,... 
and this is the geometric distribution with a modified 
zero term given by (2.22). 
Let a path of the logistic process up to time t=T 
be denoted by i = 0,1,...,T/h, where h has the form 
h=l/u, u being a positive integer. Given at 
time t = (i-l)h, each n^^ is a realization of the random 
variable with distribution (3.1), for m = 
From the results in this section, it can be seen that the 
following algorithm can be used to generate such a path 
up to time t=T, starting with nQ=Ng fixed. 
Algorithm 3.1: Perform the following steps for i = 1,2,..., 
T/h: 
(i) Generate two independent geometric random variables 
and X^j with parameters a and (1-6) respectively, 
where a and 3 are the functions of m = n.. ,.% 
defined in (3.1). ^ ' 
(ii) compute y. =X2i'I[Xi #1]-
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(iii) Repeat (i) and (ii) independently until obtaining 
Yj/ j = If '"(i-l)h' 
*(i-l)h 
(iv) Compute n., = Z Y.. 
j=l ^ 
The above algorithm was implemented in the ISU IBM 
360/370 computer, using the program SIMU shown in the 
Appendix (Section X.B). The IMSL subroutine GGEOT was used 
to generate geometric random variables. 
Logistic growth was thus generated for a^ = -7, ag = .2, 
b^ = 0.0045, b^ = .0005 (as in a simulation by Pielou, 1969), 
for values of h = 1, j, up to time t=25. The number 
of simulations made for h=l and h = ^ was 100, for h = ^ 
it was 50. For h =^, only 3 simulations were made because, 
as was pointed out in Section III.A, as h tends to zero a 
and B also do. Then, it becomes very expensive to run the 
program because, for a low probability of "success" a, the 
IMSL subroutine GGEOT keeps "performing trials" for a long 
time before obtaining a success. Therefore, the case h = 
^ was discarded. 
From the above study, it was concluded that h=l consti­
tutes a reasonable approximation to the logistic process in 
continuous time. Therefore, 50 simulations of the logistic 
process were generated for most of 37 different cases, in all 
but one up to time t=25. In a few cases, the simulations 
were very expensive and the number made was less than 50. 
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The cases consisted in different combinations (2^ factorial 
combinations plus some combinations outside the factorial) 
of the parameters a^, a.^, b^, b2 and Nq. The first four 
were chosen within a space corresponding to real situ­
ations of bacteria and yeast populations growing in labora­
tory conditions. The initial population size Nq was chosen 
at two levels, 5% and 50% of the asymptote K, and in one 
case, it was tried at 20%. The values of the 5 parameters 
and the corresponding values of r and K for the 37 cases are 
shown in Table 3.1. (Note that Case 14 is the one referred 
to in the previous paragraph, in which more than one value 
of h was considered.) 
In each case, and for the different values of h in 
Case 14, the mean and variance of the simulations was com­
puted for each time t = ih, i = l,2,...,T/h. The value 
for T was 25, except in Case 33, where it was 50 due to 
the greater delay in attaining equilibrium. The mean thus 
obtained and the deterministic mean were plotted versus 
the time, and so was the variance. 
C. Simulation Study: Results 
The mean and the variance from the simulations of Case 
14 and the deterministic mean (2.5), for h=l, h = ^ and 
h = ^, are presented in Tables 3.2, 3.3 and 3.4, respectively. 
The mean and the deterministic mean (2.5) are plotted 
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Table 3.1. Values of the parameters Nq, a^, b^, r 
and K, and number of simulations obtained for the 
37 cases 
Case Number of 
simulations ^0 ^1 ^2 bl ^2 r K 
1 50 30 .7 .1 .0005 .0005 .6 600 
2 17 300 .7 .1 .0005 .0005 .6 600 
3 50 40 .9 .1 .0005 .0005 .8 800 
4 50 25 .7 .2 .0005 .0005 .5 500 
5 50 6 .7 .1 .0045 .0005 .6 120 
6 50 6 .7 .1 .0005 .0045 .6 120 
7 50 400 .9 .1 .0005 .0005 .8 800 
8 21 250 .7 .2 .0005 .0005 .5 500 
9 50 60 .7 .1 .0045 .0005 .6 120 
10 50 60 .7 .1 .0005 .0045 .6 120 
11 18 35 .9 .2 .0005 .0005 .7 700 
12 48 8 .9 .1 .0045 .0005 .8 100 
13 50 8 .9 .1 .0005 .0045 .8 160 
14 100 5 .7 .2 .0045 .0005 .5 100 
15 50 5 .7 .2 .0005 .0045 .5 100 
16 50 3 .7 .1 .0045 .0045 .6 67 
17 50 350 .9 .2 .0005 .0005 .7 700 
18 43 80 .9 .1 .0045 .0005 .8 160 
19 50 80 .9 .1 .0005 .0045 .8 160 
20 50 50 .7 .2 .0045 .0005 .5 100 
21 50 50 .7 .2 .0005 .0045 .5 100 
22 50 34 .7 .1 .0045 .0045 .6 67 
23 50 7 .9 .2 .0045 .0005 .7 140 
24 50 7 .9 .2 .0005 .0045 .7 140 
25 50 4 .9 .1 .0045 .0045 .8 89 
26 50 3 .7 .2 .0045 .0045 .5 56 
27 50 70 .9 .2 .0045 .0005 .7 140 
28 50 70 .9 .2 .0005 .0045 .7 140 
29 50 45 .9 .1 .0045 .0045 .8 89 
30 50 28 .7 .2 .0045 .0045 .5 56 
31 50 4 .9 .2 .0045 .0045 .7 78 
32 50 39 .9 .2 .0045 .0045 .7 78 
33 50 5 .7 .5 .0018 .0002 .2 100 
34 50 20 .7 .2 .0045 .0005 .5 100 
35 19 100 .9 .1 .0003 .0001 .8 2000 
36 50 5 .7 .2 .0005 .0000 .5 100 
37 20 5 .7 .2 .0000 .0050 .5 100 
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Table 3.2. Mean and variance from 100 simulations and 
deterministic mean for Case 14 and h=l 
Time Deterministic Mean Variance 
Mean 
1 7.98 8.08 7.61 
2 12.52 12.30 25.63 
3 19.00 18.90 78.29 
4 28.00 27.76 164.77 
5 39.07 39.08 259.55 
6 51.39 52.22 323.59 
7 63.54 65.50 353.87 
8 74.18 76.12 322.61 
9 82.57 83.71 243.08 
10 88.65 89.86 155.21 
11 92.79 94.93 123.36 
12 95.50 96.69 88.32 
13 97.22 96.78 68.52 
14 98.30 99.88 60.05 
15 98.96 100.32 67.29 
16 99.37 99.48 70.62 
17 99.61 100.07 69.48 
18 99.77 100.85 81.32 
19 99.86 99.79 67.84 
20 99.91 99.31 67.11 
21 99.95 100.34 71.28 
22 99.97 99.78 57.08 
23 99.98 99.65 48.25 
24 99.99 99.87 64.72 
25 99.99 98.53 57.16 
Table 3.3. Mean and variance from 100 simulation and 
deterministic mean for Case 14 and h=l/2 
Time Deterministic variance 
mean 
0.5 6.33 6.55 4.31 
1.0 7.98 8.24 8.88 
1.5 10.02 10.26 16.85 
2.0 12.51 12.61 31.57 
2.5 15.51 15.60 49.16 
3.0 19.08 19.23 69.40 
3.5 23.24 22.55 91.41 
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Table 3.3 (Continued) 
Time Deterministic „ variance 
mean 
4.0 28.0 27.38 131.61 
4.5 33.0 33.01 180.91 
5.0 39.06 38.44 212.66 
5.5 45.15 44.26 241.85 
6.0 51.38 50.55 275.93 
6.5 57.58 56.27 296.68 
7.0 63.54 63.00 299.04 
7.5 69.11 68.98 320.68 
8.0 74.18 74.62 317.87 
8.5 78.67 78.72 283.30 
9.0 82.57 82.71 266.66 
9.5 85.88 85.34 245.14 
10.0 88.65 87.03 260.36 
10.5 90.93 88.93 201.48 
11.0 92.79 90.98 196.12 
11.5 94.29 91.75 179.88 
12.0 95.50 93.51 172.49 
12.5 96.46 94.21 161.33 
13.0 97.22 95.64 141.07 
13.5 97.82 96.05 140.99 
14.0 98.29 96.85 130.94 
14.5 98.66 97.91 131.94 
15.0 98.96 97.88 126.54 
15.5 99.18 98.73 126.47 
16.0 99.36 98.63 130.07 
16.5 99.50 97.80 134.10 
17.0 99.61 98.51 123.47 
17.5 99.69 98.84 122.13 
18.0 99.76 99.76 96.32 
18.5 99.81 100.38 89.57 
19.0 99.85 100.24 82.04 
19.5 99.88 100.67 80.16 
20.0 99.91 101.28 80.82 
20.5 99.93 100.72 71.40 
21.0 99.94 100.20 76.72 
21.5 99.95 100.22 57.65 
22.0 99.96 99.72 56.92 
22.5 99.97 99.29 56.07 
23.0 99.98 99.79 61.84 
23.5 99.98 100.00 62.82 
24.0 99.98 100.55 63.43 
24.5 99.99 99.82 58.96 
25.0 99.99 100.08 58.50 
Table 3.4. Mean and variance from simulations and deterministic mean for Case 14 
and h=l/5 
Time Deterministic 
mean 
Mean Variance Time Deterministic 
mean 
Mean Variance 
0.2 5.49 5.52 0.74 6.0 51.38 49.20 365.02 
0.4 6.04 6.06 1.77 6.2 53.88 50.88 364.51 
0.6 6.63 6.64 4.15 6.4 56.35 53.58 377.92 
0.8 7.28 7.32 5.24 6.6 58.79 55.76 356.30 
1.0 7.98 8.04 7.34 6.8 61.19 57.80 340.00 
1.2 8.75 8.94 11.24 7.0 63.54 60.68 370.58 
1.4 9.58 9.65 15.00 7.2 65.82 62.92 358.52 
1.6 10.48 10.56 21.39 7.4 68.03 65.38 344.11 
1.8 11.46 11.72 25.59 7.6 70.17 67.25 371.87 
2.0 12.51 12.66 33.24 7.8 72.22 69.32 383.93 
2.2 13.65 13.82 37.53 8.0 74.18 70.78 396.62 
2.4 14.87 14.72 40.53 8.2 76.05 72.53 391.84 
2.6 16.18 15.72 44.94 8.4 77.82 74.48 367.60 
2.8 17.58 16.86 51.59 8.6 79.50 76.34 342.02 
3.0 19.08 18.26 61.99 8.8 81.08 77.10 317.84 
3.2 20.67 19.46 66.66 9.0 82.57 78.94 320.18 
3.4 22.35 20.88 78.31 9.2 83.96 80.00 313.30 
3.6 24.15 22.22 88.78 9.4 85.26 81.50 305.31 
3.8 26.02 24.10 102.05 9.6 86.47 82.68 301.40 
4.0 28.00 25.94 110.91 9.8 87.60 83.70 287.88 
4.2 30.06 28.10 128.05 10.0 88.65 84.82 253.21 
4.4 32.20 30.64 155.78 10.2 89.61 86.04 241.30 
4.6 34.42 32.38 174.81 10.4 90.51 87.86 238.40 
4.8 36.71 35.12 201.08 10.6 91.33 89.42 207.39 
5.0 39.06 36.94 233.24 10.8 92.09 90.56 199.19 
5.2 41.47 39.44 269.92 11.0 92.79 91.00 176.28 
5.4 43.91 41.64 293.25 11.2 93.43 90.94 170.34 
5.6 46.39 44 .08 292.56 11.4 94.02 91.68 158.42 
5.8 48.88 46.80 340.25 11.6 94.56 91.38 147.79 
Table 3.4 (Continued) 
Time Deterministic ^ean Variance 
mean 
11.8 95.05 
12.0 95.50 
12.2 95.91 
12.4 96.28 
12.6 96.52 
12.8 96.93 
13.0 97.22 
13.2 97.48 
13.4 97.71 
13.6 97.92 
13.8 98.12 
14.0 98.29 
14.2 98.45 
14.4 98.50 
14.6 98.73 
14.8 98.85 
15.0 98.96 
15.2 99.05 
15.4 99.14 
15.6 99 .22 
15.8 99.30 
16.0 99.36 
16.2 99.42 
16.4 99.48 
16.6 99.53 
16.8 99.57 
17.0 99.61 
17.2 99 .65 
17.4 99.68 
17.6 99.71 
93.40 151.87 
94.54 130.00 
95.32 133.07 
95.78 136.78 
95.68 154.18 
95.52 139.58 
9 5 . 7 2  121.18 
95.98 110.42 
96.48 104.17 
96.40 97.75 
96.98 77.51 
97.60 68.08 
98.22 57.31 
98.28 55.38 
97.76 61.90 
97.46 55.72 
97.56 58.37 
98.02 63.28 
97.82 66.11 
98.30 72.29 
97.48 83.96 
97.80 82.32 
97.88 65.49 
97.66 51.08 
97.34 49.78 
97.26 48.03 
97.46 42.49 
97.65 45.16 
97.92 48.56 
98.26 52.64 
Time Deterministic Variance 
17.8 99.74 98 .08 44.27 
18.0 99.76 98.10 44.01 
18.2 99.78 97.74 36.11 
18.4 99.80 97.32 39.24 
18.6 99.82 97.76 38.18 
18.8 99.84 97.76 38.55 
19.0 99.85 98.18 35.17 
19.2 99.87 98.32 41.16 
19.4 99.88 98.86 39.83 
19.6 99.89 99.20 34.12 
19.8 99.90 99.38 35.91 
20.0 99.91 99.58 43.67 
20.2 99.92 99.36 52.03 
20.4 99 .92 99.48 46.01 
20.6 99.93 98.72 44.24 
20.8 99.94 98.68 55.56 
21.0 99.93 99.06 46.22 
21.2 99.95 98.72 44.69 
21.4 99.95 98.78 45.56 
21.6 99.96 98.44 52.45 
21.8 99.96 98.30 48.62 
22.0 99.96 98.96 45.54 
22.2 99.97 98.76 40.88 
22.4 99.97 99.02 41.89 
22.6 99.97 99.20 40.24 
22.8 99.97 99.40 50.61 
23.0 99.98 99.68 49.60 
23.2 99.98 99.64 40.80 
23.4 99.98 98.52 47.64 
23.6 99.98 98.64 52.43 
Table 3.4 (Continued) 
Time Deterministic 
mean 
Mean Variance 
23.8 99.98 99.30 48.94 
24.0 99.98 98.78 57.39 
24.2 99.98 97.86 68.00 
24.4 99.99 97.48 66.25 
24.6 99.99 98.20 55.51 
24.8 99.99 98.26 43.91 
25.0 99.99 98.54 42.78 
m 
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together versus time, for h=l, h=^, and h=^, in Figures 3.1(a), 
3.1(b) and 3.1(c), respectively. The variance is plotted ver­
sus time for h=l, h=^ and h=^ in Figures 3.2(a), 3.2(b) and 
3.2(c), respectively. 
From Figure 3.1, it can be seen that the mean of the 
simulations almost coincided with the deterministic mean when 
h=l and h=l/2. For h=l/5, however, the mean of the simula­
tions tended to be slightly less than the deterministic 
mean, confirming the theoretical results found by Feller 
(1939) when the population attains equilibrium, given by 
(2.44) . 
From Figure 3.2, it can be seen that the variance of 
the simulations as a function of time has a shape with char­
acteristics of the peak and the asymptote for t large, which 
vary only very slightly for the three different values of h. 
The variance of the simulations is plotted against the 
deterministic mean in Figure 3.3, for h=l. The plots for 
the other values of h are not shown because they were very 
similar. Note that the variance as a function of the deter­
ministic mean could be well-approximated by a polynomial of 
third or even second degree. 
In order to examine the covariance function of the 
process, the simulations from Case 14 and h=l were used to 
make a three-dimensional plot of the covariance between 
and Cov(N^,N^^g), against time t and order s (t=l,.... 
Figure 3.1. Mean population size from simulations (o) and 
deterministic mean (-) v. = ^^2 versus 
^ l+19e 
time, for Case 14 and (a) h=l, (b)h=l/2, (c) 
h=l/5 
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Figure 3.2. Variance from simulations versus time for 
Case 14 and (a) h=l, (b) h=l/2, (c) h=l/5 
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14 and h=l 1+19="' 
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25, s=0,l,...24). This plot is shown in Figure 3.10(a). The 
covariance function is clearly dependent on time and order: 
the variances and covariances of low orders show a peak for 
times at which the slope of the mean value curve was higher. 
This peak decreased with an increase in the order of the co-
variance. For time large, the variances and covariances 
fluctuated around a stationary value, which tended to zero 
as the order of the covariance increased. 
The plots shown for Case 14 for the mean and covariance 
function were also made for all the remaining cases listed 
in Table 3.1. Some of these plots are shown in Figures 3.4 
and 3.5 for the mean, in Figures 3.7, 3.8 and 3.9 for the 
variance and in Figures 3.11(a), 3.12(a), 3.13(a) and 3.14(a) 
for the covariance function. The pattern observed in those 
cases where =0.05K is strikingly similar to that observed 
for Case 14. The mean of the simulations almost coincides 
with the deterministic mean, which depends on r, K and Nq . 
In cases where the value of K was low (Cases 22, 26, 30 and 
32), the mean of the simulations settled down to a value that 
was lower than the deterministic mean, in accordance with the 
findings of Leslie (1958) and the theoretical result (2.44). 
The variance of the simulations has a shape which seems to 
depend not only on Nq, r and K, but also on the four 
parameters a^, a^, b^ and b^- This is illustrated in Figure 
Figure 3.4. Mean population size from simulations (o) 
and deterministic mean ( -) versus time for 
Cases 3, 1, 4, 8, 11 and 17 
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3.9 with cases having the same values of Nq, r and K but dif­
ferent values of bj^ and b2. The dependence of the variance on 
Nq is illustrated in Figures 3.7 and 3.8 with cases having the 
same values of a^, a^ ^ b^ and b^ but a different value of Nq. 
For the highest level of Nq used (50% of K), the variance 
seems to be already close to the stationary state, where it 
seems to oscillate randomly about the stationary value. 
In Case 20, where the individual intrinsic rate of growth 
was low (r =.2), many of the simulated populations got extinct 
before time t=25, and this altered the behavior of the mean 
value and covariance function. The pattern of behavior for 
these functions when such populations were excluded was simi­
lar to the other cases. 
D. Approximating Function 
From the results of the last section, some characteristics 
of the stochastic logistic process become apparent. In the 
first place, the mean value of the process, although less than 
the deterministic value (see formula (2.44)), is very close 
to it, and for fitting purposes, they could be considered 
identical without perhaps any relevant consequences. 
In the second place, the variance of as estimated 
from the simulations, is clearly a function of the deter­
ministic mean (see Figure 3.3). Polynomials of the third 
degree were fitted to the data for all the cases in Table 
3.1, using ordinary least squares. The cubic term was never 
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significant using standard tests. Polynomials of the second 
degree explained usually more than 80%, and many times more 
than 90% of the variation in the estimated variance, in the 
cases where the initial population size was a small fraction 
of the equilibrium size (N^ = .05K). In the cases where 
the initial population size was a large fraction of the 
equilibrium size (Nq = .50K), this fit was much poorer, since 
equilibrium was quickly attained and from there on, the 
oscillations occurred in a random manner. 
In the third place, as can be seen in Figures 3.10(a), 
3.11(a), 3.12(a), 3.13(a) and 3.14(a), the covariance between 
and s = 1,...24, follows the same pattern as the 
variance of N^, the "peak" of the curve decreasing in intensity 
as the order, s, increases. 
Given the characteristics outlined above for the vari­
ance of it was decided to postulate an approximating func­
tion for it as a quadratic function of the deterministic 
mean v^, namely 
fo(Vt) = V* + Co(K-v^) (Lq-V^), (3.4) 
where is the variance at the stationary state, approxi­
mated by (2.46) and Cq and Lq are constant with time but 
depend possibly on Nq and on the parameters a^, ag, b^ and 
b^. Note that when the deterministic mean approaches K, 
and also when it is equal to Lq (for some Lq such that 
Lp<K), the approximating function fg(v^) reduces to the 
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stationary variance V^. This is the behavior of the variance 
suggested by the plots in Figures 3.2, 3.7, 3.8 and 3.9. 
The determination of and Lq was done by an ad-hoc 
search technique. This consisted of inspecting the esti­
mates of Cq and Lq obtained by the fit of a quadratic poly­
nomial by ordinary least squares, mentioned earlier, to all 
the cases in Table 3.1. Different functions of the param­
eters a^, a.2r b^ and h2 and of were computed and their 
association with these estimates was examined. It was 
finally found that the estimate of Cq was clearly dependent 
on the ratio r/K (=(a^-a2)/(b^+b2)) in the cases with Nq = 
.05K. Their values are shown in Table 3.5 for these cases. 
By plotting the estimates of Cq versus the ratio r/K it was 
found that a straight line with a 0 intercept and a slope 
of -20 conveniently described this dependence. 
Assuming now that Cq is defined, the determination of 
Lq follows from noting that (3.2) provides a formula for 
Var(N^|NQ=m) (=V^, say). Therefore, 
and the following relationship between Cq and Lq can be 
formulated : 
The following expressions for Cq and Lq in accordance 
with the search outlined above and satisfying (3.6) are 
fo(vi) = V. + Co(K-VI)(LQ-V^) = V^, (3.5) 
(3.6) 
67 
Table 3.5. Values of estimates of C_ obtained by fitting a 
quadratic polynomial and values of r/K for the 
cases with Nq =.05K 
r/K Case Estimate of Cq 
1 -.02 
3 -.02 
.001 
4 -.03 
11 -.02 
5 -.08 
6 -.13 
12 -.09 
13 -.07 
.005 
14 -.15 
15 
-.17 
23 -.11 
24 -.14 
16 -.19 
25 -.18 
.009 
26 -.29 
31 -.22 
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postulated : 
(3.7) 
20|(K-v^) 
Note that the negative sign for Cq is in agreement with 
the shape of the estimated variance as a function of v^, 
suggested by the plot in Figure 3.3. Note then that 
fo(Vt)>0, as it should be. 
The meaning of Lq can be viewed in the context of the 
relationship between and by considering the two 
cases depicted in Figure 3.6. In (a), and clearly Lq> 
V^ . In (b), V^>V^, and then Lq<V^ . It follows that 
The approximating function (3.4) with Cq and Lq de­
fined as in (3.7) was plotted together with the variance 
of the simulations in each of the 37 cases listed in Table 
3.1. Some of these plots are shown in Figures 3.7, 3.8 and 
3.9. The approximating function appears to represent quite 
well the variance of the simulations when Ng = .05K. 
An empirical approach was also used to extend the 
function (3.4) to the following covariance function between 
sgn(LQ-v^) = sgn(V^-V^) (3.8) 
N^ and N^^^, s = 0,1,2 f • • • / T-1 : 
f(v^,s) = Cov^ g + Cg(K-v^)(Lg-V^) (3.9) 
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Figure 3.7. Plots of the variance from the simulations (o) 
and of the approximating function (3.4) (+) 
versus time for Cases 3, 7, 4, 8, 11 and 17 
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where 
Gov 
C 2 
s 1+2 
L 
.48s s 2 
Note that the function (3.9) satisfies 
f(Vt/0) = fo(v^) 
f(K,s) = Gov 
f(v^,<») = 0 
A condition for positive-definiteness of the variance 
covariance matrix could not be incorporated in the formu­
lation of the approximating function. The function 3.9 
was computed for each of the cases in Table 3.1, for t = 
1,...,25 and s = 0,1,...,24, the eigenvalues of the matrix 
thus obtained were computed, and the matrix was seen to be 
positive-definite in 19 out of the 20 cases with Nq = .05K. 
Different definitions of Gov , C and L were tried, using oo,S s S 
e instead of 2 and changing the coefficient of s in G^ and 
Lg given by (3.9), but this resulted in one or more negative 
eigenvalues in many of the cases. 
The approximating function (3.9) was graphed in three-
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dimensional plots for each of the 37 cases listed in Table 
3.1 and compared to the corresponding three-dimensional 
plots of the covariance from the simulations. Some of these 
pairs of plots are shown in Figures 3.10, 3.11, 3.12, 3.13 and 
3.14. The approximating function appears to represent 
reasonably well the covariance function when Nq = .05K. 
In the cases where = .50K, as was mentioned before, the 
covariance is already very close to the stationary state 
and there is a high intensity of random fluctuations that 
the approximating function cannot explain. Note also that 
the spread for the vertical axis in Case 20 (Figure 3.14) 
is much lower than for the corresponding Case 14, where 
Nq = .05K (Figure 3.10). 
E. Approximation Using Transition 
Probabilities 
In order to verify the appropriateness of the models 
(3.4) and (3.9) to describe the variance and covariance, 
respectively, of the stochastic logistic process, the fol­
lowing well-known results will be used: 
Var(N^^j^) = E[Var (N^^j^lN^=m)J + Var [E lN^=m) ] (3.10) 
Cov(N^,N^_^j^) = E[Cov(N^,N^_^j^|N^=m) J 
+ CovrE(N^jN^=m) , E(N^_^j^lN^=m)] 
= Cov[m,E(N^^^|N^=m)]. (3.11) 
Figure 3.10. Three-dimensional plot of (a) the covariance 
from the simulations and (b) the approximating 
function (3.9), versus time and order, for 
Case 14 
79 
^J9.39 
159.61 -
79.84 
0. 06 
2j9.39 -
!5S. 5! 
C 79.84 
Figure 3.11. Three-dimensional plot of (a) the covariance 
from the simulations and (b) the approximating 
function (3.9), versus time and order for 
Case 3 
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Figure 3.12. Three-dimensional plot of (a) the covariance 
from the simulations and ( b )  the approximating 
function (3.9), versus time and order for 
Case 4 
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Figure 3.13. Three-dimensional plot of (a) the covariance 
from the simulations and (b) the approximating 
function (3.9), versus time and order for 
Case 23 
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The variance and covariance obtained for times h, 
2h,...,T by means of the above expressions will be compared 
to the values given by models (3.4) and (3.9) for Case 26 
of Table 3.1, for T=25 and h=l and h = 1/2. 
The procedure used to compute (3.10) and (3.11) lies 
on the assumption that a simple birth and death process 
occurs within the interval [t,t+h). Its steps were the 
following ; 
(i) The expressions E(N^^^|N^=m) and Var(N^^^|N^=m) 
were computed using formulae (3.2). Note that 
X and y depend on m, and are given by (3.1a). 
(ii) The transition probabilities P (N^^j^=nl N^=m) 
given by (3.1) were computed for n = 1,2,...,79 
and m = 1,2,...,79. It was assumed that in this 
Case 26, P (N^_|_j^=n ] N^=m) is negligible for n^80. 
(iii) The unconditional probabilities for the popula­
tion sizes for times t = h,2h,...,T were computed 
recursively, using the law of total probability, 
as follows ; 
P (Nj^=n) = P (Nj^=n | NQ=nQ) 
P(Nt^h~^^ = ZP(Nt+h=n|N^=m)P(N^=m), 
m 
t=h,2h,...,T (3.12) 
This is possible since is fixed, giving 
P(NQ=nQ) = 1 
P(NQ=n) = 0 for n^n^, 
if NQ=nQ is the initial population size. 
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(iv) Expectations over were computed, using the 
quantities computed in (i) and the unconditional 
probabilities computed in (iii). The first term 
in the right-hand side of (3.10) is 
E [Var 1 N^=m) ] = ZVar(N^^^|N^=m)P(N^=m). (3.13) 
m 
The second term in the right-hand side of (3.10) is 
Var[E(Nt+h|N^=m)] = E{ [E N^=m) ] ^} - [E(N^^j^)]^ 
= E[E(N^^j^lN^=m) ]^P(N^=m) - . (3.14) 
m 
The right-hand side of (3.11) is 
Cov[m,E(N^+^|N^=m)] = E[mE(N^^^jN^=m)] - E (N^) E (N^^^^) 
= ZmE (N^^j^|N^=m)P (N^=m) - . (3.15) 
m 
For time _> 10 the process had reached equilibrium and there­
fore, the deterministic means and were corrected by 
Var(N ) 
the bias indicated by (2.44), namely ^ ^—, which was esti­
mated approximately by 1. 
To implement the above procedure, the program CONVAR 
shown in the Appendix (Section X.C) was used. In its main 
program, the approximating function (3.9) is computed. In 
the SUBROUTINE PROBAB, the quantities described in items (i) 
and (iv) above are computed, except (3.11), which was com­
puted in a separate program. The correction outlined in 
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(iv) for the deterministic mean was done by hand. 
The computation of the transition probabilities (3.1) 
involves technical problems due to possible underflow and 
overflow for high values of n and m. The following lemma 
was used in developing the algorithm underlying the 
SUBROUTINE PROBAB that computes the transition probabilities. 
Lemma 3.2: The probabilities given by (3.1) are also given 
Proof ; Let be the number of individuals alive at time t+h 
coming from one (no matter which) of the m^l individuals alive 
at time t, and let X2 be the sum of the individuals alive at 
time t+h coming from the remaining m-1 individuals alive at 
time t. The total number of individuals alive at time t+h 
is then Y = X^+Xg. Under the assumption of a simple birth 
and death process within the interval It,t+h], X^ and X2 
are independent. Then, the convolution formula 
by 
n 
(3.16) 
n 
P(Y=n) = S P(X,=n-j)P(X„=j) 
j=0 ^ ^ 
(3.17) 
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applies, with 
P(Y=n) = P (N^_|_j^=n I N^=m) , 
P(X^=n-j) = P(N^^^=n-iIN^=l) 
and 
P(X2=j) = P lN^=m-l) . 
Algorithm 3.2; Perform the following steps: 
(i) Set 
and 
P(%t+h=0|Ht=0) = 1 
P (N. ,, =n IN. =0) = 0 for n>l. t+Jl t — 
(ii) Compute, for n = 0,1,2,...,[a^/b^], 
P(Nt+h~^I^t~^^ using (2.22) and (2.26). 
(iii) Compute, successively for m = 2,3,...,[a^/b^]: 
P (Nt^h~^ I for n = 0,1, 2,.. ., [a^/b^] , 
using (3.16) . 
The right-hand side of (3.10) resulting from the above 
computations is plotted against time, together with the 
approximating function (3.4), in Figure 3.15(a) for Case 
26 and h=l. The right-hand side of (3.11) and the approxi­
mating function (3.9) versus time are shown in Figures 
3.15(b) and 3.15(c) for h=l and h=l/2 respectively, for the 
Figure 3.15. Plot of (a) the right-hand side of (3.10) for 
h=l (*), (b) the right-hand side of (3.11) for 
h=l (*), and (c) the right-hand side of (3.11) 
for h=l/2 (*) , and of the approximating func­
tion (3.9) (+) versus time for Case 26 
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same case. There seems to be agreement between the theo­
retical and the empirical variance-covariance functions. 
The deviations at the stationary state are likely to be due 
to cumulative numerical errors in the computation of the 
theoretical fune t ion s. 
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IV. UTILIZATION OF THE VARIANCE STRUCTURE 
IN FITTING 
In Section II.H, some methods encountered in literature 
for fitting the logistic curve to growth data were described. 
In this chapter. Section IV.A contains a discussion of some 
of these methods. The approximating function proposed in 
Section III.D is used to draw some conclusions regarding 
the validity of the assumptions implied by these methods. 
In Section IV.B, an attempt is made to use this approxi­
mating function to find estimators of the parameters of the 
logistic curve using a quasi-maximum likelihood criterion. 
In Section IV.C, another method of estimation is proposed 
using a maximum likelihood criterion and one of the models 
described in Section II.H. 
A. Error Structure of Some 
Existing Methods 
In this section, application of ordinary least squares 
to some of the linearized models proposed by various authors 
for Nq fixed, that were described in Section II.H, will be 
discussed. It will be assumed that observations were taken 
at discrete time intervals of length one, and they are 
denoted by N^, t = 1,...,T. 
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1. Rhodes' method 
Application of ordinary least squares to Rhodes' model 
was illustrated by Nair (1954). The following discussion 
will be based on the modified Rhodes model (2.64) used by 
Leslie (1957). Application of ordinary least squares to 
this model consists in fitting 
^ = Bo + 
where 
3o = e-^ 
«1 = ^  ' 
with 
E(e^) = 0 
Cov(e^,e^+g) = if s=0 (4.2) 
= 0 if s?^0. 
The variance-covariance structure of e^ in (4.1) can 
be approximately described by using the standard ô-method 
(illustrated for example, in Sukhatme and Sukhatme, 1970), 
and compared with the least-squares assumptions. Some results 
based on this technique are used in the following discussion 
and are derived in the Appendix (Section X.A). 
The expectation of e^ is 
E(Ot) - - 6(, -
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Using and the 6-method (formula (10.1)), it 
can be seen that 
. ^t-l r, . "t'. 
Hence, 
V Var(N ) Cov(N ,,N ) 
Since the deterministic means and satisfy (2.64), 
it follows that 
V ^ Var(N ) Cov(N. -,/N ) 
t' = 
E 
E(e^)
t t-1 
The variance of e^ is 
N . _ T  
Var(e^) = Var (^- = 
= + 6^^Var(N^.^) - 26iCov(N^.^,^ 
Again, by the ô-method (formulae (10.3) and (10.5)), 
N._i Var(N _, ) V , ^ v , 
Var(-^) = ^ ] Var(N^) - 2-^-^ov(N^_, 
and 
«t-l Var(N M , 
- 7^ Cov(N^.^,N^) . 
Hence, after some rearrangement, it follows that 
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1 2 \-2 Var(e^) = (6^ - ^Var(N^_^) + -E_J var(N^) 
V. , 1 
+ 2-^(6^- ^ )Cov(N^_^,N^) = 
1 V _ 
= Var{(Bi- N^} (4.4) 
Similarly, the covariance between e^ and e^^^, s = 1,2,..., 
T-1,is given by (see formulae (10.2) and (10.4)) 
- SA-l' 5^ -
= (Bl - f^--)Cov(Nt_i,Nt+s-l' 
t t+s 
+ !t^l!tis^ Cov(Nt,Nt+s) 
"^t ^t+s 
+ ^ (@1- ^)Cov(N^,N^^3.^) (4.5) 
+ #-)Cov(Nt_i,Nt+s' • 
^t+s 
To assess the validity of the least squares assumptions 
for model (4.1), the approximate covariance function (3.9) 
was used to approximate E(e^), given by expression (4.3), 
Var(e^), given by expression (4.4), and Cov(e^,e^^g), given 
by expression (4.5), for both s=l and s=2. If the least 
squares assumptions hold, then E(et) = 0, Var(e^) will be 
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constant and Cov(e^,e^^g) = 0. The values obtained are 
plotted against time in Figure 4.1, for Case 14, illustrating 
that this is not so. The error is seen to have a positive 
bias of order less than .10 from times 1 to 5. The variance 
of the error is clearly not constant from time 1 to 10, and 
the shape of its plot against time resembles that one for 
the variance of the population size (Figure 3.2(a)). The 
shape of the plot for the covariances shows a negative 
peak from time 2 to 5, the magnitude of the peak being 
larger for s=l than for s=2. Both covariances stabilize 
at or very close to zero after time 5. 
The biasedness of the least squares estimator 0^ for 
62^ can be discussed by writing, from (4.1) , 
N T 
CovT(-^j—,Nt_i) = B3^Var^(N^_3^) + Cov^(e^,N^_3^) , (4.6) 
where the variances and covariances with the subscript T 
describe the among times variation and covariation, respective­
ly. Hence, 
CoVft ^ '\-l^ ~'^°"^T^®t'^t-l^ 
$1 = , (4.7) 
VarT.(Nt_i) 
which implies that unless e^ and are uncorrelated 
among times, the least squares regression does not coincide 
with 6^, the difference being 
Figure 4.1. Plot of (a) E(e^), given by (4.3), (b) 
Var(e^), given by (4.4), and (c) Gov 
(c) Cov(e^,e^_|_g) , given by (4.5) for s=l (*) 
and s=2 (x), using the approximating function 
(3.9), against time, showing deviations from 
least squares assumptions for Rhodes' model 
(4.1) 
99b 
E 
X 
P 
E 
C 
T 
E 
0 
E 
m 
m 
0 
R 
R 
H 
0 
0 
E 
s 
0.1004 
0. 075-
0. 050-
0. 025-
0. 000-
* * 
V 
A 
m 
I 
A 
N 
c 
E 
H 
H 
0 0 
E 
5 
0 
0. 07-
0. 06-
0.05: 
0.04: 
0. 03: 
0.02: 
0.01: 
0. 00 
•T 
5 
* * 
(a) 
" • 
10 15 
TIME 
(b) 
* * * 
0. 00-1 K X 
'  '  I  I  •  
ÎD ÎS 
TIME 
20 
20 
25 
-~T 
25 
C 
0 
V 
A 
R 
I 
A 
N 
C 
E 
R 
H 
0 
0 
E 
S 
-C.Oi: 
-0. --
-0. OJ -
-0.04: 
"T" 
X X  *  (c) 
• • 1 • 
10 
'  •  I  •  
20 
T  
25 
TIME 
100 
^ '•s Varj{N^.^) 
For the same amount of absolute random fluctuation in N , 
N. _i 
the ratio -^r;— will fluctuate more for smaller values of 
N^. Therefore, the covariance between and e^ is likely 
to be negative. Then Bias(B^)>0, and 3^ would be over-
N 1 
estimated. Then 0^ = (-^—) - would be underestimated. 
By (2.65), r would be overestimated. 
In the original Rhodes* method, the estimator (2.60) for 
S is proposed instead of the ordinary least squares esti­
mator, based on the fact that both dependent and independent 
variables are subject to error (Rhodes, 1940). Such an esti­
mator, however, is likely to be biased. Working with model 
(4.1), this can be seen by writing 
N. -, 2 
Var^(-|li) = g^Var^(N^_^) +Var^(e^) +2g^Cov^(N^_^,e^) , 
^ (4.9) 
whence 
"t-i 
(4.10) 
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2 Therefore, , and consequently, will be underestimated 
or overestimated depending on whether 
1 Var (e ) ^ 
> - Y — = - zr (4.11) 
Cov^N^_^,e^) ^*N,e 
or 
6i < - — , (4.12) 
^ ^'^N,e 
where 6^ ^  is the ordinary least squares true regression 
coefficient between N. , and e. . t-1 t 
2. Fisher's method 
Now consider Fisher's method, given by Equations (2.53) 
and (2.54). Applying least squares to this problem con­
sists in fitting 
2 nTT ^ ^  ®t (4.13) 
t-l 
where e^ satisfies assumptions (4.2). 
To study the properties of e^, write it as 
®t ^ 2 N , - r + 
t—1 
2 (In ^ t+1 ~ r 
Using the 5-method (formula (10.6)), it can be seen that 
^t-1 ^t+1 
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and by the deterministic relations (2.53) and (2.54), 
, Var(N.) Var(N ,) 
E(e. ) = ^ ' (4.14) 
The variance of e^ is 
Var(e^) = Var (|ln - r + |n^) = 
t—1 
= ^ Var(ln ^ ^) + ï^Var(N ) + gCov(ln -t!±,N )-
^ "t-1 K ^ t-1 ^ 
Using properties of the logarithmic function and the 5-
method (formulae (10.7), (10.8) and (10.9)) it follows that 
- — 
^t+1 ^t-1 t 
(4.15) 
Similarly, (formulae (10.8) and (10.9)), 
_ , , . 1r^ °^^^t+l'^t+s+l Cov(N_^i,N+^g+^) 
=ÎI-Î;:iwï — 
Cov(N^^^,N^^g_^) ^ Cov(Nt-i,N^+s-l)^ 
+ 
"^t+l^t+s-1 ^t-l^t+s-1 
1 rrCov(Nt+i,Nt+s) Cov(Nt_i,Nt_s) 
+ t" 
^ ^ ^t+1 ^t-1 
Gov(,Nt+s+1) Cov(Nt,Nt+s_i) 
^t+s+1 ^t+s-1 
+ (|) ^Cov(N^,N^^g) . (4.16) 
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To assess the validity of the least squares assumptions 
for model (4.13), the approximate covariance function (3.9) 
was also used to approximate E(e^), given by expression (4.14), 
Var (e^), given by expression (4.15), and Cov(e^,e^^g), 
given by expression (4.16), for both s=l and s=2. If the 
least squares assumptions hold, then E(e^)=0, Var(e^) will 
be constant and Cov(e^,e^^g)=0. The values obtained are 
plotted against time in Figure 4.2, for Case 14, illustra­
ting that this is not so. The error has negative bias for 
times 1 and 2, and positive bias for times 2 to 10, the shape 
of the plot resembling that one for Rhodes' error shown in 
Figure 4.1(a). The variance of the error also resembles that 
one for Rhodes' shown in Figure 4.1(b). The covariances behave 
differently; that one of order s=l is positive from times 1 
to 6, and that one of order s=2 is negative in the same range, 
the magnitude of both decreasing with time and stabilizing 
at or very close to zero. 
B. Maximum Likelihood 
Approx imation 
When the problem of fitting a logistic curve to growth 
data is considered, a convenient way of introducing sto-
chasticity into the deterministic model (2.5) is to write 
(4.17) 
Figure 4.2. Plot of (a) E(e ), given by (4.14), 
(b) Var(e.), given by (4.15), and 
(c) Cov(e^,e^^g), given by (4.16), for 
s=l (*) and s=2 (x), using the approxi­
mating function (3.9), against time, 
showing deviations from least squares 
assumptions for Fisher's model (4.13) 
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where 
K = 
t l+ce-rt 
with C = g 1, t = 0,1,2,Nq  =  Vq fixed, and 
a random deviation having the following properties. The 
expectation of is not exactly zero, but has a slight 
negative bias, at least at the stationary state, of approxi­
mate magnitude Var(N^)/E(N^), given by the theoretical 
result (2.44). Similarly, the variance of is given only 
approximately by the variance of N^, and the covariance 
between and is given approximately by the covariance 
between and For practical purposes however, the 
properties of could be summarized by 
E(e^) = 0 
Var( E ^ )  - Var(N^) (4.18) 
Cov(Et,Et+s) = CovCN^fNt+g) 
Let V  and N be the vectors defined, respectively, by 
and 
v- = (v^v2...v^) 
N' = (N^ Ng'-'N?) 
Assume that N has a multivariate normal distribution 
MVN^(v,V), where V is the variance-covariance matrix of 
the errors, whose elements are given by (4.18) . v will be 
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assumed to be positive definite and dependent on Nq and on 
the unknown parameters a^, a2/ b^ and b^. Then, the approxi­
mate maximum likelihood function of N is 
L = (2w)"T/2|y|-l/2 exp{~(N-v)'v'^CN-v) } . (4.19) 
Using standard techniques (see for example, Anderson, 19 58) , 
it can be seen that maximizing (4.19), with respect to a^f 
a.21 and b^ is equivalent to minimizing 
& = ln|V| + ( N-v) ' v"^(N-v) . (4.20) 
The elements of V as given by (4.18) are unknown, but 
the proposed function (3.9) can be used to approximate them, 
and obtain an approximate V for V and an approximate £ for 
2- in terms of Nq, a^^, a2, b^ and b2. Let the elements of 
be denoted by v^ t+s' t = 1,2,...,T and s = 0,1,...,(T-1). 
Note that V . = v , since V is symmetric, and there-
fore, 9 must also be. Then, 
^t,t+s ^  f(Vt,s), t = 1,2, ,T, s = 0,1,...,(T-1). 
To achieve the minimization of i with respect to a^, 
a2» b^ and b2, a search technique was attempted with the 
simulations made as described in Chapter III. The search 
technique was a parallel tangents algorithm developed by 
Papaioannou and Kempthorne (1970), who also provide a 
FORTRAN program to implement it. Application of this technique 
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to minimize Z failed because V turned out very often to be 
nonpositive-definite for values not too far away from the 
true values. 
An ad hoc technique finally used to achieve the mini­
mization of & consisted in computing i for a grid of values 
of a^, a2f bg^ and b^ determined according to a central 
composite design criterion with the true values as "center". 
4 The 2 +2x4+1 = 25 basic values of this grid for the "vari­
ables" a^, a^, b^ and b2 are shown in Table 4.1, as were 
used for the first 32 cases of Table 3.1. For example, the 
grid for Case 14 consisted of the first column for a^, the 
second for a^, the second for b^ and the first for h^. The 
range of each "variable" around the "center" was small be­
cause Nq fixed restricted the space of a^, a2, b^^ and b2 
as shown by the following example in which Nq is 5% of the 
asymptote K. The relation 
^l"^2 
implies 
bl = -05 E_- b2 
Then, b_ has to satisfy b- < .05 ^  to have b, >0. For example, 
^ Nq J-
in Case 14, bg < .05 x = .0050. 
Once the grid of values of & was computed, a response 
surface was fitted using SAS PROC RSREG to find the values of 
Table 4.1. Basic values of the "variables" a,, a-, b, and bp used to compute & and 
find its minimum 
Variable ^1 ^2 bl ^2 
Center .7 .9 .1 .2 .0005 .0045 .0005 .0045 
.80 .96 .16 .30 .0006 .0048 .0006 ,0048 
.80 .96 .16 .30 .0006 .0048 .0004 .0042 
.80 .96 .16 .30 .0004 .0042 .0006 .0048 
.80 .96 .04 .10 .0006 .0048 .0006 .0048 
. 60 .84 .16 .30 .0006 .0048 .0006 .0048 
.80 .96 .16 .30 .0004 .0042 .0004 .0042 
.80 .96 .04 .10 .0006 .0048 .0004 .0042 
.80 .96 .04 .10 .0004 .0042 .0006 .0048 
.60 .84 .16 .30 .0006 .0048 .0004 .0042 
.60 .84 .16 .30 .0004 .0042 .0006 .0048 
.60 .84 .04 .10 .0006 .0048 .0006 .0048 
.80 .96 .04 .10 .0004 .0042 .0004 .0042 
. 60 .84 .16 .30 .0004 .0042 .0004 .0042 
.60 .84 .04 .10 .0006 .0048 .0004 .0042 
.60 .84 .04 .10 .0004 .0042 .0006 .0048 
.60 .84 .04 .10 .0004 .0042 .0004 .0042 
.85 1 .00 .10 .20 .0005 .0045 .0005 .0045 
.55 .80 .10 .20 .0005 .0045 .0005 .0045 
.70 .90 .19 .35 .0005 .0045 .0005 .0045 
.70 .90 .01 .05 .0005 .0045 .0005 .0045 
.70 .90 .10 .20 .0007 .0050 .0005 .0045 
.70 .90 .10 .20 .0003 .0039 .0005 .0045 
.70 .90 .10 .20 .0005 .0045 .0007 .0050 
.70 .90 .10 .20 .0005 .0045 .0003 .0039 
.70 .90 .10 .20 .0005 .0045 .0005 .0045 
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a^, a2/ and b^ that minimize I. From these, the correspond­
ing values of r and K were computed. 
This method was used in a Monte Carlo study whose 
results are presented in Chapter V. 
C. Maximum Likelihood Applied 
to Rhodes' Model 
Consider the model (4.1) without the assumptions (4.2). 
A maximum likelihood procedure is to be developed by con-
Nt-i 
sidering —^— conditionally on and using a different 
approach to that in Section IV.A. 
Nt_i 
The expectation of —g— conditional on = m is 
N. , 
= Bo + ^l"* (4.21) 
if it is assumed that E(e^|N^_^=m) = 0. 
^t-1 2 The conditional variance, Var (-^^—| N^_^=m) = (say), is 
= m^Var (^|N^_^=m) 
2 Var(NJN =m) 
= m 
[E(NtJNt_i=m)]4 
the last step following from the use of the 5-method (by 
applying formula (10.3) for the special case X^=l). Assuming 
that in the interval t-1 to t the population size changes 
according to the simple birth and death process, 
Var(N^l N^_^=m) is given by (3.2) with X and y defined as in 
(3.1). Hence, 
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^ (4.22) 
=4^ if X=y 
m 
^0 ^1 Vl Now assume that the vector (^, ) is 
JNi «2 JN^ 
multivariate normal. Then, noting the Markovian 
property of the process {N^} and the fact that Nq is a 
constant, it can be seen that there is a unique correspondence 
Nq n 
between (Nq, N^, — ,N^) and (g-, g-,...,—. Then, the 
Nq N ^ N 2^ T 
density function of (^, —) can be written as 
, > ^1 Vl. ^k,\ h,KT_l,*0 %T-2. 
No N, N 
= h(^lNQ)-h(jj||N^)...h(-^lN^ 
N. N N 
h(j^lNo)'hC —iNi) . . .h(-^—1Nt_i) 
-yT T _ T N 
= (2w) ( n_a^)-^exp{4 } 
t=l t=x a. 
(4.23) 
Expression (4.23) is also the likelihood function 
to be maximized to obtain the maximum likelihood estimators 
2 for gg, and . The system of equations obtained has 
2 
a unique solution only if is known. In this case, it 
is easy to see that the maximum likelihood estimators for 
3q and B are the weighted least squares estimators 
N, 
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N, 
"t-i 
(z-^) (Z 
e. = 
N t-1 
(4.24) 
."t-i , «t-i 
°t °t 
2 The conditional variance can be assumed to be 
known, using as its value an estimate obtained through the 
following procedure : 
(i) Obtain estimates of r and K by one of the methods 
described in II.H, and obtain two equations 
given by (2.3). 
(ii) Obtain an estimate for and an equation given 
by (2.46). 
(iii) Obtain an estimate for V, and an equation given 
by (3.2) with h=l, t=0 and m=NQ. 
(iv) Solve the system of 4 equations in 4 unknowns 
a^, a.2r b^ and b2f obtained in (i)-(iii). 
(v) Use the estimates of a,, a^, b^ and b2 obtained 
in (iv) to compute A and y and then a 2 
in (4.22). 
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Note that if several replications are available, 
estimates of and are easy to obtain. 
2 Finally, the estimate of can be used to obtain 
the weighted least squares estimators (4.24). 
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V. MONTE CARLO STUDY 
A. Methodology 
A Monte Carlo study was conducted using the simulations 
obtained as described in Section III.B, for the cases listed 
in Table 3.1. For each simulation, the logistic curve was 
fitted to each of five models described in Section II.H, 
namely those proposed by Yule (1925), Rhodes (1940), Fisher 
(1950), Nair (1954) and Roughgarden (1979) . Two methods of 
fitting were used: (a) least square (LS), and (b) Rhodes' 
estimator (2.60) (R) for the slope, say $, and $g = y-Bx 
for the intercept (where y and x are the sample means for the 
dependent and independent variables, respectively). The 
combination of the five models with the two methods of fitting 
makes ten methods of estimating r and K which were applied to 
each simulation. The FORTRAN program MONTEC shown in the 
Appendix (Section X.D), was used to implement this study. The 
method described in Section IV.B (denoted by ML) was also ap­
plied to the cases with Nq = 0.05K. 
For each of the 10 or 11 methods, and for each of r 
and K, the following were computed; 
(i) The mean of the estimates for all the simula­
tions . 
(ii) The root mean square error. 
(iii) The mean absolute deviation from the true value. 
(iv) The maximum absolute deviation. 
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B. Results 
The mean, the root mean square error, the mean absolute 
deviation and the maximum absolute deviation obtained from 
the simulations for the different estimators of r are 
shown in Tables 5.1, 5.2, 5.3 and 5.4, respectively. The 
corresponding quantities for K are shown in Tables 5.5, 
5.6, 5.7 and 5.8. A description of the results in these 
tables follows. Some undesirable features of some of 
the methods are discussed in the next section, V.C, using 
examples. A more general discussion about these methods 
is presented in Chapter VII. 
Table 5.1 shows a consistently positive bias for r 
in most of the methods that use the Rhodes' estimator, ex­
cept in Fisher's method. This method gave a consistently 
negative bias for r. Rhodes' and Roughgarden's methods 
gave almost always positive bias. This was expected for the 
former at least with LS, because of the theoretical con­
siderations in Section IV.A. In Nair's method with least 
squares, the bias for r was relatively small and had some­
times positive values and sometimes negative values. The 
same can be said about Yule's method using least squares 
estimation in the cases with Nq = .05K. When Nq = .50K, 
however, this method provided a very large underestimation 
of r. In general, the overestimation of r (or underesti-
Table 5.1a. Mean of the estimates of r for all the simulations for each case 
with Nq = .05K, computed by 11 methods 
Case True LS R ML 
r Yule Rhodes Fisher Nair Rough Yule Rhodes Fisher Nair Rough 
1 .60 .64 .65 .46 .63 .80 .66 .67 .56 .64 .82 .70 
3 .80 .83 .87 .56 .80 1.12 .86 .90 .71 .81 1.14 .73 
4 .50 .51 .52 .40 .48 .62 .55 .55 .47 .51 .66 .66 
5 .60 . 66 .66 .47 .62 .87 .74 .74 .59 .67 .97 .71 
6 .60 . 56 .63 .43 .56 .80 .71 .79 .57 .62 .93 .63 
11 .70 .72 .75 .50 .74 .94 .76 .78 .62 .74 .97 .88 
12 .80 .82 .85 .54 .78 1.14 .89 .91 .70 .81 1.22 .91 
13 .80 .75 .90 .52 .79 1.14 .90 1.09 .71 .81 1.25 1.47 
14 .50 .51 .49 .38 .47 .67 .64 .63 .49 .59 .82 .46 
15 .50 .49 .52 .38 .49 .68 .65 .70 .51 .59 .83 .55 
16 .60 .60 .64 .44 .62 .88 .78 .84 .59 .71 1.06 .62 
23 .70 .76 .78 .51 .77 1.04 .84 .86 . 66 .80 1.13 . 66 
24 .70 .65 . 74 .47 .71 .98 .82 .94 .64 .77 1.11 .83 
25 .80 .82 .94 .52 .97 1.29 1.00 1.18 .73 .99 1.46 .76 
26 .50 .48 .53 .37 .51 .72 .70 .80 .53 .64 .92 .53 
31 .70 .66 .77 .47 .67 1.04 .88 1.06 .67 .77 1.25 .70 
34 .50 .45 .56 .27 .51 .60 .62 .72 .43 .57 .70 -
36 .50 .57 .55 .41 .56 .75 .69 . 66 .52 .64 .90 -
37 .50 .48 .51 .37 .50 .68 .67 .73 .51 .64 .86 -
Table 5.1b. Mean of the estimates of r for all the simulations for each case 
with Nq = .50K, computed by 10 methods 
Case True 
r 
LS R 
Yule Rhodes Fisher • Nair Rough Yule Rhodes Fisher Nair Rough 
2 .60 .55 .79 .09 .71 .68 .76 .95 .30 .79 .75 
7 .80 .76 1.57 .08 1.03 .94 1.03 1.37 .34 1.12 .99 
8 .50 ,.43 .63 .09 .57 .56 .64 .81 .28 .65 .64 
9 .60 .40 .79 .09 .67 .68 .76 1.10 .32 .82 .79 
10 ,60 — .11 .98 . 08 .57 .71 .79 2.07 .38 1.09 .97 
17 .70 .61 1.03 .08 .90 .85 .92 1.29 .33 1.02 .91 
18 . 80 .55 1.20 .08 1.01 .94 1.01 1.61 .34 1.18 1.02 
19 .80 -.24 1.44 .07 .74 .89 .90 2.27 .42 1.37 1.11 
20 .50 .19 .68 .09 .50 .57 .68 1.11 .32 .75 .75 
21 .50 -.09 .70 .07 .40 .57 .71 1.77 .38 .91 .87 
22 .60 -.22 1.03 .07 .55 .73 .80 2.06 .40 1.17 1.01 
27 .70 .31 1.06 .08 .85 .85 .91 1.66 .35 1.11 .98 
28 .70 -.37 1.32 .07 .64 .82 .85 2.24 .42 1.31 1.08 
29 .80 -.31 1.35 . 06 .75 .90 .91 2.44 .41 1.41 1.14 
30 .50 -.24 .83 .07 .39 .62 .75 1.91 .41 1.07 .96 
32 .70 -.33 1.16 .06 .60 .80 .85 2.25 .42 1.35 1.09 
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mation, in the case of Fisher's method) was much larger 
in that cases with Nq = .50, for reasons to be discussed 
later. 
Inspection of Tables 5.2, 5.3 and 5.4 reveals that Yule's 
and Fisher's methods using Rhodes' estimator provided rela­
tively small root mean square error, mean absolute deviation 
and maximum absolute deviation. In this sense, Rhodes' with 
least squares estimation was also good for those cases with 
Nq = .05K, while Roughgarden's with least squares was good 
for those cases with = .50K. 
Estimation of K (Table 5.5) shows a tendency to nega­
tive bias when Rhodes' estimator is used, and to positive 
bias when least squares is used. The bias is extremely 
large for some of the methods in the cases with Nq = .5OK, 
specially for Yule's with least squares (some examples will 
be discussed later). 
Inspection of Tables 5.6, 5.7 and 5.8 reveals that 
Yule's, Rhodes' and Fisher's methods used with Rhodes' 
estimator and Roughgarden's with both types of estimators 
behaved well in the sense of achieving small root mean 
square error, mean absolute deviation and maximum absolute 
deviation. Yule's and Fisher's with least squares, instead, 
behaved extremely badly in some of the cases with Nq =5OK. 
If both estimation of r and K are being considered. 
Table 5.2a. Root mean square error for 11 different estimators of r for the 
cases with Nq = .05K 
Case True LS R ML 
r Yule Rhodes Fisher Nair Rough Yule Rhodes Fisher Nair Rough 
1 . 6 0  .08 .08 .14 .11 .22 .09 .09 .05 .11 .24 .11 
3 .80 .08 .10 .24 .11 .34 .09 .12 .10 .11 .35 .08 
4 .50 .05 .06 .11 .11 .14 .08 .07 .05 .10 .18 .17 
5 . 60 .14 .14 .14 .24 .34 .20 .18 .08 .23 .43 .19 
6 .60 .15 .16 .18 .27 .33 .19 .26 .09 .23 .45 .06 
11 .70 .06 .08 .20 .11 .26 .08 .10 .09 .11 .29 .99 
12 .80 .16 .17 .26 .29 .43 .18 .19 .13 .26 .51 .52 
13 .80 .14 .18 .28 .26 .40 .16 .35 .11 .25 .51 3.65 
14 .50 .12 .13 .14 .25 .24 .19 .17 .08 .21 .37 .06 
15 .50 .12 .15 .14 .25 .25 .18 .25 .08 .21 . 3 7  .05 
16 .60 .17 .19 .18 .31 .39 .25 .31 .11 .28 .56 .17 
23 .70 .16 .17 .20 .28 .42 .21 .22 .10 .27 .51 .08 
24 .70 .14 .13 .24 .27 .36 .19 .28 .10 .23 .49 .30 
25 . 80 .19 .26 .28 .37 .60 .27 .45 .13 .37 .76 .06 
26 ,50 .17 .22 .15 .31 .35 .25 .37 .11 .29 .51 .06 
31 .70 .44 .24 .24 .38 .47 .25 .48 .11 .33 .63 .36 
34 .50 .11 .13 .24 .17 .16 .16 .25 ,08 .17 .24 -
36 .50 .18 .16 .12 .32 .37 .27 .21 .10 .31 .53 -
37 .50 .09 .15 .14 .25 .24 .20 .28 .08 .24 .40 -
Table 5.2b. Root mean square error for 10 different estimators of r for the 
cases with Nq = .50K 
p True LS ^R 
r Yule Rhodes Fisher Nair Rough Yule Rhodes Fisher Nair Rough 
2 .60 .09 .22 .51 .15 .12 .18 .38 .30 .22 .17 
7 .80 .13 .38 .72 .27 .17 .26 .60 .46 .36 .21 
8 .50 .11 .17 .40 .12 .10 .16 .33 .22 .19 .16 
9 . 60 .23 .28 .51 .20 .16 .21 .57 .28 .31 .23 
10 .60 .74 .60 .52 .23 .22 .23 1.88 .22 .61 .41 
17 .70 .14 .39 . 62 .26 .19 .26 .66 .37 .37 .25 
18 .80 .29 .50 .72 .35 .24 .28 .94 .46 .50 .29 
19 .80 1.07 .85 .73 .22 .19 .14 1.60 .38 .68 .35 
20 .50 .33 .35 .41 .22 .20 .24 .73 .18 .36 .30 
21 .50 .61 .32 .43 .20 .16 .23 1.58 .13 .48 .39 
22 .60 .85 .60 .53 .19 .22 .23 1.64 .21 .69 .44 
27 .70 .41 .48 .62 .31 .24 .27 1.11 .35 .52 .34 
28 .70 1.07 .86 .63 .23 .22 .19 1.82 .29 .76 .42 
29 .80 1.14 .76 .74 .30 .22 .17 1.83 .40 .77 .40 
30 .50 .77 .62 .43 .26 .24 .28 1.75 .11 .70 .50 
32 .70 1.07 .67 .64 .27 .22 .19 1.74 .28 .79 .43 
1 
3 
4 
5 
6 
11 
12 
13 
14 
15 
16 
23 
24 
25 
26 
31 
34 
36 
37 
5.3a. Mean absolute deviation from r for 11 different estimators of r 
for the cases with Nq = .05K 
True LS R 
r Yule Rhodes Fisher Nair Rough Yule Rhodes Fisher Nair Rough i'lXj 
, 60 .05 .06 .14 .08 .20 .07 .07 .05 .08 .22 .10 
,80 . 06 .08 .24 .09 .32 .07 .10 .09 .09 .34 .07 
,50 .05 .05 .10 .09 .12 .06 .06 .04 .08 .16 .16 
60 .11 .11 .13 .18 .28 .16 .15 .07 .16 .37 .14 
60 .11 .11 .17 .19 .21 .12 .20 .07 .15 .33 .05 
70 .05 .07 .20 .09 .24 .06 .09 .08 .10 .27 .15. 
80 .13 .13 .26 .24 .35 .13 .15 .11 .22 .42 .18 
80 .13 .14 .28 .24 .34 .13 .29 .09 .22 .45 ,68 
50 .09 .10 .12 .20 .19 .15 .14 .06 .15 .32 ,05 
50 .09 .11 .12 .21 .20 .15 .21 .07 .17 .33 .05 
60 .13 .15 .16 .25 .30 .19 .25 .10 .21 .46 .10 
70 .13 .14 .19 .23 .35 .17 .18 .08 .22 .43 .05 
70 .12 .15 .23 .21 .29 .15 .29 .09 .18 .42 .21 
80 .16 .21 .28 .30 .51 .23 .39 .10 .30 ,66 ,04 
50 .12 .16 .14 .25 .24 .20 .30 .08 .19 .42 ,05 
70 .15 .21 .23 .33 .36 .19 .37 .09 .26 .53 .21 
50 .09 .09 .23 .14 .12 .12 .22 .07 ,14 .20 -
50 .14 .13 .10 .23 .27 .20 .17 .08 .20 .41 -
50 .08 .12 .13 .21 .19 .17 .23 .06 .19 .36 -
7 
8 
9 
10 
17 
18 
19 
20 
21 
22 
27 
28 
29 
30 
32 
5.3b. Mean absolute deviation from r from 10 different estimators of r 
for the cases with Nq = .50K 
True LS R 
r Yule Rhodes Fisher Nair Rough Yule Rhodes Fisher Nair Rougl 
,60 .06 .19 .51 .13 .11 .16 .35 .30 .19 .15 
80 .11 .36 .72 .23 .15 .23 .57 .46 .32 .19 
50 .09 .15 .41 .10 .09 .15 .31 .22 .17 .15 
60 .21 .22 .51 .15 .12 .17 .50 .28 .24 .20 
60 .71 .39 .52 .17 .16 .19 1.47 .22 .49 .37 
70 .12 .34 .62 .22 .16 .23 .59 .37 .32 .22 
80 .26 .42 .72 .28 .19 .23 .82 .46 .41 .24 
80 1 .04 .65 .73 .18 .15 .12 1.47 .38 .57 .32 
50 .31 .21 .41 .15 .13 .18 .61 .18 .25 .25 
50 .59 .24 .43 .16 .13 .21 1.27 .12 .42 .37 
60 .82 .45 .53 .16 .18 .21 1.46 .20 .57 .41 
70 .39 .37 .62 .25 .19 .22 .96 .35 .42 .29 
70 1 . 02 .65 .63 .19 .18 .16 1.54 .28 .61 .38 
80 1 .11 .56 .74 .23 .17 .13 1.64 .39 .61 .35 
50 .74 .37 .43 .22 .18 .25 1.41 .09 .57 .46 
70 1 .03 .49 .64 .23 .17 .16 1.55 .28 . 66 .39 
3 
4 
5 
6 
11 
12 
13 
14 
15 
16 
23 
24 
25 
26 
31 
34 
36 
37 
5.4a. Maximum absolute deviation from r for 11 different estimators of r 
for the cases with Nq = .05K 
True LS R ^ 
r Yule Rhodes Fisher Nair Rough Yule Rhodes Fisher Nair Rough 
60 .26 .25 .19 .32 .53 .28 .27 .11 .32 .57 .22 
80 .27 .30 .30 .29 .72 .28 .33 .17 .29 .75 .21 
50 .13 .15 .17 .24 .28 .15 .16 .12 .21 .30 .39 
60 .37 .39 .25 .68 .74 .44 .47 .19 .75 .96 .78 
60 .75 .68 .29 1.12 1.68 .92 .93 .28 1.13 2.10 .18 
70 .12 .15 .25 .26 .39 .15 .19 .15 .27 .43 3.77 
80 .53 .48 .35 .73 1.27 .60 .56 .23 .74 1.50 3.40 
80 .28 .45 .39 .55 .80 .38 .86 .24 .56 1.01 25.67 
50 .40 .48 .28 .63 .76 .49 .57 .27 .68 .92 .17 
50 .24 .35 .26 .46 .55 .36 .56 .19 .49 .65 .09 
60 .44 .45 .31 .79 1.02 .61 .69 .24 .81 1.30 .75 
70 .43 .38 .38 .77 .97 .56 .49 .27 .78 1.30 .37 
70 .32 .50 .38 .68 .83 .49 .89 .22 .70 1.15 1.29 
80 .42 .69 .44 . 8 0  1.22 .54 .95 .32 .84 1.42 .26 
50 .70 .72 .35 1.04 1.44 .86 .99 .35 1.05 1.74 .29 
70 .40 .56 .43 .87 1.20 .67 1.30 .25 .91 1.61 1.35 
50 .19 .34 .30 .35 .38 .32 .49 .17 .38 .47 -
50 .62 .50 .26 .96 1.15 .74 .58 .24 1.03 1.51 -
50 .19 .35 .26 .50 .57 .36 .56 .19 .52 .67 -
2 
7 
8 
9 
10 
17 
18 
19 
20 
21 
22 
27 
28  
29 
30 
32 
5.4b. Maximum absolute deviation from r for 10 different estimators of 
r for the cases with Nq = .50K 
True LS R 
r  Yule Rhodes Fisher Nair Rough Yule Rhodes Fisher Nair Roug] 
.60 . 20 .33 .52 .32 .23 .32 .55 .35 .32 .32 
.80 .30 .73 .75 .58 .36 .51 1.18 .50 . 65 .40 
.50 .23 .29 .43 .25 .20 .29 .50 .28 .36 .29 
.60 .45 .84 .55 .80 .57 .65 1.31 .34 1.01 .67 
.60 1.46 2.20 .57 .71 .68 .55 6.47 .31 1.76 .88 
.70 .29 1.08 .65 .66 .48 .55 1.82 .45 .82 .53 
.80 .49 1.07 .76 .79 .52 .57 2.27 .53 1.06 .60 
. 80 1.90 2.06 .78 .52 .49 .37 3.41 .48 1.41 .64 
.50 .57 1.33 .44 .81 .69 .71 2.27 .26 1.11 .77 
.50 .97 .95 .47 .39 .47 .45 4.95 .23 1.03 .73 
.60 1.77 1.91 .60 .48 .55 .47 3.25 .32 2.15 .89 
.70 .75 1.36 .66 1 .04 .72 .72 2.80 .43 1.43 .81 
.70 2.13 2.26 .69 .60 .56 .45 4.70 .41 2.19 .83 
.80 1.78 3.04 .79 1 .18 .75 .60 3.49 .47 2.45 .94 
.50 1.67 3.14 .49 .71 .76 .66 5.63 .21 1.89 .98 
.70 1.88 1.76 .69 .57 .55 .43 3.29 .41 1.78 .78 
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Yule's and Fisher's methods using Rhodes' estimator seem the 
most reliable for the cases where the initial population size 
is a small fraction of the equilibrium size. In the cases 
where the initial population size is a large fraction of the 
equilibrium size, the above methods show larger bias than 
Roughgarden's with least squares. Consistent bias for at 
least one of r and K cannot be gotten rid of by any of the 
methods. 
The maximum likelihood approximation (ML) applied to 
the cases with Nq = .05K provided the most efficient esti­
mation of r and K in the sense of minimum root mean square 
error, mean absolute deviation and maximum absolute devia­
tion, only in cases 6, 14, 15, 23, 25 and 26. In some cases, 
for example. Case 13, ML behaved worse than all the others. 
The bias with ML was not consistently positive or negative. 
ML was not applied to the cases with = .50 because the 
matrix V resulted nonpositive definite in many cases. 
C. Examples 
Some of the simulations included in this Monte Carlo 
study will be used to illustrate the methods of fitting 
that were compared, using LS unless specified. 
The population size data (N^, t = 0,1,...,25) from one 
of the simulations of Case 14 are shown in column 2 of 
Table 5.9. The dependent and independent variables for the 
Table 5.5a. Mean of the estimates of K for all the simulations for each case 
with Nq = .05K, computed by 11 methods 
Case True LS R ML K Yule Rhodes Fisher Nair Rough Yule Rhodes Fisher Nair Rough 
1 600 611 604 628 628 598 604 600 596 615 594 606 
3 800 813 803 834 835 797 808 800 795 830 795 755 
4 500 513 505 527 631 500 500 497 496 515 490 506 
5 120 123 120 126 47 119 119 118 118 122 117 124 
6 120 128 117 127 114 120 118 113 117 115 115 122 
11 700 715 705 736 713 700 707 700 699 705 696 676 
12 160 164 160 168 5 160 160 159 159 167 158 161 
13 160 169 157 169 180 161 161 154 158 167 158 161 
14 100 105 100 107 151 100 96 94 97 81 94 92 
15 100 109 98 108 80 100 96 91 96 84 93 104 
16 67 72 65 71 142 67 65 62 65 60 63 65 
23 140 144 140 147 147 140 140 138 139 142 137 132 
24 140 149 136 148 138 140 139 132 137 132 136 135 
25 89 94 87 94 82 89 89 85 88 85 87 91 
26 56 63 52 62 47 56 52 49 52 45 51 57 
31 78 84 76 83 122 78 77 73 76 73 75 80 
34 100 105 99 109 103 100 99 96 99 98 97 -
36 100 104 100 106 5 99 96 95 97 88 94 -
37 100 111 99 109 69 101 96 91 96 80 94 -
5.5 
Tru 
K 
600 
800 
500 
120 
120 
700 
160 
160 
100 
100 
67 
140 
140 
89 
56 
78 
Mean of the estimates of K for all the simulations for each case 
with Nq = .50K, computed by 10 methods 
LS R 
Yule Rhodes Fisher Nair Rough Yule Rhodes Fisher Nair Rough 
610 598 730 601 600 500 595 603 598 597 
813 799 1019 802 801 803 797 804 800 700 
515 500 610  504 502 501 496 504 499 498 
126 120 148 121 120 120 119 120 119 119 
86 118 157 121 121 120 116 118 117 119 
716 699 881 702 701 703 696 703 699 699 
166 160 210 161 160 161 159 167 160 160 
908 157 226 161 161 161 156 158 157 159 
115 99 127 102 101 100 98 100 98 99 
56 97 142 103 101 99 96 97 95 98 
-35 65 93 67 67 67 65 66 65 66 
160 139 182 141 141 141 138 140 139 140 
102 137 160 141 141 141 136 138 137 139 
78 87 134 89 89 89 87 88 87 88 
37 53 52 57 56 55 53 53 52 54 
63 76 112 79 78 78 75 76 75 77 
5.6 
Tru 
K 
600  
300 
500 
120 
120 
700 
160 
160 
100 
100 
67 
140 
140 
89 
56 
78 
100 
100 
100 
the 
ML 
10 
53 
7 
11 
5 
81 
25 
6 
11 
6 
6 
16 
19 
10 
4 
11 
Root mean square error for 11 different estimators of K for 
cases with Nq = .05K 
LS R 
Yule Rhodes Fisher Nair Rough Yule Rhodes Fisher Nair Rough 
14 8 29 67 8 9 7 8 46 10 
16 8 35 55 8 11 7 9 47 9 
18 12 29 395 10 12 12 11 65 15 
5 3 6 493 3 3 4 3 17 5 
10 6 9 343 5 6 9 6 22 7 
19 11 37 56 10 12 10 10 44 11 
5 2 8 1039 2 2 2 2 20 3 
12 6 11 43 6 6 8 6 18 6 
8 4 8 309 4 6 8 5 30 8 
15 5 10 153 5 7 11 7 27 9 
7 4 5 390 3 4 6 4 17 5 
6 4 8 61 4 4 4 4 20 4 
11 9 10 142 6 6 11 7 24 7 
6 3 6 115 2 2 4 2 10 3 
11 20 13 122 3 6 9 6 17 7 
8 3 6 157 3 3 6 3 16 4 
6 4 10 0 3 4 5 4 5 4 
6 3 7 968 3 5 6 4 21 7 
12 6 10 167 4 6 10 6 28 8 
5.6 
Tru 
K 
600 
800 
500 
120 
120 
700 
160 
160 
100 
100 
67 
140 
140 
89 
56 
78 
Root mean square error for 10 different estimators of K for the 
cases with Nq = .50K 
LS R 
Yule Rhodes Fisher Nair Rough Yule Rhodes Fisher Nair Rough 
12 6 131 5 5 5 8 7 6 6 
16 7 221 8 7 8 8 9 7 7 
19 10 112 12 10 10 11 10 11 10 
7 2 29 3 2 2 2 2 2 2 
240 5 40 5 5 5 6 6 6 5 
19 8 183 9 9 9 9 10 9 8 
7 2 53 2 2 2 2 2 2 2 
5473 5 115 4 4 4 5 5 5 4 
170 3 28 4 3 3 4 3 4 3 
159 6 59 9 5 5 6 6 7 5 
393 3 43 3 3 2 3 3 3 3 
52 2 46 2 2 2 3 2 2 2 
185 5 208 4 4 4 6 4 5 4 
38 3 79 2 2 2 3 3 3 2 
28 4 202 4 3 3 4 4 5 3 
45 3 58 3 2 2 4 3 4 3 
5.7 
Tru 
K 
600 
800 
500 
120 
120 
700 
160 
160 
100 
100 
67 
140 
140 
89 
56 
78 
100 
100 
100 
K 
ML 
8 
47 
6 
9 
4 
66 
12 
5 
9 
5 
3 
11 
8 
6 
2 
7 
Mean absolute deviation from K for 11 different estimators of 
for the cases with = .05K 
Yule Rhodes Fisher Nair Rough Yule Rhodes Fisher Nair Rough 
12 7 28 44 7 7 6 7 35 9 
14 7 34 38 6 10 6 7 34 7 
15 10 27 155 9 10 9 9 52 13 
4 2 6 97 2 3 3 2 13 4 
9 5 8 111 4 5 7 5 17 6 
16 8 36 38 8 10 8 8 33 9 
4 2 8 202 2 2 2 2 14 3 
9 5 9 26 5 5 7 5 14 5 
6 3 7 102 3 5 7 4 23 7 
10 5 8 81 4 6 9 6 20 8 
5 3 5 120 3 3 5 3 13 4 
5 3 7 28 3 3 3 3 14 4 
10 6 9 41 5 5 8 5 16 6 
5 2 5 31 2 2 4 2 8 3 
7 6 6 56 3 4 7 4 13 5 
7 3 5 72 2 2 5 3 11 3 
5 3 9 6 3 3 4 3 4 4 
5 3 6 273 2 4 5 3 16 6 
11 5 9 91 3 4 9 5 21 7 
5.7 
Tru 
K 
600 
800 
500 
120 
120 
700 
160 
160 
100 
100 
67 
140 
140 
89 
56 
78 
Mean absolute deviation from K for 10 different estimators of K 
for the cases with = .50K 
LS F 
Yule Rhodes Fisher Nair Rough Yule Rhodes Fisher Nair Rough 
12 4 130 4 4 7 6 5 5 5 
13 6 219 6 6 6 6 7 6 6 
16 8 110 9 8 8 9 8 9 8 
6 2 28 2 2 2 2 2 2 2 
114 4 37 4 4 4 5 4 5 4 
17 7 181 8 7 7 7 8 7 7 
6 2 50 2 2 2 2 2 2 2 
847 4 66 3 3 3 4 4 4 3 
58 3 27 3 3 3 3 3 3 3 
79 5 42 6 4 4 5 5 6 4 
106 3 30 2 2 2 3 2 3 2 
23 2 42 2 2 2 2 2 2 2 
77 4 77 3 3 3 5 3 4 3 
23 2 43 2 2 2 3 2 3 2 
19 3 56 3 2 2 3 3 4 3 
25 3 43 2 2 2 3 2 3 2 
5.8 
Tru 
K 
600 
800 
500 
120 
120 
700 
160 
160 
100 
100 
67 
140 
140 
89 
56 
78 
100 
100 
100 
Maximum absolute deviation from K for 11 different estimators of 
K for the cases with = .05K 
LS R 
Yule Rhodes Fisher Nair Rough Yule Rhodes Fisher Nair Rough iUU 
34 19 47 292 18 23 15 20 123 23 44 
30 19 51 155 18 25 17 21 117 22 139 
37 29 51 2550 23 28 27 24 197 31 16 
11 8 13 3471 8 12 12 8 73 15 27 
22 16 20 2136 16 17 20 17 70 20 21 
40 28 58 174 25 31 24 21 99 20 155 
12 6 13 7061 7 6 7 7 65 9 138 
27 16 21 189 14 15 20 13 41 15 12 
30 16 31 2395 11 19 27 17 79 22 31 
66 13 23 632 13 18 28 15 77 23 12 
20 11 12 2430 10 10 12 10 45 11 25 
17 12 19 340 11 8 7 8 59 10 60 
22 18 21 410 18 17 31 19 114 20 118 
16 8 13 737 6 7 9 7 32 8 50 
49 137 82 527 7 20 31 19 50 23 12 
20 6 16 740 7 11 17 8 54 13 44 
16 8 19 24 7 8 10 8 12 9 -
15 9 18 5994 9 10 14 9 54 13 -
21 11 19 482 11 13 19 12 64 16 -
Table 5.8b. Maximum absolute deviation from K for 10 different estimators of 
K for the cases with Nq = .50K 
Case True LS ^ R 
K Yule Rhodes Fisher Nair Rough Yule Rhodes Fisher Nair Rough 
2 600 18 15 173 11 12 11 19 17 14 14 
7 800 32 19 344 23 20 23 18 22 20 19 
8 500 47 21 165 30 25 24 20 20 22 20 
9 120 22 6 47 7 5 5 7 6 6 6 
10 120 1309 15 101 12 11 12 16 15 16 13 
17 700 38 18 274 20 18 20 20 29 18 17 
18 160 15 4 103 6 4 4 5 4 4 4 
19 160 38298 13 710 10 12 12 10 11 13 10 
20 100 1040 9 57 12 9 9 9 9 8 8 
21 100 874 14 298 41 16 46 14 14 15 14 
22 67 2382 9 207 8 8 8 9 10 9 8 
27 140 328 5 96 7 6 6 7 6 6 6 
28 140 939 12 1421 9 11 9 14 9 14 11 
29 89 181 6 250 5 5 5 7 6 6 5 
30 56 147 9 1395 15 7 7 9 8 10 8 
32 78 237 7 209 11 6 7 8 8 8 7 
Table 5.9. Population size data from one simulation of Case 14, and dependent 
and independent variables for five different methods 
1 _2 3 4 5 6 7 8 
Time 
(t) 
"t+l-Nt Nt 1 1 
^t+1 
1 + 1  
"t Nt+1 ^t+1 ^t ^t+i ^t 
0 5 .20 .83 — -.0333 6 .3667 
1 6 1.33 .43 .42 -.0952 14 .2381 
2 14 .21 .82 . 52 -.0126 17 .1303 
3 17 .41 .71 .27 -.0172 24 .1005 
4 24 .96 .51 .51 -.0204 47 .0629 
5 47 .21 .82 .43 -.0037 57 .0388 
6 57 .25 .80 .21 -.0035 71 .0316 
7 71 .06 .95 .14 -.0008 75 .0274 
8 75 .07 .94 .06 -.0008 80 .0258 
9 80 — .03 1.03 .02 .0003 78 .0253 
10 78 .22 .82 .09 -.0023 95 .0233 
11 95 -.02 1.02 .09 .0002 93 .0213 
12 93 .09 .92 . 03 -.0009 101 .0207 
13 101 .09 .92 .08 -.0008 110 .0190 
14 110 -.04 1.04 ,.02 .0003 106 .0185 
15 106 -.03 1.03 -.03 .0003 103 .0191 
16 103 -.09 1.10 -.04 .0009 94 .0203 
17 94 .97 .93 -.01 -.0007 101 .0205 
18 101 -.08 1.09 -.01 .0009 93 .0207 
19 98 .05 .95 -.02 -.0005 98 .0210 
20 98 
-.01 1.01 .02 .0001 97 .0205 
21 97 .01 .99 .00 -.0001 98 .0205 
22 98 .02 .98 .02 -.0002 100 .0202 
23 100 .04 .96 .03 -.0004 104 .0196 
24 104 .04 .96 .04 -.0004 108 .0189 
25 108 - - — - — -
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methods proposed by Yule, Rhodes, Fisher, Nair and Rough-
garden are also shown (as determined by models (2.57), 
(2.64), (2.53), (2.62) and (2.66), respectively). Note 
that the dependent and independent variables for Yule's 
method are respectively in columns 3 and 7, for Rhodes' 
in columns 4 and 2, for Fisher's in columns 5 and 2, for 
Nair's in columns 6 and 8, and for Roughgarden's in 
columns 3 and 2. 
The fit for the straight lines and the growth curve 
are shown in Figures 5.1 to 5.5 for the methods of Yule's, 
Rhodes', Fisher's, Nair's and Roughgarden's, respectively. 
As can be seen in these plots, the fitted values are very 
close to the true values in all the methods except that 
of Nair, which overestimates K and underestimates r 
in this example. 
Only Yule's and Fisher's methods using the Rhodes' 
estimator and Roughgarden's method using least squares were 
exempt from serious problems of estimation in all the 
simulations made. These problems are to be discussed and 
illustrated next for the methods in which they occur. 
The first problem encountered is the exclusion by 
some estimators of a part of the sample space. For example, 
a negative intercept can occur with Rhodes' method with any 
of the two estimators considered (LS or R), for a particular 
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BQ=.64S7 3Q=.b798 
3,=-.0065 0,=-.OO6ô 
1254 
(b) 
100 
t 
r=.50 
K=100 
25 
0 S 10 15 20 25 
TIME 
Figure 5.1. Plot of observed values (o), true values (*) 
and fitted values (-) by Yule's method, of 
Nt+i-N. (a) against and (b) against 
time from one simulation from Case 14 
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N. 
1 . 1 -
1 . 0 -
•Nt^l 0.9-3 
0. 8-
0.7 
0.6 
O.S 
0.4-^ 
20 
(a) 
• • 
6q=.6055 BQ=.6200 
B^=.0039 §^=.0038 
•"-T" 
40 
•  •  I  •  
60 
—i-T' 
80 100 
N. 
N. 
1254 
100-1 
r=. 50 
K=100 
f=.48 
K=101 
Figure 5.2. Plot of observed values (o), true values (*) and 
fitted values (-) by Rhodes' method of (a) 
^t 
» against N , and (b) N against time, from 
t+1 ^ ^ 
one simulation from Case 14 
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5000 6n=.4133 
.0050 0, = -.OO4O 0.S-
0.4-
.5 In(^±4°'3: 
0.2-
0.1-
0.0-
-0.1 -
20 40 60 80 0 100 
125-1 
(b) 
100 
t 
75- r=.50 
K=100 
r=.41 
K=104 
25-
0-
Q 5 10 15 20 25 
TIME 
Figure 5.3. Plot of observed values (o), true values (*) and 
fitted values (-) by Fisher's method, of (a) 
^t+1 
.5 ln(—g—) against N^, and (b) against time, 
from one simulation from Case 14 
138 
0. 000-
-0. 025-
^t+1 
-0.050-
-0. 075-
-0.100 
0 .0  0.1 
3q=.0049 BQ=.0024 
B^=-.2449 gi=-.1852 
0.2  
^t+1 
0.3 
150-
(b) 
120-
90-
r=.50 r=.37 
K=100 &=155 
30-
0-
15 5 10 20 25 0 
TIME 
Figure 5.4. Plot of observed values (o), true values (*) and 
fitted values (-) by Nair's method of (a) 
^ against ^  ^ —, and (b) N against 
t+1 t t t+1 
time, from one simulation from Case 14 
139 
Sq=.5000 6q=.6696 
6,=-.0050 0,=-.OO68 
125-1 
(b) 
100-
75-
r=.50 r=.67 
K=100 K=98 
50-
25 
20 15 25 5 10 0 
TIME 
Figure 5.5. Plot of observed values (o), true values (*) and 
fitted values (-) by Roughgarden's method of (a) 
\+l"^t 
against N^, and (b) against time, from 
one simulation from Case 14 
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sample. Then, r cannot be computed using formula (2.65), 
and no estimate of r is available. The same problem can 
1-01 
arise with Nair's method if the quantity is negative 
(see formula (2.63)), and with Yule's method if Bg+l 
is negative (see formula (2.58)). This problem occurred 
often with Rhodes' method in some cases with Nq = .5OK, 
but occurred just once with Nair's and Yule's methods, 
also in one of these cases, namely Case 29, and in the 
same simulation. 
The values of obtained for this problematic simu­
lation are shown in column 2 of Table 5.10. The dependent 
and independent variables for Rhodes' method are shown in 
columns 3 and 2, respectively, for Yule's in columns 5 
and 4, and for Nair's columns 7 and 6. 
The estimated intercept and slope are shown in Table 
5.11. Since is negative in Rhodes' method (with LS) , 
r cannot be estimated. Similarly, 0q+1 = -.093703, and 
l-6l 
= -25.53, and then r cannot be estimated by Yule's 
method (with LS) and by Nair's method (with R) as well. 
The second problem encountered is that some of the 
estimators are not range preserving. This is illustrated 
in Table 5.12 and Figure 5.6 for Yule's method with LS, 
but the same problem arises and the same discussion applies 
to Rhodes' and Fisher's methods with LS. 
Figure 5.6 illustrates how starting with a population 
Tir 
(t] 
0 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
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5.10. Population size data from one simulation of 
Case 29, and dependent and independent vari­
ables for Rhodes', Yule's and Nair's methods 
~~2 3 4 5 6 7 
_ft_ JL__ J: L 
t t+1 Nt «t+1 "t+l 
45 - — — - -
89 1.98 45 -.49 .0335 .0110 
91 1.02 89 -.02 .0222 .0002 
77 .85 91 .18 .0240 .0020 
87 1.13 77 -.11 .0245 .0015 
102 1.17 87 -.15 .0213 .0017 
77 .75 102 .32 .0228 -.0032 
94 1.22 77 -.18 .0236 .0023 
87 .93 94 .08 .0221 -.0009 
99 1.14 87 -.12 .0216 .0014 
103 1.04 99 -.04 .0198 .0004 
75 .73 103 .37 .0203 -.0036 
85 1.13 75 -.12 .0251 .0016 
79 .93 85 .08 .0244 -.0009 
72 .91 79 .10 .0265 -.0012 
95 1.32 72 -.24 .0244 .0034 
83 .87 95 .14 .0226 -.0015 
94 1.13 83 -.12 .0227 .0014 
86 .91 94 .09 .0223 -.0010 
90 1.05 86 -.04 .0227 .0005 
80 .89 90 .13 .0236 .0014 
73 .91 80 .10 .0262 -.0012 
80 1.10 73 -.09 .0262 .0012 
80 1.00 80 .00 .0137 .0000 
76 .95 80 .05 .0257 -.0007 
88 1.16 76 -.14 .0245 .0018 
Yule 
Nair 
Tabl 
~ 
Time 
(t) 
0 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
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Estimated intercept (0q) and slope (0,) from a 
simulation of Case 29 
^0 ^1 
-.0543 .0125 
-1.0937 .0133 
.0255 -1.0815 
Population size data from one simulation of 
Case 10, and dependent and independent vari­
ables (columns 4 and 3, respectively) for 
Yule's method (with LS) 
2 3 4 
^t %t+l 
Kt+l-*t 
^t 
60 86 .43 
86 98 .14 
98 104 .06 
104 110 .06 
110 105 -.05 
105 119 .13 
119 129 .08 
129 119 -.08 
119 121 .02 
121 112 -.07 
112 125 .12 
125 107 -.14 
107 115 .07 
115 116 .01 
116 109 — .06 
109 123 .13 
123 121 -.02 
121 123 .02 
123 120 -.02 
120 121 .01 
121 101 -.17 
101 102 .05 
106 142 .34 
142 126 -.11 
126 133 .06 
133 - -
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3. J* 
-0. 2-j 
(a) Bo=.8221 Bq=.0366 
6l=-.0069 0^=.0^003 
0.2i* 
"t o.o3 
r I I I I 
85 95 105 lis 125 135 145 
Nt+1 
ISO- (b) 
125 
100 
r=. 60 
K=120 
r=.04 
K=-1189 
SO 
0 5 10 15 20 25 
TIME 
Figure 5.6. Plot of observed values (o), true values (*) and 
fitted values (-) by Yule's method, of (a) 
Nt+n-N 
against and (b) against time for 
simulation 32 from Case 10 
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size that is high fraction of the equilibrium size K, makes 
this size quickly attainable. Then, from time 2 on, the 
\+l'\ 
ratio 75 fluctuates randomly and its plot against 
t 
Nt+1 shows a scatter diagram. Thus, in Yule's method 
with LS the slope is estimated by a positive value close 
to zero, causing K (see formula (2.58)) to be a large 
negative value. The intercept is underestimated, and 
this underestimation is taken to the logarithmic scale 
when computing making underestimation of r very large. 
In Yule's method with R, this problem did not take place 
and the estimates in this example are f = .84 and K = 119. 
The problem being discussed occurred just once in 
Rhodes' method, but it occurred with a frequency of .02 
in Cases 22, 28, 29, 30 and 32 in Fisher's method and with 
a frequency between .02 and .10 in Cases 10, 19, 20, 21, 
22, 28, 29, 30 and 32 in Yule's method. In Case 22, the 
high frequency (.06) of negative estimates of K and the 
high magnitude of a few of them accounts for the negative 
mean of estimates of K for this method, shown in Table 
5.5b. It also occurred in Nair's method with LS with a 
frequency between .02 and .13 in almost all the cases 
with Nq = .05K. 
Similarly, negative values of 3q close to zero origi­
nated negative values of £• in Yule's method with LS, with a 
frequency of .02 in Cases 20 and 27 but with a frequency 
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between .68 and .98 in Cases 10, 19, 21, 22, 28, 29, 30 and 
32. This accounts for negative means of estimates of r 
for this method, shown in Table 5.1b. This problem is 
illustrated in Figure 5.7 for one simulation from Case 10 
and can be explained in the same way as the occurrence of 
negative estimates of K. Yule's method with R for this 
same simulation gave r = .71 and Ê = 129. 
The discussion above leads to the conclusion that it is 
advisable to use the Rhodes' estimator (R) with Yule's 
and Fisher's methods, at least when the initial population 
size is a large fraction of the equilibrium size. 
The third problem encountered was large overestima-
tion and underestimation of both r and K. Overestimation 
of K occurred in the simulation illustrated in Figure 5.4, 
for Nair's method, due to underestimation of the intercept 
of the line (see formula (2.63)). More serious overestima­
tion, however, occurred in other simulations in the same 
method and in Yule's with LS. For example, in the latter, 
there was a simulation in Case 19 which yielded Sg ~ .0356 
and = -.000001, whence r = .0350 and K = 38458 (see 
(2.58)), when the true values are r = .8 and K = 160. 
Obviously, the method does not work when a slope is estimated 
very close to zero, and this is likely to happen in those 
cases where the initial population size is a large fraction 
of the equilibrium size. 
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fitted values (-) by Yule's method of (a) 
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^ against and (b) against time, 
for simulation 5 from Case 10 
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Similarly, Rhodes* and Nair's (see formulae (2.65) 
and (2.63), respectively), give overestimation of r when 
1-§1 
Sq is very small and when j+g— is very large, respectively, 
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VI. GOODNESS OF FIT STUDY 
A statistic with known distribution under the assump­
tion of independent observations with constant variances 
is likely to have a different distribution when this assump­
tion does not hold. Therefore, the techniques that have been 
developed to test goodness of fit under this simplifying 
assumption are not necessarily applicable to a growth process. 
For example/ the statistic computed as suggested by the 
2 
usual X statistic, from logistic growth observations and the 
expectations given by a fitted curve, has an unknown distribu­
tion. A natural way to address the problem of devising a 
test of goodness of fit of a logistic curve would be to com­
pute this statistic and study its distribution. 
This was in fact what was done for the 37 cases listed 
in Table 3.1, using Yule's method of fitting with Rhodes' 
estimators. For each case, the following statistic, suggested 
2 by the usual x statistic, was computed for each simulation: 
2 .  ?  X - ^ t=l 
where is the observed population size at time t (t = 
1,2,...,T), and is the fitted value at time t using 
Yule's method with Rhodes' estimator (given by formulae 
(2.57), (2.58) and (2.60)). For each case, a frequency 
distribution was computed and a histogram was drawn for the 
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statistic. Then, for each distribution (for each case), 
the upper 10% point was determined. By comparing this with 
2 the upper 10% point of x distributions, the degrees of 
freedom d for which the two points matched was determined. 
2 
The upper tail of the distribution of the X statistic 
was considered to be satisfactorily approximated by the 
2 
upper tail of a x distribution with d degrees of freedom. 
This would provide a basis for a test of goodness of fit. 
The histograms for the frequency distributions of the 
X statistic for some of the cases considered are shown in 
Figures 6.1 and 6.2. It is apparent that the distribution 
of the x^ statistic depends on Nq, b^, b2, r as well as 
on some of the interactions. 
2 The degrees of freedom d or means of the % distribu­
tions whose upper tails approximate the upper tails of the 
distributions of the X statistics are shown in Table 6.1 
for different values of N^, b^, b^ and r. The means were 
always higher for the cases with an initial population 
size Nq = .05K than for those cases with Nq = .50K. This 
difference was higher when the intrinsic growth rate r 
was lower. The values of r at which this change occurred 
depended on the values of b2, indicating a triple Nq x r x 
interaction. The difference was also higher for higher 
values of b^. 
Figure 6.1. Histograms showing the distributions of the 
statistic for Cases 4, 8, 11, 17, 3 and 7 
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2 Table 6.1. Degrees of freedom of the % distributions 
whose upper tails approximate-the upper tails 
of the distributions of the X statistics com­
puted from the fit of the logistic curve to 
growth data 
.05K .50K 
"1 "2 .5 .6 .7 .8 .5 .6 .7 .8 
.0005 .0005 50 25 37 36 29 20 30 25 
.0045 .0005 88 18 26 16 15 9 15 8 
.0005 .0045 85 50 56 50 44 33 48 47 
.0045 .0045 79 50 47 35 30 20 33 29 
From all the cases included in this study, a pre­
diction equation was derived for the degrees of freedom 
d as a function of Nq, b^, h2 and r, using multiple re­
gression techniques. This prediction equation has the 
disadvantage that b^^ and b^ cannot be easily estimated. 
It is presented below. 
d = 77-120N q + 15471 B^ + 4803 BG -  59 r 
-  38214 Nq X BJ_ + 141 N q x r - 25299 B^ x r 
+ 49774 Nq  X  B^ X r (6.1) 
Taking as usual as known, r and K can be estimated by 
a linearization method. If one of b^ and b^ is known 
or can be estimated by some procedure, then the other one 
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can also be determined from the relationship (2.3). Then 
the prediction Equation (6.1) could be used to determine 
2 the degrees of freedom of the x distribution whose upper 
10% tail approximates the upper 10% tail of the distribu-
2 tion of the X statistic. In this way, an approximate 
test of goodness of fit could be made at a level of 
significance of .10. 
The scope of this chapter was only to open the dis­
cussion of the goodness of fit problem. Other statistics 
could be considered and their distributions studied. 
For example, it would be of interest to consider 
t /Var(N^) 
However, normalized quantities like the above are not 
easy to obtain, since Var(N^) depends not only on Nq, r 
and K, but also on a^, a.^, b^ and b^, and these four 
parameters cannot be easily estimated. 
When more than one replication of the growth process 
are available, usual analysis of variance techniques can 
be applied to break up the variation of population size 
in three sources, namely, replications, time and "residual" 
(see Leslie, 1958). The variation due to time can in turn 
be decomposed in two : due to the model, and "lack of fit". 
The distribution of the ratio of the "lack of fit" variance 
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to the "residual" variance could be studied to assess its 
use for a goodness of fit test. 
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VII. DISCUSSION AND CONCLUSIONS 
A. Moments of the Logistic 
Process 
There was similarity in the behavior of the mean •value 
and covariance functions, as estimated from the simulations, 
among different lengths of the time interval within which 
a simple birth and death process was assumed. 
The mean value as estimated from the simulations was 
extremely close to the deterministic mean for all the 
cases considered. At the stationary state, the stochastic 
mean settled down to a value slightly lower than the deter­
ministic asymptote K. The difference between the stochastic 
and the deterministic mean at the stationary state was larger 
for lower values of K. 
The covariance function presented a very definite 
pattern. The variances and covariances were clearly de­
pendent on time, showing a peak which decreased with an 
increase in the order of the covariance. Then, at larger 
times, they fluctuated around a stationary value. This 
value approached zero as the order of the covariance in­
creased. The variances and covariances showed a dependence 
on the deterministic mean which was close to a parabola. 
When the initial population size was 5% of the equilib­
rium value, the peak of the variance function occurred at 
about the time when the slope of the mean value curve was 
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higher. When the initial population size was 50% of the 
equilibrium size, the peak was much lower and occurred at or 
right after the beginning of the process. In some of these 
cases, the magnitude of the peak was not much larger than the 
oscillations around the stationary state. 
The variances and covariances depended not only on Nq, r 
and K, but also on the parameters a^, ag, b^ and bg. 
The behavior of the mean value and of the covariance 
function described above was observed for certain values of 
Nq, a^, a^, b^, b^, r and K. For values of these parameters 
outside the ranges used in this study, such behavior could be 
different. This fact is apparent from a case with a low value 
of the individual intrinsic rate of growth r, which resulted 
in extinction of some of the simulated populations. The pat­
tern of behavior of the mean value and covariance functions 
was altered by including these populations in their computa­
tion. However, the pattern described above was followed if 
such populations were excluded from the computations. 
B. Comparison of Linearization 
Methods 
The following conclusions can be formulated and provide 
information for those cases in which the values of a^, a^, b^, 
b^f r and K are within the ranges of values used in this study. 
The equilibrium size K was well-estimated with most of 
the methods, except with Nair's method when the initial popu­
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lation size was 5% of K, and with Yule's and Fisher's methods 
with LS estimation when the initial population size was 50% of 
K. The intrinsic individual growth rate r, instead, was 
usually overestimated, except with Fisher's method, in which 
it was underestimated. 
Yule's, Rhodes' and Nair's methods with LS estimation pre­
sented the problem of exclusion of part of the sample space in 
the estimation of r, i.e., there were samples for which r 
could not be estimated. These methods, and also Fisher's with 
LS estimation were not range preserving, mainly when the ini­
tial population size was 50% of the equilibrium size. It 
follows then that Yule's, Nair's and Fisher's methods with LS 
estimation should not be used if such problems are to be 
avoided. 
Among the remaining methods that provided good estimation 
of K, the ones that behaved better in the sense of small root 
mean square error, mean absolute deviation and maximum absolute 
deviation for r, were different depending on the initial popu­
lation size Nq. When Ng was 5% of K, the best methods were 
Yule's and Fisher's with Rhodes' estimator. When Nq was 50% 
of K, Roughgarden's method with LS estimation behaved better. 
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C. Maximum Likelihood 
Approximation 
The maximum likelihood approximation used in this study 
to estimate r and K implied the minimization of the quantity 
À given by substituting the true variance-covariance matrix 
V by its estimator V in (4.20) . The space of values of a^, 
^2' ^ 1 ^2 which V was positive-definite was verified 
to be very restricted, although it could not be determined 
exactly. This made the minimization of £ rather difficult, 
and this limits the practical value of the quasi-maximum 
likelihood method (ML). 
Also, the ML method gave minimum root mean square error, 
mean absolute deviation and maximum absolute deviation only 
in some of the cases in which it was applied. This could 
perhaps be due to the fact that £ is a complicated func­
tion of a^^, ag, b^ and b2 and the minimization method 
employed is providing only local minima. Also, in many 
samples saddle points were obtained instead of minima. 
In those cases for which the ML method worked, it 
provided an insight into the limitations of the other 
methods, by standing as a point of reference. 
D. Fitting the Logistic Curve 
From the conclusions in section VII.A, it is clear 
that the assumption of constant variance and zero covari-
ance is not appropriate for data following the stochastic 
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logistic growth model. However, a practical method of 
fitting which takes into account the nature of the covariance 
structure is not available. The linearization methods dis­
cussed in this work have then to be considered. Their appli­
cation however, must be made with caution. The following wor­
king rules can be proposed and provide information for those 
cases in which the values of a^, a.21 b^, b2, r and K are 
within the ranges of values used in this study. 
Estimate r and K using Yule's and Fisher's methods with 
Rhodes' estimator. Using the estimate'd values of K, decide 
if the initial population size Nq is a small or a large frac­
tion of the equilibrium size K. If Nq is a small fraction of 
K, then use only the two above methods to produce the final 
estimates. If Nq is a large fraction of K, then include also 
Roughgarden's method with least squares estimation. The final 
estimates can be produced in one of the following ways. One 
way would be to compare measures of goodness of fit for the 
different methods, such as root mean square, mean absolute 
2 deviation, maximum absolute deviation or a x type statistic, 
and choose the method that gives the best fit. Another way 
would be to combine the estimates using some weights. 
A goodness of fit test using the prediction equation 
(6.1) could only be made if one of b^ or b2 are known or can 
be estimated. Otherwise, only subjective graphical methods 
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seem to be available to judge how good a logistic curve fits 
to growth data. 
E. Further Questions 
Perhaps some improvements could be made in the estima­
tion of the covariance function of the stochastic logistic 
process. Conditions for positive-definiteness incorporated 
in the approximating function would be desirable. 
If the occasional nonpositive-definiteness of the 
approximating function for the covariance matrix is avoided, 
then a program could be prepared to implement a quasi-maximum 
likelihood method to fit the logistic curve to population size 
data. 
It is clear from the present study that the co-
variance function of the stochastic logistic process 
depends not only on time, order, and on the parameters 
Nq, r and K, but also on a^, a^, b^ and Then it can­
not be estimated if estimates of a^, a^, b^ and b^ are 
not available. It would then be useful to develop tech­
niques of estimating these parameters, so that a generalized 
least squares criterion could be applied using an estimate 
of the covariance function. 
An estimator for the variance-covariance matrix of the 
estimates r and K has not been given. It would be useful to 
provide such an estimator at least for those linearization 
methods that behaved better in this work, and then study the 
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distribution of the pivotal quantity obtained with it. This 
would provide a means to compute, for example, confidence 
intervals for r and K. 
The problem of combining several replications of 
a path of a logistic growth remains to be studied. It 
is not clear if it is better to fit the curve to the means 
computed for each time, or to carry out a separate fit for 
each replication and then combine the estimates. 
Devising a test of goodness of fit of the logistic 
curve to data is still an open question. Many statistics 
could be considered and their distributions studied. If a 
test of goodness of fit is found, it is likely to depend 
on the parameters N^, a^, a.2' b^ y as the test pro­
posed in Chapter VI does. Finding techniques of estimating 
these parameters remains an important goal. 
Some design criteria are suggested by the shape of 
the variance function. For example, the efficiency of the 
design would certainly be improved by increasing the number 
of observations where the variance of the population size 
is higher. How exactly to distribute these observations 
through time remains to be investigated. 
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X. APPENDIX 
A. Applications of the 6-method 
Let X^, i = 1,2,3,4 be random variables and let 
X.-E(X.) 
= E(X.) ' ^ ' 1.2.3,4 
Note that for i,j = 1,2,3,4, 
E(6x^) = 0 
Under the assumption that |6x^| < 1, i = 1,2,3,4, using 
Taylor series expansion and ignoring third and higher 
degree terms, the following results can be derived. 
and 
E(ôx^ôxj ) 
Cov(X^,Xj) 
E(X_)E(Xj) 
X^ E(Xj^) (l+5x^) 
X^ E(X^)(l+ôx^) 
E(X. ) 
VX-roiij^) [1 —6Xj+( 6Xj ) ] 
Var(Xj) Cov(X^,X.) (10.1) 
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X. X X X 
Gov ( y—/ y—) — E{ [rp- - E ) ] [— — E (y—) ] } " 
j 1 j j 1 1 
E(X^) E(Xj^) Cov(X^,X^) Cov(X^,Xj^) 
E(x.) ëTx]T ^ ËlxTTTôÇT ~ E(x.)E(x%) ] 
Cov(X.,Xt) COV(X.,XT) 
\} (10.2) E(X^)E(X^) E(Xj)E(X^) 
From (10.2) it follows, as a particular case when X^=X^ 
and Xj=X^, 
X. E(X.) _ Var(X.) 2Cov(X.,X.) Var(X.) 
^-<XT' " - ËTxTTÊ^h + 7;^) 
(10.3) 
Another particular case of (10.2) is when X^=l, and then 
X. Cov(X.,X.) Cov(X.,X ) 
Cov(^, X ) = ^ - E(X.) — (10.4) 
Xj K E(Xj) 1 [E(Xj)] 
When X^=l and X^=X^, then 
X. Var(X.) Cov(X.,X.) 
Cov(r^, X.) = , ; E(X ) 2'' • i^O.5) 
^ B(Xj) 1 [E(Xj)]2 
Now consider the logarithmic function 
In X^ = ln[E(X^) (l+6x^) ] = 
= In E(X^) + ôx^ - ^(ôXj^) ^ +. 
Then, 
, Var(X.) 
E(ln X.) = In E(X.) - 4 (10.6) 
^ ^ [E(Xi)] ^ 
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and 
Var (In X^) = E[ln X^ - E(ln X^) ] ^ = 
Var(X,) 
[E(X_)]2 
^ (10.7) 
Also, 
and 
Covdn X^, In Xj) = E[ln X^-E (In X^) ] [In Xj-E(ln X^) ] 
1 7 1 ) 12 
= E{ Ô X .  -  : ^ (  Ô X  .  )  +  -y y} { 5 x  .  -  - ^ ( Ô x . )  
1 1 ^ [E(X^)]^ ^ ^ 
, Var(X.) 
+ J 
[E(Xj)] 
Gov(X.,X.) 
= i 1 (10.8) 
E(X^)E(Xj) 
Covdn X^fXj) = E[ln X_-E(ln X^) ] [Xj-v^] 
1 2 1 Var(X.) 
= S[5x.- ^(Ôx.)^ + y [X.-V.] 
^ ^ ^ [E(x^)]^ ^ ] 
Cov(X. ,X.) 
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B. Program- SIMU 
//Sim JOB E5406,GILDA 
//SI EXEC FORTGCLG,TIME.00=2 
//FORT.SYSIN DD * 
C THIS PROGRAM GENERATES LO REALIZATIONS OF AN INTEGER 
C STOCK PROCESS IN DISCRETE TIME STARTING WITH NO UNITS AND 
C GROWING UNTIL TIME TO ACCORDING TO A CERTAIN DISTRIBUTION 
C N WITH PARAMETERS Al, A2, Bl, B2. 
INTEGER T, XI(1000),X2(1000),Y,SUM,TO,N(50,30) 
REAL WK(IOOO),WL(1000) 
READ(5,4) N0,T0,L0,A1,A2,B1,B2 
4 FORMAT (3I4,2F6.2,2F6.4) 
5 FORMAT (3I4,4F8.4) 
DOUBLE PRECISION DSEED,DREED,LA,MU,PO,P,DEX 
DSEED=183457.0D0 
DREED=142123.ODD 
M=T0+1 
DO 20 1=1,LO 
20 N(I,1)=N0 
WRITE(6,5) NO,TO,LO,Al,A2,Bl,B2 
DO 60 L=1,L0 
DO 50 J=1,T0 
IF(N(L,J).NE.O) GO TO 30 
N(L,J+1)=N(L,J) 
GO TO 50 
30 LA=A1-B1*N(L,J) 
MU=A2+B2*N{L,J) 
DIFF=DABS(LA-MU) 
IF(DIFF.GT..000001) GO TO 14 
P0=LA/(1.+LA) 
P=1-P0 
IF(PO.LE.O.O.OR.PO.GE.l.O) GO TO 70 
IF(P.LE.O.O.OR.P.GE.l.O) GO TO 70 
GO TO 16 
14 DEX= DEXP(LA-MU) 
PO=MU*(DEX-1)/(LA*DEX-MU) 
P=(LA-MU)/(LA*DEX-MU) 
IF(PO.LE.O.O.OR.PO.GE.l.O) GO TO 70 
IF(P.LE.O.O.OR.P.GE.l.O) GO TO 70 
16 NR=N(L,J) 
SUM=0 
CALL GGEOT(DSEED,NR,PO,WK,XI) 
CALL GGEOT(DREED,NR,P,WL,X2) 
DO 40 1=1,NR 
IF(X1(I).EQ.1)IND=0 
IF(X1(I).GT.1)IND=1 
40 SUM=SUM+X2(I)*IND 
N(L,J+1)=SUM 
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IF(N(L,J+1)-GT.IOOO) GO TO 70 
50 CONTINUE 
60 WRITE(6,62) L,(N(L,J),J=1,M) 
62 FORMAT (14,5X,3014) 
DO 58 L=1,L0 
68 WRITE(6,62) L,(N(L,J),J=1,M) 
GO TO 100 
70 WRITE (6,95) 
95 FORMAT(' ILLEGAL N') 
100 CONTINUE 
END 
//GO.FT06F001 DD SYSOUT=A 
//GO.SYSIN DD * 
25 25 25 .70 .20 .0005 .0005 
// 
174 
C. Program CONVAR 
//CONVAR JOB 16550,GILDA 
//SI EXEC F0RTHCLG,TIME=4 
//FORT.SYSIN DD * 
C THIS PROGRAM CALCULATES CONDITIONAL VARIANCES BY TWO 
C METHODS AND PLOTS THEM 
DOUBLE PRECISION X(4),LAO,MUO,DIFF, R, K,XI,X2,LA,MU, 
1S,D 
INTEGER T,IER 
REAL V(325),NU,NU1,L0,L,N0,A(25),B(25,25),C(25), 
1RANGE(4) 
DO 1 1=1,4 
1 RANGE(I)=0.0 
T=25 
X(1)=0.7D0 
X(2)=0.2D0 
X(3)=0.0045D0 
X(4)=0.0045D0 
N0=3. 
IN0=3 
6 R=X(1)-X(2) 
K=R/(X(3)+X(4)) 
WRITE(6,3) (X(I),1=1,4) 
3 FORMAT (' •,4F10.4/) 
LA0=X(1)-X(3)*N0 
MU0=X(2)+X(4)*N0 
SUM=LA0+MU0 
DIFF=LAO-MUO 
X3=DEXP(-R) 
X6=DEXP(DIFF) 
IF(DIFF)14,12,14 
12 V1=2.*LAO*NO 
WRITE(6,400) 
400 FORMAT (' ','I WENT THRU 12') 
GO TO 15 
14 VI=2.*K*(X(1)-X(3)*K) 
V1=SUM*(X6-1.)*X6*N0/DIFF 
15 CT=K/N0-1. 
NU1=K/(1.+CT*X3) 
L0=(VI-V1)*K/(20.*R*(K-NUl)) 
WRITE(5,200) LAO,MUO,DIFF,VI,VI,CT,NUI,LO,R,K 
200 FORMAT(' ','LAO=',FIO.4,' MU0=',F10.4,' LAO-MUO=', 
1F10.4,' VI=',F10.4,' V1=',F10.4,' CT=', 
1F5.1/' NU1=',F10.3,' L0=',F10.3,' R=',F10.1, 
1' K=',F10.1//) 
X9=l.-NO/K 
DO 60 1=1,T 
X1=-R*I 
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X2=DEXP(X1) 
NU=K/(1.+CT*X2) 
X8=(K-NU) 
WRITE(6,300) I,NU 
300 FORMAT(' ',10X,'N(',12,',FIO.4) 
DO 50 J=I,T 
M=J*(J-l)/2+I 
S=FLOAT(J-I) 
X4=(X9/2.)**S 
X5=2.**(0.48*S) 
X7=40.*R/(K*(1.+X5)) 
L=(NU1+L0)/X5 
F=VI*X4-X7*X8*(L-NU) 
50 V(M)=F 
60 CONTINUE 
CALL VCVTSF(V,T,B,T) 
C(1)=V1 
A(1)=V1 
DO 70 1=2,T 
11X11=1-1 
70 A(I)=B(I,I)-B(IM1,I)**2/B(IMl,IMl) 
CALL PROBAB(INO,X,C) 
DO 85 1=1,T 
85 WRITE(6,90) I,C(I),A(I) 
90 FORMAT(' ',I4,2F10.2) 
CALL USPL0(A,C,25,25,1,1, 
128HPL0T OF CONDITIONAL VARIANCE,28, 
C6HACTUAL,6,9HESTIMATED,9,RANGE,1H*,0,1ER) 
STOP 
END 
C 
C 
C 
SUBROUTINE PROBAB(INO,X,C) 
DIMENSION P(100,100),SUM(IOO),R(100,100),CV(100) , 
1PR(26,100),C(26) 
DIMENSION SUMA(25) 
INTEGER TO 
DOUBLE PRECISION LA,MU,X(4),A,B,P,R,D,DIFF,XI 
DATA EPS/1.OD-78/ 
T0=25 
N=100 
WRITE(6,98) N 
IF(N.GT.200) GO TO 95 
P ( l , l ) = l .  
SM=P(1,1) 
CV(1)=0.0 
DO 20 J=2,N 
P(l,J)=0. 
20 SM=SM+P(1,J) 
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WRITE(6,18) SM,(P(l,J),J=1,N) 
18 FORMAT 1',2X,F9.6,5X,10F9.6/15(/' ',20X, 
110F9.6)) 
DO 80 1=2,N 
LA=X(1)-X(3)*(I-1) 
MU=X(2)+X(4)*(I-1) 
D=LA-MU 
DIFF=DABS(D) 
SOM=LA+MU 
EXPD=DEXP(D) 
IF(DIFF.GT..000001) GO TO 40 
A=LA/(1.+LA) 
B=A 
CV(I)=2.*LA*(I-1) 
WRITE(6,30) LA,MU,DIFF,A,B,I 
30 FORMAT ('-',5F10.5,14) 
GO TO 45 
40 X1=(EXPD-1)/(LA*EXPD-MU) 
A=MU*X1 
B=LA*X1 
CV(I)=S0M*(EXPD-1.)*EXPD*(I-1)/D 
WRITE(6,30) LA,MU,DIFF,A,B 
45 PD=1.ODO 
DO 13 L=2,I 
IF(PD.GT.EPS/A) GO TO 12 
P ( I , 1 ) = 0 .  
GO TO 45 
12 PD=PD*A 
13 R(L,1)=PD 
P(I,1)=PD 
46 SM=P(1,1) 
P(I,2)=(1.-A)*(1--B) 
IF(I.EQ.2) SM=SM+P(I,2) 
R(2,2)=P(I,2) 
DO 48 J=3,N 
J1=J-1 
IF(P(I,Jl)-GT.EPS/B) GO TO 47 
P(I,J)=0.0 
GO TO 48 
47 P(I,J)=P(I,J1)*B 
IF(I.EQ.2) SM=SM+P(I,J) 
48 R(2,J)=P(I,J) 
IF(I.NE.2) GO TO 49 
WRITE(6,19) I,SM,(P(I,J),J=1,N) 
19 FORMAT (',I4,2X,F9.6,5X,10F9.6,15(/' ',20X, 
110F9.6)) 
GO TO 80 
49 DO 50 J=2,N 
DO 70 L =3,1 
S=0. 
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DO 50 K=1,J 
K1=J-K+1 
L1=L-1 
IF{R(2,K1)-EQ..0) GO TO 61 
IF(R(L1,K).GT.EPS/(R(2,K1))) GO TO 51 
GO TO 61 
51 IF(R(L1,K).EQ..0) GO TO 61 
IF (R(2,K1).GT.EPS/R(L1,K)) GO TO 50 
GO TO 61 
50 S=S+R(2,K1)*R(L1,K) 
61 R(L,J)=S 
70 CONTINUE 
P(I,J)=R(I,J) 
60 SM=SM+P(I,J) 
WRITE(6,19) I,SM,(P(I,J),J=1,N) 
80 SUM(I)=SM 
IN=IN0+1 
DO 208 K=l,25 
S2=0.0 
L=K-1 
SUMA(K)=0.0 
DO 206 1=1,N 
IF(L) 200,200,201 
200 PR(K,I)=P(IN,I) 
GO TO 205 
201 S1=0.0 
DO 204 J=1,N 
204 S1=S1+PR(L,J)*P(J,I) 
PR(K,I)=S1 
205 SUMA(K)=SUMA(K)+PR(K,I) 
206 S2=S2+PR(K,I)*CV(I) 
208 C(K)=S2 
WRITE(6,83) (SUM(I),I=1,N) 
83 FORMAT (' ','SUM',16(/' ',10F7.4)) 
WRITE(6,300) (C(I),I=1,N) 
300 FORMAT(' EXPECTATION OF CONDITIONAL VARIANCE', 
116(/' ',10F7.4)) 
DO 310 K=l,25 
310 WRITE(6,301) K,(PR(K,I),1=1,10),SUMA(K), (PR(K, I ), 
11=11,N) 
301 FORMAT(' ','PROBABILITIES FOR TIME=',13,/' ',25X, 
110F12.4,15X,F10.6,15(/26X,10F7.4)) 
WRITE(6,320) (CV(I),1=1,N) 
320 FORMAT(' CONDITIONAL VARIANCE',16(/' ',10F12.4)) 
95 CONTINUE 
WRITE(6,98) N 
98 FORMAT (' ','N=',15) 
RETURN 
END 
//GO.FT06F001 DD SYSOUT=A 
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//GO.SYSIN DD * 
// 
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D. Program MONTEC 
//MONTEC JOB 16550,GILDA 
//SI EXEC F0RTGCLG,TIME=2 
//FORT.SYSIN DD * 
C THIS PROGRAM FITS THE LOGISTIC CURVE TO 
C REPEATED SAMPLES USING FIVE METHODS 
C 
C MAIN PROGRAM 
INTEGER T,IN(25),CASE,CA 
DOUBLE PRECISION N(25),N0,X(4) 
REAL LAMBDA,R,RLS,K,KLS,W(25) 
T=25 
IL=0 
CA=1 
2 READ(11,4,END=9) L,INO,(IN(I),1=1,25),CASE 
4 FORMAT(12,2514,13) 
IF(CASE-CA) 6,6,5 
5 IL=0 
6 IL=IL+1 
CA=CASE 
NO=DFLOAT(INO) 
DO 10 1=1,T 
10 N(I)=DFLOAT(IN(I)) 
WRITE(6,113) CASE,L 
113 FORMAT(' ',/,' ','CASE',I3,4X,'L',I3) 
CALL FISHER(N,NO,R,K,RLS,KLS,1ER) 
WRITE(9,313) CASE,L,R,K,RLS,KLS 
313 FORMAT(• ',215,2(F12.4,F14.2)) 
CALL YULE(N,NO,R,K,RLS,KLS,1ER) 
WRITE(10,313) CASE,L,R,K,RLS,KLS 
CALL NAIR(N,NO,R,K,RLS,KLS,1ER) 
WRITE(12,313) CASE,L,R,K,RLS,KLS 
CALL ROUGH(N,NO,R,K,RLS,KLS,1ER) 
WRITE(13,313) CASE,L,R,K,RLS,KLS 
CALL RHODES(N,NO,A,B,LAMBDA,ALFA,R,K,RLS,KLS, 1ER) 
WRITE(14,313) CASE,L,R,K,RLS,KLS 
GO TO 2 
9 STOP 
END 
C 
C 
C 
SUBROUTINE RHODE S(N,NO,A,B,LAMBDA,ALFA,R,K, RLS, KLS, 
HER) 
INTEGER T 
REAL LAMBDA,ALFA,R,K,RLS,KLS 
DOUBLE PRECISION N(25),N0 
T=25 
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IER=0 
Y=N0/N(1) 
IT=T-1 
SY=y 
SYS=Y**2 
SX=NO 
SXS=N0**2 
SXY=Y*NO 
DO 60 1=1,IT 
Y=N(I)/N(I+1) 
SY=SY+Y 
SX=SX+N(I) 
SYS=SYS+Y**2 
SXS=SXS+N(I)**2 
60 SXY=SXY+Y*N(I) 
SSY=SYS-SY**2/T 
SSX=SXS-SX**2/T 
SP=SXY-SY*SX/T 
B=SQRT(SSy/SSX) 
YM=SY/T 
XM=SX/T 
A=YM-B*XM 
BLS=SP/SSX 
ALS=YM-BLS*XM 
IF(A) 70,70,80 
70 R=.0 
K=0.0 
IER=99 
GO TO 501 
80 IF(B) 90,92,90 
92 R=.0 
K=0.0 
IER=98 
GO TO 501 
90 LAMBDA=1./A 
ALFA=B/A 
R=-ALOG(A) 
K=(l.-A)/B 
501 IF(ALS) 170,170,180 
170 RLS=0.0 
KLS=0.0 
IER=199 
GO TO 402 
180 IF(BLS)190,192,190 
192 RLS=0.0 
KLS=0.0 
IER=198 
GO TO 402 
190 LAMBDA=1./ALS 
ALFA=BLS/ALS 
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RLS=-ALOG(ALS) 
KLS=(1.-ALS)/BLS 
IF(IER) 402,401,402 
402 WRITE(5,400) 1ER 
400 FORMAT(' ','RHODES IER=',13) 
401 WRITE(6,500) B,A,BLS,ALS 
500 FORMAT(' ','RHODES',2F10.6,8X,2F10.6) 
RETURN 
END 
C 
C 
C 
SUBROUTINE FISHER(N,NO,R,K,RLS,KLS,1ER) 
INTEGER T 
REAL LAMBDA,ALFA,R,K,RLS,KLS 
DOUBLE PRECISION N(25),N0 
T=25 
IER=0 
Y=.5*DL0G(N(2)/N0) 
IT=T-2 
SY=Y 
SYS=Y**2 
SX=N(1) 
SXS=N(1)**2 
SXY=Y*N(1) 
DO 60 1=1,IT 
Y=.5*DLOG(N(I+2)/N(I)) 
SY=SY+Y 
SX=SX+N(I+1) 
SYS=SYS+Y**2 
SXS=SXS+N(I+1)**2 
60 SXY=SXY+Y*N(I+1) 
SSY=SYS-SY**2/T 
SSX=SXS-SX**2/T 
SP=SXY-SY*SX/T 
B=-SQRT(SSY/SSX) 
YM=SY/T 
XM=SX/T 
A=YM-B*XM 
BLS=SP/SSX 
ALS=YM-BLS*XM 
IF(A) 70,70,80 
70 R=.0 
K=0.0 
IER=99 
GO TO 501 
80 IF(B) 90,92,90 
92 R=.0 
K=0.0 
IER=98 
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GO TO 501 
90 R=A 
K=-R/B 
501 IF(ALS) 170,170,180 
170 RLS=0.0 
KLS=0.0 
IER=199 
GO TO 402 
180 IF(BLS)190,192,190 
192 RLS=0.0 
KLS=0.0 
IER=198 
GO TO 402 
190 RLS=ALS 
KLS=-RLS/BLS 
IF(IER) 402,401,402 
402 WRITE(6,400) 1ER 
400 FORMAT(' 'FISHER IER=',I3) 
401 WRITE(6,500) B,A,BLS,ALS 
500 FORMAT(' ','FISHER',2fl0.6,8X,2F10.5) 
RETURN 
END 
SUBROUTINE NAIR(N,NO,R,K,RLS,KLS,1ER) 
INTEGER T 
REAL R,K,RLS,KLS 
DOUBLE PRECISION N(25),N0 
T=25 
IER=0 
IT=T-1 
U=N(1)**(-1) 
V=N0**(-1) 
Y=U-V 
X=U+V 
SY=Y 
SYS=Y**2 
SX=X 
SXS=X**2 
SXY=Y*X 
DO 60 1=1,IT 
V=U 
U=N(I+1)**(-1) 
Y=U-V 
X=U+V 
SY=SY+Y 
SX=SX+X 
SYS=SYS+Y**2 
SXS=SXS+X**2 
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60 SXY=SXY+Y*X 
SSY=SYS-SY**2/T 
SSX=SXS-SX**2/T 
SP=SXY-SY*SX/T 
B=-SQRT(SSY/SSX) 
YM=SY/T 
XM=SX/T 
A=YM-B*XM 
BLS=SP/SSX 
ALS=YM-BLS*XM 
IF(A) 80,70,80 
70 R=.0 
K=0.0 
IER=99 
GO TO 501 
80 IF(B+1.>87,86,87 
86 R=.0 
K=0.0 
GO TO 501 
87 IF((l.-B)/(B+l.))88,88,90 
88 R=0.0 
K=0.0 
IER=98 
GO TO 501 
90 R=AL0G((1.-B)/(l.+B)) 
K=-2.*B/A 
501 IF(ALS) 180,170,180 
170 RLS=0.0 
KLS=0.0 
IER=199 
GO TO 402 
180 IF(BLS+1) 187,186,187 
186 RLS=0.0 
KLS=0.0 
GO TO 402 
187 IF((l.-BLS)/(l.+BLS)) 188,188,190 
188 RLS=0.0 
KLS=0.0 
IER=98 
GO TO 402 
190 RLS=AL0G((1.-BLS)/(1.+BLS>) 
KLS=-2.*BLS/ALS 
IF(IER) 402,401,402 
402 WRITE(6,400) 1ER 
400 FORMAT(' ','NAIR IER=',I3) 
401 WRITE(6,500) B,A,BLS,ALS 
500 FORMAT(' ','NAIR',2F10.6,8X,2F10.6) 
RETURN 
END 
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C 
C 
SUBROUTINE ROUGH(N,NO,R,K,RLS,KLS,1ER) 
INTEGER T 
REAL R,K,RLS,KLS 
DOUBLE PRECISION N(25),N0 
T=25 
IER=0 
Y=N(1)/N0-1. 
IT=T-1 
SY=Y 
SYS=Y**2 
SX=N0 
SXS=N0**2 
SXY=Y*N0 
DO 50 1=1,IT 
Y=N(I+1)/N(I)-1. 
SY=SY+Y 
SX=SX+N(I) 
SYS=SYS+Y**2 
SXS=SXS+N(I)**2 
50 SXY=SXY+Y*N(I) 
SSY=SYS-SY**2/T 
SSX=SXS-SX**2/T 
SP=SXY-SY*SX/T 
B=-SQRT(SSY/SSX) 
YM=SY/T 
XM=SX/T 
A=YM-B*XM 
BLS=SP/SSX 
ALS=YM-BLS*XM 
IFfA) 70,70,80 
70 R=.0 
K=0.0 
IER=99 
GO TO 501 
80 IF(B) 90,92,90 
92 R=0.0 
K=0.0 
IER=98 
GO TO 501 
90 R=A 
K=-R/B 
501 IF(ALS) 170,170,180 
170 RLS=0.0 
KLS=0.0 
IER=199 
GO TO 402 
180 IF(BLS)190,192,190 
192 RLS=0.0 
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KLS=0.0 
IER=198 
GO TO 402 
190 RLS=ALS 
KLS=-RLS/BLS 
IF(IER) 402,401,402 
402 WRITE(5,400) 1ER 
400 FORMAT(' ','ROUGH IER=',13) 
401 WRITE(6,500) B,A,BLS,ALS 
500 FORMAT(' ','ROUGH',2F10.6,8X,2F10.6) 
RETURN 
END 
SUBROUTINE YULE(N,NO,R,K,RLS,KLS,1ER) 
REAL R,K,RLS,KLS 
DOUBLE PRECISION N(25),N0 
T=25. 
IER=0 
Y=N(1)/N0-1. 
IT=24 
SY=Y 
SYS=Y**2 
SX=N(1) 
SXS=N(1)**2 
SXY=Y*N(1) 
DO 50 1=1,IT 
Y=N(I+1)/N(I)-1. 
SY=SY+Y 
SX=SX+N(I+1) 
SYS=SYS+Y**2 
SXS=SXS+N(I+1)**2 
60 SXY=SXY+Y*N(I+1) 
SSY=SYS-SY**2/T 
SSX=SXS-SX**2/T 
SP=SXY-SY*SX/T 
B=-SQRT(SSY/SSX) 
YM=SY/T 
XM=SX/T 
A=YM-B*XM 
BLS=SP/SSX 
ALS=YM-BLS*XM 
IF(A+1.) 70,70,80 
70 R=.0 
K=0.0 
IER=99 
GO TO 501 
80 IF(B) 90,92,90 
92 R=0.0 
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K=0.0 
IER=98 
GO TO 501 
90 R=AL0G(A+1.) 
K=-A/B 
501 IF(ALS+1.) 170,170,180 
170 RLS=0.0 
KLS=0.0 
IER=199 
GO TO 402 
180 IF(BLS)190,192,190 
192 RLS=0.0 
KLS=0.0 
IER=198 
GO TO 402 
190 RLS=AL0G(ALS+1.) 
KLS=-ALS/BLS 
IF(1ER) 402,401,402 
402 WRITE(6,400) 1ER 
400 FORMAT(' ','YULE IER=',I3) 
401 WRITE(6,500) B,A,BLS,ALS 
500 FORMAT(' ','YULE',2F10.5,8X,2F10.6) 
RETURN 
END 
//GO.FTllFOOl DD UNIT=DISK,DSN=G. I6550.RALL,DISP=SHR 
//GO.FT09F001 DD UNIT=DISK,DSN=G.16550.DFISHER, 
// DISP=(NEW,CATLG) ,DCB=(RECFM=FB, LRECL=80, BLKSIZE=6160) , 
// SPACE=(TRK,(8,4)) 
//GO.FTlOFOOl DD UNIT=DISK,DSN=G.16550.DYULE, 
// DISP=(NEW,CATLG) ,DCB=(RECFM=FB, LRECL=80, BLKSIZE=6160 ), 
// SPACE=(TRK,(8,4)) 
//GO.FT12F001 DD UNIT=DISK,DSN=G.I6550.DNAIR, 
// DISP=(NEW,CATLG) ,DCB=(RECFM=FB,LRECL=80,BLKSIZE=6160) , 
// SPACE=(TRK,(8,4)) 
//GO.FT13F001 DD UNIT=DISK,DSN=G.I6550.DROUGH, 
// DISP=(NEW,CATLG) ,DCB=(RECFM=FB, LRECL=80, BLKSIZE=6150 ), 
// SPACE=(TRK,(8,4)) 
//GO.FT14F001 DD UNIT=DISK,DSN=G.16550.DRHODES, 
// DI SP= ( NEW, CATLG ), DCB= ( RECFM=FB, LRECL=80, BLKSI ZE=6160), 
// SPACE=(TRK,(8,4)) 
//GO.SYSIN DD * 
// 
