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Abstract
Due to the unique physical-layer characteristics associated with MIMO and cognitive radio (CR), the network
performance is tightly coupled with mechanisms at the physical, link, network, and transport layers. In this paper,
we consider an energy-efficient cross-layer optimization problem in multihop MIMO CR networks. The objective
is to balance the weighted network utility and weighted power consumption of SU sessions, with a minimum PU
transmission rate constraint and SU power consumption constraints. However, this problem is highly challenging due
to the nonconvex PU rate constraint. We propose a solution that features linearization-based alternative optimization
method and a heuristic primal recovery method. We further develop a distributed algorithm to jointly optimize
covariance matrix at each transmitting SU node, bandwidth allocation at each SU link, rate control at each
session source and multihop/multi-path routing. Extensive simulation results demonstrate that the performance
of the proposed distributed algorithm is close to that of the centralized algorithm, and the proposed framework
provides an efficient way to significantly save power consumption, while achieving the network utility very close
to that achieved with full power consumption.
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2I. INTRODUCTION
The cognitive radio (CR), with its built-in intelligence and cognitive capabilities, can flexibly adapt
its transmission or reception parameters, and provides the means for unlicensed secondary users (SU) to
dynamically access the licensed spectrum held by primary users (PU) [1]. Thus, as a promising technology
to deal with the spectrum under-utilization problem, CR has quickly become the enabling technology for
the next-generation wireless communications, and will be adopted by many emerging applications, e.g.,
smart grid communications, public safety, and medical applications [2].
Research on effective spectrum sharing or spectrum allocation has been extensive. For multi-user single-
hop CR networks (CRN), a number of approaches have been proposed. For example, [3] provided a survey
on dynamic resource allocation schemes with the interference temperature based spectrum-sharing model.
For the multihop networking problem with CRs, there is a limited amount of work to date available
in the literature [4]–[12]. [4] proposed a mathematical formulation to modeling spectrum sharing, sub-
band division, scheduling, and flow routing in multi-hop CRN. [5] developed a formal mathematical
model for a joint per-node based power control, scheduling, and flow routing problem in multi-hop
CRN. These two joint formulation are the mixed-integer non-linear program (MINLP) problem. [6]
proposed a framework of joint spectrum allocation and power control to utilize the open spectrum bands in
CRN with both interference temperature constraints and spectrum dynamics. [7] investigated a multicast
communication problem in a multihop CRN. A scheduling and routing approach was proposed to minimize
the network-wide resource utilization to support a set of multicast sessions. [8] addressed the stochastic
traffic engineering problem in multihop CRN. The challenges induced by the random behaviors of the
primary users are addressed through the stochastic network utility maximization framework. [9] proposed
a distributed routing algorithm to minimize the aggregate interference from the SUs to the PUs in CR mesh
networks. [10] studied a utility maximization framework by adapting SINR assignment and transmit power
subject to power budget constraints and additional interference temperature constraint. [11] investigated
the problem of spectrum assignment and sharing to minimize the total delay of multiple concurrent flows
in multi-hop CRN. [12] provided a survey on the state-of-the-art of research on physical, medium access,
and routing layer issues in the design of CRN, including the multihop scenario.
In parallel to the development of CR, MIMO is a physical layer technology that can provide many
3types of benefits through multiple antennas and advanced signal processing.
The potential network capacity gain with the use of MIMO depends on the coordinated mechanisms at
the physical, link, and network layers [13]. Thus, some works have addressed to exploit the benefits of
MIMO from a cross-layer prospective in single and multihop MIMO ad hoc networks. For example, [14]
investigated the cross-layer optimization problem in multihop MIMO backhaul networks to maximize the
fair throughput of the access points. [15] proposed the cross-layer algorithms for MIMO ad hoc networks
to maximize the SINR. [16] considered the problem of jointly optimizing power and bandwidth allocation
at each node and multihop multi-path routing in a MIMO ad hoc network, and developed a two-step
solution to this cross-layer optimization problem.
In CR networks, some efforts to explore the cognitive MIMO radio mainly focus on the physical
layer. The game theoretical approach and optimization-based approach have been applied to explore the
potential of MIMO CRN [17]–[25]. For instance, [25] proposed joint time scheduling and beamforming
optimization to minimize SU’s energy consumption while satisfying SU’s rate requirements and PU
interference constraints. However, these efforts mainly focused on the resource optimization for single-hop
MIMO CRN. Few effort has addressed how to take advantage of the MIMO techniques in the context of
multihop CRN through cross-layer design. [26] developed a tractable mathematical model for multihop
MIMO CRN and jointly optimized channel assignment in CRN and degree-of-freedom allocation in MIMO
to maximize the throughput. However, the centralized method is difficult to be implemented in the realistic
multihop MIMO CRN.
In this paper, we propose a new formulation to address an energy efficient cross-layer optimization
problem in a multihop MIMO CRN. Our objective is to optimize the weighted sum of network utility
and power consumption with a minimum PU transmission rate constraint and SU power consumption
constraints. We jointly optimize covariance matrix at each transmitting SU node, bandwidth allocation
at each SU link, rate control at each session source and multihop/multi-path routing. However, such a
joint formulation is usually highly nonconvex and difficult to solve due to the nonconvex MIMO link
capacity constraint and the PU rate constraint. Although by exploiting the special structure we can easily
design a distributed algorithm based on the popular dual-decomposition method, the dual-decomposition
solution is not feasible to the primal problem due to the nonconvexity nature of the problem. Hence, in
4this paper, we attempt to design a distributed algorithm that can yield a feasible suboptimal solution. Our
algorithm includes two steps. The first step is to obtain a reasonable bandwidth allocation while in the
second step we recover a feasible solution. Both steps are based on the dual-decomposition method, which
decomposes the joint optimization problem into the network-transport layer subproblems and the physical-
link layer subproblems. The network-transport layer subproblems in both steps are convex and can be
solved efficiently and distributively. We mainly focus on the nonconvex physical-link layer subproblem
in the first step and propose an iterative algorithm based on linearization of the nonconvex constraint and
alternating optimization. We prove the algorithm can converge monotonically. The performance of our
proposed distributed optimization algorithm is examined by extensive simulations. By comparing with a
performance upper bound offered by a centralized algorithm, we find that the proposed algorithm can
provide a feasible solution with good performance, and the proposed formulation can provide an efficient
mechanism to significantly save power consumption, while achieving the network utility very close to that
achieved at full power consumption. The key novelties and contributions of our work are summarized as
follows:
• Note that for the MIMO-link capacity function Eq. (2) used in [16], the background noise is assumed
to be not related to the allocated bandwidth. In this paper, we use a correlated but different MIMO-
link capacity formula, where the background noise is related to the allocated bandwidth. Based on a
linearization-based alternative optimization method and a heuristic primal recovery method, we design
a new distributed algorithm that can find a feasible solution with good performance for the non-convex
optimization problem of multihop MIMO CRN, which is a generalization of the optimization problem
in [16].
• Up to now, MIMO CRN design has mainly been focusing on utility (e.g., sum-rate) maximization
or the power minimization separately. However, achieving high transmission rate while consuming
low power consumption has recently become a main concern. In this paper, we extend traditional
MIMO CRN design towards a framework of utility-power trade-off with power related objective and
constraint. Specifically, we address the optimization objective of the weighted sum of network utility
and power consumption and consider non-full power consumption constraint. We quantify the utility-
power trade-off with some surprising numerical results. Thus, our formulation provides an efficient
5way to design a green cross-layer optimization scheme for multihop MIMO CRN.
• So far, many existing works proposed various algorithms for MIMO CRN based on the interference
power constraints for protecting PU. In contrast to the conventional interference power constraint
approach, we protect the primary receiver by the direct constraint on the minimum PU transmission
rate subject to the SU interference. Although the non-convexity of the minimum PU rate constraint is
introduced, we apply the method of Taylor series expansion to approximate this non-convex constraint
and propose an iterative algorithm to solve the non-convex optimization problem.
The remainder of this paper is organized as follows. In Section II, we present the system model
and problem formulation. In Section III, we solve our problem through the dual decomposition and the
subgradient algorithm. In Section IV, we propose the linearization-based alternative optimization method.
In Section V, we recover the primal solution. In Section VI, we provide the simulation results. Finally,
we conclude the paper in Section VII.
The upper-case and lower-case boldface letters denote matrices and vectors, respectively. The conjugate
transpose, Hermitian transpose, determinant are represented by (·)∗, (·)H , |·|, respectively. The trace is
denoted by Tr(·). We let I denote the identity matrix, the dimension is determined by the context. We
define the operators ≥ and ≤ for vectors and matrices as componentwise, while A ≻
−
B means that A−B
is positive semidefinite.
II. SYSTEM MODEL AND PROBLEM FORMULATION
We consider a multihop MIMO CRN, where multi-antenna SUs share the same spectrum with multi-
antenna PUs. We focus on the spectrum sharing model. In this model, from PU’s perspective, SU is
allowed to transmit as long as the interference from SU does not degrade the quality of service (QoS)
of PU to an unacceptable level. From SU’s perspective, SU should control its transmit power properly
in order to achieve a reasonably high transmission rate without causing too much interference to PU.
The SUs form a multihop FDMA MIMO network, which is represented by a directed graph, denoted as
Gs = {Ns,Ls}, where Ns = {1, 2, . . . , ns, . . . , Ns} and Ls = {1, 2, . . . , ls, . . . , Ls} represent all SUs and
all the possible SU MIMO links, respectively. The network is assumed to be always connected. Within
such a multihop MIMO CRN, the packets from a source node will reach a destination node through
multihop/multipath.
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Fig. 1. An application scenario of multihop MIMO CRN operating over TVWS.
A. Application Scenario
Recently, a series of emerging wireless access standards incorporated CR technology over Digital TV
white space (TVWS) [27] . Fig. 1 gives an application scenario of multihop MIMO CRN operating
over TVWS. The FCC ruling had opened up the possibility of designing wireless multihop networks
where CR operates over TVWS [28]. The most recent FCC ruling requires that TVWS devices must
rely on a geolocation database to determine the spectrum availability [29] [30]. In such a database-
assisted architecture, the primary licensed holders of TV spectrum provide the database with the up-to-
date information including TV tower transmission parameters, TV receiver protection requirements, and
etc.. Based on this information, the geolocation database implements a centralized spectrum allocation
mechanism such that different SU nodes are assigned non-overlapping bandwidths. In this paper, we
assume that the bandwidth of each SU node is given from the geolocation database. Our proposed
bandwidth allocation scheme is to re-allocate/sub-divide the bandwidth of SU node among its all outgoing
links. Note that its incoming and outgoing links is assigned different frequency bands, such that SU node
can simultaneously transmit and receive signals, and cause interference among each other.
7B. Channel Model
A MIMO SU ns ∈ Ns includes possible multiple secondary outgoing links ls ∈ O (ns) ⊂ Ls, where
O(ns) denotes the set of links that are outgoing from node ns. Without loss of generality1, we assume
that a MIMO SU ns only shares a portion or the entire of the bandwidth with a MIMO PU link jp.
Let Bjp denote the total bandwidth of PU link, Wls the overlapping bandwidth of PU link jp and SU
link ls. Furthermore, we assume that the transmit power of each PU link is distributed equally over
frequency band, i.e., the power allocation of the PU link for different frequency band is proportional to
the bandwidth. The transmission over the SU MIMO channel ls with Tls transmit and Rls receive antennas
can be expressed as the following signal model:
rls = Hlstls +
√
Wls
Bjp
Hjplstjp + nls (1)
where rls ∈ CRls×1 denotes the received signal vector of the secondary link ls, with Rls denoting the
numbers of receiving antennas. tls ∈ CTls×1 denotes the transmitted signal vector of link ls, with Tls
denoting the numbers of transmitting antennas. Hls ∈ CRls×Tls denotes the channel gain matrix from
the transmitting node to the receiving node of link ls. Hjpls ∈ CRls×Tjp denotes the channel gain matrix
from the transmitting node of the primary link jp to the receiving node of the secondary link ls, with
Tjp denoting the number of transmitting antenna of the primary link jp. tjp denotes the transmitted signal
vector of the primary link jp. nls denotes an additive white Gaussian noise vector of link ls. We assume
that the channel is block fading and Hls is known at the transmitting node of link ls.
C. SU power constraint
Here, the transmit power constraint of each transmitting node ns of SU link is given by:
∑
ls∈O(ns)
Tr(Qls) 6 αnsPns ∀ns (2)
where Qls = E{tlstHls } denotes the transmitting covariance matrix of tls at link ls, which is Hermitian
and positive semi-definite (PSD). Pns denotes the maximum transmitting power at SU ns. 0 < αns ≤ 1 is
a chosen constant, and denotes the required power reduction with respect to the full power usage at SU
ns. Note that from a mathematical perspective, accounting for αns is straightforward.
1Note that it is readily seen that we can easily generalize to a scenario where a SU can coexist with multiple PUs, and our proposed
scheme also applies to this scenario with minor modification.
8D. PU Rate Constraint
In order to ensure the QoS of the PU network, we have the following rate requirement at PU link jp,
inspired by [31],
Rjp ≥ R
min
jp
(3)
where Rminjp denotes the minimum transmission rate requirement of the primary link jp. Rjp denotes the
actual transmission rate of PU link jp.
We assume that PU link is not fully interfered illustrated in the top-left of Fig. 1. So, Rjp is composed
of two parts2:
Rjp =
∑
ls∈O(ns)
Wlsr
ls
jp
+RNIjp (4)
where Wls ≥ 0 denotes the bandwidth assigned to SU link ls. The first term on the RHS is the achievable
rate at the frequency band which suffers the interference from SU. Based on the classical capacity formula,
we have
rlsjp = log
∣∣∣WlsNjpI+ WlsBjpHjpQ∗jpHHjp +HlsjpQlsHHlsjp
∣∣∣∣∣∣NjpWlsI+HlsjpQlsHHlsjp
∣∣∣ (5)
The second term on the RHS RNIjp is the achievable rate at the frequency band which does not suffer the
interference from SU,
RNIjp =
Bjp − ∑
ls∈O(ns)
Wls

 ∗ log ∣∣∣∣I+ 1NjpBjpHjpQ∗jpHHjp
∣∣∣∣ (6)
where Njp is the noise power spectral density at PU jp. Hjp ∈ CRjp×Tjp denotes the channel matrix of
PU link jp . Hlsjp ∈ CRjp×Tls denotes the channel matrix from the transmitting node of SU link ls to the
transmitting node of PU link jp. We assume based on the active support from the primary network, Rminjp ,
Bjp , HjpQ
∗
jp
HHjp and Hlsjp are known at the transmitting nodes of link ls.
E. Channel Capacity and Bandwidth Allocation
The capacity of a MIMO link ls is given by
Φls(Wls ,Qsl) ,
Wls log
∣∣∣WlsNlsI+ WlsBjpHjplsQ∗jpHHjpls +HlsQlsHHls
∣∣∣∣∣∣WlsNlsI+ WlsBjpHjplsQ∗jpHHjpls
∣∣∣
(7)
2Note that Eq. (4) is also suitable for the case where a MIMO SU link shares the full bandwidth with a MIMO PU link.
9where Nls is the noise power spectral density at SU ls. As seen in (7), the optimization of bandwidth
allocation Wls and covariance matrix Qsl play an important role in improving the channel capacity. Notice
that Eq. (7) in this paper is different with the capacity function Eq. (2) of a MIMO link used in [16],
where the background noise is assumed to be not related to the allocated bandwidth.
Since the total outgoing bandwidth of node ns can not exceed its assigned bandwidth, we have
∑
ls∈O(ns)
Wls 6 Bns ∀ns (8)
Bns denotes the bandwidth assigned to node ns.
F. Multi-commodity flow model
We use a multi-commodity flow model for the routing of data packets in the multihop wireless network.
The source nodes send data packets to their intended destination nodes through multi-path and multi-hop
routing. We assume there are F sessions in the network. ef ≥ 0 denotes the traffic demand of session f .
Let xfls > 0 denote the transmission rate of session f over the link ls. Following the flow conservation
law, we have ∑
ls∈O(ns)
xfls −
∑
ls∈I(ns)
xfls = ansef ∀ns, ∀f (9)
where I(ns) denotes the sets of links that are incoming to node ns, ans is defined as follow
ans =


1 if ns = src(f)
−1 if ns = dst(f)
0 otherwise
where src(f) and dst(f) denote the source and destination node of session f , respectively.
Obviously, the total traffic rate of all flows traversing a link cannot exceed the link’s capacity limitation.
So we have
F∑
f=1
xfls 6 Φls(Wls,Qls) ∀ls (10)
Notice that (10) is a convex constraint due to the concavity of the channel capacity function (7) in
(Wls ,Qls).
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G. Problem Formulation
Our objective is to optimize the weighted sum of network utility and power consumption of SU
communication sessions, with a minimum PU transmission rate constraint and SU power consumption
constraints. We have the following formulation to jointly optimize the covariance matrix Q , [Q1,Q2, · ·
·,QLs] at the physical layer, bandwidth allocation W , [W1,W2, · · ·,WLs] at the link layer, routing
x , [x11, · · ·, x
1
Ls
, · · ·, xF1 , · · ·, x
F
Ls
] at the network layer and rate control e , [e1, e2, · · ·, ef ] at the transport
layer:
maximize
F∑
f=1
Uf (ef )−
Ls∑
ls=1
tlsTr(Qls) (11)
subject to (2), (3), (8), (9) and (10)
where tls , ∀ls are weighting coefficients to specify the importance of power consumption.
Remark 1: We extend traditional MIMO CRN design towards a framework of utility-power trade-off
with power related objective and constraint. Different from the problem studied in [16], we address the
optimization of the weighted sum of network utility and power consumption by introducing the parameter
tls in (11), and consider non-full power consumption by introducing the parameter αns in (2). We quantify
the utility-power trade-off with some surprising results through the simulation verification. Furthermore,
the problem is more complex than that in [16] due to the non-convex constraint (3) and thus we need to
seek a new approach to attack the problem.
III. DUAL DECOMPOSITION
In this section, we use the dual decomposition technique to decompose the problem (11) into two
subproblems. One is the network-transport layer subproblem, i.e., routing at the network layer and rate
control at the transport layer. The other is the physical-link layer subproblem, i.e., covariance matrix at
the physical layer and bandwidth allocation at the link layer. Both of them can be solved in a distributed
fashion.
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If only (10) is dualized, the corresponding Lagrangian is
L(e,x,Q,W,u)
=
Ns∑
ns=1


∑
ls∈O(ns)
{ulsΦls(Wls,Qls)− tlsTr(Qls)}


+
F∑
f=1
{
Uf (ef )−
L∑
ls=1
ulsx
f
ls
} (12)
where u , [u1, · · ·, uls, · · ·, uLs], and uls denotes the Lagrange multiplier (i.e., price) associated with the
constraint
∑F
f=1 x
f
ls
6 Φls(Wls,Qls) of link ls.
The Lagrange dual function D(u) is given by
D(u) , maximize L(e,x,Q,W,u)
subject to (2), (3), (8), (9) (13)
The dual problem is
minimize D(u)
subject to u > 0
(14)
We notice that the Lagrange (12) is separable at each SU node or at each session. So, we decompose
the dual function (13) into two classes of subproblems, i.e., the physical-link layer subproblems at each
SU node and the network-transport layer subproblems at each session. Specifically, the network-transport
layer subproblem at each session is given by
max
ef ,xf
Uf (ef)−
Ls∑
ls=1
ulsx
f
ls
subject to
∑
ls∈O(ns)
xfls −
∑
ls∈I(ns)
xfls = ansef
xfls ≥ 0, ef ≥ 0
(15)
and the physical-link layer subproblem at each SU node is given by
max
Qns ,Wns
∑
ls∈O(ns)
(ulsΦls(Wls,Qls)− tlsTr(Qls))
subject to
∑
ls∈O(ns)
Wls 6 Bns∑
ls∈O(ns)
Tr(Qls) 6 αnsPns
Rminjp 6 Rjp
Qls ≻− 0,Wls ≥ 0 ∀ls ∈ O(ns)
(16)
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We denote xf , [xfls , ∀ls], Qns , [Qls, ls ∈ O(ns)], Wns , [Wls , ls ∈ O(ns)].
It is readily seen that the problem (15) is convex and can be globally solved at the source node of each
session f . Although the problem (16) can be solved by each node ns, it is difficult to obtain the global
solution due to the non-convexity of the constraint Rminjp 6 Rjp . Hence in the next section we propose an
iterative algorithm that converges monotonically.
In the following, we formally solve the dual problem (14). Because the dual objective function is a
piece-wise linear function which is non-differentiable, we can use the subgradient method to solve (14)
[32]. We start with an initial u(0). In the k-th iteration, after solving the problem (15) and the problem
(16) for given u(k), we update the dual variables u(k+1). The ls-th element u(k+1)ls is updated as
u
(k+1)
ls
=
[
u
(k)
ls
− β(k)ls d
(k)
ls
]+ (17)
where [z]+ = max(z, 0), β(k)ls > 0 is a positive scalar step size parameter. The subgradient d
(k)
ls
can be
calculated as
d
(k)
ls
= Φls(W
∗
ls
(u(k)),Q∗ls(u
(k)))−
F∑
f=1
xf∗ls (u
(k)) (18)
where W ∗ls and Q
∗
ls
are a solution of the problem (16) at ns, and xf∗ls is a solution to (15) of session f
for a given u(k).
It is worth pointing out that the dual variable u(k)ls can be interpreted as the “price” of link ls during the
k-th iteration. This can help us to better understand the update of the dual variables u(k)ls . The subgradient
d
(k)
ls
indicates the usage of the link capacity during the k-th iteration. For link ls, when it is under-utilized,
then d(k)ls > 0, and the price of link ls will reduce from (17). On the other hand, when link ls is over-utilized,
then dkls < 0, and the price of link ls will increase.
We now give the following distributed algorithm, where each session source and each SU solve their
own problems with only local information.
13
Algorithm 1: Dual decomposition algorithm
Initialization: u(0), Q0, W0, x0, s0.
Repeat until convergence:
k1 ← k1 + 1
At each source node of session f , solve
(
e
(k1)
f ,x
(k1)
f
)
in the problem (15).
At each node ns, apply Algorithm 2 to solve(
W
(k1)
ls
,Q
(k1)
ls
)
, ls ∈ O(ns) in the problem (16) .
At each node ns, update u(k1)ls , ls ∈ O(ns) in (17).
Remark 2: Here, we discuss the distributed implementation of the proposed algorithm.
For the network-transport layer subproblem, after receiving the dual variables, the source node src(f)
of each session f locally solves the network-transport layer subproblem (15). Then the source node
has updated the flow rate sf and routing information xf . Each intermediate node performs the routing
according to the routing information xf in the source node.
For the physical-link layer subproblem, each node ns locally solves the physical-link layer subproblem
(16), and then updates Wns and Qns .
For the update of the dual variable uls for link ls which is outgoing from node ns, from (17)-(18), we
notice that the computation of uls only needs the local link capacity information Φls(Wls,Qls) and the
local traffic information
∑F
f=1 x
f
ls
. Then link ls updates the dual variable. After that, node ns broadcasts
the dual information to its next hop neighbors. Meanwhile, it receives the dual information from other
neighbors and relays it to its next hop neighbors. Eventually, each source node will get all dual variables
of links that the session goes through.
In Fig. 2, we give a graphic illustration of the local computation and the information exchange.
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IV. LINEARIZATION-BASED ALTERNATING OPTIMIZATION
In this section, we focus on solving the problem (16) through linearization-based alternating optimiza-
tion. First, it is seen that, fixing Wns , the problem (16) is a nonconvex problem with respect to Qns due
to the primal user rate constraint (3). While fixing Qns , the problem (16) is a convex problem with respect
to Wns but is still not easy to handle. Here, we apply the method of Taylor series expansion twice to
linearize the primal user rate constraint at each step to get simple convex problem.
Given Q˜ls , which satisfies the constraints of the problem (16), the rate function (5) can be linearized
as follows [31]:
rlsjp = log
∣∣∣WlsNjpI+ WlsBjpHjpQ∗jpHHjp +HlsjpQlsHHlsjp
∣∣∣∣∣∣WlsNjpI+HlsjpQlsHHlsjp
∣∣∣
≃ log
∣∣∣∣WlsNjpI+ WlsBjpHjpQ∗jpHHjp +HlsjpQlsHHlsjp
∣∣∣∣
− log
∣∣∣WlsNjpI+HlsjpQ˜lsHHlsjp∣∣∣
−Tr
{(
WlsNjpI+HlsjpQ˜lsH
H
lsjp
)−1
HlsjpQlsH
H
lsjp
}
+Tr
{(
WlsNjpI+HlsjpQ˜lsH
H
lsjp
)−1
HlsjpQ˜lsH
H
lsjp
}
, r˜lsjpQ
(19)
So the rate of PU link (4) can be approximated as
Rjp ≃
∑
ls∈O(ns)
Wls r˜
ls
jpQ
+RNIjp , R˜jpQ (20)
After fixing Wns to W˜ns = [W˜ls , ls ∈ O(ns)], using this linearized rate function R˜jpQ, the problem
(16) is transformed into the problem (21), which is convex in Qns .
max
Qns
∑
ls∈O(ns)
(
ulsΦls
(
W˜ls ,Qls
)
− tlsTr (Qls)
)
subject to
∑
ls∈O(ns)
Tr(Qls) ≤ αnsPns
Rminjp ≤ R˜jpQ
Qls ≻ 0 ∀ls ∈ O (ns)
(21)
For given W˜ns , it can be readily verified that Φls
(
W˜ls,Qls
)
is concave with respect to Qls . All constraints
of the problem (21) are linear with respect to Qns . Thus, the problem (21) is a convex optimization problem
with respect to Qns .
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Given W˜ls , which satisfies the constraints of the problem (16), Wlsrlsjp can be linearized as follows:
Wlsr
ls
jp
= Wls log
∣
∣
∣
∣
NjpWlsI+
Wls
Bjp
HjpQ
∗
jp
HHjp+HlsjpQ˜lsH
H
lsjp
∣
∣
∣
∣
∣
∣
∣NjpWlsI+Hlsjp Q˜lsH
H
lsjp
∣
∣
∣
≃Wls log
∣∣∣NjpW˜lsI+ W˜lsBjpHjpQ∗jpHHjp +HlsjpQ˜lsHHlsjp
∣∣∣
+Tr{
(
NjpW˜lsI+
W˜ls
Bjp
HjpQ
∗
jp
HHjp +HlsjpQ˜lsH
H
lsjp
)−1
∗(
Njp+
HjplsQ
∗
jp
HH
jpls
Bjp
)
}
(
Wls − W˜ls
)
W˜ls
−Wls log
∣∣∣NjpWlsI+HlsjpQ˜lsHHlsjp∣∣∣
(22)
So the rate of PU link (4) can be approximated as
Rjp ≃
∑
ls∈O(ns)
r˜lsjpW +R
NI
jp
, R˜jpW (23)
After fixing Qns to Q˜ls , using this linearized rate function R˜jpW , the problem (16) is transformed into
the problem (24), which is convex in Wns .
max
Wns
∑
ls∈O(ns)
(
ulsΦls
(
Wls, Q˜ls
)
− tlsTr
(
Q˜ls
))
subject to
∑
ls∈O(ns)
Wls ≤ Bns
Rminjp ≤ R˜jpW
Wls ≥ 0 ∀ls ∈ O (ns)
(24)
For given Q˜ns , it can be readily verified that Φls
(
Wls , Q˜ls
)
is concave with respect to Wls . All
constraints of the problem (24) are linear with respect to Wns . Thus, the problem (24) is a convex
optimization problem with respect to Wns .
Let Q∗ns be its solution to the problem (21) and f(Wns,Qns) denotes the objective value of the problem
(21) or the problem (24). We have f(Wns,Q∗ns) ≥ f(Wns, Q˜ns) since Q˜ns is a feasible solution to the
problem (21). We then fix Qns to Q∗ns in the problem (24) and solve for Wns in (24). Let W∗ns be its
solution to the problem (24). Then we have f(W∗ns,Q∗ns) ≥ f(Wns,Q∗ns). By the above analysis, we
propose Algorithm 2 for solving problem (16). As Algorithm 2 iterates, the objective value of the problem
(16) is nondecreasing.
Algorithm 2: Linearization-based Alternating Optimization Algorithm
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Initialization: k2 = 0, W(0)ns , Q
(0)
ns .
Repeat until convergence:
k2 ← k2 + 1;
Linearize Rjp at Q
(k2)
ns s to get R˜jpQ;
Fix Wns =W
(k2)
ns , solve (21) to get Q(k2+1)ns ;
Linearize Rjp at W
(k2)
ns s to get R˜jpW ;
Fix Qns = Q
(k2+1)
ns , solve (24) to get W(k2+1)ns .
V. RECOVERY OF PRIMAL SOLUTION
Because of the non-convexity of the primal problem (11), the duality gap usually exists and the solution
to the dual problem D(u) is not always feasible for the primal problem (11). Hence, we still need to
generate a feasible primal solution with good performance. Our key idea is to fix W in the primal
problem. Although the resultant problem is still nonconvex, we can iteratively linearize the primal rate
constraint to get a sequence of convex problems that can be distributively solved by the dual-decomposition
method. Such an iterative algorithm is called constrained concave-convex procedure (CCCP) [33] which
can monotonically converge to a stationary point of the primal problem with fixed bandwidth allocation.
To save the communication overhead and considering that the dual decomposition algorithm can quickly
converge to the neighborhood of the optimal solution (generally oscillating around the optimal solution),
we run a few iterations of the dual decomposition algorithm and perform a heuristic step, i.e., average
Wls over iterations,
W¯∗ =
1
n
N∑
k=N−n+1
W(k) (25)
where N represents the total number of iterations and n represents the last n iterations. Intuitively, we
consider that W¯∗ is the neighborhood of the optimal solution W. Hence, we fix W = W¯∗ and linearize
the primal user rate function Rjp at Q˜ to get a convex problem. Then we can use the dual-decomposition
method to solve the resultant problem in a distributed fashion. Finally, we get a recovery solution. The
whole algorithm is summarized in Algorithm 3. Note that, in Algorithm 3, Q˜ is initialized from the result
obtained by Algorithm 1 which is feasible to the primal problem. Hence, the recovery solution is also
feasible for the primal problem [33].
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Algorithm 3: Primal solution recovery algorithm
Implement Algorithm 1.
Get W¯∗ in (25).
Choose u(0) and initialize Q˜ from the result obtained from Algorithm 1.
Repeat until the required accuracy:
Let k3 = 0.
Repeat until the required accuracy:
k3 ← k3 + 1
At each source node of session f , compute(
s
(k3)
f ,x
(k3)
f
)
by solving the problem (15).
At each node ns, compute Q(k3)ls , ls ∈ O(ns) by
solving the problem (16) with W¯∗.
At each node ns, update u(k3)ls , ls ∈ O(ns) in (17).
Update Q˜ = Q(k3), linearize PU rate in (23), and update
u(0) = u(k3).
VI. SIMULATION RESULTS
In this section, we investigate the performance of the proposed distributed algorithm through simulations.
The proportional fairness utility function is adopted, i.e., Uf (f) = ln(ef ) for each session f . We randomly
generate a SU network topology as shown in the Fig.3. In this network topology, there are 15 nodes, 56
links3, and three sessions: node 2 to node 6, node 8 to node 13, and node 15 to node 9. Each node in
the network is equipped with two transmitting antennas and two receiving antennas, and the allocated
bandwidth is 20. The maximum transmit power of each node is 100. The channel gain matrix from the
transmitting node of link ls to the receiving node of link ls is modeled as
Hls = (200/dls)
3.5LlsH¯ls (26)
3We assume that there exists an SU link if the distance between two SU nodes is not larger than 300m.
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Fig. 3. Topology of SU network with 15 nodes.
where dls is the distance from the transmitting node of link ls to the receiving node of link ls; 10 log10(Lls)
is a real Gaussian random variable with zero mean and a standard deviation of 8 accounting for the large
scale log-normal shadowing; finally, H¯ls is an 2-by-2 matrix containing random values drawn from the
standard normal distribution. Also, the channel gain matrix of PU link and the interference channel gain
matrix from the transmitting node of SU link ls to the receiving node of PU link jp are nearly similar
as (26) with different distance. Specifically, we set the distance of PU link jp as djp = 200m, and the
distance from the transmitting node of SU link ls to the receiving node of PU link jp as dslpj = 300m.
We assume that SU ns shares the full bandwidth with PU link jp. The transmitting covariance matrix
Q∗jp of PU link jp is determined by the optimal value under the condition of interference from the SU
links. We denote ρjp = Rminjp /Rjp, where Rjp denotes the maximal rate of PU jp achieved without any
interferences from SUs. We set the default value of ρjp for all PUs as 0.5.
Through implementing the proposed distributed algorithm, we get the routing and flow rates of sessions
1, 2 and 3, which are shown in Figs. 4,5 and 6, respectively. It is seen that flow routings for sessions 1, 2
and 3 are multihop and multi-path. Moreover, it can be easily verified that the flow rates satisfy the flow
conservation.
Fig. 7 shows the convergence behavior of the linearization-based alternating optimization algorithm
for the physical-link layer subproblem with fixed u, while Fig. 8 shows the convergence behavior of the
recovery algorithm with fixed bandwidth allocation. We can see that, the two algorithms can converge
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Fig. 4. Routing and flow rates of session 1.
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100 200 300 400 500 600 700 800 900
200
300
400
500
600
700
800
900
1000
1100
N1
N2
N3
N4
N5 N6
N7
N8
N9
N10
N11
N12
N13
N14N15
23.9367
17.1845
2.827
2.827
40.8186
68.0729
38.1234
5.5246 22.7091
2.99790.0015607
39.057
22.7091
44.1361
43.6456
42.0565
5.0799
Fig. 6. Routing and flow rates of session 3 .
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Fig. 10. Impact of α and t on network utility and power consumption.
quickly and keep the objective function nondecreasing at each iteration. Particularly, the recovery algorithm
can achieve the most of performance in the first iteration. Hence, to save the communication overhead,
we only need to implement once the dual decomposition method in the recovery step.
To examine the performance of the bandwidth-allocation scheme, we run the dual-decomposition
algorithm 300 iterations in total. We set n = 20, 50, 70 and Let N = 200+ n+ 5M , M = 0, 1, 2, . . . , 15.
For each combination (n,N), we carry out the recovery step and calculate the network utility. Fig. 9
shows the simulation results. We can see that, for different SU ns , the proposed algorithm has very
similar performance. Moreover, the algorithm is also robust to the choice of N , i.e., the total number of
iterations in the first step. Hence, in the other simulations, we set N = 250 and n = 20.
From Fig. 9, we can also see that the proposed bandwidth allocation scheme is better than the equal
bandwidth allocation scheme. Moreover, the performance of the proposed distributed algorithm is very
close to the performance of the centralized algorithm using Matlab solver fmincon. It is worth mentioning
that, although fmincon can only offer locally optimal solution, we find from simulations that, it can
generate almost the same utility from different initialization. Hence, our distributed algorithm can find a
feasible solution with good performance.
We investigate the impact of two parameters αns and tls on the achieved network utility and the power
consumption. The simulation result is shown Fig. 10, where αns = α, ∀ns is chosen from 0.5 to 1, and
tls = t, ∀ls is chosen as 0 and 0.001, respectively. It is seen that there exist a good tradeoff between the
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network utility and the power consumption. Through choosing suitable αns and tls , we can significantly
save the power consumption, while achieving the network utility very close to that achieved at the full
power consumption. For example, shown in Fig. 10, when α = 0.7 and t = 0.001, we can achieve up to
99% of the network utility achieved at full power consumption, while only expending about 70 of full
power. Thus, our formulation provides an efficient way to design a green cross-layer optimization scheme
for multihop MIMO CRN.
VII. CONCLUSIONS
Both MIMO and CR are the enabling technologies for the next-generation wireless communications. The
performance of multihop MIMO CRN is tightly coupled with mechanisms at the physical, link, network,
and transport layers. In this paper, we have proposed a new formulation for green multihop MIMO
CRN design. Our formulation balances the network utility and weighted total power consumption of SU
communication sessions, with a minimum PU transmission rate constraint and SU power constraints.
We have developed the distributed algorithms to tackle the highly nonconvex cross-layer optimization
problem. Simulation results show that the proposed algorithm can provide a feasible solution with good
performance, and the proposed formulation is power-efficient while maintaining the high network utility.
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