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Abstract
Much of human knowledge is encoded in text, available in scientific publications,
books, and the web. Given the rapid growth of these resources, we need auto-
mated methods to extract such knowledge into machine-processable structures,
such as knowledge graphs. An important task in this process is entity normaliza-
tion, which consists of mapping noisy entity mentions in text to canonical enti-
ties in well-known reference sets. However, entity normalization is a challenging
problem; there often are many textual forms for a canonical entity that may not
be captured in the reference set, and entities mentioned in text may include many
syntactic variations, or errors. The problem is particularly acute in scientific do-
mains, such as biology. To address this problem, we have developed a general,
scalable solution based on a deep Siamese neural network model to embed the
semantic information about the entities, as well as their syntactic variations. We
use these embeddings for fast mapping of new entities to large reference sets,
and empirically show the effectiveness of our framework in challenging bio-entity
normalization datasets.
Keywords: Semantic Embedding, Deep Learning, Siamese Networks, Entity Grounding, Entity
Normalization, Entity Resolution, Entity Disambiguation, Entity Matching, Data Integration, Simi-
larity Search, Similarity Learning
1 Introduction
Digital publishing has accelerated the rate of textual content generation to beyond human consump-
tion capabilities. Taking the scientific literature as an example, Google Scholar has indexed about
four and a half million articles and books in 2017 in a 50% increase from the previous year. Au-
tomatically organizing this information into a proper knowledge representation is an important way
to make this information accessible. This process includes identification of entities in the text, of-
ten referred to as Names Entity Recognition (NER) [1, 2], and mapping of the identified entities to
existing reference sets, called Entity Normalization, or Grounding. In this paper we propose a text
embedding solution for entity normalization to a reference set.
Entity normalization to a reference set is a challenging problem. Even though in some cases normal-
ization can be as simple as a database look-up, often there is no exact match between the recognized
entity in the text and the reference entity set. There are two main sources for this variation. The first
is syntactic variations, where the identified entity contains relatively small character differences with
the canonical form present in the reference set, such as different capitalization, reordering of words,
typos, or errors introduced in the NER process (e.g., ‘FOXP2’ and ‘FOX-P2’). The second and more
challenging problem, which we call semantic variations, is when the identified entity does not exist
in the reference set, even when considering significant syntactic variations, but a human reader can
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recognize the non-standard entity name. For example, entities often have multiple canonical names
in the reference set and the identified entity name is a combination of parts of different canonical
names (e.g., ‘P70 S6KA’ and ‘52 kDa ribosomal protein S6 kinase’).
A further challenge is how to perform normalization at scale. Exhaustive pairwise comparison of
the identified entity to the reference entities grows quadratically and is unfeasible for large datasets.
Blocking [3] techniques speed up the process by selecting small subsets of entities for pairwise
comparisons. Unfortunately, blocking methods applied directly to the textual representation of the
entity names are often limited to simple techniques that can only address syntactic variations of
the entity names. So, traditional blocking may eliminate matches that are semantically relevant but
syntactically different.
To address these issues, we develop a text embedding solution for entity normalization. Our con-
tributions include: (1) A general, scalable deep neural-based model to embed entity information in
a numeric vector space that captures both syntactic and semantic variations. (2) An approach to
incorporate syntactic variations of entity names into the embeddings based on domain knowledge
by extending the use of contrastive loss function with soft labels. (3) A method for dynamic hard
negative mining to refine the embedding for improved performance. (4) Using an approximate k-
nearest neighbors algorithm over the embeddings to provide a scalable solution without the need for
traditional blocking.
2 Related Work
Data Normalization, linking entities to their canonical forms, is one of the most fundamental tasks
in information retrieval and automatic knowledge extraction [4]. Many related tasks share compo-
nents with entity normalization, but also have subtle differences. Record linkage [5], aims to find
records from different tables corresponding to the same entity. Records often contain multiple fields
and one of the challenges in this task is reasoning on different fields, and their combinations. Dedu-
plication [6] is similar to record linkage, but focuses on the records of the same table, so it does not
have to consider the heterogeneity of fields across different tables. Entity resolution [7], is a more
general term that deals with findings entity mentions that refer to the same entity and often inferring
a canonical form from them.
A critical feature in our setting is the presence of a canonical reference set, so that we ask “which
canonical entity a mention is mapped to?” in contrast to “which records are the same?” for set-
tings were the canonical entity is latent. Reference sets are specially important in bio-medical
domains [8]. Unlike record linkage, we do not have multiple fields and only reason on a single
string.
Feature-engineered string similarities [9] form the core of most traditional entity resolution methods.
In contrast, Our approach learns a similarity metric for entity normalization based on syntactic and
semantic information. We compute these similarities via embedding the entity mentions into a
vector space. Text embeddings, such as word2vec [10], GloVe [11], or more recently ELMo [12],
and BERT [13] have been very successful in language processing and understanding applications, in
great measure because they have been computed over very large corpora. However, these methods
are not task specific and provide general embeddings based on the text context. Our approach
is based on computing direct similarities rather than analyzing the surrounding text. Hence, for
Entity Normalization, we use a deep Siamese neural network that has been shown to be effective in
learning similarities in text [14] and images [15]. Both of these approaches define a contrastive loss
functions [16] to learn similarities. Recently, Joty and Tang [17] and Mudgal et al. [18] proposed
deep neural network methods for record linkage (with multiple fields) in a database. A major focus
of their work was on combining data in different fields. Our setting differs since we operate on entity
name strings, and match them to canonical references.
To avoid exhaustive pairwise computation of similarities between entities often blocking [19] or
indexing [20] techniques are used to reduce the search space. These methods are often based on
approximate string matching. The most effective methods in this area is based on hashing the string
with the main purpose of blocking the entities as a pre-processing step, followed by the matching
part that is performed after blocking. In our method, we combine both steps by mapping the entity
mentions to a numerical space to capture similarities. The blocking in our case conceptually fol-
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n12<latexit sha1_base64="BWJ6ISSJb5ZXpa8xhr0xB6FA3vY=">AAAB7HicbZBNS8NAEIYnftb6VfXoZbEInkpSBD0WvXisYNpCG8tmu2mXbjZhdyKU0N/gxYMiXv1B 3vw3btsctPWFhYd3ZtiZN0ylMOi6387a+sbm1nZpp7y7t39wWDk6bpkk04z7LJGJ7oTUcCkU91Gg5J1UcxqHkrfD8e2s3n7i2ohEPeAk5UFMh0pEglG0lq/69UevX6m6NXcusgpeAVUo1OxXvnqDhGUxV8gkNabruSkGOdUomOTTci8zPKVsTIe8a1HRmJsgny87JefWGZAo0fYpJHP390ROY2MmcWg7Y4ojs1ybmf/VuhlG10EuVJohV2zxUZRJ ggmZXU4GQnOGcmKBMi3sroSNqKYMbT5lG4K3fPIqtOo1z/L9ZbVxU8RRglM4gwvw4AoacAdN8IGBgGd4hTdHOS/Ou/OxaF1zipkT+CPn8wci8446</latexit><latexit sha1_base64="BWJ6ISSJb5ZXpa8xhr0xB6FA3vY=">AAAB7HicbZBNS8NAEIYnftb6VfXoZbEInkpSBD0WvXisYNpCG8tmu2mXbjZhdyKU0N/gxYMiXv1B 3vw3btsctPWFhYd3ZtiZN0ylMOi6387a+sbm1nZpp7y7t39wWDk6bpkk04z7LJGJ7oTUcCkU91Gg5J1UcxqHkrfD8e2s3n7i2ohEPeAk5UFMh0pEglG0lq/69UevX6m6NXcusgpeAVUo1OxXvnqDhGUxV8gkNabruSkGOdUomOTTci8zPKVsTIe8a1HRmJsgny87JefWGZAo0fYpJHP390ROY2MmcWg7Y4ojs1ybmf/VuhlG10EuVJohV2zxUZRJ ggmZXU4GQnOGcmKBMi3sroSNqKYMbT5lG4K3fPIqtOo1z/L9ZbVxU8RRglM4gwvw4AoacAdN8IGBgGd4hTdHOS/Ou/OxaF1zipkT+CPn8wci8446</latexit><latexit sha1_base64="BWJ6ISSJb5ZXpa8xhr0xB6FA3vY=">AAAB7HicbZBNS8NAEIYnftb6VfXoZbEInkpSBD0WvXisYNpCG8tmu2mXbjZhdyKU0N/gxYMiXv1B 3vw3btsctPWFhYd3ZtiZN0ylMOi6387a+sbm1nZpp7y7t39wWDk6bpkk04z7LJGJ7oTUcCkU91Gg5J1UcxqHkrfD8e2s3n7i2ohEPeAk5UFMh0pEglG0lq/69UevX6m6NXcusgpeAVUo1OxXvnqDhGUxV8gkNabruSkGOdUomOTTci8zPKVsTIe8a1HRmJsgny87JefWGZAo0fYpJHP390ROY2MmcWg7Y4ojs1ybmf/VuhlG10EuVJohV2zxUZRJ ggmZXU4GQnOGcmKBMi3sroSNqKYMbT5lG4K3fPIqtOo1z/L9ZbVxU8RRglM4gwvw4AoacAdN8IGBgGd4hTdHOS/Ou/OxaF1zipkT+CPn8wci8446</latexit><latexit sha1_base64="BWJ6ISSJb5ZXpa8xhr0xB6FA3vY=">AAAB7HicbZBNS8NAEIYnftb6VfXoZbEInkpSBD0WvXisYNpCG8tmu2mXbjZhdyKU0N/gxYMiXv1B 3vw3btsctPWFhYd3ZtiZN0ylMOi6387a+sbm1nZpp7y7t39wWDk6bpkk04z7LJGJ7oTUcCkU91Gg5J1UcxqHkrfD8e2s3n7i2ohEPeAk5UFMh0pEglG0lq/69UevX6m6NXcusgpeAVUo1OxXvnqDhGUxV8gkNabruSkGOdUomOTTci8zPKVsTIe8a1HRmJsgny87JefWGZAo0fYpJHP390ROY2MmcWg7Y4ojs1ybmf/VuhlG10EuVJohV2zxUZRJ ggmZXU4GQnOGcmKBMi3sroSNqKYMbT5lG4K3fPIqtOo1z/L9ZbVxU8RRglM4gwvw4AoacAdN8IGBgGd4hTdHOS/Ou/OxaF1zipkT+CPn8wci8446</latexit>
n1m, n
2
m<latexit sha1_base64="VxAgrWrEomi9yXybpa9JAGZsB6Q=">AAAB83icbZDLSgMxFIbP1Futt6pLN8EiuJAyUwRdFt24rGAv0I4lk2ba0CQzJBmhDH0NNy4UcevL uPNtzExnoa0HQj7+/xxy8gcxZ9q47rdTWlvf2Nwqb1d2dvf2D6qHRx0dJYrQNol4pHoB1pQzSduGGU57saJYBJx2g+lt5nefqNIskg9mFlNf4LFkISPYWGkgh+LRu0DZ1RhWa27dzQutgldADYpqDatfg1FEEkGlIRxr3ffc2PgpVoYRTueVQaJpjMkUj2nfosSCaj/Nd56jM6uMUBgpe6RBufp7IsVC65kIbKfAZqKXvUz8z+snJrz2UybjxFBJ Fg+FCUcmQlkAaMQUJYbPLGCimN0VkQlWmBgbU8WG4C1/eRU6jbpn+f6y1rwp4ijDCZzCOXhwBU24gxa0gUAMz/AKb07ivDjvzseiteQUM8fwp5zPH7s7kNE=</latexit><latexit sha1_base64="VxAgrWrEomi9yXybpa9JAGZsB6Q=">AAAB83icbZDLSgMxFIbP1Futt6pLN8EiuJAyUwRdFt24rGAv0I4lk2ba0CQzJBmhDH0NNy4UcevL uPNtzExnoa0HQj7+/xxy8gcxZ9q47rdTWlvf2Nwqb1d2dvf2D6qHRx0dJYrQNol4pHoB1pQzSduGGU57saJYBJx2g+lt5nefqNIskg9mFlNf4LFkISPYWGkgh+LRu0DZ1RhWa27dzQutgldADYpqDatfg1FEEkGlIRxr3ffc2PgpVoYRTueVQaJpjMkUj2nfosSCaj/Nd56jM6uMUBgpe6RBufp7IsVC65kIbKfAZqKXvUz8z+snJrz2UybjxFBJ Fg+FCUcmQlkAaMQUJYbPLGCimN0VkQlWmBgbU8WG4C1/eRU6jbpn+f6y1rwp4ijDCZzCOXhwBU24gxa0gUAMz/AKb07ivDjvzseiteQUM8fwp5zPH7s7kNE=</latexit><latexit sha1_base64="VxAgrWrEomi9yXybpa9JAGZsB6Q=">AAAB83icbZDLSgMxFIbP1Futt6pLN8EiuJAyUwRdFt24rGAv0I4lk2ba0CQzJBmhDH0NNy4UcevL uPNtzExnoa0HQj7+/xxy8gcxZ9q47rdTWlvf2Nwqb1d2dvf2D6qHRx0dJYrQNol4pHoB1pQzSduGGU57saJYBJx2g+lt5nefqNIskg9mFlNf4LFkISPYWGkgh+LRu0DZ1RhWa27dzQutgldADYpqDatfg1FEEkGlIRxr3ffc2PgpVoYRTueVQaJpjMkUj2nfosSCaj/Nd56jM6uMUBgpe6RBufp7IsVC65kIbKfAZqKXvUz8z+snJrz2UybjxFBJ Fg+FCUcmQlkAaMQUJYbPLGCimN0VkQlWmBgbU8WG4C1/eRU6jbpn+f6y1rwp4ijDCZzCOXhwBU24gxa0gUAMz/AKb07ivDjvzseiteQUM8fwp5zPH7s7kNE=</latexit><latexit sha1_base64="VxAgrWrEomi9yXybpa9JAGZsB6Q=">AAAB83icbZDLSgMxFIbP1Futt6pLN8EiuJAyUwRdFt24rGAv0I4lk2ba0CQzJBmhDH0NNy4UcevL uPNtzExnoa0HQj7+/xxy8gcxZ9q47rdTWlvf2Nwqb1d2dvf2D6qHRx0dJYrQNol4pHoB1pQzSduGGU57saJYBJx2g+lt5nefqNIskg9mFlNf4LFkISPYWGkgh+LRu0DZ1RhWa27dzQutgldADYpqDatfg1FEEkGlIRxr3ffc2PgpVoYRTueVQaJpjMkUj2nfosSCaj/Nd56jM6uMUBgpe6RBufp7IsVC65kIbKfAZqKXvUz8z+snJrz2UybjxFBJ Fg+FCUcmQlkAaMQUJYbPLGCimN0VkQlWmBgbU8WG4C1/eRU6jbpn+f6y1rwp4ijDCZzCOXhwBU24gxa0gUAMz/AKb07ivDjvzseiteQUM8fwp5zPH7s7kNE=</latexit> m<latexit sha1_base64="DSPyoFo23hSxOQ0NRssL+iT0rQs= ">AAAB8HicbVDLSgMxFL2pr1pfVZdugkVwVWZE0GXRjcsK9iHtUDKZTBuaZIYkI5ShX+HGhSJu/Rx3/o1pOwttPRA4nHMuufeEqe DGet43Kq2tb2xulbcrO7t7+wfVw6O2STJNWYsmItHdkBgmuGIty61g3VQzIkPBOuH4duZ3npg2PFEPdpKyQJKh4jGnxDrpsS9cNC IDOajWvLo3B14lfkFqUKA5qH71o4RmkilLBTGm53upDXKiLaeCTSv9zLCU0DEZsp6jikhmgny+8BSfOSXCcaLdUxbP1d8TOZHGTG TokpLYkVn2ZuJ/Xi+z8XWQc5Vmlim6+CjOBLYJnl2PI64ZtWLiCKGau10xHRFNqHUdVVwJ/vLJq6R9Ufcdv7+sNW6KOspwAqdwDj 5cQQPuoAktoCDhGV7hDWn0gt7RxyJaQsXMMfwB+vwBwcGQXQ==</latexit><latexit sha1_base64="DSPyoFo23hSxOQ0NRssL+iT0rQs= ">AAAB8HicbVDLSgMxFL2pr1pfVZdugkVwVWZE0GXRjcsK9iHtUDKZTBuaZIYkI5ShX+HGhSJu/Rx3/o1pOwttPRA4nHMuufeEqe DGet43Kq2tb2xulbcrO7t7+wfVw6O2STJNWYsmItHdkBgmuGIty61g3VQzIkPBOuH4duZ3npg2PFEPdpKyQJKh4jGnxDrpsS9cNC IDOajWvLo3B14lfkFqUKA5qH71o4RmkilLBTGm53upDXKiLaeCTSv9zLCU0DEZsp6jikhmgny+8BSfOSXCcaLdUxbP1d8TOZHGTG TokpLYkVn2ZuJ/Xi+z8XWQc5Vmlim6+CjOBLYJnl2PI64ZtWLiCKGau10xHRFNqHUdVVwJ/vLJq6R9Ufcdv7+sNW6KOspwAqdwDj 5cQQPuoAktoCDhGV7hDWn0gt7RxyJaQsXMMfwB+vwBwcGQXQ==</latexit><latexit sha1_base64="DSPyoFo23hSxOQ0NRssL+iT0rQs= ">AAAB8HicbVDLSgMxFL2pr1pfVZdugkVwVWZE0GXRjcsK9iHtUDKZTBuaZIYkI5ShX+HGhSJu/Rx3/o1pOwttPRA4nHMuufeEqe DGet43Kq2tb2xulbcrO7t7+wfVw6O2STJNWYsmItHdkBgmuGIty61g3VQzIkPBOuH4duZ3npg2PFEPdpKyQJKh4jGnxDrpsS9cNC IDOajWvLo3B14lfkFqUKA5qH71o4RmkilLBTGm53upDXKiLaeCTSv9zLCU0DEZsp6jikhmgny+8BSfOSXCcaLdUxbP1d8TOZHGTG TokpLYkVn2ZuJ/Xi+z8XWQc5Vmlim6+CjOBLYJnl2PI64ZtWLiCKGau10xHRFNqHUdVVwJ/vLJq6R9Ufcdv7+sNW6KOspwAqdwDj 5cQQPuoAktoCDhGV7hDWn0gt7RxyJaQsXMMfwB+vwBwcGQXQ==</latexit><latexit sha1_base64="DSPyoFo23hSxOQ0NRssL+iT0rQs= ">AAAB8HicbVDLSgMxFL2pr1pfVZdugkVwVWZE0GXRjcsK9iHtUDKZTBuaZIYkI5ShX+HGhSJu/Rx3/o1pOwttPRA4nHMuufeEqe DGet43Kq2tb2xulbcrO7t7+wfVw6O2STJNWYsmItHdkBgmuGIty61g3VQzIkPBOuH4duZ3npg2PFEPdpKyQJKh4jGnxDrpsS9cNC IDOajWvLo3B14lfkFqUKA5qH71o4RmkilLBTGm53upDXKiLaeCTSv9zLCU0DEZsp6jikhmgny+8BSfOSXCcaLdUxbP1d8TOZHGTG TokpLYkVn2ZuJ/Xi+z8XWQc5Vmlim6+CjOBLYJnl2PI64ZtWLiCKGau10xHRFNqHUdVVwJ/vLJq6R9Ufcdv7+sNW6KOspwAqdwDj 5cQQPuoAktoCDhGV7hDWn0gt7RxyJaQsXMMfwB+vwBwcGQXQ==</latexit>
n11, n
3
3
<latexit sha1_base64="RriGptbV+6rHBBWoezbkv+vjlYc=">AAAB83icbZDLSsNAFIZP6q3WW9Wlm8EiuJCSWEGXRTcuK9gLtGmYTCft0MkkzEUooa/hxoUibn0Zd76N 0zYLbf1h4OM/53DO/GHKmdKu++0U1tY3NreK26Wd3b39g/LhUUslRhLaJAlPZCfEinImaFMzzWknlRTHIaftcHw3q7efqFQsEY96klI/xkPBIkawtlZPBF7fu0AiqPVrQbniVt250Cp4OVQgVyMof/UGCTExFZpwrFTXc1PtZ1hqRjidlnpG0RSTMR7SrkWBY6r8bH7zFJ1ZZ4CiRNonNJq7vycyHCs1iUPbGWM9Usu1mflfrWt0dONnTKRGU0EWiyLDkU 7QLAA0YJISzScWMJHM3orICEtMtI2pZEPwlr+8Cq3Lqmf54apSv83jKMIJnMI5eHANdbiHBjSBQArP8ApvjnFenHfnY9FacPKZY/gj5/MHB1eQXA==</latexit><latexit sha1_base64="RriGptbV+6rHBBWoezbkv+vjlYc=">AAAB83icbZDLSsNAFIZP6q3WW9Wlm8EiuJCSWEGXRTcuK9gLtGmYTCft0MkkzEUooa/hxoUibn0Zd76N 0zYLbf1h4OM/53DO/GHKmdKu++0U1tY3NreK26Wd3b39g/LhUUslRhLaJAlPZCfEinImaFMzzWknlRTHIaftcHw3q7efqFQsEY96klI/xkPBIkawtlZPBF7fu0AiqPVrQbniVt250Cp4OVQgVyMof/UGCTExFZpwrFTXc1PtZ1hqRjidlnpG0RSTMR7SrkWBY6r8bH7zFJ1ZZ4CiRNonNJq7vycyHCs1iUPbGWM9Usu1mflfrWt0dONnTKRGU0EWiyLDkU 7QLAA0YJISzScWMJHM3orICEtMtI2pZEPwlr+8Cq3Lqmf54apSv83jKMIJnMI5eHANdbiHBjSBQArP8ApvjnFenHfnY9FacPKZY/gj5/MHB1eQXA==</latexit><latexit sha1_base64="RriGptbV+6rHBBWoezbkv+vjlYc=">AAAB83icbZDLSsNAFIZP6q3WW9Wlm8EiuJCSWEGXRTcuK9gLtGmYTCft0MkkzEUooa/hxoUibn0Zd76N 0zYLbf1h4OM/53DO/GHKmdKu++0U1tY3NreK26Wd3b39g/LhUUslRhLaJAlPZCfEinImaFMzzWknlRTHIaftcHw3q7efqFQsEY96klI/xkPBIkawtlZPBF7fu0AiqPVrQbniVt250Cp4OVQgVyMof/UGCTExFZpwrFTXc1PtZ1hqRjidlnpG0RSTMR7SrkWBY6r8bH7zFJ1ZZ4CiRNonNJq7vycyHCs1iUPbGWM9Usu1mflfrWt0dONnTKRGU0EWiyLDkU 7QLAA0YJISzScWMJHM3orICEtMtI2pZEPwlr+8Cq3Lqmf54apSv83jKMIJnMI5eHANdbiHBjSBQArP8ApvjnFenHfnY9FacPKZY/gj5/MHB1eQXA==</latexit><latexit sha1_base64="RriGptbV+6rHBBWoezbkv+vjlYc=">AAAB83icbZDLSsNAFIZP6q3WW9Wlm8EiuJCSWEGXRTcuK9gLtGmYTCft0MkkzEUooa/hxoUibn0Zd76N 0zYLbf1h4OM/53DO/GHKmdKu++0U1tY3NreK26Wd3b39g/LhUUslRhLaJAlPZCfEinImaFMzzWknlRTHIaftcHw3q7efqFQsEY96klI/xkPBIkawtlZPBF7fu0AiqPVrQbniVt250Cp4OVQgVyMof/UGCTExFZpwrFTXc1PtZ1hqRjidlnpG0RSTMR7SrkWBY6r8bH7zFJ1ZZ4CiRNonNJq7vycyHCs1iUPbGWM9Usu1mflfrWt0dONnTKRGU0EWiyLDkU 7QLAA0YJISzScWMJHM3orICEtMtI2pZEPwlr+8Cq3Lqmf54apSv83jKMIJnMI5eHANdbiHBjSBQArP8ApvjnFenHfnY9FacPKZY/gj5/MHB1eQXA==</latexit>
n11, n
3
1<latexit sha1_base64="Fv+O4GAXhlQBdXETVMcFr053SAE=">AAAB83icbZDLSgMxFIbP1Futt6pLN8EiuJAyo4Iui25cVrAXaMeSSU/b0ExmSDJCGfoablwo4taX cefbmGlnoa0HQj7+/xxy8gex4Nq47rdTWFldW98obpa2tnd298r7B00dJYphg0UiUu2AahRcYsNwI7AdK6RhILAVjG8zv/WESvNIPphJjH5Ih5IPOKPGSl3Z8x69M5JdF71yxa26syLL4OVQgbzqvfJXtx+xJERpmKBadzw3Nn5KleFM4LTUTTTGlI3pEDsWJQ1R++ls5yk5sUqfDCJljzRkpv6eSGmo9SQMbGdIzUgvepn4n9dJzODaT7mME4OS zR8aJIKYiGQBkD5XyIyYWKBMcbsrYSOqKDM2ppINwVv88jI0z6ue5fvLSu0mj6MIR3AMp+DBFdTgDurQAAYxPMMrvDmJ8+K8Ox/z1oKTzxzCn3I+fwAES5Ba</latexit><latexit sha1_base64="Fv+O4GAXhlQBdXETVMcFr053SAE=">AAAB83icbZDLSgMxFIbP1Futt6pLN8EiuJAyo4Iui25cVrAXaMeSSU/b0ExmSDJCGfoablwo4taX cefbmGlnoa0HQj7+/xxy8gex4Nq47rdTWFldW98obpa2tnd298r7B00dJYphg0UiUu2AahRcYsNwI7AdK6RhILAVjG8zv/WESvNIPphJjH5Ih5IPOKPGSl3Z8x69M5JdF71yxa26syLL4OVQgbzqvfJXtx+xJERpmKBadzw3Nn5KleFM4LTUTTTGlI3pEDsWJQ1R++ls5yk5sUqfDCJljzRkpv6eSGmo9SQMbGdIzUgvepn4n9dJzODaT7mME4OS zR8aJIKYiGQBkD5XyIyYWKBMcbsrYSOqKDM2ppINwVv88jI0z6ue5fvLSu0mj6MIR3AMp+DBFdTgDurQAAYxPMMrvDmJ8+K8Ox/z1oKTzxzCn3I+fwAES5Ba</latexit><latexit sha1_base64="Fv+O4GAXhlQBdXETVMcFr053SAE=">AAAB83icbZDLSgMxFIbP1Futt6pLN8EiuJAyo4Iui25cVrAXaMeSSU/b0ExmSDJCGfoablwo4taX cefbmGlnoa0HQj7+/xxy8gex4Nq47rdTWFldW98obpa2tnd298r7B00dJYphg0UiUu2AahRcYsNwI7AdK6RhILAVjG8zv/WESvNIPphJjH5Ih5IPOKPGSl3Z8x69M5JdF71yxa26syLL4OVQgbzqvfJXtx+xJERpmKBadzw3Nn5KleFM4LTUTTTGlI3pEDsWJQ1R++ls5yk5sUqfDCJljzRkpv6eSGmo9SQMbGdIzUgvepn4n9dJzODaT7mME4OS zR8aJIKYiGQBkD5XyIyYWKBMcbsrYSOqKDM2ppINwVv88jI0z6ue5fvLSu0mj6MIR3AMp+DBFdTgDurQAAYxPMMrvDmJ8+K8Ox/z1oKTzxzCn3I+fwAES5Ba</latexit><latexit sha1_base64="Fv+O4GAXhlQBdXETVMcFr053SAE=">AAAB83icbZDLSgMxFIbP1Futt6pLN8EiuJAyo4Iui25cVrAXaMeSSU/b0ExmSDJCGfoablwo4taX cefbmGlnoa0HQj7+/xxy8gex4Nq47rdTWFldW98obpa2tnd298r7B00dJYphg0UiUu2AahRcYsNwI7AdK6RhILAVjG8zv/WESvNIPphJjH5Ih5IPOKPGSl3Z8x69M5JdF71yxa26syLL4OVQgbzqvfJXtx+xJERpmKBadzw3Nn5KleFM4LTUTTTGlI3pEDsWJQ1R++ls5yk5sUqfDCJljzRkpv6eSGmo9SQMbGdIzUgvepn4n9dJzODaT7mME4OS zR8aJIKYiGQBkD5XyIyYWKBMcbsrYSOqKDM2ppINwVv88jI0z6ue5fvLSu0mj6MIR3AMp+DBFdTgDurQAAYxPMMrvDmJ8+K8Ox/z1oKTzxzCn3I+fwAES5Ba</latexit>
n76, n
2
5
<latexit sha1_base64="Ubmr/vKgWjqKG7mBkxVLws48TFM=">AAAB83icbZDLSsNAFIZP6q3WW9Wlm8EiuJCSFLUui25cVrAXaNMwmU7aoZNJmJkIJfQ13LhQxK0v4863 cdJmoa0/DHz85xzOmd+POVPatr+twtr6xuZWcbu0s7u3f1A+PGqrKJGEtkjEI9n1saKcCdrSTHPajSXFoc9px5/cZfXOE5WKReJRT2PqhngkWMAI1sbqC+96UL9Awrsa1Lxyxa7ac6FVcHKoQK6mV/7qDyOShFRowrFSPceOtZtiqRnhdFbqJ4rGmEzwiPYMChxS5abzm2fozDhDFETSPKHR3P09keJQqWnom84Q67FarmXmf7VeooMbN2UiTjQVZLEoSD jSEcoCQEMmKdF8agATycytiIyxxESbmEomBGf5y6vQrlUdww+XlcZtHkcRTuAUzsGBOjTgHprQAgIxPMMrvFmJ9WK9Wx+L1oKVzxzDH1mfPxnikGg=</latexit><latexit sha1_base64="Ubmr/vKgWjqKG7mBkxVLws48TFM=">AAAB83icbZDLSsNAFIZP6q3WW9Wlm8EiuJCSFLUui25cVrAXaNMwmU7aoZNJmJkIJfQ13LhQxK0v4863 cdJmoa0/DHz85xzOmd+POVPatr+twtr6xuZWcbu0s7u3f1A+PGqrKJGEtkjEI9n1saKcCdrSTHPajSXFoc9px5/cZfXOE5WKReJRT2PqhngkWMAI1sbqC+96UL9Awrsa1Lxyxa7ac6FVcHKoQK6mV/7qDyOShFRowrFSPceOtZtiqRnhdFbqJ4rGmEzwiPYMChxS5abzm2fozDhDFETSPKHR3P09keJQqWnom84Q67FarmXmf7VeooMbN2UiTjQVZLEoSD jSEcoCQEMmKdF8agATycytiIyxxESbmEomBGf5y6vQrlUdww+XlcZtHkcRTuAUzsGBOjTgHprQAgIxPMMrvFmJ9WK9Wx+L1oKVzxzDH1mfPxnikGg=</latexit><latexit sha1_base64="Ubmr/vKgWjqKG7mBkxVLws48TFM=">AAAB83icbZDLSsNAFIZP6q3WW9Wlm8EiuJCSFLUui25cVrAXaNMwmU7aoZNJmJkIJfQ13LhQxK0v4863 cdJmoa0/DHz85xzOmd+POVPatr+twtr6xuZWcbu0s7u3f1A+PGqrKJGEtkjEI9n1saKcCdrSTHPajSXFoc9px5/cZfXOE5WKReJRT2PqhngkWMAI1sbqC+96UL9Awrsa1Lxyxa7ac6FVcHKoQK6mV/7qDyOShFRowrFSPceOtZtiqRnhdFbqJ4rGmEzwiPYMChxS5abzm2fozDhDFETSPKHR3P09keJQqWnom84Q67FarmXmf7VeooMbN2UiTjQVZLEoSD jSEcoCQEMmKdF8agATycytiIyxxESbmEomBGf5y6vQrlUdww+XlcZtHkcRTuAUzsGBOjTgHprQAgIxPMMrvFmJ9WK9Wx+L1oKVzxzDH1mfPxnikGg=</latexit><latexit sha1_base64="Ubmr/vKgWjqKG7mBkxVLws48TFM=">AAAB83icbZDLSsNAFIZP6q3WW9Wlm8EiuJCSFLUui25cVrAXaNMwmU7aoZNJmJkIJfQ13LhQxK0v4863 cdJmoa0/DHz85xzOmd+POVPatr+twtr6xuZWcbu0s7u3f1A+PGqrKJGEtkjEI9n1saKcCdrSTHPajSXFoc9px5/cZfXOE5WKReJRT2PqhngkWMAI1sbqC+96UL9Awrsa1Lxyxa7ac6FVcHKoQK6mV/7qDyOShFRowrFSPceOtZtiqRnhdFbqJ4rGmEzwiPYMChxS5abzm2fozDhDFETSPKHR3P09keJQqWnom84Q67FarmXmf7VeooMbN2UiTjQVZLEoSD jSEcoCQEMmKdF8agATycytiIyxxESbmEomBGf5y6vQrlUdww+XlcZtHkcRTuAUzsGBOjTgHprQAgIxPMMrvFmJ9WK9Wx+L1oKVzxzDH1mfPxnikGg=</latexit>
n11, n
1
2<latexit sha1_base64="Bbm6hvsOkeBL8tAc7EXwkVRJ6vk=">AAAB83icbZDLSgMxFIbP1Futt6pLN8EiuJAyKQVdFt24rGAv0E6HTJppQzOZIckIZehruHGhiFtf xp1vY9rOQlt/CHz85xzOyR8kgmvjut9OYWNza3unuFva2z84PCofn7R1nCrKWjQWseoGRDPBJWsZbgTrJoqRKBCsE0zu5vXOE1Oax/LRTBPmRWQkecgpMdbqSx8P8BWSfm2A/XLFrboLoXXAOVQgV9Mvf/WHMU0jJg0VROsedhPjZUQZTgWblfqpZgmhEzJiPYuSREx72eLmGbqwzhCFsbJPGrRwf09kJNJ6GgW2MyJmrFdrc/O/Wi814Y2XcZmk hkm6XBSmApkYzQNAQ64YNWJqgVDF7a2Ijoki1NiYSjYEvPrldWjXqtjyQ73SuM3jKMIZnMMlYLiGBtxDE1pAIYFneIU3J3VenHfnY9lacPKZU/gj5/MHAsmQWQ==</latexit><latexit sha1_base64="Bbm6hvsOkeBL8tAc7EXwkVRJ6vk=">AAAB83icbZDLSgMxFIbP1Futt6pLN8EiuJAyKQVdFt24rGAv0E6HTJppQzOZIckIZehruHGhiFtf xp1vY9rOQlt/CHz85xzOyR8kgmvjut9OYWNza3unuFva2z84PCofn7R1nCrKWjQWseoGRDPBJWsZbgTrJoqRKBCsE0zu5vXOE1Oax/LRTBPmRWQkecgpMdbqSx8P8BWSfm2A/XLFrboLoXXAOVQgV9Mvf/WHMU0jJg0VROsedhPjZUQZTgWblfqpZgmhEzJiPYuSREx72eLmGbqwzhCFsbJPGrRwf09kJNJ6GgW2MyJmrFdrc/O/Wi814Y2XcZmk hkm6XBSmApkYzQNAQ64YNWJqgVDF7a2Ijoki1NiYSjYEvPrldWjXqtjyQ73SuM3jKMIZnMMlYLiGBtxDE1pAIYFneIU3J3VenHfnY9lacPKZU/gj5/MHAsmQWQ==</latexit><latexit sha1_base64="Bbm6hvsOkeBL8tAc7EXwkVRJ6vk=">AAAB83icbZDLSgMxFIbP1Futt6pLN8EiuJAyKQVdFt24rGAv0E6HTJppQzOZIckIZehruHGhiFtf xp1vY9rOQlt/CHz85xzOyR8kgmvjut9OYWNza3unuFva2z84PCofn7R1nCrKWjQWseoGRDPBJWsZbgTrJoqRKBCsE0zu5vXOE1Oax/LRTBPmRWQkecgpMdbqSx8P8BWSfm2A/XLFrboLoXXAOVQgV9Mvf/WHMU0jJg0VROsedhPjZUQZTgWblfqpZgmhEzJiPYuSREx72eLmGbqwzhCFsbJPGrRwf09kJNJ6GgW2MyJmrFdrc/O/Wi814Y2XcZmk hkm6XBSmApkYzQNAQ64YNWJqgVDF7a2Ijoki1NiYSjYEvPrldWjXqtjyQ73SuM3jKMIZnMMlYLiGBtxDE1pAIYFneIU3J3VenHfnY9lacPKZU/gj5/MHAsmQWQ==</latexit><latexit sha1_base64="Bbm6hvsOkeBL8tAc7EXwkVRJ6vk=">AAAB83icbZDLSgMxFIbP1Futt6pLN8EiuJAyKQVdFt24rGAv0E6HTJppQzOZIckIZehruHGhiFtf xp1vY9rOQlt/CHz85xzOyR8kgmvjut9OYWNza3unuFva2z84PCofn7R1nCrKWjQWseoGRDPBJWsZbgTrJoqRKBCsE0zu5vXOE1Oax/LRTBPmRWQkecgpMdbqSx8P8BWSfm2A/XLFrboLoXXAOVQgV9Mvf/WHMU0jJg0VROsedhPjZUQZTgWblfqpZgmhEzJiPYuSREx72eLmGbqwzhCFsbJPGrRwf09kJNJ6GgW2MyJmrFdrc/O/Wi814Y2XcZmk hkm6XBSmApkYzQNAQ64YNWJqgVDF7a2Ijoki1NiYSjYEvPrldWjXqtjyQ73SuM3jKMIZnMMlYLiGBtxDE1pAIYFneIU3J3VenHfnY9lacPKZU/gj5/MHAsmQWQ==</latexit>
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xi1<latexit sha1_base64="wlZWLIekFjjI5x821H84lrl4i+0=">AAAB7HicbZBNS8NAEIYnftb6VfXoZbEInkoigh6LXjxWMG2hjWWznbRLN5uwuxFL6G/w4kERr/4gb/4bt20O2vrCwsM7M+zMG6aCa+O6387K6tr6xmZpq7y 9s7u3Xzk4bOokUwx9lohEtUOqUXCJvuFGYDtVSONQYCsc3UzrrUdUmify3oxTDGI6kDzijBpr+U8PvOf1KlW35s5ElsEroAqFGr3KV7efsCxGaZigWnc8NzVBTpXhTOCk3M00ppSN6AA7FiWNUQf5bNkJObVOn0SJsk8aMnN/T+Q01noch7YzpmaoF2tT879aJzPRVZBzmWYGJZt/FGWCmIRMLyd9rpAZMbZAmeJ2V8KGVFFmbD5lG4K3ePIyNM9rnuW7i2r9uoijBMdwAmfgwSXU4RYa4AMDDs/wCm+OdF6cd+dj3rriFDNH8EfO5w+GC457</latexit><latexit sha1_base64="wlZWLIekFjjI5x821H84lrl4i+0=">AAAB7HicbZBNS8NAEIYnftb6VfXoZbEInkoigh6LXjxWMG2hjWWznbRLN5uwuxFL6G/w4kERr/4gb/4bt20O2vrCwsM7M+zMG6aCa+O6387K6tr6xmZpq7y 9s7u3Xzk4bOokUwx9lohEtUOqUXCJvuFGYDtVSONQYCsc3UzrrUdUmify3oxTDGI6kDzijBpr+U8PvOf1KlW35s5ElsEroAqFGr3KV7efsCxGaZigWnc8NzVBTpXhTOCk3M00ppSN6AA7FiWNUQf5bNkJObVOn0SJsk8aMnN/T+Q01noch7YzpmaoF2tT879aJzPRVZBzmWYGJZt/FGWCmIRMLyd9rpAZMbZAmeJ2V8KGVFFmbD5lG4K3ePIyNM9rnuW7i2r9uoijBMdwAmfgwSXU4RYa4AMDDs/wCm+OdF6cd+dj3rriFDNH8EfO5w+GC457</latexit><latexit sha1_base64="wlZWLIekFjjI5x821H84lrl4i+0=">AAAB7HicbZBNS8NAEIYnftb6VfXoZbEInkoigh6LXjxWMG2hjWWznbRLN5uwuxFL6G/w4kERr/4gb/4bt20O2vrCwsM7M+zMG6aCa+O6387K6tr6xmZpq7y 9s7u3Xzk4bOokUwx9lohEtUOqUXCJvuFGYDtVSONQYCsc3UzrrUdUmify3oxTDGI6kDzijBpr+U8PvOf1KlW35s5ElsEroAqFGr3KV7efsCxGaZigWnc8NzVBTpXhTOCk3M00ppSN6AA7FiWNUQf5bNkJObVOn0SJsk8aMnN/T+Q01noch7YzpmaoF2tT879aJzPRVZBzmWYGJZt/FGWCmIRMLyd9rpAZMbZAmeJ2V8KGVFFmbD5lG4K3ePIyNM9rnuW7i2r9uoijBMdwAmfgwSXU4RYa4AMDDs/wCm+OdF6cd+dj3rriFDNH8EfO5w+GC457</latexit><latexit sha1_base64="wlZWLIekFjjI5x821H84lrl4i+0=">AAAB7HicbZBNS8NAEIYnftb6VfXoZbEInkoigh6LXjxWMG2hjWWznbRLN5uwuxFL6G/w4kERr/4gb/4bt20O2vrCwsM7M+zMG6aCa+O6387K6tr6xmZpq7y 9s7u3Xzk4bOokUwx9lohEtUOqUXCJvuFGYDtVSONQYCsc3UzrrUdUmify3oxTDGI6kDzijBpr+U8PvOf1KlW35s5ElsEroAqFGr3KV7efsCxGaZigWnc8NzVBTpXhTOCk3M00ppSN6AA7FiWNUQf5bNkJObVOn0SJsk8aMnN/T+Q01noch7YzpmaoF2tT879aJzPRVZBzmWYGJZt/FGWCmIRMLyd9rpAZMbZAmeJ2V8KGVFFmbD5lG4K3ePIyNM9rnuW7i2r9uoijBMdwAmfgwSXU4RYa4AMDDs/wCm+OdF6cd+dj3rriFDNH8EfO5w+GC457</latexit> x
i
2<latexit sha1_base64="0jllv1yLOvYQy9oEKrg7bgPyruM=">AAAB7HicbZBNSwMxEIZn61etX1WPXoJF8FR2i6DHohePFdy20K4lm862odnskmTFUvobvHhQxKs/yJv/xrTdg7a+EHh4Z4bMvGEquDau++0U1tY3NreK26W d3b39g/LhUVMnmWLos0Qkqh1SjYJL9A03AtupQhqHAlvh6GZWbz2i0jyR92acYhDTgeQRZ9RYy3964L1ar1xxq+5cZBW8HCqQq9Erf3X7CctilIYJqnXHc1MTTKgynAmclrqZxpSyER1gx6KkMepgMl92Ss6s0ydRouyThszd3xMTGms9jkPbGVMz1Mu1mflfrZOZ6CqYcJlmBiVbfBRlgpiEzC4nfa6QGTG2QJnidlfChlRRZmw+JRuCt3zyKjRrVc/y3UWlfp3HUYQTOIVz8OAS6nALDfCBAYdneIU3RzovzrvzsWgtOPnMMfyR8/kDh4+OfA==</latexit><latexit sha1_base64="0jllv1yLOvYQy9oEKrg7bgPyruM=">AAAB7HicbZBNSwMxEIZn61etX1WPXoJF8FR2i6DHohePFdy20K4lm862odnskmTFUvobvHhQxKs/yJv/xrTdg7a+EHh4Z4bMvGEquDau++0U1tY3NreK26W d3b39g/LhUVMnmWLos0Qkqh1SjYJL9A03AtupQhqHAlvh6GZWbz2i0jyR92acYhDTgeQRZ9RYy3964L1ar1xxq+5cZBW8HCqQq9Erf3X7CctilIYJqnXHc1MTTKgynAmclrqZxpSyER1gx6KkMepgMl92Ss6s0ydRouyThszd3xMTGms9jkPbGVMz1Mu1mflfrZOZ6CqYcJlmBiVbfBRlgpiEzC4nfa6QGTG2QJnidlfChlRRZmw+JRuCt3zyKjRrVc/y3UWlfp3HUYQTOIVz8OAS6nALDfCBAYdneIU3RzovzrvzsWgtOPnMMfyR8/kDh4+OfA==</latexit><latexit sha1_base64="0jllv1yLOvYQy9oEKrg7bgPyruM=">AAAB7HicbZBNSwMxEIZn61etX1WPXoJF8FR2i6DHohePFdy20K4lm862odnskmTFUvobvHhQxKs/yJv/xrTdg7a+EHh4Z4bMvGEquDau++0U1tY3NreK26W d3b39g/LhUVMnmWLos0Qkqh1SjYJL9A03AtupQhqHAlvh6GZWbz2i0jyR92acYhDTgeQRZ9RYy3964L1ar1xxq+5cZBW8HCqQq9Erf3X7CctilIYJqnXHc1MTTKgynAmclrqZxpSyER1gx6KkMepgMl92Ss6s0ydRouyThszd3xMTGms9jkPbGVMz1Mu1mflfrZOZ6CqYcJlmBiVbfBRlgpiEzC4nfa6QGTG2QJnidlfChlRRZmw+JRuCt3zyKjRrVc/y3UWlfp3HUYQTOIVz8OAS6nALDfCBAYdneIU3RzovzrvzsWgtOPnMMfyR8/kDh4+OfA==</latexit><latexit sha1_base64="0jllv1yLOvYQy9oEKrg7bgPyruM=">AAAB7HicbZBNSwMxEIZn61etX1WPXoJF8FR2i6DHohePFdy20K4lm862odnskmTFUvobvHhQxKs/yJv/xrTdg7a+EHh4Z4bMvGEquDau++0U1tY3NreK26W d3b39g/LhUVMnmWLos0Qkqh1SjYJL9A03AtupQhqHAlvh6GZWbz2i0jyR92acYhDTgeQRZ9RYy3964L1ar1xxq+5cZBW8HCqQq9Erf3X7CctilIYJqnXHc1MTTKgynAmclrqZxpSyER1gx6KkMepgMl92Ss6s0ydRouyThszd3xMTGms9jkPbGVMz1Mu1mflfrZOZ6CqYcJlmBiVbfBRlgpiEzC4nfa6QGTG2QJnidlfChlRRZmw+JRuCt3zyKjRrVc/y3UWlfp3HUYQTOIVz8OAS6nALDfCBAYdneIU3RzovzrvzsWgtOPnMMfyR8/kDh4+OfA==</latexit> x
i
3
<latexit sha1_base64="p2A1NkBux3+2hJkPIWrNPPwFLTU=">AAAB7HicbZBNSwMxEIZn61etX1WPXoJF8FR2VdBj0YvHCm5baNeSTdM2NJtdklmxLP0NXjwo4tUf5M1/Y9ruQVtfCDy8M0Nm3jCRwqDrfjuFldW19Y3iZmlre2d 3r7x/0DBxqhn3WSxj3Qqp4VIo7qNAyVuJ5jQKJW+Go5tpvfnItRGxusdxwoOIDpToC0bRWv7Tg+ied8sVt+rORJbBy6ECuerd8lenF7M04gqZpMa0PTfBIKMaBZN8UuqkhieUjeiAty0qGnETZLNlJ+TEOj3Sj7V9CsnM/T2R0ciYcRTazoji0CzWpuZ/tXaK/asgEypJkSs2/6ifSoIxmV5OekJzhnJsgTIt7K6EDammDG0+JRuCt3jyMjTOqp7lu4tK7TqPowhHcAyn4MEl1OAW6uADAwHP8ApvjnJenHfnY95acPKZQ/gj5/MHiROOfQ==</latexit><latexit sha1_base64="p2A1NkBux3+2hJkPIWrNPPwFLTU=">AAAB7HicbZBNSwMxEIZn61etX1WPXoJF8FR2VdBj0YvHCm5baNeSTdM2NJtdklmxLP0NXjwo4tUf5M1/Y9ruQVtfCDy8M0Nm3jCRwqDrfjuFldW19Y3iZmlre2d 3r7x/0DBxqhn3WSxj3Qqp4VIo7qNAyVuJ5jQKJW+Go5tpvfnItRGxusdxwoOIDpToC0bRWv7Tg+ied8sVt+rORJbBy6ECuerd8lenF7M04gqZpMa0PTfBIKMaBZN8UuqkhieUjeiAty0qGnETZLNlJ+TEOj3Sj7V9CsnM/T2R0ciYcRTazoji0CzWpuZ/tXaK/asgEypJkSs2/6ifSoIxmV5OekJzhnJsgTIt7K6EDammDG0+JRuCt3jyMjTOqp7lu4tK7TqPowhHcAyn4MEl1OAW6uADAwHP8ApvjnJenHfnY95acPKZQ/gj5/MHiROOfQ==</latexit><latexit sha1_base64="p2A1NkBux3+2hJkPIWrNPPwFLTU=">AAAB7HicbZBNSwMxEIZn61etX1WPXoJF8FR2VdBj0YvHCm5baNeSTdM2NJtdklmxLP0NXjwo4tUf5M1/Y9ruQVtfCDy8M0Nm3jCRwqDrfjuFldW19Y3iZmlre2d 3r7x/0DBxqhn3WSxj3Qqp4VIo7qNAyVuJ5jQKJW+Go5tpvfnItRGxusdxwoOIDpToC0bRWv7Tg+ied8sVt+rORJbBy6ECuerd8lenF7M04gqZpMa0PTfBIKMaBZN8UuqkhieUjeiAty0qGnETZLNlJ+TEOj3Sj7V9CsnM/T2R0ciYcRTazoji0CzWpuZ/tXaK/asgEypJkSs2/6ifSoIxmV5OekJzhnJsgTIt7K6EDammDG0+JRuCt3jyMjTOqp7lu4tK7TqPowhHcAyn4MEl1OAW6uADAwHP8ApvjnJenHfnY95acPKZQ/gj5/MHiROOfQ==</latexit><latexit sha1_base64="p2A1NkBux3+2hJkPIWrNPPwFLTU=">AAAB7HicbZBNSwMxEIZn61etX1WPXoJF8FR2VdBj0YvHCm5baNeSTdM2NJtdklmxLP0NXjwo4tUf5M1/Y9ruQVtfCDy8M0Nm3jCRwqDrfjuFldW19Y3iZmlre2d 3r7x/0DBxqhn3WSxj3Qqp4VIo7qNAyVuJ5jQKJW+Go5tpvfnItRGxusdxwoOIDpToC0bRWv7Tg+ied8sVt+rORJbBy6ECuerd8lenF7M04gqZpMa0PTfBIKMaBZN8UuqkhieUjeiAty0qGnETZLNlJ+TEOj3Sj7V9CsnM/T2R0ciYcRTazoji0CzWpuZ/tXaK/asgEypJkSs2/6ifSoIxmV5OekJzhnJsgTIt7K6EDammDG0+JRuCt3jyMjTOqp7lu4tK7TqPowhHcAyn4MEl1OAW6uADAwHP8ApvjnJenHfnY95acPKZQ/gj5/MHiROOfQ==</latexit>
xin 1<latexit sha1_base64="1WuCEClDwzzW1m3VBte+cF8H0Hw=">AAAB8HicbZDLSgMxFIZPvNZ6q7p0EyyCG8uMCLosunFZwV6kHUsmzbShSWZIMmIZ+hRuXCji1sdx59uYtrPQ1h8CH/85h5zzh4ngxnreN1paXlldWy9sFDe 3tnd2S3v7DROnmrI6jUWsWyExTHDF6pZbwVqJZkSGgjXD4fWk3nxk2vBY3dlRwgJJ+opHnBLrrPunB97N1Kk/7pbKXsWbCi+Cn0MZctW6pa9OL6apZMpSQYxp+15ig4xoy6lg42InNSwhdEj6rO1QEclMkE0XHuNj5/RwFGv3lMVT9/dERqQxIxm6TknswMzXJuZ/tXZqo8sg4ypJLVN09lGUCmxjPLke97hm1IqRA0I1d7tiOiCaUOsyKroQ/PmTF6FxVvEd356Xq1d5HAU4hCM4AR8uoAo3UIM6UJDwDK/whjR6Qe/oY9a6hPKZA/gj9PkDhvmQNg==</latexi t><latexit sha1_base64="1WuCEClDwzzW1m3VBte+cF8H0Hw=">AAAB8HicbZDLSgMxFIZPvNZ6q7p0EyyCG8uMCLosunFZwV6kHUsmzbShSWZIMmIZ+hRuXCji1sdx59uYtrPQ1h8CH/85h5zzh4ngxnreN1paXlldWy9sFDe 3tnd2S3v7DROnmrI6jUWsWyExTHDF6pZbwVqJZkSGgjXD4fWk3nxk2vBY3dlRwgJJ+opHnBLrrPunB97N1Kk/7pbKXsWbCi+Cn0MZctW6pa9OL6apZMpSQYxp+15ig4xoy6lg42InNSwhdEj6rO1QEclMkE0XHuNj5/RwFGv3lMVT9/dERqQxIxm6TknswMzXJuZ/tXZqo8sg4ypJLVN09lGUCmxjPLke97hm1IqRA0I1d7tiOiCaUOsyKroQ/PmTF6FxVvEd356Xq1d5HAU4hCM4AR8uoAo3UIM6UJDwDK/whjR6Qe/oY9a6hPKZA/gj9PkDhvmQNg==</latexi t><latexit sha1_base64="1WuCEClDwzzW1m3VBte+cF8H0Hw=">AAAB8HicbZDLSgMxFIZPvNZ6q7p0EyyCG8uMCLosunFZwV6kHUsmzbShSWZIMmIZ+hRuXCji1sdx59uYtrPQ1h8CH/85h5zzh4ngxnreN1paXlldWy9sFDe 3tnd2S3v7DROnmrI6jUWsWyExTHDF6pZbwVqJZkSGgjXD4fWk3nxk2vBY3dlRwgJJ+opHnBLrrPunB97N1Kk/7pbKXsWbCi+Cn0MZctW6pa9OL6apZMpSQYxp+15ig4xoy6lg42InNSwhdEj6rO1QEclMkE0XHuNj5/RwFGv3lMVT9/dERqQxIxm6TknswMzXJuZ/tXZqo8sg4ypJLVN09lGUCmxjPLke97hm1IqRA0I1d7tiOiCaUOsyKroQ/PmTF6FxVvEd356Xq1d5HAU4hCM4AR8uoAo3UIM6UJDwDK/whjR6Qe/oY9a6hPKZA/gj9PkDhvmQNg==</latexi t><latexit sha1_base64="1WuCEClDwzzW1m3VBte+cF8H0Hw=">AAAB8HicbZDLSgMxFIZPvNZ6q7p0EyyCG8uMCLosunFZwV6kHUsmzbShSWZIMmIZ+hRuXCji1sdx59uYtrPQ1h8CH/85h5zzh4ngxnreN1paXlldWy9sFDe 3tnd2S3v7DROnmrI6jUWsWyExTHDF6pZbwVqJZkSGgjXD4fWk3nxk2vBY3dlRwgJJ+opHnBLrrPunB97N1Kk/7pbKXsWbCi+Cn0MZctW6pa9OL6apZMpSQYxp+15ig4xoy6lg42InNSwhdEj6rO1QEclMkE0XHuNj5/RwFGv3lMVT9/dERqQxIxm6TknswMzXJuZ/tXZqo8sg4ypJLVN09lGUCmxjPLke97hm1IqRA0I1d7tiOiCaUOsyKroQ/PmTF6FxVvEd356Xq1d5HAU4hCM4AR8uoAo3UIM6UJDwDK/whjR6Qe/oY9a6hPKZA/gj9PkDhvmQNg==</latexi t> x
i
n<latexit sha1_base64="DbTGd1yB+iY3BHicDWW7xpYOsk0=">AAAB7HicbZBNS8NAEIYnftb6VfXoZbEInkoigh6LXjxWMG2hjWWz3bRLN5uwOxFL6G/w4kERr/4gb/4bt20O2vrCwsM7M+zMG6ZSGHTdb2dldW19Y7O0Vd7 e2d3brxwcNk2SacZ9lshEt0NquBSK+yhQ8naqOY1DyVvh6GZabz1ybUSi7nGc8iCmAyUiwShay396ED3Vq1TdmjsTWQavgCoUavQqX91+wrKYK2SSGtPx3BSDnGoUTPJJuZsZnlI2ogPesahozE2Qz5adkFPr9EmUaPsUkpn7eyKnsTHjOLSdMcWhWaxNzf9qnQyjqyAXKs2QKzb/KMokwYRMLyd9oTlDObZAmRZ2V8KGVFOGNp+yDcFbPHkZmuc1z/LdRbV+XcRRgmM4gTPw4BLqcAsN8IGBgGd4hTdHOS/Ou/Mxb11xipkj+CPn8wfif464</latexit><latexit sha1_base64="DbTGd1yB+iY3BHicDWW7xpYOsk0=">AAAB7HicbZBNS8NAEIYnftb6VfXoZbEInkoigh6LXjxWMG2hjWWz3bRLN5uwOxFL6G/w4kERr/4gb/4bt20O2vrCwsM7M+zMG6ZSGHTdb2dldW19Y7O0Vd7 e2d3brxwcNk2SacZ9lshEt0NquBSK+yhQ8naqOY1DyVvh6GZabz1ybUSi7nGc8iCmAyUiwShay396ED3Vq1TdmjsTWQavgCoUavQqX91+wrKYK2SSGtPx3BSDnGoUTPJJuZsZnlI2ogPesahozE2Qz5adkFPr9EmUaPsUkpn7eyKnsTHjOLSdMcWhWaxNzf9qnQyjqyAXKs2QKzb/KMokwYRMLyd9oTlDObZAmRZ2V8KGVFOGNp+yDcFbPHkZmuc1z/LdRbV+XcRRgmM4gTPw4BLqcAsN8IGBgGd4hTdHOS/Ou/Mxb11xipkj+CPn8wfif464</latexit><latexit sha1_base64="DbTGd1yB+iY3BHicDWW7xpYOsk0=">AAAB7HicbZBNS8NAEIYnftb6VfXoZbEInkoigh6LXjxWMG2hjWWz3bRLN5uwOxFL6G/w4kERr/4gb/4bt20O2vrCwsM7M+zMG6ZSGHTdb2dldW19Y7O0Vd7 e2d3brxwcNk2SacZ9lshEt0NquBSK+yhQ8naqOY1DyVvh6GZabz1ybUSi7nGc8iCmAyUiwShay396ED3Vq1TdmjsTWQavgCoUavQqX91+wrKYK2SSGtPx3BSDnGoUTPJJuZsZnlI2ogPesahozE2Qz5adkFPr9EmUaPsUkpn7eyKnsTHjOLSdMcWhWaxNzf9qnQyjqyAXKs2QKzb/KMokwYRMLyd9oTlDObZAmRZ2V8KGVFOGNp+yDcFbPHkZmuc1z/LdRbV+XcRRgmM4gTPw4BLqcAsN8IGBgGd4hTdHOS/Ou/Mxb11xipkj+CPn8wfif464</latexit><latexit sha1_base64="DbTGd1yB+iY3BHicDWW7xpYOsk0=">AAAB7HicbZBNS8NAEIYnftb6VfXoZbEInkoigh6LXjxWMG2hjWWz3bRLN5uwOxFL6G/w4kERr/4gb/4bt20O2vrCwsM7M+zMG6ZSGHTdb2dldW19Y7O0Vd7 e2d3brxwcNk2SacZ9lshEt0NquBSK+yhQ8naqOY1DyVvh6GZabz1ybUSi7nGc8iCmAyUiwShay396ED3Vq1TdmjsTWQavgCoUavQqX91+wrKYK2SSGtPx3BSDnGoUTPJJuZsZnlI2ogPesahozE2Qz5adkFPr9EmUaPsUkpn7eyKnsTHjOLSdMcWhWaxNzf9qnQyjqyAXKs2QKzb/KMokwYRMLyd9oTlDObZAmRZ2V8KGVFOGNp+yDcFbPHkZmuc1z/LdRbV+XcRRgmM4gTPw4BLqcAsN8IGBgGd4hTdHOS/Ou/Mxb11xipkj+CPn8wfif464</latexit> x
j
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<latexit sha1_base64="rKW8DsLE2UibkAW5tXiWWLB5Zco=">AAAB7HicbZBNSwMxEIZn61etX1WPXoJF8FR2RdBj0YvHCm5baGvJptk2NptdklmxLP0NXjwo4tUf5M1/Y9ruQVtfCDy8M0Nm3iCRwqDrfjuFldW19Y3iZmlre2d3r7x/0DBxqhn 3WSxj3Qqo4VIo7qNAyVuJ5jQKJG8Go+tpvfnItRGxusNxwrsRHSgRCkbRWv7T/UPP65UrbtWdiSyDl0MFctV75a9OP2ZpxBUySY1pe26C3YxqFEzySamTGp5QNqID3raoaMRNN5stOyEn1umTMNb2KSQz9/dERiNjxlFgOyOKQ7NYm5r/1dophpfdTKgkRa7Y/KMwlQRjMr2c9IXmDOXYAmVa2F0JG1JNGdp8SjYEb/HkZWicVT3Lt+eV2lUeRxGO4BhOwYMLqMEN1MEHBgKe4RXeHOW8OO/Ox7y14OQzh/BHzucPh5GOfA==</latexit><latexit sha1_base64="rKW8DsLE2UibkAW5tXiWWLB5Zco=">AAAB7HicbZBNSwMxEIZn61etX1WPXoJF8FR2RdBj0YvHCm5baGvJptk2NptdklmxLP0NXjwo4tUf5M1/Y9ruQVtfCDy8M0Nm3iCRwqDrfjuFldW19Y3iZmlre2d3r7x/0DBxqhn 3WSxj3Qqo4VIo7qNAyVuJ5jQKJG8Go+tpvfnItRGxusNxwrsRHSgRCkbRWv7T/UPP65UrbtWdiSyDl0MFctV75a9OP2ZpxBUySY1pe26C3YxqFEzySamTGp5QNqID3raoaMRNN5stOyEn1umTMNb2KSQz9/dERiNjxlFgOyOKQ7NYm5r/1dophpfdTKgkRa7Y/KMwlQRjMr2c9IXmDOXYAmVa2F0JG1JNGdp8SjYEb/HkZWicVT3Lt+eV2lUeRxGO4BhOwYMLqMEN1MEHBgKe4RXeHOW8OO/Ox7y14OQzh/BHzucPh5GOfA==</latexit><latexit sha1_base64="rKW8DsLE2UibkAW5tXiWWLB5Zco=">AAAB7HicbZBNSwMxEIZn61etX1WPXoJF8FR2RdBj0YvHCm5baGvJptk2NptdklmxLP0NXjwo4tUf5M1/Y9ruQVtfCDy8M0Nm3iCRwqDrfjuFldW19Y3iZmlre2d3r7x/0DBxqhn 3WSxj3Qqo4VIo7qNAyVuJ5jQKJG8Go+tpvfnItRGxusNxwrsRHSgRCkbRWv7T/UPP65UrbtWdiSyDl0MFctV75a9OP2ZpxBUySY1pe26C3YxqFEzySamTGp5QNqID3raoaMRNN5stOyEn1umTMNb2KSQz9/dERiNjxlFgOyOKQ7NYm5r/1dophpfdTKgkRa7Y/KMwlQRjMr2c9IXmDOXYAmVa2F0JG1JNGdp8SjYEb/HkZWicVT3Lt+eV2lUeRxGO4BhOwYMLqMEN1MEHBgKe4RXeHOW8OO/Ox7y14OQzh/BHzucPh5GOfA==</latexit><latexit sha1_base64="rKW8DsLE2UibkAW5tXiWWLB5Zco=">AAAB7HicbZBNSwMxEIZn61etX1WPXoJF8FR2RdBj0YvHCm5baGvJptk2NptdklmxLP0NXjwo4tUf5M1/Y9ruQVtfCDy8M0Nm3iCRwqDrfjuFldW19Y3iZmlre2d3r7x/0DBxqhn 3WSxj3Qqo4VIo7qNAyVuJ5jQKJG8Go+tpvfnItRGxusNxwrsRHSgRCkbRWv7T/UPP65UrbtWdiSyDl0MFctV75a9OP2ZpxBUySY1pe26C3YxqFEzySamTGp5QNqID3raoaMRNN5stOyEn1umTMNb2KSQz9/dERiNjxlFgOyOKQ7NYm5r/1dophpfdTKgkRa7Y/KMwlQRjMr2c9IXmDOXYAmVa2F0JG1JNGdp8SjYEb/HkZWicVT3Lt+eV2lUeRxGO4BhOwYMLqMEN1MEHBgKe4RXeHOW8OO/Ox7y14OQzh/BHzucPh5GOfA==</latexit>
xj2
<latexit sha1_base64="sxnrIxFO+Rxjn0Gza1dNSb7yTkM=">AAAB7HicbZBNSwMxEIZn/az1q+rRS7AInspuEfRY9OKxgtsW2rVk02wbm80uyaxYSn+DFw+KePUHefPfmLZ70NYXAg/vzJCZN0ylMOi6387K6tr6xmZhq7i9s7u3Xzo4bJgk04z 7LJGJboXUcCkU91Gg5K1UcxqHkjfD4fW03nzk2ohE3eEo5UFM+0pEglG0lv90/9Ctdktlt+LORJbBy6EMuerd0lenl7As5gqZpMa0PTfFYEw1Cib5pNjJDE8pG9I+b1tUNOYmGM+WnZBT6/RIlGj7FJKZ+3tiTGNjRnFoO2OKA7NYm5r/1doZRpfBWKg0Q67Y/KMokwQTMr2c9ITmDOXIAmVa2F0JG1BNGdp8ijYEb/HkZWhUK57l2/Ny7SqPowDHcAJn4MEF1OAG6uADAwHP8ApvjnJenHfnY9664uQzR/BHzucPiRWOfQ==</latexit><latexit sha1_base64="sxnrIxFO+Rxjn0Gza1dNSb7yTkM=">AAAB7HicbZBNSwMxEIZn/az1q+rRS7AInspuEfRY9OKxgtsW2rVk02wbm80uyaxYSn+DFw+KePUHefPfmLZ70NYXAg/vzJCZN0ylMOi6387K6tr6xmZhq7i9s7u3Xzo4bJgk04z 7LJGJboXUcCkU91Gg5K1UcxqHkjfD4fW03nzk2ohE3eEo5UFM+0pEglG0lv90/9Ctdktlt+LORJbBy6EMuerd0lenl7As5gqZpMa0PTfFYEw1Cib5pNjJDE8pG9I+b1tUNOYmGM+WnZBT6/RIlGj7FJKZ+3tiTGNjRnFoO2OKA7NYm5r/1doZRpfBWKg0Q67Y/KMokwQTMr2c9ITmDOXIAmVa2F0JG1BNGdp8ijYEb/HkZWhUK57l2/Ny7SqPowDHcAJn4MEF1OAG6uADAwHP8ApvjnJenHfnY9664uQzR/BHzucPiRWOfQ==</latexit><latexit sha1_base64="sxnrIxFO+Rxjn0Gza1dNSb7yTkM=">AAAB7HicbZBNSwMxEIZn/az1q+rRS7AInspuEfRY9OKxgtsW2rVk02wbm80uyaxYSn+DFw+KePUHefPfmLZ70NYXAg/vzJCZN0ylMOi6387K6tr6xmZhq7i9s7u3Xzo4bJgk04z 7LJGJboXUcCkU91Gg5K1UcxqHkjfD4fW03nzk2ohE3eEo5UFM+0pEglG0lv90/9Ctdktlt+LORJbBy6EMuerd0lenl7As5gqZpMa0PTfFYEw1Cib5pNjJDE8pG9I+b1tUNOYmGM+WnZBT6/RIlGj7FJKZ+3tiTGNjRnFoO2OKA7NYm5r/1doZRpfBWKg0Q67Y/KMokwQTMr2c9ITmDOXIAmVa2F0JG1BNGdp8ijYEb/HkZWhUK57l2/Ny7SqPowDHcAJn4MEF1OAG6uADAwHP8ApvjnJenHfnY9664uQzR/BHzucPiRWOfQ==</latexit><latexit sha1_base64="sxnrIxFO+Rxjn0Gza1dNSb7yTkM=">AAAB7HicbZBNSwMxEIZn/az1q+rRS7AInspuEfRY9OKxgtsW2rVk02wbm80uyaxYSn+DFw+KePUHefPfmLZ70NYXAg/vzJCZN0ylMOi6387K6tr6xmZhq7i9s7u3Xzo4bJgk04z 7LJGJboXUcCkU91Gg5K1UcxqHkjfD4fW03nzk2ohE3eEo5UFM+0pEglG0lv90/9Ctdktlt+LORJbBy6EMuerd0lenl7As5gqZpMa0PTfFYEw1Cib5pNjJDE8pG9I+b1tUNOYmGM+WnZBT6/RIlGj7FJKZ+3tiTGNjRnFoO2OKA7NYm5r/1doZRpfBWKg0Q67Y/KMokwQTMr2c9ITmDOXIAmVa2F0JG1BNGdp8ijYEb/HkZWhUK57l2/Ny7SqPowDHcAJn4MEF1OAG6uADAwHP8ApvjnJenHfnY9664uQzR/BHzucPiRWOfQ==</latexit>
xj3
<latexit sha1_base64="c807IiTv8yrfsTgVrNnM4ocTHVc=">AAAB7HicbZBNS8NAEIYnftb6VfXoZbEInkqigh6LXjxWMG2hjWWznbRrN5uwuxFL6G/w4kERr/4gb/4btx8HbX1h4eGdGXbmDVPBtXHdb2dpeWV1bb2wUdzc2t7ZLe3t13WSKYY +S0SimiHVKLhE33AjsJkqpHEosBEOrsf1xiMqzRN5Z4YpBjHtSR5xRo21/Kf7h85Zp1R2K+5EZBG8GZRhplqn9NXuJiyLURomqNYtz01NkFNlOBM4KrYzjSllA9rDlkVJY9RBPll2RI6t0yVRouyThkzc3xM5jbUexqHtjKnp6/na2Pyv1spMdBnkXKaZQcmmH0WZICYh48tJlytkRgwtUKa43ZWwPlWUGZtP0YbgzZ+8CPXTimf59rxcvZrFUYBDOIIT8OACqnADNfCBAYdneIU3RzovzrvzMW1dcmYzB/BHzucPipmOfg==</latexit><latexit sha1_base64="c807IiTv8yrfsTgVrNnM4ocTHVc=">AAAB7HicbZBNS8NAEIYnftb6VfXoZbEInkqigh6LXjxWMG2hjWWznbRrN5uwuxFL6G/w4kERr/4gb/4btx8HbX1h4eGdGXbmDVPBtXHdb2dpeWV1bb2wUdzc2t7ZLe3t13WSKYY +S0SimiHVKLhE33AjsJkqpHEosBEOrsf1xiMqzRN5Z4YpBjHtSR5xRo21/Kf7h85Zp1R2K+5EZBG8GZRhplqn9NXuJiyLURomqNYtz01NkFNlOBM4KrYzjSllA9rDlkVJY9RBPll2RI6t0yVRouyThkzc3xM5jbUexqHtjKnp6/na2Pyv1spMdBnkXKaZQcmmH0WZICYh48tJlytkRgwtUKa43ZWwPlWUGZtP0YbgzZ+8CPXTimf59rxcvZrFUYBDOIIT8OACqnADNfCBAYdneIU3RzovzrvzMW1dcmYzB/BHzucPipmOfg==</latexit><latexit sha1_base64="c807IiTv8yrfsTgVrNnM4ocTHVc=">AAAB7HicbZBNS8NAEIYnftb6VfXoZbEInkqigh6LXjxWMG2hjWWznbRrN5uwuxFL6G/w4kERr/4gb/4btx8HbX1h4eGdGXbmDVPBtXHdb2dpeWV1bb2wUdzc2t7ZLe3t13WSKYY +S0SimiHVKLhE33AjsJkqpHEosBEOrsf1xiMqzRN5Z4YpBjHtSR5xRo21/Kf7h85Zp1R2K+5EZBG8GZRhplqn9NXuJiyLURomqNYtz01NkFNlOBM4KrYzjSllA9rDlkVJY9RBPll2RI6t0yVRouyThkzc3xM5jbUexqHtjKnp6/na2Pyv1spMdBnkXKaZQcmmH0WZICYh48tJlytkRgwtUKa43ZWwPlWUGZtP0YbgzZ+8CPXTimf59rxcvZrFUYBDOIIT8OACqnADNfCBAYdneIU3RzovzrvzMW1dcmYzB/BHzucPipmOfg==</latexit><latexit sha1_base64="c807IiTv8yrfsTgVrNnM4ocTHVc=">AAAB7HicbZBNS8NAEIYnftb6VfXoZbEInkqigh6LXjxWMG2hjWWznbRrN5uwuxFL6G/w4kERr/4gb/4btx8HbX1h4eGdGXbmDVPBtXHdb2dpeWV1bb2wUdzc2t7ZLe3t13WSKYY +S0SimiHVKLhE33AjsJkqpHEosBEOrsf1xiMqzRN5Z4YpBjHtSR5xRo21/Kf7h85Zp1R2K+5EZBG8GZRhplqn9NXuJiyLURomqNYtz01NkFNlOBM4KrYzjSllA9rDlkVJY9RBPll2RI6t0yVRouyThkzc3xM5jbUexqHtjKnp6/na2Pyv1spMdBnkXKaZQcmmH0WZICYh48tJlytkRgwtUKa43ZWwPlWUGZtP0YbgzZ+8CPXTimf59rxcvZrFUYBDOIIT8OACqnADNfCBAYdneIU3RzovzrvzMW1dcmYzB/BHzucPipmOfg==</latexit>
xjm 1
<latexit sha1_base64="wyvM0me9vpFAVfmixabDZt0Tqkg=">AAAB8HicbZDLSgMxFIbP1Futt6pLN8EiuLHMiKDLohuXFexF2rFk0kwbm2SGJCOWYZ7CjQtF3Po47nwb03YW2vpD4OM/55Bz/iDmTBvX/XYKS8srq2vF9dLG5tb2Tnl3r6mjRBH aIBGPVDvAmnImacMww2k7VhSLgNNWMLqa1FuPVGkWyVszjqkv8ECykBFsrHX3dP/QS8WJl/XKFbfqToUWwcuhArnqvfJXtx+RRFBpCMdadzw3Nn6KlWGE06zUTTSNMRnhAe1YlFhQ7afThTN0ZJ0+CiNlnzRo6v6eSLHQeiwC2ymwGer52sT8r9ZJTHjhp0zGiaGSzD4KE45MhCbXoz5TlBg+toCJYnZXRIZYYWJsRiUbgjd/8iI0T6ue5ZuzSu0yj6MIB3AIx+DBOdTgGurQAAICnuEV3hzlvDjvzsesteDkM/vwR87nD4b8kDY=</latexit><latexit sha1_base64="wyvM0me9vpFAVfmixabDZt0Tqkg=">AAAB8HicbZDLSgMxFIbP1Futt6pLN8EiuLHMiKDLohuXFexF2rFk0kwbm2SGJCOWYZ7CjQtF3Po47nwb03YW2vpD4OM/55Bz/iDmTBvX/XYKS8srq2vF9dLG5tb2Tnl3r6mjRBH aIBGPVDvAmnImacMww2k7VhSLgNNWMLqa1FuPVGkWyVszjqkv8ECykBFsrHX3dP/QS8WJl/XKFbfqToUWwcuhArnqvfJXtx+RRFBpCMdadzw3Nn6KlWGE06zUTTSNMRnhAe1YlFhQ7afThTN0ZJ0+CiNlnzRo6v6eSLHQeiwC2ymwGer52sT8r9ZJTHjhp0zGiaGSzD4KE45MhCbXoz5TlBg+toCJYnZXRIZYYWJsRiUbgjd/8iI0T6ue5ZuzSu0yj6MIB3AIx+DBOdTgGurQAAICnuEV3hzlvDjvzsesteDkM/vwR87nD4b8kDY=</latexit><latexit sha1_base64="wyvM0me9vpFAVfmixabDZt0Tqkg=">AAAB8HicbZDLSgMxFIbP1Futt6pLN8EiuLHMiKDLohuXFexF2rFk0kwbm2SGJCOWYZ7CjQtF3Po47nwb03YW2vpD4OM/55Bz/iDmTBvX/XYKS8srq2vF9dLG5tb2Tnl3r6mjRBH aIBGPVDvAmnImacMww2k7VhSLgNNWMLqa1FuPVGkWyVszjqkv8ECykBFsrHX3dP/QS8WJl/XKFbfqToUWwcuhArnqvfJXtx+RRFBpCMdadzw3Nn6KlWGE06zUTTSNMRnhAe1YlFhQ7afThTN0ZJ0+CiNlnzRo6v6eSLHQeiwC2ymwGer52sT8r9ZJTHjhp0zGiaGSzD4KE45MhCbXoz5TlBg+toCJYnZXRIZYYWJsRiUbgjd/8iI0T6ue5ZuzSu0yj6MIB3AIx+DBOdTgGurQAAICnuEV3hzlvDjvzsesteDkM/vwR87nD4b8kDY=</latexit><latexit sha1_base64="wyvM0me9vpFAVfmixabDZt0Tqkg=">AAAB8HicbZDLSgMxFIbP1Futt6pLN8EiuLHMiKDLohuXFexF2rFk0kwbm2SGJCOWYZ7CjQtF3Po47nwb03YW2vpD4OM/55Bz/iDmTBvX/XYKS8srq2vF9dLG5tb2Tnl3r6mjRBH aIBGPVDvAmnImacMww2k7VhSLgNNWMLqa1FuPVGkWyVszjqkv8ECykBFsrHX3dP/QS8WJl/XKFbfqToUWwcuhArnqvfJXtx+RRFBpCMdadzw3Nn6KlWGE06zUTTSNMRnhAe1YlFhQ7afThTN0ZJ0+CiNlnzRo6v6eSLHQeiwC2ymwGer52sT8r9ZJTHjhp0zGiaGSzD4KE45MhCbXoz5TlBg+toCJYnZXRIZYYWJsRiUbgjd/8iI0T6ue5ZuzSu0yj6MIB3AIx+DBOdTgGurQAAICnuEV3hzlvDjvzsesteDkM/vwR87nD4b8kDY=</latexit>
xjm<latexit sha1_base64="Hv75oKdYa4kP2ethFIFI/7aquqE=">AAAB7HicbZDNSgMxFIXv1L9a/6ou3QSL4KrMiKDLohuXFZy20I4lk2ba2CQzJBmxDH0GNy4UcesDufNtzLSz0NYDgY9z7yX3njDhTBvX/XZKK6tr6xvlzcr W9s7uXnX/oKXjVBHqk5jHqhNiTTmT1DfMcNpJFMUi5LQdjq/zevuRKs1ieWcmCQ0EHkoWMYKNtfyn+4e+6Fdrbt2dCS2DV0ANCjX71a/eICapoNIQjrXuem5iggwrwwin00ov1TTBZIyHtGtRYkF1kM2WnaIT6wxQFCv7pEEz9/dEhoXWExHaToHNSC/WcvO/Wjc10WWQMZmkhkoy/yhKOTIxyi9HA6YoMXxiARPF7K6IjLDCxNh8KjYEb/HkZWid1T3Lt+e1xlURRxmO4BhOwYMLaMANNMEHAgye4RXeHOm8OO/Ox7y15BQzh/BHzucP4oGOuA==</latexit><latexit sha1_base64="Hv75oKdYa4kP2ethFIFI/7aquqE=">AAAB7HicbZDNSgMxFIXv1L9a/6ou3QSL4KrMiKDLohuXFZy20I4lk2ba2CQzJBmxDH0GNy4UcesDufNtzLSz0NYDgY9z7yX3njDhTBvX/XZKK6tr6xvlzcr W9s7uXnX/oKXjVBHqk5jHqhNiTTmT1DfMcNpJFMUi5LQdjq/zevuRKs1ieWcmCQ0EHkoWMYKNtfyn+4e+6Fdrbt2dCS2DV0ANCjX71a/eICapoNIQjrXuem5iggwrwwin00ov1TTBZIyHtGtRYkF1kM2WnaIT6wxQFCv7pEEz9/dEhoXWExHaToHNSC/WcvO/Wjc10WWQMZmkhkoy/yhKOTIxyi9HA6YoMXxiARPF7K6IjLDCxNh8KjYEb/HkZWid1T3Lt+e1xlURRxmO4BhOwYMLaMANNMEHAgye4RXeHOm8OO/Ox7y15BQzh/BHzucP4oGOuA==</latexit><latexit sha1_base64="Hv75oKdYa4kP2ethFIFI/7aquqE=">AAAB7HicbZDNSgMxFIXv1L9a/6ou3QSL4KrMiKDLohuXFZy20I4lk2ba2CQzJBmxDH0GNy4UcesDufNtzLSz0NYDgY9z7yX3njDhTBvX/XZKK6tr6xvlzcr W9s7uXnX/oKXjVBHqk5jHqhNiTTmT1DfMcNpJFMUi5LQdjq/zevuRKs1ieWcmCQ0EHkoWMYKNtfyn+4e+6Fdrbt2dCS2DV0ANCjX71a/eICapoNIQjrXuem5iggwrwwin00ov1TTBZIyHtGtRYkF1kM2WnaIT6wxQFCv7pEEz9/dEhoXWExHaToHNSC/WcvO/Wjc10WWQMZmkhkoy/yhKOTIxyi9HA6YoMXxiARPF7K6IjLDCxNh8KjYEb/HkZWid1T3Lt+e1xlURRxmO4BhOwYMLaMANNMEHAgye4RXeHOm8OO/Ox7y15BQzh/BHzucP4oGOuA==</latexit><latexit sha1_base64="Hv75oKdYa4kP2ethFIFI/7aquqE=">AAAB7HicbZDNSgMxFIXv1L9a/6ou3QSL4KrMiKDLohuXFZy20I4lk2ba2CQzJBmxDH0GNy4UcesDufNtzLSz0NYDgY9z7yX3njDhTBvX/XZKK6tr6xvlzcr W9s7uXnX/oKXjVBHqk5jHqhNiTTmT1DfMcNpJFMUi5LQdjq/zevuRKs1ieWcmCQ0EHkoWMYKNtfyn+4e+6Fdrbt2dCS2DV0ANCjX71a/eICapoNIQjrXuem5iggwrwwin00ov1TTBZIyHtGtRYkF1kM2WnaIT6wxQFCv7pEEz9/dEhoXWExHaToHNSC/WcvO/Wjc10WWQMZmkhkoy/yhKOTIxyi9HA6YoMXxiARPF7K6IjLDCxNh8KjYEb/HkZWid1T3Lt+e1xlURRxmO4BhOwYMLaMANNMEHAgye4RXeHOm8OO/Ox7y15BQzh/BHzucP4oGOuA==</latexit>n
i
<latexit sha1_base64="97kqvDSGPC48DCDeCyELrFHtgFE=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MVjRfsBbSyb7aRdutmE3Y1QQn+CFw+KePUXefPfuG1z0N YXFh7emWFn3iARXBvX/XYKa+sbm1vF7dLO7t7+QfnwqKXjVDFssljEqhNQjYJLbBpuBHYShTQKBLaD8c2s3n5CpXksH8wkQT+iQ8lDzqix1r185P1yxa26c5FV8HKoQK5Gv/zVG8QsjVAaJqjWXc9NjJ9RZTgTOC31Uo0JZWM6xK5FSSPUfjZfdUrOrDMgYazsk4bM3d8TGY20nkSB7YyoGenl2sz8r9ZNTXjlZ1wmqUHJFh+FqSAmJrO7yYArZEZMLFCmuN2VsBFVlBmb TsmG4C2fvAqti6pn+e6yUr/O4yjCCZzCOXhQgzrcQgOawGAIz/AKb45wXpx352PRWnDymWP4I+fzB0/Rjc0=</latexit><latexit sha1_base64="97kqvDSGPC48DCDeCyELrFHtgFE=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MVjRfsBbSyb7aRdutmE3Y1QQn+CFw+KePUXefPfuG1z0N YXFh7emWFn3iARXBvX/XYKa+sbm1vF7dLO7t7+QfnwqKXjVDFssljEqhNQjYJLbBpuBHYShTQKBLaD8c2s3n5CpXksH8wkQT+iQ8lDzqix1r185P1yxa26c5FV8HKoQK5Gv/zVG8QsjVAaJqjWXc9NjJ9RZTgTOC31Uo0JZWM6xK5FSSPUfjZfdUrOrDMgYazsk4bM3d8TGY20nkSB7YyoGenl2sz8r9ZNTXjlZ1wmqUHJFh+FqSAmJrO7yYArZEZMLFCmuN2VsBFVlBmb TsmG4C2fvAqti6pn+e6yUr/O4yjCCZzCOXhQgzrcQgOawGAIz/AKb45wXpx352PRWnDymWP4I+fzB0/Rjc0=</latexit><latexit sha1_base64="97kqvDSGPC48DCDeCyELrFHtgFE=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MVjRfsBbSyb7aRdutmE3Y1QQn+CFw+KePUXefPfuG1z0N YXFh7emWFn3iARXBvX/XYKa+sbm1vF7dLO7t7+QfnwqKXjVDFssljEqhNQjYJLbBpuBHYShTQKBLaD8c2s3n5CpXksH8wkQT+iQ8lDzqix1r185P1yxa26c5FV8HKoQK5Gv/zVG8QsjVAaJqjWXc9NjJ9RZTgTOC31Uo0JZWM6xK5FSSPUfjZfdUrOrDMgYazsk4bM3d8TGY20nkSB7YyoGenl2sz8r9ZNTXjlZ1wmqUHJFh+FqSAmJrO7yYArZEZMLFCmuN2VsBFVlBmb TsmG4C2fvAqti6pn+e6yUr/O4yjCCZzCOXhQgzrcQgOawGAIz/AKb45wXpx352PRWnDymWP4I+fzB0/Rjc0=</latexit><latexit sha1_base64="97kqvDSGPC48DCDeCyELrFHtgFE=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MVjRfsBbSyb7aRdutmE3Y1QQn+CFw+KePUXefPfuG1z0N YXFh7emWFn3iARXBvX/XYKa+sbm1vF7dLO7t7+QfnwqKXjVDFssljEqhNQjYJLbBpuBHYShTQKBLaD8c2s3n5CpXksH8wkQT+iQ8lDzqix1r185P1yxa26c5FV8HKoQK5Gv/zVG8QsjVAaJqjWXc9NjJ9RZTgTOC31Uo0JZWM6xK5FSSPUfjZfdUrOrDMgYazsk4bM3d8TGY20nkSB7YyoGenl2sz8r9ZNTXjlZ1wmqUHJFh+FqSAmJrO7yYArZEZMLFCmuN2VsBFVlBmb TsmG4C2fvAqti6pn+e6yUr/O4yjCCZzCOXhQgzrcQgOawGAIz/AKb45wXpx352PRWnDymWP4I+fzB0/Rjc0=</latexit>
nj
<latexit sha1_base64="wtvNG+4H7dLxy9hRcoHTmcKYvss=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FQSEfRY9OKxov2ANpbNdtKu3WzC7kYooT/BiwdFvPqLvPlv3LY5aO sLCw/vzLAzb5AIro3rfjuFldW19Y3iZmlre2d3r7x/0NRxqhg2WCxi1Q6oRsElNgw3AtuJQhoFAlvB6Hpabz2h0jyW92acoB/RgeQhZ9RY604+PPbKFbfqzkSWwcuhArnqvfJXtx+zNEJpmKBadzw3MX5GleFM4KTUTTUmlI3oADsWJY1Q+9ls1Qk5sU6fhLGyTxoyc39PZDTSehwFtjOiZqgXa1Pzv1onNeGln3GZpAYlm38UpoKYmEzvJn2ukBkxtkCZ4nZXwoZUUWZs OiUbgrd48jI0z6qe5dvzSu0qj6MIR3AMp+DBBdTgBurQAAYDeIZXeHOE8+K8Ox/z1oKTzxzCHzmfP1FVjc4=</latexit><latexit sha1_base64="wtvNG+4H7dLxy9hRcoHTmcKYvss=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FQSEfRY9OKxov2ANpbNdtKu3WzC7kYooT/BiwdFvPqLvPlv3LY5aO sLCw/vzLAzb5AIro3rfjuFldW19Y3iZmlre2d3r7x/0NRxqhg2WCxi1Q6oRsElNgw3AtuJQhoFAlvB6Hpabz2h0jyW92acoB/RgeQhZ9RY604+PPbKFbfqzkSWwcuhArnqvfJXtx+zNEJpmKBadzw3MX5GleFM4KTUTTUmlI3oADsWJY1Q+9ls1Qk5sU6fhLGyTxoyc39PZDTSehwFtjOiZqgXa1Pzv1onNeGln3GZpAYlm38UpoKYmEzvJn2ukBkxtkCZ4nZXwoZUUWZs OiUbgrd48jI0z6qe5dvzSu0qj6MIR3AMp+DBBdTgBurQAAYDeIZXeHOE8+K8Ox/z1oKTzxzCHzmfP1FVjc4=</latexit><latexit sha1_base64="wtvNG+4H7dLxy9hRcoHTmcKYvss=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FQSEfRY9OKxov2ANpbNdtKu3WzC7kYooT/BiwdFvPqLvPlv3LY5aO sLCw/vzLAzb5AIro3rfjuFldW19Y3iZmlre2d3r7x/0NRxqhg2WCxi1Q6oRsElNgw3AtuJQhoFAlvB6Hpabz2h0jyW92acoB/RgeQhZ9RY604+PPbKFbfqzkSWwcuhArnqvfJXtx+zNEJpmKBadzw3MX5GleFM4KTUTTUmlI3oADsWJY1Q+9ls1Qk5sU6fhLGyTxoyc39PZDTSehwFtjOiZqgXa1Pzv1onNeGln3GZpAYlm38UpoKYmEzvJn2ukBkxtkCZ4nZXwoZUUWZs OiUbgrd48jI0z6qe5dvzSu0qj6MIR3AMp+DBBdTgBurQAAYDeIZXeHOE8+K8Ox/z1oKTzxzCHzmfP1FVjc4=</latexit><latexit sha1_base64="wtvNG+4H7dLxy9hRcoHTmcKYvss=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FQSEfRY9OKxov2ANpbNdtKu3WzC7kYooT/BiwdFvPqLvPlv3LY5aO sLCw/vzLAzb5AIro3rfjuFldW19Y3iZmlre2d3r7x/0NRxqhg2WCxi1Q6oRsElNgw3AtuJQhoFAlvB6Hpabz2h0jyW92acoB/RgeQhZ9RY604+PPbKFbfqzkSWwcuhArnqvfJXtx+zNEJpmKBadzw3MX5GleFM4KTUTTUmlI3oADsWJY1Q+9ls1Qk5sU6fhLGyTxoyc39PZDTSehwFtjOiZqgXa1Pzv1onNeGln3GZpAYlm38UpoKYmEzvJn2ukBkxtkCZ4nZXwoZUUWZs OiUbgrd48jI0z6qe5dvzSu0qj6MIR3AMp+DBBdTgBurQAAYDeIZXeHOE8+K8Ox/z1oKTzxzCHzmfP1FVjc4=</latexit>
 (vi, vj)
<latexit sha1_base64="Z1NadhDVeZuhlTTFrTh0mPxzIu4=">AAAB+XicbZDLSsNAFIYn9VbrLerSzWARKkhJRNBl0Y3LCvYCbVomk2k7djIJMyeBEvomblwo4tY3cefbOG2z0NYfBj7+cw7n zO/HgmtwnG+rsLa+sblV3C7t7O7tH9iHR00dJYqyBo1EpNo+0UxwyRrAQbB2rBgJfcFa/vhuVm+lTGkeyUeYxMwLyVDyAacEjNW37W7ABJBK2uMXOO09nfftslN15sKr4OZQRrnqffurG0Q0CZkEKojWHdeJwcuIAk4Fm5a6iWYxoWMyZB2DkoRMe9n88ik+M06AB5EyTwKeu78nMhJqPQl90xkSGOnl2sz8r9ZJYHDjZVzGCTBJF4sGicAQ4VkMOOCKURATA4Qqbm7FdEQUoWDCKpkQ3OUvr0Lzsuoa frgq127zOIroBJ2iCnLRNaqhe1RHDURRip7RK3qzMuvFerc+Fq0FK585Rn9kff4AUdGSyQ==</latexit><latexit sha1_base64="Z1NadhDVeZuhlTTFrTh0mPxzIu4=">AAAB+XicbZDLSsNAFIYn9VbrLerSzWARKkhJRNBl0Y3LCvYCbVomk2k7djIJMyeBEvomblwo4tY3cefbOG2z0NYfBj7+cw7n zO/HgmtwnG+rsLa+sblV3C7t7O7tH9iHR00dJYqyBo1EpNo+0UxwyRrAQbB2rBgJfcFa/vhuVm+lTGkeyUeYxMwLyVDyAacEjNW37W7ABJBK2uMXOO09nfftslN15sKr4OZQRrnqffurG0Q0CZkEKojWHdeJwcuIAk4Fm5a6iWYxoWMyZB2DkoRMe9n88ik+M06AB5EyTwKeu78nMhJqPQl90xkSGOnl2sz8r9ZJYHDjZVzGCTBJF4sGicAQ4VkMOOCKURATA4Qqbm7FdEQUoWDCKpkQ3OUvr0Lzsuoa frgq127zOIroBJ2iCnLRNaqhe1RHDURRip7RK3qzMuvFerc+Fq0FK585Rn9kff4AUdGSyQ==</latexit><latexit sha1_base64="Z1NadhDVeZuhlTTFrTh0mPxzIu4=">AAAB+XicbZDLSsNAFIYn9VbrLerSzWARKkhJRNBl0Y3LCvYCbVomk2k7djIJMyeBEvomblwo4tY3cefbOG2z0NYfBj7+cw7n zO/HgmtwnG+rsLa+sblV3C7t7O7tH9iHR00dJYqyBo1EpNo+0UxwyRrAQbB2rBgJfcFa/vhuVm+lTGkeyUeYxMwLyVDyAacEjNW37W7ABJBK2uMXOO09nfftslN15sKr4OZQRrnqffurG0Q0CZkEKojWHdeJwcuIAk4Fm5a6iWYxoWMyZB2DkoRMe9n88ik+M06AB5EyTwKeu78nMhJqPQl90xkSGOnl2sz8r9ZJYHDjZVzGCTBJF4sGicAQ4VkMOOCKURATA4Qqbm7FdEQUoWDCKpkQ3OUvr0Lzsuoa frgq127zOIroBJ2iCnLRNaqhe1RHDURRip7RK3qzMuvFerc+Fq0FK585Rn9kff4AUdGSyQ==</latexit><latexit sha1_base64="Z1NadhDVeZuhlTTFrTh0mPxzIu4=">AAAB+XicbZDLSsNAFIYn9VbrLerSzWARKkhJRNBl0Y3LCvYCbVomk2k7djIJMyeBEvomblwo4tY3cefbOG2z0NYfBj7+cw7n zO/HgmtwnG+rsLa+sblV3C7t7O7tH9iHR00dJYqyBo1EpNo+0UxwyRrAQbB2rBgJfcFa/vhuVm+lTGkeyUeYxMwLyVDyAacEjNW37W7ABJBK2uMXOO09nfftslN15sKr4OZQRrnqffurG0Q0CZkEKojWHdeJwcuIAk4Fm5a6iWYxoWMyZB2DkoRMe9n88ik+M06AB5EyTwKeu78nMhJqPQl90xkSGOnl2sz8r9ZJYHDjZVzGCTBJF4sGicAQ4VkMOOCKURATA4Qqbm7FdEQUoWDCKpkQ3OUvr0Lzsuoa frgq127zOIroBJ2iCnLRNaqhe1RHDURRip7RK3qzMuvFerc+Fq0FK585Rn9kff4AUdGSyQ==</latexit>
vj
<latexit sha1_base64="ucRyzORKItz0kZY+AmZzsVMAmgM=">AAAB6nicbZBNS8NAEIYnftb6VfXoZbEInkoigh6LXjxWtB/QxrLZbtq1m03YnRRK6E/w4kERr/4ib/4bt20O2vrCwsM7M+zMGyRSGHTdb2dldW19Y 7OwVdze2d3bLx0cNkycasbrLJaxbgXUcCkUr6NAyVuJ5jQKJG8Gw5tpvTni2ohYPeA44X5E+0qEglG01v3o8albKrsVdyayDF4OZchV65a+Or2YpRFXyCQ1pu25CfoZ1SiY5JNiJzU8oWxI+7xtUdGIGz+brTohp9bpkTDW9ikkM/f3REYjY8ZRYDsjigOzWJua/9XaKYZXfiZUkiJXbP5RmEqCMZneTXpCc4ZybIEyLeyuhA2opgxtOkUbgrd48jI0ziue5buLcvU6j6MAx3ACZ+DBJVThFmpQBwZ9eIZXeHOk8+K8Ox/z1hUnnzmCP3I+fwBdhY 3W</latexit><latexit sha1_base64="ucRyzORKItz0kZY+AmZzsVMAmgM=">AAAB6nicbZBNS8NAEIYnftb6VfXoZbEInkoigh6LXjxWtB/QxrLZbtq1m03YnRRK6E/w4kERr/4ib/4bt20O2vrCwsM7M+zMGyRSGHTdb2dldW19Y 7OwVdze2d3bLx0cNkycasbrLJaxbgXUcCkUr6NAyVuJ5jQKJG8Gw5tpvTni2ohYPeA44X5E+0qEglG01v3o8albKrsVdyayDF4OZchV65a+Or2YpRFXyCQ1pu25CfoZ1SiY5JNiJzU8oWxI+7xtUdGIGz+brTohp9bpkTDW9ikkM/f3REYjY8ZRYDsjigOzWJua/9XaKYZXfiZUkiJXbP5RmEqCMZneTXpCc4ZybIEyLeyuhA2opgxtOkUbgrd48jI0ziue5buLcvU6j6MAx3ACZ+DBJVThFmpQBwZ9eIZXeHOk8+K8Ox/z1hUnnzmCP3I+fwBdhY 3W</latexit><latexit sha1_base64="ucRyzORKItz0kZY+AmZzsVMAmgM=">AAAB6nicbZBNS8NAEIYnftb6VfXoZbEInkoigh6LXjxWtB/QxrLZbtq1m03YnRRK6E/w4kERr/4ib/4bt20O2vrCwsM7M+zMGyRSGHTdb2dldW19Y 7OwVdze2d3bLx0cNkycasbrLJaxbgXUcCkUr6NAyVuJ5jQKJG8Gw5tpvTni2ohYPeA44X5E+0qEglG01v3o8albKrsVdyayDF4OZchV65a+Or2YpRFXyCQ1pu25CfoZ1SiY5JNiJzU8oWxI+7xtUdGIGz+brTohp9bpkTDW9ikkM/f3REYjY8ZRYDsjigOzWJua/9XaKYZXfiZUkiJXbP5RmEqCMZneTXpCc4ZybIEyLeyuhA2opgxtOkUbgrd48jI0ziue5buLcvU6j6MAx3ACZ+DBJVThFmpQBwZ9eIZXeHOk8+K8Ox/z1hUnnzmCP3I+fwBdhY 3W</latexit><latexit sha1_base64="ucRyzORKItz0kZY+AmZzsVMAmgM=">AAAB6nicbZBNS8NAEIYnftb6VfXoZbEInkoigh6LXjxWtB/QxrLZbtq1m03YnRRK6E/w4kERr/4ib/4bt20O2vrCwsM7M+zMGyRSGHTdb2dldW19Y 7OwVdze2d3bLx0cNkycasbrLJaxbgXUcCkUr6NAyVuJ5jQKJG8Gw5tpvTni2ohYPeA44X5E+0qEglG01v3o8albKrsVdyayDF4OZchV65a+Or2YpRFXyCQ1pu25CfoZ1SiY5JNiJzU8oWxI+7xtUdGIGz+brTohp9bpkTDW9ikkM/f3REYjY8ZRYDsjigOzWJua/9XaKYZXfiZUkiJXbP5RmEqCMZneTXpCc4ZybIEyLeyuhA2opgxtOkUbgrd48jI0ziue5buLcvU6j6MAx3ACZ+DBJVThFmpQBwZ9eIZXeHOk8+K8Ox/z1hUnnzmCP3I+fwBdhY 3W</latexit>
vi
<latexit sha1_base64="1LLJSiWx5Lol+US460hwQ4tSObI=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FQSEfRY9OKxov2ANpbNdtIu3WzC7qZQQn+CFw+KePUXefPfuG1z0NYXFh7emWFn3iARXBvX/XYKa+sbm 1vF7dLO7t7+QfnwqKnjVDFssFjEqh1QjYJLbBhuBLYThTQKBLaC0e2s3hqj0jyWj2aSoB/RgeQhZ9RY62H8xHvlilt15yKr4OVQgVz1Xvmr249ZGqE0TFCtO56bGD+jynAmcFrqphoTykZ0gB2Lkkao/Wy+6pScWadPwljZJw2Zu78nMhppPYkC2xlRM9TLtZn5X62TmvDaz7hMUoOSLT4KU0FMTGZ3kz5XyIyYWKBMcbsrYUOqKDM2nZINwVs+eRWaF1XP8v1lpXaTx1GEEziFc/DgCmpwB3VoAIMBPMMrvDnCeXHenY9Fa8HJZ47hj5zPH1wBjd U=</latexit><latexit sha1_base64="1LLJSiWx5Lol+US460hwQ4tSObI=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FQSEfRY9OKxov2ANpbNdtIu3WzC7qZQQn+CFw+KePUXefPfuG1z0NYXFh7emWFn3iARXBvX/XYKa+sbm 1vF7dLO7t7+QfnwqKnjVDFssFjEqh1QjYJLbBhuBLYThTQKBLaC0e2s3hqj0jyWj2aSoB/RgeQhZ9RY62H8xHvlilt15yKr4OVQgVz1Xvmr249ZGqE0TFCtO56bGD+jynAmcFrqphoTykZ0gB2Lkkao/Wy+6pScWadPwljZJw2Zu78nMhppPYkC2xlRM9TLtZn5X62TmvDaz7hMUoOSLT4KU0FMTGZ3kz5XyIyYWKBMcbsrYUOqKDM2nZINwVs+eRWaF1XP8v1lpXaTx1GEEziFc/DgCmpwB3VoAIMBPMMrvDnCeXHenY9Fa8HJZ47hj5zPH1wBjd U=</latexit><latexit sha1_base64="1LLJSiWx5Lol+US460hwQ4tSObI=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FQSEfRY9OKxov2ANpbNdtIu3WzC7qZQQn+CFw+KePUXefPfuG1z0NYXFh7emWFn3iARXBvX/XYKa+sbm 1vF7dLO7t7+QfnwqKnjVDFssFjEqh1QjYJLbBhuBLYThTQKBLaC0e2s3hqj0jyWj2aSoB/RgeQhZ9RY62H8xHvlilt15yKr4OVQgVz1Xvmr249ZGqE0TFCtO56bGD+jynAmcFrqphoTykZ0gB2Lkkao/Wy+6pScWadPwljZJw2Zu78nMhppPYkC2xlRM9TLtZn5X62TmvDaz7hMUoOSLT4KU0FMTGZ3kz5XyIyYWKBMcbsrYUOqKDM2nZINwVs+eRWaF1XP8v1lpXaTx1GEEziFc/DgCmpwB3VoAIMBPMMrvDnCeXHenY9Fa8HJZ47hj5zPH1wBjd U=</latexit><latexit sha1_base64="1LLJSiWx5Lol+US460hwQ4tSObI=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FQSEfRY9OKxov2ANpbNdtIu3WzC7qZQQn+CFw+KePUXefPfuG1z0NYXFh7emWFn3iARXBvX/XYKa+sbm 1vF7dLO7t7+QfnwqKnjVDFssFjEqh1QjYJLbBhuBLYThTQKBLaC0e2s3hqj0jyWj2aSoB/RgeQhZ9RY62H8xHvlilt15yKr4OVQgVz1Xvmr249ZGqE0TFCtO56bGD+jynAmcFrqphoTykZ0gB2Lkkao/Wy+6pScWadPwljZJw2Zu78nMhppPYkC2xlRM9TLtZn5X62TmvDaz7hMUoOSLT4KU0FMTGZ3kz5XyIyYWKBMcbsrYUOqKDM2nZINwVs+eRWaF1XP8v1lpXaTx1GEEziFc/DgCmpwB3VoAIMBPMMrvDnCeXHenY9Fa8HJZ47hj5zPH1wBjd U=</latexit>
(b) Siamese Network
Figure 1: Learning embedding function based on semantics in reference set and syntactic variations
defined by domain knowledge and hard negative mining.
lows the matching process via applying approximate nearest neighbors approaches on our semantic
embedding space.
In the biomedical domain, Kang et al. [21] propose a rule-based method and Leaman et al. [22]
propose a learning-to-rank-based approach for disease normalization. Leaman and Lu [8] further
perform joint name entity recognition and normalization. We provide an embedding-based approach
for entity normalization. We perform our experimental validation on two biomedical datasets of
protein and chemical entities.
3 Approach
Problem Definition: Given a query entity mention (nq), and a reference set of entities R ≡
{e1, . . . , em}, where each entity ei ≡< λi, {n1i , . . . , nki } > is identified via an ID (λi) and an
associated set of names (nki ) that refer to the entity, our goal is to return the ID (λq) of the corre-
sponding entity in our reference set R. The exact textual name of the query entity may not exist in
the reference set.
We map this normalization task to an approximate nearest-neighbors search in a n-dimensional
space where each name nml in the reference set is encoded into a numerical vector representation
vml . Our objective in this embedding space is that names of the same entity (even syntactically very
different) be closer to each other compared to names of other entities. That is, nml → vml such that
δ(vml , v
p
l ) < δ(v
m
l , v
∗
o), where el and eo are entities (el 6= eo), n∗∗ their corresponding names, v∗∗
embedding vectors of these names, and δ is a distance function.
We use a Siamese neural network architecture to embed the semantic information about the entities
as well as their syntactic similarities. We further refine the similarities via dynamic hard negative
sampling and incorporating domain knowledge about the entities using additional generated training
data. We then encode and store the embeddings in a numeric representation that enables fast retrieval
of the results without the need for traditional character-based blocking. Our approach consist of three
steps:
Similarity Learning. We first learn an embedding function (M : n → v) that maps the entity
names to a numeric vector space where names of the same entities are close to each other.
Embedding and Hashing. Then, we embed all the names in the reference set R to the numerical
vector space and hash and store the reference set embeddings for fast retrieval.
Retrieval. Finally, we embed the query name (i.e., nq → vq) using the learned modelM and find
the closest samples to it in the embedding space to retrieve the corresponding ID (λq) of the query
name in the reference set.
The following sections describe each step in detail.
3
3.1 Similarity Learning
We first learn a function (M) that maps the textual representation of entity names (n) to a numerical
vector representation (v) that preserves the proximity of names that belong to the same entity, using
a Siamese recurrent neural network model. Figure 1a shows the overall approach and Algorithm 1
describes the similarity learning process.
Algorithm 1 NSEEN: Similarity Learning
1: procedure TRAINSIM(R, Pd)
2: Input: R reference set
3: Input: Pd pairs based on knowledge of syntactic variation in the domain
4: Generate pairs based on reference setR and add them to training data D
5: Add Pd pairs to the training data D
6: for k times do
7: Train the modelM (Siamese network) on D
8: Embed all the names inR: n→ v
9: for all vil do . Hard negative mining
10: find the k closest vjk to v
i
l
11: if k 6= l then
12: add < njk, n
i
l, 0 > to training data D
13: returnM . The trained embedding function
3.1.1 Siamese Recurrent Neural Network
The Siamese neural network architecture of two towers with shared weights and a distance func-
tion at the last layer has been effective in learning similarities in domains such as text [14] and
images [15]. Figure 1b depicts an overview of the network used in our framework.
We feed pairs of names and a score indicating the similarity of the pairs (i.e., < ni, nj , y >) to the
Siamese network. As shown in Figure 1b, ni and nj are entity names represented as a sequences of
characters < xi1, . . . , x
i
n > and < x
j
1, . . . , x
j
m >, and y ∈ [0, 1] represents the similarity between
the names. To read the character sequence of the names, we feed the character embedding to four
layers of Bidirectional-LSTM, followed by a single densely connected feed-forward layer, which
generate the embeddings v.
Contrastive Loss Function. While we can use several distance functions (δ) to compare the learned
vectors of the names, we use cosine distance between the embeddings vi and vj , due to its better
performance in higher dimensional spaces. We then define a contrastive loss [16] based on the
distance function δ to train the model, as shown in equation 1. The intuition behind this loss function
is to pull the similar pairs closer to each other, and push the dissimilar pairs up to a margin m apart
(m = 1 in our experiments).
L = 1
2
yδ(vi, vj)
2 +
1
2
(1− y)max(0,m− δ(vi, vj))2 (1)
The contrastive loss has been originally proposed for binary labels where we either fully pull two
points towards each other or push them apart. In this paper, we propose to extend this loss via using
soft real-valued labels when we introduce syntactic variations of the names described in section 3.1.2
to indicate uncertainties about the similarities of two vectors. For the margin of 1 (i.e., m = 1), the
distance that minimizes the loss function L for the real-valued label y is:1
∂L
∂δv
= yδv − (1− y)(1− δv)
argmin
δv
L = {δv | y + δv − 1 = 0} = 1− y
(2)
1for brevity of notation we denote δ(vi, vj) with δv
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Figure 2: Contrastive loss (L) based on distance values (δv) for different real-value labels y.(Best
viewed in color)
For example, in our setting the optimal distance between the embeddings of two names with 0.7
similarity (i.e., y = 0.7) is 0.3. Figure 2 depicts the changes in loss when altering the distance
corresponding to different y values, and the points that minimize the loss (i.e., argminδv L) are
marked on each line.
3.1.2 Pair Selection and Generation
In order to train the model we need labeled pairs of names (< ni, nj , y >). We generate three sets
of pairs using different approaches: (1) the initial set based on the names in the reference set, (2) the
syntactic variations set based on domain knowledge, and (3) the hard negative set. The initial and
the hard negative pairs capture the semantic relationships between names in the reference set, and
the syntactic variations capture the syntactic noise that may be present in referring to these names in
reality.
Initial Semantic Set. We generate an initial training set of similar and dissimilar pairs based the
entities in the reference set R. We generate positive pairs by the cross product of all the names that
belong to the same entity, and initialize the negative set of dissimilar pairs by randomly sampling
names that belong to different entities. Formally:
P+ = {< ni, nj , 1 > | (∀nil, njl ∈ el) ∧ (∀el ∈ R)}
P− = {< ni, nj , 0 > | (nil, njm ∈ el, em) ∧ (el, em ∈ R) ∧ (el 6= em)}
Syntactic Variations and Entity Families. In order to train the model with the syntactic variations
that could be introduced in the real-world textual representation of the names, we add pairs of names
to the training set and label them with their real-value string similarities. The argument behind using
real-valued labels is provided in equation 2, with the intuition that using a label of 0 will completely
repel two vectors and using a label of 1 will bring two vectors as close as possible, but using a label
between 0 and 1 will aim to keep the two vectors somewhere inside the margin.
We use Trigram-Jaccard, Levenshtein Edit Distance, and JaroWinkler to compute string similarity
scores [23] between the pairs of names and include sets of pairs with labels based on each similarity
score in the training set. The intuition is that the model will learn a combination of all these string
similarity measures. To select the name pairs to include in this process, we consider two sets of
variations based on the same name, and different names.
Same name variations are the noise that can be introduced to an extracted name in real-world settings.
To capture the most common forms of noise occurring on the same name, we make the following
three modifications based on our observation of the most frequent variations in the query names:
• Removing the spaces, e.g., <FOX P2, FOXP2, y>
• Removing all but alphanumerical characters, e.g., <FOX-P2, FOXP2, y>
• Converting to upper and lower cases, e.g., <Ras, RAS, y>, <Ras, ras, y>
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Different name variations introduce a higher level of similarity concept to the model. We make the
second set of pairs by selecting the names of entities that are somehow related and computing their
string similarities. For example, in our experiments with proteins we select two entities that belong
to the same protein family and generate pairs of names consisting of one name from each. The labels
are assigned to these pairs based on their string similarities. This set of pairs not only introduces
more diverse variations of textual string similarities, it also captures a higher-level relationship by
bringing the embeddings of the names that belong to a group closer to each other. Encoding such
hierarchical relations in the entity representations has been effective in various domains [24].
Hard Negative Mining. Given the large space of possible negative name pairs (i.e., the cross
product of the names of different entities) we can only sample a subset to train our model. As stated
earlier we start with an initial random negative sample set for our training. However, these random
samples may often be trivial choices for the model and after a few epochs may not contain enough
useful signal. The use of contrastive loss makes this issue more problematic as the probability of
the distance between randomly selected negative samples being less than the margin (m) is low.
Sampling techniques, often called hard-negative mining, have been introduces in domains such as
knowledge graph construction [25] and computer vision [26] to deal with similar issues.
The idea behind hard negative mining is finding negative examples that are most informative for the
model. These examples are the ones closest to the decision boundary and the model will most likely
assign a wrong label to them. As shown in Figure 1a and Algorithm 1, we find the hard negatives by
first embedding all the names in the reference setR using the latest learned modelM. We then find
the closest names to each name in the embedding space using an approximate k-nearest neighbors
algorithm for fast iterations. We then add the name pairs found using this process that do not belong
to the same entity with a 0 label to our training set and retrain the modelM. We repeat this process
multiple times to refine the model with several sets of hard negative samples.
3.2 Reference Set Embedding and Storage
The modelM that we trained in the previous step is basically a function that maps a name string
to a numerical vector. Since both towers of the Siamese network share all their weights, the final
embedding is independent of the tower the original string is provided to as input. Considering the
goal of our framework, which is to perform entity normalization of query names (nq) to the entities
in the reference setR, we embed all the names in the reference set using the final trained modelM,
and store the embeddings for comparison with future queries.
Our task becomes assigning an entity in our reference set to the query name nq by finding the closest
entity to it in the embedding space. This assignment is basically a nearest neighbor search in the
embedding space. The most naive solution to this search would entail a practically infeasible task
of exhaustive pairwise comparisons of query embedding with all embeddings in a potentially large
reference set. Moreover, since we iteratively repeat the nearest neighbor look-up in our training
process for hard-negative mining, we need a faster way to retrieve the results.
This challenge is prevalent in many research and industry applications of machine learning such as
recommender systems, computer vision, and in general any similarity-based search, and has resulted
in development of several fast approximate nearest neighbors approaches [27, 28]. We speed-up our
nearest neighbors retrieval process by transforming and storing our reference set embeddings in
an approximate nearest neighbors data structure. Algorithm 2 describes the overall process of this
stage.
We leverage a highly optimized solution that is extensively used in applied settings, such as Spotify,
to deal with large scale approximate nearest neighbor search, called Annoy (Approximate Nearest
Neighbors Oh Yeah!) [29]. Annoy, uses a combination of random projections and a tree structure
where intermediate nodes in the tree contain random hyper-planes dividing the search space. It
supports several distance functions including Hamming and cosine distances based on the work of
Bachrach et al. [30].
Since we have already transformed the textual representation of an entity name to a numerical vector
space, and the entity look-up to a nearest neighbor search problem, we can always use competing
approximate nearest neighbors search methods [31], and the new state-of-the-art approaches that will
be discovered in the future. Furthermore, using such scalable data structures for our embeddings at
this stage preserves semantic similarities learned by our model, in contrast to traditional blocking
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approaches applied as a pre-processing step that could break the semantic relationship in favor of
textual similarities.
3.3 Retrieval
During the retrieval step, depicted in Algorithm 3 we first compute an embedding for the query
name based on the same model M that we used to embed the reference set. We then perform an
approximate nearest neighbor search in the embedding space for the query name, and return the ID
of retrieved neighbor as the most probable entity ID for the query name. Note that in our setup we do
not need to perform a separate direct look up for the query names that exactly match one of canonical
names in the reference set. If the query name is one of the canonical names in the reference set, it
will have exactly the same embedding and zero distance with one of the reference set names.
Algorithm 2 EmbeddingR
1: procedure EMBED(R,M)
2: for all ni ∈ R do
3: ni
M−−→ vi
4: for all vi do
5: Hash vi and store inHvi
6: returnHv . Hashed embeddings
Algorithm 3 Retrieval
1: procedure RETRIEVE(Hv ,M, nq)
2: Embed the query name: nq
M−−→ vq
3: Find the closest vjk to vq using
approximate nearest neighbor search
(Annoy) onHv
4: return λk as the ID (i.e., λq)
4 Experimental Validation
We conduct two set of experiments mapping query names to their canonical names to empirically
validate the effectiveness of our framework. The two references sets are UniProt for proteins and
ChEBI for chemical entities, and the query set is from PubMed extracts provided by the BioCreative
initiative [32], as detailed in the following sections.
4.1 Reference Sets
The reference sets we use in our experiments are publicly available on the internet, and are the
authority of canonical entity representations in their domains.
UniProt. The Universal Protein Resource (UniProt) is a large database of protein sequences and
associated annotations [33]. For our experiments, we use the different names associated
with each human protein in the UniProt dataset and their corresponding IDs. Hence, the
task here is mapping a human protein name to a canonical UniProt ID.
ChEBI. We used the chemical entity names indexed in the Chemical Entities of Biological Interest
(ChEBI) ontology. ChEBI is a dataset of molecular entities focused on small chemical
compounds, including any constitutionally or isotopically distinct atom, molecule, ion, ion
pair, radical, radical ion, complex, conformer, identifiable as a separately distinguishable
entity [34]. The task here is mapping a small molecule name to a canoncal ChEBI ID.
Table 1 depicts the total number of entities (ei) and their corresponding ID–name pairs (< λi, n
j
i >)
in the reference sets, showing UniProt having less number of entities, but more names per entity
comparing to ChEBI. Moreover, Figure 3 depicts the histogram that shows the distribution of the
number of names per each entity in the reference sets. Note that there are no entities in the UniProt
reference set with only one name, but there are many proteins with several names. In contrast, the
ChEBI dataset contains many entities with only one name.
4.2 Query Set
We use the datasets provided by the BioCreative VI Interactive Bio-ID Assignment Track [32] as
our query data. These datasets provide several types of bio-medical entity annotations generated
by SourceData curators that map published article texts to their corresponding database IDs. The
main interesting point about the BioCreative corpus for entity normalization is that the extracted
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Table 1: Statistics of the entities in the reference sets
Datasets entities <entity, name> pairs
UniProt (Human) 20,375 123,590
ChEBI 72,241 277,210
entity names come from published scientific articles, and contain the entity-name variations and
deviations forms that are present in the real world.
The Bio-ID datasets include a separate train and test sets. We use both of these datasets as query sets
with gold standard labels to evaluate our method. The training set (we name it BioC1) consists of
13,573 annotated figure panel captions corresponding to 3,658 figures from 570 full length articles
from 22 journals, for a total of 102,717 annotations. The test data set (we name it BioC2) consisted of
4,310 annotated figure panel captions from 1,154 figures taken from 196 full length journal articles,
with 30,286 annotations in total [32].
Table 2 shows the number of UniProt and ChEBI entities in the annotated corpus. In our experiments
we keep the original training (BioC1) and test (BioC2) splits of the data for reproducablility and ease
of future comparisons, but we should note that for our purposes both BioC1 and BioC2 are just a
source of correct normalizations with gold standards, and test sets in our experiments. Our algorithm
is not trained on any of these datasets.
Table 2: Statistics of the annotations in the BioCreative VI Bio-ID corpus
Dataset UniProt ChEBI
Mentions Entities Mentions Entities
BioC1 30,211 2,833 9,869 786
BioC2 1,592 1,321 829 543
4.3 Baselines
USC–ISI. As a representative of traditional record linkage techniques, we use the current produc-
tion system for Named Entity Grounding at USC Information Science Institute, developed for the
DARPA Big Mechanism program, as one of the baselines. The system is an optimized solution
that employs a tuned combination of several string similarities including Jaccard, Levenshtein, and
JaroWinkler distances with a prefix-based blocking system. It also includes a post re-ranking of the
results based on the domain knowledge, such as the curation level of the entity (e.g., if the protein
entry in UniProt has been reviewed by a human or not), the matching between the ID components
and the query name, and popularity of the entities in each domain. This system provides entity
grounding for several bio-medical entities including Proteins and Chemicals, and is publicly avail-
able at [35]. The system can produce results based on the FRIL [36] record linkage program and
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Figure 3: Distribution of names per entity in the reference datasets.
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Table 3: Hits@k on BioCreative train dataset (BioC1) and test dataset (BioC2) datasets mapped to
Uniprot and ChEBI reference sets.
Reference(R) Dataset Method H@1 H@3 H@5 H@10
UniProt
BioC1
DeepMatcher 0.697 0.728 0.739 0.744
BioBERT 0.729 0.761 0.779 0.808
USC–ISI 0.814 0.864 0.875 0.885
NSEEN 0.833 0.869 0.886 0.894
BioC2
DeepMatcher 0.767 0.792 0.803 0.814
BioBERT 0.801 0.827 0.827 0.840
USC–ISI 0.841 0.888 0.904 0.919
NSEEN 0.861 0.888 0.904 0.930
ChEBI
BioC1
DeepMatcher 0.288 0.363 0.397 0.419
BioBERT 0.360 0.473 0.499 0.524
USC–ISI 0.418 0.451 0.460 0.468
NSEEN 0.505 0.537 0.554 0.574
BioC2
DeepMatcher 0.373 0.463 0.491 0.517
BioBERT 0.422 0.558 0.577 0.596
USC–ISI 0.444 0.472 0.480 0.491
NSEEN 0.578 0.608 0.624 0.641
Apache Lucene [37], and we use the overall best results of both settings as the baseline for our ex-
periments. We chose this baseline as a representative of the traditional entity normalization methods
that provides competitive results based on an ensemble of such models.
BioBERT. To compare our method with a representative of text embedding approaches, we used
the embedding generated by the recently released BioBERT [38] (Bidirectional Encoder Repre-
sentations from Transformers for Biomedical Text Mining) model which extends the BERT [13]
approach. BioBERT is a domain specific language representation model pre-trained on large-scale
biomedical corpora that can effectively capture knowledge from a large amount of biomedical texts
with minimal task-specific architecture modifications. BioBERT outperforms traditional models in
biomedical named entity recognition, biomedical relation extraction, and biomedical question an-
swering. We used the BioBERT framework with pre-trained weights released by the original authors
of the paper, in a similar process to our approach; we first embed all the entity names of the reference
set and then find the closest embedding to the query name in that embedding space.
DeepMatcher. Mudgal et al. [18] recently studied the application of deep learning architectures on
entity matching in a general setting where the task is matching tuples (potentially having multiple
fields) in different tables. DeepMatcher outperforms traditional entity matching frameworks in tex-
tual and noisy settings. We use DeepMatcher as a representative baseline for deep learning methods
specific to entity normalization.
We used the implementation published by the authors to perform our experiments. We used Deep-
Matcher with tuples containing only one field; the entity mention. We train DeepMatcher with the
same initial pairs we use to train our model, and follow a common-word-based blocking technique
recommended in their implementation to pre-process our data. DeepMatcher does not perform hard
negative mining during its training, and the blocking is performed prior to the matching process in
contrast to our framework.
4.4 Results
Table 3 shows the comparative results of our method (i.e., NSEEN) with other methods. We submit
every query name in the BioCreative datasets to all systems, and retrieve the top k most probable
IDs from each of them. We then find out if the correct ID (provided in the BioCreative dataset as
labels) is present in the top k retrieved results (i.e., Hits@k) for several values of k. Our method
outperforms the baselines in almost all settings. Chemical names are generally harder to normalize
due to more sensitivity to parenthesis, commas, and dashes, but our method produces significantly
better results.
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Table 4: UniProt sample queries and top-10 responses. The correct entities are indicated with a bold
font and an asterisk. None of the queries have an exact string match in UniProt, and the lists include
syntactically far correct responses.
S6K PLCγ2 IKK H3
- p70-S6K 1*
- p90-RSK 6
- S6K1*
- p70 S6KA*
- S6K-beta
- p70 S6KB
- 90 kDa ribosomal
protein S6 kinase 6
- 90 kDa ribosomal
protein S6 kinase 5
- 52 kDa ribosomal
protein S6 kinase*
- RPS6KA6
- PLC-gamma-2*
- PLC-gamma-1
- PLCG2*
- Phospholipase
C-gamma-2*
- Phospholipase
C-gamma-1
- PLC
- PLCG1
- Phosphoinositide
phospholipase
C-gamma-2*
- PLC-IV*
- PLCB
- IKK-epsilon*
- IKKE*
- I-kappa-B kinase
epsilon*
- IkBKE*
- IKBKE*
- IKBE
- IK1
- IK1
- IKKG
- INKA1
- Histone H3/a*
- Histone H3/o*
- Histone H3/m*
- Histone H3/b*
- Histone H3/f*
- HIST1H3C*
- Histone H3/k*
- Histone H3/i*
- HIST1H3G*
- Histone H3/d*
(a) S6K (b) PLCγ2 (c) IKK (d) H3
Figure 4: tSNE representation of the example UniPort query entities shown in Table 4. Queries are
red triangle and correct responses are blue. A sample of a thousand names from the reference set
is shown with light grey dots to represent the embedding space. The bottom right insets show a
zoomed version of the correct names clustered around the query name. (Best viewed in color)
Furthermore, Table 4 and the corresponding Figure 4 show example protein name queries mapped to
the UniProt reference set and the retrieved canonical names. Note that none of the query names exist
in the UniProt reference set in the form provided as the query. Table 4 shows not only the syntactic
variations being captured by our method in the Top 10 responses, but the semantically equivalent
names are included as well. These responses can have a significantly large string distance with
the query name. e.g., (S6K−→52 kDa ribosomal protein S6 kinase), (PLCγ2−→Phospholipase
C-gamma-2), (IKK−→I-kappa-B kinase epsilon), and (H3−→Histone H3/a).
Figure 4 sheds more light to the embedding space and highlights the same four query names and
the names corresponding to the correct entities in the UniProt reference set. As shown in this figure
most of the correct responses (in blue) are clustered around the query name (in red).
The retrieval time of the baseline methods are in the order of a few minutes. NSEEN relies on the
approximate nearest neighbors architecture and provides highly competitive retrieval performance
in the order of seconds. The study reported on [29] for approximate nearest neighbors architectures
applies to our method as well.
5 Discussion
In this paper, we proposed a general deep neural network based framework for entity normalization.
We showed how to encode semantic information hidden in a reference set, and how to incorporate
potential syntactic variations in the numeric embedding space via training-pair generation. In this
process we showed how contrastive loss can be used with non-binary labels to capture uncertainty.
We further introduced a dynamic hard negative sampling method to refine the embeddings. Finally,
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by transforming the traditional task of entity normalization to a standard k-nearest neighbors prob-
lem in a numerical space, we showed how to employ a scalable representation for fast retrievals
that is applicable in real-world scenarios without the need of traditional entity blocking methods.
By eliminating the need for blocking as a pre-processing step, we can consider matches that are
syntactically different but semantically relevant, which is not easily achievable via traditional entity
normalization methods.
In our preliminary analysis, we experimented with different selection methods in the k-nearest neigh-
bors retrieval process such as a top-k majority vote schema, but did not find them significantly effec-
tive in our setting. We also experimented with different soft labeling methods to dynamically re-rank
the results such as soft re-labeling the k-nearest neighbors, but did not see much improvements to
the overall performance. While currently highly effective, our method could benefit from improving
some of its components in future research. We are also considering combining our approach with
other embedding and collective reasoning methods to gain further potential performance improve-
ments.
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