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Resumo
Neste trabalho analisamos dois me´todos para otimizac¸a˜o global irrestrita:
DIRECT, um me´todo tipo branch-and-select, baseado em otimizac¸a˜o Lipschitzi-
ana, com um crite´rio especial de selec¸a˜o que balanceia a eˆnfase entre busca lo-
cal e global; e um me´todo tipo branch-and-bound empregando as mais recentes
te´cnicas em ana´lise intervalar, junto com back-boxing e busca local, para acelerar
o processo de convergeˆncia. Variac¸o˜es do me´todo branch-and-bound intervalar, e
combinac¸o˜es deste com as ide´ias do DIRECT foram formuladas e implementadas.
A aplicac¸a˜o a problemas cla´ssicos encontrados na literatura mostrou que as es-
trate´gias adotadas contribu´ıram para melhorar o desempenho dos algoritmos.
Palavras-chave: DIRECT, otimizac¸a˜o Lipschitziana, branch-and-bound, ana´lise
intervalar, otimizac¸a˜o global irrestrita, busca local, back-boxing.
Abstract
In this work we analyze two unconstrained global optimization methods:
DIRECT, a branch-and-select method, based on Lipschitzian optimization, with
a special selection criterion that balances the emphasis between local and global
search; and a branch-and-bound method incorporating the state of art interval
analysis techniques, with back-boxing and local search, to speed up the conver-
gence process. Interval branch-and-bound method variations, and combinations
of them with the ideas of DIRECT were proposed and implemented. Application
to classical problems found in literature, shows that the adopted strategies con-
tribute to improve the performance of the algorithms.
Keywords: DIRECT, Lipschitzian optimization, branch-and-bound, interval analy-
sis, unconstrained global optimization, local search, back-boxing.
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Cap´ıtulo 1
Introduc¸a˜o
Va´rios problemas reais podem ser formulados como problemas de otimizac¸a˜o,
isto e´, problemas com uma func¸a˜o objetivo que depende de varia´veis de decisa˜o,
que deve ser otimizada sujeita a um conjunto de restric¸o˜es.A resoluc¸a˜o de pro-
blemas desse tipo e´ est´ımulo de pesquisas em diversas a´reas.
De um modo geral, o problema de otimizac¸a˜o pode ser definido como encontrar
x¯ ∈ X0 ⊂ Rn tal que f(x¯) ≤ f(x) para todo x ∈ X0:
min
x∈X0
f(x). (1.1)
O ponto x¯ e´ chamado minimizador global de f em X0.
Se f e´ cont´ınua e X0 compacto, a existeˆncia do minimizador global e´ assegu-
rada pelo Teorema de Bolzano-Weierstrass, [40].
Em muitos problemas de otimizac¸a˜o encontrar uma soluc¸a˜o local e´ suficiente.
Nestes casos, estamos interessados em encontrar um minimizador local de f em
X0, isto e´, x¯ ∈ X0 tal que f(x¯) ≤ f(x) para todo x ∈ X0 ∩ V (x¯), onde V (x¯)
denota uma vizinhanc¸a de x¯. Para tais problemas existem me´todos eficientes
e robustos mesmo para o caso de grande porte, isto e´, com um grande nu´mero
de varia´veis e/ou restric¸o˜es (igualdades e desigualdades) que definem o conjunto
via´vel X0, ver [44], [46], [56].
Pore´m em alguns problemas, que aparecem por exemplo na Economia, na Enge-
nharia Qu´ımica [15], etc, ha´ a necessidade de se encontrar o mı´nimo global.
1
2Neste trabalho, consideramos o problema de encontrar o mı´nimo global de uma
func¸a˜o f : X0 → R, onde f ∈ C2 e X0 ⊂ Rn e´ um conjunto definido por restric¸o˜es
de canalizac¸a˜o:
X0 = {x ∈ Rn | li ≤ xi ≤ ui, para i = 1, 2, . . . , n} ,
e chamaremos X0 de caixa ou retaˆngulo em Rn.
Seja x¯ ∈ X0, minimizador global de (1.1). Dizemos que o problema de oti-
mizac¸a˜o global pode ser considerado resolvido, para uma dada precisa˜o ε > 0, se
um elemento dos seguintes conjuntos for identificado [9]:
Ax(ε) =
{
x ∈ X0 | ‖x− x¯‖ ≤ ε} , (1.2)
Af (ε) =
{
x ∈ X0 | |f(x)− f(x¯)| ≤ ε} (1.3)
Uma desvantagem de (1.2) e´ que pequenas perturbac¸o˜es nos dados do problema
podem afetar a localizac¸a˜o de x¯. Uma terceira possibilidade e´ definir:
φ(y) =
m({z ∈ X0 | f(z) ≤ y})
m(X0)
,
onde m(.) e´ a medida de Lebesgue e tomar:
Aφ(ε) =
{
x ∈ X0 | φ(f(x)) ≤ ε} .
Podemos notar, entretanto, que esse conjunto pode conter elementos cujos valores
de func¸a˜o objetivo diferem consideravelmente de f(x¯).
Poucos me´todos para otimizac¸a˜o global foram desenvolvidos, em comparac¸a˜o com
a variedade de me´todos para otimizac¸a˜o local. A dificuldade da otimizac¸a˜o global
em relac¸a˜o a otimizac¸a˜o local e´ fa´cil de ser compreendida. Se assumirmos que f
e´ duas vezes continuamente diferencia´vel, enta˜o tudo que e´ necessa´rio para testar
se um ponto e´ minimizador local e´ o conhecimento das derivadas de primeira
e segunda ordem em tal ponto. Se o teste falha, a diferenciabilidade cont´ınua
da func¸a˜o assegura que em uma vizinhanc¸a do ponto podemos encontrar outro
ponto com valor de func¸a˜o objetivo menor. Dessa forma, uma sequeˆncia de pon-
tos convergindo a um minimizador local pode ser constru´ıda, pois as condic¸o˜es
de otimalidade esta˜o bem estabelecidas, [44], [46], [56].
3Infelizmente testes locais na˜o sa˜o suficientes para verificar a otimalidade glo-
bal, salvo casos em que o problema (1.1) possui alguma estrutura especial (por
exemplo f convexa em X0 convexo).
Os me´todos desenvolvidos para otimizac¸a˜o global podem ser divididos em duas
classes, dependendo se incorporam ou na˜o elementos estoca´sticos [8].
A maioria dos me´todos estoca´sticos envolve a avaliac¸a˜o de f em uma amostra
aleato´ria de pontos de X0 e subsequentes manipulac¸o˜es dessa amostra. Como
resultado a garantia absoluta de sucesso e´ sacrificada. Contudo, sob modestas
condic¸o˜es sobre a distribuic¸a˜o da amostra e f , a probabilidade de um elemento
de Ax(ε), Af (ε) ou Aφ(ε) ser escolhido se aproxima de 1 a` medida que o tamanho
da amostra aumenta, e o nu´mero de iterac¸o˜es tende a infinito.
Me´todos determin´ısticos na˜o envolvem nenhum conceito estoca´stico. Para garan-
tir o sucesso, tais me´todos inevitavelmente envolvem hipo´teses adicionais sobre
f , pore´m sa˜o capazes de explorar por completo o espac¸o de busca, verificando
assim a otimalidade global.
Outra classificac¸a˜o para os me´todos de otimizac¸a˜o global e´ baseada na filoso-
fia do me´todo, como em [31]:
1. Partic¸a˜o e busca. Nestes me´todos X0 e´ particionado sucessivamente em
subregio˜es menores nas quais o o´timo global e´ procurado, no esp´ırito dos
me´todos branch-and-bound para otimizac¸a˜o combinato´ria [53], [71]. Exem-
plos: αBB [1], BARON [68], [69], me´todos baseados em ana´lise intervalar
[25], [35], [61].
2. Aproximac¸a˜o e busca. Nessa abordagem, f e´ substitu´ıda por aproximac¸o˜es
cada vez mais fa´ceis de lidar do ponto de vista computacional. Exemplos:
Otimizac¸a˜o Lipschitziana, DIRECT, [33], [66].
3. Descenso global. Esses me´todos buscam uma reduc¸a˜o permanente nos va-
lores de f , atrave´s de heur´ısticas de diversificac¸a˜o que evitam a estagnac¸a˜o
a um mı´nimo local, culminando na chegada ao o´timo global. Exemplos:
simulated annealing [36], algoritmos gene´ticos [20].
4. Melhoramento do mı´nimo local. Explora a disponibilidade de rotinas efi-
cientes para otimizac¸a˜o local. Tais me´todos buscam gerar uma sequeˆncia
4de minimizadores locais com valores decrescentes. Claramente, o mı´nimo
global e´ o u´ltimo encontrado na sequeˆncia. Exemplos: tunneling method
[42], filled functions [19].
5. Enumerac¸a˜o dos mı´nimos locais. A enumerac¸a˜o completa dos mı´nimos
locais e´ tambe´m um caminho para resolver o problema de otimizac¸a˜o global.
Exemplos: trajectory methods [5], homotopy methods [70], multistart [65].
Neste trabalho consideramos o estudo de dois me´todos para otimizac¸a˜o global.
Inicialmente analisamos um me´todo do tipo aproximac¸a˜o e busca para otimizac¸a˜o
global: o me´todo DIRECT, [14], [16], [33]. Este me´todo apresenta bons resultados
para problemas de otimizac¸a˜o global com restric¸o˜es de caixa para um nu´mero
pequeno de varia´veis, chegando suficientemente pro´ximo dos minimizadores glo-
bais com um nu´mero modesto de avaliac¸o˜es de func¸a˜o, se comparado a outros
me´todos [20], [65].
Em seguida analisamos a aplicac¸a˜o da teoria de ana´lise intervalar [25], [49], [50],
em um me´todo do tipo branch-and-bound, resultando na elaborac¸a˜o de um al-
goritmo para otimizac¸a˜o global irrestrita. Neste desenvolvimento consideramos
te´cnicas e heur´ısticas de trabalhos anteriores, [25], [26], [35], [52].
Propusemos tambe´m uma variac¸a˜o do algoritmo branch-and-bound com ana´lise
intervalar, que emprega os crite´rios de selec¸a˜o e partic¸a˜o do algoritmo DIRECT.
Em todos os casos, algoritmos foram implementados e aplicados a um conjunto
de problemas teste extra´ıdos da literatura [8], [9], [33], [41]. Comparamos os re-
sultados obtidos por cada algoritmo e ressaltamos os pontos fortes, bem como as
dificuldades encontradas por cada um.
Esta dissertac¸a˜o encontra-se organizada da seguinte forma.
No Cap´ıtulo 2, apresentamos as ide´ias de otimizac¸a˜o global para func¸o˜es Lips-
chitz e descrevemos o algoritmo DIRECT, bem como um estudo detalhado de suas
propriedades. No Cap´ıtulo 3, apresentamos os elementos de ana´lise intervalar e
ao final, uma breve descric¸a˜o sobre envelopes convexos e subestimativas convexas.
A aplicac¸a˜o da teoria de ana´lise intervalar em um me´todo tipo branch-and-bound
e´ apresentada no Cap´ıtulo 4. Neste cap´ıtulo tambe´m apresentamos algoritmos
5para a resoluc¸a˜o do problema de otimizac¸a˜o global. No Cap´ıtulo 5, apresenta-
mos os detalhes da implementac¸a˜o e os resultados computacionais obtidos para
um conjunto de problemas teste extra´ıdos da literatura. Por fim as concluso˜es e
trabalhos futuros sa˜o expostos no Cap´ıtulo 6.
Cap´ıtulo 2
Otimizac¸a˜o Lipschitz e o
algoritmo DIRECT
Neste cap´ıtulo apresentamos algoritmos para otimizac¸a˜o global irrestrita (ou
com restric¸o˜es de caixa) de func¸o˜es que atendem a condic¸a˜o Lipschitz. Para tais
func¸o˜es e´ poss´ıvel estimar limitantes para o mı´nimo global em cada subintervalo,
o que nos permite definir algoritmos do tipo aproximac¸a˜o e busca (aproximating
and search). Algoritmos neste sentido foram propostos por Shubert [66] e Jones
et al [33], entre outros.
2.1 Func¸o˜es Lipschitz
Definic¸a˜o 2.1.1. Seja f : X → R, X ⊂ Rn. A func¸a˜o f e´ dita Lipschitz, se
existe uma constante L > 0 tal que
|f(x)− f(y)| ≤ L ‖x− y‖ (2.1)
para todo x, y ∈ X.
A menor constante L para qual a desigualdade acima e´ va´lida e´ denominada
constante de Lipschitz. Em (2.1), ‖.‖ denota uma norma em Rn.
Note que toda func¸a˜o Lipschitz e´ cont´ınua. Seja f : Rn → R Lipschitz, com cons-
tante L. Dado ε > 0, existe um δε tal que, se ‖x− y‖ < δε enta˜o |f(x)− f(y)| ≤ ε.
De fato
|f(x)− f(y)| ≤ L ‖x− y‖ ≤ Lδε,
7
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e tomando δε <
ε
L
verificamos a afirmac¸a˜o.
Por outro lado nem toda func¸a˜o cont´ınua e´ Lipschitz. Por exemplo, f(x) = x2
definida em R, na˜o e´ Lipschitz pois quando x→∞ temos que f(x)−f(y)
x−y →∞. A
func¸a˜o f(x) =
√
x definida em [0, 1], tambe´m na˜o e´ Lipschitz, pois quando x→ 0
na˜o ha´ constante L que limite sua inclinac¸a˜o.
Uma func¸a˜o f diferencia´vel e´ Lipschitz, se possui derivadas de primeira ordem
limitadas
max
i
∣∣∣∣ ∂f∂xi (x)
∣∣∣∣ = maxi
∣∣∣∣limt→0 f(x+ tei)− f(x)|t|
∣∣∣∣ ≤ L.
Pore´m uma func¸a˜o na˜o diferencia´vel pode ser Lipschitz. E´ o caso de f(x) = |x|,
cuja constante de Lipschitz e´ L = 1.
2.2 O Algoritmo de Shubert
Em 1972, Shubert [66] propoˆs um algoritmo para minimizac¸a˜o de func¸o˜es
Lipschitz em uma varia´vel.
Considere f : R → R uma func¸a˜o Lipschitz em um intervalo [a, b]. Sendo f
Lipschitz em [a, b] temos que:
|f(x)− f(y)| ≤ L |x− y| , (2.2)
para todo x, y ∈ [a, b].
Tomando x em (a, b) e substituindo y pelos extremos do intervalo temos
f(x) ≥ f(a)− L(x− a) (2.3)
f(x) ≥ f(b) + L(x− b). (2.4)
A essas duas inequac¸o˜es correspondem as retas com inclinac¸o˜es −L e L conforme
mostra a Figura 2.1.
Das desigualdades (2.3) e (2.4) temos que
f(x) ≥ f(a) + f(b)
2
− L
2
(b− a) = flb (2.5)
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a bx1lb
−L L
Figura 2.1: Limitante inferior dado pela constante de Lipschitz
que e´ satisfeita como igualdade no ponto
xlb =
a+ b
2
+
f(a)− f(b)
2L
.
Dessa forma, conhecida a constante de Lipschitz L, a relac¸a˜o (2.5) fornece um
limitante inferior para a func¸a˜o f no intervalo [a, b].
O algoritmo de Shubert, baseia-se nesse resultado, e procura gerar aproximac¸o˜es
cada vez melhores para f em subintervalos cada vez menores.
Tomando como exemplo a Figura 2.1, apo´s obter um limitante inferior para o
valor da func¸a˜o no intervalo [a, b], a func¸a˜o e´ avaliada no ponto x1lb, e em se-
guida o intervalo [a, b] e´ particionado em dois subintervalos [a, x1lb] e [x
1
lb, b], e
para cada subintervalo, novos limitantes inferiores sa˜o obtidos. A seguir e´ esco-
lhido o subintervalo com menor limitante inferior para ser particionado e assim
sucessivamente, como mostra a Figura 2.2. Este processo continua ate´ que em
algum momento |f(xlb)− flb| < ξ, para alguma toleraˆncia ξ > 0.
A` medida que algoritmo avanc¸a, a subestimativa linear por partes aproxima
cada vez melhor a func¸a˜o objetivo. E´ claro que trata-se de uma subestimativa
va´lida pois consideramos o conhecimento da constante de Lipschitz L. Todavia
um valor K > L poderia ser usado, e tudo continuaria va´lido, pore´m quanto mais
distante K estiver da constante de Lipschitz, menos precisos sera˜o os limitantes
inferiores, e mais lenta sera´ a convergeˆncia do me´todo [27].
As dificuldades intr´ınsecas ao me´todo de Shubert sa˜o a necessidade da constante
de Lipschitz L (ou uma estimativa superior para ela), e sua generalizac¸a˜o para
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a bx1lb
a bx1lbx
2
lb
Figura 2.2: Interpretac¸a˜o geome´trica do algoritmo de Shubert
va´rias varia´veis pois, como sa˜o necessa´rios os extremos do intervalo (ou no caso
de Rn, os ve´rtices da caixa), em n varia´veis seriam necessa´rias 2n avaliac¸o˜es de
func¸a˜o apenas para iniciar o me´todo.
Apesar desses inconvenientes alguns autores estudaram a extensa˜o do algoritmo
de Shubert para va´rias varia´veis, dentre os quais podemos citar Galperin [18],
Mladineo [48] e Pinter [58].
2.3 O Algoritmo DIRECT
Buscando transpor as principais dificuldades encontradas no algoritmo de Shu-
bert, em 1993, Jones, Perttunen e Stuckman [33] propuseram o algoritmo DIRECT
(DIviding RECTangles). Para obter um algoritmo via´vel para dimenso˜es maio-
res, a forma como o espac¸o de busca e´ particionado foi modificada. Ao inve´s de
avaliar a func¸a˜o nos extremos do intervalo, a mesma e´ avaliada apenas no centro
do intervalo. Assim com n varia´veis na˜o sera˜o necessa´rios 2n pontos para iniciar
o algoritmo, mas apenas um, o centro da caixa em Rn. E´ claro que isso torna o
algoritmo aplica´vel a dimenso˜es maiores, mas na˜o assegura um bom desempenho
em tais espac¸os.
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Estudaremos primeiro o algoritmo DIRECT para uma varia´vel. Em decorreˆncia
da mudanc¸a para a avaliac¸a˜o da func¸a˜o em pontos centrais dos intervalos, e´ ne-
cessa´ria tambe´m uma modificac¸a˜o nos limitantes inferiores.
Seja f uma func¸a˜o Lipschitz em um intervalo [a, b], com c = (a + b)/2 o ponto
central do intervalo, e constante de Lipschitz L. Enta˜o temos que:
f(x) ≥ f(c) + L(x− c), para x ≤ c
f(x) ≥ f(c)− L(x− c), para x ≥ c,
como podemos ver na Figura 2.3.
a bc
Figura 2.3: Limitante inferior com avaliac¸a˜o no ponto me´dio
Em ambos os casos temos func¸o˜es lineares no lado direito, e e´ fa´cil ver que o menor
valor para elas se dara´ nos extremos do intervalo, valor este que nos fornece um
limitante inferior para f em [a, b]
flb = f(c)− L(b− a)
2
. (2.6)
Como estamos interessados em avaliar a func¸a˜o no centro do intervalo, o processo
de subdivisa˜o tambe´m e´ alterado. Considere o intervalo [a, b] com ponto me´dio
c. Ao inve´s de subdividir [a, b] em dois subintervalos a partir de c, o intervalo e´
subdividido em treˆs subintervalos de mesmo tamanho de modo que c seja o ponto
me´dio do novo subintervalo central, como mostra a Figura 2.4.
Com esse esquema aproveitamos o ponto me´dio anterior, e evitamos uma ava-
liac¸a˜o de func¸a˜o. Ale´m disso, para saber quais sera˜o os pro´ximos pontos a serem
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Figura 2.4: Esquema de subdivisa˜o dos intervalos
avaliados, basta somar ou subtrair d
3
do ponto me´dio, onde d e´ o tamanho do
intervalo que foi dividido.
Outro problema a ser resolvido e´ a necessidade da constante de Lipschitz L.
Na pra´tica e´ dif´ıcil obter tal constante, e uma estimativa muito elevada para a
mesma pode fornecer limitantes pouco precisos, prejudicando a eficieˆncia do al-
goritmo.
Para vencer essa dificuldade devemos lembrar do algoritmo de Shubert e en-
tender qual a influeˆncia da constante de Lipschitz L.
Como vimos anteriormente o algoritmo de Shubert seleciona os intervalos ba-
seado na comparac¸a˜o de seus limitantes inferiores. De acordo com a desigualdade
(2.5), cada limitante inferior e´ formado pela soma de dois termos
f(a) + f(b)
2
(2.7)
e
−L(b− a)
2
. (2.8)
O primeiro termo e´ pequeno quando o valor da func¸a˜o nos extremos do intervalo
e´ pequeno, o que motiva a escolha de intervalos com baixos valores na func¸a˜o
objetivo, dando uma eˆnfase maior para a busca local.
Por outro lado o segundo termo se torna menor (mais negativo) a` medida em
que o tamanho do intervalo em questa˜o se torna maior. Este termo motiva a
escolha de intervalos de maior amplitude, dando uma eˆnfase maior para a busca
global.
Dessa forma a constante de Lipschitz L pode ser interpretada como um peso
relativo entre busca global e busca local.
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Como a constante de Lipschitz e´ um limitante superior para a taxa de variac¸a˜o
da func¸a˜o, normalmente seu valor e´ alto. Dessa forma, uma eˆnfase muito grande
e´ dada a` busca global, o que resulta em uma convergeˆncia lenta do algoritmo de
Shubert.
Voltando ao DIRECT, suponha que o espac¸o de busca ja´ esta´ particionado em
intervalos [ai, bi], para i = 1, 2, ...,m, e que queremos selecionar um desses inter-
valos para processamento posterior. Na Figura 2.5 representamos os intervalos
em questa˜o por pontos, com coordenada horizontal (bi − ai)/2 e vertical f(ci).
f(c)
(b−a)
2
inclinac¸a˜o L
Figura 2.5: Interpretac¸a˜o geome´trica da selec¸a˜o de intervalos
Ao trac¸ar uma reta com inclinac¸a˜o L passando por qualquer ponto na Figura 2.5,
a intersec¸a˜o com o eixo vertical sera´ o limitante inferior para o valor da func¸a˜o
no intervalo correspondente, flb, conforme (2.6). Logo, se o crite´rio de selec¸a˜o de
intervalos e´ baseado no menor limitante inferior, para obteˆ-lo basta posicionar
uma reta de inclinac¸a˜o L abaixo da nuvem de pontos e desloca´-la para cima ate´
tocar um ponto. Este ponto sera´ o escolhido pois tera´ o menor limitante inferior.
A constante de Lipschitz refletida pela inclinac¸a˜o da reta na Figura 2.5, deter-
mina o peso relativo entre busca local e busca global. Como ja´ dito, em muitos
casos a constante de Lipschitz L apresenta um valor elevado e consequentemente
uma eˆnfase demasiada e´ dada para a busca global. Na Figura 2.6 vemos que para
uma maior constante L o intervalo selecionado estara´ dentre aqueles de maior
amplitude.
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f(c)
(b−a)
2
inclinac¸a˜o L
Figura 2.6: Intervalo selecionado para constante L maior
Mas o que aconteceria se ao inve´s da constante de Lipschitz L, usa´ssemos um
outro peso relativo (inclinac¸a˜o) K > 0 na escolha dos intervalos? E se ao inve´s
de um u´nico valor para K, atribu´ıssemos va´rios valores positivos? Quais interva-
los seriam escolhidos?
Analisando, vemos que os intervalos selecionados seriam aqueles representados
por pontos na parte inferior direita do envolto´rio convexo da nuvem de pontos,
como podemos ver na Figura 2.7.
Note que esse tipo de selec¸a˜o contempla desde intervalos pequenos com valor
baixo de func¸a˜o objetivo ate´ intervalos maiores, com menor valor de func¸a˜o dentre
eles. Assim deixamos de usar a constante de Lipschitz L e passamos a considerar
todas as inclinac¸o˜es K positivas poss´ıveis, o que tende a balancear a eˆnfase entre
busca local e global.
A definic¸a˜o a seguir estabelece as condic¸o˜es que devem ser satisfeitas para que
um intervalo seja considerado potencialmente o´timo, [33], para uma constante
K > 0.
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f(c)
(b−a)
2
Figura 2.7: Conjunto de intervalos selecionados
Definic¸a˜o 2.3.1. Suponha que temos o intervalo [a, b] particionado em intervalos
[ai, bi] com pontos me´dios ci, para i = 1, 2, ...,m. Seja ε > 0 uma constante
positiva, e fmin o menor valor de func¸a˜o obtido ate´ o momento. O intervalo j e´
dito potencialmente o´timo se existe uma constante positiva K > 0 tal que
f(cj)−K (bj − aj)
2
≤ f(ci)−K (bi − ai)
2
, para todo i 6= j (2.9)
f(cj)−K (bj − aj)
2
≤ fmin − ε |fmin| . (2.10)
A primeira condic¸a˜o seleciona os intervalos que se encontram na parte inferior
direita do envolto´rio convexo da nuvem de pontos, e a segunda garante que o
limitante inferior de tais intervalos sera´ menor que a soluc¸a˜o atual por uma quan-
tidade na˜o trivial. O paraˆmetro ε se faz necessa´rio para evitar que o algoritmo
se torne muito local, desperdic¸ando preciosas avaliac¸o˜es de func¸a˜o por melhorias
extremamente pequenas.
Resumidamente o algoritmo DIRECT nada mais e´ que o algoritmo de Shubert
modificado para usar o ponto me´dio como ponto de avaliac¸a˜o e explorar todos os
intervalos potencialmente o´timos a cada iterac¸a˜o.
Como em problemas pra´ticos e´ dif´ıcil estimar a constante de Lipschitz L, na˜o
temos um limitante inferior para a func¸a˜o e portanto na˜o cabe o crite´rio de pa-
rada |f(xlb)− flb| < ξ . Na pra´tica o algoritmo DIRECT e´ interrompido ao atingir
2.4 DIRECT em Va´rias Varia´veis 16
um certo nu´mero pre´-estabelecido de iterac¸o˜es e/ou avaliac¸o˜es de func¸a˜o.
2.4 DIRECT em Va´rias Varia´veis
No mesmo trabalho [33], Jones et al., descrevem o algoritmo DIRECT para
o caso multidimensional. Inicialmente, assume-se que toda varia´vel esta´ limi-
tada ao intervalo [0, 1] (podemos sempre normalizar nosso problema para que
isso seja verdade, mediante a transformac¸a˜o linear T (x) = M(x − l), onde
M = diag(1/(ui − li)) ). Assim nosso espac¸o de busca sera´ o hipercubo unita´rio
em Rn.
A` medida que o algoritmo realiza as iterac¸o˜es, o hipercubo unita´rio sera´ parti-
cionado em hiper-retaˆngulos, nos quais a func¸a˜o sera´ avaliada nos pontos centrais.
A principal questa˜o na generalizac¸a˜o para o caso multidimensional esta´ em como
dividir os hiper-retaˆngulos. Vamos primeiro discutir essa questa˜o para os hiper-
cubos e em seguida para os hiper-retaˆngulos.
Poder´ıamos optar por dividir um hipercubo selecionando arbitrariamente uma
coordenada, e dividindo-o em treˆs ao longo dessa coordenada. Como a selec¸a˜o
arbitra´ria na˜o e´ conceitualmente atrativa, usaremos a seguinte abordagem. Pri-
meiro avaliamos a func¸a˜o nos pontos c ± δei, para i = 1, 2, ..., n, onde c e´ ponto
central do hipercubo, δ e´ um terc¸o do lado do hipercubo e ei e´ o i-e´simo vetor
canoˆnico. A seguir dividimos o hipercubo em treˆs hiper-retaˆngulos ao longo da
coordenada com melhor valor de func¸a˜o objetivo, de modo que os pontos avalia-
dos nessa coordenada sejam pontos centrais dos novos hiper-retaˆngulos.
Depois, o hiper-retaˆngulo central, aquele que conte´m c, deve ser particionado em
treˆs ao longo da coordenada com segundo melhor valor de func¸a˜o objetivo e assim
por diante.
No caso de hiper-retaˆngulos, o mesmo processo de divisa˜o e´ usado, pore´m e´
aplicado apenas em relac¸a˜o a`s coordenadas associadas aos lados mais longos do
hiper-retaˆngulo.
A Figura 2.8 ilustra o esquema para duas dimenso˜es. Nesta figura os valores
de func¸a˜o em cada ponto sa˜o apresentados. Note que a divisa˜o ocorre primeiro
ao longo da coordenada com menor valor de func¸a˜o associado.
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Figura 2.8: Esquema de divisa˜o de hiper-retaˆngulos
O processo de identificac¸a˜o dos hiper-retaˆngulos potencialmente o´timos e´ o mesmo
que no caso unidimensional. Para cada hiper-retaˆngulo, conhecemos o valor da
func¸a˜o objetivo em seu ponto me´dio e a distaˆncia d de tal ponto aos ve´rtices.
Definic¸a˜o 2.4.1. Suponha que temos o hipercubo unita´rio particionado em m
hiper-retaˆngulos. Seja ci o centro de cada hiper-retaˆngulo, e di, a distaˆncia desse
centro aos ve´rtices. Seja ε > 0 uma constante positiva. Um hiper-retaˆngulo j e´
dito potencialmente o´timo se existe K > 0 tal que
f(cj)−Kdj ≤ f(ci)−Kdi, para todo i 6= j (2.11)
f(cj)−Kdj ≤ fmin − ε |fmin| . (2.12)
Alguns autores [16], [17], usam outras medidas para os retaˆngulos, por exemplo
tomando dj como o tamanho do maior lado do hiper-retaˆngulo j. No entanto
este tipo de modificac¸a˜o pode dar uma eˆnfase demasiada a` busca local.
Decorrem da Definic¸a˜o 2.4.1 algumas observac¸o˜es importantes:
• se um hiper-retaˆngulo j e´ potencialmente o´timo enta˜o f(cj) ≤ f(ci) para
todo hiper-retaˆngulo i de tamanho di = dj;
• se dj ≥ di para todo i, e ale´m disso f(cj) ≤ f(ck) para todo k tal que
dk = dj, enta˜o o hiper-retaˆngulo j e´ potencialmente o´timo, isto e´, dentre
os retaˆngulos de maior tamanho, aquele que tiver o menor valor de func¸a˜o
sempre sera´ potencialmente o´timo;
• se dj ≤ di para todo i, e o hiper-retaˆngulo j for potencialmente o´timo, enta˜o
f(cj) = fmin, isto e´, se um dos retaˆngulos de menor tamanho foi selecionado
e´ porque tal retaˆngulo possui o menor valor de func¸a˜o ate´ o momento.
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As observac¸o˜es acima sa˜o formalizadas no Lema 2.4.2 atribu´ıdo a Gablonsky [16].
Este lema fornece uma forma eficaz de identificar os hiper-retaˆngulos potencial-
mente o´timos.
Lema 2.4.2. Seja ε > 0 uma constante, e fmin o menor valor de func¸a˜o ob-
jetivo obtido ate´ o momento. Seja I o conjunto de ı´ndices dos hiper-retaˆngulos
existentes, j ∈ I, e
I1 = {i ∈ I | di < dj}
I2 = {i ∈ I | di > dj}
I3 = {i ∈ I | di = dj} .
Se j e´ tal que
i) f(cj) ≤ f(ci), para todo i ∈ I3
ii) existe uma constante K > 0 tal que
max
i∈I1
f(cj)− f(ci)
dj − di ≤ K ≤ mini∈I2
f(ci)− f(cj)
di − dj
iii)
fmin − f(cj)
|fmin| +
dj
|fmin| mini∈I2
f(ci)− f(cj)
di − dj ≥ ε, se fmin 6= 0,
ou
f(cj) ≤ dj min
i∈I2
f(ci)− f(cj)
di − dj , se fmin = 0,
enta˜o o hiper-retaˆngulo j e´ potencialmente o´timo.
Note que as condic¸o˜es (i) e (ii) do lema equivalem a` primeira condic¸a˜o da De-
finic¸a˜o 2.4.1, enquanto a condic¸a˜o (iii) equivale a` segunda condic¸a˜o da Definic¸a˜o
2.4.1.
Na Figura 2.9 temos uma representac¸a˜o gra´fica do Lema 2.4.2. Os retaˆngulos 1,
2, 3, 4 e 5 satisfazem a primeira condic¸a˜o do lema, pois sa˜o os que possuem menor
valor de func¸a˜o para cada amplitude. Pore´m os retaˆngulos 1 e 4 na˜o satisfazem
a segunda condic¸a˜o.
Somente os retaˆngulos 3 e 5 satisfazem a terceira condic¸a˜o, pois existe K > 0
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Figura 2.9: Interpretac¸a˜o geome´trica do lema
tal que seus limitantes inferiores sa˜o suficientemente menores que fmin. Note que
o limitante para 3 e 5 esta´ abaixo da reta pontilhada, proveniente da terceira
condic¸a˜o. Assim 3 e 5 seriam os retaˆngulos potencialmente o´timos.
Com isso temos todos os ingredientes necessa´rios para o algoritmo DIRECT em
va´rias varia´veis. Inicializamos a busca pelo centro do hipercubo unita´rio. A cada
iterac¸a˜o identificamos os hiper-retaˆngulos potencialmente o´timos e os subdividi-
mos conforme descrito anteriormente. O processo continua ate´ atingir um certo
limite no nu´mero de iterac¸o˜es e/ou avaliac¸o˜es de func¸a˜o.
Algoritmo 1: DIRECT
1. Normalize o domı´nio original X0 para o hipercubo unita´rio em Rn.
Avalie a func¸a˜o no centro c do hipercubo e fac¸a fmin = f(c).
Inicialize a lista de retaˆngulos restantes Lp = {X0}.
2. Selecione os retaˆngulos potencialmente o´timos conforme a Definic¸a˜o 2.4.1.
3. Para cada retaˆngulo selecionado Xi ∈ Lp avalie a func¸a˜o nos pontos ci±δej,
ao longo dos j maiores eixos de Xi. Divida o retaˆngulo Xi ao longo dos
maiores eixos por ordem crescente de func¸a˜o f(ci ± δej).
Se f(ci ± δej) < fmin para algum j, fac¸a fmin = f(ci ± δej).
Adicione os novos retaˆngulos provenientes de Xi a lista e remova Xi.
4. Se o nu´mero de iterac¸o˜es ou de avaliac¸o˜es de func¸a˜o atingiu seu limite, pare.
Caso contra´rio retorne ao passo 2.
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2.5 Convergeˆncia
Se a func¸a˜o objetivo e´ cont´ınua o me´todo DIRECT tem convergeˆncia garantida
ao minimizador global, [33]. Isso decorre do fato de que a` medida que o nu´mero
de iterac¸o˜es vai para infinito, o conjunto de pontos visitados pelo DIRECT forma
um conjunto denso no hipercubo unita´rio. Assim dada uma distaˆncia δ > 0,
o DIRECT visitara´ um ponto x¯, tal que ‖x¯− x∗‖ < δ, onde x∗ e´ o minimizador
global da func¸a˜o.
Teorema 2.5.1. A` medida que o nu´mero de iterac¸o˜es vai para infinito, o conjunto
de pontos visitados pelo DIRECT forma um conjunto denso no hipercubo unita´rio.
Prova. Iniciamos com o hipercubo unita´rio, no qual cada lado tem tamanho 1.
Uma vez que os hiper-retaˆngulos sa˜o gerados da divisa˜o de hiper-retaˆngulos ja´
existentes (em treˆs partes), os u´nicos tamanhos poss´ıveis sa˜o 3−k, para k natural.
Mais ainda, como os hiper-retaˆngulos sa˜o sempre divididos ao longo da maior
dimensa˜o, nenhum lado de tamanho 3−(k+1) pode ser dividido ate´ que todos os
lados de tamanho 3−k tenham sido. Segue que apo´s m diviso˜es, um dado hiper-
retaˆngulo tera´ j ≡ m (mod n) lados de tamanho 3−(k+1) e n−j lados de tamanho
3−k, onde k = (m− j)/n. A distaˆncia do centro aos ve´rtices sera´
d = [j3−2(k+1) + (n− j)3−2k]1/2/2.
A` medida que o nu´mero de diviso˜es tende a infinito, a distaˆncia do centro aos
ve´rtices de um dado hiper-retaˆngulo tende a zero.
Agora, para garantir que todo hiper-retaˆngulo sera´ dividido infinitas vezes, basta
lembrar da definic¸a˜o de hiper-retaˆngulos potencialmente o´timos, e das observac¸o˜es
seguintes a ela, que a prova segue por contradic¸a˜o.
2.6 Clusters ao redor de Minimizadores Globais
Nessa sec¸a˜o mostraremos que as subdiviso˜es do DIRECT se tornam mais refi-
nadas pro´ximo a minimizadores globais, como em [16].
Para isso, considere a iterac¸a˜o k do me´todo DIRECT. Seja Ik o conjunto dos ı´ndices
dos hiper-retaˆngulos existentes nesta iterac¸a˜o. Considere tambe´m o conjunto Ikmin
definido por:
Ikmin =
{
i ∈ Ik | f(ci) = fmin
}
,
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onde fmin e´ o menor valor de func¸a˜o encontrado ate´ enta˜o.
Seja tambe´m
wk = max
i∈Ikmin
di
e
Iˆk =
{
i ∈ Ikmin | di = wk
}
.
Pelo Lema 2.4.2 temos que todos os hiper-retaˆngulos em Iˆk sa˜o potencialmente
o´timos para ε suficientemente pequeno. Enta˜o, temos que a cada iterac¸a˜o do
DIRECT pelo menos um dos seguintes fatos acontece:
• ou o melhor valor de func¸a˜o objetivo diminui fk+1min < fkmin;
• ou wk+1 < wk;
• ou o nu´mero de hiper-retaˆngulos em Ik+1min e´ maior que em Ikmin.
O Teorema 2.6.1 formaliza tal observac¸a˜o.
Teorema 2.6.1. Seja ε > 0 suficientemente pequeno, tal que a segunda condic¸a˜o
da Definic¸a˜o 2.4.1 seja satisfeita por todo i ∈ Iˆk. Enta˜o para todo k temos que
i ∈ Iˆk e´ potencialmente o´timo e ao menos uma das desigualdades
fk+1min < f
k
min (2.13)
wk+1 ≤ wk/3 (2.14)
ou
|Ik+1min | > |Ikmin| (2.15)
e´ verificada.
Prova. Temos que os hiper-retaˆngulos com ı´ndices i ∈ Iˆk sempre se encontram
na parte inferior direita do envolto´rio convexo dos pontos que representam os
hiper-retaˆngulos existentes (ver Figura 2.5), logo cumprem a primeira condic¸a˜o
de (2.4.1) e sa˜o candidatos a potencialmente o´timos. Mas com a hipo´tese sobre
a constante ε, tais hiper-retaˆngulos tambe´m cumprira˜o a segunda condic¸a˜o de
2.4.1, logo sera˜o potencialmente o´timos.
Se wk+1 > wk/3 enta˜o temos que f
k+1
min ocorreu em um hiper-retaˆngulo resul-
tante da divisa˜o de um elemento que na˜o estava em Iˆk. Da´ı ou fk+1min < f
k
min, ou
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enta˜o o menor valor continua o mesmo, e neste caso um novo hiper-retaˆngulo com
valor fk+1min = f
k
min foi criado, logo |Iˆk+1| > |Iˆk|. Portanto o na˜o cumprimento da
desigualdade (2.14) implica no cumprimento da desigualdade (2.13) ou da desi-
gualdade (2.15).
Este teorema nos diz que se x¯ e´ minimizador global, enta˜o as diviso˜es realiza-
das pelo DIRECT se tornara˜o mais refinadas pro´ximo a este ponto. Os pontos
visitados pelo DIRECT formara˜o um cluster ao redor de tal ponto.
De fato, observando os pontos visitados pelo DIRECT apo´s algumas iterac¸o˜es,
percebemos que o algoritmo e´ atra´ıdo pelos minimizadores globais da func¸a˜o.
A Figura 2.10 mostra os pontos visitados pelo DIRECT quando aplicado sobre a
func¸a˜o Six Hump Camel Back, [8], [33], no retaˆngulo [−1.9, 1.9]× [−1.1, 1.1].
Figura 2.10: Pontos visitados no domı´nio original apo´s 1, 4, 10 e 20 iterac¸o˜es do
DIRECT
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Note que em poucas iterac¸o˜es os pontos visitados pelo DIRECT se acumulam ao
redor dos minimizadores globais da func¸a˜o.
2.7 Cluster cumprindo Condic¸a˜o de Otimalidade
Na sec¸a˜o anterior vimos que o DIRECT cria clusters ao redor de minimizadores
globais. Nesta sec¸a˜o veremos que se o DIRECT cria um cluster ao redor de um
ponto, tal ponto cumpre uma condic¸a˜o necessa´ria de otimalidade.
Seja Sk o conjunto de pontos visitados pelo DIRECT ate´ a k-e´sima iterac¸a˜o. Assim
temos que o conjunto de todos os pontos visitados pelo DIRECT e´ dado por
S = ∪kSk,
lembrando que S e´ denso no hipercubo unita´rio como vimos na sec¸a˜o acerca da
convergeˆncia do DIRECT.
Considere agora o conjunto Bk, como sendo o conjunto dos melhores pontos na
k-e´sima iterac¸a˜o
Bk = {x ∈ Sk | f(x) ≤ f(z),∀z ∈ Sk} ,
e
B = ∪kBk,
o conjunto dos melhores pontos gerados pelo DIRECT.
O Teorema 2.7.1, apresentado por Finkel & Kelley [14] mostra que se x¯ e´ um
ponto de acumulac¸a˜o (cluster) do conjunto dos melhores pontos gerados pelo
DIRECT enta˜o na˜o existe direc¸a˜o fact´ıvel e de descida a partir de x¯.
Teorema 2.7.1. Seja x¯ um ponto de acumulac¸a˜o de B, e f Lipschitz cont´ınua
de constante L. Enta˜o na˜o existe d ∈ Rn fact´ıvel e de descida a partir de x¯.
Prova. Seja x¯ ponto de acumulac¸a˜o de B. Suponha que exista d ∈ Rn tal que
y¯ = x¯+ td ∈ Ω (o hipercubo unita´rio) para um certo t ∈ (0, δ], e f(y¯) < f(x¯).
Seja
∆ = min
{
t
2
,
f(x¯)− f(y¯)
2L
}
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e
V (x¯) = {x ∈ Rn| ‖x¯− x‖ ≤ ∆} ∩ Ω.
Como f e´ Lipschitz com constante L,
|f(x)− f(y)| ≤ L ‖x− y‖ , ∀x, y ∈ Ω,
em particular temos,
|f(x¯)− f(x)| ≤ L ‖x¯− x‖ , ∀x ∈ V (x¯).
Da´ı:
f(x)− f(y¯) ≥ f(x¯)− L ‖x¯− x‖ − f(y¯) ≥ f(x¯)− L∆− f(y¯),
logo,
f(x)− f(y¯) ≥ f(x¯)− f(y¯)
2
> 0, ∀x ∈ V (x¯).
Por outro lado S e´ denso em Ω, logo existe um k0 tal que yˆ ∈ Sk0 e,
‖yˆ − y¯‖ < ∆/2.
Pela continuidade de f temos que f(yˆ) < f(x) para todo x ∈ V (x¯). Assim para
k > k0 temos que,
V (x¯) ∩Bk = ∅.
Desse modo, temos que V (x¯) contera´ no ma´ximo um nu´mero finito de pontos
de B. Portanto existe um ξ > 0 tal que ‖x¯− y‖ > ξ para todo y ∈ B, o que
contradiz o fato de x¯ ser ponto de acumulac¸a˜o de B.
2.8 Sensibilidade ao Paraˆmetro ε
Inicialmente o paraˆmetro ε, foi introduzido com a finalidade de evitar uma
eˆnfase demasiada na busca local. Testes foram realizados em problemas cla´ssicos
de otimizac¸a˜o global, e variac¸o˜es deste paraˆmetro entre 10−7 e 10−2 na˜o pre-
judicaram o desempenho do DIRECT. O valor de 10−4 foi sugerido em [33], por
apresentar os resultados mais robustos na pra´tica.
Todavia trabalhos posteriores [13], mostraram a sensibilidade do DIRECT me-
diante escalamento aditivo, isto e´, se uma func¸a˜o em que o DIRECT se comporta
bem, for modificada, digamos, pela adic¸a˜o de um termo de ordem 106, o algoritmo
DIRECT pode apresentar um desempenho muito ruim.
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f(c)
(b−a)
2
fmin − ε |fmin|
Figura 2.11: Efeito do paraˆmetro ε
Note pela Figura 2.11, que o menor retaˆngulo, com menor valor de func¸a˜o (no
caso fmin), na˜o sera´ potencialmente o´timo por na˜o satisfazer a segunda condic¸a˜o,
ja´ que seu limitante inferior (onde a linha pontilhada intercepta o eixo vertical)
se encontra acima do valor fmin − ε |fmin|.
De fato e´ esse o comportamento esperado com a segunda condic¸a˜o, que impede
a escolha dos menores retaˆngulos com menor valor de func¸a˜o objetivo, evitando
assim que o algoritmo se torne muito local. Pore´m o paraˆmetro ε aparece multi-
plicando |fmin|, e se fmin tiver uma magnitude elevada, digamos, de ordem maior
que 104, enta˜o a segunda condic¸a˜o se torna muito forte, reduzindo drasticamente
a quantidade de hiper-retaˆngulos potencialmente o´timos por iterac¸a˜o, provocando
um desempenho fraco do DIRECT.
Para contornar esse problema, Finkel e Kelley [13] propuseram a seguinte al-
terac¸a˜o na segunda condic¸a˜o da definic¸a˜o (2.4.1)
f(cj)−Kdj ≤ fmin − ε |fmin − fmed|
onde fmed e´ a mediana dos valores de func¸a˜o objetivo obtidos ate´ o momento.
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2.9 Comenta´rios e Sugesto˜es
Alguns testes computacionais realizados com DIRECT, atestam que este me´todo
e´ eficiente na resoluc¸a˜o de problemas cla´ssicos de otimizac¸a˜o global, com restric¸o˜es
de canalizac¸a˜o, em poucas varia´veis, [14], [16], [33]. Nos testes realizados ficou
constatado que DIRECT conseguiu obter os minimizadores globais com um nu´mero
modesto de avaliac¸o˜es de func¸a˜o em relac¸a˜o a outros me´todos, [20], [36].
Uma vantagem do DIRECT e´ que o me´todo faz uso apenas de avaliac¸o˜es de func¸a˜o,
sem a necessidade de derivadas ou mesmo do conhecimento de uma expressa˜o
expl´ıcita para func¸a˜o, o que torna o me´todo atrativo para func¸o˜es tipo caixa
preta (black-box).
Mas temos um inconveniente em relac¸a˜o ao crite´rio de parada. Como ja´ comen-
tamos, a auseˆncia da constante de Lipschitz L na˜o nos permite obter limitantes
inferiores verdadeiros flb. Assim na˜o podemos usar um crite´rio de parada como
no algoritmo de Shubert, |fmin − flb| < ξ, nem eliminar certos retaˆngulos nos
quais o mı´nimo global na˜o pode ocorrer.
Como visto anteriormente, a convergeˆncia do me´todo aos minimizadores globais
e´ garantida, pois a` medida que o nu´mero de iterac¸o˜es tende a infinito, o DIRECT
visita um conjunto denso de pontos no hipercubo unita´rio. Pore´m na pra´tica
estabelecemos um limite para o nu´mero de iterac¸o˜es ou avaliac¸o˜es de func¸a˜o, e
esperamos que dentro deste limite o DIRECT seja capaz de encontrar um ponto
suficientemente pro´ximo do minimizador global.
Vimos tambe´m que os clusters criados pelo DIRECT cumprem uma certa condic¸a˜o
de otimalidade. Assim se nos contentamos com uma soluc¸a˜o local, podemos in-
terromper o DIRECT logo que detectada a formac¸a˜o de um cluster. Isso pode ser
feito monitorando as distaˆncias di do centro ao ve´rtice dos retaˆngulos. Se para
algum i, di < εX enta˜o interrompemos a execuc¸a˜o do DIRECT e retornamos o
menor valor fmin encontrado ate´ o momento.
Com isso o DIRECT pode ser utilizado como um gerador de pontos iniciais, iden-
tificando regio˜es promissoras para utilizac¸a˜o de um me´todo de busca local.
Cap´ıtulo 3
Ana´lise Intervalar e Envelopes
Convexos
Inicialmente o propo´sito da ana´lise intervalar foi fornecer um meio de estimar
limitantes inferiores e superiores sobre o efeito causado por erros de arredonda-
mento, incerteza nos dados ou aproximac¸o˜es, ao se calcular uma certa quantidade.
Va´rios pesquisadores tiveram independentemente a ide´ia de limitar os erros de
arredondamento atrave´s do ca´lculo de intervalos [11], [67]. Uma forte refereˆncia
para ana´lise intervalar foi o trabalho de R. E. Moore, Interval Analysis em 1966
[50], que transformou essa simples ide´ia em uma valiosa ferramenta para ana´lise
de erros. Ao inve´s de meramente tratar erros de arredondamento, ele estendeu o
uso da ana´lise intervalar para tratar o efeito de erros de todos os tipos, inclusive
erros de aproximac¸a˜o e incerteza nos dados.
Pore´m a ana´lise intervalar tem outras aplicac¸o˜es ale´m da ana´lise de erros, e uma
das mais interessantes para a otimizac¸a˜o global [25] e´ a possibilidade de se calcu-
lar limitantes sobre um nu´mero infinito de dados (intervalo).
Por exemplo, considere uma func¸a˜o f : R → R, f ∈ C1. Pelo Teorema do
Valor Me´dio
f(x+ h) = f(x) + f ′(ξ)h , com ξ ∈ [x, x+ h].
Como obter f(x+ h) desconhecendo ξ?
A ana´lise intervalar auxilia esta e outras questo˜es interessantes, como veremos
a seguir.
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3.1 Aritme´tica Intervalar
A ana´lise intervalar baseia-se na extensa˜o do conceito de nu´mero real, en-
carando um intervalo de nu´meros reais como um novo tipo de nu´mero e para
combina´-los, uma nova aritme´tica, que e´ uma generalizac¸a˜o da aritme´tica usual:
a aritme´tica intervalar.
3.1.1 Nu´meros Intervalares e Notac¸o˜es
Neste sec¸a˜o apresentamos as definic¸o˜es e a notac¸a˜o que iremos utilizar. Para
mais refereˆncias sobre aritme´tica intervalar ver [25], [50].
Definic¸a˜o 3.1.1 (Nu´mero intervalar). Considere um intervalo real fechado X =
[a, b]. Um nu´mero intervalar X e´ tal intervalo fechado, ou seja, consiste do
conjunto {x : a ≤ x ≤ b} dos nu´meros reais que se encontram entre a e b.
Um nu´mero intervalar e´ tambe´m chamado simplesmente de intervalo. Um nu´mero
real x equivale ao intervalo degenerado [x, x].
Note contudo, que os extremos de um intervalo [a, b] podem na˜o ser representa´-
veis pela ma´quina, neste caso o substitu´ımos por [a¯, b¯], onde a¯ e´ o maior nu´mero
representa´vel pela ma´quina menor ou igual a a e b¯ o menor nu´mero representa´vel
pela ma´quina maior ou igual a b.
Com relac¸a˜o a` notac¸a˜o usaremos letras maiu´sculas para intervalos (nu´meros inter-
valares), e o super-´ındice I para indicar que se trata de uma quantidade intervalar.
Por exemplo, quando V denotar uma quantidade real, V I denotara´ um intervalo.
Quando for claro que a quantidade em questa˜o e´ um intervalo suprimimos o uso
de I. Por exemplo, se f(x) e´ uma func¸a˜o real de uma varia´vel real x, denotare-
mos f com argumento intervalar X por f(X) no lugar de f I(X), pois a presenc¸a
do argumento intervalar e´ suficiente para indicar que f(X) e´ um intervalo, como
veremos mais adiante.
Um intervalo X = [a, b] e´ dito positivo se a > 0 e negativo se b < 0. Dois
intervalos [a, b] e [c, d] sa˜o iguais se e so´ se a = c e b = d. Os nu´meros intervalares
sa˜o parcialmente ordenados, isto e´, temos que [a, b] < [c, d] se e somente se b < c.
Denotamos por I o conjunto de todos os intervalos reais.
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Tambe´m definimos vetores intervalares como sendo vetores cujas componentes
sa˜o intervalos. Neste caso se Y denota um vetor intervalar (ou simplesmente
caixa), enta˜o cada componente Yi e´ um intervalo, e ainda dizemos que Y ∈ In,
onde In = I× I× ...× I.
Analogamente trabalhamos tambe´m com matrizes intervalares. Se A denota uma
matriz intervalar, enta˜o Aij e´ um intervalo. Dizemos tambe´m que Im×n e´ o espac¸o
das matrizes intervalares de ordem m× n.
Seja S ⊂ Rn. Denotamos por I(S), o conjunto de todas as caixas Y ∈ In tais que
Y ⊂ S.
Por fim, seja f : S → R, com S ⊂ Rn. Seja Y um intervalo tal que Y ⊂ S.
Enta˜o a imagem de f sobre Y sera´ denotada por ¤f(Y ), isto e´:
¤f(Y ) = {f(x), x ∈ Y } .
Ha´ tambe´m algumas func¸o˜es reais de intervalos, que sera˜o utilizadas ao longo
desse texto.
Seja X = [a, b] um intervalo real. O ponto me´dio ou centro de X e´ dado por:
m(X) =
a+ b
2
,
a largura de X e´:
w(X) = b− a,
e o valor absoluto de X e´:
|X| = max {|a| , |b|} .
O valor absoluto tambe´m e´ chamado de magnitude. Por outro lado o menor valor
de |x| para todo x ∈ X e´ definido por:
mig(X) =

a se a > 0,
−b se b < 0,
0 caso contra´rio.
Para um dado intervalo X, tambe´m podemos denotar seus limitantes inferiores e
superiores por X e X respectivamente, isto e´, X = [X,X].
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3.1.2 Aritme´tica Intervalar
Se o s´ımbolo ◦ denota alguma das operac¸o˜es aritme´ticas elementares para
nu´meros reais, e X e Y nu´meros intervalares, a operac¸a˜o correspondente na
aritme´tica intervalar e´ definida por:
X ◦ Y = {x ◦ y : x ∈ X, y ∈ Y } .
Assim, o intervalo resultante da operac¸a˜o X◦Y conte´m todo nu´mero (real) obtido
por x ◦ y, para cada x ∈ X e y ∈ Y .
Dessa definic¸a˜o temos as seguintes regras para obter os extremos do intervalo
X ◦ Y de dois intervalos X = [a, b] e Y = [c, d]:
X + Y = [a+ c, b+ d]
X − Y = [a− d, b− c]
X ∗ Y =

[ac, bd] se a ≥ 0 e c ≥ 0
[bc, bd] se a ≥ 0 e c < 0 < d
[bc, ad] se a ≥ 0 e d ≤ 0
[ad, bd] se a < 0 < b e c ≥ 0
[bc, ac] se a < 0 < b e d ≤ 0
[ad, bc] se b ≤ 0 e c ≥ 0
[ad, ac] se b ≤ 0 e c < 0 < d
[bd, ac] se b ≤ 0 e d ≤ 0
[min(bc, ad),max(ac, bd)] se a < 0 < b e c < 0 < d
1
Y
=
[
1
d
,
1
c
]
(0 /∈ Y )
X
Y
= X ∗
(
1
Y
)
(0 /∈ Y )
Tambe´m definimos
Xn =

[1, 1] se n = 0
[an, bn] se a ≥ 0 ou se a ≤ 0 ≤ b e n e´ ı´mpar
[bn, an] se b ≤ 0
[0,max(an, bn)] se a ≤ 0 ≤ b e n e´ par
Nas regras acima, exclu´ımos a divisa˜o por um intervalo contendo zero. Mas em
certos casos e´ u´til remover tal restric¸a˜o, e temos como resultado uma aritme´tica
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intervalar estendida, [28], [34].
Sejam a, b, c e d valores reais finitos, com c ≤ 0 ≤ d e c < d, X = [a, b] e
Y = [c, d]. As regras de divisa˜o por um intervalo contendo zero sa˜o as seguintes:
X
Y
=

[b/c,∞) se b ≤ 0 e d = 0
(−∞, b/d] ∪ [b/c,∞) se b ≤ 0 e c < 0 < d
(−∞, b/d] se b ≤ 0 e c = 0
(−∞,∞) se a < 0 < b e c < 0 < d
(−∞, a/c] se a ≥ 0 e d = 0
(−∞, a/c] ∪ [a/d,∞) se a ≥ 0 e c < 0 < d
[a/d,∞) se a ≥ 0 e c = 0
3.1.3 O Problema de Dependeˆncia
Temos alguns inconvenientes ao trabalhar com a aritme´tica intervalar. Su-
ponha por exemplo, a operac¸a˜o de subtrair o intervalo X = [a, b] dele mesmo.
Pela aritme´tica intervalar definida, teremos como resultado [a− b, b−a]. Isto e´, a
menos que a = b, o resultado dessa subtrac¸a˜o sera´ diferente de [0, 0], como seria
deseja´vel. Na verdade o resultado e´ o conjunto {x− y : x ∈ X, y ∈ Y } ao inve´s
de {x− x : x ∈ X}.
Em geral, quando uma varia´vel aparece mais de uma vez em uma expressa˜o
intervalar, esta e´ tratada como uma varia´vel diferente a cada ocorreˆncia. Assim
X −X e´ o mesmo que X − Y , com Y igual mas independente de X. Isso pode
causar a chamada largura excessiva nos intervalos calculados e dificultar a ob-
tenc¸a˜o de bons resultados nos ca´lculos intervalares.
Para ilustrar esse fato, considere X = [−1, 2]. Segundo a definic¸a˜o de poteˆncia
dada anteriormente temos que X2 = [−1, 2]2 = [0, 4], enquanto X ∗X = [−1, 2] ∗
[−1, 2] = [−2, 4].
Note que, se uma dada varia´vel intervalar ocorre apenas uma vez na expressa˜o
enta˜o o problema de dependeˆncia na˜o ocorre. Logo, o problema de dependeˆncia
pode ocorrer por exemplo em (X − Y )/(X + Y ), mas na˜o se reescrevermos a
expressa˜o como 1− 2/(1 +X/Y ).
Estudos em ana´lise intervalar foram realizados com o intuito de reduzir o efeito
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do problema de dependeˆncia nos ca´lculos intervalares. Dentre eles podemos citar
a Aritme´tica Intervalar Generalizada proposta por Hansen [23] e Aritme´tica Afim
proposta por Stolfi et al [12].
3.2 Func¸o˜es Intervalares
Definic¸a˜o 3.2.1 (Func¸a˜o Intervalar). Uma func¸a˜o e´ dita intervalar quando um
ou mais argumentos sa˜o intervalos, e cuja imagem e´ tambe´m um intervalo.
Considere uma func¸a˜o intervalar F : In → I, onde I denota o conjunto dos inter-
valos reais e In = I× I× ...× I. Desse modo, F e´ func¸a˜o das varia´veis intervalares
(intervalos) X1, X2, ..., Xn, e F (X) e´ tambe´m um intervalo.
3.2.1 Extenso˜es Intervalares e Monotonicidade Inclusiva
Seja agora f : S → R uma func¸a˜o real, com S ⊂ Rn.
Definic¸a˜o 3.2.2 (Extensa˜o Intervalar). Dizemos que F e´ uma extensa˜o interva-
lar de f se:
f(x1, x2, ..., xn) = F (x1, x2, ..., xn).
Isso significa que se os argumentos de F sa˜o intervalos degenerados (Xi = [xi, xi]),
enta˜o F (X1, X2, ..., Xn) e´ um intervalo degenerado que coincide com f(x1, x2, ..., xn).
Dada uma func¸a˜o racional real f , para obter uma extensa˜o intervalar, basta
substituir as varia´veis reais por varia´veis intervalares, e a aritme´tica real pela
aritme´tica intervalar. A essa extensa˜o intervalar denominamos extensa˜o interva-
lar natural.
Lembrando que I(S) denota todas as caixas X ∈ In tais que X ⊂ S, temos
outra definic¸a˜o importante:
Definic¸a˜o 3.2.3 (Func¸a˜o de Inclusa˜o). Uma func¸a˜o intervalar F e´ dita func¸a˜o
de inclusa˜o para f : S → R, se:
¤f(X) ⊂ F (X)
para todo X ∈ I(S).
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Definic¸a˜o 3.2.4. Dizemos que a func¸a˜o intervalar F , e´ mono´tona inclusiva, se
Xi ⊂ Yi para todo i, implicar que:
F (X1, X2, ..., Xn) ⊂ F (Y1, Y2, ..., Yn).
Segue da definic¸a˜o que as operac¸o˜es na aritme´tica intervalar sa˜o mono´tonas in-
clusivas, ou seja, se X1 ⊂ Y1 e X2 ⊂ Y2, e ◦ denota uma das operac¸o˜es + , - , * ,
/, enta˜o:
(X1 ◦X2) ⊂ (Y1 ◦ Y2).
Usaremos f(X) para denotar a extensa˜o intervalar natural de uma func¸a˜o de
varia´veis reais f .
Teorema 3.2.5. Seja F (X1, X2, ..., Xn) uma func¸a˜o intervalar racional, e as-
suma que F e´ avaliada de uma forma fixada. Enta˜o F e´ mono´tona inclusiva.
A prova deste teorema sera´ omitida, mas decorre do fato das operac¸o˜es em
aritme´tica intervalar serem mono´tonas inclusivas. Ale´m disso a hipo´tese da
func¸a˜o ser avaliada de forma fixada, significa que f(x) = x(1 − x) e´ diferente
de f(x) = c(1− c)+(1−2c)(x− c)− (x− c)2 quanto ao resultado na avaliac¸a˜o de
suas extenso˜es intervalares. Para mais detalhes e demonstrac¸a˜o completa ver [25].
Func¸o˜es irracionais sa˜o tratadas da seguinte maneira. Seja f : S → R uma
func¸a˜o real irracional nas varia´veis x1, x2, ..., xn. Considere uma aproximac¸a˜o
racional r(x) para f(x) tal que
|f(x)− r(x)| < ε
para todo x ∈ S. Enta˜o
f(X1, X2, ..., Xn) ⊂ r(X1, X2, ..., Xn) + [−ε, ε]
para todo intervalo X ⊂ S. Desse modo a imagem de f sobre um intervalo qual-
quer X ⊂ S pode ser limitada pela avaliac¸a˜o de r(X1, ..., Xn) mais um limitante
para erro de aproximac¸a˜o [−ε, ε].
Ja´ para func¸o˜es mono´tonas, limitantes precisos podem ser obtidos atrave´s da
avaliac¸a˜o da func¸a˜o real nos extremos do intervalo em questa˜o. Por exemplo se
X = [a, b] e f e´ na˜o decrescente, enta˜o ¤f(X) ⊂ [f(a), f(b)].
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O pro´ximo teorema e´ um dos mais importantes em ana´lise intervalar [59], pois
assegura que a imagem de uma func¸a˜o real sobre um dado intervalo pode ser
limitada pela imagem de sua extensa˜o intervalar. Este fato e´ relevante num
contexto de otimizac¸a˜o global pois permite estimar limitantes para os valores que
a func¸a˜o objetivo pode assumir em um dado intervalo.
Teorema 3.2.6. Seja F (X1, ..., Xn) uma extensa˜o intervalar mono´tona inclusiva
de um func¸a˜o real f(x1, ..., xn), que toma valores em uma caixa S ⊂ Rn. Enta˜o
F (X1, ..., Xn) e´ uma func¸a˜o de inclusa˜o para f sobre S.
Prova. Seja x ∈ S. Pela monotonicidade inclusiva temos que
F ([x1, x1], ..., [xn, xn]) ⊂ F (X1, ..., Xn), pelo fato de F ser uma extensa˜o intervalar
para f , f(x1, ..., xn) ∈ F ([x1, x1], ..., [xn, xn]). Como tomamos x arbitra´rio em S,
temos que para todo x ∈ S, f(x1, ..., xn) ∈ F (X1, ..., Xn).
3.2.2 Formas de Func¸o˜es Intervalares
O intervalo obtido quando avaliamos uma func¸a˜o intervalar depende da forma
da func¸a˜o (devido ao problema de dependeˆncia). Por exemplo, enquanto
F1(X) = X
2 −X e F2(X) = (X − 1
2
)2 − 1
4
sa˜o ambas func¸o˜es de inclusa˜o para
f(x) = x2 − x = (x− 1
2
)2 − 1
4
elas na˜o produzem o mesmo resultado quando avaliadas. Neste caso
F1([0, 2]) = [−2, 4] e F2([0, 2]) = [−1
4
, 2].
Ambas conteˆm a imagem de f sobre [0, 2] que e´ [−1
4
, 2], como espera´vamos pelo
Teorema 3.2.6. Pore´m o resultado de F2 e´ exatamente a imagem de f sobre [0, 2],
enquanto o resultado de F1 na˜o e´ ta˜o preciso assim.
Uma medida de qua˜o boa e´ uma func¸a˜o de inclusa˜o para uma func¸a˜o f em
uma certa caixa X e´ dada pelo que chamamos de largura excessiva:
w(F (X))− w(¤f(X)),
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onde F (X) denota uma func¸a˜o de inclusa˜o para f , e ¤f(X) denota a imagem
de f sobre o intervalo X. A func¸a˜o largura, w(.), para um vetor intervalar
X = ([a1, b1], ..., [an, bn]) significa:
w(X) = max
1≤i≤n
(bi − ai).
Definic¸a˜o 3.2.7 (Ordem de convergeˆncia para func¸o˜es de inclusa˜o). Dizemos
que uma func¸a˜o de inclusa˜o F para f tem ordem de convergeˆncia α > 0 se
w(F (X))− w(¤f(X)) = O(w(X)α).
A ordem de convergeˆncia expressa a velocidade com que a largura excessiva vai
a zero a` medida em que a largura do intervalo e´ reduzida.
Em [50] esta´ demonstrado que a extensa˜o intervalar natural de uma func¸a˜o real
racional f e´ de ordem 1, isto e´:
w(f(X))− w(¤f(X)) = O(w(X)).
3.2.3 Formas Centradas
Em [50] temos tambe´m que dada f(x1, x2, ..., xn) a mesma pode ser escrita
como:
fc(x1, ..., xn) = f(c1, ..., cn) + g(x1 − c1, ..., xn − cn)
para alguma func¸a˜o racional g, onde ci = m(Xi) (ponto me´dio do intervalo Xi).
Neste caso temos que:
w(fc(X))− w(¤f(X)) = O(w(X)2).
A forma fc, denominada forma centrada, tem largura excessiva de segunda ordem
em relac¸a˜o a` largura do intervalo X.
Va´rias formas centradas podem ser derivadas por meio de expanso˜es apropriadas.
As mais u´teis para nossos fins sa˜o as formas centradas do Valor Me´dio e de Taylor.
Seja f : S → R, com S ⊂ Rn, f ∈ C1, e F ′ : I(S) → In uma func¸a˜o de
inclusa˜o para ∇f . Enta˜o T1 : I(S)→ I definida por:
T1(X) = f(c) + F
′(X)t(X − c),
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onde c = m(X), e´ chamada forma centrada do Valor Me´dio.
Note que F ′(X) pode ser obtida pela extensa˜o intervalar das derivadas parci-
ais, ou ainda por diferenciac¸a˜o automa´tica, como citado em [25]. Relacionando
com o Teorema do Valor Me´dio de ana´lise em Rn, dado x ∈ X tal que X ⊂ I(S)
temos que:
f(x) = f(c) +∇f(ξ)t(x− c) ∈ f(c) + F ′(X)t(x− c),
ou ainda
¤f(X) ⊂ f(c) + F ′(X)t(X − c) = T1(X).
Ale´m disso, sob certas hipo´teses adicionais temos que T1 e´ convergente de ordem 2.
Definic¸a˜o 3.2.8 (Func¸a˜o Intervalar Lipschitz). Uma func¸a˜o intervalar
F : I(S) → I, e´ dita Lipschitz, se para todo X ∈ I(S) existe uma constante
L > 0 tal que:
w(F (X)) ≤ Lw(X).
Teorema 3.2.9. Considerando as hipo´teses anteriores da definic¸a˜o de T1, se F
′
e´ Lipschitz, enta˜o T1 e´ convergente de ordem 2.
Prova. ver [39], [50].
Seja agora f : S → R, S ⊂ Rn, f ∈ C2 e F ′′ : I(S) → In×n uma func¸a˜o de
inclusa˜o para a ∇2f . Enta˜o T2 : I(S)→ I definida por:
T2(X) = f(c) +∇f(c)t(X − c) + 1
2
(X − c)tF ′′(X)(X − c),
e´ denominada forma centrada de Taylor (de ordem 2).
Dizemos que F ′′ e´ limitada se ∃ A ∈ In×n tal que F ′′(X) ⊂ A, para todoX ∈ I(S).
Teorema 3.2.10. Se ale´m das hipo´teses da definic¸a˜o de T2, F
′′ for limitada,
enta˜o T2 e´ convergente de ordem 2.
Prova. ver [50].
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3.2.4 Forma Inclinac¸a˜o
Ale´m das formas centradas de Taylor e do Valor Me´dio, existem func¸o˜es de
inclusa˜o que remetem a` ide´ia de aproximar as derivadas por diferenc¸as finitas, [38].
Considere f : R→ R racional, e a seguinte identidade:
f(x)− f(c) = g(c, x)(x− c).
Resolvendo para g(c, x) vemos que
g(c, x) =
f(x)− f(c)
x− c .
Denominamos g(c, x) de func¸a˜o inclinac¸a˜o, e seu limite quando x→ c, aproxima
a inclinac¸a˜o de f em c. E´ claro que, sendo f racional, podemos dividir analitica-
mente f(x)− f(c) por x− c e obter g(c, x) explicitamente.
Considere agora um intervalo real X, tal que c ∈ X, por exemplo c = m(X).
Enta˜o para qualquer x ∈ X temos que
f(x) ∈ f(c) + g(c,X)(x− c).
Comparando com a forma do valor me´dio:
f(x) ∈ f(c) + f ′(X)(x− c),
onde f ′(X) e´ a extensa˜o intervalar de f ′(x) em X, vemos que a forma inclinac¸a˜o
desempenha um papel de uma expansa˜o de primeira ordem.
Segundo Hansen, [25], algumas ocorreˆncias do intervalo X na avaliac¸a˜o de f ′(X)
podem ser substitu´ıdas pelo intervalo degenerado c quando avaliamos g(c,X).
Com isso podemos reduzir o problema de dependeˆncia e obter melhores limi-
tantes usando a forma inclinac¸a˜o.
3.2.5 Calculando as Formas Centradas
Seja f uma func¸a˜o real de n varia´veis. Vimos pela forma centrada do Valor
Me´dio que:
f(x) ∈ f(c) + (x− c)Tg(X1, X2, ..., Xn),
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onde g(X1, X2, ..., Xn) e´ uma func¸a˜o de inclusa˜o para ∇f .
Note que os argumentos de g sa˜o todos intervalares. Alguns pesquisadores [22],
[63], mostraram que alguns desses argumentos podem ser trocados por quantida-
des reais, e que isso pode gerar limitantes mais precisos.
Ilustraremos essa ide´ia para n = 3. Primeiro pensamos em f(x1, x2, x3) como
uma func¸a˜o de x3 apenas. Da´ı,
f(x1, x2, x3) = f(x1, x2, c3) + (x3 − c3)g3(x1, x2, ξ3).
Expandindo agora f(x1, x2, c3) como func¸a˜o de x2 temos:
f(x1, x2, c3) = f(x1, c2, c3) + (x2 − c2)g2(x1, ξ2, c3).
E por fim, expandindo f(x1, c2, c3) em func¸a˜o de x1:
f(x1, c2, c3) = f(c1, c2, c3) + (x1 − c1)g1(ξ1, c2, c3).
Desse modo temos que:
f(x1, x2, x3) = f(c1, c2, c3) + (x1 − c1)g1(ξ1, c2, c3) +
(x2 − c2)g2(x1, ξ2, c3) + (x3 − c3)g3(x1, x2, ξ3),
com ξi ∈ Xi para i = 1, 2, 3. Enta˜o
f(x) ∈ f(c) + (x1 − c1)g1(X1, c2, c3) + (x2 − c2)g2(X1, X2, c3) +
(x3 − c3)g3(X1, X2, X3).
Para n varia´veis temos a expressa˜o
f(x) ∈ f(c) +
n∑
i=1
(xi − ci)gi(X1, X2, . . . , Xi, ci+1, . . . , cn).
Considere agora a forma de Taylor de ordem 2
f(x) ∈ f(c)(x− c)Tg(c) + (x− c)
TH(x,X)(x− c)
2
,
onde H(c,X) e´ uma func¸a˜o de inclusa˜o para a Hessiana.
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Procedendo de forma ana´loga para que H(c,X) contenha um nu´mero menor
de entradas intervalares, tomamos para n = 3,
H(c,X) =
 h11(X1, c2, c3) 0 0h21(X1, c2, c3) h22(X1, X2, c3) 0
h31(X1, c2, c3) h32(X1, X2, c3) h33(X1, X2, X3)
 ,
onde
hij =

∂2f/∂x2i para j = i
2∂2f/∂xi∂xj para j < i
0 caso contra´rio.
3.3 Sistemas de Equac¸o˜es Lineares Intervalares
Denotemos por AI ∈ Im×n uma matriz intervalar e bI ∈ Im um vetor intervalar.
A soluc¸a˜o do sistema linear intervalar
AIx = bI (3.1)
e´ definida pelo conjunto
S =
{
x ∈ Rn : Ax = b, A ∈ AI , b ∈ bI} .
Normalmente tal conjunto na˜o e´ um vetor intervalar. De fato, S pode ser dif´ıcil
de descrever, e quando resolvemos (3.1) por me´todos intervalares, estamos inte-
ressados na verdade em obter a menor caixa X que conte´m S.
Note que AI pode conter alguma matriz A singular. Logo o sistema linear Ax = b
pode na˜o ter soluc¸a˜o, ou ainda ter infinitas soluc¸o˜es. Neste u´ltimo caso temos
que o conjunto soluc¸a˜o do sistema linear intervalar AIx = bI e´ ilimitado.
Definic¸a˜o 3.3.1. Uma matriz intervalar AI e´ dita regular, se toda matriz A ∈ AI
e´ na˜o singular.
Note que se AI e´ regular enta˜o temos que S ⊂ AHbI , onde AH e´ a matriz intervalar
que conte´m as inversas A−1 para toda A ∈ AI .
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3.3.1 Eliminac¸a˜o Gaussiana
Podemos aplicar eliminac¸a˜o Gaussiana na resoluc¸a˜o de (3.1). Na versa˜o in-
tervalar da eliminac¸a˜o Gaussiana substitu´ımos a aritme´tica real pela aritme´tica
intervalar. Pore´m o me´todo pode falhar caso tenhamos uma divisa˜o por um in-
tervalo contendo zero.
Esse me´todo na˜o e´ muito utilizado na pra´tica, ja´ que os erros de arredondamento
e problemas de dependeˆncia produzem limitantes muito grandes.
3.3.2 Precondicionamento
Uma ide´ia para contornar o mal desempenho na eliminac¸a˜o Gaussiana e´ usar
como matriz de precondicionamento
B ≈ m(AI)−1,
isto e´, uma aproximac¸a˜o para a inversa do ponto me´dio de AI . Em seguida
resolvemos o sistema
M Ix = rI , (3.2)
onde M I = BAI e rI = BbI .
Caso m(AI) seja singular possivelmente o sistema (3.1) pode ser ilimitado. Mas
se for de real interesse obter uma matriz de precondicionamento, podemos per-
turbar m(AI) para que a mesma se torne na˜o singular.
A eliminac¸a˜o Gaussiana intervalar com precondicionamento chega a ser seis ve-
zes mais cara (computacionalmente) que a eliminac¸a˜o Gaussiana convencional.
Todavia este e´ o prec¸o pago por limitantes mais precisos.
3.3.3 Me´todo de Krawczyk
Seja A ∈ AI e b ∈ bI . O me´todo de Krawczyk baseia-se na seguinte equac¸a˜o
de ponto fixo:
x = Bb+ (I −BA)x, (3.3)
ondeB e´ uma matriz de precondicionamento, normalmente tomada comom(AI)−1.
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Note que se A e´ na˜o singular enta˜o x = A−1b e´ ponto fixo da equac¸a˜o (3.3).
Da´ı segue que, se AI e´ regular, e X ⊃ AHbI enta˜o:
AHbI ⊂ BbI + (I −BAI)X ∩X.
Assim dada uma estimativa inicialX0 que contenha o conjunto soluc¸a˜o do sistema
linear intervalar, como em [7], definimos o passo iterativo:
Zk = BbI + (I −BAI)Xk
Xk+1 = Xk ∩ Zk.
Uma das vantagens do me´todo de Krawczyk e´ que cada iterac¸a˜o tem como custo
apenas a multiplicac¸a˜o intervalar de matriz por vetor.
3.3.4 Me´todo de Gauss-Seidel
Caso tenhamos uma boa aproximac¸a˜o para a soluc¸a˜o de (3.1) e uma matriz
de precondicionamento, podemos resolver (3.2) de maneira mais eficiente do que
com a eliminac¸a˜o Gaussiana.
A versa˜o intervalar do me´todo de Gauss-Seidel foi estudada inicialmente por
Alefeld e Herzberger, [2]. Hansen e Sengupta,[24], estenderam o me´todo para
casos em que existem elementos da diagonal contendo zero.
Na i-e´sima iterac¸a˜o calculamos
Yi =
1
mIii
(rIi −
∑
j 6=i
mIijXj) (3.4)
Em seguida fazemos a intersec¸a˜o
X ′i = Xi ∩ Yi (3.5)
e usamosXi = X
′
i para a pro´xima iterac¸a˜o analogamente ao me´todo convencional.
Note que mIii pode conter zero. Caso isso ocorra, a divisa˜o em (3.4) pode re-
sultar em Yi na˜o finito. Nestes casos procedemos da seguinte forma:
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1. se o numerador tambe´m conte´m zero, enta˜o temos que Yi = (−∞,∞), logo
X ′i = Xi. Ao detectar zero tanto no numerador quanto no denominador,
na˜o tentamos calcular Yi, simplesmente passamos para o pro´ximo i;
2. se o zero encontra-se somente no denominador, enta˜o Yi pode ser composto
de um intervalo semi-infinito (caso zero seja um extremo de mIii), ou com-
posto por dois intervalos semi-infinitos (caso zero esteja no interior de mIii).
Analisando a segunda opc¸a˜o, se Xi∩Yi e´ vazio, provamos que a equac¸a˜o (3.2) na˜o
tem soluc¸a˜o, logo a equac¸a˜o original (3.1) tambe´m na˜o. Consideremos de agora
em diante que Xi∩Yi 6= ∅. Suponha que X ′i e´ composto por dois intervalos. Enta˜o
X ′i e´ na verdade o intervalo original Xi com um gap, isto e´ Xi \Y Ci . Para na˜o ser
obrigado a carregar informac¸o˜es sobre o gap, e como estamos interessados apenas
em uma caixa que contenha o conjunto soluc¸a˜o S, ignoramos o gap e usamos Xi
ao inve´s de X ′i.
Na˜o usamos os procedimentos (3.4) e (3.5) em uma ordem sequencial, para
i = 1, 2, ..., n, como no me´todo convencional. Se 0 /∈ mIii enta˜o X ′i pode estar
estritamente contido em Xi. Se este for o caso enta˜o melhores resultados podem
ser obtidos de (3.4) para outros subsequentes valores de i.
Portanto, primeiro resolvemos Yi para os valores de i tais que 0 /∈ mIii, e so´
enta˜o resolvemos para os valores restantes de i.
Definic¸a˜o 3.3.2 (Matriz intervalar diagonalmente dominante). Uma matriz in-
tervalar AI ∈ In×n e´ diagonalmente dominante se
mig(aIii) ≥
n∑
j 6=i
∣∣aIij∣∣
para todo i = 1, 2, ..., n.
Se os elementos fora da diagonal deM I sa˜o intervalos grandes em relac¸a˜o aos ele-
mentos da diagonal, uma u´nica iterac¸a˜o do me´todo Gauss-Seidel na˜o dara´ bons
resultados. Todavia neste caso o pro´prio conjunto soluc¸a˜o sera´ grande e ha´ pouco
a se ganhar obtendo limitantes justos na soluc¸a˜o.
Por outro lado, se os elementos fora da diagonal forem intervalos pequenos em
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relac¸a˜o aos elementos da diagonal, um passo do me´todo de Gauss-Seidel intervalar
gera resultados relativamente bons. E´ claro que mais de uma iterac¸a˜o do me´todo
pode ser feita. Na verdade podemos iterar ate´ que na˜o ocorra mais melhoria nos
limitantes. O me´todo pode parar apo´s um nu´mero finito de iterac¸o˜es.
Seja λi denotando um autovalor de uma matriz real M de ordem n. O raio
espectral de M e´ definido por:
ρ(M) = max
1≤i≤n
|λi| .
O raio espectral de uma matriz intervalar M I e´:
ρ(M I) = max
M∈MI
ρ(M).
Ome´todo iterativo de Gauss-Seidel em sua versa˜o intervalar converge se ρ(
∣∣M I∣∣) <
1, onde
∣∣M I∣∣ denota a matriz cujos elementos sa˜o valores absolutos dos elementos
de M I . Veja [3].
Se o vetor original X usado em (3.4) conte´m a soluc¸a˜o de (3.2), enta˜o o novo
vetor obtido apo´s uma iterac¸a˜o tambe´m contera´ a soluc¸a˜o. Por outro lado, se
para algum i a intersec¸a˜o X ′i ∩ Yi for vazia, enta˜o isso prova que o vetor original
X na˜o continha a soluc¸a˜o.
Uma escolha cla´ssica para a matriz de precondicionamento como ja´ vimos e´ to-
mar B = m(AI)−1, a inversa do ponto me´dio de AI . Embora esta seja a escolha
o´tima para o me´todo de Krawczyk, como discutido em [35], o me´todo de Gauss-
Seidel fornece sempre melhores resultados, ver [7]. Portanto este resultado de
otimalidade deve ser interpretado de maneira cuidadosa. Em [35], Kearfott apre-
senta uma teoria sobre precondicionadores o´timos para o me´todo de Gauss-Seidel
obtidos atrave´s da resoluc¸a˜o de problemas de programac¸a˜o linear.
3.4 Sistemas de Equac¸o˜es Na˜o Lineares
Suponha que estamos interessados em encontrar todos os zeros de uma func¸a˜o
continuamente diferencia´vel f : R→ R em um intervalo fechado X0. Para tanto
estudaremos o me´todo de Newton Intervalar, que posteriormente estenderemos
para a resoluc¸a˜o de um sistema de equac¸o˜es na˜o-lineares.
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A seguir deduziremos o me´todo de Newton Intervalar como em [25].
Considere o Teorema do Valor Me´dio:
f(x)− f(x¯) = (x− x¯)f ′(ξ),
onde ξ e´ algum ponto entre x e x¯. Se f(x¯) = 0, e f ′(ξ) 6= 0 enta˜o temos que:
x¯ = x− f(x)
f ′(ξ)
.
Seja X um intervalo contendo x e x¯, e consequentemente ξ. Temos que
f ′(ξ) ∈ f ′(X), para f ′(X) uma func¸a˜o de inclusa˜o para f ′(x) em X. Enta˜o:
x¯ = x− f(x)
f ′(ξ)
∈ x− f(x)
f ′(X)
= N(x,X),
onde N(x,X) e´ denominado operador de Newton Intervalar.
Uma vez que qualquer zero de f em X esta´ em N(x,X), o mesmo tambe´m
estara´ em X ∩ N(x,X). Desse fato definimos a iterac¸a˜o do me´todo de Newton
Intervalar. Seja X0 um intervalo contendo x¯, para k = 0, 1, 2, ..., definimos:
xk = m(Xk) (3.6)
N(xk, Xk) = xk − f(x
k)
f ′(Xk)
(3.7)
Xk+1 = Xk ∩N(xk, Xk). (3.8)
Optamos por tomar xk como o ponto me´dio de Xk, mas isso na˜o e´ necessa´rio,
poder´ıamos tomar qualquer outro ponto em Xk.
Mesmo quando 0 ∈ f ′(Xk) a iterac¸a˜o (3.7) esta´ bem-definida mediante o uso
da aritme´tica intervalar estendida. E´ claro que devemos ter em mente o caso
patolo´gico quando 0 ∈ f I(x) e 0 ∈ f ′(X), e 0 e´ um ponto interior de f I(x) ou de
f ′(X), enta˜o N(x,X) = (−∞,∞), um resultado inu´til.
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3.4.1 Crite´rios de Parada
Ha´ dois crite´rios de parada simples que podemos usar:
1. w(X) < εX para um dado εX > 0
2. |f(X)| < εF para um dado εF > 0
E´ razoa´vel pedir que ambos os crite´rios sejam satisfeitos antes de interromper as
iterac¸o˜es sobre um intervalo X.
O primeiro crite´rio assegura que a localizac¸a˜o de qualquer zero de f esta´ sufi-
cientemente limitada, enquanto o segundo assegura que para todo x no intervalo
resultante, |f(x)| < εF .
Contudo se escolhermos εX menor do que w(X¯) (onde X¯ e´ a menor caixa contendo
todos os zeros de f em X0) enta˜o o algoritmo precisara´ particionar o intervalo
atual ate´ que cada intervalo restante tenha largura menor que εX .
Neste u´ltimo caso, devemos manter uma lista de intervalos ainda na˜o proces-
sados Lp, e aplicar o me´todo a cada X ∈ Lp, ate´ que cumpram os crite´rios de
parada. Outros crite´rios de parada podem ser vistos em [25].
3.4.2 Propriedades do Me´todo de Newton Intervalar
Listamos agora algumas das propriedades mais interessantes do me´todo de
Newton Intervalar. Para uma exposic¸a˜o formal de tais propriedades como teore-
mas, ver [25] e [49], [50].
1. Todo zero de f no intervalo inicial X0, sera´ encontrado e corretamente
limitado.
2. Se na˜o houver zero de f em X0, o algoritmo provara´ automaticamente esse
fato, em um nu´mero finito de iterac¸o˜es.
3. A existeˆncia ou na˜o de um zero de f em X0 sera´ provada automaticamente
pelo algoritmo.
4. Se 0 /∈ f ′(Xk), ao menos metade de Xk sera´ eliminado para a pro´xima
iterac¸a˜o. Isto e´, a convergeˆncia pode ser ra´pida mesmo quando w(Xk) for
grande.
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5. Se 0 /∈ f ′(Xk) para algum k ≥ 0, enta˜o a taxa de convergeˆncia a um zero
de f em Xk e´ quadra´tica.
3.4.3 Newton Intervalar em Va´rias Varia´veis
Vamos agora estender as ide´ias do Me´todo de Newton Intervalar para encon-
trar todos os zeros de uma func¸a˜o continuamente diferencia´vel f : Rn → Rn.
Considere a expansa˜o de primeira ordem de Taylor (com resto de Lagrange) em
torno de x¯:
f(x) = f(x¯) + Jf (ξ)(x− x¯),
onde ξ e´ uma combinac¸a˜o convexa de x e x¯, e Jf denota a Jacobiana de f .
Podemos escrever:
f(x¯) = f(x) + Jf (ξ)(x¯− x).
Seja agora X uma caixa em Rn contendo x e x¯, e portanto contendo ξ. Seja
J(x,X) uma func¸a˜o de inclusa˜o para Jf em X, da´ı:
f(x¯) ∈ f(x) + J(x,X)(x¯− x),
e se x¯ e´ um zero de f em X enta˜o:
0 ∈ f(x) + J(x,X)(x¯− x).
Logo, nos interessa a soluc¸a˜o do sistema linear intervalar:
J(x,X)(y − x) = −f(x),
que como vimos anteriormente e´ dada pelo conjunto:
S = {y ∈ Rn : f(x) + J(x, x′)(y − x) = 0, J(x, x′) ∈ J(x,X)} .
Proposic¸a˜o 3.4.1. O conjunto S conte´m todo ponto y ∈ X tal que f(y) = 0.
Prova. Seja y ∈ X tal que f(y) = 0. Enta˜o para um dado x ∈ X temos que
0 = f(y) = f(x) + Jf (ξ)(y − x),
sendo ξ combinac¸a˜o convexa de x e y. Mas, J(x,X) e´ um func¸a˜o de inclusa˜o
para Jf em X. Logo, para todo z ∈ X, tem-se que Jf (z) ∈ J(x,X). Assim, como
ξ ∈ X tem-se que Jf (ξ) ∈ J(x,X). Denotando por J(x, ξ) = Jf (ξ) temos que
f(x) + J(x, ξ)(y − x) = 0
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e portanto y ∈ S.
O conjunto S pode ser dif´ıcil de descrever, conforme destacado na Sec¸a˜o 3.3. Na
verdade queremos uma caixa Y que contenha S (de prefereˆncia a menor poss´ıvel).
Da´ı a sugestiva equac¸a˜o intervalar:
J(x,X)(Y − x) = −f(x).
Mas, estamos interessados nos zeros de f em X, e como Y ⊃ S, e S conte´m todos
os zeros de f em X, basta buscar em X ∩ Y .
Para Y , usaremos a notac¸a˜o de N(x,X) e definimos a iterac¸a˜o do me´todo de
Newton Intervalar:
J(xk, Xk)[N(xk, Xk)− xk] = −f(xk) (3.9)
Xk+1 = Xk ∩N(xk, Xk), (3.10)
onde normalmente tomamos xk = m(Xk), mas basta que xk ∈ Xk.
Para resolver (3.9) utilizamos um dos me´todos vistos na sec¸a˜o 3.3. Conforme
a estrate´gia adotada para se resolver (3.9) temos variac¸o˜es do Me´todo de Newton
Intervalar. Ver [24], [37].
Se empregamos Gauss-Seidel na resoluc¸a˜o de (3.9), ta˜o logo as componentes de
N(xk, Xk)i sejam calculadas, efetuamos (3.10) X
k+1
i = X
k
i ∩ N(xk, Xk)i. Tra-
balhar sempre com as componentes atualizadas nos permite obter melhores limi-
tantes.
Se J(x,X) e´ regular, enta˜o existe uma matriz V (x,X) que conte´m as inversas
das matrizes em J(x,X), e a soluc¸a˜o para (3.9) esta´ contida no vetor intervalar
N(x,X) = x− V (x,X)f(x).
Mas, ao resolver o sistema linear (3.9), podemos nos deparar com J(x,X) con-
tendo alguma matriz singular. Neste caso procedemos como descrito na sec¸a˜o
anterior, apenas com uma modificac¸a˜o. Caso a intersec¸a˜o X∩N(x,X), seja com-
posto por subintervalos, enta˜o criamos uma lista de subintervalos, e aplicamos o
me´todo de Newton Intervalar a cada intervalo da lista.
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3.4.4 Algumas Propriedades
A seguir apresentamos os principais teoremas acerca do Me´todo de Newton
Intervalar. Para a demonstrac¸a˜o dos mesmos ver [51].
Teorema 3.4.2. Se existe um zero x¯ de f em X, e se x ∈ X, enta˜o x¯ ∈ N(x,X).
Teorema 3.4.3. Se X ∩N(x,X) = ∅, enta˜o na˜o ha´ zero de f em X.
Teorema 3.4.4. Seja x um ponto interior de X. Assuma que N(x,X) foi cal-
culado atrave´s de eliminac¸a˜o Gaussiana ou Gauss-Seidel Intervalar. Se N(x,X)
e´ interior a X, enta˜o existe um u´nico zero de f em X (e consequentemente em
N(x,X)).
Teorema 3.4.5. Seja f continuamente diferencia´vel na caixa inicial X0 contendo
um zero x¯ de f e a matriz intervalar M(x0, X0) sendo regular. Se a sequeˆncia de
caixas geradas pelo Me´todo de Newton Intervalar converge enta˜o:
w(Xk+1) ≤ γ[w(Xk)]2,
para alguma constante γ ≥ 0.
3.5 Desigualdade Intervalar Linear
Em muitos casos nos deparamos com o problema de encontrar os pontos em
uma dada caixa X que satisfazem uma determinada inequac¸a˜o intervalar, [25],
[26].
Nesta sec¸a˜o trataremos do caso linear, que frequentemente aparece num con-
texto de otimizac¸a˜o global apo´s a linearizac¸a˜o de determinadas func¸o˜es.
Sejam U = [a, b] e V = [c, d] intervalos dados. Estamos interessados em resolver
a desigualdade:
U + V t ≤ 0, (3.11)
isto e´, determinar todos os valores de t para os quais exista ao menos um u ∈ U
e um v ∈ V tais que u+ vt ≤ 0. Logo, queremos encontrar o conjunto:
T = {t | ∃ u ∈ U, ∃ v ∈ V, u+ vt ≤ 0} .
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Uma maneira simples de resolver a inequac¸a˜o intervalar (3.11) e´ reescreveˆ-la como
a seguinte equac¸a˜o intervalar:
U + V t = (−∞, 0].
Desse modo, temos que:
T =
(−∞,−a]
[c, d]
,
que podemos resolver com o uso da aritme´tica intervalar estendida.
Com isso obtemos as seguintes regras:
T =

[−a/d,∞) se a ≤ 0 e d < 0
[−a/c,∞) se a > 0, c < 0 e d ≤ 0
(−∞,∞) se a ≤ 0 e c ≤ 0 ≤ d
(−∞,−a/d] ∪ [−a/c,∞) se a > 0 e c < 0 < d
(−∞,−a/c] se a ≤ 0 e c > 0
(−∞,−a/d] se a > 0, c ≥ 0 e d > 0
∅ se a > 0 e c = d = 0
Na Sec¸a˜o 4.5.3 veremos como este resultado pode contribuir para a resoluc¸a˜o do
problema de otimizac¸a˜o global.
3.6 Box Consistency
Nesta sec¸a˜o discutiremos sobre a te´cnica box consistency, apresentada em [26].
Considere uma equac¸a˜o do tipo f(x, y) = 0, com x pertencente a um intervalo X
e y pertencente a um intervalo Y . Dizemos que xˆ ∈ X e yˆ ∈ Y sa˜o consistentes
com relac¸a˜o a equac¸a˜o anterior, se fixado xˆ, existe y ∈ Y tal que f(xˆ, y) = 0 e,
se fixado yˆ existe x ∈ X tal que f(x, yˆ) = 0.
Assim, se existem valores de x ∈ X para os quais na˜o existe y ∈ Y tal que a
equac¸a˜o se cumpra, enta˜o tais valores de x podem ser descartados, ja´ que nosso
objetivo e´ encontrar as soluc¸o˜es de f(x, y) = 0. Tal conceito pode ser estendido
a mais varia´veis.
Suponha que procuramos em uma caixa X ⊂ Rn por soluc¸o˜es da equac¸a˜o:
f(x1, x2, . . . , xn) = 0.
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Se considerarmos f apenas como func¸a˜o de xi e fixarmos as demais varia´veis
temos:
q(xi) = f(X1, X2, . . . , Xi−1, xi, Xi+1, . . . , Xn) = 0. (3.12)
Logo, se f possui derivadas de primeira ordem cont´ınuas, podemos reduzir a caixa
X em relac¸a˜o a` i-e´sima coordenada aplicando o me´todo de Newton intervalar a`
equac¸a˜o (3.12):
N(xˆi, Xi) = xˆi − q(xˆi)
q′(Xi)
, (3.13)
e enta˜o atualizamos Xi, tomando X
′
i = Xi ∩N(xˆi, Xi). Note que, se a intersec¸a˜o
for vazia, enta˜o demonstramos que na˜o existe zero de q(xi) em Xi e portanto na˜o
ha´ zeros de f(x1, x2, . . . , xn) em X.
Normalmente o ponto de expansa˜o xˆi e´ tomado como m(Xi). Todavia seguindo
o esquema apresentado em [26], tomaremos xˆi = a, onde Xi = [a, b]. Com isso
procuramos aumentar o limitante inferior em Xi. Note que se 0 /∈ q(a) enta˜o
a /∈ N(a,Xi), e consequentemente havera´ reduc¸a˜o em Xi.
O mesmo esquema pode ser aplicado em b, buscando reduzir o limitante superior
de Xi.
Ale´m disso, claramente podemos aplicar este esquema a mais de uma coorde-
nada na caixa X, e a` medida que as componentes Xi sa˜o atualizadas, estas sa˜o
utilizadas na reduc¸a˜o das pro´ximas coordenadas.
Agora, se estamos interessados em encontrar as soluc¸o˜es de F (x) = 0, para x
pertencente a uma caixa X ⊂ Rn e F : Rn → Rn, podemos aplicar o mesmo
processo a cada componente Fi : Rn → R por vez.
Este processo e´ denominado box consistency, e segundo [26] apresenta melhores
resultados que o me´todo de Newton intervalar quando aplicado a caixas grandes.
O uso desta te´cnica para otimizac¸a˜o global e´ apresentada no Cap´ıtulo 4.
Em [26], Hansen e Walster, introduzem tambe´m o conceito de hull consistency, o
qual comentaremos brevemente com um exemplo unidimensional.
Suponha que queremos obter as soluc¸o˜es de f(x) = 0, para x ∈ X. A ide´ia
de hull consistency e´ muito semelhante a de box consistency, exceto pelo fato
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que hull consistency na˜o faz uso das derivadas de f . No entanto, e´ exigida uma
estrutura especial de f :
f(x) = h(x)− g(x),
e que a inversa de h seja facilmente obtida.
Enta˜o para que f(x) = 0 devemos ter h(x)− g(x) = 0, ou ainda:
h(x) = g(x)
x = h−1[g(x)].
Logo, se existe zero de f em X enta˜o pela monotonicidade inclusiva o mesmo
devera´ estar em:
X ′ = h−1[g(X)].
Este procedimento pode ser aplicado a func¸o˜es de va´rias varia´veis assim como
feito com box consistency, escolhendo uma varia´vel xi como dependente e fixando
as demais.
3.7 Envelopes Convexos
Em um algoritmo do tipo branch-and-bound para otimizac¸a˜o global, uma
etapa fundamental e´ obter limitantes inferiores para a func¸a˜o objetivo f em uma
dada caixa X ∈ Rn. Ate´ aqui, vimos duas formas de obter tais limitantes.
Primeiro, se temos conhecimento da constante de Lipschitz L (ou uma estimativa
superior para a mesma), vimos na Sec¸a˜o 2.2 que um limitante inferior para f em
X = [a, b] e´ dado por
f(x) ≥ f(a) + f(b)
2
− L
2
(b− a) = flb.
Vimos tambe´m que a Ana´lise Intervalar, pode ser usada para obter limitantes,
seja pela extensa˜o intervalar de f em X, ou pelo uso de alguma forma centrada.
Pore´m essas na˜o sa˜o as u´nicas formas de se obter limitantes inferiores para a
func¸a˜o objetivo. Na verdade, o problema de otimizac¸a˜o global poderia ser facil-
mente resolvido, se pude´ssemos obter o envelope convexo de f em X, isto e´, a
maior func¸a˜o convexa que subestima f em X.
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Definic¸a˜o 3.7.1 (Envelope Convexo). Seja f : [a, b] → R. Dizemos que cof(x)
e´ o envelope convexo de f em X se:
cof(x) = sup {g(x) | g : X → R convexa , g(x) ≤ f(x), ∀x ∈ X} .
a b
Figura 3.1: Envelope convexo
A Figura 3.1 ilustra o envelope convexo de uma func¸a˜o na˜o convexa qualquer.
Note que o envelope convexo de um func¸a˜o f , pode ser visto como a parte inferior
do envolto´rio convexo (conjunto de todas as combinac¸o˜es convexas) do ep´ıgrafo
de f .
Ale´m disso o envelope convexo tambe´m pode ser descrito como:
cof(x) = sup
{
stx− b | sty − b ≤ f(y), ∀y ∈ X} ,
ou seja, e´ o supremo das func¸o˜es lineares que minoram f em X.
Das definic¸o˜es anteriores temos o seguinte resultado.
Teorema 3.7.2. x¯ e´ minimizador global de f em X se e somente se x¯ e´ mini-
mizador local de cof e cof(x¯) = f(x¯).
Logo se conhecemos o envelope convexo de f , enta˜o para encontrar o mı´nimo
global de f basta minimizar o cof , que por sua vez e´ uma func¸a˜o convexa.
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O problema esta´ exatamente em como obter cof . Conforme a definic¸a˜o acima,
o cof coincide exatamente com o biconjugado de Legendre-Fenchel cof = f ∗∗,
onde f ∗ : X∗ → R
f ∗(s) = sup
x∈X
[stx− f(x)].
Existem algoritmos para calcular f ∗∗, como em [43]. Pore´m tais procedimentos
sa˜o via´veis apenas para uma varia´vel.
3.7.1 Subestimativas Convexas
Para determinados tipos de func¸a˜o e´ fa´cil de se obter uma subestimativa con-
vexa para a mesma. Em certos casos tal subestimativa pode coincidir com o
envelope convexo da func¸a˜o.
Por exemplo, seja f uma func¸a˜o coˆncava em um intervalo [a, b]. Da´ı uma su-
bestimativa convexa e´ facilmente obtida por
f(a)− f(a)− f(b)
b− a (x− a),
que corresponde a reta que une os extremos do intervalo, ver Figura 3.2.
a b
Figura 3.2: Envelope convexo para uma func¸a˜o coˆncava
No caso de termos bilineares, na forma xy, Al-Khayyal e Falk, [4], mostraram
que a subestimativa convexa mais precisa no domı´nio [xL, xU ]× [yL, yU ] e´ obtida
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substituindo xy por uma varia´vel wb, satisfazendo:
wB = max
{
xLy + xyL − xLyL , xUy + xyU − xUyU} .
Podemos introduzir a relac¸a˜o acima em nosso problema atrave´s das desigualdades:
wB ≥ xLy + xyL − xLyL
wB ≥ xUy + xyU − xUyU .
E mais, segundo McCormick, [47], impondo um limitante superior para wB pode-
mos obter uma melhor aproximac¸a˜o para o problema inicial. Isso e´ feito incluindo
as desigualdades:
wB ≤ xUy + xyL − xUyL
wB ≤ xLy + xyU − xLyU .
Uma subestimativa para termos fraciona´rios x/y pode ser obtida de maneira
ana´loga, segundo Maranas e Floudas (1995), [45]. Uma nova varia´vel wF e´ intro-
duzida e limitada pelas seguintes desigualdades
wF ≥
{
xL/y + x/yU − xL/yU , se xL ≥ 0
x/yU − xLy/yLyU + xL/yL, se xL ≤ 0
wF ≥
{
xU/y + x/yL − xU/yL, se xU ≥ 0
x/yL − xUy/yLyU + xU/yU , se xU ≤ 0
Ale´m dessas regras, outras para termos trilineares xyz e trilineares fraciona´rios
xy/z sa˜o apresentadas em [1].
Uma func¸a˜o f : [a, b] → R e´ dita coˆncavo-convexa se para algum xm ∈ (a, b)
a func¸a˜o e´ coˆncava em [a, xm] e convexa em [xm, b]. Assim, pela definic¸a˜o de
envelope convexo, espera-se que o mesmo coincida com f em sua parte convexa
e se altere para uma reta em sua parte coˆncava, ver Figura 3.1. Desse modo, o
que nos interessa e´ determinar o ponto x¯ em que o envelope convexo muda de
representac¸a˜o. O ponto x¯ e´ aquele onde a inclinac¸a˜o da reta secante aos pontos
a e x¯ coincide com a inclinac¸a˜o da curva da func¸a˜o, que equivale a soluc¸a˜o de
f(x)− f(a)− f ′(x)(x− a) = 0,
que pode ser obtida pelo Me´todo de Newton ou Secante.
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Para func¸o˜es convexo-coˆncavas, o envelope convexo pode ser determinado de ma-
neira similar.
Note que todas as regras apresentadas nessa sec¸a˜o, sa˜o aplica´veis a func¸o˜es de
uma varia´vel, ou a termos bilineares/trilineares. Pore´m tais te´cnicas sa˜o empre-
gadas na pra´tica para se determinar uma subestimativa convexa para func¸o˜es de
va´rias varia´veis que podem ser escritas em func¸a˜o dos termos tratados anteri-
ormente. Para isso essas regras sa˜o aplicadas aos termos que compo˜e a func¸a˜o
original.
3.7.2 Envelopes α
Para func¸o˜es na˜o convexas mais gerais, sem nenhuma das particularidades
citadas na sec¸a˜o anterior, uma subestimativa convexa pode ser obtida por meio
de um envelope α, como descrito em [1].
Seja f : X → R, com X sendo uma caixa em Rn, X = [xL1 , xU1 ]× · · · × [xLn , xUn ] e
f ∈ C2. Uma subestimativa convexa e´ dada pela func¸a˜o abaixo
φ(x) = f(x) +
1
2
n∑
i=1
αi(x
L
i − xi)(xUi − xi),
onde αi sa˜o escalares positivos.
Note que o segundo termo de φ(x) e´ sempre negativo para x ∈ X, assim φ(x) ≤
f(x) para todo x ∈ X. Ale´m disso este termo e´ quadra´tico e convexo, logo todas
as na˜o convexidades na func¸a˜o original podem ser eliminadas tomando-se αi’s su-
ficientemente grandes. Portanto φ(x) e´ de fato uma subestimativa convexa va´lida
para f em X.
Como φ tambe´m e´ continuamente diferencia´vel duas vezes, temos que φ sera´
convexa se e somente se ∇2φ(x) for semi-definida positiva. Note que:
∇2φ(x) = ∇2f(x) + ∆,
onde ∆ e´ uma matriz diagonal cujos elementos sa˜o os αi’s.
Dado que a f ∈ C2 e o conjunto X e´ compacto, a matriz ∇2f(x) e´ limitada
e portanto, existe uma matriz δ tal que a matriz ∇2φ(x) e´ definida positiva.
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Uma forma de determinar os valores αi’s de modo que ∇2φ(x) seja semi-definida
positiva para todo x ∈ X, e´ usar uma versa˜o intervalar do Teorema dos Discos
de Gerschgorin.
Teorema 3.7.3. Seja AI ∈ In×n uma matriz intervalar, AIij = [aLij, aUij]. Um
limitante inferior para o menor autovalor e´ dado por
λmin ≥ min
i
{
aLii −
∑
i 6=j
mag(aij)
}
,
onde mag(aij) = max
{∣∣aLij∣∣ , ∣∣aUij∣∣}, e λmin e´ o menor dentre os menores autova-
lores das matrizes A ∈ AI .
Outras formas de se obter os coeficientes αi sa˜o tratadas em [1].
E´ claro que quanto menores forem os valores αi’s, mais preciso sera´ o limitante
inferior dado por φ(x). Todavia apo´s obter os αi’s, conhecemos uma subestima-
tiva convexa φ para f em X, mas na˜o sabemos qual o mı´nimo de φ em X. Logo
para obter o limitante inferior para f em X e´ necessa´rio resolver o subproblema
min
x∈X
φ(x),
o qual esperamos resolver de forma eficiente ja´ que φ e´ convexa.
Cap´ıtulo 4
Ana´lise Intervalar aplicada a`
Otimizac¸a˜o Global Irrestrita
Nesta cap´ıtulo veremos como a ana´lise intervalar pode contribuir na resoluc¸a˜o
do problema de otimizac¸a˜o global (1.1).
O minimizador global poderia ocorrer na fronteira de X0. Assumiremos que
tal minimizador ocorre no interior de X0.
Poder´ıamos usar o me´todo de Newton Intervalar, descrito no Cap´ıtulo 3, para
tentar limitar por pequenas caixas todos os pontos em que ∇f(x) = 0 para
x ∈ X0. Todavia, f pode ter um nu´mero arbitrariamente alto de pontos em X0
onde o gradiente se anula, sendo que estes por sua vez podem ser maximizadores
ou pontos de sela, e na˜o minimizadores.
As ferramentas que a ana´lise intervalar nos fornece sa˜o mais u´teis num contexto
de algoritmos do tipo branch-and-bound (BB) como veremos a seguir.
4.1 Princ´ıpio Branch-and-Bound
Em um me´todo branch-and-bound (BB), inicialmente a regia˜o via´vel X0 e´
relaxada, isto e´, obtemos um conjunto S0 ⊂ Rn (mais simples que X0) tal que
X0 ⊂ S0. Em seguida S0 e´ particionado (branching) em um nu´mero finito de
subconjuntos Si, dando origem a subproblemas:
Pi: min
x∈Si
f(x). (4.1)
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E´ claro que a melhor soluc¸a˜o dentre as soluc¸o˜es globais dos subproblemas Pi e´
tambe´m soluc¸a˜o global de (1.1). Portanto o pro´ximo passo e´ resolver os subpro-
blemas.
Para cada subproblema Pi sa˜o determinados limitantes inferiores (lower bounds)
e (se poss´ıvel) superiores (upper bounds) para a soluc¸a˜o, que denotaremos por
β(Si) e α(Si) respectivamente (bounding).
Ale´m disso definimos
β = min
i∈I
β(Si)
e
α = min
i∈I
α(Si),
onde I e´ o conjunto de ı´ndices dos subproblemas Pi que ainda na˜o foram proces-
sados (isto e´, resolvidos ou descartados, como veremos adiante).
Em seguida selecionamos alguns (ou todos) subproblemas Pi, e cada um destes e´
novamente particionado em subproblemas ainda menores, e assim sucessivamente.
Note que
β ≤ min
x∈X0
f(x) ≤ α,
portanto um crite´rio pra´tico de parada e´ α− β < ε.
Um fato importante e´ que ao longo do processo BB, alguns subproblemas podem
ser descartados, isto e´, na˜o precisam ser explorados (particionados), simplesmente
porque o mı´nimo global na˜o pode ser alcanc¸ado em tais subproblemas. A esse
processo damos o nome de pruning (poda).
Essa denominac¸a˜o decorre do fato de que o processo de BB pode ser visto como
uma a´rvore onde S0 e´ o no´ raiz e cada particionamento (ramificac¸a˜o) da´ origem
a novos no´s (subproblemas). Assim se temos certeza de que em um dado no´ o
mı´nimo global na˜o pode ocorrer, enta˜o podamos tal no´ (descartamos tal subpro-
blema).
As regras mais comuns de pruning sa˜o:
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• Prune by bound. Se para um dado subproblema Pi, seu limitante inferior
β(Si) e´ maior que α (o menor limitante superior no momento) enta˜o Pi
pode ser descartado. A lo´gica dessa regra e´ fa´cil de ser entendida, pois se:
β(Si) > α = min
i∈I
α(Si) = α(Sk),
enta˜o o melhor valor poss´ıvel que pode ser alcanc¸ado em Pi na˜o e´ melhor
do que o pior valor que pode ser alcanc¸ado em Pk.
• Prune by Infeasibility. Se Si∩X0 = ∅ enta˜o a regia˜o via´vel do subproblema
Pi na˜o e´ via´vel para o problema P , logo Pi pode ser descartado.
• Prune by Optimality. Se o mı´nimo global de um dado subproblema Pi foi
encontrado na˜o ha´ porque explorar mais tal subproblema. Se tal soluc¸a˜o
for menor que α, enta˜o ela se torna uma das candidatas a mı´nimo global.
4.2 Um Proto´tipo de Algoritmo BB
Um proto´tipo de algoritmo branch-and-bound segundo Horst & Tuy, [31], e´
descrito a seguir:
Algoritmo 2: branch-and-bound
1. obtenha uma relaxac¸a˜o S0 para a regia˜o fact´ıvel X
0. Obtenha um limitante
superior α(S0) e inferior β(S0) para f em S0. Encontre x
0 fact´ıvel em S0 e
fac¸a x¯ = x0. Se f(x0) < α, enta˜o α = f(x0). Inicialize a lista Lp = {P0}.
2. se α − β < ε ou Lp = ∅ pare, retorne x¯ como soluc¸a˜o. Sena˜o, escolha
alguns subproblemas que ainda esta˜o na lista Lp (selection). Remova tais
subproblemas de Lp.
3. para cada subproblema Pk escolhido, particione-o (branching) em m sub-
problemas menores, tais que ∪mi=1Ski = Sk, e adicione-os a lista Lp.
4. para cada subproblema filho Pki , se Ski ∩X0 = ∅, enta˜o remova-o da lista
Lp (prune by infeasibility).
5. caso contra´rio, obtenha limitantes α(Ski) e β(Ski) (bounding).
6. se β(Ski) > α enta˜o remova Pki de Lp (prune by bound).
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7. caso α(Ski) = β(Ski), enta˜o remova-o da lista (prune by optimality).
8. fac¸a α = mini∈Lp α(Si), β = mini∈Lp β(Si), e x¯ igual a algum ponto fact´ıvel,
dentro de alguma regia˜o Sj tal que α(Sj) = mini∈Lp α(Si).
Retorne ao passo 2.
O proto´tipo descrito anteriormente e´ uma das verso˜es mais simples de algoritmo
BB para otimizac¸a˜o global, e e´ a base para algoritmos que empregam te´cnicas
mais avanc¸adas como envelopes convexos [1] ou ana´lise intervalar [25], [35], para
eliminar regio˜es onde o minimizador global na˜o pode estar.
Como nosso propo´sito e´ obter um algoritmo para a resoluc¸a˜o do problema de
otimizac¸a˜o global irrestrito, na˜o nos preocuparemos como no proto´tipo acima,
em verificar a viabilidade.
Ale´m disso, iremos supor que uma caixa inicial X0 ⊂ Rn que conte´m os mi-
nimizadores globais de f e´ conhecida previamente. De fato, se f e´ coerciva, isto
e´, se f(x) → ∞ a` medida em que ‖x‖ → ∞, enta˜o existe uma caixa X0 ⊂ Rn,
ainda que muito grande, tal que todos os minimizadores globais de f se encontram
em X0.
4.3 Crite´rios de Selec¸a˜o e Partic¸a˜o
As operac¸o˜es de selec¸a˜o, partic¸a˜o e obtenc¸a˜o de limitantes sa˜o cruciais para
eficieˆncia e convergeˆncia dos me´todos branch-and-bound. Na˜o trataremos de to-
dos os detalhes aqui. Para mais informac¸o˜es, ver [31], [52], [62].
Um esquema de obtenc¸a˜o de limitantes e´ dito consistente se todo elemento de
partic¸a˜o Sk na˜o descartado pode ser refinado posteriormente e, se para qualquer
sequeˆncia infinita decrescente de elementos de partic¸a˜o, a diferenc¸a entre os li-
mitantes superiores e inferiores tende a zero. A maioria dos algoritmos assegura
a consisteˆncia atrave´s de um esquema exaustivo de partic¸a˜o, isto e´, os elementos
de partic¸a˜o convergem a pontos ou a conjuntos onde o subproblema e´ facilmente
resolvido.
Um crite´rio de selec¸a˜o e´ dito bound-improving se, sempre apo´s um nu´mero finito
de iterac¸o˜es e´ selecionado o elemento de partic¸a˜o associado ao menor limitante
inferior atual.
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Se o esquema de obtenc¸a˜o de limitantes e´ consistente e o crite´rio de selec¸a˜o e´
bound-improving enta˜o o processo branch-and-bound e´ convergente, ver [31].
No passo 2 do Algoritmo 2, selecionaremos sempre o subproblema que possui
menor limitante inferior β(Si). Isso assegura que o crite´rio de selec¸a˜o e´ bound-
improving. A lista Lp sera´ mantida em ordem crescente de limitante inferior, e
desse modo, sempre escolheremos o primeiro elemento da lista.
No passo 3 do Algoritmo 2, o problema selecionado sera´ subdivido em dois novos
subproblemas. Para isso realizaremos a bissec¸a˜o da caixa Si ao longo de alguma
coordenada, gerando duas novas caixas menores.
Alguns autores [30], [31], selecionam a coordenada na qual se dara´ a bissec¸a˜o
como sendo aquela de maior tamanho, isto e´, se X = Si, enta˜o a bissec¸a˜o se dara´
na coordenada j tal que:
j = argmaxk {w(Xk)} .
Em nosso algoritmo tomaremos como coordenada para bissec¸a˜o:
j = argmaxk {w(∇f(X)k.(Xk − xk))} , (4.2)
onde xk = m(Xk).
A ide´ia por tra´s dessa regra e´ a de minimizar a largura da func¸a˜o de inclusa˜o:
w(F (X)) = w(F (X)− f(x))
≈ w(∇f(X)T (X − x))
= w(
n∑
k=1
∇f(X)k.(Xk − xk))
=
n∑
k=1
w(∇f(X)k.(Xk − xk)).
Para mais detalhes sobre esta e outras regras, ver [62].
Ha´ outros esquemas ale´m da bissec¸a˜o para a partic¸a˜o dos intervalos. Alguns
autores sugerem a trissec¸a˜o ou a multisec¸a˜o da caixa X. O leitor interessado
pode consultar: [29], [30], [31], [32], [52] e [62].
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Para obtenc¸a˜o de limitantes usaremos extenso˜es intervalares e formas centradas.
Como a largura excessiva das extenso˜es intervalares e formas centradas tende a
zero a` medida que a amplitude do intervalo e´ reduzido e, como a cada iterac¸a˜o
uma caixa sera´ descartada, reduzida ou particionada, temos que o esquema de
obtenc¸a˜o de limitantes e´ consistente.
Como o crite´rio de selec¸a˜o adotado e´ bound-improving e, o esquema de obtenc¸a˜o
de limitantes e´ consistente, temos enta˜o que o algoritmo branch-and-bound com
as escolhas anteriores e´ convergente.
4.4 Obtendo Limitantes
Podemos usar a ana´lise intervalar para obter limitantes inferiores e superiores
de f para os subproblemas gerados, pois suas regio˜es fact´ıveis sera˜o tambe´m cai-
xas. Para tanto, podemos tomar simplesmente a extensa˜o intervalar natural de
f , ou usar as formas centradas de Taylor ou do Valor Me´dio, ou ainda a forma
inclinac¸a˜o.
Lembrando, quando utilizamos a notac¸a˜o f(X) estamos nos referindo a extensa˜o
intervalar natural de f em X, e como os limitantes inferiores e superiores de f
em X sera˜o denotados por f(X) e f(X) respectivamente, temos que f(X) =
[f(X), f(X)].
Ha´ outras formas para obter limitantes para um dado subproblema, ou em um
dado subintervalo X ⊂ X0. Por exemplo, se f e´ Lipschitz em X e temos conheci-
mento de sua constante L, enta˜o podemos obter um limitante inferior de maneira
barata, como vimos na Sec¸a˜o 2.2.
Temos tambe´m alternativas mais caras computacionalmente, como calcular uma
subestimativa convexa da func¸a˜o no subintervalo [1], ou ainda o envelope convexo
[68], como descrito na Sec¸a˜o 3.7, e em seguida obter um limitante inferior encon-
trando o mı´nimo de tal relaxac¸a˜o.
Em nosso algoritmo optamos por utilizar a extensa˜o intervalar natural da func¸a˜o
f em um dado intervalo, pela simplicidade na implementac¸a˜o. Os limitantes
obtidos dessa forma podem ser melhorados apo´s o teste de monotonicidade.
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4.5 Ana´lise Intervalar e Branch-and-Bound
Podemos tirar proveito das ferramentas de ana´lise intervalar principalmente
para incrementar as regras de descarte durante o processo de BB.
4.5.1 Teste de Monotonicidade
Seja X ⊂ X0 uma caixa no interior de X0. Note que se na˜o existe x ∈ X tal
que ∇f(x) = 0, enta˜o X na˜o pode conter um minimizador global. Para realizar
este teste basta considerar uma extensa˜o intervalar ∇f(X) do gradiente da f em
X. Realizamos o teste componente a componente, e se 0 /∈ ∂f(x)
∂xi
(X) para algum
i, enta˜o ∇f(x) na˜o possui nenhum zero em X, logo X pode ser descartada. Esse
teste e´ chamado teste de monotonicidade.
Se a caixa X na˜o foi eliminada pelo teste de monotonicidade, aproveitamos a
avaliac¸a˜o de ∇f(X) para dois propo´sitos.
Primeiro, avaliamos a forma do Valor Me´dio:
f(x) +∇f(X)T (X − x),
onde x = m(X), e realizamos a intersec¸a˜o dos limitantes obtidos aqui, com aque-
les obtidos anteriormente pela extensa˜o intervalar natural. Isso pode melhorar os
limitantes de f em X.
Ale´m disso, a informac¸a˜o de ∇f(X) pode ser utilizada posteriormente para deter-
minar em qual coordenada realizar a bissec¸a˜o, de acordo com a regra estabelecida
em (4.2).
4.5.2 Teste de Na˜o Convexidade
Se x¯ e´ um minimizador irrestrito de f , seja local ou global, temos que∇2f(x) ≥
0 para todo x ∈ V (x¯). Por outro lado uma condic¸a˜o necessa´ria para que ∇2f(x)
seja semi-definida positiva e´ que os elementos da diagonal ∇2f(x)ii sejam na˜o
negativos para todo i. Consideremos novamente uma caixa X ⊂ X0, e H(X)
uma extensa˜o intervalar para a Hessiana da f em X. Se Hii(X) < 0 para algum
i, enta˜o ∇2f(x)ii < 0 para todo x ∈ X, e portanto ∇2f(x) na˜o pode ser semi-
definida positiva em nenhum ponto de X. Logo podemos descartar X. Este e´
chamado teste de na˜o convexidade.
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4.5.3 Desigualdade Intervalar
Tanto o teste de monotonicidade, como o de na˜o convexidade sa˜o capazes de
eliminar, ou na˜o, toda a caixa X em questa˜o. A partir daqui apresentaremos
te´cnicas capazes de eliminar partes da caixa X.
Assim que uma nova caixa X e´ gerada pelo algoritmo BB, limitantes inferiores
e superiores para f em X sa˜o avaliados pela extensa˜o intervalar natural. Neste
momento verificamos se f(X) > f¯ , onde f¯ e´ o menor valor de func¸a˜o encontrado
ate´ o momento. Se sim, toda a caixa X pode ser eliminada.
Agora, considere a forma centrada do Valor Me´dio para f em uma dada caixa X
de centro em x:
¤f(X) ⊂ f(x) +∇f(X)T (X − x)
= f(x) +
n∑
j=1
∇f(X)j.(Xj − xj)
= f(x) +
∑
j 6=i
∇f(X)j.(Xj − xj) +∇f(X)i(Xi − xi).
Nos interessam na caixa X apenas os pontos x nos quais f(x) ≤ f¯ , ou seja:
f(x) +
∑
j 6=i
∇f(X)j.(Xj − xj) +∇f(X)i(Xi − xi) ≤ f¯ .
Assim, tomando:
U = f(x) +
∑
j 6=i
∇f(X)j.(Xj − xj)− f¯ ,
V = ∇f(X)i, e
t = Xi − xi,
obtemos uma desigualdade intervalar linear U + V t ≤ 0.
Note que a desigualdade intervalar pode ser aplicada a`s n coordenadas da caixaX.
A Sec¸a˜o 3.5 mostra como calcular o conjunto soluc¸a˜o T para este tipo de de-
sigualdade. Note que nem todos os casos precisam ser considerados no ca´lculo
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de T . Isto porque o teste de desigualdade intervalar e´ efetuado apo´s o teste de
monotonicidade. Logo, se 0 /∈ ∇f(X)i = V , a caixa X ja´ tera´ sido eliminada
pelo teste de monotonicidade.
Apo´s obter T realizamos a seguinte atualizac¸a˜o:
X
′
i = T + xi
Xi = X
′
i ∩Xi
Se a intersec¸a˜o acima resultar em um conjunto vazio, mostramos que na˜o ha´
ponto x ∈ X tal que f(x) ≤ f¯ , logo toda a caixa X pode ser descartada. Caso T
seja composto por dois intervalos semi-infinitos, a intersec¸a˜o acima pode resultar
em um gap na caixa X. Se isso ocorrer, armazenamos a informac¸a˜o do gap para
ser usada em uma futura bissec¸a˜o.
Poder´ıamos realizar a bissec¸a˜o em mais de uma coordenada a medida em que
os gaps va˜o aparecendo. Todavia eliminar os gaps em cada coordenada pode
gerar um nu´mero excessivo de novas caixas, a medida que a dimensa˜o aumenta.
Optamos por armazenar as informac¸o˜es de gap em cada coordenada, para de-
cidir posteriormente em qual coordenada sera´ feita a bissec¸a˜o.
4.5.4 Box Consistency
A linearizac¸a˜o utilizada na sec¸a˜o anterior e´ feita em relac¸a˜o a todas as varia´veis.
Podemos utilizar tambe´m o conceito de box consistency apresentado na Sec¸a˜o 3.6
para verificar se f(x) ≤ f¯ em uma determinada caixa X. Ao utilizar este con-
ceito, linearizamos f com respeito a uma varia´vel por vez, fixando as demais em
seus intervalos:
q(xi) = f(X1, X2, . . . , Xi−1, xi, Xi+1, . . . , Xn) ≤ f¯ .
Podemos reescrever a desigualdade acima como:
f(X1, X2, . . . , Xi−1, xi, Xi+1, . . . , Xn)− f¯ = (−∞, 0],
ou ainda:
f(X1, X2, . . . , Xi−1, xi, Xi+1, . . . , Xn) + [−f¯ ,∞) = 0. (4.3)
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Assim podemos aplicar a esta equac¸a˜o o procedimento descrito na Sec¸a˜o 3.6.
Para cada coordenada sera˜o necessa´rias duas novas avaliac¸o˜es de f , uma em cada
extremo do intervalo Xi. Precisaremos tambe´m de
∂f
∂xi
(X). Mas essa informac¸a˜o
ja´ temos armazenada pois o teste de monotonicidade ja´ foi realizado.
Ale´m de usar box consistency para verificar os pontos x ∈ X que verificam
f(x) ≤ f¯ , podemos ainda aplica´-la sobre a equac¸a˜o ∇f(x) = 0, para elimi-
nar regio˜es de X que na˜o conteˆm pontos estaciona´rios de f .
Este tambe´m e´ o propo´sito do me´todo de Newton Intervalar como veremos a
seguir. Todavia, segundo [26], box consistency funciona melhor em caixas gran-
des, enquanto o Newton intervalar funciona melhor em caixas pequenas.
Perceba que ∇f(x) = 0 e´ um sistema de equac¸o˜es na˜o lineares. Assim, apli-
camos box consistency a cada uma das equac¸o˜es ∇f(x)j = 0, com respeito a
uma, algumas, ou todas as varia´veis xi.
Optamos por aplicar box consistency com respeito a` varia´vel xi sobre a equac¸a˜o
∇f(x)i = 0, para i = 1, 2, . . . , n. Outros esquemas sa˜o discutidos em [26].
Note que para cada coordenada i, precisaremos de duas avaliac¸o˜es de gradiente,
em relac¸a˜o aos extremos de Xi, e tambe´m de um elemento da diagonal da Hessi-
ana ∇2f(X)ii. Se o teste de na˜o convexidade foi realizado previamente, podemos
aproveitar o ca´lculo de ∇2f(X)ii ja´ realizado. Caso contra´rio a` medida que as
componentes ∇2f(X)ii forem calculadas, podemos verificar se ∇2f(X)ii < 0.
4.5.5 Newton Intervalar
Poder´ıamos aplicar o me´todo de Newton Intervalar para localizar todos os
pontos em que ∇f(x) = 0 em X0, mas como ja´ mencionado anteriormente, tal
procedimento e´ invia´vel.
Na verdade o me´todo de Newton Intervalar pode fornecer bons resultados quando
aplicado dentro de um algoritmo do tipo BB. Por exemplo, se um dado subinter-
valo X ⊂ X0, na˜o foi descartado pelo teste de limitante inferior, passou pelo teste
de monotonicidade e de na˜o-convexidade, enta˜o podemos aplicar uma iterac¸a˜o do
Me´todo de Newton Intervalar sobre ∇f em X.
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Ao realizar uma iterac¸a˜o de Newton Intervalar, se N(x,X) estiver no interior de
X o Teorema 3.4.4 garante a existeˆncia e unicidade de um zero de ∇f(x) em
X e consequentemente em N(x,X). Como o intervalo X na˜o foi barrado pelo
teste de na˜o convexidade e tem um u´nico ponto estaciona´rio, temos boas chances
de tal ponto ser o minimizador global de f em X, e enta˜o podemos nos sentir
encorajados a iniciar um algoritmo de busca local em X. Se tal algoritmo local
convergiu a um ponto xˆ ∈ X que cumpre as condic¸o˜es suficientes de segunda
ordem enta˜o podemos descartar X por otimalidade.
Por outro lado o Teorema 3.4.3 nos diz que se N(x,X) ∩ X = ∅ enta˜o na˜o
existe ponto x ∈ X no qual o gradiente se anula. Portanto X na˜o pode conter
um minimizador global de f , e podemos descartar X.
No caso em que a iterac¸a˜o do me´todo de Newton Intervalar na˜o conseguiu pro-
var a unicidade ou a na˜o existeˆncia de zeros de ∇f em X, adicionamos o novo
intervalo N(x,X) ∩X a lista de intervalos a serem processados no lugar de X.
Algoritmo 3: Iterac¸a˜o de Newton Intervalar
1. Obtenha X, J(x,X) e ∇f(x).
2. Calcule m(J(x,X)) e se poss´ıvel B = m(J(x,X))−1. Sena˜o, tome B = I.
3. Fac¸a M = BJ(x,X), r = −B∇f(x) e y = N(x,X)− x.
4. Se M for diagonalmente dominante, aplique eliminac¸a˜o Gaussiana sobre
My = r.
5. CasoM na˜o seja diagonalmente dominante ou a eliminac¸a˜o Gaussiana falhe,
aplique o me´todo de Gauss-Seidel sobre My = r, enquanto houver reduc¸a˜o
na caixa X.
6. Se alguma componente Xi for vazia, significa que X na˜o possui zeros de
∇f(x), logo descarte X.
Se alguma componente Xi for composta por dois intervalos, guarde a in-
formac¸a˜o do gap.
Se constatada a unicidade de um zero de ∇f(x) em X, guarde esta in-
formac¸a˜o.
No Algoritmo 3, ao resolver o sistema linear J(x,X)[N(x,X) − x] = −∇f(x),
primeiro precondicionamos o sistema. A seguir, se a matriz intervalar do sistema
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precondicionado M = BJ(x,X) for intervalarmente diagonalmente dominante,
enta˜o aplicamos eliminac¸a˜o Gaussiana antes do me´todo de Gauss-Seidel inter-
valar. Apesar de mais cara computacionalmente, os limitantes fornecidos pela
eliminac¸a˜o Gaussiana Intervalar costumam ser mais precisos, permitindo uma
reduc¸a˜o mais efetiva na caixa X.
4.5.6 Back-Boxing
Em 1996, Iwaarden [32] propoˆs uma estrate´gia para a resoluc¸a˜o de problemas
de otimizac¸a˜o global irrestrita. Denominada Back-Boxing, a ide´ia consiste em
tirar proveito da eficieˆncia dos me´todos locais de otimizac¸a˜o, e apo´s a localizac¸a˜o
de um minimizador local x¯, determinar a maior regia˜o poss´ıvel ao redor de x¯,
tal que x¯ seja o u´nico minimizador nessa regia˜o. Alguns autores, como [35], se
referem a este procedimento como ε-inflation.
Para tanto, novamente e´ empregada a ana´lise intervalar.
Uma vez determinado um minimizador local x¯ ∈ X, buscamos a maior caixa
Bg ao redor de x¯ para qual 0 /∈ ∇f(Bg). Para isso e´ usada uma extensa˜o inter-
valar natural de ∇f . Enquanto 0 /∈ ∇f(Bg) aumentamos Bg.
Em seguida, buscamos a maior caixa Bh a partir de Bg, na qual ∇2f(x) > 0
para todo x ∈ Bh. Para verificar se ∇2f(x) > 0 para todo x ∈ Bh, verificamos se
∇2f(Bh) e´ diagonalmente dominante com elementos positivos na diagonal. En-
quanto ∇2f(Bh) for diagonalmente dominante aumentamos Bh.
Por fim, buscamos a maior caixa Bhs a partir de Bh, na qual x¯ seja o u´nico
ponto que anula o ∇f(x). Para tanto usamos o operador de Newton Intervalar
N(x¯, Bhs), e aumentamos Bhs enquanto N(x¯, Bhs) ⊂ Bhs.
Resumindo, apo´s localizar um minimizador local x¯ ∈ X (atrave´s de um me´todo
de busca local restrito a X), obtemos a caixa Bg, que em seguida e´ aumentada
para Bh, e por fim aumentada para Bhs. A essa caixa final chamaremos de B.
Sabemos da´ı que x¯ e´ o u´nico minimizador global de f em B, e consequentemente
de B ∩ X, portanto tal regia˜o na˜o precisa mais ser explorada em X. A seguir,
particionamos o espac¸o restante X \ (B ∩X) de maneira conveniente e continu-
amos com o processo de branch-and-bound.
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Algoritmo 4: Crescer a caixa
1. Dados x¯ ∈ X, α ∈ (0, 1), 0 < a0 < αX e θ > 1. Fac¸a a = a0 e B = x¯;
2. Fac¸a Bg = (x¯+ [−a, a]e) ∩X
3. Se 0 /∈ ∇f(Bg), fac¸a B = Bg e,
se w(B) > αX, pare, sena˜o fac¸a a = θa e volte ao passo 2.
4. Fac¸a Bh = (x¯+ [−a, a]e) ∩X
5. Se ∇2f(Bh) for diagonalmente dominante, fac¸a B = Bh e,
se w(B) > αX, pare; sena˜o fac¸a a = θa e volte ao passo 4.
6. Fac¸a Bhs = (x¯+ [−a, a]e) ∩X
7. Aplique uma iterac¸a˜o do me´todo de Newton e obtenha N(x¯, Bhs).
Se N(x¯, Bhs) ⊂ Bhs, fac¸a B = Bhs e,
se w(B) > αX, pare; sena˜o fac¸a a = θa e volte ao passo 6.
O paraˆmetro a0 e´ o raio inicial da caixa de Back-Boxing B e o paraˆmetro θ define
o fator de expansa˜o desta caixa. Ja´ o paraˆmetro α serve para limitar o tamanho
ma´ximo da caixa B a uma porcentagem da caixa original X.
Em [32], a caixa B pode crescer ate´ se tornar a pro´pria caixa X. Introduzi-
mos um limite no crescimento da caixa B porque acreditamos que eliminar as
novas caixas provenientes da divisa˜o do espac¸o restante atrave´s de te´cnicas mais
simples seja mais eficiente do que tentar crescer demasiadamente a caixa B.
Figura 4.1: Obtendo Back-Box e particionando o espac¸o restante
Apo´s o crescimento da caixa B o espac¸o restante e´ subdividido conforme o algo-
ritmo a seguir.
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Algoritmo 5: Subdivisa˜o do espac¸o restante
1. Fac¸a Xd = X, B = B ∩X.
2. Efetue a divisa˜o das coordenadas em ordem decrescente de tamanho.
3. Para a j-e´sima coordenada, fac¸a:
X1 = X2 = Xd,
X1j = [X
1
j , Bj], X
2
j = [Bj, X
2
j ]
4. Adicione X1 e X2 a` lista Lp.
5. Atualize Xdj = Bj, fac¸a j = j + 1 e retorne ao passo 3.
A Figura 4.1 ilustra o processo aplicado a func¸a˜o Tree Hump Camel Back.
Um minimizador local e´ localizado no ponto (0, 0)T . A seguir, enquanto a unici-
dade de tal minimizador e´ verificada, uma caixa ao redor do mesmo e´ ampliada.
Enta˜o, tal caixa e´ eliminada e o restante do espac¸o de busca particionado.
4.6 Busca Local
A busca local desempenha um papel importante em algumas partes de nosso
algoritmo.
Lembrando que o primeiro teste capaz de descartar uma caixa X e´ f(X) > f¯ ,
quanto menor o valor de f¯ maior e´ a probabilidade de uma caixa ser eliminada
por esse crite´rio. Ale´m disso, f¯ tambe´m e´ utilizado para eliminar toda ou partes
da caixa X que na˜o cumprem a desigualdade f(x) ≤ f¯ .
Logo e´ de interesse melhorar o valor f¯ o quanto antes. Portanto a cada nova caixa
X selecionada para processamento, avaliaremos f(m(X)) e se f(m(X)) < f¯ atu-
alizamos este valor. Pore´m, seguindo a filosofia de que quanto menor f¯ melhor,
sempre que ocorrer f(m(X)) < f¯ , na˜o nos contentaremos apenas com o valor de
f no ponto me´dio deX, e aplicaremos umme´todo de busca local a` partir dem(X).
Com isso esperamos melhorar o valor de f¯ qua˜o logo poss´ıvel, alcanc¸ando assim
de forma mais ra´pida o minimizador global. Lembrando que uma vez localizado
um minimizador local x¯, podemos utilizar Back-Boxing para delimitar uma a´rea
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na qual x¯ e´ o u´nico minimizador global, eliminando tal regia˜o de X e subdivi-
dindo o espac¸o restante.
Ale´m disso, se ao aplicar o me´todo de Newton intervalar constatarmos a uni-
cidade de um zero de ∇f(x) em X, enta˜o novamente usamos um me´todo local
para localizar tal ponto estaciona´rio.
4.7 Um Algoritmo para Otimizac¸a˜o Global Ir-
restrita
Nesta sec¸a˜o propomos um algoritmo BB com as te´cnicas de ana´lise intervalar
apresentadas anteriormente para resoluc¸a˜o do problema de otimizac¸a˜o global ir-
restrita.
Como ja´ dito anteriormente, supomos conhecida uma caixa inicial X0 na qual
o minimizador global da func¸a˜o esteja em seu interior. Consideramos tambe´m
que as derivadas de primeira e segunda ordem sa˜o conhecidas explicitamente e
informadas como dados de entrada. Isso pode ser evitado mediante uso de dife-
renciac¸a˜o automa´tica, ver [21], [56].
No Algoritmo 6, a lista Lp deve estar ordenada por limitante inferior. Logo,
sempre que uma caixa for adicionada a` lista ela ja´ deve entrar em sua posic¸a˜o
correta. Deste modo, para selecionar a caixa com menor limitante inferior no
passo 4 basta tomar a primeira caixa da lista.
O menor limitante superior α sera´ tomado como α = f¯ , onde f¯ denota o menor
valor de func¸a˜o objetivo ate´ o momento.
Em va´rios pontos do algoritmo usamos o termo progresso suficiente. Conside-
ramos que uma dada caixa X sofreu uma reduc¸a˜o suficiente ou teve um progresso
suficiente quando:
max
i
{w(X ′i)− w(Xi)} < γw(X),
para γ ∈ (0, 1), onde X ′ denota a caixa reduzida.
Procuramos no Algoritmo 6 empregar as te´cnicas de ana´lise intervalar em or-
dem crescente de custo computacional, onde a primeira e´ a avaliac¸a˜o de f(X) e o
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teste de limitante inferior f(X) > f¯ e a u´ltima e´ o me´todo de Newton intervalar.
Assim, caso a caixa X ja´ tenha sofrido uma reduc¸a˜o suficiente, dispensamos as
te´cnicas mais caras e retornamos X a lista Lp para processamento posterior.
Na˜o fazemos uso de box consistency em todas as caixas processadas. Em [26],
Hansen e Walster afirmam que box consistency funciona melhor que o me´todo de
Newton intervalar em caixas grandes. A te´cnica de box consistency so´ e´ realizada
em uma determinada caixa X, se este procedimento foi bem sucedido na caixa
pai de X. Bem sucedido significa que:
max
i
{w(X ′i)− w(Xi)} < γ′w(X),
para γ′ ∈ (0, γ), onde X ′ denota a caixa reduzida apo´s box consistency.
Tambe´m na˜o aplicamos o me´todo de Newton Intervalar a todas as caixas. Em
[25], [26], e´ observado que o me´todo de Newton Intervalar funciona melhor em
caixas pequenas. Para decidir se uma caixa e´ pequena adotamos, em nosso algo-
ritmo, a estrate´gia a seguir.
Definindo wI como o tamanho da menor caixa para a qual o me´todo de New-
ton intervalar na˜o foi capaz de realizar reduc¸a˜o alguma, e wR como o tamanho
da maior caixa para a qual o me´todo de Newton intervalar foi capaz de realizar
alguma reduc¸a˜o. Iniciamos com wI = w(X
0) e wR = 0, e este valores sa˜o atua-
lizados apo´s cada aplicac¸a˜o do me´todo de Newton intervalar. Da´ı, para verificar
se o me´todo de Newton intervalar deve ser utilizado em uma determinada caixa
X, verificamos se:
w(X) < (1− λ)wR + λwI ,
com λ ∈ [0, 1].
Em [26], e´ tomado λ = 0.5. Assim, o me´todo de Newton intervalar e´ aplicado
a caixa X apenas se esta tiver largura inferior a me´dia aritme´tica de wR e wI .
Quanto mais pro´ximo de 1 estiver λ, mais eˆnfase sera´ dada ao me´todo de Newton
Intervalar, ja´ que a toleraˆncia com relac¸a˜o ao tamanho da caixa sera´ maior.
O Algoritmo 6 retorna uma lista de caixas Lr na unia˜o das quais se encontra
um minimizador global de f em X0. Note que o algoritmo pode ser finalizado
antes de encontrar, ou delimitar por pequenas caixas, todos os minimizadores
globais, consequeˆncia do crite´rio de parada f¯ − β < εf . Caso seja de interesse
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encontrar todos os minimizadores globais de f em X0, basta remover este crite´rio
de parada do passo 3.
Algoritmo 6: branch-and-bound com te´cnicas de ana´lise intervalar
1. Dados f ,∇f , ∇2f , X0, εf , εX , γ, γ′
2. Calcule f(X0) e fac¸a f¯ = f(X0) e β = f(X0).
Inicialize Lp = X
0, Lr = ∅, wI = w(X0), wR = 0.
3. Fac¸a β = minX∈Lp f(X).
Remova de Lr as caixas X tais que f(X) > f¯ .
Se Lp = ∅ ou f¯ − β < εf pare. Retorne a lista Lr.
4. Fac¸a X igual a primeira caixa na lista Lp (aquela que possui o menor
limitante inferior). Remova tal caixa de Lp.
5. Se w(X) < εX ou f(X)−f(X) < εf , coloque X em Lr e retorne ao passo 3.
6. Avalie f(m(X)) e se f(m(X)) < f¯ , fac¸a f¯ = f(m(X)).
7. Se no passo anterior f(m(X)) < f¯ , aplique umme´todo de busca local restrito
a X a partir de m(X). Atualize f¯ se necessa´rio.
8. Remova da lista Lp todas as caixas Y tais que f(Y ) > f¯ .
9. Aplique o teste de monotonicidade, avaliando as componentes de∇f(X). Se
para algum i, 0 /∈ ∇f(X)i, descarte X, retorne ao passo 3. Caso contra´rio,
armazene ∇f(X).
10. Se o me´todo local foi acionado no passo 7, aplique Back-Boxing como no
Algoritmo 4. Adicione a caixa B a lista Lr, forc¸ando f(B) = f¯ . Subdivida o
espac¸o restante conforme o Algoritmo 5. Calcule f(X i) para as novas caixas
geradas, e elimine aquelas tais que f(X i) > f¯ . Adicione as novas caixas
restantes a` lista Lp por ordem de limitante inferior. Retorne ao passo 3.
11. Avalie a forma do Valor Me´dio, fg(X) = f(m(X)) +∇f(X)T (X −m(X))
e fac¸a intersec¸a˜o de fg(X) com f(X). Atualize os limitantes f(X) e f(X).
Se f(X) > f¯ remova X e retorne ao passo 3.
Se f(X)− f(X) < εf , coloque X na lista Lr, e retorne ao passo 3.
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12. Aplique desigualdade intervalar sobre f(x) ≤ f¯ , como na Sec¸a˜o 4.5.3, para
eliminar toda ou parte da caixa X. Caso haja gap, armazene essa in-
formac¸a˜o. Se toda caixa X foi eliminada, retorne ao passo 3, sena˜o atualize
a caixa X. Se houve progresso suficiente, recalcule f(X) para atualizar os
limitantes. Se f(X) > f¯ , elimine X, sena˜o coloque X em Lp e retorne ao
passo 3.
13. Se na caixa pai de X, box consistency aplicado a desigualdade f(x) ≤ f¯ teve
bons resultados, aplique box consistency sobre f(x) ≤ f¯ em X, conforme
Sec¸a˜o 4.5.4. Se a caixa X foi eliminada, retorne ao passo 3, sena˜o atualize
X e guarde informac¸a˜o sobre a qualidade na reduc¸a˜o.
Se houve progresso suficiente, recalcule f(X). Se f(X) > f¯ , elimine X,
sena˜o coloque X em Lp e retorne ao passo 3.
14. Se na caixa pai de X, box consistency aplicado a ∇f(x) = 0 teve bons resul-
tados, aplique box consistency sobre∇f(x) = 0 emX, conforme Sec¸a˜o 4.5.4.
Se a caixa X foi eliminada, retorne ao passo 3, sena˜o atualize X e guarde
informac¸a˜o sobre a qualidade na reduc¸a˜o.
Se houve progresso suficiente, recalcule f(X). Se f(X) > f¯ , elimine X,
sena˜o coloque X em Lp e retorne ao passo 3.
15. Se no passo anterior, box consistency foi aplicada, aproveite as avaliac¸o˜es de
∇2f(X)ii e aplique o teste de na˜o convexidade. Se para algum i,∇2f(X)ii <
0, elimine a caixa X e retorne ao passo 3.
16. Se w(X) < (1 − λ)wR + λwI , enta˜o avalie J(x,X) = ∇2f(X), e aplique o
me´todo de Newton Intervalar sobre ∇f(x) = 0 em X, como no Algoritmo 3.
Se o teste de na˜o convexidade ainda na˜o foi realizado, efetue-o durante o
me´todo de Newton.
Se o me´todo de Newton comprovou na˜o existeˆncia, elimine X e retorne ao
passo 3.
Se o me´todo de Newton comprovou unicidade, enta˜o aplique um me´todo de
busca local restrito a X a partir de m(X), e caso necessa´rio atualize f¯ . Re-
mova da lista Lp todas as caixas Y tais que f(Y ) > f¯ . Se f¯ foi atualizado,
fac¸a f(X) = f¯ . Coloque X na lista Lr e retorne ao passo 3.
Por fim, se houve reduc¸a˜o, atualize X. Se houve gap, guarde essa in-
formac¸a˜o. Se a reduc¸a˜o gerou um progresso suficiente, recalcule f(X).Se
f(X) > f¯ , elimine X, sena˜o coloque X em Lp e retorne ao passo 3.
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17. Caso haja informac¸a˜o de gap proveniente dos passos 12 e 16, sobreponha
os gaps e escolha uma das coordenadas com gap para efetuar a bissec¸a˜o.
Removendo o gap escolhido de X, sa˜o geradas duas novas caixas X1 e X2.
Calcule f(X1) e f(X2). Se f(X1) > f¯ elimine X1, sena˜o adicione X1 a
lista Lp (em ordem de limitante inferior). Se f(X
2) > f¯ elimine X2, sena˜o
adicione X2 a lista Lp. Retorne ao passo 3.
18. Fac¸a a bissec¸a˜o de X ao longo da coordenada determinada pela Regra (4.2).
Para as duas caixas geradas X1 e X2, calcule f(X1) e f(X2), efetue o teste
de limitante inferior, e em seguida adicione-as a lista Lp.
Retorne ao passo 3.
4.8 Branch-and-bound e DIRECT
No Cap´ıtulo 2 estudamos o me´todo DIRECT e suas principais propriedades. O
DIRECT pode ser abordado como um algoritmo do tipo branch-and-select, com o
esquema de partic¸a˜o como definido na Sec¸a˜o 2.3, e o crite´rio de selec¸a˜o baseado
na definic¸a˜o de retaˆngulos potencialmente o´timos.
Vimos que um dos pontos fortes do DIRECT e´ a forma como o me´todo explora o
espac¸o de busca, balanceando a eˆnfase entre busca local e busca global.
Por outro lado fazendo uso apenas de avaliac¸o˜es de func¸a˜o e, sem o conheci-
mento da constante de Lipschitz propriamente dita, o DIRECT na˜o e´ capaz de
realizar uma busca completa, descartando retaˆngulos na˜o promissores, obtendo
limitantes para a func¸a˜o objetivo em um determinado retaˆngulo e por fim verifi-
cando a otimalidade global.
Ja´ um algoritmo do tipo branch-and-bound com te´cnicas de ana´lise intervalar,
como o Algoritmo 6, contempla todas essas caracter´ısticas.
Propomos uma variac¸a˜o no Algoritmo 6 quanto ao crite´rio de selec¸a˜o e ao es-
quema de partic¸a˜o.
Ao inve´s de selecionar a caixa X associada ao menor limitante inferior, passo 4
do Algoritmo 6, usaremos o crite´rio de retaˆngulos (caixas) potencialmente o´timos
do DIRECT.
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Ale´m disso ao inve´s da bissec¸a˜o da caixa X, passo 18 do Algoritmo 6, adotare-
mos o esquema de partic¸a˜o do DIRECT, dividindo a caixa X ao longo das maiores
coordenadas por ordem de func¸a˜o objetivo, como na Sec¸a˜o 2.3.
A esta variac¸a˜o do Algoritmo 6, denominaremos Algoritmo 7, mas na˜o apre-
sentaremos uma listagem expl´ıcita devido a`s semelhanc¸as entre este algoritmos.
Como o crite´rio de retaˆngulos potencialmente o´timos requer o valor de func¸a˜o
no ponto me´dio das caixas, tal informac¸a˜o deve ser armazenada para cada caixa
da lista Lp. Como tal avaliac¸a˜o ocorre no esquema de partic¸a˜o, o passo 6 do
Algoritmo 6 pode ser omitido no Algoritmo 7.
Na Sec¸a˜o 4.3, vimos que se o esquema de obtenc¸a˜o de limitantes e´ consistente
e o crite´rio de selec¸a˜o e´ bound-improving, enta˜o o processo branch-and-bound
converge.
O esquema de obtenc¸a˜o de limitantes do Algoritmo 7 e´ o mesmo daquela sec¸a˜o.
Logo, nos resta provar que o crite´rio de selec¸a˜o atrave´s de retaˆngulos potenci-
almente o´timos e´ bound-improving, provando assim que o Algoritmo 7 e´ conver-
gente.
Proposic¸a˜o 4.8.1. O crite´rio de selec¸a˜o baseado em retaˆngulos potencialmente
o´timos, como no DIRECT, e´ bound-improving.
Prova. Seja Xklb a caixa associada ao menor limitante inferior f
k
lb na iterac¸a˜o k.
Se Xklb e´ potencialmente o´tima, sera´ selecionada na pro´pria iterac¸a˜o k.
Caso contra´rio, pelas observac¸o˜es na Sec¸a˜o 2.4 decorrentes da Definic¸a˜o 2.4.1
de retaˆngulos potencialmente o´timos, temos que a cada iterac¸a˜o sempre sera´
selecionada dentre as maiores caixas aquela com menor valor de func¸a˜o objetivo.
Assim, apo´s um nu´mero finito de iterac¸o˜es, teremos que:
w(Xklb) > w(X),∀X ∈ Lp, X 6= Xklb,
enta˜o Xklb sera´ potencialmente o´tima e portanto selecionada.
Desse modo, temos que o Algoritmo 7 e´ um algoritmo branch-and-bound con-
vergente.
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Apesar do poss´ıvel maior nu´mero de avaliac¸o˜es de func¸a˜o do Algoritmo 7 em
relac¸a˜o ao Algoritmo 6, devido ao esquema de divisa˜o inspirado no DIRECT, es-
peramos que o Algoritmo 7 herde as boas caracter´ısticas do DIRECT e explore o
espac¸o de busca de maneira mais efetiva.
Cap´ıtulo 5
Resultados Computacionais
Neste cap´ıtulo apresentamos os detalhes na implementac¸a˜o do algoritmo DIRECT
e dos algoritmos propostos nas Sec¸o˜es 4.7 e 4.8. A seguir sa˜o apresentados os pro-
blemas teste extra´ıdos da literatura [8], [9], [30], [33], [41]. Uma comparac¸a˜o entre
os algoritmos e´ apresentada e os resultados computacionais expostos e analisados.
5.1 Detalhes da Implementac¸a˜o
Para a implementac¸a˜o do algoritmo DIRECT e dos demais algoritmos propos-
tos usamos o software MATLAB R©, em sua versa˜o 2007a. Os testes computacionais
foram realizados em um Intel Core 2 Duo, com 2GB de RAM, e sistema opera-
cional Microsoft Windows XP R©.
Para utilizar a aritme´tica intervalar no MATLAB utilizamos o pacote INTLAB, [64],
em sua versa˜o 5.5, dispon´ıvel na internet:
http://www.ti3.tu-harburg.de/~rump/intlab.
Infelizmente tal pacote na˜o implementa aritme´tica intervalar estendida, ou seja,
divisa˜o por um intervalo contendo zero. As rotinas desse pacote associadas a
divisa˜o na aritme´tica intervalar foram alteradas para tratar de alguns casos da
divisa˜o por um intervalo contendo zero. Para o caso em que a divisa˜o contendo
zero resulta em dois intervalos semi-infinitos o tratamento foi realizado a` parte
nas rotinas onde tal resultado e´ relevante, como na iterac¸a˜o de Gauss-Seidel In-
tervalar e Newton Intervalar.
O pacote INTLAB fornece ainda, suporte para diferenciac¸a˜o automa´tica, em modo
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avanc¸ado, [56], [60], [64]. Assim, na implementac¸a˜o dos algoritmos propostos,
pode-se evitar o fornecimento das expresso˜es para as derivadas de primeira e se-
gunda ordem.
Nos Algoritmos 6 e 7, quando precisamos de um solver local (com restric¸o˜es
de caixa) utilizamos o comando fmincon do MATLAB. Para o problema de mini-
mizac¸a˜o com restric¸o˜es de canalizac¸a˜o fmincon utiliza um me´todo tipo Regia˜o
de Confianc¸a, [6].
5.2 Problemas Teste
Testamos os algoritmos implementados sobre um conjunto de problemas cla´s-
sicos da literatura em otimizac¸a˜o global, que podem ser encontrados em [8], [9],
[30] [33]. Inclu´ımos tambe´m ao conjunto de problemas teste um problema es-
pec´ıfico relacionado a minimizac¸a˜o de energia potencial, de grande interesse em
Engenharia Qu´ımica, ver [41].
A formulac¸a˜o de cada um dos problemas e´ dada a seguir:
1. Branin
min
x
(
x2 − 5x
2
1
4pi2
+
5x1
pi
− 6
)2
+ 10
(
1− 1
8pi
)
cos(x1) + 10
s.a −5 ≤ x1 ≤ 10
0 ≤ x2 ≤ 15
Possui 3 minimizadores locais que sa˜o globais, f ∗ = 0.3979.
2. Booth
min
x
(x1 + 2x2 − 7)2 + (2x1 + x2 − 5)2
s.a −10 ≤ xi ≤ 10 para i = 1, 2.
O mı´nimo global e´ f ∗ = 0.
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3. Rastrigin
min
x
10n+
n∑
i=1
(x2i − 10cos(2pixi))
s.a −5.12 ≤ xi ≤ 5.12 para i = 1, 2, . . . , n.
Possui va´rios mı´nimos locais. O mı´nimo global e´ f ∗ = 0. Neste problema
usamos n = 2.
4. O mesmo que o Problema 3, com n = 5.
5. Michalewicz
min
x
−
n∑
i=1
sin(xi)(sin(
i
pi
x2i ))
2m
s.a 0 ≤ xi ≤ pi para i = 1, 2, . . . , n.
Possui va´rios mı´nimos locais. Neste problema usamos m = 10 e n = 2. O
mı´nimo global e´ f ∗ = −1.8013.
6. O mesmo que o Problema 5, com m = 10 e n=5. O mı´nimo global e´
f ∗ = −4.687658
7. Griewank
min
x
n∑
i=1
x2i
4000
−
n∏
i=1
cos
(
xi√
i
)
+ 1
s.a −600 ≤ xi ≤ 600 para i = 1, 2, . . . , n.
Possui va´rios mı´nimos locais. O mı´nimo global e´ f ∗ = 0. Neste problema
usamos n = 2.
8. Easom
min
x
−cos(x1)cos(x2)exp(−(x1 − pi)2 − (x2 − pi)2)
s.a −100 ≤ xi ≤ 100 para i = 1, 2, . . . , n.
O mı´nimo global e´ f ∗ = −1.
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9. Three Hump Camel Back
min
x
2x21 − 1.05x41 + 16x61 − x1x2 + x22
s.a −3 ≤ x1 ≤ 3
−2 ≤ x2 ≤ 2
Possui 3 mı´nimos locais dos quais 1 e´ global, com f ∗ = 0.
10. Six Hump Camel Back
min
x
(4− 2.1x21 + 13x41)x21 + x1x2 + (−4 + 4x22)x22
s.a −3 ≤ x1 ≤ 3
−2 ≤ x2 ≤ 2
Possui 6 mı´nimos locais, dos quais 2 sa˜o globais, com f ∗ = −1.0316.
11. Hartman 3
min
x
−
m∑
i=1
ciexp
(
−
m∑
j=1
aij(xj − pij)2
)
s.a 0 ≤ xj ≤ 1 para j = 1, 2, . . . , n
Neste problema n = 3, e A, c e P sa˜o dados por
A =

3 10 30
0.1 10 35
3 10 30
0.1 10 35
 , c =

1
1.2
3
3.2
 , P =

0.3689 0.1170 0.2673
0.4699 0.4387 0.7470
0.1091 0.8732 0.5547
0.03815 0.5743 0.8828
 ,
Possui 4 mı´nimos locais, sendo 1 global com f ∗ = −3.8627.
12. Hartman 6. O mesmo que o Problema 11, com n = 6 e A, c, P dados por
A =

10 3 17 3.5 1.7 8
0.05 10 17 0.1 8 14
3 3.5 1.7 10 17 8
17 8 0.05 10 0.1 14
 , c =

1
1.2
3
3.2
 ,
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P =

0.1312 0.1696 0.5569 0.0124 0.8283 0.5886
0.2329 0.4135 0.8307 0.3736 0.1004 0.9991
0.2348 0.1451 0.3522 0.2883 0.3047 0.6650
0.4047 0.8828 0.8732 0.5743 0.1091 0.0381

Possui 4 mı´nimos locais, dos quais 1 e´ global com f ∗ = −3.3223.
13. Shekel 5
min
x
−
m∑
i=1
1
(x− ai)T (x− ai) + ci
s.a 0 ≤ xj ≤ 10 para j = 1, 2, 3, 4,
onde ai e´ a i-e´sima linha de A e ci e´ o i-e´simo elemento de c. A e c sa˜o
dados por
A =

4 4 4 4
1 1 1 1
8 8 8 8
6 6 6 6
3 7 3 7
2 9 2 9
5 5 3 3
8 4 8 1
6 2 6 2
7 3.6 7 3.6

, c =

0.1
0.2
0.2
0.4
0.4
0.6
0.3
0.7
0.5
0.5

.
Neste problema usamos m = 5. Possui 5 mı´nimos locais dos quais apenas
um e´ global, com f ∗ = −10.1531.
14. Shekel 7. O mesmo que o Problema 13, com m = 7. Possui 7 mı´nimos
locais dos quais apenas um e´ global, com f ∗ = −10.4029.
15. Shekel 10. O mesmo que o Problema 13, com m = 10. Possui 10 mı´nimos
locais dos quais apenas um e´ global, com f ∗ = −10.5364.
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16. 2D Shubert
min
x
(
5∑
i=1
icos[(i+ 1)x1 + i]
)(
5∑
i=1
icos[(i+ 1)x2 + i]
)
s.a −10 ≤ xj ≤ 10 para j = 1, 2.
Possui 760 mı´nimos locais, sendo 18 globais, com f ∗ = −186.7309.
17. Rosenbrock
min
x
n−1∑
i=1
(
100(x2i − xi+1)2 + (xi − 1)2
)
s.a −5 ≤ xj ≤ 10 para j = 1, 2, . . . , n.
O mı´nimo global e´ f ∗ = 0.
18. Levy
min
x
sin2(piy1) +
n−1∑
i=1
(yi − 1)2(1 + 10sin2(piyi+1)) + (yn − 1)2
s.a −10 ≤ xj ≤ 10 para j = 1, 2, . . . , n.
onde yi = 1 +
xi−1
4
, para i = 1, 2, . . . , n.
Possui va´rios mı´nimos locais. O mı´nimo global e´ f ∗ = 0. Neste problema,
n = 3.
19. O mesmo que o Problema 18, com n = 4.
20. O mesmo que o Problema 18, com n = 5.
21. O mesmo que o Problema 18, com n = 8.
22. O mesmo que o Problema 18, com n = 10.
23. Problema extra´ıdo de [41].
min
x
n∑
i=1
1 + cos(3xi) +
(−1)i√
b+ acos(xi)
s.a 0 ≤ xj ≤ 5 para j = 1, 2, . . . , n.
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onde a = −4.141720682 e b = 10.60099896. Possui va´rios mı´nimos locais,
da ordem de 2n. Neste problema usamos n = 5. O mı´nimo global e´ f ∗ =
−0.5072.
24. O mesmo que o Problema 23, com n = 8. O mı´nimo global e´ f ∗ = −0.3289.
25. O mesmo que o Problema 23, com n = 10. O mı´nimo global e´ f ∗ = −0.4112.
5.3 Resultados Computacionais
Nesta sec¸a˜o apresentamos os resultados computacionais dos algoritmos imple-
mentados quando aplicados ao conjunto de problemas teste da Sec¸a˜o 5.2.
Em nossos experimentos computacionais testamos o desempenho dos seguintes
algoritmos:
• DIRECT: implementac¸a˜o do algoritmo DIRECT discutido na Sec¸a˜o 2.3.
• BBIA1: implementac¸a˜o do Algoritmo 6, da Sec¸a˜o 4.7, sem o uso de Back-
Boxing.
• BBIA2: implementac¸a˜o do Algoritmo 6, da Sec¸a˜o 4.7, com o uso de Back-
Boxing.
• DIRIA1: implementac¸a˜o do Algoritmo 7, da Sec¸a˜o 4.8, sem o uso de Back-
Boxing.
• DIRIA2: implementac¸a˜o do Algoritmo 7, da Sec¸a˜o 4.8, com o uso de Back-
Boxing.
Nas tabelas apresentadas nas pro´ximas sec¸o˜es, adotamos a seguinte notac¸a˜o:
# nu´mero do problema teste
n dimensa˜o do problema teste
FE nu´mero de avaliac¸o˜es de func¸a˜o
GE nu´mero de avaliac¸o˜es de gradiente
HE nu´mero de avaliac¸o˜es de Hessiana
Tempo(s) tempo em segundos.
Ale´m disso, quando comparamos os quatro u´ltimos algoritmos, estamos nos re-
ferindo a` busca completa, isto e´, todo espac¸o de busca e´ verificado e todos os
mı´nimos globais devidamente localizados. Nestes testes tomamos εx = εf = 10
−4.
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5.3.1 Paraˆmetros Envolvidos
Tanto o algoritmo DIRECT quanto os algoritmos branch-and-bound propostos
nas Sec¸o˜es 4.7 e 4.8 requerem certos paraˆmetros.
No caso do DIRECT, o u´nico paraˆmetro que precisa ser informado e´ o paraˆmetro
ε empregado na selec¸a˜o de retaˆngulos potencialmente o´timos. Nos experimentos
computacionais adotamos o valor de ε = 10−4 sugerido em [33].
Ja´ os Algoritmos 6 e 7, da Sec¸a˜o 4.7, requerem uma quantidade maior de paraˆmetros.
Os valores para os paraˆmetros apresentados a seguir foram os mesmos nas va-
riac¸o˜es BBIA1, BBIA2, DIRIA1 e DIRIA2.
Com relac¸a˜o ao paraˆmetro γ empregado no crite´rio de progresso suficiente, to-
mamos γ = 0.25, como em [26]. Assim, se uma caixa X sofrer uma reduc¸a˜o
equivalente a 25% de seu tamanho inicial, consideramos que houve progresso su-
ficiente.
Para γ′ relacionado ao crite´rio de aplicac¸a˜o de box consistency adotamos γ′ = 0.2.
Desse modo, se apo´s a aplicac¸a˜o das te´cnicas de box consistency houve reduc¸a˜o de
20% na caixa X, consideramos que box consistency foi bem sucedido e portanto
sera´ utilizado nas caixas geradas a partir de uma poss´ıvel subdivisa˜o de X.
O paraˆmetro λ usado para verificar se uma caixa X e´ pequena o suficiente para a
aplicac¸a˜o do me´todo de Newton Intervalar foi tomado como λ = 1, isto e´, sempre
que w(X) < wI , aplicaremos o me´todo de Newton Intervalar.
Temos tambe´m os paraˆmetros empregados nos procedimentos de Back-Boxing.
Para a0, o diaˆmetro inicial da caixa de Back-Boxing, utilizamos:
a0 =
{
0.01X se w(X) ≤ 100,
0.001X caso contra´rio.
Para α, a porcentagem com relac¸a˜o a caixa inicial X, usamos:
α =
{
0.05 se w(X) > 1,
0.25 caso contra´rio.
e para o fator de expansa˜o da Back-Boxing tomamos θ = 2.
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5.3.2 Perfil de Desempenho
Para a ana´lise e comparac¸a˜o dos me´todos usaremos a ferramenta denominada
perfil de desempenho.
Introduzido por Dolan e More´ [10], o perfil de desempenho e´ uma ferramenta
para comparar o desempenho de ns algoritmos quando aplicados na resoluc¸a˜o de
np problemas, usando uma medida de desempenho tal como o nu´mero de ava-
liac¸o˜es de func¸a˜o ou tempo de execuc¸a˜o.
O valor denotado por msp representa a medida de desempenho para resolver
o problema p atrave´s do algoritmo s. Seja S o conjunto de algoritmos e P o con-
junto de problemas. Para cada problema p e algoritmo s a taxa de desempenho e´
calculada por:
rsp =
msp
min {msp , ∀s ∈ S}
se o algoritmo s tem sucesso na resoluc¸a˜o do problema p, caso contra´rio:
rsp = rM
onde rM e´ um paraˆmetro pre´-fixado, suficientemente grande.
Para cada s, a func¸a˜o de distribuic¸a˜o acumulativa ρs : R→ [0, 1] para a taxa de
desempenho rsp e´ constru´ıda:
ρs(τ) =
1
np
# {p ∈ P | rsp ≤ τ} ,
onde #A denota a cardinalidade de um conjunto A.
Esta func¸a˜o representa o desempenho do algoritmo s na resoluc¸a˜o de p pro-
blemas e e´ na˜o decrescente e constante por partes. Na ana´lise do algoritmo s,
dois valores nos da˜o informac¸o˜es importantes: a eficieˆncia deste algoritmo, que e´
indicada pela porcentagem de problemas resolvidos em menor tempo dada pelo
valor ρs(1), e sua robustez, que e´ representada pelo valor τ¯ para o qual ρs(τ¯) = 1,
se existe tal valor para τ < rM .
Seja s¯ o algoritmo que da´ o ma´ximo valor para ρs(1). Isto significa que o algo-
ritmo s¯ resolve o maior nu´mero de problemas com o menor valor para a medida
m e portanto e´ considerado o algoritmo mais eficiente. E, o melhor algoritmo,
em termos de robustez, sera´ sˆ para o qual τ¯sˆ = mins∈S τ¯s.
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5.3.3 Comparac¸a˜o entre os algoritmos BB
Nesta sec¸a˜o apresentamos uma comparac¸a˜o entre os algoritmos BBIA1 e BBIA2.
Ambos compartilham das mesmas te´cnicas e estrate´gias, pore´m BBIA2 faz uso de
Back-Boxing enquanto BBIA1 na˜o. Com isso poderemos determinar o impacto do
uso de Back-Boxing na resoluc¸a˜o do problema de otimizac¸a˜o global via me´todos
intervalares do tipo branch-and-bound.
As Tabelas 5.1 e 5.2 apresentam o nu´mero de avaliac¸o˜es e o tempo exigido em
cada algoritmo na resoluc¸a˜o dos problemas teste apresentados.
# n FE GE HE Tempo(s)
1 2 67 56 16 0.81
2 2 54 33 4 0.42
3 2 56 33 13 0.65
4 5 496 300 125 15.62
5 2 59 45 19 1.59
6 5 540 361 161 58.18
7 2 124 79 37 2.18
8 2 106 85 21 3.21
9 2 84 70 26 1.11
10 2 194 135 36 3.02
11 3 160 90 23 4.99
12 6 965 440 93 66.31
13 4 106 73 30 3.52
14 4 112 78 30 4.18
15 4 118 80 30 5.58
16 2 2578 1350 410 92.62
17 2 119 81 28 1.41
18 3 72 52 20 2.24
19 4 94 66 26 3.92
20 5 112 76 32 6.17
21 8 171 111 50 16.85
22 10 205 130 60 25.59
23 5 96 63 24 4.74
24 8 248 162 68 25.88
25 10 422 274 123 68.26
Tabela 5.1: Resultados BBIA1
# n FE GE HE Tempo(s)
1 2 88 51 18 1.08
2 2 78 29 7 0.56
3 2 7 3 4 0.06
4 5 13 3 4 0.12
5 2 52 32 13 1.89
6 5 545 364 165 59.83
7 2 7 3 2 0.09
8 2 84 55 17 2.64
9 2 77 63 26 0.99
10 2 200 137 47 3.18
11 3 191 103 31 6.37
12 6 1789 691 84 105.41
13 4 129 55 14 3.26
14 4 232 100 24 7.21
15 4 232 101 24 8.94
16 2 2559 1333 408 92.11
17 2 119 82 29 0.99
18 3 18 12 3 0.29
19 4 22 14 3 0.43
20 5 21 11 3 0.57
21 8 29 13 3 1.16
22 10 32 12 3 1.63
23 5 95 63 25 4.61
24 8 259 176 67 26.33
25 10 435 287 122 68.64
Tabela 5.2: Resultados BBIA2
A Figura 5.1 apresenta o gra´fico de perfil de desempenho para BBIA1 e BBIA2,
Utilizando o tempo (em segundos), como medida de desempenho.
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Figura 5.1: Perfil de desempenho para BBIA1 e BBIA2
Podemos ver que o algoritmo BBIA2 foi mais eficiente que BBIA1, resolvendo em
um tempo menor, 58% dos problemas. Ale´m disso, BBIA2 tambe´m foi o mais
robusto.
O melhor desempenho de BBIA2 em relac¸a˜o a BBIA1 se reflete principalmente
nos problemas 3, 4, 7 e nos problemas 18 a 22, conforme podemos verificar nas
Tabelas 5.1 e 5.2.
Nos problemas 3, 4 e 7 isso ocorre, pois a Back-Boxing evita o problema de
cluster, isto e´, quando as subdiviso˜es se da˜o sobre ou, muito pro´ximo, do minimi-
zador global, fazendo com que o algoritmo perca muito tempo tentando eliminar
caixas pequenas pro´ximas ao o´timo global.
Nos problemas de 18 a 22, a primeira busca local ja´ leva ao u´nico o´timo glo-
bal o qual e´ devidamente isolado pela Back-Boxing, permitindo que o restante
do espac¸o de busca seja facilmente eliminado pelo algoritmo ja´ que para estas
func¸o˜es as extenso˜es intervalares sa˜o bem precisas.
Observamos a dificuldade de ambos os algoritmos em resolver o problema 16,
que apesar de ter dimensa˜o 2, possui va´rios mı´nimos locais, pois a func¸a˜o envolve
produto de cossenos. Ale´m disso os limitantes da ana´lise intervalar sa˜o prejudi-
cados pela presenc¸a das varia´veis de decisa˜o neste produto de cossenos, devido
ao problema de dependeˆncia.
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O problema de dependeˆncia dificultou tambe´m a resoluc¸a˜o do problema 12. Ape-
sar da func¸a˜o do problema 12 ser bem comportada, no sentido de possuir apenas 4
mı´nimos locais, o somato´rio de termos exponenciais envolvendo todas as varia´veis
em cada termo, aumentou o problema de dependeˆncia e consequentemente redu-
ziu o desempenho das ferramentas intervalares empregadas nos algoritmos.
5.3.4 Comparando BB com BB-DIRECT
Nesta sec¸a˜o apresentamos os resultados obtidos pelos algoritmos DIRIA1 e
DIRIA2, que sa˜o similares a BBIA1 e BBIA2 exceto pelo crite´rio de selec¸a˜o e es-
quema de partic¸a˜o que sa˜o os mesmos utilizados no DIRECT.
# n FE GE HE Tempo(s)
1 2 76 60 19 0.98
2 2 54 33 4 0.44
3 2 38 15 5 0.24
4 5 80 15 5 0.55
5 2 36 25 7 1.08
6 5 1368 574 260 98.42
7 2 80 42 14 0.83
8 2 108 57 12 1.95
9 2 83 80 23 1.01
10 2 132 109 32 2.28
11 3 246 123 35 7.94
12 6 2586 702 87 123.43
13 4 127 48 16 2.29
14 4 123 60 21 3.27
15 4 133 64 23 4.32
16 2 3361 1070 311 100.41
17 2 273 103 20 1.56
18 3 73 39 13 1.58
19 4 94 49 17 2.83
20 5 126 57 21 4.68
21 8 241 66 26 11.63
22 10 347 71 29 18.65
23 5 260 160 68 13.06
24 8 419 265 114 40.47
25 10 631 389 176 92.26
Tabela 5.3: Resultados para DIRIA1
# n FE GE HE Tempo(s)
1 2 101 63 22 1.18
2 2 78 29 7 0.56
3 2 7 3 4 0.06
4 5 13 3 4 0.13
5 2 52 32 13 1.89
6 5 1369 537 256 102.23
7 2 7 3 2 0.11
8 2 81 45 13 2.06
9 2 77 63 26 1.01
10 2 133 108 36 2.37
11 3 254 133 43 8.89
12 6 3254 854 45 146.22
13 4 161 45 12 2.94
14 4 241 80 24 5.95
15 4 235 74 20 6.91
16 2 3514 901 90 99.81
17 2 273 104 21 1.55
18 3 18 12 3 0.31
19 4 22 14 3 0.43
20 5 21 11 3 0.57
21 8 29 13 3 1.17
22 10 32 12 3 1.62
23 5 267 163 76 13.61
24 8 477 345 139 51.91
25 10 825 512 297 120.61
Tabela 5.4: Resultados para DIRIA2
As Tabelas 5.3 e 5.4 apresentam o nu´mero de avaliac¸o˜es e o tempo exigido em
cada algoritmo na resoluc¸a˜o dos problemas teste apresentados.
5.3 Resultados Computacionais 91
Utilizando o tempo (em segundos), como medida de desempenho, temos o se-
guinte perfil de desempenho para DIRIA1 e DIRIA2, apresentado na Figura 5.2.
Figura 5.2: Perfil de desempenho para DIRIA1 e DIRIA2
Apesar de DIRIA1 ser mais eficiente que DIRIA2, vemos que o segundo algoritmo
e´ bem mais robusto que o primeiro. Note ainda que a diferenc¸a nos tempos de
DIRIA1 e DIRIA2 nos problemas 3, 4 e 7 sa˜o menores que a diferenc¸a entre BBIA1
e BBIA2, para os mesmos problemas. Isso ocorre grac¸as ao esquema de subdivisa˜o
baseado no DIRECT, que contribui para a reduc¸a˜o do problema de cluster.
Apresentaremos agora uma comparac¸a˜o dos quatro algoritmos propostos. Na
Figura 5.3 apresentamos o perfil de desempenho, tomando o tempo como medida
de desempenho, para os algoritmos BBIA1, BBIA2, DIRIA1 e DIRIA2.
Analisando este perfil de desempenho verificamos que BBIA2 e´ o algoritmo mais
eficiente e robusto dentre os algoritmos propostos, sendo seguido pelo DIRIA2 em
termos de robustez.
No perfil de desempenho da Figura 5.3, e´ interessante notar que DIRIA1 foi mais
robusto que BBIA1. Isso indica que a modificac¸a˜o no algoritmo branch-and-bound
intervalar BBIA1 para utilizar o crite´rio de selec¸a˜o e o esquema de partic¸a˜o do
DIRECT contribuiu para aumentar a robustez do algoritmo.
Trac¸ando agora um perfil de desempenho entre BBIA2 e DIRIA2, verificamos pela
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Figura 5.3: Perfil de desempenho para os algoritmos propostos
Figura 5.4 que de fato, BBIA2 e´ mais eficiente e robusto que DIRIA2.
Figura 5.4: Perfil de desempenho entre BBIA2 e DIRIA2
O esquema de divisa˜o do DIRECT realiza a trissec¸a˜o de uma dada caixa ao longo
das maiores coordenadas. Assim, se todas os lados da caixa forem de mesmo
tamanho o DIRECT realizara´ 2n subdiviso˜es, gerando 2n + 1 novas caixas (na˜o
devemos esquecer da caixa central). Por outro lado o esquema de divisa˜o adotado
no Algoritmo 6 e na maioria dos me´todos branch-and-bound, realiza a bissec¸a˜o
ao longo de apenas uma coordenada, gerando apenas duas novas caixas.
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Essa seja talvez a raza˜o pela qual o esquema de subdivisa˜o cla´ssico de BBIA2 foi
mais efetivo do que o esquema inspirado no DIRECT de DIRIA2. O esquema de
divisa˜o do DIRECT gera bem mais diviso˜es que o esquema cla´ssico de bissec¸a˜o. Por
um lado isso parece bom, pois mais diviso˜es significam caixas menores reduzindo
as sobreestimativas nas func¸o˜es de inclusa˜o. Por outro lado, talvez na˜o sejam
necessa´rias tantas diviso˜es para que as estimativas intervalares se tornem boas, e
ale´m disso a` medida em que a dimensa˜o n cresce, o nu´mero de subdiviso˜es pelo
esquema DIRECT se torna bastante elevado.
5.3.5 Comparac¸a˜o com o DIRECT
Apresentamos aqui, uma comparac¸a˜o entre DIRECT, BBIA2 e DIRIA2. O
DIRECT na˜o tem a capacidade de verificar se alcanc¸ou um minimizador global,
logo a comparac¸a˜o cab´ıvel entre DIRECT e os outros dois algoritmos e´ com relac¸a˜o
ao custo necessa´rio para atingir o mı´nimo global, sem verificar este fato.
Como os valores de mı´nimo global fmin sa˜o conhecidos para todos os problemas
teste, forc¸amos o crite´rio de parada:
f¯ − fmin
1 + fmin
< εf ,
onde f¯ denota o menor valor de f encontrado ate´ o momento.
Nos teste realizados, pedimos a precisa˜o εf = 10
−2 e consideramos que um algo-
ritmo obteve sucesso se o mı´nimo global foi obtido, dentro da precisa˜o desejada,
em ate´ 20000 avaliac¸o˜es de func¸a˜o.
Ale´m disso, DIRECT faz uso apenas de avaliac¸o˜es de func¸a˜o, enquanto BBIA2 e
DIRIA2 fazem uso de avaliac¸o˜es de func¸a˜o, gradiente e Hessiana. Logo, definimos
a seguinte medida de avaliac¸o˜es para este algoritmos:
FE + nGE +
(
n2 + n
2
)
HE.
Nos problemas onde o ponto central do domı´nio inicial e´ o minimizador global,
realizamos uma pequena perturbac¸a˜o nos limitantes das varia´veis, para evitar
que os me´todos parem logo no primeiro ponto visitado.
5.3 Resultados Computacionais 94
A Tabela 5.5 apresenta o nu´mero de avaliac¸o˜es necessa´rio em cada algoritmo
para alcanc¸ar o mı´nimo global. O s´ımbolo † indica que o algoritmo na˜o foi capaz
de alcanc¸ar com a precisa˜o desejada o mı´nimo global dentro do limite estabelecido
de avaliac¸o˜es.
1 2 3 4 5 6 7 8 9
DIRECT 163 239 149 559 67 15241 163 7025 65
BBIA2 43 40 25 88 49 4632 19 245 25
DIRIA2 23 20 11 20 52 7880 17 210 38
10 11 12 13 14 15 16 17
DIRECT 207 199 571 151 145 145 2599 1267
BBIA2 409 76 145 83 98 98 1426 80
DIRIA2 144 82 157 88 104 103 2581 62
18 19 20 21 22 23 24 25
DIRECT 213 387 691 2155 3843 3543 † †
BBIA2 72 108 121 241 317 465 4047 9972
DIRIA2 42 62 56 101 112 2204 8139 16243
Tabela 5.5: Avaliac¸o˜es necessa´rias ate´ alcanc¸ar o mı´nimo global
Pore´m o nu´mero de avaliac¸o˜es de func¸a˜o na˜o reflete de fato o desempenho dos al-
goritmos, pois no caso de BBIA2 e DIRIA2 esta˜o envolvidas no processo, operac¸o˜es
de precondicionamento, resoluc¸a˜o de sistemas lineares, etc.
Logo, para o perfil de desempenho utilizaremos como medida de desempenho
o tempo em segundos necessa´rio para alcanc¸ar o mı´nimo global.
A Tabela 5.6 apresenta o tempo em segundos gasto pelos algoritmos. A Figura
5.5 apresenta o gra´fico de perfil de desempenho para os algoritmos.
Pelo perfil de desempenho verificamos que o DIRECT mostrou-se o mais eficiente
dos algoritmos, no sentido de encontrar mais rapidamente o o´timo global, o que
ocorreu em 64% dos problemas. No entanto, o DIRECT falhou na resoluc¸a˜o de
dois problemas, na˜o atingindo o mı´nimo global dentro do limite de avaliac¸o˜es de
func¸a˜o pre´-estabelecido.
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1 2 3 4 5 6 7 8 9
DIRECT 0.05 0.06 0.03 0.12 0.01 17.11 0.03 29.67 0.01
BBIA2 0.16 0.07 0.05 0.11 0.41 57.11 0.08 2.66 0.07
DIRIA2 0.05 0.04 0.02 0.03 0.41 102.34 0.03 2.21 0.17
10 11 12 13 14 15 16 17
DIRECT 0.05 0.05 0.15 0.05 0.05 0.05 1.38 0.32
BBIA2 2.17 0.41 1.21 0.25 0.31 0.36 19.22 0.11
DIRIA2 0.71 0.41 1.21 0.25 0.31 0.36 52.59 0.05
18 19 20 21 22 23 24 25
DIRECT 0.04 0.07 0.15 0.71 1.38 1.16 † †
BBIA2 0.27 0.41 0.53 1.09 1.55 2.61 26.11 67.92
DIRIA2 0.04 0.06 0.06 0.09 0.11 13.87 50.05 117.31
Tabela 5.6: Tempo gasto para alcanc¸ar o mı´nimo global
Figura 5.5: Perfil de desempenho DIRECT, BBIA2 e DIRIA2
Os outros dois algoritmos foram capazes de atingir a precisa˜o desejada em todos
os problemas, pore´m exigindo quase sempre um tempo bem maior que DIRECT.
Assim, apesar do DIRECT na˜o conseguir verificar a otimalidade global, ou mesmo
ter uma garantia de que uma aproximac¸a˜o para o mı´nimo global sera´ alcanc¸ada
em um nu´mero finito de iterac¸o˜es, o me´todo explora de maneira eficiente o espac¸o
de busca, usando apenas avaliac¸o˜es de func¸a˜o.
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Essa caracter´ıstica do DIRECT e´ importante, pois permite que o mesmo seja utili-
zado como um gerador de pontos iniciais, identificando regio˜es promissoras no
espac¸o de busca, onde um me´todo local possa convergir mais rapidamente a
soluc¸a˜o e/ou atingir a precisa˜o desejada.
Ale´m disso o DIRECT tambe´m e´ um atrativo em problemas onde as func¸o˜es en-
volvidas sa˜o do tipo caixa-preta (black-box), isto e´, quando na˜o se conhece uma
expressa˜o para a func¸a˜o, tampouco informac¸o˜es sobre suas derivadas.
5.3.6 Comparac¸a˜o com Trabalhos Anteriores
Nesta sec¸a˜o comparamos nossos algoritmos BBIA2 e DIRIA2, com um algoritmo
baseado em branch-and-bound intervalar, tambe´m implementado em MATLAB com
o pacote INTLAB.
Denotaremos por INTGLOBAL, o algoritmo implementado em MATLAB, discutido
no trabalho de Pa´l e Csendes, [57]. Neste trabalho e´ proposto um algoritmo tipo
branch-and-bound que faz uso de algumas te´cnicas de ana´lise intervalar tratadas
no Cap´ıtulo 3. Ale´m disso, os autores fornecem um link para download do co´digo
fonte em MATLAB.
No trabalho de Pa´l e Csendes e´ realizada tambe´m uma comparac¸a˜o entre a im-
plementac¸a˜o feita em MATLAB e outra feita em linguagem C. Tal comparac¸a˜o foi
muito importante para no´s, pois forneceu uma ide´ia do quanto o tempo de proces-
samento pode variar de um algoritmo implementado em C e do mesmo algoritmo
implementado em MATLAB. Pa´l e Csendes relatam que apesar do nu´mero de ava-
liac¸o˜es de func¸a˜o, gradiente e Hessiana permanecerem praticamente inalterados
da versa˜o em C para a versa˜o em MATLAB, o tempo de processamento e´ em me´dia
600 vezes maior no MATLAB.
As principais diferenc¸as entre nossos algoritmos e INTGLOBAL, e´ que INTGLOBAL
na˜o faz uso de busca local e nem do processo de Back-Boxing. No algoritmo
INTGLOBAL e´ empregado um esquema de trissec¸a˜o ao inve´s da bissec¸a˜o.
Ale´m disso, no me´todo de Newton Intervalar a caixa e´ dividida ao longo de
todas as coordenadas que conteˆm gap, ao inve´s de armazenar tais informac¸o˜es e
decidir posteriormente uma coordenada na qual se usara´ o gap.
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# n FE GE HE Tempo(s)
1 2 210 147 11 2.97
2 2 49 33 2 0.38
3 2 171 118 15 1.38
4 5 2859 1849 169 26.25
5 2 60 40 3 1.48
6 5 1657 1128 44 96.22
7 2 381 261 33 5.16
8 2 89 62 7 1.11
9 2 303 211 19 4.3
10 2 612 393 19 10.61
11 3 168 123 1 5.95
12 6 976 710 20 61.63
13 4 126 86 7 5.83
14 4 121 78 6 7.48
15 4 123 78 6 10.66
16 2 3098 2090 131 120.33
17 2 142 94 9 1.02
18 3 72 49 4 2.14
19 4 107 71 5 4.11
20 5 135 91 7 6.69
21 8 217 146 9 16.55
22 10 274 188 11 26.42
23 5 606 406 8 25.36
24 8 5043 3130 17 321.47
25 10 21576 12853 48 1793.69
Tabela 5.7: Resultados para INTGLOBAL
Figura 5.6: Perfil de desempenho BBIA2, DIRIA2 e INTGLOBAL
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Os resultados para o algoritmo INTGLOBAL sa˜o listados na Tabela 5.7. A Fi-
gura 5.6 apresenta o perfil de desempenho para os algoritmos BBIA2, DIRIA2 e
INTGLOBAL.
Pelo perfil de desempenho verificamos que tanto BBIA2 quanto DIRIA2 foram
mais eficientes e robustos que INTGLOBAL.
Acreditamos que esse melhor desempenho de nossos algoritmos se deve princi-
palmente a` busca local, capaz de melhorar o quanto antes a soluc¸a˜o fmin po-
tencializando os descartes por limitantes f(X) > fmin e desigualdade intervalar
f < fmin, e ao processo de Back-Boxing capaz de evitar o problema de clusters
isolando os minimizadores locais a` medida que sa˜o encontrados.
Cap´ıtulo 6
Concluso˜es e Trabalhos Futuros
Neste cap´ıtulo apresentamos nossas concluso˜es acerca dos me´todos estudados,
dos algoritmos propostos e resultados computacionais, e comentamos sobre os
trabalhos que podem ser realizados futuramente.
6.1 Concluso˜es
Sem du´vida o problema de otimizac¸a˜o global, ainda que de func¸o˜es conti-
nuamente diferencia´veis e sem restric¸o˜es, e´ um dos problemas mais dif´ıceis em
programac¸a˜o matema´tica. No entanto ha´ uma busca constante por me´todos ou
heur´ısticas eficientes para a resoluc¸a˜o dos mesmos, devido a sua grande aplicabi-
lidade em problemas reais.
O me´todo DIRECT estudado em detalhes no Cap´ıtulo 2, apresenta propriedades
interessantes. Explora de maneira inteligente o espac¸o de busca, balanceando a
eˆnfase entre busca local e busca global. Os clusters criados pelo DIRECT atendem
uma condic¸a˜o de otimalidade, indicando regio˜es onde se encontram minimiza-
dores locais e globais. Faz uso apenas de avaliac¸o˜es de func¸a˜o, na˜o exigindo o
conhecimento da expressa˜o da func¸a˜o ou de suas derivadas, o que e´ bom quando
as func¸o˜es envolvidas sa˜o do tipo caixa-preta.
Pore´m a convergeˆncia aos mı´nimos globais do problema so´ e´ garantida quando
o nu´mero de iterac¸o˜es e/ou avaliac¸o˜es de func¸a˜o tende a infinito. Desse modo
o DIRECT na˜o e´ capaz de verificar que chegou a` soluc¸a˜o, e o crite´rio de parada
adotado e´ um limite no nu´mero de iterac¸o˜es e/ou avaliac¸o˜es de func¸a˜o.
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Em nosso conjunto de problemas teste o DIRECT foi capaz de alcanc¸ar o mı´nimo
global em 92% dos problemas, e em 64% dos problemas, mostrou-se mais eficiente
que os me´todos branch-and-bound intervalares.
Por essas caracter´ısticas acreditamos que o DIRECT deva ser usado em conjunto
com um me´todo de busca local em um algoritmo tipo duas fases. Primeiro, o
DIRECT explora o espac¸o de busca ate´ um nu´mero pre´-estabelecido de avaliac¸o˜es
de func¸a˜o, identificando regio˜es promissoras, nas quais podemos acionar um mi-
nimizador local.
Ja´ os me´todos do tipo branch-and-bound que empregam te´cnicas de ana´lise inter-
valar, como apresentado nos Cap´ıtulos 3 e 4, sa˜o capazes de realizar uma busca
completa, verificando todo o espac¸o de busca e localizando todos os minimizado-
res globais do problema. E´ claro que para isso exigem um custo computacional
bem maior que o DIRECT ale´m de hipo´teses adicionais sobre as func¸o˜es, pore´m
este e´ o prec¸o pago pela verificac¸a˜o da otimalidade global.
De fato, comparando os resultados computacionais, verificamos que na maio-
ria dos problemas os algoritmos branch-and-bound intervalares empregam mais
tempo verificando a otimalidade global que propriamente encontrando os mini-
mizadores globais do problema.
Quanto a`s variac¸o˜es dos Algoritmo 6 e 7, percebemos que o uso de Back-Boxing
torna os algoritmos mais robustos, como foi o caso entre DIRIA1 e DIRIA2, e entre
BBIA1 e BBIA2. Neste u´ltimo, BBIA2 tambe´m tornou-se mais eficiente.
Isso ocorre pois, como ja´ observado em [32] e [35], a Back-Boxing e´ capaz de
evitar o problema de cluster, fazendo com que o algoritmo na˜o perca tempo ex-
plorando regio˜es numa pequena vizinhanc¸a do minimizador global.
Numa comparac¸a˜o entre BBIA1 e DIRIA1, notamos que introduzir os crite´rios de
selec¸a˜o e partic¸a˜o do DIRECT em um algoritmo branch-and-bound, tornou DIRIA1
mais robusto que BBIA1.
Os algoritmos BBIA1, BBIA2, DIRIA1 e DIRIA2 foram capazes de resolver os pro-
blemas testes em sua totalidade. Dentre os quatro, o mais eficiente e robusto foi
o algoritmo BBIA2.
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Em comparac¸a˜o com trabalhos anteriores [57], verificamos que nossos algoritmos
mostram-se bastante competitivos, o que nos motiva a estender nossos estudos
para o caso com restric¸o˜es gerais do problema de otimizac¸a˜o global.
6.2 Trabalhos Futuros
Como nosso trabalho abrangeu o estudo de temas bastante extensos, temos
va´rias possibilidades para trabalhos futuros.
Com relac¸a˜o ao algoritmo DIRECT podemos estudar sua aplicac¸a˜o em proble-
mas com restric¸o˜es de igualdade e desigualdade, mediante o uso de uma func¸a˜o
de penalizac¸a˜o exata. Mesmo tomando uma func¸a˜o de penalizac¸a˜o exata na˜o
diferencia´vel, como a l1, [44], [56], podemos aplicar o DIRECT pois o mesmo na˜o
requer a diferenciabilidade em momento algum.
Em relac¸a˜o a`s te´cnicas de ana´lise intervalar, podemos realizar um estudo de pre-
condicionadores o´timos na resoluc¸a˜o de sistemas lineares intervalares, [7], [35],
para melhorar o desempenho do me´todo de Newton Intervalar. As te´cnicas de
box consistency e hull consistency, citadas na Sec¸a˜o 3.6, tambe´m podem ser es-
tudadas com mais profundidade.
Quanto aos me´todos branch-and-bound intervalares, va´rias escolhas para os cri-
te´rios de selec¸a˜o e esquema de partic¸a˜o podem ser tomadas, [62]. Um estudo mais
detalhado do impacto dessas escolhas no desempenho do BB pode ser feito.
O uso de envelopes convexos e subestimativas convexas, [1], [68], apresentados na
Sec¸a˜o 3.7, para obtenc¸a˜o de limitantes pode ser estudado mais a fundo e imple-
mentado.
Por fim o estudo de algoritmos branch-and-bound intervalares aplicados ao pro-
blema de otimizac¸a˜o global com restric¸o˜es gerais deve ser realizado, bem como a
implementac¸a˜o dos algoritmos propostos neste trabalho em uma linguagem mais
eficiente como C ou Fortran.
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