Existing continuous emotion prediction systems implicitly assume that prediction certainty does not vary with time. However, perception differences among raters and other possible sources of variability suggest that prediction certainty varies with time, which warrants deeper consideration. In this paper, the correlation between the inter-rater variability and the uncertainty of predicted emotion is firstly studied. A new paradigm that estimates the uncertainty in prediction is proposed based on the strong correlation uncovered in the RECOLA database. This is implemented by including the inter-rater variability as a representation of the uncertainty information in a probabilistic Gaussian Mixture Regression (GMR) model. In addition, we investigate the correlation between the uncertainty and the performance of a typical emotion prediction system utilizing average rating as the ground truth, by comparing the prediction performance in the lower and higher uncertainty regions. As expected, it is observed that the performance in lower uncertainty regions is better than that in higher uncertainty regions, providing a path for improving emotion prediction systems.
Introduction
One approach by which a person's state of emotion can be described is in terms of a few affective attributes, which use numerical values to indicate the type and degree of the emotions. The most widely adopted set of these affective attributes are arousal and valence, since the space constructed by these two dimensions can cover almost all subtle and complex emotion states [1] . Recently, there has been growing interest in continuous emotion prediction that can predict how these affective attribute values change with time over the duration of the utterance, since affect can play a key role in human-computer interaction scenarios and in platforms for mental illness detection such as depression [2, 3] .
The emotion prediction problem is generally viewed as a regression problem, where speech waveforms are labeled with a specific numerical value for each affective attribute indicating the short-term emotion intensity. The numerical labels of the speech frames are generally achieved by averaging multi-rater evaluations as perceived by several raters listening to the speech (and watching associated videos if available). However, differences in perception among raters may result in time-varying inter-rater variability. Taking the average of these individual ratings to produce a 'gold standard' forces discrepancies between raters to be ignored. Several studies [4] [5] [6] [7] have showed the importance of taking information from multiple raters into account for both categorical emotion recognition and continuous emotion prediction systems, or have argued that emotion attributes should be ranked instead of trying to predict absolute ordinal values. The latter follows since it has been reported that humans are better at rating emotions in relative rather than absolute terms [8] [9] [10] . Some of these studies [4, 5] claim that hard labels may not be able to model natural emotion variability. Others [6, 7] consider a multi-task learning framework, which learns each rater's individual track, or adds additional training targets comprising of inter-rater standard deviation. On the other hand, higher performance was achieved when dealing with the relative labels using preference learning compared to conventional classification systems [10] . One shortcoming of these methods is treating the multi-rater information as point estimation instead of a distribution, which comprehensively represents the inter-rater variability.
The overall distribution of the inter-rater variability is able to reflect the uncertainty of speech frames to some extent, meaning a high inter-rater variability indicates a high uncertainty of the speech frame. Incorporating this kind of information in the model for uncertainty prediction can give us insights into the natural variability in human emotion expressions.
The key challenges in estimating the prediction uncertainty directly from annotated speech are finding a probabilistic model for the posterior distribution, which provides the means to estimate the uncertainty information, and to incorporate the inter-rater variability in the model. In terms of the first question of a probabilistic model, commonly used Support Vector Machines [11] [12] [13] and Long Short-Term Memory-Neural Networks [14, 15] are not able to handle this problem, since they can only find a point estimate based on one specific structural risk minimization. However, probabilistic models such as Relevance Vector Machines (RVMs) [16] [17] [18] and GMR [19] are capable of incorporating a probabilistic description of the target labels and both of them have been shown to be effective in predicting emotions [16, 19] . Considering the incorporation of the inter-rater variability in the model, the multivariate RVM [20] does not perform well when multi-rater evaluations of arousal and valence are modelled as multi-task learning. Moreover, RVMs are constrained to modelling the distribution of the target only as a Gaussian distribution. In this paper, we adopt GMR as the regression model, which can flexibly incorporate the interrater variability in the feature concatenation phase by concatenating multi-ratings with the features on a frame basis.
Methodology

Conventional GMR
represent the features and labels consisting of the static and dynamic information at frame ݊, where delta is calculated as [19] :
The training features and labels are represented as =
, where ܰ represents the total number of frames. The Gaussian Mixture Model (GMM) ߣ [] of the joint probability distribution of features and labels is trained using all the joint features = [ , ] by the EM algorithm as in [21] .
where ݉ is the mixture number and ‫ݓ‬ is the weight for each mixture. mixture for features and labels. ࢳ () and ࢳ () are the crosscovariance matrices of the ݉ ௧ mixture for features and labels. Full covariance matrices are employed to better capture statistical properties of the features and labels. In order to find label , the conditional probability is estimated as [21] :
It can be seen that ܲ൫ ห , ߣ () ൯ is also a GMM for each
is estimated based on maximizing the function in (3) over consecutive frames and the EM algorithm is generally applied [21] .
A good approximation to the EM algorithm [21, 22] with the dominant mixture sequence ෝ has been shown to be effective in voice conversion systems [21] . The likelihood in (3) can be approximated with a mixture component sequence for each frame as:
Then the label ෝ can be estimated based on the mixture component sequence shown as:
Instead of considering ܲ൫ ห , ߣ () ൯ as a GMM, the approximate algorithm takes the approach of adopting the dominant Gaussian mixture component as the posterior probability. Our preliminary experimental results indicate that the approximate algorithm gives comparable results to the EM algorithm, and consequently the approximate algorithm is utilized in this paper. The replacement of a GMM with a single Gaussian distribution provides a convenient means to estimate the uncertainty as the standard deviation of the dominant mixture component for each frame ݊.
Proposed multi-rater GMR
Incorporating multi-rater variability
To incorporate multi-rater variability into the model, each individual rating is concatenated with the frame-based features , where ݇ is the rater number. For each frame ݊, all the ‫ܭ‬ ratings per frame are utilized to construct the ‫ܭ‬ sets of joint features as:
All the training joint vectors are given as:
The joint GMM is trained similarly to (2) using the new joint features . By doing this, the joint model ߣ () is able to capture the variability introduced by all the possible ratings of each frame in the label dimension. The conditional posterior ܲ൫ ห , ߣ () ൯ can similarly be estimated as in (3)- (7) where (5) can be also rewritten as:
Since the aim of the multi-rater system is to find the uncertainty information related to the label instead of = [ , ∆ ] , we can obtain ܲ൫ ห , ߣ () ൯ by marginalizing
where
The parameters of ( ) and ࢳ ( ) can be calculated using the , () and () terms in (6) and (7).
Uncertainty estimation and evaluation
During the test phase, ܲ൫ ห , ߣ () ൯ is calculated for each frame based on the approximated algorithm described earlier.
For each frame ݊, the suboptimal mixture component ݉ ෝ is firstly estimated as:
This then allows for the estimation of ෝ , the expected value of , and its standard deviation ߪ ො as a time-varying indicator of the prediction uncertainty in ෝ for each frame as:
It should be noted that the covariance mixture () in (7) is fixed for each mixture ݉ across all frames and does not vary with the frame-based test features . Consequently, the standard deviation ෝ will only take one of ‫ܯ‬ distinct values as we adopt the dominant mixture in each frame ݊. This will result in a quantized standard deviation ෝ for the uncertainty prediction. The quantization can be improved by increasing GMM mixture number, but this is constrained by limited training data. The RECOLA database used in this paper contains 90 minutes of speech and can only be used to reliably train GMMs of 16 mixtures or less. This new paradigm aims to predict the uncertainty of emotional speech, as opposed to conventional point estimation that indicates the exact emotion intensity. Incorporation of the overall distribution of inter-rater variability into the model and the exploration of GMR for uncertainty prediction has not yet been investigated in continuous emotion systems. The proposed framework reveals the time-varying nature of human emotional expressions by explicitly modelling the level of prediction certainty.
Database
The RECOLA database [23] , used in the experiments reported in this paper, is a multimodal database in French. It contains audio, video and physiological signals, where acted and spontaneous interactions are collected in a remote collaborative framework. Speech data from 18 speakers was equally divided into training and development partitions with 9 speakers in each partition, which is identical to the partitions used in the Audio-Visual Emotion Recognition Challenge (AV+EC 2016) [24] . Test partitions were not utilized since the affective attributes were not released. All the experiments were conducted using the training dataset to train the model and evaluated on the development set.
The annotation was performed every 40ms by six genderbalanced raters for arousal and valence with values between -1 and 1. The ground truth used to compare with the multi-rater system was the average value computed over six raters.
Experimental Results
Experimental settings
65 low-level descriptors (LLDs) and their first-order derivatives were extracted using OpenSMILE [25] , using the same LLDs and delta features as [26] . Two second windows with 40 ms shift were used to compute the statistical features by applying five functionals: maximum, minimum, mean, standard deviation, and range. Dynamic features and labels were calculated as in [19] . PCA was used to conduct dimensionality reduction in the feature space from 650 dimensions to 40 dimensions, preserving approximately 85% of the data variance in the training dataset [19, 27] . There were 82 final feature dimensions. The first 80 features consisted of 40 dimensional static features after PCA and 40 dimensional dynamic features ∆ calculated on , and the final 2 were label features [
, ∆ ] . The reason for using 80 feature dimensions was to preserve enough feature variability in the training dataset and to provide a sufficiently high dimensionality to train the system with a large number of parameters for GMM. Delays of 4 s for arousal and 2 s for valence were applied during the training phase, based on a previous study [17] . The delay thus introduced in the predicted uncertainty was compensated by removing the corresponding frames. GMMs with different numbers of mixture components, ranging from 4 to 32, were tested using HTK.
Performance of uncertainty estimation
Under the assumption that a high inter-rater variability ߪ will result in a high predicted uncertainty ߪ ො , we aim to investigate the positive correlation between the predicted standard deviation = [ߪ ො ଵ , ߪ ො ଶ , ⋯ ߪ ො ே ] and the multi-rater standard deviation calculated from six ratings. Pearson's correlation coefficient (CC) was computed on 9 evaluation utterances individually. The final performance measure was mean correlation coefficient averaged over 9 evaluation utterances. The results are shown in Table 1 . A moving averaging filter was utilized to smooth the predicted standard deviation for each utterance with the optimal window size determined from [100, 800] experimentally. It should be mentioned that we do not have a specific baseline for a direct comparison owing to the new paradigm. Therefore, we mainly aim to reveal the essence of the uncertainty. The best performance of 0.4097 and 0.5684 were achieved with 8 mixture components before and after smoothing, and there was not much variation between different mixture numbers for arousal. This indicates the positive correlation between the predicted and the inter-rater to some extent.-. However, the performance of valence is worse for all mixture numbers, agreeing with previous studies [17] that showed valence is well predicted by video signal. Therefore, we mainly focus on analyzing the uncertainty prediction for arousal. In order to have a comprehensive understanding of the predicted uncertainty, we investigated the scatter plot of the predicted and the inter-rater over the entire test dataset as shown in Figure 1 . We can observe a positive correlation between the predicted in ‫ݔ‬ axis and the inter-rater in ‫ݕ‬ axis. It indicates a relatively strong correlation between the predicted and the inter-rater , which means a high interrater variability will result in a high uncertainty in prediction.
In addition, one segment of the ratings from 6 raters of speaker 2 is shown in Figure 2 , which displays the uncertainty of the emotion prediction changing over time. Only one speech segment from speaker 2 is shown in order to reduce clutter but the predicted uncertainty was observed to be generally consistent with the inter-rater variability across all speakers and speech segments. The grey error bar shows rߪ ො , the predicted standard deviation from the expectation value ෝ for each frame ݊ as shown in (16)- (17) . Six colored lines indicate the individual raters respectively. It can be seen that the speech segments with higher inter-rater variability are associated with higher variability in predicted estimates and vice versa. 
Correlation between uncertainty and conventional emotion prediction for arousal
In order to gain an in-depth understanding of this paradigm for support of the speech based prediction for arousal, we also analyzed the performance of conventional emotion prediction systems that use the average rating as the ground truth, by taking the uncertainty information into account. Generally, low inter-rater variability, as represented by low predicted uncertainty, indicates that raters were more in agreement about the emotion expressed in those speech segments. Thus the prediction should be easier to make accurately. Given the inter-rater variability or the predicted uncertainty information, we have analysed the conventional emotion prediction performance for arousal by segmenting the speech frames into two regions: low variability regions where speech segments are easier to predict, and high variability regions, where speech segments are harder to predict.
In terms of defining low and high variability regions, the predicted uncertainty should be considered instead of the inter-rater variability since the latter is generally not accessible during the test phase in real scenarios. We propose using the percentiles based on the histogram of predicted ߪ ො to determine the low and high variability regions based on the performance given in Table 1 . Speech segments with ߪ ො smaller than the value of ߩ percentiles and higher than the value of (100 − ߩ) percentiles were clustered as low and high variability regions respectively. Five thresholds of ߩ ∈ [10, 50] with step increase of 10 were investigated. However, when compared to the ground truth of the truly low and high variability regions similarly defined by the histogram of interrater variability, we found that the percentage of correctly predicted uncertainty frames in low variability regions is relatively low when compared to the truly low variability regions similarly defined by ground truth as shown in Figure 3 . Here, the black line indicating the percentage of correctly predicted uncertainty frames in low variability regions, is relatively low when using ߩ = 10 and ߩ = 20. Increasing the threshold results in more correctly predicted uncertainty frames, showing that the predicted uncertainty is more condensed in the middle region. Thus, segmenting low and high variability regions only based on the predicted ߪ ො may result in unreliable comparison of the conventional emotion systems. Therefore, the truly low and high regions defined by inter-rater variability were used as a reference for the predicted ߪ ො to define low and high variability regions, serving as an initial analysis of the correlation between the uncertainty and conventional point estimation.
To avoid misleading speech segments clustered to low and high variability regions, only accurately predicted uncertainty segments are selected, by finding the intersection segments that appear in both the truly low/high and the predicted low/high variability region. Finally, the conventional point estimation and average ground truth of the selected segments are concatenated in low and high variability regions respectively, which are used to compute CC in low and high variability regions shown in Table 2 . As expected, it can be seen that the performance in the lower variability regions is in general much better than in the higher variability regions when they are defined using 10th-40th percentiles. In addition, the conventional arousal prediction system had a CC of 0.7990 computed over the entire test dataset when using the mean of the labels as the ground truth using 8 mixtures. It should be noted that the comparison between the conventional performance using entire test dataset and Table 2 is not a direct comparison, since a different number of speech frames is used to compute the CC for each.
Conclusion
This paper proposes a novel paradigm that is able to incorporate the uncertainty information of speech frames by explicitly accounting for multi-rater variability in the system. The results of this investigation show the effectiveness of the proposed method for uncertainty prediction. The second interesting finding is the high correlation between the uncertainty and the emotion prediction achieved by using the average value over multiple raters. The predictions are more reliable in the lower inter-rater variability regions than that in the higher inter-rater variability regions.
As the first study to analyze the uncertainty related to emotion prediction, these findings provide more insights into the time-varying variability introduced in emotion prediction by multiple raters, and opens a new avenue for improving emotion prediction. However, further studies need to be carried out to address the quantisation of uncertainty predictions. 
