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Materials science is the cornerstone for technological development of the modern world 
that has been largely shaped by the advances in fabrication of semiconductor materials and 
devices. However, the Moore’s Law is expected to stop by 2025 due to reaching the limits 
of traditional transistor scaling.  However, the classical approach has shown to be unable 
to keep up with the needs of materials manufacturing, requiring more than 20 years to move 
a material from discovery to market. To adapt materials fabrication to the needs of the 
21st century, it is necessary to develop methods for much faster processing of experimental 
data and connecting the results to theory, with feedback flow in both directions. However, 
state-of-the-art analysis remains selective and manual, prone to human error and unable to 
handle large quantities of data generated by modern equipment. Recent advances in 
scanning transmission electron and scanning tunneling microscopies have allowed imaging 
and manipulation of materials on the atomic level, and these capabilities require 
development of automated, robust, reproducible methods. 
Artificial intelligence and machine learning have dealt with similar issues in applications 
to image and speech recognition, autonomous vehicles, and other projects that are 
beginning to change the world around us. However, materials science faces significant 
challenges preventing direct application of the such models without taking physical 
constraints and domain expertise into account.  
Atomic resolution imaging can generate data that can lead to better understanding of 
materials and their properties through using artificial intelligence methods. Machine 
learning, in particular combinations of deep learning and probabilistic modeling, can learn 
to recognize physical features in imaging, making this process automated and speeding up 
characterization. By incorporating the knowledge from theory and simulations with such 
frameworks, it is possible to create the foundation for the automated atomic scale 
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1.1 Materials Science and Technological Progress 
 
Modern civilization is heavily reliant on technological progress. According to the 
estimates, in 2017 about 9.2% of the U.S. economy was contributed by the technology 
industry, also employing over 11 million people (up from 7.1% and 6.7 million in 2015). 
[1] Total world research and development expenditure has grown from 1.956% of global 
GDP in 2007 to 2.228% in 2015. [2] The global battery market is expected to grow to $100 
billion by 2025. [3] Economic research shows that changes in technology are the only 
source of permanent increases in productivity. [2]  
The explosion of the technological development has been powered mostly by advances in 
growth, theory, and fabrication of semiconductor materials and devices, allowing their 
permeation into everyday life, as well as running computations that would have been 
unfeasible. The rate of the technological change has been following the so-called Moore’s 
Law, named after Gordon E. Moore, who in 1965 speculated that complexity for 
component cost would double every year until 1975 and double every 2 years afterwards. 
[4] However, it is expected to end by 2025, as physical limits to traditional transistor 
scaling are reached. [5] Already, Intel has been experiencing doubling in almost two and a 
half years. [6] This necessitates looking for non-traditional ways to continue the trend of 
technological growth. One of the ways is to scale design and manufacturing of materials 
and devices down to the atomic-level. [7] Another promising research direction has been 
to employ materials with complex functionalities, such as ferroelectric relaxors and 
morphotropic systems, [8, 9] multiferroics,  [10] spin and cluster glasses, [11] nanoscale 
phase separated oxides. [12, 13]   
However, the classical synthesis-characterization-theory approach has shown to be unable 
to keep up with the needs of materials manufacturing, requiring 20 or more years to move 
a material from discovery to market. [14, 15] The connection between structure of the 
materials and their desired functionalities (room-temperature superconductivity, giant 
electromechanical or magnetoelectric couplings, [16] efficient room-temperature oxygen 
reduction reactions [17]) is not well understood, and thus the pathways to synthesize such 
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materials are not obvious. Unfortunately, much of the literature available is lacking either 
in synthesis conditions information, or following characterization. [18] 
In recognition of the above gaps, a grand effort termed the Materials Genome Initiative 
was launched to bridge efficiency in materials discovery and design.  This multi-agency 
initiative was created to lead a cultural shift in materials design, to integrate experiment, 
computation, and theory, and to foster sharing of the digital data across academia, 
government, and industry. [19] One of the greatest achievements of the approach was 
development of high-throughput screening of candidate materials for experimental study. 
[20] However, a lot of interesting functionalities are defined on scales beyond what is 
accessible for first-principles simulations with current computational capabilities or are 
present in materials with structures with poor theoretical understanding. Additional 
difficulty for theory-based approaches is dealing with existence of defects and 
understanding dynamic states of the matter.  
These limitations lead to a need of closer coupling of experiment and theory. To address 
this need, in my research, I utilized the synergy of imaging, simulations, and artificial 
Intelligence (AI) to achieve better understanding of materials on the nanoscale, and to pave 
the way for automated atomic scale manufacturing.  
 
1.2 Artificial Intelligence 
 
1.2.1 History of AI  
 
Creation of beings capable of reasoning and performing tasks has fascinated humanity 
since antique times. According to the ancient Greek mythology, Hephaestus and Daedalus 
forged animated metal statues of humans and animals capable of thought. Early Judaism 
references golems, artificial beings created of mud who can serve humans. In modern 
times, Karel Capek created a word ‘robot’ to denote intelligent machines in 1920, and the 
notion has been a persistent topic in fiction since then. [21] 
Alan Turing was the first researcher to suggest that a machine can potentially understand 
logic and perform tasks, leading to the idea of the Turing Test, which is purposed to 
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distinguish machine intelligence from human intelligence. Research of Artificial 
Intelligence started in 1956 with great enthusiasm, however, the achieved results did not 
live up to early promises, leading to significant setbacks in research in the 1970s and 1990s. 
Fueled by increasing computational power and accumulation of data, the field of AI saw 
resurgence in the early 2000s, which resulted first in data mining and machine learning 
algorithms, and finally, since 2012, an explosive growth of Deep Learning methods. In 
2017, a MIT Sloan School survey has found that 23% of companies have adopted AI 
technologies, with another 23% running pilot projects. [22] 
1.2.2 Machine Learning 
 
In general, AI methods take in input data and provide resulting outputs. Early AI techniques 
required careful feature engineering by the domain experts in order to identify suitable 
representation of the data, as well as programmed instructions for its processing. Within 
AI, the field of Machine Learning (ML) has evolved to make analysis data-driven and 
remove the necessity to create explicit algorithms for individual datasets. While initially 
neglected due to requiring large amounts of data, ML started to flourish in the 1990s with 
popularization of the Internet and growing computational capabilities.  
Generally, ML methods can be categorized into 2 types: supervised and unsupervised. In 
supervised learning scenarios, the inputs are matched with desired outputs within the 
training set, and the task of the ML algorithm is to figure out the function that represents 
the correspondence between inputs and outputs in a most optimal, generalizable way. Such 
algorithms are mostly trained for classification and regression tasks, resulting in a trained 
model that can work with new inputs. In unsupervised learning, outputs are not available 
in the training set, and the goal of the algorithm is to discover underlying structure in the 
data. This is mostly applied to dimensionality reduction, clustering, and other exploratory 





1.2.3 Deep Learning  
 
Finally, within the field of ML, representation learning has allowed using raw data without 
the necessity of constructing hand-picked features. One of the particularly promising 
methods was artificial neural networks (ANN), which is based on a structure of artificial 
neurons arranged in layers. These neurons can have different functions for processing of 
the signal, and different types of connectivity with the raw data and between each other. 
Such networks learn correspondence between the input data and the output though 
backpropagation of error and adjusting the synaptic weights, which creates an abstract 
representation of data at each layer. In the 2010s, growing computational power and 
utilization of specialized hardware such as GPU [23] and TPU [24] has allowed the 
researchers to work with raw data directly with high performance. This led to widespread 
utilization of deep neural networks (DNN).  
Deep Learning is a multi-level representation learning method, allowing higher level 
abstraction features to be learned from the data, leading to higher complexity of functional 
representation of the data. [25, 26] Deep learning made significant advances possible in 
fields such as image [27] and speech recognition [28, 29], changing the world we live in. 
It can also change the way we can do science, as will be shown later in this dissertation.  
.  
1.3 Atomic scale microscopies and their importance for Materials 
Science  
 
Macroscopic properties of technologically relevant materials can be significantly affected 
by the nanoscale inhomogeneity of their chemical, structural, and electronic orders. Major 
examples include formation of charge nanopuddles in graphene leading to reduced mobility 
of Dirac electrons [30, 31], piezoelectric response of relaxor ferroelectrics being increased 
due to the interaction between acoustic phonon mode and nanopolar domains [32], 
filamentary superconductivity [33], and fluctuating superconducting state in high-Tc 
cuprates due to electron-pairing regions. [34] 
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In the last decade, the progress in scanning tunneling microscopy (STM) and scanning 
transmission electron microscopy (STEM) has allowed real-space imaging of structural 
and electronic orders of materials on atomic scale. At the same time, atomistic simulations 
of both structural and electronic orders have been available for a while, using molecular 
dynamics (MD) and density-functional theory (DFT) approaches.  
1.3.1 Scanning transmission electron microscopy (STEM) 
 
STEM is a subtype of transmission electron microscopy (TEM). [35, 36] It produces 
images by transmitting a beam of electrons through a specimen, achieving higher resolution 
than optical microscopy due to smaller de Broglie wavelength of the electrons. STEM in 
particular focuses the beam on a smaller part of the sample which is then scanned over the 
entire sample. Using an aberration corrector, STEM can achieve picometer (pm) resolution.  
All STEM data analyzed in this dissertation was collected using annular dark-field imaging 
detectors, which collect scattered electrons outside of the electron beam. The intensity of 
atomic columns imaged in such a way is proportional to the square of atomic number of an 
element.  
STEM is scanned in a raster over the sample, resulting in a 2D image. Such images can be 
collected consequently, allowing study of the temporal evolution of materials over the same 
spatial region.  
1.3.2 Scanning tunneling microscopy and spectroscopy (STM/S) 
 
Scanning tunneling microscopy and spectroscopy allows probing topographic and 
electronic properties of the surfaces with a sub nanometer-scale resolution. [37] A 
conducting tip is scanned over the surface of material, allowing tunneling of the electrons. 
The resulting data is a function of applied voltage, height of the sample, and local density 
of states (LDOS). At constant current it produces 2D (x, y) datasets of convolution of 
atomic heights and LDOS. In STS mode, it produces data in 3D, with conductance G 




1.4 The Role of Artificial Intelligence and Deep Learning in Materials 
Science  
 
1.4.1 Previous applications 
 
While Artificial Intelligence methods have been used for materials science for a while [38], 
deep learning methods have mostly found applications in the related fields of high-energy 
physics [39-41], biological [42] and medical imaging [43]. What we can observe in those 
fields is the need to tailor artificial intelligence methods and deep learning models towards 
particular types of data.  
To explore the previous work, I utilized a Citespace [44] analysis of references collected 
from the Web of Science [45] using a search query “machine learning OR deep learning 
OR artificial intelligence OR neural networks OR data mining OR computer vision” AND 
“physics OR chemistry OR materials science OR surface science OR microscopy OR 
transmission electron microscopy”. The applied algorithm uses both authors and keywords 
as nodes to create a graph of relationships between them. Graph of keywords can be seen 
in Figure 1-1. 
Figure 1-2 shows the timeline of the clusters discovered in the data from 2008 to 2018. The 
majority of works in this data set is concerned with utilization of machine learning for 
analysis of simulations, informing experiment design, and prediction properties of 
materials.  
At the start of the research described in this dissertation, there were no frameworks for 
utilizing deep learning for analysis of experimental microscopy data, and my research 






Figure 1-1. Graph of authors and keywords in works on combination of machine 






Figure 1-2. Timeline of clustering of works on combination of machine learning and 




1.4.2 The goals of AI methods application to microscopy data 
 
Within the scope of this dissertation, I will explore the ways in which AI methods can help 
us extract the following statistical information from microscopy data:  
 
1. Localization of features: this includes identification of atomic positions, as well 
as defining neighborhoods in a physically meaningful way. Where possible, 
transforming data from pixel-based to physical element-based (atom, molecule, 
domain) allows, where available, direct comparison with theory and simulations. 
  
2. Classification of features: identifying states of the physical element brings us one 
step closer to comparison of experiment and theory. Additionally, it can inform 
theoretical modeling and improve simulations by incorporating knowledge 
extracted from experimental data.  
 
3. Grouping of features: definition of neighborhoods based on physically-
meaningful criteria allows application of graph algorithms, as well as correlative 
methods. This can allow us to identify local interactions, which is particularly 
important in spatially inhomogeneous materials studied with real-space imaging.  
 
4. Evolution of features in time: once the first 3 goals of statistical analysis are 
achieved, we can study the results at each time step to gain insight into reaction 
pathways, as well as interactions with electron beam or scanning probes.  
 
 
1.4.3 Current challenges of DL application for microscopy data 
 
DL inherits the demand for large amount of data for proper training from ML, this poses a 
great challenge for creation of models applicable to materials science. While the datasets 
in the industry can be generated by providing technical infrastructure and allowing people 
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to provide the data for free (Google, Facebook), or by letting the AI learn by practice 
through reinforcement learning (Playing games, self-driving cars), in materials science, 
data is very expensive and lacks labels or distinct goals, which makes state-of-the art 
approaches useless as they rely on large amounts of data.  Thus, with the scarce available 
datasets importance of prior knowledge and domain expertise increases significantly. If we 
already know analytical solutions to some of the questions we want to answer within the 
AI framework, it is important to be able to incorporate them, which is usually not a major 
concern for industrial applications.  
AI frameworks mostly lack transferability. They can be taught to win at a particular game, 
but this trained model will not be able to formulate what are the rules of the game or what 
winning means.  
Another issue that is not quite important in industrial applications is limited transparency 
of the frameworks.  Understanding how a model works is an important consideration for 
scientific applications trying to extract physically-meaningful information. State-of-the-art 
architectures consist of large number of layers, obscuring the training. For example, 
AlexNet architecture uses 5 convolutional layers, and 3 fully-connected layers [46], while 
VGG family on architectures push the depth to 16-19 layers. [47] Architectures such as 
ResNet go even further, pushing into hundreds of layers [48] and expanding number of 
trained filters in the models [49]. Usually such structures are infeasible to study and 
unnecessary for complexity of the data in, for example, atomic resolution imaging of 
crystalline materials.  
Additional concerns include addressing confounding effects in the data, causation vs 
correlation, overfitting and underfitting data, and are more generalizable to overall current 





CHAPTER 2.  





2.1 Introduction   
 
Before we explore applications of deep learning methods to materials science problems, it 
is important to understand what challenges we can address. In this chapter I demonstrate 
successful extraction of physical information from microscopy images and spectral data by 
utilizing AI methods combined with domain expert knowledge.  
In particular, I concentrate on three such projects. In the first one, I utilized image 
processing and machine learning to find distortions in a periodic lattice imaged by STEM 
and STM. In the second project I again utilized image processing to identify and classify 
atoms in STM images. In both cases algorithms had to be tailored toward specific imaging 
types and materials due to differences in types of observed noise and lattice periodicity. 
These considerations will become important in Chapter 3 of this dissertation, where I will 
create a deep learning framework, alleviating the need to create image processing 
algorithms from scratch.  
The third project is different, as it is concerned with spectroscopic imaging. I demonstrate 
how machine learning methods such as PCA and k-means clustering cannot fully address 
the complexity of the data and require utilization of more advanced methods such as 
Bayesian linear unmixing. Another important takeaway of this project is the importance of 
creation of databases of material properties. We show how electronic signals discovered 
by unsupervised learning can be directly related to ones calculated by theory. Such data 
could be used as a starting point for analysis of experimental results, yet there is currently 








2.2 Atomic-scale observation of structural and electronic orders  
in the layered compound 𝛂-RuCl3 
 
2.2.1 Publication information 
 
A version of this article was originally published by Maxim Ziatdinov, Arnab Banerjee, 
Artem Maksov, Tom Berlijn, Wu Zhou, HB Cao, J-Q Yan, Craig A Bridges, David. G 
Mandrus, Stephen E Nagler, Arthur P Baddorf, and Sergei V Kalinin:  
 Ziatdinov, M., Arnab Banerjee, A. Maksov, Tom Berlijn, Wu Zhou, H. B. Cao, J-
Q. Yan et al. "Atomic-scale observation of structural and electronic orders in the layered 
compound α-RuCl3." Nature communications 7 (2016): 13774. [52] 
 
The article content is reprinted as published with figure numbers modified and 
supplementary material added at the end of the chapter as an appendix. 
 
2.2.2 My contribution  
 
Most studies of   α-RuCl3 have concentrated on reciprocal space and bulk properties, but 
real-space imaging of structural and electronic orders can provide important information 
on the spin-orbit effects, electron-electron interactions, and lattice distortions, which all 
affect the poorly-understood phase diagram of the material. However, to produce 
quantifiable results, it was necessary to identify atomic positions and analyze their 
statistics.    
This study concentrated on studying exfoliated/cleaved samples via in-situ high-resolution 
annular dark field STEM, generating 2D images which required further image and 
multivariate statistical analysis. Images were taken perpendicular to the c*-axis at 295 K. 
Observed structure can be described as 2D unit cell containing 6 atomic columns with a 
mix of Ru and Cl atoms, and 3 atomic columns with only Cl. Additionally, there also was 
STM images.  
15 
 
In STEM and STM images, I identified positions of atoms in the image by using a 
combination of correlation surface between FFT-transformed average unit-cell image and 
real-space image and position refinement using local intensity maximum criteria.  
For STEM images, I created histograms of distances to 6 nearest neighbors for each atom, 
revealing distribution deviation from normal for pure Cl atomic columns.  
I further transformed positional data to be represented as a matrix with 90 identified unit 
cells with 18 (x,y) positions per cell. I performed principal component analysis (PCA) of 
normal modes of displacement, demonstrating direction and relative strength of 
displacement within unit cell, which confirmed much higher effect within pure Cl atomic 
columns, going beyond the predictions made by DFT.  
In STM images, I identified atomic positions to construct a nearest neighbor lattice, 
extracted atomic intensities, and constructed a histogram, allowing classification of 
corresponding surface atoms within the charge ordered (CO) pattern. This classification 
has also revealed presence of dimer-like electronic superlattice admixed into the CO.  
In summary, structural and electronic inhomogeneity of the material was quantified and 
compared to simulations and neutron scattering data, which already had methods to provide 
quantifiable results.  
 
2.2.3 Abstract  
 
A pseudospin-1/2 Mott phase on a honeycomb lattice is proposed to host the celebrated 
two-dimensional Kitaev model which has an elusive quantum spin liquid ground state, and 
fascinating physics relevant to the development of future templates towards topological 
quantum bits. Here we report a comprehensive, atomically resolved real-space study by 
scanning transmission electron and scanning tunnelling microscopies on a novel layered 
material displaying Kitaev physics, α-RuCl3. Our local crystallography analysis reveals 
considerable variations in the geometry of the ligand sublattice in thin films of α-RuCl3 
that opens a way to realization of a spatially inhomogeneous magnetic ground state at the 
nanometre length scale. Using scanning tunnelling techniques, we observe the electronic 
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energy gap of ≈ 0.25 eV and intra-unit cell symmetry breaking of charge distribution in 
individual α-RuCl3 surface layer. The corresponding charge-ordered pattern has a fine 
structure associated with two different types of charge disproportionation at Cl-terminated 
surface. 
 
2.2.4 Introduction  
 
The peculiar interplay between spin-orbit effects, electron–electron interaction, and subtle 
lattice distortions is expected to produce an elaborate phase diagram for the 4d5 transition 
metal layered compound α-RuCl3, which to date remains inadequately understood. [53-56] 
The proposed state of an electron on the honeycomb lattice of edge-shared RuCl6 octahedra 
is described by a spin-orbit entangled Jeff=1/2 Mott state [53, 56, 57] that can potentially 
host novel exotic quantum phases, such as a room temperature Quantum Spin Hall Effect 
[58] and Kitaev quantum spin liquid (QSL) behaviour [55, 56, 59, 60].The elementary 
excitations associated with the Kitaev QSL model include Majorana fermions [61-64], 
which are relevant in the context of a topological quantum computer [65]. Recent 
identification of a magnetic phase proximate to the Kitaev QSL in neutron scattering 
experiments [55] have further fueled an excitement over a breakdown of the putative 
classical physics in the α-RuCl3 system. 
As the nearest-neighbour coupling between Jeff=1/2 moments in 4d
5 and 5d5 honeycomb 
compounds is highly sensitive to a small distortion of the 90° metal-ligand-metal bond [66-
68], a rigorous understanding of the local structural properties of the α-RuCl3 compound is 
required for exploring a potential departure from the Kitaev QSL phase and realization of 
a spatially inhomogeneous magnetic ground state in the presence of lattice disorder. An 
equally important factor in establishing the atomic scale phenomenology for the α-RuCl3 
system is a study of its local electronic behaviour. Whereas most of the experiments have 
so far focused on bulk magnetic properties of α-RuCl3, the experimental research on its 
nanoscale electronic properties, including a potential role of unit-cell scale charge 
(re)distribution in determining the final ground state and the associated exotic phenomena 
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in the Kitaev limit, is scarce. In addition, exploring properties of thin films, the surface 
effects in α-RuCl3, and their relationship to the bulk parent compound can provide 
important clues for potential applications of ‘Kitaev materials’ in next generation of 2D 
nanoscale quantum electronic devices for the post-silicon era. 
While, most of the studies in the material have concentrated on reciprocal space and bulk 
properties [54, 55, 69-71], to explore the many complexities of this system, it is important 
to be able to visualize directly its local structural and electronic orders in real space. 
In the following, we employ a combination of in-situ scanning transmission electron 
microscopy (STEM) and in-situ scanning tunnelling microscopy (STM) on 
exfoliated/cleaved α-RuCl3 samples as ideal tools for detailed evaluation of structural and 
electronic parameters of the system with a sub-nanometre precision. To date the only 
existing in literature atomically resolved STM study on α-RuCl3 reported an apparently 
strong lattice distortions on the surface of the sample [72]. However, as those STM 
measurements were performed in the ambient environment and the samples were not 
cleaved in situ, it remains unclear whether the observed structure peculiarities were the 
intrinsic properties of the material or caused by some extrinsic effects, such of sample 
and/or STM tip contamination. The STM and STEM measurements performed here are 
further supported by neutron scattering, first principles calculations, and a multivariate 
statistical analysis. This combination of both reciprocal space and real space tools, together 
with a computational effort, provides an excellent starting point in establishing the 
structure-property relationship in α-RuCl3 system. In this study, we find that the exfoliated 
thin films (thickness ≈15∼30 layers) can be characterized by P3-type space group, which 
is explained with a help of neutron diffraction data as due to transition from C2/m to P31 
type stacking order at above ∼150 K. For each individual α-RuCl3 layer we found that in 
addition to a uniform octahedral distortion reported earlier for bulk α-RuCl3 crystals, there 
is a persistent local inhomogeneity in the ligand geometries. Such nanometre scale 
perturbations in structural order, inferred from the STEM data with a subpixel precision 
and not typically accounted for by theory, can have an important role for determining 
collective spin-orbital state of the system in Kitaev-Heisenberg model. The STM 
spectroscopic measurements in the paramagnetic phase of the in-situ cleaved α-RuCl3 
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samples demonstrated a presence of ≈0.25 eV gap in density of states of the individual 
surface layer, which is explained by a realization of Jeff=1/2 Mott state. Furthermore, our 
STM probe into the atomic-scale surface electronic structure revealed a striking anisotropy 
in a charge distribution along the Ru–Cl–Ru hopping paths, indicating that the bond-
dependent behaviour in this system may appear at the temperatures considerably higher 
than the estimated strength of the Kitaev coupling. In addition, we observed a fine structure 
of the corresponding charge ordered state characterized by a coexistence of trigonal-like 




Structure (neutron and STEM) 
 
We start with a real-space characterization of α-RuCl3 films using high-resolution annular 
dark field STEM measurements. A representative Z-contrast STEM image (Z is atomic 
number) of α-RuCl3 film (thickness≈30 layers) taken perpendicular to the sample’s c*-axis 
at T=295 K is shown in Fig. 2-1a. The image consists of a periodic repetition of an effective 
unit cell containing six brighter columns and three less bright columns. The registration of 
higher and lower Z atom columns with the P3112 structural model for α-RuCl3 proposed 
in ref. [55] provides a good initial match to the entire image (see Supplementary Note 2-
1.1 and Fig. 2-16). As intensity in these STEM images is proportional roughly to the square 
of Z, the six brightest spots in the image are assigned to overlapping atomic columns of Ru 
and Cl atoms (Ru/Cl), whereas the three less bright spots are the Cl atomic columns (see 
inset in Fig. 2-1a). It is worth noting that for the C2/m phase, reported recently in bulk α-
RuCl3 crystals [73], one would expect a STEM image consisting of a well-defined line-like 
features with every third line substantially darker than the two others (see Fig. 2-16), which 
is not the case in Fig. 2-1a. In this regard, we point out that stacking order in quasi-2D 




Figure 2-1. STEM data on α-RuCl3 films. 
(a) Z-contrast STEM image of α-RuCl3 film (raw data). Inset shows filtered data, where 
brown and blue crosses correspond to the centers of Ru/Cl columns and Cl columns, 
respectively. (b, c) Histogram-based visualization of inter-column distances for 6 nearest 
neighbors of Ru/Cl columns (b) and Cl columns (c). Dotted red vertical lines show the 
value of inter-column distances expected for perfect trigonal symmetry. The red arrow in 
(c) indicates presence of a well-defined shoulder originating from an increase in nearest 
neighbor distances of Cl columns. (d) Line profile illustrating a modulation of inter-column 






which themselves may be subject to faults that modify the layer stacking under particular 
crystal growth conditions. However, our neutron measurements on bulk crystals does 
confirm a more general possibility of P3-type space group scenario in α-RuCl3 system as 
described below. 
The larger single crystals which were exfoliated for this study are consistently C2/m 
structure at low temperatures [73, 74], however, at high temperatures they comply with the 
P31 structure. The two structures are connected by a first-order phase transition at T∼150 K 
with a ∼30 K hysteresis region (Fig. 2-2a), which explain the kinks observed in past 
susceptibility measurements [71]. This structural transition is characterized by the 
(1,0,L=3n) and (1,1,L≠3n) peaks appearing, while (1,1,L=3n) (n=integer) peaks 
disappearing above 150 K, as shown in Fig. 2-2b (see Table 2-1 for the refined parameters, 
and methods section for details of the measurement). Indeed, the C2/m, P3112 and P31 type 
space groups are polytypes [74] of each other with similar in-plane honeycomb 
morphology. The difference is the out-of-plane stacking arrangement. All the analysis in 
the following sections will be based on the P31-type space group assuming that the in-layer 
structural properties discussed in the text are applicable to both C2 and P3 stacks of weakly 
coupled α-RuCl3 layers.  
The statistical analysis of the inter-column distances distribution performed for six nearest 
neighbours of Ru/Cl and Cl columns (Fig. 2-1b,c, respectively) shows a significant 
distortion from ideal trigonal symmetry (that is, the symmetry expected from a 2D-
projection of atomic columns in ABC-stacked α-RuCl3 with undistorted RuCl6 octahedra), 
in which all inter-column distances are expected to be 0.198 nm. This is particularly clear 
from the non-symmetric nearest neighbours distance distribution for Cl columns that has a 
well-defined shoulder at around 215 pm (red arrow in Fig. 2-1c). The pairwise analysis of 
inter-column distances shows that the shoulder is associated with an increase in the Cl–Cl 
inter-column distances by ΔDCl–Cl≳15 pm. (Fig. 2-1d). This indicates a presence of a lattice 





Figure 2-2. Neutron diffraction data on single crystals of α-RuCl3. 
(a) Temperature dependence of the (1,1,3) and (1,1,4) peak intensities. The hysteresis of 
the (1,1,3) and (1,1,4) orders is clearly observed (shaded area). The structural transition 
temperature between monoclinic and trigonal lattices is Ts=165 K for warming up and 




To gain further insight into the details of structural distortions found above we performed 
density functional theory (DFT)-based first-principles calculations on α-RuCl3 (see 
Methods section for computational details) and compared them to the STEM results. Our 
starting point is the P3112 unit cell with nearly perfect local cubic symmetry in which all 
Cl–Ru–Cl bonds in the Ru-centered Cl octahedra are equal to (90±1)° (refs [69, 75]). The 
DFT calculated relaxed structure shows that Cl atoms from opposite sublayers in each 
RuCl3 ‘sandwich’ become displaced towards each other (Fig. 2-3a). This result is 
consistent with the findings reported in ref. [76]. From additional simulations we have 
found that it is robust against changing the stacking and the inclusion of spin-orbit 
coupling, interactions and magnetism. The resultant compression of the Cl ligand cage 
along Ru–Ru ‘bonds’ (C3 symmetry axis for threefold rotation) leads to a deviation from 
its original perfectly octahedral symmetry. Notably the lattice distortion is limited mainly 
to the Cl sublattice, leaving the Ru honeycomb lattice close to a distortion-free state within 
the resolution of available experimental structure methods. In Fig. 2-3c we show the DFT 
calculated structure of atomic columns superimposed on to the STEM experimental image 
of α-RuCl3 film (top-view). One can immediately see that the direction and magnitude of 
a lateral component of Cl cage deformation matches well with the Cl columns displacement 
found from the STEM experimental image. Particularly, we found that a distance between 
centers of mass of Cl columns in theoretical structure is expanded by 12 pm, which is very 
close to an average experimental value of 15 pm (see Fig. 2-3b). While the presence of 
distortion in the bulk α-RuCl3 crystals was known from earlier papers (see also 
Supplementary Note 2-1.2 and Fig. 2-17), the STEM measurements presented here provide 
the first real-space evidence for octahedral distortion in thin films of α-RuCl3.  
The average STEM unit cell of α-RuCl3 films derived above agrees well with neutron data 
and DFT calculations providing us a good understanding of a long range atomic order in 
the α-RuCl3 system. We now use information contained in microscopic degrees of freedom 
available from STEM images to characterize atomic structure on a local scale [77-80]. 
Particularly, we employ a principal component analysis to search for statistically 




Figure 2-3. Analysis of structural distortions in α-RuCl3 films. 
(a) DFT-calculated relaxed structure of α-RuCl3 unit cell. The equilibrium length of Ru-Cl 
bonds found in DFT is 236 pm. The Cl-Ru-Cl bond angle at the shared octahedral edges in 
the relaxed structure is 86.3o, whereas the rest of Cl-Ru-Cl angles are approximately 
91.3o. (b) Cl-Cl inter-column distances in unperturbed lattice (D0) [69, 75], DFT 
calculations (DDFT), and experimental STEM data (DSTEM).  (c) DFT-based coordinates of 
ABC-stacked α-RuCl3 cell superimposed on experimental STEM image. The white arrows 
schematically show the displacements of Cl columns. (d) PCA analysis of normal modes 
of displacement for M=90 unit cells (810 atomic columns); the center of the mass of the 
entire effective unit cell is chosen as origin. The PCA-derived first three eigenmodes are 
presented as vectors of deformation from columns position in the averaged cell. Coloring 
scheme: first three displacement modes are described by blue, red, and green arrows, 
respectively. The length of the arrows is magnified by a factor of 20. The dashed rhombus 




[78]. This issue is important because unit-cell scale variations in order parameters, usually 
not seen in spatially averaged, or reciprocal space measurements of bulk crystals, may have 
powerful and non-random effects on the macroscopic observables in strongly-correlated 
systems [81, 82]. Interestingly, we found only relatively small displacements from average 
structure in the Ru/Cl columns (see also Fig. 2-18 and Fig. 2-19). As the location of Ru/Cl 
column centers is determined largely by a contribution from the Ru core electrons (due to 
the large difference in atomic numbers (Z) between Cl and Ru), the results in Fig. 3-3d 
suggests that the positions of Ru atoms in a honeycomb lattice remain nearly intact in a 
symmetric fashion. On the other hand, relatively large variations from average were 
observed in the positions of Cl columns. The detected local inhomogeneity in a ligand 
sublattice can originate from a presence of distortion nanodomains (‘patches’), whose local 
structure, such as bond length and bond angles, deviates from the average lattice structure 
(see also Supplementary Note 2-1.3). A resultant interplay between local inhomogeneity 
and ‘regular’ lattice structure may lead to alternation of relative strength (and, in principle, 
sings) of terms in the spin-1/2 Hamiltonian. It will be interesting to see its implications for 
the quantum Heisenberg-Kitaev model, where a large number of phases can be generated 
from the pure Kitaev limit [83] by using perturbations that are highly sensitive to the local 
ligand environment [84, 85]. One intriguing consequence of such local perturbations is a 
potential realization of a spatially inhomogeneous ground magnetic state in the system. 
Furthermore, we suggest that our observation of the local variations in lattice structure can 
provide a lacking ingredient for matching theory models to the results of magnetic 
measurements on α-RuCl3 (refs [86, 87]). 
 
Local density of states 
Having analyzed in detail the local structural properties of α-RuCl3 crystals, we turn to a 
real-space characterization of its electronic structure by virtue of ultra-high-vacuum STM 
imaging and spectroscopic tools. The representative STM topographic image of in situ 
cleaved α-RuCl3 surface shown in Fig. 2-4a reveals a hexagonal lattice associated with Cl-
terminated surface layer. A typical scanning tunneling spectroscopy (STS) probe of the 
density of states on such surface over a wide energy region at T=295 K (Fig. 2-4b) shows 
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a particle-hole asymmetric dI/dU curve with two well-defined peaks centered at about 
±0.7 eV. The presence of a pronounced STS peak at ≈−0.7 eV is in a good agreement with 
early angle-resolved photoemission spectroscopy (ARPES) measurements of α-RuCl3, in 
which the author observed a quasi-flat band at 0.7 eV below the Fermi level associated 
with localized Ru 4d states [88]. Zooming in to a narrower energy range in Fig. 2-4c, we 
found persistent peaks in LDOS at about ±0.12eV, as well as a strong suppression of 
density of states in the energy window of ≈0.1 eV around the Fermi level. These 
observations demonstrate a presence of a charge excitation gap at the Fermi level. The 
formation of an energy gap well above the temperature of a magnetically ordered phase 
indicates that α-RuCl3 is a Mott-type insulator [89]. Recent DFT calculations [90] have 
shown that the α-RuCl3 single layer remains metallic if the spin-orbit coupling and 
electron–electron interactions are not accounted for. The inclusion of spin-orbit coupling 
and electron correlations leads to an insulating character of density of states with 
unambiguous charge gap due to a Mott-Hubbard splitting of Jeff=1/2 states. Therefore, our 
STS observations support a theory view of a monolayer α-RuCl3 as a spin-orbit assisted 
Mott insulator [90]. To the best of our knowledge, this is the first observation of Jeff=1/2 
state in an individual surface layer of α-RuCl3.  
Interestingly, the ≈0.25 eV surface charge gap found in our STS experiment (measured as 
an inter-peak separation in Fig. 2-4c) is much smaller than the gap of ≈1.2 eV observed in 
recent ARPES measurements [91], which was also explained as the correlation induced 
Mott gap. On the other hand, the presence of ≈0.25 eV gap in the STS experiment agrees 
well with observations of a peak at about 0.3 eV in X-ray adsorption measurements [69, 
92] and of a 0.2 eV gap in neutron measurements of bulk α-RuCl3 crystals [55]. The origin 
of the current discrepancy between STM and ARPES measurements of the gapped state of 






Figure 2-4. STM data on in-situ cleaved α-RuCl3 surface. 
(a) Representative STM constant current image of the RuCl3 surface layer (tunneling 
conditions: Utip=300mV, Isetpoint=60pA). Insets: 2D FFT of the image (top left), STM cross-
sectional profile along the yellow line (bottom right). (b) Averaged STS spectra over a 
wide energy window; U=-Utip (c) STS spectra in the narrower energy window around the 
Fermi level showing peaks at ±0.12V (denoted by red arrows). The spectra were averaged 
over 40 individual dI/dU curves. Setpoint parameters: Utip=-500 mV (b), Utip=-400 mV (c); 
junction resistance RJ=25G (b), 20G (c). (d) Zoomed-in area from white rectangular in 
(a); coexistence of trigonal CO and dimer-like CO shown by red circles and green ovals 
respectively. (e) 3D rendered high-resolution STM image highlighting a crossover between 




Charge density modulation 
To further explore details of the real-space electronic behaviour on a local scale it is crucial 
to be able to identify positions of electron density peaks associated with an underlying Cl 
atomic sublattice in the STM image in automated fashion. For this purpose, we first create 
a template unit cell from fast Fourier transform-filtered image data, and then perform 
normalized cross-correlation analysis coupled with position based and intensity based 
refinement in order to extract maximal electron densities associated with Cl sublattice (see 
Supplementary Note 2-1.4 for details). The resultant lattice of electronic densities is shown 
in Fig. 2-5a (see also Supplementary Note 2-1.5 and Fig. 2-20 for analysis of the nearest 
neighbour distances in the constructed lattice). 
Once the construction of electron densities lattice is completed (that is, all the positions of 
electron density peaks are identified), one can clearly see a modulation of STM intensity 
associated with an intra-unit cell symmetry breaking in a charge density distribution at 
three ‘top’ Cl atoms in the α-RuCl3 layer unit cell. This can be confirmed by looking at the 
histogram-based visualization of the STM intensities distribution (Fig. 2-5b) for all the 
‘lattice’ points associated with Fig. 2-4a. 
The two well-defined peaks in the histogram, whose height differs by roughly a factor of 
2, reflect the enhancement of the STM intensity on every third Cl atom. On a larger scale, 
this leads to a formation of a charge ordered pattern (CO) with a √3 × √3𝑅30° (R3) surface 
symmetry (R is a translational vector of an unperturbed Cl surface lattice). Noteworthy, an 
emergence of a qualitatively similar R3 electronic superlattice has been recently reported 
in the STM experiment on the honeycomb iridates, where it was explained as purely due 
to the structural reconstructions [93]. Since STM cannot always distinguish between 
electronic and structural contributions, one may argue that the non-uniform distribution of 
STM intensity on α-RuCl3 surface is in fact due to the geometrical tilts/rotations of Ru-
centered Cl octahedral cage. However, a presence of such octahedral tilts with long range 
order does not follow from the detailed structural analysis described in the first part of the 
paper. Indeed, all Cl surface atoms remained confined to a two-dimensional plane in our 





Figure 2-5. Analysis of STM data on α-RuCl3 surface. 
(a) Color-coded binary lattice overlay. The red lattice spots correspond to the normalized 
intensity above the threshold of 0.5 and form a superlattice of a √3 × √3𝑅30° periodicity. 
(b) Histogram-based visualization of distribution of STM intensities at Cl atoms in (a); the 
two peaks are approximated by Gaussian curves. The green arrow indicates admixture of 
a competing CO into charge density distribution. Inset in (b) shows a 3D rendered 
experimental image of Cl triangular unit with a non-uniform distribution of STM 
intensities. (c) Schematic model showing anisotropy of charge density at Cl atoms along 
Ru-Cl-Ru electron hopping pathways (double-end blue and red arrows). The 3 “top” Cl 




electronic symmetry breaking at Cl-terminated surface of α-RuCl3 crystals. The 
superlattice and regular Cl lattice form the inner and outer hexagons, respectively, rotated 
by 30° with respect to each other in the 2D fast Fourier transform of the STM image (inset 
in Fig. 2-4a). The R3 pattern was observed up to relatively high energies with respect to 
Fermi level (Utip≈|1.5 V|), at both positive and negative bias polarities. 
To elucidate a possible physical origin of the CO we start with discussing a potential 
relation between CO and lattice degrees of freedom in α-RuCl3. The trigonal component 
of RuCl6 octahedral distortion found in DFT results in a well-defined periodic modulation 
of Cl interatomic distances that breaks the hexagonal symmetry of 2D surface layer. The 
resultant distorted hexagonal pattern features alternating short and long Cl–Cl interatomic 
distances of 337 pm and 359 pm, respectively (see Supplementary Note 2-1.6 and Fig. 2-
21). The symmetry of atomic distortions at the surface plane matches well with the 
symmetry of the R3 superlattice formed by the brightest spots in the STM image, implying 
a direct relation between Cl atomic displacements and CO. However, our DFT-based STM 
simulations did not reveal any imbalance in the distribution of charge density despite 
finding the distortion of Cl cage (see Fig. 2-21), indicating that the Cl displacements are 
not the primary cause of the observed CO. We have also investigated the possible role of 
surface relaxation effects (see Supplementary Note 2-1.7, as well as Figs 2-22 to 2-24) and 
found these to be negligible reflecting the fact that α-RuCl3 is a quasi-2D system. 
Another argument explaining the emergence of a CO phase stems from the possible non-
equivalence of the three ‘bond axes’ (that is, the nearest neighbour Ru–Ru distances within 
a layer, which hereafter are referred as ‘bonds’) in the sample. We note that the intra-unit 
cell symmetry breaking in the STM experiments persists at the energies as high as +1.5 eV 
above the Fermi level suggesting involvement of both t2g-derived and eg-derived electronic 
states in a formation of the CO pattern [69]. This observation is important because a 
hopping process between t2g and eg orbital via ligand atom is vital in determining a ground 
state of Kitaev-Heisenberg model on the honeycomb lattice [94] (see also Supplementary 
Note 2-1.8). 
The experimentally observed anisotropy in a charge density distribution along Ru–Cl–Ru 
hopping pathways, schematically denoted by red and blue arrows in Fig. 2-5c, indicates 
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that the bond-dependent behaviour in α-RuCl3 may appear at temperatures ∼3 times higher 
than an estimated strength of the Kitaev coupling (∼100 K) (refs [55, 71]). Since the STEM 
and neutron measurements suggest that the high-temperature lattice structure primarily 
complies with a trigonal P31 type space group and that the Ru sublattice is isotropic (see 
for example, Fig. 2-1b), which agrees with DFT calculations, we argue that it is the 
anisotropic exchange pathways via the Cl sublattice that imparts additional bond-
directional anisotropy along the Ru–Ru bond axes. It results in an overall anisotropic 
energy distribution, that could explain why the RuCl3 layers rearrange and form a C2/m 
structure at temperatures below 154 K (ref. [74]). Arguably, this would also determine the 
direction of the ‘a’ and ‘b’ axes of the C2/m structure. This, in turn, would determine the 
direction of the zig-zag ordering, where the blue ‘bonds’ in Fig. 2-5c have aligned spins, 
and the red ‘bonds’ have anti-aligned spins. This anisotropy in the chlorine position will 
directly affect the Kitaev Hamiltonian and has to be included in the calculations to simulate 
both the anisotropic susceptibility and the spin-wave gap of 2 meV observe in this 
material3. 
We next discuss a fine structure of the CO state at the Cl-terminated surface, in which the 
clusters of dimer-like electronic superlattice are admixed into the trigonal R3 CO electronic 
superlattice discussed above (see Fig. 2-4d,e). These two types of superlattices were 
persistently found in various areas of the sample at different bias voltages. The admixture 
of the dimer-like superlattice into CO produces an additional weaker peak in the histogram 
in Fig. 2-5b (denoted by a green arrow), as confirmed by the inspection of absolute values 
of the normalized STM intensities extracted from Fig. 2-4a. This effectively turns the 
surface of α-RuCl3 into a competing CO heterogeneous system. The peculiar switching 
between two surface electronic superlattices at nanometre length scales can be related to a 
subtle crystalline disorder, such as occurrence of vacancies in the bottom Cl layer of RuCl3 
‘sandwich’ which cannot be directly seen in the STM, as well as due to the presence of 
defects in the second RuCl3 ‘sandwich’ layer. Furthermore, the variations of an average 
unit cell structure in the Cl sublattice have been routinely seen in our analysis of the STEM 
data. The nanoscale strain fields associated with competing structural orders can induce a 
transition of a purely electronic nature between different CO phases as was recently 
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reported for NbSe2 (ref. [95]). Another interesting possibility is that the observed fine 
structure of CO is a reflection of magnetic short-range correlation persisting above TN (ref. 
[87]). It remains to be seen in the future, if magnetic patches could couple via the strong 
spin-orbit coupling to the orbital occupation in the Ru atoms, which in turn would alter the 
hybridization with the Cl-p orbitals and thus the tunnelling current in the STM tips. In 
addition, it will be educational to measure the anisotropy of the in-plane susceptibility 
signal, as such will also be affected by these magnetic patches. Finally, the spatial 
fluctuations of CO may produce an additional scattering potential for electrons in α-RuCl3 
and associated contribution to the resistivity of the individual α-RuCl3 layers. 
 
2.2.6 Discussion  
 
To summarize, we have presented the first comprehensive study of the local electronic and 
lattice degrees of freedom in α-RuCl3. We expect that the findings reported here will have 
significant ramifications in several areas of research on spin-orbit coupled Mott insulators 
with possible Kitaev QSL state. First, our finding of a charge gap at EF in a surface 
monolayer of α-RuCl3 well-above a temperature of a magnetically ordered phase supports 
the theoretical view of a Jeff=1/2 Mott insulator produced by an interplay of electron 
correlations and spin-orbit coupling. Second, we observed the emergence of a charge-
ordered pattern originating from anisotropy in the charge distribution along Ru–Cl–Ru 
hopping pathways. The charge order appears to have a fine structure, in which two types 
of the electronic superlattices, dimer-like and R3 trigonal, coexist at the nanometre length 
scale. One of the intriguing questions for future studies is: What are the exact implications 
of the charge distribution at the Cl- ligands on the spin degrees of freedom in the Kitaev 
limit? Third, our finding of a structural inhomogeneity in the ligand sublattice is significant 
as it may result in a unit-cell scale inhomogeneity of the magnetic ground state. Finally, 
our discussion on potential interplay between charge, lattice and spin degrees of freedom 
hinted at the possibility of nanoscale strain engineering of magnetic and electronic 
properties in α-RuCl3, which would enable applications in hybrid spintronics and 
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straintronics devices. In the future, we expect that extensions of this work using 
heterojunction techniques, as well as thin films with mis-oriented RuCl3 layers [96], may 
provide a pathway to drive α-RuCl3 or related materials towards the pure Kitaev limit 




Sample preparation (bulk crystals) 
Commercial-RuCl3 powder was purified in-house to a mixture of α-RuCl3 and β-RuCl3 and 
converted to 99.9% phase pure α-RuCl3 after annealing at 500 °C. Single crystals of α-
RuCl3 were grown by vapour transport with TeCl4 as the transport agent. 
 
Neutron scattering 
Neutron scattering experiments and the data in Fig. 2-2 were obtained using the HB-3A 
Four-Circle neutron diffractometer at High Flux Isotope Reactor at ORNL using an 
incident energy Ei=14.7 meV on a large single crystal (1 cm × 1 cm × 0.3 mm) mounted on 
the top of the Goniometer head on a 4 K displex. The data has been analysed using FullProf 
structural refinement routine, and further confirmed using X-ray diffraction measurements 
refined using ShelX program. Above 200 K, the structure is consistent with the P31 space 
group, while at low temperatures the structures are consistent with C2/m proposed in ref. 
[73]. Interestingly enough, the phase transition was not observed in powder and smaller 
samples which remain in the same space group at all temperatures. 
 
STEM experiment 
The films of α-RuCl3 for STEM measurements were exfoliated by sonication of bulk 
samples. STEM-annular dark field imaging was performed on an aberration-corrected 
Nion UltraSTEM-100 microscope operated at 60 kV. Only the images without noticeable 
electron beam induced structural damage were used for analysis. The STEM images used 




The STM experiments were performed using an Omicron VT-STM equipped with a 
Nanonis controller in an operating pressure of 2 × 10−10 Torr. The samples for the STM 
experiments were cleaved in the ultra-high vacuum (∼10−10 Torr). The STM images were 
obtained with mechanically cut Pt/Ir alloy tips with electrically biased tips and grounded 
samples. Due to the insulating nature of α-RuCl3, the STS measurements were performed 
at T=295 K, using a standard lock-in technique, with high-tunneling junction resistance 
RJ=20–25 Ω. To ensure a reproducibility of the high-temperature STM spectroscopic 
measurements, the dI/dU curves were recorded at clean surface areas (that is, with no 
apparent defects) in several macroscopically different regions of each sample and the 
resultant averaged data was compared across the samples from three different batches. 
 
DFT calculations 
The DFT calculations were performed within the generalized gradient approximation using 
the Perdew–Burke–Ernzerhof exchange correlation scheme [97] and projector augmented 
wave potentials [98] as implemented in VASP [99, 100]. We used a 400 eV kinetic energy 
cutoff and 7 × 7 × 3 Monkhorst-Pack type k-point grid [101] to calculate the relaxed atomic 
geometries. The internal forces were relaxed to <10 meV Å−1 without enforcing any 
symmetry. The external lattice parameters were fixed to the experimental values reported 
in ref. [75]. 
 
Statistical and image analysis 
The principal component analysis of STEM data, construction of electron densities lattice 









2.3 Knowledge Extraction from Atomically Resolved Images 
 
2.3.1 Publication Information 
 
A version of this article was originally published by Lukas Vlcek, Artem Maksov, Minghu 
Pan, Rama K Vasudevan, Sergei V Kalinin in:  
 Vlcek, Lukas, Artem Maksov, Minghu Pan, Rama K. Vasudevan, and Sergei V. 
Kalinin. "Knowledge Extraction from Atomically Resolved Images." ACS nano 11, no. 10 
(2017): 10313-10320. [102] 
 
The article content is reprinted as published with figure numbers modified and 
supplementary material added at the end of the chapter as an appendix.  
 
2.3.2 My contribution 
 
The goal of this study was to pave the way for incorporation of generative theoretical 
models into the analysis of imaging data, which can reveal information only implicitly 
contained within the images. I identified locations of all atoms within the image by 
extending the lattice (under the assumption of square lattice) and applying corrections 
based on local intensities in order to account for image drift and local disorder/artifacts. I 
further collected atomic intensities and classified the atoms by optimizing intensity 
threshold to correspond to the best match to the expected stoichiometry. This allowed for 
full information extraction from the image and further usage of this data with 3D model 
simulations and statistical distance minimization to identify the best parameters for the 









Tremendous strides in experimental capabilities of scanning transmission electron 
microscopy and scanning tunneling microscopy (STM) over the past 30 years made 
atomically resolved imaging routine. However, consistent integration and use of atomically 
resolved data with generative models is unavailable, so information on local 
thermodynamics and other microscopic driving forces encoded in the observed atomic 
configurations remains hidden. Here, we present a framework based on statistical distance 
minimization to consistently utilize the information available from atomic configurations 
obtained from an atomically resolved image and extract meaningful physical interaction 
parameters. We illustrate the applicability of the framework on an STM image of a  
FeSexTe1–x superconductor, with the segregation of the chalcogen atoms investigated using 
a nonideal interacting solid solution model. This universal method makes full use of the 
microscopic degrees of freedom sampled in an atomically resolved image and can be 




Direct imaging of atomic structures has remained the scientific dream for millennia. Ever 
since Democritus proposed the existence of atoms as the smallest indivisible units of 
matter, this idea and its consequences have captured the attention of the scientific 
community. In the 19th century, the broad adoption of atomistic theory led to remarkable 
progress in physics and chemistry and eventually to the dawn of quantum physics in the 
early 20th century. Soon after, the work by Ruska and others laid the foundation for 
electron microscopy, which by the 1970s provided reliable images of atomic structures 
under certain special conditions [103-105]. Finally, in the last 30 years, the progress in 
scanning transmission electron microscopy (STEM) and scanning tunneling microscopy 
(STM) has rendered observations of atomic structures routine [106].  
Despite this progress, the amount of information extracted from the atomically resolved 
images remains extremely small. In virtually all cases until a decade ago, the images were 
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interpreted on a purely qualitative level—in terms of observed structural defects, atomic 
arrangement on grain boundaries, dislocation cores, or interfaces, presence of grain and 
phase boundaries or topological defects, while more quantitative interpretation of the 
observed features, was confined to comparisons with the results of simulations with pre-
existing atomistic force fields [107]. The advent of aberration correction in STEM has 
allowed rapid, high veracity imaging when not only compositions of atomic columns but 
also small deviations from high symmetry positions and changes in bond angles and length 
become quantifiable. Similar progress is being achieved in scanning tunneling microscopy, 
visualizing the atomic structure of metal and semiconductor surfaces. However, by now, 
the preponderant analysis framework remains the mapping of the microscopic degrees of 
freedom on the mesoscopic order parameter fields such as polarization [108-111], chemical 
expansion [112, 113], and octahedral tilts [114-117]. However, these methods do not 
integrate knowledge from theoretical frameworks and are not data-driven, limiting their 
potential utility. In addition to static imaging, dynamic information on vacancy and atomic 
diffusion on surfaces and in the bulk for many material systems are readily available; 
however, typically, the main method of analysis of these data is to observe the presence or 
absence of specific configurations (ordering) or to estimate diffusion barriers [118-120]. It 
should be noted that, in recent times, both machine learning and the use of Bayesian 
inference have been proposed to extract more meaningful information from atomically 
resolved data sets[121], such as in the example of Ishikawa et al. [122], who used Bayesian 
statistical approaches in conjunction with simulations to identify the location of Ce dopant 
atoms in AlN, and Cossio et al. [123], who used Bayesian inference to rank structural 
models from cryo-electron microscopy data. Because these approaches are intended for 
identification of likely atomic structures that give rise to the observed imaging data, they 
can be considered a part of the image analysis. However, it is rarely the case that a 
particular instance of an imaged structure is the ultimate target of experimental research. 
More often, the goal is to understand the properties and behavior of the underlying physical 
system giving rise to the observed structures. Such knowledge in the form of a suitable 
computationally efficient model can be then used to extract information only implicitly 
contained in the imaging data and to make quantitative predictions facilitating materials 
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design. Even though large-scale atomistic simulations [124] and simplified statistical 
mechanical models [125] have been recently used to explain the basic mechanisms behind 
structures observed in images, the experimental data were used as a target to be interpreted 
rather than as a direct source of new information to further improve our predictive abilities 
beyond that of the existing models. Also, no metrics evaluating the model quality were 
provided. To this date, the rich statistical information contained in the spatially resolved 
atomic configurations remains largely unused. Hence, presently the scientific community 
faces the unique situation when the capability to map the atomic structures and physical 
functionalities on the atomic level exists; however, the framework to convert quantitatively 
and rigorously these observations to materials-specific knowledge is absent. That is, most 
analysis is limited to simple qualitative comparisons between imaging data and models, 
and efforts to improve models based on available imaging data have not been reported. 
 
Outline of the General Framework 
Here, we develop a general framework for the incorporation of imaging and other 
complementary experimental data into predictive statistical mechanical models of solid-
state materials and demonstrate it on a nonideal solid solution model as applied to the 
FeSexTe1–x superconductors. However, the proposed approach, which is schematically 
presented in Figure 2-6 and described in the following text, is general and can be applied 
to any imaging data and generative physical model, as long as statistical information can 
be collected. We apply the method toward analyzing segregation of chalcogen atoms in an 
FeSexTe1–x superconductor, with imaging data from low-temperature atomically resolved 
scanning tunneling microscopy. By utilizing the data present in the images, i.e., the local 
atomic configurations, and building a histogram, we are able to use this information toward 
optimization of a microscopic model through a combination of statistical distance 
minimization and perturbation technique. This study shows a general framework for going 
beyond standard image analysis and qualitative matching of imaging data with theoretical 
simulations and toward quantitative use of all available statistical information from the 





Figure 2-6. Algorithm schematic. 
Schematic representation of the proposed framework for model derivation from imaging 







2.3.5 Results and Discussion 
 
As a target for this study, we have chosen FeSexTe1–x materials (with x = 0.45), extensively 
studied in the context of its superconductive behaviors due to its cleavability. Shown 
in Figure 2-7 is the high-resolution STM image of the surface obtained at 4 K. Direct 
examination of the image reveals clearly visible bright and dark atoms, corresponding to 
Se and Te atoms, respectively. The elemental distribution in the system is clearly 
nonrandom, with the atoms tending to form clusters of the same type. This behavior is well-
known in these and similar systems, and it has been hypothesized that it may be the result 
of the spinodal decomposition or nucleation and growth [126, 127],  but the actual 
mechanism can be expected to vary depending on the conditions of preparation. In the 
present case, the material preparation involved slow cooling from melt and long 
equilibration at elevated temperatures (4 days at 400 °C), which suggests that at least the 
statistics of local structures will reflect the equilibrium Boltzmann distribution. Here, we 
aim to extract the corresponding thermodynamic parameters from an observed image and 
infer system properties not directly visible in the data.  
As the first step of the analysis, we identify the location of all atoms in the image by 
extending the lattice and applying corrections based on visual identification under the 
assumption of a perfect square lattice [128]. Next, for each identified position, we collect 
the total intensity of a region around it and perform the thresholding of atomic intensities 
to classify the atoms in accordance with the expected stoichiometry of the material ( 
Figures 2-25 and 2-26). Finally, knowing the positions and types of all atoms, we transform 
the data from the coordinate system of the image to that of the FeSe0.45Te0.55 crystal 





Figure 2-7. Structural Information of FeSe0.45Te0.55. 
(a) STM image of the FeSe0.45Te0.55 surface exposing the chalcogen layer. (b) 
Reconstruction of atomic types and positions from image analysis covering approximately 
50 × 50 atoms; Se (blue), Te (red). (c) Structure of the bulk FeSexTe1–x crystal lattice. (d) 
Geometry of model interactions defined by eq 2.1, between Se/Te sites (black) and the 





To understand the origin of the concentration fluctuations observed in the image, we adopt 
a statistical mechanical model of microscopic interactions between Se and Te atoms that 
would allow us to extract information encoded in the image in a condensed form suitable 
for making predictions. These fluctuations, which the model aims to capture, also implicitly 
determine the system’s response to external conditions as follows from the linear response 
theory [129]. The experimental information is supplemented with our a priori knowledge 
of the FeSexTe1–x structure, which is built into the geometric arrangement of interaction 
sites mimicking the spatial distribution of the chalcogen atoms within the crystal lattice 
(Figure 2-7c). We also assume that the driving forces behind the elemental segregation can 
be represented by short-range interactions. This is supported by the correlation length ξ ≈ 
1 in the units of the nearest-neighbor distance, which was determined from the image by 
approximating the Te–Te correlation function with exp[−|i – j|/ξ], where i and j are the 
positions of Te sites. We note that these effective interactions do not only represent the 
energetics of individual atom–atom interactions but also include entropic contributions that 
may be related to lattice distortions and other larger scale effects. As can be seen 
from Figure 2-7c, each chalcogen (Se,Te) layer has two types of neighboring chalcogen 
layers: one that is separated by an Fe layer and one that is directly adjacent. As we do not 
have previous knowledge of the relative strength of interactions between the different 
layers, we define three independent adjustable parameters controlling the strength of cross 
interactions between unlike atoms: one for the same layer, w0, and two for the distinct 
neighboring layers, w1 and w–1 (Figure 2-7d). The energy of configuration i in the model 











p are the interaction parameters in system p, and quantities ai
x are defined as 
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with the summations running through all nearest-neighbor (NN) pairs of atomic sites; the 
quantity δx is equal to either one if the interaction between particles is defined by 
parameter wx or zero otherwise. Monte Carlo simulations at constant temperature and the 
relative concentration of Se and Te atoms fixed at the bulk stoichiometry (x = 0.45) are 
then used to generate equilibrium configurations that are to be matched with the observed 
data. We assume that, while some nonequilibrium features may persist in the material at 
larger scales, thermodynamic forces drive the local ordering of atomic configurations. Note 
that the model chosen here represents a basic lattice model; more complex sets of 
interactions or models incorporating additional known information can be considered. 
 
Structure Analysis 
To establish the interaction parameters controlling segregation, we analyzed the statistics 
of atomic configurations. Even though an image represents a single state of the 
experimental system, which by itself is not sufficient to evaluate thermodynamic properties 
and construct statistical mechanical models, it is possible to evaluate the range of 
correlations within the observed configuration and collect the statistics of uncorrelated 
local structural descriptors as if they originated from many independent states. The 
interaction model can be then optimized to reproduce this statistical information, which is 
collected in the form of histograms of different atomic configurations. In the present case, 
the target information consisted of the relative frequency of 12 local surface configurations 
encompassing all possible arrangements of the nearest atomic neighbors, as shown 
in Figure 2-8. The standard deviation of the relative frequency values for each histogram 
bin, indicated by error bars, was estimated from the average count variations among 9 
blocks into which the image was divided for this purpose. To test whether new information 
can be extracted from the image, we also tried to match 60 local configurations of the 
nearest and next-nearest neighbors. However, the extra information did not provide 
significant constraints on the model; therefore, we can conclude that the formation of the 
observed structure is predominantly driven by nearest-neighbor interactions. 
When comparing two systems (i.e., the experimental target and its model), using statistical 
data from measurements on these systems, special care must be taken to use a proper 
43 
 
measure of their similarity to avoid biased results. Here, we base the model optimization 
loss function on a metric known in physics as statistical distance [130-132], a similarity 
measure quantifying the distinguishability of two physical systems based on measurements 
collected as sets of individual samples. It can be written as 
 
𝑠 = arccos (∑ √𝑝𝑖
𝑘
𝑖=1
 √𝑞𝑖) , (2.3) 
 
where pi and qi are the probabilities of finding outcome i in the measurement of 
systems p and q, respectively, with the total of k possible outcomes. The distance takes into 
account that both systems are the source of sampling uncertainty and builds in a variance 
equalizing transformation. As a result, different sources of data can be treated on equal 
footing [133, 134]. In the present case, the two systems correspond to FeSe0.45Te0.55 probed 
by imaging and simulations. The probability distributions are determined as the maximum 
likelihood estimates equal to the relative frequencies of the histogram of k local 
configurations in the two systems (Figure 2-8). 
 
Parameter Optimization 
The optimal model parameters were found using the computationally efficient perturbation 
technique [132, 135], which takes advantage of the thermodynamic perturbation relations 
to predict the changes of arbitrary properties A of system p as a function of interaction 
parameters. This is achieved by sampling a reference system q and reweighting 
contributions Ai to property A from states i according to 
 















Figure 2-8. Statistics of local configurations. 
Top: Local configurations collected from the image whose statistics were to be matched 
by the model, where Se atoms are blue and Te are red. Bottom: Histograms of the target 
(blue) and model (yellow) local configurations. The statistics of local configurations 





where the angle brackets denote ensemble averaging, Δui denotes the energy difference of 
state iin systems p and q, respectively, ΔF is the Helmholtz free energy difference between 
the two systems, and β = 1/kBT, where kB is the Boltzmann constant and T is absolute 
temperature. In the present case, Ai corresponds to a contribution to the histogram of local 
configurations from state igenerated in the simulation of the reference system q. The 
predicted histograms are then compared with the target data using the statistical distance, 
and the best match is selected as the optimal model. 
For lattice models with nearest-neighbor interactions defined by eq 2.1, the energy 















q are the interaction parameters in systems p and q, respectively. Once 
quantities ai
x defined by eq 2.2 are collected from a reference simulation of system q, the 
perturbation scan of the parameter space is executed by multiplying the arrays of ai
x values 
by different parameter combinations, and then eqs 2.4 and 2.5 are used to predict the 
histograms of local configurations without the need for repeated simulations. The search 
for a parameter set minimizing the statistical distance, eq 2.3, between the target and model 
histograms can be initiated by a matrix search and followed by local searches starting from 
the most promising candidates using the conjugate gradient method [136]. In the present 
case, we performed a Monte Carlo simulation of a reference system with all interaction 
parameters set to zero and used it to determine the parameters of a trial model, which was 
in turn used as a new reference system. This procedure was repeated in three iterations 
before reaching the optimal values: w0 = 0.529, w1= 0.023, and w–1 = −0.040 in the units 
of kBT. The agreement between the histograms of local configurations collected from the 
image and from modeling is within the standard deviation indicated by error bars 






Model Predictions and Interpretation 
The resulting model sheds more light on the elemental distribution in the material and its 
origins. The fact that the statistics can be well reproduced by an equilibrium model strongly 
suggests that the experimental structures are, indeed, the features of an equilibrated system. 
The energetically unfavorable positive values of the optimized parameters for the unlike 
pair Se–Te interactions reflect the observed segregation. The larger magnitude of the same 
layer interactions, w0, relative to the interlayer interactions suggests that the segregation is 
driven mostly by forces acting between atoms within individual layers, implying that 
correlations across multiple layers are substantially weaker. In fact, a simple two-
dimensional model with a single interaction parameter w0 can provide nearly the same 
quality of match between the histograms and capture the main driving force behind the 
observed data. Given this result, we can hypothesize that most segregation occurs only in 
the newly built layers during crystallization. If we assume that the crystallization occurred 
at 400 °C, at which the system was equilibrated for 4 days, the energy of the effective same-
layer interaction determined by w0 is approximately 3.0 kJ/mol, which represents a penalty 
for the formation of a Se–Te nearest-neighbor pair relative to Se–Se and Te–Te pairs. To 
gain better insight into the constraints on individual interaction parameters provided by the 
imaging data, we show the landscapes of statistical distance as a function of the parameters 
in Figure 2-9, which provide a more comprehensive view of the parameter space than a 
simple sensitivity analysis. The contour plots, generated using the perturbation technique 
based on a single reference simulation, show that the valleys near the minimum distance 
are narrow along the horizontal w0 direction, while elongated along the vertical w–
1 and w1 directions. This indicates better constraints on the same-layer interaction 
parameter w0. Such an outcome could be expected given that the target imaging data 
provide direct information about intralayer correlations. The model also allows us to 
estimate the system’s thermodynamic and structural properties as a function of temperature 
and stoichiometry, formulate quantitative predictions of segregation, clustering, or 




Figure 2-9. Landscapes of squared statistical distance, s2, as a function of the three 
interaction parameters of the considered model. 
Left: Space of parameters w0 and w–1 for the optimal w1 = 0.023. Right: Space of 
parameters w0 and w1 for the optimal w–1 = −0.040. The white cross indicates the 




such as conductivity, and identify new targets for further experimental study. Figure 2-
10 illustrates the changes in atomic clustering and segregation as a function of temperature 
and the profiles of the free energy and entropy contributions from elemental segregation as 
a function of temperature and composition. The latter plots indicate the possibility of phase 
separation suggested by the abrupt decrease in the entropic contribution seen at lower 




Here, we have developed an approach for consistent integration of the knowledge 
contained in atomic configurations derived from microscopic images into a model of a 
nonideal solid solution and extracted interaction parameters between the two types of 
different constituent atoms. Although for this system our previous study has shown that the 
impact of segregation on the conductance spectra is relatively small, the presented 
framework is general and can be applied to any atomically resolved imaging data. These 
may include direct information on interactions between vacancies, adatoms, and dopants 
which can be otherwise difficult to compute from first-principles theories (especially 
in, e.g., technologically relevant oxides [137, 138]), or measured by experimental 
techniques (e.g., diffraction) [139, 140]. Thus, the framework presented here offers a 
method to learn information contained in the microscopic degrees of freedom sampled 
during experiments and, in principle, enables exhaustive utilization and exploitation of the 
available statistical information. As long as a generative model is known (or can be 
postulated based on previous knowledge), the method shown in this communication can be 
universally applied. This also includes the incorporation of data from first-principles 
simulations, which can be regarded as pseudoexperiments providing series of 
configuration–energy samples at the microstate resolution. As shown earlier [132], this 
quantum chemical input can be used in a form fully consistent with the type of experimental 
data discussed here, with these diverse complementary sources of information providing 
joint constraints on the model. While we have used an example of an equilibrium system, 




Figure 2-10. Optimal configurations and results per particle.  
Top: Typical surface atom configurations generated by the optimal model for Se 
concentration x = 0.45 at reduced temperatures T*=1 (consistent with the experimental 
data) and at temperatures T* = 0.75 and 1.25. The area covers 100 × 100 surface atoms. 
Bottom: Free energy βF/N and entropy S/kBN contributions per particle originating from 
elemental segregation as a function of temperature and composition. The set of 




data as a function of time are collected. Further improvements can be made based on 
combination with Bayesian inference [141] to determine the likelihood of particular 
models with quantified uncertainty in a nonbiased manner. Such techniques are vital to 
guide researchers to help design future experiments that can reduce the model uncertainty 
further, thereby increasing efficiency and creating the feedback between theory and 
experiment that is highly data-driven. 
2.3.7 Methods 
 
The STM data on the FeSexTe1–x system was acquired on a home-built STM system, on a 
crystal of composition FeSe0.45Te0.55 cleaved in UHV conditions at room temperature and 
imaged in constant current mode at 77 and 4.2 K. The crystals are tetragonal and cleave 
perpendicular to the c-axis, exposing the ab-plane for imaging. More details about the 
experimental procedure are available in a previous publication [128].  
 
Simulation Details 
The Monte Carlo simulations of the model systems were performed on a simple cubic 
lattice. To conform to the geometry of the FeSexTe1–x structure, the Se and Te atoms were 
placed on the same color sites of a three-dimensional checkerboard; that is, the 12 nearest 
neighbors of Se or Te atoms shared the cubic edges (Figure 2-7d). Simulations of the 
reference systems intended for the perturbation technique parameter optimization were 
performed in a simulation box with 16 lattice sites in the directions parallel with the Se/Te 
layers and six lattice sites in the perpendicular direction. Additional simulations, which 
exceed the area covered by the image, were performed in a box with 100 × 100 lattice sites 
in the parallel direction and six sites in the perpendicular one. At each Monte Carlo step, 
the positions of two randomly chosen particles were exchanged, and the move was 
accepted or rejected following the Metropolis acceptance condition. The simulations were 
performed at reduced temperature T* = 1.0 over 106 sweeps, where each sweep consisted 
of N individual steps, with N equal to the total number of particles in the system. Samples 
were collected every 10 sweeps, resulting in the collection of 105 system configurations, 
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which were further analyzed to obtain the statistics of local configurations used for 
optimization. The plots of free energy and entropy surfaces were created using the 
multistate Bennett’s acceptance ratio method [142] based on a set of simulations at 10 
different values of Se concentration x between 0.05 and 0.5 and eight different values of 
inverse reduced temperature β between 0 and 2.0. 
 
2.4 Deep data mining in a real space: separation of intertwined 
electronic responses in a lightly doped BaFe2As2  
 
2.4.1 Publication Information 
  
A version of this article was originally published by Maxim Ziatdinov, Artem Maksov, Li 
Li, Athena S Sefat, Petro Maksymovych and Sergei V Kalinin in: 
 Ziatdinov, Maxim, Artem Maksov, Li Li, Athena S. Sefat, Petro Maksymovych, 
and Sergei V. Kalinin. "Deep data mining in a real space: separation of intertwined 
electronic responses in a lightly doped BaFe2As2." Nanotechnology 27, no. 47 (2016): 
475706. [143] 
 
The article content is reprinted as published with figure numbers modified and footnote 
referencing changed. Supplementary material added at the end of the chapter as an 
appendix.   
 
2.4.2 My contribution 
 
Strongly inhomogeneous electronic response of BaFe2As2 doped with 1% gold prevents 
recovering atomic positions from topographic data and results in a very difficult to analyze 
spectral data. In order to study multidimensional STM/S data reliably, a reliable and un-




The subject STS dataset has dimensions of 80 by 80 by 768, containing a stack of 768 
conductance maps. I preprocessed the data to convert it into 3D matrix. I applied PCA and 
k-means clustering algorithms to estimate number of significant sources of signal within 
the data and explore the data. I used Bayesian linear unmixing (BLU) on the data to unmix 
the signals under non-negativity and full-additivity physical constraints. Compared to PCA 
and k-means clustering, this produces signal sources that are more physically meaningful, 
as well as addresses the issue of high spatial inhomogeneity of data.  
In additional work, presented at MRS and APS conferences, but not included in this 
publication, I have also utilized local indicators of spatial association (LISA) to identify 




Electronic interactions present in material compositions close to the superconducting dome 
play a key role in the manifestation of high-Tc superconductivity. In many correlated 
electron systems, however, the parent or underdoped states exhibit strongly 
inhomogeneous electronic landscape at the nanoscale that may be associated with 
competing, coexisting, or intertwined chemical disorder, strain, magnetic, and structural 
order parameters. Here we demonstrate an approach based on a combination of scanning 
tunneling microscopy/spectroscopy and advanced statistical learning for an automatic 
separation and extraction of statistically significant electronic behaviors in the spin density 
wave regime of a lightly (~1%) gold-doped BaFe2As2. We show that the decomposed STS 
spectral features have a direct relevance to fundamental physical properties of the system, 




Nanoscale inhomogeneity of chemical, structural and electronic orders in a crystalline 
matter is expected to have a profound and non-random effect on the macroscopic properties 
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of technologically relevant materials. Celebrated examples include reduced mobility of 
Dirac electrons in graphene transistor devices due to formation of charge nanopuddles [31, 
144], ultra-high piezoelectric response of relaxor ferroelectrics due to interaction between 
nanopolar domains and acoustic phonon mode [32], filamentary superconductivity [145], 
and fluctuating superconducting (SC) state above a transition temperature (Tc) in high-Tc 
cuprates associated with emergence of nanometre-sized electron pairing regions [146]. 
Scanning tunneling microscopy and spectroscopy (STM/S), which probes topographic and 
electronic properties of the surfaces with a nanometer-scale resolution, constitutes an ideal 
experimental tool for exploring local inhomogeneity in materials. The STM topographic 
images are typically recorded in a constant current regime [147], resulting in a two-
dimensional (2D) Z(X, Y) dataset, where Z represents a convolution of actual height 
variation and electronic local density of states (LDOS) at each point (X, Y) on the surface. 
Meanwhile, the STS mode allows to acquire 3D G(X, Y, V) datasets, where G = dI/dV 
corresponds to a value of differential conductance proportional to LDOS at specific energy 
E = eV at each (X, Y) point. In the simplest realizations of the bi-phase or multi-phase 
nanoscale systems, a separation between two or more phases is clearly visible in the STM 
topography, and comparison of STS spectra associated with different topographic features 
allows a straightforward analysis of electronic properties in these phases. Examples include 
STM/S measured on 2D lateral heterostructures sufficiently far from the boundary [148] 
or STM/S experiments on an isolated impurity embedded in otherwise ideal lattice [149]. 
For many strongly correlated materials, however, a complex local inhomogeneity patterns 
in conductance maps do not have a direct and simple connection to topographic features 
[150-152]. To complicate things even further, the morphology and chemical composition 
of the top-most layer of a cleaved surface in many complex compounds is usually itself a 
subject of controversy [153] which makes it nearly impossible to predict electronic 
properties in a characteristic field of view of STM/S experiment from the first principles. 
Given an ever-growing amount of multidimensional STM/S data on strongly correlated 
materials [153-155], there is an urgent need for developing a deep data driven analysis that 
would allow reliable and un-biased identification and spatial mapping of statistically 
significant different electronic behaviors without a priori knowledge about the details of 
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surface structure. Here we present a physics-robust statistical learning approach based on 
k-means clustering, principal component analysis (PCA) and Bayesian linear unmixing 
(BLU) to uncover a wealth of 'hidden' information from the STS measurements in a lightly 
doped, 'precursor', magnetic regime of iron-based superconductor [156]. We show how the 
features extracted from multivariate statistics-based decomposition of STS signal have a 
direct relevance to fundamental physical properties of the system, which we illustrate by 
uncovering a 'buried' pseudogap-like phase and impurity induced double resonance states. 
As a model system, we have chosen a lightly Au-doped BaFe2As2 single crystal, 
Ba(Fe1−xAux)2As2 with x = 0.009 (~1%). This compound shows a coupled structural and 
antiferromagnetic (AF) transition, from the tetragonal non-magnetic state into the 
orthorhombic striped SDW phase at TN ≈ 110 K [157]. Upon increased Au-dopants, the AF 
interactions becomes suppressed and the system develops into a superconductor (Tc ≈ 4 K) 
at ~3%. It has been recognized that interactions present in such SDW states of the FeAs-
based compounds play a crucial role in understanding unconventional superconductivity 
[158, 159]. However, the details of local electronic structure at low temperatures in the 
non-SC phase of FeAs compounds, including the role of lattice strain, presence and origin 
of a pseudogap-like state, and character of impurity-induced quasiparticle states, remain a 
subject of a debate [153, 159]. 
 
2.4.5 Results and discussion 
 
We first present the STM topographic image over a relatively large FOV on a cleaved 
surface of 1% Au-doped BaFe2As2 in the SDW phase recorded at T = 77 K (figure 2-
11(a)). The typical surface area at 77 K appears to be peppered with dark nanoscale regions. 
Upon cooling down to T = 4 K, we found a dramatic increase in the density of the dark 
nanoregions as can clearly be seen from the representative STM topographic image for the 
same Au-doped BaFe2As2 surface in figure 2-11(b). In general, the variations in apparent 
topographic height associated with dark and bright regions can be of both topographic and 
electronic origin. However, we do not expect any extensive surface damage or profound 
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changes in nanoscale chemical composition as we cool down the sample from 77 to 4 K. 
Instead, the observed change in STM topographic patterns in figures  2-6(a) and (b) is 
likely related to the enhanced nanoscale electronic inhomogeneity as we approach towards 
a phase region with competing normal and SC orders [160] or with admixture of another 
form of magnetic order within the SDW phase (see supplemental material). Such 
inhomogeneity shows the necessity for applying data mining tools based on multivariate 
statistical analysis for extracting relevant electronic behaviors in this system [161]. 
Zooming into a smaller FOV reveals a stripe-like reconstruction at the surface with a 
periodicity across the stripes of ≈0.7 nm (inset in figure 2-11(b)). Similar unidirectional 
modulation of charge density has been also reported for SDW phase of SrFe2As2 [162]. 
While the exact origin of these charge stripes and their relation to SDW, if any, is not clear 
at present moment, it is worth to note that we were not able to observe similar 1D 
modulations at 77 K on the same cleaved surface. This suggests that the reconstruction is 
not cleavage-induced. 
In figure 2-11(c) we show the STM topography at T = 4 K measured in a region with 
extended quasi-1D defect which appears as a bright 'diagonal' feature in the topography. 
The spatial extension of this defect typically exceeds ≈1 μm and we were able to 
reproducibly observe it in several areas of the sample. Furthermore, a similar structure was 
reported in another iron-based superconductor compound [128] suggesting that this defect 
can be a common feature of iron pnictides. High-resolution spatial maps of differential 
conductance G (figures 2-11(d)–(g)) recorded at the area shown in figure 2-11(c) at several 
selective energies confirm a highly inhomogeneous electronic structure of the surface, with 
no one-to-one correspondence to underlying topographic data. Accordingly, averaging 
over even relatively small surface area can lead to a loss of significant physical information 
contained in individual G curves. Such a lossy compression of the original data is 
illustrated in figure 2-12(b), where the STS curve averaged from 182 individual line spectra 
inside the box in figure 2-12(a) fails to reproduce physically important features at the Fermi 
level seen in the 4 selected single-pixel (point) spectra recorded within the box area. It 
therefore becomes clear that the surface electronic behavior cannot be characterized 




Figure 2-11. Data of 1% Au-doped BaFe2As2. 
(a) and (b) Representative experimental STM topographic images at 77 K (a) and 4 K 
(b). Ubias = −60 mV, Isetpoint = 100 pA. Insets in (a) and (b) show a zoomed-in area of the 
surface which displays atomic lattice contrast (Ubias = −100 mV) and stripe-like features 
(Ubias = 250 mV). (c) STM topographic image of quasi-1D defect at 4 K. Ubias = −110 
mV, Isetpoint = 150 pA. (d)–(g) Conductance maps G (r, E = eV) in the same area as in (c) at 





Figure 2-12. Data of 1% Au-doped BaFe2As2. 
(a) STM topographic image of the area on which STS grid measurements are performed. 
(b) Green STS curve is averaged over the 182 individual STS spectra inside the box in (a). 
Gray, red, blue, and black curve are single-pixel (point) STS spectra recorded at the 
locations schematically denoted by colored dots in (a). Note that gray and red curves were 




of STS curves from G(X, Y, V) dataset. 
We now proceed to the accurate extraction of statistically significant information 
associated with surface electronic structure from a deep data style analysis [161]. We use 
the STS dataset recorded on the topographic area shown in figure 2-12(a). The dataset has 
dimensions of X × Y × V = 80 × 80 × 768, that is, it contains a stack of 768 conductance 
maps with a spatial resolution 80 px × 80 px (1 px ≈ 0.56 nm). To decorrelate the STS data 
in a statistically meaningful way we start with imposing a lower bound limit on the number 
of relevant electronic behaviors within the dataset. 
The smallest reasonable number of statistically significant behaviors can be estimated 
using k-means algorithm [163]. The k-means algorithm divides the dataset in a specified 
number of optimally selected clusters of curves that have similar behavior so that the 
within-cluster sum of squares is minimized [163, 164]: 
 






where μi is the mean of points in Si. The selection of the number of clusters is based on the 
analysis of dendogram in figure 2-13(b), in which larger vertical drops in the binary 
branches indicate a better cluster organization scheme in the data [163]. Based on the 
results shown in figure 2-13(b), we used 3 clusters as an input in our k-means analysis. The 
resultant spatial distribution of the 3 clusters is shown in figure 2-13(a), and the mean 
curves associated with each of 3 clusters are displayed in figures 2-13(c)–(e). 
We further analyzed a variance in the STS curves distributed over each nanoregion (cluster) 
by means of PCA [165-167]. The deviation from the mean curve within each cluster 
associated with first 5 eigenvectors in PCA is shown by dashed lines in figures 2-14(a)–
(c), and the corresponding scree plots are depicted in figures 2-14(d)–(f). The PCA analysis 
indicates that the cluster 2 and cluster 3 show a relatively moderate variance in the shape 
of the mean STS curve, allowing us to extract physical information from the curves. The 




Figure 2-13. Results of k-means clustering. 
(a) k-means cluster algorithm resultant map with 3 clusters specified in the image. The 
surface area is identical to the one in figure 2-12(a). (b) Dendogram plot of hierarchical 
binary cluster tree (circles illustrate the optimal number of clusters). (c)–(e) Mean STS 







Figure 2-14. Results of PCA analysis performed within each of 3 clusters. 
(a)–(c) Mean STS curves for each of 3 clusters are plotted with black solid line. The PCA-
derived deviation from mean curve within each cluster is shown by dotted color lines. (d)–
(f) PCA scree plots showing variance within each of 3 clusters (the horizontal axis starts 




the Fermi level. This is in a good agreement with an observation of the SDW gap centered 
at around −10 meV in the ARPES measurements of BaFe2As2 [168]. We note that the 
theoretical modeling in [168] and [169] also showed that the SDW phase features a finite 
density of states at the Fermi level in the absence of the (coexisting) superconducting state, 
which is supported by our results. The mean STS curve from cluster 3 shows a metallic 
behavior and is somewhat similar to the curve from cluster 2, but with the center of the dip 
shifted to about −25 meV. We tentatively assign this behavior to the SDW phase whose 
characteristics were altered locally due to the presence of distortion nano-domains in 
crystalline lattice induced by the quasi-1D defect. Noteworthy, we did not observe similar 
lineshape in the regions far (>100 nm) from the defect in our experiments. The PCA-
derived variance within cluster 2 and cluster 3 can be understood as relatively minor 
fluctuations of electronic response within a defined phase. The situation, however, is quite 
different for cluster 1. Here, a stronger variance in the shape of STS curves, especially in 
the regions close to the Fermi level, does not allow assigning any physically defined phase. 
This suggests that the total number of relevant electronic behaviors is larger than estimated 
by the k-means method. However, additional, 'hidden', electronic responses cannot be 
accurately revealed from the PCA eigenvectors, as they are constructed to be orthogonal 
and hence may not have a well-defined physical meaning. 
To perform a more thorough and detailed separation of electronic behaviors in the STS 
dataset we adopt BLU technique. This algorithm, developed by Dobigeon and co-workers 
[170], is used for separating linear mixtures of spectral sources under non-negativity and 
full additivity constraints that allows assignment of physical meaning to the shape of the 
end-member curves [171]. We assume that the registered STM current signal g at each 
pixel p can be approximated as a linear combination of the currents flowing through each 
of the available 'channels', so that the latter can be represented by the endmembers [172], 
 








where mr is the spectral measurement of an endmember r, R is the total number of 
endmembers, ap,r is the abundance of endmember r at pixel p, np is a zero-mean Gaussian 
noise, and G = [g1, ..., gp], M = [m1, ..., mR], A = [a1, ..., aP], N = [n1, ..., nP]. The model is 
imposed with non-negativity and full-additivity constraints of the abundance coefficients: 
 




= 1. (2.10) 
 
Additionally, the model is constrained to non-negativity of the endmember spectra, 
 
𝑚𝑟 ≥ 0, 𝑟 = 1, … , 𝑅 (2.11) 
 
and no assumption of the presence of pure pixels is made. The estimation of endmembers 
and abundances is performed under a hierarchical Bayesian model [170]. For the estimation 
of the prior for the Bayesian model, the data X = MA dimensionality is reduced 
to K (R – 1 ≤ K ≤ V), by an assumption that without the noise data can be represented by 
(R–1)-dimensional convex polytope of RV, where vertices represent pure endmember 
spectra mr. For the next step, PCA projection is obtained, which allows to recover a simplex 
in a reduced dimensionality space via NFINDR [173, 174]. Using these results, the 
endmember abundance priors as well as noise variance priors are estimated from the 
conjugate multivariate Gaussian distribution, where the posterior distribution is calculated 
based on the endmember independence using Markov chain Monte Carlo (MCMC), which 
generates asymptotically distributed samples probed via Gibbs sampling strategy. 
Unmixing was run for 100 MCMC iterations for each attempt. 
The number of endmembers R in the BLU algorithm must be postulated by a researcher. 
The lower bound limit for a total number of endmembers has already been set by the results 
of k-means method. To set up the upper bound limit for possible number of relevant 
electronic behaviors, we refer to a general underlying physics of the problem. Here, in 
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addition to the states associated with the SDW phase discussed in the k-means calculations, 
we must add states associated with (i) unidirectional modulation of surface charge density; 
(ii) possible presence of a different magnetic order 'admixed' into the SDW phase; (iii) 2 
common types of point defects on the cleaved surface; (iv) diluted concentration of Au 
dopants; (v) randomly scattered atoms on the surface1 [175]. Using these constraints, 
coupled with the results of PCA analysis, and by performing over- and under-sampling of 
BLU R-components, we found that the most relevant description of electronic behavior is 
achieved for R = 6 endmembers. The BLU results with R = 6, for both endmembers and 
abundance maps, are shown in figure 2-15. One can immediately see that endmember 4 
and endmember 5 (figures 2-15(d) and (e)) corroborate the results on SDW-associated 
phase found earlier from k-means algorithm. In addition to phases already seen in the k-
means, the BLU analysis revealed new features in electronic behavior that can be linked to 
the fundamental physical properties of the material, as described below. 
The endmember 2 shows a well-defined signature of a spectral gap of 2Δ ≈ 40 meV 
centered near the Fermi level (figure 2-15(b)). We note that the gap of a similar behavior 
and magnitude (~30–40 meV) was observed in STM experiments on a closely related 
compound from AFe2As2 family, SrFe2As2, in which it was explained as the SDW-
originated gap [162]. However, recent photoemission spectroscopy measurements and 
theoretical modeling [168] on the AFe2As2 type compound revealed that the SDW and SC 
orders must coexist spatially in order to produce a gap at the Fermi level. Otherwise, the 
SDW opens a gap below the Fermi level [168, 169], in agreement with behavior observed 
in the endmembers 4 and 5. If the SDW and SC orders indeed coexist on a local scale in 
our sample, the formation of the electron-pairing 'islands' associated with the SC order is 
expected to produce a continuous drop in bulk resistivity measurements [145, 176]. 
However, this is clearly not the case for our compound, in which the resistance showed a  




1 See online supplemental material stacks.iop.org/NANO/27/475706/mmedia for bulk magnetic 
susceptibility and resistivity measurements, additional STM data at 4 and 77 K, and the details of multivariate 




Figure 2-15. Results of Bayesian linear unmixing of STS dataset. 
(a)–(f) 6 Bayesian endmembers (see text for details). Inset in (b) zooms in the spectral gap 
features at the Fermi level. (g)–(l) Corresponding abundance maps (yellow) overlaid on the 
topographic image (red). The intensity contributions in the abundance maps below 0.2 were 





small upward trend in the temperature range of interest (see footnote 5). This rules out a 
scenario in which the 'admixture' of SC order leads to the gap feature seen in the 
endmember 2. We therefore describe the spectral weight loss at the Fermi level observed 
in the endmember 2 in terms of a pseudogap-like state, which is defined here as a state 
outside the 'superconducting dome' and not directly associated with either SDW-induced 
gap or 'SDW+SC'-induced gap. 
We next discuss a possible physical origin of the pseudogap-like state associated with 
endmember 2. At first glance, it is tempting to link the pseudogap-like state to the 1D 
striped charge order seen in the STM topographic image. However, a possibility of such 
direct correlation quickly falls apart as we were able to find the 1D stripes even in the areas 
without spectral features of a pseudogap. Another explanation of a pseudogap-like state is 
based on the possible formation of a different, short-range, magnetic order admixed into 
the SDW phase, which is consistent with the presence of upturn in a magnetic susceptibility 
data below TN. The formation of a pseudogap-like state may also explain a peculiar 
upswing in the resistivity in the SDW phase below ≈20 K. Noteworthy, our finding of a 
2Δ ≈ 40 meV pseudogap-like feature, which is not directly related to SDW, correlates with 
photoemission spectroscopy results of Xu et al  [177] that showed emergence of 2Δ ≈ 36 
meV pseudogap state at the Fermi level of the underdoped Ba1−xKxFe2As2 in both SC phase 
and non-SC phase without long-range SDW order. 
The endmembers 1 and 6 in figures 2-15(a) and (f) show a clear resonance peak features 
associated with impurity induced bound states in the SDW phase of this compound. The 
impurity-induced nature of these peaks is further confirmed by the inspection of the 
corresponding abundance maps that show the peak features are generally constrained to a 
point-like areas on the surface (figures 2-15(g) and (l)). Of particular interest is the 
endmember 1 which can be described by a non-magnetic impurity-induced double 
resonance peak model studied in [169]. We tentatively ascribe the origin of this spatially 
diluted double peak state to the Au dopants. Finally, the origin of endmember 3 is likely 





2.4.6 Conclusions and outlook 
 
Our results on the identification of a surface nanoscale electronic structure in the 
underdoped state of FeAs-based superconductor, by means of a deep data style analysis are 
important for providing clues to understand how the high-temperature superconductivity 
may emerge in these systems. First, while there is a growing evidence of the pseudogap 
state formation in FeAs compounds [177-180] there is still an open debate on the relation 
of the pseudogap to the superconducting state and on the role of magnetic correlations in 
the formation of the pseudogap. Our revelation of 'buried' pseudogap-like spectral features 
in the SDW phase, combined with results of magnetic susceptibility and resistivity 
measurements, suggests a potential link between a pseudogap state and weak or short-range 
magnetism within SDW phase. In future, the temperature-dependent STS measurements 
coupled with the presented here deep data analysis could provide additional details on a 
physical nature of this phase. Second, the real-space analysis of the electronic character of 
impurity-induced quasiparticle states found in the spectral unmixing of our data can be 
further used as a probe into the details of the strong correlations in the system. In this sense, 
it is natural to extend the deep data approach to the reciprocal space, which is commonly 
used to study quasiparticle interference pattern [181]. We expect that a nanoscale 
inhomogeneity in the electronic structure of the surface would produce spatially different 
scattering patterns at the same value of energy. The application of techniques such as 
sliding FFT combined with multivariate analysis [182] would allow hidden scattering 
patterns to be uncovered. Finally, we note that the presence of 1D charge modulation at the 
surface did not allow us to measure the atomic lattice constant in the regions close to the 
defects that showed peculiar changes in electronic behavior within the SDW phase. We do 
expect, however, that for the systems in which the atomic lattice can be resolved (i.e., no 
surface 'reconstructions' occur), one can perform a direct data mining to correlate minute 
variations in atomic positions with the changes in spectral characteristics, such as the 
magnitude of SDW and/or SC gaps. As the ever-increasing amount of STM/S data on 
strongly correlated systems makes the individual inspection of datasets highly impractical 
and, in many cases, nearly impossible, the approach outlined here will present an ideal tool 
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for an accurate mapping of locally inhomogeneous electronic structure on the surfaces in 
an automated fashion of a full information extraction. 
2.4.7 Methods  
 
Single crystals of lightly Au-doped BaFe2As2 (x = 0.009, ~1%) were grown out of self-flux 
using a high-temperature solution-growth technique. STM/S measurements presented in 
the manuscript were carried using a Joule–Thomson scanning tunneling microscope (JT-
STM, Specs, Berlin). Tungsten (W) STM tip was prepared by gentle field emission at a 
clean Ag(111) sample. The samples were cleaved in situ in the STM machine chamber at 
approximately 110 K. The samples were always measured first at 77 K, followed by 
cooling the system further down and performing measurements at 4 K. The representative 
figures of the surface at 77 K and at 4 K were selected from data obtained by routine shift 
of the scan frame over (2 × 2) μm2 surface area, which ensured the overlap between areas 
imaged at different temperatures. The estimated lateral 'drift' upon cooling in the current 
experimental set-up is less than 1 μm. STS measurements were performed using a standard 
lock-in amplifier techniques, with a bias modulation between 2 and 5 mV. Matlab codes 







Appendix 2-1. Supplementary information for Atomic-scale observation of structural 
and electronic orders in the layered compound 𝜶-RuCl3 
 
Supplementary Note 2-1.1. Comparison of STEM results with P3 and C2/m models. 
 
In P3112 structure, each Ru/Cl column contains one Ru atom (Z1=44) and two Cl atoms 
(Z2=Z3=17) per unit cell, whereas each Cl column contains two Cl atoms (Z1=Z2=17) per 
effective unit cell. As the intensity of 2-dimensional STEM image is roughly proportional 
to Z2 and scales linear with a number of atoms in the column [183-185], the projection of 
the P3112 structure on to the plane perpendicular to c*-axis would lead to a well-defined 
difference in contrast between three Cl columns and six Ru/Cl columns producing pattern 
with a periodic repetition of 6 brighter and 3 darker columns [see Figure 2-16 (b)]. This 
agrees well with experimental observations. The situation, however, is different for C2/m 
structure. Here, when considering the projection on to the plane perpendicular to c*-axis, 
the Z2 dependence of the intensity would produce a pattern with well-defined line features, 
in which every third line containing only Cl atomic columns appears substantially darker 
that the two other line originating from mixed Ru/Cl columns [see Supplementary Figure 
2-16 (c)]. This does not fit the experimental observation. 
 
Supplementary Note 2-1.2. Neutron diffraction measurements on single crystals. 
 
The single crystals neutron diffraction data reproduces well a lateral component of Cl cage 
distortion found in DFT and STEM (schematically shown with red arrows in Figure 2-17; 
see also Table 2-1 for details). It is noteworthy, however, that several other distortion 
components seen in neutron data, including a distortion in Ru sublattice, were not directly 





Supplementary Note 2-1.3. Computation of normal displacement modes from STEM 
image via principal component analysis (PCA).  
 
PCA normal modes are computed from a set of atomic centers segmented into M periodic 
unit cells and represented by the matrix N. The rows of matrix N correspond to the unit 
cells and columns correspond to (x, y) coordinates of each of atoms within the studied 
system. The rows and columns represent “observations” and “variables”, respectively. In 
the first analysis, (x, y) coordinates are computed for each atom within each unit cell with 
origin (0, 0) corresponding to the center of mass of all 9 atoms, resulting in 18 variables. 
In the second part of the analysis, we calculate the center of mass of Ru/Cl mixed columns, 
and (x, y) coordinates are only computed for 3 pure Cl columns, resulting in only 6 
variables. We run PCA to find statistical normal modes of displacements. PCA is used to 
convert the matrix N into a product of expansion coefficients aik and eigenmodes wk [78, 
186].  
 
𝑁𝑖(𝜔𝑗) = 𝑎𝑖𝑘𝑤𝑘(𝜔𝑗) (𝑠. 2.1) 
 
The eigenvectors are orthogonal and are arranged in descending order by variance. We do 
not perform mean subtraction, which makes the first eigenvector the average coordinates 
of atomic columns. Therefore in the main text, we start count from the second eigenvector. 
We note that PCA is a dimensionless type of analysis, which results in coordinates not 
corresponding to the coordinates we see in original data. In order to explore the variance 
in the atomic column positions we explore the 17 or 5 other eigenvectors in each case.  
Scree plots and percentage of the variance explained for both parts of the analysis are 
shown below in Figure 2-18. 
Selection of the number of eigenvectors explored is usually based upon the presence of a 
bend in the Scree plot. However, in the first case the estimation is somewhat obfuscated by 
eigenvectors 16 and 17 containing very little information, while in the second we have too 
few variables to disregard any. For the Ru/Cl center of mass analysis we have shown the 
plot for all 5 eigenvectors. For the unit cell center of mass we have shown the first 6 
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eigenvectors, as further exploration had revealed that eigenvectors 7 through 15 show 
mostly slight variations in the mixed Ru/Cl atomic positions, while the first 6 are most 
prominent in the pure Cl sublattice.  
In Figure 2-19a we show the data for center of mass of entire cell as origin for the first six 
eigenmodes. It is clear that the same trend is preserved, i.e. variation in geometry of Cl 
sublattice stronger than those in Ru sublattice. In Figure 2-19b we show principal normal 
modes only for three Cl columns in the unit cell whose coordinates were recalculated with 
respect to the center of the mass of six Ru/Cl columns in each cell. Such analysis can 
provide greater details on the potential forms of distortion variation in Cl sublattice with 
respect to Ru-contained columns. The first eigenmode (blue arrow) shown in Figure 2-19b 
can be described as a polar displacement mode of Cl columns, whereas the rest four 
eigenmodes can be assigned to a combination of shear-, stretch-, and rotation-like modes. 
Note that a small mismatch between the centers of the atomic cores of Cl atoms (less than 
1.5 pm) calculated by DFT (and also found in neutron diffraction data) results in a fine 
splitting of each Cl column into 2 sub-columns. This splitting is beyond our experimental 
resolution and therefore the STEM views them as a single column, in which the center of 
the column corresponds to a “center of mass” of 2 sub-columns. Due to this fine structure 
of Cl columns, the presence of atomic vacancies in one of Cl sub-columns can shift a 
location of the center of mass. However, this alone cannot explain the complex distortion 
variation patterns observed in Figure 2-19a and Figure 2-19b. One possible additional 
contribution may originate from strain associated with a presence of Cl vacancies, which 
may induce tilts and rotations of RuCl6 octahedral. Another component of distortional 
variation may arise from an interplay between several alternative pathways of the RuCl6 
octahedra compression. Overall, our multivariate analysis implies a presence of complex 







Supplementary Note 2-1.4. Identification of positions of electron density peaks in 
STM image. 
 
We first used FFT-filtered experimental STM images in order to acquire unit cell template 
and identify the coordinates of the centers of electron densities maxima within it. We then 
perform normalized cross correlation between the original image and the template and 
apply threshold of 0.70 to the resulting correlation surface in order to identify positions of 
probable centers of the unit cells.  
Based on the coordinates in the template, for each potential center of the unit cell we first 
make a guess of one position. Using the proposed coordinate we perform intensity analysis 
within the 7-pixel radius of initial guess. We perform intensity threshold (with value of 
mean intensity of pixels in the selected area) and identify center of the largest resulting 
binary region. We assign this as the center of first (out of three) electronic density maxima 
for the unit cell. 
We perform the same analysis for the 2 other protrusions associated with electronic density 
maxima, except at the final step we now check if newly found center is within 10 pixel 
distance to any other previously found center, in which case we do not record it. This 
alleviates the issue with identifying same centers twice due to low correlation surface 
threshold chosen to maximize number of identified unit cells.  
After the refinement, we extract the sum of pixel intensities in a 9 by 9 pixel patch centered 
at each identified density center. We normalize the distribution to lie on the 0 to 1 interval.   
 
Supplementary Note 2-1.5. Analysis of structural inhomogeneity in Cl sublattice from 
STM image of a surface monolayer. 
 
The STM measurements reflect mainly the spatial distribution of the electron charge 
density near the Fermi level and are generally considered not as accurate as, for example, 
STEM measurements, for a detailed analysis of lattice structure. For example, the shift of 
charge density maxima with respect to Cl atomic cores may produce an apparent uniform 
distortion of individual hexagons of Cl atoms in the STM image of -RuCl3 [187]. On the 
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other hand, as long as the electron density lattice is commensurate with the underlying 
atomic lattice, the relative distortions of the atomic positions in crystallographic lattice can 
be inferred from the STM data using statistical learning methods. Below we show a result 
of application of k-means clustering algorithm to high resolution STM image of Cl-
terminated RuCl3 surface. The k-means algorithm divides the dataset in a specified number 
of optimally selected clusters, which define the groups of atoms with specific structure 
neighborhoods, so that the within-cluster sum of squares is minimized [78]: 




, (𝑠. 2.2) 
 
where 𝜇𝑖 is the mean of points in 𝑆𝑖. The dendogram and the resultant spatial distribution 
of nearest neighbor distances for the case of 3 and 4 clusters are shown in Figure 2-20. 
This analysis clearly reflects a non-uniform (inhomogeneous) distribution of the nearest-
neighbor distances of electron density lattice points thus implying the distortion of the 
underlying Cl lattice itself. The latter is in the agreement with the structure inhomogeneity 
found in the STEM analysis discussed in the main text, but now it is demonstrated for a 
single surface layer of -RuCl3.  
Note that several small areas in Figure 2-20 were not identified in this analysis as their 
structure shows a larger deviation from average FFT unit cell than the rest of the structure. 
 
Supplementary Note 2-1.6. (Uniform) lattice distortion as a possible origin of charge 
ordered state. 
 
In Figure 2-21 we showed a projection of Cl atom distortion found in DFT onto the 2D 
surface plane. The symmetry of atomic distortions at the surface plane matches well with 
the symmetry of the R3 superlattice formed by the brightest spots in the STM image as 
illustrated in Figure 2-21a. However, our DFT-simulated STM images performed on the 
structure with Cl distortion did not reproduce a charge imbalance at 3 Cl atoms in the unit 
cell, as is clearly seen from Figure 2-21b and Figure 2-21c. 
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Supplementary Note 2-1.7. Theoretical investigation of potential surface relaxation 
effects with PBE. 
 
To theoretically investigate the possibility of surface relaxations in -RuCl3 we perform 
PBE calculations of a bulk and slab unit cell illustrated in Figure 2-22. The bulk unit cell 
is taken to be the P3112 unit cell (same as in the manuscript). The three layer slab is 
constructed from the bulk P3112 unit cell by inserting 10 Ang of vacuum. Contrary to the 
calculations described in the manuscript, the lattice constants in the simulation described 
in this section are relaxed. Also approximate van der Waals corrections have been added 
in order to take into account the interactions between the RuCl3 “sandwiches”, according 
to the DFT-D2 method of Grimme [188]. The other computational details are the same as 
described in the Method section of the manuscript.   
As can be seen in Figure 2-22 the integrated Local Density of States (LDOS) from the slab 
and the bulk calculation are very similar and neither of them shows a reordering of the 
charge. Therefore surface relaxations do not seem to be a possible explanation of the 
experimentally observed charge order. 
Figure 2-23 compares the Ru-Cl bond distance (dRu-Cl) and three bond angles obtained from 
the bulk and the top-layer in the slab respectively. The small differences between the bulk 
and the surface results reflect the quasi 2D-ness of -RuCl3. The difference with results in 
the caption of Figure 3 of the main text stems from the fact that in the simulations described 
in this section the lattice parameters are relaxed instead being set to the experimental 
values.  
Finally Figure 2-24 compares the Density of States (DOS) from the Ru-d orbitals in bulk 
-RuCl3 and from the Ru-d orbitals in the surface layer of the three RuCl3 layer slab with 
10 Ang of vacuum described above. In particular we note that the Ru-t2g band width in both 
cases are very similar (roughly within [-1.0, 0.2] eV) indicating that the overlaps between 
the Ru-t2g (Wannier) orbitals in the bulk are very similar to those in the surface again 




Supplementary Note 2-1.8. Relevance of our data to quantum magnetism (extended 
discussion) 
 
As explained below, the measurements presented in our manuscript should be valid in bulk 
samples and wide temperature regimes. This automatically leads to the relevance of our 
findings to the Kitaev physics. These specific points are as elucidated below:  
 
Relevance of thin films and surface measurements to bulk -RuCl3 samples. 
Based on the current experimental [55] and theoretical [76] understanding, it is reasonable 
to assume that the -RuCl3 can be treated as a quasi-2D material, in which each layer is 
nearly independent of the others. Taking into account the absence of dangling bonds, as 
well as the absence of alkali atomic layers above and below each RuCl3 layer (in sharp 
contrast with iridates), we do not have any reason to believe that such quasi-2D system 
should develop any additional disorder specific to exfoliation/cleavage and reduction of the 
number of layers. This line of thinking is further supported by reports on similar layered 
compounds TiCl3 and VCl3 [189], as well as by conclusions of Weber et al. [96] that an in-
plane structure of -RuCl3 is maintained in the exfoliation process. As shown in the 
Supplemntary Note 2-1.7, the surface relaxation effects can also be negated. Thus the 
modulations of structural and electronic orders reported in our study are very likely 
intrinsic to the bulk of the sample (i.e. our findings should be applicable to each of the 
quasi-isolated RuCl3 layer inside a bulk sample). 
 
Relevance to ‘Kitaev physics’. 
a. We first note that the Kitaev interactions should be present within Mott ground state 
[60], an existence of which in our study was confirmed via STS measurements of local 
density of states in -RuCl3 surface monolayer. The persistence of Mott state to high 
temperature also agrees with proposals put forward by Plumb et al. [69] and Zhou et al. 
[91].  
b. In a 2D Kitaev QSL there is no phase transition into the paramagnetic state [190]. The 
spins are short-range correlated at low temperatures and as the temperature increases 
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paramagnetic fluctuations overwhelm, however, there is no order parameter associated 
with this phase transition. This means that the same spin fluctuations which persist at low 
temperature should persist to, theoretically speaking, infinite temperature, although 
thermal fluctuations will make it harder to access them. This is already demonstrated in 
several papers and results, most notably i) Nasu et al [191] where the bi-fermionic 
distribution is a fundamentally continuous evolution with temperature, up to very high 
temperatures close to room temperature, ii) ARPES measurements [91] that indicate the 
qualitatively same conclusions, and iii) the susceptibility measurements are definitely 
anisotropic to much above TN [53, 71, 87] which shows that the magnetic interactions (K 
and J terms) responsible for the magnetic ground state and the magnetic Hamiltonian have 
formed at (and possibly above) room temperature, at which the current atomic-scale 
measurements were undertaken. 
c. Finally, the peculiar charge order(s) we have found in our study will be a direct input for 
first-principle calculations to understand the role of such in determining the actual 
Hamiltonian of this material which has so far not been determined to any precision, 
especially since we believe it persists to low temperature and also in the bulk.   
For all of the above reasons, it is natural to expect that our data captures much important 






Table 2-1. The structure parameters of α-RuCl3 measured at 200 K by single crystal 
neutron diffraction. The space group is P31, a=5.956 Å; c=17.054 Å, α=β=90o, 





Atom Type x y z U 
Ru1 Ru 0.44445 0.55555 0.03333 0.005 
Ru2 Ru 0.07567 0.20533 0.36667 0.005 
Cl3 Cl 0.13267 0.56633 0.00000 0.009 
Cl4 Cl 0.12067 0.54833 0.46667 0.009 
Cl5 Cl 0.08067 0.21233 0.66667 0.009 
Cl6 Cl 0.11967 0.21333 0.13333 0.009 
Cl7 Cl 0.40667 0.20233 0.00000 0.009 
Cl8 Cl 0.42967 0.20533 0.46667 0.009 
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Appendix 2-2. Supplementary information for Knowledge Extraction from Atomically 
Resolved Images 
 
Supplementary Note 2-2.1. Atom identification 
 
For each image, we extend the lattice under the assumption of underlying perfect square 
lattice with potential distortions due to either image processing specifics or inhomogeneity 
of the crystalline order. This leads to the necessity of enforcing the uniformity of local 
translational vectors, while introducing some corrections in the long-range scale by 
visually identifying mismatching results. After identifying positions, we collect total 
intensities within a patch of a normalized image. The size of such patch is determined by 
the resolution of the image. We normalize collected intensities to be in the range from 0 to 
1, and create a fit of two Gaussian distributions to the resulting histogram of intensities. 
(Figure 2-25.) We select the threshold for classifying the atoms by matching resulting 
distribution to the expected stoichiometry of the material. (Figure 2-26) Finally, we 
construct a graph with nodes corresponding to atoms and their type and edges connecting 
first nearest neighbors. Based on this representation we transform the data from image 
coordinate system to that of the underlying square crystal lattice. 
 
Supplementary Note 2-2.2. Notes on statistical distance.  
 
Statistical distance s defined by Eq. (2.1) has been introduced to physics by Wootters as a 
measure of distinguishability,[130] while Braunstain and Caves have shown its relation to 
the relations of uncertainty (quantum and classical).[131] It can be understood as the 
shortest distance (geodesic) between two points representing probability distributions in 
the space of all k-state probability distributions with the metric tensor given by the Fisher 
information matrix (Figure 2-17a).[192]  
The distance can be related to the better-known -distance between probability 











, (𝑠. 2.3) 
 
which is typically used in estimation.  In Eq. (s. 2.3) pi and qi are the probabilities of states 
i in systems P and Q, which determine the average number of Poisson distributed counts 
in histogram bins i. For Poisson distributions the mean value of counts is equal to its 
variance, i.e., pi =s i
2
. In the task of approximation, such as model development, where 
we seek a symmetric similarity metric, -distance can be symmetrized by replacing pi 
with (pi + qi) in the denominator. However, a more appropriate distance for the current 















= 2 − 2 〈√
𝑝𝑖
𝑞𝑖
〉𝑞 = 2 − 2 〈√exp[−𝛽(Δ𝑢𝑖 − Δ𝐹)]〉𝑞 , (𝑠. 2.4)
 
 
which represents the squared Hellinger distance. Unlike the symmetrized -distance, DH 
can be expressed as the ensemble average (denoted by angle brackets) of odds ratio pi/qi, 
i.e., it belongs to the group of f-divergences. This is essential for the ability to determine 
the distance from simulations without the knowledge of the full partition functions of the 
two systems. While determining the absolute value of partition functions is notoriously 
difficult, here only their ratio is needed. The last equality in Eq. (s.2.4) is applicable in the 
special case of the Boltzmann distributed probabilities of equilibrium systems. Moreover 
the square root transformation equalizes the variances of histogram counts (i.e., their 
statistical weights) and places thus all histogram bins on equal footing.[134] Therefore, 
only the average values of counts need to be known for consistent comparison of different 
histograms. The DH distance is suitable for comparing histograms in which counts in 





registered in exactly one bin at a time, such as in the present case of collecting statistics of 
local configurations, the normalization condition ∑ 𝑝𝑖 = 1
𝑘
𝑖=1  constrains the distance to the 
form of Eq. (2-3), as illustrated in Figure 2-17b. For a single pair of histograms s and 𝐷𝐻
2  
lead to identical optimization results, but the distinction must be made when combining 
different target data collected in several different histograms. For additional arguments 
leading to the choice of the statistical distance as the natural basis of comparison between 
statistical mechanical systems see Ref.[132]. 
 
Supplementary Note 2-2.3. Alternative models.  
 
To investigate whether more information about the microscopic forces could be extracted 
from the image, we have also tested a model optimized by matching 60 different local 
configurations that take into account not only the nearest neighbors, but also the next-
nearest neighbor atoms, i.e., diagonal neighbors sharing a vertex on a square lattice. The 
histograms of local configurations in the target and model systems in Figure 2-28 show a 
close match. The resulting optimized parameters w0 = 0.522, w-1 = -0.015, and w1 = 0.059 
are very close to those obtained by matching 12 nearest neighbor configurations, indicating 
that the additional information did not provide significant constraints.  
In addition to the 3-dimensional model distinguishing three types of neighboring atoms, 
we also tested a simplified 2-dimensional model with elemental segregation modeled only 
through effective interactions within the same layer. Here we do not assume that only same-
layer interactions are important, but rather that the effect of interlayer interactions can be 
effectively captured in this simplified manner. The ultimate simplicity of the model and its 
compatibility with the character of the surface data also prevents overfitting and provides 
a single parameter controlling segregation. The single-parameter optimization resulted in 
w0 = 0.526, which is very close to the value found for the full 3-dimensional model, again 
suggesting that the same layer interactions are the main driving force of the elemental 
segregation.   
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Appendix 2-3. Supplementary information for Deep data mining in a real space: 
Separation of intertwined electronic responses in a lightly-doped BaFe2As2 
 
Supplementary Note 2-3.1. Bulk magnetic susceptibility and resistivity measurements 
Single crystals of lightly Au-doped BaFe2As2 (x= 0.009, ~1%) were grown out of self-flux 
using a high-temperature solution-growth technique [157]. Temperature-dependent 
magnetic susceptibility, χ, decreases with decreasing temperature and drops abruptly below 
TN = 110 K (Fig. 2-29), which also overlaps with the structural transition, Ts [157]. Upon 
further cooling, χ increases in magnitude, which may be associated with additional 
magnetic contribution. Our neutron data (unpublished) confirms that the intensity of a wave 
vector relevant to SDW does not change in the corresponding temperature range, 
suggesting that the additional contribution to susceptibility comes from a different origin 
than simply enhanced SDW AF order. Resistance, R, diminishes with decreasing 
temperature from room temperature (R300K ~ mOhm.cm), rising below ~ 140 K, and shows 
slight upward trend below 110 K  TN = Ts , and a couple of smaller features below (inset 
of Fig. 2-29) [157].  
 
Supplementary Note 2-3.2. STM at 77 K and at 4 K. 
Our STM observations at 77 K on a cleaved surface shows a square-like lattice (Fig. 2-30) 
with a unit cell of (0.56 nm × 0.56 nm). This agrees well with measurements on BaFe2As2 
reported in [193]. We note that we were not able to observe the same square lattice at 4 K 
on the same surface. Instead, a well-defined 1D modulation of a charge density was 
typically observed at 4 K (Fig. 2-31).  
During the STM measurements at 77 K, we were usually able to observe 2 types of bright 
protrusions (marked by red and orange ovals in Fig. 2-30), which we relate to specific point 
defects in the crystallographic lattice. We assume that these defects are preserved upon 
cooling down to 4 K,  although we were not able to get a clear STM image of these defects 





Supplementary Note 2-3.3. Principal Component Analysis (PCA) 
Using the results of k-means clustering as an input, we acquire separate Gm(Nm, V) subsets, 
where Nm corresponds to number of observations in the cluster m, and V corresponds to 
number of parameters and is the same among all subsets (768 points in the -100 to +100 
mV energy range). We perform PCA on each of the subsets to convert them into a product 
of expansion coefficients aik and eigenmodes wk. The eigenvectors are orthogonal and are 
arranged in descending order by variance [186] 
 
𝐺𝑖(𝜔𝑗) = 𝑎𝑖𝑘𝑤𝑘(𝜔𝑗) (𝑠. 2.5) 
 
As the data is not mean-centered, the first eigenvector is the average STS curve within the 
selected cluster, and all other eigenvectors are deviations from that average curve sorted in 
order of explaining maximum amount of variance within remaining data.  
 
Dashed lines in Figure 2-14a-c in the main text demonstrate STS curves reconstructed from 
PCA by adding corresponding deviations to the average curve. Figure 2-14d-f shows the 
corresponding scree plots and cumulative variance explained for the first 10 eigenvectors 
within each cluster.  
 
Supplementary Note 2-3.4. Bayesian Linear Unmixing: choice of number of 
endmembers 
 
To establish a number of endmembers in BLU analysis, we first used the results of k-means 
and PCA analysis (see also Fig. 2-13 in the main text). The mean curves associated with 
clusters 2 and 3 in k-means method show a relatively small variance in PCA analysis (see 
Fig. 2-14 (b, c, e, f) in the main text) and can be therefore described in terms of a physically 
defined electronic “phases”. Furthermore, we also were able to see persistently the well-
defined spectral features associated with these “phases” in BLU analysis as we varied a 
number of endmembers between R=4 and R=8 (described below). The situation is quite 
different for cluster 1, which shows relatively large variance in PCA analysis, and can be 
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in principle decomposed into several spectra associated with distinct electronic “phases”. 
The number of these “hidden” spectral behaviors can be estimated from PCA scree plot 
which suggests that the most relevant information associated with cluster 1 can be 
expressed by 4 PCA components (Fig. 2-32). We therefore use the R=6 endmembers in the 
BLU analysis of the full dataset, which fits within the physical constraints on the number 
of distinct electronic responses, which was defined in the main text.  
We next proceed to confirming our choice of the total number of endmembers by over- and 
under-sampling procedure. The proposed optimal number of the endmembers is R=6, as 
determined earlier. Here, we demonstrate scenarios, in which the full dataset is BLU-
unmixed into R=5 (under-sampling) and R=7, 8 (over-sampling) components. The results 
for endmembers and associated abundance maps are shown in Fig.2-33 and Fig. 2-34, 
respectively. We will denote the spectral curve associated with a specific endmember for 
each unmixing result as 𝑚𝑟
𝑅. The spectral features associated with spin-density wave 
induced gap (𝑚4
𝑅 and 𝑚5
𝑅 curves) appear for both R=5 (under-sampling) and R=7 (over-
sampling). These are also the spectral features found earlier in k-means clustering. 
 On the other hand, it is clear that the under-sampling, R=5, leads to incomplete separation 
of other relevant electronic responses from experimental dataset. Indeed, impurity induced 
spectral features are not accurately revealed in R=5 case, in which the 𝑚1
5 endmember 
exhibits only one broad peak [Fig. 2-33 (a)]. In addition, the spectral features of a 
pseudogap-like state are not seen for R=5. Comparison of endmembers between R=5 and 
R=6 scenarios [Fig. 2-33 (a) and 2-33 (b)] suggests that the inability to accurately reveal 
the pseudogap-like state in R=5 case is due to the partial transfer of the spectral weight 
from the “impurity phase” into the “pseudogap phase”, which blurs over the spectral gap 
features in the positive energy range in 𝑚2
5 curve. The presence of such transfer is 
confirmed by the inspection of relative intensities of 𝑚1
5 and 𝑚1
6 curves in the energy range 
from 0 meV to +25 meV, which shows the intensity of 𝑚1
5 curve is roughly twice smaller 
than that of 𝑚1
6  curve in this region (intensities are estimated as areas under the curves in 
the corresponding regions). 
We next examine the over-sampling scenario. Both impurity double resonance and 
pseudogap spectral features are persistently seen for R=7 and R=8, in a good agreement 
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with the results for R=6, as is confirmed from the inspection of 𝑚1
𝑅 and 𝑚2
𝑅 endmembers 
in Fig. 2-33 (b)-(d) and the associated abundance maps in Fig. 2-34 (b)-(d). We also note 
that the oversampling splits the 𝑚5
7 curve [Fig. 2-11(c)] into the two curves represented by 
𝑚5
8 and 𝑚6
8 endmembers [Fig. 2-33(d)]. This can also be clearly seen from corresponding 
abundance maps in Fig. 2-34(c) and 2-34(d). We characterize this split as an emergence of 
a pseudo-component which does not have a direct physical meaning and is a result of 
oversampling.  We finally note that the observed fluctuations in the positon of the dip in a 
pseudogap-like state [Fig. 2-35] are likely related to a slightly different extraction of a 






Figure 2-16. Comparison of room temperature STEM data with proposed structural 
models. 
(a) Experimental STEM image; top left inset shows location of a flake on the grid. (b) 







Figure 2-17. Schematics of octahedral distortion found in neutron diffraction data 
on single crystals (top view) that leads to enlargement of Cl-Cl intercolumn 
distances (schematically denoted by red arrows); this agrees with STEM 








Figure 2-18. PCA scree plots.   
(a) PCA scree plot for center of mass (CoM) of entire unit cell as origin and (b) center of 






Figure 2-19. PCA-derived first 6 normal modes of displacement for (a) center of 







Figure 2-20. The k-means clustering analysis. 
(a) Histogram of 6 nearest neighbor distances distribution from the STM image described 
in Fig. 4a of the main text (b) Dendogram plot of hierarchical binary cluster tree. (c,d) 








Figure 2-21. Lattice distortion as a possible origin of observed charge order. 
(a) Left: Schematic view of the lateral component (projection onto xy plane) of Cl atoms 
displacement. The initial and final positions of atoms are denoted by green and orange 
balls, respectively. The actual displacements are exaggerated for a purpose of better 
visualization. Right: Projection of the resultant position of Cl atoms in the top layer that 
forms a structure with a √3𝑅 ≈ 600pm periodicity. (b, c) Experimental (b) and DFT-
simulated (c) STM images showing a distribution of charge density at 3 “top” Cl atoms in 
the unit cell at bias voltage Vbias=0.3V. No charge modulation was found within the 




Figure 2-22. DFT STM simulations for bulk and surface models. 
(a) Side view of bulk and slab unit cell. (b) Top view of energy integrated Local Density 








Figure 2-23. Comparison of average structural parameters obtained from the bulk 








Figure 2-24. Orbital resolved Density of States (DOS) from the bulk and the slab 






Figure 2-25. Histogram of collected atomic intensities and best fit of 2 Gaussian 







Figure 2-26. Fraction of dark atoms identified within the image as a function of 
selected threshold value. At threshold of 0.61 fraction of dark atoms is 45%, so it 






Figure 2-27. Illustration of statistical distance method.  
(a) The probability space of trinomial distributions with a statistical distance s between 
distributions (i.e., statistical mechanical systems) P and Q. (b) The relations between the 
geodesic statistical distance s, the Euclidian Hellinger distance DH, and the scalar product 








Figure 2-28. Top: Examples of six out of sixty local configurations, whose statistics 
was collected from the image and used as target information for model optimization. 











Figure 2-29. Temperature-dependent magnetic susceptibility and resistance (inset) 
results of BaFe2As2, lightly doped with ~1 % gold (x=0.009).  χ is measured along the 
two crystallographic axes; TN is inferred from data; red arrows indicate STM/S 







Figure 2-30. STM topographic image recorded at T=77 K for 1% Au-doped 
BaFe2As2. Tunneling conditions Ubias=100 mV, Isetpoint=1 nA. Two common types of 







Figure 2-31. (Left) STM topographic image recorded at T=4 K for 1% Au-doped 
BaFe2As2. Tunneling conditions Ubias=-50 mV, Isetpoint=200 pA.  (Right) FFT on the 
topographic image on the left. Two spots corresponding to 1D modulation of a 







Figure 2-32. PCA scree plot describing variance in k-means derived cluster 1 (see 







Figure 2-33. Bayesian endmembers for different number of total endmembers: R=5 








Figure 2-34. Abundance maps associated with different number of total Bayesian 








Figure 2-35. Endmember associated with a pseudogap-like state for BLU unmixing 





CHAPTER 3.   







Chapter 2 described some types of challenges we can encounter in materials science which 
require extraction of physically meaningful information from data. However, in all of those 
cases I had to create a customized way to achieve that. In this chapter I will address this 
issue by describing more universal approaches based on deep learning.  
In the first two parts of this chapter, I will describe a deep learning framework based on 
fully-convolutional neural networks that allows identification of atomic positions in both 
STEM and STM imaging, in various types of lattices, without recreation of a training set, 
or hardcoding lattice and noise type assumptions, which is a significant breakthrough 
compared to methods described in Chapter 2.  
The third part of this chapter addresses a slightly different challenge of classifying 
molecular states in STM images. While we have simulated images of molecules, and we 
know long-range periodicity in the material self-assembly, real experimental data is still 
very different, both visually and in terms of lattice disorder. However, we can introduce 
known physical constraints into the classification by using a combination of deep 
convolutional neural network and a Markov Random Field model.  
Finally, once we know positions and classification of atoms or molecules in a material, we 
can use the data form large amounts of experiments or simulations to discover physics that 
cannot be recovered from a single data point. In particular, I cover utilization of variational 






3.2 Deep Learning of Atomically Resolved Scanning Transmission 
Electron Microscopy Images: Chemical Identification and Tracking 
Local Transformations. 
 
3.2.1 Publication information 
 
A version of this article was originally published by Maxim Ziatdinov, Ondrej Dyck, Artem 
Maksov, Xufan Li, Xiahan Sang, Kai Xiao, Raymond R. Unocic, Rama Vasudevan, 
Stephen Jesse, and Sergei V. Kalinin in: 
 Ziatdinov, Maxim, Ondrej Dyck, Artem Maksov, Xufan Li, Xiahan Sang, Kai Xiao, 
Raymond R. Unocic, Rama Vasudevan, Stephen Jesse, and Sergei V. Kalinin. "Deep 
Learning of Atomically Resolved Scanning Transmission Electron Microscopy Images: 
Chemical Identification and Tracking Local Transformations." ACS nano (2017). [194] 
 
The article content is reprinted as published with figure numbers modified and 
supplementary material added at the end of the chapter as an appendix. 
 
3.2.2 My contribution  
 
Amount of imaging data collected by STEM has grown significantly. Fast, reliable, 
reproducible analysis of such data is more important, and applying deep learning for 
identification of atomic locations is a novel way to process such data.  
The data for this project consisted of STEM images of graphene and MoSe2 with defects. 
Both materials have hexagonal lattice. Traditional methods of atomic position extraction 
such as thresholding failed to provide physically meaningful results due to atoms forming 
continuous hexagons instead of local intensity maxima.  
In order to achieve the goal of identification of features in the image and classification of 
them into carbon atoms, dopants, and vacancies, I proposed utilization of fully-
convolutional neural networks. I proposed generation of training set from simulated atomic 
structures and augmenting them through image manipulation, as well as modification of 
training set after studying the results in conjunction with domain expertise. This allowed 
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extraction and classification of all features of interest in the images, allowing tracking of 
features in time and further refinement of the framework through weakly-supervised 
approach by performing graph analysis of the defect neighborhoods. 
 
3.2.3 Abstract 
Recent advances in scanning transmission electron and scanning probe microscopies have 
opened exciting opportunities in probing the materials structural parameters and various 
functional properties in real space with angstrom-level precision. This progress has been 
accompanied by an exponential increase in the size and quality of data sets produced by 
microscopic and spectroscopic experimental techniques. These developments necessitate 
adequate methods for extracting relevant physical and chemical information from the large 
data sets, for which a prioriinformation on the structures of various atomic configurations 
and lattice defects is limited or absent. Here we demonstrate an application of deep neural 
networks to extract information from atomically resolved images including location of the 
atomic species and type of defects. We develop a “weakly supervised” approach that uses 
information on the coordinates of all atomic species in the image, extracted via a deep 
neural network, to identify a rich variety of defects that are not part of an initial training 
set. We further apply our approach to interpret complex atomic and defect transformation, 
including switching between different coordination of silicon dopants in graphene as a 
function of time, formation of peculiar silicon dimer with mixed 3-fold and 4-fold 
coordination, and the motion of molecular “rotor”. This deep learning-based approach 
resembles logic of a human operator, but can be scaled leading to significant shift in the 
way of extracting and analyzing information from raw experimental data. 
 
3.2.4 Introduction 
In the last decade, the proliferation of electron microscopy and scanning probe microscopy 
techniques have generated massive amounts of data on local chemical structure and atomic 
transformation.[195-197] Since the advent of aberration corrected Scanning Transmission 
Electron Microscopy (STEM), atomically resolved images of multiple materials classes 
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ranging from multiferroics, semiconductors, and superconductors have become 
common.[198-202] The further impetus to this field was given by development of 
atomically resolved dynamic studies, when the dynamic changes in matter on the atomic 
level are visualized. These traditionally include the thermal and chemical processes 
enabled by advanced thermal and environmental holders.[203, 204] More recently, 
progressively more attention is being attracted to the dynamic processes induced by the 
electron beam irradiation,[205-208] especially promising in the context of e-beam atomic 
fabrication.[209-211] 
Similar advances are achieved in the field of atomically resolved scanning tunneling (STM) 
and atomic force microscopy (AFM). The recent famous examples include direct imaging 
of chemical bonds in molecules,[212] visualizing atomic collapse in artificial nuclei on 
graphene,[213] and inferring mechanisms behind fundamental physical phenomena, such 
as high-Tc superconductivity, from single atom defect induced scattering patterns.[214] In 
addition, the STM allows manipulating matter on atomic and molecular levels via 
mechanochemistry[215] or by electron injection from the STM tip.[216] 
The characteristic aspect of both STEM and SPM fields is the generation of a large volume 
of high-veracity experimental data in the form of static or dynamic images. While 
providing immediate visualization of atomic structures, the interpretation of this data is 
traditionally limited to quantitative aspects, e.g. highlighting features such as presence of 
structural and topological defects, interfaces, etc. In the last decade, a number of 
approaches emerged based on the quantification of STEM and STM data. In these, atomic 
coordinates extracted from image analysis are projected on (postulated) mesoscopic order 
parameter field, providing information on local ferroelectricity, chemical strains, and 
octahedral tilts. The workflow for such analyses typically comprise the steps of the 
identification and refinement of atomic positions and subsequent transformation of 
measured atomic coordinates into the physical quantities. In STEM, this process is enabled 
by the fact that the ideal image represents a nucleus and the STEM transfer function is 
usually monotonic and well behaved; in STM and TEM analysis can be more complicated. 
However, in all cases to date physical models have been postulated by the observer based 
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on the qualitative observations, and quantitative information was obtained within the 
framework of the imposed model. 
In the last several years, advances in machine learning brought significant developments 
to multiple areas of science and engineering, particularly (qualitative) image 
recognition.[217, 218] The main goal of the machine learning is to generalize from the 
available training examples to make accurate predictions/classifications on data samples 
that were not part of the training set. It is currently believed that one of the most promising 
areas of machine learning is the so-called deep learning (DL), which is the machine 
learning technique based on (deep) artificial neural networks.[219] The DL models can be 
used for prediction and classification of 2D and 3D, spatial and temporal data, such as 
images and videos. Despite that some of the key concepts of artificial neural networks have 
been researched as early as 1958,[220] it was only several years ago, partially due to 
overcoming computational limitations, that they gained widespread recognition. In 
particular, the convolutional neural networks were responsible for major breakthroughs in 
image and video recognition tasks,[46, 219] with seminal breakthroughs such as 
distinguishing with high accuracy between images of cats and dogs available on the 
Internet. Since then there was an explosion in applications of DL in various areas of 
everyday life (e.g., tagging photos on Facebook) as well as in scientific and engineering 
research (e.g. cancer detection, self-driving cars, and satellite imaging). Recently, the DL 
framework was applied to several problems in theoretical physics such as the search for 
new exotic particles at the Large Hadron Collider[39] and detection of phase transitions in 
lattice models.[221, 222]  
Here, we present a “weakly supervised” approach to deep learning of atomically-resolved 
images, in which by starting with limited a priori information about types of defects in a 
sample, that is, a limited number of available labels in the DL scheme, we use the 
information on local atomic coordinates to identify a rich variety of new defect structures 
that were not explicitly included in the initial training set. Specifically, by applying 
Laplacian of Gaussian blob detection technique to the output of the fully convolutional 
neural network, we were able to make a transition from the classification of image pixels 
to chemistry-based classification of defects based on the position of chemical species, bond 
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coordination, bond length and bond angle. Using this approach, we identified multiple 
novel defect structures associated with silicon atoms implanted into graphene vacancies, 
as well as observed various chemical and structural transformations of defects on the 
surface for which we could identify both the location and chemical structure of the defect 
for each individual step of a “reaction”. This approach resembles the approach of a human 
operator with a background knowledge of the basic materials science concepts but without 
specific information on the structural and functional peculiarities in each particular 
material. 
 
3.2.5 Results and Discussion 
 
In order to obtain high quality, atomically resolved STEM images for the development and 
analysis described, we used a Nion UltraSTEM U100 STEM operated at 60 kV. Graphene 
samples were used as a model test case because of their robustness against the 60 kV beam 
and the ease with which interesting and highly-visible defects may be found or created. 
Moreover, since these defects are known to evolve/restructure under e-beam influence and 
each structure is usually only a single atom thick (providing clear delineation of each 
atom’s location), this system offers an ideal test bed for the methods described. In addition, 
we tested our methods on the STEM images of monolayer MoSe2 doped with tungsten, 
Mo1-xWxSe2.  
For the analysis of the atomically-resolved experimental data on the model systems we 
employed the DL neural network model(s) that has an encoder-decoder type of architecture 
(Fig. 3-1a).[223] The encoder part consisted of convolutional layers for feature extraction 
followed by max-pooling layers for reducing the size of processed data. The number of 
filters in the convolutional layers was doubled after each max-pooling layer. The decoder 
(or “deconvolutional”) part of the network, whose role was to map the encoded low-
resolution feature maps to full input-resolution feature maps, consisted of the same filters 
but in reverse order and un-pooling (or up-sampling) layers. The feature maps from the last 




Figure 3-1. Application of deep learning to a problem of finding atomic species and 
defects in a crystal lattice. 
(a) Schematic architecture of a fully convolutional neural network (FCN) that has an 
encoder-decoder type of structure (or convolution-“deconvolution” structure). The final 
softmax layer outputs a pixel-wise classification for atomic species and/or defects. (b) 
Schematics of a “weakly-supervised” approach towards identifying lattice configurations 
and defects in the experimental data (see text for details). The parts of the process that 





classification providing us with information on the probability of each pixel being an atom 
or specific type of defect, depending on the classification scheme used. As we did not 
employ a fully connected, “dense” layer in our network architecture, these networks are 
referred to as fully convolutional networks (FCNs).[224]  
We train an FCN model using the simulated, theoretical images of atomic lattice and 
defects and then apply the trained model to the experimental data. This is different from 
most of the approaches towards training of DL models, which usually utilize some existing 
database of experimental images with corresponding labels, and hence cannot be used to 
study novel materials for which no such databases exist. The theoretical images can be 
generated using atomic coordinates obtained from ab-initio or molecular dynamic 
simulations of the corresponding atomic structures. In the case of STEM images, the pixel 
intensities in the generated images are proportional to the square of atomic number Z for 
each atomic column. For the STM images, the intensity of the image is associated with 
electronic density of states at the Fermi level. In this paper we focus on the analysis of 
STEM experimental data; however, this approach is applicable to the STM datasets as well.  
In the following we are going to adopt a learning approach that could be generally referred 
to as a “weakly-supervised learning”. The idea behind this approach is that one starts with 
a few simple types (classes) of defect structures that enable a sample description in a very 
general manner (for example, classes associated with lattice and with 1-2 types of defects), 
trains a classifier, and then applies it to experimental data. In such a case, the output of the 
DL model will typically show, in addition to the classes that it was trained on, structures 
that can be an agglomeration of defects belonging to one class (e.g. clustering of point 
defects with various types of “bonding” to the lattice and to each other), those belonging 
to different classes (e.g. clustering of point defects along an extended 1D defect), as well 
as new subclasses for each class (e.g. presence of point defects associated with dopants of 
different chemical origin). These newly discovered structures can be then analyzed either 
qualitatively or quantitatively (e.g. through DFT or MD) and used to expand the training 
set and retrain the DL model. Note that this approach, which is schematically illustrated in 
Fig. 3-1b, is very similar to the way human experts explore and discover new types of 
physical and chemical behaviors in experimental data. 
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Following the ideas outlined above we start a construction of the training set. First, we note 
that most of the point (i.e. atomic-size) defects in typical STEM and STM datasets can be 
classified as belonging to two classes, commonly referred to as the depression and 
protrusion. The former includes missing atoms (STEM and STM), substitutional dopants 
with lower atomic number Z (STEM), and areas of depleted charge density at the Fermi 
level (STM), while the latter is commonly associated with adatoms (STEM and STM) and 
implanted dopants that have either a higher atomic number (STEM) or create additional 
states at the Fermi level (STM). We therefore prepare the training sets for 3 separate 
classes, namely, i) lattice without defects, ii) vacancy, and iii) dopant atom (with higher Z). 
The vacancy is created simply by removing a single carbon atom from the lattice. To create 
a structure with dopant, we remove a carbon atom(s) and place a different atomic element 
in its position whose intensity is 2*IC, where IC is the STEM intensity of carbon atom in 
the graphene lattice. As our purpose is to “teach” a network only the basic concepts of what 
vacancies and dopants usually look like in the microscopic images, no relaxation of the 
lattice structure was performed after removing atom or implanting the dopant atom. We 
will show later in the paper how such a relatively simple training procedure allows finding 
and classifying more complex defects in the experimental data even from different 
materials that were not explicitly included in the training set. To account for a variation in 
instrumental parameters during image acquisition (e.g. different sample orientation, noise 
and blurring levels) as well as model uncertainties (e.g. sample thickness) we perform an 
augmentation of our training data by applying a set of image transformation operations to 
our theoretical image(s) (see also Methods and Figure 3-26). 
 
Pixel-based classification 
The application of the trained FCN model(s) to experimental data allows us to identify 
positions of individual atoms in the lattice as well as location and type of different types of 
defects. Figure 3-2 illustrates a procedure for obtaining atomic positions from raw 
experimental STEM data. First, the raw experimental image is fed into the trained FCN 
(accuracy on the test set  97 %, see Figure 3-27) that outputs a map of probabilities (Pr) 




Figure 3-2. Finding atomic positions from raw experimental images. 
(a-f) Illustration of how the atomic positions are obtained from raw experimental data on 
two different materials, graphene (a-c) and Mo1-xWxSe2 (d-f), using fully convolutional 
neural network (FCN) and Laplacian of Gaussian (LoG) blob detection method. The FCN 





at some specific value (usually at Pr0.8-0.9) to produce a binary image with small blobs 
of a circular shape corresponding to atoms in the lattice. Finally, the coordinates of the 
atomic centers are calculated via a Laplacian of Gaussian (LoG) blob detector 
technique[225] (Fig. 3-2c, f).  
Remarkably, the FCN allows to find atoms in the vertices of hexagons even when atoms 
do not produce any characteristic local maxima in the image (Fig. 3-2a-c). This becomes 
possible because when tasked with finding atomic positions the FCN considers what is 
known as deep, high-level features in the image such as the shape of an individual hexagon 
(sides length, angles), as well as shapes of its neighbors. While the FCN was trained on 
theoretical images of graphene, we demonstrate that it is possible to use it for finding atoms 
in a different material that has similar but distinct atomic lattice structure. Specifically, we 
apply our FCN model to locating atoms in the STEM of Mo1-xWxSe2 that has two 
inequivalent atomic sites (in terms of their intensities/atomic number) in the unit cell 
associated with a single Mo atom and with two stacked Se atoms.[202] As we show in Fig. 
3-2d-f the network trained on simple honeycomb structure of graphene can accurately 
predict locations of atomic centers in the Mo1-xWxSe2 system. 
We then proceed to the deep learning based analysis of atomic structures in the presence 
of defects and lattice reconstructions. Figure 3-3a shows a STEM image of graphene with 
two types of defects: vacancies (lattice regions with missing carbon atoms) and dopants (Si 
atoms). The FCN outputs for Si dopants and vacancies are shown in Fig. 3-3c and 3-3d, 
respectively. It is worth noting that while the FCN was trained only on a honeycomb lattice 
with and without single vacancies it was able to i) find vacancies characterized by multiple 
missing lattice atoms, and ii) identify non-hexagonal, 5-7 reconstructions (Stone-Wales 
defects[226]) in the graphene lattice near the defect regions (Fig. 3-3e). Interestingly, in 
order to find vacancies, a neural network is essentially looking for regions of a surface 
where the hollow sites are larger than normal (see Fig. 3-3d). In the Supplemental Material 
we examine which surface areas a network is usually paying attention to when searching 
for vacancies and dopants. In general, our analysis of the DL network behavior suggests 





Figure 3-3. Pixel-wise classification of atomic defects and lattice reconstructions. 
(a) Experimental STEM image of graphene with defects. (b) Application of FCN and LoG 
to extracting locations of atoms and silicon dopants from data in (a). (c, d) FCN output for 
class “dopants” (c) and class ‘vacancy’ (d) overlaid on the experimental image. (e) Zoomed 
area from the box in (b) showing that the DL model trained to find atoms in hexagonal 
graphene lattice was able to map the 5-7 reconstructions (formation of Stone-Wales defect) 
in graphene. (f) Experimental STEM image of Mo1-xWxSe2 (x ≈ 0.18), where the triangular 
and circle shapes correspond to the results from FCN outputs for class “dopants” (h) and 
class “vacancies” (i), respectively, overlaid on the experimental image. The orange circle 
in (f, i) denote a “full” vacancy with two missing Se atoms, whereas the red circle denotes 
a “half” vacancy with one missing Se atom. The intensity profile along the AB line in (f) 






the human eye would distinguish between regular lattice structure (with top, bridge and 
hollow sites) and a defect that breaks lattice periodicity.  
Similar to our earlier analysis of the clean lattices, we apply the FCN model trained on 
graphene with defects to find dopants and vacancies in a single layer of a different material, 
Mo1-xWxSe2 (Fig. 3-3f-i). The FCN output for a class “dopants” in Mo1-xWxSe2 is shown in 
Fig. 3-3h. The model is clearly able to detect tungsten dopants which are characterized by 
a larger intensity in STEM.  
It is worth noting that the FCN was able to distinguish accurately between the variations 
in the intensity associated with two different sublattices and that associated with the 
presence of dopants, even though such specific information was not included in our 
training dataset. We further analyzed the output of the FCN model for a class “vacancy”. 
Here our model found two types of blobs (denoted by orange and red circles in Fig. 3-3i) 
characterized by different intensities (softmax probabilities) and widths and associated 
with “full” vacancies (two Se atoms missing from a column) and “half” vacancies (one 
Se atom missing from a column[202]) (Fig. 3-3g). Importantly, it was not our initial goal 
to search for the “half” vacancies, nor was the network specifically trained to discover 
such structures. 
 
Chemical structure-based classification 
In the preceding section, we showed a deep learning based analysis of atomic lattice and 
defect structures based on classification of image pixels. We now demonstrate that it is 
possible to use DL networks, in combination with LoG and simple graph representations, 
to extract relevant structural/chemical parameters such as coordination number, bond 
lengths and angles, and to classify defects based on their chemical structures.  
As a model example, we analyzed a 3-fold and 4-fold coordinated silicon defect implanted 
in a graphene lattice.[227, 228] By applying LoG to thresholded outputs of FCN for class 
“lattice” and class “defect” we obtained information about positions of atomic centers and 
locations of defects (Fig. 3-4a-e). We then extracted coordinates of the lattice atoms and, 
if applicable, other defect atoms within a specified radius (~3a–4a, where a is a lattice 




Figure 3-4. From analysis of pixels in image to analysis of single defect chemistry. 
(a) Experimental image of 3-fold coordinated Si defect. (b) Result of applying FCN and 
LoG to data in (a). (c) Graph representation of single defect structure for 3-fold Si defect 





G = (N, E). We then applied a number of constraints based on simple chemistry rules to 
nodes N and edges E to adjust/modify our graph structure. Specifically, we introduced 
constraints for a maximum possible number of chemical bonds (edges) for an atom (node) 
of each type and for a maximum possible length for each type of chemical bond. In 
addition, we distinguished “edge” lattice atoms bonded to the “foreign” chemical species 
at the defect sites from the atoms in the bulk. Finally, for composite defects, we ensured 
that there were no unphysical connections between different parts of the defect, e.g. that a 
node representing a “vacancy” (region where atom(s) is missing) is not connected to nodes 
representing atomic species. The coordinates of the defect center were calculated as a 
“center of the mass” of the obtained graph nodes. 
This approach allowed obtaining a graph representing a dopant atom(s) and a neighbor 
lattice (or other dopant) atom(s) to which it is connected directly via a chemical bond (Fig. 
3-4c, f) while removing all the “irrelevant” atoms which do not form a direct chemical 
bond with a dopant atom. Such an approach represents a transition from a pixel-based 
classification of defects to a classification of defects based on their chemical structure. 
Indeed, in the case of the 3-fold and 4-fold coordinated Si atoms, the pixel-wise 
classification based on our initial training set categorized them as the same type of defect. 
In contrast, our chemistry-based classification scheme allowed identification of an 
important difference between the two dopants based on the details of their bonding to the 
carbon lattice. We can also use this approach to extract values of bond lengths and bond 
angles.  For example, we found that a single 3-fold coordinated silicon dopant is 
characterized by a relatively small distortion in apparent Si-C bond lengths, 𝑑𝑆𝑖−𝐶 ≅
150 pm. This can be explained by the presence of out-of-plane distortions of the Si dopant 
in the 3-fold coordination as predicted by DFT,[228] which is not possible to resolve in the 
STEM experiment. The angles between projections of Si-C bonds onto a 2D plane are 
approximately 𝛼𝐶−𝑆𝑖−𝐶 ≅ 120°. In the case of 4-fold coordinated Si, the bond lengths and 
bond angles are 𝑑𝑆𝑖−𝐶 ≅ 172 pm and 𝛼𝐶−𝑆𝑖−𝐶 ≅ 90°, respectively, which is in general 
agreement with DFT calculated parameters for planar Si-C structures (e.g. 177-179 pm in 
isoatomic 2D form Si0.5C0.5 [229]) 
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We further extended the deep learning approach to track the transformation of a Si-lattice 
defect as a function of time. Specifically, we explored switching from 3-fold to 4-fold 
coordination and vice versa (Fig. 3-5) in a frame by frame fashion. The defect class was 
assigned based on its chemical structure, that is, the number of Si-C bonds, instead of a 
collection of pixels. This allowed us to obtain both the location of the defect and its type 
for each frame (Fig. 3-5b, c). We note that this can be extended to the analysis of more 
complex surface transformations involving multiple defects in larger image stacks and for 
larger surface areas.  
We then applied this method to the analysis of complex defect transformations in graphene 
that involved more than one dopant atom. Figure 3-6a-d show four consecutive frames of 
the STEM experiment that starts with an image of a region with a single dopant and ends 
with an image of the same region but with two dopants that form a dimer-like structure. 
We first applied FCN and LoG to map the positions of all dopants and lattice atoms. This 
information was used to construct chemical structures of single defects shown in Fig. 3-
6e-h. The initial configuration was a 4-fold coordinated Si (Fig. 3-6 a, e). It then underwent 
a transition to a distorted 3-fold coordinated silicon located next to a carbon vacancy (Fig. 
3-6b, f). The vacancy then moved from right to left inducing a change in the defect 
orientation that resembled an application of reflection and translation operations to the 
defect (Fig. 3-6c, g). The presence of a carbon vacancy resulted in a significant distortion 
of the C3 symmetry of the defect in frames 2 and 3 (Fig. 3-6f and 3-6g) compared to the 
nearly ideal structure of an isolated defect in Fig. 3-4a-c. The C-Si-C bond angles were 
(150, 115, 95) and (165, 102, 93) for defects shown in Fig. 3-6f and 3-6g, 
respectively. We therefore treated the defects in frames 2 and 3 as vacancy-Si-lattice 
complexes. This represents a situation in which the analysis based on the details of 
chemical structure of the defects and nearby lattice atoms allowed us to identify a new, 
composite type of defect that represents a mixture of two defect classes. Finally, in the 
fourth frame (Fig. 3-6d, h) the graphene lattice “captured” another Si atom which resulted 
in the formation of a peculiar ¾-dimer structure. Here two Si dopants formed a covalent 
bond with each other and were bonded to two “edge” C atoms (“left” dopant) and three 





Figure 3-5. Tracking a reversible switching between different coordinations of Si 
dopant. 
(a) STEM imaging of the same Si dopant over time. (b) Classification of the defect type 
(3-fold Si vs 4-fold Si) for each frame in (a). (c) Localization of the defect within each 






Figure 3-6. Tracking complex defect transformations on the surface. 
(a-d) STEM based tracking of defect transformations on graphene surface. (e-h) 
Corresponding single defect structures extracted by applying FCN, LoG and graph 





Finally, we extended this framework to the analysis of the defect structures that represent 
a clustering of Si atoms in the form of a propeller (hereafter, molecular “rotors”). We 
selected three different frames (Fig. 3-7a-c) obtained from STEM atomic manipulation of 
the molecular “rotor”. The decoded results representing a single defect chemical structure 
for each individual case are shown in Fig. 3-7d-f. The difference between the first frame 
(Fig. 3-7a) and the second frame (Fig. 3-7b) is the rotation of the “rotor” structure by 60. 
In the third frame (Fig. 3-7c), an additional Si atom was placed in the center of the “rotor” 
structure resulting in a new defect structure as shown in Fig. 3-7f.  
We found in our analysis that in the 4-Si-rotor structure, the distance between Si atoms in 
the corners of a triangle increases by ~30% compared to 3-Si-rotor structure, effectively 
breaking the bonds between corresponding Si atoms. On the other hand, the average length 
of bonds between the central Si atom and the Si atoms in the corners was comparable to 
that in carbon lattice, ~ 150 pm. This suggests a scenario in which the Si atom in the center 
is covalently bonded to three other Si atoms in the corners but is displaced along the z-
direction which leads to the effective shrinking of the observed bond lengths. We note that 
as the number of dopant atoms located next to each other within a single defect structure 
increases, the model trained on a single isolated dopant may return less precise results for 
the values of bond lengths and bond angles. This, however, can be easily improved by 
using the newly identified defects as training samples/labels in the updated model (see 
Fig.3-1b).  
Having extracted coordinates of all the building blocks of the individual defects we can 
obtain relevant information on their behavior and evolution over time (e.g. spatial 
trajectories, interaction and ‘switching’ processes) for larger datasets including STEM 
‘videos’ in a matter of seconds. As an example, we show in Fig. 3-8 the analysis of the 
spinning behavior of the molecular “rotor” over the span of 72 STEM frames. Here, we are 
particularly interested in i) detecting in the automated fashion rotational switching of the 
“rotor” and ii) analyzing its internal structure such as bond lengths and bond angles for 
each frame. For the former case, we calculated an angle parameter that describes a relative 
orientation of three Si atoms with respect to the defect’s center of the mass. By taking into 




Figure 3-7. Tracking complex defect transformations on the surface during STEM 
atomic manipulations. 
(a-c). STEM based manipulation of “rotor” structure. (d-f) Corresponding single defect 
structures extracted, in an automated fashion, after applying FCN, LoG and graph 






Figure 3-8. Analysis of “rotor spinning”. 
(a) Behavior of an angle parameter (𝛥𝜙) that describes (relative) orientation of the “rotor” 
in the image; the angle parameter was constructed using the information on coordinates 
and type of atomic species in the defect, which was extracted by applying FCN and LoG 
to STEM movie consisting of 72 individual frames (note that count starts from 0). The inset 
shows deviation from 60 for three angles in the defect’s Si-Si-Si triangle. (b) Individual 





Fig. 3-7a,b and 3-7d,e is described by the change in angle 𝛥𝜙 = 60. Such switching events 
can be easily seen in Fig. 3-8a and occur at frames 3-(4)-(5), 8-9, 27-28, 55-56, and 56-57 
(Fig. 3-8b). To analyze the internal structure of the defect we have plotted a deviation of 
angle in the Si-Si-Si triangle (inset in Fig. 3-8a) from the case of an equilateral triangle (see 
also Fig. 3-7 d,e)). This analysis suggests that while there are some fluctuations in the 
values of the Si-Si-Si bond angles, typically within 5, the overall Si cluster structure 
remains largely intact. Interestingly, both plots show an anomalous behavior for frame 4. 
By visualizing this frame for the original experimental dataset, we found that it corresponds 
to an intermediate step of the rotational switching (i.e. the rotation occurred halfway 
through the image acquisition). We would like to emphasize that this type of analysis is 
not limited to dopants with higher Z and can be applied to other types of defects, and their 
motion and transformation, such as movement and rotation of vacancies and vacancy-
dopant clusters, once their chemical structures and coordinates are extracted via the 




To summarize, we have developed a deep neural network based workflow for identifying 
positions of atoms in a lattice, type and positions of defect structures, and tracking complex 
defect transformations from un-processed STEM experimental data. To accommodate 
limited a priori knowledge about possible defect types (similar to background knowledge 
of general materials scientist without specific information), we have developed a “weakly 
supervised” approach, in which we start with just a few simple types (classes) of defects 
and then use information on local chemical structure to identify a rich variety of defects 
that were not in the initial training set. In addition, we extracted information relevant to 
complex defect transformations such as a reversible change between 3-fold and 4-fold 
coordinated Si dopants in a graphene lattice, formation of a Si dimer consisting of both 3-
fold and 4-fold coordinated dopant atoms, and changes in the atomic structure and chemical 
bonding in the molecular “rotor”.  
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Based on the advances presented in this paper, we envision a development of a “self-
driving” microscope for atomically resolved imaging in the not too distant future. In such 
a microscope, a neural network will be looking through the “eyes” of a microscope on a 
sample surface and returning information about the position and types of atomic species 
and defects in real time. Depending on the network’s output, the microscope will make 
necessary actions/adjustments (e.g. move the scan frame, or “switch” to the manipulation 
regime) similar to the way a self-driving car adjusts the steering wheel upon encountering 





Graphene was grown via atmospheric pressure chemical vapor deposition (APCVD) on a 
Cu foil. [230] The Cu foil was then spin coated with poly(methyl-methacrylate) (PMMA) 
as a mechanical stabilizer. The Cu foil was dissolved in a bath of ammonium persulfate-
deionized (DI) water (0.05 g/ml). The graphene/PMMA film was transferred to hydrogen 
chloride (HCl) diluted in DI water bath to remove the ammonium persulfate, followed by 
a DI water rinse. The graphene/PMMA film was placed on a TEM grid and annealed on a 
hot plate at 150 oC for ~20 minutes to adhere the grid to the graphene. The PMMA was 
subsequently dissolved away in an acetone bath, followed by an isopropyl alcohol rinse. 
Finally the grid was annealed in an Ar-O2 (450 sccm/45 sccm) environment at 500 
oC for 
1.5 hours to prevent e-beam induced hydrocarbon deposition in the STEM.[231, 232] 
2D Mo1–xWxSe2 monolayers were grown on SiO2/Si substrates at 780 C by a low 
pressure CVD method. [233] Poly(methyl methacrylate) (PMMA) was first spun onto the 
SiO2/Si substrate with monolayer crystals at 3500 rpm for 60 s. The PMMA-coated 
substrate was then floated on 1M KOH solution, which etched the silica epi-layer, leaving 
the PMMA film with the monolayer crystals floating on the solution surface. The film was 
then transferred to deionized water for several times to remove residual KOH. The washed 
film was scooped onto a Cu TEM grid covered with lacey carbon. The PMMA was then 
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removed with acetone and the samples were then soaked in methanol for 12 h to achieve a 
clean surface with flakes.  
 
STEM experiment 
STEM imaging was performed using a Nion UltraSTEM U100 STEM operated at 60 kV. 
The images were acquired in high angle annular dark field (HAADF) imaging mode and 
were introduced to the DL network without any post processing. 
 
Deep Learning 
All the DL networks employed in our paper have an encoder-decoder type of structure and 
were implemented using Keras 2.0 (https://keras.io) python deep learning library, with the 
TensorFlow backend. We found that generally having separate FCN models tailored to find 
atoms in the lattice and specific defects allows more flexibility when it comes to the 
analysis of composite defects compared to a single FCN model that is trained to find 
probabilities for all the classes (lattice + defects) simultaneously. The encoder part of the 
network for finding lattice atoms/vacancies/dopants typically consisted of 3 convolutional 
layers with 8/8/2, 16/16/4, and 32/−/− kernels, each of the size 33 and stride 1, activated 
by a rectified linear unit (ReLU) function. Each convolutional layer was followed by a 
max-pooling layer with a 2 × 2 window and stride 2. The decoder (or “deconvolutional”) 
part of the network consisted of the kernels with the same size and stride plus the un-
pooling layers. The last two convolutional layers have the number of kernels equal to the 
number of classes to be determined, with kernel size 33 (pre-last) and  11 (last) and 
stride 1 (note that there is only a linear activation f(x) = x between these two convolutional 
layers). The feature maps from the final convolutional layer of the network were fed into a 
softmax classifier for pixel-wise classification, providing us with information on the 
probability of each pixel being an atom or specific type of defect. The Adam optimizer 
[234] was used with categorical cross-entropy as the loss function. To generate a large 
enough training set from theoretical image(s), we applied data augmentation procedure to 
the original synthetic image(s). Specifically, we used random horizontal/vertical shifts, 
rotations, zooming-in/out and shear transformations to generate a set containing 2000 
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training images for each of the models.  Each image was then corrupted with random noise 
and blurring in the ranges comparable to those typically observed in experiments. 
Plots of accuracy on the training and validation datasets over training epochs can be found 
in the Supplemental Material. The input images were resized to 128128 using pixel area 
relation. The Laplacian of Gaussian based blob detection applied to the softmax output of 
the FCN was implemented with scikit-image image processing toolbox (http://scikit-
image.org/), and the final graph representations were constructed using NetworkX 
(http://networkx.github.io).   
 
3.3 Deep analytics of atomically-resolved images: manifest and latent 
features. 
 
3.3.1 Publication Information 
 
Original article was submitted for review to Nature Communications.  
 
It was authored by Maxim Ziatdinov, Ondrej Dyck, Artem Maksov, Bethany M. Hudak, 
Andrew R. Lupini, Rama K. Vasudevan, Stephen Jesse, and Sergei V. Kalinin, and is 
available as preprint at:  
 Ziatdinov, Maxim, Ondrej Dyck, Artem Maksov, Bethany M. Hudak, Andrew R. 
Lupini, Jiaming Song, Paul C. Snijders, Rama K. Vasudevan, Stephen Jesse, and Sergei V. 
Kalinin. "Deep analytics of atomically-resolved images: manifest and latent 
features." arXiv preprint arXiv:1801.05133 (2018). [235] 
 
3.3.2 My contribution  
 
While framework described in the previous section was able to identify and classify 
features in STEM images of hexagonal materials, it had failed to provide physically 
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meaningful results for other types of lattices and images. In this section, the work addresses 
generalization of deep learning methods to STEM and STM images of different materials.  
I proposed and implemented removing periodic constraints from training datasets by 
including randomly generated distributions of atomic positions with only constraint being 
distance from other atoms, as positions cannot overlap. I trained a deeper model on such a 
dataset which allowed to identification of atomic positions within STEM images of Al/Si 
interface and WS2, as well as atomic positions in STM images of La5/8Ca3/8MnO3, and 
molecular positions and rotations in STM images of sumanene molecules.  
 
3.3.3 Abstract  
 
Recent advances in scanning transmission electron and scanning tunneling microscopies 
have allowed researchers to measure materials structural and electronic properties, such as 
atomic displacements and charge density modulations, at an angstrom scale in real space. 
At the same time, the ability to quickly acquire large, high-resolution datasets have created 
a challenge for rapid physics-based analysis of images that typically contain from several 
hundreds to several thousand atomic units. Here we demonstrate a universal deep-learning 
based framework for locating and characterizing atomic species in the lattice, which can 
be applied to different types of atomically resolved measurements on different materials. 
Specifically, by inspecting and categorizing features in the output layer of a convolutional 
neural network, we were able to detect structural and electronic “anomalies” associated 
with a presence of point defects in tungsten disulfide monolayer, non-uniformity of the 
charge density distribution around specific lattice sites on the surface of strongly correlated 
oxides, and transition between different structural states of buckybowl molecules. We 
further extended our method towards tracking, from one image frame to another, minute 
distortions in the geometric shape of individual Si dumbbells in 3-dimensional Si sample, 
which are associated with a motion of lattice defects and impurities. Due the applicability 
of our framework to both scanning tunneling microscopy and scanning transmission 
electron microscopy measurements, it can provide a fast and straightforward way towards 
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creating a unified database of defect-property relationships from experimental data for each 
material. 
 
3.3.4 Introduction  
 
Nano- and atomic scale imaging and spectroscopy have become the hallmark of modern 
times, allowing unprecedented access to materials structure and functionalities. [195-197] 
Electron beam techniques such as scanning transmission electron microscopy (STEM) now 
allow performing single atom imaging [236] and probing the local states of quasiparticles 
and their interactions in the solid-state systems. [237, 238] Meanwhile, scanning probe 
techniques, such as atomic force and scanning tunneling microscopy (STM), enabled a 
broad range of studies of materials surfaces, including imaging of magnetic [239] and 
ferroelectric [240] domains, single molecule recognition for biological applications [241], 
as well as atomically resolved imaging of physical and chemical processes on metallic and 
semiconducting surfaces. [52, 213, 242] 
The continuous development in these techniques and emergence of in-operando imaging 
gives rise to progressively increasing volumes of data, as exemplified by the development 
of dynamic STEM, [203, 204] where one can observe, in real time, changes in the structure 
of a sample under the external perturbations, as well as e-beam atomic manipulation 
techniques. [205, 206, 211] These developments necessitate rapid image analysis, ideally 
immediately during acquisition.  
This task becomes particularly relevant in the context of recently discovered controlled 
(manually) e-beam modification of materials, such as movement of single [243-245] and 
multiple [246] Si atoms over several lattice sites in graphene. Particularly, in order to 
achieve fast and automated, feedback-based atomic-level manipulation of materials 
structure, it is necessary to “teach” a microscope to localize and recognize various atomic 
objects (atoms, atomic columns, defects) from one STEM (or STM) frame to another in 
real time, as well as to interpret the newly created (during a manipulation stage) and 
previously unseen atomic features ‘on-the-fly’ in a way similar to how human operator 
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works. One of the most promising method for creating such an AI microscope is based on 
deep artificial neural networks that are capable of learning from the image in a way 
somewhat similar to humans. [46, 219] 
Deep artificial neural networks have witnessed unprecedented success, progressing from 
recognizing pictures of cats and dogs on the Internet to defeating a human champion in one 
of the most sophisticated human games in the world in just about three years. [219] The 
deep learning (DL) is now being actively used in various engineering applications, such as 
object detection and recognition [247] and unsupervised text translation, [248] to name just 
a few. More recently, deep learning models have been utilized in the domain of theoretical 
physics for the analysis of data collected at the Large Hadron Collider [39] and detection 
of phase transitions in lattice models. [221, 222]  
There are three critical aspects to consider before applying DL analytics to scientific 
imaging. The first aspect is a network’s topology. For atomic imaging, for example, it is 
crucial to locate accurately all the atomic species in the image, hence, the model’s output 
layer must provide a pixel-wise classification map of the same size as the input image. The 
second critical aspect is the creation of an appropriate training set. The currently available 
DL models pre-trained on objects from the macroscopic world cannot be used for analysis 
of atomic species and defects. When creating a new training set specifically for atomically-
resolved imaging, one of the key issues is a trade-off between a model’s ability to 
generalize to different types of atomic structures (e.g. lattices with different periodicities 
and symmetries) and its accuracy (e.g. how precise is a localization and identification of 
atomic species and defects). The question is: shall one use a different model for each lattice 
type or instead create a universal model that is able to analyze all types of lattices? Because 
the former approach will not work for complex materials for which several phases (and 
interface regions) are usually present in a single image, it is preferable to have one model 
capable of recognizing multiple types of lattices (and associated lattice disorder), provided 
that a trade-off between generalization and accuracy is acceptable for physics-based 
interpretation of the obtained results. Finally, the third aspect is whether a further 
processing of the DL model output can potentially yield more information. Here, one must 
be aware of several important differences with the applications of DL in a “real” 
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macroscopic world, particularly, with those DL models used for segmentation tasks, such 
as fully convolutional networks. [249] Indeed, while a fully convolutional neural network 
can be an optimal tool for many (static) image segmentation tasks, [249, 250] the 
interpretation of the results of such segmentation for the macroscopic world applications is 
rather straightforward and requires little to no further analysis (that is, simple visualization 
of the output is sufficient in the most cases). The situation, however, is entirely different, 
even for static images, in the world of atoms and molecules, where small changes in shapes 
and relative positions might imply emergence of certain physical phenomena (e.g. 
formation of charge and/or magnetic ordering). In this case, the outputs of the DL model 
can be refined by using certain theory constraints, for example, by applying a theory-
informed Markov model to the output of the last convolutional layer. In addition, 
exploratory data analysis and anomaly detection methods can be applied to the DL model 
output to uncover crucial information about atomic defects in the system and their impact 
on lattice properties. 
Here we have developed a deep learning based approach that allows finding atomic species, 
as well as lattice defects, in the atomically-resolved images from different materials 
without specifying the type of materials lattice. It works with both STEM and STM images 
and is not sensitive to noise and other common types of experimental image distortion. We 
further extended our framework in such a way that it allows to perform exploratory data 
analysis, as well as anomaly detection and unsupervised and semi-supervised clustering, 
on the output of the DL model to uncover information linked to materials atomic structure 
and electronic properties. 
 
3.3.5 Results and Discussion 
 
The schematics of our approach for analysis of experimental data using a single DL model 
for different materials and types of atomic lattice is shown in Fig. 3-9. It starts with 
collecting experimental data (e.g. from STM or STEM observations) and feeding it into 




Figure 3-9. Deep learning based identification of atoms, atomic columns and defects. 
The experimental data is passed to a deep fully convolutional neural network, which has 
an encoder-decoder type of structure (see Methods for details on network’s architecture). 
The final, softmax layer of the network typically shows a set of well-defined features which 
descriptors (intensity, area, circularity, etc.) are linked to physical processes defining 
shapes of atomic columns and/or certain experimental anomalies. By performing 
exploratory data analysis as well as applying appropriate clustering and/or anomaly 
detection algorithms to the softmax layer (model’s output) one can learn important 





architecture [250] such that an input image and the model output have the same dimensions 
(a crucial requirement for accurate localization of atomic species), and is trained using 
simulated images of atoms. As the model does not contain fully-connected (“dense”) 
layers, it is referred to as a fully convolutional neural network (FCN). [249] We removed 
hard periodic constraints during simulation of training images, which allowed us to train a 
network that can find atoms in different types of lattices (see Supplemental Material). The 
typical output of FCN for atomically-resolved images represents a set of well-defined 
circular features on uniform background, where each feature corresponds to individual 
atom and/or atomic column. 
The key here is that variations in geometrical shapes of these features (e.g., area and 
circularity) are not random but are linked to physical properties of the system (shape of 
atomic columns) as well as possible experimental anomalies such as abrupt changes in the 
tip apex shape in STM. Hence, a simple exploratory data analysis of the FCN output layer 
as well as more advanced data analytics techniques such as unsupervised 
classification/clustering and anomaly detection can yield a wealth of information on 
material's properties. Furthermore, in addition to performing a pixel based analysis of the 
FCN output, it is possible to construct physical descriptors of the system using parameters 
of the extracted atomic contours (area, circularity, orientation/angle, etc.) as well as other 
relevant parameters such as the nearest and next nearest neighbor distances between the 
centers of extracted contours and column intensity (summed over small box area around 
the detected center), and to use these descriptors as an input into the above mentioned data 
analytical models. 
We start with illustrating how a deep learning model trained on the simulated data without 
hard periodic constraints can find atoms in different periodic lattices of real experimental 
images (Fig. 3-10). We first use our model to identify atomic positions in a STEM image 
obtained at an Al-Si interface region (Fig. 3-10a). Here the model was able to locate 
positions of atomic columns in both the Al lattice (bottom of the image) and Si lattice (top 
of the image), as we show in Fig. 3-10b. By contrast, if we use a model trained on a 
honeycomb, graphene-like lattice used in our earlier study, [194] it will find atomic 




Figure 3-10. Using a single DL model to identify positions of atoms/atomic columns 
in the images of different materials obtained from two different experimental 
techniques. 
(a-b) STEM image of Al/Si interface (a) and identified positions of all atomic columns (b). 






to “place” additional atoms in-between Al atoms to turn it into a honeycomb-like structure 
(see Supplementary Material).   
To ensure a universality of our model for more different types of atomic lattices, as well as 
a different experimental technique, we applied it to an STM image of La5/8Ca3/8MnO3 
(LCMO) film (other STEM and STM examples will be shown later in the text as well), 
which has a relatively high degree of lattice disorder (Fig. 3-10c).  
Unlike the STEM image, the STM image is associated with electronic density of states 
around the Fermi level. While this can provide invaluable information about electronic 
behavior at the atomic scale, it also makes it more difficult (compared to STEM) for most 
image analysis techniques to locate atom-like or molecular features in the image and to 
categorize different structural and/or electronic states. In fact, automatic analysis of STM 
images is notoriously difficult compared to STEM, reflecting the delocalized nature of 
STM signal as compared to delta-function like original image for STEM.  
In addition, on a somewhat deeper technical level, the STM images are usually 
characterized by large amounts of scars (strokes) due to interaction of an STM tip with a 
surface, which further complicates the task of finding atoms/molecules.  Despite all these 
obstacles, our model was able to accurately identify positions of surface atoms in the un-
processed image. We would like to emphasize that neither of two atomic lattice structures 
was explicitly included in our training set. This means that our model trained on simulated 
STEM data was able to learn the concept of what an atom/atomic column is and use it to 
find positions of atoms in various lattice structures in real experimental images, without 
being biased to one lattice type (and its periodicity). Furthermore, it was able to apply the 
learned concept of “atoms” to the analysis of an STM image, even though we did not train 
it specifically on STM data. This is important because to date the analytical methods 
developed for STEM have rarely been applied to STM, partially because the STM data is 
much “noisier” (due to tip-surface interaction), harder to match with simulated data (the 
image is a convolution of tip and sample density of states and is also affected strongly by 
out-of-plane surface deformations) and typically has lower pixel resolution. However, our 
results clearly show that the deep convolutional neural networks, which are not sensitive 
138 
 
to pixel-level details and instead are able to capture “deeper” and more abstract concepts 
of the atomic lattices, can easily overcome these constraints. 
We next illustrate how a simple exploratory analysis of the DL model output can provide 
important information regarding types of atomic species in the image, using a STEM image 
of Mo-doped WS2 (Fig. 3-11a) as an example. Note that the S atoms are almost non-
diffrentiable from background noise in the STEM experiments on WS2 and hence the lattice 
appears as having a trigonal structure instead of a honeycomb-like structure. 
While finding the likely locations of S atomic columns using FCN is possible in principle, 
we will not perform such an analysis in this study. The output of FCN (softmax layer) for 
this image is shown in Fig. 3-11b. It essentially represents a probability map of each pixel 
belonging to an atom/atomic column. The key observation here is that variation in shapes 
of circular-like features in the softmax output is not random, but is linked to actual changes 
in the shape/intensity of atomic projections in the STEM image. As such, features 
representing dopants/contaminations with lower (higher) Z are characterized by a smaller 
(larger) area (Fig. 3-11b). Note that the model was not specifically trained to return features 
of different sizes for atoms with different intensities. The analysis of other relevant 
geometric parameters such as circularity may provide additional information about lattice 
distortions, “switching” during the scan (particularly in STM images), or even about some 
more subtle effects such as a character of rapid atom oscillations in the shallow potential 
well of a 2D system.   
We now illustrate how the search for “anomalies” in the output of DL model can be in 
principle automated. Once we establish a probability of each pixel belonging to an atom or 
to a background (that is, being relevant or irrelevant), we can extract a contour of each 
identified feature associated with atoms and/or atomic columns and characterize it based 
on its geometric descriptors such as area, circularity, orientation/angle, etc. For STEM 
image of the doped WS2, a plot of area and circularity descriptors for all the extracted 
contours as well as associated histograms are shown in Fig. 3-11c.  




Figure 3-11. Identification of anomalies in softmax layer of DL model. 
(a) Experimental STEM image of Mo-doped WS2. (b) Softmax layer of DL model for image 
in (a). “Contaminations”/adatoms and Mo dopant are shown by green and red dotted lines, 
respectively. (c) Plot of descriptors (normalized) associated with area and circularity of 
individual features in the softmax layer with corresponding histograms for each descriptor. 
The anomaly detection method (one class support vector machine) followed by semi-
manual refinement (1 data point removed from anomaly “cluster”) allowed to separate the 
extracted descriptors into clusters associated with “contaminations”/adatoms (green) and 
Mo dopants (red). (d) Atomic positions overlaid on the experimental image (coloring 
scheme the same as in (c)).  
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We can then classify features from DL output based on the constructed descriptors using 
clustering techniques and/or anomaly detection methods. For data in Fig. 3-11a, the 
anomalies extracted via one class support vector machine method are plotted along with 
the regular lattice in Fig. 3-11d. The red circles identify what is likely to be Mo dopants 
(lower Z atomic number compared to W), whereas the green circles correspond to 
“contaminations”/adatoms that frequently form on WS2 surface under e-beam irradiation. 
In Fig. 3-12 we illustrated several more representative examples of successful application 
of this approach to STEM experimental data.  
Specifically, in Fig. 3-12a-b we show another STEM images of Mo-doped WS2 for which, 
in addition to finding all dopants and atomic-size contaminations, our model was able to 
describe accurately a non-trivial shape of edges (e.g., presence of both regular lattice atoms 
and dopants at the edge in Fig. 3-12a,d or considerable irregularities in the edge shape in 
Fig. 3-12b,e). In Fig. 3-12c,f we were able to identify accurately positions of Bi dopants in 
a Si lattice, as well as locations of Si atomic species themselves. 
In STEM experiments on 3-dimensional materials, the variations in the shapes of atomic 
columns may originate from certain atomic (re)arrangements along the columns that are 
too small to be resolved as separated features but are large enough to distort the shape and 
orientation (if the initial shape is not circular) of the atomic columns. We will now illustrate 
how our DL-based model can be used to extract all the relevant information about 
geometrical parameters of such distortions. As an example, we use STEM images of a Si 
lattice with Bi dopants (Fig. 3-13). Here, in addition to non-uniformity introduced to the Si 
lattice by Bi dopants, we expect additional forms of the lattice “disorder” caused by atom 
motion and, potentially, lattice reconstructions under the e-beam impact. 
By tuning the threshold intensity value used for the extraction of atomic contours from the 
DL model output we can make a transition from analysis of individual Si columns to 
analysis of individual Si dumbbells (see Supplementary Material). Specifically, we 
approximate each extracted Si dumbbell contour with an ellipse and analyze its orientation 
(angle) with respect to the chosen frame of reference (Fig. 3-13a). As our data is now 
represented by the collection of well-defined contours on an “empty” background, we can 




Figure 3-12. Identification of lattice atoms and lattice disorder from STEM images 
using a single DL model. 
(a-c) Experimental STEM images of WS2 with small holes in the lattice (a) and step edge 
(b), and Si with Bi dopants (c). (d-f) Corresponding atomic positions (colormap meaning 






Figure 3-13. Analysis of atomic columns distortion in 3-dimensional Si sample by 
tracking orientation of individual Si dumbbells. 
(a) First (out of twenty) frame of STEM movie on Bi-doped Si sample. Orientation of Si 
dumbbells extracted from the output of DL model is shown by red arrows. (b) Distribution 
of Si dumbbell angles (with respect to the [001] direction) for twenty movie frames. (c) 
Tracking changes in orientation of individual Si dumbbells (orange circles in (a)) across 
twenty movie frames (count starts from zero). For several selected frames, the orientation 






at once) through multiple STEM frames (STEM “movie”) as we demonstrated in Fig. 3-
13c To track each “atomic contour” during the movie analysis (or acquisition) we first store 
the coordinates of the centers of all contours from the first frame and then locate the same 
contours in the subsequent frames by finding the closest contour for each pair of 
coordinates. This approach works if an overall shift between the first and the last frame 
due to sample drift is smaller than a half-distance between two neighboring dumbbells.  
For larger sample drifts one must update the stored coordinates after successfully locating 
the same contour(s) in each frame (note that the same idea can be used “in reverse” for drift 
correction between consecutive frames). This ability to obtain detailed information on the 
changes in orientation of individual structural units in an automated fashion can provide 
important clues about types of disorder present in the material's volume. It may be 
particularly useful for analysis of long-range correlations in complex 3D systems with 
various types of charge and/or magnetic (dis-)order, such as complex cobaltates. [251]  
Furthermore, as we show below, it can be easily extended towards analysis of non-uniform 
charge density distribution in STM images of strongly correlated systems. 
We proceed to applying the same DL model to analysis of STM images. Specifically, we 
apply our DL model to the STM data on an LCMO film. This material is characterized by 
a complex phase diagram with competing structural, chemical and electronic/magnetic 
orders which to date remains inadequately understood. [252] In some cases, such a 
competition can lead to formation of full or partial charge order characterized by a non-
trivial shape and distribution of charge density "blobs". [253] Even without formation of 
charge order, analysis of charge density distribution around different lattice positions can 
provide important clues on local chemical environment and electronic environment. For 
example, since the STM images are imaging O atoms (these have the highest density of 
states near the Fermi level [254]), one can expect that depending on the local cation 
environment, the imaged atom may display elongated features caused by altered local 
electronic density, which would be expected when comparing La3+ to Ca2+ in this 
system. The raw experimental STM image is shown in Fig. 3-14a. In Fig. 3-14b we plotted 
the anomalies in the distribution of charge density at atomic lattice sites, detected by a one 




Figure 3-14. Identification of anomalies in softmax layer of DL model for STM data. 
(a) Experimental STM image of LCMO surface. (b) Plot of geometrical descriptors 
(normalized) associated with area and circularity of individual features in the softmax layer 
with a corresponding histogram for each descriptor. (c) Atomic positions overlaid on the 
experimental image. The color labels are based on data analysis shown in (b). (d) 
Visualization of “atomic contours”, which in this case provides information about non-
uniform distribution of charge on the surface. (e) Green arrows show schematically the 






individual features. The detected anomalies are plotted together with the experimental 
image and “atomic contours” in Fig 3-14c and 3-14d, respectively. Interestingly, by more 
closely analyzing the larger features (marked green) we found that the charge density 
appears to be “leaking” in one direction (that is, charge distribution is not identical at the 
ends of blob’s long axis) which can be associated with non-homogeneous local chemical 
environment. 
We finally show that it is possible to use our model for analyzing molecular-resolved STM 
data. Specifically, in Fig. 3-15 we demonstrate a DL based analysis of STM image of 
sumanene molecules (also called buckybowls) on a gold substrate. The molecules can have 
different orientation with respect to the substrate (azimuthal rotations) and, under certain 
experimental conditions, can switch between their bowl-up and bowl-down structural 
conformations. [255] Interestingly, our model, which was trained to find atoms, was able 
to locate local maxima (hereafter, “blobs”) in charge density distribution inside molecules 
(Fig. 3-15b). The latter is a product of hybridization with a substrate and can be also 
affected by electronic and structural state of an STM tip apex. The ability of our model to 
see these characteristic “blobs” can be viewed as if model treats each molecule as a cluster 
of “atoms” (not to be confused with actual, much larger number atoms inside a molecule). 
For the unperturbed molecular structure, positions of such “blobs” within each molecule 
allows us to determine an orientation (azimuthal rotation) of the molecule with respect to 
the substrate (blue markers in Fig. 3-15b-e). On the other hand, the arrangement of “blobs” 
within each molecule is altered for a molecule that undergoes a transition between different 
structural (and/or rotational) states. We found that such a transition can be detected by our 
model (red markers in Fig. 3-15b and 3-15c). This ability to detect a transition between 
different molecular states via a deep learning framework can prove to be an invaluable tool 







Figure 3-15. Identifying molecular rotations and detecting a switching between 
different molecular conformations via DL. 
(a) Experimental STM images of sumanene monolayer on gold surface. (b) Decoded 
molecular configurations. Molecules that do (do not) undergo a switching between 
different conformations are marked red (blue). The positions of blue markers correspond 
to a molecular orientation on the substrate as can be clearly seen from a zoomed area in 
(c). Zoomed-in illustrative example of a molecule undergoing a switching event during the 
scan is shown for one of molecules in (c). (d-e) Molecular chemical structure overlaid on 
top of the decoded structure for two different orientations. The overlay was done according 
to the distribution of charge density maxima determined from DFT STM simulations of 
molecules on the gold substrate (see inset in (b)). Note that a match is not perfect in part 
due to the model’s uncertainty, but also because of interaction between molecules and STM 
tip as well as potential admixture of different rotational states and the associated dynamic 






In summary, we have developed a universal deep learning based analytical framework for 
fast and accurate analysis of atomic lattice structures across a wide range of materials. 
Within this framework, we first utilize a deep convolutional neural network for locating 
and extracting contours of individual atoms and atomic columns from the experimental 
images. We then construct and analyze geometrical descriptors of the extracted contours 
such as area, circularity, and orientation (angle) via exploratory data analysis and 
unsupervised anomaly detection/clustering. The variations in the contour’s shape are 
linked to materials structural and electronic properties, such as presence and motion of 
dopants and contaminations on the surface and in the bulk, as well as a non-uniform spatial 
distribution of electronic charge density in the vicinity of certain surface lattice atoms. We 
further extended our approach towards analyzing rotations and detecting conformational 
changes of molecules and tracking specific geometrical descriptors associated with the 
selected atomic columns in STEM “movies” of 3D material. We foresee that due to its 
ability to quickly analyze raw data obtained from different types of atomically-resolved 
experimental measurements (structural data from STEM, electronic properties from STM), 
the created framework opens a pathway towards creation of comprehensive libraries of 





STEM imaging was performed using a Nion UltraSTEM U100 STEM operated at 60 kV 
for all images except that shown in Figure 3-10(a), which was acquired at 100kV, and Bi-
doped Si. A Nion UltraSTEM U200 aberration-corrected scanning transmission electron 
microscope, operating at 200 kV was used for images of Bi-doped Si. The images were 
acquired in high angle annular dark field (HAADF) imaging mode and were introduced to 





STM imaging of LCMO films was performed in situ at room temperature with an Omicron 
VT system at an operating pressure < 310-10 Torr using mechanically cut Pt/Ir tips in 
constant current mode. The images were taken with the tip negatively biased in respect to 
a grounded sample. STM imaging of sumanene molecules was performed at room 
temperature in a constant-current mode using the Japan Electron Optics Laboratory (JEOL) 
JSPM-4500S system at an operating pressure 10-11 Torr. The STM tips were prepared by 
electrochemical etching of tungsten wire and were further cleaned by Ar+ ion sputtering 
(ion energy = 1.0–3.5 keV). 
 
Deep Learning 
The DL networks were implemented using Keras 2.0 (https://keras.io) Python deep 
learning library, with the TensorFlow backend. The convolutional neural network had an 
encoder-decoder type of structure. The first block of encoder consisted of two back to back 
convolutional layers (20 kernels of size 3  3 and stride of 1 in each layer) followed by 
max-pooling layer (size 2 × 2, stride 2), while the second block had three back to back 
convolutional layers (number of kernels in each layer 40, size 3  3, stride 1) followed by 
max-pooling layer (size 2 × 2, stride 2). The decoder part had the same structure but in the 
reversed order and was followed by a dropout layer (rate set to 0.25). The last two 
convolutional layers had the number of kernels equal to the number of classes to be 
determined (size 33 (pre-last layer) and 11 (last layer) and stride 1). The feature maps 
from the final convolutional layer of the network were fed into a softmax classifier for 
pixel-wise classification, providing us with information on the probability of each pixel 
belonging to an atom. The Adam optimizer [256] was used with categorical cross-entropy 
as the loss function. The initial simulated STEM images produced by a Multislice 
algorithm [257] were augmented to generate a large enough training set of about 3000 
images. The augmentation was performed by applying random horizontal/vertical shifts, 
rotations, zooming-in/out and shear transformations. Each image was also corrupted with 
Poisson noise and blurring in the ranges comparable to those typically observed in 
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experiments. The accuracy of our model on the test set was about 97 %. The extraction of 
contours and associated geometrical descriptors was performed in part using the Open 
Source Computer Vision Library (https://opencv.org). 
 
3.4. Learning surface molecular structures via machine vision. 
 
3.4.1. Publication Information 
 
A version of this article was originally published by Maxim Ziatdinov, Artem Maksov, and 
Sergei V Kalinin in:  
 Ziatdinov, Maxim, Artem Maksov, and Sergei V. Kalinin. "Learning surface 
molecular structures via machine vision." npj Computational Materials 3, no. 1 (2017): 31. 
 
The article content is reprinted as published with figure numbers modified and 
supplementary material added at the end of the chapter as an appendix.  
 
3.4.2. My contribution 
 
I proposed and implemented a machine vision framework for identification of both 
structural and rotational states of sumanene molecules in a self-assembled monolayer 
imaged by STM. Sumanene molecules can occupy 2 structural states (bowl-up or bowl-
down), as well as multiple rotational states. Simulations of the self-assembly have 
previously identified that optimal configuration is one bowl-down molecule surrounded by 
6 bowl-up molecules, however, visual inspection of experimental data have indicated that 
this configuration does not always form. Additionally, distinguishing between bowl-up and 
bowl-down structural states was not accurate due to significant overlap in histogram of 
intensities of 2 states. In addition to experimental images, 2 simulated STM images 
constructed from DFT simulations were available, representing each structural state.  
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I started by constructing additional simulated images for rotational states based on initial 
configurations. From previous simulations and visual inspection, it was established that 4 
distinct rotational states with 30-degree increments were present within the data, with 
additional rotations being degenerate due to the individual molecules shape which can be 
described roughly as a equilateral triangle. Additionally, theory has indicated that 
neighboring molecules of the same rotation are highly unlikely due to repulsion.  
I proposed modeling the self-assembly structure as a Markov Random Field (MRF), where 
each molecule was a node in the graph and was connected to its 6 nearest neighbors. 
Intensity of the molecule would be proportional to the probability of belonging to bowl-
down class (and inversely proportional to bowl-up class probability), which was assumed 
to be a sigmoid function. The pair-wise probabilities were assumed from the simulation 
with a disorder parameter p introduced: bowl-down/bowl down pair was assigned 
probability (0 + p)%, while bowl-down/bowl-up a probability of (100 -p)%. The possible 
neighbors of bowl-up molecules were assigned 50% probability each. To identify 
individual probabilities of belonging to a rotational class, I applied a deep neural network 
trained on a training set generated from initial simulations through data augmentation. For 
pairwise probabilities, I used equal probabilities for each rotational class except the same 
one, which was set at 1%.  
Having defined the model, I used Markov Chain Monte Carlo (MCMC) sampling to create 
synthetic images. I used rotational averaging, Gaussian smoothing, and Poisson noise to 
simulate image altering effects observed in the experiment.  
I created an averaged image from all available rotations and used correlation surface with 
thresholding and connected components to identify positions of all the molecules in the 
image and extract 25 by 25 pixels images centered around them. Using those images, I 
calculated sum of the pixel intensity values as input to structural state probability 
calculations and applied neural network to get rotational class probabilities. Structural state 
determination was improved from >10% error for mean intensity threshold to <1% for 
MRF model. Rotational state error for neural network only was found to be >3% and was 
improved to ~2% with application of MRF.  
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I applied the framework to experimental data and achieved full information extraction. I 
computed pair density functions for the molecular states, and further calculated Moran’s I 
correlation between structural and rotational states, which hinted at the reaction path of the 
bowl-inversion process.  
 
3.4.3. Abstract  
 
Recent advances in high resolution scanning transmission electron and scanning probe 
microscopies have allowed researchers to perform measurements of materials structural 
parameters and functional properties in real space with a picometre precision. In many 
technologically relevant atomic and/or molecular systems, however, the information of 
interest is distributed spatially in a non-uniform manner and may have a complex multi-
dimensional nature. One of the critical issues, therefore, lies in being able to accurately 
identify (‘read out’) all the individual building blocks in different atomic/molecular 
architectures, as well as more complex patterns that these blocks may form, on a scale of 
hundreds and thousands of individual atomic/molecular units. Here we employ machine 
vision to read and recognize complex molecular assemblies on surfaces. Specifically, we 
combine Markov random field model and convolutional neural networks to classify 
structural and rotational states of all individual building blocks in molecular assembly on 
the metallic surface visualized in high-resolution scanning tunneling microscopy 
measurements. We show how the obtained full decoding of the system allows us to directly 
construct a pair density function—a centerpiece in analysis of disorder-property 
relationship paradigm—as well as to analyze spatial correlations between multiple order 
parameters at the nanoscale, and elucidate reaction pathway involving molecular 
conformation changes. The method represents a significant shift in our way of analyzing 
atomic and/or molecular resolved microscopic images and can be applied to variety of other 
microscopic measurements of structural, electronic, and magnetic orders in different 
condensed matter systems. 
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3.4.4. Introduction  
 
The symmetry properties of crystalline and molecular systems associated with a long-range 
periodicity of their assumingly ideal ‘lattices’ serve as a cornerstone for deriving electronic, 
magnetic, and optical functionalities of technologically relevant materials. Experimentally, 
these properties are usually accessed via scattering techniques that provide information 
about spatially averaged (over the probing volume) site occupancies. The knowledge of 
average structural parameters underpins classical physical descriptions based on concepts 
of order parameters, average compositions, and symmetry averaged thermal, phonon, and 
disorder properties. At the same time, there is growing realization that the effects of local 
structure exemplified by disorder can often lead to novel functionalities absent in averaged 
models.[258-262] For example, one interesting scenario of disorder occurs when there is a 
distinction between local symmetry associated with individual building blocks and global 
symmetry imposed by underlying lattice.[258, 259] A resultant interplay between local and 
average symmetry opens new pathways to understand and optimize optical, magnetic, 
electronic, and thermal properties of certain disordered systems.[259, 262] 
Exploring and controlling different types of disorder both in periodic and non-periodic 
structures is therefore crucial for the applications and basic science alike. In the last decade, 
the progress in scanning probe and transmission electron microscopies (SPM and STEM) 
have allowed a real-space unit cell scale mapping of electronic and structural orders in 
materials. making them the perfect tools for analyzing such distorted systems.[263] For 
example, the subfields of SPM such as non-contact atomic force microscopy and scanning 
tunneling microscopy are known to provide an unprecedented, angstrom-resolved visual 
insight into a nature of chemical bonds[212] and spatial behavior of electronic density of 
states on a surface[213], respectively. Such capabilities result in ever-growing stream of 
the vast amounts of high quality (resolution) experimental data that requires adequate 
analytical methods for extracting from it a relevant physical and chemical information.[80] 
Concurrent with advances in real-space experimental microscopic measurements, 
contemporary theoretical, ab-initio modelling allows detailed study of atomic/molecular 
structures, their electronic, magnetic, and optical properties.[264-266] However, many 
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interesting functionalities in disordered molecular and/or atomic systems are defined on 
length scales at which the number of possible molecular or atomic configurations (and 
hence, computational cost) grow exponentially. Similarly, effects of local symmetry 
breaking and disorder are often manifested in minute (~ pm level) distortions of the 
bonding geometry or effective molecular shapes.[114, 267-269] This suggests a necessity 
for pathway to integrate an experiment and certain elements of theory that would allow an 
automated and highly efficient inspection and interpretation of experimental image 
consisting of a large number of individual atomic and/or molecular units (~102-103) in a 
fashion of full information extraction, linking both minute deviations in local structure and 
large-scale assembly properties in statistically significant manner. 
Here we use an approach based on a synergy of Markov random field, convolutional neural 
network, and ab-initio simulations for performing a full decoding of various orders 
associated with symmetries of individual building blocks (molecules) on the underlying 
lattice (substrate). We apply this method to explore molecular interactions in 2D molecular 
film of bowl-shaped sumanene molecule on gold substrate, where an individual molecule 
in each lattice point can reside in multiple (structural and rotational) configurations. The 
obtained full decoding at the nanoscale level allows us to directly construct both relevant 
pair density functions – a centerpiece in analysis of disorder-property relationship 
paradigm, [258] as well as more complex structural descriptors. This in turn allows us to 
explore how individual blocks may form certain short-range orders, as well as to analyze 
potential (spatial) correlations  between multiple order parameters, and to use the obtained 





Model experimental system.  
As a model system, we chose a self-assembly of bowl-shaped π-conjugated sumanene 
molecules [270] (hereafter, buckybowls) on a gold (111) surface. Unlike most of the planar 
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molecules, the buckybowls are characterized by an additional structural degree of freedom 
associated with their bowl-up (U) and bowl-down (D) conformations (Fig. 3-16a,b). [255, 
271] The raw experimental STM image in Fig. 3-16c shows a nanoscale area of gold (111) 
surface covered with self-assembled ad-layer of buckybowls (see Supplementary Note 3-
2.1). The global two-dimensional fast Fourier transform performed on the data from Fig. 3-
16c reveals a presence of two hexagonal patterns (inset in Fig. 3-16c), that are rotated by 
30° with respect to each other, with their lattice constants different by a factor of  Such 
reciprocal space structure indicates an alternation of STM tunneling current at every third 
molecule in the self-assembly. This can be explained by the formation of the so-called 
2U1D structure [271] in which every third molecule appears in the bowl-down state, and 
is associated with an increase in STM tunneling current (see Figure 3-29), whereas the rest 
of the molecules reside in the bowl-up state. The relatively weak intensity of FFT peaks 
associated with 2U1D structure (inner hexagon in the inset of Fig. 3-16c) suggests only a 
partial formation of 2U1D structure across the field of view. In addition to the degrees of 
freedom associated with U and D states, each buckybowl can preside in several azimuthal 
rotational states. A simple visual inspection of several randomly selected areas of the STM 
image (such as the one illustrated in Fig. 3-16d) as well as an application of more advanced 
statistical tools such as principal component analysis [272] (Fig. 3-16e) suggests that a 
likely number of rotational classes needed to be considered for this dataset is four (see 
Supplementary Note 3-2.2 and 3-2.4, as well as Figure 3-30 and Figure 3-31). While a 
presence of three rotational states on (111) surface was expected from earlier studies [271], 
we assign an occurrence of an additional rotational class to a presence of imperfections of 
the molecular film and/or underlying substrate. 
Due to the relative proximity of ground state energies in U and D conformations [255, 271], 
it is likely that certain perturbations will induce a transition between the two structural 
states yielding a deviation from ideal 2U1D periodic structure in the molecular film. 
Indeed, visual inspection depicted in e.g. Fig. 3-16d shows a presence of disorder (i.e., 
distortion of periodicity associated with 2U1D structure) in both U and D structural states, 




Figure 3-16. Description of the system and physical priors. 
Schematics of (a) sumanene molecule on a gold substrate and (b) bowl-up (U) and bowl-
down (D) conformational states. (c) Experimental STM image (raw data) of sumanene ad-
layer structure on Au(111) surface. Inset shows a global Fast Fourier Transform of the 
STM image. The inner hexagon marked with yellow circles is due to formation of 2U1D 
structure in certain parts of the image. (d) Visual inspection of different conformational 
states (U and D) and rotational states from selected area of the STM image. The D states 
are marked by blue circles. The U states are marked by triangular whose orientation reflects 
a presence of different rotational states. (e) Principal component analysis on the dataset 
containing all the 938 molecules extracted from (c). The first eigenvector is the mean value 
whereas the rest five eigenvectors correspond to the largest variances in the dataset (see 
also Supplementary Note 3-2.4) and can be linked to presence of different rotational classes 
(schematically indicated in the bottom right corner) observed e.g. in (d).   
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theoretical studies suggest that a controllable formation of various architectures in 2D 
buckybowl ad-layer is feasible through a manipulation via the SPM tip [255, 273] or 
physical adsorption of certain chemical species [271], which could potentially lead to a 
realization of information storage molecular device or systems for molecular level 
mechanical transduction. Furthermore, due to a presence of multiple rotational states in 
addition to bowl up/down structural conformations, such system can be viewed as an ideal 
playground for probing an interplay between multiple order parameters, the molecular 
analog of multiferroic systems. [16] However, one of the critical issues in these efforts lies 
in being able to identify (‘read out’) all the individual building blocks in different molecular 
formations on a scale of hundreds and thousands of molecules. This requires tools that 
would enable a classification of non-strictly periodic structures in the STM images as well 
as extracting information on the ‘internal’ structure of individual units (molecules) in an 
automated and reliable fashion. Unfortunately, while average image analysis methods such 
as Fourier transform (FFT) and principal component analysis (PCA) of the STM data 
described above are useful in establishing physical priors, these methods alone are not 
sufficient for obtaining an accurate information on spatial distribution of the structural and 
rotational molecular states in such systems and on the possible spatial correlation between 
the corresponding order parameters. Below we demonstrate how adoption of Markov 
random field model and convolutional neural networks aided by density functional theory 
(DFT) simulations of STM images allows to classify bowl-up/-down structural states and 
different rotational classes in an automated and accurate fashion (Fig. 3-17). 
 
Molecular self-assembly as Markov Network. Markov Random Field (MRF) is a 
mathematical model that allows representing a long-range order of a system through 
defining only local interactions. [274, 275]. We use as an example the molecular system of 
buckybowls that can preside either in different structural conformations (U or D states); 
later we also apply this scheme to the analysis of multiple azimuthal rotational states of 
buckybowls. The posterior probability distribution of the model can be described using 





Figure 3-17. Workflow overview. 
(a) Block chart diagram of the workflow for classification of U and D states, and different 
rotational classes. (b) Graphical Markov model structure used for analysis of a molecular 
self-assembly of buckybowls. Here Markov network on a regular lattice acts as a prior over 
hidden variables (associated with the state of the molecule) in a model which is coupled to 
an array z of experimental observations (STM signal). (c) Schematics of convolutional 
neural network (cNN). The 12 convolutions of a size (21px  21px) are generated by 
applying 12 kernels of a size (5px  5px) to the input image. The filters are shifted across 
the image with a step size of 1px. These convolutions are subsampled into 12 maps of a 
size (7px  7px) using average pooling technique. The second convolution layer is formed 
by applying 6 kernels to an input from the previous layer. At the end of the network, a fully 
connected layers contains four neurons corresponding to different rotational classes.  
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𝑷(𝑿 = 𝒙|𝒁 = 𝒛) =
𝑷(𝒁 = 𝒛|𝑿 = 𝒙)𝑷(𝑿 = 𝒙)
𝑷(𝒁 = 𝒛)
(𝟑. 𝟏) 
where 𝑃(𝑋 = 𝑥|𝑍 = 𝑧) describes the probability of molecule belonging to a state x given 
the observation z (information from the experimental image) and is proportional to 
likelihood 𝑃(𝑍 = 𝑧|𝑋 = 𝑥) of the particular configuration leading to observed outcome 
multiplied by the prior distribution probability 𝑃(𝑋 = 𝑥) of such configuration in the 
absence of observation and based purely on our assumptions about the model. The P(Z = z) 
plays a role of a normalization constant.  The priors 𝑃(𝑥) can be represented via MRF, 
which makes use of an undirected graph G = (V, E), where 𝑉 = {1, … , 𝑛} is the vertex set 
associated with random variable X, and E is a set of edges joining pairs of vertices. The 
underlying assumption of Markov property is that state of an element is explicitly 
dependent only on the states of its neighbors,  
𝑃(𝑋(𝑖)|𝑎𝑙𝑙 𝑙𝑎𝑡𝑖𝑐𝑒 𝑝𝑜𝑖𝑛𝑡𝑠 𝑒𝑥𝑐𝑒𝑝𝑡 𝑖) = 𝑃(𝑋(𝑖)|𝑛𝑒𝑎𝑟𝑒𝑠𝑡 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑠 𝑜𝑓 𝑖) (3.2) 
Importantly, the explicit Markov structure implicitly carries longer-range dependencies; 
hence, it directly translates into the physics of our problem. Note that these priors are 
directly linked to the fundamental physics of the system, namely the presence of short-
range interactions in molecular assembly which are now explicitly taken into account 
during image analysis.  
We represent our data in a form of graph in which each molecule is represented as a node 
(vertex), and edges are connections to each molecule’s nearest neighbors (Fig. 3-17b). The 
k-d tree method with Euclidean distance metric is used to identify up to 6 nearest neighbors 
for each molecule.  The posterior distribution P(X = x|Z = z) of an MRF can be factorized 











where Ψ𝑖(𝑥𝑖, 𝑧𝑖) represents unary potential given observation z, Ψ𝑖𝑗(𝑥𝑖, 𝑥𝑗) are pairwise 
potentials over the connected neighbors, and Z is the partition function over the posterior 
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MRF. The potentials are defined based on our knowledge about physicochemical 
properties of the molecular system. For analysis of molecules conformational 
changes, each node in our model can reside either in U state or D state. We then assign the 
unary potentials Ψ𝑖(𝑥𝑖, 𝑧𝑖) over molecular states based on the proximity of a particular 
molecule’s intensity in the STM image to the threshold value between the states T. The 
simplest threshold value is the mean value of all intensities after normalization and outlier 
removal (Supplementary Note 3-2.3). Therefore, node probabilities are calculated as 
 
Ψi(𝑥𝑖 = 1, 𝑧𝑖 = 𝐼𝑖) =  
1
1 + 𝐸𝑥𝑝[𝑆 ∗ (𝑇 − 𝐼𝑖)]
, (3.4𝑎) 
Ψ𝑖(𝑥𝑖 = 2, 𝑧𝑖 = 𝐼𝑖) = 1 − Ψi(𝑥𝑖 = 1, 𝑧𝑖 = 𝐼𝑖) (3.4𝑏) 
 
where 𝐼𝑖 ∈ [0,1] is the intensity of a given molecule i, and S is a parameter that controls 
the growth rate of the logistic function. This results in two logistic functions, which classify 
the molecular intensities far away from the threshold as belonging to their corresponding 
class with probability of 1, but provide more flexibility in the region around the threshold 
value itself. We proceed to assigning pairwise potentials Ψ𝑖𝑗(𝑥𝑖, 𝑥𝑗) for our molecular 
system. The optimal 2U1D configuration proposed above is characterized by 
six U molecules surrounding one D molecule, such that D molecule is never allowed to 
have the nearest neighbor in the same bowl conformation. As we are interested in the 
distortion of an ideal structure, this condition is relaxed by introducing a disorder 
parameter p. The new probabilities used in our MRF model are summarized in Table 3-1. 
Finding an exact solution to MRF model is intractable in our case as it would require 
examining all 2ncombinations of state assignments, where n is the number of molecules, 
that is, about 1000 for examined images. However, one can obtain close approximate 
solution by using a max-product loopy belief propagation method, which is a message-
passing algorithm for performing inference on MRF graphs, with unary and pairwise 
potentials as an input [277, 278] (See also Supplementary Note 3-2.5).  We note that by 
tuning a graph structure and/or form of the potentials one can easily apply this approach to 
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other molecular order parameters (such as lateral rotations, as we will show later in the 
paper) or even different molecular architectures. 
 
Table 3-1.  Assignment of pairwise potentials based on our knowledge about the 
molecular system 
Node/Neighbor Bowl-down (D) Bowl-up (U) 
Bowl-down (D) (0+p) (1-p) 
Bowl-up (U) 0.5 0.5 
 
Classification of azimuthal rotations via convolutional neural network. To determine 
an azimuthal rotational state of each molecule in the image in an automated fashion, we 
employ an approach based on convolution neural network (cNN).[279] The cNN based 
image analysis has been successfully used in recent years in various areas of science and 
engineering ranging from cancer detection to satellite imaging,[280, 281] but has yet to be 
applied to atomic-resolved and molecular-resolved imaging.[282] The schematics of cNN 
adopted for the present study is shown in Fig. 3-17c. It consists of two convolutional layers 
interspersed with a subsampling/pooling layer, and a fully connected layer. The 
convolution layer is formed by running learnable kernels (‘filters’) of the selected size over 
the input image (or image in the previous layer), whereas the sub-sampling layer uses 
average pooling technique to reduce the size of the data. Fully connected layer at the end 
of the network contains as many neurons as the number of classes/states to be predicted. 
The learning of kernels is performed through a convolutional implementation of the 
backpropagation algorithm.[283] 
The cNN is trained on a set of synthetic STM images (25000 samples) obtained from DFT 
simulations of different rotational classes (see more details in the next paragraph). Note 
that an information on the bowl conformational states (U and D) is inferred from the MRF 
analysis and is not therefore treated by cNN (when treated, the adopted cNN scheme 





Generation of synthetic STM data. To ascertain the applicability and robustness of our 
machine learning and pattern recognition methods for general STM data, we start with 
constructing a synthetic dataset on a model system. We generate synthetic STM images by 
Markov chain Monte Carlo sampler using inputs from DFT calculations of electronic 
charge density distribution in the molecules. We work under the commonly adopted 
assumption that ‘realistic’, experimental STM image can be viewed as a ‘distorted’ DFT 
simulation of a charge density distribution in the system (Fig. 3-18a).[284, 285] For the 
molecular system under consideration, one possible type of the distortion is an admixture 
of another azimuthal rotational state to a given structural configuration of an individual 
molecules. Indeed, if two (or more) states are separated by a relatively low activation 
barrier, such as in the case of buckybowl’s distinct rotational states,[255] the system may 
switch between these states during the acquisition of STM tunneling current over the 
molecule. As a result, the STM image will be a dynamical average of two (or more) 
states.[286, 287] This effect may be especially pronounced during the room-temperature 
measurements, small tip-sample separation distances, or high setpoint current density. In 
addition, the blurring effect associated with a presence of the STM tip and a signal-
dependent Poisson noise were incorporated in our model (Fig. 3-18a). Here, blurring 
defines the convolution with the STM probe function, whereas Poisson noise is associated 
with the tunneling statistics. 
Testing our methods on synthetic data. The MRF approach results in a remarkably 
accurate identification of molecular D and U states in scenarios where the distribution of 
the STM intensities in the synthetic data closely resembles the experimental one (note that 
different rotation angle with respect to the substrate results in a variation of STM signal 
intensity[255]). This is illustrated on synthetic dataset described in Fig. 3-18b,c for which 
only 4 out of total 1225 molecules are misidentified by our classification scheme (Fig. 3-
18d). The overall total error rate (ratio of misidentified molecules) as a function of p-value 
and intensity distributions is shown in Fig. 3-19. Generally, this approach vastly 
outperforms simple mean-value and/or average value thresholding (Fig. 3-19a) and allows 
accurate classification of U and D states for a wide range of intensity distributions (Fig. 3-




Figure 3-18. Generating and analyzing synthetic data. 
(a) Schematics for generating synthetic data for each molecule. Left: DFT-simulated STM 
images of bowl-up and bowl-down configurations. Right: Same images corrupted by 
admixing a proximate in energy azimuthal rotational state, blurring (effect of STM tip) and 
Poisson noise. (b-d) Application of graphical Markov model to synthetic data generated by 
Markov chain Monte Carlo sampler using inputs from density functional theory 
calculations of electronic charge density distribution in molecules. The number of 
molecules in synthetic dataset is 1225. (b) Intensity distribution for synthetic data. Two 
logistic functions overlaid (see text for details). (c) Real space distribution of molecules in 
synthetic dataset. (d) MRF based decoding of D and U states from image in (c). The D and 
U states are denoted by red and blue, respectively. The total error (ratio of misidentified 
states) was 0.33 % or about 4 (out of 1225) molecules. One of the misidentified state is 







Figure 3-19. Analysis of MRF error rate.  
(a) Comparison of error rates, determined as a proportion of misidentified bowl-up and 
bowl-down conformations, for MRF analysis with two different p values (7 and 20), 
median thresholding, and mean thresholding. (b) Error rate as a function of standard 
deviation of normalized STM intensity distributions and an optimization parameter (p-







described in Fig. 3-18b,c, for example, increase of the p-value by a factor of 3 would 
result in total error increase by less than 1 % (see Fig. 3-19a). 
We proceed to extracting information about the azimuthal rotational state of the individual 
U and D units in the synthetic STM image (Fig. 3-20a). The dependence of classification 
accuracy on the hypothetical admixture ratios of a proximate rotational state (which are 
potentially located ‘in-between’ the rotational classes used in our classification scheme) 
and the cNN error are shown in Fig. 3-20b and 3-20d, respectively. It is easy to see from 
Fig. 3-20b that one can obtain a reliable classification of molecules rotational states even 
for relatively large ratio of the selected admixed state. 
The unique aspect of the proposed approach is that it is possible to incorporate certain 
physical constraints, into the cNN-based analysis for obtaining more accurate decoding 
results. Here, we incorporate the effect of steric repulsion between molecules. In this case, 
we can use the cNN-calculated probabilities of azimuthal rotational states as prior 
probability distributions for another MRF model. Consider, for example, that two nearest-
neighbor molecules are highly unlikely to have the same azimuthal rotational states if they 
preside in the same conformation state (either U or D) in the self-assembly.[271] We may 
therefore assign 1% probability of each class to have a neighbor of its own class and equal 
33% probabilities to have a neighbor of other 3 rotational classes (see Table 3-2). Total 
probabilities are then normalized to sum to 1. Then, similar to earlier description, we 
perform decoding using loopy belief propagation in order to acquire more accurate solution 
(Fig. 3-20c). 
Application to experimental data. Having verified that our algorithm is capable of 
working on synthetic data that mimics the ‘laboratory conditions’, we move to applying it 
to real experimental STM images of buckybowls on Au(111) substrate described in Fig. 3-
16. The FFT mask with Hamming window is first applied to the STM image for removing 
a large-scale periodic contribution from the substrate. The MRF decoding of U and D states 
and the cNN-based decoding of azimuthal rotational states are summed in Fig. 3-21a. The 
physical priors and classes for MRF and cNN were taken from FFT and PCA analysis, 
respectively (see Fig. 3-16). A simple visual inspection of results in Fig. 3-21c can confirm 




Figure 3-20. Convolutional neural network (cNN) decoding. 
(a) Convolutional neural network (cNN) produced decoding of rotational states. Thick-line 
tri-pointed stars describe the rotational classes of D states, whereas thinner lines show 
rotational classes of U states (both U and D states were classified via MRF prior to applying 
cNN). (b) The dependency of cNN accuracy (probability of a correct state assignment) on 
the admixed proportion of a different rotational state. The two rotational cases considered 
are shown at the top of the image (c) Comparison of error rate for cNN only and cNN+MRF 






Figure 3-21. Application of MRF and cNN to experimental data of buckybowls on 
Au(111). 
(a) Decoding of bowl-up/down states (p=7) and rotational states for the experimental image 
described in Fig. 3-16c. For cNN analysis, an additional MRF refinement of rotational 
classes was performed using the same probabilities as for the synthetic data. (b) Histogram 
of STM intensities for all identified molecules. (c) Zoomed-in area from red rectangle in 
(a) where numbers denote an accuracy of state determination. (d) Spatial correlation 
analysis based on local Moran’s I statistics. The molecules are color-coded such that 
molecules in D and U states are presented as red and blue circles respectively; the size of 
the marker is scaled such that it is proportional to a value of local Moran’s I. (e-g) Pair 
correlation function constructed from decoded experimental data for all molecular states 






Once a full decoding is performed, it becomes possible to construct a pair distribution 
function (PDF) for molecular states of interest. In turn, these provide further insight into 
the nature of (dis-)order in molecular film, such as whether a disorder is correlated or 
random[258]. The PDFs for all the molecular states, bowl-down molecular confirmations, 
and one of the rotational classes are shown in Fig 3-21e-g. The molecules clearly display 
a well-defined long range positional order, as evident from Fig. 3-21e. On the other hand, 
an analysis of PDF for different molecular bowl conformations suggests that neither long 
range 2U1D nor perfect long range 3U orientational orders suggested previously[255, 271] 
are realized for a given system. Indeed, the former must result in a disappearance (or a very 
strong suppression) of a peak at ≈11 Å in Fig. 3-21f, whereas the latter would closely 
resemble all-molecules PDF in Fig. 3-21e; these, however, was not observed. Interestingly, 
our analysis also shows a close resemblance in a behavior of PDFs for structural and 
rotational states (Fig. 3-21f and 3-21g, respectively) within first several coordination 
‘spheres’ implying certain correlation between the two associated orders, that is, bowl-
up/down switching is associated with a formation of certain rotational (dis-)order in the 
inverted molecules. 
We further explore a nature of disorder in the molecular self-assembly by searching for 
local correlations between molecule bowl inversion and azimuthal rotation of the 
neighboring molecules. To obtain such an insight, we construct a spatial correlation map 
describing a possible interplay between these two different orders. Specifically, we adopt 
a method based on calculation the so-called Moran’s I that can measure a spatial 
association between the distributions of two variables at nearby locations on the 
lattice.[288, 289] The presence of the spatial weight matrix in the definition of Moran’s I 
allows us to impose constrains on the number of neighbors to be considered (see 
Supplementary Note 3-2.6). The results for spatial correlation between bowl-up/down 
configuration and different rotational classes for the first ‘coordination sphere’ is shown in 
Fig. 3-21d where a different size of circles reflects different values of the Moran’s I across 
a field of view. Generally, the map in Fig. 3-21d implies a spatial variation in coupling 
between the two associated order parameters, which could also be sensitive to presence of 
defects. The average value of Moran’s I for all molecules is 0.310, whereas the average 
168 
 
value for correlation of rotational classes with bowl-up and bowl-down molecular 
conformations are 0.246 and 0.426 respectively. This result indicates that a bowl-up-to-
bowl-down flip associated with occurrence of an ‘additional’ D molecule requires a larger 
change in a rotational state of the neighboring molecules (compared to a flip in the reversed 
direction) in order to compensate for a formation of energetically unfavorable (‘extra’) 
bowl-down state.  
Based on the findings above we propose a two-stage ‘reaction path’ that explains a different 
correlation values of rotational states with neighboring bowl-down and bowl-up structural 
conformations as schematically depicted in Fig. 3-22.  
Specifically, in the first stage, a creation of ‘extra’ bowl-down state elevates the energy of 
the system, which is then relaxed in the second stage of the ‘reaction’ via adjustment of 
rotational states in nearby molecule(s). The latter is associated with the obtained values of 
Moran’s I. It is crucial to note that unlike previous studies which only considered a bowl 
inversion process for an isolated single molecule [271], our analysis allowed to obtain a 
deeper knowledge of local interaction processes that involve a lateral switching of 
neighboring molecules in the self-assembled layer. Observation of such an interplay 
between molecule rotations and its structural conformations provides important clues for 
understanding local degrees of freedom in the molecular ad-layer which is crucial in terms 




To summarize, we have developed a multi-stage pattern recognition approach which 
encompasses ab-initio simulations, Markov random field and convolutional neural 
networks for a detailed characterization of surface molecular architectures in the typical 
field of view (102-103 molecules) of STM experiment.  
We now comment on several potential limitations of the methods and possible ways to 





Figure 3-22. Schematics of the proposed reaction path for bowl inversion and its 
effect on the neighboring molecules. 
. In the first stage, the inversion of the bowl-up (green circle) to bowl-down (large red 
circle) state elevates the energy of the system. In the second stage, the system gets 









future extracted (in addition to, or even instead of, FFT and PCA analysis) from state-of-
the-art ab-initio analysis and molecular dynamics (MD) simulations thus potentially 
providing more accurate decoding results. In this regard, it should be noted that low 
probabilities of class determination for certain molecules, if present, would suggest that 
some of molecular states in the experimental system were not accounted for by theory. In 
such case, one must return to the ab-initio modelling stage and reconsider the initial 
assumptions or adjust parameters. We envision that such process of adjusting (putting 
constraints on) ab-initio or MD parameters could be automated in future, although this 
would require an infrastructure capable of performing DFT/MD on-the-fly. Second, it 
would be also interesting to apply the so-called domain-adversarial training of neural 
networks[290] which allows to alter theoretically predicted classes based on the observed 
data. The underlying idea of this approach is that the theoretical and experimental datasets 
are similar yet different in such a way that traditional neural networks may not capture 
correct features just from the labeled data. Finally, we foresee that in future a choice of the 
optimization value p in MRF analysis during an inference of bowl-up/down structural 
states, as well as during the refinement of cNN results, could be in principle optimized 
using a statistical distance approach.[132] 
Regarding possible further applications of our method we note that in addition to analysis 
of individual static images of molecular structures, the same analysis can be applied to each 
individual frame in the STM “movies” of molecular motions (e.g. under external 
perturbation field) thus providing an invaluable input to molecular dynamics simulations. 
Furthermore, because our pattern recognition analysis is general in nature, it can be 
extended to microscopic measurements of structural, electronic, and magnetic orders, as 
well as their possible spatial correlations, in a variety of  condensed matter systems such 





3.5 Identifying phase transitions in first-principles simulations of 
relaxor ferroelectrics via variational autoencoders  
 
3.5.1 Introduction  
 
The search for materials with interesting properties has identified relaxor ferroelectrics 
[292, 293] such as Pb(Sc0.5Nb0.5)O3 (PSN) and Pb(Sc0.5Ta0.5)O3 (PST) as materials of 
interest due to their dielectric and electrochemical properties, which can be important for 
transducer and actuator applications. The proportion of Pb-O divacancies in these materials 
changes the phase diagram of the material significantly. However, the analysis of the 
simulation data remains mostly analytical through computation of order parameters. [294] 
In order to expedite the discovery of order parameters that describe the phase transitions, I 
identified autoencoders as a suitable algorithm for automated exploration of large amounts 
of data. Autoencoders are a powerful method used for data compression, anomaly 
detection, data representation transformation, etc. [295, 296] They combine 2 neural 
networks: an encoder network that takes in the input data and compresses it to a single 
vector of values, and a decoder, or generative model, that can reconstruct the original data 
from the vector. However, in many cases, such as images, a single value in a dimension 
cannot describe the data.  
Instead, we need to use a variational autoencoder (VAE), [297] which generates a 
probability distribution in the latent variable space, which is useful for data such as images 
and videos where we want to model a probability distribution space. [298] We assume that 
each data sample is from a distribution p(x) and is explained by a hidden variable t. VAE 
uses variational inference to approximate p(t|x) with a distribution q(z|x), which can be, for 
example, a mixture of gaussians. We use the Kullback Leibler (KL) divergence metric to 
estimate the similarity of the probability distributions [299]. VAE have been successfully 
used to estimate phase transitions in 2D Ising model and 3D XY model, without 







The input data in this case was taken from first-principle simulations of Pb1-
X(Sc1/2Nb1/2)O3-X  relaxor ferroelectric. Analytically derived order parameters predict 
transition temperature dependence on the concentration X of nearest neighbor [Pb – O] 
divacancies in the material. [294] Simulations were recorded at certain X and temperature 
T. Each simulation represented a 40 by 40 by 40 supercell, with each point recording a 
local distortion vector which record displacement of lead atom from its ideal perovskite 
position in three dimensions. Data in each timeframe was transformed into a vector of 
length 192000 (40*40*40*3). The data was agglomerated by concentration X, with no a 
priori information about X or T introduced into the model. Each frame of the simulation 
used was considered a data sample. The data was normalized to be in the range of [-1, 1].  
For this task we chose a fully-connected VAE model with 3 layers in encoder and decoder 
networks each, representing, correspondingly, 256, 128, and 64 neurons with rectified 
linear unit  activation. [301] Each layer features batch normalization [302] and 10%, 10%, 
and 20% dropout [303]  correspondingly. Final layer of the decoder reconstructs the 
original 192000-long vector with hyperbolic tangent activation function. The model is 
shown in Figure 3-23.  
For each concentration X, a VAE was trained with 1, 2, and 3 latent variables for 50 epochs. 
Training with 2 and 3 latent variables resulted in highly-correlated latent variables 
identification, indicating that 1 latent variable was well suited for describing the underlying 
physical order parameter.  
To identify a phase transition, we examined the plots of latent variables and reconstruction 
errors for each concentration shown in Fig. 3-24. In a model with 1 latent variable, 
concentrations resulting in more phase transitions produce distributions with more distinct 
features. Sharp changes were chosen as indication of transition occurring. Results are 
plotted on a phase diagram along with analytical order parameter in Fig. 3-25.   
We conclude that variational autoencoders are a powerful tool for discovery of order 
parameters within the simulations data, but more testing is required to be able to accurately 




Figure 3-23. Schematic representation of the variational autoencoder model applied 







Figure 3-24. Latent Variables and reconstruction errors for different explored 








Figure 3-25. Calculated X[Pb−O] vs. T phase diagrams for the system P 
b1−X(Sc0.5Nb0.5)O3−X, with a nano-ordered Sc:Nb-cation configuration. 
Labels: PE indicates a normal paraelectric; PNR indicates a system in which chemically 
ordered regions, with few hi, have higher polarization than the random matrix; FE indicates 
a ferroelectric ground-state; RFE indicates a relaxor-region above the FE-ground-state. 
Blue solid line indicates Burns temperatures. Orange solid line indicates FE-PNR, or FE-
RFE transitions. Dotted lines with red asterisk-symbols indicate analytical RFE-PNR or 








Appendix 3-1. Supplementary Information for Deep Learning of Atomically Resolved 
Scanning Transmission Electron Microscopy Images: Chemical Identification and 
Tracking Local Transformations 
 
Supplementary Note 3-1.1.  
 
To illustrate how the FCN network searches for “dopants” (with higher Z) and “vacancies” 
we show in Supplementary Figure 3-3 the relevant FCN outputs for graphene and WS2. In 
the case of graphene (Supplementary Figure 3-3a), in addition to identifying areas where 
carbon atoms are missing, the network also identifies areas that break lattice symmetry due 
to formation of 5-7 reconstruction and are characterized by extended hollow regions for a 
heptagon (denoted by red arrows). 
In the case of WSe2, the STEM image shows a large asymmetry between two sublattice 
sites on the honeycomb lattice effectively turning it into a trigonal lattice. Remarkably, the 
neural network that learned a concept of dopant (with higher Z) and vacancy on one type 
of the lattice structure, can apply it to a different lattice, which is very similar to the way a 
human would do it. 
 
Appendix 3-2. Supplementary Information for Learning surface molecular structures 
via machine vision 
 
Supplementary Note 3-2.1. STM experiment and simulation of STM images 
 
STM experiments were performed with a commercially available STM (JEOL, JSPM-
4500S) operated under ultrahigh vacuum at room temperature. Gold (111) substrates were 
prepared by thermal evaporation of Au onto mica at 300 °C. Sumanene molecules were 
deposited from a 10 mM solution toluene onto the gold (111) surface at room temperature 
for 20 min. All STM images were acquired in constant current mode using mechanically 
cut Au wire as STM tips. To ensure an accurate machine vision-based analysis, the 
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experimental scan size and image resolution were adjusted in such way that a resolution of 
a square that encloses an individual molecule was equal or greater than 25px*25px.  DFT-
based STM simulations were performed within the Tersoff−Haman approximation [304, 
305] using PWSCF code.[306] 
 
Supplementary Note 3-2.2. Determination of positions of molecules 
 
The first step in processing the image is extraction of positions of all molecules. We use a 
template constructed from an average of all ‘bowl-up’ DFT simulated images to perform 
normalized cross-correlation according to the following formula:  
𝛾(𝑢, 𝑣) =  
 ∑ [𝑓(𝑥, 𝑦) −  𝑓
𝑢,𝑣
] [𝑡(𝑥 − 𝑢, 𝑦 − 𝑣) − 𝑡]𝑥,𝑦
{∑  [𝑓(𝑥, 𝑦) − 𝑥,𝑦 𝑓𝑢,𝑣]
2 ∑  [𝑡(𝑥 − 𝑢, 𝑦 − 𝑣) − 𝑡]2 𝑥,𝑦 }
0.5 , (𝑠. 3.1) 
  
where 𝑓 is the input image, 𝑡 is the template, 𝑓
𝑢,𝑣
 is the mean of 𝑓(𝑥, 𝑦) in the region under 
the template, 𝑡 is the mean of the template. For the input image, we used FFT mask with 
Hamming window to remove a periodic contribution from the substrate (dotted-like-line 
features in FFT pattern of Fig. 3-16c). 
We apply a uniform threshold to the generated correlation surface 𝛾, with cutoff set to 0.35 
in order to maximize the number of extracted molecules. As a result we acquire a binary 
image, in which we identify the connected components and assign their centers as centers 
of the corresponding molecules.  
 
Supplementary Note 3-2.3. Intensity calculation 
 
Templates for the STM response demonstrate a drastic difference in intensity patterns 
between ‘bowl up’ and ‘bowl-down’ states: the former have a significant intensity decrease 
in the center compared to the surrounding regions, while the latter has the opposite. This 
seems to be visually identifiable in the experimental image, but much less pronounced and 
more ambiguous. In order to quantify the intensity we extract 15 by 15 pixel image patches 
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around the center of each molecule identified in previous step. The intensity of the 
molecule is therefore:  





, (𝑠. 3.2) 
 
Where 𝑖𝑥,𝑦 is the intensity of pixel at position x, y in the extracted image patch for molecule 
m. Since some of the defects are identified as molecules, it is necessary to filter the outliers. 
We assume that maximum realistic intensity is: 
 
𝐼𝑚𝑎𝑥 =  𝑚𝑒𝑎𝑛(𝐼) + 3 ∗ 𝑠𝑡𝑑(𝐼), (𝑠. 3.3) 
 
where I is the array of calculated intensities for each molecule. Higher intensities are 
assumed to be outliers due to a defect and set to be equal to 𝐼𝑚𝑎𝑥. We normalize the array 
by subtracting the minimum value and dividing by maximum value of the result in order 
to put all intensities into [0, 1] range.  
 
Supplementary Note 3-2.4. Principal component analysis 
 
The aim of PCA can be interpreted as finding a lower dimensional representation of data 
with a minimum loss of important (relevant) information. Specifically, in PCA one 
performs an orthogonal linear transformation that maps the data into a new coordinate 
system such that the greatest variance comes to lie on the first coordinate called the first 
principal component, the second greatest variance on the second coordinate, and so forth. 
Hence, the most relevant information (including information on the orientation/rotation of 
molecules) can be represented by a small number of principal components with the largest 
variance, whereas the rest of the (low-variance) components correspond to ‘noise’. [186] 
A simple visual inspection of the data (such as the one in Fig. 3-16d) indicates that one can 
expect a large variation within the dataset in terms of molecules rotations. Hence such 
variation should be detected by PCA and corresponding rotational classes can be inferred 
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through the analysis of PCA eigenvectors. The PCA results for the first 16 eigenvectors 
vectors can be found in Figure 3-30. Note that since we do not perform mean-centering, 
the first eigenvector in Fig. 3-16e represents a mean value (i.e. an average state of all 
extracted molecules). The eigenvectors 3-6 are associated with the rotational classes 
analyzed manually in Fig. 3-16d. Note that eigenvector 2 can in principle be interpreted as 
a state influenced by switching between bowl-up and bowl-down conformations induce by 
the STM tip. Furthermore, eigenvectors 7-16 are likely associated with bowl-up to bowl 
down inversion during the scan. Such a switching behavior was not included in the MRF 
analysis. 
 
Supplementary Note 3-2.5. 
 
As mentioned in the main text, finding exact solution to MRF model is intractable in this 
case as it would require examining all 2n combinations of state assignments, where n is the 
number of molecules, about 1000 per each examined image.  We thus need to find an 
approximate solution, for which we choose to use loopy belief propagation algorithm (max-
product version). The detailed description of this method is given, for example, in Ref. 
[276, 307, 308]. Briefly, from initial configuration, nodes propagate message containing 
their beliefs about state of the neighboring nodes given all other neighboring nodes 
messages. This results in an iterative algorithm. All messages start at 1, and are further 
updated as max-product of potentials and incoming messages:  
 
𝑚𝑠𝑔(𝑥𝑗)𝑖→𝑗 = max𝑙 [ ∑ Ψ𝑖𝑗(𝑥𝑖 , 𝑥𝑗)Ψ𝑖
(𝑥𝑖, 𝑧𝑖  )
𝑥𝑖
∗  ∏ 𝑚𝑠𝑔(𝑋)𝑘→𝑖
𝑘=𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑠 𝑜𝑓 𝑖 ≠ 𝑗
] , (𝑠. 3.4) 
 
At each iteration belief is calculated for each node and the state with highest belief is 




𝐵𝑒𝑙𝑖𝑒𝑓(𝑥𝑖) = Ψ𝑖(𝑥𝑖, 𝑧𝑖 )  ∗  ∏ 𝑚𝑠𝑔(𝑥𝑖)𝑗→𝑖
𝑗=𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑠 𝑜𝑓 𝑖
, (𝑠. 3.5) 
 
Supplementary Note 3-2.6. Local indicators of spatial association. Local Moran’s I 
analysis 
 
Moran’s I is a measure of (overall) spatial clustering of the data in a signal among nearby 
locations on the lattice in 2D or 3D space. It can be extended to be a measure of spatial 
correlation between 2 variables distributions over the same spatial structures. The 





∑ ∑ 𝑤𝑖𝑗(𝑋𝑖 − ?̅?)(𝑌𝑗 − ?̅?)𝑗𝑖
∑ (𝑌𝑖 − ?̅?)2𝑖
, (𝑠. 3.6)  
 
where N is the number of spatial units, X and Y are variables, ?̅? and ?̅? are corresponding 
means, and w is the weight matrix defining neighbor interactions. For highly 
inhomogeneous system, one may use the so-called local indicators of spatial association 
(or ‘LISA’) which can evaluate the correlation between two orders at the neighboring 
points on the lattice for each individual coordination sphere. This is achieved through 
calculating local bivariate Moran's I for each spatial unit [289] such as 
 
𝐼𝑥𝑦 =
∑ ∑ 𝑤𝑖𝑗𝑥𝑖𝑦𝑖𝑗≠𝑖 𝑖
𝑊
, (𝑠. 3.7) 
where x and y are standardized to zero mean and variance of 1. The local Moran’s I was 




Figure 3-26. Illustration of data augmentation procedure for creating a sufficiently 







Figure 3-27. Plots of accuracy on the training and validation datasets over 
training epochs for FCN trained for finding atoms in the lattice. The accuracy on 
the test set is close to 97 %. The FCNs for finding vacancies and dopants typically 







Figure 3-28. Detection of vacancies and vacancy-like structures in graphene and 
WS2. 
(a) Original experimental image and the softmax outputs overlaid on the experimental 
image. Arrows denote regions that break lattice symmetry due to formation of 5-7 
reconstruction and are characterized by extended darker regions (in a region with 







Figure 3-29. DFT calculations of projected density of states (PDOS) for U and D 
states (summed over all C atoms in the molecule). Strong difference in PDOS at 
negative energies are associated with enhancement of the STM tunneling current in 







Figure 3-30. First 16 eigenvectors of principal component analysis on the dataset 














Figure 3-32. PDF functions for all considered rotational classes: (a) 1st class, (b) 2nd 





Table 3-2. Assignment of pairwise potentials based on our knowledge about the 
molecular system 
 Class 1 Class 2 Class 3 Class 4 
Class 1 0.01 0.33 0.33 0.33 
Class 2 0.33 0.01 0.33 0.33 
Class 3 0.33 0.33 0.01 0.33 




CHAPTER 4.  





4.1 Introduction  
 
Chapter 3 demonstrated successful recovery of physically-meaningful information from 
experimental data and simulations in an automated, reproducible fashion. This is a 
breakthrough in material characterization, however, we want to go further than that and 
create frameworks that achieve predictive capabilities and can influence experiments, 
enabling flow of information from data analysis to experiment design and execution. In a 
way, this can be compared to going from analyzing images from cameras to creation of 
self-driving automobiles. The ultimate goal is to achieve ability to design and manufacture 
materials on the atomic scale, and to be able to do it without direct human input. At the 
same time, such methods must be designed with input from experts, as we cannot just 
discard such valuable domain knowledge.  
First, I describe how to use machine learning to bring together results from an experiment 
in atomic scale manufacturing and a theory supporting it.  
In the second part of the chapter, I describe a combination of deep learning and Bayesian 
methods that is created by incorporating domain knowledge into the framework and can be 
further applied to data without repeating the process.  
 
 
More details about using electron beam for atomic scale manufacturing can be found in the 
article by Nan Jiang, Eva Zarkadoula, Prineha Narang, Artem Maksov, Ivan Kravchenko, 
Albina Borisevich, Stephen Jesse, and Sergei V Kalinin originally published in: 
 Jiang, Nan, Eva Zarkadoula, Prineha Narang, Artem Maksov, Ivan Kravchenko, 
Albina Borisevich, Stephen Jesse, and Sergei V. Kalinin. "Atom-by-atom fabrication by 







4.2 Direct atomic fabrication and dopant positioning in Si using electron 
beams with active real time image-based feedback 
 
4.2.1. Publication Information 
 
A version of this article was originally published by Stephen Jesse, Bethany M Hudak, Eva 
Zarkadoula, Jiaming Song, Artem Maksov, Miguel Fuentes-Cabrera, Panchapakesan 
Ganesh, Ivan Kravchenko, Paul C Snijders, Andrew R Lupini, Albina Y Borisevich and 
Sergei V Kalinin in: 
 Jesse, Stephen, Bethany M. Hudak, Eva Zarkadoula, Jiaming Song, Artem Maksov, 
Miguel Fuentes-Cabrera, Panchapakesan Ganesh et al. "Direct atomic fabrication and 
dopant positioning in Si using electron beams with active real-time image-based 
feedback." Nanotechnology 29, no. 25 (2018): 255303. [310] 
 
The article content is reprinted as published with figure numbers modified.  
 
4.2.2. My contribution 
 
In order to better understand the mechanism of atomic fabrication with electron beam, it is 
necessary to both explore the experimental data and develop simulation methods. In this 
case, Si was chosen as a model semiconductor material to demonstrate how a combination 
of experiment and simulation can describe atomic-level manipulation and effects of the 
electron beam. In this project I worked with STEM images and Molecular dynamics (MD) 
simulations of Si crystalline/amorphous interface.  
I used non-negative matrix factorization (NMF) in order to explore number of phases and 
their compositions in STEM images of Si before beam-induced crystallization. I generated 
abundance maps using non-negative least squares analysis in conjunction with extracted 
endmembers to demonstrate that growth region belongs to the same crystallographic phase 
as the substrate.  
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I computed tetrahedral order parameter for each atom within MD simulations and used it 
in conjunction with nearest neighbor identification to construct descriptor matrices to serve 
as inputs into k-means clustering algorithm to identify crystallographic phases in time and 
space. Resulting analysis also demonstrated that the growth region belongs to the same 
phase as the substrate.  
In this case, statistical analysis was able to connect experiment and simulation on 




Semiconductor fabrication is a mainstay of modern civilization, enabling the myriad 
applications and technologies that underpin everyday life. However, while sub-10 
nanometer devices are already entering the mainstream, the end of the Moore’s Law 
roadmap still lacks tools capable of bulk semiconductor fabrication on sub-nanometer and 
atomic levels, with probe-based manipulation being explored as the only known pathway. 
Here we demonstrate that the atomic-sized focused beam of a scanning transmission 
electron microscope can be used to manipulate semiconductors such as Si on the atomic 
level, inducing growth of crystalline Si from the amorphous phase, reentrant 
amorphization, milling, and dopant-front motion. These phenomena are visualized in real 
time with atomic resolution. We further implement active feedback control based on real-
time image analytics to automatically control the e-beam motion, enabling shape control 
and providing a pathway for atom-by-atom correction of fabricated structures in the near 
future. These observations open a new epoch for atom-by-atom manufacturing in bulk, the 







Research on transport phenomena in semiconductors in the late 40’s at Bell Labs laid the 
foundation for many of the technologies that underpin modern civilization[311] and started 
the incessant drive for integration and miniaturization of electronic devices. Immediately 
after the demonstration of the solid-state transistor by Brattain, Bardeen, and 
Shockley[312], it was realized that the future lies in the integration of multiple devices, 
including transistors and memory elements, on a single crystal. While early strategies 
pursued the growth of compositionally-graded semiconductor crystals, it was the 
conceptual breakthrough by Noyes and Kirby that demonstrated the fabrication of in-plane 
structures in the form of the first integrated circuit, the accomplishment which landed them 
a Nobel Prize in 2015. Since then, the semiconductor industry has adopted a paradigm for 
fabrication based on a combination of 1D chemical steps (fabrication in the out of plane, 
or z-direction) such as oxidation, resist deposition, etching, etc. with 2D patterning steps 
(patterning in xy plane) using light exposure. The combination of these steps in a predefined 
sequence, under well-defined conditions, has enabled the modern computer-based 
civilization, resulting in the present sub-10 nm semiconductor structure.  
The undeniable success of present day semiconductor technology is belied by significant 
limitations. Device processing relies on mesoscopic transport and chemical reactivity, 
leading to rapid growth of stochastic phenomena and noise during fabrication. Shrinking 
device size combined with the discrete nature of atomic dopants leads to a large spread in 
device performance, which can be traced to different distinct (and uncontrollable) atomic 
configurations .[313] Applications ranging from micro- to nanomechanical systems 
necessitate the assembly of complex 3D structures, rather than densely integrated layers. 
These limitations are well-recognized in the semiconductor industry, and the emergence of 
techniques such as electron beam induced depositions and lithography or focused ion 
milling[314, 315] is a direct response to these challenges. While lacking the parallel nature 




However, electron beam based techniques still lack the capability to fabricate materials 
down to the atomic level, and the need for such fabrication is by now well realized. In 
particular, quantum devices for large-scale implementation of quantum computing, single-
spin magnetoelectronic devices, and scalable neuromorphic systems all require fabrication 
at the atomic level, including precise fabrication of crystalline layers down to single atomic 
planes, positioning of functional dopant atoms, and avoiding atomic-scale defects in the 
active region of the device and interconnects.[316, 317] In other areas, the impact of these 
developments can be predicted. For example, in materials science and condensed matter 
physics the capability to create desired atomic configurations and explore their functional 
properties (e.g. via local electron spectroscopies) will yield a paradigmatic shift in our 
understanding of the underlying principles. In other areas, atomic level fabrication can 
provide pathways towards large scale fabrication of materials with predefined properties – 
e.g. by providing seed crystals of thermodynamically metastable phases that can be further 
grown in macroscopic crystals.   
Despite this clear incentive, the current methodology for atomic fabrication today is the 
combined approach based on scanning tunneling microscopy manipulation and surface 
chemistry, harking back to experiments by D. Eigler and advanced by J. Lyding, M. 
Simmons,[316-318] and commercially by companies such as Zyvex[170] and 
NanoFactory[171]. In this approach, the ability of the scanning tunneling microscope to 
manipulate single atoms is combined with the precise control of surface chemistry (silicon 
passivation) to position dopants at preselected locations, interface with macroscopic 
electrodes, and stabilize with surface passivation layers that allow taking the fabricated 
structure outside of the ultra-high vacuum (UHV) chamber. However, the cost and 
throughput of this approach remains such that research grade, several qubit devices remain 
the only viable target application. Hence, the question remains – are there other strategies 
that can potentially enable atomic scale fabrication of semiconductors avoiding the 
throughput bottle neck of probe based fabrication?    
Here, we demonstrate a novel method for semiconductor manufacturing: the use of the 
atomically focused beam of a scanning transmission electron microscope to control local 
material structure of Si in the bulk with atomic precision. Through use of the electron beam, 
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we can induce a broad variety of phenomena including amorphization, crystallization, and 
controlled dopant atom and front motion that can be resolved in-situ, enabling real-time 
correction and editing of matter at the atomic level. As an illustration, we implemented a 
combination of e-beam control electronics and active machine vision based feedback to 
fabricate predefined crystalline Si patterns.  Although recently published work has 
demonstrated crystallization in oxide materials,[319, 320] here we extend these techniques 
to the most widespread semiconductor (Si),  demonstrate controlled motion of dopants, and 
incorporate an automatic feedback control system.  
The natural limitation of STEM based fabrication is the requirement for beam-transparent 
systems of ~50 nm thickness. Correspondingly, planarization and incorporation of this 
system into a realistic device structure will be essential for practical application.  
 
4.2.5. Electron matter interactions in STEM 
 
Traditionally, STEMs have been perceived only as imaging or analysis tools, and any 
beam-induced modifications were considered undesirable beam damage. Yet in the last 
five years, it has been demonstrated that beam-induced modifications can produce 
appealing results, including the formation and ordering of oxygen vacancies,[321] single 
defect formation and motion of extended defects in 2D materials,[322] beam-induced 
migration of single interstitials in diamond-like lattices,[323] and formation of single 
chemical bonds.[324] Remarkably, these changes often involve one atom or small groups 
of atoms, are potentially chemically selective, and can be monitored in real-time with 
atomic resolution,[325] opening pathways towards control.[211, 326] This combination of 
atomic manipulation and (sequential) atomic-scale visualization was without precedent 
until we observed that the e-beam can induce the crystallization of certain amorphous 
materials including oxides such as SrTiO3, a process we refer to as e-beam sculpting.[320] 
Notably, the interaction between the electron beam and amorphous matter was actively 
explored in the 1980’s and 1990’s, and e-beam crystallization of a number of important 
semiconductors such as Si[327-330] and GaAs[330-332] has been reported. However, 
these experiments lacked the capability to probe beyond mesoscopic level studies, and no 
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attempts to actively direct and control the process were reported. Nonetheless, three key 
factors were established regarding beam-induced processes in semiconducting materials: 
there is a strong beam energy dependence controlled by the proximity to the knock-on 
threshold (roughly 145 keV for bulk Si); the interactions generally cannot be reduced to 
purely thermal processes; and under certain conditions these processes can result in both 
amorphization and crystallization of material. At that time, this approach did not appear to 
offer any significant advantages over classical semiconductor processing, and therefore 
was not extensively pursued. 
Here, we use the atomically focused beam of a STEM operating at 200 kV to guide 
amorphous-crystalline transformation in Si at the atomic-plane level, including both 
forward and reverse transitions, and demonstrate beam-induced motion of dopant atoms 
that can be assembled in different configurations. As a model sample, we have chosen 
amorphous silicon grown on a crystalline Si substrate with Bi dopants. The STEM image 
prior to e-beam crystallization is shown in Figure 4-1 (a).  The boundary (marked with a 
dotted line) between crystalline and amorphous Si is clearly visible, and dopant atoms can 
be seen within the amorphous Si matrix. 
Figure 4-1 (b) shows the changes in the atomic structure after repeated scans of the image, 
with the slow scan direction perpendicular to the interface. There is a clear formation of 
crystalline Si extending into the amorphous region, in apparent epitaxial registry with the 
substrate. By increasing the beam current to 139 pA, compared to the nominal 30 pA 
conditions under which Figure 4-1(a-b) was obtained, we can drive the transformation from 
crystalline Si to amorphous Si, as shown in Figure 4-1(c-d). The increase in beam current 
results in the amorphization and subsequent drilling-through of crystalline Si.  
We have further explored Si patterning over a range of beam current settings and scanning 
speeds and demonstrated the possibility of transitioning between crystallizing, 
amorphizing, and drilling/evaporating regimes by moving across these parameters. At 200 
kV, the nominal current of the incident electron beam is 30-35 pA. At the nominal current 
setting and with a reduced scan speeds we are able to crystalize amorphous regions of Si. 
Increasing to an intermediate current of 75-80 pA and medium to high scan speed results 




Figure 4-1. Beam induced transformations in Si using a 200 kV beam. 
(a) Before growth, (b) Crystallization of amorphous Si along the crystalline-amorphous 
interface (30 pA beam current, 200 kV). (c, d) Amorphization and subsequent drilling 





A high current mode of 140 pA and low to medium-high scan speeds leads to drilling or 
evaporating of the material. While the exploration of quantitative mechanisms behind the 
observed phenomena is a separate and complex topic requiring detailed studies[333, 334], 
these observations clearly illustrate that both the fabrication and erasing materials regimes 
are open for experimental studies. Furthermore, the fact that beam-induced transitions 
between the phases can be reversible opens a tremendous field for further applications, 
from memory devices to reconfigurable electronics.  
To obtain further insight into the structure of the newly formed crystalline Si, we perform 
comparative crystallographic image analysis[167, 182]. In this method, a sliding window 
is scanned across the image, generating a stack of sub-images. The relevant 2D structure 
factors are calculated, and the resulting data set is linearly unmixed using non-negative 
matrix factorization (NMF). This procedure is ideally suited for differentiation of 
dissimilar crystalline phases, so we can apply it here to determine if the beam-crystallized 
Si grows with the same crystal structure as the crystal Si substrate. Unlike methods based 
on direct analysis of atomic positions, this method does not require high contrast images, 
i.e. unmixing is possible for cases where only lowest-order reciprocal lattice peaks are 
visible. We start by assuming that the initial image (Figure 4-2(a)) contains only two phases 
and perform unmixing for two endmembers. The resulting abundance maps, along with 
insets showing unmixed FFT endmembers, are shown in Figure 4-2(b, c). We then use non-
negative least squares analysis (NNLS) in conjunction with discovered endmembers on the 
after-growth image (Figure 4-2(d)). Generated abundance maps clearly show that growth 












Figure 4-2. Atomic scale tracking of the local crystallinity. 
(a) Pre-growth image and its FFT. (b) Abundance map and endmember 1, recovered 
through NMF, corresponding to the amorphous region (c) Abundance map and endmember 
2, recovered through NMF, corresponding to the crystalline region. (d) After-growth image 
and its FFT. (e) Abundance map for the amorphous region in after-growth image generated 









4.2.6.. Directed crystallization 
 
The combination of e-beam amorphization/crystallization and real-time observation of 
these transformations suggests the potential for real-time feedback. based on 
simultaneously monitoring the images to keep track of the beam-induced changes. The 
level of crystallization can be monitored and controlled to produce structures with a desired 
geometry. Here, a custom feedback and control system has been developed to guide the 
atomic layer by atomic layer movement of the crystal-amorphous (CA) interface (either as 
crystallization into the amorphous region or amorphization in the reverse direction). The 
system operates by scanning the electron beam parallel to the CA interface and 
simultaneously capturing the bright field and/or dark field signals of the STEM during 
these linear scans. A single line scan can be used to determine the degree of local 
crystallinity by calculating the amplitude portion of the 1D fast Fourier transform (FFT) of 
the STEM image signal – a line scan across an amorphous region will result in a relatively 
featureless FFT, whereas a line scan across a crystalline region will yield easily identifiable 
peaks corresponding to the average spacing between atomic columns. Controlled 
movement of the CA interface is achieved by using the magnitude and location of these 
peaks as a feedback signal to move the electron beam appropriately. That is, if one intends 
to advance the crystalline domain into the amorphous region then: (1) repeated identical 
line scans across the CA interface are performed to both induce crystallization and assess 
the degree of local crystallinity, (2) when the degree of crystallinity reaches a pre-
determined set-point (i.e. an atomic layer of atoms has  transformed from amorphous to 
crystalline), the line scan is advanced approximately half a unit cell into the amorphous 
region, and the process is continued. This process is illustrated in Figure 4-3. 
A similar procedure can be used to advance the CA interface into the crystalline region for 
controlled amorphization as well. The differences being that beam conditions are selected 
to cause the crystalline portions to amorphize, and the feed-back condition becomes that 






Figure 4-3. Beam directed crystallization process. 
a) STEM image of CA interface and location of scan path during crystallization. Schematic 
depiction of the patterning process. (b) Spatial domain and (c) Fourier domain plots of 
detector signal in amorphous region. (d) Spatial domain and (e) Fourier domain plots of 
detector signal in crystalline region. The amplitude of a specific Fourier peak is tracked 
relative to the set-point. When amplitude exceeds the set-point, the beam is advanced ½ a 
unit cell into the amorphous region. (f) Plot of the peak amplitude from (e) as a function of 
time during directed crystal growth from a starting point within the crystal and while the 
CA front proceeds forward.    
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4.2.7. Direct growth of doped silicon 
 
To explore the fundamental processes during beam induced crystallization and 
amorphization, the experiments were repeated for Si containing dopant atoms. For most 
modern semiconductors, dopants are essential to obtain the desired electrical 
characteristics; however, direct visualization of single dopants remains a technical 
challenge. In these samples, a layer of Bi atoms was deposited at the CA interface. Single 
Bi are highly visible in STEM Z-contrast (Figure 4-4). By scanning the beam in a similar 
fashion as described above to induce crystal growth, it is possible to induce motion of 
bismuth atoms perpendicular to the fast-scan direction of the beam. This is demonstrated 
under various conditions in Figure 4-4. Figures 4-4(a) and (b) show, respectively, the 
before and after images of crystal growth where the beam-induced growth process was 
initiated between the CA interface and the region of high concentration dopants, 
propagating in [110] crystallographic direction. Figure 4-4 (b) shows the resulting crystal 
growth and the apparent movement of a few dopant atoms along the crystal growth 
direction. Note here, that at this low concentration of dopants, crystal growth appears to be 
unimpeded and in fact seems to allow for larger-scale structures than in the undoped case 
described above (perhaps due to some strain relief). For comparison, in (c) and (d) the 
beam induced growth is initiated deeper within the crystal than the layer with high dopant 
concentration, and thus a large number of dopant atoms are displaced. In this case however, 
crystal growth stopped progressing after several nanometers, presumably due to poor 
crystallographic compatibility between Bi and Si.  
Further investigations of growth and dopant motion was performed by progressing in the 
[111] direction. Similar behavior was exhibited in (e,f) as in (c,d), namely the crystal 
growth and dopant motion proceeded together and abruptly stopped when the local dopant 
concentration reached a critical value. However, with dopant atoms cleared out of the way 
in (f), it was possible to induce crystal growth perpendicular to the original [111] direction 
as shown in (g). Figure 4-4(h) and (i) show that the same scanning pattern can also be used 
to move dopants deeper into the crystal. Notably, the dopant front appears very sharp in 




Figure 4-4. Controlled crystallization of amorphous Si and dopant movement. 
Red arrows illustrate the direction of the slow scan axis for growth, while the red lines at 
the base indicate scan width. Panels with red arrows are the “before” images of growth, 
and the following panels are the “after images; (a,b) crystallization of Si from a dopant 
front; (c,d) dopant front movement in crystallized Si; panel (f) serves as both for the (e-g) 
sequence. Note that the field of view is rotated and magnification is changed between 






This suggests that the hopping/relaxation time for Bi atoms after being activated 
(“knocked”) by the electron beam is closer to the scan time of an entire line in the fast scan 
direction rather than a pixel in that line. A process at this timescale can be precisely 
controlled by the electron beam, directly illustrating the feasibility of controlled atom-by-
atom motion. Interestingly, this does not appear to be the case when the slow scan direction 
is along the [110] crystallographic axis. There is no apparent sharp front, and the resulting 
dopant profile resembles a dome more than a line. This difference in behavior for different 
crystallographic axes suggests that [111] is the preferential hopping direction for Bi atoms 
and highlights the importance of understanding the underlying mechanism and 
development of a predictive modeling approach for achieving reproducible results.  
4.2.8. Modeling electron beam-induced transformations 
 
To gain further insight into the observed phenomena, we consider the effects of the electron 
beam on the solid. Generally, the energy transfer between a high-energy particle and a solid 
includes two primary components: losses to the electronic subsystem and direct 
interactions between high-energy particles and nuclei (knock-on). The knock-on 
interaction can result in damage when the kinetic energy that can be transferred in a single 
collision is larger than the energy barrier to displace an atom in the solid. Notably, in 
amorphous materials the binding energies are broadly distributed, allowing for a broad 
distribution of knock-on thresholds. For sufficiently high particle energy, multiple event 
cascades can be initiated. Similarly, in a material with finite thickness, when the knock-on 
interaction occurs a few layers away from a material surface, ejection of surface atoms is 
possible. Additionally, the energy barrier will usually be significantly lower for surface 
atoms, primarily because of the reduced number of bonds[333, 334]. 
A powerful model for beam-induced changes in materials includes non-equilibrium 
heating, when the two subsystems – atomic nuclei and electronic – develop different 
temperatures, thus being in non-equilibrium conditions. Depending on the temperature 
difference between the two subsystems, energy that is transferred to the electrons can 
subsequently be transferred to the lattice atoms via the electron-phonon interactions until 
equilibrium is reached, where it diffuses further through the atoms. This mechanism is 
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described by the two-temperature (2T) model[335-338]. In the 2T model, the evolution of 
the electronic and the atomic temperatures are described separately, using a set of heat 
diffusion equations, one for the electronic and one for the atomic system. The energy 
exchange between the two subsystems depends on the temperature difference between 
them, and the strength of this interaction is expressed with the electron-phonon coupling 
parameter g. For the case of silicon, a combination of results from irradiation experiments36  
combined with  the inelastic thermal spike model[339, 340], molecular dynamics and DFT 
computational[341, 342] and model and numerical approaches-[342, 343] determine the 
values of the 2T model parameters. From this, g is calculated to be 1.8 - 5 × 102 
W/cm3/K[339, 340, 343], using the known values for the lattice specific heat and 
conductivity[344], and the electronic specific heat and diffusivity[342]. 
Given the uncertainties in these parameters for amorphous solid, here we chose to model 
the induced crystallization assuming that the electron beam creates a local temperature 
within a small volume of material. To explore this behavior, we created a model where 
amorphous Si was deposited on crystalline silicon. The amorphous region was then heated 
to induced crystallization. The heated region (20 Å x 10 Å x 108 Å), representing the local 
volume heated by the beam, was initiated at the CA interface, and slowly moved into the 
amorphous region. Once the temperature inside the block reached 1300 K, crystallization 
began in regions close to the interface and moved upwards, terminating approximately at 
the [111] face, resulting in a pyramidal-like front. After 1 ns, the “beam” was moved 5 Å 
further into the amorphous region, and a block of the same size was again heated to 1300 
K. The rest of the system, which now includes half of the previously crystallized block, 
was kept at 300K. This process was repeated several times until the crystal front reach 
about half the size of the amorphous sample (50 Å).   
In order to differentiate between crystalline and amorphous phases we use the tetrahedral 
order parameter[345] to describe coordination state of each atom at 20 ps intervals 
according to the formula  












where 𝜃𝑖𝑗 is the angle between an atom and its two nearest neighbors. The resulting 
parameter is in the range between zero, indicating an amorphous phase, and one, indicating 
a crystalline phase. However, within the amorphous phase we also observe multiple small 
momentarily crystalline regions. For each analyzed frame, we construct the matrix of 
tetrahedral order parameters for each atom and its corresponding 12 nearest neighbors. We 
use a k-means clustering algorithm[346] on the first frame to train the classifier, and use it 
to predict phases in the subsequent simulation frames. Figure 4-5 demonstrates the 
application of this algorithm to the simulation data, showing only atoms belonging to a 
crystal. This corroborates evidence from the experiment that the growth belongs to the 
same crystalline phase as the substrate, since we use pre-growth data as a training set, and 
the growth is classified by the unsupervised algorithm as the same crystal as the original 
substrate.  
We observe that crystallization does occur mostly inside the heated region, forming 
characteristic pyramidal growth pattern in the beginning, and becoming slightly wider at 
the top of the growth region later (Figure 4-5 insets). Along the length of the crystallization 
front, we observe a characteristic wave-like pattern, which gets amplified as the heated 
region moves further away from the substrate.  
The simulation, despite being simplified, reproduces much of the experimental behaviors, 
including the tendency to form triangles (pyramids) terminating at [111] planes. This model 
further offers evidence of roughening, with the brightness of the atomic columns 
decreasing quickly the further we get from the original boundary, observed both in 
experiment and theory. Further model development necessitates inclusion of realistic time 
effects, since presently the time scale is ~ns, as compared to experimental 10’s of seconds. 
This behavior can be linked to a higher heating rate in MD compared to the experiment, 
and also allows to compensate for mismatch in timescales. Secondly, we aim to include the 
contribution of knock-on effects. However, even this simple model provides insight into 
the morphologies of the experimentally grown structures. The model system was heated 
up to higher temperature for a short time and produced results indicating crystallization, 





Figure 4-5. Timeline showing views of crystallization front in molecular dynamic 









Since the early days of nanotechnology revolution, the development of realistic pathways 
for atom-by-atom fabrication was seen as the key and enabling step to bring its promise 
into reality. This requirement is most acutely felt now, with the industry pace given by 
Moore’s Law getting to the single-digit nanometer device size, and with new devices based 
on behaviors of a single atom, such as for quantum computing, rising to the forefront of 
research and development. The atomic manipulation of Si, the most important industrial 
semiconductor, demonstrated here, marks a key step in this direction. Remarkably, the 
capability of the electron beam to crystallize, amorphize, remove material, and controllably 
move dopant atoms fronts, even under the limitations of microscopes primarily designed 
to image materials rather manipulate matter, suggests that there may exist enormous 
potential to shape and direct matter on the atomic level. 
While predicting all the opportunities enabled by the potential of STEM to manipulate and 
control matter at the atomic level will be complex, here we comment on the likely pathways 
for the development of the field in the next several years. First and foremost, the real-time 
feedback system implemented here can be expanded to include more complex forms of 
image analytics, e.g. switching between “modification” and imaging modes. Here, the use 
of compressed sensing[347] and related approaches could be instrumental in 
disambiguating low-dose non-invasive and high-dose modification regimes. Secondly, 
using a full 2D readout from a fast Ronchigram detector instead of simply a HAADF 
intensity reading can provide a feedback signal that can be used to determine when a 
desired transformation has occurred while the beams remains at a single location. Third, 
further development of precise control systems that are capable of high-speed and high-
veracity beam positioning by compensating for beam scanning non-idealities (such as 
phase lag and frequency dependent gains) will be required.   
These studies also call for extensive theoretical exploration of beam-induced effects in 
solids on the atomic level, at time scales spanning ultrafast electron transit times to the 
seconds of the induced structural relaxations. Evolution of electronic, lattice, and 
concentration fields and their interdependence need to be considered in detail. We believe 
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that the results shown above represent an important step towards full experimental control 
and theoretical understanding of the process.  
 
4.2.10. Materials and methods 
 
STEM experiment: 
A Nion UltraSTEM aberration-corrected scanning transmission electron microscope, 
operating at 200 kV was used in this work. The nominal convergence angle was 30 mrad. 
High angle annular dark field (HAADF) images were acquired on a detector with an inner 
angle of 63 mrad. The nominal probe current is 30 pA, and the current was varied during 
experiments to direct crystallization and amorphization. 
 
Modelling: 
A crystalline Si sample with 64000 atoms was relaxed at 0 K using the Stillinger-Weber 
potential given in Sastry et al.[348]  Heating up this system to a temperature of 2000 K at 
constant volume using the canonical, NVT, ensemble and the Nosé-Hoover thermostat, 
created an amorphous sample with 64000 atoms. (NVT was chosen here so as to ensure 
that both the amorphous and the crystal sample upon which the former will be deposited, 
see below, had the same dimensions.) The pair-distribution function confirmed 
amorphization. The amorphous sample was then relaxed at 0 K and subsequently put on 
top of the crystalline sample. The amorphous and crystalline samples were brought together 
at an initial distance of about 2 Å, and minimized, while the bottom 3 layers of the 
crystalline sample, i.e. those layers further apart from the interface, were kept immobile. 
Subsequently, except for the bottom three layers, the whole system was heated up to 300K 
and let to equilibrate for 500ps at this temperature using the Nosé-Hoover thermostat. At 
this point, a block of 20 Å width, 10 Å height, and 108 Å length of the amorphous sample, 
which was placed right at the interface, was heated up to temperatures high enough for 
crystallization to take place during a period of 1ns with a timestep of 1fs; the rest of the 
system was kept at 300 K (except for the bottom 3 layers of the crystalline sample, which 
remained immobile). Raising the temperature of the block is taken here to mimic the effect 
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that a beam focused in the block might produce. Once crystallization was observed, the 
heated region was moved up by 5 Å and the heating process was repeated until the 
crystallization front reached approximately half the height of the amorphous sample. All 
the calculations were performed with the software LAMMPS[349, 350] and run in the 
supercomputer Titan. 
 
Amorphous Si growth: 
Two sets of samples were used in this work. For the first experiment, the amorphous silicon 
layer was deposited on a single crystal silicon wafer shortly after its surface was RCA 
cleaned. The amorphous silicon deposition process is described elsewhere.[351] For the 
second, the Si substrates were prepared in ultrahigh vacuum with a base pressure of 4.5×10-
11 Torr. To prepare a Si(100)-(2x1) reconstruction and atomically flat morphology, the 
substrates were degassed and flash-annealed according to commonly established 
procedures. The surface quality was examined by STM and LEED. A 12 nm thick 
amorphous Si film was deposited onto these Si(100) substrates at room temperature using 
an e-beam evaporator in ultrahigh vacuum. The sample was exposed to the ambient 
conditions before STEM sample preparation. The Bi-doped Si heterostructure was grown 
in multiple steps to reduce the Bi segregation from the Si. Specifically, we first synthesized 
Bi nanolines according to Ref. [[352]] by evaporating Bi from an effusion held cell at 485 
°C onto a (2×1)-reconstructed Si(100) substrate held at 570 °C. A thin crystalline Si layer 
was subsequently grown by solid phase epitaxy: a thin amorphous Si film was deposited at 
room temperature and then annealed at 434 °C for 5 s during which it crystallized. 
Subsequently, a 24 nm thick amorphous Si was deposited at room temperature. 
Samples suitable for electron microscopy were prepared from the Si material by cutting the 
as-grown samples in half and gluing the halves together to produce a sandwich. These are 
then sliced into thin sections that are glued onto support grids and mechanically polished 
to approximately 10 microns thickness. Ion-milling is used to produce to electron 
transparent samples, which are then baked at a nominal 140 ˚C in vacuum overnight to 




4.3. Deep Learning Analysis of Defect and Phase Evolution During 
Electron Beam Induced Transformations in WS2 
 
4.3.1 Publication information 
 
The original article was submitted for review to Nature Communications.  
 
It was authored by Artem Maksov, Ondrej Dyck, Kai Wang, Kai Xiao, David B. Geohegan, 
Bobby G. Sumpter, Rama K. Vasudevan, Stephen Jesse, Sergei V. Kalinin, and Maxim 
Ziatdinov, and is available as preprint at:  
 Maksov, Artem, Ondrej Dyck, Kai Wang, Kai Xiao, David B. Geohegan, Bobby 
G. Sumpter, Rama K. Vasudevan, Stephen Jesse, Sergei V. Kalinin, and Maxim Ziatdinov. 
"Deep Learning Analysis of Defect and Phase Evolution During Electron Beam Induced 
Transformations in WS2." arXiv preprint arXiv:1803.05381 (2018). [353] 
 
The article is reproduced as in the preprint, with figure numbers and citations altered to 
fit the numbering of the dissertation. Supplementary material added at the end of the 
chapter as an appendix. 
 
4.3.2 My contribution 
 
Atomic-scale manufacturing will require utilizing automation. In this case, the goal was to 
study the effects of electron beam irradiation on 2D WS2 material, imaged by STEM as 
movie data. I performed FFT subtraction procedure to study the applicability of the method 
to large amounts of data. I found out that method requires manual tuning and is poorly 
generalizable to large datasets such as movies. In order to address this issue, I trained a 
custom deep fully-convolutional neural network on a set generated by performing FFT 
subtraction and data augmentation on the first image of a movie. The trained network was 
able to identify locations of defects in the rest of the frames.  
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I further utilized a Gaussian mixture model (GMM) to explore the possible state space of 
the identified defects and achieved classification that produced physically meaningful 
results.  
Knowing the positions and the classes of defects, I was able to study their evolution in time 
as a Markov process, assigning probabilities for class transitions. Finally, I explored 





Understanding elementary mechanisms behind solid-state phase transformations and 
reactions is the key to optimizing desired functional properties of many technologically 
relevant materials. Recent advances in scanning transmission electron microscopy (STEM) 
allow the real-time visualization of solid-state transformations in materials, including those 
induced by an electron beam and temperature, with atomic resolution. However, despite 
the ever-expanding capabilities for high-resolution data acquisition, the inferred 
information about kinetics and thermodynamics of the process and single defect dynamics 
and interactions is minima, due to the inherent limitations of manual ex-situ analysis of the 
collected volumes of data. To circumvent this problem, we developed a deep learning 
framework for dynamic STEM imaging that is trained to find the structures (defects) that 
break a crystal lattice periodicity and apply it for mapping solid state reactions and 
transformations in layered WS2 doped with Mo. This framework allows extracting 
thousands of lattice defects from raw STEM data (single images and movies) in a matter 
of seconds, which are then classified into different categories using unsupervised clustering 
methods. We further expanded our framework to extract parameters of diffusion for the 
sulfur vacancies and analyzed transition probabilities associated with switching between 
different configurations of defect complexes consisting of Mo dopant and sulfur vacancy, 
providing insight into point defect dynamics and reactions. This approach is universal and 
its application to beam induced reactions allows mapping chemical transformation 





Chemical reactions and phase transformations underpin phenomena ranging from 
cosmological processes, to the emergence of life on Earth, to modern technological 
progress, and are therefore of tremendous interest for both basic and applied sciences. 
Simple gas phase reactions of small molecules can be readily studied using well-
established spectroscopy methods (infrared,[354, 355] mass,[356] NMR[357]), utilizing 
spatial homogeneity of reaction volumes when the same process occurs multiple times. In 
conjunction with first-principles-based modelling,[358, 359] a reliable picture of molecular 
reactivity is being built. For studies of more complex organic and biochemical reactions, 
time-resolved cryogenic microscopy[360] and femtosecond x-ray pump-probes[361] 
provide a reliable investigative framework, again relying on the statistical similarity 
between multiple orientations of the same molecule. 
The situation is far more complicated for solid state reactions involving continuous solids. 
Traditionally, solid-state phase transformations and reactions were explored by bulk 
measurements and x-ray techniques. However, such techniques may not be able to provide 
sufficient spatial resolution for understanding elementary mechanisms behind the observed 
transformations. This problem can be partially solved by direct ex-situ visualization of 
reaction zones,[362, 363] providing information on the geometry and, in certain cases, 
atomic configurations at the reaction fronts. Similarly, utilization of colloid models[364] 
allows for the development of model systems, albeit the nature of local interactions is 
significantly different from atomic systems.   
In recent years, the advances in scanning transmission electron microscopy ((S)TEM) have 
enabled the direct visualization of dynamic phenomena at the atomic level.[209, 309, 365-
371] The physical/chemical phenomena studied by in-situ STEM are wide ranging and 
now include e-beam induced defect evolution,[207, 208, 372-379] dislocation 
migration,[380-382] observation of e-beam induced production of single layer Fe and ZnO 
membranes in graphene nanopores,[383, 384] e-beam induced chemical etching and 
growth from nanoparticle and single atom catalysts,[385-390] sub-10 nm scale 
lithography,[391] graphene healing,[392] conductive nanowire formation,[393] 
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crystallization and amorphization at 2D interfaces,[205, 394] formation of fullerenes,[395] 
and graphene edge dynamics.[396, 397]  This list can hardly be considered comprehensive 
but it serves to illustrate well the vast array of dynamic changes that are being observed 
and rapidly explored via in situ (S)TEM techniques. A tantalizing development which was 
published just last year (2017) is the introduction of a single dopant atom into a graphene 
lattice, the controlled movement of the atom through the lattice, and the assembly of a few 
primitive structures atom-by-atom.[210, 244, 246, 398] Such efforts harken back to the 
work of Don Eigler who first demonstrated controlled atomic motion via scanned probe 
techniques.[399] However, given the colorful array of other atomic, chemical process 
observed in (S)TEM and the continuously growing portfolio of commercially available in-
situ equipment (heating, electrical biasing, gas and liquid cells etc.), it seems likely many 
more processes can be brought under our direct control, turning the (S)TEM into an atomic 
scale fabrication platform.[400]  
Successes in e-beam atom-by-atom fabrication and atom-by-atom mapping of solid state 
reactions will not only require explorational research and instrumental improvements. The 
key piece of the puzzle will involve successfully grappling with the enormous amount of 
data which can be generated by these machines to infer material specific information 
describing kinetics and thermodynamics of point and extended defects, reaction paths, and 
mechanisms for extended defect and second phase nucleation and growth. The “by hand” 
analysis of years past is no longer a tractable solution considering the dimensionality and 
number of datasets which are now routinely obtained. This necessitates the creation of 
methods which allow for automated analysis of dynamic transformations to extract relevant 
materials descriptors and reconstruct reaction pathways from various sources of detector 
readouts, such as the variety imaging and spectroscopic modes. In this article we attempt 
to forge an inroad in one aspect of this challenge, namely automated image analysis for the 
detection and tracking of defects in STEM video of 2D materials and further proceed to 
extract microscopic point defect reaction mechanisms from these observations. 
Here, we analyze the phase evolution of Mo-doped WS2 during electron beam irradiation. 
In this process, the electron irradiation results in removal of the sulfur atoms, rendering the 
system oversaturated with respect to low-valence tungsten-sulfur moieties. We develop a 
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deep learning network for rapid analysis of this dynamic data, analyze transformation 
pathways, create a library of defects, and explore minute distortions in local atomic 
environment around the defects of interest, ultimately building a complete framework for 
exploring point defect dynamics and reactions. 
 
4.3.5. Results and Discussion 
 
Figure 4-6 shows several selected frames from the STEM “movie” of lattice 
transformations in the Mo-doped WS2 monolayer under 100 kV electron beam irradiation. 
The full “movie” is available in the Supplementary Material. It can be clearly seen that the 
system evolves with time, evolving numerous point defects. On accumulation of non-
stoichiometry, the latter start to segregate, forming extended defect, nucleating secondary 
phases, and resulting in the segmentation and rearrangement of the 2D layer.  The key task 
is get out the information of interest about the defects. Unfortunately, most of the methods 
for localizing and identifying/classifying defects available to date are slow, inefficient and 
require frequent manual inputs.  
To overcome the limitations of the available approaches, we developed physics-based 
machine learning method for localizing and identifying defects. We exploit the fact that 
each defect is associated with violation of ideal periodicity of the lattice. Therefore, we 
train a convolutional neural network (cNN) using a single image at the early stage of the 
beam-induced transformation, when macroscopic periodicity is still maintained, and each 
defect can be readily discovered providing the “ground truth” for network training. Thus, 
a trained network relies only on the local characteristics of the image, and hence can 
identify defects on the later stages of system evolution when the long range periodicity of 
the lattice is broken due to a second phase evolution and displacement and rotation of 
unreacted WS2 fragments. Furthermore, we find that the network can discover via 
“extrapolation” other defects which may not necessarily be a part of the initial training set. 
Such “extrapolation” is possible due to generalization abilities of deep learning models. 




Figure 4-6. Defects evolution under e-beam irradiation in Mo-doped WS2. 
(a-d) Four selected frames from the STEM “movie” of Mo-doped WS2 obtained at 100 kV 
illustrating formation of defects and lattice transformations as a function of time. The full 






images of an idealistic lattice vacancy structure can in principle generalize well enough to 
detect larger and more complex lattice vacancy structures in the system (e.g., double and 
triple vacancies, as well as reconstructed vacancies). The extracted defect structures can be 
identified/classified using unsupervised clustering and unmixing techniques. Finally, the 
selected defects can be studied further using local crystallography techniques, [78] such as 
a combination of atom finder and principal component analysis for analyzing minute 
atomic distortions in their vicinity in the “movies”, as well as with a Markov analysis for 
identifying transition probabilities between different defect configurations. 
As a first step of analysis, we define the topology of a neural network to target specific 
physics of beam-induced transformations. The network must be able i) to separate atomic 
scale lattice disorder from the rest of the lattice, ii) to return the precise location of the 
detected defects, iii) to be able to generalize to previously unseen defect structures. One 
possible candidate is the class activation maps based deep learning analysis, in which a 
model trained on image-level labels is capable in principle of discriminating the image 
regions used to identify the specific class [247] (defect). The disadvantage of such 
approach is that one must start with manually selecting the isolated single defect structures 
to create a training set. In addition, we found that while this approach allows certain atomic 
defect structures to be located with a sufficient accuracy, it does show relatively poor 
generalization ability. The alternative approach is to use a fully convolutional neural 
network model, [401] which can be trained to output a pixel-wise classification map, with 
the same size/resolution as the original input image, that shows a probability of each pixel 
belonging to certain type of object (defect). This type of model has been recently 
successfully applied to finding lattice atoms in raw STEM data [194] and we therefore 
chose it for the current problem. 
The next task is to create a training set that will be used to “teach” a model to find lattice 
defects in STEM “movies”, allowing for sufficient flexibility to discover all the defects but 
at the same time avoiding over-classification for classes that physically cannot be present 
in the data. We found that it is possible to train a network using only the first frame of such 
a “movie” or a single image obtained before recording a movie, and then let the trained 
network analyze the remaining part of the movie. This approach utilizes the fact that in 
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macroscopically (i.e. on the length scale of the image) system the defects can be trivially 
discovered via the Fourier method, [402] providing the ground truth for network training. 
However, when trained, the network relies solely on local edge properties for identification 
and is thus stable towards formation of extended defects, rotations, and fragmentations of 
the lattice. 
To identify the defects, we select a single image (frame) at the beginning of transformations 
(Fig. 4-7a). Once the image is selected, we perform global Fast Fourier Transform (FFT) 
on the selected experimental image and apply a high pass filter in reciprocal space in order 
to remove non-periodic components of the lattice (Fig. 4-7b). We then perform inverse 
FFT to obtain periodic image and subtract the original image from it such that only the 
deviations from the ideal periodic lattice remain.[402] In this image difference, vacancies 
show up as bright spots. Next, the image difference is thresholded to find locations of the 
single defects (Fig. 4-7c). Note that the thresholded images represent ‘ground truth’ which 
will be used to train a convolutional neural network. The training set is created by 
performing data augmentation of the selected experimental images and the corresponding 
ground truth images. This augmented dataset can be used to train a neural network to return 
positions of atomic lattice disorder from raw experimental data (Fig. 4-7d). Once trained, 
not only this cNN-based method for finding defects is faster and more efficient than the 
method based on FFT subtraction, but it also allows, unlike the FFT method, to find 
position of defects in the images of fragmented atomic lattice where multiple (joint and/or 
disjoint) lattice domains can be rotated by different angles with respect to each other. 
Because our model allows finding defects that break lattice periodicity irrespectively of the 
exact type of the defect, we consider it to be a ‘universal’ defect finder for a given material.  
We now use the cNN model trained according to the method described above to locate 
atomic defects in dynamic STEM data on Mo-doped WS2. Interestingly, although our 
model was trained using only the 1st frame (out of 100) of the movie, it was able to 
accurately identify the positions of atomic defects in the remaining 99 frames (see Figure 
4-12; full movie of the defects found can be downloaded from Supplementary Material). 
Once a sufficient number of defects (~104 in this case) is extracted via the cNN model it 




Figure 4-7. Locating atomic defects in dynamic STEM data using a cNN model 
trained on a single STEM movie frame. 
(a) Experimental STEM images of Mo-doped WS2. (b) Global FFT of the image in (a) and 
(c) global FFT with high-pass filter applied. (d) Binary masks for image differences 
between the original data in (a) and inverse FFT of data in (c). The image in (a) is a training 
image and the data in (d) serves as ‘ground truth’ (pixel-wise labeling). (d) Schematics of 






To perform such a defect classification in unsupervised fashion, we adapted a Gaussian 
mixture model (GMM). [403] The GMM is applied to a stack of defect “windows” (images 
of the identical size, usually 32px*32px cropped around the center of each defect) extracted 
using the pixel-wise classification maps in the cNN output. Here, we chose the number of 
GMM components to be five as it appears to be an optimal number of components for 
understanding the type of defect structures present in the data. Indeed, an increase in the 
number of components resulted in fine (sub-) structures of the detected defects, while 
decrease in the number of components produced some physically meaningless structures 
(see Figure 4-13). We also note that the number of components past purely exploratory 
stage can be adjusted based on known defect chemistry of material (either from common 
physics principles, DFT calculations, or combinatorial analysis) 
The defect structures associated with the unmixed components of GMM are shown in Fig. 
4-8a-e. The class 1 and class 3 (Fig. 4-8a,c) were found to correspond to a substitutional 
atom in W sublattice with a lower Z number, which we interpret as Mo dopant (Mow). Note 
that Mo atom does not occupy a symmetric central spot in these structures as one would 
expect for a lone Mo dopant. This suggests that there are additional distortions present in 
the defects that form classes 1 and 3, likely associated with a disorder in S sublattice. 
Interestingly, presence of a coupling between distinct defect species has been recently 
observed in static STEM images from Mo-doped WS2 system and attributed to merging of 
defects during growth and post-growth procedures.[404] This comparison illustrates that 
that as in other cases, systematic application of statistical and machine learning methods 
allows both to recover earlier observations and, as we show next, derive new information 
about underlying physical and chemical processes. The class 4 and class 5 (Fig. 4-8d, e) 
are associated with vacancy in W sublattice (Vw) and in S sublattice (Vs), respectively. 
Presence of adatoms / “contaminations” created during the e-beam surface transformations 
(e.g. chemical species from initial WS2 material deposited back on to the surface in 






Figure 4-8. Unsupervised classification of defects located by the deep convolutional 
neural network. 
(a-e) Results of GMM unmixing into 5 components (classes). (f) Spatio-temporal 





Figure 4-8f shows spatio-temporal trajectories (‘brush diagram’ [405]) for the identified 
defects. Based on the analysis of the diagram, we identify three characteristic statistical 
behaviors: weakly moving trajectories, stronger diffusion, and “uncorrelated events” / 
“flickering”. Presence of more than one characteristic behavior of the atomic defects may 
be potentially connected to complex spatial character of strain fields during the material 
transformation, which may impact diffusion properties as well as create certain 
“localization regions”, in which the motion of defects is restrained. [406, 407] In the 
following we will focus on the analysis of the continuous and quasi-continuous trajectories 
only. The most well-defined trajectories are associated with Mo dopants (class 1 and class 
3). These Mo defects show different diffusion behaviors depending on their location in the 
lattice and are characterized by reversible switching between two configurations (class 1 
and class 3) along their trajectories. The defects associated with S and W vacancies 
typically form shorter (compared to Mo defects) trajectories. One possible explanation is 
that these vacancies are getting filled by the W and S species from the extended clusters of 
the deposited WS2 material (although we did not find any associated correlations with point 
defects of class 2). 
We now demonstrate that, based on the results produced by a combination of cNN and 
GMM, it becomes possible to estimate diffusion characteristics of the selected defect 
species. Particularly, we studied diffusion properties of S vacancies. We first collapse the 
3-d spatiotemporal diagram for a chosen class of defect into the 2-d representation. For this 
purpose, we project the ‘windows’ of specific class of defect, which allows to separate 
defects that are continuous in time from the randomly occurring ones (see Figure 4-14). 
This analysis is complemented by a density-based clustering algorithm, [408] which yields 
similar results. After extracting defect coordinates for each selected defect “flow” (Fig. 4-
9), we can obtain variance of each distribution and estimate a diffusion coefficient within 
a framework of a random walk model in two dimensions. This yields values of diffusion 






Figure 4-9. Defect flows. 
(a) 2-d projections (X-Y coordinates) of the 3-d defect “flow” of the S vacancies (inset) 






We further proceed to the analysis of another type of defect, namely, the defect associated 
with Mo dopant (class 1 and 3). Here it is worth noting that while the GMM-based 
decomposition into 5 components provides us with a good understanding of the major types 
of defects present in the system, it doesn't allow studying the fine details (variations) of the 
detected structures. Performing such an analysis is especially important for classes 1 and 3 
that show peculiar switching behavior in Fig. 4-8f. We therefore investigated the “internal” 
structures of classes 1 and 3 using the so-called local crystallography analysis.[78]  We 
first employ a deep-learning-based 'atom finder'[235] that allows extracting positions of 
atoms from thousands of noisy images of defects in a matter of seconds (note that S atoms 
cannot be reliably identified at the current experimental resolution and hence we omit 
them). The first 2 PCA components associated with displacements from the averaged 
structure of the central Mo atom and six W neighbor atoms for each defect class are plotted 
in Fig. 4-10a,b. Since Mo dopant does not considerably distort the WS2 lattice,[404] the 
structural variations in PCA analysis must be associated with a disorder in S sublattice. In 
general, one must exercise caution in assigning a specific physical meaning to the PCA 
components. However, the results shown in Fig. 4-10 strongly suggest a presence of strong 
variations in a relative position of central Mo atom with respect to neighbor W atoms, thus 
it is possible that these variations originate from the presence of S vacancies next to Mo 
dopant. 
Based on the PCA analysis of the atomic displacements in Fig. 4-10a,b and general lattice 
symmetry considerations we use GMM to split the defect structures from classes 1 and 3 
into four subclasses (Fig. 4-11b) associated with undistorted Mow defect (no coupling to S 
vacancy) and three (Mow + Vs) complexes (it is worth noting that the same result can be 
achieved by splitting the entire stack of all the defect images into >12 classes, see Figure 
4-13). Our next goal is to analyze the switching behavior between different states. Using 
the same approach as described for the analysis of diffusion parameters we first identified 
continuous in time defect trajectories for all the 4 subclasses from Fig. 6b, isolated them, 
and then converted into r(t) 1-d representation (Fig. 6a). In this case, each “flow” represents 
a sequence (in time) of defect structures undergoing a switching between four different 




Figure 4-10. Local crystallography analysis. 
(a, b) The principal component analysis-derived first two eigenmodes of atomic 
displacements for defects associated with a Mo dopant (class 1 and class 3 in Fig. 4-8a and 
4-8c, respectively) presented as vectors of deformation from atom positions in the averaged 






Figure 4-11. Analysis of transition probabilities between different defect states. 
(a) 1-d representation of defect “flows” for the 4 subclasses of defect associated with Mo 
dopant in (b). Color scheme is the same as in (a) and (b). (c) Illustration of Markov 
transition processes between 4 states. (d) Markov transition matrix for the 4 subclasses 
(lone Mo dopant and 3 complexes of Mo dopant with S vacancy) based on the analysis of 





between different states can be analyzed as a Markov process, defining corresponding 
reaction constants on a single defect level. 
The corresponding Markov transition matrix is depicted in Fig. 4-11d (see also the 
schematics of transitions in Fig. 4-11c). This analysis suggests the Mow defect may couple 
to S vacancy in the dynamic STEM experiment. To explain transitions between Mow and 
(Mow + Vs) we argue that, due to a lower diffusion barrier of a S vacancy, as well as higher 
probability of S sublattice atoms being knocked-out during the e-beam irradiation, it is 
likely that the S vacancy created in the vicinity of Mo dopant can get “captured” by it. 
Interestingly, we also found transitions between different (Mow + Vs) structures. While the 
detailed explanation of such a behavior would require rigorous first-principles calculations 
and additional experiments, one can argue that the (Mow + Vs + Vs) structures are not stable 
and/or have a very short “lifetime” compared to the experimental time resolution (to the 
best of our knowledge such structures have not been observed even when  (Mow + Vs) 
defects are abundant) and therefore attachment of the second S vacancy leads to “pushing” 
one of the two S vacancies out of the structure. The noticeably different values of transition 
probabilities for (Mow + Vs) - I structure can be explained by a different rate of “supply” 
of S vacancies from different lattice directions, for example due to non-trivial distribution 
of strain fields during e-beam induced transformation and their effect on diffusion 
characteristics in different lattice directions. 
 
4.3.6. Conclusions and Outlook 
 
In summary, we have presented a deep-learning-based approach for analysis of dynamic 
transformation of the lattice structure in STEM “movies” from Mo-doped WS2. We started 
by teaching a deep neural network how the defects that break lattice periodicity appear in 
STEM data using a single experimental image (frame 0) and then used the generalization 
abilities of the network to find various types of atomic defects in the rest of the 
experimental data. We then performed unsupervised classification of the detected defect 
structures using Gaussian mixture model and showed that the classification results can be 
linked to specific physical structures. We were then able to i) identify dominant point 
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defects and their characteristic statistical behaviors in the spatiotemporal diagrams, ii) 
analyze diffusion for the selected defect species (S vacancy), and iii) study transformation 
pathways for Mo-S complexes, including detailed transition probabilities. In this manner, 
point-defect dynamics and solid state reactions in material are studied on atomic level, and 
corresponding reaction constants are determined for just one point defect. 
As far as the future studies are concerned, we believe that one particularly promising 
direction is incorporating specific physics-based constraints into the machine learning 
based analysis of STEM videos. Indeed, the current approaches treat observed lattice 
defects as collections of pixels, without “understanding” the physics behind the 
observations. One possible way of overcoming such physics-agnostic classification is by 
integrating a Markov model into the initial search and identification/classification scheme. 
The Markov model can be guided by the theoretical calculations of interaction potentials 
on the atomic level, enforcing physical constraints to transition probabilities of atoms and 
molecules, effects of electron beam on the matter, operating both in space (hidden Markov 
random field) and time (hidden Markov model) domains. For example, one may 
incorporate transition probabilities between certain types of defects (e.g., reconstructed vs. 
non-reconstructed defect), as well as a maximum diffusion length of a defect for a given 
time scale calculated from first principles, and with a Markov model use it to refine the 
results of the initial classification. This would be an important step towards creating a fully-
autonomous, AI microscope that is making decisions based on the knowledge of physics 





The Mo doped WS2 monolayers were grown on SiO2/Si substrate at 800
oC by a low-
pressure chemical vapor deposition. [392] To prepare STEM samples, poly(methyl 
methacylate), PMMA (A4), was first spun onto the SiO2/Si substrate with monolayer 
crystals at 3500 rpm for 60 s. After being cured at 100 °C for 15 min, the PMMA/W1-
xMoxS2 sample was detached from the substrate with a 30% KOH solution (100 °C and 
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0.5−1.0 h). The sample was then transferred to DI water to remove the KOH residue. The 
washed film was scooped onto a QUANTIFOIL TEM grid. The PMMA was then removed 
with acetone, and the samples were soaked in methanol for 12 h to achieve a clean surface 
with flakes. To remove the polymer, the TEM grids were then annealed in an Ar flow (90 
sccm, 10 Torr) at 350 °C for 3 h. 
 
STEM experiment 
STEM imaging was performed using a Nion UltraSTEM U100 STEM operated at 100kV. 
The images were acquired in high angle annular dark field (HAADF) imaging mode and 
were introduced to the DL network without any post processing. 
 
Data Analysis 
The DL network was implemented using Keras 2.0 (https://keras.io) Python deep learning 
library, with the TensorFlow backend. The convolutional neural network had an encoder-
decoder type of structure. The encoder part had alternating convolutional layers for feature 
extraction and max-pooling layers to account for translational invariance as well as for 
reducing the size of processed data. The filters (“kernels”) in each convolutional layer had 
size (33) and stride 1, activated by a rectified linear unit (ReLU) function. The decoder 
part of the network, whose role was to map the encoded low-resolution feature maps to full 
input-resolution feature maps, consisted of the same filters but in reverse order and 
upsampling layers. The feature maps from the final convolutional layer of the network were 
fed into a softmax classifier for pixel-wise classification, providing us with information on 
the probability of each pixel being a defect. The Adam optimizer[234] was used for 
training. The Gaussian mixture model was implemented with scikit-learn machine learning 
library (http://scikit-learn.org). The complete workflow for studying defects in dynamic 
STEM data, which includes creation and training/testing of DL model, unsupervised defect 
classification, analysis of diffusion characteristics, local crystallography analysis and 







Appendix 4-1. Supplementary Information for Deep Learning Analysis of Defect and 









Figure 4-12. (a) Raw experimental data (selected frames). (b) Same data with point-






Figure 4-13. (a) GMM splitting into 3 clusters. The class 3 structure is clearly 







Figure 4-14. (a) Projection of sub-windows associated with S vacancy (class 5). (b) 




















My graduate research started from investigating relatively simple image processing 
algorithms for identification of atomic positions in microscopy images and has grown to 
utilize a variety of advanced machine learning methods to extract physically meaningful 
information from both experimental and simulated images, videos, 3D simulations, and 
hyperspectral data. In this chapter I present a brief summary of each project I worked on 
and further elaborate on my vision of the future of machine learning in materials science.  
 
Chapter 2 concentrates on examples of using machine learning algorithms and image 
processing for extraction of relevant statistical information. In section 2.2, I began with 
identifying atomic positions and creating atomic lattice on STM and STEM images of 
RuCl3. I performed PCA on extracted data and identified real-space modes of 
displacement, which were not predicted by either reciprocal space imaging or DFT 
simulations.  
I continued to use identification of atomic positions in STM to create input for statistical 
matching of theory and experiment in case of the FeSexTe1-x superconductor. Section 2.3 
describes the results and the future implications of this approach.  
In section 2.4, I used PCA, K-means clustering, Bayesian Linear Unmixing, Non-negative 
Matrix Factorization, and Local Indicators of Spatial Association to analyze hyperspectral 
data of superconductor materials.  
 
Chapter 3 describes utilization of deep learning algorithms in combination with theory-
based simulations and refinement methods to achieve physically-meaningful results that 
were previously impossible to get. In section 3.2, I used deep fully convolutional neural 
networks trained on first-principle simulations to find and classify atoms in STEM images 
of graphene, which was not possible using previous image processing methods. I expanded 
the training set to include different types of lattices and successfully applied the new 
networks to other types of lattices and even STM images, with methods and results 
summarized in section 3.3.  
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In section 3.4, I used deep convolutional neural networks trained on simulated STM images 
from DFT calculations to identify states of sumanene molecules in STM images. I further 
improved accuracy of such state decoding by using network outputs as an input to a Markov 
random field model involving state probabilities derived from DFT simulations. Finally, I 
used Local Indicators of Spatial Association to explore the process of relaxation in the self-
assembly.  
Finally, section 3.5 describes the use of variational autoencoders for exploring the 
underlying order parameters in 3D simulations of relaxor ferroelectric materials.  
 
In Chapter 4 I discuss the perspectives of utilizing electron microscopy for matter 
manipulation on the atomic scale and how machine learning can help us with it. In section 
4.2, I demonstrate proof-of-concept results in a study of crystallization and amorphization 
of silicon explored by both experiment and molecular dynamics simulations, where k-
means clustering and non-negative matrix factorization were used to study the 
homogeneity of resulting material.  
In section 4.3, I further create a framework to study defect evolution in a STEM movie of 
WS2. I created a physically-meaningful training set through utilization of FFT subtraction 
and data augmentation methods. I used it with a fully-convolutional deep neural network 
to achieve pixel level segmentation of the images and localization of individual defects. I 
extracted identified defects and use a Gaussian mixture model to explore the resulting data 
and to classify the defects. Knowing both the positions and types of the defects, I track 
their evolution in time as a Markov process and extract underlying transition probabilities.  
 
My research has paved the way for automatic microscopy image understanding, which is 
the first significant step towards automated atomic scale material design and 
manufacturing. I am leaving the blueprints for methods that allow to study the physical 
properties of imaged/simulated materials. Deep learning frameworks can now look at the 
images/movies and know what they contain.  
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5.2 Future outlook  
 
There are considerable opportunities for further research in the area of using artificial 
intelligence methods in materials sciences. In this part of the chapter I will briefly outline 
the most pressing tasks in automation of material characterization and manufacturing on 
the atomic scale.  
 
5.2.1 Automating electron microscope for atomic scale manufacturing 
 
The most pressing improvement that can be achieved is to create a feedback loop between 
the electron microscope and the deep learning frameworks trained for specific applications. 
Such a feedback loop would understand what is imaged through methods described in this 
dissertation. This would result in an automated characterization of the materials, speeding 
up the process of material discovery significantly.  
A second step is to begin transforming the experiment design itself. Recent advances in 
reinforcement learning has shown that properly trained neural networks can, for example, 
play video games better than humans (and without breaks) [409, 410], and this has been 
noticed in the past as a great perspective for microscopy applications [411]. With 
automated extraction of information from images, and abilities to create simulated datasets, 
we can train a reinforcement learning model to be able to modify the imaged material to 
match a desired template. This can be done non-stop, in an automated fashion, which would 
lead to creation of nano-factories for atomic scale manufacturing in the nearest future.  
 
5.2.2 Quantifying the uncertainty of algorithms.    
 
One of the most significant concerns about deep learning in the scientific community right 
now is regarding the accuracies of the results. Indeed, uncertainty quantification is 
incredibly important with the small amounts of data scientific experiments produce. 
However, right now it is very difficult to achieve due to the lack of labeled experimental 
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data. While automating microscopy can help us with data collection, it would still be great 
to be able to achieve better statistical understanding of the frameworks we utilize. Some of 
the methods described in this dissertation already used Bayesian inference for materials 
understanding, and there is a significant body of work on using Gaussian processes in 
materials science. [38, 412]. One of the most promising approaches is to start utilizing a 
combination of deep learning and Gaussian processes – Neural Processes. [413, 414] 
 
5.2.3 Expanding machine understanding from image to material.   
 
A natural way to represent crystalline or molecular materials is a graph model, in which 
atoms represent nodes and edges represent interactions between the materials. While this 
property has been used for classifying molecular states in this dissertation, neural networks 
in the framework was not directly exposed to such understanding. With recent advances in 
research of graph networks [415, 416], it should become possible for a network to process 
imaged materials not on the level of images/videos, but on the level of understanding the 
actual material representation as a graph model.  Combined with continued development 
of materials databases [14, 417], such frameworks will significantly improve 
characterization of materials and matter manipulation on the atomic scale. 
 
5.3 AI in Materials Science 
 
The world is on the verge of being transformed by wide adoption of AI methods, and 
materials science will not remain untouched. AI will perform automated image analysis, 
and control microscopes, allowing scientists to concentrate on more fundamental tasks. 
Automated manufacturing will become widespread, from buildings down to the atomic 
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