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Abstract We consider the problem of optimally separating two multivariate
populations. Robust linear discriminant rules can be obtained by replacing
the empirical means and covariance in the classical discriminant rules by S or
MM-estimates of location and scatter. We propose to use a fast and robust
bootstrap method to obtain inference for such a robust discriminant analysis.
This is useful since classical bootstrap methods may be unstable as well as
extremely time-consuming when robust estimates such as S or MM-estimates
are involved. In particular, fast and robust bootstrap can be used to investigate
which variables contribute signicantly to the canonical variate, and thus the
discrimination of the classes. Through bootstrap, we can also examine the
stability of the canonical variate. We illustrate the method on some real data
examples.
Keywords bootstrap  canonical variate  linear discriminant analysis 
robustness
Subject classication AMS 62H30, AMS 62F35, AMS 62F40, JEL C63
1 Introduction
Linear discriminant rules are widely used to nd representations of multivari-
ate data that optimally separate the observations in two or more populations.
We consider the situation with two p-dimensional populations, 1 and 2,
having respective population means 1 and 2. It is assumed that the two pop-
ulations share a common covariance matrix . Furthermore, we also assume
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2equal prior probabilities. The linear Bayes rule then classies an observation
x 2 Rp into population 1 if dL1 (x) > dL2 (x), where
dLj (x) = 
t
j
 1x  1
2
tj
 1j ; j = 1; 2; (1)
and into population 2 otherwise. The direction a that best separates the two
populations is given by (1   2) 1. The corresponding projection atx is
called the canonical variate or discriminant coordinate.
Since 1;2 and  are unknown, they need to be estimated from an avail-
able training sample of the form Zn=fx11; : : : ;x1n1 ; x21; : : : ;x2n2g  Rp with
n1 the number of samples from population 1, n2 the number of samples from
population 2 and n = n1 + n2, the total sample size. Fisher's classical linear
discriminant analysis is based on the empirical means and covariances of the
training data Zn. Alternatively, more robust discriminant analysis methods
are naturally obtained by using robust estimates of location and scatter in-
stead (see e.g. He and Fung 2000, Croux and Dehon 2001, Hubert and Van
Driessen 2004, Croux et al. 2008, Bianco et al. 2008).
Many robust estimators of multivariate location and scatter have been pro-
posed in the literature. See e.g. Maronna et al. (2006) or Hubert et al. (2008)
for a recent overview. In this paper we use the classes of S-estimators (Davies
1987, Rousseeuw and Leroy 1987, Lopuhaa 1989) and MM-estimators (Tat-
suoka and Tyler 2000) to robustly estimate the centers of the populations and
their common scatter matrix. Inference for these estimators can be derived
from their asymptotic distribution. However, this asymptotic distribution is
mainly known for elliptical model distributions, an assumption which is not
appropriate in those cases where robust estimation is most recommended, i.e.
for data with outliers. Inference based on the asymptotic variances derived at
the central model may still yield reasonable results for large samples with a
small fraction of contamination. The bootstrap (Efron 1979) is a computer-
intensive alternative that can be more reliable for smaller sample sizes and for
larger deviations from the central model. Moreover, because the bootstrap esti-
mates the sampling distribution of the estimators, it has applications beyond
the standard inference procedures of calculating standard errors, condence
intervals or p-values for hypothesis tests. For example, bootstrap allows us
to assess the stability of the canonical variates by investigating the distribu-
tion of the angle between the estimated canonical variate and its population
counterpart.
Applying the standard bootstrap on robust estimators raises a computa-
tional issue due to the high computation time of robust estimators as well as
a robustness issue due to the varying amount of outliers in bootstrap samples.
Both issues can be solved at once by the fast and robust bootstrap (FRB),
introduced by Salibian-Barrera and Zamar (2002) in the context of robust
regression based on MM-estimators. The FRB has later been extended to
robust multivariate regression (Van Aelst and Willems 2005) and robust prin-
cipal components analysis (Salibian-Barrera et al. 2006) based on S or MM-
estimators. The FRB has also been used successfully for robust Wald tests in
3linear models (Salibian-Barrera 2005), robust likelihood ratio type tests (Van
Aelst and Willems 2009) and robust linear model selection (Salibian-Barrera
and Van Aelst 2008). Here, we use the FRB to obtain many recalculations of
the robust S or MM-estimates of the locations and common scatter matrix in a
linear discriminant analysis. These FRB estimates can then be used for infer-
ence purposes. Moreover, in the context of discriminant analysis, we use the
FRB to investigate which variables contribute signicantly to the canonical
variates. In this way we can investigate which variables carry discriminatory
power.
The rest of this paper is organized as follows. In Section 2 we review multi-
variate S and MM-estimators. Section 3 explains the fast and robust bootstrap
in this setting. In Section 4 we show some useful applications of the FRB for
discriminant analysis and investigate the performance of the FRB through
simulation. Section 5 illustrates the method on some real data examples and
Section 6 concludes.
2 Multivariate S and MM-estimators
In the multivariate one-sample setting S-estimators are dened as follows.
Suppose we have a sample fx1; : : : ;xng  Rp. Then, for a function 0 : [0;1[!
[0;1[ which is bounded, increasing and suciently smooth, the S-estimates
of location and scatter (en, en) minimize jCj subject to
1
n
nX
i=1
0

[(xi   T )tC 1(xi   T )] 12

= b (2)
among all T 2 Rp and C 2 PDS(p). Here, PDS(p) denotes the set of positive
denite symmetric ppmatrices and jCj denotes the determinant of the square
matrix C. In this paper, the loss function 0 is taken from the common class of
Tukey biweight functions, given by c(t) = min(t
2=2 t4=(2c2)+t6=(6c4); c2=6).
The constant b is usually chosen such that b = E[(kxk)], where  is the
multivariate standard normal disctribution. This ensures consistency of the
S-estimator at the normal model. The breakdown point of an estimator is the
smallest fraction of contamination that can have an arbitrarily large eect
on the estimator. The asymptotic breakdown point of the S-estimators en
and en equals min(b=c(1); 1   b=c(1)) (Lopuhaa and Rousseeuw 1991).
Hence, for any given dimension p, the Tukey biweight loss function c can be
tuned in order to achieve a 50% breakdown point, by choosing the constant c
appropriately. However, the choice of c does not only determine the breakdown
point of the S-estimator, but at the same time aects the eciency of the
S-estimators. Therefore, high-breakdown point S-estimators can have quite
low eciency at normal distributions, especially in lower dimensions (see e.g.
Salibian-Barrera et al. 2006).
MM-estimators have been introduced as a class of robust estimators that
can attain high breakdown point and high Gaussian eciency at the same time.
4MM-estimators were rst introduced in regression by Yohai (1987). Multivari-
ate (one-sample) MM-estimators of location and shape have been introduced
by Tatsuoka and Tyler (2000) as follows. Let en be the S-estimate of scatter
and denote ^n := j enj1=(2p) the corresponding S-estimate of multivariate scale.
Let 1 be a loss function from the same class as 0. Then, the multivariate
MM-estimates of location and shape (bn; b n) minimize
1
n
nX
i=1
1

[(xi   T )tG 1(xi   T )] 12 =^n

among all (T;G) 2 Rp  PDS(p) for which jGj=1. The corresponding MM-
estimator for the scatter matrix is given by bn = ^2n b n.
The MM-estimator thus starts from the highly robust S-estimate of multi-
variate scale and then estimates the location and shape using a dierent loss
function 1. In this way, the location and shape estimates inherit the break-
down point of the initial S-estimate of multivariate scale as determined by
the loss function 0 (Tyler 2002, Salibian-Barrera et al. 2006). Hence, the loss
function 1 can be tuned to obtain a high eciency, e.g. 95%, at the normal
model.
To obtain the linear discriminant scores, we need a robust estimate of the
common covariance matrix  of the two populations involved. Similarly as for
the classical estimates, we can start from the robust scatter estimates b1n1 andb2n2 for the individual groups and then calculate a pooled scatter estimatebn as bn = n1 b1n1 + n2 b2n2
n1 + n2
:
This is the approach taken by Croux and Dehon (2001), Hubert and Van
Driessen (2004), Croux et al. (2008), and Bianco et al. (2008) among others.
Alternatively, the denition of the S and MM-estimators can be adjusted
to the multigroup setting, as proposed by He and Fung (2000). For example,
simultaneous S-estimates of the two locations and the common scatter matrix
can be dened as the solution b1n, b2n and bn that minimizes jCj subject to
1
n1 + n2
2X
j=1
njX
i=1


[(xji   Tj)tC 1(xji   Tj)] 12

= b (3)
among all T1; T2 2 Rp and C 2 PDS(p). Similarly, simultaneous MM-estimates
for the two locations and common shape/scatter can be dened (see Van Aelst
and Willems 2009 for details).
3 Fast and robust bootstrap
The fast and robust bootstrap procedure assumes that the robust estimates
can be written as a solution of a set of suciently smooth xed point equations.
5This is indeed the case for the S and MM-estimates dened in the previous
Section. For example, the multivariate one-sample S and MM-estimates can
be written in the following way (see e.g. Salibian-Barrera et al. (2006):
en =
 
nX
i=1
00(edi)edi
! 1 nX
i=1
00(edi)edi xi
!
(4)
en = 1
nb
 
nX
i=1
p
00(edi)edi (xi   en)(xi   en)t +
 nX
i=1
ewi en! (5)
bn =
 
nX
i=1
01(di=j enj1=(2p))
di
! 1 nX
i=1
01(di=j enj1=(2p))
di
xi
!
(6)
b n = H  nX
i=1
01(di=j enj1=(2p))
di
(xi   bn)(xi   bn)t
!
(7)
where the function H is dened as H(A) = jAj 1=pA with A a square matrix
of size p. Moreover, di = [(xi bn)t b  1n (xi bn)]1=2, edi = [(xi en)t e 1n (xi en)]1=2 and ewi = 0(edi)   00(edi)edi. Similarly, the simultaneous S and MM-
estimators of the two locations and common scatter can be written as a solution
of xed point equations (Van Aelst and Willems 2009).
Let ^n be a vector of length d that collects all parameter estimates of
interest. In our case ^n contains the location estimates as well as the scatter
estimates in vectorized form. Then, a set of xed-point equations such as (4)-
(7) can be written as
^n = gn(^n) (8)
where the function gn : Rd ! Rd depends on the training sample Zn. Given a
bootstrap sample Zn (i.e. a sample of size n drawn with replacement from Zn),
the recalculated estimate ^

n then is the solution of the corresponding xed
point equation ^

n = g

n(^

n), where the function g

n now depends on Zn. How-
ever, in case of high-breakdown robust estimators such as S or MM-estimators,
computing ^

n for every bootstrap sample Zn becomes a computationally ex-
pensive task. This makes it infeasible to obtain a large number of recalculations
in a reasonable amount of time. Moreover, even if the robust estimates for the
original sample (corresponding to the solution of (8)) were able to resist the
eect of the outliers in Zn, this does not guarantee that ^n will be equally
resistant. Indeed, due to the resampling with replacement, bootstrap samples
may contain a larger fraction of outliers than the original sample. Hence, gn
is potentially more severely aected by outliers than gn.
An intuitive and cheap way to obtain an approximation for the recalculated
estimates ^

n corresponding to each bootstrap sample would be to calculate
^
1
n := g

n(^n): (9)
6For example, for the multivariate one-sample S and MM-estimates correspond-
ing to (4)-(7) this leads to the following equations:
e1n =
 
nX
i=1
00( edi )edi
! 1 nX
i=1
00( edi )edi xi
!
(10)
e1n = 1nb
 
nX
i=1
p
00( edi )edi (xi   en)(xi   en)t +
 nX
i=1
ewi  en
!
(11)
b1n =
 
nX
i=1
01(d

i =j enj1=(2p))
di
! 1 nX
i=1
01(d

i =j enj1=(2p))
di
xi
!
(12)
b  1n = H
 
nX
i=1
01(d

i =j enj1=(2p))
di
(xi   bn)(xi   bn)t
!
(13)
di = [(x

i   bn)t b  1n (xi   bn)]1=2, edi = [(xi   en)t e 1n (xi   en)]1=2 andewi = 0( edi )   00( edi ) edi . Note that the right-hand side of expressions (10)-
(13) only depends on the robust estimates for the original sample. Hence,
calculating these approximations only involves calculating weighted means and
covariances, which is very easy and computationally ecient. A similar result
holds for simultaneous S or MM-estimates for the two locations and common
scatter matrix.
The approximation ^
1
n in (9) can be viewed as one-step estimation of ^

n
starting from the initial value ^n. However, since we are keeping the estimates
^n xed on the right-hand side of (9), these approximations will likely underes-
timate the variability of the MM-estimator. To remedy this, a linear correction
can be applied as follows. Using the smoothness of gn, we can calculate a Tay-
lor expansion about ^n's limiting value ,
^n = gn() +rgn()(^n   ) +Rn; (14)
where Rn is the remainder term and rgn(:) 2 Rmm is the matrix of partial
derivatives. When the remainder term is negligible (Rn = op(1)), equation
(14) can be rewritten as
p
n(^n   ) : [I rgn()] 1
p
n(gn()  ) ;
where
: denotes that both sides have the same limiting distribution. Under
certain conditions (see Salibian-Barrera et al. 2006, Section 4.2 for details) we
will have that
p
n(^

n  ^n) :
p
n(^n ) and
p
n(gn() ) :
p
n(gn(^n) 
^n). If we furthermore approximate [I   rgn()] 1 by [I   rgn(^n)] 1 we
obtain p
n(^

n   ^n) : [I rgn(^n)] 1
p
n(gn(^n)  ^n): (15)
We now dene the corrected version of the one-step approximation as
^
R
n := ^n + [I rgn(^n)] 1(^
1
n   ^n); (16)
7which is a better approximation to ^

n than the initial approximation ^
1
n .
Moreover, for one-sample multivariate S and MM-estimators it has been shown
that the fast and robust bootstrap approximations ^
R
n given by (16) are con-
sistent in the sense that they estimate the same limiting distribution as ^

n
does (Salibian-Barrera et al. 2006, Theorem 2). The same result can be shown
for the simultaneous two-sample S and MM-estimators.
As explained before, calculating the approximation ^
1
n for each bootstrap
sample is easy in our setting. Moreover, note that the correction matrix [I  
rgn(^n)] 1 needs to be calculated only once, based on the original sample,
so also calculating the approximations ^
R
n requires little eort. The FRB
approximations ^
R
n are also more robust than the completely recalculated
bootstrap estimates ^

n. The reason is that any observation that was found to
be outlying in the original sample Zn, will be associated with a small weight
in the estimating equations. Consequently, this observation will receive the
same small weight in the computation of the initial approximation ^
1
n for any
bootstrap sample, no matter how many copies of it were drawn into Zn, and
hence will be harmless. Clearly, also the nal FRB approximations ^
R
n will
thus be little aected by the outliers, as has been shown through simulation in
e.g. Salibian-Barrera and Zamar 2002, Salibian-Barrera et al. 2006, Salibian-
Barrera et al. 2008). This is also conrmed by the fact that quantiles of the
FRB distribution achieve the maximal possible breakdown point (Salibian-
Barrera and Zamar 2002, Theorem 2).
4 Applications in discriminant analysis
Bickel and Freedman (1981) have shown that the bootstrap commutes with
smooth functions. It has been shown by Salibian-Barrera et al. (2006, Theorem
3) that this property carries over to the FRB. A useful implication of this result
for the current setting is the consistency of bootstrapping the coecients of
the canonical variate a = (1   2) 1 in a discriminant analysis.
In discriminant analysis, part of the interest can lie in the canonical variate,
which is the univariate direction that best separates the two groups according
to Fisher's criterion. We can then consider the angle of the estimated canonical
variate with respect to the population canonical variate as a performance
measure of an estimator. Indeed, if an estimated canonical variate is relatively
aligned with its population counterpart, then it provides valuable information
regarding the discriminant coordinates of the underlying distribution. On the
other hand, canonical variate estimates that can be almost orthogonal to the
true canonical variate are far less reliable.
We can assess the variability of the canonical variate estimate by look-
ing at the bootstrap distribution of the angles that the recalculated canon-
ical variates have with the estimated canonical variate of the original data.
The angle between the normalized canonical variates ba and ba is given by
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Fig. 1 Example of data sets in simulation. The scatterplot of the rst two variables is
shown. Left: clean data. Right: data contaminated with 20% outliers in the second group.
Both groups are of size 50.
acos(jbat baj) 2 [0; =2]. The bootstrap distribution of these angles is then an
estimate of the distribution of the angles acos(jat baj) between the canonical
variate estimator and the population canonical variate.
To investigate how well the FRB can estimate the variability of the canoni-
cal variate, we ran a small simulation study. We considered two samples of the
same size in p = 4 dimensions where the sample sizes were 25, 50 and 100. Both
samples were drawn from a multivariate normal distribution with identity co-
variance matrix. For the rst group, the center was 1 = ( 1; 1; 0; 0)t while
the center of the second group was 2 = (1; 1; 0; 0)t. The normalized canoni-
cal variate at the population level then equals ( 1=p2; 1=p2; 0; 0)t. Hence, the
rst two components carry discriminatory power, while the last two variables
do not aid in separating the two populations. To examine the robustness of
the FRB, we also consider contaminated data sets with 20% of outliers in the
second group. The outliers were generated from the same multivariate normal
distribution, but the center was shifted to out = ( 3; 3; 3; 3)t. Figure 1
shows the scatterplot of the rst two components for examples of clean data
(left plot) and contaminated data (right plot) when both samples have size
50. As can be seen, the outliers in group two are close to the observations of
the rst group. Hence, the outliers can be considered as spurious outliers or as
misclassied observations of the rst population. The solid line in these plots
is the population canonical variate and the dashed line represents the robustly
estimated canonical variate using simultaneous two-sample MM-estimates. For
each setting, we generated m = 500 data sets and computed the simultaneous
two-sample MM-estimates with 50% breakdown and 95% location eciency.
Subsequently, we performed the FRB with B = 999 recalculations.
For each simulated data set we computed the mean angle between the B
bootstrap estimates baR of the canonical variate and the original MM-estimateba of that canonical variate. The average and standard deviation of them = 500
9mean angles are displayed in Table 1 for both the clean data and the data with
20% outliers. Each average is compared to the corresponding Monte Carlo
estimate of the mean angle between ba and the population canonical variate
a, based on the same m simulated samples. From Table 1 we can see that
Table 1 Average bootstrap estimates (with standard deviations) of the mean angle between
MM canonical variate estimate and population canonical variate for data sets with samples
of 25, 50 and 100. Results are shown for both clean data (Eps=0%) and contaminated data
(Eps=20%).
Eps 25 50 100
0% Monte Carlo 0.292 0.207 0.145
Bootstrap 0.298 0.201 0.144
(SD) (0.05) (0.02) (0.01)
20% Monte Carlo 0.325 0.226 0.166
Bootstrap 0.344 0.227 0.161
(SD) (0.14) (0.07) (0.04)
the FRB mean angle accurately estimates the angle between the estimated
and population canonical variate. The outliers clearly aect the precision of
the canonical variate estimate (due to the loss of useful information), but
also in the presence of outliers the FRB still accurately estimates the (now
larger) angle between the robustly estimated and population canonical variate.
Moreover, as expected the FRB estimates become more accurate as the sample
size grows.
For inference concerning the individual variables, we can construct for in-
stance condence intervals for each of the coecients in the canonical variate.
In Tables 2 and 3 we show respectively the observed coverage levels and aver-
age length of FRB condence intervals with respectively 95% and 99% nominal
condence level. From these results we can see that the FRB coverage levels
correspond quite well to their respective nominal level. The average length
of the condence intervals decreases with increasing sample size, as expected.
Introducing 20% of contamination in the second group aects the average
length of the FRB condence intervals, but the coverage level is maintained
well. Hence, we can conclude that the FRB condence intervals reect well
the imprecision on the estimates of the coecients, even in the presence of
contamination.
To investigate which variables contribute signicantly to the canonical vari-
ate and thus to the discrimination of the two populations, we can use the dual-
ity between condence intervals and hypothesis tests. We thus check whether
the condence interval for each variable's contribution to the canonical variate
contains zero or not. Table 4 shows the results for the test at 5% signicance
level. The results for the rst two variables show that the FRB test has high
power to identify the rst two variables as relevant for discriminating the two
groups. This power is maintained well in the presence of contamination. The
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Table 2 Coverage (average length) of 95% FRB condence intervals for the coecients of
each variable in the standardized canonical variate. Results are shown for both clean data
(Eps=0%) and contaminated data (Eps=20%) with samples of sizes 25, 50 and 100.
Eps 25 50 100
0% 1 93.8 (0.455) 93.8 (0.305) 96.4 (0.248)
2 94.6 (0.517) 94.2 (0.313) 94.8 (0.219)
3 94.8 (0.776) 94.4 (0.564) 95.2 (0.291)
4 94.6 (0.645) 91.0 (0.385) 93.8 (0.312)
20% 1 93.4 (0.393) 94.0 (0.368) 96.0 (0.281)
2 93.0 (0.385) 93.8 (0.386) 94.8 (0.247)
3 96.2 (0.601) 94.8 (0.625) 93.4 (0.319)
4 96.0 (0.681) 96.0 (0.518) 95.8 (0.322)
Table 3 Coverage (average length) of 99% FRB condence intervals for the coecients of
each variable in the standardized canonical variate. Results are shown for both clean data
(Eps=0%) and contaminated data (Eps=20%) with samples of sizes 25, 50 and 100.
Eps 25 50 100
0% 1 98.2 (0.626) 98.6 (0.400) 99.8 (0.343)
2 98.4 (0.722) 98.0 (0.414) 98.0 (0.299)
3 99.0 (0.948) 98.2 (0.740) 98.6 (0.368)
4 98.0 (0.771) 98.0 (0.495) 98.8 (0.391)
20% 1 97.6 (0.540) 97.8 (0.495) 97.6 (0.540)
2 97.8 (0.474) 98.6 (0.505) 97.8 (0.474)
3 99.0 (0.783) 99.0 (0.802) 99.0 (0.783)
4 99.4 (0.829) 98.6 (0.669) 99.4 (0.829)
results for the last two variables show that the observed signicance level of
the FRB test corresponds well to its nominal signicance level.
Table 4 Observed probability of rejecting the null hypothesis that the coecient of each
variable in the standardized canonical variate equals zero when the FRB test is performed
at 5% signicance level. Results are shown for both clean data (Eps=0%) and contaminated
data (Eps=20%) with samples of sizes 25, 50 and 100.
Eps 25 50 100
0% 1 1.000 1.000 1.000
2 0.966 1.000 1.000
3 0.052 0.056 0.048
4 0.054 0.090 0.062
20% 1 1.000 1.000 1.000
2 0.868 0.996 1.000
3 0.038 0.052 0.066
4 0.040 0.040 0.042
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5 Examples
As a rst illustration, we consider the Biting Flies data from Johnson and
Wichern (2002). The data set consists of two groups of 35 ies (Leptoconops
torrens and Leptoconops carteri) and we consider the measurements wing
length, wing width, third palp length, third palp width, and fourth
palp length. The variable wing width contains a clear outlier in the second
group as can be seen from the left panel of Figure 2. Hence, a robust discrim-
inant analysis is advisable to reduce the possible eect of outliers. The right
panel of Figure 2 shows that the simultaneous two-sample MM-estimates of
locations and scatter indeed identify this observation as an outlier and ap-
propriately downweight it in the corresponding robust discriminant analysis.
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Fig. 2 Biting Flies data. Left: boxplot of wing width for both groups. Right: Observations
agged as outliers according to the simultaneous two-sample MM-estimates of locations and
scatter.
Table 5 shows the standardized coecients of the canonical variate for
both the classical linear discriminant analysis and its robust counterpart based
on simultaneous two-sample MM-estimates. From the results in this Table it
seems that the eect of the outliers is largest for the coecients of variable
2 (wing width), variable 3 (third palp length) and variable 5 (fourth palp
length). However, if we look at the FRB distribution of the robust coecient
Table 5 Biting Flies data. Standardized coecients of the canonical variate for classical
and robust linear discriminant analysis.
Method V1 V2 V3 V4 V5
Classical 0.084 0.122 -0.825 0.278 -0.469
Robust MM 0.076 0.043 -0.730 0.283 -0.616
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estimates in the left panel of Figure 3 and the corresponding 95% condence
intervals (indicated by the vertical lines in the plot), then we see that the clas-
sical coecient estimates do not dier signicantly from the robust estimates.
This indicates that the outliers were not very inuential on the discriminant
analysis. Moreover, from the same plot we can also derive that variables 3 and
5 contain the most discriminatory power. To further investigate the stability
of the discriminant analysis, the right panel of Figure 3 shows the FRB distri-
bution of the angle between the estimated and population canonical variate.
The vertical line indicates the upper limit (at value 0.69) of a one-sided 95%
condence interval for this angle. This upper limit corresponds with an angle
of about 40 degrees, showing that the variability of the canonical variate is
quite high.
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Fig. 3 Biting Flies data. Left: FRB distribution of the standardized coecients of the
robustly estimated canonical variate. Right: FRB distribution of the angle between the
robustly estimated and population canonical variate.
As a second example, we consider the Hemophilia data (Habbema et al.
1974), which consists of n1 = 30 observations of normal women and n2 =
45 of hemophilia A carriers, with p = 2 variables (AHF activity and AHF
antigen). Robust discriminant analysis methods were already applied to these
data by Hawkins and McLachlan (1997) and by Hubert and Van Driessen
(2004). Salibian-Barrera et al. (2008) used this data set to illustrate that FRB
can be used to estimate the error rate of robust classication rules. The data
are shown in the lower right corner of Figure 4. Group 1 observations are
plotted by circles and group 2 observations by triangles. The original data set
does not contain outliers and hence robust procedures show similar results
as classical canonical variate analysis, which is indicated by the solid line in
Figure 4. Similarly as in Salibian-Barrera et al. (2008), we added 15 outliers
to group 2 (the points in the upper left corner of Figure 4) to illustrate the
robustness of the robust canonical variate analysis and the FRB. The outliers
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strongly aect the classical canonical variate as can be seen from the dashed
line in Figure 4.
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Fig. 4 Hemophilia data. The original data are in the lower right corner. The 15 outliers
that have been added to group 2 are in the upper left corner.
Table 6 Hemophilia data. Standardized coecients of the canonical variate for classical and
robust linear discriminant analysis. Results for both the original and contaminated data set
are shown
Data Method V1 V2
Clean Classical -0.748 0.663
Robust MM -0.834 0.551
Contaminated Classical -0.279 -0.960
Robust MM -0.795 0.606
Table 6 shows the standardized coecients of the estimated canonical
variate for both the original and contaminated hemophilia data. The canoni-
cal variate estimates based on both classical linear discriminant analysis and
robust discriminant analysis using simultaneous two-sample S-estimates are
shown. From this table it can be seen that the outliers strongly aect the
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classical estimates of the canonical variate. The robust estimates on the other
hand are quite stable and resemble well the classical estimates based on the
original data without outliers.
From the left panel of Figure 5 we can see that both variables are im-
portant to discriminate the two populations. This plot also conrms that the
outliers largely inuenced the classical linear discriminant analysis. Compar-
ing the classical coecient estimates in the presence of outliers with the 95%
condence intervals in the plot, we see that the classical estimates are signi-
cantly dierent from the robust estimates, where the eect of the outliers has
been appropriately reduced in the latter. The right panel of Figure 5 shows
the stability of the canonical variate in this example, even in the presence of
the large amount of contamination. The upper limit of the one-sided 95% con-
dence interval for the angle between the estimated and population canonical
variate has value 0.27, which corresponds with an angle of less than 16 degrees.
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Fig. 5 Hemophilia data. Left: FRB distribution of the standardized coecients of the
robustly estimated canonical variate. Right: FRB distribution of the angle between the
robustly estimated and population canonical variate.
As a nal example, we consider the Duchenne Muscular Dystrophy (DMD)
data set of Andrews and Herzberg (1985). This data set contains measurements
of n1 = 127 DMD carriers and n2 = 67 noncarriers. The rst two measured
variables are age (X1) and month of year (X2), and the other four variables
are serum marker levels. A detailed description of the data is given in Riani
and Atkinson (2001) which provides an extensive robust analysis of the data
based on the forward search (see also Atkinson et al., 2004). We considered the
transformed data set, using the transformation advocated in Riani and Atkin-
son (2001). Figure 6 shows the weights that are given to the observations by
the simultaneous two-sample MM-estimates. A standard outlier identication
rule is to identify observations as outliers if their squared robust distance ex-
ceeds the 97:5% quantile of the 2 distribution with 6 degrees of freedom. In
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Figure 6 these outlying cases are plotted as triangles. We see that there are
ve clear outliers and two boundary cases (cases 146 and 155). The ve most
outlying observations are the cases 53, 78, 118, 130, and 140, which are also
the ve observations agged as outliers in the forward search analysis of Riani
and Atkinson (2001). Hence, a robust discriminant analysis is needed to avoid
a potentially damaging eect of the outliers on the analysis. Figure 7 shows
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Fig. 6 Duchenne Muscular Dystrophy (DMD) data. The weight that the observations re-
ceive in the calculation of the simultaneous two-sample MM-estimates are shown. Observa-
tions with squared robust distance exceeding the 97:5% quantile of the 2 distribution with
6 degrees of freedom are considered outliers and are indicated by triangles.
the FRB distribution of the robust coecient estimates of the canonical vari-
ate. From this plot we can see that the coecients of variables 2, 4 and 5 are
always negligibly small. Variables 3 and 1 carry the most discriminatory power
while the contribution of variable 4 is signicant but smaller. These ndings
correspond with the conclusion of Riani and Atkinson (2001) and is especially
useful in this application because the serum marker levels of variables 3 and 4
are inexpensive to measure while the levels in variables 5 and 6 are far more
expensive.
Finally, Figure 8 shows the stability of the canonical variate. The upper
limit of the one-sided 95% condence interval for the angle between the es-
timated and population canonical variate has value 0.26, which corresponds
with an angle of about 15 degrees.
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Fig. 7 Duchenne Muscular Dystrophy (DMD) data. FRB distribution of the standardized
coecients of the robustly estimated canonical variate.
6 Conclusions
We considered robust canonical variate analysis based on robust estimates of
the group centers and joint scatter matrix. We used S and MM-estimates of
multivariate location and scatter. One-sample robust estimates can be applied
on the data of each group separately, and the joint scatter estimate can then
be obtained by pooling the individual group estimates. Alternatively, simul-
taneous robust estimators for the locations and joint scatter estimator can be
dened directly. In both cases the fast and robust bootstrap method can be
used to obtain inference for the robustly estimated canonical variate. More
particularly, we showed that the FRB can be used to construct condence in-
tervals for the contribution of each variable to the canonical variate and thus
to investigate which variables contribute signicantly to the canonical variate.
Moreover, the stability of the robust discriminant analysis can be examined
further through the FRB distribution of the angles between the bootstrapped
and original canonical variate estimates. This distribution estimates the dis-
tribution between the original canonical variate estimate and its population
counterpart. We considered the two-group discriminant analysis problem in
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Fig. 8 Duchenne Muscular Dystrophy (DMD) data. FRB distribution of the angle between
the robustly estimated and population canonical variate.
this paper, but the method can straightforwardly be extended to discrimina-
tion problems with more than two groups.
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