In this paper, we consider the boundary value problem of a class of nonlinear fractional q-difference equations involving the Riemann-Liouville fractional q-derivative on the half-line. By means of Schauder fixed point theorem and Leggett-Williams fixed point theorem, some results on existence and multiplicity of solutions are obtained.
Introduction
Quantum calculus, roughly speaking, is ordinary calculus without limits. There are several types of quantum calculus: h-calculus (also known as the calculus of finite differences), qcalculus, and Hahn's calculus. In this paper we are concerned with the q-calculus. The q-derivative and the q-integral were first defined by Jackson [1, 2] and had proven to have important applications in many subjects, like in hypergeometric series, complex analysis, particle physics, and quantum mechanics. For a general introduction to the q-calculus, we refer the reader to the book [3] .
The origin of the fractional q-difference calculus can be traced back to the works in [4] by Al-salam and Agarwal. Perhaps due to the development of the fractional differential equations, an interest has been observed in studying boundary value problems of fractional q-difference equations, especially, about the existence of the solutions for the boundary value problems [5] [6] [7] [8] [9] [10] .
Boundary value problems on a half-line arise quite naturally in the study of radially symmetric solutions of nonlinear elliptic equations and models of gas pressure in a semiinfinite porous medium. Though much of the work on fractional calculus deals with finite domain, there is a considerable development on the topic involving unbounded domain [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] .
In 2010, Zhao and Ge considered the following fractional boundary value problem [11] : 
0+ is the standard Riemann-Liouville fractional derivative. By Leggett-Williams fixed point theorem, sufficient conditions that guarantee the existence of three positive solutions are obtained.
To the best of our knowledge, there is no paper considering fractional q-difference equations on the half-line. Theories and applications seem to be just being initiated. In this paper we will fill in the gap to investigate the existence of solutions for the following boundary value problem of nonlinear fractional q-difference equations on the half-line: 1) subject to the boundary conditions
is a continuous function. Most results on the solution of boundary value problem of fractional qdifference equations that have been obtained concern the finite interval. In this paper, the range of variables is considered on the half-line. Since the Arzela-Ascoli theorem fails to work in the space C ∞ , we use a modified compactness criterion to prove T is compact. We prove the existence and multiplicity results on positive solutions for boundary value problem (1.1)-(1.2) by utilizing Schauder fixed point theorem and Leggett-Williams fixed point theorem. Several existence results for solutions on the half-line are obtained. This work is motivated by papers [11, 14] .
The paper is organized as follows. In Sect. 2, we introduce some definitions of qfractional integral and differential operator together with some basic properties and lemmas to prove our main results. In Sect. 3, we investigate the existence of solutions for boundary value problem (1.1)-(1.2) by Schaefer fixed point theorem and LeggettWilliams fixed point theorem. In Sect. 4, we give an example to illustrate our main results.
Preliminaries
In the following section, we collect some definitions and lemmas about fractional qintegral and fractional q-derivative for the integrity of the theory, for which we refer to [25] [26] [27] . 
where p is the smallest integer greater than or equal to α.
As a particular case, it is easily seen that
Next, we list some properties about q-derivative and q-integral that are already known in the literature. Then Let E = (E, · ) be a Banach space, P ⊂ E be a cone, κ be a nonnegative continuous concave functional on P, and a, b, c > 0 be constants. Define P c = {x ∈ P : The next result is important in the sequel.
Lemma 2.5 (Leggett-Williams fixed point theorem) Let T : P c → P c be a completely continuous operator, and let κ be a nonnegative continuous concave functional on K such that
κ(x) ≤ x for all x ∈ P c . Suppose that there exist 0 < a < b < d ≤ c such that (A1) {x ∈ P(κ, b, d)|κ(x) > b} = ∅ and κ(x) > b for x ∈ P(κ, b, d); (A2) Tx < a for x ≤ a; (A3) κ(Tx) > b for x ∈ P(κ,
Lemma 2.6 Let h ∈ C(R + ) be a given function. Then the boundary value problem
has a unique solution
is the Green function of boundary value problem (2.2)-(2.3).
Proof Let us begin with integrating on both sides of (2.2)
In view of Definition 2.2 and Lemma 2.2, we deduce
Applying the boundary condition u(0) = 0, thus c 2 = 0, we have
Differentiating on both sides of (2.4) and combining (2.1), we get
Therefore,
Using the boundary condition D
It is easy to show that
For convenience, we denote
Utilizing (2.4) and (2.5), we get
The proof is completed.
The following properties of the Green function play important roles in this paper.
Lemma 2.7 Function G defined in Lemma 2.6 satisfies the following properties: (P1) G(t, qs) ≥ 0 and G(t, qs) ≤ G(qs, qs) for all
where 0 < k < l < ∞ are constants.
Proof It is clear that G(t, qs) ≥ 0 for s, t ∈ [0, +∞). The monotonicity of G(t, qs) implies
Now we consider the existence of γ . Setting g 1 (t, qs) =
and g 2 (t, qs) =
, s ∈ (0, r],
where 0 < r < ∞ is the unique solution of the equation
This completes the proof of Lemma 2.7.
Main results
We are now in a position to state and prove our main results in this paper.
1+t α-1 exists} with the norm
Lemma 3.1 ([29]) C ∞ is a Banach space.
For u ∈ C ∞ , we define the operator T by
We list some conditions in this section for convenience:
Since the Arzela-Ascoli theorem fails to work in the space C ∞ , we need a modified compactness criterion to prove T is compact.
Lemma 3.2 ([29])
Let V = {u ∈ C ∞ : u < l} (l > 0), V 1 = { u(t) 1+t α-1 : u ∈ V }. If V 1
is equicontinuous on any compact intervals of [0, +∞) and equiconvergent at infinity, then V is relatively compact on C ∞ .
Remark 3.1 V 1 is called equiconvergent at infinity if and only if, for any given ε > 0, there exists N = N(ε) > 0 such that
Define the cone P ⊂ C ∞ by
Lemma 3.3 If (H1)-(H2) hold, then T : P → P is completely continuous.
Proof We divide the proof into three steps.
Step 1: We show that T : P → P is continuous. In view of the continuity and nonnegativity of G and f , we have Tu(t) ≥ 0 for t ∈ [0, ∞). For any u ∈ Ω, by (H1) we obtain
by (H2) we deduce f t, u n (t) -f t, u(t) = F t, u n (t) 1 + s α-1 -F t, u(t) 1 + t α-1 = F t, v n (t) -F t, v(t) ≤ ρ v n (t) -v(t) → 0 uniformly on [0,∞).
So f (t, u n (t)) → f (t, u(t)) uniformly on [0, ∞). By Lemma 2.3 we have
Then, combining (3.1), we have
So, T is continuous.
Step 2: We show that T is uniformly bounded.
Let Ω be any bounded subset of P, i.e., there exists L > 0 such that u ≤ L for each u ∈ Ω. It suffices to show that T(u) is bounded in P. In fact, for u ∈ Ω, we have
Hence, T(Ω) is uniformly bounded.

Now, we show that T(Ω) is equicontinuous on any compact interval.
First, for any given Q > 0, t 1 , t 2 ∈ [0, Q], and u ∈ Ω, without loss of generality, we assume that t 2 > t 1 , we deduce
On the other hand, for all u ∈ Ω, t 1 → t 2 , we have that
Similar to (3.2), for all u ∈ Ω, t 1 → t 2 , we have
Hence T(Ω) is equicontinuous on any compact intervals of [0, ∞).
Step 3: We show that T is equiconvergent at ∞. For any u ∈ Ω, by (H1)
It can be easily seen from (3.6) and (3.7) that, for any ε > 0, there exists a sufficiently large N > 0 such that, for any u ∈ Ω,
This implies that T : P → P is equiconvergent at ∞. By using Lemma 3.2, we obtain that T : P → P is completely continuous. This completes the proof. 
Then boundary value problem (1.1)-(1.2) has an unbounded solution u(t) such that
We claim that u = λTu for u ∈ ∂U and λ ∈ (0, 1). The claim is immediate, since if there exists u ∈ ∂U with u = λTu, then for λ ∈ (0, 1), we have
which contradicts with (3.8). By Lemma 2.4, boundary value problem (1.1)-(1.2) has an unbounded solution u = u(t) such that
We define a nonnegative continuous concave functional κ(u) = min t∈ [k,l] |u(t)| 1+t α-1 for u ∈ P, k, and l is defined by (2.8) . Denote
Theorem 3.2 Assume that there exist constants a, b, c with 0 < a < b < c such that f (t, u) satisfies (H1)-(H2) and the following conditions:
Then the boundary value problem (1.1)-(1.2) has at least three solutions u 1 , u 2 , u 3 such that u 1 < a, b < κ(u 2 (t)) and u 3 > a with κ(u 3 (t)) < b for t ∈ [0, ∞).
Proof Firstly, we show that T : P c → P c is a completely continuous operator.
In fact, for u ∈ P c , then u ≤ c, by (H1) and (H3), we get
Hence, Tu ≤ c, that is, T : P c → P c . In view of Lemma 3.3, T : P c → P c is completely continuous.
In an analogous way, condition (H3) implies that condition (A2) of Lemma 2.5 is satisfied. Let u(t) = (b+c)(1+t α-1 ) 2 , 0 ≤ t < ∞. Then it is easy to see u = (b+c) 2
, u( So condition (A1) of Lemma 2.5 is satisfied.
By Lemma 2.5 and Remark 2.1, there exist three solutions u 1 , u 2 , u 3 such that u 1 < a, b < κ(u 2 (t)), and u 3 > a with κ(u 3 (t)) < b, which completes the proof.
Example
In this section, we will give an example to expound our main results. 
