Abstract-Smart Grids rely on the use of ICT for managing large numbers of active components and sensors to keep demand and generation of electricity at equilibrium while operating multiple resources within their operational limits. Due to the distributed nature of these resources, their heterogeneity as well as their sheer number, is a challenging task. Control strategies as well as novel paradigms need to be developed and thoroughly evaluated through extensive simulations. In order to yield scientifically sound and reliable results, these simulations have to rely on valid and (ideally) established models, e.g., from industry. Therefore, it is desirable to reuse these models as often as possible by combining them into new, potentially large-scale test scenarios. The introduced mosaik framework presents a flexible architecture as well as a powerful modeling and specification language to automate the process of composing existing models and simulation platforms into large-scale simulation scenarios.
INTRODUCTION
The vision of Smart Grids is much discussed these days. Although, there are many different definitions most of them agree on an increasing complexity in future power systems due to the installation of Distributed Energy Resources (DER), Information and Communication Technologies (ICT), power electronics, automation technologies, and external influences such as meteorological, market, and regulatory aspects [1] .
All these new technologies have to be integrated properly in order to work hand in hand and to provide a sustainable and reliable power supply by future Smart Grids. Thorough testing is required before any large-scale deployment can be started. Simulation is a method that allows testing on a large scale without having to make huge investments and, what is even more important, without having to jeopardize the reliability of the existing grid infrastructure while taking into account future grid strucures and topologies. Another argument for simulation is the fact that it offers the ability to compress long simulation time periods into a shorter period [2] . This is especially relevant for the evaluation of Smart Grid control strategies as the behavior of basically all DER strongly depends on the time of the season.
Although there are tools covering a broad range of aspects for power system analysis (e.g., [3] ), it is unlikely that a single simulation tool can provide all functionalities and models required for evaluation of Smart Grid control strategies, due to the large number of different use cases, actors and technologies [4] . As the Smart Grid is a domain with a wide technological diversity, each actor has its own expertise in a special field, including either new or existing models that have already been validated. In the latter case (reusing existing models) it would be beneficial if an approach existed for integrating the models provided by different stakeholders without having to convert or reimplement these, as the confidence woulf then be lost [5] . But even if different stakeholders develop models from scratch, an integration approach for these models may be desired. Furthermore, an integrative approach allows the different stakeholders to use the platforms and tools they feel comfortable with, thus increasing development speed and model quality.
In this paper we present the mosaik [6] framework that offers a solution for the introduced Smart Grid simulation challenges. It provides a flexible architecture as well as a powerful modeling and specification language to automate the process of composing (and thus reusing) existing models and simulation platforms into large-scale simulation scenarios. For this reason the remainder of the paper is organized as follows: In Section II related work is discussed. Afterwards MultiAgent-System (MAS)-based Smart Grid control is dealt with in Section III. The mosaik framework itself is introduced in Section IV and further explained by the means of an example in Section V. Finally, Section VI concludes the paper and provides an overview on future work.
II. RELATED WORK
In this section the related work in terms of both Smart Grid simulation (Section II.A) and simulation interfaces (Section II.B) will be discussed.
A. Smart Grid Simulation
GridLab-D [3] is an open-source power distribution system simulation and analysis tool developed by the US Department of Energy at Pacific Northwest National Laboratory (PNNL). GridLab-D provides models for power systems, control systems, buildings and markets. They allow modelling not only the power system but also the other relevant systems that influence the power system. Each of these models is described by multiple differential equations integrated into the GridLab-D simulation engine and solved independently. The advantages of this algorithm over traditional finite difference-based simulators are its increased accuracy, the ability to handle widely disparate time scales (from sub-second to many years) as well as the ability to easily integrate with new modules and third-party systems [7] .
HOMER is a tool for evaluating different designs of offgrid and grid-connected power systems [8] that has been developed by the U.S. National Renewable Energy Laboratory. The user can add different power resources (e.g., wind turbines, CHP plants, diesel generators) to the grid and provide a range of parameters for these resources. HOMER then simulates the behavior of these resources for all hours in a year by making energy balance calculations. The tool allows to automatically simulating all valid parameter combinations to explore the configuration space. Different configurable table and graph views support a detailed analysis of the results.
The Intelligent Distributed Autonomous Power System (IDAPS) is a multi-agent based concept for an intelligent microgrid [9] . IDAPS is comprised of four different types of agents implemented with the ZEUS agent toolkit. A control agent is responsible for monitoring power quality and can control a circuit breaker to isolate the microgrid from the utility if an outage is detected. DER agents represent distributed energy resources that are part of the microgrid and provide information about their states to other agents. User agents make features of IDAPS available to actual users (e.g. allowing the user to specify load priorities or to monitor the consumption of the loads). Finally, a database agent is responsible for persisting system information and exchanged messages.
The ILIas framework [10] uses the open-source
Although it is the main focus of NeSSi 2 to act as a realistic packet-level simulation environment, the developers have shown that it can also be used for power system simulation as it is based on an abstract graph model that allows domain specific extensions. For the power system domain this graph model has been extended to offer the link type "power transmission line" and the node types "producer", "consumer" and "prosumer". Furthermore, the load flow model of the InterPSS project has been integrated.
B. Simulation Interfaces
Driven by the idea to not only have geometrical but also functional Mock-ups, the MODELISAR project published an open interface standard called Functional Mock-up Interface (FMI) [11] . The FMI standard is split into two parts. The first part "FMI for Model Exchange" allows a modeling environment (e.g., Modelica or Matlab) to export a dynamic system model as C-Code that implements the FMI interface. Such an exported model is called FMU (Functional Mock-up Unit) and can subsequently be used by other simulation environments that support the integration of FMUs. Such an FMU only contains the model described by differential, algebraic or discrete equations and has to be solved by the integrators of the using system. The second part of FMI intends to provide an interface standard for coupling two or more simulation tools in a co-simulation environment [11] .
The IEEE 1516 High Level Architecture (HLA) [12] is an international standard describing an architecture for the interconnection of distributed simulations operating in a discrete-event based fashion. The HLA standard is comprised of three parts: HLA Interface Specification, Object Model Template (OMT), and HLA Rules. The need for developing simulation interconnections is based on the insight that it will not be possible for any single, monolithic simulation to meet all requirements of the users. Moreover, not all desired combinations of simulation components can be foreseen in the beginning, requiring a flexible approach for combining the simulations. Furthermore, no simulation engineer will be able to gain deep knowledge in all areas of a domain, making it necessary to join simulations from different developers and/or institutions which are experts in their particular field [13] .
III. MULTI-AGENT SYSTEMS IN SMART GRIDS
As the Smart Grid is a large-scale distributed system, a number of MAS-based control approaches have been developed within the Smart Grid community (e.g., [14] ). It is stated that MAS-technologies can be utilized in power systems for various applications such as performing power system disturbance diagnosis, power system restoration, power system secondary voltage control, and power system visualization [9] . Due to their inherent architectural properties, MAS are well suited for Smart Grid control tasks and offer a natural representation of the domain. The organizational form of the MAS can be created according to the topology that is exposed by the Smart Grid. Data, knowledge and control can be distributed and scalability can be achieved, which is required as the computational limits of centralized approaches would be met. Furthermore, the distributed architecture of MAS has a number of characteristics that are desirable for the Smart Grid. These include robustness and flexibility. For a detailed discussion of MAS-technology in power system applications see McArthur et al. [15] and Ramchurn et al. [16] .
IV. THE MOSAIK FRAMEWORK
The mosaik concept mainly addresses the following four goals: syntactic & semantic interoperability, semantic-based validation, scenario modeling, and control strategy integration. Therefore, the mosaik framework provides a number of design artifacts (APIs, metamodels, and algorithms) rather than a methodology. The mosaik concept is based on a layered model that is inspired by different aspects from both LCIM (Levels of Conceptual Interoperability Model) [17] and Architecture for M&S (Modeling and Simulation) [18] . Figure 1 depicts the basic ideas of this concept. The overarching idea is the separation of physical topology and informational topology as well as their interconnection through a well-defined interface. The physical topology involves the power grid itself and the different resources that have a physical (usually electrical) connection to the grid. It also involves other models that have a non-electrical physical connection to the resources, such as climatic models (e.g., sun irradiation models). The informational topology comprises all other aspects of the Smart Grid, such as MAS-based control, power market-or communication infrastructure simulations. With respects to the syntactic integration of the available simulators, the mosaik framework defines an interface called SimAPI that allows a discrete-time (fixed-step size) integration of the different simulators and their models. Obviously, for being integratable into the mosaik concept, a simulator must be able to implement the SimAPI and to conceptually map the simulation paradigm used internally to the discrete-time approach (mosaik uses an a-priori control flow algorithm). The aim is to compose different, existing, technologically heterogeneous simulation models into an overall Smart Grid simulation. Furthermore, the mosaik framework defines a semantic metamodel that allows to capture additional semantics for the simulators and their models. This information provides the basis for allowing automatic composition and validation of the specified scenarios. For the definition of the latter, the mosaik framework defines a scenario metamodel that is closely connected to the semantic metamodel and allows a Scenario Expert to define the physical topology that is to be simulated. The mosaik framework also defines the algorithms and runtime environment to perform the composition (to interpret a scenario model) and execute the simulators (manage the data and control flows between these). Finally, the mosaik framework provides an interface, called ControlAPI that allows implementing control strategies against the simulated physical topology.
In Figure 2 an overview on the various components being part of the mosaik ecosystem is provided. The green boxes specify the components that are part of the mosaik framework itself whereas the blue boxes represent external components (simulators and control strategies). The purple box includes a file defining the simulation scenario. This file is the point of transfer between client-and server side in the overall architecture. Finally it has to be pointed out, that mosaik does not aim to provide a modeling mechanism or language for describing the behavior of models and that the definition of control algorithms is not part of the mosaik concept as well. These are external units that are to be tested with mosaik but not developed with it.
A. Mosaik Specification Language
Based on the Xtext framework the Mosaik Specification Language (MoSL) has been developed. This Domain Specific Language (DSL) can be used to define the simulator descriptions as well as scenario models. As the scenario models reference elements of the simulator descriptions, it is reasonable to include both metamodels in a single DSL. The Xtext framework belongs to the family of language workbenches. A language workbench is an environment to support the development of new DSLs, combined with a set of tools for using these DSLs effectively. This includes tools for compilation, interpretation, code generation, model validation, error handling, and syntax highlighting.
Using Xtext, the process of implementing the semantic and scenario layers of mosaik follows the Model-Integrated Computing (MIC) approach [19] . This process is depicted in Figure 3 . On the Metalevel, software engineers define the domain concepts (the abstract syntax of the DSL), the principles for composing models out of these concepts as well as integrity constraints and a formal representation of the concepts (the concrete syntax of the DSL). Based on this information, an automatic synthesis of a domain specific modeling environment can be performed. This environment is then used by domain engineers to build the model. In case of Xtext the generated modeling environment is an editor that can be exported as Eclipseplugin. Using the integrity constraints defined on the metalevel, large parts of the scenario model can already be validated at design-time. Finally, for the application step, the model is interpreted by the target application or code for the target application is being generated.
V. APPLICATION EXAMPLE
The application example given in this paper is the integration of Aristo (a real-time power simulator) into mosaik and the implementation of a MAS-based control strategy. The general use case is to compose different scenarios including, e.g., load and wind generation profiles and analyze the resulting voltage and power flow calculations. Moreover, the impact of control strategies using agent-based decisionmaking is analyzed. The agents represent the actual resources on the grid model in Aristo. The agents are connected via mosaik that acts as a coordination mechanism between the agents and the power simulator. Finally, a particularly challenging feature of this use case is the fact that the synchronization issues between the real-time simulator and the agent system as well as the resulting hetrogeneity of the systems have to be solved.
A. Power System Simulator
Aristo is a power simulator from Svenska Krafnet for Transmission System Operator (TSO) training purposes that was developed in the 80's and is continuously refined. It can simulate dynamic bahaviour in real time with a time resolution of 20 milliseconds. It provides an OPC Unified Architecture (UA) interface to interact with other software. Moreover, the output data can be exported to XML/TXT format for further post analysis.
The individual load profiles and production profiles are loaded into Aristo as a startup data for the power network model. The model adapted is a Danish Bornholm model as presented in Figure 4 . The basic data about the model is presented as:
• 60/11 kV distribution system • 11 buses in total • 7 loads (15 MW peak) • 3 wind mill units (aggregated capacity is 7 MW) • 1 transformer station with tap changer capability • 9 overhead lines with various lengths In a subsequent step, MoSL is used to specify scenarios by composing the previously integrated simulators. The example presented in the following listing composes various components from the overall use case. Besides the grid infrastructure itself (GridMockSim) the snippet of the scenario specification includes the load simulators (CSVSim) and one of the simulators for environmental conditions (WindSim). 
C. Control System
The MAS-based control system that has been used for the use case is being developed in the project Smart Nord [20] , [21] . The main objective of the project is to do research on autonomous yet coordinated software agents acting on behalf of consumers and producers of electric energy. The underlying assumption is that monitoring and efficiently operating power networks with a high density of distributed renewable generation and controllable consumption is neither efficient nor robust and adaptive under centralized management. This distributed control system adequately matches and coordinates the complex ownership and organizational/social structures as well as the individual goals and objectives of every single actor within the electric power system through local collaboration: Individual needs will be negotiated, local or regional imbalances will be smoothened out, and the resulting load flows will be checked against stability constraints. The local optimal operating configurations will be coordinated and interconnected stepwise up forming ever-larger networks in order to achieve an efficient operating of the power grid on a global level.
D. Analysis
For the introduced use case that serves as a proof of concept for integrating real-time simulators into mosaik and control them applying different MAS strategies, the Aristo simulator, which is located in Sweden is coupled with the mosaik environment running in Germany via an OPC UA interface. It has been tested successfully that the agents can interact with the simulator via the mosaik API. In this experiment we have limited the number of data updates/refreshes to 1 minute steps. Due to the limited number of resources in the grid the agents are able to control the resources in the grid, however this needs to be further investigated by increasing the number of resources as well as decrease the interval time between data updates.
VI. CONCLUSIONS AND OUTLOOK
In this paper the need for advanced simulation environments for handling the complexities in future power systems has been motivated. Moreover, control strategies for power generation units as well as flexible load, i.e. MASbased, will play a key role within these simulation environments. Based on a realistic use case the applicability of the mosaik framework has been demonstrated.
The main focus of our future work will be simulating more complex scenarios integrating different real-time simulators in order to gather more detailed simulation results. In the described use case the first step to synchronize the real-time simulators with the agent-based systems has been taken. However, the challenge of identifying appropriate synchronization points (a-priori) is increasing with the complexity of the simulated system and its components. For these reasons, the next simulator to be integrated into mosaik will be an OPAL-RT installation addressing this challenge on a more systematic level.
