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1. (a) (i)  Give the definition of white noise process. Explain the difference 
             between the autocorrelation function for the white noise and that for 
              typical time series data.   
 
(ii) Discuss the use of ACF and PACF in determining the type of 
 ARMA and SARMA models. 
 
(iii) Explain the difference between overfitting and derivation of a new 
 model. 
 
(iv) Explain the observation on time series plot that leads you to fit the 
 following two models: ARIMA and ARMA-GARCH. 
 
          [50 marks] 
 
 
 
 (b) Consider a process whereby   xt t k kCov X X    that is independent of t and 
that   6tE X t . 
 
(i) Explain why tX  is not stationary. 
 
(ii) Let 1 6t tZ t X   . Is tZ  stationary?   
 
 [20 marks] 
 
 
 
(c) Rewrite each of the models below using the backward operator B and state 
the form of ARIMA(p,d,q) or SARIMA(p,d,q)(P,D,Q). [p, d, q, P, D, and 
Q are positive finite numbers]. 
 
(i)    1 1 2 2 2 1 3 3t t t t t t tY Y Y Y                
 
(ii)    1 1 2 3 4 51 1t t t t t t t tY Y                      K  
 
(iii)  4 4 4 8 1 4 51t t t t t t tY Y Y                 
 
(iv) 
 
     
2 3 4 5 6
1 2 3 4 5 6
6 2 6 3 6
7 8 9         
t t t t t t t
t t t
Y Y Y Y Y Y Y
Y Y Y
      
        
     
  
      
      K
 
 
[30 marks] 
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1. (a) (i) Berikan definisi bagi proses hingar putih. Terangkan perbezaan di 
antara fungsi autokorelasi bagi hingar putih dan bagi data siri 
masa yang biasa.    
 
(ii) Bincangkan penggunaan FAK dan FAKS dalam menentukan jenis 
model ARMA dan SARMA model.    
 
(iii) Terangkan perbezaan di antara  melebihsuai dan terbitan model 
baru. 
 
(iv) Terangkan pemerhatian pada plot siri masa yang menyebabkan 
anda menyuaikan dua model berikut: ARIMA dan ARMA-GARCH. 
 
 [50 markah] 
 
 
 
(b) Pertimbangkan suatu proses yang mana   xt t k kCov X X    yang tak 
bersandar pada t dan juga   6tE X t . 
 
(i) Terangkan mengapa tX  adalah tidak pegun. 
 
(ii) Andaikan 1 6t tZ t X   . Adakah tZ  pegun? 
 
[20 markah] 
 
 
 
(c) Tulis semula setiap model di bawah menggunakan pengoperasi anjak ke 
belakang B dan nyatakan bentuk ARIMA(p,d,q) atau  
SARIMA(p,d,q)(P,D,Q). [p, d, q, P, D dan Q adalah nombor-nombor positif 
terhingga]  
 
 (i)    1 1 2 2 2 1 3 3t t t t t t tY Y Y Y                
 
 (ii)    1 1 2 3 4 51 1t t t t t t t tY Y                      K  
 
 (iii)  4 4 4 8 1 4 51t t t t t t tY Y Y                 
 
 (iv) 
 
     
2 3 4 5 6
1 2 3 4 5 6
6 2 6 3 6
7 8 9         
t t t t t t t
t t t
Y Y Y Y Y Y Y
Y Y Y
      
        
     
  
      
      K   
 
[30 markah] 
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2.  (a) Given a seasonal process, SARMA(2,0)(0,1) with period six as follows:  
 
2 6t t t tY Y       
 
  By expressing the process in  AR   and  MA   form, find the required 
stationarity and invertibility conditions.  
 
  Explain the logic behind the invertibility condition. 
 
 [25 marks] 
 
 
(b) Consider an ARMA(1,2) process:    21 1 21 1t tB Y B B        
 
(i) Show that: 
 
   
 21 1 1 22 2
1 1 2
1
1
1
tVar Y 
  
  

  
    
 
 
 
 
   
2
2 1 1 2        
 
(ii) A time series of 300 observations was fitted with an ARMA(1,2) 
model, producing the following model: 
 
1 1 20.2 1.6 0.63t t t t tY Y             where   
2~ NID 0,3t  
 
Estimate the values of autocorrelation, acf for lag k = 1, 2, 3, 4, 5, 
and partial autocorrelation, pacf for lag k = 1 and 2.  
 
Draw the sample ACF and PACF and comment on the features you 
observed. Is the ARMA(1,2) an appropriate model for the series? 
What is the estimate for the variance of the series? 
 
[Given the values of ACF for lag 6 through to lag 10 are 0.071, -
0.026, 0.040, -0.070 and 0.051 respectively, while PACF for lag 3 
through to lag 10 are -0.390, -0.218, -0.230, -0.213, -0.181, -0.100, -
0.130 and -0.137 respectively]. 
 [50 marks] 
 
 
(c) Given two processes as follows: 
 A: 1 2
5 2
3 3
t t t tY Y Y        B: 1 2
1 2
3 9
t t t tY Y Y      
 By expressing the process in  MA   form, identify which is the non-
stationary process. 
 
 [25 marks] 
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2.  (a) Diberi suatu proses bermusim SARMA(2,0)(0,1) dengan tempoh enam 
seperti berikut: 
2 6t t t tY Y       
Dengan menyatakan proses tersebut dalam bentuk  AR   dan  MA  , 
dapatkan syarat-syarat kepegunan dan ketersongsangkan yang diperlukan. 
 
Terangkan logik disebalik syarat ketersongsangkan tersebut. 
[25 markah] 
 
 
(b) Pertimbangkan  proses ARMA(1,2):    21 1 21 1t tB Y B B        
 
(i) Tunjukkan bahawa  
 
   
 21 1 1 22 2
1 1 2
1
1
1
tVar Y 
  
  

  
    
 
 
 
 
2
2 1 1 2        
 
(ii) Suatu siri masa dengan 300 cerapan telah disuai dengan model 
ARMA(1,2), menghasilkan model seperti berikut: 
 
1 1 20.2 1.6 0.63t t t t tY Y            yang mana  2~ NID 0,3t  
 
Anggarkan nilai bagi autokorelasi, FAK untuk susulan k = 1, 2, 3, 4, 
5, dan autokorelasi separa, FAKS untuk susulan k = 1 dan 2.  
 
Lukiskan sampel FAK dan FAKS, dan beri komen mengenai ciri 
yang diperhati. Adakah model ARMA(1,2) sesuai untuk siri tersebut? 
Apakah anggaran bagi varians siri ini? 
 
[Diberi nilai FAK bagi susulan 6 hingga 10 adalah masing-masing 
0.071, -0.026, 0.040, -0.070 dan 0.051 manakala FAKS untuk 
susulan 3 hingga 8 adalah masing-masing -0.390, -0.218, -0.230, -
0.213, -0.181, -0.100, -0.130 dan -0.137]. 
[50 markah] 
 
 
(c ) Diberi dua proses seperti berikut: 
 
 A:  1 2
5 2
3 3
t t t tY Y Y       B: 1 2
1 2
3 9
t t t tY Y Y      
 
 Dengan mengungkapkan proses dalam bentuk  MA  , kenalpasti proses 
manakah yang tidak pegun. 
 [25 markah] 
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3. (a) Consider a SARMA(1,1) model: 6 6t t t tY Y      .  
 
Show that the moment estimate of   is given by 12
6
ˆˆ
ˆ



   while the 
moment estimate of   can be obtained by solving the following quadratic 
equation:  
  
6 2
ˆ ˆ1
ˆ
ˆ1 2
  

 
 

 
 
 
 [30 marks] 
 
 
 
(b) Consider the following ARMA(2,1) process:   2 1t t t tY Y       
 
(i) Show that 
 
1 2
1
1
 


 


. 
 
(ii) Table 1 in Appendix A shows the sample acf and pacf of a time 
series of 200 observations. If the series has been fitted to an 
ARMA(2,1) model as given above, find the estimate for  ,   and 
also for variance of the errors, 
2
 . Given that the variance of the 
series is 5.96. 
 
(iii) Table 2 in Appendix A shows the sample acf and pacf of the 
residuals from the fitted ARMA(2,1) model. Explain if the model 
has fitted the series adequately.  
 
 [40 marks] 
 
 
 
(c) Appendix B shows the output of analysis in determining the suitable model 
for the stock price at the Amsterdam Stock Exchange. Analyses are divided 
into three main stages. Discuss the following: 
(i) The finding of the analysis at each stage 
(ii) Name the four competing models and which is the best model? 
(iii) Is there any evidence for asymmetric and leverage effects? 
(iv) Is there any support for the CAPM proportion?  
 
[30 marks] 
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3. (a) Pertimbangkan suatu model SARMA(1,1): 6 6t t t tY Y      . 
 
  Tunjukkan bahawa anggaran momen bagi   diberikan oleh  12
6
ˆˆ
ˆ



 , 
 sementara anggaran bagi   boleh diperoleh dengan menyelesaikan 
 persamaan kuadratik yang berikut:  
 
  
6 2
ˆ ˆ1
ˆ
ˆ1 2
  

 
 

 
 
 [30 markah] 
 
 
 
(b) Pertimbangkan proses ARMA(2,1) yang berikut: 2 1t t t tY Y       
 
(i) Tunjukkan bahawa 
 
1 2
1
1
 


 


 
 
(ii) Jadual 1 di Lampiran A menunjukkan sampel FAK dan FAKS bagi 
suatu siri masa dengan 200 cerapan. Jika siri ini telah disuai 
dengan model ARMA(2,1) seperti di atas, cari anggaran bagi  ,   
dan juga  varians bagi ralat, 2 . Diberi bahawa varians bagi siri 
tersebut adalah 5.96.     
 
(iii) Jadual 2 di Lampiran A menunjukkan sampel FAK dan FAKS bagi 
ralat daripada model ARMA(2,1) yang telah disuaikan. Jelaskan 
sama ada modeltersebut  telah menyuaikan siri tersebut secukupnya. 
 
 [40 markah] 
 
 
 
(c) Lampiran B menunjukkan hasil analisis bagi menentukan model yang 
sesuai bagi harga saham di Bursa Saham Amsterdam. Analisis 
dibahagikan kepada tiga peringkat utama. Bincangkan yang berikut: 
 (i) Dapatan daripada analisis disetiap peringkat 
 (ii) Namakan empat model yang bersaing dan model manakah yang 
 terbaik? 
 (iii) Adakah terdapat sebarang bukti bagi kesan simetri dan leverej? 
 (iv) Adakah terdapat sebarang sokongan bagi cadangan CAPM? 
 
[30 markah] 
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4. Given the following SARMA(2,1)(1,1) model for a series with non-zero mean: 
 
       4 41 2 4 1 41 1 1 1 1t tB B B Y B B              
 
(a) Consider a special case with 4 4 0   : 
 
(i) Show that the 1-step and m-step ahead forecasts made at time t = n 
is given by: 
 
     1 2 1 2 1 2 1 1 2 2 1ˆ 1 1n n n nY Y Y                       
 
         1 2 1 2 1 2 1 2ˆ ˆ ˆ1 1 2n n nY m Y m Y m                  
 
(ii) Show that the variance of 2-step ahead forecast error is given by: 
 
   
2 2
1 2 12 1nVar             
 
 
(iii) An ARMA(2,1) model was fitted to a time series of length 200 
producing the following estimated  coefficients: 1
ˆ 0.90,   
2
ˆ 0.50,   1
ˆ 0.70,  ˆ 50,  2 6s  The latest information 
available are:  200 62,Y   199
54Y 
 
and 200ˆ 4   .  
 Calculate forecast values of  200Yˆ m  for  m = 1, 2, …, 6 and the 
corresponding 95% forecast intervals. What can be  said about the 
forecast values from an ARMA model?
 
 
(iv) At time t = 201, a new observation is noted as 201 48Y  . Calculate 
 the updated forecasts for 202 206,  ,  Y YK . Compare these new 
forecasts with those calculated in part (iv) above and discuss. 
 [70 marks] 
 
 (b)  Consider a special case with 1 2 1 0      
 
(i) Show that: 
    4 4 4 4 4ˆ 1   for 1 4n n m n mY m Y m              
 
(ii) Show that:     2 24 41   for 5 8nVar m m           
 
(iii) A seasonal time series of 100 observations was fitted to 
SARMA(1,1) model with the following coefficients: ˆ 20, 
4
ˆ 0.7,  4
ˆ 0.35  , and 
2s 8  . Calculate forecast value of  100Yˆ m  
for  m = 1, 2, …, 12 and the corresponding 95% forecast intervals. 
What can you say about the forecast values for a seasonal time 
series? 
The latest information available are as follows: 100 26,Y   99 22,Y   
98 13,Y   97 16,Y   100 4,    99 2,   98 4   and 97 1  . 
 [30 marks] 
...9/- 
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4. Diberi suatu model SARMA(2,1)(1,1) bagi siri dengan min bukan sifar: 
 
       4 41 2 4 1 41 1 1 1 1t tB B B Y B B              
 
 (a) Pertimbangkan suatu kes khas dengan 4 4 0    
(i) Tunjukkan bahawa telahan 1-langkah dan m-langkah kehadapan 
yang dibuat pada t = n adalah diberikan oleh: 
 
     1 2 1 2 1 2 1 1 2 2 1ˆ 1 1n n n nY Y Y                       
 
         1 2 1 2 1 2 1 2ˆ ˆ ˆ1 1 2n n nY m Y m Y m                  
 
(ii) Tunjukkan bahawa varians bagi ralat telahan 2–langkah 
kehadapan diberikan oleh: 
 
   
2 2
1 2 12 1nVar             
 
 
(iii) Suatu model ARMA(2,1) telah disuaikan kepada suatu siri masa 
dengan panjang 200, menghasilkan nilai anggaran koefisien seperti 
berikut: 1
ˆ 0.90  2
ˆ 0.50,   1
ˆ 0.70, 
 
ˆ 50,   
2 6s  . Maklumat 
terkini yang ada adalah: 200 62,Y  199 54,Y   dan 300ˆ 4   .   
Hitung nilai telahan bagi  200Yˆ m  untuk  m = 1, 2, …, 6 dan selang 
telahan 95% yang sepadan. Apa yang boleh diperkatakan tentang 
nilai telahan daripada suatu model ARMA? 
 
(iv) Pada waktu t = 201 satu cerapan baru dicatat sebagai 201 48Y  . 
Hitung telahan kemaskini bagi 202 206,Y YK . Bandingkan nilai 
telahan terbaru ini dengan telahan yang diperoleh dalam bahagian 
(iii) di atas dan bincangkan. 
[70 markah] 
 
 
(b)  Pertimbangkan kes khas dengan 1 2 1 0       
 
(i) Tunjukkan:  
   4 4 4 4 4ˆ 1    1 4n n m n mY m Y untuk m              
 
(ii) Tunjukkan:       2 24 41    5 8nVar m untuk m           
 
(iii) Suatu siri masa bermusim dengan 100 cerapan telah disuai dengan 
model SARMA(1,1) dengan koefisien yang berikut: ˆ 20,   
4
ˆ 0.7,  4
ˆ 0.35  , dan 
2s 8.   Hitung nilai telahan  100Yˆ m  untuk 
m = 1, 2, …,12 dan selang telahan 95% yang sepadan. Apa yang 
boleh diperkatakan tentang nilai telahan bagi siri masa yang 
bermusim? Maklumat terkini yang ada adalah seperti berikut: 
100 26,Y   99 22,Y   98 13,Y   97 16,Y   100 4,    99 2,   98 4   
dan 97 1  .   
 [30 markah] 
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    APPENDIX A/LAMPIRAN A 
 
 
 
Table 1: Series  tY  
lag 1 2 3 4 5 6 7 8 9 10 
ACF -0.566 0.596 -0.316 0.328 -0.085 0.126 0.051 -0.034 0.146 -0.097 
PACF -0.566 0.405 0.200 0.051 0.172 0.043 0.077 -0.063 0.029 0.002 
 
 
 
 
Table 2: Series  tˆ  
lag 1 2 3 4 5 6 7 8 9 10 
ACF 0.012 -0.016 -0.048 0.017 0.090 0.040 0.038 -0.062 0.068 0.024 
PACF 0.012 -0.016 -0.048 0.018 0.089 0.037 0.042 -0.054 0.071 0.015 
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APPENDIX B/LAMPIRAN B 
 
Step 1a 
 
 
 
 
 
 
 
Step 1b 
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Step 2a 
 
Dependent Variable: D(LNETH)   
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     MA(1) -0.149715 0.044186 -3.388293 0.0008 
     
     Adjusted R-squared 0.016996    S.D. dependent var 0.029650 
S.E. of regression 0.029397    Akaike info criterion -4.209103 
Log likelihood 631.2609    Schwarz criterion -4.184351 
     
     
 
 
Dependent Variable: D(LNETH)   
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     AR(1) -0.135422 0.043993 -3.078274 0.0023 
     
     Adjusted R-squared 0.014907    S.D. dependent var 0.029650 
S.E. of regression 0.029428    Akaike info criterion -4.206994 
Log likelihood 630.9456    Schwarz criterion -4.182242 
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Dependent Variable: D(LNETH)   
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     AR(1) 0.165680 0.372637 0.444615 0.6569 
MA(1) -0.311048 0.361093 -0.861408 0.3897 
     
     Adjusted R-squared 0.014542    S.D. dependent var 0.029650 
S.E. of regression 0.029434    Akaike info criterion -4.203290 
Log likelihood 631.3919    Schwarz criterion -4.166162 
     
      
 
 
    
 
ACF, PACF & LB-stats of residuals from fitted MA(1) 
     
      AC   PAC  Q-Stat  Prob 
     
     1 0.005 0.005 0.0061  
2 -0.041 -0.041 0.5218 0.470 
3 0.034 0.034 0.8713 0.647 
4 -0.004 -0.006 0.8766 0.831 
5 0.002 0.005 0.8785 0.928 
6 -0.055 -0.057 1.8200 0.873 
9 -0.021 -0.023 4.7380 0.785 
12 0.028 0.021 7.9757 0.715 
18 -0.091 -0.086 17.606 0.414 
24 -0.089 -0.082 23.549 0.429 
     
     
 
 
ARCH-LM Test at Lag 3 on MA(1) 
     
     F-statistic 4.492294    Prob. F(3,292) 0.0042 
Obs*R-squared 13.05879    Prob. Chi-Square(3) 0.0045 
     
     
 
 
Step 2b 
 
Dependent Variable: D(LNETH)   
     
     Variable Coefficient Std. Error z-Statistic Prob.   
     
     MA(1) -0.086318 0.060333 -1.430692 0.1525 
     
      Variance Equation   
     
     C 5.99E-05 2.84E-05 2.110921 0.0348 
RESID(-1)^2 0.143020 0.043427 3.293381 0.0010 
GARCH(-1) 0.790619 0.061696 12.81470 0.0000 
     
     S.E. of regression 0.029404    Akaike info criterion -4.303931 
Log likelihood 647.4377    Schwarz criterion -4.254427 
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Dependent Variable: D(LNETH)   
     
     Variable Coefficient Std. Error z-Statistic Prob.   
     
     AR(1) -0.073603 0.059554 -1.235900 0.2165 
     
      Variance Equation   
     
     C 5.94E-05 2.77E-05 2.140646 0.0323 
RESID(-1)^2 0.144229 0.043418 3.321875 0.0009 
GARCH(-1) 0.789196 0.061163 12.90325 0.0000 
     
     S.E. of regression 0.029486    Akaike info criterion -4.302276 
Log likelihood 645.0391    Schwarz criterion -4.252650 
     
     
 
 
Dependent Variable: D(LNETH)   
     
     Variable Coefficient Std. Error z-Statistic Prob.   
     
     AR(1) 0.707834 0.196017 3.611086 0.0003 
MA(1) -0.779842 0.170677 -4.569120 0.0000 
     
      Variance Equation   
     
     C 5.74E-05 2.76E-05 2.076331 0.0379 
RESID(-1)^2 0.147534 0.043928 3.358549 0.0008 
GARCH(-1) 0.789720 0.061188 12.90642 0.0000 
     
     S.E. of regression 0.029459    Akaike info criterion -4.303501 
Log likelihood 646.2216    Schwarz criterion -4.241469 
     
     
 
ARCH-LM Test at Lag 3 on ARMA(1,1)-GARCH(1,1) 
     
     F-statistic 1.828738    Prob. F(3,291) 0.1420 
Obs*R-squared 5.458714    Prob. Chi-Square(3) 0.1411 
     
     
 
 
Step 2c 
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Step 3a 
 
Dependent Variable: D(LNETH)   
LOG(GARCH) = C(3) + C(4)*ABS(RESID(-1)/@SQRT(GARCH(-1))) + C(5) 
        *RESID(-1)/@SQRT(GARCH(-1)) + C(6)*LOG(GARCH(-1)) 
     
     Variable Coefficient Std. Error z-Statistic Prob.   
     
     AR(1) 0.975867 0.008596 113.5207 0.0000 
MA(1) -0.994523 0.002137 -465.3923 0.0000 
     
      Variance Equation   
     
     C(3) -0.651556 0.226304 -2.879116 0.0040 
C(4) -0.022605 0.047600 -0.474893 0.6349 
C(5) -0.253369 0.055682 -4.550272 0.0000 
C(6) 0.907229 0.031786 28.54166 0.0000 
     
     Adjusted R-squared 0.000225    S.D. dependent var 0.029699 
S.E. of regression 0.029696    Akaike info criterion -4.371199 
Log likelihood 657.3087    Schwarz criterion -4.296761 
     
     
 
Dependent Variable: D(LNETH)   
     
     Variable Coefficient Std. Error z-Statistic Prob.   
     
     @SQRT(GARCH) 0.061179 0.039440 1.551177 0.1209 
AR(1) 0.820797 0.111109 7.387291 0.0000 
MA(1) -0.887962 0.084634 -10.49176 0.0000 
     
      Variance Equation   
     
     C 6.50E-05 3.02E-05 2.156157 0.0311 
RESID(-1)^2 0.159660 0.047515 3.360208 0.0008 
GARCH(-1) 0.769648 0.064228 11.98312 0.0000 
     
     Adjusted R-squared 0.009872    S.D. dependent var 0.029699 
S.E. of regression 0.029553    Akaike info criterion -4.304186 
Log likelihood 647.3237    Schwarz criterion -4.229748 
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Step 3b 
 
Dependent Variable: D(LNETH)   
LOG(GARCH) = C(4) + C(5)*ABS(RESID(-1)/@SQRT(GARCH(-1))) + C(6) 
        *RESID(-1)/@SQRT(GARCH(-1)) + C(7)*LOG(GARCH(-1)) 
     
     Variable Coefficient Std. Error z-Statistic Prob.   
     
     AR(1) -0.213572 0.513706 -0.415748 0.6776 
MA(1) 0.150848 0.512780 0.294177 0.7686 
MA(2) -0.114775 0.057231 -2.005463 0.0449 
     
      Variance Equation   
     
     C(4) -0.098613 0.020655 -4.774347 0.0000 
C(5) -0.070596 0.025342 -2.785727 0.0053 
C(6) -0.134879 0.022330 -6.040278 0.0000 
C(7) 0.978276 1.06E-10 9.27E+09 0.0000 
     
     
 
 
Dependent Variable: D(LNETH)   
LOG(GARCH) = C(4) + C(5)*ABS(RESID(-1)/@SQRT(GARCH(-1))) + C(6) 
        *RESID(-1)/@SQRT(GARCH(-1)) + C(7)*LOG(GARCH(-1)) 
     
     Variable Coefficient Std. Error z-Statistic Prob.   
     
     AR(1) 0.942998 0.057836 16.30482 0.0000 
AR(2) 0.034432 0.058765 0.585925 0.5579 
MA(1) -0.995263 0.002094 -475.3015 0.0000 
     
      Variance Equation   
     
     C(4) -0.617439 0.219915 -2.807626 0.0050 
C(5) -0.026315 0.046737 -0.563049 0.5734 
C(6) -0.244501 0.055579 -4.399187 0.0000 
C(7) 0.911772 0.030943 29.46620 0.0000 
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