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1
Abstract
Let Ω ⊂ RN (N ≥ 3) be an open domain (may be unbounded) with 0 ∈ ∂Ω and ∂Ω
be of C2 at 0 with the negative mean curvature H(0). By using variational methods,
we consider the following elliptic systems involving multiple Hardy-Sobolev critical
exponents,

−∆u+ λ∗ u|x|σ0 − λ1
|u|2
∗(s1)−2u
|x|s1 = λ
1
|x|s2 |u|
α−2u|v|β in Ω,
−∆v + µ∗ v|x|η0 − µ1
|v|2
∗(s1)−2v
|x|s1 = µ
1
|x|s2 |u|
α|v|β−2v in Ω,
(u, v) ∈ D1,20 (Ω)×D
1,2
0 (Ω),
where 0 ≤ σ0, η0, s2 < 2, s1 ∈ (0, 2); the parameters λ∗ 6= 0, µ∗ 6= 0, λ1 > 0, µ1 >
0, λµ > 0; α, β > 1 satisfying α+ β ≤ 2∗(s2). Here, 2∗(s) := 2(N−s)N−2 is the critical
Hardy-Sobolev exponent. We obtain the existence and nonexistence of ground state
solution under different specific assumptions. As the by-product, we study

∆u+ λ u
p
|x|s1 +
u2
∗(s2)−1
|x|s2 = 0 in Ω,
u(x) > 0 in Ω,
u(x) = 0 on ∂Ω,
(0.1)
we also obtain the existence and nonexistence of solution under different hypotheses.
In particular, we give a partial answers to a generalized open problem proposed by
Y. Y. Li and C. S. Lin (ARMA, 2012). Around the above two types of equation or
systems, we systematically study the elliptic equations which have multiple singular
terms and are defined on any open domain. We establish some fundamental results.
Key words: Elliptic system, Ground state, Hardy-Sobolev exponent.
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1 Introduction
Let Ω ⊂ RN (N ≥ 3) be an open domain with 0 ∈ ∂Ω and ∂Ω be of C2 at 0 with the
negative mean curvature H(0). We study the following nonlinear elliptic systems

−∆u+ λ∗ u|x|σ0 − λ1
|u|2
∗(s1)−2u
|x|s1 = λ
1
|x|s2 |u|
α−2u|v|β in Ω,
−∆v + µ∗ v|x|η0 − µ1
|v|2
∗(s1)−2v
|x|s1 = µ
1
|x|s2 |u|
α|v|β−2v in Ω,
(u, v) ∈ H10 (Ω)×H
1
0 (Ω),
(1.1)
Note that the parameters λ∗, µ∗, λ1, µ1, λ, µ may different from each other. Hence, the
system has no variational structure.
The interest in nonlinear Schro¨dinger systems is motivated by applications to non-
linear optics,plasma physics, condensed matter physics, etc. For example, the coupled
nonlinear Schro¨dinger systems arise in the description of several physical phenomena
such as the propagation of pulses in birefringent optical fibers and Kerr-like photore-
fractive media, see [2, 9, 16, 26, 27, 33], etc. The problem comes from the physical
phenomenon with a clear practical significance. Research on solutions under different
situations, not only correspond to different Physical interpretation, but also has a pure
mathematical theoretical significance, with a high scientific value. Hence, the cou-
pled nonlinear Schro¨dinger systems are widely studied in recently years, we refer the
readers to [1, 3, 22, 25, 29, 36, 37] and the references therein.
For any s ∈ [0, 2], we define ‖u‖ps,p =
∫
Ω
|u|p
|x|s
dx. We also use the notations
‖u‖p = ‖u‖0,p. The Hardy-Sobolev inequality [5, 6, 13] asserts that D1,20 (RN ) →֒
L2
∗(s)
(
R
N ,
dx
|x|s
)
is an embedding for s ∈ [0, 2]. For a general open domain Ω, there
exists a positive constant C(s,Ω) such that
∫
Ω
|∇u|2 ≥ C(s,Ω)
(∫
Ω
|u|2
∗(s)
|x|s
dx
) 2
2∗(s)
, u ∈ D1,20 (Ω).
Define µs1(Ω) is defined as
µs1(Ω) = inf


∫
Ω
|∇u|2dx(∫
Ω
|u|2
∗(s1)
|x|s1 dx
) 2
2∗(s1)
; u ∈ D1,20 (Ω)\{0}

 . (1.2)
Consider the case of Ω = RN+ , it is well known that the extremal function of µs1(RN+ )
is parallel to the ground state solution of the following problem:{
−∆u = |u|
2∗(s1)−2u
|x|s1 in R
N
+ ,
u = 0 on ∂RN+ .
(1.3)
We note that the existence of ground state solution of (1.3) for 0 < s1 < 2 is solved by
Ghoussoub and Robert [12]. They also gave out some properties about the regularity,
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symmetry and decay estimates. And the instanton U(x) := C
(
κ+ |x|2−s2
)− N−22−s2 for
0 ≤ s2 < 2 is a ground state solution to (1.4) below (see [20] and [32]):{
∆u + u
2∗(s2)−1
|x|s2 = 0 in R
N ,
u > 0 in RN and u→ 0 as |x| → +∞.
(1.4)
That 0 ∈ ∂Ω and ∂Ω is smooth at 0 has become a hot research topic in recent years as
the curvature at 0 plays an important role, see [8, 11, 12, 14] .etc. When 0 ∈ ∂Ω with
H(0) < 0, µs1(Ω) < µs1(R
N
+ ) was proved in [11] for N ≥ 3 and [21] for N ≥ 4. It is
standard to apply the blow-up analysis to obtain that µs1(Ω) can be achieved by some
positive u ∈ H10 (Ω) (see[11, Corollary 3.2]), which is a ground state solution of{
−∆u = |u|
2∗(s1)−2u
|x|s1 in Ω,
u = 0 on ∂Ω.
and the ground state value equals
(
1
2
−
1
2∗(s1)
)
µs1(Ω)
N−s1
2−s1
.
Although (1.1) has no variational structure, for κ ∈ R such that κλ > 0, we can
take t1 > 0, t2 > 0 properly such that
λ
(
1
t1
)α−2 (
1
t2
)β
= κ · α; µ
(
1
t2
)β−2(
1
t1
)α
= κ · β.
Denote u˜ = t1u, v˜ = t2v, then a direct calculation show that (u, v) is a solution to
(1.1) if and only if (u˜, v˜) is a solution to the following problem:

−∆u˜+ λ∗ u|x|σ0 − λ˜1
|u˜|2
∗(s1)−2u˜
|x|s1 = κα
1
|x|s2 |u˜|
α−2u˜|v˜|β in Ω,
−∆v˜ + µ∗ v|x|η0 − µ˜1
|v˜|2
∗(s1)−2v˜
|x|s1 = κβ
1
|x|s2 |u˜|
α|v˜|β−2v˜ in Ω,
(u˜, v˜) ∈ D1,20 (Ω)×D
1,2
0 (Ω),
(1.5)
where λ˜1 = λ1t2−2
∗(s1)
1 , µ˜1 = µ1t
2−2∗(s1)
2 . Hence, without loss of generality, we will
study the following problem:

−∆u+ λ∗ u|x|σ0 − λ
|u|2
∗(s1)−2u
|x|s1 = κα
1
|x|s2 |u|
α−2u|v|β in Ω,
−∆v + µ∗ v|x|η0 − µ
|v|2
∗(s1)−2v
|x|s1 = κβ
1
|x|s2 |u|
α|v|β−2v in Ω,
(u, v) ∈ D1,20 (Ω)×D
1,2
0 (Ω),
(1.6)
where κ is a parameter.
There seems to has no article involves the system case with 0 ∈ ∂Ω. Hence, in
present paper, our aim is to establish related results for the elliptic systems on the do-
main with 0 ∈ ∂Ω. There also seems to have no article studies the unbounded domain
which is not a limit domain (i.e., Ω 6= lim
t→0
Ω
t
, where Ω
t
:=
{
x ∈ RN : tx ∈ Ω
}). We
note that the limit equation of (1.6) has been studied in [40, 41].
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We are interested in the existence of nontrivial ground state solutions, hence we
need a well study in a single equation, especially for the unbounded domain case. We
obtain the following results:
Theorem 1.1. Assume that λ∗ > 0,Ω ⊂ RN is C1 domain such that |Ω| <∞, 0 ∈ ∂Ω
and the boundary ∂Ω is C2 at 0 with the mean curvature H(0) < 0. We also assume
that 0 ≤ s1 < 1 or 1 ≤ s1 < 2 with λ∗ small enough. Then problem{
−∆u+ λ∗ u|x|s1 = λ
|u|2
∗(s2)−2u
|x|s2 in Ω
u(x) = 0 on ∂Ω,
(1.7)
possesses a positive ground state solution u.
Theorem 1.2. Let Ω ⊂ RN be a C1 domain such that |Ω| < ∞, 0 ∈ ∂Ω and the
boundary ∂Ω is C2 at 0 with the mean curvature H(0) < 0. We also assume that
−λ1,s1(Ω) < λ
∗ < 0 and 0 ≤ s1 < 2, then problem (1.7) possesses a positive ground
state solution u.
Theorem 1.3. Suppose that Ω ⊂ RN is a C1 open domain with 0 ∈ ∂Ω and ∂Ω is C2
at 0, H(0) < 0. We also assume that

λ > 0, 1 ≤ p < min{2∗(s2)− 1, 2∗(s1)− 1} if |Ω| =∞;
eitherλ < 0, 1 < p < 2∗(s1)− 1 or
λ > 0, 1 < p < min{2∗(s2)− 1, 2∗(s1)− 1} if |Ω| <∞.
Moreover, if λ > 0, we require that p < N−2s1
N−2 or p =
N−2s1
N−2 with |λ| small enough.
Then problem 

−∆u+ λ u
p
|x|s1 =
u2
∗(s2)−1
|x|s2 in Ω,
u(x) > 0 in Ω,
u(x) = 0 on ∂Ω,
(1.8)
possesses a positive ground state solution.
As a product, basing on some lemmas established in present paper for unbounded
domain, we can also give a partial answers to Li-Lin’s open problem (see [19, Remark
1.2]) in the unbounded domain case, see Theorem 3.2 and Theorem 3.3 in section 3,
which are parallel to [7, Theorem 1.5 and 1.6] which are studied in bounded domain.
We shall prove that when |Ω| < ∞ and 0 ≤ σ < 2, −∆u = λ u
|x|σ
, u ∈ D1,20 (Ω)
possesses a sequence of eigenvalues such that
0 < λ1,σ < λ2,σ ≤ · · · ≤ λk,σ ≤ λk+1,σ ≤ · · · .
Define E := D1,20 (Ω) ∩ L
2
(
Ω,
dx
|x|σ0
)
and F := D1,20 (Ω) ∩ L2
(
(Ω,
dx
|x|η0
)
)
. Then
for some proper range of λ∗ and µ∗, we can define the following norms:
‖u‖E :=
(∫
Ω
(
|∇u|2 + λ∗
|u|2
|x|σ0
)
dx
) 1
2
, ‖v‖F :=
(∫
Ω
(
|∇v|2 + µ∗
|v|2
|x|η0
)
dx
) 1
2
.
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Our framework space for the system case is D := E × F .
Collect the results about a single equation, we have that equation{
−∆u+ λ∗ u|x|σ0 = λ
|u|2
∗(s1)−2u
|x|s1 in Ω
u(x) = 0 on ∂Ω,
(1.9)
possesses a positive ground state solution when the following condition (H1) is satis-
fied:
(H1):one of the following holds:
(a.1) |Ω| <∞,−λ1,σ0(Ω) < λ
∗ < 0, 0 ≤ σ0 < 2 (see Theorem 1.2).
(a.2) |Ω| <∞, λ∗ > 0, 0 ≤ σ0 < 1 (see Theorem 1.1).
(a.3) |Ω| <∞, λ∗ > 0 small enough, 1 ≤ σ0 < 2 (see Theorem 1.1).
(a.4) |Ω| =∞, λ∗ > 0, 0 ≤ σ0 < 1 (see Theorem 1.3).
(a.5) |Ω| =∞, λ∗ > 0 small enough,1 ≤ σ0 < 2 (see Theorem 1.3).
Let u˜ = λ
1
2∗(s1)−2 u, then u˜ is a ground state solution of{
−∆u˜+ λ∗ u˜|x|σ0 =
|u˜|2
∗(s1)−2u˜
|x|s1 in Ω,
u˜(x) = 0 on ∂Ω.
(1.10)
Similarly, equation{
−∆v + µ∗ v|x|η0 = µ
|v|2
∗(s1)−2v
|x|s1 in Ω
µ∗ 6= 0, v = 0 on ∂Ω
(1.11)
possesses a positive ground state solution when the following condition (H2) is satis-
fied:
(H2):one of the following holds:
(b.1) |Ω| <∞,−λ1,η0(Ω) < µ
∗ < 0, 0 ≤ η0 < 2 (see Theorem 1.2).
(b.2) |Ω| <∞, µ∗ > 0, 0 ≤ η0 < 1 (see Theorem 1.1).
(b.3) |Ω| <∞, µ∗ > 0 small enough, 1 ≤ η0 < 2 (see Theorem 1.1).
(b.4) |Ω| =∞, µ∗ > 0, 0 ≤ η0 < 1 (see Theorem 1.3).
(b.5) |Ω| =∞, µ∗ > 0 small enough,1 ≤ η0 < 2 (see Theorem 1.3).
Define
η˜1 := inf
v∈F\{0}
‖v‖2F∫
Ω
|U|α|v|2
|x|s2 dx
, (1.12)
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where 0 < U ∈ E is a positive ground state solution of (1.9). Similarly define
η˜2 := inf
u∈E\{0}
‖u‖2E∫
Ω
|V |β|u|2
|x|s2 dx
, (1.13)
where 0 < V ∈ F is a positive ground state solution of (1.11).
We denote
(A∗σ0) either σ0 < s2 or
{
0 < s2 ≤ σ0,
2 + 4
σ0
σ0−s2
N−2 < α+ β
;
(A∗η0) either η0 < s2 or
{
0 < s2 ≤ η0,
2 + 4
η0
η0−s2
N−2 < α+ β
.
Here comes our first main result for the system case with α+ β < 2∗(s2).
Theorem 1.4. (The case of α + β < 2∗(s2)) Assume (H1), (H2), κ > 0, 1 < α, 1 <
β, α + β < 2∗(s2), and if |Ω| = ∞, we assume further that (A∗σ0 ) and (A∗η0) hold. If
β < 2 or β = 2 with κ > η˜1, and if α < 2 or α = 2 with κ > η˜2, then problem

−∆u+ λ∗ u|x|σ0 − λ
|u|2
∗(s1)−2u
|x|s1 = κα
1
|x|s2 |u|
α−2u|v|β in Ω,
−∆v + µ∗ v|x|η0 − µ
|v|2
∗(s1)−2v
|x|s1 = κβ
1
|x|s2 |u|
α|v|β−2v in Ω,
(u, v) ∈ D ,
(1.14)
possesses a nontrivial ground state solution (u, v).
Remark 1.1. When |Ω| =∞ andα+β < 2∗(s2), the assumptions of (A∗σ0 ) and (A∗η0 )
play an crucial role to guarantee that
∫
Ω
|u|α|v|β
|x|s2 is well defined for all (u, v) ∈ D (see
Proposition 2.2).
To study the critical couple case, for the technical reasons, we need the following
assumptions (H˜1) and (H˜2), which are stronger than (H1) and (H2):
(H˜1):one of the following holds:
(a˜.1) |Ω| <∞,−λ1,σ0(Ω) < λ
∗ < 0, 0 ≤ σ0 < 2.
(a˜.2) |Ω| ≤ ∞, λ∗ > 0, 0 ≤ σ0 < 1.
(a˜.3) |Ω| =∞, λ∗ > 0 small enough and σ0 = 1.
(H˜2):one of the following holds:
(b˜.1) |Ω| <∞,−λ1,η0(Ω) < µ
∗ < 0, 0 ≤ η0 < 2.
(b˜.2) |Ω| ≤ ∞, µ∗ > 0, 0 ≤ η0 < 1.
(b˜.3) |Ω| =∞, µ∗ > 0 small enough and η0 = 1.
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Remark 1.2. When (H˜1) and (H˜2) hold, it is easy to see that (H1) and (H2) are
satisfied.
Theorem 1.5. (The case of α + β = 2∗(s2)) Assume (H˜1), (H˜2), κ > 0, 1 < α, 1 <
β, α + β = 2∗(s2). Especially, when s1 = s2 = s ∈ (0, 2), we assume further that
one of the following holds:
(a.1) λ > µ, 1 < β < 2 or
{
β = 2
κ > max{λ, η˜1}
;
(a.2) λ = µ,min{α, β} < 2 or
{
min{α, β} = 2, κ > max{λ, η˜1} ;
(a.3) λ < µ, 1 < α < 2 or
{
α = 2
κ > max{µ, η˜2}
.
When s1, s2 ∈ (0, 2) but s1 6= s2, we assume further that one of the following holds:
(b.1) λ > µ, 1 < β < 2 or
{
β = 2
κ > max{η1, η˜1}
;
(b.2) λ = µ,min{α, β} < 2 or
{
min{α, β} = 2, κ > max{η1, η2, η˜1, η˜2} ;
(b.3) λ < µ, 1 < α < 2 or
{
α = 2
κ > max{η2, η˜2}
.
Where the constant η1 is that one given by [40, Lemma 6.5] and η2 is the constant
given by [40, Corollary 6.4].
Then problem (1.14) possesses a nontrivial ground state solution (u, v).
2 Preliminaries
2.1 Eigenvalues and compact embedding
Assume 0 ≤ σ < 2, |Ω| < ∞, then 1|x|σ ∈ L
N
2 (Ω). By [34, Lemma 2.13], the
functional
χ : D1,20 (Ω)→ R with χ(u) =
∫
Ω
u2
|x|σ
dx
is weakly continuous. Define 〈u, v〉σ :=
∫
Ω
uv
|x|σ dx, then it is easy to check that 〈·, ·〉σ
is an inner product. We say that u and v are orthogonal if and only if 〈u, v〉σ = 0.
Proposition 2.1. Assume that Ω ⊂ RN (N ≥ 3), 0 ≤ σ < 2 and |Ω| < ∞, then the
following eigenvalue problem
−∆u = λ
u
|x|σ
, u ∈ D1,20 (Ω). (2.1)
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possesses a sequence of eigenvalues such that
0 < λ1,σ < λ2,σ ≤ · · · ≤ λk,σ ≤ λk+1,σ ≤ · · · ,
where each eigenvalue is repeated according to its multiplicity. Moreover, λk,σ → ∞
as k → ∞. Let e1,σ, e2,σ, e3,σ, · · · be the corresponding orthonormal eigenfunctions,
then e1 is positive and others are sign-changing.
Proof. It is well known for the case of σ = 0. When 0 < σ < 2, we refer to [38,
Corollary 4.2].
Define E := D1,20 (Ω) ∩ L2(Ω, dx|x|σ0 ), if |Ω| < ∞, we assume that λ
∗ > −λ1,σ0 ,
then it is easy to see that
‖u‖E :=
(∫
Ω
(
|∇u|2 + λ∗
|u|2
|x|σ0
)
dx
) 1
2 (2.2)
is a norm, and it is equivalent to the norm of ‖u‖ :=
( ∫
Ω
|∇u|2dx
) 1
2 due to Proposition2.1.
Similarly, we define F := D1,20 (Ω) ∩ L2(Ω, dx|x|η0 ) and if |Ω| < ∞, we assume that
µ∗ > −λ1,η0 , then
‖v‖F :=
(∫
Ω
(
|∇v|2 + µ∗
|v|2
|x|η0
)
dx
) 1
2 (2.3)
is a norm which is also equivalent to the norm of ‖v‖. In present paper, if |Ω| = ∞,
we always assume that λ∗ > 0, µ∗ > 0.
Definition 2.1. (see [23, 24] and also[35]) Assume {ρk} is a bounded sequence in
L1(RN ) and ρk ≥ 0 satisfies
‖ρk‖L1 = λ+ o(1), λ ≥ 0. (2.4)
Then we call this sequence {ρk} is a tight sequence if ∀ ε > 0, ∃ R > 0 such that∫
|x|≥R
ρk(x)dx < ε, ∀ k ≥ 1. (2.5)
We call uk is a Lp tight sequence, if |uk|p is a tight sequence.
Remark 2.1. It is well known that the embeddingH1(RN ) →֒ Lp(RN ) is not compact
for 2 < p < 2∗. However, we have the following compact embedding result for proper
p.
Proposition 2.2. Assume σ, s ∈ [0, 2). Furthermore, suppose either
(i) 2 < p < 2∗(s) if σ ≤ s or
(ii) 2 + 4
σ
σ−s
N−2 ≤ p < 2
∗(s) if σ > s.
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Set E := D1,20 (RN ) ∩ L2(RN ,
dx
|x|σ
) with the norm
‖u‖E :=
(∫
RN
(
|∇u|2 +
|u|2
|x|σ
)
dx
) 1
2
.
Then
(E, ‖ · ‖E) →֒ L
p
(
R
N ,
dx
|x|s
)
(2.6)
is a continuous embedding. Moreover, when σ < s with 2 < p < 2∗(s) or 0 < s ≤ σ
with 2 + 4
σ
σ−s
N−2 < p < 2
∗(s), the embedding (2.6) is compact.
Proof. It can be proved by a modification of [38, Lemma 3.1 and Lemma 3.2]. How-
ever, for the convenience of the readers, we prefer to give the details.
Define 

p1 :=
2N+2p−Np−2s
2−σ ,
p2 :=
Np+2s−pσ−2N
2−σ ,
σ1 :=
(2N+2p−Np−2s)σ
4−2σ ,
σ2 :=
4s+Npσ−2pσ−2Nσ
4−2σ .
(2.7)
Then we have the following results:

0 < p1 < 2, 0 < p2, p1 + p2 = p,
σ1 =
p1
2 σ, σ1 + σ2 = s,
σ¯ := 2σ22−p1 ∈ [0, 2),
2p2
2−p1
= 2∗(σ¯).
(2.8)
Then, by the Ho¨lder inequality, we have∫
RN
|u|p
|x|s
dx =
∫
RN
|u|p1
|x|σ1
|u|p2
|x|σ2
dx
≤
( ∫
RN
|u|2
|x|σ
dx
) p1
2
(∫
RN
|u|2
∗(σ¯)
|x|σ¯
dx
) 2−p1
2
. (2.9)
By the Hardy-Sobolev inequality, there exists C > 0 independent of u such that
|u|s,p ≤ C|u|
p1
p
σ,2‖u‖
p2
p , (2.10)
here ‖u‖ =
( ∫
RN
|∇u|2dx
) 1
2 and the best constant C satisfies
C ≤ µσ¯(R
N )−
p2
2p .
When s = σ = 0, it is just the well known Gagliardo-Nirenberg inequality [10, 28].
Next, we assume that {un} ⊂ L2(RN , dx|x|σ ) ∩ D
1,2
0 (R
N ) is a bounded sequence.
Without loss of generality, we may assume that un ⇀ u in L2(RN , dx|x|σ ) ∩D
1,2
0 (R
N )
and un → u a.e. in RN .
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Case 1: σ < s, 2 < p < 2∗(s). Fix σ < s¯ < s, then we see that 2 < p < 2∗(s¯), by the
embedding result, we obtain that there exists some C > 0 such that
|un|s¯,p ≤ C for all n. (2.11)
Then we can see that∫
|x|>R
|un|p
|x|s
dx ≤
1
Rs−s¯
∫
|x|>R
|un|p
|x|s¯
dx→ 0 as R→∞. (2.12)
Hence |u|
p
|x|s is a tight sequence. On the other hand, since p < 2
∗(s), for any fixed
R > 0, we have that ∫
|x|≤R
|un − u|p
|x|s
dx→ 0 as n→∞. (2.13)
It follows from (2.12) and (2.13) that∫
RN
|un − u|p
|x|s
dx→ 0 as n→∞. (2.14)
Hence, the embedding L2(RN , dx|x|σ ) ∩D
1,2
0 (R
N ) →֒ Lp(RN , dx|x|s ) is compact.
Case 2: 0 < s ≤ σ, 2 + 4
σ
σ−s
N−2 < p < 2
∗(s). In this case, we can fix some s¯ ∈ (0, s)
such that
2 +
4
σ
σ − s¯
N − 2
< p < 2∗(s¯),
then by the embedding result, there exists some C > 0 such that (2.11) holds. Then
(2.12) is also valid. Hence, in this case, we also obtain that |u|p|x|s is a tight sequence.
Then similar to the previous case, we can also prove the same conclusion.
2.2 Applications on a single equation without critical terms
Based on the compact embedding result in Proposition 2.2, we obtain the following
results.
Theorem 2.1. Let λ > 0. Assume that either
(i) 0 ≤ σ < s < 2, 2 < p < 2∗(s) or
(ii) 0 < s ≤ σ < 2, 2 + 4
σ
σ−s
N−2 < p < 2
∗(s),
then there exists a ground state solution to the following problem{
−∆u+ λ u|x|σ =
up−1
|x|s in R
N ,
u > 0 in RN , u ∈ D1,20 (RN ) ∩ L2(RN , dx|x|σ ).
(2.15)
Proof. One can prove it by a modification of [38, Lemma3.4].
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Remark 2.2. For the equation (2.15), when σ = s = 0, it has been studied in [17].
The result of Theorem 2.1 above covers the case of σ ≥ 0, s > 0. But, the case of
σ > 0, s = 0 is still open.
Theorem 2.2. Assume that either
(1) 0 ≤ σ < s < 2, 2 < p < 2∗(s) or
(2) 0 < s ≤ σ < 2, 2 + 4
σ
σ−s
N−2 < p < 2
∗(s),
then the best constant in (2.10) can be achieved.
Proof. This is a kind of CKN inequality with interpolation term. And the result is
covered by [38, Theorem 1.1].
In order to obtain multiple solutions, we now recall the the Krasnoselskii Genus
defined for studying the even functional Ψ on a Banach space E. Set
A := {A ⊂ E|A is closed, A = −A}.
For A ⊂ A, A 6= ∅, define
γ(A) :=
{
inf{m : ∃ h ∈ C0(A;Rm\{0}), h(−u) = −h(u)}
∞, if {··} = ∅, in particular, if A ∋ 0,
and define γ(∅) = 0.
Theorem A (cf. [31, Theomre 5.7]) Suppose Ψ ∈ C1(M) is an even functional on
a complete symmetric C1,1−manifold M ⊂ E\{0} in some Banach space E and
suppose Ψ satisfies (PS) condition and is bounded from below on M . Let γ˜(M) =
sup{γ(K) : K ⊂ M compact and symmetric}. Then the functional Ψ possesses at
least γ˜(M) ≤ ∞ pairs of critical points. ✷
As a simple application of Theorem A, the following results are well known. Con-
sider the problem {
−∆u+ λu = f(x, u) in Ω,
u = 0 on ∂Ω,
(2.16)
where Ω is a bounded domain in RN and f satisfies the following assumptions:
(f1) f(x,−t) = −f(x, t);
(f2) f(x, u) = o(u) uniformly in x as u→ 0;
(f3) f is continuous and |f(x, u)| ≤ a(1 + |u|p−1) for some a > 0 and 2 < p < 2∗,
where 2∗ = 2N/(N − 2) for N ≥ 3 and 2∗ := +∞ for N = 1, 2.
Then for any λ ≥ 0, problem (2.16) admits infinitely many distinct pairs of solutions
(see [31, Themre 5.8] for instance). We note that when 0 ∈ Ω¯ and f(x, u) = |u|p−2u|x|s
with s > 0, (f3) fails. We also note that the case of |Ω| = ∞ will bring some truble.
However, based on the Proposition 2.2, we can obtain the following result which seems
to be new.
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Theorem 2.3. Let Ω ⊂ RN be an open set with 0 ∈ Ω¯ and |Ω| < ∞ or |Ω| = ∞.
Furthermore,
(1) if |Ω| <∞, we assume that 0 ≤ s < 2, 2 < p < 2∗(s);
(2) if |Ω| = ∞, we assume that either 0 ≤ σ < s < 2, 2 < p < 2∗(s) or 0 < s ≤
σ < 2, 2 + 4
σ
σ−s
N−2 < p < 2
∗(s).
Then equation {
−∆u+ λ u|x|σ =
|u|p−2u
|x|s in Ω,
u = 0 on ∂Ω, u ∈ D1,20 (Ω) ∩ L
2(Ω, dx|x|σ ).
(2.17)
possesses infinitely many distinct pairs of solutions for any λ > −λ1,σ(Ω) if |Ω| <∞
and for any λ > 0 if |Ω| =∞.
Proof. On E = D1,20 (Ω) ∩ L2(Ω, dx|x|σ ), let
Ψ(u) :=
1
2
∫
Ω
(|∇u|2 + λ|u|2)dx, M := {u ∈ E : ‖u‖s,p = 1}.
By Proposition 2.2, we see that the continuous embedding E →֒ Lp(Ω, dx|x|σ ) is com-
pact. Hence, it is easy to see that Ψ satisfies (PS) condition and bounded from below
on M . By Theorem A, Ψ admits infinitely many distinct pairs of critical points on M .
After scaling, we obtain infinitely many distinct pairs of solutions for (2.17).
3 Single equation involves critical exponent
3.1 Splitting results for a scalar equation with unbounded domain
It is well known that, when the nonlinear terms are critical, the corresponding func-
tionals do not satisfy the (PS) condition. Usually, we need a better description of the
behavior of the (PS) sequences of the corresponding functionals. For the case of a
scalar equation with a bounded domain, some splitting results have been established
by Cerami-Zhong-Zou in [7, Theorem 3.1], Ghoussoub-Kang in [11, Theorem 3.1]. In
this subsection, we are trying to extend this kind of results to the cases of unbounded
domain in this subsection. We consider the problem{
−∆u+ λ |u|
p−1u
|x|s1 =
|u|2
∗(s2)−2u
|x|s2 in Ω,
u(x) = 0 on ∂Ω,
(3.1)
where Ω is an open unbounded domain in RN (N ≥ 3). When 1 ≤ p < 2∗(s1)− 1, if
Ω = RN or a cone, it is easy to apply the Pohozaev identity to obtain the nonexistence
of nontrivial solutions (see Corollary 5.3). However, when Ω is unbounded but not a
limit domain(i.e., Ω is not a cone), there seems to have no related results. Hence, we
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are aim to extend this work to the unbounded domain case. Firsly, we will prepare
some results which will be useful.
When |Ω| = ∞ and 1 ≤ p < 2∗(s1) − 1, we can not ensure that
∫
Ω
|u|p+1
|x|s1
dx is
well defined for all u ∈ D1,20 (Ω). Therefore, problem (3.1) have to be posed in the
framework of the Sobolev space
E := D1,20 (Ω) ∩ L
p+1
(
Ω,
dx
|x|s1
)
. (3.2)
It is easy to see that E is weak close due to the Fatou’s Lemma. We take the norm in E
‖u‖E :=
(∫
Ω
|∇u|2dx
) 1
2
+
(∫
Ω
|u|p+1
|x|s1
dx
) 1
p+1
. (3.3)
It is easy to see that when |Ω| < ∞, E = D1,20 (Ω). When p = 1, it has been defined
by (2.2), but for the convenience, even p 6= 1, we still prefer to adopt the denotation E.
To (3.1) there corresponds energy functional, defined in E, is
ϕ(u) :=
1
2
∫
Ω
|∇u|2dx +
λ
p+ 1
∫
Ω
|u|p+1
|x|s1
dx−
1
2∗(s2)
∫
Ω
|u|2
∗(s2)
|x|s2
dx, (3.4)
which is of class C2(E,R). Precisely, we will obtain the following splitting result.
Compared with the bounded case, they are consistent in the presentation.
Theorem 3.1. (Splitting theorem for unbounded domain Ω) Assume that Ω ⊂ RN is
a C1 open unbounded domain with 0 ∈ ∂Ω and ∂Ω is C2 at 0, the mean curvature is
negative, i.e., H(0) < 0. Suppose that 0 ≤ s1 < 2, 0 < s2 < 2, 1 ≤ p < 2∗(s1) − 1.
Let {un} ⊂ E be a bounded (PS)c sequence of the functional ϕ, i.e., ϕ(un) → c
and ϕ′(un) → 0 strongly in E∗ as n → ∞. Then there exists a critical point U0 of
ϕ, a number k ∈ N, k functions U1, · · · , Uk and k sequences of radius (rjn)n, rjn >
0, 1 ≤ j ≤ k such that, up to a subsequence if necessary, the following properties are
satisfied. Either
(a) un → U0 in E or
(b) the following items are true:
(b1) U j ∈ D1,20 (RN+ ) ⊂ D1,20 (RN ) are nontrivial solutions of{
−∆u = |u|
2∗(s2)−2u
|x|s2 in R
N
+ ,
u = 0 on ∂RN+ ;
(3.5)
(b2) rjn → 0 as n→∞;
(b3)
∥∥∥un − U0 −∑kj=1(rjn) 2−N2 U j( ·rjn )
∥∥∥ → 0, where ‖ · ‖ is the norm in
D1,2(RN );
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(b4) ‖un‖2 →
∑k
j=0 ‖U
j‖2;
(b5) ϕ(un)→ ϕ(U0) +
∑k
j=1 I(U
j) with
I(U j) ≥
(
1
2
−
1
2∗(s2)
)
µs2(R
N
+ )
2∗(s2)
2∗(s2)−2 ,
and
I(u) :=
1
2
∫
R
N
+
|∇u|2dx−
1
2∗(s2)
∫
R
N
+
|u|2
∗(s2)
|x|s2
dx for u ∈ D1,20 (RN+ ).
Remark 3.1. What surprising us is that the representation of the splitting result for
unbounded domain are exactly the same as that one for bounded domain case (see [7,
Theorem 3.1]). However, on the applications,the assumptions we required are distinct
to ensure the “bounded PS sequence” exists. For example, in Theorem , when |Ω| =
∞, we always assume that λ > 0.
In order to prove the above theorem, we need to prepare beforehand several lem-
mas.
Lemma 3.1. (See [7, Lemma 3.2, Remark 3.2] and [11, Lemma 3.3]) Let Ω be an open
subset of RN .
1) Assume that {un} ⊂ Lp(Ω, dx|x|s ), 1 ≤ p <∞. If {un} is bounded inLp(Ω, dx|x|s )
and un → u almost everywhere on Ω, then∫
Ω
|un|p
|x|s
dx−
∫
Ω
|um − u|p
|x|s
dx→
∫
Ω
|u|p
|x|s
dx as n→∞.
2) Assume {un} ⊂ D1,20 (Ω) is such that un ⇀ u in D1,20 (Ω), then∫
Ω
|∇un|
2dx−
∫
Ω
|∇un −∇u|
2dx→
∫
Ω
|∇u|2dx as n→∞.
3) If un → u weakly in D1,20 (RN ), then
|un|2
∗(s)−2un
|x|s
−
|un − u|2
∗(s)−2(un − u)
|x|s
→
|u|2
∗(s)−2u
|x|s
as n→∞
in H−1(RN ).
✷
Lemma 3.2. (cf. [7, Lemma 2.1]) Let Ω ⊂ RN be a set having Lebesgue measure
|Ω| <∞. Let 0 ≤ s < 2, 1 ≤ p < 2∗(s). Then the embedding H10 (Ω) →֒ Lp(Ω, dx|x|s )
is compact.
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Lemma 3.3. Consider {un} ⊂ E such that I(un) → c and I ′(un) → 0 in E∗.
For rn ∈ (0,∞) with rn → 0, we assume that the rescaled sequence vn(x) :=
r
N−2
2
n un(rnx) is such that vn → v weakly in D1,20 (RN ) and vn → v a.e. on RN .
Then, I ′(v) = 0 and the sequence
wn(x) := un(x) − r
2−N
2
n v(
x
rn
)
satisfies I(wn)→ c− I(v), I ′(wn)→ 0 in E∗ and ‖wn‖2 = ‖un‖2 − ‖v‖2 + o(1).
Proof. We note that when Ω is a bounded domain, this lemma is given in [7, Lemma
3.3], a similar result we refer to [11, Lemma 3.4]. Following the procedure carefully,
we see that the proof of [7, Lemma 3.3] is still valid when Ω is unbounded. Hence,
we omit the details. We shall give the detailed proof about this type of result for the
system case, see the forthcoming Lemma 4.8.
Indeed, compared with the bounded case, the biggest difficulty is that how to ensure
rn → 0 which is a necessary condition to apply Lemma 3.3 to continue the splitting
iteration. When |Ω| = ∞, let un be a bounded (PS)c sequence for ϕ, and un ⇀ u
in E, it is not trivial that I ′(un − u) → 0 in E∗. To overcome these difficulties, we
require the following results:
Lemma 3.4. Consider the equation (3.1). Assume that 0 ≤ s1 < 2, 0 < s2 < 2, p <
2∗(s1)−1, then
{
|un|2
∗(s2)
|x|s2
}
is a tight sequence if {un} ⊂ E is a bounded sequence.
Proof. Since p+ 1 < 2∗(s1), we have
2N − 2s1 −N(p+ 1) + 2(p+ 1) > 0.
Since s2 > 0, we can take σ ∈ (0, s2) such that

2−σ
s2−σ
≥ 4−2s12N−2s1−N(p+1)+2(p+1) ,
σ − 2s1(s2−σ)2N−2s1−N(p+1)+2(p+1) > 0,
1− 2(s2−σ)2N−2s1−N(p+1)+2(p+1) > 0,
2(p+1)(s2−σ)
2N−2s1−N(p+1)+2(p+1)
< 2∗(s2)− 1.
(3.6)
Define 

p1 :=
2(p+1)(s2−σ)
2N−2s1−N(p+1)+2(p+1)
,
p2 := 2
∗(s2)− (p1 + 1)− 1,
σ1 :=
2s1(s2−σ)
2N−2s1−N(p+1)+2(p+1)
,
σ2 := σ − σ1,
σ¯ := (p+1)σ2
p−p1
(3.7)
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then we have 

0 < p1 + 1 < min{p+ 1, 2∗(s2)− 1},
0 < p2 + 1, p1 + p2 = 2
∗(s2)− 2,
σ1 > 0, σ2 > 0, σ1 + σ2 = σ,
0 < σ¯ ≤ 2,
(p+1)(p2+1)
p−p1
= 2∗(σ¯).
(3.8)
Then by the Ho¨lder inequality, for any Λ ⊂ Ω, we have∫
Λ
|u|2
∗(s2)
|x|σ
dx =
∫
Λ
|u|p1+1
|x|σ1
|u|p2+1
|x|σ2
dx
≤
(∫
Λ
|u|p+1
|x|σ1
p+1
p1+1
dx
) p1+1
p+1
(∫
Λ
|u|(p2+1)
p+1
p−p1
|x|σ2
p+1
p−p1
dx
) p−p1
p+1
=
(∫
Λ
|u|p+1
|x|s1
dx
) p1+1
p+1
(∫
Λ
|u|2
∗(σ¯)
|x|σ¯
dx
) p−p1
p+1
.
Hence, by the Hardy-Sobolev inequality, we see that |un|σ,2∗(s2) is bounded due to the
boundedness of {un} in E. Hence,∫
B
c
R
∩Ω
|un|
2∗(s2)
|x|s2
dx =
∫
B
c
R
∩Ω
1
|x|s2−σ
|un|
2∗(s2)
|x|σ
dx
≤
1
Rs2−σ
∫
B
c
R
∩Ω
|un|2
∗(s2)
|x|σ
dx
→0 as R→∞,
which implies that
{
|un|2
∗(s2)
|x|s2
}
is a tight sequence.
Lemma 3.5. Consider the equation (3.1). Assume that 0 ≤ s1 < 2, 0 < s2 <
2, p < 2∗(s1) − 1 and that {un} ⊂ E is a bounded (PS)c sequence for ϕ(u), then{
|∇un|
2 + λ
|un|p+1
|x|s1
}
is a tight sequence.
Proof. Let χR(x) ∈ C∞(RN ) be a cutoff function such that 0 ≤ χR ≤ 1, χR(x) ≡ 0
in BR, χR(x) ≡ 1 in Bc2R and |∇χR| ≤ 2R . Then it is easy to see that unχR ∈ E.
When {un} is a (PS)c sequence, we have∫
Ω
∇un · ∇(unχR) + λ
∫
Ω
|un|p+1χR
|x|s1
−
∫
Ω
|un|2
∗(s2)χR
|x|s2
= o(1)‖un‖E . (3.9)
Since {un} is bounded, going to a subsequence if necessary, we may assume that
un ⇀ u in E, un → u a.e in RN , un → u in Lγloc(RN ) for γ ∈ [1, 2∗). Then for any
fixed R > 0, we see that
lim
n→∞
∫
Ω
un∇un · ∇χR =
∫
Ω
u∇u · ∇χR. (3.10)
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By the absolute continuity of the integral, we have
lim
R→∞
∫
Ω
u∇u · ∇χR = 0, (3.11)
because of that∣∣∣∣
∫
Ω
u∇u · ∇χR
∣∣∣∣ ≤2
∫
R≤|x|≤2R
|u|
R
|∇u| ≤ 8
(∫
R≤|x|≤2R
u2
|x|2
) 1
2
(∫
R≤|x|≤2R
|∇u|2
) 1
2
≤C
∫
R≤|x|≤2R
|∇u|2dx.
By (3.9), we have∫
Ω
(
|∇un|
2 + λ
|un|p+1
|x|s1
)
χR = o(1)‖un‖E+
∫
Ω
|un|2
∗(s2)
|x|s2
χR−
∫
Ω
un∇un ·∇χR.
(3.12)
Recalling that {un} is bounded in E, by Lemma 3.4, we obtain that
{
|un|2
∗(s2)
|x|s2
}
is a
tight sequence, which implies that
lim
R→∞
∫
Ω
|un|2
∗(s2)
|x|s2
χR = 0 uniformly for all n. (3.13)
By (3.10)-(3.13), we have
lim
R→∞
lim sup
n→∞
∫
Ω
(
|∇un|
2 + λ
|un|p+1
|x|s1
)
χR = 0 (3.14)
and it following that
{
|∇un|
2 + λ
|un|p+1
|x|s1
}
is a tight sequence.
Lemma 3.6. Assume that 0 ≤ s1 < 2, 0 < s2 < 2, 1 ≤ p < 2∗(s1) − 1, and that
{un} ⊂ E is a bounded (PS)c sequence for ϕ(u) such that un ⇀ u in E, then up to
a subsequence,
|un|p−1un
|x|s1
→
|u|p−1u
|x|s1
in E∗ as n→∞.
Proof. For any h ∈ E and ε > 0, by Lemma 3.5 and Ho¨lder inequality, there exists
some Rε > 0 such that∣∣∣∣∣
∫
Ω∩Bc
Rε
(
|un|p−1un − |u|p−1u
|x|s1
)
hdx
∣∣∣∣∣
≤
∫
Ω∩Bc
Rε
∣∣∣∣ |un|p−1un|x|s1 h
∣∣∣∣ dx+
∫
Ω∩Bc
Rε
∣∣∣∣ |u|p−1u|x|s1 h
∣∣∣∣ dx
≤
(∫
Ω∩Bc
Rε
|un|p+1
|x|s1
) p
p+1
‖h‖E +
(∫
Ω∩Bc
Rε
|u|p+1
|x|s1
) p
p+1
‖h‖E
< ε‖h‖E. (3.15)
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On the other hand, by Lemma 3.2 and Ho¨lder inequality, we have∣∣∣∣∣
∫
Ω∩BRε
(
|un|p−1un − |u|p−1u
|x|s1
)
hdx
∣∣∣∣∣ = o(1)‖h‖E as n→∞. (3.16)
By (3.15) and (3.16), we prove that
|un|p−1un
|x|s1
→
|u|p−1u
|x|s1
in E∗ as n→∞.
Corollary 3.1. Assume that 0 ≤ s1 < 2, 0 < s2 < 2, 1 ≤ p < 2∗(s1) − 1. Let
{un} ⊂ E be a bounded (PS)c sequence for ϕ(u) such that un ⇀ u in E, then∫
Ω
|un|p+1
|x|s1
dx→
∫
Ω
|u|p+1
|x|s1
dx as n→∞
and
un → u in Lp+1
(
Ω,
dx
|x|s1
)
.
Proof. Rewrite∫
Ω
|un|p+1 − |u|p+1
|x|s1
=
∫
Ω
(
|un|
p−1un − |u|
p−1u
)
un
|x|s1
+
∫
Ω
|u|p−1u(un − u)
|x|s1
.
Since {un} ⊂ E is a bounded (PS)c sequence for ϕ(u), by Lemma 3.6, we have∫
Ω
|un|
p+1
|x|s1
dx→
∫
Ω
|u|p+1
|x|s1
dx as n→∞.
Combined with Lemma 3.1, we obtain that
un → u in Lp+1
(
Ω,
dx
|x|s1
)
.
Proof of Theorem 3.1. The proof is very like to [7, The proof of Theorem 3.1].
However, since Ω is unbounded, there will be some differences in the details. Hence,
for the convenience of the readers, we will give the details.
Let {un} ⊂ E be a bounded (PS)c sequence of ϕ(u), that is, ϕ(u) → c and
ϕ′(un) → 0 in E∗. Recalling that E ⊂ D1,20 (Ω) is weak close, then there exists
U0 ∈ H10 (Ω) so that, up to a subsequence, un ⇀ U0 in E and un → U0 a.e. on RN .
For any h ∈ E, by Lemma 3.6 we have∫
Ω
|un|p−1unh
|x|s1
dx→
∫
Ω
|U0|p−1U0h
|x|s1
dx as n→∞.
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Combined with Lemma 3.1, we see that 〈ϕ′(U0), h〉 = 0 since ϕ′(un) → 0 in E∗.
Thus, ϕ′(U0) = 0. Let u1n := un − U0, if |Ω| <∞, by Lemma 3.1 and Lemma 3.2, it
is easy to see that the sequence u1n := un − U0 satisfies

‖u1n‖ = ‖u
1
n‖E + o(1) = ‖un‖E − ‖U
0‖E + o(1) = ‖un‖ − ‖U
0‖+ o(1),
I ′(u1n)→ 0 in H−1(Ω),
I(u1n)→ c1 := c− ϕ(U
0),
(3.17)
where ‖u‖ :=
( ∫
Ω |∇u|
2dx
) 1
2
. If |Ω| =∞, by Lemma 3.6, Corollary 3.1 and Lemma
3.1, we can also obtain the results of (3.17).
If u1n → 0 in D
1,2
0 (Ω), by Corollary 3.1, we obtain that un → U0 in E and we are
done. If u1n 6→ 0 in D
1,2
0 (Ω), we claim that
lim inf
n→∞
∫
Ω
|u1n|
2∗(s2)
|x|s2
dx > 0. (3.18)
Otherwise, the facts that {u1n} ⊂ E ⊂ D
1,2
0 (Ω) is bounded and I ′(u1n)→ 0 inH−1(Ω)
would bring to a contradiction because
〈I ′(u1n), u
1
n〉 =
∫
Ω
|∇u1n|
2dx−
∫
Ω
|u1n|
2∗(s2)
|x|s2
dx→ 0,
and, hence, u1n → 0 in D
1,2
0 (Ω). Thereby, (3.18) holds true.
Define an analogue of Levy’s concentration function
Qn(r) :=
∫
Br
|u1n|
2∗(s2)
|x|s2
dx.
Since Qn(0) = 0 and, due to (3.18), Qn(∞) > 0 , we can choose
δ1 <
1
2
lim inf
n→∞
∫
Ω
|u1n|
2∗(s2)
|x|s2
dx
so small that 0 < δ1 <
(
µs2(R
N )
2
)N−s2
2−s2
and find a positive sequence {r1n} such that
Qn(r
1
n) = δ1. Set v1n(x) := (r1n)
N−2
2 u1n(r
1
nx). Since ‖v1n‖ = ‖u1n‖ is bounded, we
may assume v1n ⇀ U1 in D1,2(RN ), v1n → U1 a.e. on RN and
δ1 =
∫
B1
|v1n|
2∗(s2)
|x|s2
dx. (3.19)
We claim that U1 6≡ 0.
Set Ωn = 1r1nΩ and let fn ∈ D
1,2
0 (Ω) be such that 〈I ′(u1n), h〉 =
∫
Ω
∇fn · ∇h for
any h ∈ D1,20 (Ω). Then gn(x) := (r1n)
N−2
2 fn(r
1
nx) satisfies
∫
Ωn
|∇gn|
2 =
∫
Ω
|∇fn|
2
and 〈I ′(v1n), h〉 =
∫
Ωn
∇gn · ∇h for any h ∈ D1,20 (Ωn).
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If U1 ≡ 0 would be true, then we could deduce that, for any h ∈ C∞0 (RN ) with
supp h ⊂ B1,∫
B1
|∇(hv1n)|
2 =
∫
B1
∇v1n · ∇(h
2v1n) + o(1)
=
∫
B1
h2|v1n|
2∗(s2)
|x|s2
+
∫
B1
∇gn · ∇(h
2v1n) + o(1)
≤µs2(R
N )−1
(∫
supp h
|v1n|
2∗(s2)
|x|s2
) 2∗(s2)−2
2∗(s2)
∫
B1
∣∣∇(hv1n)∣∣2 + o(1)
=µs2(R
N )−1δ
2−s2
N−s2
1
∫
B1
|∇(hv1n)|
2 + o(1)
<
1
2
∫
B1
|∇(hv1n)|
2 + o(1),
here we are using the inequality:
∫
RN
h2|u|2
∗(s)
|x|s
≤ µs(R
N )−1
(∫
supp h
|u|2
∗(s)
|x|s
) 2∗(s)−2
2∗(s)
∫
RN
|∇(hu)|2
that holds for all u ∈ D1,2(RN ) and h ∈ C∞0 (RN ) (see [11, Lemma 3.5.]).
Hence, ∇v1n → 0 in L2loc (B1) and, by the Hardy-Sobolev inequality, v1n → 0
in L2
∗(s2)
loc
(
B1,
dx
|x|s2
)
, which follows a contradiction with (3.19). Thus, the claim is
proved.
Now, let us prove that r1n → 0. We proceed by contradiction. Otherwise, by the
choice of δ1 and Lemma 3.4, we obtain that {r1n} is bounded. Hence, we may assume
that r1n → r1∞ > 0, then the fact that u1n ⇀ 0 in D
1,2
0 (Ω) would imply v1n(x) :=
(r1n)
N−2
2 u1n(r
1
nx) ⇀ 0 in D
1,2
0 (R
N ), in contradiction with U1 6≡ 0. Therefore, r1n →
0.
Next, we prove that supp U1 ⊂ RN+ . Without loss of generality, we assume that
∂RN+ = {xN = 0} is tangent to ∂Ω at 0, and that −eN = (0, · · · ,−1) is the outward
normal to ∂Ω at that point. For any compact K ⊂ RN− , we have for n large enough,
that Ω
r1n
∩K = ∅ as r1n → 0. Since supp v1n ⊂ Ωr1n and v
1
n → U
1 a.e. in RN , U1 = 0
a.e. on K follows, and, therefore, supp U1 ⊂ RN+ .
By (3.17) and Lemma 3.3, we obtain that I ′(U1) = 0. Hence, U1 is a weak
solution of (1.3). Moreover, by Lemma 3.3 again, we see that the sequence u2n(x) :=
u1n(x) − (r
1
n)
2−N
2 U1( x
r1n
) also satisfies


‖u2n‖
2 = ‖un‖2 − ‖U0‖2 − ‖U1‖2 + o(1),
I(u2n)→ c2 := c− ϕ(U
0)− I(U1),
I ′(u2n)→ 0 in H−1(Ω).
(3.20)
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We also note that
I(U1) ≥
(
1
2
−
1
2∗(s2)
)
µs2(R
N
+ )
2∗(s2)
2∗(s2)−2 .
By iterating the above procedure, we construct critical pointsU j of I(u) and sequences
(rjn) with the above properties. Here we note that since
∫
Ω
|uin|
p+1
|x|s1 dx = o(1), ‖u
i
n‖ =
‖uin‖E + o(1), we see that {uin} is also can be viewed as a bounded (PS)ci for ϕ(u)
with c1 = c − ϕ(U0) and ci = c − ϕ(U0) − I(U1) − · · · − I(U i−1), i ≥ 2. Hence,
by Lemma 3.4, we can guarantee the boundedness of {rin}. And since ϕ(un)→ c, the
iteration must terminate after a finite number of steps. ✷
3.2 Existence results on a single equation
3.2.1 A supplement to a single equation on the domain with finite Lebesgue mea-
sure
Firstly we will study the case of p = 1 basing on the result of Proposition 2.1 as a
supplement to the results of [7](see [7, Remark 2.1]). That is, we consider the following
problem {
−∆u+ λ∗ u|x|s1 = λ
|u|2
∗(s2)−2u
|x|s2 in Ω
u(x) = 0 on ∂Ω,
(3.21)
After rescaling properly, we may assume that λ = 1. We obtain Theorem 1.1 and
Theorem 1.2.
Proof of Theorem 1.1: When Ω is a bounded domain, it is just a special case of [7,
Theorem 1.4]. We only need to prove that u > 0. Since the process is very like, we pre-
fer to give the detail of this part in the proof of Theorem 1.2. When Ω is unbounded, we
only need to replace [7, Theorem 3.1] by Theorem 3.1 above, by the similar arguments
as the bounded case, we can obtain the results. ✷
Proof of Theorem 1.2: Without loss of generality, we may assume that λ = 1. Define
ϕ(u) :=
∫
Ω
[
|∇u|2
2
+ λ∗
u2
2
−
|u|2
∗(s1)
2∗(s1)
]
dx,
which is of class C2(H10 (Ω),R). Since λ∗ > −λ1,s1(Ω), by Proposition 2.1, we can
choose the norm
‖u‖ :=
(∫
Ω
|∇u|2 + λ∗
|u|2
|x|s1
) 1
2
which is equivalent to the usual one in H10 (Ω). Recalling that 2∗(s2) > 2, it is easy to
verify that ϕ has the mountain pass geometry. Now, we define the mountain pass value
c∗ := inf
γ∈Γ
max
t∈[0,1]
ϕ(γ(t)), (3.22)
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where Γ := {γ(t) ∈ C([0, 1], H10 (Ω)) : γ(0) = 0, ϕ(γ(1)) < 0}. Then there exists a
(PS)c∗ sequence, that is, a sequence {un}n, un ∈ H10 (Ω), such that{
Φ(un)→ c∗,
Φ′(un)→ 0 in H−10 (Ω).
By the Hardy-Sobolev inequality, we see that c∗ > 0. On the other hand, following the
processes of [7, Lemma 2.4.], we can prove that there exists some v0 ∈ H10 (Ω)\{0}
such that ϕ(v0) < 0 and
max
0≤t≤1
ϕ(tv0) <
(
1
2
−
1
2∗(s1)
)
µs1(R
N
+ )
2∗(s1)
2∗(s1)−2 .
Hence, we have
0 < c∗ <
(
1
2
−
1
2∗(s1)
)
µs1(R
N
+ )
2∗(s1)
2∗(s1)−2 .
It is easy to check that {un} is bounded in H10 (Ω). Then by [7, Theorem 3.1] if Ω is
bounded and by Theorem 3.1 if Ω is unbounded, there exists some U0 ∈ H10 (Ω) such
that un → U0 in H10 (Ω) and ϕ′(U0) = 0, ϕ(U0) = c∗. Hence, U0 is a solution of
(3.21). Now, let
A := {u 6= 0, ϕ′(u) = 0},
then A 6= ∅. Define c0 = inf
u∈A
ϕ(u), then by Hardy-Sobolev inequality, we see that
c0 > 0. Let {un} ⊂ A be a minimizing sequence, then {un} is a bounded (PS)c0
sequence of ϕ. Note that 0 < c0 ≤ c∗ <
(
1
2
−
1
2∗(s1)
)
µs1(R
N
+ )
2∗(s1)
2∗(s1)−2 , by [7,
Theorem 3.1] or Theorem 3.1 again, up to a subsequence, un → u0, a ground state
solution of (3.21). Without loss of generality, we may assume that u0 ≥ 0. Now, we
let a(x) := −λ∗ 1|x|σ0 +
|u0|
2∗(s1)−2
|x|s1 , it is easy to check that a(x) ∈ L
N
2
loc(Ω) and u0 is
a weak solution of
−∆u = a(x)u, u ∈ H10 (Ω).
Then the Bre´zis-Kato theorem [4] implies that u0 ∈ Lrloc(Ω) for all 1 ≤ r <∞. Then
u0 ∈ W
2,r
loc (Ω) for all 1 ≤ r < ∞. By the elliptic regularity theory, u0 ∈ C2(Ω).
Finally, by the maximum principle, we obtain that u0 is positive. ✷
3.2.2 The cases of p = 1 with |Ω| =∞ or p > 1 with unbounded domain Ω
In the following, we are concerned with the existence of positive solutions to the fol-
lowing problem 

−∆u+ λ u
p
|x|s1 =
u2
∗(s2)−1
|x|s2 in Ω,
u(x) > 0 in Ω,
u(x) = 0 on ∂Ω,
(3.23)
where Ω is an open unbounded domain in RN . N ≥ 3, 2∗(s2) := 2(N−s2)N−2 . When
p < 2∗(s1)− 1, there seems to have no results when Ω is an open unbounded domain
but Ω 6= RN+ . Here we are aim to give something new. We obtain Theorem 1.3.
23
When |Ω| = ∞ and 1 ≤ p < 2∗(s1) − 1, we can not ensure that
∫
Ω
|u|p+1
|x|s1
dx is
well defined for all u ∈ D1,20 (Ω). Hence, Problem (3.23) is posed in the framework of
the Sobolev space
E := D1,20 (Ω) ∩ L
p+1
(
Ω,
dx
|x|s1
)
.
It is easy to see that E is weakly closed due to the Fatou’s Lemma. We take the norm
‖u‖E :=
(∫
Ω
|∇u|2dx
) 1
2
+
(∫
Ω
|u|p+1
|x|s1
dx
) 1
p+1
.
In this case, we always assume that λ > 0.
When |Ω| <∞, E = D1,20 (Ω), we always assume that p > 1 since p = 1 has been
studied in subsection 3.2.1. To (3.23) there corresponds the variational functional,
defined in E, by
ϕ(u) :=
1
2
∫
Ω
|∇u|2dx+
λ
p+ 1
∫
Ω
|u|p+1
|x|s1
dx−
1
2∗(s2)
∫
Ω
|u|2
∗(s2)
|x|s2
dx,
which is of class C2(E,R).
Lemma 3.7. Assume that Ω ⊂ RN is an open unbounded domain and

λ > 0, 1 ≤ p < min{2∗(s2)− 1, 2∗(s1)− 1} if |Ω| =∞;
either λ < 0, 1 < p < 2∗(s1)− 1 or
λ > 0, 1 < p < min{2∗(s2)− 1, 2∗(s1)− 1} if |Ω| <∞.
Then for any u ∈ E\{0}, there exists a unique tu > 0 such that
tuu ∈ N := {u 6= 0, J(u) = 0},
where
J(u) := 〈ϕ′(u), u〉 =
∫
Ω
|∇u|2dx + λ
∫
Ω
|u|q
|x|s1
dx−
∫
Ω
|u|2
∗(s2)
|x|s2
dx.
Moreover, N is close and bounded away from 0.
Proof. The proof of existence and uniqueness of tu is standard, we omit the details
and refer to [39, Lemma 2.1]. And it is trivial that N is closed. The proof of that N
is bounded away from 0 is a little different, hence we prefer to give the details of this
part.
For any u ∈ N , we have J(u) = 0. Then by the Hardy-Sobolev inequality, for the
case of λ > 0, we have∫
Ω
|∇u|2dx <
∫
Ω
|∇u|2dx+ λ
∫
Ω
|u|p+1
|x|s1
dx =
∫
Ω
|u|2
∗(s2)
|x|s2
dx
≤
(
µs2(R
N )−1
∫
Ω
|∇u|2dx
) 2∗(s2)
2
,
24
and for the case of λ < 0, |Ω| <∞, p > 1, by Lemma 3.2, we also have
∫
Ω
|∇u|2dx =
∫
Ω
|u|2
∗(s2)
|x|s2
dx− λ
∫
Ω
|u|p+1
|x|s1
dx
≤
(
µs2(R
N )−1
∫
Ω
|∇u|2dx
) 2∗(s2)
2
+ C|λ|
(∫
Ω
|∇u|2dx
) p+1
2
.
Hence, there exists some δ0 > 0 such that
( ∫
Ω
|∇u|2dx
) 1
2 ≥ δ0 and it follows that
‖u‖E >
(∫
Ω
|∇u|2dx
) 1
2
≥ δ0 > 0. (3.24)
Hence, N is bounded away from 0.
Lemma 3.8. Assume that Ω ⊂ RN is an open unbounded domain and

λ > 0, 1 ≤ p < min{2∗(s2)− 1, 2∗(s1)− 1} if |Ω| =∞;
either λ < 0, 1 < p < 2∗(s1)− 1 or
λ > 0, 1 < p < min{2∗(s2)− 1, 2∗(s1)− 1} if |Ω| <∞
Then any (PS)c sequence of ϕ is bounded in E and any {un} ⊂ N , a (PS)c sequence
of ϕ∣∣
N
, is also a (PS)c sequence of ϕ.
Proof. We firstly consider the case of |Ω| = ∞ and λ > 0, 1 ≤ p < min{2∗(s2) −
1, 2∗(s1)− 1}.
Le {un} ⊂ E be a (PS)c sequence of ϕ(u), that is{
ϕ′(un)→ 0 in E∗,
ϕ(un)→ c.
Denote an :=
∫
Ω
|∇un|
2dx, bn :=
∫
Ω
|u|q
|x|s1
dx, cn :=
∫
Ω
|un|2
∗(s2)
|x|s2
, q = p+1. Then,
we have
〈ϕ′(un), un〉 = an + λbn − cn = o(1)‖un‖E (3.25)
and
ϕ(un) =
1
2
an +
λ
q
bn −
1
2∗(s2)
cn = c+ o(1). (3.26)
Hence,(
1
2
−
1
2∗(s2)
)
an +
(
1
q
−
1
2∗(s2)
)
λbn = c+ o(1) (1 + ‖un‖E) . (3.27)
25
Noting that ‖un‖E = a
1
2
n + b
1
q
n , without loss of generality, going to a subsequence if
necessary, we may assume that
a
1
2
n ≥
1
2
‖un‖E or b
1
q
n ≥
1
2
‖un‖E.
If a
1
2
n ≥ 12‖un‖E , recalling that λ > 0, q < 2
∗(s2), we have(
1
2
−
1
2∗(s2)
)
1
4
‖un‖
2
E ≤
(
1
2
−
1
2∗(s2)
)
an
≤
(
1
2
−
1
2∗(s2)
)
an +
(
1
q
−
1
2∗(s2)
)
λbn
=c+ o(1) (1 + ‖un‖E) ,
and if b
1
q
n ≥
1
2‖un‖E , we have(
1
q
−
1
2∗(s2)
)
λ
(
‖un‖E
2
)q
≤
(
1
q
−
1
2∗(s2)
)
λbn
≤
(
1
2
−
1
2∗(s2)
)
an +
(
1
q
−
1
2∗(s2)
)
λbn
=c+ o(1) (1 + ‖un‖E) ,
which implies that {un} is bounded in E.
Secondly, we consider the case of |Ω| < ∞. We note that if λ > 0, q < 2∗(s2) ,
the arguments displayed above are valid. Next, we assume that λ < 0, 2 < q < 2∗(s1).
Notice that in this case, the embedding D1,20 (Ω) →֒ Lq(Ω, dx|x|s1 ) is compact and the
norm ‖un‖E is equivalent to the usual one ‖un‖ = a
1
2
n . Hence, note that
o(1)‖un‖E + 2c+ o(1) =
2
q
λbn −
2
2∗(s2)
cn − λbn + cn
=
(
1−
2
q
)
|λ|bn +
(
1−
2
2∗(s2)
)
cn,
we have
‖un‖
2
E ≤Can = C (o(1)‖un‖E + cn + |λ|bn)
≤C¯
(
o(1)‖un‖E + (1−
2
q
)|λ|bn + (1 −
1
2∗(s2)
)cn
)
≤C˜ (o(1)‖un‖E + 1) ,
which also implies that {un} is bounded in E.
The remaining proof is similar to [39, Lemma 2.3], we omit the details.
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Lemma 3.9. Let Ω ⊂ RN be a C1 open domain with 0 ∈ ∂Ω. The boundary ∂Ω is
C2 at 0 with the mean curvature H(0) < 0. Assume that

λ > 0, 1 ≤ p < min{2∗(s2)− 1, 2∗(s1)− 1} if |Ω| =∞;
either λ < 0, 1 < p < 2∗(s1)− 1 or
λ > 0, 1 < p < min{2∗(s2)− 1, 2
∗(s1)− 1} if |Ω| <∞.
Furthermore, if λ > 0, we require that p < N−2s1
N−2 or p ≥
N−2s1
N−2 with |λ| small
enough. Then we have 0 < c0 < Θ¯ :=
(
1
2
−
1
2∗(s2)
)
µs2(R
N )
2∗(s2)
2∗(s2)−2 , where
c0 := inf
u∈N
ϕ(u). (3.28)
Proof. Under the assumptions, by Lemma 3.7, the corresponding Nehari manifold is
well defined, hence c0 is well defined. By (3.24), we obtain that c0 > 0. When Ω is
bounded, c0 < Θ¯ is given by [7, Lemma 2.4]. And we note that the proof is completely
valid for the unbounded case, since the construction of testing function only required
the local information of Ω near x = 0.
Proof of Theorem 1.3:Let {un} ⊂ N be a minimizing sequence, then{
ϕ(un)→ c0 := infu∈N ϕ(u)
ϕ′(un)→ 0 in E∗.
By Lemma 3.9, we have c0 ∈ (0, Θ¯) and by Lemma 3.8, {un} is bounded in E.
Then by Theorem 3.1, up to a subsequence, there exists some u ∈ E such that un → u
strongly in E and ϕ(u) = c0. Hence, u ∈ N is a minimizer. Without loss of generality,
we may assume that u ≥ 0 is a ground state solution of (3.23). Finally, it is standard to
show u0 is positive. ✷
3.2.3 Li-Lin’s Open problem on unbounded domain
Li-Lin’s Open Problem (see [19, Remark 1.2]) For the situation s1 < s2 and λ < 0,
the existence of positive solutions to{
∆u+ λu
2∗(s1)−1
|x|s1 +
u2
∗(s2)−1
|x|s2 = 0 in Ω,
u(x) > 0 in Ω, u(x) = 0 on ∂Ω.
is completely open. Even for the equation
∆u− up +
u2
∗(s)−1
|x|s
= 0 in Ω, (3.29)
where 0 < s < 2 and 2∗(s) − 1 < p < N+2
N−2 , the existence problem still remains an
interesting open question. ✷
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The first partial answer to Li-Lin’s open problem is obtained in [7], where the
authors consider the following problem:

∆u+ λ u
p
|x|s1 +
u2
∗(s2)−1
|x|s2 = 0 in Ω,
u(x) > 0 in Ω,
u(x) = 0 on ∂Ω,
(3.30)
where Ω is an open bounded domain in RN , N ≥ 3, 2∗(s2) := 2(N−s2)N−2 . When
2∗(s2) − 1 < p ≤ 2∗(s1) − 1 , it is a case considered in the above mentioned Li-
Lin’s open problem. For such cases, we see that the functional still possesses the
mountain pass geometric structure. We also note that the method of Nehari manifold
fails now and one can not ensure any (PS)c sequence is bounded any more. Hence, the
Ekeland’s principle is not enough for this problem, to overcome this difficulty, one thus
needs to develop more sophisticated critical point theories which assert the existence of
a bounded (PS) sequence. Cerami-Zhong-Zou obtain the following results thanks to
the perturbation method and the well-known Struwe’s monotonicity trick (see [15, 30]).
Theorem A1 (cf. [7, Theorem 1.5]) Let Ω ⊂ RN be a C1 bounded domain such that
0 ∈ ∂Ω. Assume that ∂Ω is of C2 at 0 and that the mean curvature of ∂Ω at 0, H(0),
is negative. If
λ < 0, 2∗(s2)− 1 < p ≤ 2
∗(s1)− 1,
then there exists λ0 < 0 such that (3.30) has a positive solution for all λ0 < λ < 0. ✷
Theorem A2 (cf. [7, Theorem 1.6]) Let Ω ⊂ RN be a C1 bounded domain such that
0 ∈ ∂Ω. Assume that ∂Ω is of C2 at 0 and the mean curvature of ∂Ω at 0, H(0), is
negative. If
λ < 0; 2∗(s2)− 1 < p <
N − 2s1
N − 2
,
then for almost every λ < 0, (3.30) has a positive solution. ✷
Next, we are going to study the Li-Lin’s open problems on the unbounded domain
Ω. The framework of the Sobolev space E = H10 (Ω) if |Ω| <∞ and E = D
1,2
0 (Ω) ∩
Lp+1(Ω, dx|x|s1 ) if |Ω| = ∞. Usually, the nontrivial weak limit u of a (PS) sequence
un is a solution we are searching for. The perturbation method state out the weak limit
is nontrivial through the geometrical position without the splitting result.
Theorem 3.2. Let Ω ⊂ RN be a C1 unbounded domain with |Ω| < ∞ such that
0 ∈ ∂Ω. Suppose that ∂Ω is of C2 at 0 and the mean curvature of ∂Ω at 0, H(0), is
negative. Let assume
λ < 0, 2∗(s2)− 1 < p ≤ 2
∗(s1)− 1,
then there exists λ0 < 0 such that (3.30) has a positive solution for all λ0 < λ < 0.
Proof. Replace H10 (Ω) by E and the arguments of [7, Theorem 1.5] are completely
valid. We omit the details.
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Recalling Lemma 3.9 is still valid for unbounded domain. We see that following
results obtain in [7] hold.
Lemma A3 (cf.[7, Lemma 6.1]) Consider the problem (3.30) with 2∗(s2) − 1 < p <
N−2s1
N−2 . Then ∀ λ < 0, there exists 0 < δ < |λ| such that for almost every η ∈
[λ− δ, λ+ δ], there exists a bounded sequence {un} ⊂ H10 (Ω)
(
{un} ⊂ E
)
with
Iη(un)→ cη < Θ =:
(1
2
−
1
2∗(s2)
)
µs2(R
N
+ )
2∗(s2)
2∗(s2)−2 ,
cη > 0 and I ′η(un)→ 0 in H−1(Ω)
(
I ′η(un)→ 0 in E∗
)
Where
Iλ(u) :=
1
2
∫
Ω
|∇u|2dx−
λ
p+ 1
∫
Ω
up+1+
|x|s1
−
1
2∗(s2)
∫
Ω
u
2∗(s2)
+
|x|s2
dx
✷
Corollary A4(cf.[7, Corollary 6.1]) For almost every λ < 0, there exists a bounded
sequence {un} ⊂ H10 (Ω)
(
{un} ⊂ E
)
such that Iλ(un) → cλ < Θ and I ′λ(un) →
0 in H−1(Ω)
(
I ′η(un)→ 0 in E∗
)
. ✷
Recall that Theorem 3.1 gives a splitting result for the case of unbounded domain,
we can also obtain the following theorem:
Theorem 3.3. Let Ω ⊂ RN be a C1 unbounded domain such that 0 ∈ ∂Ω. Suppose
that ∂Ω is of C2 at 0 and the mean curvature of ∂Ω at 0, H(0), is negative. Assume
further
λ < 0, 2∗(s2)− 1 < p <
N − 2s1
N − 2
,
then for almost every λ < 0, (3.30) has a positive solution.
Proof. By Lemma A3 and Corollary A4, for almost every λ < 0, there exists a
bounded (PS)cλ sequence with 0 < cλ < Θ. Then, up to a subsequence, there exists
some Uλ ∈ E such that un ⇀ Uλ. We only need to prove thatUλ 6= 0. Indeed, assume
Uλ = 0, since p < 2∗(s1)− 1 we can apply Theorem 3.1 obtaining k ≥ 1 and
cλ = Iλ(un) + o(1) = Iλ(Uλ) +
k∑
i=1
I(Uk) + o(1) =
k∑
i=1
I(Uk) + o(1) ≥ Θ,
a contradiction. Hence, a positive solution Uλ to problem (3.30) is found.
Remark 3.2. Compare Theorem 3.2, Theorem 3.3 with the ones for bounded domain
case, i.e., Theorem A1 and Theorem A2. What surprising us is that the representation
are exactly the same even for the range of p. Now, let us give an explanation. When we
apply the perturbation argument or monotonicity trick, the framework of work space
is E and thus the bounded (PS)c sequence obtained are relate to the norm ‖ · ‖E .
Another related explanation see Remark 3.1.
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4 Compactness results for the system case
4.1 The case of α + β < 2∗(s2) and |Ω| <∞
Lemma 4.1. Suppose that Ω ⊂ RN with the Lebesgue measure |Ω| < ∞ and 0 ≤
s2 < 2, 1 < α, 1 < β, α+ β < 2
∗(s2). Let {(un, vn)} ⊂ D := H10 (Ω)×H10 (Ω) be a
bounded sequence such that (un, vn) ⇀ (u, v) in D∗, then
|un|α−2un|vn|β
|x|s2
→
|u|α−2u|v|β
|x|s2
in H−1(Ω) (4.1)
and
|un|α|vn|β−2vn
|x|s2
→
|u|α|v|β−2v
|x|s2
in H−1(Ω). (4.2)
Proof. We only prove (4.1). Since |Ω| < ∞, there exists some R > 0 such that
|Ω ∩ BcR| < 1 and
∫
Ω∩Bc
R
1
|x|s2
dx < 1 for s2 ≥ 0. Note that 1|x|s2 ∈ L
1(Ω ∩ BR)
since Ω ∩ BR is bounded domain in RN and s2 < N . Hence,
1
|x|s2
∈ L1(Ω). By the
absolute continuity of the integral, we obtain that∫
Λ∩Ω
1
|x|s2
dx→ 0 as meas(Λ)→ 0. (4.3)
Without loss of generality, we may assume that un
a.e.
−−→ u, vn
a.e.
−−→ v in Ω up to
a subsequence. Thanks to the Egoroff Theorem, for any ε > 0, there exists some
Ω1 ⊂ Ω such that |Ω1| < ε and
un → u, vn → v uniformly in Ω\Ω1 as n→∞. (4.4)
For ∀ h ∈ H10 (Ω), we have∣∣∣∣
∫
Ω
(
|un|α−2un|vn|β
|x|s2
−
|u|α−2u|v|β
|x|s2
)
hdx
∣∣∣∣
≤
∫
Ω1
∣∣∣∣ |un|α−2un|vn|β|x|s2 h
∣∣∣∣ dx+
∫
Ω1
∣∣∣∣ |u|α−2u|v|β|x|s2 h
∣∣∣∣ dx
+
∣∣∣∣∣
∫
Ω\Ω1
(
|un|α−2un|vn|β
|x|s2
−
|u|α−2u|v|β
|x|s2
)
hdx
∣∣∣∣∣
:= I + II + III.
Recalling that (un, vn) is bounded, by (4.3), the Ho¨lder inequality and the Hardy-
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Sobolev inequality, we have
I =
∫
Ω1
∣∣∣∣ |un|α−2un|vn|β|x|s2 h
∣∣∣∣ dx
=
∫
Ω1
|h|
|x|
s2
2∗(s2)
|vn|β
|x|
βs2
2∗(s2)
|un|α−1
|x|
(α−1)s2
2∗(s2)
1
|x|
(2∗(s2)−α−β)s2
2∗(s2)
dx
≤
(∫
Ω1
|h|2
∗(s2)
|x|s2
) 1
2∗(s2)
(∫
Ω1
|vn|2
∗(s2)
|x|s2
) β
2∗(s2)
(∫
Ω1
|un|2
∗(s2)
|x|s2
) α−1
2∗(s2)
(∫
Ω1
1
|x|s2
) 2∗(s2)−α−β
2∗(s2)
=o(1)‖h‖ as |Ω1| → 0.
Similarly, we also have II = o(1)‖h‖ as |Ω1| → 0. On the other hand, for any fixed
Ω1, by (4.4) and the Hardy-Sobolev inequality, it is easy to see that
III = o(1)‖h‖ as n→∞. (4.5)
Hence, we obtain∣∣∣∣
∫
Ω
(
|un|α−2un|vn|β
|x|s2
−
|u|α−2u|v|β
|x|s2
)
hdx
∣∣∣∣ = o(1)‖h‖,
which means that
|un|α−2un|vn|β
|x|s2
→
|u|α−2u|v|β
|x|s2
in H−1(Ω).
4.2 The case of α + β < 2∗(s2) and |Ω| =∞
For the case of |Ω| =∞, we always assume that λ∗, µ∗ > 0, then ‖u‖E, ‖v‖F defined
by (2.2) and (2.3) are norms. We denote
(A∗σ0) either σ0 < s2 or
{
0 < s2 ≤ σ0,
2 + 4
σ0
σ0−s2
N−2 < α+ β
;
(A∗η0) either η0 < s2 or
{
0 < s2 ≤ η0,
2 + 4
η0
η0−s2
N−2 < α+ β
.
Lemma 4.2. Suppose that Ω ⊂ RN with |Ω| = ∞ and (A∗σ0 ), (A
∗
η0
), 1 < α, 1 <
β, α + β < 2∗(s2). Let {(un, vn)} ⊂ D : E × F be a bounded sequence such that
(un, vn)⇀ (u, v) in D∗, then
|un|α−2un|vn|β
|x|s2
→
|u|α−2u|v|β
|x|s2
in H−1(Ω) (4.6)
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and
|un|α|vn|β−2vn
|x|s2
→
|u|α|v|β−2v
|x|s2
in H−1(Ω). (4.7)
Proof. We only prove (4.6). Without loss of generality, we assume that un → u
a.e. in Ω. Under the assumptions (A∗σ0 ), (A
∗
η0
), by Proposition 2.2, we see that
|un|
α+β
|x|s2 ,
|vn|
α+β
|x|s2 are tight sequences. Then for any h ∈ D , by the Ho¨lder inequal-
ity, we have∣∣∣∣∣
∫
B
c
R∩Ω
(
|un|α−2un|vn|β
|x|s2
−
|u|α−2u|v|β
|x|s2
)
hdx
∣∣∣∣∣
≤
∫
B
c
R
∩Ω
∣∣∣∣ |un|α−2un|vn|β|x|s2 h
∣∣∣∣ dx+
∫
B
c
R
∩Ω
∣∣∣∣ |u|α−2u|v|β|x|s2 h
∣∣∣∣ dx
≤
(∫
B
c
R
∩Ω
|un|
α+β
|x|s2
dx
) α−1
α+β
(∫
B
c
R
∩Ω
|vn|
α+β
|x|s2
dx
) β
α+β
(∫
B
c
R
∩Ω
|h|α+β
|x|s2
dx
) 1
α+β
+
(∫
B
c
R∩Ω
|u|α+β
|x|s2
dx
) α−1
α+β
(∫
B
c
R∩Ω
|v|α+β
|x|s2
dx
) β
α+β
(∫
B
c
R∩Ω
|h|α+β
|x|s2
dx
) 1
α+β
= o(1)‖h‖ as R→∞. (4.8)
Apply the similar arguments as that in Lemma 4.1, we can obtain that∣∣∣∣∣
∫
{|x|≤R}∩Ω
(
|un|α−2un|vn|β
|x|s2
−
|u|α−2u|v|β
|x|s2
)
hdx
∣∣∣∣∣ = o(1)‖h‖ as n→∞. (4.9)
By (4.8) and (4.9), we get (4.6).
4.3 The case of α + β = 2∗(s2)
Lemma 4.3. Let σ ≥ 1, then for any ε > 0, there exists C(ε) > 0 such that∣∣∣|x+ y|σ−2(x+ y)− |x|σ−2x∣∣∣ ≤ ε|x|σ−1 + C(ε)|y|σ−1. (4.10)
Proof. It is trivial for x = 0 or σ = 1. Next, we always assume that σ > 1 and x 6= 0.
For the case of x > 0, let t = y
x
, then (4.10) is equivalent to the following inequality∣∣∣|1 + t|σ−2(1 + t)− 1∣∣∣ ≤ ε+ C(ε)|t|σ−1. (4.11)
We define
f(t) :=
∣∣∣|1 + t|σ−2(1 + t)− 1∣∣∣, t ∈ R,
then it is easy to see that f(t) is continuous on R. Notice that f(0) = 0, we obtain that
for any ε > 0, there exists some t0 > 0 such that
f(t) ≤ ε if |t| ≤ t0. (4.12)
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On the other hand, since
lim sup
|t|→∞
f(t)
|t|σ−1
= 1.
Thus, by the continuity, there exists some C(ε) > 0 such that
f(t) ≤ C(ε)|t|σ−1, |t| ≥ t0. (4.13)
Then, (4.11) follows from (4.12) and (4.13).
For the case of x < 0, we let t = − y
x
, then (4.10) is equivalent to the following
inequality ∣∣∣|t− 1|σ−2(t− 1) + 1∣∣∣ ≤ ε+ C(ε)|t|σ−1. (4.14)
Let
g(t) :=
∣∣∣|t− 1|σ−2(t− 1) + 1∣∣∣, t ∈ R,
the similar arguments also lead to (4.14).
Corollary 4.1. Assume that 0 ≤ s < 2, σ > 1. Let {un} ⊂ L2
∗(s)
(
R
N , dx|x|s
)
be a
bounded sequence such that un → u a.e in RN , then
|un|σ−2un − |un − u|σ−2(un − u)− |u|σ−2u
|x|
(σ−1)s
2∗(s)
→ 0 in L
2∗(s)
σ−1 (RN ). (4.15)
Proof. For any fixed ε > 0, define
f εn :=
(∣∣|un|σ−2un − |un − u|σ−2(un − u)− |u|σ−2u∣∣− ε|un − u|σ−1)+,
then by Lemma 4.3, we have
f εn ≤
(
1 + C(ε)
)
|u|σ−1. (4.16)
Notice that f εn → 0 a.e in RN , then by Lebesgue’s dominated convergence theorem,
f εn
|x|
(σ−1)s
2∗(s)
→ 0 in L
2∗(s)
σ−1 (RN ). (4.17)
By (4.16) again, we have∣∣∣∣∣ |un|
σ−2un − |un − u|σ−2(un − u)− |u|σ−2u
|x|
(σ−1)s
2∗(s)
∣∣∣∣∣ ≤ f
ε
n
|x|
(σ−1)s
2∗(s)
+ ε
|un − u|σ−1
|x|
(σ−1)s
2∗(s)
.
(4.18)
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Hence,
lim sup
n→∞
∫
RN
∣∣∣∣∣ |un|
σ−2un − |un − u|σ−2(un − u)− |u|σ−2u
|x|
(σ−1)s
2∗(s)
∣∣∣∣∣
2∗(s)
σ−1
≤ lim sup
n→∞
∫
RN
(
f εn
|x|
(σ−1)s
2∗(s)
+ ε
|un − u|σ−1
|x|
(σ−1)s
2∗(s)
) 2∗(s)
σ−1
≤ 2
2∗(s)
σ−1

lim sup
n→∞
∫
RN
(
f εn
|x|
(σ−1)s
2∗(s)
) 2∗(s)
(σ−1)
+
(
ε
|un − u|
σ−1
|x|
(σ−1)s
2∗(s)
) 2∗(s)
σ−1


= 2
2∗(s)
σ−1 lim sup
n→∞
∫
RN
(
ε
|un − u|σ−1
|x|
(σ−1)s
2∗(s)
) 2∗(s)
σ−1
≤ Cε
2∗(s)
σ−1 .
Now, let ε→ 0, we obtain (4.15).
Lemma 4.4. Assume that 0 ≤ s2 < 2, 1 < α, 1 < β, α + β = 2∗(s2). Let
{(un, vn)} ⊂ L
2∗(s2)
(
R
N ,
dx
|x|s2
)
× L2
∗(s2)
(
R
N ,
dx
|x|s2
)
be a bounded sequence
and un
a.e.
−−→ u, vn
a.e.
−−→ v in RN , then we have
|un|α − |un − u|α − |u|α
|x|
αs2
2∗(s2)
→ 0 in L
2∗(s2)
α (RN ) (4.19)
and
|vn|β − |vn − v|β − |v|β
|x|
βs2
2∗(s2)
→ 0 in L
2∗(s2)
β (RN ). (4.20)
Proof. For any fixed ε > 0, we define
f εn :=
(∣∣|un|α − |un − u|α − |u|α∣∣− ε|un − u|α)+ ≤ (1 + c(ε))|u|α
and
gεn :=
(∣∣|vn|β − |vn − v|β − |v|β∣∣− ε|vn − v|β)+ ≤ (1 + c(ε))|v|β ,
where we use the facts of α > 1, β > 1 and∣∣∣|x+ y|t − |x|t∣∣∣ ≤ ε|x|t + c(ε)|y|t, 0 < t <∞.
Then by Lebesgue’s dominated convergence theorem,
f εn
|x|
αs2
2∗(s2)
→ 0 in L
2∗(s2)
α (RN ) and g
ε
n
|x|
βs2
2∗(s2)
→ 0 in L
2∗(s2)
β (RN ).
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Since ∣∣|un|α − |un − u|α − |u|α∣∣ ≤ f εn + ε|un − u|α
and ∣∣|vn|β − |vn − v|β − |v|β∣∣ ≤ gεn + ε|vn − v|β ,
we obtain that
lim sup
n→∞
∫
RN
∣∣∣∣∣ |un|
α − |un − u|
α − |u|α
|x|
αs2
2∗(s2)
∣∣∣∣∣
2∗(s2)
α
≤ lim sup
n→∞
∫
RN
∣∣∣∣∣f
ε
n + ε|un − u|
α
|x|
αs2
2∗(s2)
∣∣∣∣∣
2∗(s2)
α
≤ 2
2∗(s2)
α

lim sup
n→∞
∫
RN
∣∣∣∣∣ f
ε
n
|x|
αs2
2∗(s2)
∣∣∣∣∣
2∗(s2)
α
+ ε
2∗(s2)
α
|un − u|2
∗(s2)
|x|s2


≤ Cε. (4.21)
Similarly,
lim sup
n→∞
∫
RN
∣∣∣∣∣ |vn|
β − |vn − v|β − |v|β
|x|
βs2
2∗(s2)
∣∣∣∣∣
2∗(s2)
β
≤ Cε, (4.22)
where C is independent of n. Let ε→ 0, we obtain (4.19) and (4.20).
Lemma 4.5. Assume that 0 ≤ s2 < 2, 1 < α, 1 < β, α + β = 2∗(s2). Let
{(un, vn)} ⊂ L2
∗(s2)(RN , dx|x|s2 ) × L
2∗(s2)(RN , dx|x|s2 ) be a bounded sequence and
un
a.e.
−−→ u, vn
a.e.
−−→ v in RN , then
|un|α−2un|vn|β
|x|s2
−
|un − u|α−2(un − u)|vn − v|β
|x|s2
−
|u|α−2u|v|β
|x|s2
→ 0 in H−1(RN )
(4.23)
and
|un|α|vn|β−2vn
|x|s2
−
|un − u|α|vn − v|β−2(vn − v)
|x|s2
−
|u|α|v|β−2v
|x|s2
→ 0 in H−1(RN )
(4.24)
Proof. We only prove (4.23). Let h ∈ D1,20 (RN ), it is sufficient to prove that∫
RN
(
|un|α−2un|vn|β
|x|s2
−
|un − u|α−2(un − u)|vn − v|β
|x|s2
−
|u|α−2u|v|β
|x|s2
)
h = o(1)‖h‖.
(4.25)
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We note that for any subset Ω of RN ,
∫
Ω
(
|un|α−2un|vn|β − |un − u|α−2(un − u)|vn − v|β − |u|α−2u|v|β
)
h
|x|s2
=
∫
Ω
[
|un|α−2un − |un − u|α−2(un − u)− |u|α−2u
]
|vn|βh
|x|s2
+
∫
Ω
|un − u|
α−2(un − u)
[
|vn|
β − |vn − v|
β − |v|β
]
h
|x|s2
+
∫
Ω
|u|α−2u
[
|vn|β − |vn − v|β − |v|β
]
h
|x|s2
+
∫
Ω
|un − u|α−2(un − u)|v|βh
|x|s2
+
∫
Ω
|u|α−2u|vn − v|βh
|x|s2
:= I(Ω) + II(Ω) + III(Ω) + IV (Ω) + V (Ω).
Take Ω = RN , since vn is bounded in L2
∗(s2)
(
R
N ,
dx
|x|s2
)
and α−12∗(s2) +
β
2∗(s2)
+
1
2∗(s2)
= 1, by the Ho¨lder inequality, the Hardy-Sobolev inequality and Corollary 4.1,
we can have
I(RN ) =
∫
RN
[
|un|α−2un − |un − u|α−2(un − u)− |u|α−2u
]
|vn|βh
|x|s2
= o(1)‖h‖.
(4.26)
Similarly, by (4.20), we can obtain that
II(RN ) = o(1)‖h‖, III(RN ) = o(1)‖h‖. (4.27)
Hence, we only need to prove that
IV (RN ) = o(1)‖h‖ and V (RN ) = o(1)‖h‖. (4.28)
By the Ho¨lder inequality and the Hardy-Sobolev inequality again, we have
|IV (BcR)| =
∣∣∣∣∣
∫
B
c
R
|un − u|α−2(un − u)|v|βh
|x|s2
∣∣∣∣∣
≤
(∫
B
c
R
|un − u|2
∗(s2)
|x|s2
) α−1
2∗(s2)
(∫
B
c
R
|h|2
∗(s2)
|x|s2
) 1
2∗(s2)
(∫
B
c
R
|v|2
∗(s2)
|x|s2
) β
2∗(s2)
≤C‖h‖
(∫
B
c
R
|v|2
∗(s2)
|x|s2
) β
2∗(s2)
. (4.29)
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Similarly, we can prove that
∣∣V (BcR)∣∣ ≤ C‖h‖
(∫
B
c
R
|u|2
∗(s2)
|x|s2
) α−1
2∗(s2)
. (4.30)
Hence, by the absolute continuity of the integral, we have
IV (BcR) = o(1)‖h‖, V (B
c
R) = o(1)‖h‖ as R→∞. (4.31)
For some fixed R large enough, apply the Egoroff Theorem in the bounded domain
BR, for any δ > 0, there exists Ω1 ⊂ BR such that |Ω| < δ and un → u, vn → v
uniformly in BR\Ω1. The similar arguments above shows that
IV (Ω1) = o(1)‖h‖, V (Ω1) = o(1)‖h‖ as |Ω1| → 0. (4.32)
On the other hand, the uniform convergence leads to that
IV (BR\Ω1) = o(1)‖h‖, V (BR\Ω1) = o(1)‖h‖ as n→∞. (4.33)
Then (4.28) follows from (4.31)-(4.33).
Lemma 4.6. Assume that 0 ≤ s2 < 2, 1 < α, 1 < β, α + β = 2∗(s2). Let
{(un, vn)} be a bounded sequence of L2∗(s2)
(
R
N ,
dx
|x|s2
)
× L2
∗(s2)
(
R
N ,
dx
|x|s2
)
such that (un, vn)
a.e.
−−→ (u, v) in RN . Then
lim
n→∞
∫
RN
(
|un|α|vn|β
|x|s2
−
|un − u|α|vn − v|β
|x|s2
)
dx =
∫
RN
|u|α|v|β
|x|s2
dx. (4.34)
Proof. Since vn is bounded in L2∗(s2)
(
R
N ,
dx
|x|s2
)
, by the Ho¨lder inequality and
(4.19), we have∫
RN
[|un|α − |un − u|α − |u|α] |vn|β
|x|s2
= o(1) as n→∞. (4.35)
Similarly, since by (4.20), we obtain that∫
RN
|un − u|α
[
|vn|β − |vn − v|β − |v|β
]
|x|s2
= o(1) as n→∞ (4.36)
and ∫
RN
|u|α
[
|vn|β − |vn − v|β − |v|β
]
|x|s2
= o(1) as n→∞. (4.37)
By the Ho¨lder inequality again and the absolute continuity of the integral, we have∫
B
c
R
|un − u|α|v|β
|x|s2
= o(1),
∫
B
c
R
|u|α|vn − v|β
|x|s2
= o(1) as R→∞. (4.38)
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Apply the Egoroff Theorem in the bounded domain BR, for any δ > 0, there exists
some Ω1 ⊂ BR such that |Ω1| < δ and un → u, vn → v uniformly in BR\Ω1. The
similar arguments above shows that∫
Ω1
|un − u|α|v|β
|x|s2
= o(1),
∫
Ω1
|u|α|vn − v|β
|x|s2
= o(1) as |Ω1| → ∞. (4.39)
The uniformly convergence leads to that∫
BR\Ω1
|un − u|α|v|β
|x|s2
= o(1),
∫
BR\Ω1
|u|α|vn − v|β
|x|s2
= o(1) as n→∞. (4.40)
It follows from (4.38)-(4.40) that∫
RN
|un − u|α|v|β
|x|s2
= o(1),
∫
RN
|u|α|vn − v|β
|x|s2
= o(1) as n→∞. (4.41)
Then by (4.35)-(4.37) and (4.41), we obtain (4.34). The proof is complete.
Corollary 4.2. Assume that 0 ≤ s2 < 2, 1 < α, 1 < β, α + β = 2∗(s2). Let
{(un, vn)} ⊂ L
2∗(s2)
(
R
N ,
dx
|x|s2
)
× L2
∗(s2)
(
R
N ,
dx
|x|s2
)
be a bounded sequence
such that (un, vn)
a.e.
−−→ (u, v) in RN . Furthermore, if un → u or vn → v strongly in
L2
∗(s2)
(
R
N ,
dx
|x|s2
)
, then
|un|α−2un|vn|β
|x|s2
→
|u|α−2u|v|β
|x|s2
in H−1(RN ) (4.42)
and
|un|
α|vn|
β−2vn
|x|s2
→
|u|α|v|β−2v
|x|s2
in H−1(RN ). (4.43)
Proof. They are straightforward conclusions from Lemma 4.5.
Corollary 4.3. Suppose that Ω ⊂ RN is an open set and 0 ≤ s2 < 2, 1 < α, 1 <
β, α+β ≤ 2∗(s2). Let {(un, vn)} ⊂ D be a bounded sequence such that (un, vn)
a.e.
−−→
(u, v) in Ω. Furthermore, for the case of α + β < 2∗(s2), we assume that either
|Ω| <∞ or |Ω| =∞ with (A∗σ0 ), (A
∗
η0
). Furthermore, for the case of α+β = 2∗(s2),
we require that un → u or vn → v strongly in L2
∗(s2)
(
Ω,
dx
|x|s2
)
. Then if u = 0 or
v = 0, we have
|un|α−2un|vn|β
|x|s2
→ 0 in H−1(Ω) (4.44)
and
|un|α|vn|β−2vn
|x|s2
→ 0 in H−1(Ω). (4.45)
Proof. It is a direct conclusion from Lemma 4.1, Lemma 4.2 or Corollary 4.2.
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4.4 Splitting results
Next, we will establish the splitting theorem for the system case. Assume that Ω ⊂ RN
is an open domain with 0 ∈ ∂Ω such that ∂Ω is C2 at 0 and the mean curvature of ∂Ω
at 0 is negative. 0 ≤ s2 < 2, 1 < α, 1 < β, α + β ≤ 2∗(s2) and one of the following
holds:
(i) Ω is bounded, 0 6= λ∗ > −λ1,σ0(Ω), 0 6= µ∗ > −λ1,η0(Ω);
(ii) Ω is unbounded but |Ω| <∞, 0 6= λ∗ > −λ1,σ0(Ω), 0 6= µ∗ > −λ1,η0(Ω);
(iii) |Ω| =∞, λ∗ > 0, µ∗ > 0 and conditions (A∗σ0) and (A
∗
η0
) are satisfied.
Remark 4.1. Since the domain we considered can be bounded or unbounded, and for
the unbounded case, the measure is also allowed to be finite or infinite. The conditions
we required will change a little in different situations. For example, when |Ω| <∞, we
consider λ∗ > −λ1,σ0(Ω), µ∗ > −λ1,η0(Ω). While |Ω| = ∞, we only consider λ∗ >
0, µ∗ > 0, moreover, we require the assumptions (A∗σ0 ) and (A
∗
η0
) if α + β < 2∗(s2).
For the convenience, we prefer to denote our work space by the same denotation D :=
E × F . When |Ω| <∞, it is easy to see that E = F = H10 (Ω).
We denote the least energy corresponding to (1.7) by cσ0,λ∗,λ, then
cσ0,λ∗,λ =
(1
2
−
1
2∗(s1)
) ∫
Ω
|∇u|2 + λ∗
|u|2
|x|σ0
dx
=λ
−2
2∗(s1)−2
(
1
2
−
1
2∗(s1)
)∫
Ω
|∇u˜|2 + λ∗
|u˜2|
|x|σ0
dx
=λ
−2
2∗(s1)−2 cσ0,λ∗,1.
Hence, cσ0,λ∗,λ is continuous and strictly decreasing relate to λ ∈ (0,+∞). By [7,
Theorem 4.1], any ground state solution of (1.7) is a mountain pass solution.
Remark 4.2. When λ∗ > 0, the assumption H(0) < 0 can guarantee(
1
2
−
1
2∗(s1)
)
µs1(Ω)
N−s1
2−s1 < cσ0,λ∗,1 <
(
1
2
−
1
2∗(s1)
)
µs1(R
N
+ )
N−s1
2−s1 .
And when |Ω| <∞, our assumption is λ∗ > −λ1,σ0(Ω), i.e., λ∗ is allowed to be neg-
ative. When λ∗ < 0, it is easy to prove that cσ0,λ∗,1 <
(
1
2
−
1
2∗(s1)
)
µs1(Ω)
N−s1
2−s1 .
The details of this kind of estimation we refer to [7].
For any u ∈ E, v ∈ F , we define
Ψλ(u) :=
1
2
∫
Ω
(
|∇u|2 + λ∗
|u|2
|x|σ0
)
dx−
λ
2∗(s1)
∫
Ω
|u|2
∗(s1)
|x|s1
dx
and
Υµ(v) :=
1
2
∫
Ω
(
|∇v|2 + µ∗
|v|2
|x|η0
)
dx−
µ
2∗(s1)
∫
Ω
|v|2
∗(s1)
|x|s1
dx.
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For any (u, v) ∈ D ,
Φ(u, v) := Ψλ(u) + Υµ(v)− κ
∫
Ω
|u|α|v|β
|x|s2
dx. (4.46)
Lemma 4.7. Suppose that Ω ⊂ RN is an open domain with 0 ∈ ∂Ω such that ∂Ω
is C2 at 0 and the mean curvature of ∂Ω at 0 is negative. 0 ≤ s2 < 2, 1 < α, 1 <
β, α+ β ≤ 2∗(s2) and one of the following holds:
(1) Ω is bounded, 0 6= λ∗ > −λ1,σ0(Ω), 0 6= µ∗ > −λ1,η0(Ω);
(2) Ω is unbounded but |Ω| <∞, 0 6= λ∗ > −λ1,σ0(Ω), 0 6= µ∗ > −λ1,η0(Ω);
(3) |Ω| = ∞, λ∗ > 0, µ∗ > 0, especially when α+ β < 2∗(s2) we require further-
more (A∗σ0) and (A
∗
η0
).
Let {(un, vn)} ⊂ D be a bounded (PS)m sequence such that (un, vn) ⇀ (u, v)
in D∗. Furthermore, if α + β = 2∗(s2), we assume further that un → u or vn → v
strongly in L2
∗(s2)
(
Ω,
dx
|x|s2
)
. Then going to a subsequence if necessary, we can
define
m˜1 := lim
n→∞
Ψλ(un)
and
m˜2 := lim
n→∞
Υµ(vn).
Moreover, if u = 0 or v = 0, then the following are satisfied:
(i) m = m˜1 + m˜2.
(ii) {un} is a (PS)m˜1 sequence for Ψλ and {vn} is a (PS)m˜2 sequence for Υµ.
(iii) either m˜1 = 0 or m˜1 ≥ cσ0,λ∗,λ; either m˜2 = 0 or m˜2 ≥ cη0,µ∗,µ.
Proof. Since {(un, vn)} is bounded in D , it is easy to see that Ψλ(un) is bounded,
so does Υµ(vn). Hence, up to a subsequence, m˜1 and m˜2 are well defined. Since
Φ′(un, vn)→ 0 in D∗, we have
Ψ′λ(un)− κα
|un|α−2un|vn|β
|x|s2
→ 0 in E∗
and
Υ′µ(vn)− κβ
|un|α|vn|β−2vn
|x|s2
→ 0 in F ∗.
Hence, if u = 0 or v = 0, by Corollary 4.3, we have
lim
n→∞
Ψ′λ(un) = κα lim
n→∞
|un|α−2un|vn|β
|x|s2
= 0
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and
lim
n→∞
Υ′µ(vn) = κβ lim
n→∞
|un|α|vn|β−2vn
|x|s2
= 0.
Hence, (ii) is proved. We also have∫
Ω
|un|α|vn|β
|x|s2
dx = o(1)‖vn‖ → 0
due to the boundedness of {vn}. Then it follows that
m = lim
n→∞
Φ(un, vn)
= lim
n→∞
Ψλ(un) + lim
n→∞
Υµ(vn)− κ lim
n→∞
∫
Ω
|un|α|vn|β
|x|s2
dx
=m˜1 + m˜2.
By (ii), it is easy to see m˜1 ≥ 0, m˜2 ≥ 0 since 2∗(s1) > 2, λ > 0, µ > 0. If m˜1 6= 0,
then un 6→ 0. By the definition of cσ0,λ∗,λ, we see that
m˜1 ≥ cσ0,λ∗,λ.
Similarly, if m˜2 6= 0, we have
m˜2 ≥ cη0,µ∗,µ.
Corollary 4.4. Under the assumptions of Lemma 4.7, let {(un, vn)} be a bounded
(PS)m sequence with
0 < m < min {cσ0,λ∗,λ, cη0,µ∗,µ} .
Then Φ possesses a nontrivial critical point (u, v),i.e., u 6= 0, v 6= 0.
Proof. It is an easy conclusion directly from Lemma 4.7.
Next, we define
Iλ(u) =
1
2
∫
R
N
+
|∇u|2dx−
λ
2∗(s1)
∫
R
N
+
|u|2
∗(s1)
|x|s1
dx (4.47)
and denote the corresponding ground state value by mλ. Then, a direct calculation
leads to that
m1 =
(
1
2
−
1
2∗(s1)
)
µs1(R
N
+ )
N−s1
2−s1
and
mλ = λ
−2
2∗(s1)−2m1.
Corollary 4.5. Under the assumptions of Lemma 4.7, let {(un, vn)} ⊂ D be a bounded
sequence such that (un, vn) ⇀ (u, v). Furthermore, we assume that un → u or
vn → v strongly in H10 (Ω) if α+ β = 2∗(s2). We have the following results:
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(i) if u = 0, then either m˜1 = 0 or m˜1 ≥ mλ,
(ii) if v = 0, then either m˜2 = 0 or m˜2 ≥ mµ,
where m˜1, m˜2 are defined in Lemma 4.7.
Proof. Recalling that {un} is a (PS)m˜1 sequence for Ψλ and un ⇀ u in E = H10 (Ω).
By [7, Theorem 3.1] or Theorem 3.1, we obtain that either un → u in E or there exists
k functions U1, · · · , Uk such that
Ψλ(un) = Ψλ(u) +
k∑
j=1
Iλ(U
j) + o(1),
where u is a critical point of Ψλ and U j , j = 1, . . . , k are critical points of Iλ. Hence,
we have
Ψλ(un) = Ψλ(u) + o(1)
or
Ψλ(un) ≥ Ψλ(u) + Iλ(U
1) + o(1).
Especially, when u = 0, we have
Ψλ(un) = o(1)
or
Ψλ(un) ≥ Iλ(U
1) + o(1).
Hence,
m˜1 = 0 or m˜1 ≥ mλ.
Similarly, we can prove that if v = 0, we have
m˜2 = 0 or m˜2 ≥ mµ.
Remark 4.3. By Remark 4.2, we see that Corollary 4.5 is an improvement of Lemma
4.7. And naturally we have the following result as an improvement of Corollary 4.4.
Corollary 4.6. Under the assumptions of Lemma 4.7, let {(un, vn)} be a bounded
(PS)m sequence for Φ and
0 < m < min{mλ,mµ}. (4.48)
Then Φ possesses a nontrivial critical point (u, v),i.e., u 6= 0, v 6= 0.
Proof. It is trivial by Corollary 4.5.
Remark 4.4. Noting that for the critical couple case, i.e., α + β = 2∗(s2), we as-
sume in Lemma 4.7 that un → u or vn → v strongly in L2
∗(s2)
(
Ω,
dx
|x|s2
)
. This
assumption is very strong, hence the Corollary 4.6 above is not enough for the case of
α + β = 2∗(s2) in applications. We need a better description of the behavior of the
(PS) sequences of the functional Φ.
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Here comes our main splitting results. We will discuss it by two cases of α + β <
2∗(s2) and α + β = 2∗(s2). The idea of proof is similar to the single equation case,
however it is much more complicated for the system case. Hence, we will give the
details.
Theorem 4.1. (Splitting for α+β < 2∗(s2)) Assume that Ω ⊂ RN is an open domain
with 0 ∈ ∂Ω, ∂Ω is C2 at 0, 0 ≤ s2 < 2, 1 < α, 1 < β, α+ β < 2∗(s2) and one of the
following holds:
(1) Ω is bounded, 0 6= λ∗ > −λ1,σ0(Ω), 0 6= µ∗ > −λ1,η0(Ω);
(2) Ω is unbounded but |Ω| <∞, 0 6= λ∗ > −λ1,σ0(Ω), 0 6= µ∗ > −λ1,η0(Ω);
(3) |Ω| =∞, λ∗ > 0, µ∗ > 0 and conditions (A∗σ0 ) and (A
∗
η0
) are satisfied.
Let {(un, vn)} be a bounded (PS)m sequence. Then there exists a critical point (u, v)
of Φ and two numbers k, l ∈ N ∪ {0} and functions U1, · · · , Uk, V 1, · · · , V l and
sequences of radius rjn, ρin, 1 ≤ j ≤ k, 1 ≤ i ≤ l such that the following properties
are satisfied going to a subsequence if necessary:
(a) either (un, vn)→ (u, v) in D or
(b1) vn → v in F and U j ∈ D1,20 (RN+ ) ⊂ D1,20 (RN ) are nontrivial solutions of{
∆u+ λ |u|
2∗(s1)−2u
|x|s1 = 0 in R
N
+ ,
u = 0 on ∂RN+ .
(4.49)
(b2) rjn → 0 as n→∞;
(b3)
∥∥∥un − u−∑kj=1(rjn) 2−N2 U j( ·rjn )
∥∥∥→ 0, where ‖ · ‖ is the norm in D1,2(RN );
(b4) ‖un‖2 → ‖u‖2 +
∑k
j=1 ‖U
j‖2;
(b5) Φ(un, vn)− Φ(u, v)→
∑k
j=1 Iλ(U
j) or
(c1) un → u in E and V i ∈ D1,20 (RN+ ) ⊂ D1,20 (RN ) are nontrivial solutions of{
∆v + µ |v|
2∗(s1)−2v
|x|s1 = 0 in R
N
+ ,
v = 0 on ∂RN+ .
(4.50)
(c2) ρin → 0 as n→∞;
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(c3)
∥∥∥vn − v −∑li=1(ρin) 2−N2 V i( ·ρin )
∥∥∥→ 0, where ‖ · ‖ is the norm in D1,2(RN );
(c4) ‖vn‖2 → ‖v‖2 +
∑l
i=1 ‖V
i‖2;
(c5) Φ(un, vn)− Φ(u, v)→
∑l
i=1 Iµ(V
i) or
(d1) U j are nontrivial solutions of (4.49) and V i are nontrivial solutions of (4.50);
(d2) rjn → 0, ρin → 0 as n→∞;
(d3)
∥∥∥un − u−∑kj=1(rjn) 2−N2 U j( ·rjn )
∥∥∥→ 0 and ∥∥∥vn − v −∑li=1(ρin) 2−N2 V i( ·ρin )
∥∥∥→
0, where ‖ · ‖ is the norm in D1,2(RN );
(d4) ‖un‖2 → ‖u‖2 +
∑k
j=1 ‖U
j‖2 and ‖vn‖2 → ‖v‖2 +
∑l
i=1 ‖V
i‖2;
(d5) Φ(un, vn)− Φ(u, v)→
∑k
j=1 Iλ(U
j) +
∑l
i=1 Iµ(V
j).
Proof. Since {(un, vn)} is bounded in D , up to a subsequence, there exists some (u, v)
such that (un, vn) ⇀ (u, v) in D . Since {(un, vn)} is a (PS)m sequence of Φ, it is
easy to see that Φ′(u, v) = 0. Then one of the following holds:
(a) (un, vn)→ (u, v) in D .
(b) un 6→ u in E but vn → v in F .
(c) un → u in E but vn 6→ v in F .
(d) un 6→ u in E and vn 6→ v in F .
We only prove the case of (b1)− (b5) which is corresponding to the case of (b) above.
Since Φ′(un, vn)→ 0, we have
lim
n→∞
Ψ′λ(un)− κα
|un|α−2un|vn|β
|x|s2
= 0. (4.51)
Use Lemma 4.1 if |Ω| <∞ and apply Lemma 4.2 if |Ω| =∞, we have
lim
n→∞
|un|α−2un|vn|β
|x|s2
=
|u|α−2u|v|β
|x|s2
. (4.52)
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Noting that Φ′(u, v) = 0, we have
Ψ′λ(u) = κα
|u|α−1u|v|β
|x|s2
(4.53)
Combined with (4.51), (4.52) and (4.53), we have
lim
n→∞
Ψ′λ(un) = Ψ
′
λ(u). (4.54)
By 3) of Lemma 3.1, we have
|un|2
∗(s1)−2un
|x|s1
−
|un − u|2
∗(s1)−2(un − u)
|x|s1
→
|u|2
∗(s1)−2u
|x|s1
.
Hence,
lim
n→∞
Ψ′λ(un − u)
= lim
n→∞
(
−∆(un − u) + λ
∗ (un − u)
|x|σ0
− λ
|un − u|2
∗(s1)−2(un − u)
|x|s1
)
= lim
n→∞
[
−∆(un − u) + λ
∗ (un − u)
|x|σ0
− λ
( |un|2∗(s1)−2un
|x|s1
−
|u|2
∗(s1)−2u
|x|s1
)]
= lim
n→∞
Ψ′λ(un)−Ψ
′
λ(u)
= 0 (by (4.54)).
Let wn = un−u and c = m−Φ(u, v), then {wn} is a (PS)c sequence of Ψλ. Notice
that wn ⇀ 0 but wn 6→ 0 in E. Hence, apply [7, Theorem 3.1] if Ω is bounded and use
Theorem 3.1 if Ω is unbounded, we obtain that the case of (b1)− (b5) happens.
By the similar arguments, if un → u in E but vn 6→ v in F , we obtain (c1)-(c5); if
un 6→ u in E and vn 6→ v in F , (d1)-(d5) hold.
Next, we are going to establish the similar splitting result for the system case with
critical couple terms. Denote
A(u, v) := Iλ(u) + Iµ(v)− κ
∫
R
N
+
|u|α|v|β
|x|s2
dx.
Remark 4.5. Noting that D := E × F , next we will also adopt the notations P :=
D1,20 (R
N )×D1,20 (R
N ) and ‖(φ, ψ)‖2 :=
∫
Ω
(
|∇φ|2 + |∇ψ|2
)
dxwhile ‖(φ, ψ)‖2P :=∫
RN
(
|∇φ|2 + |∇ψ|2
)
dx. For the convenience, we prefer to use the common nota-
tions A(u, v) and A′(u, v) for different domains. However, we will distinguish them
by the words. For example, if for any (h, ~) ∈ D , we have 〈A′(u, v), (h, ~)〉 = 0,
then we will say that A′(u, v) = (0, 0) in D∗; if for any (h, ~) ∈ P , we have
〈A′(u, v), (h, ~)〉 = 0,then we will say that A′(u, v) = (0, 0) in P∗. And if we only
say that A′(u, v) = (0, 0), that means for any (h, ~) ∈ D1,20 (RN+ ) ×D1,20 (RN+ ), there
holds 〈A′(u, v), (h, ~)〉 = 0.
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Lemma 4.8. Assume that Ω ⊂ RN is an open domain with 0 ∈ ∂Ω, ∂Ω is C2 at 0,
0 ≤ s2 < 2, 1 < α, 1 < β, α+ β = 2∗(s2) and one of the following holds:
(1) Ω is bounded, 0 6= λ∗ > −λ1,σ0(Ω), 0 6= µ∗ > −λ1,η0(Ω);
(2) Ω is unbounded but |Ω| <∞, 0 6= λ∗ > −λ1,σ0(Ω), 0 6= µ∗ > −λ1,η0(Ω);
(3) |Ω| =∞, λ∗ > 0, µ∗ > 0.
Let {(un, vn)} ⊂ D such that A(un, vn) → c and A′(un, vn) → 0 in D∗. For
{rn} ⊂ (0,+∞) with rn → 0, assume that the rescaled sequences
φn(x) := r
N−2
2
n un(rnx), ψn(x) := r
N−2
2
n vn(rnx)
are such that
(φn, ψn)⇀ (φ, ψ) in P := D1,20 (R
N )×D1,20 (R
N )
and
(φn, ψn)
a.e
−−→ (φ, ψ) on RN .
Then A′(φ, ψ) = 0 and the sequences
χn(x) := un(x) − r
2−N
2
n φ(
x
rn
), ϕn(x) := vn(x) − r
2−N
2
n ψ(
x
rn
)
satisfy
A(χn, ϕn)→ c−A(u, v), A
′(χn, ϕn)→ 0 in D∗
and
‖(χn, ϕn)‖
2
P = ‖(un, vn)‖
2
P − ‖(φ, ψ)‖
2
P + o(1),
where
‖(φ, ψ)‖2P :=
∫
RN
(
|∇φ|2 + |∇ψ|2
)
dx.
Proof. Without loss of generality, we assume that ∂RN+ = {xN = 0} is tangent to
∂Ω at 0, and that −eN = (0, · · · ,−1) is the outward normal to ∂Ω at that point. It
is standard to prove that supp φ, supp ψ ⊂ RN+ (see [11, Lemma 3.4] or [7, Lemma
3.3]). Hence, we may assume that (φn, ψn)⇀ (φ, ψ) in D1,20 (RN )×D1,20 (RN ). It is
easy to see that A(u, v) is invariant under dilation and we have
‖(χn, ϕn)‖
2
P =‖r
N−2
2
n
(
χn(rnx), ϕn(rnx)
)
‖2P
=‖(φn − φ, ψn − ψ)‖
2
P
=‖(φn, ψn)‖
2
P − ‖(φ, ψ)‖
2
P + o(1)
=‖(un, vn)‖
2
P − ‖(φ, ψ)‖
2
P + o(1).
By Lemma 4.6 and Lemma 3.1, we have
A(φn − φ, ψn − ψ) = A(φn, ψn)−A(φ, ψ) + o(1).
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Hence
A(χn, ϕn) =A(r
N−2
2
n χn(rnx), r
N−2
2
n ϕn(rnx))
=A(φn − φ, ψn − ψ)
=A(φn, ψn)−A(φ, ψ) + o(1)
=A(un, vn)−A(φ, ψ) + o(1)
=c−A(φ, ψ) + o(1).
For any h, ~ ∈ C∞0 (RN+ ), let hn(x) := (rn)
2−N
2 h( x
rn
), ~n := (rn)
2−N
2 ~( x
rn
), then we
have that hn × ~n ∈ D for n large enough due to the assumption that rn → 0. Thus
〈A′(φ, ψ), (h, ~)〉 =〈A′(φn, ψn), (h, ~)〉+ o(1)
=〈A′(un, vn), (hn, ~n)〉+ o(1)
=o(1)‖(hn, ~n)‖
2 + o(1)
=o(1)‖(h, ~)‖2P + o(1),
which implies that A′(φ, ψ) = 0.
Next, for any (h, ~) ∈ D , let
(
hn(x), ~n(x)
)
:= r
N−2
2
n
(
h(rnx), ~(rnx)
)
, then we
can see that for n large enough, supp hn, supp ~n ⊂ RN+ . By Lemma 4.5 and Lemma
3.1, we have
A′(φn, ψn)−A
′(φn − φ, ψn − ψ)−A
′(φ, ψ)→ 0 in H−1(RN ). (4.55)
Hence, for (h, ~) ∈ D , we have
〈A′(χn, ϕn), (h, ~)〉
= 〈A′(r
N−2
2
n χn(rnx), r
N−2
2
n ϕn(rnx))(hn, ~n)〉
= 〈A′(φn − φ, ψn − ψ), (hn, ~n)〉
= 〈A′(φn, ψn), (hn, ~n)〉 − 〈A
′(φ, ψ), (hn, ~n)〉
+ o(1)‖(hn, ~n)‖
2
P (by (4.55) )
= 〈A′(φn, ψn), (hn, ~n)〉+ o(1)‖(hn, ~n)‖
2
P (since A′(φ, ψ) = 0)
= 〈A′(un, vn), (h, ~)〉+ o(1)‖(hn, ~n)‖
2
P
= o(1)‖(h, ~)‖2D since ‖(hn, ~n)‖2P = ‖(h, ~)‖2D .
Now, it is enough for us to prove the splitting result for critical couple case.
Theorem 4.2. (Splitting Theorem for the critical case α + β = 2∗(s2)) Assume that
Ω ⊂ RN is an open domain with 0 ∈ ∂Ω, ∂Ω is C2 at 0, 0 < s2 < 2, 1 < α, 1 <
β, α+ β = 2∗(s2) and one of the following holds:
(1) Ω is bounded, 0 6= λ∗ > −λ1,σ0(Ω), 0 6= µ∗ > −λ1,η0(Ω);
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(2) Ω is unbounded but |Ω| <∞, 0 6= λ∗ > −λ1,σ0(Ω), 0 6= µ∗ > −λ1,η0(Ω);
(3) |Ω| =∞, λ∗ > 0, µ∗ > 0.
Let {(un, vn)} ⊂ D be a bounded (PS)c sequence for the functionalΦ, i.e.,Φ(un, vn)→
c and Φ′(un, vn) → 0 strongly in D∗ as n → ∞. Then there exists a critical point
(U0, V 0) of Φ, a number k ∈ N, k pairs of functions (U1, V 1); · · · ; (Uk, V k) and
k sequences of radius (rjn)n; rjn > 0; 1 ≤ j ≤ k such that, up to a subsequence if
necessary, the following properties are satisfied. Either
(a) (un, vn)→ (U0, V 0) in D or
(b) all the following items are true:
(b1) (0, 0) 6= (U j , V j) ∈ D1,20 (RN+ ) × D1,20 (RN+ ) ⊂ D1,20 (RN ) × D1,20 (RN )
are critical points of A;
(b2) rjn → 0 as n→∞;
(b3) ∥∥(un−U0−∑kj=1(rjn) 2−N2 U j( ·rjn ), vn−V 0−∑kj=1(rjn) 2−N2 V j( ·rjn ))∥∥P →
0, where ‖ · ‖P is defined in Lemma 4.8;
(b4) ‖(un, vn)‖2P →
∑k
j=0 ‖(U
j , V j)‖2
P
;
(b5) Φ(un, vn)→ Φ(U0, V 0) +
∑k
j=1 A(U
j , V j) with
A(U j , V j) ≥ c∞ > 0,
where c∞ := inf{A(u, v) : (u, v) 6= (0, 0), A′(u, v) = 0}.
Proof. Let {(un, vn)} ⊂ D be a bounded (PS)c sequence of Φ(u, v), that is,{
Φ(un, vn)→ c in R,
Φ′(un, vn)→ 0 in D∗.
(4.56)
Up to a subsequence, there exists some (U0, V 0) ∈ D such that{
(un, vn) ⇀ (U
0, V 0) in D ,
(un, vn)
a.e.
−−→ (U0, V 0) on RN .
Then it is easy to see that Φ′(U0, V 0) = 0. Denote u1n := un − U0, v1n := vn − V 0,
then by Lemma 4.5 and Lemma 3.1, we have

‖(u1n, v
1
n)‖
2
P
= ‖(un, vn)‖2P − ‖(u, v)‖
2
P
+ o(1),
A′(u1n, v
1
n)→ 0 in D∗,
A(u1n, v
1
n)→ c− Φ(U
0, V 0).
(4.57)
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If (u1n, v1n)→ 0 in D , we are done. If (u1n, v1n) 6→ 0 in D , we claim that
lim inf
n→∞
( ∫
Ω
|u1n|
2∗(s1)
|x|s1
dx +
∫
Ω
|v1n|
2∗(s1)
|x|s1
dx
)
> 0. (4.58)
Otherwise, the facts that {(u1n, v1n)} ⊂ D is bounded and that A′(u1n, v1n) → 0 in D∗
would bring to a contradiction:
〈A′(u1n, v
1
n), (u
1
n, v
1
n)〉
=
∫
Ω
(
|∇u1n|
2 + |∇v1n|
2
)
dx−
(
λ
∫
Ω
|u1n|
2∗(s1)
|x|s1
dx+ µ
∫
Ω
|v1n|
2∗(s1)
|x|s1
dx
)
− κ(α+ β)
∫
Ω
|u1n|
α|v1n|
β
|x|s2
dx
→ 0.
On the other hand, by [40, Corollary 2.1 or Corollary 2.2], we have
lim inf
∫
Ω
|u1n|
2∗(s2)
|x|s2
dx = 0
and
lim inf
∫
Ω
|v1n|
2∗(s2)
|x|s2
dx = 0
and then it follows from the Ho¨lder inequality, we have
∣∣κ(α+ β)∫
Ω
|u1n|
α|v1n|
β
|x|s2
dx
∣∣→ 0.
Hence, (u1n, v1n) → 0 in D . Thereby, (4.58) holds true. Define an analogue of Levy’s
concentration function
Qn(r) :=
∫
Br
( |u1n|2∗(s1)
|x|s1
+
|v1n|
2∗(s1)
|x|s1
)
dx.
Since Qn(0) = 0 and, due to (4.58),Qn(∞) > 0 , we can choose δ1 > 0 small enough
such that
µs1(R
N )−1δ
2−s1
N−s1
1 <
1
4
and find a positive sequence {r1n} such that Qn(r1n) = δ1. Set(
u˜1n(x), v˜
1
n(x)
)
:=
(
(r1n)
N−2
2 u1n(r
1
nx), (r
1
n)
N−2
2 v1n(r
1
nx)
)
.
Since ‖(u1n, v1n)‖P = ‖
(
u˜1n, v˜
1
n
)
‖P is bounded, we may assume (u1n, v1n)⇀ (U1, V 1)
in D1,20 (RN )×D
1,2
0 (R
N ), (u1n, v
1
n)
a.e.
−−→ (U1, V 1) in RN and
δ1 =
∫
B1
( |u˜1n|2∗(s1)
|x|s1
+
|v˜1n|
2∗(s1)
|x|s1
)
dx. (4.59)
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Since 0 < s1, s2 < 2, by [40, Corollary 2.1 or Corollary 2.2] again, we can also choose
δ1 small enough such that
|κ|(α2 + β2)
2∗(s2)
µs2(R
N )−1
(∫
B1
|u˜1n|
2∗(s2)
|x|s2
) 2∗(s2)−2
2∗(s2)
<
1
4
, (4.60)
|κ|(α2 + β2)
2∗(s2)
µs2(R
N )−1
(∫
B1
|v˜1n|
2∗(s2)
|x|s2
) 2∗(s2)−2
2∗(s2)
<
1
4
, (4.61)
We claim that (U1, V 1) 6≡ (0, 0).
Set Ωn = 1r1nΩ and let fn ∈ D
1,2
0 (Ω) be such that 〈A′(u1n, v1n), (h, 0)〉 =
∫
Ω
∇fn ·
∇h for any h ∈ D1,20 (Ω). Then gn(x) := (r1n)
N−2
2 fn(r
1
nx) satisfies
∫
Ωn
|∇gn|
2 =∫
Ω
|∇fn|
2 and 〈A′(u˜1n, v˜1n), (h, 0)〉 =
∫
Ωn
∇gn · ∇h for any h ∈ D1,20 (Ωn).
If U1 ≡ 0 would be true, then we could deduce that, for any h ∈ C∞0 (RN ) with
supp h ⊂ B1,∫
B1
|∇(hu˜1n)|
2 =
∫
B1
∇u˜1n · ∇(h
2u˜1n) + o(1)
=
∫
B1
h2|u˜1n|
2∗(s2)
|x|s2
+
∫
B1
∇gn · ∇(h
2u˜1n) + κα
∫
B1
|u˜1n|
α|v˜1n|
βh2
|x|s2
+ o(1)
≤
∫
B1
h2|u˜1n|
2∗(s2)
|x|s2
+ o(1)
+ |κ|α
α
2∗(s2)
∫
B1
|u˜1n|
2∗(s2)h2
|x|s2
+ |κ|α
β
2∗(s2)
∫
B1
|v˜1n|
2∗(s2)h2
|x|s2
≤ µs1(R
N )−1
(∫
supp h
|u˜1n|
2∗(s1)
|x|s1
) 2∗(s1)−2
2∗(s1)
∫
B1
|∇(hu˜1n)|
2 + o(1)
+
|κ|α2
2∗(s2)
µs2(R
N )−1
(∫
supp h
|u˜1n|
2∗(s2)
|x|s2
) 2∗(s2)−2
2∗(s2)
∫
B1
|∇(hu˜1n)|
2
+
|κ|αβ
2∗(s2)
µs2(R
N )−1
(∫
supp h
|v˜1n|
2∗(s2)
|x|s2
) 2∗(s2)−2
2∗(s2)
∫
B1
|∇(hu˜1n)|
2
<
3
4
∫
B1
|∇(hu˜1n)|
2 + o(1),
here we use the Young inequality and the following inequality:
∫
RN
h2|u|2
∗(s)
|x|s
≤ µs(R
N )−1
( ∫
supp h
|u|2
∗(s)
|x|s
) 2∗(s)−2
2∗(s)
∫
RN
|∇(hu)|2,
which holds for all u ∈ D1,20 (RN ) and h ∈ C∞0 (RN ) (see [11, Lemma 3.5.]).
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Hence, ∇u˜1n → 0 in L2loc (B1). Similarly, if V 1 ≡ 0, we have ∇v˜1n → 0 in
L2loc (B1). Thus, by the Hardy-Sobolev inequality, u˜1n → 0, v˜1n → 0 inL
2∗(s1)
loc
(
B1,
dx
|x|s1
)
,
which follows a contradiction with (4.59). Thus, the claim is proved. Now, let us prove
that r1n → 0. Otherwise, when Ω is bounded, we see that {r1n} is a bounded sequence.
And if Ω is unbounded, under our assumptions, similar to Theorem 3.1, we can still
guarantee the boundedness of {r1n} when δ1 is small enough. Up to a subsequence, we
may assume that r1n → r1∞ > 0, then the fact that (u1n, v1n)⇀ (0, 0) in D would imply(
u˜1n(x), v˜
1
n(x)
)
:=
(
(r1n)
N−2
2 u1n(r
1
nx), (r
1
n)
N−2
2 v1n(r
1
nx)
)
⇀ (0, 0) in D1,20 (RN )×D
1,2
0 (R
N ),
in contradiction with (U1, V 1) 6≡ (0, 0). Therefore, r1n → 0.
Next, we prove that supp U1 ⊂ RN+ , supp V 1 ⊂ RN+ . Without loss of generality,
we assume that ∂RN+ = {xN = 0} is tangent to ∂Ω at 0, and that −eN = (0, · · · ,−1)
is the outward normal to ∂Ω at that point. For any compact K ⊂ RN− , we have for n
large enough, that Ω
r1n
∩K = ∅ as r1n → 0. Since supp u˜1n ⊂ Ωr1n , supp v˜
1
n ⊂
Ω
r1n
and(
u˜1n, v˜
1
n
)
→ (U1, V 1) a.e. in RN , (U1, V 1) = (0, 0) a.e. on K follows, and, therefore,
supp U1 ⊂ RN+ , supp V
1 ⊂ RN+ .
By (4.57) and Lemma 4.8, we obtain that A′(U1, V 1) = 0. Hence, (U1, V 1)
is a critical point of A. Moreover, by Lemma 4.8 again, we see that the sequence(
u2n(x), v
2
n(x)
)
:=
(
u1n(x)−(r
1
n)
2−N
2 U1( x
r1n
), v1n(x)−(r
1
n)
2−N
2 V 1( x
r1n
)
)
also satisfies

‖(u2n, v
2
n)‖
2
P
= ‖(un, vn)‖2P − ‖(U
0, V 0)‖2
P
− ‖(U1, V 1)‖2
P
+ o(1),
A′(u2n, v
2
n)→ 0 in D∗,
A(u2n, v
2
n)→ c− Φ(U
0, V 0)−A(U1, V 1).
(4.62)
We also note that (U1, V 1) 6= (0, 0),
A(U1, V 1) ≥ c∞.
By iterating the above procedure, we construct critical points (U j , V j) of A and se-
quences (rjn) with the above properties, and, since Φ(un, vn) → c, the iteration must
terminate after a finite number of steps.
Remark 4.6. Recalling that
‖(uin, v
i
n)‖
2 :=
∫
Ω
(
|∇uin|
2 + |∇vin|
2
)
dx
and
‖(uin, v
i
n)‖
2
D :=
∫
Ω
(
|∇uin|
2 + λ∗
|uin|
2
|x|σ0
+ |∇vin|
2 + µ∗
|vin|
2
|x|η0
)
dx,
we using the fact that for i ≥ 1, ‖(uin, vin)‖2D = ‖(uin, vin)‖2 + o(1) in the proof above
since that ∫
Ω
|uin|
2
|x|σ0
dx = o(1),
∫
Ω
|vin|
2
|x|η0
dx = o(1)
by Lemma 3.6.
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5 Variational identity and its applications
For any (u, v) ∈ D , we denote that

a(u, v) := ‖(u, v)‖2
D
,
b(u, v) := λ
∫
Ω
|u|2
∗(s1)
|x|s1 dx+ µ
∫
Ω
|v|2
∗(s1)
|x|s1 dx,
c(u, v) :=
∫
Ω
|u|α|v|β
|x|s2 dx,
(5.1)
and define
Φ(u, v) :=
1
2
a(u, v)−
1
2∗(s1)
b(u, v)− κc(u, v)
for all (u, v) ∈ D .
Lemma 5.1. Any solution (u, v) of

−∆u+ λ∗ u|x|σ0 − λ
|u|2
∗(s1)−2u
|x|s1 = κα
1
|x|s2 |u|
α−2u|v|β in Ω,
−∆v + µ∗ v|x|η0 − µ
|v|2
∗(s1)−2v
|x|s1 = κβ
1
|x|s2 |u|
α|v|β−2v in Ω,
(u, v) ∈ D ,
satisfies
1
N − 2
∫
∂Ω
|∇(u, v)|2x · νdσ
= −
N − σ0
N − 2
λ∗
∫
Ω
|u|2
|x|σ0
dx−
N − η0
N − 2
µ∗
∫
Ω
|v|2
|x|η0
dx+ λ
∫
Ω
|u|2
∗(s1)
|x|s1
dx
+ µ
∫
Ω
|v|2
∗(s1)
|x|s1
dx+ 2∗(s2)κ
∫
Ω
|u|α|v|β
|x|s2
dx−
∫
Ω
|∇(u, v)|2dx. (5.2)
In particular, if Ω = RN+ or RN , then∫
Ω
|∇(u, v)|2dx+
N − σ0
N − 2
λ∗
∫
Ω
|u|2
|x|σ0
dx+
N − η0
N − 2
µ∗
∫
Ω
|v|2
|x|η0
dx
− λ
∫
Ω
|u|2
∗(s1)
|x|s1
dx− µ
∫
Ω
|v|2
∗(s1)
|x|s1
dx− 2∗(s2)κ
∫
Ω
|u|α|v|β
|x|s2
dx = 0 (5.3)
Proof. We take
G(x, u, v) =
−
1
2
λ∗
|u|2
|x|σ0
−
1
2
µ∗
|v|2
|x|η0
+
1
2∗(s1)
λ
|u|2
∗(s1)
|x|s1
+
1
2∗(s1)
µ
|v|2
∗(s1)
|x|s1
+ κ
|u|α|v|β
|x|s2
.
A direct calculation shows that
N∑
i=1
xiGxi(x, u, v) =
σ0
2
λ∗
|u|2
|x|σ0
+
η0
2
µ∗
|v|2
|x|η0
−
s1
2∗(s1)
λ
|u|2
∗(s1)
|x|s1
−
s1
2∗(s1)
µ
|v|2
∗(s1)
|x|s1
− κs2
|u|α|v|β
|x|s2
.
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Then by [40, Proposition 7.1], we obtain (5.2) and (5.3).
Corollary 5.1. Any solution (u, v) of

−∆u+ λ∗ u|x|σ0 − λ
|u|2
∗(s1)−2u
|x|s1 = κα
1
|x|s2 |u|
α−2u|v|β in Ω,
−∆v + µ∗ v|x|η0 − µ
|v|2
∗(s1)−2v
|x|s1 = κβ
1
|x|s2 |u|
α|v|β−2v in Ω,
(u, v) ∈ D ,
satisfies∫
∂Ω
|∇(u, v)|2x · νdσ + (2− σ0)λ
∗
∫
Ω
|u|2
|x|σ0
dx+ (2− η0)µ
∗
∫
Ω
|v|2
|x|η0
dx
− (N − 2)
(
2∗(s2)− α− β
)
κ
∫
Ω
|u|α|v|β
|x|s2
dx = 0. (5.4)
Moreover, if Ω = RN+ or RN , then
(2 − σ0)λ
∗
∫
Ω
|u|2
|x|σ0
dx+ (2− η0)µ
∗
∫
Ω
|v|2
|x|η0
dx
− (N − 2)
(
2∗(s2)− α− β
)
κ
∫
Ω
|u|α|v|β
|x|s2
dx = 0. (5.5)
Proof. Since (u, v) is a solution, we have 〈Φ′(u, v), (u, v)〉 = 0. That is
a(u, v)− b(u, v)− κ(α+ β)c(u, v) = 0. (5.6)
On the other hand, by (5.2), we have that
a(u, v)− b(u, v)− κ(α+ β)c(u, v)
= −
2− σ0
N − 2
λ∗
∫
Ω
|u|2
|x|σ0
dx−
2− η0
N − 2
µ∗
∫
Ω
|v|2
|x|η0
dx
+
(
2∗(s2)− α− β
)
κ
∫
Ω
|u|α|v|β
|x|s2
dx−
1
N − 2
∫
∂Ω
|∇(u, v)|2x · νdσ. (5.7)
By (5.6) and (5.7), we obtain (5.4). When Ω = RN+ or RN , by (5.3) and (5.6), we
obtain (5.5).
Corollary 5.2. If Ω is a star-shaped domain of RN around 0, especially Ω = RN+ or
R
N
, 0 ≤ σ0, η0, s2 < 2, 0 < s1 < 2, λ∗ > 0, µ∗ > 0, then (0, 0) is the unique solution
of 

−∆u+ λ∗ u|x|σ0 − λ
|u|2
∗(s1)−2u
|x|s1 = κα
1
|x|s2 |u|
α−2u|v|β in Ω,
−∆v + µ∗ v|x|η0 − µ
|v|2
∗(s1)−2v
|x|s1 = κβ
1
|x|s2 |u|
α|v|β−2v in Ω,
(u, v) ∈ D ,
if furthermore (2∗(s2)− α− β)κ ≤ 0.
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Proof. Since Ω is a star-shaped domain around 0, we have x ·ν > 0 on ∂Ω\{0}, where
ν denote the outward unit normal to ∂Ω. Then by (5.4), we can obtain the result. And
when Ω = RN+ or RN , by (5.5), we can also obtain the result.
We prefer to give some this kind result about a single equation to close this section.
The following results we refer to [18].
Proposition 5.1. (cf.[18, Proposition 2.1]) Let u ∈ H1(Ω)\{0} be a solution of
equation −∆u = g(x, u) and G(x, u) =
∫ u
0
g(x, s)ds is such that G
(
·, u(·)
)
and
xiGxi
(
·, u(·)
)
are in L1(Ω), then u satisfies:
∫
∂Ω
|∇u|2x·ηdSx = 2N
∫
Ω
G(x, u)dx+2
N∑
i=1
∫
Ω
xiGxi(x, u)dx−(N−2)
∫
Ω
|∇u|2dx,
where Ω is a regular domain in RN and η denotes the unitary exterior normal vector
to ∂Ω. Moreover, if Ω = RN , then
2N
∫
RN
G(x, u)dx+ 2
N∑
i=1
∫
RN
xiGxi(x, u)dx = (N − 2)
∫
RN
|∇u|2dx.
Remark 5.1. Since the processes are standard now, we give the following results with-
out proof:
Let Ω = RN+ and u ∈ D
1,2
0 (Ω)\{0} be a solution of equation −∆u = g(x, u) and
G(x, u) =
∫ u
0
g(x, s)ds is such that G
(
·, u(·)
)
and xiGxi
(
·, u(·)
)
are in L1(Ω), then
u satisfies
2N
∫
R
N
+
G(x, u)dx+ 2
N∑
i=1
∫
R
N
+
xiGxi(x, u)dx = (N − 2)
∫
R
N
+
|∇u|2dx.
✷
Corollary 5.3. Let Ω = RN+ or RN , then problem
−∆u+ λ
|u|p−1u
|x|s1
=
|u|2
∗(s2)−2u
|x|s2
, u ∈ E := D1,20 (Ω) ∩ L
p+1
(
Ω,
dx
|x|s2
)
. (5.8)
has no nontrivial solution if λ 6= 0 and p 6= 2∗(s1)− 1.
Proof. Let g(x, u) = −λ |u|p−1u|x|s1 + |u|
2∗(s2)−2u
|x|s2 and u be a solution of (5.8). A direct
calculation shows that
N∑
i=1
xiGxi(x, u) =
λs1
p+ 1
|u|p+1
|x|s1
−
s2
2∗(s2)
|u|2
∗(s2)
|x|s2
.
Then by Remark5.1 and Proposition5.1, we have∫
Ω
|∇u|2dx−
∫
Ω
|u|2
∗(s2)
|x|s2
dx =
−2∗(s1)λ
p+ 1
∫
Ω
|u|p+1
|x|s1
dx. (5.9)
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On the other hand, tested by u, we have∫
Ω
|∇u|2dx−
∫
Ω
|u|2
∗(s2)
|x|s2
dx = −λ
∫
Ω
|u|p+1
|x|s1
dx. (5.10)
Hence, if λ 6= 0 and p 6= 2∗(s1)− 1, u = 0 is the unique solution.
6 Estimation on the least energy m0
Remark 6.1. Under the assumptions of this section, it is easy to prove the correspond-
ing Nehari manifoldN is well defined, andN is closed and bounded away from (0, 0).
We can also prove that any (PS)c sequence of Φ is bounded in D . And any bounded
PS sequence of Φ∣∣
N
is also a bounded PS sequence of Φ. Since these proofs are very
standard, we omit the details and refer to [40, Section 4].
Remark 6.2. We always assume that (H1) and (H2) are satisfied, especially when
|Ω| = ∞, we assume further that (A∗σ0) and (A∗η0 ) hold(see subsection 4.2), which
guarantee that c(u, v) :=
∫
Ω
|u|α|v|β
|x|s2
dx is well defined for all (u, v) ∈ D := E × F .
We can obtain the following results which are parallel to those in [40, subsection 6.2]
and [41, subsection 2.2], see also [1, 36, 37].etc. Although the framework spaces are
different, the arguments depends only on the values of α and β, these proofs can be
modified smoothly. Since the proofs are long but standard, we omit the details.
Lemma 6.1. Assume (H1), (H2), 1 < α, 1 < β, α + β ≤ 2∗(s2), and if |Ω| =
∞, α+ β < 2∗(s2), we assume further that (A∗σ0) and (A∗η0) hold. Let 0 < U ∈ E is
a least energy solution of (1.9) and define
η˜1 := inf
v∈F\{0}
‖v‖2F∫
Ω
|U|α|v|2
|x|s2 dx
. (6.1)
Then
(1) if κ < 0 or β > 2 or
{
β = 2
κ < η˜1
, (U, 0) is a local minimal of Φ in N .
(2) if β < 2, κ > 0 or β = 2, κ > η˜1,
m0 := inf
(φ,ϕ)∈N
Φ(φ, ϕ) < Φ(U, 0) = Ψλ(U) = cσ0,λ∗,λ. (6.2)
Proof. We omit it.
Lemma 6.2. Assume (H1), (H2), 1 < α, 1 < β, α + β ≤ 2∗(s2), and if |Ω| =
∞, α+ β < 2∗(s2), we assume further that (A∗σ0 ) and (A∗η0) hold. Let 0 < V ∈ F is
a least energy solution of (1.11) and define
η˜2 := inf
u∈E\{0}
‖u‖2E∫
Ω
|V |β|u|2
|x|s2 dx
. (6.3)
Then
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(1) if κ < 0 or α > 2 or
{
α = 2
κ < η˜2
, (0, V ) is a local minimal of Φ in N .
(2) if α < 2, κ > 0 or α = 2, κ > η˜2,
m0 := inf
(φ,ϕ)∈N
Φ(φ, ϕ) < Φ(0, V ) = Υµ(V ) = cη0,µ∗,µ. (6.4)
Proof. We omit it.
Corollary 6.1. Assume (H1), (H2), 1 < α, 1 < β, α + β ≤ 2∗(s2), and if |Ω| =
∞, α+ β < 2∗(s2), we assume further that (A∗σ0) and (A∗η0 ) hold. If β < 2 or β = 2
with κ > η˜1, and if α < 2 or α = 2 with κ > η˜2, then we have
m0 < min{cσ0,λ∗,λ, cη0,µ∗,µ}. (6.5)
Proof. By Lemma 6.1 and Lemma 6.2.
7 Proofs of Theorem 1.4 and Theorem 1.5
Proof of Theorem 1.4: We note that under the assumptions, it is easy to see that the
corresponding Nehari manifold is well defined. Let {(un, vn)} ⊂ N be a minimizing
sequence, then it is standard to prove that {(un, vn)} is a bounded (PS)m0 sequence
for Φ. And by Corollary 6.1, we have
m0 < min{cσ0,λ∗,λ, cη0,µ∗,µ}. (7.1)
Hence, by Corollary 4.4, we obtain that there exists some (u, v) ∈ D such that (un, vn)→
(u, v) and u 6= 0, v 6= 0. Thus, (u, v) is a nontrivial ground state solution. ✷
For the case of α + β = 2∗(s2), it is not easy to see that un → u or vn → v
strongly in L2
∗(s2)
(
Ω,
dx
|x|s2
)
(see Remark 4.4). Hence, for the critical couple case,
we can note easily obtain the compactness result basing on Corollary 6.1 and Corollary
4.4. We also note that
min{cσ0,λ∗,λ, cη0,µ∗,µ} <
[
1
2
−
1
2∗(s1)
] (
µs1(R
N
+ )
) 2∗(s1)
2∗(s1)−2 (max{λ, µ})−
2
2∗(s2)−2 .
(7.2)
We let Θ˜ denote the least energy of the limit problem, then by [40, Theorem 7.2] or
[41, Theorem 1.1], we also have
Θ˜ <
[
1
2
−
1
2∗(s1)
] (
µs1(R
N
+ )
) 2∗(s1)
2∗(s1)−2 (max{λ, µ})
− 2
2∗(s2)−2 . (7.3)
Hence, we can not judge the relationship of size between min{cσ0,λ∗,λ, cη0,µ∗,µ} and
Θ˜ intuitively. To apply the splitting Theorem 4.2, we need a further detailed estimation.
For the technical reasons, we need the assumptions (H˜1) and (H˜2).
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Proof of Theorem 1.5: Similar to the proof of Theorem 1.4, there exists a minimizing
sequence {(un, vn)} ⊂ N which is a bounded (PS)m0 sequence of Φ. Moreover,
m0 < min{cσ0,λ∗,λ, cη0,µ∗,µ}. (7.4)
Under the assumptions of (H˜1) and (H˜2), we shall prove that m0 < Θ˜ and thus
m0 < min{Θ˜, cσ0,λ∗,λ, cη0,µ∗,µ}. (7.5)
Then, applying the splitting Theorem 4.2, we see that there exists some u 6= 0, v 6= 0
such that (un, vn)→ (u, v). Hence, (u, v) is a nontrivial ground state solution.
The proof of m0 < Θ˜ under the assumptions (H˜1) and (H˜2): Denote the functional
corresponding to the limit equation by A, under our assumptions, by [40, Theorem
7.2] or [41, Theorem 1.1], we see that the limite equation possesses a nontrivial ground
state solution, i.e., there exists some u 6= 0, v 6= 0 such that A(u, v) = Θ˜ and (u, v)
satisfies the following equation:

−∆u− λ |u|
2∗(s1)−2u
|x|s1 = κα
1
|x|s2 |u|
α−2u|v|β in RN+ ,
−∆v − µ |v|
2∗(s2)−2v
|x|s1 = κβ
1
|x|s2 |u|
α|v|β−2v in RN+ ,
κ > 0, (u, v) ∈ D := D1,20 (R
N
+ )×D
1,2
0 (R
N
+ ).
(7.6)
Without any loss of generality, we may assume that, in a suitable neighborhood of
0, ∂Ω can be represented as xN = ϕ(x′), where x′ = (x1, · · · , xN−1), ϕ(0) =
0, ∇′ϕ(0) = 0, ∇′ = (∂1, · · · , ∂N−1), and that the outer normal to ∂Ω at 0 is
−eN = (0, · · · , 0,−1). Define φ(x) = (x′, xN −ϕ(x′)) to “flatten out” the boundary.
We can choose a small r0 > 0 and neighborhoods of 0, U and U˜ , such that φ(U) =
Br0(0), φ(U ∩ Ω) = B
+
r0
(0), φ(U˜ ) = B r0
2
(0) and φ(U˜ ∩ Ω) = B+r0
2
(0), where, for
any r0 > 0, Br0(0) ⊂ RN is an open ball of radius r0 centered at 0 and B+r0(0) =
Br0(0) ∩ R
N
+ . By the smoothness assumption on ∂Ω, ϕ can be written as
ϕ(y′) =
N−1∑
i=1
αiy
2
i + o(|y
′|2), (7.7)
then
H(0) =
1
N − 1
N−1∑
i=1
αi.
For any ε > 0, define
uε(x) := ε
−N−22 u
(
φ(x)
ε
)
, vε(x) := ε
−N−22 v
(
φ(x)
ε
)
x ∈ Ω ∩ U, (7.8)
and let
uˆε(x) = ηuε(x), vˆε(x) = ηvε(x). (7.9)
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For the estimation on the gradient terms, similar to [39, Lemma 3.4], we have∫
Ω
|∇uˆε(x)|
2 dx =
∫
R
N
+
|∇u(y)|2 dy−2
∫
B
+
r0
ε
η
(
φ−1(εy)
)2
∂Nu(y)∇
′u(y)·(∇′ϕ)(εy′)dy+O(ε2)
(7.10)
and∫
Ω
|∇vˆε(x)|
2
dx =
∫
R
N
+
|∇v(y)|2 dy−2
∫
B
+
r0
ε
η
(
φ−1(εy)
)2
∂Nv(y)∇
′v(y)·(∇′ϕ)(εy′)dy+O(ε2)
(7.11)
Using the decay property of u and v (see [40, Theorem 7.2] or [41, Theorem 1.1]), by
(7.7) we have (the details we refer to [39, Lemma 3.4]):
− 2
∫
B
+
r0
ε
η
(
φ−1(εy)
)2
∂Nu(y)∇
′u(y) · (∇′ϕ)(εy′)dy
=
2
ε
∫
B
+
r0
ε
η
(
φ−1(εy)
)2
∂Nu(y)
N−1∑
i=1
∂iiu(y)ϕ(εy
′)dy +O(ε2) (7.12)
and
− 2
∫
B
+
r0
ε
η
(
φ−1(εy)
)2
∂Nv(y)∇
′v(y) · (∇′ϕ)(εy′)dy
=
2
ε
∫
B
+
r0
ε
η
(
φ−1(εy)
)2
∂Nv(y)
N−1∑
i=1
∂iiv(y)ϕ(εy
′)dy +O(ε2) (7.13)
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By equation (7.6) and the formula of integration by parts, we have
2
ε
∫
B
+
r0
ε
η
(
φ−1(εy)
)2
∂Nu(y)
N−1∑
i=1
∂iiu(y)ϕ(εy
′)dy
=
2
ε
∫
B
+
r0
ε
η
(
φ−1(εy)
)2
∂Nu(y) [∆u(y)− ∂NNu(y)]ϕ(εy
′)dy
=−
2
ε
∫
B
+
r0
ε
η
(
φ−1(εy)
)2
∂Nu(y)
[
λ
u(y)2
∗(s1)−1
|y|s1
+ κα
u(y)α−1v(y)β
|y|s2
]
ϕ(εy′)dy
−
1
ε
∫
B
+
r0
ε
η
(
φ−1(εy)
)2
∂N [∂Nu(y)]
2
ϕ(εy′)dy
=−
2
ε
λ
2∗(s1)
∫
B
+
r0
ε
η
(
φ−1(εy)
)2 ∂N [|u(y)|2∗(s1)]
|y|s1
ϕ(εy′)dy
−
2
ε
κ
∫
B
+
r0
ε
η
(
φ−1(εy)
)2 ∂N (u(y)α) v(y)β
|y|s2
ϕ(εy′)dy
+
1
ε
∫
B
+
r0
ε
∩∂RN+
η
(
φ−1(εy)
)2
(∂Nu(y))
2
ϕ(εy′)dSy + O(ε
2) (7.14)
Similarly, we have
2
ε
∫
B
+
r0
ε
η
(
φ−1(εy)
)2
∂Nv(y)
N−1∑
i=1
∂iiv(y)ϕ(εy
′)dy
=−
2
ε
µ
2∗(s1)
∫
B
+
r0
ε
η
(
φ−1(εy)
)2 ∂N [|v(y)|2∗(s1)]
|y|s1
ϕ(εy′)dy
−
2
ε
κ
∫
B
+
r0
ε
η
(
φ−1(εy)
)2 ∂N (v(y)β)u(y)α
|y|s2
ϕ(εy′)dy
+
1
ε
∫
B
+
r0
ε
∩∂RN+
η
(
φ−1(εy)
)2
(∂Nv(y))
2 ϕ(εy′)dSy +O(ε
2) (7.15)
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Then, by (7.10)-(7.15) and the formula of integration by parts, we have∫
Ω
|∇uˆε(x)|
2dx+
∫
Ω
|∇vˆε(x)|
2dx
=
∫
R
N
+
|∇u(y)|2dy +
∫
R
N
+
|∇v(y)|2dy
−
2
ε
1
2∗(s1)
∫
B
+
r0
ε
η
(
φ−1(εy)
)2 ∂N [λ|u(y)|2∗(s1) + µ|v(y)|2∗(s1)]
|y|s1
ϕ(εy′)dy
−
2
ε
κ
∫
B
+
r0
ε
η
(
φ−1(εy)
)2 ∂N [u(y)αv(y)β]
|y|s2
ϕ(εy′)dy
+
1
ε
∫
B
+
r0
ε
∩∂RN+
η
(
φ−1(εy)
)2 [
(∂Nu(y))
2
+ (∂Nv(y))
2
]
ϕ(εy′)dSy +O(ε
2)
=
∫
R
N
+
|∇u(y)|2dy +
∫
R
N
+
|∇v(y)|2dy
−
2
ε
1
2∗(s1)
∫
B
+
r0
ε
η
(
φ−1(εy)
)2 (λs1u(y)2∗(s1) + µs1v(y)2∗(s1)) yN
|y|s1+2
ϕ(εy′)dy
−
2
ε
κ
∫
B
+
r0
ε
η
(
φ−1(εy)
)2 s2 (u(y)αv(y)β) yN
|y|s2+2
ϕ(εy′)dy
+
1
ε
∫
B
+
r0
ε
∩∂RN+
η
(
φ−1(εy)
)2 [
(∂Nu(y))
2
+ (∂Nv(y))
2
]
ϕ(εy′)dSy +O(ε
2)
:=
∫
R
N
+
|∇u(y)|2dy +
∫
R
N
+
|∇v(y)|2dy + J1 + J2 + J3 +O(ε
2). (7.16)
where
J1 =−
2
ε
s1
2∗(s1)
∫
B
+
r0
ε
η
(
φ−1(εy)
)2 (λu(y)2∗(s1) + µv(y)2∗(s1)) yN
|y|s1+2
ϕ(εy′)dy
=−
2s1
2∗(s1)
∫
R
N
+
(
λu(y)2
∗(s1) + µv(y)2
∗(s1)
)
yN
|y|s1+2
|y′|2dyH(0) (1 + o(1)) ε+O(ε2)
:=−
2s1
2∗(s1)
K˜1H(0) (1 + o(1)) ε+O(ε
2), (7.17)
J2 =−
2
ε
κs2
∫
B
+
r0
ε
η
(
φ−1(εy)
)2 (u(y)αv(y)β) yN
|y|s2+2
ϕ(εy′)dy
=− 2κs2
∫
R
N
+
(
u(y)αv(y)β
)
yN
|y|s2+2
|y′|2dyH(0) (1 + o(1)) ε+O(ε2)
:=− 2κs2K˜2H(0) (1 + o(1)) ε+O(ε
2), (7.18)
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J3 =
1
ε
∫
B
+
r0
ε
∩∂RN+
η
(
φ−1(εy)
)2 [
(∂Nu(y))
2
+ (∂Nv(y))
2
]
ϕ(εy′)dSy
=
∫
RN−1
[
((∂Nu)(y
′, 0))
2
+ ((∂Nv)(y
′, 0))
2
]
|y′|2dy′H(0) (1 + o(1)) ε+O(ε2)
:=K˜3H(0) (1 + o(1)) ε+O(ε
2). (7.19)
On the other hand, by the standard estimation, we have∫
Ω
|uˆε(x)|2
∗(s1)
|x|s1
dx =
∫
R
N
+
|u(y)|2
∗(s1)
|y|s1
dy−
∫
R
N
+
s1|u(y)|2
∗(s1)|y′|2yN
|y|2+s1
dyH(0) (1 + o(1)) ε+O(ε2),
(7.20)
∫
Ω
|vˆε(x)|
2∗(s1)
|x|s1
dx =
∫
R
N
+
|v(y)|2
∗(s1)
|y|s1
dy−
∫
R
N
+
s1|v(y)|
2∗(s1)|y′|2yN
|y|2+s1
dyH(0) (1 + o(1)) ε+O(ε2),
(7.21)∫
Ω
|uˆε(x)|2
|x|σ0
dx = ε2−σ0
∫
R
N
+
|u(y)|2
|y|σ0
dy (1 + o(1)) +O(εN ), (7.22)
∫
Ω
|vˆε(x)|2
|x|η0
dx = ε2−η0
∫
R
N
+
|v(y)|2
|y|η0
dy (1 + o(1)) +O(εN ), (7.23)
∫
Ω
|uˆε(x)|
α|vˆε(x)|
β
|x|s2
dx =
∫
R
N
+
|u|α|v|β
|y|s2
dy−
∫
R
N
+
s2|u(y)|
α|v(y)|β |y′|2yN
|y|2+s2
dyH(0) (1 + o(1)) ε+O(ε2).
(7.24)
Then, basing on the sequence of estimations above, we have
Φ(tuˆε, tvˆε)
≤
t2
2
[∫
R
N
+
|∇u(y)|2dy +
∫
R
N
+
|∇v(y)|2dy +
(
K˜3 −
2s1
2∗(s1)
K˜1 − 2κs2K˜2
)
H(0) (1 + o(1)) ε
+λ∗
∫
R
N
+
|u(y)|2
|y|σ0
dy (1 + o(1)) ε2−σ0 + µ∗
∫
R
N
+
|v(y)|2
|y|η0
dy (1 + o(1)) ε2−η0 +O(ε2)
]
−
t2
∗(s1)
2∗(s1)
[∫
R
N
+
λ|u(y)|2
∗(s1) + µ|v(y)|2
∗(s1)
|y|s1
dy − s1K˜1H(0) (1 + o(1)) ε+O(ε
2)
]
− κt2
∗(s2)
[∫
R
N
+
|u|α|v|β
|y|s2
dy − s2K˜2H(0) (1 + o(1)) ε+O(ε
2)
]
(7.25)
and it follows easily that there exists some T > 0 large enough and some ε0 > 0 small
enough such that
Φ(T uˆε, T vˆε) < 0 for all 0 < ε < ε0. (7.26)
Especially, under the assumptions of(H˜1 and (H˜2), we can apply the similar arguments
as [39, Lemma 3.4] and obtain that there exists some 0 < ε1 < ε0 such that
max
t>0
Φ(tuˆε, tvˆε) < max
t>0
A(tu, tv) = Θ˜ for all 0 < ε < ε1. (7.27)
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