ABSTRACT All over the world, deaf use sign language to communicate each other. The signs are built and communicated through movements and the shapes of the hands. Pakistan sign language (PSL) is used by the deaf community of Pakistan. Automatic recognition of PSL alphabets into the predefined categories is presented here. The seven categories are defined using the visibility, shape, and the orientations of both the fingers and the hand. The histograms of the uniform local binary (lbp) for the neighboring distance of one, two, and three are computed and concatenated to form a single vector. At a later step, six statistical features of the combined histogram are computed, i.e., standard deviation, variance, skewness, kurtosis, entropy, and energy. The classification is achieved using support vector machines (SVMs). The modality of one-versesone is used for the adoption of binary SVM into the multi-class SVM. The proposed technique is validated over the data set of 3414 PSL signs, taken through the help of seven native signers. The performance of the proposed technique is evaluated by precision, recall, accuracy, and f-measure, while it is elaborated through the classification matrix, tabular, and graph representations.
I. INTRODUCTION
Language has always been a key source of communication among the human beings. There are variety of languages that vary from region to region and nation to the nation. Whenever you move from one region to the other or communicate with someone from the other nation, either you need to learn the language of that region/nation or you need an interpreter for communication. In the absence of knowing someone's language and the interpreter, gestures can be a source of basic level communication. Gestures can originate from the motion of any part of the body, but commonly originate from the movement of the hands or facial expressions. Gesture recognition is an area of computer vision that deals in interpreting the gestures by using different algorithms. Across the world, millions of people live with the disability of hearing loss. Out of those, a vast majority belongs to the countries of low or lower-middle economies. The said countries are mostly inherited with more serious financial issues and provision of appropriate ear/hearing care services to the deaf community is quite critical. The world health organization WHO) has pointed that a total of 436 million people(approximate) are disabled from hearing, about 5% of the total world population [1] .
Unlike normal humans, deaf can't use acoustic languages for their communication. Sign Language is a language that conveys the message by using body language instead of the acoustic words. In a sign language, deaf may express their thoughts by combing the movements and shapes of hands with fingers. Along with the hands and fingers, it may involve facial expression and body gestures as well. Linguists consider the sign language as natural language with the fact that it shares many similarities to the oral languages i.e., grammar, vocabulary etc. At the same time, there are quite significant differences between spoken and the signed languages. There is a common misconception about the sign language, sign language is international and the deaf belonging to any part of the world or the nation share the same. It is the factual reality that each of the country has its own sign language and even a country may have many local sign languages as well. Though it is admitted that many sign languages share the similarities with each other. There is no exact number about the existing sign languages, but the 2013 edition of Ethnologue lists them 137(known ones) [2] .
Just like other parts of the world, the deaf community in Pakistan use their own sign language i.e., Pakistan sign language (PSL). PSL is a visual gestural language and owns its own syntax, grammar and vocabulary. It is a key noting that the sign languages of the different nations are influenced by their relative acoustic ones e.g., American Sign Exact English (SEE) is the outcome of American English and its counter American sign language (ASL), the English signs of the British sign language (BSL) are adherent to the British English language. Similarly, the PSL alphabet gestures are representation of the Urdu alphabets (National spoken language of Pakistan) [3] . There are 37 Urdu alphabets which are represented by the equal number of PSL signs. These signs are used for sending and receiving the short messages.
Many Computer Vision algorithms have been designed to recognize the famous sign languages like German sign Language(GSL), American sign language(ASL), Irish sign language(ISL) etc. Urdu language is used for communication by the large people of the world, estimated as 250 million. In Pakistan every 1.6 of 1000 people are deaf [4] , more than five million deaf in the area where Urdu is basic language for communication.
In this paper, we have presented a technique for categorization of the PSL alphabets. The PSL alphabets are split into the pre-defined seven categories depending on the shape of fingers, hand and their orientation. The proposed technique calculates six statistical features from the uniform local binary pattern (LBP) histogram of an image. These six features are standard deviation, variance, skewness, kurtosis, energy and entropy. Multi-class SVMs is used as classifier that use one-vs-one modality of the binary class SVMs. The proposed technique categorized the PSL alphabets by achieving an overall accuracy of 77.18%.
The rest of the paper is organized as follows: section-II briefly discusses the latest relevant literature; section-III presents the proposed research; section-IV discusses the details of the dataset and evaluation metrics; in the section-V outcome of the proposed research is presented with the detail discussion while section-VI concludes the proposed research.
II. LITERATURE REVIEW
In this section a review of the existing research work is presented. The section is divided into two halves i.e., (i) Sign language recognition (ii) LBP applications.
A. SIGN LANGUAGE RECOGNITION
Tharwat et al. [5] presented a technique for classifying the American sign language(ASL). It used the scale invariant feature transform(SIFT) for features invariance reference to the rotation and the scale. Linear discriminant analysis was used to reduce the dimension of the feature set and resultant was fed to the SVM and KNN for the sign classification. Manual and non-manual signs were categorized in [3] . The manual category consisted of the static signs and fingerspelling, while facial expressions were termed as non-manual signs. Conditional random field(CRF) was used for manual sign detection and Bootsmap embedding was used for the verification of hand shapes. SVM was used for the classification of non-manual signs. ASL alphabets were recognized by using Kinect device [7] that provided depth contrast for the hand segmentation. The hand joint information i.e., hand joint angles, were extracted through the kinematics constraints and those hand joint angles were used by the Random forest for sign classification. Lee et al. [8] presented Taiwanese sign language recognition technique using kinectic device sensors for capturing the hand features. Three of the main features i.e., position of the hand, direction of the signing hand and its shape were fed to the SVM classifier for training and classification. Authors presented accuracy details which are reasonably good in their statistics. A high level human body information, body and the hand position, along with the signing process is used for the signer independent language recognition [9] . The overlap of the signs was resolved by choosing the consecutive frames with smallest or no overlap. The extracted features were used by the hidden markov model(HMM) for classification. As well as, Holden et al. [10] used HMM for Australian sign language recognition. The scale and rotation invariant features along with the speed of the signs were extracted as input of HMM. The sentences and words were correctly recognized by securing 97% and 99% scores respectively. The performance of the flavors of recurrent neural networks was evaluated by applying over the problem of Arabic sign language recognition problem [11] . The experiments were performed for partially and fully connected recurrent networks. Fully connected netwroks were resulted as better of the both. Hrúz et al. [12] presented a technique that used both manual and non-manual features for sign language recognition. The manual features were represented by the local binary patterns, while the non-manual features were extracted through the active shape model. A total of 23 sign classes through 11 signers were evaluated by them.
The task of Persian sign language classification was performed in [13] . Discrete wavelet transform(DWT) based features were extracted and fed to the artificial neural network(ANN) for classification. The technique was evaluated over a small dataset of 640 images representing 32 signs. Same as, Khan et al. [14] used combination of DWT and backpropagation ANN for Pakistan sign language(PSL) recognition. It was evaluated over the dataset of images having random background but with the limitation of having very small dataset i.e., 500 samples only. PSL recognition was proposed in [15] where fingers were localized through deep pixel-based analysis, while position of the thumb was determined by template matching. The authors divided the PSL signs i.e., alphabets and digits into seven categories. The hard rules were defined for classifying the signs. These hard rules may not be good for different signers and orientations of signs VOLUME 6, 2018 by the same signers as well. A dataset limited to 420 images was used for evaluating their technique. Global features were used for classification of PSL signs [16] . It contained region and boundary information. The region information was represented by seven Hu moments while boundary information was extracted through Fourier descriptor. The features were used to the svm for classification purpose. The technique was evaluated for 10 signs only. An empirical study of statistical and transformation based descriptors for the recognition of PSL was presented [17] . It was presented as a signer independent technique. A fuzzy based PSL recognition technique is proposed [18] , where finger tips and joint positions were extracted through the color gloves. Angles between the fingers were used as input to the fuzzy inferencing system that served the classification purpose.
B. LBP APPLICATIONS
Wang et al. [19] presented their research, which dealt the problem of gesture recognition using LBP features. The dimension of the LBP histogram was reduced using principal component analysis(PCA) followed by the classification through SVM. Detection and counting of green citrus fruit through the color images was achieved in [20] . They used local binary pattern based features extracted from the illumination normalized images attained through the discrete wavelet transform. Adaboost was used for the classification job using LBP features. LBP features were extracted from the gabor transformed facial images for facial recognition [21] . It countered the problems of information loss occurred by gabor transform, sensitivity to the noise and illumination changes. LBP based textural features along with the geometric information were used for the classification problem of facial expressions [22] . Hierarchical SVMs served the classification task. In order to perform texture analysis, [23] presented feature based LBP(FbLBP). The FbLBP feature vector consisted of two parts i.e., first part contained the standard lbp while the second part had mean and the variance information. The FbLBP showed 10% improvement in results when compared to the standard LBP. Skin cancer detection was achieved by using variants of the lbp features i.e., dominant rotated local binary pattern and median robust extended local binary pattern [24] . The research used binary svm for classification purpose. Segmentation of the text from the non-text area was done with the help of lbp features [25] . The task was completed by using a set of five classifiers. Liu et al. [26] discussed the limitations of lbp-based features for the colored image retrieval problem. As lbp does not cope with the color information, authors combined color information features with lbp for solving the color image retrieval and classification issue. The problem of texture classification was addressed in [27] . Authors proposed two sets of features i.e., the first feature vector was computed by extracting local binary patterns from the dual-tree complex wavelet transformed images while second was computed through extracting the dual-tree complex wavelet transform coefficients from log-polar transformed images. The fusion of both the feature vector was done prior to the classification task.
III. PROPOSED SOLUTION
The Proposed technique is elaborated in figure 1 where input image is subject to the preprocessing in prior to the calculation of uniform LBP features over the 16×16 blocks with half overlapping. The uniform histograms of all the blocks are concatenated to form a single 1-D vector. In a second step, the statistical features of concatenated uniform lbp are calculated. The statistical features are then fed to the multiclass SVM, resulting in one of the seven predefined categories.
A. PREPROCESSING
Prior to the feature extraction from a PSL alphabet images, skin detection is applied for segmenting the hand from the background. To process the skin detection, we have used color properties in the HSV domain. BM (i, j) = 1 10:
Apply AND operation over BM and GI to get the skin segmented image i.e., SI=(GA)AND(BM)
Skin detection algorithm(SDA) takes color image as input and converting it into HSV color model, applies blurring on the Hue(H) and Saturation(S) components. The objective behind not blurring the Value(V) component lies in the fact that it represents brightness of the image and changing it would not help the required task. Saturation, S, represents the amount of gray in the image, a skin area have a threshold greater than 0.25.
B. UNIFORM LBP
The standard lbp is calculated as: where
The bit pattern representation of the standard lbp is shown in figure 2 . While, the uniform lbp is obtained through the given expression i.e.,
where
In 
4:
if (x i , y i ) is not the valid pixel position then 6: interpolation is used to find valid location for i th neighbor 7: end if 8: until ∀1 ≤ i ≤ NNP VOLUME 6, 2018 
C. LBP HISTOGRAM BASED FEATURES
In the proposed approach, we have used six statistical features of lbp histogram i.e., standard deviation, variance, skewness, kurtosis, entropy and energy. The first four of the features are termed as first, second, third and fourth order moments along the mean respectively. The details of all the six features are presented here. The standard deviation of the lbp histogram is calculated through the following relation:
1) STANDARD DEVIATION
2) VARIANCE while the statistic is computed through the given relation i.e.,
3) SKEWNESS
The skewness is called the third moment along the mean and with reference to the lbp histogram, it may be defined as: The skewness is computed as following: For the given histogram of N bins, it is calculated as: 
5) ENTROPY
The entropy is said to be the disorderness of a system, while in the given context it is defined as:
Definition 5: Given the uniform lbp histogram(LBPH), the entropy represents the variation of probability distribution function(pdf) of the LBPH. lower the entropy means flat histogram and vice versa.
The entropy of a uniform lbp histogram(LBPH) is computed by:
the pLBPH i represents the pdf of the i th member of the LBPH, while the step is calculated as: and
step represents the difference between to consecutive member positions of the LBPH. We have used step=1.
6) ENERGY
The energy, E r of a lbp histogram is defined as:
Definition 6: Given the probability distribution function(pLBPH) of the LBPH, the energy(E r ) gives information about the distribution of the lbp values.
It is computed through equation (10) i.e.,
The lbp histograms for each of the PSL alphabets are calculated for three distances i.e., d=1, d=2 and d=3. At each of the distance, all the block histograms are concatenated to form the concatenated uniform lbp histograms. All the six features are separately calculated for each of the concatenated uniform histograms. The feature sets for all the three concatenated uniform lbp histograms are merged to form the final feature set, s, as shown in figure 5.
D. CLASSIFICATION
In the proposed technique, multi-class Support Vector Machine(SVM) is used for classification (i.e., PSL alphabets categorization). The input dataset m × p is divided into two subsets: 1) Train-Data and 2) Test-Data. As dimension of the input feature set is eighteen(18), the train-Data becomes of order t r × 18 while test-Data is t × 18. The solution to the problem of multi-class is achieved through the combination of multiple binary class SVMs. The decision functions for the binary-class linear SVMs are represented by (u.s j + c) ≤ −1 if t j = −1 and (u.s j + c) ≥ 1 if t j = 1. The two relations can be combined to cover both the cases i.e., t j (u.s j + c) ≥ 1 where t represents the class, s is the input feature vector, u represents weight and c is the margin. The categorization of PSL signs into seven categories(each category contain multiple alphabets), each of the sign represented through a 18-dimensional feature set, is non-linear problem. Decision function for the non-linear classification is represented as f (s) = u. (s) + c. This is presented as we are dealing with the research problem having input feature subset instead of a single dimensional problem. For a higher dimensional data convergence, SVM kernel functions are widely used. In a kernel-based SVM, u may be represented as u = m j=1 β j (s j ). Decision function for a Non-linear classification problem having multidimensional feature set can be represented as:
where (s j ). (s) is defined as the kernel function and denoted as KF(s, s j ). By replacing (s j ). (s) by KF(s, s j ) the decision function is given as:
In order to solve the non-linear separable problems(with high dimension feature set), the radial basis function based kernel is identified as the most suitable. This is due to the RBF kernel being known to be used in solving infinite dimension problems. The RBF kernel can be represented as
By substituting (13) into (12), the required decision function becomes:
In order to adopt the binary class SVM for the multi-class problem of N categories and using the one-vs-one approach, we need to build
binary SVM classifiers [28] . In the presented research N=6, so C = 
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The final classification of the input feature set, s, through the one-vs-one multi-class classifiers is achieved as:
where p, q ∈ {CatI , CatII , CatIII , . . . , CatVII } and f p,q ∈ {CatI −vs−CatII , CatI −vs−CatIII , . . . . . . , CatVI − vs − CatVII }.
IV. DATASET AND EVALUATION METRICS
In this section details of dataset and the metrics used to evaluate the proposed technique are presented.
A. DATASET
Here, the complete detail of the dataset is presented. It may be observed from figure 6 that the PSL alphabets are partitioned into predefined seven groups. The alphabets are split into these categories on the basis of shape and orientations of both the hand and fingers. The description of each of the category is given in Table 1 . It is obvious from figure 6 that the category-I is having seven signs read as 'Alif', 'Tay', 'Seen', 'Wao', 'Choti Yay', 'Bari Yay' and 'sauud'. Category-II again have seven alphabet signs i.e., 'Saay', 'Dal', 'Zaal', 'Ain', 'Ghain', 'Noon Ghuna' and 'Kaaf'. Category-III have five alphabets i.e., 'Daal', 'Sheen', 'Tauy', 'Zauy' and 'hay' while category-IV has seven signs as well i.e., 'Chay', 'Hae', 'Zaay', 'Gaaf', 'Hamza', 'Taey' and 'Khaey'. Category-V is defined over five signs including 'Bay', 'Fay', 'Ra'ay', 'Alif Paish', 'Laam' and 'Zavad'. Category-VI is composed of three alphabets having 'Ray', 'Kaaf', 'Paay' while category-VII have 'Meem' and 'Noon' in it. The dataset is created through the help of seven signers. Overall 3414 sign images are created. The details of dataset used in multi-class SVM for classification through one-versus-one modality is shown in table 2. Out of total 3414 signs, 2384 are used for training while 1030 signs served for testing purpose. Figure 7 gives information about the ratios of training and test data, for all the seven classes. For all the categories, the mean number of signs of training sets is 341 while for the test data it is 147.14. The graph shows the ratios between the signs in training, test set and their respective means. In case of the training data, category-I have highest ratio(1.32) to the mean of all the categories while the category-VII has least ratio(0.41). In case of test data, the same categories hold high and low ratios with the numbers 1.30 and 0.41 respectively.
In order to evaluate the proposed technique, we have used four metrics i.e., precision, recall, f-measure and accuracy. These measures are defined as:
59248 VOLUME 6, 2018 FIGURE 8. Results of skin detection algorithm(SDA).
where TP= true positive, FP=false positive, TN=true negative and FN=false negative.
V. RESULTS AND DISCUSSION
In this section, we present the results achieved through the proposed technique along detail discussion over them. Figure 8 shows the segmentation results through the SDA with corresponding input images. An example sign from each of the seven categories is presented to show the performance of the preprocessing step. It may be observed that it segmented the hand as foreground while rest of the pixels have become part of the background. Once the hand is segmented through SDA, it is subject to extraction of the uniform LBP based features. In this research, we have calculated the LBP patterns at three different distances i.e., d=1,2,3 and for all the three distances the number of neighboring points are taken as eight. The different radii are kept to make the lbp pattern scale invariants. While the required neighboring points along with the distance is provided to the NPDA, it returns the exact position of all the eight neighboring pixels i.e., (x k , y k ) : 1 ≥ k ≥ 8. The example pixels positions at two different distances may be visualized in figure 9   FIGURE 9 . Example results of 8-neighbors determination through NPDA at d=1 and d−=2 Table 3 through Table 5 show the details of all the six features extracted through the proposed technique. The features are explained here in the form of their mean, minimum and maximum values. These feature statistics are calculated for the training data only. Table 3 is showing the uniform lbp histogram feature statistics when the distance is kept as one. It may be observed that the highest 'average' standard deviation is for the cat-IV while the least is for the cat-I, the same pattern exists for all the other features as well. The 'min' statistics for all the six features give reflection that cat-I has least of all the categories. The same doesn't happen for the 'max' calculation e.g., cat-I has lesser average standard deviation but the highest 'max' standard deviation among other categories. The same reflection is there for all the other five features as well when 'max' values are studied. It may be concluded that the cat-I has wide range of values for all the six features while cat-VII has reverse of it. Table 4 is showing the same statistics of the features as by the table 3 but for the features extracted from uniform lbp histogram calculated at a distance of two. The least average and minimum standard deviation is for the category-I while the highest of the maximum standard deviations is for the same as well. The same pattern follows for the case of variance as the variance is squared of the standard deviation. Category-I signs have the highest range of standard deviation values while the category-VII has the least range, the same is for variance, skewness, kurtosis and Energy as well. The category-I has same response for the entropy but the least of the value range is for the category-II.
Same as above for the table 3 and table 4, table 5 is showing feature statistics in the form of mean, minimum and maximum. The statistics are for the features extracted from the uniform lbp histogram calculated at a distance of three. Same as the previous two cases, category-I has wider and the category-VII has narrow range of values for all the six features extracted from histogram of distance three.
Originally, the SVM classifiers has nature of solving the binary class problems. In order to solve the multi-class problem, we have used one-vs-one SVM classifier adoption. In order to classify the PSL alphabets into seven categories, we have used fifteen(15) binary SVM classifiers. Each of the classifier was trained for the two specific categories while it was tested for the whole test dataset e.g., SVM classifier for CatI-VS-CatII is trained over the training data for category-I and category-II only i.e., 444 and 451 alphabet signs for category one and two respectively, while all 1030 signs of test data are used for testing. The same process is repeated for all the other 14 binary classifiers as well. The predicted label to the sign other than the training data is dependent on outcome of all the fifteen trained models. Out of the twenty one results, the class label which is repeated maximum time is assigned the category label. An example PSL alphabet sign, which is originally from category-I is need to be tested, it is tested over all the fifteen trained models. The output of the models is in following order: five(05) models labeled the sign as category-I, three(03) models each labeled the alphabet sign from category five and seven while four(04) models predicted it from category three. The maximum predicted labels are five(05) for the category-I, so the sign is labeled to it. It is to note from the classification matrix (table 6) of the proposed technique, 133 signs of the category-I are correctly classified while 53 alphabet signs are misclassified as category II, III, IV and V. As well as, out of 844 signs from other categories only one sign is wrongly classified to the category-I making the count of false positive as 1. The true negative for the category-I are counted as 843 while the false negative figure are 53. The statistics for all the other six categories can be interpreted in the same way. The overall accuracy of the proposed approach is 77.18%. As well as, the detailed statistics for all the evaluation metrics against the remaining categories are presented in the shown mattix. Figure 10 shows the comparative results of the proposed technique in the form of four evaluation metrics i.e., precision, recall, accuracy and f-measure. It is obvious from the graphs, the highest of the precision(0.99) is for the category-I while the least is for the category-IV(0.72). In the same manner, the proposed technique achieved high- est recall for the category-III(0.92) and it was 0.72(least) for the category-I signs. The highest of the accuracy was achieved for the category-VII(98%), while the accuracy for the category-IV remained at the bottom(89%). At last, the f-measure score for the category III and IV are 98% and 72% respectively.
VI. CONCLUSION
A problem of categorizing the Pakistan sign language(PSL) alphabets on the basis shape, visibility and orientation of hand and fingers is solved in the presented research. The thirty seven(37)PSL alphabets are defined into predefined seven categories. The proposed research takes the hand image as input and then segments the hand from the background by presenting skin detection algorithm(SDA). The segmented image is subject to the calculation of lbp histogram where neighboring pixels are determined through neighbor pixel determination algorithm(NPDA). The six statistical features of the lbp histogram are calculated i.e., standard deviation, variance, skewness, kurtosis, entropy and energy. The extracted features represent the sign in a more discriminative way and fed to the multi-class support vector machines(SVMs) for classification. The proposed technique is validated over the dataset of 3414 PSL signs, created by the seven native signers. The performance of the proposed technique is presented in the form of classification matrix and line graph showing the statistics of accuracy, precision, recall and f-measure. The proposed technique has achieved considerably good categorization results.
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