Construction of the Noncommutative Complex Ball by Wang, Zhituo
ar
X
iv
:1
11
0.
26
32
v2
  [
ma
th-
ph
]  
29
 A
ug
 20
14
Construction of the Noncommutative
Complex Ball
Zhituo Wang
Dipartimento di Matematica, Universita` di Roma Tre
Largo S. L. Murialdo 1, 00146 Roma, Italy
email: zhituo@mat.uniroma3.it
Abstract
We describe the construction of the noncommutative complex ball
whose commutative analog is the Hermitian symmetric space D =
SU(m, 1)/U(m), with the method of coherent state quantization. In
the commutative limit we obtain the standard manifold. We consider
also a quantum field theory model on the noncommutative manifold.
Mathematics Subject Classification (2010): 22E70, 53D55
1 Introduction
It is believed that the ordinary spacetime becomes fuzzy when we are ap-
proaching the Planck scale hence the traditional differential geometry for
describing the space-time should be replaced by noncommutative geometry
[1]. The simplest noncommutative manifold is the Moyal space, a symplec-
tic manifold generated by the noncommutative coordinates xµ, such that
[xµ, xµ] = iθµν , where θµν = −θνµ are constants and independent of the
coordinates.
Quantum field theories defined on noncommutative space time (NCQFT)
[2, 3, 4] are considered as one possible way to explore the effects of quan-
tum gravity. The first well defined quantum field theory on 4 dimensional
Moyal space is the Grosse-Wulkenhaar model [5]. It is perturbative renor-
malisable to all orders and the beta function is vanishing [6, 7]. Hence it is
also possibly constructively renormalizable[8] or solvable [10]. Recently the
two dimensional Grosse-Wulkenhaar model has been constructed in [9].
Since noncommutative quantum fields theories are better behaved than
their commutative counterparts, it is very natural to construct more nontriv-
ial noncommutative manifolds and consider physics models over them. The
main idea of the construction consists in reformulating the geometry of a
1
manifold in terms of an algebra of smooth functions defined on it, and then to
generalize the differential calculus to a noncommutative algebra. In this pa-
per we construct the noncommutative manifold Dˆ whose commutative analog
is the complex ball defined as the coset space D = SU(m, 1)/S(U(m)×U(1)),
with the method of coherent state quantization.
We concentrate only on the case m = 2, since in this case the manifold
to be studied has real dimension 4, which is physically more interesting. The
generalizations to larger m follow very easily.
The construction of the noncommutative coset space SU(2,1)/U(2) has
been also studied by [14], [15] with the method of Berezin-Toeplitz quantiza-
tion and by by [16] with the method of WKB quantization. The interested
reader could go to the references for details. The construction of the non-
commutative matrix ball B = SU(2, 2)/S(U(2) × U(2)) has been and the
corresponding noncommutative quantum field theory model has also been
studied [11].
This paper is organized as follows. In Section 2 we give an general in-
troduction to the representations of the Group SU(m, 1) and the interesting
properties of the complex ball D. In section 3, we present a simple harmonic
oscillators realization of the most degenerate discrete series of representa-
tions of SU(m, 1) group, which will be used to construct the coherent states
in section 4 . The generalization to an arbitrary SU(m,n) group is given in
Appendix B.
In Section 4 we construct the system of coherent states [18] for the repre-
sentation in question and construct the noncommutative manifold Dˆ, which
is the noncommutative complex ball we want to construct. Here we give a
closed formula for the star-product of functions defined on Dˆ.
In Section 5 we consider a quantum theory of complex scalar fields on
Dˆ and calculate the amplitude of the tadpole graph. We find that this
amplitude is finite.
The construction of Dˆ has been studied also by [20], [21] with the method
of Berezin-Toeplitz quantization and by by [22] with the method of ”WKB
quantization”. The interested reader could go to the references for details.
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2 The SU(m, 1) group and its Lie algebras
The group G = SU(m, 1), m ≥ 1 is the subgroup of SL(m+ 1, C) matrices
satisfying:
g =
(
a b
c d
)
∈ SU(m, 1)⇒ g†Γg = gΓg† = Γ, Γ =
(
Im×m 0
0 −1
)
. (1)
Here a is an m ×m dimensional matrix, b is an m × 1 matrix, c is a 1 ×m
matrix and d is a complex number. Im×m means the m×m dimensional unit
matrices and 0 means the blocks of zeros.
From equation (1) we have two equivalent sets of constraints:
a†a = I + c†c, d†d = |d|2 = 1 + b†b, a†b = c†d (2)
or
aa† = I + bb†, dd† = |d|2 = 1 + cc†, ac† = bd†, (3)
where †means Hermitian conjugation for matrices and complex conjugate for
complex numbers. We could easily find that both a and d are invertible.
The maximal compact subgroup K = S(U(m)×U(1)) of G is defined by
the matrices
k =
(
k1 0
0 k2
)
∈ K, k1, k2 − unitary, det(k1 k2) = 1. (4)
Let g = su(m, 1) be the Lie algebra of SU(m, 1), so it is real and semi-
simple. g is generated by the (m+ 1)× (m+ 1) matrices X satisfying:
X†Γ + ΓX = 0, (5)
So we can easily find that every element X ∈ g has the form:
X =
(
A B
B† D
)
, (6)
where A is an m×m dimensional matrix, B is an m× 1 dimensional matrix
and D is a complex number, such that
A† = −A, D† = −D, tr(A) + tr(D) = 0,
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The Cartan decomposition of g reads (see [14][23]):
g = k+ p, (7)
where k = {
(
A 0
0 D
)
} is the Lie algebra of the maximal compact subgroup
of G and . p = {
(
0 B
B† 0
)
} correspond to the noncompact part of g. It is a
linear space but not a Lie algebra.
Let a ∈ p be a maximal Abelian subalgebra. We could choose for a the
set of all matrices of the form
Ht =

O(m−1)×(m−1) O(m−1)×1 O(m−1)×1O1×(m−1) 0 t
O1×(m−1) t 0

 (8)
where t is a real number.
Define the linear functional over Ht by α(Ht) = t, the roots of (g, a) are
given by
± α, ±2α, (9)
with multiplicities mα = 2 and m2α = 1.
Define
δ := {at| at = expHt, Ht ∈ a}. (10)
so we have
at =

I O 0O cosh t sinh t
0 sinh t cosh t

 , (11)
where the symbol I stands for the identity matrix and O is the matrix with
entries 0 .
On the root system we choose that the positive Weyl chamber given by
C+ = {t} with t > 0. Then the positive roots are α and 2α. And the simple
root is α.
Now we consider the KδK decomposition of an arbitrary group element
g ∈ G:
g = kδq†, (12)
where k, q ∈ S(U(m)× U(1)).
We could write the Haar measure of group g as:
dg = dg(t, k, q) = ρ(t)dtdkdq, (13)
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where dk and dq are normalized Haar measure on the maximal compact
subgroup U(m) = S(U(m) × U(1)), and ρ(t)dt is the measure on the non-
compact group element. The explicit form of ρ(t) could be derived from the
positive roots, see ([14]):
ρ(t) =
∏
α∈Σ+
| sinhα(t)|mα, (14)
where mα is the multiplicity of the positive roots.
So we have:
ρ(t) = sinh2 t sinh 2t. (15)
2.1 The complex ball
The complex ball D is defined as the coset space
D = G/K, (16)
where G = SU(m, 1) and K = S(U(m)× U(1)) [12].
More precisely, for each element g ∈ SU(m, 1) we have the following
Cartan decomposition:
g =
(
N1 ZN2
Z†N1 N2
)(
K1 0
0 K2
)
(17)
where
(
K1 0
0 K2
)
∈ S(U(m) × U(1)) is an element of the maximal sub-
group, N1 = (I − ZZ†)−1/2, N2 = (1− Z†Z)−1/2, and
Z = bd−1 =


z1
z2
· · ·
zm

 , Z† = (z†1, z†2, · · · z†m). (18)
So the complex ball D can be represented by the complex vectors Z:
D = {Z | 1− |Z|2 > 0} = {Z | 1− |z1|2 − |z2| − · · · − |zm|2 > 0}. (19)
The group action on D is given by:
Z ′ = gZ = Z ′ = (aZ + b)(cZ + d)−1. (20)
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D is a pseudo-convex domain over which we could define the Hilbert spaces[20]
with the reproducing Bergman kernel:
K(W †, Z) = (1−W †Z)−N , (21)
where N = m + 1, m + 2, · · · is a natural number characterizing the repre-
sentation.
It is a topologically simply connected Hermitian symmetric space with
Ka¨hler structure [17]. The Ka¨hler metric is defined by the derivations of the
Bergman kernel:
gij¯ =
1
N
∂z¯i∂zj logK(Z
†, Z). (22)
More explicitly we have:
gij¯ = [
δij
1− |Z|2 +
ziz¯j
(1− |Z|2)2 ], g
ij¯ = (1− |Z|2)(δij − z¯izj). (23)
Given a metric g on a manifoldD we can calculate the Levi-Civita connection
by:
Γijk =
1
2
gil (
∂glk
∂xj
+
∂glj
∂xk
− ∂gjk
∂xl
), (24)
where the coordinates xi meas either zj or z¯j , depending on the context and
we will write the indices of Γijk as j or j¯, respectively. It is well known from
complex geometry that for a Ka¨hler manifold only the Christoffel symbol
with all holomorphic and anti-holomorphic indices are non-vanishing [17]:
Γljk = g
s¯l∂zjgks¯ =
δklz¯j + δjlz¯k
1− |Z|2 , (25)
and
Γl¯j¯k¯ = g
sl¯∂z¯jgsk¯ =
δklzj + δjlzk
1− |Z|2 . (26)
The only non-vanishing component of the Riemann tensor reads:
Rij¯kl¯ = gis¯
∂Γs¯
j¯ l¯
∂zk
, (27)
and the Ricci tensor reads:
Rij¯ = R
k¯
ik¯j¯ = −∂ziΓk¯j¯k¯ = −(m+ 1)[
δij
1− |Z|2 +
z¯izj
(1− |Z|2)2 ] = −(m+ 1)gij¯,
(28)
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and the scalar curvature reads:
R = gij¯Rij¯ = −(m+ 1). (29)
We could easily verify that the metric gij¯ is a solution to the Einstein’s
equation in the vacuum:
Rij¯ −
1
2
gij¯R + Λgij¯ = 0 (30)
and the cosmological constant reads
Λ =
m+ 1
2
. (31)
3 The discrete series of representations of SU(m, 1)
The Group SU(m, 1) possesses the principal, discrete, and supplementary
series of unitary irreducible representations, see e.g., [23, 24]. The discrete
series is given by:
Tˆ (g)f(Z) = [det(cZ + d)]−Nf(Z ′), N = m+ 1, m+ 2, · · · (32)
where
Z ′ = (aZ + b)(cZ + d)−1, (33)
and f(Z) is an arbitrary vector in the holomorphic Hilbert space L2N(D) with
the measure:
dµN(Z, Z¯) = cN [1− |Z|2]N−(m+1)|dZ|. (34)
Here |dZ| is the Lebesgue measure for the complex space Cm. We choose the
normalization constant as cN = π
−2(N − 2)(N − 1) so that
∫
dµN(Z, Z¯) = 1. (35)
In the following we consider only the case of m = 2, as in this case the
Bergman domain D = SU(2, 1)/U(2) has real dimension 4 and might be
more interesting for real physical system. Remark that our method in the
follows could be easily generalized to arbitrary m.
Below we construct an oscillator realization of most degenerate discrete
series representations depending on one the number N (see also [11]).
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We introduce a 3× 1 matrix Zˆ = (zˆa), a = 1, 2, 3 of harmonic oscillators
acting in Fock space and satisfying commutation relations:
[zˆa, zˆ
†
b ] = Γab, a, b = 1, 2, 3 (36)
[zˆa, zˆb] = [zˆ
†
a, zˆ
†
b ] = 0, (37)
where Γ is a 3× 3 matrix defined in (1).
It can be easily seen that for all g ∈ SU(2, 1) these commutation relations
are invariant under transformations:
Zˆ 7→ g Zˆ, Zˆ† 7→ Zˆ† g†. (38)
Since, Γ = diag(+1,+1,−1) the upper two rows in Zˆ corresponds to anni-
hilation operators whereas the lower one to creation operators:
Zˆ =
(
aˆ
bˆ†
)
: [aˆα, aˆ
†
β] = δαβ , α, β = 1, 2. [bˆ, bˆ
†] = 1, (39)
and all other commutation relations among oscillator operators vanish. Here
aˆ represents a column of two oscillators aˆ1 and aˆ2.
The Fock space F in question is generated from a normalized vacuum
state |0〉, satisfying aˆα |0〉 = bˆ |0〉 = 0, by repeated actions of creation
operators:
|mα, n〉 =
∏
α
(aˆ†α)
mα (bˆ†)n√
mα!n!
|0〉 . (40)
We shall use the terminology that the state |mα, n〉 contains M =
∑
mα
particles a and n particles b.
The Lie algebra su(2, 1) acting in Fock space can be realized in terms
of oscillators. Consider a matrix basis of su(2, 1) Lie algebra: X = (XAab),
where XA, A = 1, · · · 8, is a 3×3 matrix, a, b = 1, 2, 3, we assign the operator:
XˆA = −trZˆ†ΓXAZˆ =: −
∑
ab
zˆ†a ΓabX
A
ab zˆb , (41)
with Zˆ† and Zˆ defined in (39). Taking into account formula (5) we can easily
find the anti-hermicity of the operator Xˆ :
XˆA
†
= −tr(Zˆ†X†ΓZˆ) = + tr(Zˆ†ΓXZˆ) = − XˆA.
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Using commutation relations for annihilation and creation operators the
commutator of operators XˆA = − tr Zˆ†ΓXAZˆ and Yˆ = −tr Zˆ†ΓY BZˆ can
be easily calculated:
[XˆA, Yˆ B] = [tr Zˆ†ΓXAZˆ, tr Zˆ†ΓY BZˆ] = −tr Zˆ†Γ[XA, Y B]Zˆ . (42)
So we find that the operators XˆA satisfy in the Fock space the su(2, 1)
commutation relations. The assignment
g = eξAX
A ∈ SU(2, 1)⇒ Tˆ (g) = eξAXˆA (43)
then defines a unitary representation of the group SU(2, 1) in the Fock space.
The explicit expressions of the operators XA are given in the appendix.
The adjoint action of Tˆ (g) on the operators Zˆ reproduces (38). In terms
of a and b-oscillators in block-matrix notation this can be rewritten as
g =
(
a b
c d
)
:
Tˆ (g) aˆ Tˆ †(g) = a aˆ + b bˆ†, Tˆ (g) aˆ†Tˆ †(g) = aˆ† a† + bˆ b†,
Tˆ (g) bˆ† Tˆ †(g) = d bˆ† + c aˆ, Tˆ (g) bˆ Tˆ †(g) = bˆ d∗ + aˆ† c†,
(44)
in Fock space. Since any g ∈ SU(2, 1) possesses the Cartan decomposition
(12) we shall discuss separately the rotations and the boosts (the action of the
noncompact elements of g) given in (10). For rotations we obtain a mixing
of annihilation and creation operators of a same type:
k =
(
k′ 0
0 k′′
)
:
Tˆ (k) aˆ Tˆ †(k) = k′ aˆ, Tˆ (k) aˆ†Tˆ †(k) = aˆ† k′†,
Tˆ (k) bˆ† Tˆ †(k) = k′′ bˆ†, Tˆ (k) bˆ Tˆ †(k) = bˆ k′′†.
(45)
where k′ ∈ U(2), k′′ ∈ U(1) and det(k′k′′) = 1.
For a choice of the boost (for example, the operator generated by X7
given in the appendix):
δ =

1 0 00 cosh t sinh t
0 sinh t cosh t

 , (46)
we have the Bogolyubov transformations for for aˆ2 and bˆ:
Tˆ (δ) aˆ1 Tˆ
†(δ) = aˆ1, Tˆ (δ) aˆ2Tˆ
†(δ) = cosh taˆ2 + sinh tbˆ
†,
Tˆ (δ) bˆ† Tˆ †(δ) = sinh taˆ2 + cosh tbˆ
†. (47)
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Remark that aˆ1 doesn’t change under this Bogolyubov transformation.
Using the explicit form of matrices XA (see the appendix), following
from (44), the action of generators can be described in terms creation and
annihilation of a- and b-particles:
(i) The action of rotation generators results in a replacement of some a1,2-
particle by an other a1,2-particle and by replacement of b-particle by other
b-particle.
(ii) The action of boost generators create or destruct of certain pair of
(aαb) of particles, where α = 1, 2.
In this context it is useful to consider lowering and rising operators that
annihilate and create aαb pairs:
T− = aˆα bˆ, T+ = (T−)
† = bˆ†aˆ†α, (48)
such that any boost given by (41) of a complex combination of XˆA, A =
4, 5, 6, 7, can be uniquely expressed as complex combinations of operators T−
and T+.
It follows from (48) that the operator
Nˆ ≡ Nˆbˆ − Nˆaˆ = bˆ†bˆ− aˆ†1aˆ1 − aˆ†2aˆ2 = −[Zˆ†ΓZˆ + 1] (49)
commutes with all generators XˆA.
Below, we shall restrict ourselves to most degenerate discrete series rep-
resentations which are specified by the eigenvalue of the operator Nˆ in the
representation subspace. We start to construct the representation space FN
from a distinguished normalized state containing lowest number of particles:
|z0〉 = (bˆ
†)N√
(N)!
|0 >= 1√
N
|0, 0;N〉 . (50)
Here N is a natural number that specifies the representation: Nˆ |z0〉 =
N |z0〉. All other states in the representation space are obtained by the action
of rising operators given in (48): such states contain besides N b-particles a
finite number of ab pairs.
The stability group of the state |z0〉 is maximal compact subgroup K =
S(U(2)× U(1)). The group action for k = diag(k′, k′′) ∈ K reduces just to
the phase transformation (see (38) or (45)):
bˆ† 7→ bˆ† k′′ ⇒ |z0〉 7→ eiNα |z0〉 (51)
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where k′′ = eiα(k) is the U(1) part of K.
Define the phase function as ω0(g) = 〈z0| Tˆ (g) |z0〉. Using the decompo-
sition g = k† δ q and the action of rotations (51) we obtain:
ω0(g) = 〈z0| Tˆ (g) |z0〉 = 〈z0| Tˆ (k)† Tˆ (δ) Tˆ (q) |z0〉
= eiN(α(q)−α(k))〈z0| Tˆ (δ) |z0〉, (52)
where α(k) and α(q) are the phase factors associated to the compact sub-
groups k and q.
Since the compact part only results in a phase factor, it is enough to
calculate the mean value for a noncompact element:
δ =

1 0 00 cosh t sinh t
0 sinh t cosh t

 = t+ t0 t− (53)
=

1 0 00 1 tanh t
0 0 1



1 0 00 cosh−1 t 0
0 0 cosh t



1 0 00 1 0
0 tanh t 1


In the representation in question, the matrices t+ and t− are the exponents
of the matrices
X+ =

0 0 00 0 tanh t
0 0 0

 , X− =

0 0 00 0 0
0 tanh t 0

 , (54)
respectively. Therefore we have
Tˆ (t+) = e
aˆ†
2
tanh t bˆ† , Tˆ (t−) = e
b tanh t a2 . (55)
Since Tˆ (t−) contains aˆ2 its action does not affect |z0〉, and similarly Tˆ (t+)
containing aˆ2
† does not affect 〈z0|. The only non-trivial action comes from
Tˆ (t0) = e
−bbˆ† ln cosh t+aˆ2aˆ2
† ln cosh t =
1
cosh t
e−bˆ
†b ln cosh t+aˆ2aˆ2
† ln cosh t. (56)
Since the actions of the operators aˆ2 and aˆ2
† on the state |z0〉 are trivial, we
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have
Tˆ (t0)|z0〉 = 1
cosh t
e−bˆ
†b ln cosh t|z0〉 (57)
=
1
cosh t
N∑
n=0
(−1)n (ln
1
cosh t
)n
n!
(b†)nbn
(b†)N√
(N)!
|0〉
=
1
cosh t
N∑
n=0
(−1)nCnN(ln
1
cosh t
)n
(b†)N√
(N)!
|0〉 = 1
cosh t
(1 + ln cosh t)N |z0〉
From equations (51) and (56) we obtain:
ω0(g) = 〈z0| Tˆ (g) |z0〉 = 1
cosh t
[(1 + ln cosh t)ei(α(q)−α(k))]N (58)
.
4 The Coherent State Quantization and the
Star Product
We briefly describe the construction of coherent states a` la Perelomov [18].
Let Tg be an unitary irreducible representation of an arbitrary Lie group
G in a Hilbert space H, |z0〉 ∈ H is a normalized state in the Garding
space of Tg. Let K be the stability group of the |z0〉 such that Tk|z0〉 =
eiα(k)|z0〉, for k ∈ K. Then for each boost gz and point z = gzz0 ∈ D = G/K
we could assign a coherent states : |z〉 = ψz = T (gz)|z0〉. Define also the
functions ω0(g) =< z0|T (g)|z0 > and ω(g, z) =< z|Tg|z >= ω0(g−1z ggz). As
|z0〉 is in the Garding space, ω(g) is a smooth function in g.
To any boost gz defined in (53), we define coherent coherent state (see,
[18]) as:
|z〉 = Tˆ (gz) |z0〉 = Tˆ (k δ k†) |z0〉, z = z(k, δ). (59)
Let us consider operators in the representation space of the form
Fˆ =
∫
G
dg F˜ (g) Tˆ (g), (60)
where F˜ (g) is a distribution on a group G with compact support. To any
such operator we assign function on G/K by the prescription
F (Z) = 〈z| Fˆ |z〉 =
∫
G
dg F˜ (g)ω(g, z), (61)
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where
ω(g, z) ≡ 〈z| Tˆ (g) |z〉 = ω0(g−1z g gz). (62)
This equation combined with (58) offers an explicit form of ω(g, x) and is
well suited for calculations. Similarly we can define the function
G(Z) = 〈z| Gˆ |z〉 =
∫
G
dg G˜(g)ω(g, z), (63)
Due to the non-commutativity of Tˆ (g) the product of the two functions
F (Z) and G(Z) are no longer commutative. The star-product of two func-
tions is defined as [19]:
(F ⋆ G)(Z) = 〈z| Fˆ Gˆ |z〉 =
∫
G×G
dg1dg2 F˜ (g1) G˜(g2)ω(g1g2, z) (64)
=
∫
G
dg (F˜ ◦ G˜)(g)ω(g, z), (65)
where the symbol F˜ ◦ G˜ denotes the convolution in the group algebra A˜G of
distributions with compact support:
(F˜ ◦ G˜)(g) =
∫
G
dh F˜ (gh−1) G˜(h), (66)
We can easily find that the star product defined above is associative and is
invariant under the action of G. It is easy to find that:
supp (F˜ ◦ G˜) ⊂ (supp F˜ ) (supp G˜)
≡ {g = g1g2 | g1 ∈ supp F˜ , g2 ∈ supp G˜}. (67)
consequently, for a non-compact group there are two classes of group algebras:
(i) The first one is generated by distributions with a general compact
support and the corresponding group algebra is simply the full algebra A˜G
defined in (65).
(ii) The second one is formed by distributions F˜ with supp F˜ subset of a
subgroup H ⊂ K, form a sub-algebra A˜H of the group algebra A˜G.
Note: We point out that as in the case of usual distributions, the con-
volution product may exist even for distribution with non-compact support
provided there are satisfied specific restriction at infinity.
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In the second class there are two interesting cases:
(a) A˜{e} corresponding to the trivial subgroup K = {e} in G = SU(2, 1).
(b) A˜K corresponding to the maximal compact subgroup K in G, which
corresponds to the complex ball.
Note: It is well-known that A˜{e} is isomorphic to the enveloping algebra
U(su(2, 1)) (see e.g., [14]).
Any distribution F˜ can be given as a linear combination of finite deriva-
tives of the group δ-function, i.e., as a linear combination of distributions
F˜A1...An(g) = (XˆA1 . . . XˆAnδ)(g), (68)
where XˆAi with Ai = 1, · · · , 8 are the left-invariant vector fields on group
G representing the Lie algebra generators XAi whose explicit form is given
in the appendix. Here we will not distinguish the upper indices and lower
indices of the Lie algebra elements and will identify XA with X
A. Inserting
this into (63) we obtain the corresponding function from A⋆{e}
FA1...An(Z) = (−1)n(XˆAn . . . XˆA1ω)(g, z)|g=e. (69)
Here we used the fact that the operators XˆA are anti-hermitian differential
operators with respect to the group measure dg. From (63) it follows directly
that
(FA1...An ⋆ FB1...Bm)(Z)
= (−1)n+m(XˆAn . . . XˆA1 XˆBm . . . XˆB1ω)(g, Z)|g=e. (70)
Equations (69) and (70) describe explicitly the homomorphism U(su(2, 1))→
A⋆{e}.
Using exponential parametrization of the group element g = eξ
AXA for-
mula for the symmetrized function (69) takes simple form:
F{A1...An}(Z) = (−1)n(∂ξA1 . . . ∂ξAnω)(eξ
AXˆAZ)|ξ=0
= (−1)n 〈z| Xˆ{A1 . . . XˆAn}|z〉, (71)
where { . . . } means symmetrization of double indexes and ξ = 0 means the
evaluation at ξA = 0 for An = 1, . . . , 8. Symmetrized functions form a basis of
the algebra in question and symmetrized elements from the center of algebra
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correspond to Casimir operators. In the series of representation in question
all Casimir operators are given in terms of a single operator Nˆ given in (103)
which is represented by a constant function N(x) = 〈x|Nˆ |x〉 = N .
For case b) we simply take the indices of ξAi as Ai = 5, 6, 7, 8, when we
take the basis of the Lie algebra as that in appendix B.
The boosts of gz can be chosen as the form:
gz = k δ k
† =
(
C ′ S ′
S ′† C ′′
)
∈ G/K, (72)
where C ′ = k′
(
1 0
0 cosh t
)
k′†, S ′ =
(
k′12 sinh t
k′′22 sinh t
)
k′′⋆, C ′′ = cosh t. k′ and k′′
are defined by formula (45).
Let us calculate the function ω(g, z) = ω0(g
−1
z g gz) explicitly. Taking g
and gz as in (12) and (72) we have to calculate the product of three matrices:
g−1z g gz =
(
C ′ −S ′
−S ′† C ′′
)(
a b
c d
)(
C ′ S
S† C ′′
)
.
Using equation (58) for ω0(g) we obtain
ω(g, z) = det[C ′aC ′ + k′′C ′b (k¯′12, k¯′22) sinh t− sinh tk¯′′
(
k′12
k′22
)
c C ′
− d sinh2 t
(
k′12
k′22
)
(k¯′12, k¯′22)]
−N (73)
After some basic calculations we have:
ω(g, z) = (cosh t)−2N det[a + k′′ tanh tb (k¯′12, k¯′22)− tanh tk¯′′
(
k′12
k′22
)
c
− d tanh2 t
(
k′12
k′22
)
(k¯′12, k¯′22)]
−N . (74)
We define the function ξA as the expectation value of the operator XˆA
between the coherent states as;
ξA(z) =
1
N
〈z|XˆA|z〉 = 1
N
〈z0|Tˆ †(gz) XˆATˆ (gz)|z0〉, (75)
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for A = 1, . . . , 8. Taking into account (44) we see that ξA(z) = D
B
A(gz),
where Ad∗g = (D
B
A(g)) is the matrix corresponding to the group action in
co-adjoint algebra. Therefore it is sufficient to evaluate the coordinates at
z0: ξA(z0) =
1
N
〈z0|XˆA|z0〉.
The star product between these functions are defined as
ξA ⋆ ξB =
1
N2
〈z|XˆAXˆB|x〉, (76)
or more explicitly:
(ξA ⋆ ξB)(z) =
1
2N2
〈z|{XˆA, XˆB}|z〉 + 1
2N2
〈z|[XˆA, XˆB]|z〉, (77)
where { . . . } denotes anti-commutator and [ . . . ] is commutator. There-
fore, the second term is
1
2N2
〈z|[XˆA, XˆB]|z〉 = 1
2N
fCA,B ξC(z), (78)
where we used the definition of XˆA and the short-hand notation for the
commutator: [XA, XB] = f
C
A,BXC . The first term is proportional to the
symmetrized function F{A,B} and we can use (74):
1
2N2
〈z|{XˆA, XˆB}|z〉 = (1 + AN ) ξA(x) ξB(z) + BN δAB, (79)
where we have a usual point-wise product of functions in the first term.
The coefficients AN and BN depend on the Bernoulli numbers coming
from the Baker-Campbell-Hausdorff formula and are of order 1/N .
So that we have:
(ξA ⋆ ξB)(z) = (1 + AN) ξA(z) ξB(z) +
1
2N
fCA,B ξC(z) + BN δA,B. (80)
The Harish-Chandra imbedding theorem states that we could always imbed
the commutative maximal Hermitian symmetric space into the noncompact
part of the Cartan subalgebra. So it is natural to consider the (noncommu-
tative) functions ξA with A = 4, 5, 6, 7 as the coordinates of the noncommu-
tative complex ball Dˆ.
We see that the parameter of the non-commutativity is λN = 1/N . For
N → ∞ we recover the commutative product.
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5 A scalar field model in Dˆ
In this section we consider a quantum theory of scalar fields on the noncom-
mutative complex ball. The Lagrangian is defined as
S[Φ] =
∫
dµ(Z, Z¯){−1
2
Φ ⋆∆NΦ(Z, Z¯)− 1
2
[µ2 + ξR]Φ2(Z, Z¯)⋆ − gΦ4⋆} (81)
where dµ(Z, Z¯) is the invariant measure of D given by (34), ∆N is the in-
variant Laplacian operator labeled by a positive integer N (see Appendix C
for more details); The complex scalar fields Φ 1 are unitary irreducible rep-
resentations of SU(m, 1) in the Hilbert space, analogous to the Minkowskian
quantum field theories where the fields are unitary irreducible representations
of the Poincare´ group. They can be considered as polynomial functions of the
noncommutative coordinates ξA (see, (75)); µ is the mass of Φ, R = −(m+1)
is the curvature scalar, see (29), and ξ is a non-vanishing numerical factor.
Remark that the most general invariant Laplacian operator is written as
∆ν where ν > −1 is a real number. The fact that we take ν = N is exactly
due to that we consider only the discrete series of representation (see; e.g.
[27]) and N is defined in (32).
Let φ(N, l, Z) be the eigenfunction of ∆N labeled by non-negative integers
l, so we have:
Φ =
[N−2
2
]∑
l=0
CN,lφ(N, l, Z), (82)
where l label the discrete series and CN,l are complex numbers.
Let F [Φ] be the polynomial function of the field Φ, then the quantum
expectation value of F [Φ] is defined as the functional integral over fields Φ:
〈F [Φ]〉 =
∫
D[Φ] e−S[Φ] F [Φ]∫
D[Φ] e−S[Φ]
, (83)
where ∫
D[Φ] =
∫
D
∏
Z,Z¯∈D
dΦ(Z, Z¯). (84)
1In order that Φ be a scalar hence the full action to be SU(m, 1) invariant, the function
space of Φ should be the Moebius-invariant subspace of the full representation space of
SU(m, 1). A space Y of functions with domain D is said to be Moebius invariant if
TgΦ ∈ Y for all Φ ∈ Y and Tg ∈ Aut(D). The explicit construction of the Mobius
invariant functions could be found in [12].
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The spectrum of ∆N is given in Appendix C and we can easily find that
the noninteracting propagator reads:
< Φ,Φ >=
1
µ2 − (m+ 1)ξ + 1
4
((N − 2)2 + λ2) , (85)
where in general λ can be an arbitrary complex valued function. For the
discrete series we have (see [27]) λ = i(N − 2− 2l), l = 0, 1, · · · , [N−2
2
]
. For
the m = 2 case the propagator reads:
1
l(N − 2)− l2 + µ2 − 3ξ . (86)
Now we consider the interaction vertex g
∫
dµ(Z, Z¯)Φ4⋆. From the dis-
cussion of the previous section (80) we find that the stat product could be
written as the commutative product plus the noncommutative corrections of
order 1/N , for the lowest order approximation. So we can consider the cor-
relation functions for the noncommutative scalar model as the commutative
ones plus the noncommutative 1/N corrections.
The treatment of the quantum field theory model in this paper is very
sketchy. The explicit expression of the vertex functions and a systematic
study of the quantizations and renormalizations of this model deserve another
paper. Even the quantization of the scalar field theory on the commutative
complex ball is not worked out in the literature. We shall study all these in
future publications.
6 Appendix A, the Lie algebra su(2, 1)
The Lie algebra g = su(2, 1) is formed by 3×3 complex matrices X satisfying
X† Γ + ΓX = 0. (87)
It has 8 independent generators that form an orthogonal complete basis.
We could choose them as:
X1 =

0 i 0i 0 0
0 0 0

 , X2 =

 0 1 0−1 0 0
0 0 0

 , X3 =

i 0 00 −i 0
0 0 0

 ,
18
X4 =

 0 0 i0 0 0
−i 0 0

 , X5 =

0 0 10 0 0
1 0 0

 , X6 =

0 0 00 0 i
0 −i 0

 ,
X7 =

0 0 00 0 1
0 1 0

 , X8 = 1√
3

i 0 00 i 0
0 0 −2i

 , (88)
Under this basis the infinitesimal generators could be written as:
Xˆ1 = i(z1
∂
∂z2
+ z2
∂
∂z1
), Xˆ2 = −z1 ∂
∂z2
+ z2
∂
∂z1
, Xˆ3 = i(z1
∂
∂z1
− z2 ∂
∂z2
),
Xˆ4 = i
∂
∂z1
+ iz21
∂
∂z1
+ iz1z2
∂
∂z2
, Xˆ5 =
∂
∂z1
− z21
∂
∂z1
− z1z2 ∂
∂z2
,
Xˆ6 = i
∂
∂z2
+ iz1z2
∂
∂z1
+ iz22
∂
∂z2
, Xˆ7 =
∂
∂z2
− z1z2 ∂
∂z1
− z22
∂
∂z2
,
Xˆ8 = − i√
3
(z1
∂
∂z1
+ z2
∂
∂z2
) +
2n√
3
i. (89)
Where Z = (z1, z2)
† is the coordinate of the coset space D and n is a number
to characterize the representation. More explicitly, n = a + ib, a, b ∈ R
for the principal series; n ∈ N a natural number for the discrete series and
n ∈ (−1/2, 0) for the supplementary series of representations.
7 Appendix B, the harmonic oscillator rep-
resentation for SU(m,n)
In this section we realize the maximal degenerate discrete series of represen-
tations for the SU(m,n) group in terms of harmonic oscillators.
We introduce a m × n matrix Zˆ = (zˆaα), a = 1, . . . , m, α = 1, . . . , n,
of bosonic oscillators that act in Fock space and satisfy the following com-
mutation relations:
[zˆaα, zˆ
†
bβ ] = Γab δαβ, a, b = 1, 2, (90)
[zˆa,α, zˆbβ] = [zˆ
†
a,α, zˆ
†
bβ] = 0 , (91)
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where Γ is a (m+ n)× (m+ n) matrix defined in (??). It can be easily seen
that these commutation relations are invariant under transformations:
Zˆ 7→ g Zˆ, Zˆ† 7→ Zˆ† g†, g ∈ SU(m,n). (92)
From (90) it follows that the upper m × n block in Zˆ corresponds to anni-
hilation operators whereas the lower m × m block is formed from creation
operators. So we rewrite the matrix Zˆ as
Zˆ =
(
aˆ
bˆ†
)
(93)
such that
[aˆaα, aˆ
†
bβ] = δabδαβ , a, b = 1, . . . , m, α, β = 1, . . . , n,
[bˆaα, bˆ
†
bβ ] = δab δαβ, a, b, α, β = 1, . . . , n. (94)
All other commutation relations between annihilation (creation) operators
vanish. The Fock space F in question is generated from a normalized vacuum
state |0〉, satisfying aˆα |0〉 = bˆ |0〉 = 0, by repeated actions of creation
operators:
|m, n〉 =
∏
aα,bβ
(aˆ†aα)
maα (bˆ†bβ)
nbβ√
maα!nbβ !
|0〉 . (95)
Here, m = (maα) and n = (nbβ) are matrices of non-negative integers and
the range of indexes a, α and b, β have been indicated in (94). We shall use
the terminology that the state |m, n〉 contains M = ∑maα particles a and
N =
∑
nbβ particles b.
The Lie algebra su(m,n) acting in Fock space can be realized in terms
of oscillators. To any basis XAB ∈ g, where A,B = 1, 2 · · · (m + n)2 − 1 we
assign the anti-hermitian operator
XˆAB = −tr (Zˆ†ΓXABZˆ) = −
∑
a,b,c,d,α
zˆ†aα ΓacX
AB
cb zˆbα , (96)
with Zˆ† and Zˆ given in (90) and (93) in terms of oscillators.
20
Using commutation relations for annihilation and creation operators the
commutator of operators XˆAB = −tr Zˆ†ΓXABZˆ and Yˆ CD = −trZˆ†ΓY CDZˆ
can be easily calculated:
[Xˆ, Yˆ ] = [−tr Zˆ†ΓXZˆ,−tr Zˆ†ΓY Zˆ] = −tr Zˆ† Γ [X, Y ] Zˆ . (97)
It can be easily seen that the anti-hermitian operators XˆA satisfy the su(m,n)
commutation relations in Fock space. The assignment
g = eξ
AXA ∈ SU(m,n) ⇒ Tˆ (g) = eξAXˆA (98)
then defines the unitary SU(m,n) representation in the Fock space.
The adjoint action of Tˆ (g) on operators reproduces the left-action (92).
In terms of a and b-oscillators in block-matrix notation this can be rewritten
as
g =
(
a b
c d
)
:
Tˆ (g) aˆ Tˆ †(g) = a aˆ + b bˆ†, Tˆ (g) aˆ†Tˆ †(g) = aˆ† a† + bˆ b†,
Tˆ (g) bˆ† Tˆ †(g) = d bˆ† + c aˆ, Tˆ (g) bˆ Tˆ †(g) = bˆ d† + aˆ† c†.
(99)
Since any g ∈ SU(m,n) possesses Cartan decomposition (12) we shall dis-
cuss separately rotations and special boosts.
For any rotation k ∈ k = s(u(m)⊕ u(n)) we obtain the mixing of anni-
hilation and creation operators of the same type:
k =
(
k1 0
0 k2
)
:
Tˆ (k) aˆ Tˆ †(k) = k1 aˆ, Tˆ (k) aˆ
†Tˆ †(k) = aˆ† k2,
Tˆ (k) bˆ† Tˆ †(k) = k2 bˆ
†, Tˆ (k) bˆ Tˆ †(k) = bˆ k†2.
(100)
where aˆ = (aˆaα), aˆ
† = (aˆ†aα), bˆ = (bˆbβ), bˆ
† = (bˆ†bβ) denote matrices consisting
from the corresponding oscillator operators.
However, for the special boost δΛ given in (53) we obtain Bogolyubov
transformations. In matrix notation the Bogolyubov transformation takes
the form:
Tˆ (δΛ) Zˆ Tˆ
†(δΛ) = δΛ Zˆ,
Tˆ (δΛ) Zˆ
† Tˆ †(δΛ) = Zˆ
† δΛ. (101)
All other boosts can be obtained from the special boosts by rotations.
So as the same in the SU(2, 1) case, the action of rotation generators
results in a replacement of some a-particle by an other a-particle and by
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replacement of b-particle by other b-particle and the action of boost generators
results in a creation of some ab-pair of particles or in a destruction of some
other ab pair.
Consider the lowering and rising operators that annihilate and create
some aaαbbβ pair:
T−aα,bβ = aˆaα bˆbβ, T
+
aα,bβ = (T
−
aα,bβ)
†
= bˆ†bβ aˆ
†
aα. (102)
Any boost can be uniquely expressed as complex combinations of lowering
and rising operators.
It follows from (102) that the operator
Nˆ ≡ Nˆbˆ − Nˆaˆ =
∑
bβ
bˆ†bβ bˆbβ −
∑
aα
aˆ†aαaˆaα = −tr (Zˆ†ΓZˆ) − n2 (103)
commutes with all generators XˆA.
We start to construct the representation space FN from a distinguished
normalized state containing lowest number of particles:
|z0〉 = c−1N (det b†)N |0〉 . (104)
where cN is normalization coefficient and N is the natural number that spec-
ifies the representation: Nˆ |z0〉 = N |z0〉. All other states in the representa-
tion space are obtained by the action of rising operators given in (102): such
states contain besides nN b-particles a finite number of ab pairs.
8 Appendix C: The invariant Laplacian
The invariant Laplacian operator ∆N on the Bergman domain is defined by:
Tg∆Nf(Z) = ∆NTgf(Z) (105)
The interested could find in ([25]) the explicit form of ∆N for arbitrary type
I Cartan domain. For D = SU(m, 1)/U(m) it reads ([26][27]):
∆N = (1− |Z|2)(
m∑
i=1
∂2
∂z¯i∂zi
− R¯R−NR¯) (106)
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where R =
∑m
1 zi∂/∂zi is the first-order differential operator. Here we con-
sider only the radial part of the invariant Laplacian and restrict ourselves to
the discrete set of eigenfunctions.
The eigenfunction of ∆N reads ([26][27]):
φλ(Z) = (1−|Z|2)(−N+2−iλ)/2F (N + 2− iλ
2
,
−N + 2− iλ
2
; m; |Z|2) (107)
where F (N+2−iλ
2
, −N+2−iλ
2
; m; |Z|2) is the hypergeometric function, λ is an
complex number:
λ = α(gc), (108)
where α are the roots for the complexified Lie algebra su(m, 1) (see [23]).
The eigenvalues read:
− 1
4
((N − 2)2 + λ2). (109)
The discrete series of representation corresponds to the case
λ = i(N − 2− 2l) (110)
where N is a positive integer and l = 0, 1, · · · , [N−2
2
]
we have discrete spec-
trum, which contains l(l + 2−N) points, l = 0, 1, · · · , [N−2
2
]
.
Acknowledgement This paper is based on the previous joint work
and interesting discussions with Harald Grosse and Peter Presnajder. The
author is also grateful to Vincent Rivasseau, Robin Zegers and Genkai Zhang
for useful discussions. This work was partly supported by the ERC Starting
Grant CoMBoS (grant agreement n.239694).
References
[1] A. Connes, “Noncommutative geometry,” Academic Press, Boston, MA,
1994.
[2] M. R. Douglas and N. A. Nekrasov, “Noncommutative field theory,”
Rev. Mod. Phys. 73 (2001) 977 [hep-th/0106048].
[3] R. J. Szabo, “Quantum field theory on noncommutative spaces,” Phys.
Rept. 378 (2003) 207 [hep-th/0109162].
[4] V. Rivasseau, “Non-commutative Renormalization,” arXiv:0705.0705
[hep-th]. Se´minaire Bourbaphy.
23
[5] H. Grosse and R. Wulkenhaar, “Renormalisation of φ4 theory on non-
commutative R4 in the matrix base,” Commun. Math. Phys. 256, 305
(2005) [arXiv:hep-th/0401128].
[6] H. Grosse and R. Wulkenhaar, “The beta function in duality covari-
ant noncommutative phi**4 theory,” Eur. Phys. J. C 35 (2004) 277
[hep-th/0402093].
[7] M. Disertori, R. Gurau, J. Magnen and V. Rivasseau, “Vanishing of
Beta Function of Non Commutative Φ4(4) Theory to all orders,” Phys.
Lett. B 649 (2007) 95 [hep-th/0612251].
[8] V. Rivasseau, From Perturbative to Constructive Renormalization,
Princeton University Press, 1991.
[9] Zhituo Wang, “Construction of 2-dimensional Grosse-Wulkenhaar
Model,” arXiv:1104.3750 [math-ph].
[10] H. Grosse and R. Wulkenhaar, “Self-dual noncommutative φ4-theory in
four dimensions is a non-perturbatively solvable and non-trivial quan-
tum field theory,” arXiv:1205.0465 [math-ph].
[11] H. Grosse, P. Presnajder and Zhituo Wang, “Quantum Field Theory
on quantized Bergman domain,” J. Math. Phys. 53, 013508 (2012)
[arXiv:1005.5723 [math-ph]].
[12] W. Rudin, Function theory in the unit ball of Cn, Springer-Verlag, 1980.
[13] Bob Hoogenboom, Spherical functions and differential operators on com-
plex Grassman manifolds, Ark. Mat. 20 (1982) 69-85.
[14] A. A. Kirillov, Elements of theory of representations, Springer-Verlag,
Berlin, 1976; Representation Theory and Noncommutative Harmonic
Analysis II, Encyklopedia of Math. Sciences 59, Springer-Verlag, Berlin,
1995.
[15] Arthur L. Besse, Einstein Manifolds , Ergebnisse der Mathematik und
ihrer Grenzgebiete, Band 10, Springer-Verlag, Berlin, Heidelberg, New
York, London, Paris, Tokyo, 1987.
24
[16] A. U. Klimyk and B. Gruber,Matrix elements for infinitesimal operators
of the groups U(p + q) and U(p, q) in a U(p) × U(q) basis. I and II, J.
Math. Phys. 20 (1979) 1995-2010 and 2011-2013.
[17] Shoshichi Kobayashi and Katsumi Nomizu, Foundations of Differen-
tial Geometry, Vol.1 and 2 (Wiley Classics Library), Wiley-Interscience
(1996).
[18] A. M. Perelomov, Generalized coherent states and their applications,
Springer-Verlag, Berlin, 1986.
[19] H. Grosse and P. Presˇnajder, The construction of noncommutative man-
ifolds using coherent states, Let. Math. Phys. 28 (1993) 239-250.
[20] D. Bortwick, A. Lesniewski and H. Upmeier, Non-perturbative deforma-
tion quantization of Cartan Domains, J. Functional Analysis 113 (1993)
153-176; H. Upmeier, Toeplitz operators and index theory in several com-
plex variavbles, Harmonic Analysis 1996, Birkha¨user, 1996.
[21] G. Jakimowicz and A. Odziewicz, Quantum complex Minkowski space,
J. of Geom. and Phys. 56 (2006) 1576-1599.
[22] P. Bieliavsky, R. Gurau, V. Rivasseau, “Non Commutative Field Theory
on Rank One Symmetric Spaces,” J. Noncommut. Geom. 3 (2009) 99-
123. [arXiv:0806.4255 [hep-th]].
[23] Anthony K. Knapp Lie group: beyond an introduction- 2nd ed.,
Birkhauser Boston, Basel, Berlin, 2002; Anthony K. Knapp Representa-
tion Theory of Semisimple Groups., Princeton University Press, Prince-
ton and Oxford, 1986.
[24] Ulf Ottoson, A classification of the unitary irreducible representations
of SU(N, 1), Commun. Math. Phys. 10, 114 (1968)
[25] L.K.Hua, Harmonic analysis of functions of several complex variables
in the classical domains, Amer. Math. Soc., Providence, Rhode Island,
1963,
[26] Genkai Zhang, A weighted Plancherel formula II. The case of the ball ,
Studia Mathematica 2 (1992) 102.
25
[27] Jaak Peetre and Genkai Zhang, Invariant Cauchy-Riemann Operators
and Relative Discrete Series of Line Bundles over the Unit Ball Cd,
Michigan.Math.T 45 (1998) 387.
26
