The prioritization of capability gaps for weapon system of systems is the basis for design and capability planning in the system of systems development process. In order to address input information uncertainties, the prioritization of capability gaps is computed in two steps using the conditional evidential network method. First, we evaluated the belief distribution of degree of required satisfaction for capabilities, and then calculated the reverse conditional belief function between capability hierarchies. We also provided verification for the feasibility and effectiveness of the proposed method through a prioritization of capability gaps calculation using an example of a spatial-navigation-and-positioning system of systems.
Introduction
A capability gap is defined by the degree to which a designated action plan of the system of systems cannot be implemented. Such a gap may result from a lack of capability, proficiency in existing capability solutions, and/or the need to replace existing capability solutions to prevent future gaps.
Operational requirements often require more capabilities than equipment developments are able to provide. A capability gap describes the difference between the status of the system of systems' capabilities and the operational requirements. It is a direct base for maximum capability realization of the system of systems. The purpose of a gap assessment is to identify its size and determine the weaknesses of supported equipment demonstration.
Capability-gap analysis mainly includes two aspects. The first, in response to the functional needs of the capability, is to carry out an assessment of the capabilities in the weapon system of systems. The second aspect consists in comparing the status of the capability needs and the capabilities one by one, according to criteria, such as "be able to support well", "be able to support under certain conditions", and "cannot support", as well as analyzing whether these capabilities support the completion of the task.
Evidential Network
Knowledge representation and uncertainty reasoning based on the network-based method began with research on early constrained networks, qualitative Markov trees [1] , and qualitative Markov In addition, initial attempts have also been made to use evidential networks for threat assessment [28] , intelligent control [29] , medical care [30] , convoy detection [31] , fault detection [32] , virtual-environment training [33] , and reliability analysis [34, 35] .
Prioritization Assessment of Capability Gaps
There is little research in China that focuses on the priority assessment of capability gaps. Some research in this field exists abroad, but most of it is qualitative. The Technical Cooperation Program (TTCP) joint system and analysis team presents a qualitative analysis method that uses colors to identify the importance of capability gaps [36] . This is a completely subjective and sketchy approach. The US military "Capabilities-Based Assessment Handbook 3.0" introduced the sequencing of biometric information recognition-related capability gaps [37] . This method is based on a comparison of capability gaps among experts, regardless of uncertainty. Linkov, from the research and development center at the US Army Corps of Engineers, examined the issue of capability gaps in the small-arms program for multi-service, using a multi-criteria decision analysis method [38] . The core of this method is an analytic hierarchy process, but its disadvantage is that there is no verification of the consistency of the judgment matrix. Hristov proposed a prioritization method for capability gaps, which was used to solve the problem of how to rank gaps in the combat capability of the Bulgarian armed forces [39] . This method takes into account three factors: the weight of the capability, the expected utility after filling the capability gap, and its urgency. It does not, however, consider the uncertainty. Welch proposed a gap-ranking method based on the utility theory, which is used to solve the capability-gap ranking problem of brigade combat units [40] . This method is part of the United States-based Sandia National Laboratory Modernization assessment process. Most of the work needs to be completed by experts in relevant fields, and the method is subjective.
Langford rethinks the theoretical basis and systematic study of gap analysis, and expands on it while delineating its practicality and limitation. He came up with new ideas on these theoretical foundations by adopting the perspective of systems and value engineering [41] . By qualitatively analyzing the gap in the medium-lift capability of the United States Marine Corps, Harris suggested that a medium-lift platform be added to fill the capability gap between light-and heavy-duty lift planes [42] . By analyzing the capabilities gap, John of the United States Army argued that the quest for high-end capabilities left the Australian Defense Force vulnerable to mission failures, following which he finally obtained the prioritization of defense major capabilities [43] . By combining the soldier's expertise with a quantifiable analysis, Rubemeyer proposed a gap-assessment method [44] . In this method, combatants on the mission determine the impact of measurable attributes from each capability gap; a mathematical approach is used to incorporate all of the combatants' responses into a single mission impact for each capability gap. In order to identify Air Force characteristics, the Office of Aerospace Studies of the United States Air Force conducts research on the methods and processes of capability-gap analysis through capability requirement statements, capability gap identification, capability gap statements, gap characterization, risk assessment, and gap prioritization [45] . In order for the Department of Homeland Security's capability to deal with biochemical threats, the U.S. Government Accountability Office submitted a report to the National Congress that elaborated the need for an analysis of the relevant capability gaps and put forward ways to identify and resolve related capability gaps [46] . These methods are qualitative and do not account for uncertainty.
In this paper, in which we focused on the multiple uncertainties in the priority assessment of capability gaps, we adopted a method based on the conditional evidential network. Using the space-navigation-and-positioning system of systems as an example, we studied the priority assessment of capability gaps in weapon system of systems.
Basics of the Conditional Evidential Network
In belief function theory, Θ is a set of mutually exclusive and complete finite elements, called the recognition framework. 2 Θ is its power set. 
If any subset A ∈ Θ basic belief assignment m (A) > 0, then A is called a focal element of Θ. Each basic belief assignment m is associated with a belief function Bel mapped from 2 Θ to [0, 1] and a likelihood function Pl mapped from 2 Θ to [0, 1]. These two functions represent the smallest and largest possible support for A, respectively. These functions are defined as follows: Generalized Bayesian Theorem (GBT): Let Θ X and Θ Y be the identification frameworks of X and Y, respectively. Assuming that the identification framework is normalized, that is:
For ∀x i ∈ Θ x , ∀y i ∈ Θ x , the following holds:
When y is one dimension, the following holds:
The conditional belief function and conditional likelihood function still hold the following relations:
Therefore:
The following holds: 
The above formula is based on the conditional basic belief. By the same token, the above equation, expressed with the conditional belief function and conditional likelihood function, reads: Bel
Capability Gaps Computing Based on the Conditional Evidential Network
This paper specifically sorts the capability-gap priorities of weapon system of systems based on the power product of the inverse conditional belief functions m(C 1 = L|C = L) and m(C 1 = L). C = L means that the upper-level capability's requirement satisfaction is low, while C 1 = L means that the lower-level capability's requirement-satisfaction is low. m(C 1 = L) represents the belief distribution of the degree of requirement satisfaction of the lower-level capability. m(C 1 = L|C = L) represents the belief distribution of the degree of requirement satisfaction of the lower-level capability when that of the upper-level capability is low. m(C 1 = L) reflects the gap in capability in an intuitive manner, while m(C 1 = L|C = L) reflects the degree of influence of the given gap on the upper-level capability gap. The power product of the two can help with a more comprehensive assessment of capability-gap priorities.
Calculation of the Belief Distribution of the Requirement-Satisfaction Degree for Capabilities
To calculate the belief distribution of the requirement-satisfaction degree for capabilities, first we need to establish the conditional-evidential-network identification framework and the conditional-belief-parameter table.
We use a causality diagram along with other methods in order to construct the evidential network of weapon system of systems' capabilities. In order to model it, we use the conditional belief function, based on relevant knowledge and experts' experience. Following this, we obtain the evidential-network structure-chart and conditional-belief-function table. The conditional belief function in this paper is defined by each node and expressed in m(C|Pa(C)), where C represents the state of the capability sub-node and Pa(C) represents the combined state of all of the node's parent nodes.
Next, we calculate the belief distribution of the requirement-satisfaction degree of the bottom capability.
Let c h and c l respectively denote the ideal value and the lowest capability-requirement value. c represents the actual value of the capability, ε(c) represents the credibility of this actual value, and ϕ(c) represents the degree to which the actual and ideal values match.
According to the characteristics of the bottom capabilities, the matching degree between the actual and the ideal capabilities can each be calculated according to the indicators of benefit and cost.
(1) The matching degree of the benefit index and the requirement's ideal value is:
(2) The matching degree of the cost index and the requirement's ideal value is:
According to the matching degree of the bottom index and the ideal value of the demand, the belief distribution of the requirement satisfaction can be calculated as follows:
where m 0 (c = H) represents the belief that the degree of requirement satisfaction of the bottom indicators is high, m 0 (c = L) represents the belief that it is low, and m 0 (Θ) represents the belief assigned to cognitive uncertainty. Then we calculate the belief distribution of the requirement-satisfaction degree for the upper layer capability.
According to the conditional-belief-parameter table established using the method in Section 3.1 and the belief distribution of the bottom capability's requirement satisfaction, the belief distribution of the capability requirement satisfaction for each capability is calculated by the forward reasoning formula:
Calculation of the Inverse Conditional Belief
The inverse conditional likelihood belief is calculated via the GBT theorem using Equations (9) and (10) . The obtained reverse conditional likelihood belief has the joint form Pl(Pa(C)|C) for the lower multiple capabilities and must be marginalized. Marginalization is performed according to Equation (14) .
The marginalized inverse likelihood function for the lower-level single capabilities can be used directly in Equation (13) to calculate the basic belief function m(C i |C) for each capability.
Prioritization of System of Systems' Capability Gaps
Based on the product of the belief distribution of the requirement-satisfaction degree for each capability and the reversal basic belief function of each capability obtained through the above steps, the system of systems' capabilities are prioritized:
where Pr(C i ) denotes the priority of the lower-level capability gaps, m(C i = L) denotes the belief that the requirement-satisfaction degree of the lower-level capability is low, and m(
represents the belief that the degree of requirement satisfaction of the lower-level capability is low under the condition that that of the upper-level capability is low. α, β ∈ (0, 1) and α + β = 1.
Case Study
This paper applies the above method to assess the prioritization of capability gaps in the space-navigation-and-positioning system of systems, and to verify the above method's feasibility and effectiveness.
Construction of the Evidential-Network-Structure Model
Space-navigation-and-positioning system of systems capabilities include navigation and positioning capability, system survivability, system anti-jamming capability, and security and confidentiality. The corresponding evidence network structure was established using the causality-diagram method, as shown in Figure 1 . represents the belief that the degree of requirement satisfaction of the lower-level capability is low under the condition that that of the upper-level capability is low. , (0,1) α β ∈ and 1 α β + = .
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Space-navigation-and-positioning system of systems capabilities include navigation and positioning capability, system survivability, system anti-jamming capability, and security and confidentiality. The corresponding evidence network structure was established using the causality-diagram method, as shown in Figure 1 . 
The Construction of the Evidential-Network-Parameter Model
The establishment of the recognition framework, corresponding to the evidence network for the capabilities of the space-navigation-and-positioning system of systems in Figure 1 , is shown in Table 1 . Among the recognition frames, "high" means that the current capability's situation is "able to support" the capability requirement or that the capability's degree of requirement satisfaction is high; "medium" means that the capability's current situation "can support under certain conditions" the 
The establishment of the recognition framework, corresponding to the evidence network for the capabilities of the space-navigation-and-positioning system of systems in Figure 1 , is shown in Table 1 . Among the recognition frames, "high" means that the current capability's situation is "able to support" the capability requirement or that the capability's degree of requirement satisfaction is high; "medium" means that the capability's current situation "can support under certain conditions" the capability requirement or that the capability's degree of requirement satisfaction is normal; and "low" means that the capability status "cannot support" the capability requirement or that the capability's degree of requirement satisfaction is low. For convenience's sake, this article divides the top level into three levels and the remaining levels into two. We took into consideration the fact that satellite navigation signals are likely to be more compressed in actual combat operations and that satellite survivability is more important than ground-station survivability due to the high launch cost of satellites. Encryption capability is more important than anti-virus capability, and navigation-positioning capability is the core competence in spatial-information-support system of systems. The conditional belief functions are calculated by using the weight coefficient of capabilities [48] . Then, we established the belief-parameter table, shown in Figure 2 .
In this figure, "m(AJ=H|AC=H, AS=L) = 0.7" indicates that, with the conditional belief of 0.7, the anti-jamming capability of the space-navigation-and-positioning system is "high" when the anti-suppress interference capability is "high" and the anti-spoofing interference capability is "low". The notation "m(Θ AJ |AC=H, AS=L) = 0.2" indicates that there is a cognitive uncertainty, that is, a partial ignorance of the subject. At this point, we assigned a portion of the belief to the complete set of recognition frames Θ for node states. Table 2 shows the capability structure parameters of a satellite-navigation-and-positioning system of systems, including sub-capability names, bottom indicators, weights, capability requirements, actual levels, and the credibility of the actual levels. For example, a positioning accuracy with a confidence level of 0.95 means that the horizontal positioning accuracy is less than or equal to 10 m at a confidence level of 0.95. Table 3 shows the prior belief distribution of the requirement-satisfaction degree for each index. We calculated the belief distribution of the requirement-satisfaction degrees of second-layer capabilities using the method described in Section 3.3. Table 4 and Figure 3 show the belief distributions of the requirement-satisfaction degrees for second-layer capabilities. For example, a positioning accuracy with a confidence level of 0.95 means that the horizontal positioning accuracy is less than or equal to 10 m at a confidence level of 0.95. Table 3 shows the prior belief distribution of the requirement-satisfaction degree for each index. We calculated the belief distribution of the requirement-satisfaction degrees of second-layer capabilities using the method described in Section 3.3. Table 4 and Figure 3 show the belief distributions of the requirement-satisfaction degrees for second-layer capabilities. Figure 3 shows that the system anti-jamming capability has the highest requirement-satisfaction degree, followed by both system survivability and the navigation-and-positioning capability; the security and confidentiality capability has the lowest requirement-satisfaction degree. In addition, the cognitive uncertainty of the anti-jamming capability is the lowest, and the cognitive uncertainty of the other three capabilities is similar.
Capability-Requirement-Satisfaction Assessment

Comparison with the Bayesian Network Method
In order to make a comparison, we created a model using the Bayesian network-based method: we used the same structural model and identification framework employed for the evidential network to establish the conditional-probability-parameter table for capabilities in the spacenavigation-and-positioning system of systems. Figure 4 shows the conditional-probability table for capability indicators defined in the capability-requirement-satisfaction model of the Bayesian network-based space-navigation-andpositioning system of systems.
The difference between Figures 2 and 4 is that, in the event of cognitive uncertainty, the Bayesian network divides cognitive uncertainty into definite states. This is because Bayesian networks cannot handle cognitive uncertainties, so accurate probabilistic judgments are required before reasoning. This will inevitably lead to the loss of uncertain information. Figure 3 shows that the system anti-jamming capability has the highest requirement-satisfaction degree, followed by both system survivability and the navigation-and-positioning capability; the security and confidentiality capability has the lowest requirement-satisfaction degree. In addition, the cognitive uncertainty of the anti-jamming capability is the lowest, and the cognitive uncertainty of the other three capabilities is similar.
In order to make a comparison, we created a model using the Bayesian network-based method: we used the same structural model and identification framework employed for the evidential network to establish the conditional-probability-parameter table for capabilities in the space-navigationand-positioning system of systems. Figure 4 shows the conditional-probability table for capability indicators defined in the capability-requirement-satisfaction model of the Bayesian network-based space-navigation-andpositioning system of systems.
The difference between Figures 2 and 4 is that, in the event of cognitive uncertainty, the Bayesian network divides cognitive uncertainty into definite states. This is because Bayesian networks cannot handle cognitive uncertainties, so accurate probabilistic judgments are required before reasoning. This will inevitably lead to the loss of uncertain information. Similarly, the determination of the prior probability of the underlying ability index also requires an accurate probability judgment. Cognitive uncertainty, should it occur, must be assigned to the definite states, as shown in Table 5 . We used the Matlab BNT 1.0.7 toolbox in order to establish, via Figure 1 , the structure of the Bayesian network. We then entered the conditional probability distribution (CPD) parameters and the prior probability of the underlying capability index, and obtained the marginal probability of each capability, as shown in Table 6 . Table 6 . The probability distribution of the requirement-satisfaction degree for each upper-layer capability. We compared Tables 4 and 6 to the data shown in Figure 5 . We obtained AJ, SS, SC, NP through the evidence-based method and AJ', SS', SC', NP' through the Bayesian-based method. The requirement-satisfaction degree with the highest value corresponds to the anti-jamming capability in the results obtained via the evidential network, while it corresponds to system survivability for results obtained through the Bayesian network. We used the Matlab BNT 1.0.7 toolbox in order to establish, via Figure 1 , the structure of the Bayesian network. We then entered the conditional probability distribution (CPD) parameters and the prior probability of the underlying capability index, and obtained the marginal probability of each capability, as shown in Table 6 . Table 6 . The probability distribution of the requirement-satisfaction degree for each upper-layer capability. We compared Tables 4 and 6 to the data shown in Figure 5 . We obtained AJ, SS, SC, NP through the evidence-based method and AJ', SS', SC', NP' through the Bayesian-based method. The requirement-satisfaction degree with the highest value corresponds to the anti-jamming capability in the results obtained via the evidential network, while it corresponds to system survivability for results obtained through the Bayesian network. The methods-Bayesian and evidential-used to assess the degree of capability requirement satisfaction differed in mainly two aspects: parameter modeling and reasoning methods.
Anti-compression capability
The difference between parameter modeling in Bayesian networks and evidential networks is that the former requires an accurate probability judgment, while the latter does not. Moreover, the latter can both model cognitive uncertainty and handle the aspects that involve the researcher's ignorance on the subject.
The difference between reasoning methods in Bayesian and evidential networks is that the former must make a fuzzy estimation of prior knowledge before initiating the reasoning process. However, fuzzy estimations often yield invalid results that can be used for reasoning when the individual state probabilities of the variables are similar. Even if the results are valid, some uncertain information will be lost. The reasoning method based on evidential networks does not need a fuzzy estimation of the evidence of uncertainty, thus avoiding the loss of uncertain information to an optimal degree. It is able to obtain more accurate results while avoiding misjudgment.
In addition, evidential network-based reasoning methods can combine multiple uncertain evidences that are passed to a node directly through Dempster's combination rules. A combined evidence of information is then formed and transferred to the adjacent node. This avoids double-counting multiple pieces of evidence in the same path; it can be said that this model is an efficient parallel-computing model. In the Bayesian network, the reasoning method's mechanism-of-combination rule is unable to fuse uncertain evidences due to the fact that the use of probability is the basis of the uncertainty The methods-Bayesian and evidential-used to assess the degree of capability requirement satisfaction differed in mainly two aspects: parameter modeling and reasoning methods.
In addition, evidential network-based reasoning methods can combine multiple uncertain evidences that are passed to a node directly through Dempster's combination rules. A combined evidence of information is then formed and transferred to the adjacent node. This avoids double-counting multiple pieces of evidence in the same path; it can be said that this model is an efficient parallel-computing model. In the Bayesian network, the reasoning method's mechanism-of-combination rule is unable to fuse uncertain evidences due to the fact that the use of probability is the basis of the uncertainty reasoning: every piece of evidence information is required to travel through the entire network. After updating all of the nodes' probability values as one new prior probability, the same operations can be performed on other nodes' evidences in order to update the multi-evidence information. For the complex network, the computational complexity of the Bayesian network makes it difficult to complete the reasoning task. Conversely, the evidential network-based reasoning method greatly improves and accelerates the efficiency of the reasoning.
Calculation of the Inverse Conditional Belief Functions
Following the method described in Section 3.2, GBT was used to calculate the inverse conditional belief. We first calculated the inverse conditional likelihood function. After marginalization, we obtained the inverse conditional basic belief function. The reverse conditional likelihood function calculation process is as follows:
Similarly, we can obtain other reverse conditional likelihood functions, as shown in Table 7 . 
The calculation of the inverse conditional basic belief function after marginalization is as follows:
Similarly, we can obtain other reverse conditional basic belief functions as follows:
Prioritization of Capability Gaps
Finally, we calculated the priority of capability gaps in layer 2, as described in Section 3.3., where α and β are both 0.5.
The priority of system of systems' capability gaps was calculated as follows:
The priority ranking result of capability gaps is as follows:
AJ >> SC >> SS >>NP Figure 6 shows that the system's anti-jamming capability gap has the highest priority, followed by both the security-and-confidentiality capability and the system survivability, with the navigationand-positioning capability gap having the lowest priority. In order to improve the degree of requirement satisfaction in the entire space-navigation-and-positioning system of systems, measures must focus on improving the system's anti-jamming capability. The priority ranking result of capability gaps is as follows:
Results and Analysis
AJ >> SC >> SS >> NP Figure 6 shows that the system's anti-jamming capability gap has the highest priority, followed by both the security-and-confidentiality capability and the system survivability, with the navigationand-positioning capability gap having the lowest priority. In order to improve the degree of requirement satisfaction in the entire space-navigation-and-positioning system of systems, measures must focus on improving the system's anti-jamming capability. In Figure 7 , "Gap Priority" indicates the capability-gap priority, "IBF−" indicates the inverse belief function value, and "RSD+" indicates the belief with a high degree of requirement satisfaction, calculated using the method in Section 3.1. 
Result analysis
Gap Priority IBF-RSD+ In Figure 7 , "Gap Priority" indicates the capability-gap priority, "IBF−" indicates the inverse belief function value, and "RSD+" indicates the belief with a high degree of requirement satisfaction, calculated using the method in Section 3.1.
While, as shown in Figure 6 , the degree of requirement satisfaction of the anti-jamming capability has the highest value, it also remains the top final gap priority as it has the largest inverse-belieffunction value.
We used a conditional evidential network in order to assess the prioritization of capability gaps in space-navigation-and-positioning system of systems. This network is able to efficiently handle the experience of relevant experts while making full use of the input of uncertain knowledge. This all helps to improve the credibility of capability assessment in space-navigation-and-positioning system of systems. In Figure 7 , "Gap Priority" indicates the capability-gap priority, "IBF−" indicates the inverse belief function value, and "RSD+" indicates the belief with a high degree of requirement satisfaction, calculated using the method in Section 3.1. While, as shown in Figure 6 , the degree of requirement satisfaction of the anti-jamming capability has the highest value, it also remains the top final gap priority as it has the largest inverse-belieffunction value.
We used a conditional evidential network in order to assess the prioritization of capability gaps in space-navigation-and-positioning system of systems. This network is able to efficiently handle the experience of relevant experts while making full use of the input of uncertain knowledge. This all 
Gap Priority IBF-RSD+ Figure 7 . Result analysis.
Conclusions
The assessment of capability-gap priority in weapon system of systems is the basis for equipment and non-equipment solutions for solving capability gaps. Based on the conditional evidential network, this paper evaluates the priority of capability gaps for weapon system of systems from a purely quantitative perspective. Compared with qualitative methods, this method enhances the credibility of the assessment work. In addition, this method integrates many different forms of input data and various uncertain information into a unified belief expression framework, thus facilitating the assessment of a large-scale weapon system of systems. Unlike the Bayesian network-based approach, the evidential network-based approach does not require accurate probabilistic judgments and fuzzy estimates, minimizing the loss of uncertain information. In addition, it can handle cognitive uncertainty. It is therefore able to obtain results in evidence reasoning that are more accurate, while avoiding misjudgment. Having conducted a case analysis, we consider this method to be both feasible and effective.
