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Abstract
For given information rate R, it is proved as n tends to infinite, that almost all additive [[n,n · R]] quantum codes (pure and
impure) are the codes with their relative distance tending to h−1(1 − R), where h(x) = −x logx/32 −(1 − x) log1−x2 is an entropy
function.
© 2007 Elsevier Inc. All rights reserved.
Keywords: Additive quantum error-correcting codes; Binary codes; Quantum Gilbert–Varshamov bound
1. Introduction
Quantum error correction plays a crucial role in quantum information theory. An ((n,K)) quantum error-correcting
code Q (or simple a quantum code) is a K-dimensional linear subspace of C2n , and a general quantum error E is
a unitary linear operator acting on C2n . In a depolarized quantum channel, by using ancilla qubits, it can be proved
that: if a quantum code can correct every error in E , where E is an error operator set, then it can correct the linear span
of E (see [12]).
The four Pauli matrices I , σx , σy , σz are defined as follows
I =
[1 0
0 1
]
, σx =
[0 1
1 0
]
, σy =
[0 −i
i 0
]
, σz =
[1 0
0 −1
]
.
The collectivity of the tensor products E = σ1 ⊗ σ2 ⊗ · · · ⊗ σn, where σi ∈ {I, σx, σz, σy}, form a basis of 2n × 2n
matrix space. So for quantum error correction, we only need to pay attention to these errors. The weight of E, denoted
by wt(E), is the number of nonidentity matrices in the tensor product.
Let P be the orthogonal projection operator that projects C2n onto quantum code Q. Then an error E is detectable
by Q if and only if (see [1])
PEP = cEP,
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Y. Ma / J. Math. Anal. Appl. 340 (2008) 550–557 551where cE is a constant depending on E. A quantum code is said to have minimum distance d if it can detect all errors
with weight no more than d − 1. We use the notion ((n,K,d)) to refer to an ((n,K)) quantum code with minimum
distance d .
Let ∗ denote the inner product over F 2n2 with the property that
v ∗ v′ = (x | y) ∗ (x′ | y′) = x · y′ + y · x′, (1)
where v = (x | y) and v′ = (x′ | y′) are vectors in F 2n2 . Clearly, v ∗ v = 0. Let C be a binary code of length 2n, the
code C⊥ = {v′ ∈ F 2n2 | v′ ∗ v = 0, ∀v ∈ C} is called the dual code of C. We say C is self-orthogonal if C ⊆ C⊥.
The weight of (x | y) = (x1, . . . , xn | y1, . . . , yn) is defined as wt((x | y)) = |{i | xi 	= 0 or yi 	= 0}|, and the minimum
weight d(C) of C is defined as the smallest weight of nonzero codeword in C. In 1998, Calderbank et al. [4] obtained
the following result.
Lemma 1.1. (See [4].) Suppose C is a binary self-orthogonal code with parameters [2n, k]. If there are no nonzero
vectors of weight smaller than d in C⊥ \C, then there must exist a quantum error-correcting code Q with parameters
((n,2n−k, d)).
A quantum code obtained via Lemma 1.1 is called an additive quantum code. Almost all quantum error correcting
codes known at present time are additive. We rewrite its parameters as [[n,n− k, d]] for the purpose of discrimination
with the general quantum codes. An additive quantum code is called pure, if no nonzero vector of weight smaller than
d in C⊥; otherwise, called impure. As the classical case, R = (n− k)/n is called the information rate (or simply rate),
and δ = d/n is called the relative distance of the additive quantum code, respectively.
The question of how efficient a quantum error-correcting code of a given information rate can be made is very
interesting and important in the theory of quantum error correction. As for the hardness of computing the minimum
distance [11,13], people usually settle down this question by studying the bounds of the quantum codes with given
parameters. Probably the most famous general bounds of quantum codes are quantum Singleton bound [10] and
quantum Hamming bound [7], and the most famous asymptotic bound is Gilbert–Varshamov bound [5]. More results
of the bounds of quantum error-correcting codes can be found in [3,6,8].
In this paper, we settle down this question in another way, through reviewing the total asymptotic correction ability
of the entire additive [[n,n · R]] quantum codes. It is proved as n tends to infinite, that almost all additive [[n,n · R]]
quantum codes (pure and impure) are the codes with their relative distance tending to h−1(1 − R). The paper is
arranged as follows. In Section 2, we count the number of binary self-orthogonal codes that contain a certain self-
orthogonal code as a subcode. In Section 3, we deal with the asymptotic probability distribution of the relative distance
of the pure additive quantum error-correcting codes. In Section 4, we give the corresponding distribution property of
the relative distance of impure additive quantum codes.
2. Counting properties of binary self-orthogonal codes
Lemma 2.1. (See [9].) A binary [2n,m + 1] code containing a [2n, k] subcode C has 2m+1−k − 1 subcodes of
dimension m also containing C.
Theorem 2.2. Suppose 0  k  m  n, C is a binary self-orthogonal code with parameters [2n, k], then C is con-
tained in
22n−2(m−1) − 1
2m−k − 1 ×
22n−2(m−2) − 1
2m−k−1 − 1 × · · · ×
22n−2k − 1
21 − 1
binary self-orthogonal codes with parameters [2n,m].
Proof. For s  k, let τn,s be the number of [2n, s] binary self-orthogonal codes containing C. Note that τn,k = 1. Let
C1 be an arbitrary [2n, s] binary self-orthogonal code containing C. C1 forms a normal subgroup of C⊥1 . The order
of the quotient group C⊥1 /C1 is 22n−2s . The only way to get a [2n, s + 1] binary self-orthogonal code containing C1
is by adding a nonidentity element of C⊥1 /C1 into C1. Thus C1 can be extended to 22n−2s − 1 different [2n, s + 1]
binary self-orthogonal codes.
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Lemma 2.1, we know that there are 2s+1−k − 1 [2n, s] self-orthogonal subcodes of C2 also containing C. Therefore,
τn,s+1 = 2
2n−2s − 1
2s+1−k − 1τn,s .
Using this recurrence relation, we know the number of [2n,m] self-orthogonal codes containing C is
22n−2(m−1) − 1
2m−k − 1 ×
22n−2(m−2) − 1
2m−k−1 − 1 × · · · ×
22n−2k − 1
21 − 1 ,
which is the desired result. 
Let A(n, k) denote the set of all [2n, k] binary self-orthogonal codes. The 2n-tuple zero vector forms a unique
self-orthogonal code with parameters [2n,0], and every [2n, k] binary self-orthogonal contains this special code. So
by Theorem 2.2, we can obtain the following corollary.
Corollary 2.3.
∣∣A(n, k)∣∣= 22n−2(k−1) − 1
2k − 1 ×
22n−2(k−2) − 1
2k−1 − 1 × · · · ×
22n − 1
21 − 1 .
Theorem 2.4. For any nonzero 2n-tuple binary vector v, there exist
22n−k − 1
2k − 1 ×
22n−2(k−1) − 1
2k−1 − 1 ×
22n−2(k−2) − 1
2k−2 − 1 × · · · ×
22n−2 − 1
21 − 1
binary [2n, k] self-orthogonal codes with their dual containing v.
Proof. Define A1 = {C ∈A(n, k) | v ∈ C} and A2 = {C ∈A(n, k) | v ∈ C⊥ \ C}. The cardinality of A1 ∪A2 is just
the result we want. By Theorem 2.2, we know
|A1| = 2
2n−2(k−1) − 1
2k−1 − 1 ×
22n−2(k−2) − 1
2k−2 − 1 × · · · ×
22n−2 − 1
21 − 1 .
Let B = {C′ ∈A(n, k + 1) | v ∈ C′}. For any C ∈A2, the code and the only code in B that contains C as a subcode
is generated by the coset C+v in C⊥1 /C1. On the other hand, suppose C′ is a code in B, so the vector v is contained in
the dual of each k-dimension subcode of C′. By Lemma 2,1, we know there are totally 2k+1 −1, k-dimension subcodes
of C′, and the number of k-dimension subcodes that contain v is 2k − 1. So the number of [2n, k] self-orthogonal
subcodes that do not contain v is 2k . Therefore, |A2| = 2k × |B|, i.e.,
|A2| = 2k × 2
2n−2k − 1
2k − 1 ×
22n−2(k−1) − 1
2k−1 − 1 × · · · ×
22n−2 − 1
21 − 1 .
Note that A1 and A2 are disjoint, so
|A1 ∪A2| = 2
2n−k − 1
2k − 1 ×
22n−2(k−1) − 1
2k−1 − 1 × · · · ×
22n−2 − 1
21 − 1 ,
which is the desired result. 
3. The asymptotic probability distribution of the relative distance of pure additive quantum codes
Now we come to deal with the main topic of this paper, namely, analyze the asymptotic probability distribution
property of relative distance of the pure additive quantum codes. By Lemma 1.1, it only needs to analyze the as-
ymptotic probability distribution of the relative distance of the dual of binary self-orthogonal codes. Firstly, let us
introduce some new definitions. The entropy function h(x) is defined as h(x) = −x log(x/3)2 −(1 − x) log(1−x)2 , where
0 < x < 1. The Shannon ensemble P(n, k) is a classical probability model with sample space A(n, k). For a sample
C in P(n, k), the relative distance of C⊥ satisfies the following property.
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lim
n→∞ Pr
(
d(C⊥)
n
< h−1(r − ε)
)
= 0.
Let W be the collectivity of all 2n-tuple vectors of weight w. Clearly, |W | = 3w(n
w
)
. Suppose xi ∈ W , where
i = 1,2, . . . , |W |. Let χi be a Bernouli random variable defined on P(n, k) with the property that
χi =
{
1, xi ∈ C⊥,
0, xi /∈ C⊥.
Noting that χi and χj are independent for i 	= j , so by Corollary 2.3 and Theorem 2.4, we have
Pr(χi = 1) =
22n−k−1
2k−1 × 2
2n−2(k−1)−1
2k−1−1 × 2
2n−2(k−2)−1
2k−2−1 × · · · × 2
2n−2−1
21−1
22n−2(k−1)−1
2k−1 × 2
2n−2(k−2)−1
2k−1−1 × · · · × 2
2n−1
21−1
= 2
2n−k − 1
22n − 1 . (2)
For C ∈ P(n, k), let Nw(C⊥) be the random variable equal to the number of vectors of weight w in C⊥. As a result
of (2), we can get
E
(
Nw
(
C⊥
))= E
( |W |∑
i=1
χi
)
=
|W |∑
i=1
Eχi
= 3w
(
n
w
)
Eχi = 3w
(
n
w
)
Pr(χi)
= 3w
(
n
w
)
22n−k − 1
22n − 1 . (3)
Since 1
n
log(
n
w)
2 = −wn log
( w
n
)
2 −(1 − wn ) log
(1−w
n
)
2 +O( 1n ), letting ω = w/n, the limit form of (3) can be rewritten as
lim
n→∞E
(
Nw
(
C⊥
))= lim
n→∞ 2
n×h(ω)+n×O( 1
n
) × 2
2n−k
22n
= lim
n→∞ 2
n(h(ω)−r+O( 1
n
)). (4)
Theorem 3.2. Let C ∈P(n, k), ω = w/n and r = k/n. For an arbitrary small ε > 0, if ω > h−1(r + ε), then
lim
n→∞ Pr
(
1
n
logNw(C
⊥)
2 = h(ω) − r
)
= 1.
Proof. Since χ2i = χi , we have Eχ2i = Eχi , and therefore
Var(χi) = Eχ2i − (Eχi)2 = Eχi − (Eχi)2 < Eχi.
By pairwise independence of χi and χj , where i 	= j , we get
Var
(
Nw
(
C⊥
))= |W |∑
i=1
Var(χi) <
|W |∑
i=1
E(χi) = E
(
Nw
(
C⊥
))
.
For any α > 0, by the Chebyshev inequality, we have
Pr
[∣∣Nw(C⊥)− E(Nw(C⊥))∣∣ (E(Nw(C⊥))) 12 +α] Var(Nw(C⊥))
(E(Nw(C⊥)))1+2α
<
E(Nw(C
⊥))
⊥ 1+2α =
(
E
(
Nw
(
C⊥
)))−2α
.(E(Nw(C )))
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lim
n→∞ Pr
[∣∣Nw(C⊥)− E(Nw(C⊥))∣∣ (E(Nw(C⊥))) 12 +α]< lim
n→∞ 2
−2α×n(h(ω)−r+O( 1
n
)). (5)
Therefore, for an arbitrarily small ε > 0, if the ω in (5) satisfies ω > h−1(r + ε), then the right term of inequality (5)
tends to 0 when n tends to infinite. So,
lim
n→∞ Pr
[∣∣Nw(C⊥)− E(Nw(C⊥))∣∣< (E(Nw(C⊥))) 12 +α]= 1. (6)
In other words, as n tends to infinite, if ω > h−1(r + ε), then for almost all self-orthogonal codes the following
inequality holds:∣∣Nw(C⊥)− E(Nw(C⊥))∣∣< (E(Nw(C⊥))) 12 +α,
i.e.,
E
(
Nw
(
C⊥
))− (E(Nw(C⊥))) 12 +α < Nw(C⊥)< E(Nw(C⊥))+ (E(Nw(C⊥))) 12 +α.
Thus, for α < 12 , according to (4), we have
lim
n→∞Nw
(
C⊥
)
< E
(
Nw
(
C⊥
))+ (E(Nw(C⊥))) 12 +α
< lim
n→∞ 2
n(h(ω)−r+O( 1
n
))
(
1 + 2n(α− 12 )(h(ω)−r+O( 1n )))
= lim
n→∞ 2
n(h(ω)−r+O( 1
n
))
(
1 + o
(
1
n
))
and
lim
n→∞Nw
(
C⊥
)
> E
(
Nw
(
C⊥
))− (E(Nw(C⊥))) 12 +α
> lim
n→∞ 2
n(h(ω)−r+O( 1
n
))
(
1 − 2n(α− 12 )(h(ω)−r+O( 1n )))
= lim
n→∞ 2
n(h(ω)−r+O( 1
n
))
(
1 − o
(
1
n
))
.
Comparing to (6), we know
lim
n→∞ Pr
(
1
n
log2 Nw
(
C⊥
)= h(ω) − r)= 1. 
Corollary 3.3. Let C ∈ P(n, k), r = k/n, and let d(C⊥) be the minimum weight of C⊥. Then for an arbitrary small
ε > 0, it satisfies
lim
n→∞ Pr
(
h−1(r − ε) d(C
⊥)
n
 h−1(r + ε)
)
= 1.
Proof. By Lemma 3.1, for any ε > 0, we have
lim
n→∞ Pr
(
d(C⊥)
n
< h−1(r − ε)
)
= 0.
On the other hand, let ω = w/n = h−1(r + ε). Then by Theorem 3.2, we get
lim
n→∞ Pr
(
1
n
log2
(
Nw
(
C⊥
))= h(ω) − r = ε)= 1.
In other words, as n tending to infinite, the probability of C⊥containing vectors with wight n×ω tends to 1. Therefore,
it is almost no self-orthogonal codes with minimum wight greater than n × ω, i.e.,
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n→∞ Pr
(
d(C⊥)
n
> h−1(r + ε)
)
= 0.
So,
lim
n→∞ Pr
(
h−1(r − ε) d(C
⊥)
n
 h−1(r + ε)
)
= 1,
which is the desired result. 
By Lemma 1.1, we know that the parameters of pure additive quantum codes are completely determined by the
corresponding self-orthogonal codes. So the minimum distance d(Q) of pure [[n,n−k]] additive quantum code Q can
be seen as a random variable defined on P(n, k). According to Lemma 1.1 and Corollary 3.3, we have the following
theorem.
Theorem 3.4. For any ε > 0, the minimum distance d(Q) of pure [[n,R · n]] additive quantum error-correcting code
satisfies the following property:
lim
n→∞ Pr
(
h−1(1 − R − ε) d(Q)
n
 h−1(1 − R + ε)
)
= 1,
where 0 < R < 1 is a given constant.
As an application of Theorem 3.4, we use it to reprove the quantum Gilbert–Varshamov bound [5]. For a general
quantum code Q with parameters ((n,K,d)), define RQ = log2(K)/n, δQ = d/n. We are interested in the asymptotic
property of
RQ(δ) = lim sup
n→∞
RQ,
where the limit is taken over all quantum codes with δQ  δ.
Corollary 3.5. Given relative distance δ, there exist additive quantum error-correcting codes with asymptotic rate
RQ(δ) 1 − h(δ).
Proof. For an arbitrary small ε > 0, let R = 1 − h(δ) − ε. According to Theorem 3.4, we know there exist pure
additive quantum error-correcting codes satisfying
lim
n→∞
d(Q)
n
 h−1(1 − R − ε) = δ.
Therefore, RQ(δ) 1 − h(δ) − ε. Then, by the arbitrariness of ε, we get
RQ(δ) 1 − h(δ),
and thus complete the proof. 
4. The asymptotic probability distribution of the relative distance of impure additive quantum codes
For any vector xi ∈ W , define new Bernouli random variable ξi on P(n, k) as
ξi =
{
1, xi ∈ C⊥ \ C,
0, xi /∈ C⊥ \ C.
From the proof of Theorem 2.4, we can see that, for any nonzero 2n-tuple binary vector v, there exists
2k × 2
2n−2k − 1
2k − 1 ×
22n−2(k−1) − 1
2k−1 − 1 × · · · ×
22n−2 − 1
21 − 1
binary [2n, k] self-orthogonal code C satisfying v ∈ C⊥ \ C. So
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2k × 22n−2k−12k−1 × 2
2n−2(k−1)−1
2k−1−1 × 2
2n−2(k−2)−1
2k−2−1 × · · · × 2
2n−2−1
21−1
22n−2(k−1)−1
2k−1 × 2
2n−2(k−2)−1
2k−1−1 × · · · × 2
2n−1
21−1
= 2
2n−k − 2k
22n − 1 . (7)
Theorem 4.1. Let C ∈P(n, k), r = k/n. Then for an arbitrary small ε > 0, it satisfies
lim
n→∞ Pr
(
d(C⊥ \ C)
n
< h−1(r − ε)
)
= 0.
Proof. For C ∈ P(n, k), define ω = w/n and let Nw(C⊥ \ C) be the random variable equal to the number of vectors
of weight w in C⊥ \ C. By Lemma 1.1, we know k  n. So according to (7), we have
lim
n→∞E
(
Nw
(
C⊥ \ C))= lim
n→∞E
(∑
i
ξi
)
= lim
n→∞
∑
i
Eξi
= lim
n→∞ 3
w
(
n
w
)
Eξi
= lim
n→∞ 2
n×h(ω)+n×O( 1
n
) × 2
2n−k − 2k
22n − 1
= lim
n→∞ 2
n×h(ω)+n×O( 1
n
) × 2−k
= lim
n→∞ 2
n(h(ω)−r+O( 1
n
)).
Using the Markov inequality, we get
lim
n→∞ Pr
(
Nw
(
C⊥ \ C) 1) lim
n→∞E
(
Nw
(
C⊥ \ C))
= lim
n→∞ 2
n(h(ω)−r+O( 1
n
)).
For an arbitrary small ε > 0, if ω < h−1(r − ε), it satisfies
lim
n→∞ Pr
(
d(C⊥ \ C)
n
< h−1(r − ε)
)
 lim
n→∞
n×h−1(r−ε)∑
w=1
Pr
(
Nw
(
C⊥ \ C) 1)
 lim
n→∞
(
n × h−1(r − ε))× max
wn×h−1(r−ε)
Pr
(
Nw
(
C⊥ \ C) 1)
 lim
n→∞
(
n × h−1(r − ε))× 2n(−ε+O( 1n ))
= 0. 
Theorem 4.2. Let C ∈P(n, k), ω = w/n and r = k/n. For an arbitrary small ε > 0, if ω > h−1(r + ε), then
lim
n→∞ Pr
(
1
n
logNw(C
⊥\C)
2 = h(ω) − r
)
= 1.
Sketch of proof. Note that ξ2i = ξi , ξi and ξj are independent for i 	= j , and
lim
n→∞E
(
Nw
(
C⊥ \ C))= lim
n→∞ 2
n(h(ω)−r+O( 1
n
)).
The rest of the proof is completely analog to the proof of Theorem 3.2. 
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small ε > 0, it satisfies
lim
n→∞ Pr
(
h−1(r − ε) d(C
⊥ \ C)
n
 h−1(r + ε)
)
= 1.
Sketch of proof. By a similar analysis of Corollary 3.3, one can deduce the result directly from Theorems 4.1
and 4.2. 
Combining with Lemma 1.1 and Corollary 4.3, we have
Theorem 4.4. For any ε > 0, the minimum distance d(Q) of impure additive quantum error-correcting codes with
parameters [[n,R · n]] satisfies the following property:
lim
n→∞ Pr
(
h−1(1 − R − ε) d(Q)
n
 h−1(1 − R + ε)
)
= 1,
where 0 < R < 1 is a given constant.
From Theorems 3.4 and 4.4, we can see that for given information rate R, as the code length n tends to infinite, the
relative distances of pure and impure additive quantum codes are both approaching to h−1(1 − R). So when the code
length large enough, the behavior of the relative distance of impure additive quantum codes on the whole is no better
than that of pure additive quantum codes.
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