Abstract. Median filtering the intermediate flow fields during optimization has been demonstrated to be very useful for improving the estimation accuracy. By formulating the median filtering heuristic as non-local term in the objective function, and modifying the new term to include flow and image information that according to spatial distance, color similarity as well as the occlusion state, a weighted non-local term (a practical weighted median filter) reduces errors that are produced by median filtering and better preserves motion details. However, the color similarity measure, which is the most powerful cue, can be easily perturbed by noisy pixels. To increase robustness of the weighted median filter to noise, we introduce the idea of non-local patch denoising method to compute the color similarity in terms of patch difference. Most importantly, we propose an improved color patch similarity measure (ICPSM) to modify the traditional patch manner based measure from three aspects. Comparative experimental results on different optical flow benchmarks show that our method can denoise the flow field more effectively and outperforms the state-of-the art methods, especially for heavy noise sequences.
Introduction
Estimation of a dense motion field between video frames plays a fundamental role in computer vision and image processing. One of the most successful techniques that address this problem is the variational optical flow method [2, 3, 9] , and it has been widely used for various visual tasks, such as tracking, object segmentation and recognition, and super-resolution reconstruction. Since the seminal work of Horn-Schunck (HS) [1] , various subsequent extensions and improvements have been proposed over the past 30 years to tackle drawbacks of the HS model, and there has been tremendous progresses, such as: pre-processing the input images with photometric invariant constraints or structure-texture decomposition technique to handle illumination changes [11] , or with pre-filtering approaches (e.g. Gaussian filter [1] and Laplacian filter [3] ) to reduce outliers (e.g., image noise and estimated flow errors). Penalty functions [4, 2, 5] are utilized to preserve motion discontinuities and increase robustness to outliers and occlusions. Additionally, occlusions can also be handled according to bilateral filters [6, 7] . Large displacements can be estimated by employing traditional coarse-to-fine strategy [8] or matching techniques (e.g. sparse feature matching [9] and dense correspondence matching [10] ). However, there are still outstanding problems in existing optical flow methods, such as outliers and large displacements. This paper addresses the issue of outliers removing in terms of median filtering.
In a current survey paper, in comparing various modern optimization and implementation techniques, Sun et al. [5] point out that applying a median filter [11, 12] to intermediate flow values during incremental estimation and warping produces the most significant improvements. Median filtering is beneficial for every optical flow algorithm they tested, since it can effectively denoises the intermediate flow fields and reduces gross outliers. All in all, it can make even non-robust methods much more robust.
However, median filtering in a large neighborhood has negative effects on edges and corners. A neighborhood centered on a corner or thin structure is dominated by its surroundings, leading to oversmoothing. To improve the performance of the classic median filtering [11, 12] , [5] formulated the median filtering heuristic as a non-local term in the objective function, and incorporated flow and image information to construct a weighted version (a practical weighted median filter). The weighted non-local term is very useful to avoid smoothing at edges and motion boundaries, and can well preserve motion details. Because pixels that belong to the same surface are given higher weight and it ensures pixels only propagate information within their same region.
Although the weighted median filter (WMF) has great advantages, it still has one serious problem. As the weight of WMF heavily depends on the color similarity between pixels, it can be easily violated by noisy pixels [13] . Consequently, improving the robustness of the color similarity measure to noise is a good way to improve the performance of the WMF.
Since Buades et al. [14] proposed a non-local means (NLM) method, which uses patches instead of pixels to compare photometric similarities, the non-local denoising methods [15, 16] have attracted a lot of attention recently and outperforms conventional filters, leading to the patch-based non-local manner becoming the central part of many state-of-the-art algorithms [17, 18] . The NLM denoises a pixel as the weighted sum of its noisy neighbors, where each weight reflects the similarity between the local patch centered at the noisy pixel (i, j ) to be denoised and the patch centered at the neighbor pixel (i , j ) [15] . In this way, the NLM not only compares the intensity in a single point but also the geometrical configuration in a whole neighborhood. This characteristic allows a more robust comparison than traditional neighborhood filters, and pixels with a similar intensity neighborhood to the noisy pixel will assign higher weights on average.
In this paper, we adopt the idea of the non-local patch method [17] , and propose an improved color patch similarity measure (ICPSM) to compute the color measure from three aspects: 1) we introduce a patch manner to compute the color similarity and apply a non-linear median filter function to replace the general linear Gaussian function to reduce blurring; 2) we construct a replicated patch that centered at the noisy pixel (i, j ) to substitute the normal patch to reject noise more effectively; 3) we calculate the smoothing parameter of the proposed ICPSM adaptively based on the noise degree of the input image to steer smoothing.
Our paper is organized as follows: Section 2 introduces the WMF based optical flow method. Section 3 describes our proposed improved color patch similarity measure. We describe the implementation detailed in Section 4. Experimental comparisons are shown in Section 5. A brief conclusion is given in section 6.
Weighted Median Filter Based Optical Flow Method
Median filtering [11, 12] the intermediate flow fields during incremental estimation and warping is effective to remove outliers. However, it also over-smoothes corners, edges or thin structures. To prevent this kind of over-smoothing, Sun et al. [5] construct a weighted non-local term (a practical WMF). We use the WMF based variational optical flow algorithm [5] as a baseline method, and its objective function is expressed as:
where u and v are the horizontal and vertical components of the optical flow field that represents the displacements between the input image pair I 1 and I 2 and, λ and λ are the weighting parameters controlling the relative importance of each term.
α is the slightly non-convex penalty function, with α = 0.45, ξ = 0.001. u and v are the auxiliary flow fields of u and v, and approximate to them. (i , j ) is the spatial position of any pixel that belongs to a neighborhood N i,j of pixel (i, j ). w i,j,i ,j is the weighting function of the last weighted non-local term, it denotes the similarity between pixel (i, j ) and its neighborhood pixels. w i,j,i ,j gives high values to pixels belonging to the same surface, while it gives low values to pixels corresponding to corners, edges and thin structures. It is calculated according to spatial distance and color similarity between pixels, and the occlusion state:
in particular , the spatial distance measure is defined as:
the color similarity is defined as:
where I(i, j) and I(i , j ) are the color vectors in the CIELab space of the central pixel (i, j ) and its neighborhood pixel (i , j ) respectively, σ S = 7 and σ C = 7. the occlusion state O(i, j) is computed by considering both the flow divergence and pixel projection difference:
where σ d = 0.3 and σ e = 20. In particular, d(i, j) is the one-sided flow divergence function, defined as:
in which the flow divergence div(i, j) is computed as:
where ∂ ∂x and ∂ ∂y are respectively the horizontal and vertical flow derivatives. the pixel projection difference e(i, j) is defined as:
Among the three cues, color similarity plays a most significant role [5] . However, as Rashwan et al. [13] stated: the reliance on color similarity of the non-local term causes it is affected by noisy pixels, resulting in inaccurate flow vectors and blurred motion boundaries. In the next section, we will describe a patch based color similarity measure to handle the problem of WMF.
Improved Color Similarity Measure
We now explain how to improve the color similarity measure by integrating the non-local patch strategy. In particular, we will first introduce a general patch manner [14] based color similarity measure. Afterwards, we describe an improved replicated patch which has better performance to reject noise. Thirdly, we propose an adaptive scheme to select the smoothing parameter to control denoising.
Color Patch Similarity Measure (CPSM)
After Buades et al. [14] proposed an NLM algorithm, the non-local denoising methods have drawn significant attention. The primary advantage of the NLM denoising method is that they utilize patches instead of pixels to calculate intensity similarity, which makes the NLM methods more robust to pixel-based filters. According to this fact, as shown in Fig. 1 , we employ the between-patch manner to replace the between-pixel way to compute the color similarity to reduce the influence of the noisy pixels:
where PI(i, j) and PI(i , j ) denote the local image patches of size k × k (we set k = 3 in this paper) centered at pixel (i, j ) and (i , j ) respectively. PI is the Euclidean norm of patch PI as a point in R k 2 .
Improved Color Patch Similarity Measure (ICPSM)
With the above modification, the patch difference is used to substitute the pixel difference. For example, for a noisy pixel (i, j ), the modification of P Col(i, j, i , j ) is expressed as (a 3 × 3 patch):
p∈P,q∈P
where P = [−1, 0, 1]. However, the traditional patch measure stills has some defects, in this paper, we improve the CPSM from following three aspects. PColWMF. Greenberg and Kogan [19] stated that applying a non-linear median filter function rather than a linear Gaussian function can produce less blurring during denoising and make the filter more robust to noise. Based on the idea of [19] , we can improve the CPSM P Col(i, j, i , j ) as following:
the color difference ID n (n = 1, 2, . . . , 9) is computed as:
where p ∈ P, q ∈ P . In particular, ID 1 =
. RPColWMF. The traditional patch based color measure Eq. (9) focuses on comparing the similarity between the patch PI(i, j) and its neighboring patches PI(i , j ), and the patches that belong to the same surface will be given higher weight during filtering. However, in each PI(i, j), the central pixel (i, j ) is the most significant, and its neighborhood pixels are not so important. For example, as shown in Fig. 1 (b) , if one (or more) neighboring pixel of (i, j ) in PI(i, j) is an outlier (like the red point), the correctness of the similarity between PI(i, j) and PI(i , j ) is badly violated. Colors in natural images are locally consistent, one pixel has a very large chance of being similar to some of its neighbors [22] . That is to say, one non-noise pixel should be similar to some of its neighboring patches. According to this characteristic, to overcome the above mentioned problem, we replicate the central pixel (i, j ) to construct a new patch RPI(i, j) (see Fig. 1  (c) ) and compute the color similarity between the replicated patch RPI(i, j) and its neighboring patches PI(i , j ), which can be expressed as RP Col(i, j, i , j ):
where
, (p ∈ P, q ∈ P ). This improvement ensures that if the color of a pixel (i, j ) is approximate to the color of its neighboring patch PI(i , j ), a large value will be assigned to RP Col(i, j, i , j ), if not, the value of RP Col(i, j, i , j ) is small. Clearly, this strategy is very effective to remove noisy pixels as nearly no noise can have a similar color to an image patch.
Smoothing Parameter Selection. Different from [5] which just set the color smoothing parameter σ C = 7 fixed for all sequences, we calculate the σ P C according to:
where σ is the standard deviation of the noise of the input color image I, and under a constraint σ = max(σ, 1/10). The noise is computed like this: during the coarse-to-fine optimization framework, we use the Gaussian filter to pre-filter I before downsampling it at each scale, to construct a pyramid of images [1] . Hence, at each pyramid level, we consider noise as the difference of the denoised and the noisy color image I. This scheme is helpful to modify the denoising performance due to two advantages: 1) in contrast to the fixed manner [5] , it adjusts the smoothing parameter σ P C accord with the noise degree of the input image I. Since the noise degree between different images is completely different, a fixed smoothing parameter is not suitable for all kinds of images; 2) comparing to the non-local filters [15, 16] which select the smoothing parameter based on σ P C = 10σ, our scheme computes the smoothing parameter more precise. For heavy noisy image the smoothing parameter will be enlarged, while for low noisy image the smoothing parameter will be decreased. This principle satisfies the basic denoising feature. Table 2 demonstrates the effectiveness of this scheme.
Due to the ICPSM, our modified weighted non-local term -we refer to it as PatchWMF, is much more robust to the noisy pixels. The boundary blurring is reduced and the accuracy of the estimated flow field is modified.
Implementation
We follow the optimization framework of [5] to compute the flow field, more importantly, some useful practices are used for further modification.
Edge-Preserving Smoothness. To preserve edges, we redefine the smoothness term as [9] : the edge-preserving term ω(i, j) is a structure adaptive map which contains motion discontinuity [9, 10] :
where we set k = 0.8. Large Displacements Handling. The traditional coarse-to-fine framework is good at estimating large displacements of relatively large objects, however, it performs poorly on fine scale structures with motions larger than their size. That because fine scale structures may disappear in coarse scales, leading to no valid matching information in the coarse level can be propagated to finer scale, hence, these structures cannot be well recovered. To handle large displacements while preserve motion details, similar as [10] , we first use approximate nearest neighbor fields (NNF) to compute an initial dense correspondence field. Furthermore, we employ the SIFT feature detection and selection method of [9] to obtain some reliable sparse matches. Then, we incorporate the dense NNF and the sparse SIFT matches through the Quadratic Pseudo-Boolean Optimization (QPBO) fusion method [20] to get an improved NNF. After that, during the coarse-tofine optimization, before the first warping step on each pyramid level, we fuse the improved NNF and the coarser lever computed continuous flow field (u, v) as flow initialization.
Occlusion Detection and Post-processing. Occlusion detection is a notoriously difficult problem, since displacement vectors for occluded pixels generally cannot be determined due to the lack of correspondences. Current optical flow models are not yet powerful enough to handle this problem, thus it is beneficial to tackle occlusions in the post-processing. We employ the mapping uniqueness criterion of [21] to detect occlusions, and the occlusion state is expressed as:
where N (i + u i,j , j + v i,j ) denotes the number of pixels in the reference image I 1 that corresponds to a pixel located at (i+u i,j , j +v i,j ) in the target image I 2 . We regard the pixel as occluded pixel when Occ(i, j) ≥ 0.5. To remove these artifacts while preserving the object boundaries, we apply the joint bilateral filter to fill the detect occluded pixels. For numerical calculation, we adopt the 3-stage Graduated Non-Convexity (GNC) scheme and perform 5 warping steps on each pyramid level at GNC stage 2. At other GNC stages, due to large motions require more warping iterations [5] , we perform 10 warping steps if the sequence is dominated by large displacements, if not we perform 5 warping steps. Other implementation methods and optimization steps are same as [5] . All experiments are performed on a Laptop with an Intel Core i5-2410M 2.30 GHz processor and 4 GB memory. Regarding the running time, in our current CPU implementation, the whole program takes 520s to compute a high quality flow field for an image pair with resolution 640480 in, for instance, the Urban sequence.
Experiments
In this section, we test our method, referred to as PatchWMF-OF, on three public challenging optical flow benchmarks the Middlebury benchmark [3] , the MIT benchmark [24] , and the MPI Sintel benchmark [23] . Both quantitative comparison in terms of two standard error measures the average angular error (AAE) and the average endpoint error (EPE), and visual analysis compares with other related techniques are performed.
Evaluation of PatchWMF technique
We evaluate the proposed PatchWMF technique by testing whether the three presented schemes that aim to improve the color similarity measure are effective, and by quantitatively comparing it with the baseline methods -WMF [5] . In particular, the PatchWMF technique is a combination of the RPColWMF approach and the smoothing parameter selection (Eq. (14)) strategy. Table 1 shows the AAE and EPE results on 8 synthetic sequences from the Middlebury training set. The error statistics display that the three schemes are useful, leading to the PatchWMF outperforms the WMF.
Evaluation of Noisy Pixels Handling
To further evaluate the noisy pixels handling ability of our PatchWMF technique, we synthesize the 8 training sequences from the Middlebury benchmark by adding Gaussian noise with variance σ n = [10, 20, 30] respectively. From Table 2, we can see that the proposed PatchWMF performs much better than the WMF. Comparing Table 2 with Table 1 , it is clear that for a same sequence but with different noise level, the motion estimation accuracy improvement (i.e. AAE and EPE modification) obtained from our PatchWMF on the noisy part is much higher than on the clean part. For example, for the original RubberWhale sequence (without adding noise), the AAE/EPE of the PatchWMF is approximate to the AAE/EPE of the WMF; in contrast, for the noise added RubberWhale sequences, the AAE/EPE of the PatchWMF is significantly decreased compare to the corresponding AAE/EPE of the WMF. The AAE improvement of σ n = 20 and σ n = 30 is about 3%. The results well demonstrate the effectiveness of our ICPSM, and making our PatchWMF is much more robust to against noise than the WMF. Additionally, Fig. 2 and Fig. 3 show two visual comparison. The motion boundaries of our flow fields are more accurately preserved. In contrast, due to the disturbance of the noisy pixels, the WMF fails to recover edges, resulting in a lot of errors that are produced by motion blurring distribute at edge regions. Quantitative comparison (table 3) and visual comparison (Fig. 4) of the denoising results of the WMF and our PatchWMF according to two heavy noisy sequences -cameramotion and fish are conducted. Table 3 reveals that our Patch-WMF is superior to WMF to obtain more accurate motion field. In Fig. 4 , since the two sequences are fully filled with noisy pixels, the WMF is badly violated and it performs poor on object boundaries. Contrastively, the presented ICPSM helps the WMF robustly reject outliers, thus the motion blurring is reduced in our estimated flow fields.
Results on MPI Sintel Benchmark
To evaluate the overall performance of our PatchWMF-OF method, we test it on the challenging MPI Sintel benchmark [23] . This benchmark contains long photo-realistic video sequences with extremely difficult cases, e.g., large motions, specular reflections, motion blur, defocus blur, and atmospheric effects. The evaluation is conducted on two kinds of frames, namely clean pass and final pass. EPE all measures the EPE over all pixels, and s0-10 measures pixels with a speed between 10 and 40 pixels (similarly for s10-40 and s40+). Table 4 and  Table 5 compare our method to state-of-the-art algorithms on the test set of the MPI Sintel benchmark. At the time of submission, for EPE all, it is ranked 7th on the clean pass and 11th on final pass; while for s0-10, it is ranked 1th on the clean pass and 7th on final pass. More importantly, it outperforms current published methods (the huge memory consumption of the DeepFlow [25] prevents itself from practical applications, thus it should be rule out). The results illustrate that our method performs topmost for both large and small displacement optical flow estimation in a unified framework, especially for small motion (i.e. s0-10).
In contrast to the baseline method [5] , our algorithm performs much better on estimating large motions, which demonstrates our large displacements handling scheme is effective and necessary. On the other side, our method also performs better on small motion estimation. For the clean pass, the EPE of s0-10 is reduced from 0.638 to 0.581, the improvement is about 10%; for the final pass, the EPE of s0-10 is changed from 1.208 to 1.279, nearly the same. Why our method performs worse on the final pass than on the clean pass ? Since the final pass is rendered with motion blur, defocus blur and atmospheric effects while the clean pass are not, and the motion blur and defocus blur do not affect the accuracy of the results too much [26] , thus the reason for degradation is due to the synthetic atmospheric effects, not because of noisy pixels. This fact indicates that our ICPSM based WMF is superior to the WMF [5] for rejecting noisy pixels, and outliers can be removed more accurately. Fig. 5 shows representative results of the final pass sequences. It is easy to find that our method preserves edges and motion boundaries better than other two related algorithms [9, 5] , and it also well captures both large and small motions. In particular, comparing to [5] , boundary blurring due to noisy pixel perturbation is reduced. 
Conclusion
This paper addresses the problem of flow field outliers removing depends on the median filter. We present an improved color patch similarity measure to modify the robustness of the WMF to noise. By using the patch difference to replace the pixel difference, the violation due to the noisy pixels is reduced. Additionally, to further improve the noise rejection performance of the patch scheme, a replicated patch method is proposed. Moreover, we introduce an adaptive smoothing parameter selection method to calculate the appropriate smoothing parameter according to the noise degree of the input image. Experiments in this paper have demonstrated that the improved color patch similarity measure is effective to reduce the noise affection -the color difference between a noisy pixel and its neighboring pixel may similar, but the color difference between a replicated patch of a noisy pixel and a patch of its neighboring pixel cannot be similar, leading to the improved WMF denoises intermediate flow fields more accurately.
