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ABSTRACT
The noncritical D = 4 W3 string is a model of W3 gravity coupled to two free scalar fields. In this paper we
discuss its BRST quantization in direct analogy with that of the D = 2 (Virasoro) string. In particular, we
calculate the physical spectrum as a problem in BRST cohomology. The corresponding operator cohomology
forms a BV-algebra. We model this BV-algebra on that of the polyderivations of a commutative ring on six
variables with a quadratic constraint, or, equivalently, on the BV-algebra of (polynomial) polyvector fields
on the base affine space of SL(3,C).
In deriving this picture over the past few years, a number of results on the representation theory of
W-algebras were developed. In this paper we attempt to present a complete summary of the progress made
in these studies. Thus, the paper consists of three main parts. In Part I we develop the machinery required
to study W-modules, and apply it, in particular, to Verma modules and Fock modules of the W3 algebra
at central charge c = 2. The main results of this part are a formula for the Jordan-Ho¨lder multiplicities of
the c = 2 Verma modules and a resolution of c = 2 irreducible modules in terms of (generalized) Verma
modules. In Part II we use the results of Part I to compute the semi-infinite cohomology of the W3 algebra
with values in the tensor product of a c = 2 Fock module and a c = 98 Fock module. In Part III, after
developing some general results about BV-algebras, their modules and discussing some examples, we show
how the corresponding operator cohomology H can be given the structure of a BV-algebra. This algebra
is Z-graded by ghost number and nonvanishing in degrees 0 to 8. The dot product is induced from the
normal ordered product in the vertex operator algebra. The abelian ring at ghost number 0 is shown to be
a model space of sl3, isomorphic to the polynomial ring R generated by {xσ, xσ}σ=1,2,3 divided out by the
ideal generated by the constraint xσx
σ = 0. In our general discussion the set of polyderivations, P, of the
ring, R, is shown to form a BV-algebra. By construction, we find a BV-homorphism of H to the BV-algebra
P. Conversely, we show how P embeds into H as a dot algebra. Using these results the remainder of H is
partially understood in terms of specific P-modules.
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1. INTRODUCTION AND PRELIMINARIES
1.1. General introduction
This paper is an exposition of our work, over the past few years, on the W3 algebra: the representation
theory; the corresponding semi-infinite cohomology for special modules; the operator algebra of related W3
string models and its BV-algebra interpretation. This study has several motivations from different directions,
which we will briefly indicate before returning to an outline of the results.
1.1.1. Physical context and motivation
InW-gravities1 the vector-generated diffeomorphism symmetry of ordinary gravity is extended by higher
tensor structures. The resulting gauge theory then involves massless higher-spin tensor fields in addition to
the spin two field corresponding to metric deformations. It is an intriguing possibility that there should be
some corresponding generalization of geometry which will allow a natural description of these W generaliza-
tions. A number of groups have made preliminary studies of the subject (see, e.g., [61,56,13,55,78]), but as
yet it has not been developed to an elegant theory. One can hope that a better understanding of the models
themselves will aid in this development. Recent progress in constructing W-gravities in two dimensions,
where the quantization may be carried through, suggests this as the promising avenue for exploration. Given
that a first-quantized description of a propagating string must be independent of the parametrization of the
two-dimensional string world-sheet, a study of 2-d W-gravity is further motivated as a possible extension of
string theory. We will follow the string motivation here by restricting our attention to models for which the
matter content is a conformal field theory.
Let us briefly recall the corresponding situation for ordinary 2-d gravity. In a conformal gauge quanti-
zation using the DDK ansatz [28,34], a well-defined BRST quantization of the model exists for a restricted
range of the central charge of the matter CFT; namely, cM ≤ 1. The model then splits into almost-decoupled
left- and right-moving “chiral” sectors, and the physical states can be computed [74,19] from the BRST co-
homology (also called, semi-infinite cohomology) of the Virasoro algebra with values in a tensor product
of two scalar field Fock modules. In [93], Witten instigated the study of the algebra of the corresponding
physical operators for the case of a single free matter scalar (cM = 1), the 2D (Virasoro) string. He found
a rich structure partially described by an interesting geometrical interpretation. Further study showed how
this structure could be implemented in deriving the physical consequences of the model [94,67,89], and how
it extends to cM ≤ 1 [72]. Finally, Lian and Zuckerman [75] identified the underlying mathematical structure
as a Batalin-Vilkovisky (BV-) algebra – a special case of a Gerstenhaber (G-) algebra (see also [80,57]). They
found that 2-d gravity models generically have this BV-algebra structure, and they further showed how the
geometrical nature of Witten’s results arise through a homomorphism from the BV-algebra of operator coho-
mology to the BV-algebra of regular polyvector fields on the (complex) plane. The remainder of the physical
operator algebra was then interpreted, through a nondegenerate pairing, as a module of this BV-algebra.
To describe W-gravity one must quantize a gauge theory based on a nonlinear algebra of constraints;
namely, aW-algebra extension of the Virasoro algebra (see [26,27] and references therein). It is this algebraic
structure which allows a definition of certainW-gravity models through BRST quantization even though the
associatedW-geometry is not yet well understood in general. In fact, working by analogy with ordinary 2-d
gravity, there exists a well-motivated BRST quantization of W-gravity coupled to conformal matter with
a restricted range for the central charge in the matter CFT [9]. For technical reasons, the most complete
1 For a general review see, e.g., [62,81,86,29] and references therein.
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discussion of non-critical W-string models to date has been given for cM ≤ 2 in W3 gravity, i.e., W-gravity
based on the W3 algebra (see, e.g., [9,10,21,22,76,23,6,73]). A convenient representation2 for this class of
models is the system of W3 gravity coupled to a matter sector consisting of two free scalar fields. It is
presumed that a similar treatment may be given in the general rank N case for cM ≤ N , and indeed many
of the results we present are completely general with this in mind. The models with cM < 2 are obtained
by choosing appropriate background charge sources in the free field matter system, and a rather well-known
projection maps these to the minimal models of theW3 algebra [45,18]. The case cM = 2 is the limit without
background charge insertions.
The analysis of the 2D string recalled above has been extended to W3 gravity models over a number
of years [21,22,23]. In this paper we will discuss the special case of cM = 2. In the corresponding string
interpretation the matter scalar fields would embed the world sheet of the string into a two-dimensional
space-time. But, moreover, since this is a non-critical theory there are dynamical gravitational degrees of
freedom – under the DDK-type ansatz these are described by a pair of scalar fields of “wrong sign” with a
background charge source, the so-called Liouville sector. Thus, in this string language, the model describes
a (2 + 2)-dimensional string in non-trivial background fields. We call it the 4D W3 string.
1.1.2. Mathematical context and motivation
W-algebras are non-linear extensions of the Virasoro algebra (see [26,27] and references therein). In
the class of W-algebras the simplest one is the so-called W3 algebra, which possesses – apart from the
Virasoro generators Ln, n ∈ Z – one additional (infinite) set of generators Wn, n ∈ Z. The W3 algebra,
being the simplest infinite dimensional algebra with non-linear defining relations, is a useful laboratory to
see which properties, constructions and techniques from the Lie algebra case extend, or do not extend as
the case may be, to the non-linear case. Specifically, in this paper, we study the structure theory of a
suitable category of W3 modules (e.g., composition series) and various aspects of homological algebra (e.g.,
resolutions, semi-infinite cohomology).
There are two immediately obvious differences with the Lie algebra case. First, the adjoint action of the
Cartan subalgebra on W3 is not diagonalizable, and similarly its action on most interesting W3 modules is
not diagonalizable.3 As a consequence, we are led to incorporate so-called generalized Verma modules, i.e.,
modules induced from an indecomposable module of the Cartan subalgebra by the negative root operators,
into our framework. Secondly, the tensor product of twoW3 modules does not, in general, carry the structure
of aW3 module. This necessitates a generalization of what we mean by semi-infinite cohomology of an algebra
with values in a tensor product of modules. Moreover, it prevents (at least a straightforward) application of
many standard techniques in calculating such a cohomology.
Besides the interest from a purely technical point of view, studying the semi-infinite cohomology of
W3 algebras is interesting because it provides us with beautiful, yet highly nontrivial, examples of so-called
BV-algebras [70,75,80,57]. BV-algebras are Z-graded, supercommutative, associative algebras with a second
order derivation ∆ of degree −1, satisfying ∆2 = 0. They naturally possess the structure of a G-algebra
[54], i.e., a Z-graded, supercommutative, associative algebra under a product, as well as a Z-graded Lie
superalgebra under a bracket, and such that the bracket acts as a superderivation of the product. G-
algebras show up in many different areas of mathematics. An important example of a G-algebra is the set
of polyderivations P(R) of a commutative algebra R. It is an interesting question to determine for which
2 This representation is directly relevant to the situation in which all “cosmological constant” terms are
tuned to zero. Indirect arguments make these results relevant to the generic case as well.
3 This is very reminiscent of the Lie superalgebra case.
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algebras R, the set of polyderivations P(R) possesses, in fact, the structure of a BV-algebra. In this paper
we present some examples where this turns out to be the case, namely, the free algebra CN on N generators
and the algebra RN obtained from C2N by dividing out the ideal generated by a quadratic relation.
A special class of BV-algebras are those for which the cohomology of the BV-operator ∆ vanishes. It
turns out that the semi-infinite cohomology of the W3 algebra with coefficients in the tensor product of
two W3 Fock modules can be equipped with the structure of a BV algebra and contains, in a sense, the
algebra of polyderivations P(R3) in exactly such a way as to make the cohomology of ∆ trivial. In fact,
at least superficially, the cohomology looks like a specific “patching” of a set of G-modules P(R3,Mw),
i.e., polyderivations with coefficients in an R3 module Mw, labeled by elements of the Weyl group of sl3
(P(R3,Mw=1) ∼= P(R3)). Since P(R3) can, in fact, be identified with the set of polyvector fields (with
polynomial coefficients) on the so-called base affine space of SL(3,C), we also get an interesting lead to
studying geometrical aspects of W-algebras.
1.2. Outline and summary of results
A semi-infinite cohomology may be defined for the W3 algebra by analogy with that for the Virasoro
case. Corresponding to the two sets of generators Lm andWm, m ∈ Z, introduce two sets of ghost oscillators
(b
[i]
m, c
[i]
m) , i = 2, 3 , generating the Fock space F gh. For any two positive energy4 W3-modules VM and V L,
such that cM + cL = 100, there exists a complex (VM ⊗ V L ⊗ F gh, d), graded by ghost number, and with a
nilpotent differential (BRST operator) d of degree 1 [88,9], with leading terms
d =
∑
m
(
c
[3]
−m(
1√
βM
WMm − i√βLW
L
m) + c
[2]
−m(L
M
m + L
L
m)
)
+ . . . ,
where β = 16/(22+ 5c). The cohomology of d at degree n will be denoted by Hn(W3, VM ⊗ V L) and called
the BRST cohomology of the W3 algebra on VM ⊗ V L.
The central problem motivating the present study was the computation of this cohomology for Fock
modules, particularly the case cM = 2 which is the case of interest for the 4DW3 string. The result is given in
Section 3. In turn, this problem spawned several other studies of mathematical and possibly physical interest.
In particular, the calculations of Section 3 require a detailed knowledge of the representation theory of W3,
which is discussed in Section 2. General results show that the corresponding operator cohomology, H, forms
a BV-algebra [75]. In Section 4 we discuss models of BV-algebras which allow us to develop a detailed
understanding of H in Section 5. The results there go a long way towards verifying those of Section 3.
In the remainder of this introduction we summarize the main results of each section.
The modules of interest in Section 2 are Fock modules and (generalized) Verma modules. The structure
of a given module V ∈ O can be exhibited in part through its composition series, JH(V ) (Theorem 2.3).
In fact (Lemma 2.15) there is a 1–1 correspondence between primitive vectors in V of (generalized) weight
(h,w) and irreducible modules L(h,w, c) appearing in JH(V ). Denote the multiplicity with which a given
irreducible module L appears in JH(V ) by (V : L). Linear independence of the characters of irreducible
modules (Theorem 2.2), gives the result (Theorem 2.29) that
(M(Λ, α0) : L) = (F (Λ, α0) : L) .
Thus by studying Fock modules one learns detailed information about related Verma modules, and vice
versa. The crucial result here is Corollary 2.28, which shows that generically the two are isomorphic as W3
modules. In particular, one finds that if −i(Λ + α0ρ) ∈ D+, with α02 < −4, then F (Λ, α0) ∼= M(Λ, α0).
4 A positive energy module has L0 diagonalizable with finite dimensional eigenspaces, and with the
spectrum bounded from below. The category O of relevant modules is defined more precisely in Section 2.
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For c = 2 (α0 = 0), the case of most interest in this paper, the Fock module is unitary with respect to
a Hermitian inner product and we show in Theorem 2.31 that F (Λ, 0) is completely reducible, and in fact,
for Λ ∈ P
(F (Λ, 0) : L(Λ′, 0)) = mΛ
′
Λ ,
where mΛ
′
Λ is the multiplicity of the weight Λ in the finite-dimensional irreducible sl3 module L(Λ′). This
is a proof of the Kazhdan-Lusztig conjecture for this special case (for a general discussion of the Kazhdan-
Lusztig conjecture for W-algebras, see [32,33]). Further, for c = 2, we apply this understanding to derive
(generalized) Verma module resolutions for irreducible W3 modules.
The calculation of the semi-infinite cohomology is detailed in Section 3. We begin, in Section 3.2, by
finding a lattice of momenta for the matter Fock modules so that the cohomology complex lifts to a Vertex
Operator Algebra, C, on which the differential acts as the charge of a spin-1 current. By means of the usual
state/operator mapping of conformal field theory, the main results of this section are summarized as the
cohomology of the complex (C, d) , denoted H(W3,C) (with a slight abuse of notation). When considered as
an algebra with the induced VOA structure, we will denote this operator cohomology by H. There exists a
bilinear form on C which induces a nondegenerate pairing between the cohomology at gh = n and gh = 8−n
(Theorem 3.12).
The fundamental result which allows the techniques developed in Section 2 to be applied is the reduction
theorem (Theorem 3.8):
For an arbitrary generalized Verma module M (κ)(ΛM , αM0 ) and a contragredient Verma module M(Λ
L, αL0 ),
cM + cL = 100, the cohomology H(W3,M (κ)(ΛM , αM0 )⊗M(ΛL, αL0 )) is nonvanishing if and only if
−i(ΛL + αL0 ρ) = w(ΛM + αM0 ρ) ,
for some w ∈W , in which case it is spanned by the states
v0 , c
[2]
0 v0 , c
[3]
0 vκ−1 , c
[3]
0 c
[2]
0 vκ−1 ,
where vi = v
M
i ⊗ vL ⊗ |0〉gh, i = 0, . . . , κ− 1, span the highest weight space.
For cM = 2 and −iΛL + 2ρ ∈ P+, combining this theorem with the Verma module resolutions of Section
2 computes H(W3, L(Λ, 0)⊗ F (ΛL, 2i)) (Theorem 3.14). The Fock space decomposition theorem (Theorem
2.31) then computes (Theorem 3.17) the desired cohomology, Hn(W3, F (ΛM , 0)⊗F (ΛL, 2i)). The resulting
operator cohomology for this sector of Liouville momenta may be decomposed under sl3⊕ (u1)2 into cones of
finite-dimensional irreducible modules at different ghost numbers (Theorem 3.19). For the remaining sectors,
i.e., for w(−iΛL + 2ρ) ∈ P+, w ∈ W , we are able to derive the full result from the assumption of a kind of
Weyl group symmetry – the result being that up to ghost number shifts the cones are essentially reflected to
the other Weyl chambers. Thus, the complete cohomology for the cM = 2 case is summarized in Theorem
3.25.
General results [75] imply that the operator cohomology forms a BV-algebra, (H, · , b0), graded by ghost
number, with the dot product given by the operator product expansion and with the BV operator identified
with b
[2]
0 . To prepare for a thorough analysis of the operator algebra, we develop in Section 4 some general
machinery as well as explicit examples of G- and BV-algebras.
Given an Abelian ring, R, the archetypal example of a G-algebra is the algebra of polyderivations of
the ring R, (P(R), · , [−,−]S), equipped with the Schouten bracket. For any BV-algebra, (A, · ,∆), the
subspace A0 is an Abelian ring with respect to the dot product. In fact, there is a natural G-algebra
homomorphism, π, from (A, · ,∆) to (P(A0), · , [−,−]S). If there is a compatible BV-operator on the space
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of polyderivations, then in we show under what conditions π lifts to a BV-homomorphism (Theorem 4.12).
There is a similar development for the modules of these algebras. Given an R module, M , one may construct
the polyderivations, P(R,M), of R with values inM . Then in Theorem 4.15 we show under what conditions
P(R,M) will be a G-module of P(R).
The examples we build are based on the ring RN = C2N/I, where C2N ∼= C [x1, . . . , x2N ] is a free
Abelian algebra, and I is the ideal generated by a quadratic vanishing relation (Section 4.3.1). The natural
so2N action by derivations of C2N descends to RN . Using it, we construct an explicit basis for the space
of polyderivations, P(RN ), which is summarized in Theorem 4.19. Moreover, in Theorem 4.20, we find a
finite set of generators and relations which characterize P(RN ) as a dot algebra. These results allow us to
demonstrate that P(RN ) is actually a BV-algebra (Theorem 4.27), and to explicitly calculate the homology
of the corresponding BV-operator (Theorem G.13).
For comparison with the operator cohomology the most relevant case is N = 3. The ground ring in this
case, R3, is a model space for sl3 ⊂ so6. As a remnant of the so6 (or, in fact, a “hidden” so8) structure,
we see in Section 4.4.3 that there are six natural R3 module structures, Mw, w ∈ W . The main result
of this section is Theorem 4.33, where we show that for each w ∈ W , the space of twisted polyderivations
Pw ≡ P(R3,Mw) is a G-module of P ≡ P(R3). In Section 4.4.4 we are then able to give quite explicit
sl3 ⊕ (u1)2 decompositions for these G-modules.
In Section 5 we put the above results together to obtain a description of the BV-algebra of operator
cohomology, H. We first observe in Theorem 5.4 that H0 ∼= R3, thus bringing into play all the results of
Section 4.5 In particular, we prove (Theorem 5.13):
i. There exists a natural map π : H → P that is a BV-algebra homomorphism between (H, · , b0) and
(P, · ,∆).
ii. Let I ≡ Kerπ be a BV-ideal of H. We have an exact sequence of BV-algebras
0 −→ I −→ H π−→ P −→ 0 .
There exists a dot algebra homomorphism ı : P → H, such that π ◦ ı = id, i.e., the sequence splits as a
sequence of ı(P) dot modules.
Similarly, we show that there are H0 modules, M̂w ⊂ I, which are isomorphic to Mw as twisted R3 modules
(Theorem 5.18). Indeed, up to some subtleties at the boundaries of the different Weyl chambers, we deduce
that the bulk of I admits a description in terms of the twisted polyderivations Pw (Theorem 5.20).
To be more precise, one can try to understand how these different sectors of twisted polyderivations are
patched together. We first show in Theorem 5.22 that the cohomology of b0 on H is trivial. Thus (H, · , b0) is
an extension of P which is acyclic with respect to the BV-operator. Next, we construct a further projection
on I, π′ : In −→ Pn−1(R3,Mr1 ⊕Mr2), which is the identity on I1 ∼= M̂r1 ⊕ M̂r2 . Then (Theorem 5.24) the
map π′ is a G-morphism between the G-module I of H and the G-module Pr1 ⊕Pr2 of P (and conjecturally
a BV-morphism). Together with the nondegenerate pairing on cohomology, this gives a relatively explicit
description of the dot-module structure of H over ı(P).
Finally, there are a number of appendices which typically either record results of explicit calculations,
or give technical details of particular derivations. The two exceptions are: Appendix F, where we discuss the
BV-algebra of polyvectors on a base affine space of a group G; Appendix J, where we summarize – in the
5 The description of the ground ring of WN gravity in terms of the slN model space was anticipated in
[77].
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notations and with the insights of present paper – the corresponding understanding of the cM = 1 Virasoro
case, the 2D string.
For short summaries of some of the results the reader may examine [25,79,24].
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1.3. Glossary of notation
Throughout the paper we will use the following notations:
O category of modules, see Section 2.2.1
JH(V ) Jordan-Ho¨lder composition series for V ∈ O.
U( · ) universal enveloping algebra functor
U( · )loc corresponding local completion
g complex simple Lie algebra
g ∼= n+ ⊕ h⊕ n− Cartan decomposition
h Cartan subalgebra with dual h∗
( , ) bilinear form on h or h∗, sometimes also denoted by ·
ρ element of h∗ such that ρ(hi) = 1, i = 1, . . . , ℓ
ℓ rank of g
∆, ∆± roots, positive/negative roots of g
Q = Z ·∆+ root lattice of g
Q+ = Z≥0 ·∆+
P , P+, P++ set of integral, dominant integral, strictly dominant integral weights, respectively
αi , i = 1, . . . , ℓ simple roots of g
Λi , i = 1, . . . , ℓ fundamental weights of g
D+ fundamental Weyl chamber, i.e., D+ = {λ ∈ h∗R | (λ, αi) ≥ 0, ∀i = 1, . . . , ℓ}
L(Λ) finite dimensional irreducible representation of g with highest weight Λ ∈ P+
mΛ
′
Λ multiplicity of the weight Λ in L(Λ′)
W Weyl group of g
w0 Coxeter element of W , i.e., longest element in W
ri reflection in simple root αi; for sl3 i = 1, 2, rij = rirj , r3 = r1r2r1 = r2r1r2 = w0
W˜ = W ∪ {σ1, σ2}where σi, i = 1, 2, act by zero on all weights λ ∈ h∗
ℓ(σ) the length of σ ∈ W˜
ℓw(σ), w ∈W twisted length of σ ∈ W˜
σ ◦ Λ = Λ+ ρ− σρ, σ ∈ W˜
ĝ affine Lie algebra with underlying finite-dimensional Lie algebra g
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Λi , i = 0, . . . , ℓ fundamental weights of ĝ
Ŵ ∼= W ⋉ T Weyl group of ĝ
T ≡ {tα |α ∈ Q} translation subgroup of Ŵ
G, N+, H , N− complex groups generated by g, n+, h, n− respectively
A = N+\G base affine space
E(G) regular functions on G
E(A) regular functions on A
A Heisenberg algebra
F (Λ, α0) Fock space (A-module) with weight Λ and background charge α0 ∈ C, see Section 2.2.3
F gh ghost Fock space, see Section 3.1.1
w · Λ = w(Λ + α0ρ)− α0ρ, for w ∈ W
M(h,w, c) Verma module of W3, see Definition 2.9
M (κ)(h,w, c) generalized Verma module of W3, see Definition 2.21
M (κ)(Λ, α0) = M(h(Λ, α0), w(Λ, α0), c(α0)) as specified in (2.32)
M (κ)[s1, s2] = M
(κ)(s1Λ1 + s2Λ2, 0) as found below Theorem 2.33
M(S) ≡M(v1, v2, . . .) submodule of M(Λ, α0) generated by S = {v1, v2, . . .}
[ , ] graded commutator (e.g., anti-commutator for ghost fields)
C chiral algebra specified in Theorem 3.5
H(W3,C) cohomology of the complex (C, d) with differential d given by (3.10) acting as in (3.12)
H = H(W3,C) considered as an operator algebra
Hw = H(W3,Cw) cohomology of the subcomplex (Cw, d) of operators with −iΛL + 2ρ ∈ w−1P+
(A, · , [−,−]) Gerstenhaber algebra, see Definition 4.1
(A, · ,∆) BV-algebra with BV-operator ∆, see Definition 4.2
Pn(R,M) order n polyderivations of an algebra R with values in M
D(R,M) ≡ P1(R,M)
Pn(R) ≡ Pn(R,R)
Pw twisted polyderivations, see Section 4.4.3
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2. W-ALGEBRAS AND THEIR MODULES
2.1. W-algebras
2.1.1. Introduction to W-algebras
W-algebras are certain nonlinear, higher spin extensions of the 2-dimensional conformal algebra, i.e., the
Virasoro algebra. They were first introduced by Zamolodchikov [96] and have subsequently been investigated
by many people (see, e.g., [26,27], and references therein). The proper mathematical setting is that of “Vertex
Operator Algebras” (VOAs) [49] or, equivalently, “Meromorphic Conformal Field Theory” [58].
The simplests W-algebras are the algebras W [g] associated to some simple, simply-laced Lie algebra
g either by Drinfel’d-Sokolov reduction or by a coset-construction. They have generators of conformal
dimension equal to the orders of the independent Casimir operators of g. In particular WN ≡ W [slN ] has
N − 1 generators of dimension 2, 3, . . . , N .
In this paper we restrict our attention to the simplest nonlinear W-algebra, namely W3, although most
of the results continue to hold for the more general algebras W [g]. We formulate many of our results using
generic Lie algebra notation so that the generalization to W [g] should be obvious.
2.1.2. The W3 algebra
The W3 algebra with central charge c ∈ C can be defined as the quotient of the universal enveloping
algebra of the free Lie algebra generated by Lm,Wm, m ∈ Z, by the ideal generated by the following
commutation relations
[Lm, Ln] = (m− n)Lm+n + c12m(m2 − 1)δm+n,0 ,
[Lm,Wn] = (2m− n)Wm+n ,
[Wm,Wn] = (m− n)( 115 (m+ n+ 3)(m+ n+ 2)− 16 (m+ 2)(n+ 2))Lm+n
+ β(m− n)Λm+n + c360m(m2 − 1)(m2 − 4)δm+n,0 ,
(2.1)
where β = 16/(22 + 5c) and
Λm =
∑
n≤−2
LnLm−n +
∑
n>−2
Lm−nLn − 310 (m+ 3)(m+ 2)Lm . (2.2)
Equivalently, one can introduce fields T (z) and W (z) (i.e., formal power series in W3[[z, z−1]]) by
T (z) =
∑
m∈Z
Lmz
−m−2 , W (z) =
∑
m∈Z
Wmz
−m−3 , (2.3)
in terms of which (2.1) can be translated into so-called “Operator Product Expansions” (OPEs) (see, e.g.,
[5] for an early discussion of the use of OPEs in conformal field theory, and [14,49,47] for the mathematical
theory)
T (z)T (w) =
c/2
(z − w)4 +
2T (w)
(z − w)2 +
∂T (w)
z − w + . . . ,
T (z)W (w) =
3W (w)
(z − w)2 +
∂W (w)
z − w + . . . ,
W (z)W (w) =
c/3
(z − w)6 +
2T (w)
(z − w)4 +
∂T (w)
(z − w)3 +
1
(z − w)2 (2βΛ(w) +
3
10∂
2T (w))
+
1
(z − w) (β∂Λ(w) +
1
15∂
3T (w)) + . . . ,
(2.4)
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where
Λ(z) =
∑
m∈Z
Λmz
−m−3 = (TT )(z)− 310∂2T (z) . (2.5)
It is useful to split the W3-generators into three groups according to their modings. Let
W3,± ≡ {Lm,Wm | ±m > 0} , W3,0 ≡ {L0,W0} . (2.6)
Note that, while the generators inW3,0 form an (Abelian) subalgebra ofW3, the so-called Cartan subalgebra,
the generators in W3,± do not form a subalgebra. The action of W3,0 on the generators of W3 is explicitly
given by
[L0, Ln] = −nLn ,
[L0,Wn] = −nWn ,
[W0, Ln] = −2nWn ,
[W0,Wn] = − 115n(n2 − 4)Ln − βnΛn .
(2.7)
From here we easily see that it is impossible to diagonalize the action of W3,0 on W3, i.e., we do not have
a root space decomposition with respect to the Cartan subalgebra. It should, however, be possible to find a
generalized root space decomposition, i.e., a basis ofW3 in which the action ofW3,0 is in Jordan normal form.
To our knowledge no such basis has been explicitly constructed yet, and we consider this an important open
problem. Later, when we discuss modules of W3, we encounter the same problem of nondiagonalizability
of the Cartan subalgebra, and we will discuss this issue in more detail. Here it suffices to remark that this
nondiagonalizability is one of the major differences with, for example, affine Lie algebras or the Virasoro
algebra, and is reflected in a much more subtle and complicated submodule structure. As a consequence,
both the construction of resolutions and the calculation of semi-infinite cohomology are correspondingly
more difficult.
2.2. W3 modules
2.2.1. The category O
To prove properties of W3 modules in some generality, we first need to define a proper category of
modules – henceforth referred to as the categoryO. This category should be small enough to allow for certain
“nice” properties, e.g., the existence of Jordan-Ho¨lder series and the existence of a semi-infinite cohomology.
On the other hand the category should be big enough to incorporate the (physically) interesting modules,
such as free field Fock spaces and Verma modules, and to allow for the existence of certain homological
constructions, e.g., resolutions of irreducible modules, within the category. In addition one usually requires
that the category is closed under certain basic operations such as taking direct sums, tensor products and
contragredients.
For (affine) Lie algebras g the category O is, loosely speaking, the category of h-diagonalizable modules
with finite-dimensional weight spaces and weights bounded from above [8,64]. To requireW3,0-diagonalizability
for W3 modules is too strong a requirement, however. As we will see later, as a direct consequence of (2.7),
in general not even Verma modules are W0-diagonalizable. We thus only require the modules to be L0-
diagonalizable.6 Moreover, since L0 is identified with the energy operator, we require the L0 eigenvalues
6 Modules with a nondiagonalizable action of the Virasoro generator L0 also exist (see, e.g., [83,60]), and
have some important applications. However, we do not need them for the purpose of this paper, so we do
not include them in the definition of the category O.
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to be bounded from below. For an L0-diagonalizable module V , let V(h) = {v ∈ V |L0 v = h v} be its
eigenspaces, such that V =
∐
h∈C V(h). Let P (V ) = {h ∈ C |V(h) 6= 0} denote the set of L0-eigenvalues of
V . We refer to the L0-eigenvalue of a state v ∈ V as its “L0-level.”
Definition 2.1 [45]. The category O, of “positive energy W-modules”, is the set of L0-diagonalizable
modules V such that each L0-eigenspace V(h) is finite-dimensional, and for which there exist a finite set
h1, . . . , hs ∈ C (hi 6= hj mod 1 for all i, j), such that P (V ) ⊂ ∪si=1 ∪N∈Z≥0 {h ∈ C |h = hi +N}.
It is clear that (finite) direct sums, submodules and quotients of modules in O are again in O. Generally,
however, contrary to the Lie algebra case, tensor products of modules in O are not in O for the simple reason
that – due to the nonlinear nature of the W3 algebra – they do not carry the structure of a W3 module.
Despite the fact that W0 need not be diagonalizable on V ∈ O, we do of course have a generalized
eigenspace decomposition (Jordan normal form) of W0 on each V(h). We have V(h) =
∐
w∈C V(h,w), where
we have denoted by V(h,w) = {v ∈ V(h) | ∃N ∈ N : (W0 − w)N v = 0 for some w ∈ C } the generalized
eigenspaces of W0.
Within each Jordan block of V(h,w) we may choose a basis {v0, . . . , vκ−1} such that (W0 −w) vi = vi−1
for i = 1, . . . , κ− 1 and (W0 − w) v0 = 0. That is, with respect to this basis
W0 =


w 1
w 1
. . .
. . .
w 1
w

 . (2.8)
For such a basis, we also use the notation
vκ−1
W0−w−→ vκ−2 W0−w−→ . . . W0−w−→ v0 . (2.9)
The (generalized) character ch V of a module V ∈ O is now defined as
ch V (q, p) = Tr V
(
qL0pW0
)
=
∑
(h,w)∈C2
dimC
(
V(h,w)
)
qhpw . (2.10)
We have
Theorem 2.2. The characters ch L, where L runs over the set of irreducible modules in O are linearly
independent over C, in particular ch L = ch L′ iff L ∼= L′.
The proof of this theorem is given after Theorem 2.14.
Unfortunately, no explicit expression for the generalized character is known for any W3 module (with
the exception of the trivial module, of course). For most purposes it suffices, however, to consider the
specialization ch V (q, 1) of the character. Expressions for these specialized characters are known for most
interesting modules in O.
Clearly, since W3 is Z-graded, any V ∈ O decomposes into a direct sum V =
⊕
i V (hi) of W3 modules,
where hi are the elements in Definition 2.1, and the L0-eigenvalues of V (hi) are concentrated on strings
hi +N, N ∈ Z≥0. For all practical purposes, we may thus equally well consider modules built on a single hi
only. Let us denote this subcategory by O(hi).
An important ingredient in unraveling the structure of a V ∈ O is to consider filtrations of V by
submodules, in particular so-called “composition series” or “Jordan-Ho¨lder series” that are characterized by
the condition that quotients of subsequent terms in the filtration should be irreducible. As opposed to the
finite-dimensional setting, such composition series do not, in general, exist for infinite-dimensional algebras.
We need a slight modification of the usual construction; namely, a “cut-off” which renders the filtrations
finite. In complete analogy with the affine Lie algebra case we have (see [64])
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Theorem 2.3. Every module V ∈ O(h) possesses a composition series (or Jordan-Ho¨lder series) JH(V ),
i.e., for all N ∈ Z≥0, there exists a (finite) filtration by submodules of V (denoted by JHN (V ))
V = V0 ⊃ V1 ⊃ . . . ⊃ Vs = 0 , (2.11)
and a subset I ⊂ {0, . . . , s− 1}, such that
i. Vi/Vi+1 is irreducible for i ∈ I,
ii.
∐
M≤N (Vi/Vi+1)(h+M) = 0 for i 6∈ I.
Proof: The proof (which requires some results on highest weight modules to be discussed in Section 2.2.2)
parallels the one given in [64] with one minor modification; namely, the maximal element has to be chosen
to be an eigenvector of W0. That this can always be done is obvious. We refer to [64] for more details. ⊔⊓
For any V ∈ O(h), only irreducible modules L ∈ O(h) appear as quotients in the composition series of
V . So, for any such L ∈ O(h), choose M ∈ Z≥0 such that P (L) ⊂ h +M + Z≥0 and V(h+M) 6= 0. Then,
choose any N ≥ M and denote by (V :L) the multiplicity with which the irreducible module L appears in
the composition series JHN(V ). Clearly, (V :L) is independent of the choice of N ≥M . Moreover,
Theorem 2.4. We have
ch V =
∑
L
(V :L) chL . (2.12)
Proof: As in [64]. ⊔⊓
Remarks:
i. The characters chL of the irreducible modules L are not only independent (Theorem 2.2), but they also
span the space of characters ch V , V ∈ O.
ii. The fact that we would like quotients of subsequent terms in the composition series to be irreducible
forced us to introduce additional terms whose quotients do not contribute states up to the level we are
interested in. This can be avoided by making the following modification to Theorem 2.3 which is easily
seen to be equivalent to the original. Let us say that a W3 module V ∈ O(h) is “irreducible up to level
N” if for all proper submodules W ⊂ V we have W ⋂ (∐k≤N V(h+k)) = 0. Then, for every V ∈ O(h)
and N ∈ Z≥0, we have a filtration (2.11) of V such that each Vi/Vi+1 is irreducible up to degree N . We
give examples of such filtrations in Section 2.3.2.
Definition 2.5. Let V ∈ O.
i. A vector v ∈ V is called “primitive” if there exists a proper submodule U ⊂ V such that W3,+ · v ⊂ U
while v 6∈ U .
ii. A vector v ∈ V in called “pseudo-singular” (or p-singular, for short) if W3,+ · v = 0.
iii. A vector v ∈ V is called “singular” if it is p-singular and a W3,0 eigenvector.
Let us denote the set of singular, p-singular and primitive vectors in V ∈ O by Sing(V ), pSing(V )
and Prim(V ), respectively, and let SV be the module generated by all p-singular vectors in V . Clearly,
Prim(V ) ⊃ pSing(V ) ⊃ Sing(V ). Also, a primitive vector v ∈ V becomes p-singular in the quotient module
V/U .
While the notion and use of a singular vector is probably well-known from their Virasoro analogue,
the notion of a primitive vector might be less familiar. It is, nevertheless, rather useful. In particular,
after examining in more detail the collection of irreducible modules in O, we establish a 1–1 correspondence
between primitive vectors in a module V ∈ O and the set of irreducible modules L occuring in the composition
series JH(V ) of V (see Lemma 2.15).
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The last property of modules in O that we discuss before proceeding to more explicit examples is that
to every module V ∈ O there is associated a contragredient module V ∈ O. Hereto, let ωW be the C-linear
anti-involution of W3 defined by7
ωW(Ln) = L−n , ωW(Wn) = W−n . (2.13)
For future use, note that (2.13) is equivalent to the anti-involution acting on fields in W3[[z, z−1]] defined by
ωW(T (z)) = z−4 T (z−1) , ωW(W (z)) = z−6W (z−1) . (2.14)
Definition 2.6. Consider V ∈ O. The “contragredient module” V is defined, as a vector space, to be
V =
∐
N∈ZHom C(V(h+N),C). The W3 module structure is given by
x f(v) ≡ f(ωW(x) v) , (2.15)
where f ∈ V , v ∈ V and x ∈ W3.
Clearly, for V ∈ O, the contragredient module V is again in O. Note, however, that the module dual to
V has L0-eigenvalues bounded from above and thus is not in O [43].
Lemma 2.7. Let V,W ∈ O and suppose π ∈ HomW(V,W ). Then, there exists a π ∈ HomW(W,V ) defined
by π(w¯)(v) = w¯(π(v)) for all v ∈ V, w¯ ∈ W .
2.2.2. (Generalized) Verma modules
Important examples of modules in O are the so-called “Verma modules” or, more generally, “highest
weight modules.” In this section we recall their definitions and some important properties. In fact, it turns
out that we need modules which are slightly more general than Verma modules, the so-called “generalized
Verma modules.” However, their structure theory can be developed along the same lines as for Verma
modules, so we just restrict ourselves to stating the analogous theorems.
Definition 2.8. A W3 module V ∈ O is called a highest weight module with highest weight (h,w) ∈ C 2 if
there exists a nonzero vector vV ∈ V , the so-called “highest weight vector,” such that
W3,+ · vV = 0 , L0 vV = h vV , W0 vV = w vV . (2.16)
and
V ∼= W3 · vV . (2.17)
Remark: Note that a “module with highest weight” is a module that satisfies (2.16), but not necessarily
(2.17). For example, Fock spaces – to be discussed in Section 2.2.3 – are modules with highest weight, but
are not highest weight modules in general.
Verma modules are highest weight modules which are, in a sense, maximal. Namely,
Definition 2.9. A Verma module M(h,w, c) is the module “induced” by the action of W3,− from a highest
weight vector vM of highest weight (h,w), i.e., the W3 module W3 · vM , divided by the relations
W3,+ · vM = 0 , L0 vM = h vM , W0 vM = w vM . (2.18)
The action of W3 on (2.18) is determined by the commutation relations (2.1) and equation (2.18).
One of the most important properties of Verma modules is their co-universality
7 In later sections we also need the anti-linear anti-involution defined by these relations. We denote it by
ωW .
– 15 –
Lemma 2.10. Let V ∈ O and let v0 ∈ V be a singular vector of weight (h,w). Then there exists a unique
W3 homomorphism π ∈ HomW3(M(h,w, c), V ) such that π(vM ) = v0 where vM is the highest weight vector
of M(h,w, c).
Proof: Clearly, π is uniquely defined by π(x vM ) = xπ(vM ) = x v0 for all x ∈ W3. ⊔⊓
And, as an immediate consequence, we have
Corollary 2.11. Every highest weight module V ∈ O with highest weight (h,w) ∈ C 2 is a quotient of the
Verma module M(h,w, c).
Proof: Let vM be the highest weight vector ofM(h,w, c), and let vV be the highest weight vector of V . Lemma
2.10 provides us with a uniqueW3 homomorphismM(h,w, c) π−→ V such that π(vM ) = vV . Clearly, because
of (2.17), π is actually an epimorphism. Let K = Kerπ, then we have V ∼= M(h,w, c)/K. ⊔⊓
For many purposes it is useful to have an explicit basis of the Verma module. Clearly, the set of all
monomials
em1...mK ;n1...nL = L−m1 · · ·L−mKW−n1 · · ·W−nL v , mi, nj ∈ Z>0 , K, L ∈ Z≥0 , (2.19)
form a basis of M(h,w, c), but this basis is overcomplete. One may, instead, find a linearly independent set.
Theorem 2.12 [91]. (Poincare´-Birkhoff-Witt) The vectors em1...mK ;n1...nL withm1 ≥ . . . ≥ mK−1 ≥ mK >
0, n1 ≥ . . . ≥ nL−1 ≥ nL > 0 constitute a set of independent basis vectors of the Verma module M(h,w, c).
Remark: Similarly, the vectors
em1...mK ;n1...nL , m1 ≥ . . . ≥ mK−1 ≥ mK > 0 , n1 ≥ . . . ≥ nL−1 ≥ nL > 0 , (2.20)
dual to em1...mK ;n1...nL , constitute a basis for the contragredient Verma module M(h,w, c).
The idea of the proof is quite standard. Note thereto that the theorem would be straightforward if the
algebra was Abelian. The idea is thus to try to reduce the problem to that of an Abelian algebra and show
that the correction terms are immaterial. We furnish the details of the proof since similar ideas are most
crucial in the computation of a certain semi-infinite cohomology in later sections. Namely, this cohomology
can be computed by taking the cohomology, and corresponding complex (the so-called “Koszul complex”),
of the Abelianized algebra as a starting point.
Proof of Theorem 2.12: We define a grading of W3 by deg(Ln) = 1 and deg(Wn) = 2.8 Note that, with
respect to this grading, the degrees of terms on the right hand side of the commutator (2.1) are strictly
less than the degree of the left hand side. Similarly, we associate a degree to the monomials (2.19) by
deg (em1...mK ;n1...nL) = K + 2L. Now observe that for any permutation σ ∈ SK and σ′ ∈ SL we have
emσ(1)...mσ(K);nσ′(1)...nσ′(L) = em1...mK ;n1...nL + . . . , (2.21)
where the dots stand for a (finite) sum of monomials (2.19) of degrees strictly less than K + 2L. We
can choose σ and σ′ such that we obtain the lexicographical ordering m1 ≥ . . . ≥ mK−1 ≥ mK > 0,
n1 ≥ . . . ≥ nL−1 ≥ nL > 0. The theorem is now proved by induction on the degree. ⊔⊓
8 Evidently, other choices of degree are possible. A choice that works for any W-algebra is to put
deg (W
(∆)
n ) = ∆, where W (∆)(z) is a W-generator of conformal dimension ∆ (see, e.g., [91]).
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The above proof can be formalized. Note that, upon defining Md = {v ∈M | deg v ≤ d} we obtain an
increasing filtration
C · v ≡ M0 ⊂ M1 ⊂ M2 ⊂ · · · ⊂ M . (2.22)
Similarly, we obtain an increasing filtration of W3. Now, obviously, the associated graded space
GrM ≡
∐
d≥0
(Md+1/Md) , (2.23)
becomes a module of the Abelian algebra GrW3. In fact,
emσ(1),...,mσ(K);nσ′(1),...,nσ′(L) = em1,...,mK ;n1,...,nL , (2.24)
in GrM .
A useful observation is the following. Since every highest weight module V is the image of a Verma
module M under a W3 homomorphism (see Corollary 2.11), V inherits the increasing filtration of M upon
defining Vd = π(Md). Under this grading Gr V becomes a GrW3 module.
Even though W3,± does not define a subalgebra of W3, and thus, strictly speaking, the universal
enveloping algebra U(W3,±) is not defined, for practical purposes and motivated by Theorem 2.12 it is
useful to define U(W3,±) not as an algebra but merely as a subspace of W3 as follows
Definition 2.13. The universal envelope U(W3,−) of W3,− is defined to be the subspace of W3 spanned by
the vectors
L−m1 · · ·L−mKW−n1 · · ·W−nL , m1 ≥ . . . ≥ mK−1 ≥ mK > 0 , n1 ≥ . . . ≥ nL−1 ≥ nL > 0 , (2.25)
and similarly for U(W3,+).
From Theorem 2.12 it follows that every v ∈ M(h,w, c) can be written as v = u vM for some u ∈
U(W3,−), and that for v = u1u2 vM with u1, u2 ∈ U(W3,−) we can find u ∈ U(W3,−) such that v = u vM by
using the W3 commutation relations (2.1) and the defining relations (2.16) for vM .
We now return to the study of Verma modules and a particular class of quotient modules, namely the
irreducible modules.
Theorem 2.14.
i. M(h,w, c) contains a maximal submodule I(h,w, c) and L(h,w, c) ≡ M(h,w, c)/I(h,w, c) is irreducible.
Conversely, every irreducible module L ∈ O is isomorphic to some L(h,w, c).
ii. I(h,w, c) ∼= PM(h,w, c), where PM(h,w, c) is the submodule of M(h,w, c) generated by all (proper)
primitive vectors in M(h,w, c).
iii. Every (nonzero) W3 homomorphism of Verma modules is injective.
Proof:
(i) Standard.
(ii) Clearly, by maximality of I(h,w, c) we have PM(h,w, c) ⊂ I(h,w, c). Now suppose I(h,w, c) 6∼=
PM(h,w, c). Take a vector v ∈ I(h,w, c)\PM(h,w, c) of minimal level. SinceW3,+ lowers the level,W3,+ ·v
vanishes in I(h,w, c)\PM(h,w, c), so W3,+ · v ∈ PM(h,w, c). But this implies that v ∈ PM(h,w, c), which
is a contradiction.
(iii) Suppose π ∈ HomW3(M,M ′). Denote by vM and vM ′ the highest weight vectors of the Verma modules
M and M ′, respectively. Clearly, π(vM ) = u2 vM ′ for some u2 ∈ U(W3,−). To show injectivity of π we
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have to prove that u1u2 vM ′ = 0 with u1 ∈ U(W3,−) implies u1 = 0 or u2 = 0. This is obvious for Abelian
algebras, so we use the fact that the W3 homomorphism of Verma modules induces a GrW3-homomorphism
of the associated graded Verma modules (see the discussion after Theorem 2.12). ⊔⊓
Proof of Theorem 2.2: Follows from the fact that, because of Theorem 2.14 (i), L is determined up to
isomorphism by (h,w, c), i.e., by the leading term in the character chL(q, p). ⊔⊓
After having determined that all irreducible modules in the category O are of the type L(h,w, c) (The-
orem 2.14 (i)) we now have
Lemma 2.15. There is a 1–1 correspondence between elements in Prim(V ) of generalized weight (h,w) and
irreducible modules L(h,w, c) occurring in JH(V ).
Proof: Let v ∈ Prim(V ) and have generalized weight (h,w). By definition there exists a proper submodule
U ⊂ V such that v 6∈ U whileW3,+ ·v ⊂ U . Consider the module V/U . Clearly L(h,w, c) occurs in JH(V/U).
By merging the JH-series for V/U with the JH-series for U we immediately obtain that L(h,w, c) ∈ JH(V ).
Conversely, suppose L(h,w, c) ∈ JH(V ), then L(h,w, c) ∼= Vs/Vs+1 for some s (and N sufficiently large). Let
v be a representative of the highest weight vector of L(h,w, c) in Vs ⊂ V . Clearly, W3,+ · v ∈ Vs+1 while
v 6∈ Vs+1, i.e., v ∈ Prim(V ). ⊔⊓
A very convenient ingredient in the study of the submodule structure of Verma modules is the determi-
nant of a certain bilinear form defined on Verma modules, the so-called Shapovalov form. Let us first briefly
recall the definition and properties of the Shapovalov form.
First, applying Lemma 2.10 to the highest weight vector v¯M of the contragredient Verma module
M(h,w, c) yields a (unique) W3 homomorphism
ı ∈ HomW3(M(h,w, c),M(h,w, c)) , (2.26)
such that ı(vM ) = v¯M . This, in turn, immediately provides us with a bilinear form 〈−|−〉M : M(h,w, c) ×
M(h,w, c) −→ C by
〈u|v〉M = ı(u)(v) , u, v ∈M(h,w, c) . (2.27)
which is such that 〈vM |vM 〉M = ı(vM )(vM ) = v¯M (vM ) = 1. Moreover, the fact that ı is aW3 homomorphism
translates in the property that the form (2.27) is contravariant with respect to ωW , namely, for all u, v ∈
M(h,w, c),
〈xu|v〉M = ı(xu)(v) = (x ı(u))(v) = ı(u)(ωW(x) v) = 〈u|ωW(x) v〉M . (2.28)
Conversely, every contravariant bilinear form 〈−|−〉 on M(h,w, c) × M(h,w, c) such that 〈vM |vM 〉 = 1
leads to a W3 homomorphism ı¯ ∈ HomW3(M(h,w, c),M(h,w, c)), satisfying ı¯(vM ) = v¯M , by defining
ı¯(v) = 〈v|−〉M . Moreover, because of the uniqueness of ı, we necessarily have ı¯ = ı.
To get a more explicit form for 〈−|−〉M , define for any v ∈M(h,w, c), the “vacuum expectation value”
〈v〉 as the coefficient of the highest weight vector vM of M(h,w, c) in v. Now, for u, v ∈ M(h,w, c) and
u = x vM for some x ∈ U(W3,−), the formula
〈u|v〉 ≡ 〈ωW(x)v〉 , (2.29)
clearly defines such a contravariant bilinear form and hence equals 〈−|−〉M above.
Now, upon recalling that the “radical” Rad 〈−|−〉M of the form 〈−|−〉M is defined as
Rad 〈−|−〉M ≡ {u ∈M(h,w, c) | 〈u|v〉M = 0, ∀ v ∈M(h,w, c)} , (2.30)
we can formulate the main properties of the Shapovalov form
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Theorem 2.16.
i. M(h,w, c) carries a unique contravariant bilinear form 〈−|−〉M such that 〈vM |vM 〉M = 1, where vM is
the highest weight vector of M(h,w, c). This form is symmetric.
ii. The generalized eigenspaces of W3,0 = {L0,W0} are pairwise orthogonal.
iii. Ker ı ∼= Rad 〈−|−〉M ∼= I(h,w, c), hence L(h,w, c) ∼= M(h,w, c)/I(h,w, c) carries a unique contravari-
ant bilinear form 〈−|−〉L such that 〈vL|vL〉L = 1, where vL is the highest weight vector of L(h,w, c).
This form is nondegenerate.
Proof:
(i) It remains to show that 〈−|−〉M is symmetric. This is, however, evident from (2.29), and the fact that
ωW2 = 1.
(ii) Consider two generalized eigenspaces spanned by {u0, . . . , uκ−1} and {v0, . . . , vκ′−1} corresponding to
eigenvalues (h,w) and (h′, w′), respectively. That is, L0 ui = hui for all i, and L0 vj = h′ vj for all j.
Further, (W0 − w)M ui = 0 for all M ≥ i + 1 and (W0 − w′)M vj = 0 for all M ≥ j + 1. Then, as usual,
(h−h′)〈vj |ui〉M = 〈vj |L0 ui〉M−〈L0 vj |ui〉M = 0, and so 〈vj |ui〉M = 0 for h 6= h′. Moreover, forM ≥ i+1,
we have
0 = 〈vj |(W0 − w)M ui〉M =
M∑
k=0
(
M
k
)
(w′ − w)M−k〈(W0 − w′)k vj |ui〉M (2.31)
Consider (2.31) for j = 0 and arbitrary i. It follows from (2.31) that 〈v0|ui〉M = 0 for w 6= w′. Now proceed
by induction to j to conclude that 〈vj |ui〉M = 0 for all i, j if w 6= w′.
(iii) By definition, Ker ı ∼= Rad 〈−|−〉M . Furthermore, Rad 〈−|−〉M is clearly a (proper) submodule of
M(h,w, c), so it remains to be shown that I(h,w, c) ⊂ Rad 〈−|−〉M . By Theorem 2.14 (ii) we have
I(h,w, c) ∼= PM(h,w, c), so suppose v ∈ PM(h,w, c). Clearly, vM 6∈ U(W3,+) · v so, in view of (2.29)
this immediately implies that v ∈ Rad 〈−|−〉M . ⊔⊓
It turns out to be convenient to parametrize the Verma modules M(h,w, c) by an sl3 weight Λ ∈ h∗C
and a complex scalar α0 ∈ C (called the “background charge”) as follows
c(α0) = 2− 24α02 ,
h(Λ, α0) = −(θ1θ2 + θ1θ3 + θ2θ3) = 12 (Λ,Λ+ 2α0ρ) ,
w(Λ, α0) =
√
3βθ1θ2θ3 ,
(2.32)
where
θi = (Λ + α0ρ, ǫi) , (2.33)
and ǫi, i = 1, 2, 3 are the weights of the 3-dimensional representation of sl3 with highest weight Λ1, i.e.,
ǫ1 = Λ1 , ǫ2 = Λ2 − Λ1 , ǫ3 = −Λ2 . (2.34)
The origin of this parametrization will become apparent in Section 2.2.3. Clearly,
Lemma 2.17. We have
h(Λ, α0) = h(Λ
′, α0) , w(Λ, α0) = w(Λ′, α0) , (2.35)
if and only if Λ′ = w(Λ + α0ρ)− α0ρ for some Weyl group element w ∈ W .
For convenience, we define, for fixed background charge α0, the shifted (dotted) action of the Weyl
group W of g on P by
w · Λ = w(Λ + α0ρ)− α0ρ , w ∈ W . (2.36)
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Henceforth, we simply write M(Λ, α0) for M(h(Λ, α0), w(Λ, α0), c(α0)), and similarly L(Λ, α0), for the irre-
ducible quotient. Since we will mostly restrict our attention to a specific value of the central charge c (or
background charge α0) we will, in fact, often write M(Λ) etc., if no confusion can arise. Note that, because
of Lemma 2.17, we have M(Λ, α0) ∼= M(Λ′, α0) if Λ′ = w · Λ for some w ∈ W , i.e., to parametrize Verma
modules one may choose Λ + α0ρ to lie in a specific Weyl chamber if one so desires.
We denote the subspace of M(Λ, α0) of L0-eigenvalue h(Λ, α0) + N by M(Λ, α0)N .
9 Now, let ıN :
M(Λ, α0)N −→ M(Λ, α0)N denote the restriction of ı to M(Λ, α0)N . Clearly, ıN is a linear map between
two vector spaces of equal dimension, so, after choosing bases forM(Λ, α0)N andM(Λ, α0)N , the determinant
of ıN , the so-called Kac determinant, is well-defined. Put
S(Λ, α0)N ≡ det ıN . (2.37)
Equivalently, for any basis {ui} of M(Λ, α0)N
S(Λ, α0)N ∼ det(〈ui|uj〉M ) , (2.38)
where ∼ means proportionality with a factor independent of Λ and α0. Obviously, Ker ıN = 0 if and only if
S(Λ, α0)N 6= 0. Moreover, S(Λ, α0)N = 0 clearly implies S(Λ, α0)k = 0 for all k ≤ N . So, we conclude from
Theorem 2.16,
Lemma 2.18. The Verma module M(Λ, α0) is irreducible up to level N if and only if S(Λ, α0)N 6= 0.
The following explicit result for the Kac determinant is well-known (see, e.g., [26] and references therein)
Theorem 2.19.
S(Λ, α0)N ∼
∏
α∈∆
∏
r,s∈N
rs≤N
(
(Λ + α0ρ, α)− (rα+ + sα−)
)p2(N−rs)
, (2.39)
where we have introduced α± such that α0 = α+ + α−, α+α− = −1. The (2-colour) partition function
p2(N) is defined by
∏
n≥1(1 − qn)−2 =
∑
N≥0 p2(N) q
N .
Proof: The proof can be given either by constructing a sufficient number of singular vectors explicitly (for
example through a free field construction) or, as in [66], by determining a sufficient number of vanishing
lines using the fact that we have a realization of W3 on the coset module (ŝl3)1 ⊕ (ŝl3)k/(ŝl3)k+1 (see, e.g.,
[26]). ⊔⊓
An immediate consequence of Theorem 2.19 is the W3 analogue of the so-called Kac-Kazhdan condition
Corollary 2.20. The Verma module M(Λ, α0) is irreducible if and only if (Λ+α0ρ, α) 6∈ (Nα+ +Nα−) for
all roots α ∈ ∆.
In the case of the Virasoro algebra the Kac determinant (2.39) suffices to determine the complete
structure of submodules of a Verma module [43]. In particular, one finds that Prim(M) = Sing(M), and
that the weights of all singular vectors are concentrated on the orbit of the highest weight under the affine
Weyl group of ŝl2. For W3, however, knowledge of the Kac determinant (2.39) is by itself not enough to
ascertain the submodule structure of a Verma module, essentially because (2.39) only carries information
about the L0-weight. The full submodule structure could probably be deduced if, for instance, we could find
9 Note that M(Λ, α0)N = M(Λ, α0)(h(Λ)+N) in the notation introduced in Section 2.2.1.
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the (nonzero) generalized eigenspaces ofW3,0 and were able to compute the determinant of the bilinear form
on these generalized eigenspaces. It is generally believed that, also for the W3 algebra, the weights of all
primitive vectors in a Verma module are concentrated on a certain orbit of the highest weight vector under
the affine Weyl group of ŝl3. To our knowledge, no general proof of this “linkage principle” is available, but
there is certainly ample evidence for it coming from the Quantum Drinfel’d-Sokolov reduction. Remarkably,
in the case of our immediate interest, namely c = 2 Verma modules, it can indeed be proved – see, Theorem
2.33. Clearly, knowing the weights of all primitive vectors in Verma modules is of utmost importance, since
these not only determine the possible irreducible modules in the composition series of a Verma module (by
Lemma 2.15), but also the possible nontrivial W3 homomorphisms between Verma modules.
We have already emphasized that, for generic modules V ∈ O, the action of the Cartan subalgebraW3,0
need not be diagonalizable. In fact, this phenomenon already occurs in Verma modules. Consider thereto
the following easy computation (see [90]). The level h + 1 eigenspace in the Verma module M(h,w, c) is
two-dimensional and spanned by {L−1 vM ,W−1 vM}. The action of W0 on this two-dimensional space is
given by
W0(L−1 vM ) = (wL−1 + 2W−1) vM ,
W0(W−1 vM ) =
(
1
5 (−1 + 2β(5h+ 1)) L−1 + wW−1
)
vM .
(2.40)
Clearly, W0 is not diagonalizable iff the following equation holds
2β(5h+ 1)− 1 = 0 . (2.41)
In that case, we have a two-dimensional generalized eigenspace corresponding to a W0 eigenvalue w. Upon
defining10
v0 = W−1 vM ,
v1 =
1
2L−1 vM ,
(2.42)
we find from (2.40)
W0 v1 = w v1 + v0 ,
W0 v0 = w v0 ,
(2.43)
i.e., the vectors {v0, v1} form a Jordan basis for M(h,w, c) at L0-level h+ 1.
For example, (2.41) is satisfied for h = w = 0 and c = 2 (i.e., Λ = 0, α0 = 0). In this specific case, it is
easily seen that, in fact, v0 is a singular vector, whilst v1 is p-singular. Thus, the module generated by v1,
which we denote by M(v1), is a proper submodule of M(0, 0, 2) (note that v0 = W0 v1 ∈M(v1)). Moreover,
M(v1) is entirely contained in the maximal ideal, and therefore has to be projected out in (the first step
of) a resolution of the irreducible module L(0, 0, 2) (see Section 2.4 for more details). We elaborate on this
example in later sections.
To summarize, we have seen in the simple example above that modules where the highest weight space
corresponds to some indecomposable representation of the Cartan subalgebraW3,0, such asM(v1), naturally
occur as submodules of Verma modules and that, moreover, these modules are required in the construction
of (Verma module type) resolutions for the irreducible modules.
After this lengthy discussion, let us now introduce generalized Verma modules.
Let V (κ) denote a κ-dimensional indecomposable representation of W3,0 of generalized weight (h,w).
As explained in Section 2.2.1, we may choose a basis {v0, . . . , vκ−1} of V (κ) such that (see (2.9))
vκ−1
W0−w−→ . . . W0−w−→ v1 W0−w−→ v0 W0−w−→ 0 . (2.44)
10 Note that v1 is determined by (2.43) up to the addition of an arbitrary multiple of v0.
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Definition 2.21. The generalized Verma module M (κ)(h,w, c), with generalized highest weight (h,w), is
defined as theW3 module “induced” from V (κ) by the action ofW3,−, i.e., theW3 moduleW3 ·V (κ) modded
out by the relations
W3,+ · V (κ) = 0 , (2.45)
as well as
L0 vi = h vi for i = 0, . . . , κ− 1 ,
W0 vi =
{
w vi + vi−1 for i = 1, . . . , κ− 1
w v0 for i = 0 .
(2.46)
The action of W3 on M (κ)(h,w, c) is defined by means of the commutation relations (2.1) and the relations
(2.45) and (2.46).
Most of the theorems as well as their proofs that have been discussed for Verma modules have a
straightforward analogue for generalized Verma modules. We refrain from going into details. Let us just
remark that a basis of M (κ)(h,w, c) is provided by the vectors
e(i)m1...mK ;n1...nL = L−m1 · · ·L−mKW−n1 · · ·W−nL vi , (2.47)
where, m1 ≥ . . . ≥ mK−1 ≥ mK > 0 and n1 ≥ . . . ≥ nL−1 ≥ nL > 0, while i = 0, . . . , κ− 1.
There exists a unique bilinear symmetric form 〈−|−〉M on M (κ)(h,w, c), contravariant with respect to
ωW , and such that 〈vi|vj〉M = δij .
Since a generalized Verma module M (κ)(h,w, c) is generated (over W3) by the vector vκ−1, every
π ∈ HomW3(M (κ)(h,w, c), V ) with V ∈ O is uniquely determined by the image of vκ−1 under π (cf., Lemma
2.10). Clearly, π(vκ−1) ∈ pSing(V ) and has generalized weight (h,w). Moreover, (W0 − w)κ π(vκ−1) = 0.
Conversely, for every v ∈ pSing(V ) of generalized weight (h,w) such that (W0−w)κ v = 0 the map π(vκ−1) =
v uniquely extends to a π ∈ HomW3(M (κ)(h,w, c), V ).
In particular, if we apply the above to the case that V itself is a generalized Verma module, we find a
sequence of W3 homomorphisms
0 −→ M(h,w, c) π0−→ . . . πκ−3−→ M (κ−1)(h,w, c) πκ−2−→ M (κ)(h,w, c) , (2.48)
defined by πi(vi) = vi for i = 0, . . . , κ− 2. Even more so, since every πi is injective, we obtain a decreasing
filtration of M (κ)(h,w, c) by generalized Verma modules, i.e.,
M (κ)(h,w, c) ⊃ M (κ−1)(h,w, c) ⊃ . . . ⊃ M(h,w, c) , (2.49)
such that all quotients are isomorphic to M(h,w, c). This filtration is very useful in relating properties of
generalized Verma modules to those of ordinary Verma modules and, in particular, for relating generalized
Verma module cohomology to Verma module cohomology by means of the spectral sequence associated to
the filtration. As an example, it follows from the filtration (2.49) that the weights of primitive vectors in
M (κ)(Λ, α0) coincide with the weights of those in M(Λ, α0).
More generally, for κ1 < κ2, we have an injective π ∈ HomW3(M (κ1)(h,w, c),M (κ2)(h,w, c)) such that
the quotient is isomorphic to M (κ2−κ1)(h,w, c), i.e., we have exact sequences
0 −→ M (κ1)(h,w, c) π−→ M (κ2)(h,w, c) −→ M (κ2−κ1)(h,w, c) −→ 0 . (2.50)
Although it is still true that anyW3 homomorphism of a Verma module to a generalized Verma module
is injective (cf., Theorem 2.14 (iii)), this property does not hold for W3 homomorphisms between arbitrary
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generalized Verma modules. Consider, for example, the W3 automorphism π of M (2)(h,w, c) defined by
π(v1) = v0. Clearly π is not injective. For a more complicated example, consider the Verma module
M = M(0, 0, 2). We have already seen that there exists a W3 homomorphism M (2)(1, 0, 2) π−→ M(0, 0, 2)
defined by π(v′1) = v1 (with v1 as defined in (2.42)), whose image is M(v1). Explicit computation shows
that M(v1) 6∼= M (2)(1, 0, 2). We come back to this example in more detail in Section 2.3.2.
2.2.3. Fock spaces
In this section we define an extremely useful realization of the W3 algebra known as the “free field
realization.” The corresponding modules are known as Fock modules or Feigin-Fuchs modules.
Let A be the oscillator algebra (Heisenberg algebra) with basis {αim |m ∈ Z, i = 1, 2} and commutation
relations
[αim, α
j
n] = mδm+n,0δ
ij . (2.51)
In terms of formal power series
i∂φi(z) =
∑
n∈Z
αin z
−n−1 ∈ A[[z, z−1]] , (2.52)
also referred to as “free scalar fields,” the commutation relations (2.51) are encoded in the following OPEs
i∂φi(z) i∂φj(w) =
δij
(z − w)2 + . . . . (2.53)
Also, for convenience, we often use vector notation by introducing an orthonormal basis (with respect to the
Euclidean inner product) {~e1, ~e2} of C 2, e.g.,
~αn ≡
∑
i
αin ~ei , (2.54)
and identify C 2 with the weight space h∗
C
of sl3. The algebra A has a Cartan decomposition A ∼= A− ⊕
A0 ⊕A+, where
A± = {αin | ± n > 0} , A0 = {αi0} . (2.55)
The universal enveloping algebra U(A), as well as its local completion U(A)loc [42] are defined as usual.
For any Λ ∈ h∗
C
and α0 ∈ C we have an (irreducible) A-module F (Λ, α0), i.e., a Fock module, with basis
fm1,...,mM ;n1,...nN = α
2
−m1 · · ·α2−mMα1−n1 · · ·α1−nN |Λ〉 , (2.56)
where n1 ≥ n2 ≥ . . . ≥ nN , m1 ≥ m2 ≥ . . . ≥ mM and the “vacuum vector” |Λ〉 satisfies
~αm |Λ〉 = 0 , for m > 0 ,
~α0 |Λ〉 = Λ |Λ〉 .
(2.57)
The action of A on F (Λ, α0) is defined by (2.51) and (2.57).11 It is usual to extend the representation by
the operator ~q such that [qi, αjn] = iδn,0δ
ij . In canonical quantization, ~q is simply the zero mode of the free
scalar field,
φi(z) = qi − iαi0 log z + i
∑
n6=0
αin
n
z−n . (2.58)
11 Clearly, at this point, the parameter α0 does not play a role, since all modules F (Λ, α0) for different
values of α0 are isomorphic as A-modules. The reader should easily distinguish, in context, the complex
number α0 from the vector of “momentum” operators ~α0.
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Then the vacuum vector of different Fock modules, i.e., |Λ〉 for different Λ, can be generated from |0〉 (the
so-called sl(2,C) invariant vacuum) via |Λ〉 = eiΛ·q|0〉.
It is convenient to state more precisely the relation between operators and states. First observe that
for fixed Λ there is an isomorphism between the states in (2.56) and the space of fields obtained by a finite
number of normal products of a finite number of derivatives of the basic field i∂φj(z). Moreover, using
the normal ordering prescription, we have limz→0eiΛ·φ(z)|0〉 = |Λ〉. So, the isomorphism can be extended
to arbitrary Λ: Introduce the space, V, of normal-ordered fields of the form P (i∂φj(z))eiΛ·φ(z), where P
is a polynomial in i∂φj(z) and its derivatives, and Λ ∈ h∗
C
. Then for any state |O〉 ∈ F (Λ, α0), there is a
corresponding field O(z) ∈ V such that
|O〉 = lim
z→0
O(z)|0〉 . (2.59)
When the space of allowed Λ in V is restricted to a lattice L such that the OPEs of all fields are meromorphic,
we call the space V a chiral algebra. Under certain further conditions we call the chiral algebra a Vertex
Operator Algebra (VOA). The strongest of these is the requirement that for any two fields in the chiral
algebra the OPE in one order is related to that in the other order by analytic continuation. For further
discussion, and a complete list of the defining relations for a VOA, see, e.g., [14,49,47]. To impose these
conditions generally requires that we extend the construction of operator fields to include phase-cocycles.
An example which will be required later is discussed in Appendix B.
For any given α0 ∈ C, let ωA be the C-linear anti-involution of A defined by
ωA(~αn) = w0(~α−n)− 2α0ρδn,0 , (2.60)
which we may equivalently specify on fields, i.e., A[[z, z−1]], by
ωA(i∂~φ(z)) = z−2w0(i∂~φ(z−1))− 2α0ρ z−1 . (2.61)
Clearly, ωA extends to a C-linear anti-involution on U(A)loc.12 Since,
ωA(~α0)|Λ〉 = (w0(Λ)− 2α0ρ)|Λ〉 = (w0 · Λ)|Λ〉 , (2.62)
the anti-involution ωA provides us with a map
F (w0 · Λ, α0) × F (Λ, α0) −→ F (Λ, α0) , (2.63)
defined by
(x vF ′ , y vF ) 7→ ωA(x)y vF , (2.64)
where x, y ∈ U(A−)loc, and we have denoted, for convenience, vF = |Λ, α0〉 and vF ′ = |w0 · Λ, α0〉.
Furthermore, we define the “vacuum expectation value” 〈−〉 : F (Λ, α0) −→ C as the coefficient of vF
in the expansion of v ∈ F (Λ, α0) in the basis (2.56).
By combining the bilinear map (2.63) with 〈−〉 we obtain a bilinear form
〈−|−〉F : F (w0 · Λ, α0) × F (Λ, α0) −→ C , (2.65)
i.e.,
〈v|w〉 ≡ 〈ωA(x)w〉 . (2.66)
where v = x vF ′ with x ∈ U(A−)loc. We have
12 There exist many other anti-involutions on A and consequently many different bilinear forms con-
travariant with respect to the chosen anti-involution. The one we have chosen here is the most natural with
regards to the W3 module structure of F (Λ, α0) (see Theorem 2.24). We will, however, introduce a different
anti-involution and the associated form, needed for the proof of Theorem 2.31, shortly.
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Theorem 2.22. There exists a unique bilinear form 〈−|−〉F : F (w0 ·Λ, α0)× F (Λ, α0) −→ C, contravariant
with respect to ωA, such that 〈vF ′ |vF 〉F = 1, where vF and vF ′ are the highest weight vectors of F (Λ, α0)
and F (w0 · Λ, α0), respectively. This form is nondegenerate.
Another useful anti-involution of A, to be denoted by ωA, is defined by
ωA(αin) = α
i
−n , (2.67)
or, equivalently, by
ωA(i∂φi(z)) = z−2 i∂φi(z−1) . (2.68)
We extend ωA to an anti-linear anti-involution on U(A)loc. In complete analogy with eq. (2.66) we now
obtain a sesquilinear form
(−|−)F : F (Λ, α0) × F (Λ, α0) −→ C , (2.69)
by
(x vF |y vF )F = 〈ωA(x)y vF 〉 . (2.70)
In fact,
Theorem 2.23. There exists a unique sesquilinear form (−|−)F : F (Λ, α0)× F (Λ, α0)−→C, contravariant
with respect to ωA, such that (vF |vF )F = 1. This form is Hermitian, i.e., (v|w)F = (w|v)F , and positive
definite. The basis (2.56) is orthogonal with respect to (−|−)F .
Proof: Standard (see, e.g., [66]). ⊔⊓
Theorem 2.24. For any α0 ∈ C such that c = 2− 24α02, we have a homomorphism of algebras ̺ : W3 →
U(A)loc defined by
̺(T (z)) = − 12∂~φ · ∂~φ− iα0ρ · ∂2~φ , (2.71)
̺(W (z)) =
−i
√
β
3
√
2
(∂φ1∂φ1∂φ2 − ∂φ2∂φ2∂φ2) + α0
√
β(
√
3
2 ∂φ
1∂2φ1 + ∂φ2∂2φ1 −
√
3
2 ∂φ
2∂2φ2)
+
i
√
3β
2
√
2
α20 (∂
3φ1 − 1√
3
∂3φ2) .
(2.72)
Furthermore,
̺ωW = ωA ̺ , for all α0 ∈ C , (2.73)
and
̺ωW = ωA ̺ , for α0 = 0 , (2.74)
such that, in particular, the form 〈−|−〉F is contravariant with respect to ωW for all α0 ∈ C, and (−|−)F is
contravariant with respect to ωW for α0 = 0.
Proof: By a straightforward, albeit tedious, calculation. ⊔⊓
Remark: The homomorphism ̺ was first discussed in [38]. In [36,37] a systematic method to derive ̺, the
so-called Quantum Drinfel’d-Sokolov (QDS) reduction, was first presented. In (2.72) we have chosen an
orthonormal basis with respect to which the simple roots of sl3 are α1 = (
√
2, 0) , α2 = (− 1√2 ,
√
3√
2
).
By means of the homomorphism ̺ we can equip the A-module F (Λ, α0) with the structure of a W3
module. We denote this module by F (Λ, α0) as well. Clearly, F (Λ, α0) ∈ O; the highest weight space is
one-dimensional and spanned by |Λ, α0〉. The central charge of this representation, along with the weight of
|Λ, α0〉, are parametrized exactly as in (2.32) by the background charge α0. The module contragredient to
F (Λ, α0), as a W3 module, is determined by the following theorem
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Theorem 2.25. We have a W3 isomorphism
ıF : F (w0 · Λ, α0)
∼=−→ F (Λ, α0) , (2.75)
where ıF is explicitly given by ıF (v) = 〈v|−〉F .
Proof: The fact that ıF ∈ HomW3(F (w0 · Λ, α0), F (Λ, α0)) follows from the contravariance of 〈−|−〉F with
respect to ωA and (2.73). That ıF is, in fact, an isomorphism follows from the fact that 〈−|−〉F is nonde-
generate (see Theorem 2.22). ⊔⊓
To determine the structure of F (Λ, α0) as a W3 module it turns out to be useful to “compare” F (Λ, α0)
to a (contragredient-) Verma module. We have
Theorem 2.26. Let vM , vF and v¯M denote the highest weight vectors ofM(Λ, α0), F (Λ, α0) andM(Λ, α0),
respectively.
i. There exist unique W3 homomorphisms
M(Λ, α0)
ı′−→ F (Λ, α0) ı
′′
−→ M(Λ, α0) , (2.76)
such that ı′(vM ) = vF and ı′′(vF ) = v¯M .
ii. ı = ı′′ ı′.
iii. ı′(x vM ) = ̺(x) vF and ı′′(x vM ) = ̺(x) vF ′ .
iv. We have a commutative diagram
M(Λ, α0) × M(Λ, α0) ı
′′ × ı′−→ F (w0 · Λ, α0) × F (Λ, α0)
y〈−|−〉M y〈−|−〉F
C
id−→ C
(2.77)
Proof:
(i) The existence (and definition) of ı′ follows immediately from Lemma 2.10. Similarly, Lemma 2.10 gives
a W3 homomorphism ı′′ : M(Λ, α0) −→ F (w0 ·Λ, α0) ∼= F (Λ, α0) which, by Lemma 2.7, is contragredient
to the map ı′′ sought for.
(ii) Follows from the uniqueness of ı.
(iii) Follows from the uniqueness of ı′ and ı′′.
(iv) Let x, y ∈ U(W3,−), then
〈ı′′(x vM ), ı′(y vM )〉F = 〈(ωA ρ)(x)ρ(y) vF 〉F = 〈(ρωW)(x)ρ(y) vF 〉F
= 〈ρ(ωW(x)y) vF 〉F = 〈ωW(x)y vM 〉M = 〈x vM , y vM 〉M .
(2.78)
⊔⊓
Let, ı′N and ı
′′
N denote the restrictions of ı
′ and ı′′ to M(Λ, α0)N and F (Λ, α0)N , respectively. Since ı′N
and ı′′N are linear maps between vector spaces of equal dimension we can define
S ′(Λ, α0)N ≡ det ı′N , S ′′(Λ, α0)N ≡ det ı′′N . (2.79)
where the determinants are defined by means of bases {vi} and {wi} of F (Λ, α0)N and M(Λ, α0)N , respec-
tively. We have
S ′(Λ, α0)N ∼ det (〈vi|ı′(wj)〉F ) . (2.80)
In addition, it follows from the proof of Theorem 2.26 (i) that
S ′′(Λ, α0)N = S ′(w0 · Λ, α0)N . (2.81)
We have
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Theorem 2.27 [21].
S ′(Λ, α0)N ∼
∏
α∈∆+
∏
r,s∈N
rs≤N
(
(Λ + α0ρ, α)− (rα+ + sα−)
)p2(N−rs)
,
S ′′(Λ, α0)N ∼
∏
α∈∆+
∏
r,s∈N
rs≤N
(
(Λ + α0ρ, α) + (rα+ + sα−)
)p2(N−rs)
.
(2.82)
Sketch of proof: The proof is based on the explicit construction of a sufficient number of singular vectors in
F (Λ, α0) in terms of multi-contour integrals over products of screeners. Note that, by Theorem 2.26 (ii), the
Kac determinant S(Λ, α0) of Theorem 2.20 factorizes, up to a proportionality factor, as S ′(Λ, α0)S ′′(Λ, α0).
⊔⊓
As an immediate consequence of Theorem 2.27 we have
Corollary 2.28 [21].
i.
F (Λ, α0) ∼=
{
M(Λ, α0) if (Λ + α0ρ, α) 6∈ (Nα+ + Nα−) for all α ∈ ∆+ ,
M(Λ, α0) if (Λ + α0ρ, α) 6∈ −(Nα+ + Nα−) for all α ∈ ∆+ . (2.83)
In particular, if (Λ + α0ρ, α) 6∈ (Nα+ + Nα−) for all α ∈ ∆, then M(Λ, α0) ∼= F (Λ, α0) ∼= M(Λ, α0)
are irreducible.
ii. For α0
2 ∈ R with α02 < −4 (or, equivalently, c ≥ ccrit − 2 = 98), we have
F (Λ, α0) ∼=
{
M(Λ, α0) for i(Λ + α0ρ) ∈ ηD+ ,
M(Λ, α0) for −i(Λ + α0ρ) ∈ ηD+ , (2.84)
where D+ = {λ ∈ h∗R | (λ, α) ≥ 0, ∀α ∈ ∆+} denotes the fundamental Weyl chamber, and η =
sign(−iα0).
It immediately follows from Corollary 2.28 that for almost all Λ ∈ P we have an isomorphismM(Λ, α0) ∼=
F (Λ, α0) of W3 modules. Note, however, that since the (generalized) eigenvalues of W3,0 are algebraic in
(the components of) Λ, they are in fact equal (and have the same multiplicity) onM(Λ, α0) and F (Λ, α0) for
all Λ ∈ h∗
C
. This in turn implies the equality of the characters and since the characters chL are algebraically
independent (see Theorem 2.2) it follows immediately from (2.12) and Lemma 2.15 that
Theorem 2.29.
i. For all Λ ∈ h∗
C
and all irreducible modules L we have (M(Λ, α0) :L) = (F (Λ, α0) :L).
ii. There is a 1–1 correspondence between primitive vectors in M(Λ, α0) and in F (Λ, α0).
2.3. Verma modules and Fock modules at c = 2
2.3.1. Generalities
In this section we study in more detail the structure of Verma modules, irreducible modules and Fock
spaces for central charge c = 2. This is the case of most interest for the rest of this paper, where we study
the 4D W3 string – i.e., the off-critical W3 string with two flat embedding coordinates. These embedding
coordinates correspond to the “matter” free fields in the above for cM = 2, thus motivating the interest
in such Fock modules. The results for the remaining modules are required to obtain a framework in which
calculations for c = 2 Fock spaces are feasible. This becomes more clear below, and in the following section.
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Remarkably, the ŝl3 structure which appears for c = 2 allows us to derive strong results; in particular, we
obtain the weights and multiplicities of primitive vectors in c = 2 Verma modules. Although the construction
of a level-1 representation of ŝl3 on c = 2 Fock spaces is standard, we give a brief review in Appendix B. This
serves to set conventions, as well as to introduce the concept of Vertex Operator Algebra (VOA) associated
with a given lattice of Fock spaces.
A preliminary result is the character of irreducible representations at c = 2.
Theorem 2.30 [16,26]. For the irreducible modules L(Λ, 0) at c = 2 with Λ ∈ P+ we have
chL(Λ,0)(q) =
1∏
n≥1(1− qn)2
∑
w∈W
ǫ(w) q
1
2 |w(Λ+ρ)−ρ|2
=
q
1
2 |Λ|2∏
n≥1(1− qn)2
∏
α∈∆+
(1− q(λ+ρ,α)) .
(2.85)
Theorem 2.31. Consider c = 2, i.e., α0 = 0, and Λ ∈ h∗C.
i. The Fock space F (Λ, 0) is completely reducible for all Λ ∈ h∗
C
.
ii. For all Λ ∈ P we have
F (Λ, 0) ∼=
⊕
Λ′∈P+
mΛ
′
Λ L(Λ
′, 0) . (2.86)
wheremΛ
′
Λ is equal to the multiplicity of the weight Λ in the irreducible finite dimensional representation
L(Λ′) of sl3 with highest weight Λ′.
iii. (F (Λ, 0) : L(Λ′, 0)) = mΛ
′
Λ .
Proof:
(i) By Theorems 2.23 and 2.24 we have a positive definite Hermitian form (−|−)F , contravariant with respect
to ωW , on the Fock space F (Λ, 0), i.e., the W3 module F (Λ, 0) is unitary with respect to (−|−)F . As in,
e.g., Prop. 3.1 of [66] this immediately implies the complete reducibility of F (Λ, 0).
(ii) From the Frenkel-Kac-Segal vertex operator construction it follows that
⊕
Λ∈P F (Λ, 0) is an ŝl3 module
at level 1. In fact, it is known that
F ≡
⊕
Λ∈P
F (Λ, 0) ∼= Lŝl3(Λ0)⊕ Lŝl3(Λ1)⊕ Lŝl3(Λ2) , (2.87)
where Lŝl3(Λi), i = 0, 1, 2, denotes the integrable ŝl3 highest weight module at level-1 with highest weight
Λi. Under the horizontal algebra sl3, F decomposes as
F ∼=
⊕
Λ′∈P+
(L(Λ′)⊗ V (Λ′)) , (2.88)
But, sinceW3 is in the commutant of sl3 [3], it acts on the “multiplicity spaces” V (Λ′). In fact, by comparing
the characters on each side of (2.88) and using Theorem 2.30, one easily verifies that V (Λ′) ∼= L(Λ′, 0) (see,
e.g., [65]). Now, decomposing F under h immediately gives (2.86).
(iii) Follows directly from (ii). ⊔⊓
Remarks:
i. Note that since the weight multiplicities mΛ
′
Λ are Weyl invariant, i.e., m
Λ′
wΛ = m
Λ′
Λ , for all w ∈ W , we
have an isomorphism
F (Λ, 0) ∼= F (wΛ, 0) . (2.89)
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Similar isomorphisms do not hold for α0 6= 0.
ii. All the results given to this point directly extend to c = ℓ representations of Wℓ+1, where sl3 is replaced
by slℓ+1.
iii. If Λ ∈ P+ we have the following explicit formula – specific to sl3 – for the weight multiplicities mΛ′Λ
∑
β∈Q+
mΛ+βΛ e
β =
1
(1− eα1)(1− eα2)(1 − eα3) −
e(Λ+ρ,α1)α2
(1− eα2)(1− eα3)(1− eα1+2α2)
− e
(Λ+ρ,α2)α1
(1 − eα1)(1 − eα3)(1− e2α1+α2) .
(2.90)
Part (ii) of Theorem 2.31 can also be argued more heuristically, along the lines of the decomposition
theorem for Virasoro Fock modules at c = 1 (see, e.g., [66]). One proceeds by explicitly constructing a
standard set of singular vectors in the Fock space. Then, by comparing the character of the irreducible
modules built on those singular vectors with the character of the Fock space, one concludes that this set
exhausts all possible singular vectors. The standard set of singular vectors is naturally determined by the
screening operator construction, which we briefly recall. Consider, for Λ ∈ P , the “screening operators”
Qi : F (Λ + αi, 0) → F (Λ, 0) associated to the simple roots αi, i = 1, . . . , ℓ of g, defined by
Qi =
∮
dz
2πi
e−iαi·φ . (2.91)
It is straightforward to check that, for each i, Qi is a W-homomorphism. Also, the Qi satisfy the Serre
relations of Uq(n−) for q = −1 [17]. Clearly then, provided it is nonvanishing, the image of the highest
weight vector |Λ + αi〉 ∈ F (Λ + αi, 0) under Qi is a singular vector in F (Λ, 0). More generally, the image
of |Λ + β〉 under the composite operator Qβ = Qi1 · · ·Qin , β = αi1 + . . . + αin , yields a singular vector in
F (Λ, 0), provided this image is nonvanishing. From the inequality
h(Λ + β + rαi) ≥ h(Λ + β) iff r ≤ (Λ + β, αi) , (2.92)
it follows trivially that
(Qi)
r|Λ + β〉 = 0 if r ≥ (Λ + β + ρ, αi) . (2.93)
Further, because of the algebra of the Qi, we may identify Qβ with a state at weight Λ in the sl3 Verma
module with highest weight Λ + β. Then (2.93) implies that the combinations of screening operators which
act nontrivially on |Λ+β〉 can be, at most, identified with the weight Λ subspace of the irreducible quotient
of the Verma module MΛ+β. In other words, the number of nonvanishing singular vectors in F (Λ, 0) of
type Qβ|Λ + β〉, β ∈ Q, Λ + β ∈ P , is at most equal to mΛ+βΛ , the multiplicity of the weight Λ in the
irreducible g-module with highest weight Λ + β. The proof would now be complete if we could show that
the number of nonvanishing singular vectors is exactly equal to mΛ+βΛ . For one can easily sum the characters
of the irreducible modules built on these singular vectors, using Theorem 2.30, and finds that the result is
exactly equal to the character of the Fock space F (Λ, 0). Thus it would follow that these singular vectors
in fact exhaust the set of all singular vectors in F (Λ, 0). Hence the last step for the proof along these lines
involves a careful study of the integral representations of the singular vectors constructed above. We have
not carried out this step. However, it seems that the proof presented earlier could be interpreted exactly as
a “nonvanishing theorem” for these integrals.
This concludes our discussion of the c = 2 Fock spaces. We now turn our attention to c = 2 (i.e.,
α0 = 0) Verma modules. Unfortunately, the precise submodule structure of Verma modules is unknown. We
can, however, conclude a lot from the known structure of the Fock modules. First of all
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Theorem 2.32. Let M(Λ, 0)
ı′−→ F (Λ, 0) ı
′′
−→ M(Λ, 0) be the W-homomorphisms of Theorem 2.26. We
have ı′(M(Λ, 0)) ∼= L(Λ, 0) or, in other words, ı′(I(Λ, α0)) = 0. Similarly, ı′′(F (Λ, 0)) ∼= L(Λ, 0).
Proof: Follows from the complete reducibility of F (Λ, 0) and the fact that M(Λ, 0) is generated by W3,−. ⊔⊓
Furthermore, since the composition series for c = 2 Fock modules is now completely known, and Verma
modules have the same composition factors, we have
Theorem 2.33. Let Λ,Λ′ ∈ P and let w′ ∈W such that w′Λ′ ∈ P+, then
i. (M(Λ, 0):L(Λ′, 0)) = mw
′Λ′
Λ .
ii. Prim(M (κ)(Λ, 0)) ⊂ ∐Λ′∈P+ ;mΛ′Λ 6=0 M (κ)(Λ, 0)(h(Λ′),w(Λ′)) ,.
iii. π ∈ HomW3(M (κ
′)(Λ′, 0),M (κ)(Λ, 0)) is nontrivial only if mw
′Λ′
Λ 6= 0.
Proof:
(i) Follows from Theorems 2.29 (i) and 2.31 (iii).
(ii) Follows from (i), Lemma 2.15 (or Theorem 2.29 (ii)) and the filtration (2.49).
(iii) Follows from (ii), Lemma 2.17 (recall that α0 = 0 for c = 2) and the fact that the image of of
vκ′−1 ∈M (κ′)(Λ′, 0) is a (nontrivial) p-singular vector in M (κ)(Λ, 0).⊔⊓
Remark: Obviously, for Λ′ ∈ P+, Λ ∈ P , we have mΛ′Λ 6= 0 only if Λ′−Λ ∈ Q+. For c = 2 it therefore makes
sense to extend the action W on h∗ to Ŵ by defining
tαΛ = Λ+ α , α ∈ Q ,Λ ∈ h∗ , (2.94)
where we have used that Ŵ ∼= W ⋉ T , i.e., every ŵ ∈ Ŵ can be (uniquely) decomposed as ŵ = wtα for
some w ∈ W, α ∈ Q. Using this affine Weyl group action, Theorem 2.33 (ii) can now be formulated as the
statement that the weights of primitive vectors in a generalized Verma module M (κ)(Λ, 0) are on the orbit
of Λ under Ŵ .
2.3.2. Explicit examples
Let us introduce some more notation. For any set of vectors S = {v1, v2, . . .} ⊂M(Λ, α0) we denote by
M(S) = M(v1, v2, . . .) the submodule of M(Λ, α0) generated by {v1, v2, . . .}. Further, in the remainder of
this chapter we generically use the symbol w for a primitive vector which is not p-singular, v for a p-singular
vector which is not singular and u for a singular vector. By Theorem 2.33, the weights of the primitive
vectors in M(Λ, 0) are concentrated on the orbit of Λ under the coset Ŵ/W , so we find it convenient to
label primitive vectors by the Dynkin labels of the corresponding weight, i.e., we use the notation ws1s2 for
a primitive vector of weight (h(Λ), w(Λ)) where Λ = s1Λ1 + s2Λ2. This notation is adopted for the u and v
vectors also. Moreover, we label c = 2 (generalized) Verma modules by the Dynkin indices of their highest
weight (inside square brackets), i.e., we use the notation M [s1, s2] for M(s1Λ1 + s2Λ2, 0) etc. (α0 = 0 is
implicitly understood in this notation).
Example: Let us discuss in more detail the example of Section 2.2.2, i.e., we consider the Verma module
M [0, 0]. Its highest weight vector is, conforming to the conventions above, denoted by u00. We have already
seen thatM [0, 0], at L0-level 1, consists of a two-dimensional Jordan block underW0 corresponding to weight
(h = 1, w = 0) (Λ = Λ1 + Λ2); i.e., at this weight there is a singular vector u11 and a p-singular vector v11.
Note that since mΛ1+Λ20 = 2 this is consistent with Theorem 2.33 (ii). Next, at energy level h = 3 we find
two singular vectors u30 and u03 in accordance with m
3Λ1
0 = m
3Λ2
0 = 1.
At energy level h = 4 something interesting happens. Explicit computation shows that there are only
two p-singular vectors, while on the other hand m2Λ1+2Λ20 = 3. The resolution of this paradox is that besides
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the singular and p-singular vectors u22 and v22, respectively, there is also a primitive vector w22. In fact,
the generalized eigenspace corresponding to Λ = 2Λ1 + 2Λ2 (i.e., h = 4, w = 0) has dimension four and
decomposes into 3+1 dimensional Jordan blocks. The remaining vector, i.e., the vector in the 1-dimensional
block, is in the irreducible module. As far as the content of the submodules generated by these primitive
vectors is concerned, explicit computation shows that u30, u03, v22 ∈ M(u11), w22 ∈ M(v11), u22 ∈ M(u30),
u22 ∈ M(u03), but w22 6∈ M(u11) and v22 6∈ M(u30, u03). Combining the fact that w22 ∈ M(v11) but
w22 6∈ M(u11), with the fact that w22 is primitive, leads, in particular, to the conclusion that W3,+ · w22 ⊂
M(u11); i.e., w22 becomes singular in the quotient module M [0, 0]/M(u11). We have checked this by explicit
calculation as well.
All of this information is summarized in Figure 2.1. The figure contains all primitive vectors up to level
6 (the level increases going down), the horizontal arrows between the primitive vectors refer to the action of
W0 − w. The cones built on a set of vectors S depict the module generated by S, i.e., M(S).
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Figure 2.1. Embedding structure for M [0, 0]
One may deduce from the above that (a possible choice for) the Jordan-Ho¨lder series JHN (M [0, 0]), N ≤
3 is given by (see Remark (ii) after Theorem 2.4)
M ⊃ M(v11) ⊃ M(u11) ⊃ M(u30, u03) ⊃ M(u30) . (2.95)
The quotients are isomorphic (up to N = 3) with L[0, 0], L[1, 1], L[1, 1], L[0, 3] and L[3, 0], respectively. For
N ≥ 4, though, the quotient M(v11)/M(u11) is no longer irreducible due to the appearance of the primitive
vector w22. The following is, however, a viable Jordan-Ho¨lder series for N ≤ 6
M ⊃ M(v11) ⊃ M(w22, u11) ⊃ M(u11) ⊃ M(u30, u03, v22) ⊃ M(u30, v22) ⊃
⊃ M(v22) ⊃ M(u22) .
(2.96)
In Appendix A we have summarized some explicit computations regarding the submodule structure of
c = 2 Verma modules. In these tables we have labelled the Verma modules as well as irreducible modules
by the the Dynkin indices of their highest weights, e.g., M [s1, s2], as before. The triality of Λ is defined, as
usual, by (s1 + 2s2)mod 3.
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Tables A.1–A.4 provide a list of primitive vectors (arranged in Jordan blocks) for (generalized) Verma
modules of low lying highest weights and levels.13 A prime on a primitive vector in M (2)[s1, s2] indicates
that this vector is in the kernel of the natural homomorphism M (2)[s1, s2] → M [s1 − 1, s2 − 1]. Tables A.5
and A.6 list the dimensions of the level h subspaces of irreducible c = 2 modules and Tables A.7–A.9 list
the dimensions for some submodules of, respectively, M [0, 0],M [1, 0] and M [1, 1], generated by primitive
vectors. All computations were done with the help of MathematicaTM,14 except for those in Tables A.5 and
A.6 which follow from Theorem 2.30, and some cases for which the submodule is known to be isomorphic to
a Verma module (see the discussion in Section 2.2.2).
With the help of the tables in Appendix A one can verify that, for example, the quotients in the JH-series
(2.95) and (2.96) are indeed irreducible up to the asserted level. Additional examples, like the one discussed
above, can be worked out using the tables. For illustrational purposes we give the embedding structures of
M [1, 0] and M [1, 1] below.
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Figure 2.2. Embedding structure for M [1, 0]
As another example of a JH-series, that can be read off from the tables, we give JHN (M [1, 1]) valid for
N ≤ 8
M [1, 1] ⊃ M(u30, u03, v22) ⊃ M(u30, u03, w33) ⊃ M(u03, w33, v41) ⊃ M(u22, v41, v14, w33) ⊃
⊃ M(v41, v14, w33) ⊃ M(v41, v14) ⊃ . . . .
(2.97)
We conclude this section with the following observation. While for the Virasoro algebra all submodules
of Verma modules are generated by singular vectors (see, e.g., [43]), here we have
13 For h ≥ 9, Tables A.1–A.4, do not necessarily give the entire Jordan blocks, i.e., it is possible that the
Jordan blocks contain additional non-primitive vectors. Also, there often exist additional Jordan blocks at
the same weight (h,w) as the ones in the table, e.g., M [0, 0] has an additional 1-dimensional Jordan block
at (h,w) = (4, 0) – the corresponding vector u˜22 is in L[0, 0].
14 We thank L. Romans for supplying routines for working with conformal fields at the level of modes.
– 32 –
Corollary 2.34. Not every submodule of a W3 Verma module is generated by p-singular vectors.
Proof: The submodule M(w22, u11) of M [0, 0] in the example above provides a counterexample. ⊔⊓
The Corollary above is another manifestation that the W3 algebra behaves, in many respects, as a rank
3 Lie algebra (in fact as ŝl3), while the Virasoro algebra is a rank 2 Lie algebra whose submodule structure
is considerably simpler [43].
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Figure 2.3. Embedding structure for M [1, 1]
2.4. Resolutions
An important construction in homological algebra is that of a “resolution” of a module. Its utility lies
in the fact that, through a resolution of a module V , many computations involving the module V can be
reduced to computations involving the modules in the resolution of V , e.g., by means of spectral sequence
techniques. By choosing the modules in the resolution to have certain simple properties – exactly which
properties should be considered simple depends on the problem under investigation – the latter computations
might become tractable. In the physical problem of the D = 4 W3 string we are required to work with free
fields, since these are the embedding coordinates of the string into spacetime. Thus, in the context of this
paper, the need for resolutions follows from the complicated nature of the free field realization in Theorem
2.24. Given the Fock space decomposition in Theorem 2.31 for c = 2, it is enough to understand resolutions
of irreducible modules.
Definition 2.35. A resolution of a W3 module V ∈ O is a Z-graded complex (C, δ) of W3 modules with a
differential δ of degree 1, i.e., δ : C(n) −→ C(n+1), δ2 = 0, such that Hn(δ, C) ∼= δn,0 V .
As an example of a resolution, consider15
15 More generally, Fock space resolutions for the W3 irreducible modules with a completely degenerate
highest weight (“minimal models”) were constructed in [45,18] by applying the Quantum Drinfel’d-Sokolov
reduction to the Fock space resolutions of admissible ŝl3 modules.
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Theorem 2.36. There exists a resolution C(n) for the c = 2 irreducible module L(Λ, 0), Λ ∈ P+, in terms
of Fock spaces. Here
C(n) ∼=
⊕
{w∈W | ℓ(w)=n}
F (w(Λ + ρ)− ρ, 0) . (2.98)
Proof: Follows directly from the Fock space decomposition (2.86). ⊔⊓
Interestingly, the resolution is of finite length – it contains a finite number of Fock spaces, here labelled
by the Weyl group of sl3. This result is clearly consistent with the character formula (2.85). In fact, with the
differential constructed from screening charges as discussed below the proof of Theorem 2.31, the structure
of the resolution reflects those of the (dual to the) BGG resolutions for irreducible finite dimensional sl3
modules.
2.4.1. Verma module resolutions of c = 2 irreducible W3 modules
Verma modules, and also generalized Verma modules, have the “simple property” that they are, in a
sense, free overW3,−. This is the main reason that Verma module resolutions (also called BGG resolutions)
are important homological constructions. As we have already seen in Section 2.3.2, resolutions of c = 2
irreducible W3 modules in terms of Verma modules will in general not exist, e.g., the kernel of the canonical
projection M [0, 0]→ L[0, 0] is isomorphic with the image of a generalized Verma module, namely M (2)[1, 1],
in M [0, 0]. However, in this section we present, for any given c = 2 irreducible W3 module L(Λ, 0), Λ ∈ P+,
the construction of a resolution, to be denoted by (M(Λ, 0), δ), in terms of generalized Verma modules, i.e.,
a resolutions where each of the termsM(n)(Λ, 0) is the direct sum of a (finite) number of generalized Verma
modules ofW3. By construction we haveM(n)(Λ, 0) = 0 for n > 0. It turns out that, in fact,M(n)(Λ, 0) = 0
for n sufficiently negative, namely n < −4, as well, so that the resolutions are of “finite length.” It should
be remarked that the fact that such resolutions exist in the first place is rather remarkable, since, as we have
seen in Corollary 2.34, not every submodule of a W3 Verma module is generated by p-singular vectors.
Let us now, assuming their existence, try to construct such generalized Verma module resolutions, by
combining the various results of the previous sections.
By Theorem 2.33 (iii), nontrivial homomorphisms M (κ
′)(Λ′, 0)→M (κ)(Λ, 0) with Λ,Λ′ ∈ P exist only
if mw
′Λ′
Λ 6= 0, where w′ ∈W is such that w′Λ′ ∈ P+. Using the redundancy in parametrization by Λ (Lemma
2.17 with α0 = 0), it follows that, in order to build resolutions of an irreducible module L(Λ, 0), it suffices
for the various terms M(n)(Λ, 0) to consider sums of generalized Verma modules M (κ)(Λ′, 0), with Λ′ ∈ P+
such that mΛ
′
Λ 6= 0, only.
Furthermore, since
w−1(w(Λ + ρ)− ρ) = Λ + ρ− w−1ρ , (2.99)
one might think that, in analogy with Theorem 2.36, only (generalized) Verma modules with highest weights
Λ′ = Λ + ρ − w−1ρ, w ∈ W – corresponding to translations tρ−w−1ρ in (2.94) – will enter the resolution.
This turns out to be false. In addition, as we will see later, weights corresponding to the translation tρ will
arise.16
As will become clear in Section 3.4.1 it is useful to introduce an extension W˜ of the Weyl group W of
sl3, by W˜ ≡W ∪ {σ1, σ2} and extend the length function on W to W˜ by assigning ℓ(σ1) = 1 and ℓ(σ2) = 2.
16 Unfortunately, we have no intrinsic understanding why exactly this particular subset of T ≡ {tα |α ∈ Q}
occurs in the generalized Verma module resolutions at c = 2.
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Similarly, we can extend the “twisted length” ℓw(σ) ≡ ℓ(w−1σ) − ℓ(w−1), w, σ ∈ W to σ ∈ W˜ by defining
the multiplications
wσi = σi , i = 1, 2 , w ∈W . (2.100)
Furthermore, W˜ acts on h∗ by σiλ = 0, i = 1, 2. Note that this action is consistent with the multiplications
(2.100). Then, motivated by (2.99), we define the “circle action” of W˜ on h∗ by
σ ◦ Λ = Λ+ ρ− σρ , σ ∈ W˜ . (2.101)
To denote the weights in the resolution we will use both the notation σ ◦ Λ as well as their Dynkin
labels. Below we provide a translation table for quick reference.
σ σ ◦ Λ [σ ◦ Λ] ℓ(σ)
1 Λ [s1, s2] 0
r1 Λ + α1 [s1 + 2, s2 − 1] 1
r2 Λ + α2 [s1 − 1, s2 + 2] 1
σ1 Λ + α1 + α2 [s1 + 1, s2 + 1] 1
r12 Λ + 2α1 + α2 [s1 + 3, s2] 2
r21 Λ + α1 + 2α2 [s1, s2 + 3] 2
σ2 Λ + α1 + α2 [s1 + 1, s2 + 1] 2
r3 Λ + 2α1 + 2α2 [s1 + 2, s2 + 2] 3
Table 2.1. The circle action of W˜ .
As we will see, not all σ ∈ W˜ enter the (generalized) Verma module resolution of L(Λ, 0).17 It proves
useful to define a subset W (Λ) ⊂ W˜ for all Λ ∈ P+ as follows
W (Λ) =


W˜ if Λ ∈ P++ ,
{1, ri, σ1, r12, r21, r3} if (Λ, αi) = 0, Λ 6= 0 ,
{1, σ1, r12, r21, r3} if Λ = 0 .
(2.102)
The resolutions (M(Λ, 0), δ) of L(Λ, 0) have the following structure: Only generalized Verma modules
M (κ)(σ ◦ Λ, 0) with σ ∈ W (Λ) occur. For any given σ ∈ W (Λ) a (generalized) Verma module with either
κ = 1 or κ = 2 and highest weight σ ◦ Λ occurs as a direct summand of M(n)(Λ, 0) for n = −ℓ(σ), and, if
M (2)(σ ◦Λ, 0) occurs as a direct summand ofM(−ℓ(σ))(Λ, 0), then M(σ ◦Λ, 0) occurs as a direct summand of
M(−ℓ(σ)−1)(Λ, 0) provided Λ 6= 0. Otherwise, i.e., ifM(σ◦Λ, 0) occurs as a direct summand ofM(−ℓ(σ))(Λ, 0)
and/or Λ = 0, then generalized Verma modules with highest weight σ ◦ Λ will not occur as a summand of
M(n)(Λ, 0) for n 6= −ℓ(σ).
A more precise statement is contained in the following
Conjecture 2.37. The resolution, (M(Λ, 0), δ), of an irreducibleW3 module L(Λ, 0), Λ ∈ P+ is one of three
types, depending on whether Λ ∈ P++, Λ ∈ P+\P++ but Λ 6= 0, or Λ = 0. The resolutions are depicted
in Figures 2.4–2.6. In these pictures, each M(n) (n decreases going downward) is the direct sum of the
generalized Verma modules on the same horizontal line, and the differentials δ(n) : M(n) →M(n+1) are given
by the collection of homomorphisms represented by the arrows. The homomorphisms are fully determined
by the image of the lowest vector, i.e., vκ−1, in each highest weight Jordan block of the generalized Verma
modules M (κ)(Λ′, 0). These are given in equations (2.103)–(2.105).
17 This is, of course, intimately related to the fact that mΛΛ−αi = 0 iff (Λ, αi) = 0.
– 35 –
M [2; 2]
M
(2)
[2; 2]
M [3; 0] M [0; 3]
M
(2)
[1; 1]
M [0; 0]
6
@
@
@
@
I
 
 
 
 

 
 
 
 

@
@
@
@
I
6
δ(−1)(v1 1) = v1 1
δ(−2)((u3 0, 0)) = u3 0
δ(−2)((0, u0 3)) = u0 3
δ(−3)(v2 2) = (u2 2, 0)− (0, u2 2)
δ(−4)(u2 2) = u2 2
(2.103)
Figure 2.4. Resolution of L[0, 0]
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δ(−1)((vs1+11, 0)) = vs1+1 1
δ(−1)((0, us1−1 2)) = us1−1 2
δ(−2)((us1+3 0, 0, 0)) = (u
′
s1+30, 0)
δ(−2)((0, us1+11, 0)) = (us1+11, 0)− (0, us1+11)
δ(−2)((0, 0, vs1 3)) = −(vs1 3, 0) + (0, vs1 3)
δ(−3)((vs1+22, 0)) =
1
12 (us1+22, 0, 0) + (0, vs1+22, 0) + (0, 0, vs1+22)
δ(−3)((0, us1 3)) = (0, us1 3, 0) + (0, 0, us1 3)
δ(−4)(us1+2 2) = −(us1+22, 0) + (0, us1+2 2)
(2.104)
Figure 2.5. Resolution of L[s1, 0], s1 > 0
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δ(−1)((us1+2 s2−1, 0, 0)) = us1+2 s2−1
δ(−1)((0, vs1+1 s2+1, 0)) = vs1+1 s2+1
δ(−1)((0, 0, us1−1 s2+2)) = us1−1 s2+2
δ(−2)((vs1+3 s2 , 0, 0, 0)) = −(vs1+3 s2 , 0, 0) + (0, vs1+3 s2 , 0)
δ(−2)((0, us1+1 s2+1, 0, 0)) = −(us1+1 s2+1, 0, 0) + (0, us1+1 s2+1, 0)
δ(−2)((0, 0, us1+1 s2+1, 0)) = (0, us1+1 s2+1, 0)− (0, 0, us1+1 s2+1)
δ(−2)((0, 0, 0, vs1 s2+3)) = (0, vs1 s2+3, 0)− (0, 0, vs1 s2+3)
δ(−3)((us1+3 s2 , 0, 0)) = −(us1+3 s2 , 0, 0, 0) + (0, us1+3 s2 , 0, 0)
δ(−3)((0, vs1+2 s2+2, 0)) = −(vs1+2 s2+2, 0, 0, 0) + (0, vs1+2 s2+2, 0, 0)− (0, 0, vs1+2 s2+2, 0) + (0, 0, 0, vs1+2 s2+2)
δ(−3)((0, 0, us1 s2+3)) = (0, 0, us1 s2+3, 0)− (0, 0, 0, us1 s2+3)
δ(−4)(us1+2 s2+2) = −(us1+2 s2+2, 0, 0) + (0, us1+2 s2+2, 0) + (0, 0, us1+2 s2+2)
(2.105)
Figure 2.6. Resolution of L[s1, s2], s1, s2 > 0
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The evidence for Conjecture 2.37:
We have explicitly carried out the program of constructing and checking the resolution in four different cases;
namely, for L[0, 0], L[1, 0], L[2, 0], and L[1, 1]. This is done as follows: First we examine the primitive vector
structure ofM [s1, s2], and of the (generalized) Verma modules with the same highest weights as the primitive
vectors, and so on. This information is given, down to a finite L0-level, in Tables A.1–A.4 of Appendix A
(see also the discussion in Section 2.3.2). At the first step in the resolution, we take M(−1)[s1, s2] in such
a way that the image of M(−1)[s1, s2] in M [s1, s2] is precisely the maximal ideal I[s1, s2]. From, again,
the multiplicities in Tables A.1 and A.2 one now concludes that the previously constructed homomorphism
has a nontrivial kernel, i.e., that the various summands of M(−1)[s1, s2] have some “overlap” in M [s1, s2].
This is taken care of by a proper choice of M(−2)[s1, s2], and so on. This reasoning by itself leads to the
“minimal Ansatz” for the resolutions as depicted in the figures. Secondly, we fix the normalization of all
homomorphisms constituting the differential by imposing the condition that δ(n+1)δ(n) = 0 on the highest
weight vectors. The last step, the actual verification of the resolution, now comes down to the explicit
calculation of the dimensions of the images I(n) ⊂ M(n) of the homomorphisms δ(n−1) : M(n−1) →M(n)
at each step in the resolution. Then we must prove, for all n ≤ 0, that at each L0-level h,
dimM(n)(h) = dim I
(n)
(h) + dim I
(n+1)
(h) , (2.106)
where we have defined, for convenience, I(1) ≡ L[s1, s2].
To compute the dimension of the image at a specific L0-level in a given module is straightforward in
principle: We calculate the action of the standard basis vectors – as given in Theorem 2.12 or (2.47) – on
the p-singular vectors of interest, the level of each basis vector being chosen so that the result is an vector
in the given module at L0-level h. Then we calculate the rank of the matrix of coefficients of these vectors
in the standard L0-level h basis of the given module. The computations are done using Mathematica
TM.
The results for L[0, 0], L[1, 0], L[1, 1] and L[2, 0] are displayed in Tables C.1, C.2, C.3 and C.4, respectively.
Clearly, the data collected in the tables provide a verification of the resolutions down to L0-level at which the
last space is expected to appear. From the explicit examples at low lying highest weight we have extrapolated
to the general result.
Some comments are in order. Superficially, the resolutions for Λ ∈ P+\P++ look like subdiagrams of
the generic resolution, i.e., for Λ ∈ P++. There are however important differences. While in the generic
resolution the various generalized Verma modules at steps n and n + 2 are connected by 0, 1 or 2 squares,
and the δ2 = 0 condition works through cancelation within each square, the boundary case L[s1, 0] is more
subtle. First, there is no square originating at M [s1 + 3, 0], which means that us1+30 has to map to the
singular vector u′s1+30 inM
(2)[s1+1, 1] that is in the kernel of the homomorphismM
(2)[s1+1, 1]→M [s1, 0].
Secondly, there are three possible paths fromM (2)[s1+2, 2] to M
(2)[s1+1, 1]. The third path is crucial since
without it, and with the normalizations (uniquely) fixed from the other squares in the diagram, δ2 would
not be zero on M (2)[s1 + 2, 2].
Remarks:
i. An independent consistency check on the conjectured resolutions is the fact that the resulting character
of L(Λ, 0), as obtained from the Lefschetz principle, coincides with that of Theorem 2.30. In fact, our
belief that the resolutions are of finite length is to a large extent based on the character formula (2.85).
ii. Another, a posteriori, consistency check is provided by the resulting semi-infinite cohomology and its
underlying BV-structure computed in Sections 3 and 5. This BV-structure is sufficiently rigid that
potential errors in the resolution are likely to lead to inconsistencies at this stage.
iii. The fact that there are three different types of resolutions depending on the type of Λ, is presumably
related to the existence of three possible posets at c = 2, which determine the Kazhdan-Lusztig poly-
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nomial that encodes the multiplicities of the irreducible modules in the composition series of a Verma
module [33]. It is quite probable that the resolutions within each case can be related by invoking a
“shift principle” a la Jantzen [63].
iv. It is an interesting open problem to derive the resolutions of Conjecture 2.37 from analogous resolutions
of ŝl3 modules by means of the Quantum Drinfel’d-Sokolov reduction.
This concludes our discussion of the structure theory of W3 modules. In the next section we discuss
how to apply the above results in the computation of the semi-infinite cohomology of the W3 algebra.
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3. BRST COHOMOLOGY OF THE 4D W3 STRING
3.1. Complexes of semi-infinite cohomology of the W3 algebra
The notion of semi-infinite cohomology of the W3 algebra with values in a positive energy module was
first introduced in [88]. In this section we briefly summarize an extension of this construction to the category
of tensor products of two positive energy modules [9].
3.1.1. The W3 ghost system
The first step in the construction of a complex for the semi-infinite cohomology of the W3 algebra is
the same as that for the case of the Virasoro or affine Lie algebras (see, e.g., [39,46]). Corresponding to the
currents T (z) and W (z), we introduce two anticommuting bc-ghost systems (b[j], c[j]), with j = 2 and j = 3,
respectively. The nonvanishing OPEs of the ghost fields are
c[j](z)b[j
′](w) ∼ δ
jj′
z − w , b
[j](z)c[j
′](w) ∼ δ
jj′
z − w , (3.1)
so that the mode operators, c
[j]
n and b
[j]
n , defined by the expansions,
c[j](z) =
∑
n∈Z
c[j]n z
−n+j−1 , b[j](z) =
∑
n∈Z
b[j]n z
−n−j , (3.2)
satisfy the anticommutation relations of a Clifford algebra:
[c[j]m , c
[j′]
n ] = 0 , [b
[j]
m , b
[j′]
n ] = 0 , [c
[j]
m , b
[j′]
n ] = δ
jj′δm+n,0 , m, n ∈ Z . (3.3)
The dimensions of the fields b[j](z) and c[j](z) are equal to j and −j + 1, respectively, and follow from the
stress-energy tensor
T gh [j](z) = −(j − 1)(∂b[j]c[j])(z)− j(b[j]∂c[j])(z) , j = 2, 3 . (3.4)
Let F gh denote the ghost Fock space defined as the standard positive energy module of the Clifford
algebra (3.3). It is freely generated by c
[j]
−n, n ≥ 0, and b[j]−n, n > 0, from the “physical” ghost vacuum |0〉gh,
satisfying
c[j]n |0〉gh = 0 , n ≥ 1 , b[j]n |0〉gh = 0 , n ≥ 0 ; j = 2, 3 . (3.5)
A standard basis in F gh consists of the elements
gk1...kK ;ℓ1...ℓL;m1...mM ;n1...nN = c
[2]
−k1 . . . b
[2]
−ℓ1 . . . c
[3]
−m1 . . . b
[3]
−n1 . . . |0〉gh , (3.6)
where k1 > . . . > kK ≥ 0, etc. Exactly as discussed in Section 2.2.3, there is an isomorphism between the
states in (3.6) and the chiral algebra Vgh of fields obtained by a finite number of normal products of a finite
number of derivatives of the basic fields (b[j], c[j]): for any state |O〉 ∈ F gh, there is a corresponding field
O(z) ∈ Vgh such that |O〉 = limz→0O(z)|0〉, where |0〉 is the sl(2,C) invariant vacuum (for the ghost system,
|0〉 = b[2]−1b[3]−1b[3]−2|0〉gh). Both Vgh and F gh are graded by the ghost number gh(·), with the usual assignment
gh(c[j]) = 1 and gh(b[j]) = −1, and normalized such that the ghost number of the identity operator, i.e.,
the sl(2,C) vacuum, is equal to zero. In this normalization the ghost number of the physical ghost vacuum,
|0〉gh, which corresponds to the operator c[2]∂c[3]c[3](z), is equal to three.
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It is convenient to also define the Fock space F
gh
, precisely as F gh but now with a vacuum |0¯〉gh,
satisfying
c[j]n |0¯〉gh = 0 , n ≥ 0 , b[j]n |0¯〉gh = 0 , n ≥ 1 ; j = 2, 3 . (3.7)
Clearly, we have a Vgh isomorphism F
gh ∼= F gh by identifying |0¯〉gh = c[2]0 c[3]0 |0〉gh. This isomorphism
preserves ghost number if we assign ghost number five to |0¯〉gh. We may now introduce the linear anti-
involution ωgh of V
gh defined by
ωgh(c
[j]
n ) = c
[j]
−n , ωgh(b
[j]
n ) = b
[j]
−n . (3.8)
Similarly to the discussion of Fock spaces in Section 2.2.3, we have
Theorem 3.1. There exists a unique bilinear form 〈−|−〉gh : F gh × F gh −→ C, contravariant with respect
to ωgh, such that 〈0¯|0〉gh = 1. This form is non-degenerate on F gh,8−n × F gh,n.
3.1.2. The BRST current and the differential
Theorem 3.2 [9]. Let VM and V L be two arbitrary positive energy modules of the W3 algebra. Consider
the current
J(z) = c[3]( 1√
βM
WM − i√
βL
WL) + c[2](TM + TL + 12T
gh [2] + T gh [3])
+ (TM − TL)b[2]c[3]∂c[3] − µ b[2]∂c[3]∂2c[3] + 23µ b[2]c[3]∂3c[3] + 32∂2c[2] ,
(3.9)
where µ = (1− 17βM )/(10βM ) and βM,L = 16/(22 + 5cM,L) (see Section 2.1.2). Then the operator
d =
∮
dz
2πi
J(z) , (3.10)
acting on VM ⊗ V L ⊗ F gh satisfies d2 = 0 if and only if cM + cL = 100.
The current (3.9) is a natural generalization of the BRST current constructed in [88]. In particular, the
leading terms
J(z) = c[3]
(
1√
βM
WM − i√
βL
WL
)
+ c[2]
(
TM + TL
)
+ . . . , (3.11)
have the form one would expect if W3 were a Lie algebra acting on the tensor product of two modules. It
has been shown in [9] that the completion of (3.11) by the higher order terms in (3.9) is unique, up to a total
derivative, if one requires that the corresponding charge d is a differential of ghost number one, i.e., d2 = 0.
Thus the following definition is quite natural.
Definition 3.3. Let VM and V L be positive energy modules of the W3 algebra with cM + cL = 100. Then
the complex (VM ⊗ V L ⊗ F gh, d) graded by the ghost number (degree), and with the differential d of ghost
number one, is the complex of semi-infinite (BRST) cohomology of the W3 algebra with values in the tensor
product VM ⊗ V L. The corresponding cohomology will be denoted by H(W3, VM ⊗ V L) and called the
non-critical W3 cohomology.
Remarks:
i. When V L is the trivial W3 module, the above complex reduces to the original complex introduced in
[88]. We will call the corresponding cohomology (with values in a single W3 module) the critical W3
cohomology.
ii. Alternative derivations of the BRST current (3.9) were given in [7,30].
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One should note that the existence of an extension of the complex from the critical to the non-critical
case is by no means obvious, because, unlike for Lie algebras, the tensor product of twoW3 modules does not
have a natural W3 module structure. A more conceptual explanation of the result in Theorem 3.2 has been
given in [10,30] and, more recently, [31], where it is argued that non-critical complexes may be constructed
from a suitable complex of semi-infinite cohomology of an affine Lie algebra, using the fact that the W3
algebra itself is a (Quantum Drinfel’d-Sokolov) reduction of an affine Lie algebra (see, e.g., [11,44,41]). It
seems, however, that in the cases we want to study explicitly in this paper the precise relation between the
two cohomologies is to a large extent conjectural – by extrapolating the results for the W2 (Virasoro) string
(see, e.g., [2,1,84]) – and thus we will not pursue this point of view further.
In the following we will also need the “operator version” of the cohomology, in which the modules
are replaced by chiral algebras of operators. More precisely, let V, VM and VL be chiral algebras that
decompose as W3 modules into direct sums of positive energyW3 modules, with the central charges c = 100
and cM + cL = 100, respectively. Then we have “operator valued” complexes given by C = V⊗Vgh in the
critical case and C = VM ⊗VL ⊗Vgh in the non-critical case. Let O(z) be a field in the chiral algebra C.
The action of the differential d is given by the OPE with the BRST current J(z), namely
(dO)(z) =
∮
Cz
dw
2πi
J(w)O(z) , (3.12)
where the contour Cz surrounds the point w = z counterclockwise. It is straightforward to verify that (C, d)
is a complex. We will denote the corresponding “operator valued” cohomology by H(W3,C).
One can use the relation between an operator O(z) and the corresponding state |O〉 at the level of the
whole complex given by the analogue of (2.59). This allows one to pass from an “operator valued” to a “state
valued” complex. In cases where there is an equivalence between the state and operator formulations – as
discussed above for the ghost system or in Section 2.2.3 for the Fock spaces – we will switch freely between
the two depending on which one is more convenient. One should remember, however, that for certain classes
of modules, e.g., Verma modules, the operator valued counterpart of the complex may not exist.
A natural problem is to understand the algebraic structure on the cohomology space H(W3,C) that
is induced from the underlying chiral algebra C. It turns out that if C is a VOA, then H(W3,C) has the
structure of a BV-algebra. We will discuss this in detail in Section 5. First, however, we need to define more
precisely what is the cohomology problem we want to solve.
3.2. The W3 cohomology problem for 4D W3 string
The spectrum of physical states of 4D W3 gravity is computed as non-critical W3 cohomology with
values in the tensor product of two Fock modules, F (ΛM , 0)⊗F (ΛL, 2i), i.e., the background charges of the
matter and the Liouville Fock spaces are αM = 0 and αL = 2i, with the corresponding central charges cM = 2
and cL = 98. In principle the matter and the Liouville momenta, ΛM and ΛL, are arbitrary. However, for
reasons that will be explained shortly, we will assume in addition that (ΛM ,−iΛL) are restricted to lie on a
lattice L ⊂ h∗
R
× h∗
R
characterized by the following properties:
i. λ ∈ P for all (λ, µ) ∈ L.
ii. (Λi,Λi) ∈ L, i = 1, 2.
iii. L is an integral lattice (of signature (2, 2)), i.e.,
λ · λ′ − µ · µ′ ∈ Z , (3.13)
for all (λ, µ), (λ′, µ′) ∈ L.
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Lemma 3.4. The maximal lattice L satisfying (i)-(iii) consists of weights (λ, µ) such that
λ , µ ∈ P , λ− µ ∈ Q . (3.14)
Proof: Set λ′ = µ′ = Λi in (3.13). Then for all (λ, µ) ∈ L we find
Λi · (λ− µ) ∈ Z , i = 1, 2 , (3.15)
which, together with (i), implies (3.14). Conversely, given a lattice satisfying (3.14), and thus (i) and (ii),
we may use the identity
λ · λ′ − µ · µ′ = (λ− µ) · λ′ + µ · (λ′ − µ′) ∈ Z , (3.16)
to deduce (iii). ⊔⊓
The choice of the lattice L is partly motivated by the following result.
Theorem 3.5. Let C be the chiral algebra corresponding to
C =
⊕
(ΛM ,−iΛL)∈L
F (ΛM , 0)⊗ F (ΛL, 2i)⊗ F gh . (3.17)
Then (C, C) can be equipped with a structure of a VOA.
Proof: An operator O(z) ∈ C is of the form
O(z) = P [∂φM,i, ∂φL,i, c[j], b[j], . . . ]VΛM ,−iΛL(z) , (3.18)
where P [ . . . ] is a polynomial in the fields ∂φM,i, ∂φL,i, i = 1, 2; c[j], b[j], j = 2, 3, and their derivatives,
while VΛM ,−iΛL(z) = VΛM ,ΛL(z) cΛM ,ΛL , the vertex operator corresponding to the vacuum state
|ΛM ,ΛL〉 = |ΛM , 0〉 ⊗ |ΛL, 2i〉 ⊗ b[2]−1b[3]−1b[3]−2|0〉gh , (3.19)
is, up to a phase-cocycle cΛM ,ΛL , the normal ordered exponent
VΛM ,ΛL(z) = e
iΛM ·φM+iΛL·φL(z) . (3.20)
The conformal dimension of the operator P [ . . . ] will be called the operator-level of the operator O.
The OPE of two operators in C with the momenta (ΛMA ,Λ
L
A) and (Λ
M
B ,Λ
L
B), respectively, is schematically
of the form
OΛM
A
,ΛL
A
(z)OΛM
B
,ΛL
B
(w) =
∑
n∈Z
(z − w)hAB+nO(n)
ΛM
A
+ΛM
B
,ΛL
A
+ΛL
B
, (3.21)
where hAB = Λ
M
A · ΛMB + ΛLA · ΛLB. Here the common factor (z − w)hAB comes from the contraction of
exponentials, the remaining contractions clearly only modify this by integer powers of (z − w). By setting
the momenta of the operators to lie on the lattice L, we find, using (iii), that all OPEs are meromorphic.
To prove that (C, C) is in fact a VOA, we must still show that it is possible to choose the phase-cocycles,
cΛM ,ΛL , such that the analytic continuation of the right hand side in (3.21) is consistent with the graded
commutativity of the OPE determined by the ghost number of operators. The existence of the required
phase-cocycles is proved in the lemma below. ⊔⊓
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Lemma 3.6. Let ξ : Q→ P be a linear map satisfying
ξ(α) · α′ − ξ(α′) · α = α · α′ mod 2 , (3.22)
then
cΛM ,ΛL = e
iπ(ξ(ΛM+iΛL)−iΛL)·(pM+ipL)η(ΛM + iΛL) , (3.23)
are the required phase-cocycles turning (C, C) into a VOA.
Remark: As reviewed in Appendix B, the map ξ defines, through (B.12), a phase-cocycle in the vertex
operator construction of ŝl3. A particular choice for ξ is given in (B.13).
Proof: Following (B.12), let us set
cΛM ,ΛL = e
iπξM((ΛM ,ΛL))·pM+iπξL((ΛM ,ΛL))·pL . (3.24)
Then the linear map (ξM , ξL) : L→ P × iP must satisfy
ξMA · ΛMB + ξLA · ΛLB − ξMB · ΛMA + ξLB · ΛLA = ΛMA · ΛMB + ΛLA · ΛLB mod 2 , (3.25)
where ξMA = ξ
M
(
(ΛMA ,Λ
L
A)
)
, etc. This may be rewritten as
ξMA · (ΛMB + iΛLB)− (ΛMA + iΛLA) · ξMB − i(ξMA + iξLA) · ΛLB + iΛLA · (ξMB + iξLB)
= (ΛMA + iΛ
L
A) · (ΛMB + iΛLB)− iΛLA · (ΛMB + iΛLB)− i(ΛMA + iΛLA) · ΛLB mod 2 ,
(3.26)
which is solved by ξL = iξM and ξM
(
(ΛM ,ΛL)
)
= ξ(ΛM + iΛL) − iΛL, as one verifies immediately using
(3.14) and (3.22). ⊔⊓
Let us comment on the conditions (i)-(iii) on the lattice L. One expects that the most interesting
subsector of the cohomology should arise for maximally degenerate matter Fock modules of the W3 algebra.
For, if the Fock module is degenerate just along one root direction then the calculation will reduce to an
analogue of the Virasoro case, and if it is irreducible we will obtain at most the vacuum state as non-trivial
cohomology – a result that follows from reduction theorems below. As discussed in Section 2.3, at c = 2 the
maximally degenerate Fock modules have integral weights, which explains (i). Condition (iii), via Theorem
3.5, allows us to study the cohomology as a BV-algebra and thus is equally natural. The remaining condition
can be justified only a posteriori, as by explicit cohomology computation we will find that the ground ring
of the theory, i.e., the ghost number zero subalgebra of the full cohomology, has generators with weights
(Λi, iΛi), i = 1, 2, as required by (ii). However, we should stress that the cohomology problem is well defined
for any weights, and that at this point our choice merely selects what should be the most interesting subsector
both from the mathematical and the physical point of view.
To summarize, let us formulate the main mathematical problem in the quantization of the 4DW3 string.
Problem. For the VOA, (C, C), given in (3.17), compute the semi-infinite cohomology H(W3,C) and
determine explicitly its BV-algebra structure.
In the following sections we present a (partially conjectural) solution to this problem. Given the length
of the analysis and its reliance on technical results, it may be useful at this point to outline the main steps.
The problem clearly splits into two parts: a computation of the cohomology, H(W3,C), and a study of
its global structure. The two steps are of course related, as the BV-algebra structure of H(W3,C) provides
quite a lot of information on the cohomology itself.
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An explicit computation of the cohomology requires a rather detailed understanding of the action of the
W3 algebra on the complex. In this respect the results of Section 2.4.1 are adequate for the subcomplex in
which the shifted Liouville momentum −iΛL + 2ρ is in the fundamental Weyl chamber. Let us denote this
subcomplex by C1. More generally, we denote the subcomplex with −iΛL+2ρ ∈ w−1 P+ by Cw. (Note that
C1 is not closed under the OPE!). A series of technical results in Section 3.3 allows then a straightforward
computation of H(W3,C1) in Section 3.4. The general form of the result suggests an extension to the
arbitrary Weyl chamber. This is discussed in Section 3.5. Then the complete BV-algebra is studied in the
last part of the paper.
3.3. Preliminary results
3.3.1. A comment on the relative cohomology
We begin with some results on the general structure of the W3 cohomology, in both the critical and the
non-critical cases. We will use V to denote either a single positive energy W3 module or a tensor product of
two such modules.
Consider the operators
Ltotn = [d, b
[2]
n ] , W
tot
n = [d, b
[3]
n ] , n ∈ Z . (3.27)
Then the Ltotn = Ln + L
[2]
n + L
[3]
n define a positive energy representation of the “total” Virasoro algebra on
V ⊗F gh, with vanishing central charge and diagonalizable Ltot0 . The eigenspaces of Ltot0 yield a decomposition
of the complex into finite dimensional subcomplexes. By the usual argument (see, e.g., [46]), the nontrivial
cohomology can arise only in the subcomplex annihilated by Ltot0 . However, the operators L
tot
n and W
tot
n
do not generate a “total” W3 algebra,18 as would have been the case if W3 were a Lie algebra. Moreover,
following the discussion in Section 2,W tot0 is in general non-diagonalizable on the complex. As a consequence,
nontrivial cohomology states need not be annihilated by W tot0 .
Lemma 3.7. A nontrivial cohomology may arise only in the subcomplex whose elements |Φ〉 satisfy
Ltot0 |Φ〉 = 0 , (3.28)
and
(W tot0 )
N |Φ〉 = 0 , (3.29)
for some N > 0.
Proof: The first condition (3.28) follows by diagonalizing Ltot0 on the complex and is the same as in the case
of the Virasoro algebra [46]. Since the subcomplex corresponding to KerLtot0 is finite dimensional, it can be
decomposed into a direct sum of generalized eigenspaces of W tot0 that are preserved by d, since [d,W
tot
0 ] = 0.
Thus we may assume that
(W tot0 − w)N |Φ〉 = 0 , (3.30)
for some w ∈ C and N > 0. Together with (3.27), this implies
wN |Φ〉 = db[3]0
( N∑
n=1
(−1)n+1
(
N
n
)
wN−n(W tot0 )
n−1)|Φ〉 , (3.31)
18 It has been shown in [10] that T tot(z), W tot(z), together with J(z), b[2](z) and b[3](z), form a subset of
generators of the topological N = 2 W3 super-algebra.
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provided d|Φ〉 = 0. Thus |Φ〉 is a trivial cohomology state whenever w 6= 0. ⊔⊓
One can define the complex of relativeW3 cohomology with respect to the “Cartan subalgebra”W3,0 as the
intersection
KerW tot0 ∩KerLtot0 ∩Ker b[2]0 ∩Ker b[3]0 ⊂ V ⊗ F gh , (3.32)
with the differential d, which clearly preserves this subspace. The corresponding cohomology will be called
relative. However, unlike in cases where the Cartan algebra acts semi-simply on the complex, this relative
cohomology is not only difficult to compute (e.g., in most nontrivial examples considered below it is practi-
cally impossible to determine the relative subcomplex explicitly) but also cumbersome to relate to the full
cohomology.
It turns out, however, that the description of H(W3,C) may nevertheless be simplified, as the explicit
results below suggest that the W3 cohomology carries a (non-canonical) quartet structure, first recognized
in the critical case in [82]. The lowest ghost number members of the quartets have been called the “prime
states,” and, for enumeration purposes, they play the role analogous to the relative cohomology states.
3.3.2. Reduction theorems
Theorem 3.8 [21]. For an arbitrary generalized Verma moduleM (κ)(ΛM , αM0 ) and a contragredient Verma
module M(ΛL, αL0 ), c
M + cL = 100, the cohomology H(W3,M (κ)(ΛM , αM0 )⊗M(ΛL, αL0 )) is nonvanishing if
and only if
−i(ΛL + αL0 ρ) = w(ΛM + αM0 ρ) , (3.33)
for some w ∈W , in which case it is spanned by the states
v0 , c
[2]
0 v0 , c
[3]
0 vκ−1 , c
[3]
0 c
[2]
0 vκ−1 ,
where vi = v
M
i ⊗ vL ⊗ |0〉gh, i = 0, . . . , κ− 1 (see Definition 2.21).
Proof: Consider linear functions ν, called the ν-degree, on M (κ)(ΛM , αM0 ), M(Λ
L, αL0 ), F
gh with values in
C [ ε−1, ε ], which map standard basis elements (2.47), (2.20) and (3.6) into powers of an indeterminate ε,
ν (e(i)m1...mM ;n1...nN ) = ε
−M−2N , i = 0, . . . , κ− 1 ,
ν(em1...mM ;n1...nN ) = ε
M+2N ,
ν(gk1...kK ;ℓ1...ℓL;m1...mM ;n1...nN ) = ε
L−K+2N−2M .
(3.34)
Extend ν multiplicatively to the tensor product C = M (κ)(ΛM , αM0 )⊗M(ΛM , αM0 )⊗ F gh. Let C(m) denote
the linear span of elements of ν-degree εm, i.e., C(m) = ν−1(εm).19 Then an operator A on C has the ν-degree
equal n if A C(m) ⊂ C(m+n). In such case we will simply say that A acts like εn. For an arbitrary A, let Aεn
be its component of degree n. The action of the generators of the W3 algebra on the basis vectors (2.47)
and those of the corresponding contragredient basis (2.20) can be studied explicitly using the commutation
relations (2.1). It is then straightforward to determine the degrees present in the decomposition of each
generator acting on C. In schematic notation, we find
LM−n ∼
1
ε
+ 1 + ε+ · · · , n > 0 ,
LMn ∼ 1 + ε+ ε2 + · · · , n ≥ 0
WM−n ∼
1
ε2
+
1
ε
+ 1 + · · · , n > 0 ,
WMn ∼
1
ε
+ 1 + ε+ · · · , n ≥ 0 ,
LL−n ∼ 1 + ε+ ε2 + · · · , n ≥ 0 ,
LLn ∼
1
ε
+ 1 + ε+ · · · , n > 0 ,
WL−n ∼
1
ε
+ 1 + ε+ · · · , n ≥ 0 ,
WLn ∼
1
ε2
+
1
ε
+ 1 + · · · , n > 0 .
(3.35)
19 This decomposition generalizes the filtration of Verma modules introduced in the proof of Theorem 2.12.
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In particular, the lowest degree components of generators LM−n, L
L
n , W
M
−n, and W
L
n , n > 0, map a given basis
vector onto another one, which is obtained by increasing the power of the corresponding generator in (2.47)
or (2.20). Thus those operators commute. The ν-degrees of the ghost and antighost mode operators are
c[2]n ∼ ε , b[2]n ∼
1
ε
, c[3]n ∼ ε2 , b[3]n ∼
1
ε2
, n ∈ Z . (3.36)
By expanding the differential (3.10) in terms mode operators, and then using (3.35) and (3.36), we find
that d is a sum of operators with nonnegative degrees. Thus, we have a spectral sequence (Er, dr), r ≥ 0,
induced from the filtration defined by the ν-degree.20 Recall that the first term in this sequence is given by
E0 = C, while the differential is d0 = (d)ε0 . Then Er+1 = H(dr, Er) and dr+1 is induced from
∑r+1
i=0 (d)εi . In
the present case
d0 =
∑
n>0
c[2]n (L
M
−n)1/ε + c
[2]
−n(L
L
n)1/ε + c
[3]
n (W
M
−n)1/ε2 + c
[3]
−n(W
L
n )1/ε2 , (3.37)
i.e., (E0, d0) is the Koszul complex of the abelian algebra generated by the leading terms of the W3 algebra
generators. By the standard argument (see, e.g., [68]) there is a contracting homotopy for the differential
(3.37) and therefore its cohomology is concentrated on the states of the form
v0 , c
[2]
0 v0 , c
[3]
0 v0 , c
[2]
0 c
[3]
0 v0 ,
...
vκ−1 , c
[2]
0 vκ−1 , c
[3]
0 vκ−1 , c
[2]
0 c
[3]
0 vκ−1 .
(3.38)
Those states span E1, on which the differential d1 is explicitly given by
d1 = c
[2]
0 (L
M
0 + L
L
0 ) + c
[3]
0 (
1√
βM
WM0 − i√βL W
L
0 ) . (3.39)
By evaluating this operator on (3.38) we find that its cohomology is nonvanishing if and only if
h(ΛM , αM0 ) + h(Λ
L, αL0 ) = 0 and w(Λ
M , αM0 )− iw(ΛL, αL0 ) = 0 . (3.40)
It follows from Lemma 2.17 that the most general solution to those conditions is given by the weights ΛM
and ΛL satisfying −i(ΛL + αM0 ρ) = w(ΛM + αL0 ρ) for some w ∈W . The nonvanishing cohomology, i.e., the
E2 term, is then spanned by the states
v0 , c
[2]
0 v0 , c
[3]
0 vκ−1 , c
[2]
0 c
[3]
0 vκ−1 . (3.41)
Since those states are annihilated by d, we also have d2 = d3 = . . . = 0, so that the spectral sequence
collapses at this term, E2 = E3 = . . . = E∞, and (3.41) yields the entire cohomology H(W3,M (κ)(ΛM , αM0 )⊗
M(ΛL, αL0 )). ⊔⊓
Remark: Theorem 3.8 is a generalization of a similiar result for the semi-infinite cohomology of the Virasoro
and affine Lie algebras [39,46] (see also [20]).
The spectral sequence argument in the proof above relies on the existence of a filtration with respect
to which the degrees of all generators were bounded from below by some power of ε. Replacing one of the
modules by an arbitrary module with a suitable filtration gives the following vanishing theorem.
20 See, e.g., [20] for a more extensive discussion of this spectral sequence and its applications in the context
of cohomology of the Virasoro and affine Lie algebras.
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Theorem 3.9. Let F be a W3 module and ν : F → C [λ−1, λ ] a ν-degree on F , such that the ν-degrees of
all W3 generators are bounded from below, i.e.,
Ln =
∑
k≥k0
(Ln)λk , Wn =
∑
k≥k0
(Wn)λk , n ∈ Z , (3.42)
for some k0 ∈ Z. Then
Hn(W3,M (κ)(ΛM , αM0 )⊗ F ) = 0 , for n ≤ 2 , (3.43)
and
Hn(W3, F ⊗M(ΛL, αL0 )) = 0 , for n ≥ 6 . (3.44)
Proof: In the first case consider the ν-degree onM (κ)(ΛM , αM0 )⊗F gh defined as in the proof of Theorem 3.8,
but with ε = λ|k0|+1. Then the ν-degree extended to M (κ)(ΛM , αM0 )N ⊗ F ⊗ F gh yields a spectral sequence
(Er, dr) with
d0 =
∑
m>0
c[2]m (L
M
−m)1/ε + c
[3]
m (W
M
−m)1/ε2 . (3.45)
As before the cohomology of d0 simply picks up the highest weight vectors v
M
i in the Verma module, i.e.,
E1 ∼=
κ−1⊕
i=0
C vMi ⊗ F ⊗ F gh> , (3.46)
where F gh> is generated by c
[2]
−m and c
[3]
−m, m ≥ 0, acting on |0〉gh. Thus all states in E1 have ghost numbers
3 + n, with n ≥ 0, which implies (3.43).
The second part of the theorem is proved similarly, except that E1 ∼= C vL ⊗ F ⊗ F gh≤ , where F gh≤ is
generated by c
[2]
0 , c
[3]
0 , and b
[2]
−n, b
[3]
−n, n > 0, from |0〉gh. ⊔⊓
Lemma 3.10. Define an ν-degree on a Fock space, F (Λ, α), by setting,
ν(fm1...mM ;n1...nN ) = λ
M+N . (3.47)
Then the action of W3 on F (Λ, α) is bounded as in (3.42) with k0 = −3.
Proof: Note that αi−n, α
i
n, and α
i
0, i = 1, 2, n > 0, act as λ, 1/λ and 1, respectively. The lemma follows by
examining the explicit formula (2.71) for the generators. ⊔⊓
3.3.3. The sl3 ⊕ (u1)2 symmetry of H(W3,C)
The vertex operator realization of ŝl3, reviewed in Appendix B, can be extended to act on the complex
C, by the currents
Hi(z) = i∂φi , i = 1, 2 ; Eα(z) = Vα,0 , α ∈ ∆ . (3.48)
From the explicit form of (3.20) and (3.23) we find that this realization acts on the matter degrees of freedom
only, but for the phase factor that depends on the Liouville momentum. The corresponding sl3 generators
commute with d, and thus their action descends to the cohomology.
Additional symmetry operators that commute with d are the Liouville momenta, −ipL,i, with the
corresponding currents ∂φL,i(z), i = 1, 2. They obviously commute with the sl3 algebra as well. The
resulting sl3 ⊕ (u1)2 symmetry of H(W3,C) will greatly simplify the following dicussion.
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The levels, h, of operators in C at a given ghost number are bounded from below, as the only operators
with nonpositive dimension are ∂nc[2], n = 0, 1, and ∂nc[3], n = 0, 1, 2. If in addition we require that a given
operator be annihilated by Ltot0 , we have
h = 12 | − iΛL + 2ρ|2 − 12 |ΛM |2 − 4 , (ΛM ,ΛL) ∈ L . (3.49)
Thus for a fixed Liouville momentum, ΛL, and a ghost number, n, but arbitrary matter weight, ΛM , there
is a finite dimensional subspace of operators in C whose level satisfies (3.49). This subspace is clearly closed
under the action of sl3 ⊕ (u1)2, which immediately yields the following result.
Theorem 3.11. The cohomology H(W3,C) decomposes into a direct sum of finite dimensional modules of
sl3 ⊕ (u1)2.
3.3.4. A bilinear form on C and H(W3,C)
By combining the linear anti-involutions on AM , AL and Vgh we obtain a linear anti-involution ω =
ωAM ⊗ ωAL ⊗ ωgh on C. A straightforward calculation show that the differential d behaves naturally under
this anti-involution, namely
ω(d) = d . (3.50)
Similarly, let C(ΛM ,ΛL) denote the complex F (ΛM , 0)⊗F (ΛL, 2i)⊗F gh, then by combining (3.50) with the
results of Theorems 2.22 and 3.1, we immediately have the following result
Theorem 3.12.
i. There exists a unique bilinear form 〈−|−〉C : C(ΛM , w0 · ΛL) × C(ΛM ,ΛL) −→ C, contravariant with
respect to ω, and such that 〈ΛM , w0 ·ΛL|ΛM ,ΛL〉C = 1. This form is non-degenerate on C8−n(ΛM , w0 ·
ΛL) × Cn(ΛM ,ΛL).
ii. The differential d is symmetric with respect to the form 〈−|−〉C .
iii. The form 〈−|−〉C induces a non-degenerate bilinear form on H8−n(W3, F (ΛM , 0) ⊗ F (w0 · ΛL, 2i)) ×
Hn(W3, F (ΛM , 0)⊗ F (ΛL, 2i)).
As an immediate important consequence, we have
Corollary 3.13. There is an isomorphism
Hn(W3, F (ΛM , 0)⊗ F (ΛL, 2i)) ∼= H8−n(W3, F (ΛM , 0)⊗ F (w0 · ΛL, 2i)) , (3.51)
for all (ΛM ,ΛL) ∈ L and n ∈ Z, which extends to an isomorphism of H(W3,C) as a sl3 ⊕ (u1)2 module.
Remark: We will refer to (3.51) as the “duality” of the cohomology.
3.4. The cohomology in the “fundamental Weyl chamber”
In this section we determine H(W3,C) in the fundamental Weyl chamber, i.e., for the Liouville weights
satisfying −iΛL + 2ρ ∈ P+. This computation relies on several results derived earlier – the isomorphism
F (ΛL, 2i) ∼= M(ΛL, 2i), that holds for −iΛL + 2ρ in the fundamental Weyl chamber (Corollary 2.28), the
reduction theorem for the W3 cohomology with values in a tensor product of a (generalized) Verma and
a contragredient Verma modules (Theorem 3.8), and explicit resolutions of the irreducible W3 modules
(Conjecture 2.37) together with the decomposition of Fock modules at c = 2 (Theorem 2.31).
The cohomologyH(W3, F (ΛM , 0)⊗F (ΛL, 2i)) is then obtained as follows: First using the decomposition
theorem for the matter Fock space (Theorem 2.31), and the isomorphism in the Liouville sector, it is sufficient
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to compute the cohomologyH(W3, L(Λ, 0)⊗M(ΛL, 2i)), where Λ = ΛM+β, β ∈ Q+. The latter cohomology
can be studied through a spectral sequence associated with the resolution of the irreducible module L(Λ, 0)
in terms of generalized Verma modules obtained in Section 2.4.1. Using the reduction theorem it is then easy
to show that this spectral sequence collapses at most at the second term, and to compute its limit explicitly.
The main result for the cohomology is given in Theorems 3.17 and 3.19, and in Appendix E.
3.4.1. H(W3, L(Λ, 0)⊗ F (ΛL, 2i)) with −iΛL + 2ρ ∈ P+
In Section 2.4.1 we have argued that for a given irreducibleW3 module L(Λ, 0), Λ ∈ P+, there exists a res-
olution (M, δ) of L(Λ, 0) in terms of c = 2 (generalized) Verma modules of highest weight (h(σ◦Λ), w(σ◦Λ)),
where σ ◦Λ ≡ Λ+ρ−σρ and σ runs over the set W (Λ) ⊂ W˜ given in (2.102) (see also Table 2.1). Replacing
L(Λ, 0) with this resolution allows us to calculate H(W3, L(Λ, 0)⊗ F (ΛL, 2i)) via relatively standard tech-
niques applied to the resulting double complex. A cursory inspection of the resolutions displayed in Figures
2.4–2.6 shows that there are only a few ways in which (generalized) Verma modules with the same highest
weights arise; in particular, they are distinguished by how they are joined by the arrows representing the
nontrivial homomorphisms comprising the differential δ. As this structure is important in the calculation,
we will first discuss these different possibilities explicitly, using this opportunity to introduce notation with
which the result may be conveniently stated.
The first case, Case I, is that a given space is isolated, i.e., it is not joined by arrows to a space with
the same highest weights. This occurs in all the resolutions of L(Λ, 0), Λ ∈ P+, but there are actually two
subcases: in Case Ia the isolated space is a Verma module, M(σ ◦ Λ, 0), which appears for σ ∈ W (Λ) ∩W
at step −ℓ(σ); in Case Ib it is a generalized Verma module M (2)(σ ◦Λ, 0), which only appears for σ = σ1 at
step −ℓ(σ1) = −1 in the resolution of L(0, 0). The next case, Case II, has exactly two spaces with the same
highest weights joined by an arrow. This only occurs in the following way,
M(σ ◦ Λ, 0) −→ M (2)(σ ◦ Λ, 0) , (3.52)
and is present in all resolutions. For σ ∈ W (Λ) ∩W the “top space,” M (2)(σ ◦Λ, 0), appears at step −ℓ(σ),
while for σ = σ1 it appears at step −1 in the resolutions of L(Λ, 0) for Λ ∈ P+\P++. The last case, Case
III, has exactly three spaces with the same highest weights joined by an arrow. This only occurs as
M(σ ◦ Λ, 0)⊕M(σ ◦ Λ, 0) −→ M (2)(σ ◦ Λ, 0) , (3.53)
for σ = σ1 in the resolution of L(Λ, 0) for Λ ∈ P++ (the top space occurring at step −1).
We may now state the result.
Theorem 3.14. Let −iΛL + 2ρ ∈ P+. Then
i. H(W3, L(Λ, 0)⊗ F (ΛL, 2i)) 6= 0 if and only if
−iΛL + 2ρ = Λ + ρ− σρ = σ ◦ Λ , (3.54)
for some σ ∈W (Λ).
ii. For a given Λ, ΛL and σ satisfying (3.54),
dim Hm(W3, L(Λ, 0)⊗ F (ΛL, 2i)) = d(m, 3− ℓ(σ)) , (3.55)
where
d(m,n) = δm,n + 2 δm,n+1 + δm,n+2 , (3.56)
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i.e., each σ ∈ W (Λ) gives rise to an independent “quartet” of cohomology states at ghost numbers n,
n+ 1, n+ 1 and n+ 2, respectively, where n = 3− ℓ(σ).
Proof: Consider the double complex (M⊗F (ΛL, 2i)⊗F gh, d, δ), obtained by “replacing” the irreducible mod-
ule L(Λ, 0) with the corresponding resolution.21 Since Hn(δ,M) ∼= δn,0 L(Λ, 0), the first spectral sequence
associated with this double complex (see, e.g., [15]) collapses at the first term to yield
Ep,q∞ ∼= Hp(W3, Hq(δ,M)⊗ F (ΛL, 2i))
∼= δq,0Hp(W3, L(Λ, 0)⊗ F (ΛL, 2i)) .
(3.57)
The E′2-term of the second spectral sequence is given by
E′p,q2 ∼= Hq(δ,Hp(W3,M⊗ F (ΛL, 2i))) , (3.58)
and can be computed explicitly using the isomorphism F (ΛL, 2i) ∼= M(ΛL, 2i), the reduction theorem of
Section 3.3.2, and the explicit form of the resolutions (see Theorem 2.37). Since H(W3,M (κ)(σ ◦ Λ, 0) ⊗
M(ΛL, 2i)) vanishes unless ΛL satisfies (3.54), the first part of the theorem follows immediately. Moreover,
the reduction theorem implies that this cohomology, when non-vanishing, arises only at the highest weight
of the given M(σ ◦ Λ, 0). Thus, depending on Λ and σ, we find (E′r, δr), r ≥ 2, to be given by one of the
following three cases (which correspond precisely to those introduced above).
Case Ia.
E′1 :
0
0
0
−→
c
[2]
0 c
[3]
0 v0
c
[2]
0 v0 , c
[3]
0 v0
v0
−→
0
0
0
,
E′1 = E
′
2 = . . . = E
′
∞ .
Case Ib.
E′1 :
0
0
0
−→
c
[2]
0 c
[3]
0 v1
c
[2]
0 v0 , c
[3]
0 v1
v0
−→
0
0
0
,
E′1 = E
′
2 = . . . = E
′
∞ .
21 Once more the technique employed here is quite standard, and the reader can consult [20] for an
elementary exposition in a similar context of the semi-infinite cohomology of the Virasoro algebra.
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Case II.
E′1 :
0
0
0
−→
c
[2]
0 c
[3]
0 v0
c
[2]
0 v0 , c
[3]
0 v0
v0
δ1−→
c
[2]
0 c
[3]
0 v
′
1
c
[2]
0 v
′
0 , c
[3]
0 v
′
1
v′0
−→
0
0
0
,
E′2 :
0
0
0
−→
c
[2]
0 c
[3]
0 v0
c
[3]
0 v0
0
δ2−→
c
[2]
0 c
[3]
0 v
′
1
c
[3]
0 v
′
1
0
−→
0
0
0
,
E′2 = E
′
3 = . . . = E
′
∞ .
Case III.
E′1 :
0
0
0
−→
c
[2]
0 c
[3]
0 v0
c
[2]
0 v0 , c
[3]
0 v0
v0
,
c
[2]
0 c
[3]
0 v
′
0
c
[2]
0 v
′
0 , c
[3]
0 v
′
0
v′0
δ1−→
c
[2]
0 c
[3]
0 v
′′
1
c
[2]
0 v
′′
0 , c
[3]
0 v
′′
1
v′′0
−→
0
0
0
,
E′2 :
0
0
0
−→
c
[2]
0 c
[3]
0 v
(−)
0 , c
[2]
0 c
[3]
0 v
(+)
0
c
[2]
0 v
(−)
0 , c
[3]
0 v
(−)
0 , c
[3]
0 v
(+)
0
v
(−)
0
δ2−→
c
[2]
0 c
[3]
0 v
′′
1
c
[3]
0 v
′′
1
0
−→
0
0
0
,
E′2 = E
′
3 = . . . = E
′
∞ .
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The notation for the states is the same as in Theorem 3.8, except that we have denoted the highest
weight states from different spaces by primes, and at the third term of the spectral resolution in Case 3 we
have introduced v
(±)
0 ≡ v0 ± v′0. Each diagram represents a double-graded complex E′rp,q, with the ghost
number, p, increasing in the vertical direction, starting with p = 3, which is the ghost number of the state
v0. The horizontal grading, q, is induced from the resolutions. In particular, each quartet of states in E
′
1
arises at the position, q, of a Verma module M(σ ◦Λ, 0) or a generalized Verma module M (2)(σ ◦Λ, 0) in the
resolution. The differential δ1 : E
′
1
p,q → E′1p,q+1 is obtained from the differential δ in the resolutions, i.e.,
it maps, up to a sign, a given state in the quartet onto the identical one in the quartet at the next step (if
such is present, it maps to zero otherwise). For example, in Case II we find δ1(v0) = v
′
0, δ1(c
[2]
0 v
′
0) = c
[2]
0 v
′
0,
but δ1(c
[3]
0 v0) = 0, etc. The resulting E
′
2 terms are spanned by the elements listed in the diagrams. Since
δ2 : E
′
1
p,q → E′1p−1,q+2, we find that in all cases δ2 vanishes identically, and thus the sequence collapses. The
second part of the theorem then follows by comparing the limits of the two spectral sequences using⊕
p+q=n
Ep,q∞ ∼=
⊕
p+q=n
E′p,q∞ , (3.59)
i.e., the so-called “zig-zag procedure.” ⊔⊓
In view of Theorem 3.14, it is rather natural to seek an explicit description of the H(W3, L(Λ, 0) ⊗
F (ΛL, 2i)) in terms of quartets. A quartet with states of ghost number n, n + 1, n + 1 and n + 2 is
parametrized by its lowest lying member, which will be called a “prime state,” following the terminology
introduced in [82] for similar states in the critical W3 cohomology. We should stress, however, that the
decomposition of the cohomology into quartets is at the level of vector spaces only, and that there is no
intrinsic characterization of prime states as specific cohomology classes. Let Hpr(W3, L(Λ, 0) ⊗ F (ΛL, 2i))
denote the space of prime states. Then part (ii) of Theorem 3.14 can be restated simply as follows
Theorem 3.15. Consider Λ, ΛL and σ ∈ W (Λ) as in (3.54). Then
Hnpr(W3, L(Λ, 0)⊗ F (ΛL, 2i)) ∼=
{
C if n = 3− ℓ(σ) ,
0 otherwise .
(3.60)
and there is a (non-canonical) isomorphism (of vector spaces)
Hn ∼= Hnpr ⊕Hn−1pr ⊕Hn−1pr ⊕Hn−2pr . (3.61)
We would like to conclude with a comment on a possible role of the relative cohomology. One may
be tempted to conjecture, by extrapolating the known result for the Virasoro algebra [46,74,19], that the
full cohomology is (non-canonically) isomorphic to the direct sum of relative cohomologies “shifted” by the
ghosts zero modes, i.e., schematically, H ∼= Hrel ⊕ c[2]0 Hrel ⊕ c[3]0 Hrel ⊕ c[2]0 c[3]0 Hrel. If this was the case, it
would be natural to identify prime states with the relative cohomology states. It would also explain the
quartet structure of the cohomology. Unfortunately, as discussed earlier, the relative cohomology, as well
as its relation to the full cohomology, is difficult to analyze, and we cannot give any general arguments
that would support such a conjecture. However, one finds, at least in cases we have studied explicitly, that
representatives of prime states in cohomology can be chosen such that they are annihilated by b
[2]
0 , b
[3]
0 (and
thus by Ltot0 and W
tot
0 ).
3.4.2. H(W3, F (ΛM , 0)⊗ F (ΛL, 2i)) with −iΛL + 2ρ ∈ P+
The result for the cohomology H(W3, F (ΛM , 0)⊗F (ΛL, 2i)), with −iΛL+2ρ ∈ P+, follows immediately
by applying Theorem 3.14 to the decomposition of F (ΛM , 0) into irreducible modules L(Λ, 0) given in
Theorem 2.31. The nontrivial contributions to the cohomology for a given Liouville momentum come from
L(Λ, 0) in the decomposition such that Λ satisfies (3.54). Thus it is clearly convenient to collect such weights
together.
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Definition 3.16. For Λ′ + 2ρ ∈ P+, define P (Λ′) as the set of all Λ ∈ P+ such that Λ′ + 2ρ = σ ◦ Λ, for
some σ ∈ W (Λ).
We have then proven the following result.
Theorem 3.17. Let −iΛL + 2ρ ∈ P+. Then
dim Hnpr(W3, F (ΛM , 0)⊗ F (ΛL, 2i)) =
∑
Λ∈P (−iΛL)
∑
σ∈W (Λ)
δn,3−ℓ(σ)mΛΛM , (3.62)
In particular, H(W3, F (ΛM , 0) ⊗ F (ΛL, 2i)) 6= 0 if and only if ΛL satisfies (3.54) for some Λ ∈ P+ and
σ ∈ W (Λ) and mΛΛM 6= 0.
The appearance of the multiplicities mΛΛM in (3.62) is well understood in the light of Theorem 3.11.
Since all states in F (ΛM , 0)⊗ F (ΛL, 2i) have the same weight, (ΛM ,−iΛL), with respect to sl3 ⊕ (u1)2, the
multiplicities simply reflect the decomposition of H(W3,C) into finite dimensional sl3 ⊕ (u1)2 modules.
We may make this structure even more manifest as follows. Fix a pair (Λ, σ), Λ ∈ P+ and σ ∈ W (Λ),
and then determine the Liouville weight ΛL via (3.54). Now consider all matter Fock spaces, F (ΛM , 0), that
give rise to nonvanishing cohomology through the irreducible module L(Λ, 0) in their decomposition. From
(3.62) we see that they fill up precisely one sl3 ⊕ (u1)2 module L(Λ) ⊗ C−iΛL in the “prime cohomology” –
or, more rigorously, a quartet of such modules in the full cohomology.
Lemma 3.18. For −iΛL + 2ρ in the fundamental Weyl chamber, the decomposition of H(W3,C) into
quartets of sl3 ⊕ (u1)2 irreducible modules is in one to one correspondence with the space of pairs (Λ, σ),
where Λ ∈ P+ and σ ∈ W (Λ). Moreover, the space of such pairs is a sum of disjoint cones in the (ΛM ,−iΛL)
weight space that are isomorphic with P+.
Proof: The first part of the Lemma is just a summary of the previous discussion, so let us proceed to the
cone decomposition. From the definition of W (Λ) in (2.102) it is clear that if (Λ, σ) is a pair then so also is
(Λ + λ, σ), for all λ ∈ P+. Moreover, the set of weights that give rise to a given σ is determined by a set of
inequalities, each of the form (Λ, α) ≥ 0, from which the cone structure follows. ⊔⊓
This cone-like structure for the decomposition of the cohomology into irreducible modules of sl3⊕ (u1)2,
and its correspondence to an extension of the Weyl group, will play a key role in our extension of the
result to other Weyl chambers. Let us therefore take a closer look at how this correspondence arises in the
fundamental chamber. The “tips” of the cones in Lemma 3.18 can be determined explicitly by examining
the sets W (Λ). Let Sn be the set of cone tips at ghost number n. The result for Sn is given in Table 3.1
below. Moreover, we notice that the “shift,” (−iΛL+2ρ)−ΛM , is constant throughout each cone and equal
to ρ− σρ, σ ∈ W˜ . Thus the set of cones, as parametrized by the shifts, say, are in correspondence with the
extension of the Weyl group, W˜ .
To conclude this section, we summarize the result for the cohomology in the fundamental Weyl chamber.
Theorem 3.19. The cohomology H(W3,C1) is isomorphic as an sl3 ⊕ (u1)2 module to the direct sum of
quartets of irreducible modules parametrized by disjoint cones {(Λ,Λ′) + (λ, λ) |λ ∈ P+}, i.e.,
Hnpr(W3,C1) ∼=
⊕
(Λ,Λ′)∈Sn
⊕
λ∈P+
L(Λ + λ)⊗ CΛ′+λ , (3.63)
where the sets Sn (tips of the cones) are given in Table 3.1.
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n Sn
0 (0, 0)
1 (0,−2Λ1 + Λ2), (Λ1 + Λ2, 0), (0,Λ1 − 2Λ2)
2 (Λ1,−2Λ1), (0,−Λ1 − Λ2), (Λ2,−2Λ2)
3 (0,−2Λ1 − 2Λ2)
Table 3.1. The sets Sn
Remarks:
i. The nonvanishing cohomology in the fundamental Weyl chamber arises in ghost numbers 0, . . . , 5, and
exhibits a similar pattern to that found in the non-critical cohomology of the Virasoro algebra [74,19].
ii. The pattern of the cohomology cones in Table 3.1 can be conveniently represented as a plot on the
lattice of shifted Liouville momenta, −iΛL + 2ρ, see Appendix E.
iii. The precise form of the resolutions, (M, δ), required an explicit computation of the embedding patterns
of (generalized) Verma modules. An independent partial confirmation of those results is provided by a
computation of cohomology spaces for low lying (shifted) Liouville weights, i.e., an explicit verification
of (3.63). This is summarized in Appendix D.
iv. Given the isomorphism
Hn(W3, F (ΛM , 0)⊗ F (ΛL, 2i)) ∼= H8−n(W3, F (ΛM , 0)⊗ F (w0 · ΛL, 2i)) , (3.64)
proved in Section 3.3.4, Theorem 3.19 also gives a complete result for the cohomology H(W3,Cw0), i.e.,
for −iΛL + 2ρ ∈ P−. At the level of prime cohomology states (3.64) reads
Hnpr(W3, F (ΛM , 0)⊗ F (w0 · ΛL, 2i)) ∼= H6−npr (W3, F (ΛM , 0)⊗ F (w0 · ΛL, 2i)) . (3.65)
The reflection by the Weyl group element accompanied by a shift in the ghost number in (3.65) suggests
a generalization of Theorem 3.19 to the other Weyl chambers.
3.5. The conjecture for H(W3,C)
3.5.1. Introduction
In this section we derive a conjecture for H(W3,C) by assuming that there is a “symmetry” with respect
to the action of the Weyl group on the (shifted) Liouville momentum. In other words, if we define Cw, w ∈W ,
to be the subcomplex of C with −iΛL + 2ρ ∈ w−1P+, then all cohomologies H(W3,Cw) should be related
in some sense. For the case w = w0, we saw at the end of the last section that this relation is determined
by duality. Moreover, we learned there that, loosely speaking, each Weyl group reflection of the Liouville
momentum should be accompanied by a shift in the ghost number of the cohomology. (This is also suggested
by examining an analogous problem in the cohomology of Lie algebras, as well as the so-called generic regime
of theW3 cohomology (see, e.g., [10,23]).) Our aim is, therefore, to correlate the cone – Weyl correspondence
with the Weyl reflection to other chambers, incorporating the ghost number shift appropriately. One can
clearly expect that there might be additional subtleties if −iΛL + 2ρ lies close to the boundary of a Weyl
chamber. Thus we develop an ansatz for the cohomology with −iΛL+2ρ lying sufficiently deep inside a Weyl
chamber (referred to as the “bulk region”) and then use the results of explicit cohomology computations to
extend it to a complete conjecture.
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3.5.2. A vanishing theorem
Let us begin with an observation thatHn(W3,C) may be nonzero only in a finite range of ghost numbers.
The restriction is given by the following vanishing theorem.
Theorem 3.20. The cohomology Hn(W3,C) is nonvanishing at most in ghost numbers n = 0, . . . , 8.
Proof: Consider Hn(W3, F (ΛM , 0)⊗ F (ΛL, 2i)). Let L(Λ, 0) be an irreducible module in the decomposition
of F (ΛM , 0). Then for all Verma modules M (κ)(σ ◦Λ, 0), κ = 1 or 2, σ ∈W (Λ), in the resolution of L(Λ, 0),
the cohomology Hn(W3,M (κ)(σ ◦Λ, 0)⊗F (ΛL, 2i)) vanishes for n ≤ 2 (see Theorem 3.9). A straightforward
repetition of the double complex argument in the proof of Theorem 3.14, would then give 3− 4 = −1 as the
lower bound for the ghost number of the cohomology. The ghost number −1 cohomology could only arise
from the Verma module, M(w0 ◦Λ, 0), at level −4 in the resolution – in the language of the double complex
we may be more precise: from the ghost number 3 state in E′3,−41 ∼= H3(W3,M(w0 ◦ Λ, 0) ⊗ F (ΛL, 2i)).
Thus in order to increase the lower bound on the ghost number, we must show that δ′1 : E
′3,−4
1 → E′3,−31 is
an embedding.
Consider the factor in δ′1 that arises from the embedding M(w0 ◦ Λ, 0) → M (2)(w0 ◦ Λ, 0). From the
isomorphism M (2)(w0 ◦ Λ, 0)/M(w0 ◦ Λ, 0) ∼= M(w0 ◦ Λ, 0) we have a short exact sequence
0 −→ M(w0 ◦ Λ, 0) −→ M (2)(w0 ◦ Λ, 0) −→ M(w0 ◦ Λ, 0) −→ 0 . (3.66)
By applying H3(W3, − ⊗ F (ΛL, 2i)) to (3.66), we obtain a long exact sequence, from which the required
embedding is proved using H2(W3,M(w0 ◦ Λ, 0)⊗ F (ΛL, 2i)) = 0. The upper bound on the ghost number
follows from (3.64). ⊔⊓
Note that for −iΛL + 2ρ ∈ P+ the ghost number of the nonvanishing cohomology is between 0 and
5, which saturates the lower bound imposed by Theorem 3.20. As discussed in Remark iv of the previous
section, if the Liouville weight is reflected by w0, i.e., −iΛL + 2ρ ∈ w0P+, there is a corresponding shift
in the ghost numbers, which now range between 3 and 8, thus saturating the upper bound of the allowed
values. We expect that the cohomology in the intermediate Weyl chambers interpolates between those two
extreme cases. If we require consistency with duality (see Theorem 3.13), and symmetry with respect to
interchange of the fundamental weights Λ1 and Λ2, there is just one possibility left.
Conjecture 3.21. The cohomology Hn(W3,Cw), w ∈ W , is nonvanishing at most in ghost numbers n =
ℓ(w), . . . , ℓ(w) + 5.
3.5.3. H(W3, F (ΛM , 0)⊗ F (ΛL, 2i))
For weights −iΛL + 2ρ ∈ P+, Theorem 3.19 states that the sl3 ⊕ (u1)2 content of prime cohomology is
a direct sum of the eight cones in Table 3.1. We have seen that these cones, parametrized by σ ∈ W˜ , arise
at ghost number 3 − ℓ(σ): their tips are given in the table; their cone shift (−iΛL + 2ρ) − ΛM , which is
constant throughout the cone, is easily calculated to be ρ − σρ. Conversely, notice that if we know that a
cone with a shift δλ arises in cohomology, its tip is determined by the “lowest” weight Λ ∈ P+ for which
(ΛM ,ΛL) = (Λ, i(Λ + δλ− 2ρ)) gives rise to a nontrivial cohomology state. Thus, given the cone structure
and the set of all possible cone shifts, we could determine the complete cohomology by simply finding all
such lowest weights Λ – a finite computation that can be carried out.
We will, indeed, assume that the cone structure generalizes to the other Weyl chambers. Hence we
must formulate an ansatz for the cone shifts. The case w = w0 suggests that the cones which arise for
−iΛL + 2ρ ∈ w−1P+, w ∈ W , should be related by a Weyl reflection to the cones in the fundamental Weyl
chamber. More precisely, let us introduce the notion of a w-twisted cone.
– 57 –
Definition 3.22. We define a w-twisted cone as a set of weights {(Λ,Λ′) + (λ,w−1λ) |λ ∈ P+}, where the
tip (Λ,Λ′) has Λ ∈ P+. The shift characterizing this cone is given by w(Λ′ + 2ρ)− Λ.
Clearly the shift does not change when the cone is reflected from one Weyl chamber to another. The natural
extension of our previous results is the following conjecture for the decomposition of the cohomology in the
bulk region.
Conjecture 3.23. For −iΛL+ 2ρ sufficiently inside the Weyl chamber w−1P+ the cohomology H(W3,Cw)
is a direct sum of w-twisted cones with the shifts ρ− σρ, σ ∈ W˜ .
It remains to find a proper ansatz for a shift in the ghost number corresponding to a given reflection
w. Given w ∈ W there is a natural generalization of the length ℓ, called the twisted length [40,17], which
is defined by ℓw(w
′) = ℓ(w−1w′) − ℓ(w−1), w′ ∈ W . This twisted length may again be extended to W˜ by
using w−1σi = σi, and a simple algorithm for computing it is given in Figures 3.1 and 3.2.
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Figure 3.1. Each twisted length ℓw(σ) increases in the direction of the corresponding arrow “w→”
and is constant along the transverse directions, as illustrated in Figure 3.2 below.
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Figure 3.2. Examples of twisted lengths for w = 1 and w = r21.
Once again, a natural generalization of our previous results follows.
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Conjecture 3.24. The ghost number of the prime cohomology state in a w-twisted cone with the shift
ρ− σρ is equal to 3− ℓw(σ), w ∈ W , σ ∈ W˜ .
n w (Λ,Λ′)σ
0 1 (0, 0)r3
1 1 (Λ2,Λ1 − Λ2)r12 , (Λ1 + Λ2, 0)σ2 , (Λ1,−Λ1 + Λ2)r21
r1 (0,−2Λ1 + Λ2)r21
r2 (0,Λ1 − 2Λ2)r12
2 1 (2Λ2,−Λ2)r1 , (0,−Λ1 − Λ2)σ1 , (2Λ1,−Λ1)r2
r1 (Λ1,−2Λ1)r2 , (Λ2,−3Λ1 + Λ2)σ2 , (0,−4Λ1 + 2Λ2)r3
r2 (Λ2,−2Λ2)r1 , (Λ1,Λ1 − 3Λ2)σ2 , (0, 2Λ1 − 4Λ2)r3
r12 (0,−3Λ2)r2
r21 (0,−3Λ1)r1
3 1 (Λ1 + Λ2,−Λ1 − Λ2)1
r1 (Λ2,−2Λ1 − Λ2)1, (Λ1,−4Λ1 + Λ2)σ1 , (Λ2,−5Λ1 + 2Λ2)r12
r2 (Λ1,−Λ1 − 2Λ2)1, (Λ2,Λ1 − 4Λ2)σ1 , (Λ1, 2Λ1 − 5Λ2)r21
r12 (Λ2,−Λ1 − 3Λ2)1, (0,Λ1 − 5Λ2)r21 , (Λ2,−5Λ2)σ1
r21 (Λ1,−3Λ1 − Λ2)1, (0,−5Λ1 + Λ2)r12 , (Λ1,−5Λ1)σ1
r3 (0,−2Λ1 − 2Λ2)1
4 r1 (0,−4Λ1 − Λ2)r1
r2 (0,−Λ1 − 4Λ2)r2
r12 (Λ2,−2Λ1 − 4Λ2)r1 , (Λ1,−Λ1 − 5Λ2)σ2 , (0,−6Λ2)r3
r21 (Λ1,−4Λ1 − 2Λ2)r2 , (Λ2,−5Λ1 − Λ2)σ2 , (0,−6Λ1)r3
r3 (0,−3Λ1 − 3Λ2)σ1 , (2Λ1,−4Λ1 − 3Λ2)r2 , (2Λ2,−3Λ1 − 4Λ2)r1
5 r12 (0,−2Λ1 − 5Λ2)r12
r21 (0,−5Λ1 − 2Λ2)r21
r3 (Λ1,−5Λ1 − 3Λ2)r21 , (Λ1 + Λ2,−4Λ1 − 4Λ2)σ2 , (Λ2,−3Λ1 − 5Λ2)r12
6 r3 (0,−4Λ1 − 4Λ2)r3
Table 3.2. The sets Snw – the weights (Λ,Λ′)σ satisfy Λ′ + 2ρ = w−1(Λ + ρ− σρ)
Remarks:
i. By construction, Conjectures 3.23 and 3.24 correctly reproduce the cones and their ghost numbers in
the w = 1 and w = w0 Weyl chambers. In the other chambers they yield the correct range of ghost
numbers, in particular, those suggested by Conjecture 3.21.
ii. In the context of Lie algebras or affine Lie algebras, the twisted length functions arise naturally in the
resolutions of highest weight irreducible modules in terms of twisted Verma or Wakimoto modules [20].
– 59 –
Hypothetically, if analogue twisted resolutions for positive energy W3 modules exist, one would expect
to prove, following the steps in Section 3.4, that the structure of the full cohomology is as conjectured
above.
iii. One can also arrive at Conjectures 3.23 and 3.24 under seemingly weaker assumptions, by studying the
BV-algebra structure of H(W3,C). This is discussed in Section 5.4.
In the following we assume the validity of Conjectures 3.23 and 3.24, and proceed to study their con-
sequences. As discussed above, to determine the full cohomology we need now only calculate the cone tips.
We have carried out an exhaustive computation of the dimensions of the cohomologies for low lying weights,
the results are summarized in Appendix D. From this we determine the cone tips to be as listed in Table 3.2
below, where Snw denotes the set of w-twisted cone tips at ghost number n. Finally, then, we have
Theorem 3.25. The cohomology H(W3,C) is isomorphic, as an sl3 ⊕ (u1)2 module, to the direct sum of
quartets of irreducible sl3 ⊕ (u1)2 modules with the highest weights in a set of disjoint cones {(Λ,Λ′) +
(λ,w−1λ) |λ ∈ P+, (Λ,Λ′) ∈ Sw}, i.e.,
Hnpr(W3,C) ∼=
⊕
w∈W
⊕
(Λ,Λ′)∈Snw
⊕
λ∈P+
(L(Λ + λ)⊗ CΛ′+w−1λ) , (3.67)
where the sets Snw (tips of the cones) are given in Table 3.2.
Remark: Since a given cone and its Weyl reflection may overlap, the theorem requires an explicit decomposi-
tion of H(W3,C) into disjoint cones in the overlap region. In all cases we resolve the ambiguity by including
the complete common region in only one of the cones. In particular, this explains why some of the tips in
the fundamental Weyl chamber given in Table 3.1 are shifted with respect to those in Table 3.2 with w = 1.
Example. To illustrate this ambiguity, let us consider as an example all the cones in H1(W3,C) characterized
by the shift 3Λ1. We have already found such a cone in the untwisted sector, namely {(0,Λ1−2Λ2)+(λ, λ) |λ ∈
P+}, which appears in Theorem 3.19. Examining the tables in Appendix D, we conclude from the appearance
of the quartet with weights (Λ2, 2Λ1 − 3Λ2) that there is an r2-twisted cone with the same shift, 3Λ1. The
lowest weight state, i.e., the tip of this r2-twisted cone, would also be (0,Λ1 − 2Λ2) – in fact the common
boundary of the two cones is one dimensional, at (nΛ1, (n+ 1)Λ1 − 2Λ2), n > 0.
By retracing the steps which give Theorem 3.17 from Theorem 3.15, we may derive from Theorem 3.25
the result for H(W3, L(Λ, 0)⊗ F (ΛL, 2i)) when ΛL is arbitrary.
Corollary 3.26. Let Λ ∈ P+.
(i) The cohomology Hn(W3, L(Λ, 0)⊗ F (ΛL, 2i)) is nontrivial only if there exist w ∈W, σ ∈ W˜ such that
−iΛL + 2ρ = w−1(Λ + ρ− σρ) . (3.68)
(ii) For w, σ,Λ and ΛL as in (3.68), the cohomology Hnpr(W3, L(Λ, 0)⊗ F (ΛL, 2i)) is 1-dimensional if
n = 3− ℓw(σ) = 3 + ℓ(w−1)− ℓ(w−1σ) , (3.69)
and
σ ∈W , Λ ∈ P+ , w ∈W ,
σ ∈ {σ1, σ2} , Λ ∈ P++ , w ∈W ,
σ = σ1 , (Λ, αi) = 0 ,Λ 6= 0 , w ∈<ri>\W ,
σ = σ2 , (Λ, αi) = 0 ,Λ 6= 0 , w ∈ ri(<ri>\W ) ,
and vanishes otherwise.
In the case that certain weights (Λ,−iΛL) and certain ghost number n satisfy (i) and (ii) for more than
one choice of (w, σ), the above should be understood in the sense that the corresponding cohomology is
nevertheless 1-dimensional.
– 60 –
4. BATALIN-VILKOVISKY ALGEBRAS
In this section we collect some general results on BV-algebras and study a class of examples that will be
important for describing explicitly the BV-algebra structure of H(W3,C). Most of this section can be read
independently from the rest of the paper.
The notion of BV-algebras first appeared in the work of the mathematician J. Koszul [70], where they
were called (exact) coboundary G-algebras (see also [69]). Independently, and at roughly the same time, the
physicists Batalin and Vilkovisky [4] constructed a particular example of a BV-operator and applied it to the
quantization of gauge theories (see also [92]). Recently, Lian and Zuckerman [75], Schwarz and Penkava [80]
and Getzler [57] – building upon earlier work of Witten and Zwiebach [93,94] – recognized that BV-algebras
provide a proper framework for describing operator algebras in a large class of topological field theories; in
particular, in two-dimensional string theory.
4.1. G-algebras and BV-algebras
4.1.1. Definitions
Definition 4.1 [54]. A G-algebra (or Gerstenhaber algebra) (A, · , [−,−]) is a Z-graded, supercommutative,
associative algebra under the “dot” product, ·, and a Z-graded Lie superalgebra under the bracket, [−,−]
(of degree −1), such that the (odd) bracket acts as a superderivation of the algebra, i.e., A =⊕n∈Z An
· : Am × An −→ Am+n
[−,−] : Am × An −→ Am+n−1
and for any homogeneous a, b, c ∈ A (we define |a| = n for a ∈ An)
i. a · b = (−1)|a||b|b · a,
ii. (a · b) · c = a · (b · c),
iii. [a, b] = −(−1)(|a|−1)(|b|−1)[b, a],
iv. (−1)(|a|−1)(|c|−1)[a, [b, c]] + cyclic = 0,
v. [a, b · c] = [a, b] · c+ (−1)(|a|−1)|b|b · [a, c].
Let A be a Z-graded supercommutative algebra. We recall that a first order superderivation of A of
degree |K| is a map K : An → An+|K| such that for all a, b ∈ A
K(a · b) = (Ka) · b+ (−1)|K||a|a · (Kb) . (4.1)
We will refer to (4.1) as the (super) Leibniz rule. Now, for all a ∈ A, we define the left multiplication
la : A→ A by
la(b) = a · b , (4.2)
then (4.1) is equivalent to
[K, la]− lKa = 0 , (4.3)
with an obvious definition of the (graded) bracket. By induction, an n-th order superderivation of degree
|K| is a map K : An → An+|K| such that [K, la] − lKa is an (n − 1)-th order derivation for all a ∈ A. For
example, a second order derivation of degree |K| satisfies
K(a · b · c) = K(a · b) · c+ (−1)|K||a|a ·K(b · c) + (−1)(|K|+|a|)|b|b ·K(a · c)
− (Ka) · b · c− (−1)|K||a|a · (Kb) · c− (−1)|K|(|a|+|b|)a · b · (Kc) ,
(4.4)
for all a, b, c ∈ A.
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Definition 4.2 [70,75]. A BV-algebra (or Batalin-Vilkovisky algebra) (A, · ,∆) is a Z-graded, supercom-
mutative, associative algebra with a second order derivation∆ (BV-operator) of degree −1 satisfying∆2 = 0.
There is a close relation between the two classes of algebras; indeed, the following lemma shows that
any BV-algebra has the canonical structure of a G-algebra.
Lemma 4.3 [92,75,80]. For any BV-algebra (A, · ,∆), the bracket
[a, b] = (−1)|a|
(
∆(a · b)− (∆a) · b− (−1)|a|a · (∆b)
)
, a, b ∈ A , (4.5)
introduces on A the structure of a G-algebra. Moreover, the BV-operator acts as a superderivation of the
bracket
∆[a, b] = [∆a, b] + (−1)|a|−1[a,∆b] . (4.6)
By combining Definition 4.2 with Lemma 4.3, we obtain
Theorem 4.4. Let (A, · , [−,−]) be a G-algebra and ∆ an operator of degree −1 satisfying ∆2 = 0 and
(4.5). Then (A, · ,∆) is a BV-algebra.
Proof: One must only show that ∆ satisfies identity (4.4), which follows directly by evaluating the left hand
side in (4.4) as, e.g., ∆(a · (b · c)) using (4.5), and then identity (v) for the bracket. ⊔⊓
It is clear from the definitions above that for any G-algebra the subspace A0 is an Abelian algebra
with respect to the dot product. Similarly, A1 is a Lie algebra with respect to the bracket. Moreover, by
Definition 4.1, the map A1 → Map(A,A) defined by
a 7→ Ka with Ka(b) = [a, b] , a ∈ A1 , b ∈ A , (4.7)
satisfies
Ka(b · c) = Ka(b) · c+ b ·Ka(c) ,
[Ka,Kb] = K[a,b] ,
(4.8)
i.e., a → Ka is a Lie algebra homomorphism from A1 into the Lie algebra D(A) of derivations of the “dot
algebra” A.
Using (4.6) we also prove
Lemma 4.5. Let A be a BV-algebra and consider a ∈ A1 which satisfies [∆(a), b] = 0 for all b ∈ A, then
Ka∆ = ∆Ka.
To orient the reader, let us just note here a standard class of examples of G-algebras: the algebra
of polyvector fields on a given manifold, with the operations of wedge product and Schouten bracket (the
bracket induced from the Lie bracket on vector fields), is a G-algebra. We next detail an abstraction of this
example, before returning to the simplest such: polyvectors on CN .
4.1.2. The G-algebra of polyderivations of an Abelian algebra
We now summarize the canonical construction of the polyderivations of an arbitrary Abelian algebra.
This is a standard example of a G-algebra. For a complete discussion see, e.g., [85,50,70,71,69].
First recall that if (R, · ) is an Abelian algebra and M an R-module then the space of derivations of R
with values in M , D(R,M) (or simply D(R) if M = R), consists of those a ∈ Hom(R,M) that satisfy the
Leibniz rule, i.e.,
a(x · y) = x · a(y) + y · a(x) , (4.9)
for any x, y ∈ R.
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Definition 4.6. The polyderivations Pn(R,M) of degree22 n are defined as follows:
i. P0(R,M) ∼= M , for n = 0,
ii. P1(R,M) ∼= D(R,M), for n = 1,
iii. Pn(R,M), n ≥ 2, is the space of those a ∈ D(R,Pn−1) that satisfy
a(x, y) = −a(y, x) , x, y ∈ R , (4.10)
where a(x, y) denotes the element a(x)(y) ∈ Pn−2(R,M).
Clearly, one may simply consider the n-th degree derivations Pn(R,M) as a subspace in Hom(R⊗n,M).
Then we have
Lemma 4.7. The polyderivations Pn(R,M) of degree n consist of those a ∈ Hom(R⊗n,M) for which
a(x1, . . . , xn) = a(x1)(x2) . . . (xn) is completely antisymmetric and satisfies the Leibniz rule (4.9) in all of
the arguments x1 , . . . , xn.
In the case where M = R, the space of polyderivations P(R,R) – in the following denoted simply by
P(R) – is itself a Z-graded algebra, P(R) = ⊕n≥0 Pn(R), with the product “ · ” defined by induction23
using
(a · b)(x) = a · b(x) + (−1)|b|a(x) · b . (4.11)
More explicitly,
(a · b)(x1 , . . . , xm+n) = (−1)mn
∑
σ∈Sm+n
sgn(σ) a(xσ(1), . . . , xσ(m)) · b(xσ(m+1), . . . , xσ(m+n)) , (4.12)
where a ∈ Pm(R), b ∈ Pn(R), and xi ∈ R, i = 1, . . . ,m+n. In addition, there is a natural bracket operation
on P(R),
Definition 4.8. The Schouten bracket on P(R) is the unique bilinear map [−,−]S : P(R)×P(R)→ P(R)
satisfying
[a, b]S =


0, for |a| = 0 , |b| = 0,
a(b), for |a| = 1 , |b| = 0,
−b(a), for |a| = 0 , |b| = 1,
(4.13)
and
[a, b]S(x) = [a, b(x)]S + (−1)|b|−1[a(x), b]S , x ∈ R , (4.14)
for all other |a|, |b|.
In particular, it is straightforward to check that if |a| > 0 and x ∈ R,
[a, x]S = a(x). (4.15)
Theorem 4.9. The algebra (P(R), · , [−.−]S) of polyderivations of an Abelian algebra R, with the dot
product (4.11) and the Schouten bracket (4.13) is a G-algebra.
22 Note, that it is more conventional to use the term “order” in this context.
23 For simplicity we do not distinguish the degree 0 space in this induction (here or later), and so we have
extended the notation via a(x) = 0 for a ∈ P0(R,M).
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4.1.3. Example: the BV-algebra of polyvectors on a free algebra, CN
To illustrate these ideas, we discuss in some detail a simple example of a BV-algebra. It can be considered
as a model for more complicated examples in the following sections.
Let CN ∼= C [x1, . . . , xN ] be a free Abelian algebra. It is straightforward to verify that the G-algebra
of polyderivations P(CN ), constructed above, is nothing but the algebra of polynomial polyvector fields on
CN , i.e.,
P(CN ) ∼=
N⊕
n=0
∧
nD(CN ) . (4.16)
More explicitly, it is a free Z2-graded algebra with the even generators x
1 , . . . , xN ∈ CN and the odd
generators x∗1 , . . . , x
∗
N ∈ D(CN ), where
x∗i (x
j) = δji , i, j = 1, · · · , N . (4.17)
Let Φ = Φi1...imx∗i1 · · ·x∗im . Then
Φi1...im = (−1)m(m−1)/2 1
m !
Φ(xi1 , . . . , xim) . (4.18)
Given Ψ = Ψj1...jnx∗j1 · · ·x∗jn , the product Φ ·Ψ is just the wedge product in the exterior algebra (4.16),
Φ ·Ψ = (Φi1...imΨj1...jn)x∗i1 . . . x∗imx∗j1 . . . x∗jn , (4.19)
while the Schouten bracket is the extension of the usual bracket on vector fields,
[Φ,Ψ]S =
m∑
k=1
(−1)m+kΦi1...imx∗ik(Ψj1...jn)x∗i1 . . . x̂∗ik . . . x∗imx∗j1 . . . x∗jn
− (−1)(m−1)(n−1)
n∑
k=1
(−1)n+kΨj1...jnx∗jk(Φi1...im)x∗j1 . . . x̂∗jk . . . x∗jnx∗i1 . . . x∗im .
(4.20)
Let ı(x), x ∈ CN , be the usual evaluation operator, ı(x) : Pn(CN)→ Pn−1(CN ), defined by
ı(x)Φ(x1, . . . , xn−1) = Φ(x, x1, . . . , xn−1) , x1, . . . , xn−1 ∈ CN . (4.21)
By the definition of the bracket we also have ı(x) = [−, x ]S . Note that these two forms of the evaluation
operator are always well-defined for any polyderivation algebra P(R). In addition, for x = xi, we obtain a
representation specific to P(CN) – by expansion in the dual basis we find ı(xi) = ∂∂x∗i , i.e., it acts like the
right derivative with respect to the Grassmann variable x∗i .
Consider an operator
∆ = − ∂
∂xi
∂
∂x∗i
. (4.22)
This operator, ∆, is a second order derivation on P(CN ), and, by direct calculation, we also verify that in
fact it turns P(CN ) into a BV-algebra.
Theorem 4.10 [70,92]. The polyvector algebra (P(CN ), · ,∆) is a BV-algebra. The bracket induced by ∆
is equal to the Schouten bracket (4.20).
Finally, let us note that there is a canonical polyvector of maximal degree, the volume form,
Ω = 1N ! ǫ
i1...iNx∗i1 · · ·x∗iN , (4.23)
and that (P(CN ) , · ,∆), as a BV-algebra, is generated by x1 , . . . , xN and Ω.
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4.1.4. Algebra of polyderivations associated with a BV-algebra
For any BV-algebra (A, · ,∆), the subspace A0 is an Abelian algebra with respect to the dot product.
Thus, as we have just seen, there is a naturally associated G-algebra; namely, P(A0), the G-algebra of
polyderivations with the Schouten bracket [−,−]S. We now study the relation between P(A0) and the
G-algebra of A with the [−,−] induced by ∆.
Assume that A has components of only nonnegative degree, i.e., A =
⊕
n≥0 A
n. Then there is a natural
map, π : A → P(A0), which is defined by induction on the degree. For n = 0, π is the identity map, i.e.,
π(x) = x for x ∈ A0. It is then extended to n > 0 using the condition
π(a)(x) = π([a, x]) , (4.24)
for any a ∈ An and x ∈ A0. It is easy to verify using the properties of the bracket that π(a) is indeed a
polyderivation of degree n for all a ∈ An.
Theorem 4.11 [75]. Suppose An = 0 for n < 0, then the map π : A→ P(A0) is a G-algebra homomorphism
between (A, · , [−,−]) and (P(A0), · , [−,−]S).
Proof: One must show that π is a homomorphism with respect to the dot product and the bracket. Both
follow easily by induction on the sum of degrees of a and b in (4.9) and (4.13)-(4.14). Indeed, in the case of
the product we have π(a · b) = π(a) · π(b) for |a| = |b| = 0. For |a|+ |b| > 0, we find, using (4.24), properties
of the bracket, and the induction hypothesis, that
π(a · b)(x) = π([a · b, x])
= π(a · [b, x]) + (−1)|b|π([a, x] · b)
= π(a) · π(b)(x) + (−1)|b|π(a)(x) · π(b)
= (π(a) · π(b))(x) .
(4.25)
In the case of the bracket, we first note that (4.24) is equivalent to
[π(a), π(b)]S = π([a, b]) for |a|+ |b| = 1 . (4.26)
Then the general step of the induction is shown similarly as above,
π([a, b])(x) = π([[a, b], x])
= π([a, [b, x]]) + (−1)|b|−1π([a, x], b])
= [π(a), π(b)(x)]S + (−1)|b|−1[π(a)(x), π(b)]S
= [π(a), π(b)]S(x) ,
(4.27)
for all other |a|, |b|. ⊔⊓
In the following we will consider BV-algebras for which π is an epimorphism, i.e., π(A) = P(A0), and,
in addition, P(A0) is itself a BV-algebra with a BV-operator ∆S . The problem then is to find a convenient
criterium to determine whether π is in fact a homomorphism of BV-algebras. This will often be answered
by the following result.
Theorem 4.12. Suppose that the G-algebra P(A0) admits a BV-structure (P(A0), · ,∆S) and that
π∆(a) = ∆Sπ(a) , (4.28)
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for all a ∈ A1. Then π is a homomorphism of BV-algebras.
Proof: Recall that An = 0 for n < 0. Then (4.28) is obviously satisfied for any a ∈ A0, as both sides must
vanish. The general case, with a ∈ An, is proved by induction. Indeed, for any x ∈ A0,
π(∆a)(x) = π([∆a, x])
= π(∆[a, x])
= ∆S(π([a, x]))
= ∆S([π(a), x]S)
= [∆Sπ(a), x]S
= ∆Sπ(a)(x) ,
(4.29)
where we have used that ∆ and ∆S act as derivations on [−,−] and [−,−]S, respectively. ⊔⊓
4.2. G-modules and BV-modules
The notion of a G-module (BV-module) of a G-algebra (BV-algebra) can be introduced by generalizing
the dot and the bracket action (BV-operator) on the algebra itself.
Definition 4.13. Let (A, · , [−,−]) be a G-algebra and M =⊕n∈Z Mn a graded module of A. We call the
action of the algebra A on M the dot action, and thus call M a dot algebra module of A. Then M is a
G-module of A if there further exists a bracket map,
[−,−]M : Am ×Mn −→Mm+n−1 ,
such that
[ a · b,m ]M = a · [ b,m ]M + (−1)|a||b|b · [ a,m ]M , (4.30)
[ a, b ·m ]M = [ a, b ] ·m+ (−1)(|a|−1)|b|b · [ a,m ]M , (4.31)
[ [ a, b ],m ]M = [ a, [ b,m ]M ]M − (−1)(|a|−1)(|b|−1)[ b, [ a,m ]M ]M . (4.32)
for all a, b ∈ A and m ∈M.
Remark: Relations (4.31) and (4.32) may be interpreted as the statement that the operators [a,−]M , a ∈ A,
define a representation of the graded Lie algebra (A, [−,−]), which acts as a graded derivation of the dot
action of A on M.
Definition 4.14. Let (A, · ,∆) be a BV-algebra and M =⊕n∈Z Mn a graded module of A as a dot algebra.
Then M is a BV-module of A if there exists a map
∆M : M
n −→Mn−1 ,
such that ∆2M = 0 and for any a, b ∈ A and m ∈M,
∆M (a · b ·m) = ∆(a · b) ·m+ (−1)|a|a ·∆M (b ·m) + (−1)(|a|−1)|b|b ·∆M (a ·m)
− (∆a) · b ·m− (−1)|a|a · (∆b) ·m− (−1)|a|+|b|a · b ·∆M (m) .
(4.33)
Clearly, a BV-module M of a BV-algebra A is also a G-module of A with the bracket defined by
[a,m]M = (−1)|a|
(
∆M (a ·m)− (∆a) ·m− (−1)|a|a · (∆Mm)
)
, a ∈ A , m ∈M , (4.34)
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which measures to what extent ∆M fails to be a derivation of the dot action of A on M.
Free modules on one generator, ω, provide simplest examples of G-modules and/or BV-modules. They
are spanned by expressions of the form
a1 · [a2, [ . . . [an−1, an · ω]M . . . ]M ]M , a1, . . . , an ∈ A , (4.35)
and
a1 ·∆M (a2 ·∆M ( . . . ∆M (an · ω) . . . ) ) , a1, . . . , an ∈ A , (4.36)
subject to the defining relations (4.30)-(4.32) and (4.33), respectively.
4.2.1. Natural G-modules for the G-algebra (P(R), · , [−,−]S)
For the G-algebra of polyderivations (P(R), · , [−,−]S) of an Abelian algebra R, a natural class of
G-modules consists of polyderivations P(R,M), where M is a suitable module of R.
Theorem 4.15. Suppose that M is a module of R on which the Lie algebra D(R) acts by derivations of
the dot product action of R, i.e., the representation a 7→ Ka, a ∈ D(R), satisfies (see Section 4.1.1)
Ka(Kb(m))−Kb(Ka(m)) = K[a,b]S(m) , a, b ∈ D(R) ,m ∈M , (4.37)
Ka(x ·m) = a(x) ·m+ x ·Ka(m) , a ∈ D(R) , x ∈ R ,m ∈M . (4.38)
Then the space of polyderivations P(R,M) naturally has the structure of a G-module of (P(R), · , [−,−]S).
Proof: The proof parallels that of Theorem 4.9. The module structure with respect to the dot product is
defined by (4.12), with a ∈ P(R) and b ∈ P(R,M). The bracket is constructed by induction setting
[a,m]M = 0 , a ∈ R , m ∈M ,
[a,m]M = Ka(m) , a ∈ P1(R) , m ∈M ,
[a,m]M = −m(a) , a ∈ R , m ∈ P1(R,M) ,
(4.39)
and then using
[a,m]M (x) = [a,m(x)]M + (−1)|m|−1[a(x),m]M , x ∈ R , (4.40)
for |a|+ |m| ≥ 2. ⊔⊓
Remark: We have assumed implicitly that the grading on P(R,M) as a G-module is the same as the degree
of polyderivations, i.e., Mn = Pn(R,M). If we shift the grading of the module by taking Mn → Mn+k,
an obvious modification of the construction above equips P(R,M) with another P(R) G-module structure.
Clearly, all structures with k respectively even or odd are equivalent, so it makes sense to talk about P(R,M)
and as an “even” or “odd” G-module of P(R).
4.3. The BV-algebra of polyderivations of the ground ring algebra RN
In this section we construct explicitly the BV-algebra of polyderivations of an Abelian algebra which is
not free, but whose generators satisfy a single quadratic relation.
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4.3.1. The “ground ring” algebra RN
Consider the Abelian algebra RN = C2N/I, where I is the ideal generated by the vanishing relation
hij x
i · xj = 0 , (4.41)
where the metric is
(hij) =
(
0 1
1 0
)
, i, j = 1, . . . , 2N . (4.42)
In the following this metric will be used to raise and lower indices, e.g., we will write xi = hijx
j . Denote by
p the projection p : C2N →RN . If no confusion can arise, we will write xi both for a generator xi in C2N as
well as its image p(xi) in RN , and omit the dot in the products.
For N = 3 the algebra R3 is isomorphic with the ground ring algebra in Section 5.2.1. We will therefore
refer to RN as a ground ring algebra or simply a ground ring.
The free algebra C2N carries a natural action of the Lie algebra of so2N realized by the first order
derivations
Λij = xix
∗
j − xjx∗i , i, j = 1, . . . , 2N . (4.43)
Clearly, Λij(I) ⊂ I, so the action of so2N descends to the ground ring RN , with the generators xi transform-
ing in the vector (2N -dimensional) representation. Let us define a Z-grading of RN , the so-called R-degree,
by declaring an element of R-degree m to be the sum of products of precisely m generators xi, and let RmN
denote the subspace of RN of elements of R-degree m.
Since the dot product in RN is commutative, and the constraint (4.41) merely amounts to subtracting
the trace, we also find the following result for the structure of the entire ground ring.
Theorem 4.16. Each RmN has a basis consisting of elements of the form
P i1...im = x(i1 · · ·xim) , m ≥ 0 . (4.44)
In other words RmN is an irreducible finite dimensional module of so2N , isomorphic with the space of com-
pletely symmetric traceless so2N tensors of rank m. Thus, the ground ring RN decomposes as a direct sum
of irreducible finite dimensional modules of so2N as follows
RN =
∞⊕
m=0
RmN , (4.45)
where each RmN arises precisely once.
4.3.2. A “hidden symmetry” of RN
The ground ring RN acts on itself by left multiplication. Let us denote by xi both the generator and the
corresponding multiplication operator acting on the ground ring. The natural problem is then to determine
the Lie algebra of transformations of RN which includes the multiplication operators together with the so2N
symmetry generators Λij .
Theorem 4.17. The ground ring RN is an irreducible module of so2N+2. The explicit realization of the
so2N+2 generators is given by the following differential operators on RN :
Mi = xi ,
Λij = xi
∂
∂xj
− xj ∂
∂xi
,
Ui = (N − 1) ∂
∂xi
+ xj ∂
∂xj
∂
∂xi
− 12xi ∂∂xj
∂
∂xj
,
U = xi ∂
∂xi
+ (N − 1) .
(4.46)
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Proof: One verifies by straightforward algebra that the operators in (4.46) preserve the constraint (4.41), and
thus are well defined on RN . Similarly, one finds that they satisfy the commutation relations of the so2N+2
algebra, e.g., [Ui,Mj ] = −Λij + hij U . ⊔⊓
Theorem 4.17 was first proved in [12] for N = 3, and then generalized in [53].
4.3.3. Polyderivations of RN
A polyderivation Φ ∈ Pn(RN ) is completely determined by its value on the ground ring genera-
tors, i.e., we have a natural injection from Φ ∈ Pn(RN ) into the space of multilinear alternating maps
Hom(
∧
nR1N ,RN ). The problem of determining all polyderivations of RN thus amounts to identifying
which elements Φ in Hom(
∧
nR1N ,RN ) are in the image of this injection. This is resolved by the following
criterium.
Theorem 4.18. An endomorphism Φ ∈ Hom(∧nR1N ,RN ) determines a polyderivation of RN iff
dΦ = 0 , (4.47)
where d : Hom(
∧
nR1N ,RN )→ Hom(
∧
n−1R1N ,RN ) is the operator d = xiı(xi).
We may also express (4.47) more explicitly by expanding Φ in the dual basis,
Φ = Φi1...inx∗i1 . . . x
∗
in , Φ
i1...in ∈ RN . (4.48)
Then we have
Theorem 4.18′. An endomorphism Φ is a polyderivation iff the coefficients of its expansion (4.48) satisfy
xi · Φi i1...in−1 = 0 , i1, . . . , in−1 = 1, . . . , 2N . (4.49)
Proof: If Φ is a polyderivation, the Leibniz rule yields
Φ(xi · xi, xi1 , . . . , xin−1) = 2xi · Φ(xi, xi1 , . . . , xin−1) = 0 . (4.50)
To extend an endomorphism Φ ∈ Hom(∧ nR1N ,RN ) to the ground ring we may assume that it acts as
a derivation on the products of generators in RN . The conditions (4.47), or equivalently (4.49), guarantee
then that if we evaluate Φ on arbitrary elements of the ground ring, the final result does not depend on
the particular representation of those elements as linear combinations of products of the generators. Also,
essentially by construction, the resulting Φ is a polyderivation, see Lemma 4.7. ⊔⊓
The second part of the proof may also be rephrased as follows: First lift Φ to a homomorphism Φ˜
in the “covering algebra” C2N , by choosing arbitrary elements Φ˜i1...in that project onto Φi1...in and set
Φ˜ = Φ˜i1...inx∗i1 . . . x
∗
in
. Obviously Φ˜ is a polyderivation of C2N . The condition (4.49) allows us to first project
Φ˜ to a polyderivation of RN , and then to show that the resulting polyderivation does not depend on the
choice of lift Φ→ Φ˜.
Note that if we consider Hom(
∧∗R1N ,RN ) as a graded commutative algebra with the product induced
from the exterior product in
∧∗R1N and the product in RN , the subspace ker d is an ideal, which shows that
the identification of polyderivations P(RN ) with ker d is in fact an isomorphism of algebras.
Now we would like to solve the constraint (4.47) and determine explicitly all the polyderivations P(RN ).
Since xiRmN ⊂ Rm+1N , it is enough to consider endomorphisms taking values in a subspace of fixed R-degree.
Given the basis (4.44) in RN , we may choose endomorphisms
Pi1...im x
∗
j1 . . . x
∗
jn , i1, . . . , jn = 1, . . . , 2N , (4.51)
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as the basis in Enm = Hom(
∧
nR1N ,RmN ). The action of so2N on the ground ring in (4.43) extends to Enm,
which, as an so2N module, is then isomorphic with the tensor product of two so2N modules; the first one
corresponds to completely symmetric traceless tensors of rank m, and the second one to antisymmetric
tensors of rank n. Since the operator d : Enm → En−1m+1 commutes with the action of so2N , it can only map
between the same irreducible modules in the decomposition of Enm and En−1m+1.
Recall that tensor representations of so2N can be conveniently enumerated using Young tableaux. We
will only need a small class of “hook like” tableaux, with m boxes in the first row and one box in the
subsequent n rows. Let us denote the corresponding representation of so2N by [m;n], m,n ≥ 0. In partic-
ular, [0; 0] is the identity representation, [1; 0] ≃ [0; 1] the vector representation, [m; 0] corresponds to the
completely symmetric traceless tensors of rank m, while [1;n] to the completely antisymmetric tensors of
rank n+1. Since an antisymmetric tensor of rank n is equivalent (dual) to a tensor of rank 2N − n, we also
have [1;n] ≃ [1; 2N − n− 2]. The final subtlety is that the representation [m;N − 1] is a direct sum of two
irreducible ones.
The product of a traceless symmetric tensor of rankm and an antisymmetric tensor of rank n decomposes
as
[m; 0] ⊗ [1;n− 1] = [m+ 1;n− 1] ⊕ [m;n] ⊕ [m− 1;n− 1] ⊕ [m;n− 2] , m, n ≥ 2 . (4.52)
This can be derived in two steps. In the first we use the usual rule for multiplying Young tableaux of gl2N ,
and obtain the first two terms on the right hand side but with no traces subtracted. In the second step we
subtract the traces (in fact just a single trace) from the first and the second term, which yields the third and
the fourth term, respectively. The decomposition (4.52) is valid for generic values of m ≥ 2 and 2N > n ≥ 2.
The following are the special cases, where some terms on the right hand side in the decomposition above are
not present:
i.
ii.
iii.
iv .
v .
[0; 0] ⊗ [1, n− 1] = [1, n− 1] ,
[1; 0] ⊗ [1, n− 1] = [2;n− 1] ⊕ [1;n] ⊕ [1;n− 2] ,
[m; 0] ⊗ [1; 0] = [m+ 1; 0] ⊕ [m; 1] ⊕ [m− 1, 0] ,
[m; 0] ⊗ [1; 2N − 2] = [m+ 1; 2N − 2] ⊕ [m; 2N − 1] ⊕ [m; 2N − 3] ,
[m; 0] ⊗ [1; 2N − 1] = [m+ 1; 2N − 1] .
(4.53)
Now, let us go back to (4.47). To illustrate the method, we first consider some of the exceptional cases.
It is clear from (4.49) that there can be no polyderivation with m = 0, so the simplest nontrivial case is that
of m = 1 and n = 1. The decomposition of E11 with respect to the so2N action yields a direct sum of three
modules (see (4.53) iii), spanned by Si,j , Pi,j and C, i, j = 1 . . . , 2N , respectively, where
24
Si,j = x(ix
∗
j) , Pi,j = x[ix
∗
j] , C = x
ix∗i . (4.54)
We find
dSi,j = x(ixj) , dPi,j = 0 , dC = 0 , (4.55)
which shows that the space of polyderivations P11 (RN ) is spanned by Pi,j and C. Note that 2Pi,j = Λij , and
thus we have rederived the so2N symmetry generators.
24 Here and in the following ( ··· ) and [ ··· ] denote the symmetrization and the antisymmetrization, respec-
tively, both normalized with strength one; i.e., for a completely symmetric tensor s(i1...in) = si1...in , and for
a completely antisymmetric tensor a[i1...in] = ai1...in .
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For d : Enm → En−1m+1 with m = 1 and n ≥ 2, the following decompositions are relevant
En1 :
En−12 :
[2;n− 1] ⊕ [1;n] ⊕ [1, n− 2] ,
[3;n− 2] ⊕ [2;n− 1] ⊕ [2, n− 3] ⊕ [1;n− 2] .
(4.56)
By comparing the two decompositions, we conclude that the [1;n] submodule of E11 must lie in ker d. Indeed,
[1;n] is spanned by endomorphisms of the form
Pi1,j1...jn = x[i1x
∗
j1 . . . x
∗
jn]
, (4.57)
for which
dPi1,j1...jn =
n∑
k=1
(−1)k+1x[i1x∗j1 . . . x∗jk . . . x∗jn] = 0 . (4.58)
We also have
dxi1x
∗
j1 . . . x
∗
jn = nxi1x[j1x
∗
j2 . . . x
∗
jn]
. (4.59)
By decomposing both sides into traceless and trace components, we see that d has a nontrivial image in both
the [2;n− 1] and [1;n− 2] submodules of En−12 , and thus (4.57) exhaust all polyderivations in this case.
The case m ≥ 2 and n = 1 is similar in that there is only one trace in the decomposition of the tensor
product. However, since
E1m :
E0m+1 :
[m+ 1; 0] ⊕ [m; 1] ⊕ [m− 1; 0] ,
[m+ 1, 0] ,
(4.60)
we find two so2N representations in the decomposition of P1m. The corresponding basis is given by
Pi1...im,j = xi1 . . . xim−1x[imx
∗
j] + · · · , (4.61)
and
Ci1...im−1 = xi1 . . . xim−1C , (4.62)
where “· · ·” indicate explicit subtraction of trace terms in i1, . . . , im, j.
In the generic case, for m ≥ 2 and 2N − 2 ≥ n ≥ 2, we have
Enm :
En−1m+1 :
[m+ 1;n− 1] ⊕ [m;n] ⊕ [m− 1;n− 1] ⊕ [m,n− 2] ,
[m+ 2;n− 2] ⊕ [m+ 1;n− 1] ⊕ [m,n− 2] ⊕ [m+ 1;n− 3] .
(4.63)
The modules [m;n] and [m− 1;n− 1] lie in ker d, with a convenient basis given by
Pi1...im,j1...jn = xi1 . . . xim−1x[imx
∗
j1 . . . x
∗
jn]
+ · · · , (4.64)
and
Ci1...im−1,j1...jn−1 = C Pi1...im−1,j1...jn−1 , (4.65)
where all basis elements (4.64) and (4.65) are traceless in i1, . . . , jn. Since
dxi1 . . . ximx
∗
j1 . . . x
∗
jn = nxi1 . . . ximx[j1x
∗
j2 . . . x
∗
jn]
, (4.66)
we verify that (4.65) gives all polyderivations Pnm(RN ). The explicit form of the trace terms that must be
subtracted on the right hand side in (4.61) and (4.64) are given in Appendix F. An equivalent, but more
concise, expression will be also given in the next section.
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Although [1; 2N − 2] ≃ [1, 0], the n = 2N − 1 case is quite different than that with n = 1. For m = 1
we find one solution, see (4.57),
Pi1,j1...j2N−1 = x[i1x
∗
j1 . . . x
∗
j2N−1]
= ǫi1j1...j2N−1X . (4.67)
We will refer to X as the “volume element” of RN . Explicitly,
X = 1(2N)! ǫ
i1i2...i2N xi1x
∗
i2
. . . x∗i2N . (4.68)
For m ≥ 2 we have
E2N−1m :
E2N−2m+1 :
[m+ 1; 2N − 2] ⊕ [m; 2N − 1] ⊕ [m, 2N − 3] ,
[m+ 2; 2N − 3] ⊕ [m+ 1; 2N − 2] ⊕ [m, 2N − 3] ⊕ [m+ 1; 2N − 4] .
(4.69)
This leaves just one solution spanned by the elements, see (4.64),
xi1 . . . xim−1x[imx
∗
j1 . . . x
∗
j2N−1]
. (4.70)
Using standard identities for so2N tensors, we find
xix[j1x
∗
j2 . . . x
∗
j2N ]
= −(2N − 1)C hi[j1Pj2,j3...j2N ] , (4.71)
which shows that only trace components are present in (4.70). Thus the basis in P2N−1m , m ≥ 2, consists of
elements Ci1...im−1,j1...j2N−2 defined as in (4.65).
Finally, there is no solution for n = 2N , which shows that the maximal degree of a polyderivation of
RN is equal to 2N − 1.
Let us extend the notation for the polyderivations in (4.64) and (4.65) and set Pi1...im,j1...jn equal to
Pi1...im for n = 0, and to 1 for m = n = 0. Similarly, we set Ci1...im,j1...jn equal to Ci1...im for n = 0, and to
C for m = n = 0. We may now summarize the complete classification of the polyderivations P(RN ).
Theorem 4.19. i. The space of polyderivations P(RN ) is doubly graded,
P(RN ) =
2N−1⊕
n=0
∞⊕
m=0
Pnm(RN ) , (4.72)
by the degree n of the derivation, 2N − 1 ≥ n ≥ 0, and the R-degree m of the coefficients in the ground
ring, m ≥ 0. Depending on m and n each of the subspaces Pnm(RN ) is a direct sum of finite dimensional
irreducible modules of so2N which are listed in Table 4.1.
ii. In Pnm(RN ), m,n ≥ 0, the [m;n] submodule is spanned by the polyderivations Pi1...im,j1...jn , while the
[m− 1;n− 1] submodule – by the polyderivations Ci1...im−1,j1...jn−1 . In cases where a given submodule
does not arise in the decomposition of Pnm(RN ), the corresponding polyderivations Pi1...im,j1...jn and/or
Ci1...im−1,j1...jn−1 vanish.
Pnm(RN ) n = 0 n = 1 2N − 2 ≥ n ≥ 2 n = 2N − 1
m = 0 [0; 0]
m = 1 [1; 0] [1; 1] ⊕ [0; 0] [1;n] [1; 2N − 1]
m ≥ 2 [m; 0] [m; 1] ⊕ [m− 1; 0] [m;n] ⊕ [m− 1;n− 1] [m− 1, 2N − 2]
Table 4.1. The decomposition of Pnm(RN ) into so2N modules.
From the formulae for the basis in Pnm(RN ) we see that at each degree n there are polyderivations of
R-degree m = 1, which cannot be obtained as products of polyderivations of lower degrees. The question
of how to describe explicitly P(RN ) in terms of generators and relations is then answered by the following
theorem.
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Theorem 4.20. The graded, graded commutative algebra (P(RN ), · ) is generated, as a dot algebra, by
1, the ground ring generators xi, degree one derivation C, and degree n − 1 polyderivations Pi1 ,i2...in ,
n = 2, . . . , 2N , satisfying the relations:
xix
i = 0 , (4.73)
x[iPi1,i2...in] = 0 , (4.74)
xiPi ,j1...jn = − nn+1CPj1,j2...jn , (4.75)
Pi1,i2...imPj1,j2...jn = (−1)m−1m+n−1n x[i1Pi2,i3...im]j1...jn , (4.76)
CPi1,i2...i2N = 0 . (4.77)
Proof: Clearly, the identities (4.73)-(4.77) are satisfied in P(RN ). This is easily verified using the explicit
form of those polyderivations in (4.54) and (4.57). On the other hand if we consider the algebra generated
by xi, C, and Pi1,i2...in , subject to relations (4.73)-(4.76), all elements in this algebra are linear combinations
of the products
xi1 . . . xim , xi1 . . . ximC , xi1 . . . ximPj1,j2...jn , xi1 . . . ximCPj1,j2...jn . (4.78)
There is a natural action of the so2N algebra on this space, with respect to which the elements in (4.78)
transform as [m; 0], [m; 0], [m; 0]⊗ [1;n− 1] and [m; 0]⊗ [1;n− 1], respectively. Condition (4.74) sets to zero
the [m;n] and [m− 1;n− 1] components in those tensor products, while (4.75) relates the trace component
in the third product in (4.78) to the single nonvanishing component of the fourth term in (4.78). This shows
that the elements of this space are in one to one correspondence with the elements of P(RN ), and, in fact,
establishes the required algebra isomorphism. ⊔⊓
4.3.4. The G-algebra structure of P(RN )
The computation of the Schouten bracket, as defined in section 4.1.2, only involves evaluation of poly-
derivations on elements of the algebra. Thus we may use similar arguments to those which led to Theorem
4.18 to derive an explicit formula for the Schouten bracket of two polyderivations.
Theorem 4.21. Let Φ = Φi1...imx∗i1 · · ·x∗im and Ψ = Ψj1...jnx∗j1 · · ·x∗jn , Φi1...im , Ψj1...jn ∈ RN be two
polyderivations. Then the Schouten bracket [Φ,Ψ]S can be computed explicitly as in (4.20), where we
assume that x∗i1 , . . . , x
∗
jn
act as derivations on the products of ground ring generators.
The following observation is a simple consequence of the above result.
Theorem 4.22. The Schouten bracket on P(RN ) is homogenous in both the degree and the R-degree,
namely
[−,−]S : Pn1m1 × Pn2m2 −→ Pn1+n2−1m1+m2−1 . (4.79)
We now explicitly calculate some fundamental brackets between certain elements of the algebra, which
will be required in the next section where we determine the BV-operator underlying the Schouten bracket.
All of these results are obtained using Theorem 4.21 and the explicit form of the polyderivations. First we
have
[Λij , xk]S = hikxj − hjkxi , (4.80)
which represents the so2N transformation of the ground ring generator. More generally,
[Pi1,i2...im , xi]S = (−1)m−1(n− 1)hi[i1Pi2,i3...im] , (4.81)
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as well as
[Pi1,i2...im , P
j1,j2...jn ]S = (−1)m−1(m+ n− 2)δ[i1 [j1Pi2,i3...im]j2...jn] , i, j ≥ 1 . (4.82)
Lemma 4.23. For any Φ ∈ Pnm(RN ),
[C,Φ]S = (m− n)Φ , (4.83)
Using the Schouten bracket we can also write down explicitly the decomposition of a product of two
basis elements in P(RN ) into its traceless and trace components.
Theorem 4.24. For any m,m′ ≥ 0 and n, n′ ≥ 1,
P i1...imim+1,im+2...im+n Pj1...jm′ jm′+1,jm′+2...jm′+n′ =
n+n′−1
n′ P
i1...im
j1...jm′
[im+1
jm′+1,
im+2...im+n]
jm′+2...jm′+n′
+ (−1)n 12N+m+m′−n−n′+2 C [P i1...imim+1,im+2...im+n , Pj1...jm′ jm′+1,jm′+2...jm′+n′ ]S .
(4.84)
Also, the bracket on the right hand side lies in the subspace spanned by the P -type basis elements in
Pn+n′−1m+m′−1.
Proof: The first term on the right hand side is determined so that the leading terms on both sides agree, see
(4.64). Then the second term on the right hand side must account for all the traces in the product, which
indeed is the case. This fact, as well as the second part of the theorem, are shown by a straightforward
(though somewhat lengthy) calculation which has been outlined in Appendix F.2. ⊔⊓
4.3.5. The BV-algebra structure of P(RN )
We will now construct a BV-operator ∆S on P(RN ), whose bracket (4.6) coincides with the Schouten
bracket. Since the latter operation is both so2N invariant as well as homogenous with respect to both the
degree and the R-degree, we will seek a BV-operator which satisfies similar restrictions.
Theorem 4.25. There exists at most one BV-operator ∆ on P(RN ) that is so2N invariant, homogenous of
degree minus one, i.e.,
∆ : Pnm(RN ) −→ Pn−1m−1(RN ) ,
and whose bracket [−,−] coincides with the Schouten bracket [−,−]S.
Proof: Let ∆1 and ∆2 be two such BV-operators. Then their difference D = ∆1 −∆2 is an so2N invariant
first order derivation on P(RN ), and D : Pnm(RN )→ Pn−1m−1(RN ). By examining the so2N decomposition of
P(RN ) given in Theorem 4.19 we conclude that for any BV-operator ∆ satisfying the assumptions above
∆Pi1,i2...im = 0 , m ≥ 1 . (4.85)
Thus DPi1,i2...im = 0, and by Theorem 4.20 and D being a derivation, it follows that D is completely
determined by its action on C.
Once more, since ∆xi = 0 and ∆Λij = 0, we find, using (4.80),
∆(xiΛij) = [x
i,Λij ]S = (2N − 1)xj . (4.86)
However,
xiΛij = x
i(xix
∗
j − xjx∗i ) = −xjC , (4.87)
so we also have
∆(xiΛij) = −∆(xjC) = −[xj , C]− xj∆C . (4.88)
Comparing (4.86) with (4.88), and using (4.83), we determine that
∆C = −2(N − 1)1 , ∆(Cxi) = −(2N − 1)xi . (4.89)
This shows that DC = 0, and concludes the proof of the theorem. ⊔⊓
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Lemma 4.26. Let ∆ be a BV-operator as in Theorem 4.25, and Φ ∈ Pnm(RN ) satisfies ∆Φ = 0. Then
∆(CΦ) = −(2N +m− n− 2)Φ . (4.90)
Proof: Using (4.5), (4.83) and (4.89), we obtain
∆(CΦ) = −[C,Φ] + ∆(C)Φ = −(m− n)Φ− (2N − 2)Φ . (4.91)
⊔⊓
The main result of this section is the following explicit construction of ∆S .
Theorem 4.27. There exists a unique BV-operator ∆S on P(RN ) that is so2N invariant, homogenous of
degree minus one, and whose bracket [−,−] coincides with the Schouten bracket [−,−]S. It is explicitly
given by
∆SPi1...im,j1...jn = 0 , ∆SCi1...im,j1...jn = −(2N +m− n− 2)Pi1...im,j1...jn . (4.92)
Proof: First we want to argue that a BV-operator ∆S satisfying the assumptions of the theorem must be of
the form (4.92). Similarly as in the proof of Theorem 4.25, the so2N invariance restricts ∆S to
∆SPi1...im,j1...jn = 0 , ∆SCi1...im,j1...jn = λ(m,n)Pi1...im,j1...jn , (4.93)
where λ(m,n) are some arbitrary numbers to be determined. However, since Ci1...im,j1...jn = C Pi1...im,j1...jn
and ∆S Pi1...im,j1...jn = 0, the second part of (4.92) follows then from Lemma 4.26.
Clearly ∆2S = 0, so to complete the proof we must show that the bracket of ∆S coincides with the
Schouten bracket, as the second order derivation property of ∆S will then follow from Theorem 4.4. The
equality between the bracket of ∆S and the Schouten bracket is demonstrated by explicit computation.
There are three cases: the bracket of two P ’s, of a P and a C, and of two C’s. For the first we may simply
use the general formula for the product of two P ’s given in Theorem 4.24. Indeed, by acting with ∆S on
both sides of (4.84) we find
∆S(Pi1...imim+1,im+2...im+n Pj1...jm′ jm′+1,jm′+2...jm′+n′ )
= (−1)n−1[Pi1...imim+1,im+2...im+n , Pj1...jm′ jm′+1,jm′+2...jm′+n′ ]S .
(4.94)
The remaining two cases are proved in Appendix F.2. ⊔⊓
We can now characterize P(RN ) as a BV-algebra in terms of generators and relations. In comparison
with Theorem 4.20, the main simplification is that all generators Pi1,i2...im with 2N−1 ≥ m ≥ 2 are obtained
from the volume element X , see (4.67), and the ground ring generators xi. Indeed, we may first rewrite
(4.81) as
Pi1,i2...im =
m+1
m (2N−m) [x
i, Pi,i1...im ]S
= m+1m (2N−m)∆S(x
iPi,i1...im) ,
(4.95)
where the last line follows from the relation between the bracket and the BV-operator as well as
∆Sx
i = 0 , ∆SPi,i1...im = 0 . (4.96)
By iterating (4.95) we obtain
Pi1,i2...i2N−k = (−1)k(k+1)/2 2N(2N−k) k !ǫi1...i2N−kj1...jk∆S(xj1∆S(. . .∆S(xjkX) . . .)) , (4.97)
where 2N − 1 ≥ k ≥ 0. In particular, for k = 2N − 1, we find
xi = (−1)N(2N−1) 2N(2N−1) !ǫi j1...j2N−1∆S(xj1∆S(. . .∆S(xj2N−1X) . . .)) . (4.98)
Since ∆SX = 0, we may also rewrite (4.97) in terms of multiple brackets.
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Theorem 4.28. The BV-algebra (P(RN ), · ,∆S) is generated by 1, the ground ring generators xi, degree
one derivation C, and the volume element X of degree 2N − 1. The BV-operator and the ‘dot’ product are
completely determined using
∆Sx
i = 0 , ∆SC = −2(N − 1) 1 , ∆SX = 0 , (4.99)
∆S(x
ixj) = 0 , ∆S(Cx
i) = −(2N − 1)xi , (4.100)
together with (4.98) and the relations (4.73)-(4.77) expressed in terms of the right hand side in (4.97).
Proof: The proof is similar to that of Theorem 4.20. We will just outline the main steps, and leave the details
for the reader. In the first step we show that the BV-algebra generated by 1, xi, C, and X , satisfying all
the relations above, is spanned by the elements of the form
xi1 . . . xim∆S(xj1 . . .∆S(xjnX) . . .) , xi1 . . . ximC∆S(xj1 . . .∆S(xjnX) . . .) , (4.101)
where, in obvious notation, we set m,n ≥ 0. Relations (4.73)-(4.77) determine then the structure of the ‘dot’
product between those elements. The next step is to show that the BV-operator ∆S is completely determined
using (4.99) and (4.100) together with the defining relation (4.4). The only nontrivial computation is to derive
the second equation in (4.92), which, in the notation of Theorem 4.28, reads
∆S(C∆S(x
i1 . . .∆S(x
inX) . . .)) = −n∆S(xi1 . . .∆S(xinX) . (4.102)
For n = 1, we find using (4.4) and (4.99), (4.100), and (4.77),
∆S(Cx
iX) = ∆S(Cx
i)X − C∆S(xiX)− (∆SC)xiX
= −xiX − C∆S(xiX) .
(4.103)
Since ∆2S = 0, acting with ∆S on both sides of this equation yields (4.102) for n = 1. The general step of
the induction is then proved similarly. ⊔⊓
Since ∆S : Pn(RN )→ Pn−1(RN ) satisfies ∆2S = 0, it is natural to consider the homology of the complex
(P(RN ),∆S). This homology is easily computed using Theorems 4.19 and 4.27.
Theorem 4.29. The homology of ∆S on P(RN ) is spanned by the volume element X .
As we will see later in this paper, it is interesting to construct extensions of the BV-algebra (P(RN ), · ,∆)
in which the homology of ∆ is trivial. In particular the BV-algebra of the semi-infinite cohomology of the
W3 algebra is an extension of this type.
4.3.6. “Chiral” subalgebras of P(RN )
There is a natural complex structure on P(RN ) induced from the decomposition of the ground ring
generators into the “holomorphic” generators xσ and the “antiholomorphic” generators xσ˙, such that (xi) =
(xσ, xσ˙), σ, σ˙ = 1, . . . , N . With respect to this decomposition the only nonvanishing components of the
metric (4.42) are the (1, 1) components , hσσ˙ = δσσ˙, and the so2N symmetry is broken to the slN subalgebra
generated by the derivations
Dσσ˙ = xσx
∗
σ˙ − xσ˙x∗σ − 1N hσσ˙(xρ˙x∗ρ˙ − xρx∗ρ) , σ, σ˙ = 1, . . . , N . (4.104)
Let us denote by P+(RN ) the BV-subalgebra of P(RN ) generated by the holomorphic elements xσ,
and Pσ1,σ2...σn , σ, σ1, . . . σn = 1, . . . , N . Similarly let P−(RN ) be the BV-subalgebra generated by the
anti-homolomorphic elements. We will refer to P+(RN ) and P−(RN ) as the chiral subalgebras of P(RN ).
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Theorem 4.30. The chiral subalgebra P+(RN ) (resp. P−(RN )) is spanned by the elements Pσ1...σm,ρ1...ρn
(resp. Pσ˙1...σ˙m,ρ˙1...ρ˙n). The BV-operator ∆S restricted to P+(RN ) (respectively P−(RN )) vanishes.
Proof: The first part of the theorem follows from Theorems 4.19, 4.20 and 4.24. In particular, since x∗σ(xρ) =
0, (4.84) implies that
xσ1 . . . xσm−1Pσm,ρ1...ρn = Pσ1...σm,ρ1...ρn . (4.105)
The vanishing of the BV-operator follows then from (4.92). ⊔⊓
Finally, let us note that the involution ωP , ω2P = ωP , that exchanges the holomorphic and antiholo-
morphic generators, i.e., ωP(xσ) = xσ˙, ωP(x∗σ˙) = x
∗
σ extends to all polyderivations P(RN ), such that
ωP(P+(RN )) ∼= P−(RN )
4.4. The N = 3 case
The major motivation for explicitly constructing the BV-algebra P(RN ) was to better understand the
special case, N = 3, which plays a central role in Section 5. We will now specialize the results of Section 4.3
to this case, and then discuss further a certain class of “twisted” G-modules of P(R3).
4.4.1. The algebra P(R3)
Consider the ground ring algebra R3 as an sl3 module, where sl3 ⊂ so6 is the subalgebra defined in
(4.104). If (s1, s2) denotes an sl3 irreducible module with the Dynkin labels s1 and s2, respectively, then the
branching rule for an so6 module [m; 0] is given by
[m; 0] =
⊕
s1+s2=m
(s1, s2) , (4.106)
and the following result is an immediate consequence of Theorem 4.16.
Theorem 4.31. The ground ring algebra R3 is a model space for the Lie algebra sl3, i.e., R3 is a direct
sum of all finite dimensional irreducible modules of sl3, each module present with multiplicity one.
In the following, we will often write P instead of P(R3) for the space of polyderivations of R3.
It is worth bringing out the simplicity of this result. The ground ring is generated by25 xσ and x
σwith
the single relation, xσx
σ = 0. Thus the elements of the ring are simply tensors which are independently
totally symmetric in their upper and lower indices, and which vanish when an upper index is contracted
with a lower index – this is precisely a tensorial presentation of the irreducible representations of sl3. The
subspace of R3 spanned by monomials with s1 factors of xσ and s2 factors of xσ˙ makes up exactly one
irreducible sl3 representation (s1, s2), i.e., that with highest weight Λ = s1Λ1 + s2Λ2. We will denote this
subspace by R3(Λ) in the following. This further decomposition of R3 may clearly be considered as the
decomposition under sl3 ⊕ (u1)2, where the additional (u1)2 generators just count the number of xσ and xσ˙
in a given monomial.
To determine the decomposition of P with respect to sl3 we need the branching rules,
[m; 1] =
⊕
s1+s2=m−1
[ (s1, s2)⊕ (s1 + 1, s2)⊕ (s1, s2 + 1)⊕ (s1 + 1, s2 + 1) ]
[m; 2] =
⊕
s1+s2=m
[ (s1, s2)⊕ (s1 − 1, s2 − 1) ]⊕
⊕
s1+s2=m−1
[ 2 (s1, s2)⊕ (s1 + 2, s2)⊕ (s1, s2 + 2) ] .
(4.107)
25 We recall that xσ = hσσ˙x
σ˙ , xσ˙ = hσ˙σx
σ.
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These formulae are valid for m ≥ 1. The summation runs over s1, s2 ≥ 0, and terms with negative labels
are to be omitted. The branching rules for [m; 3], [m; 4] and [m; 5] are obtained using isomorphisms [m; k] ∼=
[m; 5− k], k = 0, 1, 2.
By comparing Table 4.1 with the above branching rules, we find that P decomposes into a sum of
disjoint “cones” of sl3 modules, each cone being a direct sum of modules (s
0
1 + s1, s
0
2 + s2), s1, s2 ≥ 0. In
particular, for n = 1 we find five cones with the tips (s01, s
0
2) equal to (0, 0), (0, 0), (0, 1), (1, 0) and (1, 1),
which correspond to the derivations
C+ = x
σ˙x∗σ˙ , C− = x
σx∗σ , (4.108)
Pσ,ρ =
1
2 (xσx
∗
ρ − xρx∗σ) , Pσ˙,ρ˙ = 12 (xσ˙x∗ρ˙ − xρ˙x∗σ˙) . (4.109)
and
Dσσ˙ = xσx
∗
σ˙ − xσ˙x∗σ − 13hσσ˙(xσ˙x∗σ˙ − xσx∗σ) , (4.110)
respectively. In the following we will also find it convenient to define
Dσ = ǫσρπP
ρ,π , Dσ˙ = ǫσ˙ρ˙π˙P
ρ˙,π˙ . (4.111)
Note that while the derivations Dσσ˙ generate the sl3 algebra, C+ and C− yield the additional (u1)2
discussed earlier. With this representation as derivations it is clear that we have, in fact, a decomposition
of all of P into sl3 ⊕ (u1)2 modules. The complete result is summarized in Theorem G.9.
Remark: The model space of sl3 can also be realized as the space of polynomial functions on the algebraic
variety A = N+\SL(3,C), where N+ is the complex subgroup of SL(3,C) generated by the positive root
generators [8]. The space A is called the base affine space. In this realization of the ground ring algebra R3,
the algebra of polyderivations P(R3) is nothing but the algebra of polynomial polyvector fields on A. This
provides a beautiful geometric interpretation for P(R3), and, in particular, gives a natural explanation of
its cone decomposition. We give a detailed discussion of this geometric construction in Appendix G.
4.4.2. The hidden symmetry structure
As discussed in Section 4.3.2 , the ground ring is a module for itself under left multiplication. There is a
hidden symmetry algebra, which includes multiplication by ring generators, for which the ground ring is an
irreducible module. In the case of R3 this hidden symmetry algebra is so8. Under the chain of embeddings,
sl3 ⊂ so6 ⊂ so8, the adjoint representations of so6 and so8 decompose with respect to sl3 as
adso6 = 8⊕ (3⊕ 3)⊕ 1 , (4.112)
adso8 = 8⊕ (3⊕ 3)⊕ (3⊕ 3)⊕ (3⊕ 3)⊕ 1⊕ 1 . (4.113)
The operators corresponding to the decomposition (4.113) are
Dσσ˙ , (Dσ, Dσ˙) , (Pσ, Uσ˙) , (Uσ, Pσ˙) , C+ , C− , (4.114)
where, in addition to the first order derivations given in (4.108)-(4.110), we also have zero and second order
differential operators on R3,
Pσ = xσ , Pσ˙ = xσ˙ , (4.115)
and
Uσ = 2
∂
∂xσ
+ xρ ∂
∂xρ
∂
∂xσ
+ xρ
∂
∂xρ
∂
∂xσ
− xσ ∂
∂xρ
∂
∂xρ
,
Uσ˙ = 2
∂
∂xσ˙
+ xρ˙ ∂
∂xρ˙
∂
∂xσ˙
+ xρ˙
∂
∂xρ˙
∂
∂xσ˙
− xσ˙ ∂
∂xρ˙
∂
∂xρ˙
.
(4.116)
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The derivations Dσσ˙, Dσ, Dσ˙ and C+ −C− generate the so6 algebra of Section 4.3. As we have seen in
Section 4.3.3, this symmetry lifts from the ground ring to the polyderivations. But there is no such lift for
the operators U , Uσ and Uσ˙, the reason being that they do not act on R3 as derivations.
This structure arose out of the consideration of a particular extension of sl3 to so6 ⊂ so8; namely, that
for which the pair (Dσ, Dσ˙) corresponds to (3 ⊕ 3) in (4.112). From (4.113) it is clear that this extension
may be done in three ways, utilising any of the pairs in (4.114). In fact, the existence of three extensions is
explained by the triality of so8, i.e., the three inequivalent representations of so8 of dimension eight. It is
interesting to understand the extensions which involve the two remaining pairs in (4.114) since, as explained
in the next section, this leads to new modules of the ground ring. Indeed, since for a given choice of the
extension to so6 there are still two ways to assign a remaining (3⊕ 3) pair in (4.113) to the ring generators,
this will produce a total of six ground ring modules.
4.4.3. “Twisted” modules of P
The R3 module discussed above – namely, R3 itself – will be denoted by M1. We will now explicitly
construct the remaining ring modules alluded to there. It will be convenient in the following to denote by
M the vector space spanned by monomials in xσ and xσ˙, modulo the constraint h
σσ˙xσxσ˙ = 0. Clearly
M carries a representation of sl3 as differential operators – in fact, precisely the Dσσ˙ in (4.110) – and, for
Λ = s1Λ1+s2Λ2, we may introduce (in analogy withR3(Λ)) the subspacesM(Λ) spanned by monomials with
s1 factors of xσ and s2 factors of xσ˙. The space M may also carry a realization of the ring R3 by differential
operators. Indeed, M1 is M on which the generators act by the (zeroth-order) differential operators (Pσ, Pσ˙)
in (4.115).
Theorem 4.32. The six pairs of operators (Pwσ , P
w
σ˙ ), w ∈ W , given by
(Pσ, Pσ˙) , (Dσ, Pσ˙) , (Pσ, Dσ˙) , (Uσ, Dσ˙) , (Dσ, Uσ˙) , (Uσ, Uσ˙) , (4.117)
for w equal to 1, r1, r2, r12, r21 and r3, respectively, define six inequivalent R3 module structures as
differential operators acting on M .
Remark: We will denote by Mw the ground ring module defined by the realization (P
w
σ , P
w
σ˙ ) on M .
Proof: It is straightforward to verify that, for each w, the differential operators Pwσ and P
w
σ˙ commute and
satisfy the constraint (4.41), i.e., hσσ˙Pwσ P
w
σ˙ = 0. Thus the module structure is established. Examining the
explicit action of the differential operators on monomials in M(Λ), one finds immediately that the operators
Pwσ and P
w
σ˙ act as epimorphisms between vector spaces, and
(Pwσ ) :M(Λ) −→M(Λ + w−1Λ1) ,
(Pwσ˙ ) :M(Λ) −→M(Λ + w−1Λ2) .
(4.118)
Hence the module structures are inequivalent since they map differently between irreducible sl3 modules.⊔⊓
Remark: For all w ∈ W the modules Mw are isomorphic to R3 as sl3-modules. The action (4.118) is the
motivation for the labelling by Weyl group elements.
Consistent with the comments at the end of the last subsection, the existence of the six modules Mw
is equivalent to the existence of six realizations of so8 as differential operators on M . We display those
realizations in Table 4.2 below, one on each line labelled by the corresponding sl3 Weyl group element,
w ∈W . The fact that the operators in each line of Table 4.2 independently generate so8 is shown by explicit
computation.
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w Pwσ P
w
σ˙ D
w
σ D
w
σ˙ D
w
σσ˙ U
w
σ U
w
σ˙ C
w
+ C
w
−
1 Pσ Pσ˙ Dσ Dσ˙ Dσσ˙ Uσ Uσ˙ C+ C−
r1 Dσ Pσ˙ Pσ Uσ˙ Dσσ˙ Uσ Dσ˙ −C+ − 2 C+ + C− + 1
r2 Pσ Dσ˙ Uσ Pσ˙ Dσσ˙ Dσ Uσ˙ C+ + C− + 1 −C− − 2
r12 Uσ Dσ˙ Pσ Uσ˙ Dσσ˙ Dσ Pσ˙ −C+ − C− − 3 C+
r21 Dσ Uσ˙ Uσ Pσ˙ Dσσ˙ Pσ Dσ˙ C− −C+ − C− − 3
r3 Uσ Uσ˙ Dσ Dσ˙ Dσσ˙ Pσ Pσ˙ −C− − 2 −C+ − 2
Table 4.2. Six realizations of the generators of so8 on M .
The main result of this section then follows.
Theorem 4.33. Let Pw ≡ P(R3,Mw) be the algebra of polyderivations of R3 with values in Mw. Then
Pw is a G-module of P.
Proof: In view of Theorem 4.15 it is sufficient to define an action of P1 onMw that satisfies (4.37) and (4.38).
Given that the ring generators are realized as differential operators on Mw as in Table 4.2, P
w
i = (P
w
σ , P
w
σ˙ ),
a natural candidate for the generators of P1 is the set Pwi,j = (P
w
σ,ρ, P
w
σ˙,ρ˙, P
w
σ,σ˙, C
w), constructed from the
other generators in the table,
Pwσ,ρ =
1
2ǫσρπD
π , Pwσ˙,ρ˙ =
1
2ǫσ˙ρ˙π˙D
π˙ , Pwσ,σ˙ = 2D
w
σσ˙ +
2
3hσσ˙(C
w
+ − Cw−) , Cw = Cw+ + Cw− . (4.119)
It is straightforward to check that these operators satisfy the relations (4.74) and (4.75), where the dot
product is realized as the ordinary product of differential operators. Thus, by Theorem 4.20, the space of
differential operators spanned by monomials of Pwi multiplying P
w
j,k on the left gives a realization of P
0⊕P1
as a dot algebra. Moreover, we know that a given line of Table 4.2 generates so8 under commutation,
independent of w. So, (4.37) and (4.38) hold for the generators realized as above. But then they hold for
any element of the corresponding realization of P0 ⊕P1. Thus we have found, for each w, a realization of
P0 ⊕P1 as a G-algebra, where the bracket operation is simply the commutator of differential operators. ⊔⊓
We will often refer to Mw as the (w-) twisted module of R3. While Mw is isomorphic as an sl3 module
with R3, it will turn out convenient to twist the (u1)2 weights such that Λ′ → w−1(Λ′ + ρ) − ρ. This is
precisely consistent with Table 4.2 if we use Cw± as the (u1)
2 generators in the twisted module. In particular
the identity in M has weights (0, w−1ρ − ρ) when considered as an element of Mw and will be denoted by
Ωw. From now on we will denote the action of the ring generators on Mw simply by xσ or xσ˙. Also we will
use the terminology “twisted polyderivations” or “generalized polyvector fields” for Pw, w 6= 1.
4.4.4. A classification of twisted polyderivations
We now describe the spaces of twisted polyderivations, Pw, especially for w = r1 and r2, in more detail.
As in section 4.3.3, the computation of those spaces may be posed as an algebraic problem of finding all
Φ ∈ Hom(∧nR13,Mw), whose coefficients of expansion, Φ = Φi1...inx∗i1 . . . x∗in , Φi1...in ∈ Mw, satisfy the
analogue of (4.47), i.e.,
xi · Φii1...in−1 = 0 , i1, . . . , in−1 = 1, . . . 6 . (4.120)
The decomposition of Pw with respect to sl3 ⊕ (u1)2, whose action is induced from that on R3 and
Mw, is crucial for solving (4.120) by reducing it to separate irreducible components. However, since this
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symmetry is now smaller than so6 in Section 4.3.3, the analysis is rather lengthy.
26 For that reason, rather
than discussing the general case, let us illustrate the method with the simple example of generalized vector
fields with values in Mr1 , and then present the complete solution for Pr1 and Pr2 .
Example 4.1. An arbitrary generalized vector field, Φ ∈ P1r1 , that transforms in an sl3 representation with
weight Λ, is of the form
Φ =
∑
λ∈P1(Λ)
Φσλx
∗
σ +
∑
λ∈P2(Λ)
Φσ˙λx
∗
σ˙ , (4.121)
where Φσλ,Φ
σ˙
λ ∈ Mr1(λ), and Pi(Λ) consist of those weights λ ∈ P+ for which L(Λ) arises in the tensor
product L(λ)⊗ L(Λi), i.e.,
P1(Λ) = {Λ + Λ1,Λ− Λ1 + Λ2,Λ− Λ2} ∩ P+ , P2(Λ) = {Λ + Λ2,Λ + Λ1 − Λ2,Λ− Λ1} ∩ P+ . (4.122)
Since the operator d in (4.47) is sl3-invariant, we conclude that the component of (4.120) along the
representation with weight Λ must vanish,
( ∑
λ∈P1(Λ)
xσ · Φσλ1 +
∑
λ∈P2(Λ)
xσ˙ · Φσ˙λ2
)
Λ
= 0 . (4.123)
Now, recall that that the action of the ground ring on Mr1 merely amounts to shifting between the following
representations, see (4.118),
(xσ) :Mr1(Λ) −→ Mr1(Λ− Λ1 + Λ2) , (xσ˙) : Mr1(Λ) −→ Mr1(Λ + Λ2) . (4.124)
Therefore (4.123) reduces to
xσ · ΦσΛ+Λ1−Λ2 + xσ˙ · Φσ˙Λ−Λ2 = 0 . (4.125)
Since the action of (xσ˙) onMr1 has no zeros, we may always solve this equation and express the components
Φσ˙Λ−Λ2 in terms of Φ
σ
Λ+Λ1−Λ2 .
Φ Λ′ (Λ,Λ′)
ΦσΛ+Λ2x
∗
σ r1Λ− 2Λ1 + Λ2 (0,−2Λ1 + Λ2)
Φσ˙Λ+Λ1x
∗
σ˙ r1Λ− 4Λ1 + 2Λ2 (0,−4Λ1 + 2Λ2)
ΦσΛ−Λ1x
∗
σ r1Λ− Λ1 − Λ2 (Λ1,−2Λ1)
Φσ˙Λ−Λ1+Λ2x
∗
σ˙ r1Λ− 2Λ1 + Λ2 (Λ1,−3Λ1 + 2Λ2)
ΦσΛ+Λ1−Λ2x
∗
σ +Φ
σ˙
Λ−Λ2x
∗
σ˙ r1Λ− 3Λ1 (Λ2,−3Λ1 + Λ2)
Table 4.3. The r1-twisted cone decomposition of P
1
r1
The weights Λ, for which a solution arises in the sum (4.121), form a set of cones in P+. This, in
turn, translates into an r1-twisted cone decomposition of P
1
r1 . We have summarized the classification of P
1
r1
in Table 4.3 below, where we give a schematic form of each vector field, its (u1)
2 weight Λ′, that follows
26 Note that the “standard” so6 symmetry of the ground ring yields a decomposition of Mw, w 6= 1, r3,
into infinite dimensional modules. Thus it seems simpler to work with a smaller symmetry algebra, that
yields a decomposition into finite-dimensional modules only.
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immediately from the coordinate expansion, and the tip of the corresponding cone, (Λ,Λ′), determined by
the lowest Λ for which a given component exists.
An extension of this example to the higher degree polyderivations is complicated by the fact that (4.120)
may have components in several sl3 ⊕ (u1)2 irreducible modules. Upon expanding the coordinates of the
polyvectors in a basis of sl3 ⊕ (u1)2 invariant tensors we obtain a system of linear equations. A simple
counting of independent solutions yields the following enumeration of P1 and P2.
Theorem 4.34. The space of generalized polyderivations Pri , i = 1, 2, decomposes into a direct sum of
ri-twisted cones of sl3 ⊕ (u1)2 modules,
Pnri =
⊕
(Λ,Λ′)
⊕
λ∈P+
L(Λ + λ)⊗ CΛ′+riλ , (4.126)
where, in the case of Pr1 , the tips of the cones, (Λ,Λ
′), satisfy Λ + 2ρ = r1(Λ′ + ρ− σρ), with Λ ∈ P+ and
σ ∈ W˜ given in Table 4.4.27 The result for Pr2 is obtained by interchanging the fundamental weights Λ1
and Λ2, and letting r1 → r2, σ → w0σw0.
σ \n 0 1 2 3 4 5
r21 0 0, Λ1 Λ1
r2 Λ1 Λ1, 2Λ1 2Λ1
r3 0 0, 0 0
σ2 Λ2 0, Λ2 0
σ1 Λ1 Λ1, Λ1 Λ1
1 Λ2 0, Λ1 + Λ2 Λ1
r12 Λ2 0, Λ2 0
r1 Λ2 0, Λ2 0
Table 4.4. The weights Λ in the r1-twisted cone decomposition of Pr1
A more explicit description of Pr1 and Pr2 is obtained by studying the G-module action of P, and in
particular of its chiral subalgebras, P− and P+, respectively. Consider Pr1 . Since xσ ·Ωr1 = 0, we find one
polyderivation of degree three,
Γ1 = − 1432 ǫσρπ Ωr1x∗σx∗ρx∗π , (4.127)
at weight (0,−2ρ). Similarly, we have Γ2 ∈ Pr2 .
Theorem 4.35. Twisted polyderivations Pr1 and Pr2 are generated as free G-modules by P− and P+
acting on Γ1 and Γ2, respectively.
Proof: See Appendix H. ⊔⊓
By comparing the decomposition of Pri with that of polyvectors P, as given, e.g., in Theorem G.9, we
conclude that for modules sufficiently deep inside the cones the two decompositions are related by the Weyl
reflection of Λ′ + ρ − σρ. This could have been anticipated by looking at the action of the ground ring on
the twisted modules at the level of sl3 ⊕ (u1)2 modules. The essential difference between M1 ≃ R3 and the
27 See also Table H.2 in the appendix.
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twisted modules Mw, w 6= 1, is the presence of zeros in the action of some (for w = r1 and r2) or all (for
w = r12, r21 and r3) ground ring generators, which explains why the the relation between different Pw holds
only in the bulk, i.e., sufficiently deep inside the cones.
In the remaining cases of polyderivations with values in Mr12 , Mr21 and Mr3 , the cone decomposition
breaks down close to the boundaries of the corresponding Weyl chambers. Once more this is explained by
the lines of states in the twisted modules that are annihilated by all ground ring generators. The presence of
such states results in additional solutions to (4.120), beyond those predicted by a naive counting of equations
and components. However, inside the chambers, those special cases cannot arise, and once more we find a
similar result to the one in the fundamental Weyl chamber.
Theorem 4.36. In the bulk the space of generalized polyvectorsPw is a direct sum of quartets of sl3⊕(u1)2
modules, L(Λ)⊗ CΛ′ such that:
i. Each quartet consists of modules of polyvectors of degree n, n+ 1, n+ 1 and n+ 2, respectively,
ii. The weights Λ ∈ P+ and Λ′ ∈ P satisfy Λ + 2ρ = w−1(Λ′ + ρ− σρ), where σ ∈ W˜ 28 depends on n and
w as given in Table 4.5.
n\w 1 r1 r2 r12 r21 r3
0 r3 r21 r12 r2 r1 1
1 r12, σ2, r21 r3, σ2, r2 r1, σ2, r3 1, σ1, r21 r12, σ1, 1 r2, σ1, r1
2 r1, σ1, r2 r12, σ1, 1 1, σ1, r21 r1, σ2, r3 r3, σ2, r2 r21, σ2, r12
3 1 r1 r2 r12 r21 r3
Table 4.5. The dependence of σ on n and w in the quartet decomposition of Pnw in the bulk
While the G-module structure of Pw over P is rather obvious, it is less clear whether it arises from some
BV-module structure. Although we cannot answer this question in general, we would like to point out that
in the case of Pri , i = 1, 2, there is a natural candidate for a BV-operator. This operator, ∆, is uniquely
determined by the condition
∆iΓi = 0 , i = 1, 2 , (4.128)
together with the properties of the bracket. Using the explicit parametrization of Pri as free modules of
P∓, given in Appendix H, we then find
∆i(Φ0 · [ Φ1, [ . . . , [ Φn,Γi] . . . ] ]) = (−1)|Φ0|[ Φ0, [Φ1, [ . . . , [ Φn,Γi] . . . ] ] , (4.129)
where Φ0 , . . . ,Φn ∈ P∓. Essentially by construction, ∆1 and ∆2 turn Pr1 and Pr2 into a BV-module of
P− and P+, respectively. We would like to conjecture that in fact ∆i defines on Pri a BV-module structure
with respect to the full BV-algebra of polyderivations P. It appears that a direct algebraic prove of this
conjecture along the lines of Section 4.3.5 is rather cumbersome. In particular, it would require a more
explicit enumeration of the bases in Pri beyond the one given in Appendix H.
28 The assigment of σ = σ1 and σ = σ2 to particular cones appears to be arbitrary at this point, and our
choice was motivated by the results in Section 5.4.2.
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5. THE BV-ALGEBRA OF THE W3 STRING
5.1. Introduction
In this section we will study, with various degrees of rigour, the algebraic structure of H(W3,C) that is
induced by the VOA structure of the underlying complex C.
5.1.1. General results
Let us denote by H the cohomology spaceH(W3,C) considered as an operator algebra. A straightforward
application of the results in [94,95,75,80,57] yields the following general theorem.
Theorem 5.1. The cohomology space H carries a structure of a BV-algebra (H, · , b0), where the product
“ · ” is induced from the normal ordered product in C, while the BV-operator, b0 ≡ b[2]0 , is the zero mode of
the Virasoro antighost field b[2](z).
Proof: Using (3.9) and (3.10), we find that C carries an action of the Virasoro algebra T tot(z) = [d, b[2](z)],
with a diagonalizable energy operator Ltot0 . Thus the complex (C, d) is an example of a topological chiral
algebra, and the theorem follows from the discussion in [75], Section 3.9.4. ⊔⊓
For completeness let us recall some explicit formulae (see [93,75]). The dot product of two operators in
H is given by
(O · O′)(z) = 1
2πi
∮
Cz
dw
w − zO(w)O
′(z) . (5.1)
It is graded commutative according to the ghost number of the operators. Since all non-trivial cohomology
states are annihilated by Ltot0 (see Lemma 3.7), all singular terms in the OPE on the right hand side are
trivial in cohomology. Thus (5.1) is also equivalent, in cohomology, to
(O · O′)(z) = lim
w→z
O(w)O′(z) . (5.2)
The action of the BV-operator is
(b0O)(z) =
∮
Cz
dw
2πi
(w − z) b[2](w)O(z) . (5.3)
The associativity and graded commutativity of the product at the level of cohomology, as well as the required
properties of the BV-operator (see Definition 4.2) follow immediately [80]. Moreover, one finds that the
corresponding bracket29 is simply obtained as
[O,O′](z) = (−1)gh(O)
∮
Cz
dw
2πi
(b
[2]
−1O)(w)O′(z) . (5.4)
The action of sl3⊕(u1)2 commutes with the BV-operator b0, and acts as a derivation of the dot product.
The latter follows from the distributivity of the normal ordered product with respect to the horizontal algebra
defined by zero modes of spin one currents. Thus we also have a refinement of Theorem 3.11.
29 Note that in this notation the bracket does not denote the commutator.
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Theorem 5.2.
i. The symmetry algebra sl3 ⊕ (u1)2 acts on H by (infinitesimal) BV-algebra automorphisms.
ii. H is a direct sum of irreducible finite dimensional modules of sl3 ⊕ (u1)2.
In determining the explicit structure of the BV-algebra (H, · , b0) we will distinguish between two types
of arguments. The first type, referred to as “kinematics,” involves arguments based on general properties
of the cohomology, in particular such “kinematical” characteristics as dimensions of cohomology at various
matter and Liouville momenta, or decomposition with respect to sl3 ⊕ (u1)2. The second type of argument
is based on explicit computations. Those have been mostly carried out using the algebraic manipulation
program MathematicaTM together with the CFT package OPEdefs [87].
5.1.2. More notation
In the following we will need a convenient parametrization of the operators in H. By examining the
decomposition (3.67), we find that whenever (ΛM ,−iΛL) satisfies (3.68) with σ ∈ W (i.e., σ 6∈ {σ1, σ2})
there is precisely one quartet of sl3⊕(u1)2 modules with those weights. Clearly the modules at the “bottom”
and the “top” of the quartet are unique, and we will denote them by
Ψ
(n)
ΛM ,−iΛL and Ψ
(n+2)
ΛM ,−iΛL , (5.5)
respectively. In cases where σ ∈ {σ1, σ2} there is still only one module with the lowest and the highest ghost
number, but the difference between those two ghost numbers is 3 rather than 2. To resolve ambiguity in the
remaining cases, where an sl3 ⊕ (u1)2 module in cohomology is not characterized uniquely by (ΛM ,−iΛL)
and n, we will use either additional letters or labels.
We will often use the same notation, as in (5.5), for the operator corresponding to the highest weight in
a given module. Of course in this case ΛM and ΛL are the momenta of the operator. Since sl3 ⊕ (u1)2 acts
by automorphisms of the BV-algebra, it is convenient to express most of the results at the level of modules
rather than operators. To emphasize this we will then write “∼ ” instead of the usual equality sign.
5.2. A preliminary survey of H
5.2.1. The ground ring H0
We have seen in Section 3.5.3 that the entire cohomology at ghost number 0 is concentrated in the
fundamental Weyl chamber, and consists of a single cone with tip (0, 0). Let us examine the lowest lying
modules in H0. First, there is the unit operator
1(z) = Ψ
(0)
0,0(z) . (5.6)
At Liouville weights iΛ1 and iΛ2 there is a triplet Ψ
(0)
Λ1,Λ1
and an anti-triplet Ψ
(0)
Λ2,Λ2
. Let us denote their
elements by x̂σ and x̂
σ, σ = 1, . . . , 3, respectively, with
x̂1(z) = Ψ
(0)
Λ1,Λ1
(z) , x̂3(z) = Ψ
(0)
Λ2,Λ2
(z) . (5.7)
Explicit expressions for those two operators were first computed in [10]. They are given in appendix I.
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Lemma 5.3 [21]. In cohomology, the operators x̂σ and x̂
σ, σ = 1, . . . , 3, satisfy the constraint
x̂σ · x̂σ = 0 . (5.8)
Proof: The left hand side in (5.8) is a cohomology class of ghost number zero, with Liouville momentum
−iΛL = Λ1 + Λ2, and transforming as a singlet under sl3. However, by Theorem 3.19, the only nontrivial
cohomology at this Liouville momentum is in the adjoint representation of sl3, which implies (5.8). ⊔⊓
Remark: It is rather straightforward to check by direct computation of dimensions of the cohomology that
there can be no cohomology at weights ΛM = 0, −iΛL = Λ1 + Λ2 and ghost number 0 (see Appendix
D). However, verifying (5.8) directly, using the explicit representatives of the ground ring generators given
in Appendix I, is clearly a formidable computation (which we have not attempted to perform). Recently,
another verification of (5.8) has been given in [97].
Theorem 5.4. The associative abelian algebra generated by 1, x̂σ and x̂
σ, σ = 1, . . . , 3, is isomorphic with
R3, i.e.,
(Ψ
(0)
Λ1,Λ1
)m · (Ψ(0)Λ2,Λ2)n ∼ Ψ
(0)
mΛ1+nΛ2,mΛ1+nΛ2
. (5.9)
Proof: In view of Lemma 5.3, and the discussion in Section 4.3.1, we must only show that the product of the
highest weight operators in (5.9) does not vanish in cohomology. This can be done by examining explicitly
the representatives (I.1) and (I.2) together with the BRST current (3.12).
Define φ±,i = φM,i ± iφL,i, i = 1, 2. In terms of those fields the highest weight operators have the form
x̂1(z) = Px1 e
iΛ1·φ+ , x̂3(z) = Px3 eiΛ2·φ
+
, (5.10)
where the operator-level 2 prefactors Px1 and Px3 are
Px1 = −
√
3
4 ( 2
√
3∂φ−,1∂φ−,1 + 5∂φ−,1∂φ−,2 + ∂φ−,2∂φ−,1 ) + . . . ,
Px3 = − 34 (∂φ−,1∂φ−,1 − 3∂φ−,2∂φ−,2 ) + . . . .
(5.11)
The dots in (5.11) stand for terms with c[j], b[j], ∂φ+,i, and their derivatives, as well as the derivatives
∂nφ−,i, n > 1; the terms that have been written explicitly are the only ones that depend solely on ∂φ−,i
We will refer to a polynomial in ∂φ−,i as a “leading term” of an operator. Remarkably, the leading terms
in (5.11) do not depend on the choice of a representative in the cohomology class of x̂1 and x̂
3. Indeed, the
only ghost number −1 operators at the same weights and operator-level 2 are b[2]eiΛi·φ+ , and the assertion
follows by examining the residuum of the first order pole in the OPE with the BRST current.
Consider the normal ordered product
(x̂1)
m(x̂3)n ≡ (x̂1 . . . (x̂1(x̂3 . . . (x̂3x̂3) . . .)) . . .)
= Pmne
i(mΛ1+nΛ2)·φ+ .
(5.12)
The prefactor Pmn is a level 2m+ 2n, ghost number zero operator. The proof of the theorem now reduces
to showing that
i. The leading term in Pmn is the product of the leading terms of all factors in (5.12).
ii. This term does not depend on the choice of operator in the cohomology class of the product.
Recall that the normal ordered product of two operators is just the first nonsingular term in their OPE.
Since
φ±,i(z)φ±,j(w) ∼ regular , φ+,i(z)φ−,j(w) ∼ −2δij log(z − w) + regular , (5.13)
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there are no contractions between the exponentials in computing (5.12), as all of them depend only on φ+,i.
Contributions to the normal ordered product that would yield additional leading terms beyond the product of
those in (5.11) can arise only after the Taylor expansion cancels pole terms arising from contractions between
the prefactors and the exponentials, and between the prefactors. However, a moment’s thought reveals that
all such terms in which ∂φ−,i is present must also have as factors either other fields, or derivatives of ∂φ−,i.
This proves claim (i).
To show (ii), we must examine contributions to the residuum of the first order pole in the OPE of the
BRST current with an arbitrary operator that has ghost number −1, and the same momenta and level as
(x̂1)
m(x̂3)n. A similar argument to the one above shows that none of the terms arising via Taylor expansion
can yield a polynomial in ∂φ−,i. Thus the only terms we need to be concerned with are obtained through a
single contraction of b[i] with c[i], as otherwise we would have either higher order poles or uncancelled ghost
operators. In fact the only possibility is that the BRST current has a term of the form c[i]×P [∂φ−,i] which
upon contraction with a term of the form b[i] × P˜ [∂φ−,i] would contribute to the leading term. The result
(ii) then follows as a simple consequence of the fact that, as read from (3.9), the BRST current has no such
term when expanded in φ±,i. ⊔⊓
As a direct consequence of Theorems 3.17 and 5.4 we obtain the following isomorphism.
Theorem 5.5. The ground ring H0, of the BV-algebra H, is isomorphic to R3. The isomorphism π : H0 →
R3 is explicitly given by
π(x̂σ) = xσ , π(x̂σ˙) = xσ˙ , σ, σ˙ = 1, 2, 3 . (5.14)
Since Hn ∼= 0 for n < 0 (see Theorem 3.20), we can extend π to a G-algebra homomorphism π : H→ P ≡
P(R3), as discussed in Section 4.1.4. Our immediate goal is to use π to establish a precise relation between
H and P as BV-algebras. First, however, we need to study in some detail further explicit cohomology states
at higher ghost numbers.
5.2.2. H1: the sl3 ⊕ (u1)2 symmetry of H revisited
Since H is a BV-algebra with BV-operator b0, there is a Lie algebra action of H
1 on H defined by
Φ 7→ [Ψ,Φ], Ψ ∈ H1, Φ ∈ H (see Section 4.1.4). Moreover, by Lemma 4.5, the derivation [Ψ, − ] commutes
with the BV-operator if b0Ψ has vanishing bracket with H. We will now show that the algebra sl3 ⊕ (u1)2,
as introduced in Section 3.3.3 , does in fact arise as a subalgebra of H1 in this way.
Consider H1 at the Liouville weight ΛL = 0. From Theorem 3.19, or simply Table D.1, we find that it
consists of three sl3 modules, the adjoint and two singlets.
The highest weight operator in the adjoint representation is
Ψ
(1)
Λ1+Λ2,0
(z) = (−c[2] −
√
3
2 i∂φ
M,1c[3] + 1√
2
i∂φM,2c[3] + b[2]∂c[3]c[3] )VΛ1+Λ2,0 . (5.15)
It satisfies
(b
[2]
−1Ψ
(1)
Λ1+Λ2,0
)(z) = −VΛ1+Λ2,0(z) , (5.16)
i.e., its action on H defined by the bracket (5.4), is the same as that of the sl3 automorphism. Clearly, the
same holds for the remaining operators in the octet. Let us denote them by D̂σ,σ˙(z), where
D̂1,3˙(z) = Ψ
(1)
Λ1+Λ2,0
(z) . (5.17)
Theorem 5.6. The operators D̂σ,σ˙ close under the bracket onto the sl3 algebra.
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Proof: Recall that
8⊗a 8 = 8⊕ 10⊕ 10 . (5.18)
Since at ΛL = 0 and ghost number n = 1 there is no cohomology in either the 10 or the 10 of sl3, the D̂σ,σ˙’s
span a subspace in H1 which is closed under the bracket. The theorem now follows by noting that the action
of this algebra on the ground ring coincides with sl3. ⊔⊓
In fact we also have
π(D̂σ,σ˙) = Dσ,σ˙ , σ, σ˙ = 1, 2, 3 . (5.19)
The two singlets can be understood as a part of the quartet associated with the identity operator. This
quartet consists of 1(z), C [2](z), C [3](z) and C [23](z), where C [23](z) = (C [2] · C [3])(z). The ghost number
one operators C [2](z) and C [3](z) are given in (I.4) and (I.5), respectively. Note that neither of them depends
on the matter fields, φM,i, so they indeed transform as singlets under sl3.
From the explicit formulae we find
C [2] = − 4∂c[2] − (α1 + α2) · ∂φLc[2] + . . . ,
C [3] = − (α1 − α2) · ∂φLc[2] + . . . ,
(5.20)
where the dots stand for terms without c[2] or its derivatives. Thus
(b
[2]
−1C
[2])(z) = −(α1 + α2) · ∂φL(z) , (b[2]−1C [3])(z) = −(α1 − α2) · ∂φL(z) , (5.21)
which shows that C [2] and C [3] are the (u1)
2 generators we are looking for. Moreover, if we set
Ĉ(z) = C [2](z) , Ĉ±(z) = 12 (C
[2](z)± C [3](z)) , (5.22)
then, cf., (4.108),
π(Ĉ) = C , π(Ĉ±) = C± . (5.23)
As another straightforward consequence of (5.20), we will obtain explicit formulae for the action of the
BV-operator b0.
Theorem 5.7. Let Φ ∈ H be an arbitrary operator with the Liouville momentum −iΛL = t1Λ1 + t2Λ2
satisfying b0Φ = 0. Then
b0(C
[2] · Φ) = −(4 + t1 + t2)Φ , b0(C [3] · Φ) = −(t1 − t2)Φ , (5.24)
b0(C
[23] · Φ) = −(t2 − t1)C [2] · Φ− (4 + t1 + t2)C [3]Φ . (5.25)
Proof: For Φ of the form (3.18), the action of b0 in (5.3) simply amounts to setting to zero all the terms in the
polynomial prefactor P that do not contain ∂c[2] as a factor, and removing ∂c[2] from all the terms in which
it is present. Thus, b0Φ = 0 implies that ∂c
[2] is absent from all the terms in P . But then (∂c[2]Φ)(z) 6= 0,
and from (5.20) we have
(C [2] · Φ) = −(4 + t1 + t2)(∂c[2]Φ) + Φ′ , (C [3] · Φ) = −(t1 − t2)(∂c[2]Φ) + Φ′′ , (5.26)
where b0Φ
′ = b0Φ′′ = 0. These equations imply (5.24), and (5.25) is then obtained using the second order
derivation property of b0, see (4.4). ⊔⊓
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Corollary 5.8.
1
4 (b0C
[2])(z) = − 1(z) , (b0C [3])(z) = 0 . (5.27)
Proof: Take Φ = 1 in (5.24). ⊔⊓
Note that by kinematics we must have b0D̂σ,σ˙ = 0, which, together with Corollary 5.8, proves directly
that the algebra generated by D̂σ,σ˙ and Ĉ± commutes with the BV-operator on H.
Theorem 5.9. The G-algebra homomorphism π is equivariant with respect to the action of sl3 ⊕ (u1)2 on
H and P.
Proof: Since π is a G-algebra homomorphism, the equivariance of π with respect to sl3 ⊕ (u1)2 follows from
(5.19) and (5.23). Indeed, for any Ψ ∈ H we have
π([ D̂,Ψ ]) = [π(D̂), π(Ψ) ] , (5.28)
where D̂ = D̂σ,σ˙, Ĉ+ or Ĉ−. ⊔⊓
5.2.3. More H1
The operators at the tips of the two remaining w = 1 cones in Table 3.2 have Liouville momenta
−iΛL = −Λ1+Λ2 and Λ1−Λ2, and transform under sl3 as the triplet, 3, and the anti-triplet, 3, respectively.
We denote them by antisymmetric tensors P̂ρ˙,σ˙ and P̂ρ,σ. The highest weight operators are
P̂2˙,3˙(z) = Ψ
(1)
Λ1,−Λ1+Λ2(z) , P̂1,2(z) = Ψ
(1)
Λ2,Λ1−Λ2(z) , (5.29)
and their explicit expressions can be found in Appendix I.
Now consider the action of P̂ρ,σ on the ground ring. First we must have [P̂µ,ρ, x̂
σ˙] = 0, because at the
total Liouville momentum of this operator, given by −iΛL = 2Λ1 − Λ2, there is no cohomology with ghost
number zero. Similarly, the other bracket, [P̂µ,ρ, x̂
σ], must be a linear combination of the generators in the
triplet of sl3. By an explicit computation we verify that in fact
[P̂µ,ρ, x̂
σ] = − 12 (δσµ x̂ρ − δσρ x̂µ) . (5.30)
A similar result also holds for P̂σ˙,ρ˙, and we conclude that
π(P̂ρ,σ) = Pρ,σ , π(P̂ρ˙,σ˙) = Pρ˙,σ˙ . (5.31)
At this point we have considered all cones in H1, except for the two twisted cones with w = r1 and w = r2
in Table 3.2. By comparing the weights of operators in the twisted cones with those of the polyvectors, in
Table G.1, we conclude that all these operators must act trivially on the ground ring. In other words the
bracket between those operators and the elements of the ground ring must vanish.
The operators at the tips of the two twisted cones will be denoted by
Ω̂r1(z) = Ψ
(1)
0,−2Λ1+Λ2(z) , Ω̂r2(z) = Ψ
(1)
0,Λ1−2Λ2(z) . (5.32)
They are given in (I.31) and (I.32), respectively.
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5.2.4. An extension of so6
Now, we wish to examine whether the so6 symmetry of the ground ring is realized by operators in H
1.
First let us set
P̂σ,σ˙ = −P̂σ˙,σ = 12D̂σσ˙ + 16hσσ˙ (Ĉ+ − Ĉ−) , (5.33)
and combine them with P̂ρ,σ and P̂ρ˙,σ˙ to P̂i,j , i, j = 1, . . . , 6. Then, from (5.19), (5.23) and (5.31), we find
that π(P̂i,j) = Pi,j , or, simply, that the Λ̂ij = 2P̂i,j act on the ground ring as the so6 algebra.
However, when we consider the bracket between the operators Λ̂ij in H
1, we find that they do not form
a Lie subalgebra isomorphic with so6, but rather generate an (infinite dimensional) extension of so6. In
particular we find
Lemma 5.10.
[P̂µ˙,ν˙ , P̂ρ˙,σ˙] = − 148 (ǫµ˙ν˙ρ˙x̂σ˙ − ǫµ˙ν˙σ˙x̂ρ˙) · Ω̂r1 , [P̂µ,ν , P̂ρ,σ] = − 148 (ǫµνρx̂σ − ǫµνσx̂ρ) · Ω̂r2 . (5.34)
Proof: By kinematics, the general form of the first bracket at the level of modules is
[Ψ
(1)
Λ1,−Λ1+Λ2 ,Ψ
(1)
Λ1,−Λ1+Λ2 ] ∼ nΨ
(1)
Λ2,−2Λ1+2Λ2 , (5.35)
where n = 0 or 1. The operator on the right hand side turns out to be a product
Ψ
(1)
Λ1,−2Λ1+2Λ2 ∼ Ψ
(0)
Λ2,Λ2
·Ψ(1)0,−2Λ1+Λ2 . (5.36)
The general form in (5.34) follows then by the sl3 ⊕ (u1)2 covariance, and the overall normalization factor is
fixed by explicitly evaluating the bracket between a single pair of operators. ⊔⊓
Let us state, without further detail, that all other brackets between the operators P̂i,j close as expected,
thus the so6 commutation rules are violated only by (5.34).
5.2.5. A summary for H1
We may summarize the structure of H1 as follows.
Theorem 5.11. Let us set, according to the cone decomposition in Table 3.2,
H1 = H11 ⊕ H1r1 ⊕ H1r2 . (5.37)
Then H11
∼= π(H11) ∼= P1 and Kerπ ∼= H1r1 ⊕ H1r2 .
Proof: We have shown that all the generators of P1 as a module over the ground ring, are obtained as the
image under π of the tips of cones in H1. Thus π(H1) = P1. By comparing Table 3.2 with Table G.1 we see
that π must be an isomorphism between H11 and P
1, and vanish on H1r1 and H
1
r2 . ⊔⊓
Corollary 5.12. The subspace H11 is generated as an H
0 dot module by Ĉ = Ĉ+ + Ĉ− and P̂i,j .
5.3. The relation between H and P
5.3.1. The main theorem
Theorem 5.13.
i. The map π : H→ P is a BV-algebra homomorphism between (H, · , b0) and (P, · ,∆S).
ii. Let I ≡ Kerπ be a BV-ideal of H. We have an exact sequence of BV-algebras
0 −→ I −→ H π−→ P −→ 0 . (5.38)
There exists a dot algebra homomorphism ı : P→ H, such that π ◦ ı = id, i.e., the sequence splits as a
sequence of ı(P) dot modules.
In the following subsections we will give a complete proof of this theorem.
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5.3.2. π(H) = P
Consider the unique ghost number 5 singlet with the Liouville momentum −iΛL = −2Λ1 − 2Λ2,
X̂(z) = Ψ
(5)
0,−2Λ1−2Λ2 , (5.39)
given in (I.29). Using the so6 notation, define
P̂i1,i2...im =
1
(6−m)!
6
m ǫj1...j6−mi1...im [ x̂
j6−m , . . . , [ x̂j1 , X̂ ] . . . ] , (5.40)
where 2 ≤ m ≤ 5. It is easy to verify by an explicit computation that (5.40) agrees with the previous
definition of the operators P̂i,j .
Again, by explicit computation we find that, for m = 1, (5.40) extends to
P̂i = x̂i , (5.41)
which implies
π(X̂) = X . (5.42)
In fact, (5.41) implies a stronger result.
Lemma 5.14. For all 1 ≤ m ≤ 5,
π(P̂i1,i2...im) = Pi1,i2...im . (5.43)
Therefore, we have
Theorem 5.15.
π(H) = P . (5.44)
Proof: Lemma 5.14, together with (5.42), shows that all generators of the dot algebra P, given in Theorem
4.20, are in the image of π. ⊔⊓
In appendix I we have listed the complete set of operators P̂i1,i2...im corresponding to the highest weights
of all sl3 modules.
5.3.3. π is a BV-algebra homomorphism
Using Theorem 4.12, the first part of Theorem 5.13 is proved by the following lemma.
Lemma 5.16. For Ψ ∈ H1,
π(b0Ψ) = ∆Sπ(Ψ) . (5.45)
Proof: By kinematics we have b0Ψ = 0, for all Ψ ∈ H1r1 ⊕ H1r2 ∼= Kerπ, so (5.45) holds there.
In H11 we can use Corollary 5.12 to conclude that, since b0 and ∆S are second order derivations and π is
a dot algebra homomorphism, it is sufficient to verify (5.45) on Ĉ and P̂i,j , and on their products with
a single ground ring generator. Note that by kinematics, together with (5.33) and (5.27), we must have
b0P̂i,j = 0 = ∆SPi,j . Similarly, (4.99) and (5.27) show that (5.45) holds for Ĉ and C. Then
π( b0(x̂i · P̂i,j) ) = π( [ x̂i, P̂j,k ] ) = [xi, Pj,k ] = ∆S(xi · Pj,k) . (5.46)
The last case, Ĉ · x̂i, is proved using (4.100) and Theorem 5.7. ⊔⊓
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5.3.4. An embedding ı : P→ H
We have seen in Section 5.2, and in particular Section 5.2.5, that a simple kinematical analysis yields a
unique embedding of P0⊕P1 into H. However, this is not the case at higher ghost numbers, where at some
momenta there are more states in the cohomology than in the corresponding polyderivations.
The simplest example is at ghost number two along the boundaries of the fundamental Weyl chamber.
Indeed, by comparing Table G.1 with Table 3.1, or Table 3.2, we find that the sl3 ⊕ (u1)2 modules with the
highest weights (Λ1 + nΛ2,−Λ1 + (n+ 1)Λ2) and (nΛ1 +Λ2, (n+ 1)Λ1 −Λ2), n ≥ 0, are doubly degenerate
in H2, but nondegenerate in P2. The same phenomenon is present at higher ghost numbers.
The problem then is to find an embedding ı : P → H which preserves as much of the BV-algebra
structure of P as possible. We have already seen (Section 5.2.4) that at ghost number one the image of P1
in H1 is not closed under the bracket. Thus the most one can expect is to embed P as dot algebra. In that
case, although P is generated as a BV-algebra by the ground ring, C and the “volume element” X , all of
which embed uniquely into H, it is necessary to define the embedding of the remaining generators Pi1,i2...im ,
m = 2, . . . , 5.
Theorem 5.17. Let us define
ı(C) = Ĉ , ı(X) = X̂ , (5.47)
ı(Pi1,i2...im) = P̂i1,i2...im , 1 ≤ m ≤ 5 . (5.48)
Then ı extends uniquely to a dot algebra embedding of P into H.
Proof: Clearly, it is sufficent to prove that the elements Ĉ, X̂, and P̂i1,i2...im ,m = 1, . . . , 5, satisfy (4.73)-(4.77)
in Theorem 4.20. The last relation,
Ĉ · X̂ = 0 , (5.49)
is verified easily using (I.8), (I.4), (I.5) and (I.32). It also follows by kinematics, as there is no cohomology
with −iΛL = −2Λ1− 2Λ2 and n = 6 (see Table D.1). Thus we must show, beyond our previous result (5.8),
that
x̂[i · P̂i1,i2...im] = 0 , (5.50)
x̂i · P̂i,j1...jm = − mm+1 Ĉ · P̂j1,j2...jm , (5.51)
P̂i1,i2...im · P̂j1,j2...jn = (−1)m−1m+n−1n x̂[i1 · P̂i2,i3...im]j1...jn , (5.52)
where m,n = 1, . . . , 5 and P̂i1,i2...i6 = ǫi1i2...i6X̂ .
Using the complete antisymmetry of the multiple bracket, which follows immediately from (iv) in Defi-
nition 4.1, we may invert (5.40) as
[ x̂j6−m , [ x̂j5−m . . . , [ x̂j1 , X̂ ] . . . ] ] = 16 (m−1) ! ǫ
j1...j6−mi1...im P̂i1,i2...im , m = 1, . . . , 5 . (5.53)
This implies (see (F.12))
[ x̂i, P̂i1,i2...im ] = (m− 1) δi[i1 P̂i2,i3...im] . (5.54)
Now, for arbitrary Ψ ∈ H we have
x̂i · [ x̂i,Ψ ] = 12 [ x̂i · x̂i,Ψ ] = 0 , (5.55)
so (5.50) follows from (5.54) after multiplication by x̂i.
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The second relation, (5.51) is proved by induction on m. First we have, using (5.49), (5.23) and (4.83),
0 = [ x̂, Ĉ · X̂ ] = −Ĉ · [xi, X̂ ] + xi · X̂ , (5.56)
which by (5.40) is equivalent to (5.51) for m = 5. Now suppose that (5.51) is true for m = 5, 4, . . . , n+ 1,
with 1 < n < 5. Then30
Ĉ · P̂{n−1} = n+1n(6−n) Ĉ · [xi, Pi,{n−1}]
= n+1m(6−n)
(− [ x̂i, Ĉ · P̂i,{n−1} ] + [ x̂i, Ĉ ] · P̂i,{m−1} )
= n+2n(6−n) [ x̂
i, x̂j · P̂j,i{n−1} ]− n+1n(6−n) x̂i · P̂i,{n−1}
= n+1n (− 6−n−16−n − 16−n ) x̂i · P̂i,{n−1}
= −n+1n x̂i · P̂i,{n−1} .
(5.57)
Finally, let us consider the last relation (5.52) . We have
P̂{m1} · P̂{m2} = 0 if m1 +m2 ≥ 6 . (5.58)
This can be proved by noting that for all but two pairs (m1,m2) there are simply no operators in the complex
C with the Liouville momentum and the ghost number of the product on the left hand side in (5.58). The
two exceptions, (2, 4) and (3, 3), can be reduced to the other cases using
[ x̂i, P̂i,{4} · P̂{2} ] = 56 P̂{4} · P̂{2} + P̂i,{4} · [ x̂i, P̂{2} ] , (5.59)
[ x̂i, P̂i,{3} · P̂{3} ] = 85 P̂{3} · P̂{3} + P̂i,{3} · [ x̂i, P̂{3} ] , (5.60)
which follow from the distributivity of the bracket and (5.54).
On the one hand (5.58) proves (5.52) for m+ n ≥ 8. On the other hand (5.52) clearly is true if m = 1
and n arbitrary. Then the complete proof of (5.52) is obtained by induction on m+ n and m, using (5.54)
and (5.40). This completes the proof of Theorem 5.17 and thus also of Theorem 5.13. ⊔⊓
5.4. The bulk structure of H
We have seen in the previous section that the action of the BV-algebra H on its ground ring H0 leads
to a projection π from H onto polyvector fields, P. For a given ghost number n cohomology class, the
components of the projection are simply the ring elements isomorphic to its n-times iterated bracket with
the ground ring generators. For elements in the kernel of π, there is clearly some point at which this iteration
of brackets vanishes, though in general there will be a non-trivial result after some number of iterations less
than n. Identifying this last nontrivial stage will allow us to refine our study of the kernel of π. In fact, this
construction yields a homomorphism from Hn into polyderivations P(R3,Hn−k), k ≤ n, the homomorphism
π corresponding to the maximal case k = n. Our main observation is that in the bulk, i.e., for the Liouville
momenta sufficiently deep inside Weyl chambers, the cohomology H(W3,C) admits a description in terms
of “generalized polyvector fields” associated with twisted modules of the ground ring of the type introduced
in Section 4.4.3. In particular, this result gives then a partial proof of Conjecture 3.23, in the sense that it
establishes the lower bound on the cohomology.
Most of the results below are obtained by a combination of kinematical arguments and explicit compu-
tations. While a more rigorous treatment along the lines of the discussion in Section 4.3.3 or the proof of
Theorem 5.4 could be given, the details of such proofs are rather cumbersome, at least in comparison with
their counterparts in the fundamental Weyl chamber. We will thus mainly limit our discussion to a general
summary of the results.
30 We use a shorthand notation for index structure that is either obvious or irrelevant, and write {m− 1}
for m indices, e.g., P̂{m−1} for the ghost number m− 1 operator P̂i1,i2...im .
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5.4.1. Twisted modules of H0
An examination of the pattern of cohomology states (see Table 3.2 or, more conveniently, the figures
in Appendix E) reveals that in each Weyl chamber the cohomology with the lowest ghost number forms
precisely one (twisted) cone, M̂w, of sl3 ⊕ (u1)2 modules with the highest weights (Λ, w−1(Λ + ρ) − ρ),
Λ ∈ P+, w ∈W . The operators at the tips of those cones,
Ω̂w(z) = Ψ
(ℓ(w))
0,w−1ρ−ρ , (5.61)
can be found in Appendix I.4. Note that for w = 1 we have the identity operator, while for w = r1 and r2
these are exactly the two ghost number one operators which already appeared in Section 5.2.4.
Now we would like to understand the dot action of the ground ring on each of the cones M̂w. The simple
fact that there is only one sl3 module at each Liouville momentum in M̂w allows us to determine most of
ground ring action by a purely kinematical analysis.
Theorem 5.18. The twisted cones, M̂w, w ∈ W , are closed under the dot product action of the ground
ring, i.e., H0 · M̂w ⊂ M̂w, and as H0 modules they are isomorphic to the corresponding twisted R3 modules,
Mw, introduced in Section 4.4.3.
Proof: Clearly, the decomposition of each cone into sl3 modules is that of a model space, and thus identical
with that of the ground ring, H0. In fact, for w = 1, M̂1 ∼= H0. More interesting are w = r1 and r2, where we
observe that, as sl3 modules, M̂r1
∼= H1r1 and M̂r2 ∼= H1r2 , respectively. We will now outline the main steps
of the proof for those two cases.
Consider M̂r1 first. By acting with the ground generators on the tip of this cone we obtain
Ψ
(0)
Λ1,Λ1
·Ψ(1)0,−2Λ1+Λ2 ∼ 0 , Ψ
(0)
Λ2,Λ2
·Ψ(1)0,−2Λ1+Λ2 ∼ Ψ
(1)
Λ2,−2Λ1+2Λ2 . (5.62)
In fact, it is not too difficult to verify, by examining the leading terms in the first product, that subsequent
action of the anti-triplet of ground ring generators always yields a nonvanishing result. This proves that the
operators along the boundary, (nΛ2,−2Λ1 + (n+ 1)Λ2), of M̂r1 are
x̂σ˙1 · . . . · x̂σ˙n · Ω̂r1 , σ˙1, . . . , σ˙n = 1, . . . , 3 , n ≥ 0 . (5.63)
To obtain the remaining operators in the cone we must study the bracket action of H1 on M̂r1 , in
particular those of
D̂σ = ǫσµρ[ P̂µ,ρ,− ] , D̂σ˙ = ǫσ˙µ˙ρ˙[ P̂ µ˙,ρ˙,− ] . (5.64)
Note that, when acting on the ground ring, D̂σ and D̂σ˙ are the first order differential operators D(1)σ and
D
(1)
σ˙ given in (G.34). Once more we verify explicitly that
[Ψ
(1)
Λ1,−Λ1+Λ2 ,Ψ
(0)
0,−2Λ1+Λ2 ] ∼ Ψ
(1)
Λ1,−3Λ1+2Λ2 , [ Ψ
(1)
Λ2,Λ1−Λ2 ,Ψ
(0)
0,−2Λ1+Λ2 ] ∼ 0 , (5.65)
which suggests that the other boundary of the cone, (nΛ1,−(n+ 2)Λ1 + (n+ 1)Λ2), is realized by
D̂σ1 . . . D̂σn Ω̂r1 , σ1, . . . , σn = 1, . . . , 3 , n ≥ 0 . (5.66)
Since
[Ω̂ri , Ω̂rj ] = 0 , i, j = 1, 2 , (5.67)
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we find, by repeatedly using (5.34), (5.65) and the Jacobi identity for the bracket, that the sl3 tensor in
(5.66) is completely symmetric in σ1 . . . , σn. The “leading term” type argument shows that those operators
span the required sl3 module.
Combining (5.63) with (5.66), and using the fact that the actions of D̂σ and x̂σ˙ commute, we find that
an explicit basis in M̂r1 consists of elements x̂σ˙1 · . . . · x̂σ˙m · D̂σ1 . . . D̂σnΩ̂r1 , m,n ≥ 0. Moreover, since
x̂σD̂σ = 0, this basis also gives an explicit isomorphism πr1 : M̂r1 →Mr1 of sl3 ⊕ (u1)2 modules,
πr1(x̂σ˙1 · . . . · x̂σ˙m · D̂σ1 . . . D̂σnΩ̂r1) = xσ˙1 · . . . · xσ˙m · Dσ1 . . .DσnΩr1 , m, n ≥ 0 . (5.68)
Using (5.62), or equivalently, x̂σ · Ω̂r1 = 0, it is straightforward to evaluate the action of the triplet of the
ground ring generators on the basis elements (5.68), with the result precisely that given in (4.118). Thus
πr1 is also an isomorphism of M̂r1 and Mr1 as ground ring modules.
The proof in the case of M̂r2 is similar. In the remaining three cones, w = r1r2, r2r1 and r3, one cannot
construct explicit bases of M̂w in terms of polyvectors acting on the corresponding operators at the tips
of the cones. (However, it is easy to verify that the elements of the form D̂σ1 . . . D̂σn Ω̂r2r1 and, similarly,
D̂σ˙1 . . . D̂σ˙nΩ̂r1r2 span one of the boundaries in the respective cones.) In those cases our claim is based on
first noting that by kinematics the action of the ground ring, if nontrivial, must be of the twisted type as
stated in the theorem, and then verifying it by evaluating the products of the ground ring generators with
the operators lying close to the tips of the cones. ⊔⊓
Theorem 5.19. The ground ring modules isomorphisms πw : M̂w → Mw are equivariant with respect to
the Lie algebra action of H11
∼= ı(P1) and P1 on M̂w and Mw, respectively.
Proof: The proof of this theorem is similar to the one above. ⊔⊓
5.4.2. Interpretation of H in terms of twisted polyderivations
We have found that the lowest ghost number subspaces of H in each of the Weyl chambers may be
identified with the twisted modules of the ground ring. The problem is then to extend the isomorphism πw
to a map between the higher ghost number cohomology and twisted polyderivations Pw ≡ P(R3,Mw) of
the ground ring. The result may be summarized as follows.
Theorem 5.20. There is a natural map, πw, that identifies M̂w and Mw, and maps Φ ∈ Hℓ(w)+n, with
−iΛL + 2ρ sufficiently deep inside w−1P+, onto a generalized polyderivation πw(Φ) ∈ Pnw, given by
πw(Φ)(xi1 , . . . , xin) = πw([ . . . [ [ Φ, x̂i1 ], . . . ], x̂in ]) . (5.69)
Proof: Clearly π1 is just the homomorphism π. In the other cases, although the right hand side in (5.69)
is well defined for any Φ, the restriction on the Liouville weight is imposed to ensure that the multiple
bracket lies in M̂w. For such Φ, the proof that πw(Φ) is a twisted polyderivation requires that we check the
conditions in Lemma 4.7, which in fact follow immediately using elementary properties of the dot product
and the bracket. ⊔⊓
A more interesting question is to what extent πw is an isomorphism between generalized polyvectors,
Pw, and a subspace of H. In this respect a comparison of Theorem 4.34, which gives an enumeration of all
twisted polyderivations in the bulk, with Theorem 3.25 for the cohomology, leads to the conclusion that in
the bulk,
Hn ∼= Hn(W3,C) ≈
⊕
w∈W
Pn−ℓ(w)(R3,Mw) . (5.70)
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In fact, we should interpret this equality as a lower bound for the cohomology, and thus a partial proof of
Conjecture 3.23.
The description of the cohomology in terms of twisted polyderivations in Theorem 5.20 breaks down
close to the origin of the lattice of shifted Liouville momenta, because of the presence of operators that have
vanishing brackets with some or even all ground ring generators, and therefore cannot be “detected” by
(5.69). A particularly interesting example is the “special operator”
Ψ
(2)
0,−Λ1−Λ2(z) = c
[2]c[3] V0,−Λ1−Λ2 . (5.71)
By explicit evaluation of all products and all brackets of this operator with the generators of ı(P) we find
Lemma 5.21. The doublet of operators (Ψ
(2)
0,−Λ1−Λ2 , Ĉ · Ψ
(2)
0,−Λ1−Λ2) is invariant under dot product and
bracket with the elements of ı(P).
In particular, Lemma 5.21 implies that the dot products and the brackets of the special operator with
all ground ring generators vanish.
5.5. Towards the complete structure of H
It remains an open problem to understand how the bulk regions of cohomology, parametrized in terms
of twisted polyderivations of the ground ring, are “glued” together. We will suggest here a possible answer
to this question that is essentially based on explicit computations of products and brackets between the low
lying operators in H.
As in the analogous problem for the Virasoro cohomology, which has been exhaustively discussed in [75]
and is summarized here in Appendix J, the starting point is to understand the action of the BV-operator b0
on H. The next step will be to unravel the structure of H as a module of P.
5.5.1. The BV-operator b0
As a simple application of the results in Section 5.2.2 we have
Theorem 5.22. The cohomology of b0 on H is trivial.
Proof: Suppose that b0Ψ = 0, where Ψ ∈ H has the Liouville momentum −iΛL = t1Λ1 + t2Λ2. From (5.24)
we find that unless t1 = t2 = −2, either Ĉ+ or Ĉ− yield a contracting homotopy for b0. In the exceptional
case we find that there is simply a quartet of operators in the complex, C, all of which are nontrivial in
cohomology (see Table D.2). Those are
T0,−2Λ1−2Λ2 = c
[2]∂c[3]c[3]V0,−2Λ1−2Λ2 ,
T
[2]
0,−2Λ1−2Λ2 = ∂c
[2]c[2]∂c[3]c[3]V0,−2Λ1−2Λ2 , T [3]0,−2Λ1−2Λ2 = c[2]∂2c[3]∂c[3]c[3]V0,−2Λ1−2Λ2 , (5.72)
T
[23]
0,−2Λ1−2Λ2 = ∂c
[2]c[2]∂2c[3]∂c[3]c[3]V0,−2Λ1−2Λ2 .
They form two doublets under b0,
b0 T
[2]
0,−2Λ1−2Λ2 = T0,−2Λ1−2Λ2 , b0 T
[23]
0,−2Λ1−2Λ2 = T
[3]
0,−2Λ1−2Λ2 , (5.73)
which shows that indeed the cohomology of b0 is trivial. ⊔⊓
Remark: Note that T0,−2Λ1−2Λ2 is the tachyon operator, proportional to Ω̂w0 , while T
[23]
0,−2Λ1−2Λ2 = 1728
√
3X̂.
More generally, the tachyon operators arise at momenta (Λ, wΛ − 2ρ), Λ ∈ P+, w ∈ W [9]. The quartet of
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cohomology operators associated with each tachyon is then given by (5.72), but with VΛ,wΛ−2ρ. It decomposes
into two doublets under the action of b0, as in (5.73).
An immediate consequence of Theorem 5.22 is that all cohomology states are paired into doublets. This
does not yet explain the quartet structure, which one might want to associate with the presence of another
BV-type operator. A naive candidate for such an operator is b
[3]
0 . It turns out, however, that the latter is
not a well defined operator on H, as is easily seen in the following example:
b
[3]
0 C
[2](z) = 8(b[2]c[3])(z) . (5.74)
The operator on the right hand side is not annihilated by d.
Another consequence of Theorem 5.22 is that the image of polyderivations, ı(P), in H is not closed
under b0. Indeed, given (5.45), this would contradict Theorem 4.29. An obvious example of an operator that
is mapped by b0 outside ı(P) is X̂, the image of the cohomology class, X , of ∆. Let us denote Γ̂ = b0X̂. It
follows from (5.73) that this operator is nonzero.
The non-closure of ı(P) under b0 also implies non-closure under the bracket, and we have seen an
example to that effect in Section 5.2.4.
5.5.2. The dual decomposition of H
The description of H in terms of polyderivations Pw, for w = r1 and r2, may be generalized so as to
also include the states at the boundaries of the regions. Together with the duality of H, this will allow an
explicit description of the dot module structure of H over P.
Consider I = Kerπ. By Theorem 5.13, I is a BV-ideal. Thus it is also a BV-module of H, provided we
set ∆M = ∆
∣∣
I
. Moreover, we have In = 0 for n < 1, and I1 ∼= M̂r1 ⊕ M̂r2 . Consider I1 as a Lie algebra.
Lemma 5.23. I1 is an Abelian Lie algebra, i.e., the bracket [− , − ] vanishes when restricted to I1.
Proof: The vanishing of the bracket on M̂r1 and M̂r2 follows by kinematics. Indeed, for Φ ∈ M̂r1(Λ) and
Φ′ ∈ M̂r1(Λ′) the bracket, [ Φ,Φ′ ], has the Liouville weight
r1(Λ + Λ
′ + 2ρ)− 2ρ = r1 ((Λ + Λ′ + α1) + ρ)− ρ , (5.75)
and thus must vanish because the irreducible representation with the highest weight Λ + Λ′ + α1 cannot
arise in the tensor product Λ⊗ Λ′. As for the bracket between M̂r1 and M̂r2 , we start with (5.67) and then
proceed by induction also using the explicit bases in M̂ri constructed in Section 5.4.1, the vanishing relations
x̂σ · Ω̂r1 = 0 , D̂σ˙Ω̂r1 = 0 , x̂σ˙ · Ω̂r2 = 0 , D̂σΩ̂r2 = 0 , (5.76)
and the properties of the bracket. ⊔⊓
Remark: Similar arguments show that, given Ω̂ri · Ω̂rj = 0, i, j = 1, 2, we must have M̂ri · M̂rj = 0 as well.
Since I1 is a ground ring module, as well as the lowest ghost number subspace in I, it is natural to
repeat the construction of Section 5.3. Namely, consider the map
π′ ≡ πr1 ⊕ πr2 : In −→ Pn−1(R3, I1) ∼= Pn−1r1 ⊕Pn−1r2 , (5.77)
which is equal to the identity on I1, while for n ≥ 2 it is given by the multiple brackets (5.69). (Since I is a
BV-ideal, all brackets (5.69) lie in I for all Φ ∈ I, the map π′ is well-defined on I, which of course includes
the bulk region in Theorem 5.18.) It is straightforward to verify by induction on the ghost number n, cf.,
Section 4.1.4, that
π′(Φ ·Ψ) = π(Φ) · π′(Ψ) , Φ ∈ H , Ψ ∈ I , (5.78)
where the product on the right hand side corresponds to the dot action of P on Pr1 ⊕ Pr2 . In fact, the
latter space is a G-module of P (see Theorem 4.33), and a stronger result holds.
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Theorem 5.24. The map π′ is a G-morphism between the G-module I of H and the G-module Pr1 ⊕Pr2
of P; i.e., in addition to (5.78) we also have
π′([ Φ,Ψ ]) = [π(Φ), π′(Ψ) ]M , Φ ∈ H , Ψ ∈ I . (5.79)
Proof: Let Φ ∈ Hm and Ψ ∈ In. Once more the proof follows by induction on m+n. In particular, for m = 0
and n = 1 both sides of (5.79) vanish – the left one because I0 ∼= 0, while the right one by the definition
of the bracket action of P on Pr1 ⊕ Pr2 . Next take m = 1 and n = 1. Using decomposition (5.37) and
Lemma 5.23, the only case in which both sides do not vanish automatically is for Φ ∈ H11 ∼= ı(P). Then the
equality follows from the isomorphism of M̂ri and Mri as G-modules. The general step of the induction is
now completed similarly as in the proof of Theorem 5.13, using the definition of the bracket action of P. ⊔⊓
Conjecture 5.25. Consider Pr1 ⊕ Pr2 as a BV-module of P, with the (conjectured) BV-operator ∆ =
∆1 ⊕∆2 defined in (4.128) and (4.129). Then π′ is a BV-morphism between BV-modules.
The ideal I at weights (0,−2Λ1 − 2Λ2) is spanned by the operators T0,−2Λ1−2Λ2 , T [2]0,−2Λ1−2Λ2 and
T
[3]
0,−2Λ1−2Λ2 ≈ Γ̂. By an explicit computation we verify that while
π′(Γ̂) = Γ1 + Γ2 , (5.80)
the other two operators are mapped to zero. This shows that π′ has a nontrivial cokernel. In fact, by
examining the sl3 ⊕ (u1)2 decomposition of I and Pr1 ⊕ Pr2 , as well as a number of explicit checks, we
conclude that π′ is onto except at the weight (0,−2Λ1 − 2Λ2). Let us denote the image π′(I) = P′.
Let I′ = Kerπ′. Using (5.78) and (5.79) we show that I′ is a G-ideal (conjecturally, a BV-ideal) of H.
It will turn out convenient to factor out from I′ the doublet, Dsp, of special states introduced in Lemma
5.21, and write
I′ ∼= H(−)⊕Dsp . (5.81)
Consider the quotient H(+) ∼= H/H(−). Note that as a vector space H(+) is isomorphic with P⊕P′ ⊕Dsp.
By examining the sl3 ⊕ (u1)2 decomposition of H(−) and H(+) we concluded that each comprises precisely
“one half of the cohomology” in the following sense.
Conjecture 5.26. Let 〈−,−〉H be the nondegenerate bilinear form on H, introduced in Section 3.3.4. Then
i. The form 〈−,−〉H vanishes identically on H(−).
ii. As a vector space, H(+) is isomorphic with the dual subspace to H(−) in H with respect to this form.
Most of this conjecture follows from the sl3 ⊕ (u1)2 decomposition. Only the cases where at the same
Liouville weight there are states both in H(+) and H(−) require a more detailed analysis. We have checked
explicitly some of those cases for low lying weights. The extension to the general case is then consistent
with the expected module structure of both spaces with respect to the dot action of polyderivations to be
discussed shortly.
The question now is whether one can construct H(+) as a (natural) subspace in H. In other words we
would like to find an extension of the embedding ı : P → H to P′ and Dsp. The embedding of the special
doublet is unambiguous. However, simple kinematics shows that such an embedding on P′ is ambiguous
in the overlap regions with ı(P) and H(−). To resolve this problem we propose to proceed as in Section
5.3.1, and use the explicit parametrization of P′ in terms of free modules of the chiral subalgebras given in
Appendix H. Thus we set
ı(Γi) = Γ̂ , (5.82)
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and then require that ı(Pri) is freely generated from Γ̂ in H as a G-submodule of the respective holomorphic
subalgebra ı(P−) or ı(P+). More explicitly, this construction yields
ı(Φ0 · [ Φ1, [ . . . , [ Φn,Γi] . . . ] ]) = ı(Φ0) · [ı(Φ1), [ . . . , [ ı(Φn), Γ̂ ] . . . ] ] , Φ0 , . . . ,Φn ∈ P∓ . (5.83)
From now on we will identify H(+) with the image ı(P⊕P′ ⊕Dsp) ⊂ H.
To summarize, we have constructed an explicit decomposition
H ∼= H(−)⊕ H(+) , (5.84)
where H(±) is completely isotropic with respect to the bilinear form on H, and H(+) is dual to H(−).
The duality between H(−) and H(+), due to the “hermiticity” of the ground ring generators with respect
to the bilinear form (which can be proved using explicit expressions in Appendix I.1), holds as the duality
of ground ring modules.
It follows from Conjecture 5.25 that H(−) should be a BV-ideal in H. A combination of kinematics
and explicit checks suggest that H(+) ⊂ H is a submodule with respect to the dot action of the subalgebra
ı(P) ⊂ H.
Finally, let us compare the result above with the one for the BV-algebra associated with the Virasoro
string.31 The decomposition (5.84) of the algebra as a ground ring module is an analogue of the similar
decomposition of H(W2,C) [75]. However, unlike in the Virasoro case, now H(+) is much larger than the
algebra of polyderivations of the ground ring.
5.5.3. Concluding remarks and open problems
The above analysis of the BV-algebra (H, · , b0) is completely consistent with the result for the coho-
mology in the fundamental Weyl chamber and its – partially conjectural – extension to the remaining Weyl
chambers. We have also exhibited a geometric structure underlying this algebra; it turns out to be modeled
on the algebra of (generalized) polyderivations on the base affine space of SL(3,C). Still, the problem of
properly understanding the global structure of this algebra remains open.
To conclude this paper we would like to review briefly two problems that we could not solve completely
at this stage. Quite likely some of them will require a qualitatively new insight and not merely a refinement
of the approach advocated above.
1. The proof of the cohomology for −iΛL + 2ρ 6∈ P+ ∪ w0P+.
It is rather surprising that, unlike in the case of the Virasoro algebra, the cohomology of theW3 algebra
with values in the tensor product of two Fock modules cannot be computed directly, i.e., without resorting
to an indirect procedure. While the formal origin of this difficulty is clear – the presence of quartic terms
precludes any simple spectral sequence argument – one might hope that by a suitable field redefinition the
problem could become tractable.
More along the lines of the proof in the fundamental Weyl chamber one could try to construct a new
class of highest weight modules of the W3 algebra that are “dual” to the cL = 98 Fock modules F (ΛL, 2i),
−iΛL+2ρ 6∈ P+ ∪w0P+, in the sense of the reduction theorem (Theorem 3.8), just as contragredient Verma
modules are “dual” to Fock modules when −iΛL+2ρ ∈ P+. (This cohomological “construction” of modules
is largely motivated by the counterpart problem in the representation theory of affine Lie algebras, where
the corresponding cohomology is that with respect to the (twisted) nilpotent subalgebra – see [40], and also
31 see, the summary in Appendix J
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[20], for further details.) By constructing resolutions of cM = 2 irreducible modules in terms of those new
modules one could compute the cohomology in a straightforward manner.
2. Is H generated by ı(P) as a BV-algebra?
We have seen that ı(P) is not closed under b0. In fact the subspace generated by the bracket and dot
action of ı(P) on itself contains at least the subspace H(+). This follows from the discussion in Section
5.5.2, and the observation that the special doublet, Dsp, lies in the subspace spanned by elements of the
form [ x̂σ, [ x̂σ˙, b0X̂] and Ĉ · [ x̂σ, [ x̂σ˙, b0X̂].
While ı(P) is closed under the dot product, this is not the case for H(+); dot products of some elements
in H(+) ∩ I lie in H(−).32 For instance, the “square” of the special state yields
Ψ
[2]
0,−Λ1−Λ2 ·Ψ
[2]
0,−Λ1−Λ2 ∼ T
[2]
0,−2Λ1−2Λ2 . (5.85)
Similarly, further products between H(+) ∩ I and I′ are nonvanishing. A good example is given by the
products of the tips of twisted cones Ω̂w, which lie in I
′ for w = r12, r21 and r3. We find
Ω̂r1 · Ω̂r12 ∼ Ω̂r3 , Ω̂r2 · Ω̂r21 ∼ Ω̂r3 . (5.86)
To gain some insight into the full structure of H we have studied the BV-subalgebra Hsingl, consisting
of all elements of H transforming as singlets under sl3. This algebra is finite-dimensional and is spanned by
19 quartets, that are easily read off from Table 3.2. The elements of ı(P) form a quartet at the Liouville
weight 0, three doublets (with respect to b0) at Λ1 − 2Λ2, −2Λ1 + Λ2 and −Λ1 − Λ2, and a single element,
X̂, at −2Λ1 − 2Λ2. It appears that those elements generate the entire Hsingl as a BV-algebra.
At this point it is tempting to conjecture that also H is generated from ı(P). Unfortunately, we were not
able to calculate any nontrivial example, beyond the singlet subalgebra, that would support such conjecture.
If this conjecture turned out false, one would have to understand what is the significance of the (proper)
subalgebra generated by ı(P) inside H.
32 Note that in the Virasoro case the dot product on I is always zero.
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APPENDICES
Appendix A. Verma modules at c = 2
A.1. Primitive vectors
h M [0, 0] M [1, 1] M [3, 0] M [0, 3] M [2, 2] M [4, 1] M [1, 4] M [3, 3] · · ·
0 u00
1 (v11, u11) u11
3 u30 u30 u30
u03 u03 u03
4 (w22, v22, u22) (v22, u22) u22 u22 u22
7
... (v41, u41) (v41, u41) u41 u41 u41
... (v14, u14) u14 (v14, u14) u14 u14
9
... (w33, v33, u33) (v33, u33) (v33, u33) (v33, u33) u33 u33 u33
...
...
...
...
...
...
...
...
...
...
Table A.1. Primitive vectors in M [s1, s2] (triality 0)
h M (2)[1, 1] M (2)[2, 2] M (2)[4, 1] M (2)[1, 4] M (2)[3, 3] · · ·
1 (v11, u11)
3 u30, u
′
30
u03, u
′
03
4 (w22, v22, u22), u
′
22 (v22, u22)
7
... (v41, u41) (v41, u41)
... (v14, u14) (v14, u14)
9
... (w33, v33, u33), u
′
33 (v33, u33) (v33, u33) (v33, u33)
...
...
...
...
...
...
...
Table A.2. Primitive vectors in M (2)[s1, s2] (triality 0)
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h M [1, 0] M [0, 2] M [2, 1] M [1, 3] M [4, 0] M [3, 2] M [0, 5] M [2, 4] · · ·
1
3 u10
4
3 u02 u02
7
3 (v21, u21) u21 u21
13
3 (v13, u13) (v13, u13) u13 u13
16
3 u40 u40 u40 u40
19
3 (w32, v32, u32) (v32, u32) (v32, u32) u32 u32 u32
25
3
... u05 u05 u05 u05
28
3
... (w24, v24, u24) (v24, u24) (v24, u24) u24 u24 u24 u24
...
...
...
...
...
...
...
...
...
...
Table A.3. Primitive vectors in M [s1, s2] (triality 1)
h M (2)[2, 1] M (2)[1, 3] M (2)[3, 2] M (2)[2, 4] · · ·
7
3 (v21, u21)
13
3 (v13, u13) (v13, u13)
16
3 u40, u
′
40
19
3 (w32, v32, u32), u
′
32 (v32, u32) (v32, u32)
25
3
... u05, u
′
05
28
3
... (w24, v24, u24), u
′
24 (v24, u24) (v24, u24)
...
...
...
...
...
...
Table A.4. Primitive vectors in M (2)[s1, s2] (triality 1)
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A.2. Irreducible modules
h\[s1, s2] [0, 0] [1, 1] [3, 0] [2, 2] [4, 1] [3, 3]
0 1
1 0 1
2 1 2
3 2 3 1
4 3 6 1 1
5 4 10 3 2
6 8 16 5 5
7 10 27 9 8 1
8 17 42 14 16 2
9 24 64 25 26 4 1
10 36 98 37 45 8 2
Table A.5. dimL[s1, s2](h) (triality 0)
h\[s1, s2] [1, 0] [0, 2] [2, 1] [1, 3] [4, 0] [3, 2] [0, 5] [2, 4]
1
3 1
4
3 1 1
7
3 2 1 1
10
3 3 3 2
13
3 6 4 4 1
16
3 9 8 7 2 1
19
3 15 12 13 4 1 1
22
3 22 21 21 8 3 2
25
3 35 31 35 14 5 5 1
28
3 51 50 55 24 10 9 1 1
31
3 77 73 87 40 15 17 3 2
Table A.6. dimL[s1, s2](h) (triality 1)
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A.3. Verma modules
h\S {u00} {v11} {u11, w22} {u11} {u30, u03, v22} {u30, u03} {u30, v22} {u30} {v22} {u22}
0 1
1 2 2 1 1
2 5 4 2 2
3 10 8 5 5 2 2 1 1
4 20 17 11 10 4 3 3 2 2 1
5 36 32 22 20 10 8 7 5 4 2
6 65 57 41 36 20 15 15 10 10 5
Table A.7. dimM(S)(h) for S ⊂M [0, 0]
h\S {u10} {v21} {v21, u20}
1
3 1
4
3 2 1
7
3 5 2 3
10
3 10 4 7
13
3 20 10 14
16
3 36 19 27
19
3 65 38 50
22
3 110 ∗ ∗
Table A.8. dimM(S)(h) for S ⊂M [1, 0]
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h\S {u11} {u30, u03, v22} {u30, u03} {u30, u03, w33} {u03, w33, v41} {u30} {v22}
1 1
2 2
3 5 2 2 2 1 1
4 10 4 3 3 2 2 2
5 20 10 8 8 5 5 4
6 36 20 15 15 10 10 10
7 65 38 30 30 21 20 20
8 110 68 52 52 ∗ 36 40
9 185 121 94 95 ∗ 65 71
10 300 202 155 157 ∗ 110 128
Table A.9. dimM(S)(h) for S ⊂M [1, 1]
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Appendix B. Vertex Operator Algebras associated to root lattices
In this appendix we explicitly construct a VOA, in the chiral algebra V of two free scalar fields with
momenta lying on the root lattice of sl3, which includes the currents of the affine Lie algebra ŝl3. As discussed
under (2.56), the principal condition which we must account for is the “statistics” of the VOA – that under
interchange of order the OPEs of any two fields in the VOA are related by analytic continuation.
Let Q be the root lattice of a simple simply-laced Lie algebra g, and let cα be a set of (momentum
dependent) operators on Q. The VOA associated to the lattice Q involves, in particular, the assignment
of a vertex operator Vα(z) = Vα(z)cα to each α ∈ Q, where Vα(z) = eiα·φ(z) and cα is chosen such that
cˆα ≡ eiq·αcα satisfies
cˆαcˆβ = e
iπ(α,β)cˆβ cˆα ,
cˆ0 = 1 ,
(B.1)
for all α, β ∈ Q. Note that (B.1) is precisely required to implement the statistics condition, since for any
two exponential operators, eiλ·φ(z) and eiλ
′·φ(z),
eiλ·φ(z)eiλ
′·φ(w) = (z − w)λ·λ′eiλ·φ(z)+iλ′·φ(w) . (B.2)
The extension of the statistics condition to the exponential operators corresponding to the rest of the
root lattice is discussed later. It is enough to just consider the purely exponential operators in V since
contributions to the OPE from the polynomial field prefactors are clearly meromorphic and satisfy the
condition automatically.
We may interpret (B.1) as the statement that cˆα defines a central extension of Q by the group Z/2Z ∼=
{±1} [48]. Such central extensions are uniquely specified by a 2-cocycle ǫ : Q ×Q−→{±1}, satisfying
ǫ(α, β)ǫ(α + β, γ) = ǫ(α, β + γ)ǫ(β, γ) , (B.3)
ǫ(α, β) = eiπ(α,β)ǫ(β, α) , (B.4)
ǫ(α, 0) = 1 , (B.5)
for all α, β, γ ∈ Q, through33
cˆαcˆβ = ǫ(α, β)cˆα+β . (B.6)
Clearly, the consistency of (B.6) implies the 2-cocycle condition (B.3), i.e., the fact that ǫ ∈ H2(Q,Z/2Z),
while (B.4) and (B.5) follow from (B.1).
A 2-cocycle ǫ, satisfying (B.3)-(B.5), is easily constructed as follows [48]. In addition to (B.3)-(B.5) we
may impose a bilinearity condition
ǫ(α+ β, γ) = ǫ(α, γ)ǫ(β, γ) ,
ǫ(α, β + γ) = ǫ(α, β)ǫ(α, γ) .
(B.7)
Then ǫ is completely specified by its values ǫ(αi, αj), where 1 ≤ i ≤ j ≤ ℓ and {αi}ℓi=1 is a basis of Q (i.e.,
a simple root system).
In our case, where g ∼= sl3, we may simply choose
ǫ(α1, α1) = ǫ(α2, α2) = ǫ(α1, α2) = 1 , (B.8)
33 Given a 2-cocycle ǫ(α, β), the construction of cˆα is outlined in Section 5 of [59]. Despite the slight abuse
of language we will call the cα “phase-cocycles.”
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from which it follows, e.g.
ǫ(α1,−α1) = ǫ(α2,−α2) = 1 , (B.9)
while
ǫ(α2, α1) = ǫ(α3,−α3) = −1 . (B.10)
In fact, for arbitrary α, β ∈ Q we then have
ǫ(α, β) = eiπ(Λ2,α)(Λ1,β) . (B.11)
A cα, satisfying (B.1) and (B.6) for the 2-cocycle (B.11) is explicitly given by
cα(p) = e
iπp·ξ(α) , (B.12)
where
ξ(α) = (Λ2, α)Λ1 . (B.13)
Now, if we restrict ourselves to α ∈ ∆ the modes of the vertex operators Vα(z) will provide a realiza-
tion of ŝl3 on
⊕
α∈Q F (α, 0) ismorphic to L(Λ0) (i.e.the so-called basic representation), albeit not in the
“conventional” form. In particular we would like to have ǫ(α3,−α3) = 1. Clearly, a 2-cocycle ǫ satisfying
(B.3)-(B.5) is not unique, but can be modified by a coboundary δ(ǫ), ǫ : Q−→{±1}, i.e.
ǫ′(α, β) = ǫ(α, β)η(α)η(β)η(α + β) . (B.14)
This corresponds to a change
cˆ′α = η(α)cˆα . (B.15)
(We need to take η(0) = 1 to preserve (B.1) or, equivalently, (B.5).) We can use this ‘gauge freedom’ to
choose ǫ(α, β) such that
ǫ(α,−α) = 1 , (B.16)
for all α ∈ Q or, equivalently,
cˆαcˆ−α = 1 . (B.17)
For example we can take
η(α) =
{
1 for (Λ1, α) ≥ 0
eiπ(Λ1,α)(Λ2,α) for (Λ1, α) < 0 .
(B.18)
Note that with this choice of cocycle we automatically have
ωA(cˆ′α) = ωA(η(α)e
iq·αeiπα·ξ(α))
= η(α)η(−α)eiπα·ξ(α) cˆ′−α
= cˆ′−α
(B.19)
such that
ωA(Vα(z)) =
(
1
z
)α2
V−α(1
z
) , (B.20)
i.e., this choice makes the realization of ŝl3 unitary with respect to the Hermitean form defined by ωA.
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Appendix C. Tables for resolutions of c = 2 irreducible modules
h L[0, 0] M(0) I(0) M(−1) I(−1) M(−2) I(−2) M(−3) I(−3) M(−4)
0 1 1
1 0 2 2 2
2 1 5 4 4
3 2 10 8 10 2 2
4 3 20 17 20 3 4 1 2 1 1
5 4 36 32 40 8 10 2 4 2 2
6 8 65 57 72 15 20 5 10 5 5
7 10 110 100 130 30 40 10 20 10 10
Table C.1. Dimensions for L[0, 0] resolution
h L[1, 0] M(0) I(0) M(−1) I(−1) M(−2) I(−2) M(−3) I(−3) M(−4)
1
3 1 1
4
3 1 2 1 1
7
3 2 5 3 4 1 1
10
3 3 10 7 9 2 2
13
3 6 20 14 20 6 7 1 1
16
3 9 36 27 40 13 15 2 2
19
3 15 65 50 76 26 32 6 7 1 1
22
3 22 110 88 137 49 61 12 14 2 2
Table C.2. Dimensions for L[1, 0] resolution
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h L[1, 1] M(0) I(0) M(−1) I(−1) M(−2) I(−2) M(−3) I(−3) M(−4)
1 1 1
2 2 2
3 3 5 2 2
4 6 10 4 6 2 2
5 10 20 10 14 4 4
6 16 36 20 30 10 10
7 27 65 38 60 22 24 2 2
8 42 110 68 112 44 48 4 4
9 64 185 121 202 81 92 11 12 1 1
10 98 300 202 350 148 170 22 24 2 2
Table C.3. Dimensions for L[1, 1] resolution
h L(2, 0) M(0) I(0) M(−1) I(−1) M(−2) I(−2) M(−3) I(−3) M(−4)
4
3 1 1
7
3 1 2 1 1
10
3 3 5 2 2
13
3 4 10 6 7 1 1
16
3 8 20 12 14 2 2 1 1
19
3 12 36 24 30 6 7 1 1
22
3 21 65 44 56 12 14 2 2
25
3 31 110 79 105 26 31 5 5
28
3 50 185 135 182 47 58 11 12 1 1
Table C.4. Dimensions for L(2, 0) resolution
– 109 –
Appendix D. Summary of explicit computations
D.1. Introduction
In this appendix we summarize the results of explicit computations of the cohomologies
H(W3, F (ΛM , 0)⊗ F (ΛL, 2i)) that are required to determine tips of all cones in the proof of Theorem 3.25.
Given a Liouville weight, ΛL, the corresponding matter weight, ΛM , is chosen to be the lowest lying positive
weight such that (ΛM ,ΛL) ∈ L. This assures that the cohomology will include states from all irreducible
sl3 ⊕ (u1)2 modules L(Λ) ⊗ C−iΛL that may arise at this particular Liouville momentum. The number of
states in each irreducible module is given by the multiplicity mΛΛM .
For a given (ΛM ,ΛL) the cohomology may arise only in the finite dimensional subcomplex that is
annihilated by Ltot0 . All operators in this subcomplex are of the form PVΛM ,−iΛL(z), where the prefactor P
is a polynomial in all the fields (see Sections 3.2 and 3.3.3), whose dimension is equal to
h = 12 | − iΛL + 2ρ|2 − 12 |ΛM |2 − 4 . (D.1)
Thus the number, d(h, n), of linearly independent operators at ghost number n is given by expanding the
partition function
q−4
∞∏
m=0
(1 + tqm)2(1 + t−1qm+1)2(1− qn)−4 =
∑
h,n∈Z
d(h, n)qhtn . (D.2)
To compute the action of the differential on the complex it is necessary to determine the OPE of the
BRST current with all operators in a basis. Because of the algebraic complexity of this computation, we
have used the algebraic manipulations program MathematicaTM together with the CFT package OPEdefs
[87]. As a result we obtain at each ghost number, n, a d(h, n) × d(h, n + 1) complex matrix, (dn,n+1), of
the differential. The dimension of the kernel of d is then found as the number of zero eigenvalues of the
d(h, n)× d(h, n) hermitian matrix (dn,n+1)†(dn,n+1). Here the product of matrices is computed exactly, but
the eigenvalues in most cases are found using a numerical routine.
Because of symmetry that exchanges the fundmental weights Λ1 and Λ2, it is sufficient to compute only
“half” of the cases. As a consistency check, we have included, however, the results that could be deduced
using duality (3.51).
The results are summarized in Section D.2. The tables are arranged according to the value of the level,
h, defined in (D.1). Given h, we first determine which ghost numbers, n, may arise, and what are the
dimensions, dim Cn = d(h, n), of the corresponding subspaces in the complex. Then for various choices
of (ΛM ,−iΛL) we list dimensions, dim Kn, of the kernels and dimensions, dim Hn, of cohomologies. The
latter are computed using
dim Hn = dim Kn − (dim Cn−1 − dim Kn−1) . (D.3)
The cones can be identified by matching dimensions of the cohomologies with the multiplicities of the
modules that could be present. Starting with the low (shifted) Liouville weights, this gives a systematic way
of determining the boundaries of all the cones.
As an illustration, let us verify Theorem 3.25 at weights (0, 0). The representations and the correspond-
ing multiplicities are:
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Λ 0 Λ1 + Λ2 3Λ1 3Λ2 2Λ1 + 2Λ2 · · ·
mΛ0 0 2 1 1 3 · · ·
The contribution from each cone to the cohomology is read off from Table 3.2. This yields the result in
the table below, which agrees with an explicit computation.
Λ \n 0 1 2 3 4 5 6 7 8
0 1 2 1
Λ1 + Λ2 2 4 2
3Λ1 1 2 1
3Λ2 1 2 1
Λ1 + Λ2 2 4 2
2Λ1 + 2Λ2 3 6 3
dim Hn 1 4 9 13 10 3 0 0 0
Table D.1: H(W3, F (0, 0)⊗ F (0, 2i))
All other cases are analyzed similarly.
D.2. The tables
(ΛM ,−iΛL) n 3 4 5
dim Cn 1 2 1
(0,−2Λ1 − 2Λ2) dim Kn 1 2 1
dim Hn 1 2 1
(Λ1,−Λ1 − 2Λ2) dim Kn 1 2 1
dim Hn 1 2 1
(Λ2,−Λ1 − 3Λ2) dim Kn 1 2 1
dim Hn 1 2 1
(0,−Λ1 − 4Λ2) dim Kn 1 2 1
dim Hn 1 2 1
(Λ1,−2Λ1 − 3Λ2) dim Kn 1 2 1
dim Hn 1 2 1
Table D.2: h = −4
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(ΛM ,−iΛL) n 2 3 4 5 6
dim Cn 2 8 12 8 2
(0,−Λ1 − Λ2) dim Kn 1 5 8 6 2
dim Hn 1 4 5 2 0
(Λ2,−2Λ2) dim Kn 1 4 7 6 2
dim Hn 1 3 3 1 0
(0,−3Λ2) dim Kn 1 5 8 6 2
dim Hn 1 4 5 2 0
(Λ1,−4Λ2) dim Kn 1 4 8 7 2
dim Hn 1 3 4 3 1
(0,−Λ1 − 4Λ2) dim Kn 0 4 9 7 2
dim Hn 0 2 5 4 1
(Λ2,−2Λ1 − 4Λ2) dim Kn 0 3 8 7 2
dim Hn 0 1 3 3 1
(0,−3Λ1 − 3Λ2) dim Kn 0 4 9 7 2
dim Hn 0 2 5 4 1
Table D.3: h = −3
(ΛM ,−iΛL) n 1 2 3 4 5 6 7
dim Cn 1 12 39 56 39 12 1
(Λ1,−Λ2) dim Kn 0 3 15 30 28 11 1
dim Hn 0 2 6 6 2 0 0
(Λ1,Λ1 − 3Λ2) dim Kn 0 3 15 30 28 11 1
dim Hn 0 2 6 6 2 0 0
(Λ2,Λ1 − 4Λ2) dim Kn 0 2 15 32 29 11 1
dim Hn 0 1 5 8 5 1 0
(Λ2,−5Λ2) dim Kn 0 2 15 32 29 11 1
dim Hn 0 1 5 8 5 1 0
(Λ1,−Λ1 − 5Λ2) dim Kn 0 1 13 32 30 11 1
dim Hn 0 0 2 6 6 2 0
(Λ1,−3Λ1 − 4Λ2) dim Kn 0 1 13 32 30 11 1
dim Hn 0 0 2 6 6 2 0
Table D.4: h = −2
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(ΛM ,−iΛL) n 1 2 3 4 5 6 7
dim Cn 8 56 152 208 152 56 8
(0,Λ1 − 2Λ2) dim Kn 1 11 51 105 104 48 8
dim Hn 1 4 6 4 1 0 0
(0,Λ1 − 5Λ2) dim Kn 0 10 52 108 106 48 8
dim Hn 0 2 6 8 6 2 0
(0,−2Λ1 − 5Λ2) dim Kn 0 8 49 107 107 49 8
dim Hn 0 0 1 4 6 4 1
Table D.5: h = −1
(ΛM ,−iΛL) n 0 1 2 3 4 5 6 7 8
dim Cn 2 39 208 513 684 513 208 39 2
(0, 0) dim Kn 1 6 43 178 345 342 171 37 2
dim Hn 1 4 9 13 10 3 0 0 0
(Λ1,−Λ2) dim Kn 0 3 41 176 344 342 171 37 2
dim Hn 0 1 5 9 7 2 0 0 0
(Λ2, 2Λ1 − 3Λ2) dim Kn 0 3 41 176 344 342 171 37 2
dim Hn 0 1 5 9 7 2 0 0 0
(0, 2Λ1 − 4Λ2) dim Kn 0 2 41 180 348 343 171 37 2
dim Hn 0 0 4 13 15 7 1 0 0
(Λ1, 2Λ1 − 5Λ2) dim Kn 0 2 38 176 348 344 171 37 2
dim Hn 0 0 1 6 11 8 2 0 0
(Λ1,Λ1 − 6Λ2) dim Kn 0 2 39 177 347 343 171 37 2
dim Hn 0 0 2 8 11 6 1 0 0
(0,−6Λ2) dim Kn 0 2 38 177 351 346 171 37 2
dim Hn 0 0 1 7 15 13 4 0 0
(Λ2,−Λ1 − 6Λ2) dim Kn 0 2 37 173 347 346 172 37 2
dim Hn 0 0 0 2 7 9 5 1 0
(Λ2,−3Λ1 − 5Λ2) dim Kn 0 2 37 173 347 346 172 37 2
dim Hn 0 0 0 2 7 9 5 1 0
(0,−4Λ1 − 4Λ2) dim Kn 0 2 37 174 349 348 174 38 2
dim Hn 0 0 0 3 10 13 9 4 1
Table D.6: h = 0
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Appendix E. A graphical representation of Hpr(W3,C)
n = 0 n = 1
n = 2 n = 3
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n = 4 n = 5
n = 6
Figure E.1. A schematic representation of Hnpr(W3,C) (cf., Table 3.2). The points on the lattice correspond
to shifted Liouville momenta, −iΛL + 2ρ, and the dots of increasing size indicate 0, 1, 2 and 3 irreducible
sl3 modules of prime states. The boundary of the fundamental Weyl chamber is outlined by thick lines.
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Appendix F. Polyderivations P(RN )
In this appendix we derive additional results on the polyderivations P(RN ) and, in particular, complete
the proofs of Theorems 4.24 and 4.27.
F.1. Preliminary results
Let
Ti1...im,j1...jn = xi1 . . . ximx
∗
j1 . . . x
∗
jn . (F.1)
As an so2N tensor, Ti1...im,j1...jm is symmetric and traceless in i1, . . . , im, and antisymmetric in j1, . . . , jn.
Lemma F.1. Define the trace
T̂i1...im,j1,...jn = g
ij Ti i1...im,j j1,...jn . (F.2)
Then
T i1...im ,j1...jn = T˜
i1...im
,j1,...jn + a(m,n) δ
(i1
[j1 T̂
i2...im)
,j2...jn]
+ b(m,n) δ(i1 [j1 T̂
i2...im−1
j2,
im)
j3...jn] + c(m,n) g
(i1i2 T̂ i3...im)[j1,j2...jn] ,
(F.3)
where
a(m,n) = d(m,n) [(2N + 2m− 2)(2N +m− n− 1)− 2N ] ,
b(m,n) = −2d(m,n) (m− 1)(n− 1) ,
c(m,n) = −d(m,n) (2N +m− n)(m− 1) ,
(F.4)
and
d(m,n) =
mn
(2N +m− n)(2N +m− n− 2)(2N + 2m− 2) , (F.5)
is the decomposition of T into its traceless and trace components T˜ and T̂ , respectively.
Proof: One verifies by explicit algebra that T˜ defined by (F.3) is indeed traceless in all pairs of indices
i1, . . . , jn. ⊔⊓
Lemma F.2. In the above notation we have
Pi1...im,j1...jn = T˜i1...im−1[im,j1...jn] , Ci1...im,j1...jn = T̂i1...[im,j1...jn] . (F.6)
Proof: See, the definitions in Section 4.3.3. ⊔⊓
To avoid confusion, let us denote
Ei1...im = xi1 . . . xim . (F.7)
From the decomposition (F.3) and Lemma F.2 we find
Lemma F.3.
Ei1...imPj1,j2...jn = P
i1...im
j1,j2...jn − m(n−1)2N+m−n δ(i1 [j1Ci2...im)j2,j3...jn] , (F.8)
Ei i1...imPi,j1...jn = − nn+1 Ci1...im ,j1...jn . (F.9)
Clearly these relation allow a convenient construction of the entire basis in P(RN ) in terms of products
of the “generating elements” Ei1...im , Pj1,j2...jn , and C.
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F.2. Proof of Theorem 4.24
We may now proceed with the proof of Theorem 4.24. The startegy is to first consider the products of
generating elements, and then extend the result to arbitrary basis elements.
Case 1. Since
Ei1...imEj1...jm = Ei1...jn , (F.10)
equation (4.84) is clearly satisfied in this case.
Case 2. Consider the Schouten bracket
[Ei1...im , Pj1,j2...jn ]S = m(n− 1) δ(i1 [j1xi2 . . . xim)xj2x∗j3 . . . x∗jn] . (F.11)
Substituting the decomposition (F.3) in the rhs, we find that all the trace terms vanish upon symmetrization
in i1, . . . , im and antisymmetrization in j1, . . . , jn, and we obtain
[Ei1...im , Pj1,j2...jn ]S = m(n− 1) δ(i1 [j1 P i2...im)j2,j3...jn] . (F.12)
Hence, (F.8) can be rewritten as
Ei1...imPj1,j2...jn = Pi1...imj1,j2...jn − 12N+m−n C [Ei1...im , Pj1,j2...jn ]S , (F.13)
which proves Theorem 4.24 in this case.
Case 3. The last special case follows easily from identities in Section 4.3.4. There we find
Pi1,i2...imPj1,j2...jn = (−1)m−1 m+n−1n x[i1 Pi2,i3...im]j1...jn , (F.14)
which, combined with (F.8) and (4.81), yields
Pi1,i2...imP
j1,j2...jn = (−1)m−1 m+n−1n P[i1i2,i3...im]j1...jn − m+n−22N−m−n+2δ[i1 [j1Ci2,i3...im]j2...jn] . (F.15)
However, we also have, see (4.82),
[Pi1,i2...im , P
j1,j2...jn ]S = (−1)m−1 (m+ n− 2)δ[i1 [j1 Pi2,i3...im]j2...jn] . (F.16)
This shows that (F.15) is indeed equivalent to (4.84).
Before we discuss the general case, let us simplify the notation, and write E(m) for Ei1...im , P(m,n) for
Pi1...imim+1,im+2...im+n , and C(m,n) for Ci1...imim+1,im+2...im+n . Also, for any so2N tensor T , let ((T )) denotes
its traceless component. Finally, let
g(m,n) = 12N+m−n . (F.17)
In this notation we may rewrite (F.13) as
E(m)P(0,n) = ((E(m)P(0,n)))− g(m,n)C[E(m), P(0,n)]S , (F.18)
where ((E(m)P(0,n))) = P(m,n), and (F.15) as
P(0,m)P(0,n) = ((P(0,m)P(0,n))) + (−1)mg(2,m+ n)C [P(0,m), P(0,n)]S . (F.19)
Lemma F.4.
E(m)C [E(m′), P(0,n′)]S =
1
1+mg(m′,n′)
(
C [E(m+m′), P(0,n′)]S − C [E(m), P(m′,n′)]
)
. (F.20)
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Proof: Using (F.18), (F.10), (4.83), and the Leibnitz rule for the bracket, we obtain
E(m)C [E(m′), P(0,n′)]S = C [E(m+m′), P(0,n′)]S − C [E(m), E(m′)P(0,n′)]S
= C [E(m+m′), P(0,n′)]S − C [E(m), P(m′,n′)]−mg(m′, n′)C E(m)[E(m′), P(0,n′)]S ,
(F.21)
which implies (F.20). ⊔⊓
Now, using Lemma F.4 and the identities above, we find
E(m)P(m′,n′) = E(m)
(
E(m′)P(0,n′) + g(m
′, n′)C [E(m′), P(0,n′)]S
)
= P(m+m′,n′) − g(m+m′, n′)C[E(m+m′), P(0,n′)]S + g(m,n)C E(m)[E(m′), P(0,n′)]S
= P(m+m′,n′) − g(m+m′, n′)C [E(m), P(m′,n′)]S ,
(F.22)
which agrees with (4.84).
Finally, in the general case, we find using (F.18), (F.19), (F.22) and (4.83),
P(m,n)P(m′,n′) = ((P(m,n)P(m′,n′))) + (−1)ng(m+m′ + 1, n′ − 1)C [P(m,n), P(m′,n′)]S . (F.23)
We omit the details of this somewhat lengthy, but otherwise completely straightforward algebra. This proves
the first part of Theorem 4.24.
To show that the bracket on the left hand side in (F.23) is a linear combination of traceless elements
we proceed similarly. Let us only illustrate the method on a simpler case of the bracket in (F.22). Using
the same identities that led to (F.22), as well Theorem 4.24 in Case 2 above, and the Jacobi identity for the
bracket, we find
[E(m),P(m′.n′)]S = E(m′)[E(m), P(0,n′)]S −mg(m′, n′)E(m)[E(m′), P(0,n′)]S
− g(m′, n′)C [E(m), [E(m′), P(0,n′)]S
= ((E(m′)[E(m), P(0,n′)]S))−mg(m′, n′)((E(m)[E(m′), P(0,n′)]S))
+ [ g(m+m′ − 1, n′ − 1) (1 +mg(m′, n′))− g(m′, n′) ]C [E(m), [E(m′), P(0,n′)]S .
(F.24)
Since the sum of the two terms inside the square bracket vanishes, we find that the bracket on the left hand
side is indeed traceless. In the general case one reduces the bracket to a manifestly traceless expression
using the same identities and, in addition, the already proven result in Case 3. This concludes the proof of
Theorem 4.24. ⊔⊓
F.3. Proof of Theorem 4.27
The remaining two cases are, schematically, ∆S(CP ) and ∆S(CC). In the first one, on the one hand
we have
∆S(C(m,n)P(m′,n′))−∆S(C(m,n))P(m′,n′) − (−1)nC(m,n)∆S(P(m′,n′))
= −(2N +m+m′ − n− n′ + 2)((P(m,n)P(m′,n′))) + (2N +m− n)P(m,n)P(m′,n′)
= −(m′ − n′ + 2)((P(m,n)P(m′,n′)))
+ (−1)n(2N +m− n)g(m+m′ + 1, n+ n′ − 1)C [P(m,n), P(m′,n′)]S
(F.25)
On the other hand,
[C(m,n),P(m′,n′)]S = C[P(m,n), P(m′,n′)]S + (−1)n
′(n−1)[C,P(m′,n′)]SP(m,n)
= −(−1)n(m′ − n′ + 2)((P(m,n)P(m′,n′)))
+ (1− (m′ − n′ + 2)g(m+m′ + 1, n+ n′ − 1)) C [P(m,n), P(m′,n′)]S .
(F.26)
Since
(2N +m− n)g(m+m′ + 1, n+ n′ − 1) = 1− (m′ − n′ + 2)g(m+m′ + 1, n+ n′ − 1) , (F.27)
the relation between ∆S and [−,−]S also holds in this case. The last case is proved similarly. ⊔⊓
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Appendix G. BV-algebra of polyvectors on the base affine space A(G)
In this appendix we describe the geometric construction of BV-algebras associated with model spaces
of classical Lie algebras. Specialization to sl3 gives a geometric counterpart of the algebraic construction in
Sections 4.3 and 4.4.
G.1. The base affine space A(G)
Let G be a finite-dimensional classical Lie group, and let E(G) be the space of regular functions on G
(i.e., polynomial functions in the matrix elements of g ∈ G). The space E(G) carries a left and the right
regular representations of G. Explicitly, we have for f ∈ E(G) and g, g′ ∈ G
L(g) · f(g′) = f(g−1g′) , R(g) · f(g′) = f(g′g) . (G.1)
The generators XA of the Lie algebra g of G satisfy commutation relations
[XA, XB] = fAB
C XC . (G.2)
We will denote by LA = L(XA) and RA = R(XA) the vector fields on G corresponding to the representations
in (G.1). They span two commuting algebras gL and gR, respectively, both isomorphic with g. A classical
result in representation theory is the decomposition of E(G) into finite dimensional irreducible modules of
gR ⊕ gL.
Theorem G.1 [Peter-Weyl]. For any finite-dimensional simple Lie group G, the decomposition of E(G)
under the action of gR ⊕ gL is given by
E(G) ∼=
⊕
Λ∈P+
(L(Λ)⊗ L(Λ∗)) . (G.3)
Here L(Λ) and L(Λ∗) are finite dimensional irreducible modules of g with the highest weights Λ and Λ∗,
respectively, and Λ∗ = −w0Λ.
Let g = n+ ⊕ h ⊕ n− be the Cartan decomposition of g, and N+, H , and N− the complex subgroups
of G generated by those subalgebras. Following [8], we define the base affine space of G as the quotient
A = N+\G. The space of regular functions E(A) on A consists of those functions in E(G) that are invariant
under NL+ , and carries a representation of gR ⊕ hL. So, from Theorem G.1, we immediately conclude that
Theorem G.2 [8]. Under the action of gR ⊕ hL we have
E(A) ∼=
⊕
Λ∈P+
(L(Λ)⊗ CΛ∗) , (G.4)
where CΛ∗ denotes the 1-dimensional representation of hL with weight Λ
∗. In other words, E(A) is a model
space for g.
Example: G = SL(n,C)
First let us construct explicitly the decomposition of E(G) corresponding to (G.3). In terms of matrix
elements (gσ˙σ), gσ˙σ = δσ˙ρg
ρ
σ, the generators of gR and gL are
34
Rσσ˙ = gρ˙σ
∂
∂gρ˙σ˙
− 13δσσ˙gρ˙κ˙
∂
∂gρ˙κ˙
,
Lσσ˙ = −gσ˙ρ ∂
∂gσρ
+ 13δσσ˙g
κ
ρ
∂
∂gκρ
,
(G.5)
34 Strictly speaking these formulae define the action of gR and gL on the pull-back of E(G) to the functions
on GL(n,C).
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with σ, σ˙ = 1, 2, 3. We introduce the following elements ∆k ∈ E(G) by means of minors of g ∈ G,
∆k =
∣∣∣∣∣∣∣
gn−k+11 . . . gn−k+1k
...
...
gn1 . . . gnk
∣∣∣∣∣∣∣ , k = 1, . . . , n . (G.6)
Now, for σ > σ˙, acting with Lσσ˙ replaces the σ-th row by the σ˙-th row, and Rσσ˙ replaces the σ˙-th
column by the σ-th column, so it is clear that all ∆k are annihilated by n
L
+ ⊕ nR+. (Note that ∆n−1 = 1.)
The action of the Cartan subalgebra generators hLi = Lii −Li+1i+1, hRi = Rii −Ri+1i+1, i = 1, . . . , n− 1, is
given by
hLi ∆k = δi,n−k∆k , h
R
i ∆k = δi,k∆k . (G.7)
Thus we find that the highest weight vector corresponding to the weight Λ =
∑
i siΛi in the decomposition
(G.3) is realized by the function
∏
i∆
si
i . By invariance with respect to N
L
+ this is also the highest weight
vector corresponding to Λ in the decompostion of E(A) in (G.4).
For sl3 the elements in E(A) corresponding to the fundamental representations are explicitly given by
xσ = g3σ , x
σ = ǫσρκg2ρg3κ , σ = 1, 2, 3 , (G.8)
with x1 = ∆1 and x
3 = ∆2. Evidently, these functions satisfy the constraint
xσxσ = 0 . (G.9)
Moreover, E(A) is spanned by the polynomials of those functions, and thus we have shown that E(A), for
A = SL(3,C), provides an explicit realization of the ground ring algebra R3. Of course, the latter is also an
immediate consequence of Theorems 4.31 and G.2.
G.2. Polyvectors on A(G)
Geometric objects on A can be studied effectively using standard techniques of induced representations.
A good example of that is the description of E(A) given by Theorem G.2. In a similar spirit, we will
therefore define polyvector fields on A as regular sections of homogenous vector bundles over A,35 rather
than, as would be more natural if we worked in the smooth category, through differential operators acting
on E(A). In the case of vector fields, the equivalence of the two approaches follows immediately from the
explicit construction of all differential operators on A in [51,52,8]. We will discuss this briefly below.
Since A = N+\G, the tangent space to A at the origin is isomorphic with n+\g. Let π denote the
representation of n+ on n+\g arising from the right action of N+ on G, as well as its extension to
∧ ∗(n+\g).
Definition G.3. The space Pn(A) of polyvectors of order n on A is the space of regular sections of the
vector bundle G× N+
∧
n(n+\g).
We recall that the total space of the bundle G × N+
∧
n(n+\g) consists of pairs (g, t), g ∈ G, t ∈∧
n(n+\g), subject to an equivalence relation (g, t) ∼ (ng, π(n)t), n ∈ N+. Thus an n-vector field on A,
defined as a section of this bundle, is given by a function Φ : G→ ∧ n(n+\g) such that
Φ(ng) = π(n)Φ(g) , n ∈ N+ , g ∈ G . (G.10)
35 This description of polyvectors was suggested to us by Gregg Zuckerman.
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or, in an infinitesimal form,
L(x)Φ(g) = −π(x)Φ(g) , x ∈ n+ , g ∈ G . (G.11)
Corresponding to the Cartan decomposition of g into n+, h and n−, let us split the generators XA of g
into Xα, Xi, and X−α, where α ∈ ∆+ and i = 1, . . . ℓ, and denote the generators of h ⊕ n− by Xa. Now,
consider the Clifford algebra of the vector space g ⊕ g′, where g′ is the dual of g. In physicists’ language
this algebra is realized by the ghost operators c(x), x ∈ g, and the antighost operators b(x′), x′ ∈ g′. Let us
set cA = c(XA) and b
A = b(XA), where XA and X
A are the dual bases of g and g′, respectively. Then the
anticommutation relations between the ghost and the antighost operators are
[cA, cB] = 0 , [b
A, bB] = 0 , [cA, b
B] = δA
B , A,B = 1, . . . , dim g . (G.12)
We define a ghost Fock space, F , as the module of the Clifford algebra of ghosts with highest vector ω,
called the ghost vacuum, satisfying
b−α ω = 0 , cα ω = 0 , bi ω = 0 , α ∈ ∆+ , i = 1, . . . , ℓ . (G.13)
The Fock space F is a highest weight module of g, with the action of g explicitly given by,
πA = fAB
C cCb
B , (G.14)
where πA = π(XA). Since
∑
α∈∆+ fiα
α = (α∨i , 2ρ), we also find that the weight of the ghost vacuum ω is
equal to 2ρ. The Fock space F =
⊕
n F
n is graded by the ghost number, with the ghost number of the
vacuum set to zero. With respect to this grading cA and b
A have ghost number +1 and −1, respectively.
Lemma G.4. Define
T = {t ∈ F | cαt = 0 , α ∈ ∆+} . (G.15)
Then T =
⊕
n T
n is an n+-submodule of F , and T
n is isomorphic with
∧
n(n+\g).
Proof: For any α ∈ ∆+ we have
πα = fα−β−γc−γb−β + fα−βicib−β
+ fαβ
γcγb
β + fαi
γcγb
i + fα−βγcγb−β ,
(G.16)
where the (implicit) summations run over β, γ ∈ ∆+ and i = 1, . . . , ℓ. Only the first two terms in (G.16) act
nontrivially on T . Clearly, T is closed under this action. Since
[Xα, Xi] = 0 , [Xα, X−β] = fα−β−γX−γ + fα−βiXi , (G.17)
the second part of the lemma follows by identifying the basis caω in T
1 with the basis Xa in n+\g. ⊔⊓
In the following, we will use interchangeably both notations T n and
∧
n(n+\g).
Let E(G,F ) = E(G) ⊗C F denote the space of regular functions on G with values in F . Then
Π(x) ≡ L(x) + π(x) , x ∈ g , (G.18)
defines a representation of g on E(G,F ). Using Lemma G.4 and the defining relation (G.11), we find the
following characterization of P(A) inside E(G,F ).
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Lemma G.5. The space of polyvectors P(A) is the subspace of those Φ ∈ E(G,F ) satisfying
c(x)Φ = 0 , Π(x)Φ = 0 , for all x ∈ n+ . (G.19)
Now, let us turn to the g-module structure of the polyvectors and a generalization of Theorem G.2. The
(right) action of G on A lifts to P(A) as R(g′) · Φ(g) = Φ(gg′), g, g′ ∈ G. When necessary we will write gR
as above when talking about the corresponding right action of g. Since [ h, n+] ⊂ n+, the constraint (G.19)
is invariant under the modified left regular action of h (call it hL) defined by (G.18), shifted so that the
weight of the constant function is equal to 0, i.e., we set Π′(x) = Π(x)− 2ρ(x), x ∈ h. Moreover, gR and hL
commute.
Theorem G.6. The space of n-vectors, Pn(A), is a completely reducible module of hL ⊕ gR, with the
decomposition given by
Pn(A) ∼=
⊕
Λ∈P+
Homg(L(Λ),Pn(A)) ⊗ L(Λ)
∼=
⊕
Λ∈P+
Homn+(L(Λ),
∧n(n+\g))⊗ L(Λ) , (G.20)
where h and g act on the first and the second factor in the tensor product, respectively.
Proof: The complete reducibility is a consequence of Theorem G.2. Then (G.20) is just the Frobenius
reciprocity. Let us briefly recall its proof. Suppose that under the right action of g a set of polyvectors ΦI
spans an irreducible module L(Λ), i.e.,
ΦI(gg
′) = ΦJ(g)D(g′)J I , g, g′ ∈ G . (G.21)
It is convenient to think about this set as defining a function Φ : G→ Hom(L(Λ),∧n(n+\g)). Setting g = e,
where e is the identity, and g′ = n ∈ N+, we find, using (G.10) and (G.21), that
π(n)Φ(e) = Φ(n) = Φ(e)D(n) , (G.22)
i.e., Φ(e) is an element of Homn+(L(Λ),
∧
n(n+\g)). ⊔⊓
From (G.21) it also follows that Φ satisfies
L(x)Φ(g) = −Φ(g)D(g−1xg) , x ∈ g, g ∈ G , (G.23)
or simply
L(x)Φ(e) = −Φ(e)D(x) , x ∈ g . (G.24)
The space Homn+(L(Λ), T ) is easy to characterize. Since L(Λ) is cyclic over n+, a homomorphism Φ of
L(Λ) into an arbitrary n+-module is completely determined by the image of the lowest weight vector vw0Λ.
Clearly, Φ(vw0Λ) is restricted by π(n)Φvw0Λ = 0 for all n ∈ n+ such that nvw0Λ = 0.
Lemma G.7. A pair (vw0Λ, t), where vw0Λ is the lowest weight vector of L(Λ) and t ∈ T , defines a homo-
morphism of L(Λ) into T provided t is a solution to the equations
e
(Λ∗+ρ,αi)
i t = 0 , i = 1, . . . , ℓ , (G.25)
with Λ∗ = −w0Λ.
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Proof: Any n+-homomorphism can be extended to a unique U(n+)-homomorphism, where U(n+) is the
enveloping algebra of n+. The elements of U(n+), that annihilate the lowest weight vector vw0Λ of L(Λ),
form a left ideal I(Λ) ⊂ U(n+) generated by the powers e(Λ
∗+ρ,αi)
i of simple root generators (see, e.g.[35]),
which implies (G.25). ⊔⊓
The hL-weight of an element t ∈ T is of the form
∑
α∈∆+ nαα, where nα = 0,−1. Thus, in particular,
λ + 2ρ ∈ P+. By (G.24), the resulting hL-weight of the homomorphism defined by (vw0Λ, t) is equal to
λ− w0Λ = λ+ Λ∗.
Now consider homomorphisms into the trivial n+-module
∧0
(n+\g) ∼= C. In this case (G.25) is satisfied
for any weight Λ ∈ P+. Obviously Hom n+(L(Λ),C) ∼= CΛ∗ as an hL-module, and thus (G.20) reduces to
(G.4) in agreement with Theorem G.2.
For higher order polyvectors, with n ≥ 1, we find that for a weight Λ sufficiently deep inside the
fundamental Weyl chamber P+, there are no restrictions on t due to (G.25), and Homn+(L(Λ), T n) ∼= T n.
However, if Λ lies close to the boundary of P+, the constraint (G.25) becomes nontrivial. The following
observation is quite useful in the computation of all polyvectors.
Lemma G.8. Given t ∈ T , consider the set C(t) of all weights (Λ,Λ′) ∈ P+ ⊗ (P+ − 2ρ) for which there
exists a homomorphism that maps the lowest weight vector in L(Λ) to t, and has the hL-weight equal to
−w0Λ′. Then C(t) is a cone
C(t) = {S(t) + (λ, λ) |λ ∈ P+} , (G.26)
with the “tip” S(t).
Proof: From the computation of the hL weight of a homomorphism it is clear that, for t fixed, Λ
′ is determined
by Λ, as well as that a shift Λ→ Λ + λ induces the same shift Λ′ → Λ′ + λ. So it is sufficient to show that
the set of Λ’s is a cone in P+. Now, for any Λ, λ ∈ P+ we have I(Λ + λ) ⊂ I(Λ). Thus if Λ corresponds to
a nontrivial homomorphism, then so does Λ + λ. The lowest lying Λ weight with the required property is
then determined by (G.25) and the minimal powers of simple root generators that annihilate t. ⊔⊓
Thus the problem of computing all homomorphisms is reduced to that of determining a finite set of
cones. Later we will give the complete solution in the case of sl3.
To conclude, let us summarize the main steps of this construction of polyvector fields, and comment on
the relation between P(A) and the polyderivations P(E(A)). Given a weight Λ ∈ P+ and an element t ∈ T of
ghost number n satisfying (G.25), we first construct a homomorphism Φ(e) by setting Φ(e)vw0Λ = t. Using
(G.21) we extend Φ(e) to a function on G with values in Hom(L(Λ), T n). The components ΦI of Φ, with
respect to some basis in L(Λ), lie in E(G, T n), satisfy (G.19), and have an expansion of the form
ΦI(g) = Φ
a1...an
I (g) ca1 . . . canω , I = 1, . . . , dim L(Λ). (G.27)
Let B− = HN− be the Borel subgroup in G, which, using the Gauss decomposition, may locally be
identified with A. The vector fields La on B− ⊂ G give then a local trivialization of the tangent bundle of
A. In the language of Definition G.3, they correspond to sections (nb, π(n)Xa), where b ∈ B−, n ∈ N+ and
Xa ∈ n+\g. Thus we identify ca1 . . . canω with the exterior product La1 ∧ . . . ∧ Lan of vector fields. One
should remember that in general the vector fields La cannot be extended to the entire base affine space.
However, if we identify a polyvector Φ = ΦI in (G.27) with
Φ = Φa1...anLa1 ∧ . . . ∧ Lan , (G.28)
then (G.10) together with (G.19) imply that the this polyvector field is globally well defined on A, and thus
defines a polyderivation of E(A).
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G.3. Example of sl3
As an illustration for the above discussion, let us now determine polyvectors on the base affine space of
sl3 and show that indeed they reproduce all polyderivations of the ground ring algebra R3 ∼= E(A).
Consider P1(A). The basis of T 1 consists of states obtained by acting with the ghost operators c1, c2,
c−α1 , c−α2 , and c−α3 on the vacuum. The n+-module structure of T
1 is summarized by the diagram in
Figure G.1, in which each arrow corresponds to a nontrivial action of a given generator eα. This must be
compared with (G.25), which for a weight Λ = s1Λ1 + s2Λ2 reads
es2+11 t = 0 , e
s1+1
2 t = 0 . (G.29)
Clearly, depending on t ∈ T 1, the constraint (G.25) is satisfied provided s1 ≥ 1 for c−α2 , s2 ≥ 1 for c−α1 ,
and s1, s2 ≥ 1 for c−α3 . There is no restriction on Λ for t equal to c1 or c2. These five cases correspond to
five cones of vector fields on A, which we will now compute.
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Figure G.1. The n+-module structure of T
1 ≃ n+\g.
Using (G.8), we find the following identities
∂
∂g2σ
= ǫσρκg3ρ
∂
∂xκ
,
∂
∂g3σ
=
∂
∂xσ
− ǫσρκg2ρ ∂
∂xκ
.
(G.30)
Substituting those identities in (G.5), it is straightforward, though somewhat laborious, to obtain an explicit
formula for a polyvector if its “coordinates” Φa1...an in (G.28) are known. One should note that although
intermediate steps of this calculation may involve explicitly group elements (as in (G.30)), the final result
for a polyvector field can always be expressed in terms of polynomials in the ground ring generators xσ and
xσ, and the derivatives,
∂
∂xσ and
∂
∂xσ
.
In the simplest nontrivial example we take Λ = 0 and t = c1 or t = c2. The corresponding vector fields
are h1 = L11 − L22 and h2 = L22 − L33, respectively. Using (G.5) and (G.30), we find
L11 − L22 = xσ ∂∂xσ , L22 − L33 = xσ ∂∂xσ , (G.31)
which, as expected, coincide with C− and C+ in (4.108). Similarly, the vector fields at the tips of the other
three cones, corresponding to the pairs (Λ1, c−α2), (Λ2, c−α1) and (Λ1+Λ2, c−α3), reproduce the derivations
Pσ,ρ, Pσ˙,ρ˙ and Λσσ˙ in (4.109).
For the higher ghost numbers the action of n+ on T
n follows from the diagram in Figure G.1. The
computation of the cones of polyvectors and representatives of the tips is essentially the same as above. The
complete result may be summarized as follows:
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Theorem G.9. The space P(A) is isomorphic as a sl3⊕(u1)2 module to the direct sum of irreducible modules
L(Λ)⊗CΛ′ with weights (Λ,Λ′) ∈ P+⊕ (P+− 2ρ) lying in the set of disjoint cones {(Λ(t),Λ′(t))+ (λ, λ) | t ∈
T , λ ∈ P+}, i.e.
P(A) ∼=
⊕
t∈T
⊕
λ∈P+
L(Λ(t) + λ)⊗ CΛ′(t)+λ , (G.32)
where the tips of the cones, (Λ(t),Λ′(t)), t ∈ T , satisfy Λ′(t) + 2ρ = Λ(t) + ρ − σρ, σ ∈ W˜ . They are
listed in Table G.1 together with the corresponding polyvectors D(n)µ1...µn and D˜
(n)
µ1...µn that are linear
combinations of the generators in P(R3) explicitly given by36
D(0) = 1 , (G.33)
D(1) = xσ
∂
∂xσ
, D(1)σ = ǫσµρ x
µ ∂
∂xρ
, D(1)σ˙ = ωP(D(1)σ) , D˜(1) = ωP(D(1)) , (G.34)
D(1)σσ˙ = xσ
∂
∂xσ˙
− xσ˙ ∂∂xσ − trace , (G.35)
D(2) = ǫσµρ x
σ ∂
∂xµ
∧ ∂∂xρ , D˜
(2) = ωP(D(2)) , (G.36)
D(2)σ = xσ
∂
∂xρ
∧ ∂∂xρ − xρ ∂∂xρ ∧ ∂∂xσ + x
ρ ∂
∂xρ ∧ ∂∂xσ , D(2)σ˙ = ωP(D(2)σ) , (G.37)
D(2)σρ = ǫσµν(x
µ ∂
∂xρ − 12xρ ∂∂xµ ) ∧ ∂∂xν + (σ ↔ ρ) , D
(2)
σ˙ρ˙ = ωP(D(2)σρ) , (G.38)
D(3) = xσ
∂
∂xσ
∧ ∂∂xρ ∧ ∂∂xρ − x
σ ∂
∂xρ
∧ ∂∂xρ ∧ ∂∂xσ , (G.39)
D(3)σ = ǫµνρ(x
ρ ∂
∂xσ − 13xσ ∂∂xρ ) ∧ ∂∂xµ ∧ ∂∂xν , D
(3)
σ = ωP(D(3)σ) , (G.40)
D(3)σσ˙ = (xσ
∂
∂xρ − xρ ∂∂xσ ) ∧ ∂∂xσ˙ ∧ ∂∂xρ + (xσ˙ ∂∂xρ˙ − xρ˙ ∂∂xσ˙ ) ∧ ∂∂xσ ∧ ∂∂xρ˙ − trace , (G.41)
D(4)σ = ǫσρπǫ
κµν(xκ
∂
∂xρ
− 13xρ ∂∂xκ ) ∧ ∂∂xpi ∧ ∂∂xµ ∧ ∂∂xν , D(4)σ˙ = ωP(D(4)σ) , (G.42)
D(5) = ǫσρπǫ
κµν(xπ ∂∂xν − xν ∂∂xpi ) ∧ ∂∂xσ ∧ ∂∂xρ ∧ ∂∂xκ ∧ ∂∂xµ . (G.43)
At this point it is interesting to ask whether the two spaces P(R3) and P(A) coincide. By decomposing
the polyderivations P(R3) (see Theorem 4.19) with respect to sl3 ⊂ so6 and comparing with Table G.1 we
conclude that indeed P(R3) ∼= P(A) .
36 Here, and in Table G.1, ∧ is the exterior product of vector fields, while ∧′ implies in addition subtraction
of all sl3 invariant traces.
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t (Λ(t),Λ′(t))σ D
1 (0, 0)r3 D
(0)
c1 (0, 0)r3 D˜
(1)
c2 (0, 0)r3 D
(1)
c−α1 (Λ2,Λ1 − Λ2)r12 D(1)σ˙
c−α2 (Λ1,−Λ1 + Λ2)r21 D(1)σ
c−α3 (Λ1 + Λ2, 0)σ2 D
(1)
σσ˙
c1c2 (0, 0)r3 D˜
(1) ∧D(1)
c1c−α1 (0,Λ1 − 2Λ2)r12 D˜(2)
c2c−α2 (0,−2Λ1 + Λ2)r21 D(2)
c2c−α1 (Λ2,Λ1 − Λ2)r12 D(1) ∧D(1)σ˙
c1c−α2 (Λ1,−Λ1 + Λ2)r21 D˜(1) ∧D(1)σ
c−α1c−α2 + c2c−α3 (Λ2,−Λ1)σ2 D(2)σ˙
c−α1c−α2 + c1c−α3 (Λ1,−Λ2)σ2 D(2)σ
c−α1c−α2 (Λ1 + Λ2, 0)σ1 D
(1)
σ ∧′ D(1)σ˙
c−α1c−α3 (2Λ2,−Λ2)r1 D(2)σ˙ρ˙
c−α2c−α3 (2Λ1,−Λ1)r2 D(2)σρ
c1c2c−α1 (0,Λ1 − 2Λ2)r12 D(1) ∧ D˜(2)
c1c2c−α2 (0,−2Λ1 + Λ2)r21 D˜(1) ∧D(2)
c1c−α1c−α2 + c1c2c−α3 − c2c−α1c−α2 (0,−Λ1 − Λ2)σ2 D(3)
c1c−α1c−α2 + c1c2c−α3 (Λ2,−Λ1)σ1 D˜(1) ∧D(2)σ˙
c2c−α1c−α2 − c1c2c−α3 (Λ1,−Λ2)σ1 D(1) ∧D(2)σ
c1c−α1c−α3 (Λ2,−2Λ2)r1 D(3)σ˙
c2c−α2c−α3 (Λ1,−2Λ1)r2 D(3)σ
c2c−α1c−α3 (2Λ2,−Λ2)r1 D(1) ∧D(2)σ˙ρ˙
c1c−α2c−α3 (2Λ1,−Λ1)r2 D˜(1) ∧D(2)σρ
c−α1c−α2c−α3 (Λ1 + Λ2,−Λ1 − Λ2)1 D(3)σσ˙
c1c2c−α1c−α2 (0,−Λ1 − Λ2)σ1 D˜(2) ∧D(2)
c1c2c−α1c−α3 (Λ2,−2Λ2)r1 D(1) ∧D(3)σ˙
c1c2c−α2c−α3 (Λ1,−2Λ1)r2 D˜(1) ∧D(3)σ
c1c−α1c−α2c−α3 (Λ1,−Λ1 − 2Λ2)1 D(4)σ
c2c−α1c−α2c−α3 (Λ2,−2Λ1 − Λ2)1 D(4)σ˙
c1c2c−α1c−α2c−α3 (0,−2Λ1 − 2Λ2)1 D(5)
Table G.1. The decomposition of P into cones of sl3 ⊕ (u1)2 modules.
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G.4. The BV-algebra structure of P(A)
The space E(G,F ) has a natural structure of the dot algebra, with respect to which P(A) ⊂ E(G,F ) is
a subalgebra. In particular given two polyvector fields Φ = Φa1...amca1 . . . camω and Ψ = Ψ
b1...bncb1 . . . cbnω,
their product is
Φ ·Ψ = Φa1...amΨb1...bnca1 . . . camcb1 . . . cbnω . (G.44)
Define δ : E(G,Fn)→ E(G,Fn−1) by
δ = bALA − 12fABCbAbBcC . (G.45)
Theorem G.10. The operator δ satisfies
i. δ2 = 0.
ii. [δ, cA] = ΠA, A = 1, . . . , dim g.
iii. δ(P(A)) ⊂ P(A).
iv. On P(A), δ = −∆′, where
∆′ = −baLa + 12fabcbabbcc . (G.46)
Proof: The first property is equivalent to the Jacobi identity in g. Similarly (ii) follows by simple algebra
using (G.12). Lemma G.5 and (ii) imply (iii). Finally, by expanding δ, we find
δ = −∆′
+ bα(Lα − fα−βib−βci + fα−β−γb−βc−γ)
− (12fαβγbαbβ + fαiγbαbi + fα−βγbαb−β)cγ .
(G.47)
Note that the second line is equal to bαΠα, so it vanishes on P(A). Similarly, the last line being proportional
to cγ vanishes on P(A) as well. ⊔⊓
Theorem G.11. The operator ∆′ defined in (G.46) is a BV-operator on P(A).
Proof: Consider F as a polynomial algebra generated by odd Grassmann elements ca and b
−α. Then ba
acts on F by the commutator [ba,−], and thus is a first order derivation of F . Similarly, La is a first order
derivation on E(G). Now, consider ∆′ on E(G,F ) ∼= E(G)⊗ F rather than on P(A). Then the first term in
∆′ is a tensor product of two first order derivations, each acting on a different factor in the tensor product
of the two algebras, E(G) and F . It is straightforward to verify that such a tensor product of first order
derivations is always a second order derivation. The second term in ∆′ acts only on F , and, by commuting
ca to the left using (G.12), it becomes a sum of terms with the second and first order derivatives in the
Grassmann variables. Thus it is also a second order derivation on E(G,F ). This shows that ∆′ is a second
order derivation on E(G,F ). Since P(A) ⊂ E(G,F ) is invariant under ∆′, this proves the theorem. ⊔⊓
Remarks:
i. . The differential δ defines an equivariant version of the twisted homology introduced in [40] as an
analogue of the semi-infinite homology in the category of finite-dimensional Lie algebras. Here, that
semi-infinite character is determined by the choice of the ghost Fock space F .
ii. Since bα acts like a multiplication, rather than a derivation, on F , the full operator δ is not a second
order derivation on E(G,F ).
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Let us compute the bracket between two vector fields induced by δ. For Φ = Φaca, Ψ = Ψ
aca we find
(cf., (4.5)),
[Φ,Ψ] = −∆′(ΦΨ) + (∆′Φ)Ψ− Φ∆′(Ψ)
= (ΦaLaΨ
c −ΨaLaΦc + fabcΦaΨb) cc ,
(G.48)
which, using (G.17) and (G.28), is just the usual commutator between vector fields. The generalization to
higher order polyvectors is essentially the same, and we omit the details.
Lemma G.12. The bracket induced by ∆′ on P(A) is the usual commutator between polyvector fields on
A.
Clearly, ∆′ commutes with the action of g on P(A). It also commutes with the action of hL, which
is generated, up to a constant, by the operators Πi = [ci, δ] = [ci,∆
′]. To evaluate ∆′ explicitly on an
irreducible g-module of polyvectors corresponding to a homomorphism Φ(e) it is sufficient to determine the
vector ∆′Φ(e)vw0Λ. Using (G.24), (G.46) and that xvw0Λ = 0 for all x ∈ n−, we obtain
∆′Φ(e)vw0Λ = −baΦ(e)Davw0Λ + 12fabcbabbccΦ(e)vw0Λ
= −biΦ(e)Divw0Λ + 12fabcbabbccΦ(e)vw0Λ
= (α∨i ,Λ
∗)biΦ(e)vw0Λ + (
1
2f−α−β
−α−βb−αb−βc−α−β + f i−α−αbib−αc−α)Φ(e)vw0Λ .
(G.49)
In particular, on vector fields, this reduces to
∆′Φ(e)vw0Λ = (α
∨
i ,Λ
∗ + 2ρ)biΦ(e)vw0Λ , Φ ∈ P(A) . (G.50)
Finally, we have an analogue of Theorem 4.29.
Theorem G.13. The homology of ∆′ on the polyvector fields P(A) is given by
Hn(∆′,P(A)) ∼= ∆n,D C , (G.51)
where D = dim(A). The representative of the nontrivial homology is the polyvector corresponding to the
homomorphism defined by Λ = 0 and t =
∏ℓ
i=1 ci
∏
α∈∆+ c−αω.
Proof: Note that ci, i = 1, . . . , ℓ, are well-defined operators on P(A). Then, similarly as above, we find that
for any Φ ∈ P(A)
[∆′, ci]Φ(e) = −Φ(e)Di + (α∨i , 2ρ)Φ(e) +
∑
α∈∆+
(α∨i , α)c−αb
−αΦ(e)
= (α∨i ,Λ
∗ + 2ρ+ λ)Φ(e) ,
(G.52)
where λ is the weight of ghosts in t = Φ(e)vw0Λ. In particular for C = ρ
ici, where ρ = ρ
iαi, we get
[∆′, C]Φ(e) = (ρ∨,Λ∗ + 2ρ+ λ)Φ(e) . (G.53)
Since λ+2ρ ∈ P+, we find that the homology of ∆′ is concentrated on polyvectors with Λ = 0 and λ = −2ρ.
The space of those polyvectors is isomorphic with
∧ ∗h, spanned by the products of ci’s. From (G.49) we
find that on this subspace ∆ reduces to 2
∑
i b
i, and the theorem follows by an elementary evaluation of the
homology in the reduced case. ⊔⊓
Example: G = SL(3,C)
The vector fields on A that extend sl3 symmetry to the so6 symmetry in Section 4.3, are Pσ,ρ and Pσ˙,ρ˙,
corresponding to the homomorphisms (Λ1, c−α2) and (Λ2, c−α1), respectively, and C+ − C− corresponding
to (0, c2 − c1). From (G.50) it follows easily that all are annihilated by ∆′. This, combined with invariance
with respect to sl3 and (4.6) yields
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Theorem G.14. The BV operators ∆S and ∆
′ satisfy ∆′ = −∆S , i.e., P(R3) ∼= P(A), as BV-algebras.
Proof: Given the so6 invariance, we must only verify the overall normalizaton of both operators. Since
C = C+ + C− we find using (G.50), ∆′C = 4, which thus agrees with (4.99).
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Appendix H. Free modules of P±
In this appendix we outline an explicit construction of a free G-module on one generator of the chiral
subalgebras, P+ and P−. An immediate application of this result is to prove Theorem 4.35.
Consider the holomorphic subalgebra P+. As a dot-algebra it is generated by
xσ , D
σ = ǫσρπPρ,π , Pσ,ρπ = ǫσρπP , (H.1)
subject to relations, see (4.74) and (4.76),
xσ ·Dσ = 0 , (H.2)
Dσ ·Dρ = − 32ǫσρπxπ · P , Dα · P = 0 , P · P = 0 . (H.3)
Since the bracket (and the BV-operator) on P vanishes when restricted to P+, the free G-module, MΓ, is
spanned by elements of the form37
Φ0 · [ Φ1, [ . . . , [ Φn,Γ ] . . . ] ] , Φ0 , . . . ,Φn ∈ P+ . (H.4)
In fact, given (4.31), it is sufficient that the Φi, i ≥ 1, run over the set of generators (H.1). Denote by
∂σ = [xσ,− ] , Dσ = [Dσ,− ] , P = [P,− ] , (H.5)
the generators of the bracket action of P+ on MΓ. From (4.31) and (4.32), and the vanishing of the bracket
on P+, it follows that – together with the operators 1, xσ , D
σ and P , corresponding to the dot action of
P+ on MΓ – they generate a graded commutative algebra, Q+ =
⊕
n∈Z Q
n
+.
n −1 0 1 2
ΦI ∂σ xσ ,Dσ Dσ ,P P
Table H.1. The generators of Q+
In addition to (H.2) and (H.3),
xσDσ +Dσ∂σ = 0 , (H.6)
DσDρ −DρDσ = − 32ǫσρπ (xπP + P∂π) , (H.7)
DσP + PDσ = 0 , PP = 0 , (H.8)
exhaust the defining relations between the generators of Q+.
SinceMΓ is freely generated byQ+ acting on Γ, the problem of determining the free module is equivalent
to that of computing Q+, i.e., the quotient of a free graded commutative algebra by the ideal generated by
the relations (H.2), (H.3) and (H.6)-(H.8).
Consider the subalgebraQ′+ generated by the operatorsD
σ, P , ∂σ and P . Clearly it is finite dimensional
and nonvanishing for n = −3, . . . , 2. The quotient algebra Q+/(Q+Q′+), is spanned by monomials
xσ1 . . . xσs1Dρ1 . . . Dρs2 , s1, s2 ≥ 0 , (H.9)
37 We will omit here the subscripts on the bracket and the BV-operator.
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of order zero, so that the Qn+ are nonzero for the same range of n as Q
′
+. Moreover, all monomials with the
same s1 and s2 comprise a single sl3⊕(u1)2 module with the highest weight (Λ, r2Λ), where Λ = s1Λ1+s2Λ2,
the reason being that by (H.6) all modules spanned by the trace components in (H.9) vanish in the quotient.
This heuristically shows thatQ+ can be decomposed into a direct sum of disjoint r2-twisted cones of sl3⊕(u1)2
modules, although to determine the set of those cones we must study products of the monomials (H.9) with
Q′+. Given the finite number of cases to be considered, this can be done explicitly.
In the case n = 2 we must consider all expressions of the form
xσ1 . . . xσs1Dρ1 . . . Dρs2P , s1, s2 ≥ 0 , (H.10)
whose trace components still vanish because of (H.3) and (H.6). This yields a single cone of sl3 ⊕ (u1)2
modules with the tip, (0,Λ1 − 2Λ2), at the weights of P .
For n = 1 all terms can be reduced, using (H.2), (H.3), (H.7) and (H.8), to just three types:
xσ1 . . . xσs1Dρ1 . . . Dρs2 P ∂π , s1, s2 ≥ 0 , (H.11)
xσ1 . . . xσs1Dρ1 . . . Dρs2P , s1, s2 ≥ 0 , (H.12)
xσ1 . . . xσs1Dρ1 . . . Dρs2 Dρs2+1 , s1, s2 ≥ 0 . (H.13)
As for n = 2, we have no trace in (σ, ρ) in (H.11). Thus the decomposition into sl3 modules is that of the
tensor product (s1, s2)⊗(1, 0), giving rise to three cones, (Λ1, 2Λ1−2Λ2), (Λ2, 3Λ1−2Λ2) and (0, 3Λ1−3Λ2).
The traceless component in (H.12) yields a cone at (0,Λ1 − 2Λ2), while the trace component, using (H.6)
and (H.8), is equivalent the last cone in (H.11). Finally, we may assume complete symmetry in ρ1, . . . , ρs2+1
of (H.13), as all terms with mixed symmetry can be expressed in terms of (H.11) and (H.12). Also, the trace
terms either vanish due to (H.2) or are reduced to (H.11) and (H.12) using (H.6) and (H.3). This leaves just
a single cone (Λ2,Λ1 − Λ2).
All the remaining cases can be analyzed similarly. The complete decomposition of Q+ into r2-twisted
cones of sl3 ⊕ (u1)2 modules is given in Table H.2. We list there both the weights, (Λ,Λ′), of the tips of the
cones as well as elements of Q′+ that give rise to them upon multiplication with monomials (H.9).
To obtain the sl3 ⊕ (u1)2 decomposition of a free module MΓ, where an sl3 singlet Γ has order m and
the (u1)
2 weight ΛΓ, one must merely shift n → n +m and (Λ,Λ′) → (Λ,Λ′ + ΛΓ). The corresponding
result for P− modules is obtained by interchanging the fundamental weights Λ1 and Λ2.
Proof of Theorem 4.35: There is a unique G-homomorphism ι : MΓ1 → Pr1 of P− modules defined by
ι(Γ1) = Γ1. Since the twisted cone decompositions of both modules are identical, we first verify that the
images of all tips of the cones do not vanish. To conclude the proof we must show that the entire Pr1 is
generated from those tips by the action of xσ˙ and [D
σ˙, − ]. Since those operators generate the underlying
R3 module Mr1 , the required extension to higher order polyderivations seems rather obvious. ⊔⊓
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n Q+ (Λ,Λ
′)
2 P (0,Λ1 − 2Λ2)
1 Dρ (Λ2,Λ1 − Λ2)
P (0,Λ1 − 2Λ2)
P ∂σ (Λ1, 2Λ1 − 2Λ2), (Λ2, 3Λ1 − 2Λ2), (0, 3Λ1 − 3Λ2)
0 1 (0, 0)
Dµ∂σ (Λ1 + Λ2, 2Λ1 − Λ2), (2Λ2, 3Λ1 − Λ2), (0, 2Λ1 − Λ2)
∂σ P (Λ1, 2Λ1 − 2Λ2), (0, 3Λ1 − 3Λ2), (Λ2, 3Λ1 − 2Λ2)
P ∂σ∂ρ (0, 4Λ1 − 2Λ2), (Λ1, 4Λ1 − 3Λ2), (Λ2, 3Λ1 − 2Λ2)
−1 ∂σ (Λ1,Λ1), (Λ2, 2Λ1), (0, 2Λ1 − Λ2)
Dµ∂σ∂π (Λ1, 3Λ1 − Λ2), (Λ2, 4Λ1 − Λ2), (2Λ2, 3Λ1 − Λ2)
∂σ∂ρP (0, 4Λ1 − 2Λ2), (Λ1, 4Λ1 − 3Λ2), (Λ2, 3Λ1 − 2Λ2)
∂σ∂ρ∂πP (0, 4Λ1 − 2Λ2)
−2 ∂σ∂ρ (0, 3Λ1), (Λ1, 3Λ1 − Λ2), (Λ2, 2Λ1)
Dµ∂σ∂ρ∂π (Λ2, 4Λ1 − Λ2)
∂σ∂ρ∂πP (0, 4Λ1 − 2Λ2)
−3 ∂σ∂ρ∂π (0, 3Λ1)
Table H.2. The r2-twisted cone decomposition of Q+
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Appendix I. Some explicit cohomology states
In this appendix we give a complete list of explicit representatives of the cohomology classes that are
required for the calculations discussed in Section 5. We have listed only operators corresponding to the
highest weights in sl3⊕ (u1)2 modules. Other operators in those modules can be obtained through the action
of the sl3 currents (3.48). The normalization has been chosen to simplify formulae in section 5.
I.1. The ground ring generators
Ψ
(0)
Λ1,Λ1
=
(− 4b[2]b[3]c[2]c[3] − 10√
3
b[2]b[3]∂c[3]c[3] +
√
3b[2]∂2c[3] − 2√3b[3]c[2] + 4b[3]∂c[3]
− 2i√6∂φM,1b[2]∂c[3] − 3i√2∂φM,1b[3]c[3] − 4∂φM,1∂φM,2b[2]c[3] − 2√3∂φM,1∂φM,2
− i√3∂φM,1∂φL,1b[2]c[3] + 3i∂φM,1∂φL,1 − i∂φM,1∂φL,2b[2]c[3] + i√3∂φM,1∂φL,2
− i√6∂φM,1∂b[2]c[3] − 2i√2∂φM,2b[2]∂c[3] − i√6∂φM,2b[3]c[3] + 4√
3
∂φM,2∂φM,2b[2]c[3]
+ 2∂φM,2∂φM,2 − i∂φM,2∂φL,1b[2]c[3] + i√3∂φM,2∂φL,1 − i√
3
∂φM,2∂φL,2b[2]c[3]
+ i∂φM,2∂φL,2 − i√2∂φM,2∂b[2]c[3] − 3√2∂φL,1b[2]c[2] − 2√6∂φL,1b[2]∂c[3]
− 3√2∂φL,1b[3]c[3] −√3∂φL,1∂φL,1b[2]c[3] + 3∂φL,1∂φL,1 − 2∂φL,1∂φL,2b[2]c[3]
+ 2
√
3∂φL,1∂φL,2 −√6∂φL,2b[2]c[2] − 2√2∂φL,2b[2]∂c[3] −√6∂φL,2b[3]c[3]
− 1√
3
∂φL,2∂φL,2b[2]c[3] + ∂φL,2∂φL,2 + 2√
3
∂b[2]b[2]c[2]c[3] + 203 ∂b
[2]b[2]∂c[3]c[3]
+ 2∂b[2]c[2] + 8√
3
∂b[2]∂c[3] + 6∂b[3]c[3] +
√
6∂2φL,1b[2]c[3] − 3√2∂2φL,1
+
√
2∂2φL,2b[2]c[3] −√6∂2φL,2 +√3∂2b[2]c[3] )VΛ1,Λ1 ,
(I.1)
Ψ
(0)
Λ2,Λ2
=
(
4b[2]b[3]c[2]c[3] − 10√
3
b[2]b[3]∂c[3]c[3] +
√
3b[2]∂2c[3] − 2√3b[3]c[2]
− 4b[3]∂c[3] + 2√3∂φM,1∂φM,1b[2]c[3] − 3∂φM,1∂φM,1 − 4i√2∂φM,2b[2]∂c[3]
+ 2i
√
6∂φM,2b[3]c[3] − 2√
3
∂φM,2∂φM,2b[2]c[3] + ∂φM,2∂φM,2 − 4i√
3
∂φM,2∂φL,2b[2]c[3]
− 4i∂φM,2∂φL,2 − 2i√2∂φM,2∂b[2]c[3] + 2√6∂φL,2b[2]c[2] − 4√2∂φL,2b[2]∂c[3]
+ 2
√
6∂φL,2b[3]c[3] − 4√
3
∂φL,2∂φL,2b[2]c[3] − 4∂φL,2∂φL,2 + 2√
3
∂b[2]b[2]c[2]c[3]
− 203 ∂b[2]b[2]∂c[3]c[3] − 2∂b[2]c[2] + 8√3∂b
[2]∂c[3]
− 6∂b[3]c[3] + 2√2∂2φL,2b[2]c[3] + 2√6∂2φL,2 +√3∂2b[2]c[3] )VΛ2,Λ2 .
(I.2)
I.2. The identity quartet
1(z) , (I.3)
C [2](z) = − 4(∂c[2] + ∂b[2]∂c[3]c[3] + b[2]∂2c[3]c[3])− 1√
2
(∂φL,1 +
√
3∂φL,2)(c[2] + b[2]∂c[3]c3])
− 1√
2
(
√
3∂φL,1 − ∂φL,2)∂c[3] +
√
2(
√
3∂2φL,1 + ∂2φL,2)c[3] − ∂φL,1∂φL,2c[3]
−
√
3
2 (∂φ
L,1∂φL,1 − ∂φL,2∂φL,2)c[3] ,
(I.4)
C [3](z) = − 4
√
3∂2c[3] −
√
3
2 (
√
3∂φL,1 − ∂φL,2)(c[2] + b[2]∂c[3]c[3])−
√
3(
√
2∂2φL,1 + 3∂2φL,2)c[3]
− 3
√
3
2 (∂φ
L,1 +
√
3∂φL,2)∂c[3] −
√
3
2 (∂φ
L,1∂φL,1 + 2
√
3∂φL,1∂φL,2 + ∂φL,2∂φL,2)c[3] ,
(I.5)
C [23](z) = (C [2] · C [3])(z) . (I.6)
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I.3. Generators of Hn1 , n ≥ 1
The following is a complete list of operators generating Hn1 , n ≥ 1, under the dot product action of H0
and the bracket action of sl3. They are obtained by explicitly evaluating the multiple commutators (5.40).
The normalization of X̂ in (I.29) is chosen such that (5.41) holds, with the ground ring generators normalized
as in (I.1) and (I.2).
n = 1:
P̂2˙,3˙ = Ψ
(1)
Λ1,−Λ1+Λ2 , P̂1,3˙ =
1
2Ψ
(1)
Λ1+Λ2,0
, P̂1,2 = Ψ
(1)
Λ2,Λ1−Λ2 , (I.7)
P̂σ,
σ = Ĉ+ − Ĉ− , Ĉ = Ĉ+ + Ĉ− . (I.8)
Ψ
(1)
Λ1,−Λ1+Λ2 =
1
36
(
12
√
3b[2]c[2]∂c[3] + 15b[2]∂2c[3]c[3] − 18b[3]c[2]c[3] − 24√3b[3]∂c[3]c[3]
− 3i√6∂φM,1b[2]c[2]c[3] − 21i√2∂φM,1b[2]∂c[3]c[3] − 9i√2∂φM,1c[2] − 18i∂φM,1∂φL,2c[3]
− 12i√6∂φM,1∂c[3] − 3i√2∂φM,2b[2]c[2]c[3] − 7i√6∂φM,2b[2]∂c[3]c[3] − 3i√6∂φM,2c[2]
− 6i√3∂φM,2∂φL,2c[3] − 12i√2∂φM,2∂c[3] + 12√2∂φL,2b[2]c[2]c[3] − 2√6∂φL,2b[2]∂c[3]c[3]
− 6√6∂φL,2c[2] − 12√3∂φL,2∂φL,2c[3] − 24√2∂φL,2∂c[3] + 36∂b[2]∂c[3]c[3]
+ 18
√
2∂2φL,2c[3] + 6
√
3∂2c[3]
)VΛ1,−Λ1+Λ2 ,
(I.9)
Ψ
(1)
Λ1+Λ2,0
(z) = ( c[2] +
√
3
2 i∂φ
M,1c[3] − 1√
2
i∂φM,2c[3] − b[2]∂c[3]c[3] )VΛ1+Λ2,0 . (I.10)
Ψ
(1)
Λ2,Λ1−Λ2 =
1
36
(
12
√
3b[2]c[2]∂c[3] − 15b[2]∂2c[3]c[3] + 18b[3]c[2]c[3] − 24√3b[3]∂c[3]c[3]
− 6i√2∂φM,2b[2]c[2]c[3] + 14i√6∂φM,2b[2]∂c[3]c[3] + 6i√6∂φM,2c[2] − 18i∂φM,2∂φL,1c[3]
− 6i√3∂φM,2∂φL,2c[3] − 24i√2∂φM,2∂c[3] + 6√6∂φL,1b[2]c[2]c[3] + 3√2∂φL,1b[2]∂c[3]c[3]
+ 9
√
2∂φL,1c[2] − 9√3∂φL,1∂φL,1c[3] − 18∂φL,1∂φL,2c[3] − 12√6∂φL,1∂c[3]
+ 6
√
2∂φL,2b[2]c[2]c[3] +
√
6∂φL,2b[2]∂c[3]c[3] + 3
√
6∂φL,2c[2]
− 3√3∂φL,2∂φL,2c[3] − 12√2∂φL,2∂c[3] − 36∂b[2]∂c[3]c[3] + 9√6∂2φL,1c[3]
+ 9
√
2∂2φL,2c[3] + 6
√
3∂2c[3]
)VΛ2,Λ1−Λ2 ,
(I.11)
n = 2:
P̂1,23 = Ψ
(2)
0,−2Λ1+Λ2 , P̂1,σ
σ = Ψ
(2)
Λ1,−Λ2 , P̂1,23˙ = Ψ
(2)
2Λ2,−Λ2 , (I.12)
P̂ 1˙,2˙3˙ = Ψ
(2)
0,Λ1−2Λ2 , P̂ 3˙,σ˙
σ˙ = Ψ
(2)
Λ2,−Λ1 , P̂ 3˙,12 = Ψ
(2)
2Λ1,−Λ1 . (I.13)
Ψ
(2)
0,−2Λ1+Λ2 =
1
108
(
6b[2]c[2]∂2c[3]c[3] − 6b[2]∂c[2]∂c[3]c[3] + 12√3b[2]∂2c[3]∂c[3]c[3] + 6√3c[2]∂2c[3]
+ 3
√
6∂φL,1c[2]∂c[3] + 9∂φL,1∂φL,1∂c[3]c[3] + 6
√
3∂φL,1∂φL,2∂c[3]c[3] − 3√6∂φL,1∂c[2]c[3]
+ 9
√
2∂φL,1∂2c[3]c[3] + 3
√
2∂φL,2c[2]∂c[3] + 3∂φL,2∂φL,2∂c[3]c[3] − 3√2∂φL,2∂c[2]c[3]
+ 3
√
6∂φL,2∂2c[3]c[3] + 6∂b[2]c[2]∂c[3]c[3] + 6∂c[2]c[2] − 6√3∂c[2]∂c[3]
+ 3
√
6∂2φL,1c[2]c[3] − 9√2∂2φL,1∂c[3]c[3] + 3√2∂2φL,2c[2]c[3] − 3√6∂2φL,2∂c[3]c[3]
+ 21∂2c[3]∂c[3] + ∂3c[3]c[3]
)V0,−2Λ1−Λ2 ,
(I.14)
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Ψ
(2)
0,Λ1−2Λ2 =
1
108
(− 6b[2]c[2]∂2c[3]c[3] + 6b[2]∂c[2]∂c[3]c[3] + 12√3b[2]∂2c[3]∂c[3]c[3] + 6√3c[2]∂2c[3]
+ 6
√
2∂φL,2c[2]∂c[3] − 12∂φL,2∂φL,2∂c[3]c[3] − 6√2∂φL,2∂c[2]c[3] − 6√6∂φL,2∂2c[3]c[3]
− 6∂b[2]c[2]∂c[3]c[3] − 6∂c[2]c[2] − 6√3∂c[2]∂c[3] + 6√2∂2φL,2c[2]c[3]
+ 6
√
6∂2φL,2∂c[3]c[3] − 21∂2c[3]∂c[3] − ∂3c[3]c[3])V0,−Λ1−2Λ2 ,
(I.15)
Ψ
(2)
Λ1,−Λ2 =
1
108
(
12b[2]c[2]∂c[3]c[3] + 12
√
3c[2]∂c[3] + 3i
√
6∂φM,1c[2]c[3] − 6i√2∂φM,1∂c[3]c[3]
+ 3i
√
2∂φM,2c[2]c[3] − 2i√6∂φM,2∂c[3]c[3] + 6√6∂φL,1c[2]c[3] + 6√2∂φL,1∂c[3]c[3]
+ 6
√
2∂φL,2c[2]c[3] + 2
√
6∂φL,2∂c[3]c[3] + 12∂2c[3]c[3]
)VΛ1,−Λ2 ,
(I.16)
Ψ
(2)
Λ2,−Λ1 =
1
54
(− 6b[2]c[2]∂c[3]c[3] + 6√3c[2]∂c[3] + 3i√2∂φM,2c[2]c[3] + 2i√6∂φM,2∂c[3]c[3]
+ 6
√
2∂φL,2c[2]c[3] − 2√6∂φL,2∂c[3]c[3] − 6∂2c[3]c[3])VΛ2,−Λ1 , (I.17)
Ψ
(2)
2Λ2,−Λ2 =
1
18
√
3
(
3c[2]c[3] − 2√3∂c[3]c[3])V2Λ2,−Λ2 , (I.18)
Ψ
(2)
2Λ1,−Λ1 = − 118√3
(
3c[2]c[3] + 2
√
3∂c[3]c[3]
)V2Λ1,−Λ1 , (I.19)
n = 3:
P̂ 1,233˙ = Ψ
(3)
Λ2,−2Λ2 , P̂ 1˙,2˙3˙1 = Ψ
(3)
Λ1,−2Λ1 , P̂ 1,22˙3˙ = Ψ
(3)
Λ1+Λ2,−Λ1−Λ2 , P̂ σ,
σ
ρ
ρ = Ψ
(3)
0,0 . (I.20)
Ψ
(3)
Λ2,−2Λ2 = − 1864
(
12c[2]∂2c[3]c[3] + 9
√
2∂φL,1c[2]∂c[3]c[3] + 3
√
6∂φL,2c[2]∂c[3]c[3]
+ 6
√
3∂c[2]c[2]c[3] − 6∂c[2]∂c[3]c[3] + 7√3∂2c[3]∂c[3]c[3])VΛ2,−2Λ2 , (I.21)
Ψ
(3)
Λ1,−2Λ1 =
1
864
(− 12c[2]∂2c[3]c[3] − 6√6∂φL,2c[2]∂c[3]c[3] + 6√3∂c[2]c[2]c[3]+
6∂c[2]∂c[3]c[3] + 7
√
3∂2c[3]∂c[3]c[3]
)VΛ1,−2Λ1 , (I.22)
Ψ
(3)
Λ1+Λ2,−Λ1−Λ2 =
1
48c
[2]∂c[3]c[3] VΛ1+Λ2,−Λ1−Λ2 , (I.23)
Ψ
(3)
0,0 =
1
32
√
3
(
2∂c[2]c[2]c[3] − ∂2c[3]∂c[3]c[3])V0,0 . (I.24)
n = 4:
P̂ 1,232˙3˙ = Ψ
(4)
Λ1,−Λ1−2Λ2 , P̂ 1˙,2˙3˙12 = Ψ
(4)
Λ2,−2Λ1−Λ2 . (I.25)
Ψ
(4)
Λ1,−Λ1−2Λ2 = − 1360√3
(
c[2]∂2c[3]∂c[3]c[3] +
√
3∂c[2]c[2]∂c[3]c[3]
)VΛ1,−Λ1−2Λ2 , (I.26)
Ψ
(4)
Λ2,−2Λ1−Λ2 = − 1360√3
(
c[2]∂2c[3]∂c[3]c[3] −√3∂c[2]c[2]∂c[3]c[3])VΛ2,−2Λ1−Λ2 . (I.27)
n = 5:
X̂ = Ψ
(5)
0,−2Λ1−2Λ2 . (I.28)
Ψ
(5)
0,−2Λ1−2Λ2 =
1
1728
√
3
∂c[2]c[2]∂2c[3]∂c[3]c[3] V0,−2Λ1−2Λ2 . (I.29)
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I.4. Twisted modules of the ground ring
Ω̂1(z) = 1(z) , (I.30)
Ω̂r1(z) = 2
(
b[2]∂c[3]c[3] + c[2] +
√
2∂φL,2c[3] +
√
3∂c[3]
)V0,−2Λ1+Λ2 , (I.31)
Ω̂r2(z) =
(− 2b[2]∂c[3]c[3] − 2c[2] +√6∂φL,1c[3] +√2∂φL,2c[3] + 2√3∂c[3])V0,Λ1−2Λ2 , (I.32)
Ω̂r12(z) = c
[2]c[3] V0,−3Λ2 , (I.33)
Ω̂r21(z) = c
[2]c[3] V0,−3Λ1 , (I.34)
Ω̂r3(z) = c
[2]∂c[3]c[3] V0,−2Λ1−2Λ2 . (I.35)
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Appendix J. The BV-algebra of 2D W2 string
In this appendix we summarize the main features of the BV-algebra of 2d gravity coupled to c = 1
matter, the so-called 2D W2 (Virasoro) string. The reader should consult [74,19,93,94,95,77] and especially
[75] for additional discussion and detailed proofs. We follow here the notation introduced earlier, in the
context of the W3 string, to emphasize both the similarities and the differences between the two cases. In
this appendix, and only here, P and Q denote the sl2 weight and the root lattices, respectively, while F
gh
is the Fock space of the Virasoro ghosts, i.e., the j = 2 (bc)-system.
J.1. The cohomology problem
Recall that a Feigin-Fuchs module, F (Λ, α0), of the Virasoro algebra is parametrized by the momentum,
Λ, of the underlying Fock space of a single scalar field and a background charge α0. If we interpret Λ as
an sl2 weight, then the highest weight of the Virasoro module is h =
1
2 (Λ,Λ + 2α0ρ). The central charge is
given by c = 1− 6α20.
An important problem in the study of 2D Virasoro string is to compute the operator algebra, H, obtained
as the semi-infinite (BRST) cohomology of the VOA associated with tensor products, F (ΛM , 0)⊗F (ΛL, 2i),
of Feigin-Fuchs modules with c = 1 and c = 25, respectively. More precisely, we consider the W2 analogue
of the complex (C, d) in Section 3.2, defined by L ⊂ P × iP .
The vertex operator realization of ŝl2 on the c = 1 Fock spaces, together with the Liouville momentum
operator, −ipL, give rise to a sl2 ⊕ u1 symmetry on C, that commutes with the BRST operator and yields a
decomposition of the cohomology, H(W2,C), into a direct sum of finite dimensional modules. The complete
description of the cohomology space is then given by the following theorem due to [74,19,93].
Theorem J.1. The relative cohomology Hrel(W2,C) is isomorphic, as an sl2⊕u1 module, to the direct sum
of finite dimensional irreducible modules with highest weights in a set of disjoint cones {(Λ,Λ′)+(λ,wλ) |λ ∈
P+}, i.e.
Hnrel(W2,C) ∼=
⊕
w∈W
⊕
(Λ,Λ′)∈Snw
⊕
λ∈P+
L(Λ + λ)⊗ CΛ′+wλ , (J.1)
where the sets Snw are given in Table J.1.
n w Snw
0 1 (0, 0)−1
1 1 (ρ,−ρ)1
−1 (0,−2ρ)1
2 −1 (0,−4ρ)−1
Table J.1. The tips Snw in the decomposition of Hrel(W2,C)
.
Remark: The required cohomology, H(W2, F (ΛM , 0) ⊗ F (ΛL, 2i)), may be determined either directly, see,
e.g., [19], or by decomposing F (ΛM , 0) into irreducible modules, and then computing Hrel(W2, L(Λ, 0) ⊗
F (ΛL, 2i)), see [74]. The latter cohomology is nonvanishing if and only if the weights Λ and ΛL satisfy
−iΛL + 2ρ = w(Λ + ρ − σρ) for some w, σ ∈ W . This is different than in the W3 case, summarized
in Corollary G.2, where σ is required to run over an extension of the Weyl group of sl3. Thus, the W3
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cohomology displays qualitatively new features, which, in this particular case, can be explained by the more
complex embedding pattern of primitive vectors in Verma modules of a higher rank W-algebra.
n = 2 :
n = 1 :
n = 0 :
Figure J.1. A graphical representation of Hrel(W2,C). The points on the sl2 weight lattice
correspond to shifted Liouville momenta −iΛL+2ρ and denotes a single sl2⊕ u1 module.
The fundamental Weyl chamber is outlined by a thick line.
The absolute cohomology is H•(W2,C) ∼= H•rel(W2,C) ⊕ H•−1rel (W2,C), i.e., it has a doublet structure
with the resulting pattern of sl2 ⊕ u1 modules as in Figure J.2.
n = 3 :
n = 2 :
n = 1 :
n = 0 :
Figure J.2. A graphical representation of H(W2,C), adapting the conventions of Figure J.1.
The dots and correspond, to one and two sl2 ⊕ u1 modules, respectively.
J.2. The BV-algebra and structure theorems
The ground ring of the BV-algebra (H, · , b0), where H ≡ H(W2,C) and b0 = b[2]0 , is isomorphic with
the algebra of polynomial functions on the complex plane, i.e., H0 ∼= C2. Let us denote its generators by x̂i,
i = 1, 2. To make the analogy between this and the W3 case more evident, let us note that C2 may also be
identified with the ring of regular functions on the base affine space of sl2.
The geometric description of the higher ghost number cohomology, or at least a part of it, is given by
the following structure theorem.
Theorem J.2 [75].
i. The map38 π : H → P(C2) introduced in Section 4.1.4 is a BV-algebra homomorphism onto the BV-
algebra of polyderivations (P(C2), · ,∆S).
ii. There exists an embedding ı : P(C2)→ H that preserves the dot product and satisfies π ◦ ı = id.
In addition to ı(xi) = x̂i, the embedding ı is completely characterized by the image ı(Ω) = Ω̂ of the
volume element Ω in (4.23), where Ω̂ is the unique operator of ghost number two at the weight (0,−2ρ), see
Figure J.2. Let us denote H+ = ı(P(C2)) and H− = kerπ. The decomposition H ∼= H+ ⊕ H− is shown in
Figure J.3.
One also finds that b0Ω̂ 6∈ ı(P(C2), and, as easily seen from Figure J.3, Ω̂ is the only element in H+ with
this property. By studying the action of H on its BV-ideal H−, Lian and Zuckerman conclude that
38 In [75] this map is denoted by ψ.
– 138 –
Theorem J.3 [75]. The BV-algebra (H, , · , b0) is generated by 1, the ground ring generators xi, and Ω̂.
n = 3 :
n = 2 :
n = 1 :
n = 0 :
Figure J.3. The decomposition H ∼= H+ ⊕ H−. The modules in H+ are denoted by the
squares while those in H− by the dots. Again, degeneracies are indicated by size.
Let us introduce on C2 two structures of a ground ring (C2) module (see Section 4.4.3): M1, isomorphic
to the ground ring itself, and the twisted module M−1 defined by the “dual” realization of the ground ring
generators, x1 → − ∂∂x2 and x2 → − ∂∂x1 .
As shown in [75], the ghost number one cohomology in the negative Weyl chamber, i.e., H1−, is isomor-
phic, as a ground ring module, to M−1. Furthermore, H− has a natural structure of a G-module of P(C2),
with respect to which one may identify it with the twisted polyderivations P(C2,M−1).
It may be worth emphasizing that the “gluing” of H+ and H−, accomplished by the BV-operator b0, is
underlined by a simple algebraic principle.
Theorem J.4. The BV-algebra (H, · , b0) is the minimal extension of (P(C2), · ,∆S), the BV-algebra of
polyvectors on the base affine space of sl2, in which the cohomology of the BV-operator b0 is trivial.
Let us illustrate the structure of H on the example of the BV-subalgebra (H0, · , b0) of sl2 singlets. As
read off from Table J.1, it consists of three doublets at the u1 weights 0, −2ρ and −4ρ. As a BV-algebra it
is generated by Ĉ and Ω̂, which have ghost number one and two, respectively. Indeed, in terms of those two
operators the three doublets are explicitly given by, see [75],
(1, Ĉ) , (b0Ω̂, Ω̂) , (b0(Ω̂ · b0Ω̂), Ω̂ · b0Ω̂) , (J.2)
where b0Ĉ = 1. The action of the BV operator in this basis is obvious, and the only nonzero dot product,
beyond the ones listed in (J.2) or involving the identity operator, is
Ĉ · b0(Ω̂ · b0Ω̂) = 3Ω̂ · b0Ω̂ . (J.3)
Finally note that 1, Ĉ and Ω̂ lie in H+, while the remaining ones, b0Ω̂, b0(Ω̂ ·b0Ω̂) and Ω̂ ·b0Ω̂, in H−. Clearly,
the latter three span a BV-ideal of this finite-dimensional BV-algebra.
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