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Abstract
We present a subtraction scheme for computing jet cross sections in electron-
positron annihilation at next-to-next-to-leading order accuracy in perturbative
QCD. In this first part we deal with the regularization of the doubly-real
contribution to the NNLO correction.
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1 Introduction
QCD, the theory of strong interactions, is an important component of the Standard Model
of elementary particle interactions. It is asymptotically free, which allows us to compute
cross sections of elementary particle interactions at high energies as a perturbative expan-
sion in the running strong coupling αs(µR). However, the running coupling αs(µR) remains
rather large at energies relevant at recent and future colliders. In addition, to leading order
in the perturbative expansion, the coupling varies sizeably with the choice of the (unphys-
ical) renormalization scale µR. In hadron-initiated processes, the situation is worsened by
the dependence of the cross section on the (also unphysical) factorization scale µF , which
separates the long-distance from the short-distance part of the strong interaction. Thus,
a leading-order evaluation of the cross section yields rather unreliable predictions for most
processes in the theory. To improve this situation, in the past 25 years the radiative cor-
rections at the next-to-leading order (NLO) accuracy have been computed. These efforts
have culminated, when process-independent methods were presented for computing QCD
cross sections to NLO accuracy, namely the slicing [1, 2], subtraction [3, 4, 5] and dipole
subtraction [6] methods. In some cases, though, the NLO corrections were found to be
disturbingly large, and/or the dependence on µR (and eventually µF ) was found to be still
sizeable, thus casting doubts on the applicability of the perturbative predictions. When
the NLO corrections are found to be of the same order as the leading-order prediction, the
only way to assess the reliability of QCD perturbation theory is the computation of the
next-to-next-to-leading order (NNLO) corrections.
In recent years severe efforts have been made to compute the NNLO corrections to
the parton distribution functions [7] and important basic processes, such as vector boson
production [8, 9, 10, 11, 12] and Higgs production [9, 13, 14, 15, 16] in hadron collisions
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and jet production in electron-positron annihilation [17, 18]. These computations evaluate
also the phase space integrals in d dimensions, thus, do not follow the process-independent
methods used to compute the NLO corrections.
The more traditional approach relies on defining approximate cross sections which match
the singular behaviour of the QCD cross sections in all the relevant unresolved limits.
Various attempts were made in this direction in Refs. [19, 20, 21, 22, 23, 24, 25, 26, 27, 28,
29]. In general, the definition of the approximate cross sections must rely on the singly-
and doubly-unresolved limits of the QCD squared matrix elements. Although the infrared
limits of QCD matrix elements have been extensively studied both at tree-level [30, 31, 32,
33, 34, 35, 36, 37, 38, 39, 40, 41], and at one-loop [42, 43, 44, 45, 46], the formulae presented
in the literature do not lend themselves directly for devising the approximate cross sections
for two reasons. The first problem is that the various single and double soft and/or collinear
limits overlap in a very complicated way and the infrared factorization formulae have to be
written in such forms that these overlaps can be disentangled so that double subtraction is
avoided. The second problem is that even if the factorization formulae are written such that
double subtraction does not happen, the expressions cannot straightforwardly be used as
subtraction formulae, because the momenta of the partons in the factorized matrix elements
are unambiguously defined only in the strict soft and collinear limits. In order to define
the approximate cross sections one also has to factorize the phase space of the unresolved
partons such that the singular factors can be integrated and the remaining expressions
can be combined with the virtual correction leading to cross sections which are finite and
integrable in four dimensions.
In Ref. [47] we presented a solution to the first problem, but did not explicitly define
the approximate cross sections, which we left for later work. In this paper we turn to
the second problem and define the complete approximate cross sections that regularize the
doubly-real emission. For factorizing the phase space one has two options. On the one
hand we may decompose the squared matrix elements into expressions that contain only
single singular factors and use the factorization formulae as subtraction terms. In NLO
computations this method was termed ‘residuum subtraction’. On the other hand one may
use exact phase-space factorization (keeping momentum conservation and particles on-shell)
to maintain gauge invariance of the factorized matrix elements. In NLO computations the
‘dipole subtraction method’ represents an example of this approach.
The single singular factor decomposition cannot be followed in a NNLO computation
because a singular factor in a doubly-unresolved region of the phase space naturally contains
singular factors in singly-unresolved regions. Therefore, we have to use exact factorizations
of the unresolved phase space measures. There are only two known ways of exact phase
space factorization, one termed ‘dipole factorization’ [6], while the other called ‘antennae
factorization’ [19]. Actually, both belong to the same general class. The important feature
of these is that in order to factorize the unresolved phase space measures, two partons,
called ‘emitter’ and ‘spectator’, are singled out for each subtraction term. The emitter
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emits the unresolved parton and the spectator takes away the momentum recoil to maintain
momentum conservation. In a NLO computation the choice for the emitter-spectator pair is
naturally a colour-connected pair of partons in the soft factorization formula. The collinear
emissions are distributed among the soft ones using colour conservation. Although this
trick provides a fairly elegant framework for computing NLO corrections, the unnatural
distribution of collinear emissions seems impossible to maintain in a NNLO computation
because it leads to simultaneously spin- and colour-correlated squared matrix elements for
which collinear factorization formulae do not exist [47].∗
In Ref. [28] the antennae factorization is used for NNLO subtractions, which is made
possible by the use of colour-ordered subamplitudes, where the emitter-spectator ‘antenna
pairs’ can naturally and unambiguously be selected because singular emission for a given
amplitude can occur only between ordered pairs of momenta (the emitter and the specta-
tor). Note however, that the effect of quantum interference in the squared matrix element
mixes the colour subamplitudes in a rather complicated way and a general scheme to con-
struct the subtraction terms in a process-independent way has not been given yet. It seems
to us that in order to construct a general method for computing NNLO corrections we are
forced to give up the antennae (or dipole) factorization of the phase space.
In Ref. [48], we defined a new NLO subtraction scheme with exact phase-space fac-
torization that can be generalized to any order in perturbation theory. In this paper we
extend that scheme to computing the contribution of the doubly-real emission to the NNLO
corrections. We demonstrate that the regularized cross section is indeed numerically inte-
grable by computing the corresponding contribution to the cross section of electron-positron
annihilation into three jets from the e+e− → qq¯ggg subprocess.
2 Jet cross sections at NNLO accuracy
The jet cross sections in perturbative QCD are represented by an expansion in the strong
coupling αs. At NNLO accuracy we keep the three lowest-order terms,
σ = σLO + σNLO + σNNLO . (2.1)
Assuming an m-jet quantity, the leading-order contribution is the integral of the fully
differential Born cross section dσBm of m final-state partons over the available m-parton
phase space defined by the jet function Jm,
σLO =
∫
m
dσBmJm . (2.2)
∗Note a misprint in Ref. [47], where ‘soft’ factorization is written in this respect instead of ‘collinear’.
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The NLO contribution is a sum of two terms, the real and virtual corrections,
σNLO =
∫
m+1
dσRm+1Jm+1 +
∫
m
dσVmJm . (2.3)
Here the notation for the integrals indicates that the real correction involves m + 1 final-
state partons, one of those being unresolved, while the virtual correction has m-parton
kinematics. The NNLO correction is a sum of three contributions, the doubly-real, the
one-loop singly-unresolved real-virtual and the two-loop doubly-virtual terms,
σNNLO =
∫
m+2
dσRRm+2Jm+2 +
∫
m+1
dσRVm+1Jm+1 +
∫
m
dσVVm Jm . (2.4)
Here the notation for the integrals indicates that the doubly-real corrections involve m+2
final-state partons, the real-virtual contribution involves m+ 1 final-state partons and the
doubly-virtual term is an integral over the phase space of m partons, and the phase spaces
are restricted by the corresponding jet functions Jn that define the physical quantity.
In d = 4 dimensions the two contributions in Eq. (2.3) as well as the three contributions
in Eq. (2.4) are separately divergent, but their sum is finite for infrared-safe observables
order by order in the expansion in αs. The requirement of infrared-safety puts constraints
on the analytic behaviour of the jet functions that were spelled out explicitly in Ref. [47].
Following from kinematical reasons, fully inclusive observables can be accurately evalu-
ated in QCD perturbation theory relatively simply. Since these observables are completely
inclusive, no phase-space restriction has to be applied (Jn = 1 for any n). Real and virtual
contributions can be combined at the integrand level resulting in the cancellation of soft
and collinear singularities before performing the relevant phase-space integrations. Owing
to these features, general techniques have been available for some time [51, 52] to carry out
NNLO calculations in analytic form.
QCD calculations beyond LO for inclusive quantities, such as jet cross sections or event-
shape distributions, are much more involved. Owing to the complicated phase space for
multiparton configurations, analytic calculations are impossible for most of the distribu-
tions. Moreover, soft and collinear singularities are separately present in the real radiation
correction (due to integrations over the phase space of the unresolved parton) and virtual
contributions (due to integrations over the loop momentum) at the intermediate steps.
These singularities have to be first regularized by analytic continuation in a number of
space-time dimensions d = 4− 2ε different from four. This analytic continuation prevents
a straightforward implementation of numerical integration techniques.
The traditional approach to finding the finite corrections at NLO accuracy is to regu-
larize the real radiation contribution by subtracting a suitably defined approximate cross
section dσR,A such that (i) dσR,A matches the pointwise singular behaviour of dσR in the
one-parton infrared regions of the phase space in any dimensions (ii) and it can be inte-
grated over the one-parton phase space of the unresolved parton independently of the jet
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function, resulting in a Laurent expansion in ε. After performing this integration, the ap-
proximate cross section can be combined with the virtual correction dσV before integration.
We then write
σNLO =
∫
m+1
[
dσRm+1Jm+1 − dσ
R,A
m+1Jm
]
+
∫
m
[
dσVm +
∫
1
dσR,Am+1
]
Jm , (2.5)
where both integrals on the right-hand side are finite in d = 4 dimensions. The final result
is that one is able to rewrite the two NLO contributions in Eq. (2.3) as a sum of two finite
integrals,
σNLO =
∫
m+1
dσNLOm+1 +
∫
m
dσNLOm , (2.6)
that are integrable in four dimensions using standard numerical techniques.
The construction of the suitable approximate cross section dσR,A is made possible by the
universal soft and collinear factorization properties of QCD matrix elements. Envisaging a
similar construction for computing the NNLO correction, the universal infrared behaviour
of the loop amplitudes and the infrared limits of the real-emission corrections at NNLO, as
well as the singularity structure of the two-loop squared matrix elements has been computed
[49, 50]. However, it is far more complex to disentangle these singularities at the NNLO
accuracy than at NLO [47], thus up to now, process independent approximate cross sections
for regularizing the dσRR and dσRV terms have not been computed, but for the relatively
simple case of e+e− → 2 and 3 jets, when the dependence on colour completely factorizes
from all matrix elements [24, 29].
In order to avoid this complexity in Ref. [53] a new method has been developed for com-
puting the QCD corrections by combining the real-emission and virtual corrections before
integration for arbitrary jet function. The method is very simple conceptually. It considers
the problem from a purely mathematical point of view: how to compute a complicated,
but finite integral numerically? The first step is to map the phase spaces onto the unit
hypercube of suitable dimensions. Then the singularities from inside the hypercube are
removed to the edges of the cube by splitting appropriately the integrations and mapping
them back to the [0, 1] interval. Next, the overlapping singularities are disentangled using
sector decomposition [54, 55, 56, 57, 58, 59]. At this point the only factors in the integrand
that lead to divergences are of the form λ−1+nε, therefore, the ε poles can be extracted in
terms of plus distributions [53]. The method is clearly completely general and its strength
has already been demonstrated in various explicit computations [15, 16, 17, 12]. Note how-
ever, that the various mappings of the phase space as well as the sector decompositions are
not unique. The particular choices depend on the analytic structure of the functions one
has to integrate, namely, the squared matrix elements for the given process. In fact, the
different terms in the squared matrix element may prefer different mappings as in the case
of Ref. [16]. This means that with this technique the construction of a universal program
that requires only various matrix elements as input for computing NNLO corrections for
arbitrary processes does not seem straightforward.
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Such program exists for computing NLO corrections [60, 61, 62] based upon the subtrac-
tion method. Therefore, it is of interest whether the subtraction method can be extended
to the computation of NNLO corrections. In the next section we rewrite Eq. (2.4) such that
each phase space integral is finite and thus can be performed numerically in four dimensions
using standard Monte Carlo techniques.
3 Subtraction scheme at NNLO accuracy
Let us consider first the doubly-real contribution, dσRRm+2. It is divergent in the doubly-
unresolved regions of phase space. In order to cancel the two-parton singularities we sub-
tract the approximate cross section dσ
RR,A2
m+2 that matches the pointwise singular behaviour
of dσRRm+2 in d dimensions in the two-parton infrared regions. Then we have
σNNLO =
∫
m+2
[
dσRRm+2Jm+2 − dσ
RR,A2
m+2 Jm
]
+
∫
m+1
dσRVm+1Jm+1 +
∫
m
[
dσVVm +
∫
2
dσ
RR,A2
m+2
]
Jm . (3.1)
However the first integral is still divergent in the singly-unresolved regions of the phase
space. In order to cancel these remaining singularities we subtract the approximate cross
sections dσ
RR,A1
m+2 and dσ
RR,A12
m+2 to obtain
σNNLO =
∫
m+2
[
dσRRm+2Jm+2 − dσ
RR,A2
m+2 Jm −
(
dσ
RR,A1
m+2 Jm+1 − dσ
RR,A12
m+2 Jm
)]
+
∫
m+1
[
dσRVm+1 +
∫
1
dσ
RR,A1
m+2
]
Jm+1
+
∫
m
[
dσVVm +
∫
2
dσ
RR,A2
m+2 −
∫
2
dσ
RR,A12
m+2
]
Jm . (3.2)
Here dσ
RR,A1
m+2 and dσ
RR,A12
m+2 regularize the singly-unresolved limits of dσ
RR
m+2 and dσ
RR,A2
m+2
respectively. For the construction to be consistent, we must also require that dσ
RR,A1
m+2 −
dσ
RR,A12
m+2 be integrable in the two-parton infrared regions of the phase space,
† which restricts
the possible forms of dσ
RR,A12
m+2 severely. In Eq. (3.2) the jet functions, multiplying each
approximate cross section, organize the terms according to in which integral they should
appear. In particular, dσ
RR,A1
m+2 is multiplied by Jm+1, therefore, after integration over
the phase space of the unresolved parton, it is combined with dσRVm+1, while dσ
RR,A12
m+2 is
multiplied with Jm, therefore, it is added back in the third line. The m+2-parton integral
above is now finite by construction.
†Formally this means that dσ
RR,A
12
m+2 = dσ
RR,A
21
m+2 , which we have already taken into account in writing
the expressions.
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Next consider the real-virtual contribution dσRVm+1. It has two types of singularities:
(i) explicit ε poles in the loop amplitude and (ii) kinematical singularities in the singly-
unresolved regions of the phase space. In Eq. (3.2) the former are already regularized.
Indeed, unitarity guarantees that the second line of that equation is free of ε poles if
dσ
RR,A1
m+2 is a true regulator of dσ
RR
m+2 in the one-parton infrared regions of the phase space,
just as it does in NLO subtraction schemes. To regularize the kinematical singularities, we
subtract the approximate cross sections dσ
RV,A1
m+1 and
(∫
1
dσ
RR,A1
m+2
)
A1 , which regularize the
real-virtual cross section dσRVm+1 and
∫
1
dσ
RR,A1
m+2 , respectively, when a single parton becomes
unresolved. Thus, the NNLO cross section is written as
σNNLO =
∫
m+2
{
dσRRm+2Jm+2 − dσ
RR,A2
m+2 Jm −
[
dσ
RR,A1
m+2 Jm+1 − dσ
RR,A12
m+2 Jm
]}
ε=0
(3.3)
+
∫
m+1
{(
dσRVm+1 +
∫
1
dσ
RR,A1
m+2
)
Jm+1 −
[
dσ
RV,A1
m+1 +
(∫
1
dσ
RR,A1
m+2
)
A1
]
Jm
}
ε=0
+
∫
m
{
dσVVm +
∫
2
[
dσ
RR,A2
m+2 − dσ
RR,A12
m+2
]
+
∫
1
[
dσ
RV,A1
m+1 +
(∫
1
dσ
RR,A1
m+2
)
A1
]}
ε=0
Jm .
Since the first and second integrals on the right hand side of this equation are finite in
d = 4 dimensions by construction, it follows from the Kinoshita-Lee-Nauenberg theorem
that the combination of integrals in the last line is finite as well, provided the jet function
defines an infrared-safe observable.
The final result of these manipulations is that we rewrite Eq. (2.4) as
σNNLO =
∫
m+2
dσNNLOm+2 +
∫
m+1
dσNNLOm+1 +
∫
m
dσNNLOm , (3.4)
that is a sum of three integrals,
dσNNLOm+2 =
{
dσRRm+2Jm+2 − dσ
RR,A2
m+2 Jm −
[
dσ
RR,A1
m+2 Jm+1 − dσ
RR,A12
m+2 Jm
]}
ε=0
, (3.5)
dσNNLOm+1 =
{[
dσRVm+1 +
∫
1
dσ
RR,A1
m+2
]
Jm+1 −
[
dσ
RV,A1
m+1 +
(∫
1
dσ
RR,A1
m+2
)
A1
]
Jm
}
ε=0
, (3.6)
and
dσNNLOm =
{
dσVVm +
∫
2
[
dσ
RR,A2
m+2 −dσ
RR,A12
m+2
]
+
∫
1
[
dσ
RV,A1
m+1 +
(∫
1
dσ
RR,A1
m+2
)
A1
]}
ε=0
Jm , (3.7)
each integrable in four dimensions using standard numerical techniques.
The subtraction scheme presented here differs somewhat from the one outlined in
Ref. [47], where we assumed that dσ
RR,A12
m+2 can be defined such that (in the present no-
tation) ∫
m+1
[∫
1
dσ
RR,A12
m+2 −
(∫
1
dσ
RR,A1
m+2
)
A1
]
Jm = finite (3.8)
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in d = 4 dimensions. However, as already emphasized in Ref. [47], Eq. (3.8) does not follow
from unitarity, rather it is a constraint on the definitions of dσ
RR,A1
m+2 and dσ
RR,A12
m+2 . It turns
out more convenient to drop this extra condition and rearrange the subtraction scheme as
presented here.
In this paper we present all formulae relevant for constructing dσNNLOm+2 explicitly. The
terms needed for defining dσNNLOm+1 and dσ
NNLO
m will be given in separate papers. We use
the colour- and spin-state notation introduced in Ref. [6]. The complete description of our
notation can be found in Ref. [47].
4 Subtraction terms for doubly-real emission
The cross section dσRRm+2 is the integral of the tree-level squared matrix element for m+ 2
parton production over the m+ 2 parton phase space
dσRRm+2 = dφm+2|M
(0)
m+2|
2 , (4.1)
where the phase-space measure is defined as
dφn(p1, . . . , pn;Q) =
n∏
i=1
ddpi
(2pi)d−1
δ+(p
2
i ) (2pi)
d δ(d)
(
Q−
n∑
i=1
pi
)
. (4.2)
In Eq. (4.1) (and all subsequent formulae) the superscript (0) refers to tree-level expres-
sions. We disentangled the overlap structure of the singularities of |M
(0)
m+2|
2 into the pieces
A2|M
(0)
m+2|
2, A1|M
(0)
m+2|
2 and A12|M
(0)
m+2|
2 in Ref. [47]. These expressions are only defined
in the strict soft and/or collinear limits. To define true counterterms, they need to be
extended over the full phase space. This extension requires a phase-space factorization
that maintains momentum conservation exactly, but such that in addition it respects the
delicate structure of cancellations among the various subtraction terms.
The true (extended) counterterms may symbolically be written as
dσ
RR,A2
m+2 = dφm [dp2]A
(0)
2 |M
(0)
m+2|
2 , (4.3)
dσ
RR,A1
m+2 = dφm+1 [dp1]A
(0)
1 |M
(0)
m+2|
2 , (4.4)
and
dσ
RR,A12
m+2 = dφm [dp1] [dp1]A
(0)
12 |M
(0)
m+2|
2 , (4.5)
where in Eqs. (4.3)–(4.5) we used a formal, calligraphic notation (to be defined explicitly
below) to indicate the extension of the terms A2|M
(0)
m+2|
2, A1|M
(0)
m+2|
2 and A12|M
(0)
m+2|
2
over the whole phase space that was written in exactly factorized forms,
dφm+2 = dφm [dp2] = dφm+1 [dp1] = dφm [dp1] [dp1] (4.6)
(the precise meaning of the factors [dp1] and [dp2] will be given below).
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5 Singly-unresolved counterterms
The singly-unresolved counterterm A1|M
(0)
m+2|
2 reads
A1|M
(0)
m+2({p})|
2 =
∑
r
[∑
i 6=r
1
2
C
(0,0)
ir ({p}) +
(
S(0,0)r ({p})−
∑
i 6=r
CirS
(0,0)
r ({p})
)]
. (5.1)
Here all three terms are functions of the original m + 2 momenta that enter the matrix
element on the left hand side of Eq. (5.1). To shorten the notation we denote these momenta
collectively as {p} ≡ {p1, . . . , pm+2}. Although the notation in Eq. (5.1) is very similar to
the operator notation introduced in Ref. [47], it is important to understand that it is not
meant in the operator sense, for instance, the last term on the right hand side does not
refer to the collinear limit of anything. Throughout this paper the subtraction terms are
functions of the original momenta for which the notation inherits the operator structure of
taking the various limits, but otherwise it has nothing to do with taking limits.
5.1 Collinear counterterm
Counterterm
The singly-collinear counterterm is
C
(0,0)
ir ({p}) = 8piαsµ
2ε 1
sir
〈M
(0)
m+1({p˜}
(ir)
m+1)|Pˆ
(0)
fifr
(zi,r, zr,i, k⊥,i,r; ε)|M
(0)
m+1({p˜}
(ir)
m+1)〉 , (5.2)
where the kernels Pˆ
(0)
fifr
(zi,r, zr,i, k⊥,i,r; ε) are defined to coincide with the following specific
forms of the Altarelli-Parisi splitting functions (valid in the CDR scheme)
〈r|Pˆ (0)qigr(zi,r, zr,i; ε)|s〉 = δrsCF
[
1 + z2i,r
zr,i
− εzr,i
]
≡ δrsP
(0)
qigr
(zi,r, zr,i; ε) , (5.3)
〈µ|Pˆ
(0)
q¯iqr(zi,r, zr,i, k
µ
⊥,i,r; ε)|ν〉 = TR
[
−gµν + 4zi,rzr,i
kµ⊥,i,rk
ν
⊥,i,r
k2⊥,i,r
]
, (5.4)
〈µ|Pˆ (0)gigr(zi,r, zr,i, k
µ
⊥,i,r; ε)|ν〉 = 2CA
[
−gµν
(
zi,r
zr,i
+
zr,i
zi,r
)
− 2(1− ε)zi,rzr,i
kµ⊥,i,rk
ν
⊥,i,r
k2⊥,i,r
]
.
(5.5)
In Eq. (5.2) the double superscipt on the left hand side means that on the right hand side
of the equation both the matrix elements as well as the splitting kernels are at tree-level.
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In Eq. (5.3) we introduced our notation for the spin-averaged splitting function,
P
(0)
fifr
(zi,r, zr,i; ε) ≡ 〈Pˆ
(0)
fifr
(zi,r, zr,i, k
µ
⊥,i,r; ε)〉 . (5.6)
The kernels are functions of the momentum fractions zi,r and zr,i that we define as
zi,r =
yiQ
y(ir)Q
and zr,i =
yrQ
y(ir)Q
, (5.7)
where y(ir)Q = yiQ + yrQ with yiQ = 2pi ·Q/Q
2, yrQ = 2pr ·Q/Q
2 and Qµ is the total four-
momentum of the incoming electron and positron. With this definition zi,r+ zr,i = 1. Note
that the momentum fractions are nothing but the energy fractions of the daughter momenta
of the splitting with respect to the energy of the parent parton in the center-of-momentum
frame. The transverse momentum k⊥,i,r is given by
kµ⊥,i,r = ζi,rp
µ
r − ζr,ip
µ
i + ζirp˜
µ
ir , ζi,r = zi,r −
yir
αiry(ir)Q
, ζr,i = zr,i −
yir
αiry(ir)Q
. (5.8)
Here yir = 2pi · pr/Q
2 while p˜µir and αir are defined below in Eqs. (5.11) and (5.12) respec-
tively. This choice for the transverse momentum is exactly perpendicular to the parent
momentum p˜µir and ensures that in the collinear limit p
µ
i ||p
µ
r , the square of k
µ
⊥,i,r behaves as
k2⊥,i,r ≃ −sirzr,izi,r , (5.9)
as required (independently of ζir). In a NLO computation this feature is sufficient to
ensure the correct collinear behaviour of the subtraction term. In a NNLO computation
in addition to Eq. (5.9) it is also important that kµ⊥,i,r itself vanishes in the collinear limit,
‡
and it is that convenient that kµ⊥,i,r is perpendicular to Q
µ. These conditions are fulfilled if
we choose
ζir =
yir
αiry i˜r Q
(zr,i − zi,r) . (5.10)
With this choice kµ⊥,i,r → k
µ
⊥,i in the collinear limit as can be shown by substituting the Su-
dakov parametrization of the momenta into Eq. (5.8) (with properly chosen gauge vector).
Momentum mapping and phase space factorization
The m+1 momenta, {p˜}
(ir)
m+1 ≡ {p˜1, . . . , p˜ir, . . . , p˜m+2}, entering the matrix elements on
the right hand side of Eq. (5.2) are defined as follows
p˜µir =
1
1− αir
(pµi + p
µ
r − αirQ
µ) , p˜µn =
1
1− αir
pµn , n 6= i, r , (5.11)
where
αir =
1
2
[
y(ir)Q −
√
y2(ir)Q − 4yir
]
. (5.12)
‡If kµ⊥,i,r does not vanish in the collinear limit then the iterated collinear-triple collinear counterterms
of Sect. 7.1 do not have the correct (strongly-ordered) collinear behaviour.
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The total four-momentum is clearly conserved,
Qµ = pµi + p
µ
r +
m∑
n
pµn = p˜
µ
ir +
m∑
n
p˜µn . (5.13)
For further convenience let us denote the momentum mapping introduced above as
{p}
Cir−→ {p˜}
(ir)
m+1 , (5.14)
where i and r are any two labels of momenta that appear on the left hand side, but not on
the right hand side.
The momentum mapping of Eq. (5.11) leads to exact phase space factorization in the
form
dφm+2({p};Q) = dφm+1({p˜}
(ir)
m+1;Q) [dp
(ir)
1;m+1(pr, p˜ir;Q)] , (5.15)
where, as indicated, them+1 momenta in the first factor on the right hand side of Eq. (5.15)
are exactly those defined in Eq. (5.11). The explicit expression for [dp
(ir)
1;m+1(pr, p˜ir;Q)] reads
[dp
(ir)
1;m+1(pr, p˜ir;Q)] = J
(ir)
1;m+1(pr, p˜ir;Q)
ddpr
(2pi)d−1
δ+(p
2
r) , (5.16)
where the Jacobian is
J
(ir)
1;m+1(pr, p˜ir;Q) = y i˜r Q
(1− αir)
m(d−2)−1Θ(1− αir)
2(1− y
i˜r Q
)αir + yr i˜r + y i˜r Q − yrQ
. (5.17)
In this equation αir is the physical (falling between 0 and 1) solution of the constraint
p2i
Q2
= (1− y
i˜r Q
)α2ir + (yr i˜r + y i˜r Q − yrQ)αir − yr i˜r = 0 . (5.18)
In order to implement the subtraction scheme, this solution is not required, the momentum
mapping given in Eq. (5.11) is sufficient.
The collinear momentum mapping of Eq. (5.11) and the implied phase-space factor-
ization of Eqs. (5.15)–(5.17) are represented graphically in Fig. 1. The leftmost picture
represents the (m+2)-parton phase space dφm+2({p};Q). In the circle we denote the num-
ber of final-state partons. The picture in the middle represents the result of the mapping
of momenta in Eq. (5.11). The dots between the momentum p˜ir and the circle with the two
momenta pi and pr means that the latter two are replaced with p˜ir. This mapping implies
the exact factorization of the phase space, written in Eq. (5.15) and represented by the pic-
ture on the right. The first factor is the phase space of (m+1)-partons, dφm+1({p˜}
(ir)
m+1;Q),
and the second is [dp
(ir)
1 ]. In the latter the box represents the Jacobian on Eq. (5.17) and
the line means the one-particle phase-space measure. We shall use similar graphical rep-
resentations of other momentum mappings and implied factorizations of the phase space.
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Figure 1: Graphical representation of the singly-collinear momentum mapping and the
implied factorization of the phase space.
In the collinear limit, when pµi ||p
µ
r , the transverse momentum behaves as in Eq. (5.9),
zi,r → zi and zr,i → zr. Furthermore, αir tends to zero so p˜
µ
ir → p
µ
i + p
µ
r and p˜n → pn,
i.e. the tildes disappear from Fig. 1. Consequently, the counterterm reproduces the collinear
behaviour of the squared matrix element in this limit.
5.2 Soft-type counterterms
Counterterms
The soft-type§ terms are the singly-soft and singly soft-collinear counterterms
S(0,0)rg ({p}) = −8piαsµ
2ε
∑
i
∑
k 6=i
1
2
Sik(r)|M
(0)
m+1,(i,k)({p˜}
(r)
m+1)|
2 , (5.19)
CirgS
(0,0)
rg
({p}) = 8piαsµ
2ε 1
sir
2zi,r
zr,i
T
2
i |M
(0)
m+1({p˜}
(r)
m+1)|
2 . (5.20)
If r is a quark or antiquark, S
(0,0)
r ({p}) and CirS
(0,0)
r ({p}) are both zero. The eikonal factor
in Eq. (5.19) is
Sik(r) =
2sik
sirsrk
, (5.21)
and the momentum fractions entering Eq. (5.20) are given in Eq. (5.7). The operator T i is
the colour charge of parton i [6].
Momentum mapping and phase space factorization
The m + 1 momenta, {p˜}
(r)
m+1 ≡ {p˜1, . . . , p˜r−1, p˜r+1, . . . , p˜m+2} (the momentum with
index r is absent), entering the matrix elements on the right hand sides of Eqs. (5.19)
and (5.20) are defined by first rescaling all the hard momenta by a factor 1/λr and then
§The expression ‘soft-type’ refers to the momentum mapping used to define these terms.
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transforming all of the rescaled momenta as
p˜µn = Λ
µ
ν [Q, (Q− pr)/λr](p
ν
n/λr) , n 6= r , (5.22)
where
λr =
√
1− yrQ , (5.23)
and
Λµν [K, K˜ ] = g
µ
ν −
2(K + K˜ )µ(K + K˜ )ν
(K + K˜ )2
+
2Kµ K˜ ν
K2
. (5.24)
The matrix Λµν [K, K˜ ] generates a (proper) Lorentz transformation, provided K
2 = K˜
2
6=
0. Since pµr is massless (p
2
r = 0), the total four-momentum is again conserved,
Qµ = pµr +
m+1∑
n
pµn =
m+1∑
n
p˜µn . (5.25)
We will find it convenient to introduce the notation
{p}
Sr−→ {p˜}
(r)
m+1 (5.26)
to denote the above momentum mapping. Here r is the label of any momentum of the
original momentum set {p} that is absent from the set on the right hand side.
The momentum mapping of Eq. (5.22) also leads to exact phase space factorization
dφm+2({p};Q) = dφm+1({p˜}
(r)
m+1;Q) [dp
(r)
1;m+1(pr;Q)] . (5.27)
The m+ 1 momenta in the first factor on the right hand side are those of Eq. (5.22). The
factorized one-parton phase space [dp
(r)
1;m+1(pr;Q)] is
[dp
(r)
1;m+1(pr;Q)] = J
(r)
1;m+1(pr;Q)
ddpr
(2pi)d−1
δ+(p
2
r) , (5.28)
with Jacobian
J
(r)
1;m+1(pr;Q) = λ
m(d−2)−2
r Θ(λr) . (5.29)
Similarly to the graphical representation of the collinear momentum mapping and
phase-space factorization, depicted in Fig. 1, we present the graphical representation of
Eqs. (5.22)–(5.29) in Fig. 2. The middle picture in this figure represents the soft-type map-
ping of Eq. (5.22). The dots between the main circle and the circle with momentum pr
mean that the latter does not take away momentum from Qµ (see Eq. (5.25)).
The soft-type terms are defined on the same phase space, therefore, in the collinear limit,
when pµi ||p
µ
r , the soft-collinear counterterm regularizes the kinematical singularity of the
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m+1 ⊗ (r) r
Figure 2: Graphical representation of the singly-soft momentum mapping and the implied
factorization of the phase space.
soft counterterm by construction. In the soft limit, when pµr → 0, in Eqs. (5.11) and (5.12)
αir → 0 and p˜
µ
ir → p
µ
i , therefore, the momenta obtained in the collinear mapping tend to
the same momenta as those obtained in the soft mapping, i.e. all momenta with tilde tend
to the corresponding original momenta both in the case of collinear and soft momentum
mappings, with the soft momentum being dropped as shown in Fig. 3. Thus the soft-
collinear counterterm regularizes the kinematical singularity of the collinear counterterm.
At the same time the soft one regularizes the squared matrix element by construction.
Q
1˜
b
b
b
i˜r
b
b
b
m˜+2
m+1 C i
r
,
Q
1˜
b
b
b
b
b
b
m˜+2
m+1 rS
pr → 0 Q
1
b
b
b
b
b
b
m+2
m+1 r
Figure 3: Graphical representation of the soft limit of collinear and soft-type mappings.
In closing this section, we note that the jet function Jm+1 that multiplies dσ
RR,A1
m+2 in
Eq. (3.3) is a function of the m + 1 momenta {p˜}
(ir)
m+1 and {p˜}
(r)
m+1 for the collinear and
soft-type countertems, respectively.
15
6 Doubly-unresolved counterterms
The doubly-unresolved counterterm is
A2|M
(0)
m+2|
2 =
∑
r
∑
s
{∑
i 6=r,s
[
1
6
C
(0,0)
irs ({p}) +
∑
j 6=i,r,s
1
8
C
(0,0)
ir;js ({p})
+
1
2
(
CS
(0,0)
ir;s ({p})− CirsCS
(0,0)
ir;s ({p})−
∑
j 6=i,r,s
Cir;jsCS
(0,0)
ir;s ({p})
)
−CSir;sS
(0,0)
rs ({p})−
1
2
CirsS
(0,0)
rs ({p}) + CirsCSir;sS
(0,0)
rs ({p})
+
∑
j 6=i,r,s
1
2
Cir;jsS
(0,0)
rs ({p})
]
+
1
2
S(0,0)rs ({p})
}
. (6.1)
6.1 Triple collinear counterterm
Counterterm
The triple collinear counterterm reads
C
(0,0)
irs ({p}) = (8piαsµ
2ε)2
1
s2irs
〈M(0)m ({p˜}
(irs)
m )|Pˆfifrfs({zj,kl, sjk, k⊥,j,kl}; ε)|M
(0)
m ({p˜}
(irs)
m )〉 .
(6.2)
The Pˆfifrfs({zj,kl, sjk, k⊥,j,kl}; ε) kernels are defined to be the specific forms of the triple
parton splitting functions introduced in Ref. [47], with one important modification: In the
gluon splitting functions Pˆgiqr q¯s and Pˆgigrgs
¶, the azimuth-dependent terms that depend on
the transverse momenta have always to be written in the form kµ⊥,jk
ν
⊥,k/k⊥,j ·k⊥,k (k can be
equal to j), otherwise the collinear behaviour of the counterterm cannot be matched with
that of the single collinear counterterm in the singly-unresolved phase space region. The
correct azimuth-dependence can be achieved by making use of the following identites:
kµ⊥,jk
ν
⊥,j =
(
− zj(1− zj)sjkl + zjskl
)kµ⊥,jkν⊥,j
k2⊥,j
, (6.3)
2 kµ⊥,jk
ν
⊥,k =
(
sjk + 2 zjzksjkl − zisj(ik) − zjsi(jk)
) kµ⊥,jkν⊥,k
k⊥,j · k⊥,k
, (6.4)
where {k, l} = {i, r, s}\{j} and j can be i, r or s. Note that Ref. [47] does not consider the
splitting function for the case of final-state fermions with identical flavours. The reason is
¶In the case of the g → ggg splitting, Ref. [47] uses the original definition of Ref. [37], not spelled out
explicitly.
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that it consists of two terms of the type of different flavours plus a third term correspond-
ing to an interference contribution denoted by 〈Pˆ
(id)
q¯1q2q3〉 in Ref. [37]. The different flavour
contributions were given in Ref. [47], while the interference term can directly be taken from
Ref. [37] with the simple substitution of indices 1→ r, 2→ s and 3→ i in order to match
our notation. This latter term does not require any special care because it does not have
a leading singularity in any of the singly-, or other doubly-unresolved regions of the phase
space, apart from the triple collinear one.
The momentum fractions in Eq. (6.2) are defined similarly as for the collinear case given
in Eq. (5.7)
zi,rs =
yiQ
y(irs)Q
, zr,is =
yrQ
y(irs)Q
, zs,ir =
ysQ
y(irs)Q
, (6.5)
with zi,rs + zr,is + zs,ir = 1. The transverse momentum k⊥,r,is is
kµ⊥,r,is = ζr,isp
µ
i − ζi,rsp
µ
r + ζr,isp
µ
s − ζs,irp
µ
r + ζris p˜
µ
irs , (6.6)
where‖
ζi,rs = zi,rs −
y(rs)i
αirs y(irs)Q
, ζris =
yir − yrs − 2zr,isyirs
αirs y i˜rsQ
. (6.7)
The expression for k⊥,s,ir is obtained from Eq. (6.6) by simply interchanging the indices r
and s, while k⊥,i,rs = −k⊥,r,is−k⊥,s,ir. Similarly, ζr,is and ζs,ir are obtained from ζi,rs, while
ζirs and ζsir from ζris by interchanging the indices. We define p˜
µ
irs and αirs in Eqs. (6.9)
and (6.10). This choice for the transverse momentum is also perpendicular to the parent
momentum p˜µirs as the one given in Eq. (5.8) and it ensures also that in the triple collinear
limit pµi ||p
µ
r ||p
µ
s , relations of the type (see Ref. [37])
srs ≃ −zr,is zs,ir
(
k⊥,r,is
zr,is
−
k⊥,s,ir
zs,ir
)2
, (6.8)
as well as k⊥,r,is → k⊥,r are fulfilled. In a NNLO computation the longitudinal component
in Eq. (6.6) does not give any contribution due to gauge invariance, therefore, we may
choose ζris = 0.
Momentum mapping and phase space factorization
The matrix elements on the right hand side of Eq. (6.2) are evaluated with the m
momenta {p˜}
(irs)
m ≡ {p˜1, . . . , p˜irs, . . . , p˜m+2} defined as
p˜µirs =
1
1− αirs
(pµi + p
µ
r + p
µ
s − αirsQ
µ) , p˜µn =
1
1− αirs
pµn , n 6= i, r, s , (6.9)
with
αirs =
1
2
[
y(irs)Q −
√
y2(irs)Q − 4yirs
]
. (6.10)
‖Note that the indices of ζris are ordered!
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Figure 4: Graphical representation of the triply-collinear momentum mapping and the
implied factorization of the phase space.
Clearly Eqs. (6.9) and (6.10) are generalizations of Eqs. (5.11) and (5.12). The total four-
momentum is again conserved,
Qµ = p˜µirs +
∑
n
p˜µn = p
µ
i + p
µ
r + p
µ
s +
∑
n
pµn . (6.11)
The momentum mapping of Eq. (6.9) leads to exact phase-space factorization in a form
very similar to Eq. (5.15)
dφm+2({p};Q) = dφm({p˜}
(irs)
m ;Q) [dp
(irs)
2;m (pr, ps, p˜irs;Q)] , (6.12)
where the m momenta in the first factor on the right hand side of Eq. (6.12) are those given
in Eq. (6.9). The explicit expression for [dp
(irs)
2;m (pr, ps, p˜irs;Q)] is
[dp
(irs)
2;m (pr, ps, p˜irs;Q)] = J
(irs)
2;m (pr, ps, p˜irs;Q)
ddpr
(2pi)d−1
δ+(p
2
r)
ddps
(2pi)d−1
δ+(p
2
s) , (6.13)
where the Jacobian is
J
(irs)
2;m (pr, ps, p˜irs;Q) = y i˜rsQ
(1− αirs)
(m−1)(d−2)−1 Θ(1− αirs)
2(1− y
i˜rsQ
)αirs + y(rs) i˜rs + y i˜rsQ − y(rs)Q
. (6.14)
In this equation αirs is the physical (falling between 0 and 1) solution of the constraint
p2i
Q2
= (1− y
i˜rsQ
)α2irs + (y(rs) i˜rs + y i˜rsQ − y(rs)Q)αirs + yrs − y(rs) i˜rs = 0 . (6.15)
We present the graphical representation of Eqs. (6.9)–(6.14) in Fig. 4. The meaning of the
various graphical elements is analogous to those in Fig. 1.
In the triply-collinear limit, when pµi ||p
µ
r ||p
µ
s , the transverse momenta behave as in
Eq. (6.8), zi,rs → zi, zr,is → zr and zs,ir → zs. Furthermore, αirs tends to zero so
p˜µirs → p
µ
i + p
µ
r + p
µ
s and p˜n → pn (the tildes disappear from Fig. 4). Consequently, the
counterterm reproduces the collinear behaviour of the squared matrix element in this limit.
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6.2 Double collinear counterterm
Counterterm
The double collinear subtraction term reads
C
(0,0)
ir;js ({p}) = (8piαsµ
2ε)2
1
sirsjs
(6.16)
×〈M(0)m ({p˜}
(ir;js)
m )|Pˆ
(0)
fifr
(zi,r, zr,i, k⊥,ir;js; ε)Pˆ
(0)
fjfs
(zj,s, zs,j, k⊥,js;ir; ε)|M
(0)
m ({p˜}
(ir;js)
m )〉 ,
where Pˆ
(0)
fkfl
(zk, zl, k⊥,; ε) are given in Eqs. (5.3)–(5.5). The momentum fractions are defined
in Eq. (5.7), and the transverse momentum k⊥,ir;js is
kµ⊥,ir;js = ζi,rp
µ
r − ζr,ip
µ
i + ζirp˜
µ
ir , (6.17)
i.e., it is formally identical to the kµ⊥,i,r defined in Eq. (5.8), although the definition of p˜
µ
ir is
different in the two cases (cf. Eqs. (5.11) and (6.18)). In the NNLO computation we may
choose ζir = 0 in Eq. (6.17). Of course, k⊥,js;ir given by Eq. (6.17) after the interchange of
indices (i ↔ j, r ↔ s). Eq. (5.12) defines αir and αjs, the latter with the same change of
indices as before.
Momentum mapping and phase space factorization
The m momenta {p˜}
(irjs)
m ≡ {p˜, . . . , p˜ir, . . . , p˜js, . . . , p˜m+2} entering the matrix element
on the right hand side of Eq. (6.16) are again given by a simple generalization of Eq. (5.11)
p˜µir =
1
1− αir − αjs
(pµi + p
µ
r − αirQ
µ) , p˜µjs =
1
1− αir − αjs
(pµj + p
µ
s − αjsQ
µ) ,
p˜µn =
1
1− αir − αjs
pµn , n 6= i, r, j, s . (6.18)
The total four-momentum is clearly conserved.
The momentum mapping of Eq. (6.18) leads to the following exact factorization of the
phase space:
dφm+2({p};Q) = dφm({p˜}
(ir;js)
m ;Q) [dp
(ir;js)
2;m (pr, ps, p˜ir, p˜js;Q)] . (6.19)
where the m momenta in the first factor on the right hand side of Eq. (6.19) are given by
Eq. (6.18) and [dp
(ir;js)
2;m (pr, ps, p˜ir, p˜js;Q)] reads
[dp
(ir;js)
2;m (pr, ps, p˜ir, p˜js;Q)] = J
(ir;js)
2;m (pr, ps, p˜ir, p˜js;Q)
×
ddpr
(2pi)d−1
δ+(p
2
r)
ddps
(2pi)d−1
δ+(p
2
s) . (6.20)
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Figure 5: Graphical representation of the doubly-collinear momentum mapping and the
implied factorization of the phase space.
In this equation the Jacobian factor can be written as, for instance,
J
(ir;js)
2;m (pr, ps, p˜ir, p˜js;Q) = y i˜r Q y j˜sQ (1− αir − αjs)
(m−1)(d−2) Θ(1− αir − αjs)
×
(
4(1− y
i˜r Q
− y
j˜sQ
)αirαjs
+
[
y
j˜sQ
(2− y
i˜r Q
+ y
r i˜r
− yrQ) + ys j˜s (2 + y i˜r Q)− 2ysQ(1− y i˜r Q)
]
αir
+
[
y
i˜r Q
(2− y
j˜sQ
+ y
s j˜s
− ysQ) + yr i˜r (2 + y j˜sQ)− 2yrQ(1− y j˜sQ)
]
αjs
+(y
i˜r Q
− yrQ)(y j˜sQ − ysQ)− (y i˜r Q + yrQ)ys j˜s − (y j˜sQ + ysQ)yr i˜r
)−1
, (6.21)
where αir and αjs are the physical (both are positive and their sum falling between 0 and
1) solutions of the coupled constraints
p2i
Q2
= (1− y
i˜r Q
)α2ir − y i˜r Q αirαjs + (yr i˜r + y i˜r Q − yrQ)αir + yr i˜rαjs − yr i˜r = 0 ,
p2j
Q2
= (1− y
j˜sQ
)α2js − y j˜sQ αirαjs + (ys j˜s + y j˜sQ − ysQ)αjs + ys j˜sαis − ys j˜s = 0 . (6.22)
The analytical solution of these equations is rather complicated. In a numerical calculation
one can always find the solution numerically. However, for implementing the subtraction
scheme, we need only the momentum mapping given in Eq. (6.18). In order to integrate the
subtraction term over the factorized phase space [dp
(ir;js)
2;m (pr, ps, p˜ir, p˜js;Q)], we can choose
αir and αjs as integration variables and thus the solution of the coupled quadratic equations
can be avoided. We present the graphical representation of Eqs. (6.18)–(6.21) in Fig. 5.
In the doubly-collinear limit, when pµi ||p
µ
r and p
µ
j ||p
µ
s , the transverse momenta behave
as in Eq. (5.9), zk,l → zk (k, l = i, j, r, s). Both αir and αjs tend to zero so p˜
µ
ir → p
µ
i + p
µ
r ,
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p˜µjs → p
µ
j + p
µ
s , p˜
µ
n → p
µ
n. Consequently, the counterterm properly regularizes the squared
matrix element in this limit.
6.3 Double soft-collinear-type counterterms
Counterterms
We refer to the three terms on the second line of Eq. (6.1) as double soft-collinear-
type terms because they are all defined using the same momentum mapping, that of the
soft-collinear subtraction term. Explicitly these terms read
CS
(0,0)
ir;s ({p}) = −(8piαsµ
2ε)2
∑
j
∑
k 6=j
1
2
Sjk(s)
×
1
sir
〈M(0)m ({p˜}
(sˆ,ir)
m )|T jT kPˆ
(0)
fifr
(zi,r, zr,i, k˜⊥,i,r; ε)|M
(0)
m ({p˜}
(sˆ,ir)
m )〉 , (6.23)
CirsCS
(0,0)
ir;s ({p}) = (8piαsµ
2ε)2
2
s(ir)s
1− zs,ir
zs,ir
T
2
ir
×
1
sir
〈M(0)m ({p˜}
(sˆ,ir)
m )|Pˆ
(0)
fifr
(zi,r, zr,i, k˜⊥,i,r; ε)|M
(0)
m ({p˜}
(sˆ,ir)
m )〉 , (6.24)
Cir;jsCS
(0,0)
ir;s ({p}) = (8piαsµ
2ε)2
2
sjs
zj,s
zs,j
T
2
j
×
1
sir
〈M(0)m ({p˜}
(sˆ,ir)
m )|Pˆ
(0)
fifr
(zi,r, zr,i, k˜⊥,i,r; ε)|M
(0)
m ({p˜}
(sˆ,ir)
m )〉 . (6.25)
Here we remind the reader of what we wrote below Eq. (5.1) about the notation. For
instance, on the left hand side of Eq. (6.24) CirsCS
(0,0)
ir;s denotes a function that is defined
by the function of the original momenta given on the right hand side. The eikonal factor
entering the soft-collinear counterterm CS
(0,0)
ir;s ({p}) is given in Eq. (5.21). Nevertheless, we
record explicitly that whenever j or l in Eq. (6.23) is equal to (ir), Eq. (5.21) evaluates to
S(ir)l(s) =
2s(ir)l
s(ir)ssls
=
2(sil + srl)
(sis + srs)sls
. (6.26)
The momentum fractions appearing in Eqs. (6.23)–(6.25) are the same as those for the
singly-collinear counterterm (see Eq. (5.7)), while transverse components k˜⊥,i,r are the im-
age of the transverse momentum k⊥,i,r in Eq. (5.8) under the soft map of Eq. (5.26)
k⊥,i,r
Ssˆ−→ k˜⊥,i,r . (6.27)
Explicitly we have
k˜µ⊥,i,r = Λ
µ
ν [Q, (Q− psˆ)/λsˆ](k
ν
⊥,i,r/λsˆ) , (6.28)
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where λsˆ and the matrix Λ
µ
ν are defined in Eqs. (5.23) and (5.24). The hatted momentum
pˆs is given in Eq. (6.30) with n = s.
Momentum mapping and phase space factorization
The m momenta {p˜}
(sˆ,ir)
m ≡ {p˜1, . . . , p˜ir, . . . , p˜m+2} (ps is absent) entering the matrix
elements on the right hand sides of Eqs. (6.23)–(6.25) are defined by the composition of a
single collinear and a single soft mapping as follows:
{p}
Cir−→ {pˆ}
(ir)
m+1
Ssˆ−→ {p˜}(sˆ,ir)m . (6.29)
The first mapping is a collinear-type one leading to the hatted momenta
pˆµir =
1
1− αir
(pµi + p
µ
r − αirQ
µ) , pˆµn =
1
1− αir
pµn , n 6= i, r . (6.30)
where αir is given in Eq. (5.12), followed by a soft mapping
p˜µn = Λ
µ
ν [Q, (Q− pˆs)/λsˆ](pˆ
ν
n/λsˆ) , n 6= sˆ , (6.31)
where λsˆ is given in Eq. (5.23) (with r → sˆ). The other of the soft and collinear mappings
is not crucial. The order chosen here leads to simpler integrals of the singular factors over
the unresolved phase space.
This momentum mapping leads to exact phase-space factorization
dφm+2({p};Q) = dφm({p˜}
(sˆ,ir)
m ;Q) [dp
(ir)
1;m+1(pr, pˆir;Q)] [dp
(sˆ)
1;m(pˆs;Q)] . (6.32)
The collinear and soft one-particle factorized phase space measures [dp
(ir)
1;m+1(pr, pˆir;Q)]
and [dp
(sˆ)
1;m(pˆs;Q)] are given respectively in Eqs. (5.16) and (5.28). We show a graphical
representation for Eqs. (6.29)–(6.32) in Fig. 6.
The counterterms in Eqs. (6.23)–(6.25) are defined on the same phase spaces. There-
fore, in the triply-collinear limit, when pµi ||p
µ
r ||p
µ
s , the term in Eq. (6.24) regularizes that
in Eq. (6.23), while Eq. (6.25) is integrable. Conversely, in the doubly-collinear limit, when
pµi ||p
µ
r and p
µ
j ||p
µ
s , the term in Eq. (6.25) regularizes that in Eq. (6.23), while Eq. (6.24) is
integrable. In the soft-collinear limit, when pµi ||p
µ
r and p
µ
s → 0 simultaneously, both the
triply-collinear mapping, defined in Eqs. (6.9) and (6.10), and the doubly-collinear map-
ping, defined in Eq. (6.18), approach the corresponding limit of the iterated mappings of
Eqs. (6.29)–(6.31). This limit of the momentum mappings is depicted graphically in Fig. 7.
We then conclude that the subtraction term in Eq. (6.24) regularizes the kinematical sin-
gularities in Eq. (6.2), while Eq. (6.25) regularizes the singularities in the doubly-collinear
subtraction in Eq. (6.16). In this limit, the subtraction term in Eq. (6.23) is a local coun-
terterm to the squared matrix element by construction.
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îr
ŝ
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Figure 6: Graphical representation of the soft-collinear momentum mapping and the im-
plied factorization of the phase space.
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6.4 Double soft-type counterterms
All terms on the last two lines of Eq. (6.1) are constructed using the same momentum
mapping as the doubly soft counterterm S
(0,0)
rs ({p}) itself. We refer to these as doubly
soft-type terms.
Counterterms
We begin by exhibiting the soft-type terms explicitly for the case of double soft gluon
emission and then present counterterms to it in the various doubly-unresolved regions. We
have
S(0,0)rgsg ({p}) = (8piαsµ
2ε)2
[
1
8
∑
i,j,k,l
Sik(r)Sjl(s)|M
(0)
m;(i,k)(j,l)({p˜}
(rs)
m )|
2
−
1
4
CA
∑
i,k
Sik(r, s)|M
(0)
m;(i,k)({p˜}
(rs)
m )|
2
]
, (6.33)
CirgsgS
(0,0)
rgsg
({p}) = (8piαsµ
2ε)2
{
T
2
i
4z2i,rs
sirsiszr,iszs,ir
+ CA
[
(1− ε)
si(rs)srs
(sirzs,ir − siszr,is)
2
si(rs)srs(zr,is + zs,ir)2
−
zi,rs
si(rs)srs
(
4
zr,is + zs,ir
−
1
zr,is
)
−
1
si(rs)sir
2z2i,rs
zr,is(zr,is + zs,ir)
−
z2i,rs
si(rs)sis
1
zr,is(zr,is + zs,ir)
+
zi,rs
sirsrs
(
1
zs,ir
+
1
zr,is + zs,ir
)
+ (r ↔ s)
]}
×T 2i |M
(0)
m ({p˜}
(rs)
m )|
2 , (6.34)
CSirg ;sgS
(0,0)
rgsg
({p}) = −(8piαsµ
2ε)2
1
sir
2zi,r
zr,i
T
2
i
∑
j
∑
l 6=j
1
2
Sjl(s)|M
(0)
m;(j,l)({p˜}
(rs)
m )|
2 , (6.35)
Cirg ;jsgS
(0,0)
rgsg
({p}) = (8piαsµ
2ε)2
1
sir
2zi,r
zr,i
T
2
i
1
sjs
2zj,s
zs,j
T
2
j |M
(0)
m ({p˜}
(rs)
m )|
2 , (6.36)
CirgsgCSirg ;sgS
(0,0)
rgsg
= (8piαsµ
2ε)2
4zi,rs(zi,rs + zr,is)
sirs(ir)szr,iszs,ir
T
2
iT
2
i |M
(0)
m ({p˜}
(rs)
m )|
2 . (6.37)
The momentum fractions were defined in Eqs. (5.7) and (6.5). The two-gluon soft function
appearing in Eq. (6.33) is
Sik(r, s) = S
(s.o.)
ik (r, s) + 4
sirsks + sisskr
si(rs)sk(rs)
[
1− ε
s2rs
−
1
8
S
(s.o.)
ik (r, s)
]
−
4
srs
Sik(rs) , (6.38)
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where
S
(s.o.)
ik (r, s) = Sik(s) (Sis(r) + Sks(r)− Sik(r)) (6.39)
is the form of this function in the strongly-ordered approximation and Sik(rs) is given by
Eq. (5.21),
Sik(rs) =
2sik
si(rs)sk(rs)
. (6.40)
The discussion below Eq. (6.25) about the eikonal factor appering in the double soft-
collinear subtraction term (Eq. (6.23)) and especially Eq. (6.26) apply also to the soft-
collinear limit of the doubly-soft subtraction, Eq. (6.35).
The only nonzero terms for the case of emission of a soft quark-antiquark pair are
S
(0,0)
rq¯sq ({p}) and Cirq¯sqS
(0,0)
rq¯sq ({p}), the remaining terms all vanish. Explicit expressions for
these nonzero terms are
S(0,0)rq¯sq ({p}) = (8piαsµ
2ε)2
1
s2rs
TR
×
∑
i
∑
k 6=i
(
sirsks + skrsis − siksrs
si(rs)sk(rs)
− 2
sirsis
s2
i(rs)
)
|M
(0)
m;(i,k)({p˜}
(rs)
m )|
2 , (6.41)
Cirq¯sqS
(0,0)
rq¯sq
({p}) = (8piαsµ
2ε)2 T 2i TR
×
2
si(rs)srs
(
zi,rs
zr,is + zs,ir
−
(sirzs,ir − siszr,is)
2
si(rs)srs(zr,is + zs,ir)2
)
|M(0)m ({p˜}
(rs)
m )|
2 . (6.42)
Momentum mapping and phase space factorization
The m momenta {p˜}
(rs)
m ≡ {p˜1, . . . , p˜m+2} (pr and ps are omitted from the set) entering
the matrix elements on the right hand sides of Eqs. (6.33)–(6.37) and Eqs. (6.41)–(6.42) are
given by a generalization of the singly-soft momentum mapping of Eq. (5.22) to the case of
two soft momenta,
p˜µn = Λ
µ
ν [Q, (Q− pr − ps)/λrs](p
ν
n/λrs) , n 6= r, s , (6.43)
where
λrs =
√
1−
(
y(rs)Q − yrs
)
(6.44)
and Λµν [Q, (Q − pr − ps)/λrs] is the matrix given in Eq. (5.24). This momentum mapping
again conserves total four-momentum.
The m+ 2 parton phase space factorizes exactly under the mapping of Eq. (6.43). We
find
dφm+2({p};Q) = dφm({p˜}
(rs)
m ;Q)[dp
(rs)
2;m(pr, ps;Q)] , (6.45)
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Figure 8: Graphical representation of the doubly-soft momentum mapping and the implied
factorization of the phase space.
where the m momenta in the first factor on the right hand side are those defined in
Eq. (6.43). The explicit form of the factorized two-parton phase space is
[dp
(rs)
2;m(pr, ps;Q)] = J
(rs)
2;m (pr, ps;Q)
ddpr
(2pi)d−1
δ+(p
2
r)
ddps
(2pi)d−1
δ+(p
2
s) , (6.46)
with Jacobian
J
(rs)
2;m (pr, ps;Q) = λ
m(d−2)−2
rs Θ(λrs) . (6.47)
We show a graphical representation for Eqs. (6.43)–(6.47) in Fig. 8.
The counterterms in Eqs. (6.33)–(6.37) are all defined on the same phase spaces. There-
fore, all the cancellations among these terms in the triply-collinear limit, when pµi ||p
µ
r ||p
µ
s ,
in the doubly-collinear limit, when pµi ||p
µ
r and p
µ
j ||p
µ
s , and in the soft-collinear limit, when
pµi ||p
µ
r and p
µ
s → 0, take place in just the same way as for the QCD factorization formulae
described in Ref. [47]. Consequently, the combination of the terms in Eqs. (6.33)–(6.37) as
present in Eq. (6.1) is integrable in four dimensions in all of these limits. The same is true
for the difference of the two terms in Eqs. (6.41) and (6.42).
In the doubly-soft regions of the phase space, when pµr and p
µ
s → 0, the momentum
mappings in Eqns. (6.9), (6.18) and in (6.29) approach the corresponding limit of the double
soft-type mapping in Eq. (6.43), shown graphically in Fig. 9. Therefore, the cancellation of
kinematical singularities among the various subtraction terms in Eq. (6.1) takes place in
just the same way as for the QCD factorization formulae described in Ref. [47], with the
exception of the double soft subtraction terms in Eqs. (6.33) and (6.41). In this limit, the
latter provide local counterterms to the squared matrix element by construction.
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7 Iterated singly-unresolved counterterms
In Ref. [47], we introduced the term A12|M
(0)
m+2|
2 that reproduced simultaneously both the
singly-unresolved limits of the doubly-unresolved limits and the doubly-unresolved limits
of the singly-unresolved limits of the squared matrix element. The structure of these terms
was such that A12|M
(0)
m+2|
2 was defined to be A1A2|M
(0)
m+2|
2. When extending the terms
A1|M
(0)
m+2|
2 and A2|M
(0)
m+2|
2 over the whole phase space to obtain the subtraction terms
A1|M
(0)
m+2|
2 and A2|M
(0)
m+2|
2, we defined the momentum mappings such that this structure
could be preserved, i.e., the iterated singly-unresolved counterterm A12|M
(0)
m+2|
2 is just the
singly-unresolved subtraction for the doubly-unresolved counterterm A2|M
(0)
m+2|
2. Thus
formally we can write
A12|M
(0)
m+2({p})|
2 =
∑
t
[∑
k 6=t
1
2
CktA2|M
(0)
m+2({p})|
2
+
(
StA2|M
(0)
m+2({p})|
2 −
∑
k 6=t
CktStA2|M
(0)
m+2({p})|
2
)]
, (7.1)
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where the three terms in Eq. (7.1) each evaluate further into the expressions,∗∗
CktA2 =
∑
r 6=k,t
[
CktC
(0,0)
ktr + CktCS
(0,0)
kt;r − CktCktrCS
(0,0)
kt;r − CktCrktS
(0,0)
kt
+
∑
i 6=r,k,t
(
1
2
CktC
(0,0)
ir;kt − CktCir;ktCS
(0,0)
kt;r
)]
+ CktS
(0,0)
kt , (7.2)
StA2 =
∑
r 6=t
{∑
i 6=r,t
[
1
2
(
StC
(0,0)
irt + StCS
(0,0)
ir;t − StCirtCS
(0,0)
ir;t
)
−StCirtS
(0,0)
rt − StCSir;tS
(0,0)
rt + StCirtCSir;tS
(0,0)
rt
]
+ StS
(0,0)
rt
}
(7.3)
and
CktStA2 =
∑
r 6=k,t
[
CktStC
(0,0)
krt +
∑
i 6=r,k,t
(
1
2
CktStCS
(0,0)
ir;t − CktStCSir;tS
(0,0)
rt
)
−CktStCkrtS
(0,0)
rt − CktStCrktS
(0,0)
kt + CktStS
(0,0)
rt
]
+ CktStS
(0,0)
kt . (7.4)
In this section we spell out explicitly all subtraction terms that appear in Eqs. (7.2)–(7.4).
These subtraction terms are defined on factorized phase spaces that are obtained using two
singly-unresolved collinear and/or soft-type mappings iteratively.
7.1 Iterated collinear counterterms
7.1.1 Iterated collinear–triple collinear counterterm
Counterterm
The counterterm corresponding to the collinear limit of the triple collinear subtraction
is
CktC
(0,0)
ktr ({p}) = (8piαsµ
2ε)2
1
skt
1
s
k̂t rˆ
(7.5)
×〈M(0)m ({p˜}
( k̂t rˆ,kt)
m )|Pˆ
s.o. (0)
fkftfr
({zj,l, zjˆ,lˆ, k⊥,j,l, k⊥,jˆ,lˆ, sjl; ε})|M
(0)
m ({p˜}
( k̂t rˆ,kt)
m )〉 ,
∗∗At the level of the factorization formulae in Ref. [47] we neglected subleading terms in the triply-
collinear limit of the soft-collinear formula (see Eqns. (4.33) and (4.34) in [47]), which we do not apply
here. Therefore, the soft limit of the doubly-real subtraction is slightly different from that in Ref. [47].
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where j, l = k, t and jˆ, lˆ = k̂t , rˆ, defined in Eqs. (7.12)–(7.14). Note that in our convention
the ordering of the labels on the splitting-kernels is usually meaningless, but in the strongly
ordered kernels Pˆ
s.o. (0)
fkftfr
the ordering matters. As a result, the same triple-parton splitting
function may have different strongly-ordered limits, which can be distinguished by the
momentum labels in the kernel, once the ordering of the limits is fixed by the momentum
mapping, given in Eq. (7.12). Thus, in the following kernels, we do not further mark
the abelian and non-abelian limits as we did at the level of the factorization formulae in
Ref. [47]. For quark splitting we have
〈s|Pˆ
s.o. (0)
qrq¯
′
k
q′t
(zk,t, zt,k, k⊥,k,t, z k̂t ,rˆ, zrˆ, k̂t , k⊥, k̂t ,rˆ; ε)|s
′〉 =
= TR
[
P (0)qrˆg k̂t
(z
rˆ, k̂t
, z
k̂t ,rˆ
; ε)− 2CFzk,tzt,k
(
z
k̂t ,rˆ
−
s2rˆk⊥,k,t
k2⊥,k,ts k̂t rˆ
)]
δss′ , (7.6)
〈s|Pˆ s.o. (0)qkgtgr (zk,t, zt,k, z k̂t ,rˆ, zrˆ, k̂t ; ε)|s
′〉 =
= P (0)qkgt(zk,t, zt,k; ε)P
(0)
q
k̂t
grˆ
(z
k̂t ,rˆ
, z
rˆ, k̂t
; ε)δss′ , (7.7)
〈s|P s.o. (0)qrgkgt (zk,t, zt,k, k⊥,k,t, z k̂t ,rˆ, zrˆ, k̂t , k⊥, k̂t ,rˆ; ε)|s
′〉 = 2CA
[
P (0)qrˆg k̂t
(z
rˆ, k̂t
, z
k̂t ,rˆ
; ε)
×
(
zk,t
zt,k
+
zt,k
zk,t
)
+ CF(1− ε)zk,tzt,k
(
z
k̂t ,rˆ
−
s2rˆk⊥,k,t
k2⊥,k,ts k̂t rˆ
)]
δss′ , (7.8)
where srˆk⊥,k,t = 2prˆ · k⊥,k,t. For gluon splitting we define
〈µ|Pˆ
s.o. (0)
gkqtq¯r
(zk,t, zt,k, z k̂t ,rˆ, zrˆ, k̂t , k⊥, k̂t ,rˆ; ε)|ν〉 =
= P (0)qtgk(zt,k, zk,t; ε)〈µ|Pˆ
(0)
q¯rˆq( t̂k )
(z
rˆ,( t̂k ), z( t̂k ),rˆ, k⊥,rˆ( t̂k ); ε)|ν〉 , (7.9)
〈µ|Pˆ
s.o. (0)
grqkq¯t
(zk,t, zt,k, k⊥,k,t, z k̂t ,rˆ, zrˆ, k̂t , k⊥, k̂t ,rˆ; ε)|ν〉 =
= 2CATR
[
− gµν
(
z
rˆ, k̂t
z
k̂t ,rˆ
+
z
k̂t ,rˆ
z
rˆ, k̂t
+ zk,tzt,k
s2rˆk⊥,k,t
k2⊥,k,ts k̂t rˆ
)
+ 4zk,tzt,k
z
k̂t ,rˆ
z
rˆ, k̂t
kµ⊥,k,tk
ν
⊥,k,t
k2⊥,k,t
]
− 4CA(1− ε)zrˆ, k̂t z k̂t ,rˆP
(0)
qk q¯t
(zk,t, zt,k, k⊥,k,t; ε)
kµ
⊥,rˆ, k̂t
kν
⊥,rˆ, k̂t
k2
⊥,rˆ, k̂t
(7.10)
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and
〈µ|Pˆ s.o. (0)gkgtgr (zk,t, zt,k, k⊥,k,t, z k̂t ,rˆ, zrˆ, k̂t , k⊥, k̂t ,rˆ; ε)|ν〉 = 4C
2
A
[
− gµν
(
z
rˆ, k̂t
z
k̂t ,rˆ
+
z
k̂t ,rˆ
z
rˆ, k̂t
)
×
(
zk,t
zt,k
+
zt,k
zk,t
)
+ gµνzk,tzt,k
1− ε
2
s2rˆk⊥,k,t
k2⊥,k,ts k̂t rˆ
− 2(1− ε)zk,tzt,k
z
k̂t ,rˆ
z
rˆ, k̂t
kµ⊥,k,tk
ν
⊥,k,t
k2⊥,k,t
]
− 4CA(1− ε)zrˆ, k̂t z k̂t ,rˆP
(0)
gkgt
(zk,t, zt,k, k⊥,k,t; ε)
kµ
⊥,rˆ, k̂t
kν
⊥,rˆ, k̂t
k2
⊥,rˆ, k̂t
. (7.11)
The momentum fractions zj,l and the transverse momenta k⊥,j,l are defined in Eqs. (5.7)
and (5.8), respectively, with ζir in Eq. (5.10). The hatted momenta that also appear in the
definition zjˆ,lˆ and k⊥,jˆ,lˆ are defined in Eq. (7.13).
Momentum mapping and phase space factorization
The m momenta {p˜}
( k̂t rˆ,kt)
m ≡ {p˜1, . . . , p˜ k̂t rˆ, . . . , p˜m+2} appearing in the matrix elements
on the right hand side of Eq. (7.5) are defined in two successive collinear mappings through
an intermediate set of m+ 1 momenta {pˆ}
(kt)
m+1 ≡ {pˆ1, . . . , pˆkt, . . . , pˆm+2},
{p}
Ckt−→ {pˆ}
(kt)
m+1
C
k̂t rˆ−→ {p˜}( k̂t rˆ,kt)m , (7.12)
or explicitly
pˆµkt =
1
1− αkt
(pµk + p
µ
t − αktQ
µ) , pˆµn =
1
1− αkt
pµn , n 6= k, t (7.13)
and
p˜µ
k̂t rˆ
=
1
1− α
k̂t rˆ
(pˆµkt + pˆ
µ
r − α k̂t rˆQ
µ) , p˜µn =
1
1− α
k̂t rˆ
pˆµn , n 6= k̂t , rˆ , (7.14)
where αkt and α k̂t rˆ are given by Eq. (5.12), the latter being defined on the hatted momenta.
This iterated momentum mapping leads to exact phase space factorization in the iter-
ated form
dφm+2({p};Q) = dφm({p˜}
( k̂t rˆ,kt)
m ;Q)[dp
( k̂t rˆ)
1;m (pˆr, p˜ k̂t rˆ;Q)][dp
(kt)
1;m+1(pk, pˆkt;Q)] . (7.15)
The one-parton factorized phase spaces [dp
(kt)
1;m+1(pk, pˆkt;Q)] and [dp
( k̂t rˆ)
1;m (pˆr, p˜ k̂t rˆ;Q)] are
given explicitly by Eq. (5.16). The graphical representation of this iterated momentum
mapping and the corresponding factorization of the phase space is shown in Fig. 10.
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Figure 10: Graphical representation of the iterated collinear momentum mapping and the
implied factorization of the phase space.
.
7.1.2 Iterated collinear–double collinear counterterm
Counterterm
Corresponding to the collinear limit of the double collinear subtraction is the countert-
erm
CktC
(0,0)
ir;kt ({p}) = (8piαsµ
2ε)2
1
skt
1
siˆrˆ
(7.16)
×〈M(0)m ({p˜}
(ˆirˆ,kt)
m )|Pˆ
(0)
fkft
(zk,t, zt,k, k⊥,k,t; ε)Pˆ
(0)
f
iˆ
frˆ
(ziˆ,rˆ, zrˆ,ˆi, k⊥,ˆi,rˆ; ε)|M
(0)
m ({p˜}
(ˆirˆ,kt)
m )〉 .
The variables of the Altarelli-Parisi kernels, the momentum fractions and transverse mo-
menta, are given by Eqs. (5.7) and (5.8) while the kernels themselves are recorded in
Eqs. (5.3)–(5.5).
Momentum mapping and phase space factorization
The m momenta {p˜}
(ˆirˆ,kt)
m ≡ {p˜1, . . . , p˜iˆrˆ, . . . , p˜kt, . . . , p˜m+2} in the matrix element on
the right hand side of Eq. (7.16) are again given by an iteration of the collinear momentum
mapping of Eq. (5.11),
{p}
Ckt−→ {pˆ}
(kt)
m+1
C
iˆrˆ−→ {p˜}(ˆirˆ,kt)m . (7.17)
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Figure 11: Graphical representation of the iterated collinear momentum mapping and the
implied factorization of the phase space.
The new momenta are defined as
p˜µ
iˆrˆ
=
1
1− αiˆrˆ
(pˆµi + pˆ
µ
r − αiˆrˆQ
µ) , p˜µn =
1
1− αiˆrˆ
pˆµn , n 6= iˆ, rˆ , (7.18)
where the hatted momenta that also appear in the definition ziˆ,rˆ, zrˆ,ˆi and k⊥,ˆi,rˆ in Eq. (7.16)
are defined in Eq. (7.13). Again αiˆrˆ is given by Eq. (5.12). This above iterated momentum
mapping leads to exact phase space factorization in the following form:
dφm+2({p};Q) = dφm({p˜}
(ˆirˆ,kt)
m ;Q)[dp
(ˆirˆ)
1;m(pˆr, p˜iˆrˆ;Q)][dp
(kt)
1;m+1(pk, pˆkt;Q)] , (7.19)
where the factorized phase space measures [dp
(kt)
1;m+1(pk, pˆkt;Q)] and [dp
(ˆirˆ)
1;m(pˆr, p˜iˆrˆ;Q)] are
given in Eq. (5.16). The graphical representation of this iterated momentum mapping and
the corresponding factorization of the phase space is shown in Fig. 11.
7.1.3 Iterated collinear–soft-collinear-type counterterms
Counterterms
The following three counterterms all use the same momentum mapping, that of the
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collinear–soft-collinear term CktCS
(0,0)
kt;r ({p}) and we present these together. We define
CktCS
(0,0)
kt;r ({p}) = −(8piαsµ
2ε)2
∑
j
∑
l 6=j
1
2
Sjˆ lˆ(rˆ) (7.20)
×
1
skt
〈M(0)m ({p˜}
(rˆ,kt)
m )|T jT lPˆ
(0)
fkft
(zk,t, zt,k, k˜⊥,k,t; ε)|M
(0)
m ({p˜}
(rˆ,kt)
m )〉 ,
CktCir;ktCS
(0,0)
kt;r ({p}) = (8piαsµ
2ε)2
2
siˆrˆ
ziˆ,rˆ
zrˆ,ˆi
T
2
i (7.21)
×
1
skt
〈M(0)m ({p˜}
(rˆ,kt)
m )|Pˆ
(0)
fkft
(zk,t, zt,k, k˜⊥,k,t; ε)|M
(0)
m ({p˜}
(rˆ,kt)
m )〉 ,
CktCktrCS
(0,0)
kt;r ({p}) = (8piαsµ
2ε)2
2
s
k̂t rˆ
z
k̂t ,rˆ
z
rˆ, k̂t
T
2
kt (7.22)
×
1
skt
〈M(0)m ({p˜}
(rˆ,kt)
m )|Pˆ
(0)
fkft
(zk,t, zt,k, k˜⊥,k,t; ε)|M
(0)
m ({p˜}
(rˆ,kt)
m )〉 .
As usual Eq. (5.7) defines the momentum fractions and k˜⊥,k,t is defined in Eq. (6.27).
Momentum mapping and phase space factorization
The set of m momenta {p˜}
(rˆ,kt)
m ≡ {p˜1, . . . , p˜kt, . . . , p˜m+2} (pr is absent) that enter the
matrix elements on the right hand sides of Eqs. (7.20)–(7.22) are constructed by applying
the collinear momentum mapping of Eq. (5.14) followed by the soft mapping of Eq. (5.26)
to the original set of m+ 2 momenta {p},
{p}
Ckt−→ {pˆ}
(kt)
m+1
Srˆ−→ {p˜}(rˆ,kt)m , (7.23)
which we have already discussed under Eq. (6.29) and shown in Fig. 6.
7.1.4 Iterated collinear–double-soft-type counterterms
Counterterms
The subtraction terms presented below use the same momentum mapping, thus they
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are discussed together. We set
CktS
(0,0)
kt ({p}) = (8piαsµ
2ε)2
∑
j
∑
l
1
2
Sµν
jˆlˆ
( k̂t )
×
1
skt
〈µ|Pˆ
(0)
fkft
(zk,t, zt,k, k⊥,k,t; ε)|ν〉|M
(0)
m;(j,l)({p˜}
( k̂t ,kt)
m )|
2 , (7.24)
CkgtgCrkgtgS
(0,0)
kgtg
({p}) = (8piαsµ
2ε)2
2
skts k̂t rˆ
T
2
rCA
×
[
2z
rˆ, k̂t
z
k̂t ,rˆ
(
zk,t
zt,k
+
zt,k
zk,t
)
− (1− ε)zk,tzt,k
s2rˆk⊥,k,t
k2⊥,k,ts k̂t rˆ
]
×|M(0)m ({p˜}
( k̂t ,kt)
m )|
2 , (7.25)
Ckq¯tqCrkq¯tqS
(0,0)
kq¯tq
({p}) = (8piαsµ
2ε)2
2
skts k̂t rˆ
T
2
rTR
×
(
z
rˆ, k̂t
z
k̂t ,rˆ
+ zk,tzt,k
s2rˆk⊥,k,t
k2⊥,k,ts k̂t rˆ
)
|M(0)m ({p˜}
( k̂t ,kt)
m )|
2 . (7.26)
The momentum fractions and transverse momentum in Eqs. (7.24)–(7.26) are defined as
usual by Eqs. (5.7) and (5.8). In Eq. (7.24) we use the notation
Sµν
jˆlˆ
( k̂t ) = 4
pˆµj pˆ
ν
l
s
k̂t jˆ
s
k̂t lˆ
. (7.27)
The hatted momenta are given by Eq. (7.13).
Momentum mapping and phase space factorization
Themmomenta {p˜}
( k̂t ,kt)
m ≡ {p˜1, . . . , p˜m+2} (momenta pk and pt are absent) that appear
in the matrix elements on the right hand sides of Eqs. (7.24)–(7.26) are obtained by applying
the soft momentum mapping of Eq. (5.26) to the hatted set of momenta of Eq. (7.13),
{p}
Ckt−→ {pˆ}
(kt)
m+1
S
k̂t−→ {p˜}( k̂t ,kt)m . (7.28)
We have
p˜µn = Λ
µ
ν [Q, (Q− p k̂t )/λ k̂t ](pˆ
ν
n/λ k̂t ) . (7.29)
The hatted momenta are also used to define the momentum fractions zjˆ,lˆ in Eqs. (7.24)–
(7.26) and are given in Eq. (7.13).
The phase space factorization inherits the ‘product’ structure of the momentum map-
ping and we get
dφm+2({p};Q) = dφm({p˜}
( k̂t ,kt)
m ;Q)[dp
( k̂t )
1;m (pˆkt;Q)][dp
(kt)
1;m+1(pk, pˆkt;Q)] . (7.30)
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Figure 12: Graphical representation of the collinear momentum mapping followed by a soft
one and the implied factorization of the phase space.
The one-parton factorized phase space measures [dp
(kt)
1;m+1(pk, pˆkt;Q)] and [dp
( k̂t )
1;m (pˆkt;Q)] are
those in Eqs. (5.16) and (5.28). The graphical representation of this iterated momentum
mapping and the corresponding factorization of the phase space is shown in Fig. 12.
7.2 Iterated soft counterterms
7.2.1 Iterated soft–triple-collinear-type counterterms
Counterterms
The first three subtraction terms on the right hand side of Eq. (7.3) are defined using
the same momentum mapping, therefore these terms are presented together. They read
StC
(0,0)
irt ({p}) = (8piαsµ
2ε)2P
(S)
fifrft
(zi,rt, zr,it, zt,ir, sir, sit, srt; ε)
×
1
siˆrˆ
〈M(0)m ({p˜}
(ˆirˆ,t)
m )|Pˆ
(0)
fifr
(ziˆ,rˆ, zrˆ,ˆi, k⊥,ˆi,rˆ; ε)|M
(0)
m ({p˜}
(ˆirˆ,t)
m )〉 , (7.31)
StCS
(0,0)
ir;t ({p}) = −(8piαsµ
2ε)2
∑
j
∑
l 6=j
1
2
Sjl(t)
×
1
siˆrˆ
〈M(0)m ({p˜}
(ˆirˆ,t)
m )|T jT lPˆ
(0)
fifr
(ziˆ,rˆ, zrˆ,ˆi, k⊥,ˆi,rˆ; ε)|M
(0)
m ({p˜}
(ˆirˆ,t)
m )〉 ,(7.32)
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StCirtCS
(0,0)
ir;t ({p}) = (8piαsµ
2ε)2
2
s(ir)t
1− zt,ir
zt,ir
T
2
ir
×
1
siˆrˆ
〈M(0)m ({p˜}
(ˆirˆ,t)
m )|Pˆ
(0)
fifr
(ziˆ,rˆ, zrˆ,ˆi, k⊥,ˆi,rˆ; ε)|M
(0)
m ({p˜}
(ˆirˆ,t)
m )〉 . (7.33)
The momentum fractions zj,l and zj,kl are given respectively by Eqs. (5.7) and (6.5) while
the transverse momentum k⊥,ˆi,rˆ is defined in Eq. (5.8). The soft functions P
(S)
fifrfs
appearing
in Eq. (7.31) were introduced in Ref. [47]. As discussed below Eq. (6.25), whenever j or l
equals (ir) the eikonal factor appearing in Eq. (7.32) evaluates to the expression given in
Eq. (6.26).
Momentum mapping and phase space factorization
The m momenta {p˜}
(ˆirˆ,t)
m ≡ {p˜1, . . . , p˜ir, . . . , p˜m+2} (pt is absent) entering the matrix
elements on the right hand sides of Eqs. (7.31)–(7.33) are defined by the successive soft and
collinear mappings,
{p}
St−→ {pˆ}
(t)
m+1
C
iˆrˆ−→ {p˜}(ˆirˆ,t)m , (7.34)
where
p˜µir =
1
1− αiˆrˆ
(pˆµi + pˆ
µ
r − αiˆrˆQ
µ) , p˜µn =
1
1− αiˆrˆ
pˆµn , n 6= i, r (7.35)
and the hatted momenta, that also appear in the definitions of ziˆ,rˆ, ziˆ,rˆ and k⊥,ˆi,rˆ in
Eqs. (7.31)–(7.33), are
pˆµn = Λ
µ
ν [Q, (Q− pt)/λt](p
ν
n/λt) , n 6= t . (7.36)
The expressions for αiˆrˆ in Eq. (7.35) and λt in Eq. (7.36) are given in Eqs. (5.12) and (5.23)
respectively. This momentum mapping leads to an exact phase space factorization of the
following form
dφm+2({p};Q) = dφm({p˜}
(ˆirˆ,t)
m ;Q)[dp
(ˆirˆ)
1;m(pˆr, p˜ir;Q)][dp
(t)
1;m+1(pt;Q)] . (7.37)
The collinear and soft one-parton factorized phase space measures [dp
(ˆirˆ)
1;m(pˆr, p˜ir;Q)] and
[dp
(t)
1;m+1(pt;Q)] are given respectively in Eqs. (5.16) and (5.28). The graphical representa-
tion of this iterated momentum mapping and the corresponding factorization of the phase
space is shown in Fig. 13.
7.2.2 Iterated soft–double-soft-type counterterms
Counterterms
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Figure 13: Graphical representation of the soft momentum mapping followed by a collinear
one and the implied factorization of the phase space.
The remaining four iterated soft counterterms in Eq. (7.3) are all defined using the same
momentum mapping so we discuss them together. We have
StCirtS
(0,0)
rt ({p}) = (8piαsµ
2ε)2
[
CA
2
siˆrˆ
ziˆ,rˆ
zrˆ,ˆi
(
sir
sitsrt
+
1
srt
zr,it
zt,ir
−
1
sit
zi,rt
zt,ir
)
+T 2i
2
sit
zi,t
zt,i
2
siˆrˆ
ziˆ,rˆ
zrˆ,ˆi
]
T
2
i |M
(0)
m ({p˜}
(rˆ,t)
m )|
2 , (7.38)
StCSir;tS
(0,0)
rt ({p}) = −(8piαsµ
2ε)2
2
siˆrˆ
ziˆ,rˆ
zrˆ,ˆi
T
2
i
∑
j
∑
l 6=j
1
2
Sjl(t)|M
(0)
m;(j,l)({p˜}
(rˆ,t)
m )|
2 , (7.39)
StCirtCSir;tS
(0,0)
rt ({p}) = (8piαsµ
2ε)2 T 2i
2
siˆrˆ
ziˆ,rˆ
zrˆ,ˆi
2
s(ir)t
1− zt,ir
zt,ir
T
2
i |M
(0)
m ({p˜}
(rˆ,t)
m )|
2 , (7.40)
StS
(0,0)
rt ({p}) = (8piαsµ
2ε)2
[
1
8
∑
i,j,k,l
Siˆkˆ(rˆ)Sjl(t)|M
(0)
m;(i,k)(j,l)({p˜}
(rˆ,t)
m )|
2 (7.41)
−
1
4
CA
∑
i,k
Siˆkˆ(rˆ)
(
Sir(t) + Skr(t)− Sik(t)
)
|M
(0)
m;(i,k)({p˜}
(rˆ,t)
m )|
2
]
.
No new notation (besides the set of momenta {p˜}
(rˆ,t)
m to be defined below) has been intro-
duced in Eqs. (7.38)–(7.41), thus we limit the discussion of these terms to two comments.
Firstly, note that in the equations above both r and t are gluons. Secondly, we emphasize
that the discussion below Eq. (6.25) also applies to Eq. (7.39).
37
Q1
b
b
b
r
t
b
b
b
m+2
m+2
St
Q
1ˆ
b
b
b
rˆ
b
b
b
m̂+2
m+1
tS
Srˆ
Q
1˜
b
b
b
b
b
b
m˜+2
m
rˆ
S
tS
Q
1˜
b
b
b
b
b
b
m˜+2
m ⊗ (t) t ⊗ (rˆ) rˆ
Figure 14: Graphical representation of the iterated soft momentum mapping and the im-
plied factorization of the phase space.
Momentum mapping and phase space factorization
The m momenta {p˜}
(rˆ,t)
m ≡ {p˜1, . . . , p˜m+2} (both r and t are omitted) that appear in the
matrix elements on the right hand sides of Eqs. (7.38)–(7.41) are obtained by two successive
soft-type mappings (defined in Eq. (5.22)),
{p}
St−→ {pˆ}
(t)
m+1
Srˆ−→ {p˜}(rˆ,t)m , (7.42)
where
p˜µn = Λ
µ
ν [Q, (Q− pˆr)/λrˆ](pˆ
ν
n/λrˆ) , n 6= r . (7.43)
The hatted momenta are given in Eq. (7.36). Naturally, the iterative structure of the
momentum mapping is inherited by the phase space factorization
dφm+2({p};Q) = dφm({p˜}
(rˆ,t)
m ;Q)[dp
(rˆ)
1;m(pˆr;Q)][dp
(t)
1;m+1(pt;Q)] , (7.44)
where the soft one-parton factorized phase space measures [dp
(rˆ)
1;m(pˆr;Q)] and [dp
(t)
1;m+1(pt;Q)]
are both given by Eq. (5.28). The graphical representation of this iterated momentum
mapping and the corresponding factorization of the phase space is shown in Fig. 14.
7.3 Iterated soft-collinear counterterms
7.3.1 Iterated soft-collinear–triple-collinear-type counterterms
Counterterms
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The first two terms on the right hand side of Eq. (7.4) turn out to be defined using the
same momentum mapping after a trivial reindexing. Let us define
CitStC
(0,0)
irt = (8piαsµ
2ε)2
2
sit
zi,t
zt,i
T
2
it
×
1
siˆrˆ
〈M(0)m ({p˜}
(ˆirˆ,t)
m )|Pˆ
(0)
fifr
(ziˆ,rˆ, zrˆ,ˆi, k⊥,ˆi,rˆ; ε)|M
(0)
m ({p˜}
(ˆirˆ,t)
m )〉 , (7.45)
CktStCS
(0,0)
ir;t ({p}) = (8piαsµ
2ε)2
2
skt
zk,t
zt,k
T
2
i
×
1
siˆrˆ
〈M(0)m ({p˜}
(ˆirˆ,t)
m )|Pˆ
(0)
fifr
(ziˆ,rˆ, zrˆ,ˆi, k⊥,ˆi,rˆ; ε)|M
(0)
m ({p˜}
(ˆirˆ,t)
m )〉 . (7.46)
Notice how a different indexing of CitStC
(0,0)
irt ({p}) is given above as compared to that
appearing in Eq. (7.4). As already stated, this is convenient, because with this indexing
exactly the same set of tilded momenta, {p˜}
(ˆirˆ,t)
m , appear in the matrix elements on the
right hand sides of both Eqs. (7.45) and (7.46). The momentum fractions and transverse
momenta are defined as usual via Eqs. (5.7) and (5.8).
Momentum mapping and phase space factorization
Exactly the same momentum mapping is used as for the iterated soft–triple-collinear-
type counterterms, Sect. 7.2.1.
7.3.2 Iterated soft-collinear–double-soft-type counterterms
Counterterms
The remaining five terms on the right hand side of Eq. (7.4) are again defined using the
same momentum mapping after reindexing some terms. We have
CktStCSir;tS
(0,0)
rt ({p}) = (8piαsµ
2ε)2
2
siˆrˆ
ziˆ,rˆ
zrˆ,ˆi
T
2
ir
2
skt
zk,t
zt,k
T
2
k |M
(0)
m ({p˜}
(rˆ,t)
m )|
2 , (7.47)
CktStCkrtS
(0,0)
rt ({p}) = (8piαsµ
2ε)2
2
skˆrˆ
zkˆ,rˆ
zrˆ,kˆ
T
2
kr
2
skt
zk,t
zt,k
T
2
k |M
(0)
m ({p˜}
(rˆ,t)
m )|
2 , (7.48)
CrtStCkrtS
(0,0)
rt ({p}) = (8piαsµ
2ε)2
2
skˆrˆ
zkˆ,rˆ
zrˆ,kˆ
T
2
kr
2
srt
zr,t
zt,r
CA |M
(0)
m ({p˜}
(rˆ,t)
m )|
2 , (7.49)
CktStS
(0,0)
rt ({p}) = −(8piαsµ
2ε)2
∑
j
∑
l 6=j
1
2
Sjˆ lˆ(rˆ)
2
skt
zk,t
zt,k
T
2
k|M
(0)
m;(j,l)({p˜}
(rˆ,t)
m )|
2 ,
(7.50)
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CrtStS
(0,0)
rt ({p}) = −(8piαsµ
2ε)2
∑
j
∑
l 6=j
1
2
Sjˆlˆ(rˆ)
2
srt
zr,t
zt,r
CA|M
(0)
m;(j,l)({p˜}
(rˆ,t)
m )|
2 .
(7.51)
Here CrtStCkrtS
(0,0)
rt ({p}) and CrtStS
(0,0)
rt ({p}) are presented with a different indexing then
in Eq. (7.4) so that all matrix elements on the right hand sides of Eqs. (7.47)–(7.51) appear
with the same set of tilded momenta, {p˜}
(rˆ,t)
m . The momentum fractions have been defined
in Eq. (5.7), the eikonal factor in Eq. (5.21).
Momentum mapping and phase space factorization
The momentum mapping used is identical with the mapping defined for the iterated
soft–double-soft-type conterterms. This mapping and the corresponding phase space fac-
torization is presented in Sect. 7.2.2.
8 Cancellation of kinematical singularities
In Sect. 5, we have shown that the subtraction terms collected in Eq. (5.1) correctly regu-
larize the kinematical singularities in the squared matrix element in the singly-unresolved
regions of the phase space. Similarly, the subtraction terms collected in Eq. (6.1) correctly
regularize the kinematical singularities in the doubly-unresolved regions of the phase space.
The purpose of the iterated counterterms is two-fold. These should cancel the kinemat-
ical singularities of the singly-unresolved counterterms in the doubly-unresolved regions
of the phase space and conversely, they should cancel the kinematical singularities of the
doubly-unresolved counterterms in the singly-unresolved regions of the phase space. The
structure of Eq. (7.1) follows that of the candidate subtraction term A12|M
(0)
m+2|
2 found in
Ref. [47], where it was shown that at the level of the factorization formulae the combination
(A2+A1−A12)|M
(0)
m+2|
2 indeed regularizes the squared matrix element in all relevant un-
resolved regions of the phase space. We show the structure of the cancellations graphically
in Fig. 15.
The first picture corresponds to the squared matrix element of the m + 2 final-state
partons, while the following terms in the squared brackets correspond to the terms that
build A2|M
(0)
m+2|
2, A1|M
(0)
m+2|
2 andA12|M
(0)
m+2|
2, respectively. The factorized one- and two-
parton factors correspond to Altarelli-Parisi kernels, with azimuthal correlations included,
or eikonal factors, with colour-correlations included, or the combinations of these. In the
first bracket we find all those terms that regularize the kinematical singularities of the
squared matrix element in the doubly-unresolved regions of the phase space. In these
phase space regions the terms in the second bracket, corresponding to A1|M
(0)
m+2|
2, are
regularized by terms in the third bracket, corresponding to A12|M
(0)
m+2|
2. In particular, if
partons r and s become unresolved, than the two terms shown in the third line regularize
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Figure 15: Graphical representation of the squared matrix element and its factorization
formulae in the singly- and doubly-unresolved (soft and/or collinear) limits.
those two in the second line.
In the singly-unresolved regions, the second bracket contains all terms, necessary to
regularize the squared matrix element. Note however, that these terms also contain spurious
singularities. For instance, when r is unresolved, then the first term in the second bracket
regularizes the squared matrix element, while the second becomes singular. This term will
be regularized by the second term in the third bracket. At the same time, the terms in the
first bracket will lead to a strongly-ordered factorization formula, that will be regularized by
the first term in the third bracket. If s becomes unresolved, then the role of the two terms
in the third bracket interchanges: the first term will regularize the spurious singularity in
the first term of the second bracket, while the second will regularize the term in the first
bracket.
In defining the full subtraction (A2 + A1 − A12)|M
(0)
m+2|
2, we keep the structure of
(A2 +A1 −A12)|M
(0)
m+2|
2 and replace the momenta in the squared matrix elements of m
or m + 1 final-state partons in Fig. 15 with tilded momenta, defined by different types of
momentum mappings for the various terms. In order that the cancellations described in
the previous two paragraphs take place it is crucial that these momentum mappings obey
the following three conditions:
1. The mappings used for defining the doubly-unresolved subtraction terms should be
such that in the singly-unresolved regions of the phase space, the mapped momenta
tend to the same limit as those of the iterated mappings, used for defining the terms
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in A12|M
(0)
m+2|
2.
2. In those regions of the phase space, where only momentum pµs becomes unresolved, the
singly-collinear and soft momentum mappings, used in the definition of those singly-
unresolved subtraction terms, in which momentum pµr is factorized, tend to the same
limit as the iterated mappings used in the definition of those terms in A12|M
(0)
m+2|
2,
in which the first mapping factorizes pµr and the second pˆ
µ
s .
3. In the doubly-unresolved regions of the phase space, the singly-collinear and soft
momentum mappings, used in the definition of the A1|M
(0)
m+2|
2 term, tend to the
same limit as the iterated mappings used in the definition of A12|M
(0)
m+2|
2.
The first of these conditions is necessary in order that the required cancellations be-
tween A2|M
(0)
m+2|
2 and A12|M
(0)
m+2|
2 take place. The second requirement ensures that the
cancellations between the first terms in the second and third bracket of Fig. 15 happens
when momentum pµs becomes unresolved. Finally, the third condition is needed for can-
celling all kinematical singularities of the A1|M
(0)
m+2|
2 terms by the corresponding terms in
A12|M
(0)
m+2|
2 in the doubly-unresolved regions of the phase space. It is not difficult to check
that the above requirements are fulfilled for all mappings. In particular, the third condi-
tion follows from the construction of the iterative mappings, namely these are successive
applications of the singly-collinear and/or soft mappings. Here we consider two illustrative
examples of the first two conditions.
In the case of the first condition, the least trivial is that the singly-collinear limit of the
triply-collinear mapping is the same as that of two successive collinear mappings, defined
by Eqs. (7.12)–(7.14), as shown graphically in Fig. 16. In the limit when momenta pµk and
pµt are collinear, using Eqs. (6.5) and (6.6) we find
zk,ts −→
pk||pt
zkz(kt),s , zt,ks −→
pk||pt
ztz(kt),s , zs,kt −→
pk||pt
zs,(kt) (8.1)
and
kµ⊥,k,ts −→
pk||pt
zkk
µ
⊥,(kt),s , k
µ
⊥,t,ks −→
pk||pt
ztk
µ
⊥,(kt),s , k
µ
⊥,s,kt −→
pk||pt
kµ⊥,s,(kt) , (8.2)
i.e., both the momentum fractions and the transverse momenta tend to the limit of the
corresponding variables of the iterative collinear mapping. As a result, the kinematics
defined by the two mappings tends to the same limit and the cancellation of the singularities
takes place.
For the second requirement, let us consider for example, the soft limit pµs → 0. The
singly-unresolved counterterms depend on p˜µs , while the iterated terms depend on pˆ
µ
s . The
singly-unresolved mappings, that lead to these different momenta in the two cases, are
linear in pµs , therefore, pˆ
µ
s → 0 in the soft limit, when p
µ
s → 0. It follows that λsˆ → 1 when
pµs → 0 so in the soft limit the hatted momenta tend to those with tilde. In particular,
pˆµs → p˜
µ
s if p
µ
s → 0, so the kinematics become identical and the cancellation takes place.
The graphical representations of the soft limits of the two mappings are shown in Fig. 17.
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Figure 16: Graphical representation of the collinear limit of the triply-collinear and and
iterated singly-collinear mappings. (kt) means the momentum pµk + p
µ
t in the collinear
direction in the collinear limit.
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Figure 17: Graphical representation of the soft limit of the singly-unresolved and iterated
momentum mappings.
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9 Numerical results
In Sections 5, 6 and 7 we have defined explicitly all subtraction terms in Eqs. (4.3)–(4.5)
that are necessary to make dσRRm+2 integrable in d = 4 dimensions. In order to further
demonstrate that the subtraction terms indeed regularize the cross section for doubly-real
emission, we consider the non-trivial example of the contribution of the e+e− → qq¯ggg
subprocess to the moments of three-jet event-shape variables thrust (T ) and C-parameter,
when the jet function is a functional
Jn(p1, . . . , pn;O) = δ(O −O3(p1, . . . , pn)) , (9.1)
with O3(p1, . . . , pn) being the value of either τ ≡ 1− T or C for a given event (p1, . . . , pn).
The e+e− → qq¯ggg subprocess gives rise to the most general kinds of kinematical singu-
larities and colour structures. The only additional complication present in the four-quark
subprocess e+e− → qq¯QQ¯g is the identical flavour contribution that does not require any
addition to the subtraction scheme.
Starting from randomly chosen phase space points and approaching the various singly-
and doubly-unresolved regions of the phase space in successive steps, we have checked
numerically that the sum of the subtraction terms has the same limits (up to integrable
square-root singularities) as the squared matrix element itself.
The perturbative expansion to the nth moment of a three-jet observable at a fixed scale
µ = Q and NNLO accuracy can be parametrized as
〈On〉 ≡
∫
dOOn
1
σ0
dσ
dO
=
=
(
αs(Q)
2pi
)
A
(n)
O +
(
αs(Q)
2pi
)2
B
(n)
O +
(
αs(Q)
2pi
)3
C
(n)
O , (9.2)
where according to Eq. (3.4), the NNLO correction is a sum of three contributions
C
(n)
O = C
(n)
O;5 + C
(n)
O;4 + C
(n)
O;3 . (9.3)
Carrying out the phase space integrations in Eq. (3.5), we computed the five-parton contri-
bution C
(n)
O;5(O) as defined in this article. The predictions for the first three moments of τ
and the C-parameter, obtained using about ten million Monte Carlo events, are presented
in Table 1. These numbers are unphysical, and given only to demonstrate that the (m+2)-
parton NNLO cross section defined in this paper is finite. In particular, the relatively small
negative values simply indicate that the subtractions altogether subtract slightly more then
the full doubly-real cross section. If needed, the colour decomposition is straightforward.
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Table 1: The moments C
(n)
τ ;5 and C
(n)
C;5.
n C
(n)
τ ;5 C
(n)
C;5
1 -(9.27± 0.33) · 10 -(3.44± 0.13) · 102
2 -(0.31± 0.04) · 10 -(1.41± 0.03) · 102
3 -(0.20± 0.01) · 10 -(0.63± 0.18) · 10
10 Conclusions
In this paper we have set up a subtraction scheme for computing NNLO corrections to QCD
jet cross sections to processes without coloured partons in the initial state. The scheme is
completely general in the sense that any number of massless coloured final-state partons
(massive vector bosons are assumed to decay into massless fermions) are allowed provided
the necessary squared matrix elements are known. It is also general in the sense that it is
algorithmic in a straightforward manner, therefore, the generalization to NnLO accuracy
does not require new concepts. Each step of the computation can in principle be extended
to any order in perturbation theory, which is useful in setting up parton shower algorithms
that can be matched to fixed-order approximations naturally.
Three types of corrections contribute to the NNLO corrections: the doubly-real, the
real-virtual and the doubly-virtual ones. Here we have constructed the subtraction terms
for the doubly-real emissions; those to the real-virtual corrections will be presented in a
companion paper. By rendering these two contributions finite in d = 4 dimensions, the
KLN theorem ensures that for infrared safe observables adding the subtractions above to
the doubly-virtual correction, that becomes also finite in d = 4 dimensions.
The subtraction terms for the doubly-real corrections presented here are local in d =
4−2ε dimensions and include complete colour and azimuthal correlations. The expressions
were derived by extending the various singly- and doubly-unresolved limits of QCD squared
matrix elements over the whole phase space, which was achieved by introducing momentum
mappings which define exactly factorized phase-space measures. Although the number of
subtraction terms is rather large, the implementation of the scheme is not so complicated,
because only five different types of phase-space mappings have to be defined, all other
mappings being obtained by employing those five basic ones iteratively.
In order to demonstrate that the subtracted cross section is indeed integrable, we have
computed the corresponding contributions to the first three moments of two three-jet event-
shape observables, the thrust and the C-parameter.
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