In this paper, we obtain some results on the existence and uniqueness of solutions to stochastic functional differential equations with infinite delay at phase space BC((−∞ 
Introduction
Stochastic differential equations (SDEs in short) are well known to model problems from many areas of science and engineering, wherein quite often the future state of such systems depends not only on the present state but also on its past history (delay) leading to stochastic functional differential equations with delay rather than SDEs. In the recent years, there is an increasing interest in stochastic evolution equations with finite delay under less restrictive conditions than Lipschitz condition; on this topic, one can see Liu [4] , Govindan [3] , Boukfaoui and Erraoui [2] , Taniguchi [6] and references therein for details. Mao [5] discussed stochastic functional differential equations with finite delay under uniform Lipschitz condition and linear growth condition. Following this way, Wei and Wang [7] considered one such class of the so-called stochastic functional differential equations with infinite delay (ISFDEs in short) at phase space BC((−∞, 0]; R d ) to be described below. And they obtained the existence and uniqueness of solutions to ISFDEs under uniform Lipschitz condition and a weakened linear growth condition.
Motivated by the above works, in this paper we will generalize the existence and uniqueness of the solutions to ISFDEs under non-Lipschitz condition with Lipschitz condition being considered as a special case. The solution is constructed by the successive approximation.
The paper is organized as follows. In Section 2, we formulate the problem and introduce some notations. Section 3 is devoted to the proof of existence and uniqueness of solutions.
Preliminaries and statements of the main result
Let | · | denote the Euclidean norm in R n . If A is a vector or a matrix, its transpose is denoted by A T ; if A is a matrix, its Frobenius norm is represented by |A| = trace(A T A). Let t 0 be a positive constant and ( , F, P ) be a complete probability space with a filtration {F t } t t 0 satisfying the usual conditions. Assume that B(t) is an m-dimensional Brownian motion defined on ( , F, P ), that is, B(t) = (B 1 (t), B 2 (t) 
where
Next, we give the initial data of (1) as follows:
Definition 1. R d -value stochastic process X(t) defined on −∞ < t T is called the solution of (1) with initial data (2), if (i) X(t) is continuous and for all t 0 t T , X(t) is
F t -adapted; (ii) {f (t, X t )} ∈ L 1 ([t 0 , T ]; R d ) and {g(t, X t )} ∈ L 2 ([t 0 , T ]; R d×m ); (iii) X t 0 = , for each t 0 t T , X(t) = (0) + t t 0 f (s, X s ) ds + t t 0 g(s, X s ) dB(s) a.s.
X(t) is called as a unique solution, if any other solutionX(t) is not distinguishable with X(t), that is,
In order to attain the solution of (1) with initial data (2), we propose the following condition:
where (·) is a concave nondecreasing function from R + to R + such that (0) = 0, (u) > 0 for u > 0 and
where K > 0 is a constant.
Remark 2. To demonstrate the generality of our results, let us illustrate it using a concrete function (·). Let K > 0 and let ∈ (0, 1) be sufficiently small. Define
They are all concave nondecreasing functions satisfying 0 + du/ i (u) = +∞ (i = 1, 2, 3). In particular, we see that the Lipschitz condition is a special case of our proposed condition. In other words, in this paper we obtain a more general result than that of Wei and Wang [7] . Now we give the existence and uniqueness theorem to (1) with initial data (2) under the above non-Lipschitz condition and the weakened linear growth condition.
Theorem 3. Assume that (H1) and (H2) hold. Then, there exists a unique solution to (1) with initial data (2).
In order to obtain the uniqueness of solutions, we give Bihari inequality which appeared in [1] . 
Lemma 4 (Bihari inequality). Let T > 0 and u 0 0, u(t), v(t) be continuous functions on
where G(r) = 
Existence and uniqueness of solutions
In order to obtain the existence of solutions to (1) with initial data (2), we define X 0 t 0 = and X 0 (t) = (0), for t 0 t T . Let X n t 0 = , n = 1, 2, . . . and define the Picard sequence:
Lemma 5. Under condition (H1) and (H2), for all t ∈ (−∞, T ], n 1,
where C 1 is a positive constant.
From Hölder inequality, we have
Using the elementary inequality (u + v) 2 u 2 + v 2 , (H1) and (H2), we have
Given that (·) is concave and (0) = 0, we can find a pair of positive constants a and b such that
So, we have
Hence, for any k 1, we can derive that
Note that
Since k is arbitrary, we have that
So, the desired result holds with C 1 = c 2 e 6b(T −t 0 +1)(T −t 0 ) .
Lemma 6.
Under condition (H1) and (H2), there exists a positive constant C 2 such that
for allt 0 t T , n, m 1.
Proof.
From (5), we can derive that 
If we choose C 2 = 2(T − t 0 + 1), we can derive that the lemma holds.
