Abstract. Limited resources in Wireless Sensor Networks (WSNs) are the key concern that needs to be given a careful consideration when studying virtually any aspect of a sensor network. Therefore, energy demands and radio bandwidth utilization should be addressed, especially in one-to-many communication. It is evident that a need for centralized networkwide topology knowledge can jeopardize scarce energy resources of a sensor network. Thus, localized geographic multicast relies solely on locally available information about the position of current node, other nodes within the radio range and the location of destination group members.
Introduction
The advances in miniaturisation, as well as in comput- roads and bridges. Hence, access to nodes can be oftentimes difficult or even impossible. Thus, highly energyconstrained devices, in many cases, have to operate for many years without a way to recharge or replace depleted batteries. In general, sensor networks should be highly self-organising and self-managing to be able to operate in changeable environment.
The key to effective utilization of multi-operational WSN is a reliable control system. It should allow base stations to request nodes to perform different tasks on demand. A sensor network can be composed of both simple and complex nodes. Therefore, a method of controlling a sensor, e.g. putting it into an idle state or forcing to perform a particular task, is highly required. In most cases a control request will concern a group of nodes occupying a certain area and performing similar tasks or being capable of executing the same set of instructions. The question that arises is how to supervise the network in a highly precise way, yet following the idea of energy efficiency. The solution is to take advantage of the well known concept of multicast routing that already has been successfully utilized in wired and wireless networks [1] . The communication in one-to-many fashion clearly brings numerous advantages to WSNs. What is most important, there is no need to retransmit the same control message many times through every relay node of the path leading to destination nodes. Not only the energy consumption and device utilization decrease but also the usage of available radio bandwidth noticeably drops. Multicast routing can be used as well in WSNs for reaching completely different goals. Transporting significant amounts of data form a single source to many base stations is particularly important in surveillance networks where high reliability is required. Multimedia streams should not be unnecessarily duplicated or, otherwise, high volumes of network traffic may jeopardise the durability of wireless sensor network. Multicast routing algorithms are therefore responsible for determining the most energy-efficient path between the source and a group of destinations. Greedy multicast routing procedures often transport messages along paths that may be far from being optimal. In the paper a new Dijkstra-based Localized Energy-Efficient Multicast Algorithm (DLEMA) is proposed.
The paper is an extension of a recent article presented at CSNDSP 2012 [2] and is divided into 7 sections. Section II describes and categorizes multicast routing techniques in sensor networks. In Section III selected algorithms are discussed. The following section discusses DLEMA in detail. Section V presents basic parameters used in simulation investigations. The next section shows the simulation results and the last section presents conclusions and future works. 
Multicast routing in sensor networks

Geographic routing
Versatile sensor networks require a narrowed-down form of multicast communication allowing data flows to be directed to a specific group of receivers. Thus, a scheme of addressing network nodes needs to be chosen. What is common in more traditional networks is that the devices that belong to a multicast group can be assigned a dedicated identifier or a collective address. The concept is also suitable for WSNs when there is a need to reach nodes capable of performing particular operations and aware of the network topology. Although, sensor networks usually perform multicasting based on geographic positions. To determine the coordinates, some nodes can be equipped with Global Positioning System (GPS) receivers. Additionally, base stations may operate as radio beacons enabling nodes to determine their positions in the process of exchanging messages and performing geometrical localization [4] . Therefore, when the estimated coordinates are known, nodes can be referred to by the means of their location. Alternatively, relative addressing involving information, such as floor and room numbers, can be used.
Geocast
Geocast, a type of directed multicast, focuses on transporting data from a source to all sinks deployed within a specified region. To accomplish that, a geographic routing procedure is used to transport data along the network to deliver it to the desired area and disseminate inside the region. A well-known and one of the first WSN geocast protocols is called Geographical and Energy Aware Routing (GEAR) [5] . It is based on the greedy energy-aware process of discovering the route leading to the target region. When the path is defined, the distribution of messages begins, e.g. by the means of regional flooding or
Recursive Geographic Forwarding. The geocasting target area is often defined as a rectangular region, like in the studies of K. Seada and A. Helmy [6] . Another frequent shape of the area is a circle with the center located in a fixed point. Considered as an example, the Cone-based Forwarding Area Multicast tree (CoFAM) method [7] operates in a cone-shaped area with circular target region.
Geographic multicast
As an approach that is more sophisticated than geocast, geographic multicast expresses the idea of using each tar- as perimeter routing or face routing [11] can be applied.
Hierarchical multicast
Large-scale versatile WSNs, composed of thousands of devices, pose various challenges that need to be addressed. Not only logical multicast tree decomposition, but also proper addressing scheme and energy conservation ought to be considered. Therefore, the implementation of a hierarchical multicast routing should be recognized as the method of choice. A scalable protocol such as Hierarchical Geographic Multicast Routing (HGMR) [12] improves general efficiency of complex sensor networks.
HGMR combines the features of GMR and Hierarchical
Rendezvous Point Multicast (HRPM) [13] being directed at preserving energy and minimizing encoding overhead.
The latter is achieved by dividing the target group into smaller subgroups and using geographic location hashing.
Studied algorithms
In our recent research in the area of WSN routing we wanted to focus on the efficiency aspects of multicast data distribution. Therefore, we decided to take CoFAM and LEMA into consideration, the two procedures directed at transporting data to a target group. The next subsections provide general introduction to both algorithms pointing out their main features. For detailed descriptions, thorough analysis and usage examples please refer to [7] and [9] , respectively. In the process of studying and implementing the algorithms, we observed that it is worthwhile to introduce a single, yet noticeable, change to the concept of LEMA. The idea led us to developing and investigating Dijkstra-based Localized EnergyEfficient Multicast Algorithm (DLEMA), a modification especially suitable for dense wireless sensor networks.
Cone-based Forwarding Area Multicast tree
The area that CoFAM algorithm operates in is limited to a cone-like structure defined within the sensor network plane. Only nodes that are located inside a cone-shaped forwarding area spanning from the source to the multicast region are allowed to retransmit received messages.
Therefore, sensors deployed outside the cone will discard any transmission destined for the geocast group. The idea increases energy conservation in a uniform and dense network, limiting the scope of path discovery process and unnecessary transmissions. What needs to be considered, the authors of the algorithm point out, is that the method produces a multicast tree provided that the forwarding area is sufficiently wide.
The procedure for constructing multicast tree in Co- 
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FAM is heuristic and distributed. In the first step the source node forms a partial tree connecting itself with the neighbours located inside cone boundaries. Next, in every iteration, a new relay having the largest node degree is elected among the sensors placed within both the forwarding area and the radio range of current leaf nodes.
All stray neighbours of the new relay node are then connected to the tree as leaves. The nodes adjacent to father node of elected relay also join the partial tree. These operations terminate when all sensors in the forwarding area are connected to the tree. Finally, the process of pruning redundant edges leading to unique children begins. If a father of a node that has more than one father has only this single child, then the connection between them can be pruned. After the operation, the final multicast tree is ready to be used.
Localized Energy-Efficient Multicast Algorithm
The first phase of LEMA involves the use of Kruskal's algorithm [14] to build local Minimum Spanning Tree (MST) seen from the perspective of s -a node currently routing a message. Each member of a multicast group is added to MST only if at least one neighbour of s provides Euclidean advance towards that destination, or a perimeter relay node can be found. For all destinations meeting the criteria, the current node becomes the root of the tree with edge costs reflecting the distance between nodes.
Sensors constituting multicast group are the leaves or in- can be constructed [16] .
In the second phase, LEMA uses Dijkstra's algorithm [17] 
Source
G D ← includeDestinationAsGraphNode(G D , di)
15:
else if perimeterRelayNodeExists(di, N ) then 16: 
for each Pi ∈ P do 36: should inform all the gateways that it will soon stop being operational. In typical network control scenarios, a base station or a dedicated node with improved power reserves will be most likely assigned a long-term role of a multicast source.
Intermediate nodes
Intermediate nodes that relay multicast messages from the root to the leaves need not only to perform complete DLEMA computations, but also to support output radio power tuning. Without that, the procedure cannot make use of the Wireless Multicast Advantage to minimize the number of multicast transmissions, and therefore, the results of energy optimisation will be less optimal. Going further with the energy efficiency, nodes save power and computation cycles due to the use of Source Routing Headers, that, if included in a message, release them from performing complete local multicast tree analysis.
Multicast group members
Although, in the general case, any node may be both an intermediate node and a multicast group member, the algorithm may be implemented to see relays and receivers as two completely separate classes of devices. It would make it possible, e.g. to use the simplest sensors as destination group members. Therefore, such devices would not need to be able to perform multicast metrics calculations and graph construction operations. That scenario only requires them to support position and node type reporting, as well as to be able to receive and process multicast messages.
The way DLEMA operates
The algorithm starts when a node is going to originate a multicast message or has just received one. When a message is prepared in s source, a payload is extended with a header that includes What is more, in geographic routing only movement towards the destination is required to avoid routing loops.
It needs to happen in one of two ways, always proceeding further in the direction of a multicast group member or using a chosen face routing procedure in the local optimum case.
Subsequently, when all best relays R = {r 1 , r 2 , . . . , r l } are selected, the Energy Shortest
. . , p n } leading from s to each r i relay are determined. Paths with the smallest energy requirements between s and r i are determined using Dijkstra's Algorithm operating in the set of N neighbours.
Each edge of the graph is labelled with the cost being the energy required to transmit a message between two nodes that maintain radio communication. To avoid too greedy behaviour of the algorithm, the initial best relay neighbour may be excluded from the path. In this way, the node that proceeds r i in the ESP, may have wider knowledge of its surroundings than s had, and therefore, makes a more optimal routing decision.
Lines from 30 to 34 present the process of the determination of the farthest distance from s to all of the first nodes (the closest nodes to s) in all P i ESPs. Initially, the Euclidean distance h i between s and every p 1 is calculated. Next, the maximum h i is selected as F , the maximum distance that the message transmission should reach.
To follow the concept of Wireless Multicast Advantage, unnecessary intermediate nodes should be removed form
ESPs to save energy. For each Energy Shortest Path, the maximum distance B i between s and every p j node of that ESP that is less than or equal to F is determined. Thereafter, unnecessary nodes that are closer to s than the B i distance are removed from each P i Energy Shortest Path.
After that, Source Routing Header containing the list of nodes that constitute P i path leading to a corresponding best relay node r i is ready. Finally, the message is broadcast through the omnidirectional antenna of s node using power required to cover the range of the F radius.
In the case when a node receives a message that has SRH, it removes itself from the SRH list and forwards the message to the next node in SRH. Eventually, if a message does not have other nodes in destination list D, this means that it reached the destination that is a leaf of the multicast tree, and therefore, further routing should be stopped.
Any particular implementation of DLEMA will most likely vary in details, depending on the application it is 
Simulation approach
A computer simulation is a great way to turn concepts into more realistic scenarios. It allows researchers to verify ideas without the need to implement them in hardware, yet providing a detailed insight. Therefore, we conducted our studies in a custom-made simulation environment prepared especially for the task.
Network model
Wireless sensor networks in the simulations are defined as undirected graphs G = (V, E) where V is the set of vertices (sensors) and E is the set of edges (links), which is a typical representation of network structure [19] . D ∈ V defines a set of nodes being the destinations for multicast Each element of E set is assigned a cost metric and a delay. Edge cost reflects Euclidean distance between two vertices or transmission-related energy consumption. Delay defines the time a message requires to travel along a given edge.
Propagation model
Sensors are assumed to be operating in an ideal environment utilizing isotropic antennas and, therefore, transmitted power must satisfy the inequality [1] :
where P is the transmitted power, d is the Euclidean distance between transmitting and receiving node, α defines signal attenuation depending on environmental conditions and usually belongs to 2, 6 range, and β denotes transmission quality.
Given that as in [20] we chose for our experiments α = 4
and β = 1 from condition (1) we get the equation for the cost of an edge between two nodes:
Low latency is a crucial issue in numerous WSNs applications. Therefore, edge delay providing an overview on how time-efficient the multicast tree is is defined as:
where c is the transmission speed (for an electromagnetic wave in a vacuum c 3 · 10 8 [m/s]).
Topology generation
Network topologies are prepared with a pseudorandom two-dimensional uniform distribution generator. The simulation area is a rectangle of 1,000 by 1,000 units where nodes are deployed on a mesh with the granularity of one unit. The maximum radio range of a sensor node is set to 150 units.
Member group selection
In the process of examining the efficiency of multicast routing algorithms it can be observed that the result may be highly related to the location of source node, as well as to the location of the target group. Therefore, two popular approaches to multicast group generation that can be found in literature [21] should be presented.
GroupRandom method
The group of target nodes M is constructed by a random selection of m nodes and a source node s where M ∈ V , s ∈ V and s ∈ M . The method is often used in simulation studies.
GroupRadius method
The source node s and the multicast group M are elected from N r nodes located inside a circle of r radius. The method reflects geographical positions of sensors and supports a construction of realistic multicast trees. Hence, comparative studies covered in the paper are based on the latter approach.
Simulation results
Comparative simulation studies of DLEMA, LEMA and 
Average cost of multicast tree
The total cost of a multicast tree is defined as the sum of the costs of links between nodes forming that multicast tree. Average costs of multicast structures in the networks consisting of 100 and 250 sensors are gathered in Fig. 1 and in Fig. 2 . In sparse topologies, the difference be- 
Average cost of multicast tree per single member
The data that presents the relation between the multicast group size and the average cost of multicast tree per a single member is showed in Fig. 3 and in Fig. 4 . In 
Average delay of multicast tree
The average delay of a multicast tree presented in Fig. 5 and in Fig. 6 is the time that is required to transport a message from the base station to all members of a multicast group. Delays in smaller networks are undoubtedly highest for trees created by CoFAM. Denser sensor structures result in characteristics similar for each simulated procedure. DLEMA is the algorithm implying the smallest delays for multicast groups of any size. The total latency of a tree is closely related to its structure, therefore, a resemblance to average cost diagrams can be noticed.
6.4 Average delay of multicast tree per single member 
Success rate of multicast tree creation
A successful multicast tree creation takes place when a tree connecting the source and all members of a multicast group is constructed. [24] .
