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1. PREVIEW AND PERSPECTIVES
1.1 Motivation
The aim of this project is to enlarge the scope of decentralized control, 
multi-person game, and team theory to incorporate the multi-model behavior of 
decision makers, that is, situations in which the decision makers are using 
different reduced order models of the same large scale system. These models dif­
fer not only in parameter and signal uncertainties, but, more critically, in their 
basic structural properties.
A strong motivation for this problem statement is found in multi-area 
power systems. The controller operating in an area employs a detailed model of 
his area and only a reduced order "dynamic equivalent" of the remainder of the 
system. Other controllers behave similarly in their own areas. Thus the same 
power system appears in different forms to different controllers.
Along with the ubiquitous "curse of dimensionality" the main sources of 
complexity delineating the border between ordinary and large scale control prob­
lems were considered to be: first, that the decision makers have different objec­
tives and, second, that they use different measurements (information sets). Our 
premise is that to deal with real problems we must add the multi-modeling aspect 
as the third source of complexity. Thus, in this project we view large scale 
system problems as a "triangular uncertainty" which the decisionmakers are facing 
in defining their strategies, a situation schematically illustrated in Figure 1.1.
21.2 Objectives
Our objectives were outlined in the research proposal. We are now in 
position to state them in a more concise form, as a sequence of tasks.
First: Development of reduced order models induced by information structures.
Second: Development of reduced order models based on multiple time scale proper­
ties and singular perturbations.
Third: Analysis of structural properties and sensitivities of control strategies
in multi-model problems.
Fourth: Design of hierarchical and decentralized strategies for multi-model
situations.
The first two tasks correspond to Phases la, b and 2a in the Proposal 
and the latter two to Phases lc, d and 2b, c. Our main tools are aggregation 
methods, multi-parameter singular perturbations and leader-follower (Stackelberg) 
strategies. They are being developed for deterministic and stochastic optimiza­
tion and stabilization problems in hierarchical and decentralized organizational
forms.
31.3 Results
During this year major advances are made in both conceptual 
formulation and analytical treatment of multi-model situations and multiple 
controller strategies. A chained aggregation procedure is developed and forms 
the basis for a systematic construction of reduced order models. Multi-model 
situations are being treated as multi-parameter perturbation problems possessing 
time scale hierarchies and decoupling properties. New results in singular 
perturbation theory make it applicable to wider classes of stochastic and
nonlinear systems. This research on modeling and near optimum control is accom­
panied by new developments of leader-follower strategies for decentralized control 
of large scale systems. Specific results are reviewed in Chapters 2, 3 and 4 of 
this report. For detailed treatment see publications listed at the end of this 
chapter. Here we give a brief preview of the report.
Chapter 2 presents a new approach to structuring of large scale systems - 
the chained aggregation procedure. When dynamical equivalence cannot be achieved 
by aggregation, an "excess" term appears which is interpreted as an external 
input to the aggregated subsystem and, simultaneously, as an output of the resi­
due subsystem. The residue is then aggregated with respect to this output. A 
repeated use of this procedure yields a generalized Hessenberg form which pro­
vides information for obtaining a reduced order model of a large scale system.
A power system example demonstrates that the procedure is not only computational, 
but also structural, that is it provides information for a range of values of 
system parameters.
Chapter 3 surveys new results in singular perturbation theory and 
describes first developments in multi-modeling. Among singular perturbation 
results are conditions for complete separation of slow and fast regulator
4designs. A second-order approximation of the optimal performance is achieved 
without the knowledge of the small singular perturbation parameter. A new asymp­
totic method is developed for a class of nonlinear singularly perturbed optimal 
regulator problems. The resulting near-optimal feedback control can stabilize 
essentially nonlinear systems. It is implemented in two-time-scales, with the 
feedback from the fast state variables depending on slow state variables as para­
meters. A stochastic control problem is solved for linear singularly perturbed 
systems. These single parameter perturbation results form a rigorous basis for 
further work on multi-parameter problems.
The two aspects of multi-parameter perturbations investigated are, first, 
when parameters represent the fact that different decision makers are assuming dif­
ferent models of the same system and, second, when they represent multiple time 
scales such as in problems with colored noise and fast modes. The fundamental well- 
posedness requirement is that the simplified solution must not depend on the trajec­
tory in the parameter space along which the parameter vector is assumed to tend to 
zero.
In Chapter 4 the investigation of control problems with several decision 
makers focuses on the interconnected system in which a decision maker called the 
coordinator is viewed as a leader and the other decision makers as followers.
Several classes of information structures are analyzed, starting with two simple 
situations. One is when all decision makers have perfect system state measurement. 
Another simple case is when the information sets of all the followers are identical 
and the coordinator's information contains the followers' information. More complex 
and realistic cases are treated subsequently. Since satisfactory control of a 
high order system may often be achieved using relatively few measurements and a 
controller of relatively low order, decentralized Stackelberg strategies constrained
5to be linear dynamic controllers of specified orders are introduced. Recursive 
algorithms for the design of these controllers are being developed.
A related result is obtained in the development of open-loop multilevel 
Stackelberg strategies for continuous linear systems and quadratic criteria. It 
is shown that there does not exist an optimal linear closed-loop strategy for the 
leader. The original problem is reformulated in terms of the expected value of 
quadratic cost and an algorithm for a linear optimal closed loop solution of two- 
level Stackelberg problems is developed. Generalizations to multilevel Stackelberg 
problems are discussed with specific results obtained for a three-level sequential 
decisionmaking problem.
1.4 Perspectives
In the second year the research efforts will be orchestrated around the 
main multi-modeling theme. A crucial step will be to assume that each decision­
maker is attempting his own chained aggregation and singular perturbation in a 
cooperative or individualistic manner. The impact of such attempts on local and 
coordinator strategies will then be investigated. If a relationship between 
chained aggregation and singular perturbations can be found it would provide a 
systematic method to introduce perturbation parameters and to treat similar prob­
lems as multi-parameter perturbations.
Another crucial step will be to perform multi-parameter perturbations 
of strategies and hierarchical and decentralized structures and to reveal their 
sensitivities with respect to multi-model discrepancies. Highly sensitive strate­
gies have questionable relevance to practical applications. This will stimulate 
search for less sensitive leader-follower strategies and decentralized organiza­
tional forms.
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2. CHAINED AGGREGATION
2.1 Introduction
One of the fundamental characteristics of large scale system problems 
with multiple decision makers is that each decision maker observes the system 
through his subset of available measurements and uses a different reduced order 
model of the same system. This chapter investigates the influence of available 
outputs on reduced order modeling, and proposes a new procedure for constructing 
reduced order models induced by the information structure. At present the 
chained aggregation procedure is developed for problems with a single decision 
maker. However, its form clearly suggests possible generalizations to problems 
with multiple decision makers. One of the objectives of our current research 
is to further develop the chained aggregation procedure as a tool for multi­
model representations of large scale systems, and for the design of information 
structures and control strategies.
The procedure of chained aggregation is a generalization of the 
aggregation procedure of Aoki [1,2], which brings the system into a cascade 
configuration composed of the aggregated subsystem and the remaining "residue" 
subsystem. In the case when the exact dynamical equivalence cannot be achieved 
by Aoki's aggregation, an "excess" term appears. We interpret this term as an 
external input to the aggregated subsystem and, simultaneously, as an output 
of the residue subsystem. In our procedure the residue is again aggregated 
with respect to this output. The repeated use of this procedure transforms 
the system into a canonical form which we call the Generalized Hessenberg 
Representation, GHR. The system matrix of GHR is a generalization to block 
matrices of the lower Hessenberg form that has been used in many numerical
8procedures [3,4], notable in the QR algorithm [5] and as a tool in the solution 
of the Liapunov matrix equation [6]. The Hessenberg matrix has recently been 
used for the determination of the dominant modes [7,8]. However the objectives 
of these works are computational and their results are restricted to the 
scalar Hessenberg form. As such they do not and cannot relate reduced order 
modeling with information structures. Our Generalized Hessenberg form is a 
direct consequence of the existing and/or desired information structures, that 
is of available and/or needed outputs.
This chapter is organized as follows. The basic aggregation results 
of Aoki are reviewed in Section 2. In Section 3 the chained aggregation 
procedure is described. Structural properties of the GHR are established in 
Section 4. The QL algorithm for the reduction of a GHR to a lower block 
triangular matrix is presented in Section 5. Reduced order modeling based on 
the QL algorithm is discussed in Section 2.6. An illustrative application 
of the chained aggregation procedure to a power system with two steam plants 
is presented in Section 2.7. Power outputs of both plants and the system 
frequency are taken as available outputs.
Theorems in this chapter are given without proofs, which can be found
in [9] .
2.2 Aoki's Aggregation
We present first a brief review of the aggregation results of Aoki 
[1,2]. Consider a linear time invariant system
x = Ax + Bu (1 )
where x G R n, u £ R m . A reduced r^th order state z^, l^Cn, is defined as = Cx
9where without loss of generality it is assumed that the r^X n aggregation 
matrix C has full row rank. Then an aggregated model of the form
z^  = F-^z+G^u = CAx+CBu (2 )
will exist if and only if Aoki's aggregation conditions are satisfied:
CA = FU C, C1 = CB. (3)
Thus we are led to
Definition 1: System (1) is said to be completely aggregable with respect to C
if there exists an r^ X r^ matrix F ^  such that CA - F-^C.
It is advantageous to view this aggregation process as an outcome of 
a transformation of (1). We partition the aggregation matrix C as
c = [Cu  C12] (4)
where is an r^X r^ nonsingular matrix and define a nonsingular transformation
C11 C12 z iT = > z =
0 I Zn
n~rl J 2.
(5)
Then z = Tx transforms (1) into
F*11 F12 z +z =
F21 F22 GU
(6 )
If (1) is completely aggregable with respect to C then F^2 = 0. Henceforth 
we denote the "first" subsystem of (6),
= F11Z1 + F 12Z2 + G 1U (7)
as the aggregated subsystem of (1), and the "second" subsystem,
10
£2 = F21Zl +F22Z2 +G2Ui (8)
as the residual subsystem of (1).
An important and illuminating connection exists between aggregation 
and observability which we summarize in the following theorems. Note that (6) 
with F^2 = 0 *-s an observability decomposition canonic form. Thus it is clear 
that
Theorem 1: If the system (1) is completely aggregable with respect to C then
(C,A) is not an observable pair.
2.3 Chained Aggregation
If (1) is not completely aggregable with respect to C, we consider 
"enlarging" C by a suitable matrix related to C to obtain complete aggregation 
Definition 2: System (1) is said to be aggregable with respect to C if there
exists a matrix C of maximal rank such that (1) is completely aggregable with 
respect to the enlarged matrix
Theorem 2 : Given that system (1) is not completely aggregable with respect
to C, and M is the observability matrix of the pair (C,A). If rank M=p, r < p < n ,
t hthen there exists an p order aggregated system of (1) induced by C.
Furthermore any completely aggregated system induced by C cannot have an order 
greater than p.
Consider a system (1) which is not completely aggregable with respect 
to the r^-dimensional output
11
y = C^x, rank (9)
such that = [ C ^  C^2] , where is nonsingular.
The chained aggregation procedure consists of a sequence of 
aggregation steps which either reduce the system (1) to its aggregable form, 
or, if (1) is not aggregable, to a canonical form exhibiting possibilities for 
an approximate aggregation.
First, define a nonsingular nX n transformation matrix T^ as
(10)*
and let zn = Tnx = [yT x^]T . Then 1 1  2
11
i
21
12
,»
22
y
+ G1
xrt g '2 2-* -
(11)
If (1) is completely aggregable with respect to C^, then F^2 =0, and the
procedure terminates. If not, denote y]L=yJ treat w2 = F ^ x  as the outPut
from the residue and proceed to aggregate the residue with respect to this
. rlXn2output. Notice that the matrix F12 € R , n ^ n - r ^  need not have maximal 
rank. There exists a nonsingular matrix such that
E2W2 E2F 12X2
2
0 2 9
( 12)
r2Xn2
where C ^ R  , r ^ r ^ ,  and C2 has maximal rank. Define y2 = C2X2 as a
j-1Henceforth I. denotes the n.X n. identity matrix with n. = n- S r J J J J i=l i
12
collection of the linearly independent variables; is then representable in 
the form
F12y2 * (13)
In general, E is the product of elementary Gaussian elimination matrices each 
differing from the unit matrix in only certain rows. Since F12^0, continue 
the aggregation procedure on the residual subsystem:
i2 = F21yl+I22X2 +G2u
y2 = C2X2'
(14)
(15)
Partition C a s
C2 ^C22 C22^ (16)
where C22 is assumed nonsingular, and define the X nnonsingular matrix
'22 C22
0 X3
(17)
Applying transformation (17) to (14), and recalling the first aggregated 
subsystem with w2 = F 12X2 exPressed as in (13), the following results after 
two chained aggregation steps:
yl
y 2
x3
= Fn y1 + F 12y2 +
F2lYl + F 22y2 +F23X3 
F31yl + F 32y2 + F 33X3
+ G],u 
+ G2u
+ G3U ‘
(18)
If now F23 = 0, the Procedure terminates. If not, the described procedure is 
continued until termination.
13
2.4 Generalized Hessenberg Form
When the chained aggregation procedure terminates, the system has 
been brought into a canonical form which we call the Generalized Hessenberg 
Representation:
Definition 3: A system representation (F,G,D) is said to be a Generalized
Hessenberg Representation if
where
z = Fz + Gu
y = Dz = [l1 0 ... 0] z
(19)
Fn F12 0 . . . . . 0 ............... 0 ' Gi
F21 F22 F 0 ¿3 Gr)
F = V F.0 . .J2 jj jj+1 , G =
Fk-2,1 ..........  Fk-2,k-l 0
Fk-1,1 Fk-1,2 ..................... Fk-l,k ^-1
_Fk,! Fk,2 ............... Fk,k _ Sc
(20 )
with
F. . € R li
r.Xr. i i r. d. r . T, r . = n . (21 )i i+1 ’ i=i i
Moreover, from the construction described above, it is clear that the following 
result holds:
Theorem 3 : Any LTI system (l)-(9) can be transformed into the Generalized
Hessenberg Representation (19)-(20).
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It is clear that the process of chained aggregation terminates in finite
number of steps, namely k where min k = l  and max k = n-r^. Moreover, by
construction, each submatrix F. . - on the super-diagonal block has maximal
3 j J
rank. Also the dimensions of the submatrices decrease as j increases and once 
a dimension is reduced to unity the remaining blocks in the GHR become scalars. 
As a consequence, if the output is a scalar the GHR reduces to the scalar 
Hessenberg matrix [3,4,5] .
Let us examine some observability and controllability properties of 
the GHR when it is arbitrarily decomposed into an aggregated subsystem and a 
residual subsystem. To this end, introduce the notation:
(22)
where
yl
and y1 =
yi+i•
_ yi_ . 4  .
(23)
and partition F and G of (11) accordingly:
i i iF H G
iE F1
, G = —i G
(24)
We shall refer to the subsystem with state y1 as S1 and subsystem with state y1 
_ias S . As will be discussed in Section 5, for suitable partition of the
i —i i icomposite system into S and S , S with H set to zero will be used as a
reduced order model of the composite.
15
The following observability and controllability concepts will be of
interest:
Definition 4: The subsystem S1 is said to be interaction observable by S1 if
(H^F1) is an observable pair.
Theorem 4 : Consider the Generalized Hessenberg Representation, s’1 is inter­
action observable by S1 if and only if the blocks F. . ^ 0 Y j^.i.J , J +-*-
Definition 5: A subsystem S1 is said to be interaction controllable by S'1 if
(F1,!!1) is a controllable pair.
Theorem 5 : Given the scalar Hessenberg system representation, then for any
partition into S1 and S1, S1 is interaction controllable by s’1 if and only if
f. .,.7^0 for all i < i.J»J+1
The extension to the matrix case of the interaction controllability 
results of Theorem 5 does not always hold. In general, we cannot guarantee 
that S1 will be interaction controllable. It is, however, possible to 
characterize the increase in the dimension of the subspace controlled by the
• • i-1 i *interaction when the aggregated subsystem is extended from S to S .
Defining rankf^-Xl H1] = C3'i, V X 6 C ,  we have
Theorem 6 : The increase in the dimension of the subspace controlled by the
interaction when the aggregate subsystem is expanded from S1-  ^ to is 
bounded above by r^ and below by ri+ ,^ i.e. r\+1 < cj^ -c^  ^<r^, i = 1,2, . . . ,k.
2.5 The Generalized QL Algorithm
The problem of constructing an acceptable reduced order model is seen
as a problem of detecting a particular super-diagonal block matrix F. , thati,i+l
vNote that interaction becomes F. .,.y.,, instead of F. „ .y.,
i , i + l  i + l  l - l , l - 7 !
16
may be neglected and hence accepting the aggregated subsystem S1 with H. set 
to zero as the reduced order model. Norm comparisons involving F1, F1, H1, 
and E could be used to assess the influence of the coupling term and the 
effect of its neglect. However, this approach has deficiencies, and will not 
be followed here. Instead we will consider a sequence of similarity transfor­
mations possessing the property that in the limit the super-diagonal blocks 
will, under appropriate conditions, tend to zero matrices. In this section 
we develop a variant of the QR algorithm that differs from the standard 
algorithm [5] in that the algorithm is constructed for block partitioned 
matrices, and it is applied to a Generalized Hessenberg form of a matrix 
appearing in the GHR, and, finally, the Generalized Hessenberg matrix is 
decomposed into a product of a unitary matrix Q and a lower block triangular 
matrix L.
The QR algorithm for the reduction of an arbitrary matrix to an 
upper triangular form is developed in [3,5]. We describe only the generaliza­
tion to the block matrix case. The application of the procedure in the 
construction of reduced order models via the GHR is described in the following
section. In the subsequent development, a subscript (as in F ) will denotes
sthe iteration number while a superscript (as in F^) will denote the power of a 
matrix.
Let
Fs = % L s (25)
where Q = nX n unitary matrix and L = nX n lower triangular matrix. Define
o  S
F , = L Q . s+1 s s (26)
17
Equations (25) and (26) applied iteratively, s = l,2,..., constitute the QL 
algorithm. Define two block matrices to be compatible if they are identically 
partitioned. The following results then follow for the generalized QL 
algorithm.
Theorem 7 : Given a matrix F in generalized Hessenberg form, then
(i) The factorization F = QL is possible where Q is unitary and L is lower 
block triangular and each compatible with F.
(ii) The factorization F = QL is unique if F is nonsingular and L is restricted 
to have positive definite and symmetric diagonal blocks L ^ s^  Vi.
(iii) All F are similar to each other, and thus similar to F,.s 1
(iv) Define P = Q. . . . Q and U = L .. . L. . Then s i s  s s 1
= Q ... QtF.Q, ... Q0 = P F J . (27)
s . s(v) P U = F1, i.e., P U achieves a QL decompsotion of F .
S S JL S S
For matrices with scalar blocks the following result also holds :
Theorem 8 : Given a nX n matrix F^, the QL algorithm converges to a lower
triangular matrix F with eigenvalues of F^ on the diagonal in ascending
magnitude, i.e. diag F = (X,, . . . ) ,  \\_ I < IX_I < • • •< I\ I .i n l z n
Generalizing to block matrix case, we have the following theorem. 
Theorem 9 : Consider a nons-ingular generalized Hessenberg matrix F.. The
repeated application of the generalized QL algorithm to F^ achieves in the 
limit as s —»-co a lower block triangular matrix F. Furthermore, the eigen­
values of the leading submatrix of F are the dominant eigenvalues of F^.
18
2.6 Reduced Order Modeling
The problem of obtaining a reduced order model may now be viewed as the 
problem of finding and neglecting those block matrices that have "small
effects" on the aggregated subsystem. This will be achieved by a sequence of 
nonsingular transformations of the system in the Generalized Hessenberg 
Representation (20). The limiting properties of this sequence of transformations 
will be deduced from the fact that these transformations are equivalent to the 
application of the generalized QL algorithm to the system matrix F. Consequently 
from Section 2.5 we have the following properties:
(a) Each transformation in the sequence is a similarity transformation that 
preserves the Generalized Hessenberg structure of the system matrix 
induced by the information structure.
(b) Each transformation preserves the structural properties discussed in 
Section 2.4.
(c) In the limit as s - » c o  the procedure indicates which super-diagonal block 
Fi will tend to zero with the greatest rate of convergence and there­
fore may be neglected to arrive at a sufficiently accurate aggregate model.
(d) Acceptable degree of approximation of the input-output characteristics of 
the large scale system will be reflected in the reduced order model if the 
dominant modes of the system are retained in the aggregated model S1, 
implying that these modes must be "more strongly observable" in the output 
than the remaining modes.
Consider the system (1) in Generalized Hessenberg Representation:
* i = Fiyi + G iu (28)
y = Dy1 . y e / 1 (29)
19
with z = y F  = F1, and G = employed to simplify the notation in this section. 
Since F^ is nonsingular, it has a unique block QL decomposition (Theorem 7),
F^ = . Premultiply (28) by . Then
Ll^l = L1F1yl + L 1G1U = LlQlLlyl + L i Gi u ‘
Define y£ = L^y-p G2 = l iGi * Then y 2 = F 2y2 + G 2U anc* y = ^)'Ll^y2* ^ sequence of
transformations yields:
ys+i = L y = L ... L,y, s^s s 1J 1 = U y, sJ 1 (30)
Gs+1 = L G = L . . . Ln G, s s  s 1 1 = U G.. s 1 (31)
and *s+l = F ,y , + G -u s+lys+l s+1
-1 -1 -1
(32)
or y = DL —  L y t = 1 s •'s+l DU y - . s J s+1 (33)
s
Since Ug =^TT^L^, it is also lower block triangular and compatible 
with F^. Therefore the r^-dimensional leading subvector of yg is actually the 
transformed measured output y, and hence the QL transformations preserves 
the output as a (transformed) component of the aggregated state. As a 
consequence it is possible to establish a correspondence between the measured 
output and the states of the reduced order model independent of the decomposi­
tion of the GHR utilized in constructing the reduced order model.
The generalized QL algorithm is therefore advocated for the purpose of 
determining those super-diagonal blocks F^1,1+1  ^ that have the fastest rate of 
convergence to a zero matrix since Fg tends to a lower block diagonal matrix
as s —*-oo. It is hoped that after a finite number of iterations fors
some j will be sufficiently reduced so that the composite system becomes a 
weakly connected tandem configuration consisting of an aggregate subsystem
20
forcing a residual subsystem in which the aggregate subsystem is then viewed 
as a reduced order model of the composite system.
Consider the effect of the generalized QL iterations on the super­
diagonal matrices F ^  ’ . Let denote the super-diagonal block
thmatrix at the (i,i+l) position after s generalized QL iterations, then 
it can be shown [3]
lim f £ ’1+1)= lim L <i>1)(D (i>i))S[L(i’i)F f > i+1)(l(1+1’i+1))-1] (D(1+1’1+1))-S
s  -» 00
(L(i+1>i+1))"1 (34)
From (34) it follows that if contains eigenvalues of smaller magnitude
than those of then F^J indeed tends to a zero matrix.
Hence it is seen that the convergence of to zero essentially depends
on the eigenvalues contained in and D ^ * ^ **’"*"^ , resulting in different
rates of convergence. This suggests that in a finite number of iterations
the Euclidean norm of corresponding blocks will be reduced. In
(i i+1)principle the block Fg with faster rate of convergence of the associated
norm to zero should be neglected to obtain a reduced order model:
w = FJw + GJus s
-1y = [I1 0 ... 0]P w = [N 0 ... 0]w
(35)
(36)
where the matrix P results from a compatible decomposition of the matrix
Ug (as defined in (31)) and its inverse:
’p 0
-1
1---0
1Ad1___
= and U = -1 -1 -1K s -K 1QP 1 K 1 ^
(37)
. Jand [It 0 ... 0] is an r x( 2 r.) matrix. 
1 1 i=l 1
* Given that Fj = XAx’1, where A is the Jordan form, then L is the lower block 
triangular matrix m  the decomposition X“1 = UL with U unit upper block 
triangular. For details see [9].
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The generalized QL algorithm has the special property that the 
structural properties of the GHR are invariant under its application. This 
is summarized in the following theorem.
Theorem 10: The interaction controllability of the aggregated model Sg and
the interaction observability of the residual model S1 are invariant withs
respect to s under the generalized QL algorithm.
2.7 Chained Aggregation of a Power System
Consider the dynamic model of a power system consisting of two 
steam plants, each with a governor, a high pressure (HP) turbine, an inter­
mediate pressure (IP) turbine, and a low pressure (LP) turbine. Each power 
plant as a separate system is modeled by a fifth order linear system. Two 
plants comprising the power system are modeled by a ninth order linear system. 
The details of the model may be found in Calovic [10]. Here, to make the 
presentation self-contained, we list the physical parameters that enter 
into the model, and express the elements of the plant matrix A, the control 
matrix B, the disturbance matrix E and the output matrix C in terms of the 
physical parameters:
r permanent speed droop
Tg time constant of the system pilot valve-servomotor turbine
gates
T Time constant of the turbine; characterizes the delay betweenu
control valve action and turbine nozzle action 
T^ Time constant characterizing the time delay in the HP turbine
reheater and reheat piping
T Time constant characterizing the time delay in the IP turbine
and crossover piping
22
e . 1
G.1
fraction of total power generated by HP turbine
fraction of total power generated by IP turbine
coefficient characterizing the influence of frequency variation
on turbine output variation (turbine self-regulation)
proportionality factor connecting the control valves position
variation and HP turbine output variation in the steady state
(k^ for IP and LP turbin are very close to 1 since power variations
of these turbines in the steady state are equal)
participation of the unit in total system output
load and turbine system self-regulation coefficient not including
the participation of the unit under consideration (load
characteristic) 
t 2e = e - S e T P i=l r r m
system acceleration time constant T = T + S e.T^
p 1= 1 1 Gi
time constant due to the mechanical inertia of the rotating 
masses in the load
Unit acceleration time constant, T = 2H.G. il
inertia time constant
The system model is:
x = Ax + Bu + Fz
y = Cx (37)
where
X1 = Aa^
x_ = APt-2 1
x~ = AP.3 fc2
- valve position displacement in first unit
- power output displacement of HP turbine in first unit
- power output displacement of IP turbine in first unit
23
AP.
Aa,
AP.
AP.
AP,
Af
Afm.
Afm„
AP.
AP,
AP,
Af
power output displacement of LP turbine in first unit 
valve position displacement in second unit 
power output displacement of HP turbine in second unit
power output displacement of IP turbine in second unit
power output displacement of LP turbine in second unit
frequency deviation in the system
set point adjustment in first unit 
set point adjustment in second unit
load disturbance
total power output of first unit 
total power output of second unit 
frequency deviation in the system
The non-zero elements of the matrices A,B,C and F expressed as 
functions of the physical parameters are:
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u55 59 T
65 T 66 Tu.
76 T 77 T
87 tr 88 T,
e,c1 V.
92 T
eoC2 V,
96
93
97
n2
enc (1-c )
1 v  v
e0c (1-c )
2 S2 V
a94
a98
e-(l-c )(l-c )1 si vi
e d-C )(l-c )z s2 v2
99
= - e/T
11 T 52 T (38)
C12 Cv. c13 = (1'cv1)cs1 c14 = d-c
C26 °v, '27 ■ '‘V S
soo = (1-c )(l-c )28 v v£'v s2y
C19 = eT. C29 eT,
'39 = 1
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Therefore, the system matrices have the following structure:
- “ r - * *
all 0 0 0 0 0 0 0 a19 b14 0 0
a21 a22 0 0 0 0 0 0 0 0 0 0
0 a32 a33 0 0 0 0 0 0 0 0 0
0 0 a43 a44 0 0 0 0 0 0 0 0
0 0 0 0 a55 0 0 0 a59 B= 0 b52 F= 0
0 0 0 0 a65 a66 0 0 0 0 0 0
0 0 0 0 0 a76 a77 0 0 0 0 0
0 0 0 0 0 0 a87 a88 0 0 0 0
0 a92 a93 a94 0 a96 a97 a98 a99 0 0 £19
" o C12 C13 C14 0 0 0 0 C19
0 0 0 0 0 C26 C27 C28 C29
0 0 0 0 0 0 0 0 1
(39)
We now proceed to determine a reduced order model for this dynamic 
system. In general, this is achieved by obtaining the Generalized Hessenberg 
Representation of the system and then utilizing the structural properties 
of the GHR and the QL algorithm to determine the superdiagonal block in the 
GHR that represents the weakest interconnection between an aggregate subsystem 
and the residual subsystem. This interconnection is then neglected, or 
compensated for through the disturbance or the control input, and the aggregate 
subsystem is accepted as the reduced order model of the dynamic system. It 
will be shown in this example that the reduction to the GHR and the consideration 
of the structural properties of the GHR are sufficient to determine a reduced 
order model without the need to apply the QL algorithm.
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The first step in the chained aggregation procedure is to bring 
the output matrix C into the form where the submatrix in the decomposition 
C = [C^ is nonsinSular> as in (4). This is achieved by permuting the
state components so that the mutually independent columns of C in (39) become 
the first three columns of the resulting output matrix. We pick columns 
four, eight and nine and in so doing, place the outputs of the last stage 
of both plants (the power output of the LP turbine of both plants) and the 
system frequency as the leading state components. Formally, this is achieved 
by introducing the permutation matrix
0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 1 • 0
0 0 0 0 0 0 0 0 1
1 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 1 0 0
and using P to define a similarity transformation of the original system (37):
. . X. <
Px = (PAP_1)Px + PBu + PEz 
Then the permuted system matrices are:
— -
a44 0 0 0 0 a43 0 0 0 0 0 0
0 a88 0 0 0 0 0 0 a87 0 0 0
a94 a98 a99 0 a92 a93 0 a96 a97 0 0
f19
0 0 a19 all 0 0 0 0 0 bll 0 0
0 0 0 a21 a22 0 0 0 0 • Bi = 0 0 • V 0
0 0 0 0 a32 a33 0 0 0 0 0 0
0 0 a59 0 0 0 a55 0 0 0 b52 0
0 0 0 0 0 0 a65 a66 0 0 0 0
0 0 0 0 0 0 0 a76 a77 0 0 0
- -
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ot. 0
C]L9 :
0 C12 C13 0 0 0
0 C28 C29 | 0 0 0 0 C26 C27
0 0 0 » 0 0 0 0 0 0
C12 ■>
The second step in the chained aggregation procedure consists in applying the
trans formation
C14 0 C19 0 C12 C13 0
0 C28 C29 0 0 0 0
0 0 1 0 0 0 0
0 0 0 1 0 0 0
h  = 0 0 0 0 1 0 0
0 0 0 0 0 1 0
0 0 0 0 0 0 1
0 0 0 0 0 0 0
0 0 0 0 0 0 0
The inverse transformation is
!*
d14 0 d19 0 d12 d13 0
0 d28 d29 0 0 0 0
0 0 1 0 0 0 0
0 0 0 1 0 0 0
Ti1= 0 0 0 0 1 0 0
0 0 0 0 0 1 0
0 0 0 0 0 0 1
0 0 0 0 0 0 0
0 0 0 0 0 0 0
where
d14
1 ^ 
1—11 
1—I
I oII ’ d19
C28
= _L_
C28 ’ d29 =
0 0
C26 C27
0 0
0 0
0 0
0 0
0 0
1 0
0 1
0 0
d26 d27
0 0
0 0
0 0
0 0
0 0
1 0
0 1
«
•19
»
'14 d12
C12
c14
d - °13 9 d13 cC14
:29 A c26 d - - °27
'28 d26 c28 » J27 c28
(42)
(43)
(44)
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Applyint (42) to the system defined by the matrices (41) produces the
representation of (13):
*1 _fll f12 f 13 P14 P15 P16 0 P18
1
P19 yl 0 0 hll
*2 f21 f22 f23 0 P25 P26 P27 P28 P29 y2 0 0 h21
*3 f31 f32 f33 0 a92 a93 0 a96 a97 y3 0 0 h31
X1 0 0 a19 all 0 0 0 0 0 X1 bu 0 ’ui" 0
X2 = 0 0 0 a21 a22 0 0 0 0 X2 + 0 0 u2
+ 0
X3 0 0 0 0 a32 a33 0 0 0 X3 0 0 0
*5 0 0 a59 0 0 0 a55 0 0 X5 0 b52 0
*6 0 0 0 0 0 0 a65 a66 0 x6 0 0 0
x7 0 0 0 0 0 0 0 a76 a77 x7 0 0 0
The new elements hil’ i-1, 2,3, f. . ij , i,j-1, 2,3, P.r  i-1.2 and j~4j .., 9 and
a' , a* , a' , a' are given by algebraic expressions in function of the 
yZ y J yo y /
original elements of the matrices A,B,C and E, and in view of (38), may be 
represented as functions of the physical parameters in the system. These 
will not be reproduced here in order to preserve space. However, it is 
important to note that, independently of the actual value of the physical 
parameters, we have
z
(45)
a92 a93 a96 a97 0
P18 " P19 ” P25 ~ P26 " °
Therefore, the system representation on (45) reduces to
V fll CMi—1
M-l f13 P14 P15 P16 0 0 0 yi 0 0
y2 f21 f22 f23 0 0 0 P27 P28 P29 y2 0 0
y3 f31 f32 f33 0 0 0 0 0 0 y3 0 0
*1 0 0 a19 all 0 0 0 0 0 X1 bll 0
X2 = 0 0 0 a21 a22 0 0 0 0 X2 + 0 0
x3 0 0 0 0 a32 a33 0 0 0 x3 0 0
X5 0 0 a59 0 0 0 a55 0 0 x5 0 b52
x6 0 0 0 0 0 0 a65 a66 0 x6 0 0
¿7 0 0 0 0 0 0 0 a76 a77 x7 0 0
_ _ - -
(46)
11
‘21
*31
z
(47)
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while the output equation becomes
-
* 1 1 0 0 0 0 0 0 0 o"
y 2 = 0 1 0 0 0 0 0 0 0—
i
1 
CO 0 0 1 0 0 0 0 0 0
x.
x.
x,
x,
x,
x.
Therefore, two of the measured outputs (power output of the first plant, 
power output of the second plant) have replaced the old state variables: 
(power outputs of the LP turbines in the first and the second plant). The 
frequency remains since it was both a state variable and a measured output.
Note that in (48) the submatrix F ^
TO }-> -P- P15 P16 0 0 0IICM 
•" 1—1 0 0 0 P27 00CM
Pu p
0 0 0 0 0 0
is not a zero matrix, so a complete aggregation with respect to C is not 
possible. We proceed to the next step in the chained aggregation procedure. 
Note that rank F|2 = 2 and the interaction term entering the first aggregate 
has two independent components. These become the outputs from the residue
and are denoted as y. and y_:4 5
y4 ’P14 P15 P16 0
1---oo
_y5_ 0 0 0 P27 P28 P29_
The residual system becomes
30
- — - — —
*1 ail 0 Ò 0 0 0 xi 0 0 a19 bll 0 0
x2 a21 a22 0 0 0 0 X2 0 0 0 0 0 0
x3 0 a32 a33 0 0 0 x3 4“
0 0 0 yi 0 0 U1
0
¿5 0 0 0 a55 0 0 x5j 0 0 a59 y2 + 0 b52
1
uo
+ 0
x6 0 0 0 a65 a66 0 x6 0 0 0 y3 0 0
2 0
X7 0 0 0 0 a76 a77 X7 0 0 0
U J 0 0 0
. J » - - »
Observe that (50) represents two completely uncoupled third order systems. 
Moreover, (49) shows that each of the two outputs comes from a separate 
subsystem. The dynamic system consisting of the aggregate and the two 
uncoupled subsystem is shown in Fig. 2.1.
Figure 2.1
(50)
Because of this total decoupling in the residual it is possible to proceed 
in either of two possible directions. The first is to introduce the second 
permutation
1 0 0 0 0 o
0 0 0 1 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 0 1 0
0 0 0 0 0 1
(51)
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which will arrange the components in the new measurement matrix C so that 
is nonsingular. The procedure is then repeated as described above by 
defining the new transformation matrix forming the transformed state
equations of this residual and proceeding further as in Section 2.3. The 
other possibility is to consider only one of the two decoupled systems and 
to obtain its GHR with respect to its measurement vector. This is the course 
adopted here since it is possible to introduce at the end additional permutations 
and bring the complete system into the GHR, obtaining the same final result 
as with the first procedure. Therefore we consider the determination of a 
GHR for the system
a 11 0 01 11
? 2
= a21 a22 0
x3 0 a32 a33
y4 = tP14 P15 P16]
x.
x.
rx, -i
x.
19
?3 +
11
(52)
(53)
Lx0 _
Now we have
p 14 P 15 p 16 -1 q 14 q 15 q16
0 1 0 ’ T 2 * 0
1 0
1--
---
-- O 0 1 0 0 1
-
where = 1/p 14, q15 = - P15/P14 q16 = * Px6^14 ‘
(54)
The third order decoupled subsystem has therefore been brought to the form
1-----------
1_______ f 44
1 0
f-----------
1_______ f 43
y 6 = f 64 f 66 f 68 y 6 +
0
y 3 +
0
y 8 0 H
i
00 cr. f 88 y 8
0 0
(55)
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Similarly the second decoupled third order subsystem
*5 a55 0 0
*6 = a65 a66 0
h 0 a76 a77
y5 = -P27 P28 p29]
X5 a59 V
x6 + 0 y3 + 0
x7 0 0
kr »  « • mm
may be brought into the form
---
---
---
---
--1
‘C
*
m __
__
__
_
i
f55 1 0 -------
---
---
1
*<
i
f53
I-------------
CMLT>
W
)
1_______
y7 = f75 f 77 f 79 y7 + 0 y3 + 0
A
0 f97 f99 _ y 9 0
.
0
(56)
(57)
Therefore the composite system has the form 
r r
h i—1i-M f12 f13 1
y2 f21 f22 f23 0
y3 f31 f32 f33 0
y4 0 0 f43 f44
h 0 0 0 f64
H 0 0 0 0
y5 0 0 f53 0
y7 0 0 0 0
y9 0 0 0 0
0 0 0 0
—
0 yi
0 0 1 0 0 y2
0 0 0 0 0 y3
1 0 0 0 0 y4
f66 f68 0 0 0 y6
f86 f88 0 0 0 y8
0 0 f55 1 0 y5
0 0 f75 f77 f 79 y7
0 0 0 f79 99 y 9
—
0 0 hll
0 0 h21
0 0 0
g41 0 ui +
0
0 0 U, 0
0 0 z 0
0 g52 0
0 0 0
0 0 0
_ J
(58)
The composite system is brought into the final Generalized Hessenberg 
Representation by applying the permutation
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1 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 1 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 1 0
0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 1
(59)
with the result
f- - r- i — — -i "
*1 fll f 12 f 13 11 0 1° 0 !° 0 y i 0 0
^2 f21 f22 f23'° 1 101 0 10 0 y 2 0 0
*3 f31 f32 f33,° 0 1° 0 ’!° 0 y 3 0 0 — -
0 0 f43|f44 0 11 0 10 0 y4 S41 0 ui
i s 0 0 f53l° _f55l° 1 !° 0 y 5
+ 0 S52 U2
h 0 0 0 ,fA/1 64
0 !f 66 0 ! f68 0 y 6 0 0 - -
y ? 0 0 0 0 f?s!° f77.° f79 y V 0 0
y 8 0 0 0 10 1 0 |f86 0 ! f88 0 y 8 0 0
y 9 0 0 0 0 0 !° f97 f99 y 9 0 0L -J am L — «J
+
11
l21
l31
z.
(60)
The block structure induced by the chained aggregation with respect to the 
available measurements is shown by the dashed lines. The output equation 
associated with (60) is given by (48).
Having obtained the GHR we now exploit its structural properties to 
select a reduced order model. It is immediately seen that aggregation to a third 
order model is unsatisfactory. The result would be a system totally uncontrollable 
by the control, acted upon by the external disturbance. Clearly the inter­
connection into the third order aggregate from the residual is significant.
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On the other hand, a fifth order reduced order model is justifiable by purely 
structural considerations. Separating the composite system into the aggregate 
subsystem and the residual subsystem, and denoting the states of the aggregate 
model by z, we have
h ’ f n f  12 f  13 1 0
¿2 f 21 f 22 f 33 0 1
s = f 31 f 32 f 33 0 0
0 0 f 43 f 44 0
Zr- 0 0 f 0 f5 53 55
Z1 0 0
z_ 0 02 y 6z„ + 0 0 o +3 y 7
z. 1 04
z_
i—1o
5
0
0
0
0
+
11
l21
'31 z
(61)
and for the residual system
4 ’  f 66 0 f 68 0 ’
1
y 6
!--------
oVO
•
h ° f 7 7 ° f 79 y 7 + 0 f 7500 H
i
00 CT* O H
i
00 00
o *< 00 0 0--------1
____1 0 f 97 0 f 99
--------f
Oi
____1
--------1
oo____L
(62)
Note first that all controls and external disturbances enter only into the 
aggregate model and not into the residual. Hence the effect of all external 
inputs is accounted for in the aggregate model. Second, the aggregate model is 
completely controllable and, third, the interconnection variables which come 
from the residual act on the system from the same set of inputs and the controls. 
Therefore, the influence of these interaction variables may be compensated for 
by the controls and it follows, based on structural considerations, that the
reduced order model
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fU  f 12 f 13 1 °
f2l f22 f23 ° 1
f31 f32 f33 ° °
0 0 f43 f44 0
0 0 f53 ° f55
+
hll 0 0 0 0
h21 0 0 z 0 0
h31 0 0 y6 + 0 0
0 1 0 _y7_ g41 0
0 0 1 0 852
(63)
will reproduce the basic features of the more exact higher order model.
This model obtained by our algebraic formalism may be justified by 
a physical interpretation of its state variables. Note that z is the power 
output of the first plant, is the power output of the second plant and z  ^
is the system frequency. Thus the equations for z models the equivalent 
turbine of the first plant while the equation for z^ models its governor. 
Similarly, the equation for zmod e l s  the equivalent turbine for plant two 
while the equation for z,_ models its governor. This is seen also from the 
expressions for the parameters of the reduced order model:
eleT.
11
12
+
e2eT.
e i
13 eT /  T T ;1 n
'53
'55
T (1-c )(l-c )
S2 S2 V2
2 L
'v0 VT 2 n.
(1-c )c •
1 V2 S2) + ----------- -------- -T ' T u0 r„
k c
- 1 Vl ’41 T T
U1 S1
eleT,
'21 g
k c 
fc2 V2
52 T T
U2 S2
e„e2 T,
'22 + 11
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e i
23 V  V T T ; 2 n2 h21 ’ T
f31 T 31
_ 2
'32
‘33
e_ _R
T T
'43
‘44
T (1-c )(l-c )
S1 S1 V1
1L
V  (~1 n.
(1-c )c
1 V1 S1-T-) + --------- -T J T
The important point to note is that these results follow from purely 
structural considerations and are independent of the specific values of the 
physical parameters. Therefore, if the model (37) is obtained as an outcome 
of linearization about some nominal point the results remain valid for any 
nominal point. The crucial step in deriving the reduced order model is the 
appearance of zero entries in (47) which result because of the specific 
dependence of the corresponding matrix elements a ^  and c ^  on the physical 
parameters. These dependencies are due to the relationship between the 
system inertia equation for the state x^ and the power outputs y^ and y o f  the 
two plants. Precisely these types of special relationships between the plant 
matrix A and the information structure, i.e. output matrix C are exploited in 
constructing the GHR of a large scale system.
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2.8 Conclusion
It has been shown that chained aggregation and the Generalized 
Hessenberg Representation together with the application of the generalized 
QL algorithm and the utilization of the intrinsic structural properties of the 
GHR lead to a system representation useful for the model reduction based on the 
prevailing information structure. In further work computer algorithms for 
reducing a system representation to the GHR will be developed and convergence 
rates for systems with given information structures will be investigated. The 
results will also form the basis of establishing criteria in the design of 
information structures and in the development of synthesis procedures in 
control systems described by multiple reduced order models.
Power system applications will be pursued by extending the method 
described in Section 2.7 to include hydro and nuclear units. Multiple reduced 
order models associated with the different decision makers in the inter­
connected system will be investigated.
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3. SINGULAR PERTURBATIONS
3.1 Introduction
Singular perturbations have become a convenient tool for analysis 
of systems involving fast and slow phenomena and for design of near optimal 
filters and controllers decomposed into separate slow and fast parts. This 
approach is also a tool for investigating reduced order models obtained by 
neglecting fast phenomena.
To introduce the notion of singular perturbations we first consider 
a linear time invariant system
x = A ^ x  + A^2z
\i z  = A2]x + A22z
( 1)
(2 )
where dim x-n, dim z - m  and |i is a small positive scalar representing time 
constants, inertias etc. When A22 is stable, X(A22><0, the system (1), (2) 
possesses n small eigenvalues-"slow modes," and m large eigenvalues-"fast
modes." Conversely, every system possessing 0(1) and 0(—) eigenvalues canM-
be put in the form (1),(2). To separate slow and fast parts of (1),(2) let
z = z +  z , (3)
and substitute it into (2),
M'Z + p.zf = A2]x + A22z + A22zf. (4)
Taking into account that, if |i is small and if z is slow, then
P'Z ** (5)
we obtain, by separating z^ from x and z,
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0 = A21x + A22z
dz
dt A22Zf*
Now the substitution of (3) and (6) into (1) yields
x (An " Ai2A22A2 p X + A12Zf '
(6)
( 7)
(8)
An integration by parts of the expression for x(t) in (8) shows that the term 
A12zf contributes only an 0(|i) quantity to x(t). Thus x(t) can be approximated 
by x(t), the state of the reduced order model
x (An ~ Ai2A22A21^X V ( 9)
in the sense that
x(t) = x(t) + 0(|i) . (10)
On the other hand in view of (3), (6), (7), and (10) the variable z is 
approximately composed of its slow and fast parts
z(t) = -A22A21x(t) + zf(t) + 0(|i). (11)
This heuristic approximation can be justified by showing that the eigenvalues 
of (1),(2) consist of n slow eigenvalues
X s = X(V  + 0(|Jj)’ (12)
and m fast eigenvalues
X(A22) +0(H)
(13)
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which also means that subsystems (7) and (9) represent a quasi-modal decomposi­
tion of (1),(2). It is obtained directly in terms of without evaluating 
eigenvalues, Jordan forms etc.
A remarkable property of this separation of time scales is that it 
applies to time-varying and nonlinear systems. If (1),(2) is a time-varying 
system and Re \(A22) < ct< 0 for all t > t Q, then the approximation (10), (11) 
still holds. The approximation has a similar form for nonlinear singularly 
perturbed systems
X = f(x,z) (14)
pz = g (x, z) . (15)
Previously this approach has been developed for deterministic linear 
state regulators and some trajectory optimization problems [1]. In this 
chapter we briefly present our new results dealing with linear stochastic 
control (Section 3.2), nonlinear feedback control (Section 3.4) and our first 
attempts to formulate the multi-modeling problem as a multi-parameter pertur­
bation (Section 3.5). In Section 3.3, we demonstrate that a common synchronous 
machine model has a singularly perturbed form with nonlinear slow part and 
linear fast part. This motivates the theory presented in Section 3.4 and will 
serve as a basis for further work on nonlinear multi-modeling problems. Note 
that we do not discuss in detail one of our major results [2], which represents 
the final form of the decomposed linear near-optimal regulator for systems with 
slow and fast modes. This result is now readily available in literature and 
has been generalized to the class of nonlinear problems discussed in Section 3.4.
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3.2 Linear Stochastic Control
We have solved the LQG problem for the singularly perturbed linear
system
x1(t) = A11(t)x1(t) + Â12(t)x2 (t) + B 1(t)u(t) + G 1(t)v1(t)
M>x2 (t) = Â2l(t)x1(t)+Â22(t)x2 (t)+B2 (t)u(t)+G2 (t)v1(t)
with observation equation
y(t) = c1(t)x1(t) + c 2 (t)x2 (t) + w 2 (t) 
and performance index
(16)
(17)
(18)
J = E < -
x. T 1 “ T12
^ 2
4 /
t = t
X.
X,
, r+J f !<J rw  Î
C1C1 C1C2
~ î '*•' ~ î ^
C2C1 C2C2
-I \î + u'Eu dt)
X„
J 2
(19)
where dimensions of x^, x^, u, y, and vj_ are n, m, r, 1, and s respectively,
(J. is a small positive scalar. In [3] we assume that v^(t) is colored noise 
modeled by
vx(t) = H(t)v1(t)+w1(t) , v1(tQ) = v10 (20)
w^(t) and w2 (t) are zero mean white noise processes. The covariance matrix 
of w'(t) = (w|(t),w2 (t)) is
E{w  (t )w  ' (T)} =
vi(t) v12(t) 
v|2 (t) V2 (t)
6 (t-T) . (21)
Initial conditions x1(tQ) = x1Q, x2 (tQ) = x Q, and v^t^) = v are random 
vectors with mean values x ^q , x2q , and v ^q and covariance matrices P_ , P
X 10* X20
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and P respectively. They are uncorrelated with [w(t), t > t  } , and each of 
V10 ° 
and x^q is uncorrelated with v -^q * In E4] we consider the general case
when both v^(t) and w^(t) are white noise processes. Whenever the correlation
time of the input noise is not short compared to fast modes of the system, it
should be modeled as colored noise. However, since colored noise is modeled
as the output of a system driven by white noise the result of [3] is a special
case of [4]. It is of practical interest in its own right and will be presented
here in more detail than [4].
The problem is to determine the control u(t) as a function of past
observation {y(T), tQ < T < t }  which minimizes (19) under the following conditions
for t € [t ,t ]: o f
1) All the matrices are continuous, bounded and have bounded first derivatives.
2) T > 0 , R(t) > 0 , V2 (t)>0.
3) ^22 (t) is a stable matrix (Re{\ (A22 (t)1 < - O' for some cr>0).
Combining (20) with (16), (17), (18), and (19), and putting x'=(x|,v|) and 
z = x 2 , we obtain the augmented system
x(t) = A u (t)x(t) + A 12(t)z(t) + B 1(t)u(t) + G 1(t)w1(t) , x(t ) = Xo' 0 (22)
^z(t) = A21(t)x(t) + A 12(t)z(t) + B 2 (t)u(t) , z(t ) = z 
0 0 (23)
y(t) = c1(t)x(t)+c2 (t)z(t)+w2 (t) (24)
with performance index
J  =  E  < 2
x M»T12
m-t 12 m-t2
x
+ k f
t=t
C1C1 C1C2
» 1C0C, c^ c.o L J L 2 1  2 2
x
+ u 'Ru dt N .
(25)
We define the reduced problem, formally obtained by setting (JL = 0 in (22)-(25) 
by
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¿r (t) = AQ (t)xr (t) + B Q (t)u(t) + G 1(t)w1(t) , xr (to) = x Q
y(t) = cQ (t)xr (t)+Do (t)u(t)+w2 (t) 
with performance index
r
where
1 1 *J = E t r x ' i t j L x  ( t j + A f [x'c'c x +2u'D'c x + u '(R+d 'd )u]dt]  2 r f 1 r v f '  2 r o o r o o r o o' J J
A11 “A12A22A21 , Bo B1 - A12A22B2
= c - c a "1A 1 2 22a21 , Dq - -c2a 22B2 .
(26)
(27)
(28)
The main result is that the reduced order model can be used for an 
approximate solution of the original full order problem.
Theorem 1: The solution of the stochastic linear quadratic problem for the
singularly perturbed system defined in (22)-(25), can be replaced to an O(jji) 
approximation in J, by the solution of the stochastic linear quadratic problem 
for the reduced problem defined in (26)-(28).
Thus, we have obtained the near optimal linear output feedback
control
u = -(R+D'D ) ~1 (D ’ c +B'N)x , t€[t ,tj (29)o o  o o  o r o f-* v '
where N(t) is the solution of a controller Riccati equation and x is the
optimal estimate from the observer system
xr = AQ (t)xr +BQ (t)u(t)+K(t)[y(t)-co (t)xr (t)-Do (t)u(t)] , t€[tQ,tf]
whose gain K(t) is obtained from a filter Riccati equation. In practical 
realizations the output measurement y(t) is used as an input to a slow filter 
only. No filtering of fast variables is done, which permits the observation
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noise to be modeled as white noise. In determining the required speed of 
response of the measuring instruments only slow variables are of importance. 
With respect to such low pass instruments, it is justified to model the 
observation noise as white noise. The assumption of colored input noise and 
white observation noise is thus consistent with the separation of time scales 
in singularly perturbed systems.
The general analysis of [4] is considerably more complex because of 
the fact that in the limit the fast variable becomes a white noise process.
The analysis of [4] shows that the separation into two time-scales solution 
is valid for both the filter and the controller as was the case for each 
separately. The decomposed stochastic filter controller is shown in Fig. 3.1.
Figure 3.1
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While the input to the slow filter incorporates the entire control u + u,.,r f
which includes a fast component, it is possible without loss of information 
to use a low pass filter so that such inputs can be sampled at the low rate 
used for the slow filter. This leads to important simplifications in real 
time operation where the slow computations are performed by separate dedicated 
computers.
The difficulties with the limiting behavior of the fast variable 
have motivated the development of a multi-parameter perturbation approach [5]. 
Singularly perturbed models of stochastic dynamic systems with different 
perturbation parameters representing different limiting behavior are helpful in 
modeling fast systems with wideband colored noise inputs. The different 
parameters represent the cases of different bandwidth relations of the input 
noise model and the system model. The problem is formulated by considering a 
hierarchy of singularly perturbed stochastic systems, with a set of small 
parameters which are used to represent the relative limiting behavior of the 
small time constants involved in the system or signal model. An appropriate 
choice of the perturbation parameters allows the modeling of different fast 
subsystems whose inputs may have wider or narrower bandwidths. Such a 
decomposition has been used to decouple the filtering problem in a set of 
filters each having its own time-scale and a lower order than the original 
system. The results are a direct extension of the single parameter case except 
that each subsystem in this case had to be decoupled from both faster and 
slower subsystems.
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3.3 A Synchronous Machine Example
An important activity in the development of singular perturbation 
techniques is the examination of forms in which singular perturbation para­
meters appear in physical systems. As an example we present here a familiar 
nonlinear model of the synchronous machine as a typical subsystem model in a 
larger system. This model belongs to a class of systems with "slow nonlinearities" 
for which a theory is developed in the next section.
We begin with the following per unit electrical equations
di di
= -r i, - L, — ---f- M- —---f- OL i ,a d  d dT df dT q q (30)
di
v = -ri - L - QL, i. + QM, ,-i,-,a q  q d T  d d  df f ’ (31)
• + dYfV f  + "JT ’ (32)
and use the relationship
¥ M• f , df .
lf + L c ±df f
to eliminate i^ from (30), (31), and (32). The result can be written as
di M dY
L* = -r i , - v, + — -  ~T~ + QL i d dT a d d  L^ . dT q q
di M
L - -r i - v - QLli, + Q Y_q dT a q q d d L f
h  dYf h—  -r-=- = -Y - M, _i , + —  v,.r dT f df d r_ ff f
(33)
(34)
(35)
(36)
To analyze the transients in a slow time scale we let T 1 = T/(Lr/rr), that isf f'
the time unit is now of the order of the field time constant. After a division
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by r^ to exhibit the other time constants, our system in the new time scale 
has the form
d*f . Lf
dT' "Yf "^df^l + rf vf (37)
Li /r d a dia . -i - Vd +
M,,7L,r df f a dY  ^ _1_
L J  r  c dT ' d r L J  r r dT' +f f a f f
L /r di V q l ! M, _q a
Lf/rf
__a. =dT' -i --a -q ra ^  + r da
o dTf
raLi
QL
r q a
V
(38)
(39)
Since L'/r and L /r are much smaller than L^/r., the ratio of one of them d a q a f f
with L^/r^ is taken as the singular perturbation parameter. Thus we let
L'/r M /L.r L /rd__a df f a __  q__a _
^ L /r 9 L'/r 1* L'/r ^2f f d a  d a
(40)
After adding the slow mechanical equations, the model finally becomes
f h .
dT '
dy
dT'
dQ = 
dT '
di.
di
u. — 0-  ^dT '
-Y - M i ,  + —  v f df d rf f (41)
L
-  <tJ-n0) (42)
Lf M
2 . H r f [Tin + (Ld - V V q - Lf V < Po f  n n f ^
(43)
dY L v
O'!! - — — -  i + Q i ---
L dT' d r q r a a
(44)
1 ± Q Ld . j Q Mdf T Vq 
“ 2 ^  a 2 ra ^  “2 raLf f ra“ 2 '
(45)
This fifth order nonlinear system is clearly in the singularly perturbed form 
(14), (15). Its reduced order model, obtained by formally setting |i=0, is
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also a well known third order model. What is new is that due to results 
reported here, the reduced model and a fast model can be used separately 
to analyze and design systems involving the full order model.
3.4 Nonlinear Feedback Control
The difficulties in the design of feedback controls for nonlinear 
systems are well known. We now present our new results for near-optimum 
feedback design.
A closer examination of the synchronous machine model in Section 3.3 
shows that it has the following form
x = f (x) + F(x)z +B^ (x)u , x(0) = x q (46a)
p-z = g(x)+G(x)z+B2 (x)u , z (0) = zq (46b)
where the components of x and ¥ , y, and 0 and the components of z are i, and£ d
i .
q
We first decompose (46) into two lower order subsystems. When the 
transient of the fast variable z decays, x and z will vary slowly. Formally 
letting |i = 0, that is, neglecting the fast transient, we get
x - f (x) +F(x)z + B^ (x)u , oXIIS Nolx (47a)
0  =  g ( x )  + G ( x ) z + B 2  ( x ) u (47b)
where the bar above the variable denotes its slow part. Assuming G(x) to be 
nonsingular, we obtain from (47b)
z = -G‘1(g + B2u) (48)
and its elimination from (47a) yields the slow subsystem or the reduced system 
of (46) as
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x = (f-FG"1g) + (B1-FG_1B2)u , x(0) = x q
= a(x)+B(x)u.
(49)
To derive the fast subsystem or the boundary layer system, we assume 
that the slow variables are constant in the boundary layer, that is, z = 0 and 
x = x = constant. Subtracting (47b) from (46b) we obtain
M-(z-z) = G(x) (z-z) +B2 (x ) (u-u). (50)
Redefining z^ = z-z and u^= u-u, we formulate the fast subsystem of (46) as
|izf = G(x)zf + B 2 (x)uf , zf(0) = zq-z (0) (51a)
that is,
dzfJJT = G(x)zf + B2(x)u£ (51b)
where t 1 = t/|i is the fast time scale.
Under the conditions specified later, the response of system (1) can 
be approximated by
x (t ) = x (t ) +0(|i) (52a)
z(t) = z(t)+zf(t)+0(p,). (52b)
Thus the properties of system (46) can be investigated by examining the sub­
systems (49), (51). We have used this possibility in stabilization and near 
optimal control of (46).
We first establish some stability properties of the full system
x = f (x) +F(x)z (53a)
p-z = g(x) + G(x)z (53b)
from an analysis of the lower order slow and fast subsystems which are
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x = a(x), |lzf = G(x)zf (54a,b)
respectively. System (53) can be considered as the feedback controlled system 
of (46). It is assumed that systems (53), (54) satisfy the following conditions 
for all x,x€ D where D is a closed set in Rn :
I. The vectors f,g and matrices F,G are bounded and differentiable with 
respect to x and there exists a unique x* € D such that f(x*) = 0 and 
g(x*) = 0.
II. The eigenvalues of G satisfies Re{X(G)}<CT^ for a fixed cr^cO. Thus G is 
nonsingular.
III. There exists a Lyapunov function v^(x) for (54a) of the type
v-^x) = a ' (x)P(x)a(x) (55a)
vx(x) = a ' (x)N(x)a (x) (55b)
where the matrix P(x)>0 is differentiable with respect to x,
n
N(x) = Pa + a ' P + Z P  a.<0 (56)x x j=l Xj J '
the subscript x denotes partial differentiation and xj>aj are the jth
components of the vectors x,a, respectively. Without loss of generality,
we let D be the set such that v.(x) = c for a fixed c > 0 and for all x1 o o
on the boundary of D.
Condition II guarantees that the fast subsystem (54b) is asymptotically stable 
for all xi D and condition III guarantees that x* of the slow subsystem (54a) 
is asymptotically stable with D as its domain of attraction.
Theorem 2 : Let be a closed set in the interior of D and E be a bounded set
in Rm. If conditions I-III are satisfied, then there exists a |JL* > 0 such that
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for all x £D^, z G E, the equilibrium x = x ‘>v, z = 0 of system (53) is 
asymptotically stable for all p € (0,|J.,V].
Theorem 2 is an essentially nonlinear result. For the slow sub­
system, if Re{\(z (x*))} < ct0 for a fixed ct <0, then we can always find the x z z
required v^(x), while the converse is not necessarily true. Consider the first 
order system
£ = -x3 (57)
whose linearization at x =0 provides no asymptotic stability information. With
2P=l/6x , N=-2/3, a Lyapunov function for (57) of the form (55) is
v1(x) = - (58)
guaranteeing that x = 0 is asymptotically stable. Hence Theorem 1 includes a 
class of essentially nonlinear systems whose linearizations at the equilibrium 
may fail to guarantee asymptotic stability.
If only the stability of the equilibrium is of interest, we can relax 
condition III to the following condition:
IV. There exists a Lyapunov function (x) for (54a) guaranteeing that x* is
asymptotically stable. Furthermore, let v b e  differentiable with respect 
to x and v^ (x) = cq > 0 for all x on the boundary of D.
Theorem 3 : If conditions I, II, and IV are satisfied, then there exists a
p*> 0  such that for all p € (0,p*], the states x €D][, z € e of (53) converge to 
a sphere centered at the equilibrium x = x*, z = 0, whose radius tends to zero 
as )i-* 0+ .
Using these results the design of a stabilizing feedback control for 
the full system can be decomposed into separate designs of feedback controls for 
the subsystems.
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A similar decomposition method is developed for the optimal control 
of the full system (1) with respect to the performance index
Ob
J = J* [p(x) + s 1 (x)z + z 'Q(x)z + u 'R(x)u]dt. (59)
o
It is assumed that:
I'. The scalar p, the vector s € Rm and the matrices Q,R are differentiable with 
respect to x, p(x*)=0, s(x*) = 0, Q(x)>0, R(x)>0, and for x^x*, z ^  0,
p+s'z+z'Qz > 0. (60)
Thus the optimal control should steer x,z to the desired equilibrium 
x = x“, z = 0.
We now extract from J two performance indices, one for the slow sub­
system (49) and the other for the fast subsystem (51), and formulate two 
separate regulator problems, denoted by s for the slow and f for the fast 
subsystems. From the subsystem optimal controls u and u^, we then form a 
composite control u t o  be implemented on the full system (46).
Problem s: Find u to minimize
00
J = J" [p (x) + s ' (x^d- z',Q(x)'z +u'R(x)u]dt (61)
o
for the slow subsystem (49).
Using (48) to eliminate z from (61), we obtain
where
J ~ J Cp(x) +2s 1 (x)u +u'R(x)u]dt 
o
— -1 -1 -1p = p-s 'G g +g'G' QG g
s = B^G,“1(QG'1g - \  s)
R = R +B^G,"1QG_1B2.
(62)
(63)
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From condition I 1, it follows that for x^x*, u^O,
p(x) + 2s’ (x)u + u R(x)u > 0 (64)
Applying the principle of optimality to problem s, we obtain
0 = min[p(x)+2s‘, (x)u+u'R(x)u+v (a(x)+B(x)u] (65)
u
where v is the optimal value function of (61) and v^ its partial derivative 
with respect to x. This yields the minimizing control
uq (x) = -R 1(a + j  B'v^) (66)
whose elimination from (65) results in the Hamilton-Jacobi equation
0 = (p - "s'R 17) + v (a-BR l s )  - t v  BR 1B ,v', v(x*)= 0- (67)X H X X
Now problem s is assumed to satisfy the following condition:
V. The solution v(x)>0, x/x*, and v(x'f) = 0 of (67) exists and is
differentiable with respect to x for all x£ D. Furthermore, v (x ) = cq >0 
is taken to be the boundary of the set D.
Then it follows from condition V that uq is the unique optimal feedback control 
for problem s and v is a Lyapunov function of the optimally controlled slow 
subsystem
x = a-BR 1(s+|- B'vp (68)
establishing that x* is asymptotically stable with D as its domain of attraction.
Problem f : Find u_^  to minimize
00
Jf = j* (ZfQ(x)zf +u^R(x)uf)dt (69)
o
for the fast subsystem (51).
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Letting x be a constant vector parameter, the optimal control for
(50), (69) is
uf(x,zf) = -R 1 (x)B^(x)V(x)zf (70)
where V(x) is the positive definite stabilizing solution of the x-dependent 
Riccati equation
0 = -V(x)G(x)-G’(x)V(x) +V(x)B2 (x)R_1(x)B^(x) V(x)-Q(x). (71)
From the solutions to the problems s and f, we formulate the 
composite control for the full problem (46), (59) as
uc (x,z) = -(I-r "1B^VG"1B2)r "1(s + j  B ,v^)-R_1B^VG"1g-R'1B^Vz. (72)
Implementing uc on the full system, we have the following result.
Theorem 4 : If conditions V and
VI. G is nonsingular and
1rank[B2,GB2,...,G “ B2] = m  (73)
are satisfied and the asymptotic series expansion in \i of the optimal control 
u t for the full problem (46), (59) exists, then uc in (72) is an 0 ( jjl)  near- 
optimal feedback for the full system (46) in the sense that
uopt-Uc = 0(ti>- <74>
Thus through the separate designs of the subsystems, we obtain a 
^-independent near-optimal feedback solution to the full problem. Details are 
found in [6].
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3.5. Perturbations and Multi-Modeling
To capture the multi-model nature of large scale system control 
problems and to relate it with multi-person cooperative and conflicting 
strategies, we introduce a perturbational description of a class of multi-model 
situations and define a robustness property with respect to this type of model 
uncertainty. The main tool for an analysis of this property is an extended 
multi-parameter singular perturbation method. The perturbational approach seems 
to be a necessary step since if the strategies are not applicable to situations 
with small model uncertainties, they are unlikely to be useful when the 
uncertainties are large.
Consider a large scale system presentable in the form
s s
x = A x + E A . z. + S B  .u. ° J=1 °J J j=l oj j
£.z. = A. X + A . . Z . +  S fi. .A. .z. +B. .u.Il IO 11 1 1J 1J j 11 1
(75)
where £^>0, i = l,...,s are small singular perturbation parameters representing 
time constants, inertias, masses etc. and £ ,  i^j, i,j=l,...,s are small 
regular perturbation coupling parameters. The system is strongly coupled 
through the slow dominant dynamics represented by x, with weak couplings between 
the fast subsystem states z . In this system each decision maker will select
his control strategy u. according to his performance criterion J..1 i
For an exact decision making problem the model (75) should be used. 
However in practice each decision maker uses a particular simplified model of 
the system retaining the dominant dynamics of the whole system and the detailed 
dynamics of his own subsystem, thus neglecting the fast dynamics of the other 
subsystems. For the decision maker k this is achieved by setting £. =0, j ^ k
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and £ „ = 0 ,  i £ j, in the model (75), yielding
x. = A x. 4- Z A . z. + Z B .u.Tc ole j=1 oj j j=l oj j
V k  = +Akkzk + ^ “k
0 = Aioxk + A iizl + B i i V  iiik> i = 1>-"«s-
Under the assumption that A^ ,  are nonsingular, the substitution of
z. = -A.}(A- x. +B..u.), i^k, i = l,...,s l n v 10 k li iy 5 ’ * *
into (76) results in the k-th simplified model
(76)
x, = A1x1 + A 1z1 + B 1u1 + Z B 1 .u. k k k ok k ok k -j^k kj j
= \ o xk + \ k Zk + Bk k \
(77)
(78)
where
A, = A - Z A .a 7*A. , B, . = Z (B .-A .a T V . ) .  k o oj jj jo kj Oj Oj jj Jj'
In this construction a multi-model situation is described by a multi-
2parameter perturbation scheme in the parameter space of s parameters and
2£ ^ . For convenience these parameters are ordered as components of an s - 
dimensional vector £, where &12 = £g+1, = £g+2 etc. The decision making
problem is thus characterized by the following properties.
Our problem is now to investigate the asymptotic behavior of the 
response of the system (75) as £ -» 0 along any trajectory in C . Although £-> 0 
means that p--» 0 and thus a multi-parameter problem for £ is reduced to a 
single-parameter problem for p,, the fundamental difference from earlier 
singular perturbation problems is in the presence of a bounded, but arbitrary 
vector O', representing the arbitrariness of the trajectory along which £-*0.
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The desired result on the asymptotic behavior of (75) must therefore be 
independent of a .
For simplicity the analysis will be restricted to the case of two 
decision makers. Since the model assumed by each decision maker (78) has the 
form of a single parameter singularly perturbed system, it can be treated 
using the method of [2]. In that treatment the design is based on two models.
A reduced model obtained by setting the small parameter equal to zero, and a 
fast model representing the fast dynamics associated with that parameter. Since 
in our case the two decision makers obtain the same reduced order model, we are 
left with three problems in three different time scales.
Slow problem characterized by
xs A x +B-. u +B„ u , s s Is Is 2s 2s x (0) = x s o (82)
where
As Ao ~ AolAllA lo " Ao2A22A2o 
Bls = Bol ~ AolAllBll’ B2s = Bo2 "Ao2A22B22
Fast problem 1 for the fast dynamics of the first subsystem
d T 1 AllZlf+ B llUlf’ zif(°) zlo " All(Al0Xo + B llUls(0)) 
where = t/g.^ .
Property 1: Each decision maker knows only his own simplified model (78)
based on which he designs his strategy.
(83)
Property 2 : These strategies are then applied to the actual system described
by the full model (75).
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Property 3 : The slow part of the k-th simplified model (78) is obtained by
setting = 0 in (78), which corresponds to setting £ =0 in (75). Thus all 
decision makers use the same model of the slow part of (75).
We note that property 3 implies the existence of a mutually agreed 
reduced order "equivalent1* of the full model (75). This assumption is less 
realistic than properties 1 and 2, but greatly simplifies the analysis.
The k-th decision maker uses his simplified model to predict the 
response of the system (75). His strategy should result in an actual response 
which is close in some sense to the predicted one. This closeness is to be
established for a set C of values of £. Since the first s components of £ are
2
gpositive, the desired set CCIR is a cylinder whose base is a conical sector 
He RS , that is,
2
C = {& € RS : (£1,...,£s)€ H} (79)
gwhere H is the convex hull of an arbitrary set of vectors h.,...,h 6 R withI s
all components positive. For all £( C, the vector £ can be represented as
£ = va , = ||£|| , |H| = 1 (80)
and the vector O' has the property
0 < ¡3 j <a^ — < 1 > l< j < s .  (81)
Fast problem 2 for the fast dynamics of the second subsystem
dz
dT A22Z2f+B22U2f’ z2f(0) z2o_A22(A2oXo + B 22U2s(0)^ (84)
where T = t/£ .
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The desired closeness result for a stabilizing state feedback design
is now formulated as follows.
Theorem 5: Suppose that u„ = G, x , u„ = G„ x , u, ,. = G., z„ and u„ _ = G„z„---------  Is lo s 2s 2o s If 1 If 2f 2 2f
are designed such that xg, and z2f meet some specifications. If the
controls
(85)
and
(86)
are applied to the system (75) and if (Ag + BlsG^0 + B2sG2o^J A^ 11+ G 11G1^ and 
^ 2 2 + 'B22G2^ are sta^^ -e then for all t > 0
as £-»0 along any trajectory within C, that is for arbitrary vector ot, bounded 
by (81).
Theorem 5 shows that it is possible to develop multi-parameter 
perturbational schemes to analyze asymptotic properties of strategies based
reveals the sensitivity of strategies to errors in modeling the system.
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4. LEADER-FOLLOWER STRATEGIES
4.1 Introduction
The control and operation of an interconnected power system consist­
ing of several electric utilities provides the motivation for the multicon­
troller or multiple decision maker framework described in this chapter.
For each utility or subsystem, a set of local control inputs are to be chosen 
so as to achieve satisfactory performance with respect to a local criterion 
function. The local control inputs affect the entire interconnected system.
For practical situations it could be expected that the local inputs would 
have greater influence on the local subsystem than on the other subsystems. 
However, the influence of the local inputs on other subsystems would not be 
entirely negligible because the interconnection would be trivial otherwise.
Thus the local criterion functions are affected not only by the local inputs 
but also by the inputs to the other subsystems through the variables involved 
in the interconnection. Such a situation naturally leads to a differential 
game or multistage game framework where the decision makers associated with 
the subsystems are the players.
In the context of interconnected power systems it is plausible to 
regard some priority sequence with respect to the several performance criterion 
functions. Furthermore, there may be an imposed hierarchy of control structure. 
For example, control inputs affecting security are of greater importance 
and should take precedence compared to inputs affecting economic operation.
These considerations suggest that leader-follower strategies known as
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Stackelberg strategies have potential relevance to the control of inter­
connected power systems.
Leader-follower strategies were first considered by von Stackelberg 
in connection with static duopoly problems in economics [1]. This concept 
was generalized to strategies for two-person nonzero-sum differential games 
and multistage games with perfect information by Cruz and coworkers [2,3,
4,5]. In these dynamic games, in contrast to static games, there is a richer 
set of information structures. In general, different information structures 
lead to different Stackelberg solutions. For example, open-loop Stackelberg 
strategies and closed-loop Stackelberg strategies are different [2,3]. They 
generally do not satisfy Bellman's principle of optimality [3,4]. However, 
the feedback Stackelberg strategy [4] and the equilibrium Stackelberg strategy 
[5] do satisfy the principle of optimality. The feedback Stackelberg 
strategy has been extended to two-person stochastic multistage games [6] 
and the open-loop Stackelberg strategy has been extended to two groups of 
players in a deterministic differential game [7]. Finally, the Stackelberg 
strategy has been proposed for multilevel deterministic systems [8]. Before 
describing our new results obtained during the year, we briefly review the 
Stackelberg concept for static games, and for two-person differential games 
and multistage games.
4.2 Leader-Follower Strategies for Static Games
Consider two players. Player 1 chooses control u^ and Player 2 
chooses control u^. The cost function associated with Player 1 is J^u^,^) 
and the cost function associated with Player 2 is ^(u^,^). Designate
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Player 1 as leader and Player 2 as follower. For each control u^ chosen 
by Player 1, Player 2 chooses u^ = T2 (u^) where T2 is a mapping from
to u2 such that
j2(u i>t2(u i)) ^ J2^ul,u2^ (1)
for all u ^ . For simplicity we assume that for each u^, T2 (u^) yields a 
unique u • The leader chooses u* such that
J1 (ui ,t2 (ui ) ) r  r  2 v i (2 )
for all u^. The strategy u* is the Stackelberg strategy for Player 1 and 
U2 = ^ 2 U^1^ t*ie Stackelberg strategy for Player 2 when the leader is 
Player 1. Similarly, when Player 1 is follower and Player 2 is leader,
Jl(Tl(u2),u2) < J1(u1,u2) for each u£ and for all ^ (3)
J 2 (T 1 (U2*)>U2*> < J 2 (T ! ( u2>,u 2) f ° r  a11 U2 (4 )
where T^ is a mapping from u2 to u^, u** is the leader Stackelberg strategy
and u** = T^(u**) is the follower Stackelberg strategy.
In comparison, the Nash strategy pair ,U2N^ aS <*e^ nei* by
J1(U1N’U2N) - J1(U1’U2H) f°r 311 “l
and
J2 (U1N’U2N) ^ J2 (UlN,U2> f°r a U  U2 ' 
Clearly, from (6)
U2N = T2 (U1N^
and from (2),
Jf ( U 1  >T2  (u'-^) ) < Ji (u 1m ,T0 (ulTCT) ) .
(5)
(6)
( 7)
1v IN’ 2 V IN' (8)
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Similarly, from (5)
U1N T1('U2N^
and from (4)
J2(Ti(uf),u-)< J2(Ti(u2n ),u2n).
(1)
( 10)
Thus for the leader the Stackelberg strategy is at least as good as the 
Nash strategy. For the follower, the Stackelberg strategy may or may not 
be preferable compared to the Nash strategy.
The explicit mappings T^ and T^ may be difficult to obtain, and 
in the dynamic game case, these are complicated operators. Alternatively 
we have the following necessary conditions, for the case when Player 1 is 
leader:
dJ
du.2 = 0
d [ j. + X
dJ9
¡7-^ 3du^ L 1 du2
d [ J, + \
dJ9
r— ~]du2 1 SU2
= 0
(11)
(12)
(13)
4.3 Two-Person Dynamic Games
Consider a dynamic system
x = f(x,u1,u2)
and associated cost functions
= KjxCT)]
T+ J Li(x,u1,u2)dt 
o
(14)
J.i i-1,2 (15)
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With Player 1 as leader, the necessary conditions for (u^,u2) to be an 
open-loop Stackelberg strategy pair are [2,3]:
• | _P = -
bHr _/
bx
where
and
p'(T) =
ÔK2[x (T)] 
bx (T)
H2 (x,u1,u2,p) = L2 (x ,u 1,u2) + p'f(x,u1,u2)
ôHj
bu. = 0, i-1,2
x i =
oH.
bx
(16)
(17)
(18)
(19)
(20) 
(21)
ÔK^xCT)] 
X l ^  ~ bx (T)
b2K (x(T))
^9 (T)[----------]
ôx(T)Z
b ^
\2 (0) = 0
(22)
(23)
Explicit solutions in terms of matrix Riccati equations are given for the 
linear-quadratic problem in [2,3] . Necessary conditions for the closed 
loop Stackelberg strategy are extremely difficult to characterize. Simpli­
fications are possible when the structure of the control law is constrained, 
i.e., restricting the control law to be linear.
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The feedback Stackelberg strategy is much easier to characterize 
than the closed loop Stackelberg strategy. It is also computationally 
vastly simpler. Its main advantage is that dynamic programming may be 
employed to compute the control law whereas for the closed loop Stackelberg 
strategy, the principle of optimality does not hold [4] .
Consider the multistage discrete game defined by
x ( i + l )  = f(xQ), X, u1(X),u2 (i)), x ( 0 )  =  x q ,  X*0,...,N-1,
(24)
where the state x(X) and the decision (control) variables u^(X) and u2 (X) 
are n~dimensional, m^-dimensional, and m2-dimensional vectors of real 
numbers for all 4= 0,1,...,N-1. Let the cost functionals defined over 
stages k,...,N be of the form
N-l
Ji(x(k),k,u1,u2) = K± (x (N) + £ L^xOe), X ,u (X) ,u2 (X) ), (25)
l=k
where ui = (ui(k),...,u (N-l)), i=l,2. Suppose that Player 2 is the
leader, and assume that the transition from the kth to the (k+l)th stage
is under consideration. Let uf _ and uf _ be the Stackelberg feedbacklsz zsz
strategies for the game starting at stage k+1 and ending at stage N, and
let V (x (k+1), k+1) = Ji (x(k+l) ,k+l, uxs2»u2s2^i i=l>2> be t,ie costs
corresponding to these strategies and obtained from
N-i f f
V. (x(k+l),k+l) = K.(x(N)) + S L (x(X),ji,u, ,(i,x(i»,u?
1 1 ji=k+l
i-1,2, (26)
where x(X) is obtained from
x(X+l) — f(x(X),X,u^s2(X,x(X)),u2s2(X,x(X))) X=k+1,...,N-1. (27)
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The cost functionals for the game defined over stages k,...,N can therefore 
be written as
Ji (x(k),k,u1(k),u2 (k)) = V.(x(k+l),k+l) + L.(x(k),k,u1(k),u2 (k)). (28)
Assuming that no constraints exist on the controls, we see that, for a 
fixed u2 (k), the follower (Player 1) determines his optimal u^(k) (assuming 
that it exists) as a function of u2 (k) and x(k) from
3 (x(k),kjUl(k),u2 (k))/3Ul (k)
= [3V (x(k+l),k+l)/3x(k+l)][3f/3u1(k)] + 31^/3^ (k) = 0. (29)
The leader, therefore, must minimize J (x(k) ,k,u^ (k) ,u2 (k)) subject to 
(29) as constraint. The necessary conditions for this minimization are
3 L + [3V2 (x(k+l),k+l)/3x(k+l)][3f/3ui(k)] - (3/3^ (k))
X [^’(kjtS^/Su^k)] ' + X ,(k)[3f/3u1(k)],[3V1(x(k+l),k+l)/3x(k+l)]'] = 0,
1=1,2, (30)
where X(k) is an m^-dimensional Lagrange multiplier. When (29)-(30) are
solved, uf (k,x(k)) and V.(x(k),k) for the game from k to N are obtained, t s 2 i
This procedure is then repeated until the starting stage is reached. The 
boundary conditions for (29)-(30) are given at the terminal stage by 
Vi(x(N),N) = K^xiN)); i-1,2. For further details see [4,5].
4.4 Feedback Stackelberg Strategies for Linear Multistage Games
During the year we derived recursive equations for the discrete­
time general linear quadratic problem with tracking and cross and linear
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terms in state and control. In addition, sufficient conditions have been 
derived for the existence and uniqueness of the feedback Stackelberg stra­
tegies. In this problem formulation, the feedback gain matrix and the open 
loop component of the feedback Stackelberg controls are independent of the 
initial state.
It is assumed that player two, controlling is the leader
and player one, controlling u^k , the follower. The state equation is given
by
k+l \ * k  + BlkUlk + B2kU2k (31)
k=0,1,...,N-1
The cost function which each player desires to minimize is given by
ilk(uik
+ (xk - xlk)’G
(32)
control trajectories for each player.
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The optimal cost to go from time k is of the form:
Vi(xk ,k) 2 i i A  + Pikxk + ^ik 1 1,2‘ (33)
Recursive equations for K ^ ,  and 5 ^  are found, using the principle of
optimality. The optimal controls are of the form
Uik " Mi,k+lXk " Zi,k+1 1 1,2 (34)
where M and Z are expressed in terms of K, P, and §, which are independent 
of the initial state. Details are given in [8].
4.5 Closed-loop Stackelberg Strategies in Linear-Quadratic Problems
We have considered the problem of obtaining linear closed-loop 
Stackelberg strategies for two-person linear differential games with quadratic 
cost functions. We have shown that in general the leader control law is 
nonlinear. By redefining the leader cost function to be the expected value 
of the previously considered cost function, assuming that the initial state 
is uniformly distributed over the unit sphere, necessary conditions for 
linear closed loop Stackelberg strategies have been derived. The control 
law is obtained by solving a set of coupled matrix equations. The procedure 
has been extended to multilevel problems with more than two levels. Explicit 
recursive equations have been derived for the case of three levels. For 
details see [9] .
4.6 Open Loop Multilevel Stackelberg Strategies in Linear Quadratic Systems
The general multilevel Stackelberg problem has been described 
in [10]. We have derived the explicit recursion formulas for open-loop 
Stackelberg strategies in multilevel linear systems with quadratic performance
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indices. They lead to a two-point boundary value problem involving coupled 
matrix nonlinear equations. We have shown that the two point boundary value 
problem is avoided by transforming it to the solution of a higher order 
matrix Riccati equation. Several properties of the high order Riccati 
equation allow simplifications in the solution and thus the two-level solution 
in [3] is generalizable to multilevel ones. For more detail see [11].
4.7 Sampled-Data Stackelberg Coordinator Scheme for the Multicontroller 
Problem
We have considered a hierarchical control structure with one 
coordinator, regarded as leader, and several other decision makers, regarded 
as followers, for a large scale continuous-time system. An open-loop 
Stackelberg solution is computationally simpler than the closed loop solution 
but it is inadequate for problems defined over a long time horizon. The 
sampled data approach has the ability to maintain computational simplicity 
similar to that of the open loop solution while maintaining the responsiveness 
of a feedback solution. We have derived details of the computational procedure 
for such a sampled data structure where the coordinator is the leader, and 
the other controllers are followers whereby the followers adopt a Nash 
philosophy relative to each other. Details can be found in [12].
4.8 Decentralized Stackelberg Strategies for Interconnected Stochastic 
Dynamic Systems
A two-level sequential decision problem for the control of inter­
connected stochastic linear discrete-time systems has been investigated.
A coordinator occupies the first level, as in Section 4.7, and at the second 
level, there are several decision makers associated with several subsystems.
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The information available to each decision maker may be different from those 
of the others. Necessary conditions have been derived for determining the 
stochastic control laws for each subsystem for various types of information 
structure. The Stackelberg strategies are of the feedback class. Details 
are given in [13].
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