ABSTRACT Microgrid is envisioned to be an effective framework to integrate distributed generations, energy storage systems, and various loads. As an important form of distributed generation, renewable generation may change rapidly and frequently, which poses great challenges on the management and control of microgrids. Energy storage systems are often utilized to address the intermittency of renewable generations. This paper proposes an optimal control-based energy management of multiple energy storage system to dynamically minimize the adjustment cost while keeping track of the energy storage system state of charge and maintaining the supply-demand balance in a microgrid. The proposed algorithm has taken the influences of time-of-use price, time-varying distributed generations and loads, transmission loss, energy storage system charging/discharging, and storage efficiency into account. The optimality of the proposed algorithm is guaranteed through rigorous analysis. Simulations on a 5-bus microgrid under various conditions demonstrate the effectiveness of the proposed algorithm.
I. INTRODUCTION
Driven by the ever growing energy demand from industrial load, commercial load, residential load and electrical vehicles, the worldwide energy demand is expected to steadily increase in future years [1] , [2] . In traditional power grid, electricity is centrally generated and then transported to the end users over long distances and dispersed locations. Such complicated structure with increasing probability of grid instability and outages may confront great challenges to accommodate the continuous demand growth, as evidenced by the recent outages in North America that cost millions of dollars [1] , [3] .
Distributed generation (DG) is becoming a new paradigm to produce reliable and high quality electrical power, as an important complement of centralized energy production. However, DG from renewable energy sources such as wind and solar power pose new challenges to the grid due to their highly intermittency nature [4] , [5] . Microgrid (MG) is a small scale power system, which is mainly composed of DG units, loads and energy storage systems (ESS). MG has gained significant attention recently, and is envisioned to be a promising solution to integrating various DG and distributed ESS into the power grid [6] . The benefits of MGs include better compatibility, higher efficiency, increased reliability, reduced environmental impact, and timely response to growing consumer demand [7] - [9] .
Managing a MG with a wide variety of DGs, dynamic loads and ESSs is a challenging task, especially under high penetration level of renewable generation (RG). RG is usually controlled using the maximum peak power tracking algorithms [10] , [11] to emphasize high energy utilization efficiency. Thus, it is considered as non-dispatchable generation as a result of the fast changing and uncontrollable weather conditions. Due to the presence of nondispatchable generation and time-varying load demand, there exist essential active power balance issues of generation, load and energy storage in MGs at different time scales.
The coordinated control scheme of MGs can be considered as a tri-level hierarchical structure [12] , [13] with the primary decentralized droop control of power electronics devices at the time scale of a few seconds, secondary control of frequency/voltage restoration and synchronization at the time scale of minutes, and tertiary control for energy management in an economical way [14] , [15] . This paper focuses on the tertiary control for energy management of a small-scale and low-voltage MG, which is composed of non-dispatchable RGs, ESSs and time-varying loads.
There exists abundant literature on the energy management of ESSs in MGs. Sortomme and El-Sharkawi [16] utilize particle swarm optimization to reduce the costs of microgrids with controllable loads and battery storage by selling stored energy at high prices and shaving peak loads. Chiu et al. [17] propose economical demand-side ESS management based on H∞ design to minimize the cost by charging the ESSs during low-price periods while discharging the ESSs during high price periods. Chakraborty et al. [18] propose linear programming algorithm along with heuristics to minimize microgrid operation cost and optimize the ESS's state of charge (SOC). Jiang et al. [19] utilize a mixed-integer quadratic programming for battery ESS energy management to improve reliability. Lin et al. [20] , established an mixed integer linear programming to make energy-charging decisions of multiple electric vehicles to minimize the total energy usage cost. Ouammi et al. [21] propose an optimal control algorithm for ESSs to minimize the power exchanges among multiple MGs and maintain the ESS's SOC level around a proper value. Choi et al. [5] , a robust optimal control strategy for an ESS of a grid-connected microgrid was proposed to maintain a high level of economic benefit. Li and Dong [22] proposed a real-time bidirectional energy control algorithm to minimize the net system cost from energy trading as well as battery storage inefficiency subjected to the battery operational constraints and energy trading constraints. However, electric line power flow constraint is not sufficiently addressed.
Although existing approaches are able to achieve satisfying results for their formulated objective functions, there are still some significant drawbacks. First, some intelligent methods like particle swarm optimization, ant colony, genetic algorithm, etc., may suffer from local optima and introduce undesired disturbance to the system for online implementation since they are based on stochastic search. Second, some important factors are overlooked for the problem simplification, i.e. ESS charging efficiency, ESS storage efficiency, limit of power flow on transmission line, power loss, dynamic electricity price, etc. Third, only optimal steady-state value is addressed by most existing optimization methods, the costs of dynamic adjustments have not been investigated. Large and abrupt adjustments will introduce various costs on different controllable devices due to their influences on wearing and life cycle [23] . For the control algorithms to be more reasonable and economical viable in smart grid real-time operation and control, costs of dynamic adjustments need to be taken into consideration.
To address the afore-mentioned drawbacks, this paper proposes an optimal control based algorithm to dynamically minimize the adjustment costs, while keeping track of the ESSs' SOC level and maintaining the supply-demand balance in a MG. The proposed algorithm has been tested on a 5-bus MG under various conditions, which proves its effectiveness. The major features of the proposed optimal control based algorithm for ESSs energy management are summarized as follows:
1) The influences of time-varying DGs and dynamic loads, transmission loss, ESS charging/discharging and storage efficiency are addressed;
2) Time-of-use (TOU) price is considered when designing the optimal SOC references for ESSs;
3) Optimal control algorithm is proposed to minimize the adjustment costs during the dynamic process;
4) The optimality of the proposed algorithm is guaranteed through rigorous analysis.
The rest of the paper is organized as follows. Section II introduces the system model. Section III describes the problem formulation of the ESSs energy management. Section IV presents the proposed optimal control based algorithm. Section V discusses the simulation results of the proposed algorithm, and Section VI provides the conclusion and points out the future work.
II. SYSTEM MODEL
This section presents a small-scale, low voltage microgrid, which is composed of multiple DGs, ESSs, and loads. The microgrid can operate in either grid-connected mode or islanded mode, which is controlled by the breaker. In grid-connected mode, the microgrid can either sell the excessive power into, or buy insufficient power from the main grid. As shown in Fig. 1 , there are five buses connected by five power lines. Denoted the power flow on the power line as u = [u 1 , . . . , u 5 ], where u i > 0 indicates the power flow follows the direction of the arrow, and u i < 0 implies the power flow is opposite to the direction of the arrow. For example, u 2 > 0 implies bus 1 is feeding power to bus 2 through the power line, and u 2 < 0 means power flows from bus 2 to bus 1.
For each bus, the balance of power flow in and out should be maintained at any time, which is described as
where P G,i (t), P L,i (t), and P B,i (t) are the local distributed generation, load demand, and the ESS power (P B,i (t) is negative if the ESS is being discharging), N i is the index set of power flow into/out of bus i, and B ij is defined as follow 
For the microgrid shown in Fig. 1 , according to Eqn. (2), the topology matrix B is represented as where the coefficient β i = k i u i with 0 < k i < 1 is a function of the injected power that models the power transmission efficiency due to the power loss. Note that, for different power lines, k i can be assigned with different values, which are determined by the material, physical distance, etc.
III. PROBLEM FORMULATION
RG as one of the important forms of DG is gaining significant attention recently, due to its abundance, cleanness, and free primary energy source. However, the intermittency of RG, i.e. wind and solar power, poses new challenges to the management and control of MGs, especially under high penetration levels. The maximum peak power tracking algorithms emphasize high energy usage efficiency but may cause a supply-demand imbalance when the available renewable generations do not match the total load demands.
ESSs are power electronics-based devices with fast response. They are often proposed to alleviate the impact to the microgrid operation, caused by the integration of intermittent RGs [20] , [24] , [25] . ESSs can be utilized as buffer to absorb excessive power during peak generation periods, compensate the insufficient power during peak load periods, and they can also balance short-term variations in total net load.
According to Eqn. (1), the active power supply-demand balance at each bus in a microgrid is represented by
where P G (t), P L (t), and P B (t) are vectors of distributed generation, local load demand, and the charging/discharging power of ESS, respectively. The dynamic behavior of the ESSs is described as
where
where A is a diagonal matrix with 0< [A ii ] < 1, denoted as the energy storage efficiency, SOC(t) is the instant state of charge, I n is an n-dimensional identity matrix, t is the discrete time step, η is a diagonal matrix with [η ii ] as the ESS i charging/discharging efficiency, and SOC min i , SOC max i are the predefined minimum and maximum SOC of ESS i,respectively. Substituting Eqn. (4) into Eqn. (5), yield
where P(t) is the local distributed generation and load demand mismatch defined as
TOU pricing is one of the most effective methods of energy management [26] - [29] that utility companies can employ to influence user behavior and regulate the load profiles. The users are encouraged to store more energy during off-peak hours, and release the stored energy during on-peak hours to reduce total cost and lead to a more smooth demand curve. TOU pricing is usually updated hourly, which is a significant larger time scale than that of the ESS control and optimization. The price threshold is generally user-specified. Lower bound price threshold p min r,i indicates the user's willingness to buy more electric power for having high energy storage reserve in ESS; Upper bound price threshold indicate the user's the desire to sell the electric power in the ESS for profit. The reference SOC of the ESS is updated as follows:
where D is a diagonal matrix with 0 < [D ii ] < 1, D ii is the inertia coefficient to maintain the present SOC, r(t) = [r 1 (t), . . . , r n (t)]' is the SOC reference control input signal, p r (t) is the TOU price.
The SOC reference will converge to the desired SOC * , which is proved as follows
Since 0 < [D ii ] < 1, the error between SOC reference and SOC * will converge to zero,
Therefore,
The objective of the ESSs energy management is to minimize the difference between present SOC(t) and SOC ref , and the power flow on the power line to reduce power loss, which is described as follow
s. t. Eqn. (6) and (7). where S, Q, R are the weight matrixes for final states, dynamic states, and control variables, respectively, T is the final discrete time step, and e(t) is defined as
It should be noted that in Eqn. (1), the generation and load demand is considered as uncontrollable variables. Eqn. (1) can be rewritten as:
It can be observed that P B,i is in linear relationship with u j (t), j ∈ N i and in the objective function (14) , u(t) 2 2 is to be minimized, therefore the adjustment of P B,i is minimized to some extent.
IV. PROPOSED ALGORITHM FOR ESS ENERGY MANAGEMENT
Define the SOC of the ESS as the state variable x(t), Eqn. (7) is rewritten as
The objective is to find the control sequence u (1), . . . , u(T ) that minimize J . The solution to the optimal control problem of Eqn. (14) is given by [30] :
where λ(t + 1) is a vector of the Lagrange-multipliers, satisfying the following conditions
where Eqn. (19) and (20) are the state and co-state equations, respectively, Eqn. (21) is the boundary conditions. The two-point boundary problem of Eqns. (19)- (21) can be solved by assuming
Eqn. (22) is valid for all t = 1, 2, . . . , T , especially,
Substituting Eqn. (23) 
into Eqn. (18), yield u(t)
= −R −1 B (t)(S 1 (t + 1)x(t + 1)+ηS 2 (t + 1) P(t + 1) t)
B(t)u(t) + I n P(t)] t)
+ ηS 2 (t + 1) P(t + 1) t) = −R −1 B (t)(S 1 (t + 1)Ax(t) + ηS 1 (t + 1)B(t)u(t) t + ηS 1 (t + 1) P(t) t + ηS 2 (t + 1) P(t + 1) t). (25) Therefore, u(t) can be derived from Eqn. (25) as
where,
Next, S 1 and S 2 are obtained by substituting Eqns. (19) and (22) 
S 1 (t)x(t) + ηS 2 (t) P(t) t = Qx(t) + A [S 1 (t + 1)(Ax(t) + η(B(t)u(t) − I n P(t)) t
+ ηS 2 (t + 1) P(t + 1) t] = (Q + A S 1 (t + 1)A − A S 1 (t + 1)B(t)F −1 (t + 1) × B (t)S 1 (t + 1)A)x(t)η[A S 1 (t + 1) + A S 2 (t + 1) − A S 1 (t + 1)B(t)F −1 (t + 1)B (t)S 1 (t + 1) − A S 1 (t + 1)B(t)F −1 (t + 1)B (t)S 2 (t + 1)] P(t) t.(31)
Eqn. (31) is valid for all x(t) and P(t), thus
Eqn. (32) and (33) show that, S 1 and S 2 can be calculated backwards from Eqn. (24) .
Usually, for ESS owners, they have a desired final state, i.e. SOC ref introduced in Section II. Therefore, the control input is modified as
The pseudo code of the proposed optimal control based algorithm is provided in Table 1 . 
V. SIMULATION STUDIES
In this section, several case studies are presented to exhibit the effectiveness of the proposed optimal control based algorithm. Case study 1 investigates the performance of the proposed optimal control algorithm for ESS energy management under constant DG and load demand condition, whereas case study 2 is carried out for the time-varying DG and load demand situation. Case study 3 investigates the performance of the proposed optimal algorithm in one-day period.
A. CASE STUDY 1: CONSTANT DG AND LOAD DEMAND
The targeted microgrid is shown in Fig. 1, which contains The price threshold boundaries are set by the author for the case study. However, these values can be set to different values by users according to the cost of ESS maintenance, expectation of electric price in next time period, requirement for ESS reserve, etc. The detailed determination of the price threshold boundaries is out of the scope of this paper. The users predefined price thresholds and other important parameters are provided in Table 2 .
The initial SOC for five ESSs is assumed to be: electricity price is 5.8. As shown in Fig. 2 , the ESS users can discover the desired SOC within 5 iterations. The instant electricity price is higher than the upper bound price defined by user 3, and less than the lower bound price defined by user 5, thus, preferred SOC reach the lower limit of 20% and upper limit of 80% for users 3 and 5, respectively. Fig. 3 shows that the instant SOC of the ESSs reach their desired values under the proposed optimal control based algorithm, as also evidenced by Fig. 4 , where the differences between instant SOC and the desired SOC converge to zero. active power is balanced, only the compensation for the ESS storage leakage and the power line loss is required.
If the users just set their preferred SOC for ESS based on the instant price without considering present SOC (t) as in Eqn. (9), the power flow on the transmission may exceed the limit under the proposed optimal control algorithm, as shown in Fig. 6 . Larger value of D ii, , which assigns higher weight on present SOC, leads to slower convergence to the desired SOC but imposes less stress on the power line.
Next, assume the local active power imbalance at all buses is [−5, −10, −5, −10, 0] kW. As shown in Figs. 7 and 8 , SOC(t) of the ESSs still converge to the desired SOC. The power flow (u 1 ) into bus 1 is 32.95 kW, which equals to the total active power demand plus the power line loss, ESS charging/discharging efficiency and ESS storage leakage, as shown in Fig. 9 . Also, the power flow (u 5 ) into bus 5 is almost zero, since bus 5 is the terminal bus and the local active net power is zero.
B. CASE STUDY 2: TIME-VARYING DG AND LOAD DEMAND
This study case demonstrates the performance of the proposed optimal control based algorithm for ESS energy management under time-varying DG and load demand condition.
As shown in Figs. 10, ESSs reach their desire SOC when the local net power is time-varying under the proposed optimal control based algorithm. The initial error is the difference between the initial SOC and the desired SOC, which approaches to zero as shown in Fig. 11. In Fig. 12 , for buses 1-4, where the local net power is nonzero, the power flows on the transmission lines compensate the imbalance fluctuations. power is balanced and no external power is needed. u 1 is with the largest value since it is connected to the main grid to receive the external power for compensating the power insufficiency in the microgrid.
C. CASE STUDY 3: ONE-DAY PERIOD
This study case investigates the performance of the proposed optimal control based energy management of multiple ESSs for one-day period.
According to the pseudo code of the proposed control algorithm Table 1 , for each control period T = 1 hour, the variables of S 1 (t) and S 2 (t) are calculated in a backward way using the information of weight for final error states (S 1 (T ) = S and S 2 (T ) = 0) for each sampling time period t = 1min. The control variable in Eqn.(34) is updated for each sampling time period t based on the information of present power mismatch P(t) and P(t + 1). In the simulation, P(t + 1) is approximated as 13 shows the time of use price for 24 hours, the peak load period is from 10 am to 5 pm. Figs. 14 & 15 shows the dynamic load and local generation profiles on different buses, respectively. For bus 5, it is assumed that the local generation can follow the local load demand, thus the local net power is zero, while for other buses, local generation does not match the local load demand, as shown in Fig. 16 . Fig. 17 shows the desired SOC profiles under the TOU price. The ESS users tend to maintain low SOC level when the TOU price is higher than the upper bound of the predefined price, and high SOC level when the TOU price is less than the lower bound predefined price. Fig. 18 shows the dynamic performance of ESSs SOC level. Compared Fig. 18 with Fig. 17 , the result verifies that the instant SOC can follow the desired SOC under the proposed optimal control based energy management. The error between the instant SOC and desired SOC converges to zero for each time period, as shown in Fig. 19 . Usually, there exists power flow limit on the vital transmission line, which can be addressed to some degree by increasing the weight for control variable on the specific transmission line to reduce the power flow. As shown in Fig. 21 , the peak value of the power flows on the transmission lines are significantly reduced, when the weights for the control variable are increased five times larger as However, as shown in Figs. 22&23, the dynamic performances of the instant SOC are degraded to some extent since the relative weights for state variables are lowered compared to the previous case. As it can be seen in Figs 20 and 22 , when the weight of R increases, magnitudes of the control variables decrease, which lead to smaller adjustment of the ESSs' charging/discharging power. Therefore, the weight matrices for state variable and control variable can be adjusted to meet the requirement of practical situations.
VI. CONCLUSION
This paper proposes an optimal control based energy management for multiple ESSs in a microgrid. The proposed algorithm is able to dynamically minimize the adjustment costs, considering the influences of time-of-use price, transmission loss, ESS storage efficiency, and charging/discharging efficiency. The optimality of the proposed algorithm is guaranteed through rigorous analysis. The simulation results demonstrate the significant advantages and benefits of the proposed algorithm to the management and control of a microgrid facing the intermittent renewable generation and dynamic load demand.
The proposed algorithm shares some drawbacks with the centralized approaches, which include single point failure, delay and the failure of real-time communication with one or more local controllers. An interesting future work will be devoted to developing a distributed suboptimal control algorithm, which allows decisions to be made locally with a dynamic network topology, using approaches as cooperative control, consensus theory, distributed control, etc. His current research interests include power system planning, and energy Internet (integrated energy system) planning and operation.
