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In this paper, we present a time-discrete model of epidemic population dynamics, making use of
Royama $s$ framework for a mathematical modelling of population dynamics [5-10], which is sometimes
called the ‘first-principle’ modelling. In our modelling, we assume an epidemic population dynamics
of nonfatal disease transmission, the total population being kept constant, say $N$ , according to the
epidemic time scale. We introduce the probability $P(i)$ that the number of contacts to other individuals
by an individual is $i$ per day, and the probability $(1-\beta)^{j}(0<\beta<1)$ that the individual who contacts
in $j$ times to some infectives successfully escapes from the infection. With a Poisson distribution of
$\{P(i)\}$ , our timediscrete model system can be regarded to correspond to Kermack-McKendrick model
of a system of ordinary differential equations. For our time-discrete model, we can define the general
total reproduction number per infective with its mathematical formula. We show some fundamental
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$S_{k}$ , ( ) $I_{k}$
1 $i$ $P(i)$ 1
$\langle\pi\}$ $( \pi\rangle=\sum_{i=0}^{\infty}iP(i)$ $k$ 1
$i$ ( complete mixing ) $I_{k}/N$
$k$ $\sum_{i=0}^{\infty}(I_{k}/N)iP(i)=(I_{k}/N)\langle\pi\rangle$
$P(i)$ ( ) ( )
1 $j$
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1 1 $\langle\pi\}$ $\langle\pi\rangle=\gamma$
(1) $F$ ( 2 ) [8, 9] :
$S_{k+1}$ $=$ $S_{k}e^{-\beta\gamma I_{k}/N}+(1-m)qI_{k}+\theta R_{k}$






( 2 ) [8-10] :
$S(t+h)$ $=$ $S(t)e^{-\beta\gamma h\cdot I(t)/N}+(1-m)qh\cdot I(t)+\theta h\cdot R(t)$
$I(t+h)$ $=$ $S(t)\{1-e^{-\beta\gamma h\cdot I(t)/N}\}+(1-qh)I(t)$ (4)
$R(t+h)$ $=$ $mqh\cdot I(t)+(1-\theta h)R(t)$
(3) (4) $\gammaarrow\gamma h,$ $qarrow qh,$ $\thetaarrow\theta h$
(3) $q$ $\theta(0\leq\theta<1)$ $qh$ , $\theta$ (4)
$q$
$\theta$ ( ),
( ), ( ) $qh$ $\theta h$
$q$
$\theta$ $0\leq q\leq 1/h,$ $0\leq\theta<1/h$ (1 )
$\gamma h$ $h$
$\gamma$
(4) $harrow 0$ ( 2 ) [8-10] :
$\frac{dS(t)}{dt}$ $=$ $- \beta\frac{I(t)}{N}\gamma S(t)+(1-m)qI(t)+\theta R(t)$
$\frac{dI(t)}{dt}$ $=$ $\beta\frac{I(t)}{N}\gamma S(t)-qI(t)$ (5)
$\frac{dR(t)}{dt}$ $=$ $mqI(t)-\theta R(t)$
Kermack-McKendrick
$\frac{dS(t)}{dt}$ $=$ $- \beta\frac{I(t)}{N}cNS(t)+(1-m)qI(t)+\theta R(t)$
$\frac{dI(t)}{dt}$ $=$ $\beta\frac{I(t)}{N}cNS(t)-qI(t)$ (6)




(6) $N$ $(\gamma h)$
(3) $k$ 1
$\{\pi\rangle$
$\langle\pi\}=\gamma=cN$ ( $c$ : )
(3)













2: SIRS (4) SIRS (5) $\{P(i)\}$ Poisson
(a) $\theta=0.01$ ;(b)









(basic reproduction ratio at the invasion stage) $\Re_{0}=I_{1}/I_{0}$
$\Re_{0}=\beta\langle\pi\}+1-q>1$ (7)
(7) ( )
7] $(\beta$ $)$ , $(q$ $)$ ,














( ) (2) $1/q$
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$\Re_{0}$ (basic reproduction ratio at the invasion stage)
$\mathcal{R}_{n}$ (total reproduction number)
$\mathscr{R}_{n}$ (speci $c$ reproduction number)


















$\mathscr{R}_{0}$ $=$ $\sum_{k=0}^{\infty}\{(1-q)^{k}q\sum_{i=0}^{k}\rho_{i}\}$ (11)
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$S_{i}arrow s*,$ $I_{i}arrow I^{*}$ $\mathcal{R}_{*}$
(10)




(15) ( 3 )
$s*<N$ $I^{*}>0$ ( )
$I_{i}arrow I^{*}>0$





3: SIRS (4) SIRS (5) $\mathcal{R}_{n}$ $\mathcal{R}(t)$
$\{P(i)\}$ Poisson (9), (10), (22) (a)




$(I_{i}arrow 0)$ $n$ $\mathcal{R}_{n}<1$
$\theta>0$ (

























(19) $\mathcal{R}_{0}$ (8) (10)
( 3 )
3 $\{P(i)\}$ Poisson (3)
$h$ (4)
(9) (19) :
$\mathcal{R}(t)=(1-qh)\mathcal{R}(t+h)+\frac{S(t+h)}{I(t+h)}\{1-e^{-\beta\gamma h\cdot I(t+h)/N}\}$ (20)
$\frac{\mathcal{R}(t+h)-\mathcal{R}(t)}{h}=q\mathcal{R}(t+h)-\frac{S(t+h)}{I(t+h)}\cdot\frac{1-e^{-\beta\gamma h\cdot I(t+h)/N}}{h}$
$harrow 0$ :
$\frac{d\mathcal{R}(t)}{dt}$ $=$ $q \mathcal{R}(t)-\frac{S(t)}{I(t)}\cdot\beta\gamma\frac{I(t)}{N}$
$=$ $q \mathcal{R}(t)-\beta\gamma\frac{S(t)}{N}$ (21)
(5) $t$ $\mathcal{R}(t)$
(21) $\mathcal{R}(t)$ ( 3 ) :
$\mathcal{R}(t)$ $=$ $e^{qt}\{\int_{t}^{\infty}\beta\gamma\frac{S(\tau)}{N}e^{-q\tau}d\tau\}$
$=$ $\int_{0}^{\infty}\beta\gamma\frac{S(\tau+t)}{N}e^{-q\tau}d\tau$ (22)
$\lim \mathcal{R}(t)<\infty$ $\mathcal{R}(t)$ $t$ $t$
$tarrow\infty$
(5)
$e^{-q\tau}$ $t$ ( ) $\tau$
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