Combinatorial interaction testing is a widely used approach. In testing, it is often assumed that all combinatorial test cases have equal fault detection capability, however it has been shown that the execution order of an interaction test suite's test cases may be critical, especially when the testing resources are limited. To improve testing cost-effectiveness, test cases in the interaction test suite can be prioritized, and one of the best-known categories of prioritization approaches is based on "fixed-strength prioritization", which prioritizes an interaction test suite by choosing new test cases which have the highest uncovered interaction coverage at a fixed strength (level of interaction among parameters). A drawback of these approaches, however, is that, when selecting each test case, they only consider a fixed strength, not multiple strengths. To overcome this, we propose a new "aggregate-strength prioritization", to combine interaction coverage at different strengths. Experimental results show that in most cases our method performs better than the test-case-generation, reverse test-case-generation, and random prioritization techniques. The method also usually outperforms "fixed-strength prioritization", while maintaining a similar time cost.
order of combinatorial test cases can be critical, and therefore well-ordered test case execution may be able to detect failures 26 earlier, and thus enable earlier fault characterization, diagnosis 27 and correction [29] . To improve testing efficiency, interaction 28 test suites can be prioritized [29] .
29
The prioritization of interaction test suites has been well on τ-wise interaction coverage, it may neglect λ-wise
43
(1 ≤ λ < τ) 1 interaction coverage when choosing the next test 44 1 For ease of description, in this paper we assume τ is a constant, because τ is obtained from an interaction test suite; while λ is a variable where 1 ≤ λ ≤ τ.
prioritizations; and also has better performance than the 
Background

36
In this section, some fundamental aspects of combinatorial 37 interaction testing and test case prioritization are presented. written as T P(4, 2 2 3 2 , ∅).
55
Definition 2. Given a test profile T P(k, for the SUT shown in Table 1 .
60
Definition 3. The number of parameters required to trigger a 61 failure is referred to as the failure-triggering fault interaction
62
(FTFI) number.
63
The combinatorial input domain fault model assumes that the SUT shown in Table 1 fails when both p 2 is set to 5 and 66 p 3 is set to 6, this failure is caused by the parameter interaction
67
(p 2 , p 3 ), and therefore, the FTFI number is 2.
68
In combinatorial interaction testing, a covering array is 69 generally used to represent an interaction test suite.
70
Definition 4. Given a T P(k, value combinations from the τ columns at least once.
76 Table 2 shows an example covering array for the SUT in 77   Table 1 . The covering array, denoted as CA(9; 2, 4, 2 2 3 2 ), only 78 requires a set of nine test cases in order to cover all 2-wise value 79 combinations.
80
Each column of a covering array represents a parameter of 81 the SUT, while each row represents a combinatorial test case.
82
Testing with a τ-wise covering array is called τ-wise
83
Table 2: CA(9; 2, 4, 2 2 3 2 ) for the T P(4, 2 2 3 2 , ∅) shown in Table 1 Test combinations distance (UVCD λ ) of tc against T is defined as:
where CombSet λ (tc) is the set of all λ-wise value combinations 11 covered by tc, and CombSet λ (T ) is the set covered by all of T .
12
More specifically, these can be respectively written as follows:
14
CombSet λ (T ) = tc∈T CombSet λ (tc).
In the past, minimization of the interaction test suite size 15 has been emphasized in order to achieve the desired coverage, such that: in test sequence S of T that are executed until detecting fault i.
51
The APFD for test sequence S is given by the following 52 equation from [13] :
The APFD metric, which has been used in practical 
where m and incremental strengths, and proposed a pure prioritization 50 method named inCTPri used to prioritize covering arrays.
More specifically, given a τ-wise covering array dissimilarity (WASD) of tc against T is defined as follows:
where 0 ≤ ω λ ≤ 1.0 (λ = 1, 2, · · · , τ), and Here, we present an example to briefly illustrate the WASD.
11
Considering the combinatorial test cases in Table 2 , suppose 12 interaction test sequence S = {tc 1 }, strength τ = 2, two
13
candidates tc 2 and tc 9 , and best distance ← −1;
4:
equalSet ← { };
5:
for (each element e ∈ T τ ) 6:
Calculate distance ← WASD(e, S );
if (distance > best distance)
best distance ← distance;
10:
best data ← e;
11:
else if (distance == best distance)
12:
equalSet ← equalSet {e}; CombSet τ−1 (S ) = CombSet τ−1 (T τ ), which means that
Since
where 1 ≤ λ ≤ τ − 1. Therefore, we can obtain that
where
As a consequence,
parameter, WASD(tc, S ) is only related to UVCD τ (tc, S ).
55
Consequently, the ASPS algorithm only uses τ-wise 56 interaction coverage to select the next test case, which means 57 that it is "fixed-strength prioritization". In summary, once S 1 ≤ l ≤ τ, we divide all l-wise value combinations that are
Consequently, when using a binary search, the order of time
Therefore, the order of time complexity of algorithm ASPS
13
can be described as follows:
There exists an integer η (1 ≤ η ≤ τ) such that 2 :
Therefore, we can conclude that the order of time complexity
The value of τ is usually assigned in the range from 2 to 6
Since counting the number of value 22 combinations at different strengths can be implemented in 23 parallel, the order of time complexity of the ASPS algorithm
As discussed in [40] , implementation of "fixed-strength prioritization") is
The order of time complexity of the 28 inCTPri algorithm (another "fixed-strength prioritization"
Therefore, the order of time complexity of the ASPS algorithm 31 is similar to that of both ICBP and inCTPri. 
Empirical Study
50
In Algorithm 1, which uses WASD, it is necessary to assign 51 a weight for each interaction coverage (Eq. (7)). The ideal faults as 1-wise faults, 6% to 47% of faults as 2-wise faults,
64
2% to 19% as 3-wise faults, 1% to 7% of faults as 4-wise 65 faults, and even fewer faults beyond 4-wise interactions.
66
Consequently, we arranged the weights as follows: 
74
The original covering arrays were generated using two Testing (PICT) [10] . 
Test Profile
ACTS PICT τ = 2 τ = 3 τ = 4 τ = 5 τ = 2 τ = 3 τ = 4 τ = 5 T P1(6,
36
The sizes of the covering arrays generated by ACTS and
37
PICT are given in 
formula to calculate APCC at strength λ (1 ≤ λ ≤ τ) is:
50
Additionally, since we consider λ = 1, 2, · · · , τ for an , ∅) and T P2(10, arrays with strength τ = 2, 3, 4, 5. The test profiles of two medium-sized programs, flex and grep, are from Petke et al. [30] . 9 We used the line count tool named cloc, downloaded from http://cloc.sourceforge.net, to count the number of code lines. 10 Similar to [30] , in this study we only used the faults provided with each of subject programs, in order to avoid experiment bias and ensure repeatability. 
Subject Program
ACTS PICT τ = 2 τ = 3 τ = 4 τ = 5 τ = 2 τ = 3 τ = 4 τ = 5
Subject Program Prioritization Strategy
ACTS PICT τ = 2 τ = 3 τ = 4 τ = 5 τ = 2 τ = 3 τ = 4 τ = 5 count ICBP
10
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