The estimation of the inverse covariance matrix plays a crucial role in optimal portfolio choice. We propose a new estimation framework that focuses on enhancing portfolio performance. The framework applies the statistical methodology of shrinkage directly to the inverse covariance matrix using two non-parametric methods. The first minimises the out-of-sample portfolio variance while the second aims to increase out-of-sample risk-adjusted returns. We apply the resulting estimators to compute the minimum variance portfolio weights and obtain a set of new portfolio strategies. These strategies have an intuitive form which allows us to extend our framework to account for short-sale constraints, high transaction costs and singular covariance matrices. A comparative empirical analysis against several strategies from the literature shows that the new strategies generally offer higher risk-adjusted returns and lower levels of risk. 
Introduction
Under the classical mean-variance framework of Markowitz (1952) , optimal portfolio weights are a function of two parameters: the vector of the expected returns on the risky assets and the inverse covariance matrix of these returns. The true values of these parameters are unknown in practice and investors traditionally estimate them using historical data. Several studies over the years have shown that estimation errors lead to poor out-of-sample portfolio performance (see, for example, Jobson and Korkie 1980; Michaud 1989; Best and Grauer 1991) . Unsurprisingly, a vast literature has grown around improving portfolio performance using various statistical techniques for the reduction of estimation errors (Brandt 2009 provides a comprehensive review). Despite all the research efforts, the problem of parameter uncertainty remains largely unresolved. Characteristically, DeMiguel et al. (2009a) show that the simple heuristic 1/N portfolio outperforms the mean-variance portfolio and most of its extensions. This finding has spawned a new wave of research that seeks to develop portfolio strategies superior to 1/N and to reaffirm the practical value of portfolio theory (e.g., DeMiguel et al. 2009b; Tu and Zhou 2011) .
The present work deals with parameter uncertainty by developing a new methodology for the estimation of the inverse covariance matrix that aims to improve out-of-sample portfolio performance. We start by studying how the estimation errors in the sample inverse affect out-of-sample portfolio returns. In accordance with recent studies (Jagannathan and Ma 2003; Ledoit and Wolf 2003; DeMiguel et al. 2009b , among others), we constrain our interest to the global minimum variance (GMV) portfolio. 1 On the basis of analytical expressions, we show that in the presence of many assets and/or a small sample, estimation errors in the inverse covariance matrix can substantially increase portfolio risk. Moreover, even though the GMV portfolio generally results in higher risk-adjusted returns than the sample mean-variance portfolio, there is a considerable difference of the risk-adjusted returns between the GMV portfolio and the parameter certainty mean-variance portfolio.
Motivated by our analysis, we apply a popular statistical tool known as "shrinkage" (James and Stein 1961) to the Maximum Likelihood (ML) estimator of the inverse covariance matrix in order to reduce portfolio risk and increase risk-adjusted returns. To the best of our knowledge, this study is the first to directly improve on the sample inverse within the context of portfolio choice. So far, the practice in the literature is to derive an estimator of the covariance matrix and then invert it to compute the portfolio weights. This practice is represented by three popular approaches. The first uses a matrix with more structure as an estimator of the covariance matrix (for instance a matrix implied by a 1-factor or constant correlations model) in order to reduce the number of free parameters (Frost and Savarino 1986; Chan et al. 1999) . The second can be interpreted as an extension to the first. It proposes the estimation of the covariance matrix through shrinking the ML covariance matrix to one of the structured matrices proposed by the first approach (Ledoit 1 This portfolio is appealing since its weights are merely determined by the inverse covariance matrix and not the means. Given that the estimation errors in the means are typically large (e.g., Chopra and Ziemba 1993) , the GMV portfolio tends to yield higher out-of-sample performance than the traditional mean-variance portfolio. and Wolf 2003; 2004a; 2004b) . The third uses data of higher frequency, such as daily instead of monthly, to estimate the covariance matrix (e.g., Jagannathan and Ma 2003) . All these methods provide superior estimators to the ML inverse under various statistical criteria. However, due to the complexity of matrix inversion, it is difficult to optimise such estimators under investor-oriented objectives, such as portfolio variance or risk-adjusted returns. Our framework resolves these issues, since it produces simple and intuitive expressions of the portfolio weights. In this manner, it enables the derivation of estimators of the inverse covariance matrix that are designed to improve out-of-sample portfolio performance rather than to optimise statistical criteria.
Our framework generates estimators that are a linear combination of the ML estimator of the inverse and a "target" matrix, i.e., a matrix that is less sensitive to estimation errors. In this paper, we use three particular targets: the identity, the inverse covariance matrix generated by the 1-factor model of Sharpe (1963) and a weighted sum of these two matrices. To better interpret our approach, we show that, for each one of these targets, the resulting portfolio is a linear combination of the GMV portfolio and a "target" portfolio. Specifically, the application of the identity as a target matrix gives a target portfolio that coincides with the equal-weighted 1/N portfolio investigated by DeMiguel et al. (2009a) while the use of the 1-factor inverse results in a target portfolio that is studied by Chan et al. (1999) . 2 Both of these portfolios are known to perform well in the presence of parameter uncertainty, since they have little or no sensitivity to estimation errors. As a result, they can also be efficient in eliminating a part of the estimation risk of the GMV portfolio. 3
The above interpretation of our framework enables the construction of estimators of the inverse covariance matrix that are optimal under portfolio performance criteria. We specifically propose two non-parametric methods for selecting the linear combination coefficients. The first applies a cross-validation methodology to obtain the combination which minimises out-of-sample portfolio variance. The second exploits the serial dependence of portfolio returns (Campbell et al. 1997) in order to increase risk-adjusted returns. The application of these methods leads to a set of new portfolio strategies. In all cases, the portfolio weights have a simple analytical form that allows us to accommodate for short-sale constraints, high transaction costs and singular covariance matrices.
We evaluate empirically the out-of-sample performance of the new portfolio strategies against that of several benchmark methods from the literature. For this purpose, we employ six commonly used datasets of monthly returns and four performance measures (variance, Sharpe ratio, certaintyequivalent return (CER) and turnover). We can draw four major conclusions from the results.
First, the proposed estimators of the inverse covariance matrix offer substantial gains in portfolio performance. In particular, the new portfolio strategies greatly outperform the GMV portfolio constructed using the traditional estimator of the inverse with regards to both risk and risk-adjusted returns. Second, the new strategies outperform the 1/N portfolio across most datasets in terms of variance, Sharpe ratio and CER. This extends the recent contributions of DeMiguel et al. (2009b) and Tu and Zhou (2011) and affirms the practical usefulness of portfolio theory. Third, under most scenarios, the strategies we obtain from the use of both target matrices under consideration outperform the rest of the strategies developed as well as the benchmark strategies considered. This finding indicates that using more than one targets helps to further reduce the effects of estimation errors. Finally, we find that the portfolio strategies that exploit autocorrelation in portfolio returns are associated with a high turnover. Nevertheless, this can be significantly reduced by imposing a short-sale constraint. The corresponding constrained portfolios also lead to higher Sharpe ratios and CERs than the 1/N rule and offer a considerably lower turnover than their unconstrained analogues.
The remainder of the paper is organised as follows. Section 2 outlines the mean-variance framework. It also discusses the effects of parameter uncertainty on the performance of the minimum variance portfolio on the basis of analytical expressions. Section 3 develops the framework for the estimation of the inverse covariance matrix and applies it to derive a set of new portfolio strategies.
The out-of-sample performance of these strategies is assessed in Section 4. Section 5 concludes this paper whereas the Appendix contains the relevant mathematical derivations.
Parameter Uncertainty in Optimal Portfolio Choice

The mean-variance framework
We study the portfolio choice problem of a mean-variance investor in a market of N risky and a risk-free asset. To fix notation, let r t and rf t denote the vector of monthly returns on the risky and the riskless asset at time t, respectively. Then, the excess returns on the risky assets over the risk-free rate are R t = r t − rf t 1 N , where 1 N is an N -dimensional vector of ones. Following a common approach in the literature, we assume for now that R t 's are independently and identically (i.i.d.) normally distributed with mean µ and covariance matrix Σ. 4 The weights w ∈ R N , that the investor should assign to the risky assets, maximise the following quadratic expected utility function: 5
where µ p = w µ and σ 2 p = w Σw are, respectively, the mean and the variance of the excess return on the portfolio over the risk-free rate and γ is the coefficient of the relative risk aversion of the investor. The maximisation of (1) leads to the optimal mean-variance portfolio:
4 Tu and Zhou (2004) explore the importance of this assumption and conclude that ignoring tails makes negligible difference in terms of portfolio out-of-sample performance. Nevertheless, this assumption is not required for the derivation of our estimators as we show in the next section.
5 The weight given to the riskless asset is then 1 − w 1N .
The corresponding expected utility is then
where SR 2 mv = µ Σ −1 µ is the squared Sharpe ratio of the optimal portfolio w mv . The computation of the portfolio weights w mv is not feasible in practice since the values of both µ and Σ are unknown. As a result, the investor needs to estimate these parameters. Generally, a sample of T historical excess returns on the risky assets, i.e., a set of observations J T = {R 1 , ..., R T }, is available for estimation. The traditional practice employs the Maximum Likelihood (ML) esti-
and the respective sample mean-variance weights are given by:
under the assumption that T > N in order to ensure the non-singularity of the sample covariance matrix. It is well-known that the above simple "plug-in" method introduces a considerable amount of estimation risk in the portfolio choice process and produces severely suboptimal portfolios (for instance, see Michaud 1989; Best and Grauer 1991) . This motivates the adoption of alternative portfolio strategies such as the popular global minimum variance portfolio which is the subject of the next subsection.
The global minimum variance portfolio
The global minimum variance (GMV) portfolio is the minimum risk portfolio with weights that sum to unity. These weights are commonly estimated by: 6
Clearly, the application of the GMV portfolio does not require the estimation of the "problematic" means. Therefore it is less sensitive to estimation risk that the sample mean-variance portfolioŵ mv . In fact, Jagannathan and Ma (2003) show empirically that when the estimation errors in the means are large, nothing is lost in terms of out-of-sample performance by using the GMV portfolio instead of the mean-variance portfolio. This finding suggests that the GMV port-6 It is useful in this paper to express the portfolio weights of the GMV portfolio as a function of the estimator of Σ −1 we apply to compute them.
folio is an attractive alternative for the mean-variance investor, even though it is not designed to maximise the objective function (1). To further investigate the validity of this argument, we study the out-of-sample performance of the GMV portfolio on the basis of analytical expressions. We first show that estimation errors inΣ −1 can have significant impact on portfolio performance:
Proposition 1 If E(·) denotes expectation with respect to the true distribution of J T , then the expected out-of-sample meanμ min and varianceσ 2 min of the excess return on the sample GMV portfolio are respectively given bỹ
where µ min and σ 2 min are respectively the mean and variance of the return on the true GMV portfolio
Proposition 1 indicates that the expected out-of-sample mean return on the GMV portfolio is unaffected by estimation risk since it is equal to that of its population counterpart. However, the sample portfolio leads to higher out-of-sample variance than its true analogue for N > 1. The variance of the sample portfolio increases with the number of assets N and decreases with the sample size T . To better demonstrate the effects of errors inΣ −1 on out-of-sample risk, we apply equation (9) to compute the quantitỹ
in percentage terms for four portfolio sizes (N = 10, 25, 50 and 100 assets) and six sample lengths (T = 60, 120, 240, 480, 960 and 24000 observations) . The corresponding results in Table 1 show that the risk of the GMV portfolio raises significantly for large values of the ratio N /T . For instance, when N = 50 and T = 60, the variance increases by 544.44% when usingΣ −1 instead of Σ −1 . In such cases,Σ −1 is very inaccurate and an improved estimator of the inverse covariance matrix is particularly valuable.
We further examine the attractiveness of the GMV portfolio to the mean-variance investor.
In particular, we compare the out-of-sample performances between the sample GMV and meanvariance portfolios. To this end, we use the opportunity cost (OC) of estimating the optimal weights w mv with a sample-based portfolioŵ:
where E(·) is again taken with respect to the true distribution of J T . 8 The smaller is the OC, the smaller is the difference of the out-of-sample performances between the optimal portfolio and the sample-based portfolioŵ. For the sample mean-variance portfolio (6), Kan and Zhou (2007) show that:
where
. Therefore, the performance loss from usinĝ µ andΣ for the computation of the optimal mean-variance weights instead of their true analogues is an increasing function of the market size N and a decreasing function of the number of observations T and of the risk aversion coefficient γ. The next proposition determines the OC of using the weightsŵ min instead of the optimal weights w mv :
Proposition 2 The opportunity cost of using the GMV portfolio instead of the optimal meanvariance portfolio is:
Similarly to the case of the sample mean-variance portfolio, the opportunity cost OC(ŵ min , w mv ) increases with N and decreases with T.
We apply (13) and (12) to compare the OCs between the sample GMV and mean-variance portfolios, respectively, under several scenarios. Columns 3-6 of Table 2 report the quantity OC(ŵ min , w mv ) U (w mv ) in percentage terms for four portfolio sizes (N = 10, 25, 50 and 100 assets), three sample sizes (T = 60, 120 and 240 observations per asset) and two values of SR mv (0.2 and 0.4). For expositional simplicity, we set µ = k1 N for some constant k in order to account for the quantities µ Σ −1 1 N and 1 N Σ −1 1 N . Then, µ Σ −1 1 N = SR 2 mv k and 1 N Σ −1 1 N = SR 2 mv k 2 . We consider two values for k, namely 0.05/12 and 0.1/12 which, under the assumption of monthly returns, correspond to expected annual excess returns of 5% and 10%, respectively. The last column of Table 2 expresses the performance losses caused by the use of the sample mean-variance portfolio (OC(ŵ mv , w mv )/U (w mv )). 9 We observe that the GMV portfolio greatly outperforms the sample mean-variance portfolio in all but one case. The standardised OC for the GMV portfolio is generally less than 100% for almost every value of N, T and S mv considered. This means that, the GMV portfolio is expected to lead to positive values of the objective function U ŵ min or, in other words, positive risk-adjusted excess returns. In contrast, the OC for the sample meanvariance strategy is significantly higher than 100% which corresponds to highly negative expected risk-adjusted returns.
We also measure the amount of information that the investor should require in order to prefer the mean-variance portfolio over the GMV portfolio. In particular, we compute the number of observations T needed for the estimation of the mean-variance weights (6) in order for the latter to result in a lower OC than the GMV portfolio. According to the results in Table 3 , T ranges from 108 in the case of 10 assets to 3602 in the case of 100 assets. For monthly observations, the latter value of T corresponds to an unrealistically long historical dataset which exceeds 300 years. We conclude that the GMV portfolio dominates the mean-variance portfolio in practical situations.
The results in Tables 2 and 3 illustrate the appeal of the GMV portfolio to the mean-variance investor. Nevertheless, there still exists a considerable difference of the performance between the GMV and its parameter certainty analogue (in terms of out-of-sample variance) or the optimal mean-variance strategy (as measured by the opportunity cost). The next section proposes a framework for the estimation of the inverse covariance matrix that attempts to reduce these differences.
Estimation of the Inverse Covariance Matrix
Estimation framework
We develop a shrinkage approach for the estimation of the inverse covariance matrix. James and Stein (1961) first proposed shrinkage as a mean to reduce the error of an estimator by optimally exploiting the trade-off between bias and variance. Shrinkage has been applied to portfolio selection problems in estimating excess returns (e.g., Jobson and Korkie 1981; Jorion 1986 ) and covariances (Ledoit and Wolf 2003; 2004a; 2004b) . The method of Ledoit and Wolf, in particular, is considered one of the most efficient methods in estimating the covariance matrix. 10 It involves the estimation of the covariance matrix by a convex combination of its sample counterpartΣ and a shrinkage target Λ:
The set of typical shrinkage targets includes the identity matrix (Ledoit and Wolf 2004a), the constant correlations matrix (Ledoit and Wolf 2004b) and a covariance matrix that corresponds to a 1-factor model (Ledoit and Wolf 2003) . Ledoit and Wolf (2003; 2004b) estimate the optimal shrinkage parameter f under a statistical loss function and then invert the resulting estimatorŜ LW to compute the GMV weights (w min Ŝ −1 LW ). They find that the latter portfolio outperforms the standard GMV portfolioŵ min in terms of out-of-sample variance and Sharpe ratio.
Despite its apparent efficiency in reducing the estimation error in the ML covariance matrix, the method of Ledoit and Wolf is difficult to be optimised with respect to portfolio performance measures due to the complexity of the inversion of sum of matrices. To overcome this difficulty, we suggest the estimation of the inverse covariance matrix in a different manner. Instead of shrinking the covariance matrix and then inverting it, we propose to apply shrinkage directly to the inverse covariance matrix. Specifically, we propose the estimation of the inverse with a weighted sum of 10 In comparison with the other commonly used methodologies for estimating the covariance matrix, the method of Ledoit and Wolf is a dominating extension of the approach which imposes more structure to the covariance matrix (e.g., Frost and Savarino 1986; Chan et al. 1999) while it provides results similar to estimation using more frequent historical data (Jagannathan and Ma 2003) .
the ML estimator and a target matrixΩ
whereΩ is an N x N symmetric and positive definite matrix. Note that S inv retains the basic properties ofΣ −1 such as symmetry, positive definiteness and invertibility for positive values of
Although this paper is the first to apply the class of estimators (15) to portfolio choice, the multivariate statistics literature has studied a special case of this class (Efron and Morris 1976 , Haff 1977 , 1979 , Dey 1987 and Kubokawa 2005 . These studies suggest the estimation of Σ −1 by shrinkingΣ −1 toΣ or to the identity matrix. The selection of the parameters c 1 and c 2 is performed on the basis of statistical loss functions under the assumption that the covariance matrix follows a Wishart distribution. Our interest here lies in a different direction since our ultimate aim is to improve portfolio performance. Moreover, our framework has two important advantages over previous efforts. First, as shown below, we do not need to assume any specific distribution to derive the parameters c 1 and c 2 . Second, our framework can easily accommodate any N × N matrix as a target. Here, we consider three different targets: 11
1. The identity matrix I which is a common choice for the estimation of random matrices due to its constancy and simplicity.
2. The inverse covariance matrix resulting from the 1-factor model of Sharpe (1963) where the factor is the market (F ).
3. A linear combination of I andF . Then,
We further provide some interpretation on how the use of (15)- (16) can improve out-of-sample performance. If we apply (15) to estimate the GMV weights, we obtain the following portfolio:
We rewrite the above equation in a simpler form as
Therefore, the application of the inverse covariance matrix estimator (15) results in a "two-fund" portfolio, i.e., a convex combination of the standard GMV portfolioŵ min and the minimum variance portfolio constructed usingΩ instead of Σ −1 . This result provides further intuition on how our approach deals with parameter uncertainty. Specifically, the "target portfolio" w min (Ω) helps in eliminating a part of the estimation risk of the GMV portfolio and in improving its out-of-sample performance. This is because, for the target matrices under consideration, w min (Ω) is less subject to estimation errors thanŵ min . When the identity is used as a target, then the target portfolio is w min (I) = 1 N /N representing the 1/N strategy. This equal-weighted portfolio appears to outperform several sophisticated sample-based portfolios, since it does not require the estimation of any parameter (see DeMiguel et al. 2009a ). When we extract the target matrix from the market model of Sharpe (1963) , the corresponding target portfolio w min (F ) belongs to the class of portfolios studied by Chan et al. (1999) . These authors show that when estimation errors are significant, portfolios resulting from factor models result in considerably higher performance than the GMV portfolio. Finally, when S inv is given by (16), the target portfolio
is a linear combination of w min (I) and w min (F ). In this case, we end up with the following three-fund strategy:
Besides providing intuition, the expressions (18)- (19) modify the problem of selecting the combination coefficients c i in two useful ways. First, they reduce the number of coefficients by one and we now only have to determine the value(s) ofd i instead of c i . Second, they enable the choice of d i on the basis of portfolio performance criteria. We next present two methods to computed i ; the first aims to minimise portfolio risk while the second attempts to increase portfolio return.
Selection of the combination coefficients
Minimisation of the out-of-sample variance
Our first approach in determining the combination coefficients in (18)- (19) aims at reducing the outof-sample variance of the GMV portfolio. For this purpose, we adopt the non-parametric statistical method of cross-validation. 12 This method allows us to exploit the information contained in the sample without the need of any specific distributional assumption for the excess returns. As a result, it can be easily used for any target matrix avoiding hard expectation computations that could be required by a parametric method. We apply cross-validation as follows. For each historical return R t known to the investor, we first compute the portfolio weightsŵ t min and w t min (Ω) (Ω = I,F ) using the remaining returns in the sample (J T − {R t }). We then apply these weights to extract the corresponding excess returns R min t = R tŵ t min and RΩ t = R t w t min (Ω). The outcome of this procedure is a time-series of out-of-sample excess returns for each combination strategy. We finally compute the parameter(s)d var i that minimise(s) the out-of-sample variance of the returns R t w min
12 Cross-validation has also been used in portfolio choice applications by Brandt (1999) and DeMiguel et al. (2009b) .
When w min t (S inv ) is expressed as in (18), it is simple to show that
To obtain the quantitiesd var 1 ,d var 2 for the three-fund rule (19), we first introduce notation for the covariance matrix V = (v ij ) of the out-of-sample excess returns of the three combination strategies:
Then, the solution of (20) is given by
The substitution ofd var i in the corresponding portfolio weights in (18) and (19) gives three new "variance-based" portfolio strategies. We denote them ICVAR I , ICVAR F and ICVAR IF in accordance to the specific target that each one employs for the estimation of the inverse covariance matrix.
Maximisation of the last period's return
In section 2, we show that the GMV strategy is appealing to the mean-variance investor, since it generally leads to higher risk-adjusted returns than the sample mean-variance portfolio. To further enhance the out-of-sample returns of the GMV strategy, we provide an alternative method to select the parametersd i . This method is motivated by the strong positive autocorrelation of portfolio returns that has been reported in the literature (Campbell et al. 1997) . 13 In particular, the combination coefficients are chosen to maximise the last period's return on the portfolio w min (S inv )
or, equivalently, they solve the following optimisation problem:
subject to the constraint
that ensures thatd i do not acquire any extreme value. The optimization problem (24)-(25) also has a simple solution. In the case that S inv is given by (15), the solution can be expressed bŷ
where δ(x) = 1 if x is positive and δ(x) = 0 otherwise. In essence, the investor adopts eitherŵ min or w min (Ω) depending on which portfolio yielded higher return in the last period. Similarly, for the three-fund strategy (19), the investor chooses amongŵ min , w min (I) and w min (F ):
In the remainder of the paper, we use the abbreviations ICRET I , ICRET F and ICRET IF to denote the "return-based" portfolio strategies that result from the corresponding target matrices and the application ofd ret i
to (18)-(19).
Practical issues
Despite its generality, the portfolio choice framework developed in this work has still some limitations that may impose difficulties in its practical implementation. Namely, we have not yet accounted for the case that the number of assets exceeds the sample size and for the possibility of short-sale constraints and transaction costs. With respect to the first limitation, the ML estimator of the covariance matrixΣ is not invertible when N > T . In this case, we suggest the application of the Moore-Penrose inverse ofΣ instead ofΣ −1 in (15) and (16) :
where H is a matrix of eigenvectors ofΣ, L = diag{l 1 , l 2 , ..., l N } is a diagonal matrix and l 1 > l 2 > ... > l N are the eigenvalues ofΣ. 14 W M P is well-defined for all positive values of N and T . Hence, it enables the computation of the weights for the six portfolio strategies developed earlier when
Further, the new portfolios may involve negative positions in some assets. In the presence of short-sale constraints, they cannot be applied in their current form. Additionally, the effects of parameter uncertainty on portfolio performance can be more hazardous when transaction costs are high. This is because parameter uncertainty magnifies the volatility of the portfolio weights across time and, consequently, increases portfolio turnover. A high portfolio turnover corresponds to a significant decrease in the out-of-sample performance after accounting for transaction costs.
To address these issues, we provide two alternative strategies that result from the constraintbased inverse covariance matrix studied in Jagannathan and Ma (2003) . These authors show that imposing a nonnegativity constraint to the minimum variance portfolio is equivalent to applying:
to compute the GMV portfolio weights (7), where ζ is the N -dimensional vector of the Lagrange multipliers for the nonnegativity constraint at the solution of the short-sale constrained minimum variance problem. If we useΣ −1 cons in the place ofΣ −1 in (15) and apply the identity as a target while constrainingd 0 to lie in [0,1], then the corresponding portfolio weights are a convex combination of the short-sale constrained minimum variance weights and 1/N . Since the weights of both portfolios are nonnegative, so is their combination. Moreover, the turnover of the short-sale constrained minimum variance portfolio as well as that of the 1/N rule are known to be relatively low. In accordance, we expect a similar feature for the combination. 15 To obtain the coefficientd 0 in this case, we again apply the two selection criteria discussed earlier. We denote the resulting portfolios with "ICVAR I (cons)" and "ICRET I (cons)".
Performance Evaluation
Benchmarks, data and methodology
We carry out a comparative performance analysis of the eight portfolio strategies derived in the previous section against several strategies from the literature. The set of benchmark strategies naturally includes the sample mean-variance (MEAN) portfolio (6), the sample global minimum variance (GMV) portfolio (7) and the 1/N strategy. We also consider five extensions of the GMV portfolio. The first two are based on the shrinkage estimation of the covariance matrix developed in Ledoit and Wolf (2003) and in Ledoit and Wolf (2004a) respectively denoted with LW (1f) and LW (id). We consider these specific portfolios, since they are known to produce lower out-of-sample variance than most other strategies in the literature. The third extension we include in our study is the short-sale constrained minimum variance portfolio (MV (cons)). This portfolio is reported to outperform the unconstrained GMV portfolio for large values of N (Jagannathan and Ma 2003).
The remaining two benchmark strategies we consider are the 2-norm constrained GMV portfolio (MV (2-norm)) that exploits autocorrelation in portfolio returns (DeMiguel et al. 2009b ) and the "four-fund" rule of Tu and Zhou (2011) that combines the MEAN, GMV, 1/N strategies and the risk-free asset (TZ4). 16 DeMiguel et al. (2009b) and Tu and Zhou (2011) respectively find that these two strategies dominate 1/N as well as most sample-based portfolios from earlier works,. Hence, we exclude from this study several other strategies that have been proposed in the literature. Table   5 lists the competing strategies.
15 For a further reduction in the turnover, one can also restrictd0 to take values close to 0 or to 1. 16 Among the different norm-constrained portfolios developed by DeMiguel et al. (2009b) we just consider the return-based 2-norm constrained portfolio for two reasons. First, the variance-based portfolios appear to perform worse than the Ledoit-Wolf portfolios in terms of out-of-sample variance. Second, the 2-norm return-based portfolio dominates the 1-norm and A-norm portfolios with regards to the Sharpe ratio measure. Moreover, it performs similarly to the partial minimum variance portfolio while it is easier to compute.
Following the literature, we evaluate the performance of the competing portfolio strategies in 6 datasets of monthly excess returns (see Table 6 for a summary). Our selection of data allows us to account for various numbers of assets and different asset characteristics. Moreover, apart from the dataset of stocks returns, the remaining datasets are a common choice in portfolio choice studies. We assess out-of-sample portfolio performance by employing the rolling window method of DeMiguel et al. (2009a) . In particular, for each month t > T , we estimate the portfolio weights for each strategy s using the returns for the months t-T,...,t-1. We then calculate the corresponding portfolio returns R s t and obtain a time-series of excess returns for each portfolio strategy. We letμ s andσ s denote the sample mean and standard deviation of the time-series and compute the following out-of-sample performance metrics:
Certainty-equivalent return:
Turnover:τ = 1
where M is the total number of observations in the dataset and w s t+ and w s t+1 are respectively the portfolio weights for strategy s at time t before and after rebalancing. We derive the above measures assuming a sample size of 60 which corresponds to 5 years of monthly returns. 17 We also assume a risk aversion parameter of γ = 3 for the computation of the weights of the mean-variance portfolio and the portfolio of Tu and Zhou (2011) as well as for the computation of the CERs. We note that in the case that N = 100 all unconstrained portfolio strategies are implemented using
It is also necessary to consider the statistical significance of the difference of the variances, the Sharpe ratios and the CERs between two specific strategies. To test the null hypothesis "H 0 : σ 2 s −σ 2 p = 0" or "H 0 : CER s − CER p = 0" for two strategies s and p, we employ the circular studentized bootstrap of Politis and Romano (1994) assuming an expected block size of 5. We then use the resulting two-sided confidence interval to compute the p-value following the recommendation of Ledoit and Wolf (2008) . We also test the hypothesis "H 0 : SR s − SR p = 0" by employing the studentised circular block bootstrap methodology of Ledoit and Wolf (2008) to obtain the respective p-value. 18 17 This sample length allows us to assess the new strategies in a competing situation where estimation errors are typically large. It also enables us to study portfolio performance in the case that N > T using the dataset of 100 stocks. Nevertheless, we have also accounted for T = 120, but these results lead to comparable conclusions and, for conservation of space, we exclude them from the paper. 18 We are grateful to Michael Wolf for making available the Matlab code that performs this test at his website (http://www.econ.uzh.ch/faculty/wolf/). Table 6 reports in percentage terms the monthly out-of-sample variance of the excess returns for each portfolio strategy considered. We also report in brackets the p-value for the difference between this variance and that of the GMV portfolio. We first observe that GMV leads to lower variance than MEAN, 1/N and TZ4. It appears that a large increase in the risk aversion parameter is required for the mean-variance and the Tu and Zhou (2011) portfolios to reach the risk levels of the GMV portfolio. However, in line with the results in Table 1 , the variance of the latter portfolio significantly increases with the number of assets. For instance, it attains a value of 0.157% in the dataset of 6 size and book-to-market portfolios while it increases to 0.183% in the set of the 25 size and book-to-market portfolios.
Out-of-sample variance
The three new strategies ICVAR I , ICVAR F and ICVAR IF calibrated using the minimum variance criterion outperform the GMV portfolio in all cases. In most of them, the difference between the variances is statistically significant. Among the new strategies, the lowest variance is obtained when both the identity and the 1-factor inverse covariance matrix are applied as targets. The strategies ICRET I , ICRET F , ICRET IF and MV (2-norm) also lead to lower risk levels than the GMV portfolio in four out of six datasets, even though they aim to improve out-of-sample returns. Finally, the constrained portfolio ICVAR I (cons) appears to attain similar risk levels to the original MV (cons) portfolio. We deduce that no significant variance reduction can be achieved by shrinking the constrained inverse covariance matrix.
Out-of-sample Sharpe ratios and certainty-equivalent returns
We now turn our focus on risk-adjusted returns. In Table 7 , we present the out-of-sample Sharpe ratio for the 16 portfolio strategies under study. We observe that the Sharpe ratio for the GMV portfolio is lower than that of the strategies ICVAR I , ICVAR F and ICVAR IF in most datasets.
The new strategies that exploit the positive autocorrelation in portfolio returns (ICRET I , ICRET F and ICRET IF ) generally outperform GMV, LW (id), LW (1f) and all the variance-based portfolios developed in this work. More importantly, the new return-based strategies result in considerably higher Sharpe ratios than the 1/N rule in five out of six datasets with the difference being statistical significant. 1/N only wins in the international indices dataset, but its superiority is not statistical significant. This result shows that portfolio optimisation can be useful in practice extending the contributions of Demiguel et al. (2009b) and Tu and Zhou (2011) . We further observe that ICRET IF results in the highest Sharpe ratios among the theory-based portfolios in the majority of the datasets considered. For instance, it attains a Sharpe ratio of almost 29% in the 25 size and book-to-market portfolios while TZ4, MEAN and MV (2-norm) follow with a Sharpe ratio of around 25%, 24.5% and 21%, respectively. The only exception occurs for the dataset of stocks, where ICRET I yields the highest Sharpe ratio.
We can draw at least two more conclusions from Table 7 . First, in the presence of short-sale constraints, the constrained portfolio ICRET I (cons) can be applied instead of MV (cons). The former portfolio leads to considerably higher Sharpe ratios than 1/N . Second, when the number of assets exceeds the size of the sample as in the last dataset, the generalised inverse W M P appears to be an efficient replacement ofΣ −1 in our framework. As we can see in the last column, the highest Sharpe ratios are attained for ICRET I and ICRET IF .
The insights from the above discussion are also valid when we employ the CER measure instead of SR to measure risk-adjusted returns. This is evident in Table 8 which reports, for γ = 3, the CERs for each strategy. Nevertheless, we include these results in the paper for two reasons.
First, the CER metric is an out-of-sample analogue to the objective function (1). Clearly, the portfolio strategies developed adapt well on this objective and are appealing to the mean-variance investor. Second, the four-fund strategy of Tu and Zhou (2011) is constructed to maximise CER.
Yet, this strategy generally underperforms the portfolios ICVAR I , ICVAR F and ICVAR IF due to the magnitude of the estimation errors in the means. Table 9 contains the turnover generated by each strategy under consideration. Naturally, the 1/N portfolio has the lowest turnover. We observe that, besides outperforming the GMV portfolio in terms of risk and risk-adjusted returns, the portfolios ICVAR I , ICVAR F and ICVAR IF also offer lower levels of turnover. We further find that the high level of Sharpe ratio for the returnbased strategies developed in this work comes at the cost of high turnover. This is comparable to that generated by the norm-constrained portfolio and the four-fund strategy of Tu and Zhou (2011) . However, when turnover is an issue, the portfolios ICVAR I (cons) and ICRET I (cons) can be applied instead. The constrained strategies offer significantly lower turnover than their unconstrained counterparts. At the same time, they result in higher out-of-sample Sharpe ratios and certainty-equivalent returns than both the 1/N strategy and the short-sale constrained minimum variance portfolio MV (cons).
Portfolio turnover
Conclusions
This paper focused on the estimation of the inverse covariance matrix in the context of optimal portfolio choice. We derived analytical expressions which shed light on the circumstances under which estimation errors in the inverse lead to a substantial deterioration in portfolio performance.
Based on our findings, we proposed a new framework for the estimation of the inverse that aims to improve this performance. Our framework shrinks the sample inverse covariance matrix to a target matrix which is less subject to estimation errors. We accounted for three different targets and derived our shrinkage estimators using two non-parametric methods. The application of our estimators to the computation of the minimum variance weights led to a set of new portfolio strategies. We investigated the performance of these strategies in several datasets of monthly returns in terms of four metrics.
The estimation of the inverse covariance through the framework we developed offers several advantages. First, the estimators are investor-oriented, i.e., they are optimised under portfolio performance criteria rather statistical metrics. Second, the portfolio weights have an intuitive form and are simple to compute. Third, our framework can easily accommodate a small sample size or short-sale constraints. Fourth, the resulting portfolios perform very well out-of-sample. They result in relatively low levels of variance and outperform several competing strategies in terms of risk-adjusted returns. 
This implies that the mean and covariance matrix of the sample GMV weights are given by:
It follows that the expected out-of-sample return on the GMV portfolio is simply:
We proceed with the calculation of the expected out-of-sample variance of the excess return on the GMV portfolio. Letŵ i = e iŵ min for i = 1, ..., N and Σ = {σ ij } i,j=1,...,N . Then
..,N . The expectation ofŴ can be derived using (A.2) as:
Applying (A.6) to (A.5) gives
Simplifying the above expression, results in
since tr Σ −1 1 N 1 = 1 Σ −1 1 N . This completes the proof. This table presents the expected out-of-sample performance losses from using the global minimum variance portfolio or the sample mean-variance portfolio instead of the optimal mean-variance portfolio. It reports the percentage normalized opportunity cost 100 · OC(ŵ min , w mv ) U (w mv ) for different sample lengths (T ) and numbers of assets (N ), whereŵ min and w mv are respectively the weights of the sample global minimum variance and the parameter certainty mean-variance portfolios. The opportunity cost is computed using equation (13) in the text. The table accounts for two values for the relative risk aversion coefficient (γ = 1, 3), for the Sharpe ratio of the optimal mean variance portfolio (SRmv = 0.2, 0.4) and for the mean excess returns (µ = 0. 05 1N , 0.1 1N ) , respectively. The last column includes the normalised opportunity cost 100 · OC(ŵ mv , w mv ) U (w mv ) for the sample mean-variance portfolioŵ mv computed using the relevant formula in Kan and Zhou (2007) (see equation (12) in the text). Panel B: SRmv = 0.4 (12) and (13) in the text). The table considers four numbers of assets (N ). It also accounts for two values for the relative risk aversion coefficient (γ = 1, 3), for the Sharpe ratio of the optimal mean variance portfolio (SRmv = 0.2, 0.4) and for the mean excess returns (µ = 0.05 1N , 0.1 1N ), respectively. 
TZ4
The linear combination of MEAN, GMV, 1/N portfolios and the risk-free asset proposed in Tu and Zhou (2011) .
Panel B: Strategies developed in the paper
Variance-based portfolios ICVARI Minimum variance portfolio that results from shrinking the ML estimator of the inverse covariance matrix to the identity, under the minimum variance criterion.
ICVARF
Minimum variance portfolio that results from shrinking the ML estimator of the inverse covariance matrix to the inverse covariance matrix from a 1-factor model, under the minimum variance criterion.
ICVARIF
Minimum variance portfolio that results from shrinking the ML estimator of the inverse covariance matrix to a linear combination the identity and the inverse covariance matrix from a 1-factor model, under the minimum variance criterion.
Return-based portfolios ICRETI Minimum variance portfolio that results from shrinking the ML estimator of the inverse covariance matrix to the identity, under the return-based criterion.
ICRETF
Minimum variance portfolio that results from shrinking the ML estimator of the inverse covariance matrix to the inverse covariance matrix from a 1-factor model, under the return-based criterion.
ICRETIF
Minimum variance portfolio that results from shrinking the ML estimator of the inverse covariance matrix to a linear combination of the identity and the inverse covariance matrix from a 1-factor model, under the return-based criterion.
Short-sale constrained portfolios ICVARI (cons) Minimum variance portfolio that results from shrinking the short-sale constrained estimator of the inverse covariance matrix to the identity, under the minimum variance criterion.
ICRETI (cons)
Minimum variance portfolio that results from shrinking the short-sale constrained estimator of the inverse covariance matrix to the identity, under the return-based criterion. Table 4 and for each dataset of Table 5 . It also includes in brackets the p-value that the variance of each strategy differs from that of the GMV portfolio. The p-values are computed using the stationary bootstrap approach of Politis and Romano (1994) Table  4 in each dataset of Table 5 . It also includes in brackets the p-value that the variance of each strategy differs from that of the 1/N portfolio. The p-values are computed using the stationary bootstrap approach of Politis and Romano (1994) 
