Mantel's test (MT) for association is conducted by testing the linear relationship of similarity of all pairs of subjects between two observational domains. Motivated by applications to neuroimaging and genetics data, and following the succes of shrinkage and kernel methods for prediction with high-dimensional data, we here introduce the adaptive Mantel test as an extension of the MT. By utilizing kernels and penalized similarity measures, the adaptive Mantel test is able to achieve higher statistical power relative to the classical MT in many settings. Furthermore, the adaptive Mantel test is designed to simultaneously test over multiple similarity measures such that the correct type I error rate under the null hypothesis is maintained without the need to directly adjust the significance threshold for multiple testing. The performance of the adaptive Mantel test is evaluated on simulated data, and is used to investigate associations between genetics markers related to Alzheimer's Disease and heatlhy brain physiology with data from a working memory study of 350 college students from Beijing Normal University.
Introduction
A common goal of modern scientific studies is determining statistically significant relationships between multiple sets of features. In a collaborative work with behavioral scientists, the key interest of our research is to determine the extent to which genetic factors explain the variability in brain function (activation and connectivity) and how both genetics and brain function may influence human behavior. In most biomedical studies, these sets of features are often complexly structured, with each set having dimension orders of magnitude larger than the sample size. As a consequence of the "curse of dimensionality" in high-dimensional settings, only factors with large effect sizes can be detected after adjusting for multiple comparisons. The deficiencies of massive univariate analyses have motivated methods that aggregate effects from many individual variables. The goal of such methods is to assess the joint effects of a set of variables, rather than separately estimating many univariate effects on the outcome of interest. Examining the overall effects is particularly relevant in the presence of two sets of high-dimensional data from distinct measurement modalities. For instance, in our collaborative work, we examine data from different imaging modalities, such as functional magnetic resonance imaging (fMRI) and electroencephalography (EEG) which measure different aspects of brain function. Thus, our goal is to develop a method to determine whether these two modalities are significantly related and how that association might vary across different experimental conditions. Several parametric and nonparametric approaches to multi-modal association testing have been developed and revisited in the scientific and statistics literature.
Mantel's test Mantel (1967) is one of the earliest formulations of a distance-based, ostensibly nonparametric, test for association of features between two observational modalities. To conduct the Mantel test, one computes a similarity or distance between each pair of subjects in each modality, and tests for significance of the correlation of similarities via an asymptotic distribution or permutation testing procedure. Formally, let X and Y be measurements on n subjects from two observational modalities X and Y, with metrics δ X and δ Y giving rise to (dis)similarity matrices K and H respectively, where K ij = δ X (X i , X j ) represents the dis(similarity) between subjects i and j with respect to the modality X, and similarly for H with respect to the modality Y. The original form of the MT statistic can then be stated as
from which significance can be assessed using an asymptotic distribution or permutation procedure.
Alternative, but closely related tests, have been developed from the RV coefficient Robert and Escoufier (1976) and the distance covariance Székely et al. (2007) . The RV coefficient is defined as the correlation of pairwise similarities across the two modalities, and thus is a scaled version of a similarity MT. Distance covariance Székely et al. (2007) is a more recent approach, which is defined as the covariance of distances between random vectors X, X ∈ X and Y, Y ∈ Y. A detailed discussion of the connections of MT, the RV coefficient, and distance covariance is given in Omelka and Hudecová (2013) , as well as simulation results indicating that tests with distance covariance have higher power than the standard Mantel test (using Euclidean distance matrices) in some situations. However, if we choose K and H in the Mantel test to be the Gower-centered distance matrices, then the Mantel test and the dCov tests are equivalent Omelka and Hudecová (2013) .
The primary contribution of this article is the introduction of the adaptive Mantel test as a method for high-dimensional inference, which improves upon the classical Mantel test by simultaneously testing across a set of similarity measures without the need to explicitly adjust for multiple comparisons. Section 2 reviews the original MT and establishes the relationship of MT and linear model score statistics, from which a unified formulation of the fixed effects, random effects, and ridge regression score tests is developed. Section 3 describes the implementation and use of the adaptive Mantel test (AMT). Section 4 evaluates the performance of the test through simulations, and illustrates the use of AMT with an investigation of EEG and genetic data from a working memory study of 350 college students.
Section 5 concludes with a discussion of practical implications and directions for future work.
Mantel's Test for Linear Association

Forms of Mantel's Test
If two statistics T 1 and T 2 produce equivalent test results when calculated on the same size n sample, we refer to these statistics as testing equivalent, and write T 1 T 2 . When the tests from T 1 and T 2 are asymptotically equivalent as n → ∞, we say T 1 is asymptotically testing equivalent to T 2 , and write T 1˙ T 2 . To develop the theoretical foundation of the adaptive Mantel test, we first discuss the original form of Mantel's test and introduce a modified form that is asymptotically testing equivalent. Consider n independent observations each measured on X×Y, where X is the n×p design matrix from the p-dimensional feature space X and Y the n × 1 response vector from a univariate feature space Y, and further suppose X is column-centered, and Y is centered. Let K be an n × n similarity matrix that measures the similarity of observations in X. For δ X (·, ·) a similarity or dissimilarity metric on X × X, let K be the corresponding Gram matrix with K ij = δ(X i , X j ). Similarily, for some metric 
Testing T * will not be equivalent to testing T when the diagonals of H and K are both nonconstant, but it can be shown that T * ˙ T Martins- Filho and Yao (2006) . For the remainder of this article, we will focus on tests with similarity measures that can be written as weighted Euclidean inner products, as these tests have a close connection with linear models. Extending these results to a broader class of kernel similarity measures is a direction for future work.
We now define three Gram matrices calculated from weighted inner products, which we denote K R , K F , and K λ since these will be shown in the following section to correspond to the score tests for the random effects, fixed effects, and ridge regression models respectively. For a positive semi-definite (p.s.d.) weight matrix W, the corresponding weighted inner product is calculated as X i , X j W = X T i WX j /. Choosing W = I gives the standard Euclidean inner product, with Gram matrix
Another natural choice for weight matrix is W = (X T X) −1 (assuming the inverse exists), which is the projection matrix into C(X), the column space of X. The Gram matrix is
K F is also recognizable as the "hat matrix" from the fixed effects model, and is related to the Mahalanobis distance. When X T X is not full rank, such as when n > p, we can replace (X T X) −1 with a generalized inverse (X T X) − , since the similarity matrix is invariant to the choice of inverse. Alternatively, we can pre-condition the weight matrix by adding a positive constant λ to the diagonal, i.e. W = (X T X + λI p ) −1 . This gives similarity matrix
Linear Model Score Tests
In general, the score test is defined as follows. For a stochastic model with parameters θ = (β, α) and observations (X, Y ), and with likelihood L(θ), score vector
and Fisher information I(θ) = −E ∂ ∂θ U(θ), the score test statistic for testing H 0 : β = 0 is
The classical fixed effects model is robust and broadly applicable for simple association testing, but requires n > p, and so is not feasible for high-dimensional settings. It does however serve as a useful theoretical comparison to the random effects and ridge regression models to be discussed next. The fixed effects model can be written
The global score test statistic is straightforward to calculate, and can be written as
In practice, the nuisance parameter σ 2 can be replaced withσ 2 = Y T Y /(n − 1), which is the REML estimator when there are no adjustment covariates. This is a scalar that is fixed under permutations of K F . Therefore,
where
Now consider the random effects model
Under the null hypothesis of no association between X and Y , we have σ 2 b = 0. Similar to Liu et al. (2007) , we first calculate the score and use the term that involves both X and Y as our score test statistic. Thus a testing equivalent form for the random effect score test statistic is
The relationship between similarity-based tests and score tests of random-effect or kernel machine regression has been previously discussed in detail (Kwee et al. (2008) ; Tzeng et al. The ridge regression model is a penalized form of 1, for which the estimator of β is defined as the minimizer of the penalized residual sum of squares:
Although the above penalized function does not correspond to a likelihood conditional on (X, Y ), it can instead be formulated from the likelihood for the augmented data model
From this augmented likelihood, we can derive the score statistic as
(B)ridging the Fixed-effects and Random-effects Models
In this section we demonstrate that T * is closely related to well-known correlations in several linear models. The sample correlation of the similarity measures of all subjects is defined as
tr(HH)tr(KK) .
Since r(H, K) is a correlation, we have −1 ≤ r(H, K) ≤ 1 in general, and for H and K p.s.d.,
this is further restricted to 0 ≤ r(H, K) ≤ 1. When permutations are used to assess the strength of association, using M T is equivalent to testing the significance of r(H, K), since the denominator of r(H, K) is fixed when simultaneously permuting the rows and columns of either H or K. The sample correlation of similarities for the three choices of K above can be conveniently related through the singular value decomposition (SVD) of X.
Theorem. Let X be an n × p column centered matrix of covariates with rank(X) = r and singular value decomposition X = U n×r D r×r V T p×r , with squared singular values η i , i = 1, · · · , r. Let Y be an n × 1 centered vector of scalar responses, and let H = Y Y T and
2. Random Effects
4. Relation to Correlation of X and Y r(H,
The preceding theorem also gives a straightforward derivation of the null distributions for the score tests. Since the matrix U from the SVD of X is orthogonal, the distribution of
where Σ ≡ Cov(Y ). The asymptotic distributions of the score test statistics then follow from standard results on the distribution of quadratic forms of normal random variables.
Corollary. Connections between the Mantel test statistics
1. Fixed-effects model.
These results provide a description of the ridge regression score test as a natural intermediary between the fixed and random effects score tests. A crucial difference of the ridge test is the presence of the tuning parameter λ. It is obvious that when λ = 0, S λ reduces to S F , and r(H, K λ ) reduces to r(H, K 0 ). On the other hand, when λ → ∞, the test based on a ridge-penalty converges to that based on the random-effect model. Note that in permutation based methods, multiplying a constant does not change the permuted p-value. Therefore,
Remark To better understand the differences in the tests based on T * F and T * R , a geometric comparison is helpful. Recognizing K F as the projection into C(X) and writing T *
we can interpret the test of T * F as testing the norm of projected image of Y into C(X). Equivalently, T * F tests the significance of the norm X T Y W , which is the Mahalanobis norm, since W is the Fisher information matrix of the fixed effects model. In contrast, the statistic T * R := tr(HK R ) tests the unweighted L 2 norm of
Since the jth component of the p × 1 vector X T Y is the covariance of the jth feature of X with Y , the test of T * R can be understood as giving equal weight to each feature in X in measuring the strength of the overall relationship of X and Y , whereas the test of T * F weights the contribution of each feature of X according to the Mahalanobis norm. In the case of independent features, these weights are inversely proportional to the observed variance of that feature.
The correlation formulas (2) - (4) give some additional insight into the relationship of the three models in terms of Z = U T Y , the image of Y after transformation by the left eigenvectors of X. From 2, we see that the fixed effects score test is equivalent to testing the Euclidean norm of Z. Whereas from 3, the random effects score test statistic is equivalent to testing the weighted norm of Z, where the jth component (corresponding to the jth eigenvector) is weighted by η j . This has the effect of emphasizing the influence of directions in X for which X has large variance and reducing the influence of directions with small variance. The ridge regression score test is a compromise between the fixed and random effects, with small λ yielding a test close to the fixed effects (or identical at λ = 0), and large λ yielding a test close to the random effects score test, and identical tests for λ → ∞.
Geometrically, the ridge test weights the z j proportional to the η j as in the random effects test, but flattens each weight by a factor of 1 λ+η j .
Adaptive Mantel Test
Effectively using kernel methods requires an appropriate selection of the kernel function and tuning parameters for the particular setting. Selection methods have been extensively considered in the context of prediction problems, with cross-validation as the de facto standard. Cross-validation is a straight-forward and practical selection method for prediction, but may be difficult to implement for hypothesis testing, since the type I error rate needs to be controlled. Furthermore, the tuning parameter selected by minimizing the CV MSE may not necessarily yield the highest powered test. This section introduces the adaptive Mantel test (AMT), which extends the classical MT to simultaneously test across a set of tuning parameters and kernels without the need to directly apply adjustments for multiple comparisons.
Algorithm for the Adaptive Mantel Test
The "adaptive" procedure used here is similar to the adaptive sum of powered score test algorithm described in Xu et al. (2017) . The procedure receives as input a list of pairs of metrics/kernels {(δ A permutation procedure can be used to calculate the reference distribution for P (0) .
For each m, and
m is generated by permuting rows and columns of H simultaneously, and the corresponding test statistic P (b) is calculated. The AMT P -value is then calculated as
General pseudocode for the adaptive Mantel test is given in Algorithm 1.
Algorithm 1: Adaptive Mantel algorithm
Computational Methods
If the feature space is very high-dimensional or if n is large, a straightforward implementation of Algorithm 1 may be computationally impractical. However, when only ridge kernels with varying values of λ are included in AMT, there are two approaches that can be used to greatly reduce the computational cost.
The first approach utilizes the SVD X = U DV T . The computational complexity needed for finding the SVD for X is O(np 2 ). Once the SVD is computed, we can compute
i , which has a total complexity of O(nr). Note that when p n, the rank r is often the same as n; as a result, the cost needed for calculating S λ is O(nr) = O(n 2 ).
Calculating the test statistics for B permutations requires O(Bn 2 ), for a total computational
Alternatively, when p is very large relative to n, we can use the identity X(X T X +λI) −1 = (XX T + λI) −1 X, so that the matrix inverse is applied to an n × n, rather than p × p, matrix.
From this identity, K λ can be rewritten as
Note that calculating K λ involves multiplying the n × p matrix X and the p × n matrix X T , multiplying two n × n matrices, and inverting an n × n matrix. When p n, the computation cost is dominated by calculating XX T , which has a complexity of O(n 2 p). The
Mantel test statistic can be calculated as
which has a complexity of O(n 2 ). With B permutations, the total computational complexity is O(n 2 p + Bn 2 ), which is less than the required computational complexity using SVD. Thus, switching from the feature space to the subject space (i.e., from a p × p similarity matrix of the features to an n × n similarity matrix of the subjects), has a computational advantage.
Additionally, in some situations the SVD computation may be unstable, thus the matrix identity method may be recommended as the more robust approach.
Variance Explained and the Ridge Penalty
By allowing for simultaneous testing over a set of tuning parameter values, AMT lessens the challenge of parameter selection, but does not completely resolve it. Although it does not require an overly conservative adjustment for multiple testing, the power of AMT does decrease as the number of metrics considered increases. Conversely, the test results are highly sensitive to the choice of parameters to test. Consequently, one must still take some care in the selection of the included parameters, balancing the desire to use a wide range of parameter values, with the gains of using a small set of parameters. When only ridge kernels are included in AMT, previous results on the role of the ridge penalty term in predictive modeling can help with the identification of a reasonable set of values to test. Specifically, it has been shown that when the ridge penalty λ is chosen to be the noise to signal ratio, the resulting shrinkage estimatorβ λ is identical to the best linear unbiased predictor (BLUP)b
for the random effects model, and moreover, for a new observation with unknown response value the predictions using the ridge and random effects models are the same de los Campos et al. (2013) . Thus, when using ridge regression for prediction, it is recommended that the penalty should reflect the relevant level of noise versus signal, i.e., λ = σ 2 e /σ 2 .
To apply this result to practical settings, if one can determine a priori a likely range for the noise to signal ratio or a related quantity, this will determine a reasonable range of penalty terms. For instance, in assessing the genetic influence on observed phenotypes, the noise to signal ratio is related to what is known as the heritability of the phenotype, which can be understood as the proportion of variance in the observed trait explained by the genetic data. Formally, for (standardized) genetic data matrix X consisting of alleles for p single nucleotide polymorphisms (SNPs), and observed phenotype vector Y , the random effects model given in Eq. 3 is commonly used to estimate the genetic heritability of the trait Yang et al. (2011); Liu et al. (2007) . From this model, the narrow-sense heritability h 2 of the phenotype is defined as
We see then that if h
2 is known, the optimal penaltyλ (for prediction) can be found by solving for the noise to signal ratio. In practice, the scientific interpretation and range of plausible values of h 2 will depend on the specific modalities of X and Y. For instance, in the genetics literature, h 2 > 0.5 would generally indicate high heritability, while a heritibility of h 2 < 0.1 is probably not scientifically interesting. As a point of reference, most estimated heritability in the UK Biobank data is between 0.1 to 0.4 Ge et al. (2017) .
Simulations and Applications to Imaging Genetics Data
To verify the theoretical connection between the fixed, random, and ridge regression models and to illustrate the differences in testing results, we now compare the power of these models via a simulation study and application to a real-world imaging genetics data set.
Simulations
For this simulation study of the adaptive Mantel test, the simulated data was generated from the random effects model (Eq. 3), with n = 500 observations, number of covariates p ranging from 250 to 2000, and σ 2 ε = 1 fixed. For each setting, 500 simulations were run. The design matrix X was generated from n draws from a p-variate normal distribution N (0, Σ X ), where Σ X is chosen to have an AR(1) structure with ρ = 0.1 and jth diagonal element equal to log(j + 1). The hypothesis of interest for heritability analyses is H 0 : h 2 = 0, which is equivalent to H 0 : σ 2 = 0. AMT was applied with H = Y Y T and K λ for λ ∈ {1, 5, 10, 50, 100, 1000, ∞}, where ∞ corresponds to the L 2 similarity measure, with 1000 permutations.
Overall, the simulation results show that the power of the adaptive Mantel test is not substantially lower than the P -values for the individual Mantel tests. power for p > 1500. In Figure 1 , σ = 0.008 is fixed, resulting in h 2 increasing as p increases.
In this setting, the power of AMT and MT increase as p increases since each added feature increases h 2 . AMT is again competitive with the best simple Mantel tests, and again the smaller penalty terms perform relatively poorly across the range of P -values. All of the tests converge to roughly the same power when p > 1500, for which the power is near 90%.
Association of EEG Coherence and Selected SNPs
We next consider data from 350 healthy college students from Beijing Normal University who participated in a visual working memory task, during which 64-channel EEG was recorded at 1 kHz. The total duration of the experiment was approximately 10 minutes for each subject.
Approximately 5 × 10 5 SNPs were also measured for each subject. Standard pre-processing and quality control steps were applied to both the EEG and genetic data. We are interested in testing the association of alpha and theta band coherence with a group of 11 SNPs that have been identified as potentially related to Alzheimer's Disease.
The coherence between two EEG channels at a particular frequency ω is a measure of the oscillatory concordance of the the two signals at ω. The pairwise coherence for q EEG channels is a q × q symmetric matrix, from which we extract the upper triangle and vectorize to form the n× q 2 matrix X. This results in 2080 distinct features when using all 64 channels, and 300 distinct features for the 25 selected frontal channels. The adaptive Mantel test was performed with λ ∈ {0.5, 1, 5, 10, 100, 1000, ∞} and using 1000 permutations. Genetic similarity of subjects was calculated as the L 2 inner product of the centered standardized SNP data for all tests. For the alpha band, all 64 channels gave P = 0.065, and the selected frontal channels gave P = 0.381. Results for the theta band were P = 0.416 and P = 0.085 for all 64 channels and frontal channels respectively. Since the adaptive Mantel test was used, these P -values already take into account testing across multiple λ. In the case of the alpha band, the test results suggest that coherence involving channels outside of the selected frontal channels may be associated with genetic similarity determined by the 11 AD SNPs, whereas for the theta band, the SNP association appears stronger when considering only the frontal channels. For a better sense of the significance of these 11 SNPs, the AMT Pvalues for 200 sets of 11 randomly selected SNPs were calculated for each of the four tests considered here. The boxplot of these values are given in Figure 2 . For the alpha -all channels test and the theta -frontal channels test, the P -values from the AD SNPs (0.065 and 0.085 respectively) are outside the ranges of P -values from the randomly selected SNPs.
To assess possible contributions of individual channel pairs, each channel pair was separately tested for significance with the AD SNPs with the adaptive Mantel test. Figure 2 shows the most significant channel pairs across all channel pairs for the alpha band. The TP8 -CP2 connection is the most significant at P < 0.0001. Other top pairs are C4 -PO4, C4 -AF7, and T8 -FT7. The most significant connections are mostly between the right temporal regions with the left frontal regions. For the theta band, the most significant channel pairs were P9 -Cz, P9 -CP3, CP3 -AF3, and P8 -F3. The P9 channel also had relatively significant connections with many other channels in the frontal left hemisphere. While the results of the present analysis are preliminary, they do suggest that the selected SNPs may influence characteristics of brain connectivity during a working memory task in the alpha and theta bands. If these selected SNPs truly are significant factors of memoryrelated brain function in healthy individuals, and given that many of these SNPs are known to discriminate healthy individuals from AD cases, further studying these SNPs in healthy subjects may lead to identification of new targets for treatment, or provide insight into the genetic mechanisms of AD.
Discussion
Stated as a test of the correlation of similarities or distances, the Mantel test is a geometrically motivated method for association testing. We have here shown that the Mantel test with ridge kernel similarity measures is in fact equivalent to the score tests for the fixed effects, ridge regression, and random effects models for particular choices of similarity on the covariate space X. In high-dimensional settings, the random effects score test has been shown to have reasonable performance when a large number of covariates contribute small independent effects, but with real genetic data the validity of this assumption is questionable, as it is known that there exists correlation and more complicated relationships between SNPs, and the proportion of unrelated SNPs for a given trait is difficult to know a priori.
Ridge regression is designed to both address collinearity between covariates and reduce the influence of noisy covariates in prediction settings. In predictive modeling, tuning parameters are often selected via cross-validation to minimize squared error loss. This is sensible and practical when the end goal is prediction, but has two major drawbacks for inference.
Firstly, one must compute the post-selection null distribution of the test statistic; secondly, the best predictive model is not necessarily the highest powered for null hypothesis testing.
The topic of post-selection inference has received increasing attention in recent years, lead-ing to important developments for general post-selection inference Lee et al. (2016) , and for post-selection estimation of heritability Gorfine et al. (2017) , although these methods still rely on CV and minimizing squared error loss to select the tuning parameters.
We have here proposed the adaptive Mantel test as a procedure to simultaneously test across a range of tuning parameters as an alternative to other selection methods for testing.
The adaptive Mantel method is also comparatively simple to describe and implement, and can naturally accomodate selecting across different families of kernels (or models). As a tool for high-dimensional inference, the AMT is a straightforward and flexible method for quickly testing the strength of association between different features of the data, and can be used as a sanity check before proceeding with more complicated modeling.
There are a number of other generalizations and extensions that can be implemented within the framework of the Mantel test. A necessary extension for application purposes is the inclusion of adjustment covariates. Specifically, suppose W is a matrix of covariates on n subjects, and we wish to test the association of X and Y adjusting for W using the Mantel test. A straightforward solution is to apply a restricted maximum likelihood approach, for which X and Y are each separately regressed on W , and then the Mantel test is performed with X and Y replaced by their corresponding residuals. Future work is also needed to characterize the class of metrics that admit a likelihood model, and describe the mapping of a metric in this class to its associated model, which could have important implications for kernel selection and geometric interpretations of model-based tests. 
