Abstract. We study mean curvature flow in the sphere with the quadratic curvature condition |A| 2 ≤ 1 n−2 H 2 + 4K which is related but different to two-convexity for submanifolds of the sphere. We classify type I singularities with no further hypotheses. If H > 0 then we apply the Huisken-Sinestrari convexity estimates to this situation and show that we can classify type II singularities. This shows that at a singularity the surface is asymptotically convex. We then prove cylindrical estimates for the mean curvature flow and a pointwise gradient estimate which shows that near a singularity the surface is quantitatively convex.
Introduction
Let X 0 : M n → S n+1 be a smooth immersion of an n-dimensional hypersurface into the round sphere, n ≥ 4. Then the mean curvature flow is the gradient flow of the area functional given by the partial differential equation ∂ ∂t X(p, t) = −H(p, t)ν(p, t), p ∈ M, t ≥ 0,
where −H(p, t)ν(p, t) = H(p, t) is the mean curvature. For a compact hypersurface of the sphere, there is no preferred notion of inside and outside, the mean curvature flow is chosen simply to decrease the area functional. Geometric flows have recently been very successful in proving sphere theorems, that is restrictions on the curvature which give a classification of the manifolds. In fact recent results suggest that such classifications can be a starting point in proving generalised sphere theorems or connected sum theorems, for example Theorem 1.1 ([8] ). Any smooth closed n-dimensional two-convex immersed surface X 0 : M n → R n+1 with n ≥ 3 is diffeomorphic either to S n or to a finite connected sum of
The idea is that by relaxing the convexity condition to a flexible condition, in particular a curvature condition that is closed under connected sum, we obtain a connected sum theorem. Another example is positive scalar curvature for three-manifolds The proof of both these theorems use geometric flows, the mean curvature flow and the Ricci flow respectively. They are respectively generalizations of the following theorems Theorem 1.3 ( [3] ). Any smooth closed n-dimensional convex immersed surface X 0 : M n → R n+1 with n ≥ 2 which flows by mean curvature, converges in finite time to a round point. The idea of both proofs is to analyse the formation of singularities, prove convexity estimates or Hamilton-Ivey estimates. Such estimates show that as we approach a singularity, we enter the boundary cases to the sphere theorems above.
In this paper, we will study mean curvature flow in the sphere, S n K under the following assumption,
If the first inequality holds, we say that the hypersurface is quadratically bounded. If the second condition is called mean convexity. If both inequalities hold we say that the surface is mean convex quadratically bounded. This is related to a rigid curvature cone, introduced by Huisken, Theorem 1.5 ( [5] ). Let n ≥ 3 and N n+1 be a spherical space form of sectional curvature K. Let M 0 be a compact hypersurface without boundary which is smoothly immersed in N and suppose that we have on M 0
Then either the mean curvature flow exists for finite time t ∈ [0, T ) and M t converges to a round point as t → T or exists for infinite time and converges to a great sphere.
With the assumption of mean convexity it is well known that the flow will exist only for finite time and hence the first alternative must hold, that is we converge to a round point.
In this paper, we will be concerned with the analysis of singularities of the mean curvature flow of hypersurfaces which are mean convex quadratically bounded.
The paper is divided as follows. In section two, we recall the evolution equations and hypersurface equations that will be required in the following.
In section three, we show that the quadratic curvature condition is preserved by the mean curvature flow.
Then in section four we study type I singularities and show that under the quadratic condition we can classify the blow up limits, without the hypothesis of mean convexity.
In section five, we adapt the Huisken-Sinestrari convexity estimates from Euclidean space to the round sphere. Theorem 1.6. For a smooth closed mean convex hypersurface M n ⊂ S n+1 , for all η > 0 there exists C η (n, M 0 ) such that for the solution of the mean curvature flow M t we have the following bound for the eigenvalue λ 1 of the second fundamental form
As the η > 0 is arbitrary, this implies that any surface obtained by a type II rescaling about a singularity is weakly convex. As the proof is very similar to the Euclidean case, we will only point out the minor differences in the case of σ 2 .
In section six, we prove a cylindrical estimate for mean curvature flow for mean convex and quadratically bounded hypersurfaces. This shows that at points where λ 1 is small, the curvature is close to the curvature of a cylinder. Theorem 1.7. For a given smooth, closed hypersurface M 0 ⊂ S n+1 that satisfies (1.1), then for any η > 0 there exists C η such that
In section seven, we prove a pointwise gradient estimate. This allows us to compare curvature at different points of surface. 
Note that this gradient estimate differs from the standard ones as it only depends on the curvature at a point. The standard estimates depend on the maximum of the curvature over the entire manifold.
The author would like to thank the anonymous referee whose many careful reading and useful comments improved the presentation and exposition of this paper.
Preliminaries
In this section we will gather together various facts about quadratically bounded surfaces and notation that we will require later on.
2.1. Submanifolds. Here we state several well-known equations for submanifolds of S n .
Proposition 2.1 (Curvature Formulae). Let M n ⊂ S n+1 be a hypersurface of the round sphere. Then we have the following equations,
Simons Identity,
We also have the following consequence of the Codazzi inequality.
Lemma 2.2. For any hypersurface M 0 ⊂ S n+1 we have that
2.2. Evolution Equations. In this section we gather together all the evolution equations that we will be using in this paper.
be an embedding of a compact hypersurface in S n+1 . Then for the mean curvature flow, we have the following evolution equations,
In particular, using the evolution equation of the Christoffel symbol, together with the evolution equation of the evolution of the second fundamental form we can derive the evolution equation of the norm of the derivative of the second fundamental form as in [2, §13] ,
Curvature Cones
In this section, we will show that the curvature cone (1.1) is preserved by the mean curvature flow.
3.1. Quadratic Curvature Cones. If we assume that the quadratic curvature inequality is strict, that is
then there exists an ε such that the following inequality holds everywhere on
then we have the following theorem Theorem 3.1 ( [4]). Consider the curvature inequality
which holds everywhere on M 0 . This inequality is preserved on M t by the mean curvature flow for all times 0 ≤ t ≤ T ≤ ∞ where the solution exists.
Proof. Consider the following evolution equation
where we used the fact that α n = 2 2n−βn . In addition, we have the inequality,
Now as β n = 2(2 − ) and so we have that n 2n−βn ≤ 1 and
, n ≥ 4. By applying (2.1) and the parabolic maximum principle, this proves the theorem.
3.2. Rigidity. The quadratic bound is optimal for connected sum theorems in dimensions
with r 2 + s 2 = 1. This has second fundamental form, with eigenvalues λ with multiplicity k and µ with multiplicity n − k and λµ = −1. Without loss of generality, for the case k = 1 we may assume that λ = − s r , µ = r s . We have the following formulae
The minimal tori then occurs when n − 1 =
. This implies the following equation for such estimates,
As a minimal submanifold, it is stationary under the mean curvature flow and hence can not improve. However it lies outside out curvature cone considered in [3] because it satisfies
If k = 2 we have that
So that we have
which then gives us
Hence for any ε sufficiently small there exists a manifold of the form S 2 × S n−2 such that
Hence this shows that the quadratic bound in the connected sum theorem is the best that we can achieve.
Convexity and Quadratic bounds.
Here we investigate the relation of the quadratic bounds and curvature.
Lemma 3.2. We have the following equations
and
This shows us that if
then this does not imply convexity, instead we have that for the sectional curvature
That is the quadratic bound implies non-negative sectional curvature but not convexity. Similarly, the quadratic bound
implies two-convexity in the Euclidean case but not in the spherical case.
Self-Shrinkers and Type I Singularities
In this section consider self-shrinkers which arise from type I singularities. We shall show that like the case of mean curvature flow in R n , a rescaled solution converges to a self-shrinker in R n . A proof for the similar case of Yang-Mills flow is given by [12] and harmonic map heat flow case is well known. Definition 4.1. We say that our surface develops a singularity of type I or a fast singularity as t → T if there exists a constant C > 0 such that
Otherwise the singularity is of type II.
Let us consider the case of a type I singularity where max Mt |A| 2 ≤
2(T −t)
. By standard arguments we see that we can take a limit which converges to a self-shrinker, that is a solution to the mean curvature flow that shrinks proportionally to its life time,
Alternatively, it satisfies the following condition,
Theorem 4.2. If M n , n ≥ 2 is compact such that |A| 2 ≤ αH 2 , α < 1 and satisfies H = X, ν then M n is isometric to a sphere of radius R = √ n.
Proof. By differentiating the equation, we get that
Furthermore we get the equations,
Simon's identity gives us the equation
To prove this we consider the equation for f = |A| 2 − αH 2 . Firstly consider the case where H = 0, we will show that f superharmonic at a zero maximum.
We assume that H = 0, so that
Hence if H = 0 we have that
Suppose that H = 0, the inequality |A| 2 ≤ αH 2 =⇒ h ij = 0 so that we also have that
This then gives us
and we can apply the maximum principle and conclude that
So that where H = 0,
and if H = 0, again as ∇H = 0, we have
Splitting the tensor h ij ∇ l H − ∇ l h ij H into symmetric and anti-symmetric parts, from Codazzi's equation we have
Then consider an orthonormal frame {e 1 , . . . , e m } so that e 1 = ∇H |∇H| so that
So that either |∇H| 2 = 0 or that
. If we have that |∇H| 2 = 0 , this then implies that |∇A| 2 = 0 then we have a sphere [9] and we are done. Otherwise assume that there exists a point x ∈ M such that
so that
This can only occur if h ij = 0 for i = j = 1, hence |A| 2 = h 2 11 = H 2 . Hence this holds on the entire manifold. But |A| 2 = αH 2 , α < 1, which is a contradiction, hence we must have |∇H| 2 = 0 and M = S n isometrically.
By modifying the argument of [6] , we obtain the following classification, Theorem 4.3. LetM ∞ be a smooth limiting solution in R n+1 satisfying the self-shrinker equation such that |A| 2 ≤ αH 2 , α ≤ 1. ThenM ∞ is isometric to one of the following,
where Γ is one of the homothetically shrinking curves found by Abresch and Langer.
Huisken-Sinestrari Estimates and Type II Singularities
In this section, we survey the Huisken-Sinestrari estimates for surfaces of non-negative mean curvature. These estimates show that for as we approach a singular time, the curvature of the submanifold becomes weakly convex. Although the statement and proofs below are stated for S n , as noted in the paper [7] the proofs can be generalised to Riemannian manifolds. In our case, we have a symmetric space with positive curvature so the proofs in [7] extend almost trivially.
Convexity Estimates.
Theorem 5.1 ( [7] ). Suppose that X 0 : M n → S n+1 is a smooth closed hypersurface immersion with non-negative mean curvature. For each k, 2 ≤ k ≤ n, and any η > 0 there is a constant C η,k depending on n, k, η and the initial data, such that everywhere on M × [0, T ] we have the estimate for the k-th symmetric polynomial of the principal curvatures
The arbitrariness of η breaks the scaling invariance in inequality (5.1). This implies that near a singularity where S 1 = H becomes unbounded, each S k becomes non-negative after rescaling. Hence we have the corollary Corollary 5.2. Let M t be a mean convex solution of mean curvature for on the maximal tie interval [0, T ) as in the previous theorem, then any smooth rescaling of the singularity for t → T is convex.
Applying the above theorem we get the flowing classification of type II singularities.
Theorem 5.3. If M 0 has non-negative mean curvature, then any limiting flow of a type II singularity has convex surfacesM τ , τ ∈ R. Furthermore, eitherM τ is a strictly convex translating soliton of (up to rigid motions)
τ is a lowerdimensional strictly convex translating soliton in R k+1 .
Cylindrical Estimates
In this section, we prove cylindrical estimates, that is we show that at a singular point if the submanifold does not become spherical then it becomes cylindrical. 6.1. Convexity Estimates and Simons Identity. We will use the following consequence of the Huisken-Sinestrari convexity estimates. Note that although the theorems in the paper are stated for Euclidean space, [7] they can be easily generalised to a symmetric space or even a general Riemannian manifold.
Lemma 6.1. Suppose that X 0 : M n → S n+1 is a smooth closed hypersurface with nonnegative mean curvature. Then for the solution of the mean curvature flow M t , for any η > 0 there exists C η = C η (n, α) such that
To apply the iteration argument to get our estimates, we will need to bound the nonlinearity appearing in Simons identity,
where
. In this case, we will not be able to obtain a positive lower bound. However combining the quadratic estimate and the convexity estimate, we can show that the negative part of the nonlinearity is of lower order. This will allow us to push through the iteration argument. Lemma 6.2. Assuming the mean convex quadratic bound (1.1), we have the following estimate on Z. There exists a constant γ 1 depending only on n, α 0 , such that for any η > 0 there exists K η such that
Proof. First note the equation,
For the proof, we require a bound on the two convexity from below. First we give a simple estimate if n = 4. By the quadratic estimate
2 − 4K ≤ 0, and let us assume that
Rearranging this gives us
This leads to the following estimate on the two-convexity,
where H ≥ C. In general we can just use the fact that λ 1 + λ 2 ≥ −ηH + C η . Now Z may be written as
The second term may be estimated as follows
Now we choose λ k = λ 1 < 0 otherwise if λ 1 > 0 the second fundamental form is convex and this estimate has been proven for convex surfaces in [4] . Hence we have the estimate
The other term is then
We note that we have the estimate
and λ n ≥ 0, H ≥ 0, we have the estimate
And similarly as λ 1 ≤ 0, H ≥ 0 we have
We collect up the remaining terms with a coefficient of λ 1 , and get
Here we use the estimate λ 1 ≥ −ηH − C η to estimate the first factor. To estimate the second factor in the brackets, we have
6.2. Cylindrical Estimates. In this subsection, we derive cylindrical estimates.
Theorem 6.3 (Cylindrical Estimates, [8] ). Let M t be a smooth solution of mean curvature flow with n ≥ 4 and initial data satisfying |A| 2 < 1 n−2 H 2 + 4K, H > 0. Then, for any η > 0 there exists a constant C η = C η (n) such that
The above theorem gives the simple corollary that Corollary 6.4. Let M t be a smooth solution of mean curvature flow with n ≥ 4 and initial data satisfying
Proof. Let M t be a smooth solution of mean curvature flow with n ≥ 3 and initial data satisfying |A| 2 < 1 n−2 H 2 + 4K. As above we have the estimate
Then, by Theorem 6.3 for any η > 0 there exists a constant C η = C η (n) such that
The bound |λ 1 | ≤ ηH then gives the desired estimate.
To derive cylindrical estimates we will consider the following function,
where we let a = α n − 1 n−1
Lemma 6.5. For all 0 ≤ σ ≤ σ 1 where σ 1 only depends on M 0 we have the inequality
Proof. As a first step we get an evolution equation for f 0 = f 0,η ,
Furthermore we have that
Note that we chose a, b so that f 0 ≤ 1 hence we get that ∂ ∂t
Now we use the fact that a = α n − 1 n−1
, b = β n K, to get that
Since α n − 2n βn α n − 1 n = 0 we have that for all n ≥ 4
and using the fact that f 0 ≤ 1 the second term gives us 4nKf 0 W − 1 n
Since we have that for n ≥ 3, Note that we have a negative coefficient in front of the |∇H| 2 term. This will allow us to use the iteration method, without using a bound on |h jk ∇ i H −H∇ i h jk | 2 . Now we compute the evolution of the term W In order to use the good negative gradient type terms, we need a Poincaré type inequality that we obtain by integrating the Simon's identity together with the lower bound on the Z term. In the following, we let
where we used the facts that
we have the following,
