Abstract. Results are presented from eddy current computations using adaptive techniques, based on rigorous a posteriori error estimates. The adaptivity restores the quadratic convergence with grid size of the magnetic energy, despite singularities occurring at corners. A new procedure is introduced to satisfy the solvability condition for the curlcurl equation. The methods are applied to a model of a hydrogenerator, with anisotropic conductivity and permeability. The ungauged formulation with both vector and scalar potentials gives very signi cant improvements in rate of convergence for this problem. Reasons for the improved convergence are discussed.
Introduction
Three-dimensional eddy current problems in realistic geometry are still demanding, and improvements in solution techniques are very valuable. In the present paper, we present results obtained using adaptive FEM techniques based on a recent a posteriori error estimate 1]. We also demonstrate and discuss the advantages of the \ungauged" formulation with vector and scalar potentials 2, 3, 4] which signi cantly improves the convergence rate for iterative solvers.
The methods are applied to a simpli ed model of a hydrogenerator, assuming a timeharmonic eld. The geometry is shown in Fig. 1 . The simulated region contains an angular segment of the four stacks at the axial end of the hydrogenerator. In the circumferential direction of the generator, the simulation region includes a slot and half a tooth, and its physical dimensions are 50 mm 749 mm 400 mm. The geometry is described in detail in 5]. The material properties are listed in Table 1 . Both the electric conductivity and the magnetic permeability are anisotropic. The boundary conditions have been prescribed as vanishing normal magnetic ux density B n = 0 on certain symmetry planes (essentially the surfaces facing the viewer in Fig. 1 ), and the tangential components of the magnetic eldH, as calculated from the Biot-Savart law for the currents in the rotor coil, on the remaining surfaces. 
In conducting regions, the most e cient formulation uses both the vector and scalar potential, so thatẼ = ?j!Ã ? rV , and imposes no gauge 2, 3, 4]. Instead of a gauge condition, it is advantageous to impose the condition that the divergence of the conduction current vanish:
?cr = (j!Ã + rV ) = 0:
We call this the AV formulation. c is a parameter that can be chosen. The conductivity = is typically a tensor to model laminations. We have solved (1) together with (2-3) using the lowest order edge elements forÃ and piecewise linear, nodal elements for V . The magnetic scalar potential is also expanded in piecewise linear, nodal elements.
Solvability conditions
The r ?1 r operator in (1) has a large nullspace, to which the source-termJ s must be orthogonal, in order for the equation to have a solution. Within the space of the lowest order edge elements, the nullspace for the discretized curl-curl operator consists of gradients of piecewise linear functions. Thus, the right-hand side of (1) must be orthogonal to the gradients of all piecewise linear functions U. Although the exact coil currents are divergence-free, the orthogonality will in general not be exact for the nite element representation. To ensure r J s = 0 numerically, we add a gradient as a correction to the prescribed currentJ,J s =J ? rU: (4) We assume that (1) holds in a region with the boundary conditionsn Ã =n Ã t (to specify B n ) on @ A andn ?1 r Ã =n H on @ H . U is determined by multiplying (1) by all gradients r U of piecewise linears, and integrating over :
(U of course vanishes on all nodes on surfaces whereÃ t is speci ed.) Equations (4-5) remove any projection ofJ s on the null space of the curl-curl equation and guarantee that (1) has a solution. Iterative solvers converge also for singular systems of equations if the right-hand side is consistent. Another procedure to achieve consistency was given by Ren 6] , who constructed a vector potential for the current. However, the new procedure is somewhat simpler, and, more importantly, includes the boundary conditions forH t . The left-hand side of (5) vanishes if H = r on the entire boundary of . Solvability has to be considered also in connection with the divergence condition (3). Since we do not want (3) to add any new information that is inconsistent with Amp ere's law (2), the weak form of (3) is constructed by projecting (2) on test functions r V that span the null space of the curl-curl operator, giving:
4. Efficiency of iterative solvers It has already been established for eddy current problems that iterative solvers converge much faster in the ungauged AV formulation (2-3) than in the pure A formulation or other gauged formulations 2, 3, 4]. Our study con rms this. In fact we nd even larger improvement from the ungauged formulation than previous authors, presumably because the A formulation gives very badly conditioned matrices in the regions of anisotropic conductivity, as discussed in Sec 5 We have used the PETSc package for preconditioned Krylov methods 7] . For these eddy current problems, TFQMR (Transpose-Free Quasi-Minimized Residuals) is generally the most e cient solver. As preconditioner we used the ILU decomposition of a matrix obtained from the system matrix by multiplying the diagonal elements forÃ by a factor ' 1:1. Without such a multiplication, the preconditioning fails, apparently because of the null space of the curl-curl operator. The incomplete LU decomposition has been tried with di erent levels of ll in (ratio of the number of ll ins to the number of nonzero diagonal elements in the original matrix, indicated in parenthesis). Although the default ILU(1) works well for simple test problems, ILU(3) was considerably more e cient for the hydrogenerator problem. To reduce the memory requirement, we used ILU(2) for the largest grids, at the expense of a larger number of iterations. Table 2 shows the number of iterations for the di erent grids, generated by adaptive mesh re nement, and di erent formulations in the conducting and non-conducting regions. In the coil region, we always use the A formulation in (1), with the source current modi ed according to (4) (5) .
Repr. Freq-Number of Itera- Table 2 . Number of iterations for di erent formulations in the conducting and nonconducting regions for the static and time-harmonic hydrogenerator problem.
Notably, the number of iterations is very high for the A formulation at 50Hz. However, the AV-formulation achieves a very signi cant reduction in the number of iterations. The number of iterations is further reduced by using the magnetic scalar potential in the nonconducting regions.
Eigenvalue distribution
Insights into why the AV formulation speeds up the convergence can be gained by considering the eigenvalue distribution for the di erent formulations. When the discretization is free of \spurious solutions" (as are the discretizations using edge elements for the vector potential), it is su cient to consider the eigenvalues of the analytic operators applied to complex exponentials exp(jk r), where =jkj ranges from the longest spatial scale of the problem to the smallest, i.e., the grid size.
For isotropic and , the eigenvalues of the A formulation, where the operator is r ?1 r +j! , are 1;2 = k 2 = + j! (electromagnetic) and 3 = j! (electrostatic A = r ).
For the AV operator in a homogeneous medium r ?1 r Ã + = (j!A + rV ) = Ã (7) ?r c = (j!A + rV ) = V (8) the eigenvalues in the isotropic case are 1;2 = k 2 = + j! (electromagnetic), 3 = c k 2 + j! (electrostatic) and 4 = 0 (gauge transformation). Thus, in addition to creating zero eigenvalues connected with gauge transformations, the AV formulation gives the electrostatic eigenvalues a real part. This brings them closer in the complex plane to the electromagnetic eigenmodes. Since all the non-zero eigenvalues have a part proportional to k 2 , the AV formulation makes the problem elliptic (excepting the gauge transformations, of course). Since eigenvalues that are exactly zero do not a ect iterative solvers if the right-hand side is consistent, and the non-zero spectrum for the AV formulation covers a smaller region of the complex plane, this formulation gives faster convergence. The gain from the AV formulation depends on the size of the imaginary part in comparison to the smallest and largest real parts, i.e., on the relation of the skin depth to the macroscopic scales and the grid size. Figures 2 and 3 show the eigenvalue distributionsfor a the test case of a discritized cube, for the A and AV formulations, respectively. Close examination shows that the separation between the electrostatic and electromagnetic eigenvalues of the matrix for the A formulation is not perfect (it would be if the normalization included the \mass matrix" M ij = RÑ i Ñ j dv whereÑ denote the edge basis functions for the vector potential). However, when the number of elements is large enough to resolve the skin depth well, the eigenvalues separate as found analytically, and there is one \electrostatic" set very close to the imaginary axis. ? =k 2 Since the largest possible k is inversely proportional to the element size h, we see that the e ective condition number (ratio of largest to smallest non-zero eigenvalue) of the A formulation, varies as h ?4 to be compared with the h ?2 scaling for the isotropic case. Thus, the A formulation gives an unfavorable scaling of the number of iterations when the grid is re ned in the anisotropic case. This is con rmed by our numerical results.
For the AV formulation, the two mixed electromagnetic/electrostatic eigenvalues satisfy ? , in the sense that the small eigenvalues approach k 2 ? c , which is bounded from zero when the mesh is re ned, and the condition number scales as h ?2 . Thus, for laminated materials, the AV formulation strongly reduces the condition number in comparison with the A formulation.
6. Adaptivity We have implemented a scheme for adaptive mesh re nement, based on an error estimate in energy norm 1]. Which elements are to be re ned is decided from their contributions to the total error. For the AV-formulation, the contribution I(e) from element e is:
I(e) = computations with uniform grids only give O(h 4=3 ) convergence, so that adaptivity clearly improves the convergence. In addition to re ning the grid at corners, the adaptivity also re nes regions of the stacks where the skin e ect makes the solution vary rapidly. Figure  5 illustrates how the magnetic eld along a stator pole varies in the direction across the stacks. The skin e ect is in clear evidence. 
