Abstract-In this paper, a new approach for Self-evolving PArameter-free fuzzy Rule-based Controller (SPARC) is proposed. Two illustrative examples are provided aiming a proof of concept. The proposed controller can start with no pre-defined fuzzy rules, and does not need to pre-define the range of the output or control variables. This SPARC learns autonomously from its own actions while performing the control of the plant. It does not use any parameters, explicit membership functions, any off-line pre-training nor the explicit model (e.g. in a form of differential equations) of the plant. It combines the relative older concept of indirect adaptive control with the newer concepts of (self-)evolving fuzzy rule-based systems (and controllers, in particular) and with the very recent concept of parameter-free, data cloud and data density based fuzzy rule based systems (and controllers in particular). It has been demonstrated that a fully autonomously and in an unsupervised manner (based only on the data density and selecting representative prototypes/focal points from the control hyper-surface acting as a data space) it is possible generate a parameter-free control structure and evolve it in on-line mode. Moreover, the results demonstrate that this autonomous controller is effective (has comparative error and performance characteristics) to other known controllers, including self-learning ones, but surpasses them with its flexibility and extremely lean structure (small number of prototypes/focal points which serve as seeds to form parameter-free and membership function-free fuzzy rules based on them). The illustrative examples aim primarily proof of concept.
I. INTRODUCTION
During the last decades, fuzzy logic and fuzzy control have emerged as one of the most successful and commonly used areas of research on the foundation of fuzzy set theory. Although fuzzy controllers and fuzzy logic concept, in general, had many opponents at the beginning, these days the theory has been widely accepted. The importance of using such technique becomes clear when the model of the system is unknown or implementing classic analytical methods is not possible for the design of a controller. In reality, all possible events or the frequency of their occurrences cannot be identified while modelling a system. Lack of this knowledge imposes us to use an approximate model of a system.
There are many useful tools in control system theories for approximate modelling of systems as well as design of analytically founded control algorithms. In general, the more accurate modelling of a system, the better response of the controlled system can be achieved. However, the problem arises when the mathematical model of a system is not available; also, there are situations when systems contain unknown nonlinearities. Some of these difficulties can be addressed by using adaptive control methods introduced by H. Butler [1] , V. Chalam [2] and many other researchers [3] . Nevertheless, their basic mathematical characteristic is rather complex and computationally expensive due to a large number of computing iterations.
Due to the fact that a fuzzy logic algorithm has the characteristic of a universal approximator, it is possible to model systems containing unknown nonlinearities using a set of IF-THEN fuzzy rules. Nonetheless, fuzzy logic algorithms are not limited to the applications when the mathematical model of a system is unknown. Sometimes the mathematical model is available but it is too complex and the design of a controller for such a system is extremely time-consuming. Besides, the level of knowledge required to design a fuzzy controller usually is not as high as for traditional mathematical-based controllers.
The main challenges in designing conventional fuzzy controllers are that they are sometimes designed to work in certain modelling conditions [4] . Moreover, fuzzy controllers include at least two parameters per fuzzy set, which are usually predefined in advance and tuned off-line [5] . Many techniques have been presented for auto-tuning of the controller's parameters in batch mode [6] mostly using genetic algorithms [7] , or neural networks [8] , [9] off-line. From a practical point of view, however, there is no guarantee that pre-training parameters have a satisfactory performance in online applications when the environment or the object of the controller changes. To tackle this problem, several approaches have been proposed for online adaptation of fuzzy parameters [10] , [11] , [12] .
Nevertheless, only a few approaches have been introduced for online adaptation of fuzzy controller structure when no prior knowledge of the system is available. Possibly, the first paper on evolving fuzzy rule-based controller was presented in 2001 [13] . The author presented a method to design fuzzy controllers with evolving structure. Fuzzy rules are created based on collected data online. It is based on a combination of unsupervised online clustering and a version of recursive weighted least squared estimation of the parameters of the consequent part [14] . The proposed approach is applied to online design of fuzzy controllers combined with the indirect learning techniques [15] . The advantage of this method com-pared to original works on indirect learning based control is that the evolving rule based model is implemented to design the structure of the controller online; therefore, there is no need the system to be trained in batch mode. Also, the proposed approach was successfully implemented in air-conditioning systems as an example of wide potential applications. Recently, Cara et. al [16] , [17] proposed a new online self-organising fuzzy controller without using a prior knowledge about the differential equations of the plant or implement any offline pretraining. The proposed method starts from very simple (even empty) topologies and the structure of the fuzzy controller is modified online based on the data obtained during the system's operation. Two main phases were introduced for parameter learning of the controller's consequents and modifying the structure of the controller [16] . The proposed approach was successfully applied to a nonlinear servo system consisting of a DC motor and showed a satisfactory performance [17] , [18] . The drawback of this approach is that adding new membership functions increases the number of rules exponentially.
In this paper, a new self-evolving fuzzy controller is proposed which is parameter free and fully autonomous. It is based on a newly introduced simplified type of fuzzy rulebased (FRB) systems [19] , which can be seen as the next form of FRB system types after the two well-known systems named Mamdani and Takagi-Sugeno-Kang (TSK). The proposed method offers a new way of defining the antecedent part without the need to pre-define the membership functions in an explicit manner, but using focal points/prototypes (selected descriptive actual data points) instead. The fuzzy rules are formed around selected representative points from the control surface; thus, there is no need to define the membership functions per variable. It has a much simplified antecedent part which is formed using so-called data clouds. Data clouds are sets of data samples which have no specific shape, parameters, and boundaries. The proposed method uses the relative density and takes into account the distance to all previous data samples calculated recursively. The fuzzy membership of a data sample is associated to more than one data cloud with different degrees of membership determined by the local density to all samples from the data cloud. In order to show the effective performance of the proposed controller, it is applied to two applications and the results are provided.
The remainder of the paper is organised as follows. In section II the new simplified FRB system is introduced, including the rule representation and its associated inference process. The evolving methodology used for the online learning of both the structure and the parameters of SPARC is described in section III. First, we present the mechanism for the online adaptation of the consequents in section III-A and then, we illustrate the structure evolution process in section III-B. In section IV, two simulation examples are presented as a proof of concept for the proposed methodology. Finally, the conclusions are drawn in section V.
II. STRUCTURE OF THE DATA CLOUD-BASED CONTROLLER
ANYA [19] is a newly proposed type of fuzzy rule-based system characterized by the use of non-parametric antecedents. Unlike traditional Mamdani and TSK fuzzy systems, ANYA does not require an explicit definition of fuzzy sets (and their corresponding membership functions) for each input variable. On the contrary, ANYA applies the concepts of data cloud and relative data density to define antecedents that represent exactly the real data density and distribution and that can be obtained online from data streams.
Data clouds are subsets of previous data samples with common properties (closeness in the observation data space). Contrary to traditional membership functions (MFs), they represent directly and exactly all the previous data samples. A given data can belong to all the data clouds with a different degree ∈ [0, 1], thus the fuzziness in the model is preserved. It is important to highlight that data clouds are different from traditional clusters in that they do not have specific shapes and thereby do not require the definition of boundaries.
It is possible to use ANYA to design fuzzy controllers in situations in which the lack of knowledge about the plant makes it difficult to define the rule antecedents. Thus, this ANYA controller will have a rule base with rules of the form
where ∼ denotes the fuzzy membership expressed linguistically as "is associated with", ℵ ∈ ℝ is the th data cloud defined in the input space, ⃗ = [ 1 , 2 , ..., ] is the controller's input vector and is the control action defined by the th rule. It has to be noted that the antecedent part of the rule is not formed by a conjunction (or any other combination) of premises of the form IF , as in traditional fuzzy systems. This means that no aggregation operator is required to combine the premises. All the remaining components of the FRB system (e.g., the defuzzification method) can be selected as in a traditional fuzzy system.
A rule base of the form (1) can describe complex, generally non-linear, non-stationary, non-deterministic systems that can be only observed through their inputs and outputs. Hence, ANYA controllers are suited to describe dependences of the type "IF X THEN U" based on the history of pairs of data observations of the form = [⃗ ; ] (with = 1, ..., − 1 and ∈ ℝ +1 ), and the current th input ⃗ . The degree of membership of the data sample ⃗ to the data cloud ℵ is measured by the normalized relative density as follows [19] :
where is the local density of the th data cloud for that data sample. This local density is defined by a suitable kernel over the distance between ⃗ and all the other samples in the data cloud, i.e.,
where denotes the distance between the data samples ⃗ and ⃗ , and is the number of input data samples associated with the data cloud ℵ . In this general form, we consider that a sample is associated with the data cloud with the highest local density. In addition, we use the Euclidean distance, i.e., = || − || 2 . Nonetheless, any other type of distance could also be used [19] .
In this work we select the Cauchy kernel. Thereby, (3) can be rewritten as
and can be computed recursively [20] by
where
As for the defuzzification, it has to be noted that ANYA can work with both Mamdani and TSK consequents. In this case, we use the latter type, as it is usual in control applications [21] , [16] , [18] , [22] . Hence, if we consider the weighted average for the defuzzification, the output of the ANYA controller for a given input ⃗ iŝ
where denotes the th rule consequent.
III. METHODOLOGY FOR EVOLVING THE SPARC
In this section we present the methodology applied for online evolving the structure and parameters of SPARC. Fig. 1 depicts the flowchart of the evolution process. Initially, the controller is empty, so it has to be initialized from the first data sample received. After this, the same steps are repeated for every incoming data: Firstly, the consequents of the current rules are updated according to the error at the plant's output. Then, a new control action is generated by applying the inference process described in section II. Finally, the controller's structure is updated. If the appropriate conditions are satisfied, a new data cloud (and hence, a rule) is created; otherwise, the new sample is used to update the information about the Initialize OSECC using the first sample Update consequents (Eq. 7)
Conditions (15) and (16) In the following subsections, the entire process is described in more detail. Section III-A is devoted to the mechanism for the online adaptation of the rule consequents. In section III-B the process of adding a new data cloud is described.
A. Online adaptation of the rule consequents
From a "local" point of view, the goal of the controller is to bring the plant's output from its current value to the desired reference value as soon as possible, i.e., ideally +1 = , where and + 1 represent consecutive control steps.
Assuming that the plant is monotonic with respect to the control signal, then the partial derivative of the plant's output with respect to the control signal has a definite constant sign. Therefore, the combination of the error at the plant's output and the sign of the monotonicity of the plant w.r.t. the control signal, provides information about the right direction in which to move the rule consequents to achieve the local control objective [11] .
Hence, we use this idea to adapt online the rule consequents, by applying the same method as in [22] , [18] , [16] . This adaptive method analyzes the error at the plant's output at each time step and applies a penalty or a reward to the rules that are responsible for the error. Since not all the rules contribute in the same degree to the plant's output value, the modification applied to each rule consequent is proportional to their contributions. Thus, the following modification is applied to the consequent of the -th fuzzy rule at instant :
where −1 (⃗) is the activation degree of the -th rule at the previous time step, when the rule was fired to obtain −1 , and is a normalization constant. has the same sign as the monotonicity of the plant w.r.t. the control signal, and its absolute value is set offline as | | = Δ /Δ , where Δ is the range of variation of the control signal and Δ is the range of possible reference values. Both are known beforehand, as the user of a control system has to know what the operating ranges are.
Additionally, it has to be kept in mind that most real life controllers are limited in their operation and can only provide control actions within an specific range, namely, [ , ] . If the recommended control signal is * > , the input finally applied to the plant will be and +1 < will be output obtained. However, the rules should not be penalized, as they are already providing the best possible answer. The same reasoning is valid when * < and +1 > . Hence, if the error is due to the actuator's limitations, the rules remain unchanged:
The consequent adaptation process is performed online, while the controller is operating over the real plant, so control is applied from the first moment, with increasing accuracy as the adaptation evolves. Nevertheless, adapting the consequents is not enough to obtain high accuracy if the rule base is not well chosen. This issue makes it necessary to define a mechanism for the online evolution of the controller's structure, i.e., for the addition of new antecedents and rules.
B. Structure evolution: adding new data clouds
For the evolution of the controller's structure, a second density measure, namely the global density Γ, is defined. Its definition is analogous to the one given for the local density, except that it takes into account the distance to all the previously observed samples ( = 1, ..., − 1). It has to be noted that the global density is computed for the points = [⃗ ; ] , whilst the local density is defined only for the input vectors ⃗ . Using again the Cauchy kernel, this density can be defined as [20] 
and can be computed recursively by
Since this measure considers all the existing samples, it provides an indication of how representative a given point is with respect to the entire data distribution. Additionally, and only for learning purposes, a focal point and a radius are defined for each data cloud. The focal point is a real data sample that has high representative qualities. The fact that the focal point is always a real sample is important, as it avoids problems that may appear when only a descriptive measure is used instead (as in the case of the average of the points in the data cloud). In order to follow the philosophy of the proposed methodology (i.e., avoiding the need of predefining the rules' parameters), the focal point is updated online. Thus, for each new sample , the following process is applied:
1) Find the associated data cloud ℵ , according to
2) Check the representative qualities of the new data point using the following conditions:
where and Γ represent the local and global density of the current focal point, respectively. 3) If both conditions are satisfied, then replace the focal point by applying ← ⃗ . The radius provides an idea of the spread of the data cloud. Since the data cloud does not have a definite shape or boundary, the radius represents only an approximation of the spread of the data in the different dimensions. It is also recursively updated as follows [23] :
where is a constant that regulates the compatibility of the new information with the old one and is usually set to = 0.5 [23] . The value denotes the data cloud's local scatter over the input data space and is given by
It is important to note that the radii and focal points are only used to provide an idea of the location and distribution of the data in the data clouds during the structure evolution process. However, they are not actually used to represent the data clouds or the fuzzy rules and do not affect the inference process at any point.
The structure-learning mechanism applied for the proposed SPARC is based on the following principles [19] : A) Good generalization and summarization are achieved by forming new data clouds from data samples with high global density Γ. B) Excessive overlap between data clouds is avoided by controlling the minimum distance between them. Hence, the evolution of the structure is based on the addition of new data clouds and the associated rules. First, SPARC is initialized by creating a data cloud ℵ 1 from the first data sample 1 = [⃗ 1 ; 1 ] . The antecedent of the first rule is then defined by this data cloud and its consequent equals the value 1 . Next, for all the further incoming data samples , the following steps are applied:
1) The sample = [⃗ ; ] is considered to have good generalization and summarization capabilities if its global density is higher than the global density of all the existing data clouds. Thus, the following condition is defined:
Note that this is a very restrictive condition that requires that the inequality is satisfied for all the existing data clouds, which is not very often for real data. 2) Check if the existing data clouds are sufficiently far from with the following condition:
where represents the distance from the current sample to the focal point of the associated data cloud, . 3) According to the result of the previous steps, take one of the following actions: a) If conditions (15) and (16) are both satisfied, then create a new data cloud ℵ +1 . The focal point of the new data cloud is +1 = ⃗ . Its local scatter is initialised based on the average of the local scatters of the existing data clouds [23] :
Additionally, the corresponding rule has to be added to the rule base. The antecedent of the new rule is defined by the newly created data cloud ℵ +1 . For the consequent, we provide an initial value that guarantees that the output of the new controller when the input vector is equal to the focal point (i.e., ⃗ = +1 ) equals the controller's output under its previous configuration for that same input. Hence, the consequent for the new rule is computed as given by (6), i.e.,
The rationale behind this initialization is to provide a smooth transition from the old to the new configuration of the controller. This avoids sudden changes in the output surface that could damage the controller's performance in the first time instants after the rule is added (and before the consequents are adapted) [16] .
b) If the conditions are not satisfied, update the parameters of the data cloud ℵ associated with , as previously explained. It is worth noting that the methodology presented for the evolution of the controller's structure starts from an empty controller. However, if an initial set of rules is known beforehand (e.g., provided by an expert or obtained from any other training method), it can be used for the initial controller. In this case, the algorithm's initialization step can be omitted.
IV. SIMULATION RESULTS
To test the newly proposed SPARC, two simulation examples are presented in this section. In addition, the performance of the controller is compared with the self-organising fuzzy controller presented in [17] (OSEFC). Although in both experiments we had a mathematical model of the system, we treated each model as a black box and no gain or any additional information was used during the control process.
First, in order to show its effectiveness, the proposed controller was applied in a water level problem for a sugar tank with a changing reference point. The discrete time equation of a sugar tank used in the experiment is:
where is the sampling rate set to 0.5 seconds. In order to make sure that the water level never goes negative, which is physically impossible, the plant is simulated as follow:
In order to demonstrate that the controller has the ability to track a fast response plant, the desire output is chosen as:
The error between the desired output and the real output ( ( )) and the derivative of the error ( ( )) were chosen as the inputs of the controller. The proposed controller started with an empty set of rules and new rules were added during the process if the two conditions mentioned in section III-B were satisfied. Fig. 2 shows the target output ( ), the actual output ( ), and the tracking error ( ). Additionally, Fig. 3 displays the distribution of the two inputs and the number of data clouds (fuzzy rules) generated at the end of the process. In this figure, the red stars represent the center of the data clouds.
At the beginning of the process, due to the lack of knowledge about the system and the use of an empty rule base, the performance of the controller was not satisfactory and the error is high. However, after few seconds the controller started minimising the error and tracking the reference in a satisfactory manner. As shown in Fig. 3 , only four data clouds (fuzzy rules) were created during the control process. The second experiment consisted in the control of the temperature of a water bath. The plant chosen to be controlled is described by: Similarly to the previous simulation, the fuzzy controller started from zero fuzzy rules and membership functions and new rules were generated during the process. Fig. 4 and Fig. 5 show the tracking of the reference signal at two different moments of the process; also, Fig. 6 depicts the data clouds generated during the control process.
Almost the same scenario happened for the second experiment. At the beginning of the process, there is an oscillation in the plant's output due to the lack of initial knowledge. However, this oscillation is eventually removed when the controller started adding new rules and getting more information about the plant. Table I illustrates the comparison between the newly proposed controller (SPARC), the conventional Mamdani-type fuzzy controller, and the self-organising controller (OSEFC) presented in [17] . The discrepancy between the real observa- (OSEFC) tion and the target value has been used to calculate the errors. The sum of absolute error (AES) is used as the criteria for the comparison of the three controllers.
As it is clear from the table, the Mamdani-type controller requires the highest number of parameters (and, hence, computer memory) for both problems. On the other hand, the proposed SPARC presents a considerable improvement in terms of error and memory usage (parameters) compared to the Mamdani controller. OSEFC has a slightly better performance in terms of absolute error. However, we should note that at the beginning of the process for the OSEFC two membership functions were assigned for each input. Thus, four fuzzy rules formed the initial controller, although they were initialised to zero to create the situation of an empty controller. At the end of the process the number of rules increased to 9 rules for water level control experiment and 6 rules for bath temperature control. On the contrary, the proposed controller started with an empty rule set and no pre-defined parameters. Having this in mind, the proposed controller managed to track the water level of a sugar tank and temperature of the bath with only 4 and 3 rules, respectively, using less parameters and memory compared to OSEFC.
V. CONCLUSIONS
In this paper, a new approach for online self-evolving parameter-free (data cloud-based) fuzzy rule-based controller (SPARC) is proposed. Two illustrative examples are provided aiming a proof of concept. The proposed controller can start with no pre-defined fuzzy rules, no need to pre-define the range of output or control variable. This SPARC learns autonomously from its own actions while performing the control of the plant. It does not use any parameters, explicit membership functions, any off-line pre-training nor the explicit model (e.g., in a form of differential equations) of the plant. It combines the relative older concept of indirect adaptive control with the newer concepts of (self-)evolving fuzzy rulebased systems (and controllers, in particular) and with the very recent concept of parameter-free, data cloud and data density based fuzzy rule-based systems (and controllers in particular). It has been demonstrated that a fully autonomously and in an unsupervised manner (based only on the data density and selecting representative prototypes/focal points from the control hyper-surface acting as a data space) it is possible generate a parameter-free control structure and evolve it in on-line mode. Moreover, the results demonstrate that this autonomous controller is effective (has comparative error and performance characteristics) to other known controllers, including selflearning ones, but surpasses them with its flexibility and extremely lean structure (small number of prototypes/focal points which serve as seeds to form parameter-free and membership function-free fuzzy rules based on them). The illustrative examples aim primarily proof of concept.
