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We present a density functional theory (DFT) for lattice models with local electron-electron (e-e)
and electron-phonon (e-ph) interactions. Exchange-correlation potentials are derived via dynamical
mean field theory for the infinite-dimensional Bethe lattice, and analytically for an isolated Hubbard-
Holstein site. These potentials exhibit discontinuities as a function of the density, which depend on
the relative strength of the e-e and e-ph interactions. By comparing to exact benchmarks, we show
that the DFT formalism gives a good description of the linear conductance and real-time dynamics.
Density functional theory (DFT) [1, 2] plays a cen-
tral role in the study of materials [3]. The key idea of
DFT and its time-dependent generalization (TDDFT) [4]
is to focus on the one-particle density as the basic vari-
able. Although DFT and TDDFT are in principle exact
methods, in practice the exchange-correlation (XC) po-
tential, a key ingredient in the theory, is in most cases
known only approximately. (TD)DFT has also been ap-
plied to model Hamiltonians [5, 6], to explore concep-
tual and methodological aspects of the theory [7–18],
but also for specific applications to e.g. cold atoms [19–
22], Kondo physics [23–25], quantum transport [26–28],
quantum electrodynamics [29], and nonequilibrium ther-
modynamics [30], to mention a few. There is however a
class of lattice systems not considered until now within
(TD)DFT: electron-phonon lattice models. This is sur-
prising, given that the interplay of electron-electron (e-e)
and electron-phonon (e-ph) interactions is at the root of
many physical phenomena. (TD)DFT could provide new
insights into the correlation effects in these systems, and
in particular the effect of phonons on the XC potentials.
Here, we introduce a (TD)DFT description of a
paradigmatic e-ph lattice system, the Hubbard-Holstein
(HH) model [31–41]. This model provides a minimum-
complexity set-up to treat on equal footing e-e and e-
ph interactions in a lattice. Still, depending on model
parameters and dimensionality D, it displays a broad
range of interesting behaviors, e.g. metal-insulator
transitions [36], bipolaronic phases [37], superconduc-
tivity and charge density order [35]. In the out of
equilibrium regime, it has been used to study interac-
tion quenches [42], dynamical insulator-to-metal transi-
tions [43], and pump-probe dynamics [44, 45]. Finally,
through phonon overscreening of the e-e interactions, it
provides a physical motivation to study lattice models
with attractive Hubbard interactions [46–48].
Similarly to what is done in (TD)DFT for electron-
nuclei systems in the continuum [49, 50], or quantum elec-
trodynamics [29], we describe the HH model via a two-
component formulation for the electron and phonon sub-
systems, where for the electron (phonon) component the
basic variables are the electron occupations {ni} (phonon
coordinates {xi}) at each site i, and each component is
governed by its own XC potential.
After presenting our approach, we explicitly deter-
mine the XC potentials for the analytically solvable one-
site, zero-dimensional (D = 0) model, and the infi-
nite dimensional (D = ∞) homogenous Bethe lattice
(where ni = n, xi = x), via dynamical mean field the-
ory (DMFT) [51–53]. These potentials are then used
to compute the dynamics in a finite system. We find
that: i) e-ph interactions screen the e-e interaction, and
the behavior of the electronic XC potential is mainly de-
termined by the screened interaction U ′. At the same
time, because the e-ph coupling is linear in both n and
x, as well as local, the XC phonon potential is always
zero. ii) The electronic XC potential is discontinuous at
half-filling density n = 1 for U ′ > 0, and at n = 0, 2
for U ′ < 0; for the Bethe lattice, the discontinuity ap-
pears above a nonzero value of |U ′|. iii) For an infinite
chain with a HH impurity, (TD)DFT conductances have
a smooth transition from the charge- to the spin-Kondo
regime upon varying the e-ph coupling. iv) TDDFT dy-
namics in a test system subject to interaction quenches
or external fields compares well with exact numerics in an
appreciable range of interaction strengths. These results
demonstrate that (TD)DFT is a promising formalism for
the study of e-ph lattice systems.
The system - Aiming for a DFT description, we start
with an inhomogeneous version of the HH Hamiltonian:
Hˆ =
∑
iσ
(vi − µ)nˆiσ + U
∑
i
nˆi↑nˆi↓ − J
∑
〈ij〉σ
c†iσcjσ
+ ω
∑
i
b†i bi +
∑
i
√
2ηi xˆi +
√
2g
∑
i
(nˆi↑+nˆi↓−1)xˆi, (1)
where vi is a local site dependent electron potential, µ
is the chemical potential, U the e-e interaction strength,
J the hopping amplitude (set equal to 1, as the energy
unit), and 〈. . . 〉 denotes nearest neighbour sites. The op-
erator c†iσ creates an electron on site i with spin σ, with
nˆiσ = c
†
iσciσ the corresponding density operator. The
phonon frequency is ω, and g is the e-ph coupling parame-
ter. We use λ = g2/ω as a measure of the e-ph interaction
strength. Finally, the site-dependent external phonon po-
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2tential ηi is introduced to control the phonon coordinates
xˆi = (b
†
i + bi)/
√
2, where bi destroys a phonon at site i.
The form of Hˆ in Eq. (1) allows to address formal aspects
of the (TD)DFT description (see the Supplemental Mate-
rial, SM), and to use a homogeneous HH reference system
(∀i, vi = v and ηi = η) in (adiabatic) local density ap-
proximations. To calculate the ground state energy of the
reference homogenous HH model, we perform the Lang-
Firsov transformation H → Hˆ ′ = eiSˆHˆe−iSˆ [54] (see the
SM). In H ′, the hopping amplitude is renormalized as
J → Jˆ ′ij = Jei
√
2g(pˆi−pˆj)/ω, with pˆi = i(b
†
i − bi)/
√
2 the
phonon momentum, and the other parameters transform
as v → v′ = v+ (g2 + 2gη)/ω, and U → U ′ = U − 2g2/ω.
Density functional theory - For a DFT description, we
consider the pair of sets of variables (n, x) ≡ ({ni}, {xi})
and the conjugated fields (v, η) ≡ ({vi}, {ηi}), with ni =
ni↑+ni↓ the total electron density at site i. In the SM we
prove that i) the total energy E = E[n, x] is a functional
of n and x, with a minimum at the ground state val-
ues (n0, x0) (i.e., the Hohenberg-Kohn theorem for the
HH) and ii) where v0 representability holds, (n0, x0) is
obtained by solving a two-component Kohn-Sham (KS)
problem. In a homogeneous system (useful to derive a
local density approximation), ni = n and xi = x for all
i, and the KS Hamiltonian is HKS = H
(e)
s +H
(ph)
s , with
H(e)s = (vKS [n, x]− µ)
∑
iσ
nˆiσ −
∑
〈ij〉σ
J
(
c†iσcjσ + h.c.
)
,
H(ph)s = ω
∑
i
b†i bi +
√
2ηKS [n, x]
∑
i
xˆi . (2)
The electronic KS potential can be written as vKS =
vext + vHxc, with vext ≡ v and the Hartree-exchange-
correlation (Hxc) part vHxc = Un/2 +
√
2gx+ δExc/δn.
To obtain Exc, we subtract from E[n, x] the e-e and e-ph
Hartree interaction terms, and the energies of the corre-
sponding non-interacting HH system. For the phonons,
ηKS = ηext+ηHxc, where ηext ≡ η and ηHxc ≡ ηH+ηxc =√
2g(n − 1) + δExc/δx. Using the Heisenberg equation
∂tpˆ = 0, we get x = −
√
2 [g(n− 1) + η] /ω. Inverting this
relation and using ηHxc = η|g=0−η , we find ηHxc = ηH ,
i.e. ηxc = 0. In the following, we set ω = 1 and η = 0.
A) vxc from a single Hubbard-Holstein site - We con-
sider a single HH site exchanging energy and particles
with a bath at chemical potential µ and temperature
β−1. This problem is analytically solvable, by determin-
ing the partition function Z = Tr e−βH(v,η) (see SM).
Using n = −β−1∂v lnZ, x = −(
√
2β)−1∂η lnZ, and solv-
ing for (v, η) we find ηxc = 0 and
vxc(n, x) = (1− δn)U
′
2
+
g2
ω
δn+
1
β
ln
δn+R
1 + δn
, (3)
where δn = n − 1, R = [e−βU ′ (1− δn2) + δn2]1/2, and
U ′ defined above. Thus, vxc is independent of x and de-
pends on the e-e interaction renormalized by phonons.
FIG. 1. Color online. Properties of a single Hubbard-Holstein
site: (a) Exchange-correlation potential vxc for U = 1 and
β = 20, as a function of n and λ = g2/ω. (b, c) Spectral
function A() for µ = 0, v = −U/2 and β = 5. The blue
curves are for λ = 0.08 and yellow curves for λ = 1. (d)
Zero bias conductance G for U = 1, µ = 0 and β → ∞, as a
function of v and λ.
For g = 0 we recover the expression for a single-site
Hubbard system [23]. In Fig. 1(a) we display vxc as
a function of n and λ for U = 1 and β = 20. For
U ′ > 0 (i.e. λ < 1/2) the potential is discontinuous
at n = 1, as in the case of the purely electronic repul-
sive Hubbard model [7, 23, 57, 58]. For U ′ < 0 (i.e.
λ > 1/2) the discontinuity is at n = 0 and n = 2, as
in a negative-U Hubbard model [20, 48]. Notably, in the
present model, the transition from positive to negative U ′
results from the phonons screening of the e-e interactions.
Eq. (3) shows that, save for the linear term g2δn/ω,
the analytic expressions for vxc in a HH and a Hub-
bard single-site model only differ by the renormalization
U → U ′, i.e e-ph interactions primarily affect the discon-
tinuities at n = {0, 1, 2}. Phonon effects are instead ex-
plicitly manifest in the electronic spectral function A().
Starting from the many-body Matsubara Green’s func-
tion GM (τ) = −iZ−1Tr
(
e−β(Hˆ−µNˆ)T [c(τ)c†(0)]
)
, A()
can be extracted via analytic continuation to real ener-
gies and the fluctuation-dissipation theorem (see SM).
Fig. 1(b,c) shows A() for µ = 0, β = 5, v = −U/2
and for four pairs (U, λ). For U = 3 and λ = 0.08 the
two main peaks correspond to the electronic excitation
energies. Instead, for λ = 1, phonon replicas spaced by
ω are seen. A similar behavior occurs at U = −1: for
small λ, A() has two main peaks. Here, the electron-
removal/addition parts of A contribute to both peaks,
since the e-ph interaction reorders the energy levels.
The zero bias conductance G is related to the spectral
function [55]. Using vxc from Eq. (3), we calculate G at
zero temperature for a HH impurity connected to two 1D
semi-infinite noninteracting leads. In this case, G/G0 =
3FIG. 2. Exchange-correlation potential vxc as a function of
electron density n, e-e interaction U and e-ph interaction g.
In panels (a)-(d), the values of (U, g) are shown for ω = 1,
x = 0, and ηHxc = g(n − 1). Color coding: fitted DMFT
data by polynomial interpolation (green curves) for β = 200;
single Hubbard-Holstein site (SS) results (yellow curves). For
the single-site potentials, β is chosen via a fit to the DMFT
results, giving β ≈ 5 for U = 3 and β ≈ 100 for U = 8.
sin2(pin/2) [56], with n = (2/pi) arctan(−vKS [n]/γpi) + 1,
G0 the unit of quantum conductance, and γ the level
width in the wide-band limit. Results for G as a function
of v and λ are in Fig. 1(d), where U = 1 and µ = 0. For
U ′ > 0, G has a plateau of width U ′ [23], but for U ′ < 0
we find a single narrow peak [48, 56]. Overall, G behaves
smoothly as a function of the e-ph coupling, while the
system evolves from the spin to the charge Kondo regime.
For further insight into e-e and e-ph interactions, in the
SM we compare the exact double occupancy 〈n↑n↓〉 to the
DFT one (the latter is obtained via the single-site poten-
tial). While good agreement is found in many situations,
the comparison in the SM clearly suggests that kinetic-
energy effects in vxc are important and thus a more gen-
eral reference system than a single HH site should be
used. This is taken into account in the next section.
B) vxc from the infinite-dimensional Bethe lattice -
For the HH model on the D = ∞ Bethe lattice with
bandwidth 4 (in units of the hopping parameter), we es-
timate the ground state energy Etot within DMFT at
β = 200 [53]. The exchange-correlation potential is ex-
plicitly determined for U = 3, 8 and g = 0.2, 1, corre-
sponding in all cases to a screened interaction U ′ > 0
[59]. After the calculation of Exc as a function of n
and x via DMFT (see the SM), we compute the elec-
tron and phonon potential as vxc = ∂Exc(n, x)/∂n and
ηxc = ∂Exc(n, x)/∂x. To perform the necessary deriva-
tives, we fit the DMFT data in n ∈ [0, 1] with piecewise
fourth-order polynomials. For n ∈ [1, 2], we employ the
symmetry Exc(n) = Exc(2− n).
In Fig. 2(a)-(d) we show the vxc obtained from DMFT
(for Exc results, see the SM). At U = 8, vxc is discontinu-
ous at n = 1, but not at U = 3. This is a DFT signature
of the Mott-Hubbard transition in the HH model, in anal-
ogy with the purely electronic Hubbard model [58] (for
the D = ∞ Bethe lattice, when β → ∞, Uc1 ≈ 4.7, and
Uc2 ≈ 5.8 [60]). Interestingly, e-ph interactions not only
renormalize the value of the XC discontinuity, but also
“delay” its onset. For further insight, in Fig. 2 we also
plot by yellow lines the single-site results from Eq. (3),
with the value of β fitted to best reproduce the DMFT
curves. For panels (a) and (b), this gives β = 5, and
a smeared XC discontinuity. Also, due to the small U
and large g values, the shape of the single-site solution in
panel (b) is dominated by the linear term g
2
ω δn. In con-
trast, in panels (c) and (d) the fit gives β = 100 for the
single-site potential, already close to the zero tempera-
ture limit (where the discontinuity exists for all nonzero
interactions U ′). Overall, single-site and DMFT poten-
tials agree for n ∈ [0, 1/2] but significant differences ap-
pear at higher fillings, with important consequences for
time-dependent simulations.
Bethe lattice mapping and real-time dynamics - We
now use the single-site and DMFT potentials for the real-
time dynamics of an L-site chain with a HH impurity at
one end (so-called Anderson-Holstein chain, see Fig. 3,
left). This test system was chosen because the local den-
sity of states of a homogeneous Bethe lattice of coordina-
tion Z and hopping term J is identical to the one at the
first site (site 0) of a semi-infinite chain. The mapping is
obtained via Lanczos recursion (see SM), and also holds
with HH interactions and time-varying fields at a single
site of the Bethe lattice: in this case the local Green’s
function at that site is the same as the one at site 0 of
the chain. When Z →∞, the chain Hamiltonian is
Hchain = −J
∞∑
i=0,σ
c†iσci+1,σ + H.c.
+ v(t)nˆ0 + Unˆ0↑nˆ0↓ + ωb†b+ gnˆ0(b† + b), (4)
where t labels time, v(t) is a local perturbation, and the
rescaling J → J/√Z keeps the hopping probability finite.
In the simulations, we use a finite chain of L = 8 sites,
which allows for exact numerical solutions. By virtue of
the mapping, we are actually dealing with a Z =∞ Bethe
lattice truncated after eight layers and with one HH im-
purity in the center (Fig. 3). We consider N↑ = N↓ = 3
electrons in the chain (as before, J = ω = 1). The sys-
tem’s time evolution is performed via exact diagonaliza-
tion, as well as by TDDFT time propagation via the KS
equations [61] within the adiabatic local density approx-
imation (ALDA) [62]. By setting vxc to zero, we also
consider the Hartree-Fock (HF) dynamics.
Figure 3(a)-(c) shows the dynamics after a sudden in-
teraction quench (Ui, gi)→ (Uf , gf ) at t = 0. This situa-
tion is within the scope of TDDFT, by freedom of choice
of the initial state [4]. Further, quenches severely test
the ALDA (typically employed within TDDFT, and used
4FIG. 3. Left: Mapping of the Bethe lattice with coordination number Z onto a one-dimensional linear chain. For finite Z, the
effective hoppings in the chain are J
√
Z between sites 0 and 1, and J
√
Z − 1 otherwise. The results shown are for Z →∞, and
renormalized hopping J → J/√Z. Right: Dynamics of an 8 site Anderson-Holstein chain (see main text) with n↓ = n↑ = 3,
for J = 1, ω = 1, and Z →∞. In all panels, the optimization of β gives a value β ' 5. Panels (a)-(c) correspond to a sudden
quench of the interaction pair (U, g); from left to right, (0, 0) → (3, 1), (8, 1) → (3, 1), and (3, 1) → (8, 1), respectively. In
panel (d), U = 8 and g = 0.2 and the external potential v(t) is ramped to v = 1 in a time T = 8. For panels (e) and (f) the
interactions are U = 8 and g = 1 or U = 1 and g = 0.5 respectively, and the external field is a pulse of strength v = 1 and
duration T = 4. For the explicit shape of v(t), see the SM.
here). For the quench (0, 0)→ (3, 1), panel (a) in Fig. 3,
exact and TDDFT-DMFT results are in excellent agree-
ment, while the single-site and HF solutions give a mod-
erately good description. Instead, for (8, 1)→ (3, 1) and
(3, 1) → (8, 1), panels (b) and (c), the agreement wors-
ens, due to stronger interactions. However, the DMFT
potential still qualitatively performs well, while the HF
solution fails to capture the main features.
Figure 3(d)-(f) shows the dynamics induced by an ex-
ternal field v(t). In panel (d), where U = 8 and g = 0.2,
v(t) is ramped on in a time T = 8, and kept constant
(=1) afterwards (see the SM). There is excellent agree-
ment between exact and TDDFT results. In (e, f) v(t)
is a soft square pulse of duration T = 4 and amplitude
v = 1, switched on and off in a time T = 8. In (e), where
U = 8 and g = 1, the DMFT potential initially gives
a very good agreement but this worsens near n = 1.
This is a known behavior, due to the discontinuity of
vxc at n = 1 [26, 58]. Finally, we briefly turn to the
U ′ < 0 region, using the single-site potential (the case
of the DMFT potential is left for future work). The re-
sults of panel (f), where U = −1 and g = 0.5, suggest
that (TD)DFT can also be used for the attractive regime,
but better potentials than the single-site one are clearly
needed.
Conclusions.- By means of a two-component density
functional theory (DFT), we have introduced a novel ap-
proach to the Hubbard-Holstein (HH) model, a popu-
lar template to study e-e and e-ph interactions in lattice
systems. We also explicitly determined and character-
ized electron and phonon exchange-correlation (XC) po-
tentials, analytically for a simple one-site system, and
via dynamical mean field theory for a Bethe lattice in
D = ∞. Comparisons between DFT and exact results
showed that the newly found potentials perform very well
across an appreciable range of interaction strengths and
electron densities.
Possible directions for immediate extensions include
the analysis of the phonon overscreening regime, and a
formulation for lattices inD ≤ 3 or for the linear response
regime. Application-wise, an appealing option would be
to explore how phonon-like degrees of freedom affect the
physics of cold atoms in optical lattices (e.g. cloud ex-
pansion after trap removal, disorder effects, entanglement
distillation, etc.). Finally, a key development would be
the introduction of memory and non local effects in the
XC potentials, by exploiting connections to many-body
approximations within Green’s function schemes.
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