Abstract. We find an approximation in the space 
Introduction

A Gaussian process {B
We consider the case of H ∈ ( 1 2 , 1). It is known that the fractional Brownian motion with the Hurst index H ∈ ( 1 2 , 1) is not a semimartingale. In particular, it is neither a martingale nor a process of bounded variation. A natural question arises on whether the fractional Brownian motion can be approximated in some metrics by martingales, semimartingales, or processes of bounded variation? The answer to this question is positive concerning an approximation by processes of bounded variation and semimartingales (the corresponding results are presented in the papers [1] , [3] , and [5] ).
The best approximation in the space L ∞ ([0, T ]; L 2 (Ω)) of a fractional Brownian motion by martingales of the form t 0 a(s) dW s is found in the current paper, where W is a Wiener process and a(s) is a power function with a negative index, that is, a function of the form a(s) = k · s −α , k > 0. More precisely, we consider the following problem. Let T > 0 be a fixed number and consider the interval [0, T ]. It is known [4] that the fractional Brownian motion {B
where {W t , t ∈ [0, T ]} is a Wiener process and
Here 
In Section 2, we discuss the classes where one can try to find functions for the best approximation. In Section 3, we solve a simplified version of the above problem where the infimum is considered over all power functions a( 
The existence of representation (1) is established in the paper [4] . Here
We evaluate (2) min
where First we prove two auxiliary results concerning the functions a in (2).
Lemma 2.1. If the Lebesgue measure of the set
2 as follows:
This makes it clear that if one changes a(s) for −a(s) at the points s where a(s) < 0, then the right hand side of (2) does not increase.
Proof. We rewrite the right hand side of (3) as follows:
Differentiating the right hand side of (4) with respect to t we get
Changing the variable s = t · u in the latter integral, we obtain
. If the function b is nondecreasing with respect to t, then b(ts) ≤ b(t) for t > 0 and s ≤ 1. Thus
The bound c 2 H < 2H is easy. Indeed, it follows from
The latter inequality is obtained in the paper [2, Theorem 2] . Thus the discriminant
is negative, whence ψ(t) ≥ 0 and the minimal value of ψ(t) is attained at b(t) = c H .
On the other hand, the bigger the derivative ϕ (t) for all t, the bigger is ϕ(t). Thus the minimum among all a(s) such that b(s) = a(s)s 1/2−H is nondecreasing is attained at b(s) = c H . The lemma is proved.
Remark 2.3. Lemma 2.2 generalizes Theorem 2 of the paper [2] . It is proved in [2] that the minimum in (2) among all power functions a(s) = ks H−1/2 is attained for k = c H . Moreover, it is also proved in [2] that the minimum in (2) among all power functions with a negative index is attained at the constant function a(t) = c 1 (H) · T α , where
Therefore it is worthwhile to consider the power functions with a negative index.
3. An approximation of a fractional Brownian motion by integrals of power functions with a negative index
First we prove some auxiliary results. Let
Lemma 3.1. 1) The function f (t, k) admits the following representation:
2) For all k > 0, the function f (t, k) has a point of local maximum in R + , namely
where
as well as the point of local minimum in R + , namely
Remark 3.1. 1. We conclude from (6) and (7) that t 2 (k) > t 1 (k). 
3. Relation (5) and Lemma 2.1 imply that the best approximation can be attained only for k > 0. Thus the case of k < 0 is not considered in the rest of the current paper.
4. It is obvious that f (t, k) > 0 for all t and k. In particular, we obtain for t = 1 that the quadratic polynomial
2 − 2H is positive. Its discriminant obviously is negative and equals
This implies an interesting inequality, which will be used in what follows; namely,
Moreover, the inequality becomes an equality at the points H = we rewrite (8) in the following form:
For example, the left hand side of (10) for H = 3/4 equals Proof. Assertion 1) follows after straightforward calculations. We have
According to representation (1),
Then it is easy to check that
To prove assertion 2) we differentiate f (t, k) with respect to t:
and make the change x := kt −2α . Then we obtain the quadratic equation
whose roots are x 1 = p(H) and x 2 = p 1 (H). This implies equalities (6) and (7). Since the derivative ∂f /∂t is positive for t < t 1 (k) and negative for t 1 (k) < t < t 2 (k), we prove that t 1 (k) and t 2 (k) are the points of local maximum and minimum, respectively. To prove assertion 3) we first find k lim , that is, a point such that t 1 (k) = T . It is obvious that k lim = T 2α p(H). Since t 1 (k) increases with respect to k, we have t 1 (k) < T for k < k lim , while t 1 (k) > T for k > k lim . The lemma is proved.
Corollary 3.1. We have
Consider some properties of the point k lim . We find k min , that is, a number k such that f (T, k) attains the minimum at k min with respect to k if T is fixed. It is clear that
Proof. It is sufficient to prove that
The latter inequality obviously holds, since its left hand side is negative.
According to Corollary 3.1 and assertion 3) of Lemma 3.1, we find that
Thus we compare the graphs of the functions
First we prove an interesting property of these functions at the point k = k lim . We have ϕ 1 (k lim ) = ϕ 2 (k lim ) by the definition of k lim . It turns out that the derivatives of these functions are the same at the point k lim .
Proof. It is clear that
Further,
Substituting k lim in place of k, we get
It remains to note that p(H) is a root of equation (1), that is,
Then we rewrite ϕ 1 (k lim ) as follows:
and this means that the derivatives are equal. The lemma is proved.
Now we show that k lim is the largest point of intersection of the functions ϕ 1 (k) and ϕ 2 (k). This follows from the following result applied together with
Proof. Relations (12) and (13) imply that
and that ϕ 1 (k) increases with respect to k, while ϕ 2 (k) = It is sufficient to prove that
The latter bound is equivalent to the inequality c 2 H < 2H. This result is obtained in the paper [2, Theorem 2]. Now we show that there exists a unique point 0 < k * < k lim of intersection of the functions ϕ 1 (k) and ϕ 2 (k). This means that ϕ 1 (k) < ϕ 2 (k) for 0 < k < k * and ϕ 1 (k) > ϕ 2 (k) for k * < k < k lim and that k lim < k < ∞. 
