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DtFINITION DES TERMES DE THEORIE DES GRAPHES UTILISts (2) 




1) tout sommet x1 est l'extrémité terminale d'un seul 
arc. 
2) x 1 n'est l'extrémité terminale d'aucun arc. 
3) (X,U) ne contient pas de circuits. 
Graphe connexe et sans cycleeo 
Couple (x,y) avec y eî'x pour un graphe (X, "r). 
Ensemble de deux éléments x et y tels que (x,y) ou (y,x) 
est un arc du graphe. 
Articulation: x est un point d'articulation si le sous-graphe obtenu 








Une chaine est une séquence d'arêtes (u1 ,u2 , ••• ), chaque 
arête uk étant rattachée à uk_ 1 par une de ses extrémités, 
et à uk+1 par l'autre. 
Une chaine est simple si les arêtes utilisées sont toutes 
différentes, elle est composée dans le cas contraire. 
Séquence (u1 ,u2 , ••• ) d'arcs telle que l'extrémité termina-
le de chaque arc coincide avec l'extrémité initiale du 
suivant. 
Une chemin est simple s'il n'utilise pas deux !oie le même 
arc, et composé dans le cas contraire. 
Cycle avec toua les arcs orientés dans le sens d'un par-
cours. 
Cocycle tel que les arcs sont toua incidents extérieurement 
ou toua intirieurement au sous-ensemble qui le définit. 
Ensemble des arcs incidents intérieurement et extérieure-
ment à un sous-ensemble de sommets A d'un graphe. 
Soit un graphe ( X, f'), a E. X, C li' ensemble des sommets re-
liée à a par une chaineo Le soue-graphe engendré par C est 
a 
une composante connexe eu composante de (X, r) o 
d'un graphe simple (X, Y, r) est un ensemble d'arcs W tel que 
deux arcs quelconques de W ne soient pas adjacents; si un 
couplc,.;e fait correspondre d'une façon biunivoque un ensem-
ble AC X et un ensemble B CY, on dit aussi que l'on couple 





Séquence d'arcs telle que: 
1) tout arc de la séquence est relié au précédent par une 
de ses extrémités et au suivant par l'autre extrémité. 
2) la séquence n'utilise pas deux fois le même arc. 
3) le sommet initial et le sommet terminal de la séquence 
co!ncident. 
Un ensemble d'arcs est dit incident extérieurement (inté-
rieurement) à un sous-ensemble A C. X de ( X, f' ) si chacun 
de ces arcs a son extrémité initiale (terminale) dans A et 
l'autre dans X-Ao 
a) (X,U) est défini par un ensemble X et un sous-ensemble 
U des couples ordonnés X ><X. 
b) (X,T') est défini par un ensemble X et une application 
multivoque f' de X dans lui-même. 
c) Antisymétrique: (X,U) est tel que (x,y) E U~(y,x)EU. 
d) Connexe: il existe une chaine reliant deux points quel-
conques de (x,u). 
e) Partiel: (X,V) est un graphe partiel de (X,U) si V C Uo 
f) Sous-graphe: (Y,U ) est un sous-graphe de (X,U) ai YCX 
y 
et U est l'ensemble des arcs où ne figurent pas de som-
y 
mets de X-Y. 
g) Simple: (X, f') est tel que X peut être partitionné en 
deux sous-ensembles y et z tels que r est une applica-
tion de Y dans Z et de Z dans Y. 
h) Symétrique: (X,U) est tel que (x,y) e. u~(y,x) li=. u. 
Multi-graphe: Contrairement aux graphes, il peut y avoir dans un multi-




Réunion de cocycles disjoints. 
Réunion de cycles disjoints. 
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1 • L'UNIMODULARITE TOTALE ET LA PROPRIETE DE DANTZIG 
On trouvera les notions sur lesquelles ce chapitre repose dans le cha-
pitre 15 de [2]. 
1.1 RESUME 
Nous allons grouper dans ce chapitre les principaux résultats recueillie 
dans [2] [3J [4) [21] , etc ••• 
Le lien évident qui existe entre les matrices de Dantzig et les matrices to-
talement unimodulaires noua permet de ramener le problème de savoir si une 
matrice est une matrice de Dantzig (ou D-matrice) à celui de savoir si une 
matrice donnée est une totalement unimodulaire (ou E-matrice). Problème que 
noua discutons au chapitre II. 
1.2 MATRICES ET POLYEDRES DONT LES SOMMETS ONT DES COORDONNEES ENTIERES 
1.2.1 On considère un système d'équations et d'inégalités linéaires: 
(1) A X= b I X~ 0 
où la matrice A à coefficients réels a r lignes, k colonnes et un rang 
inférieur à k. Si le domaine des solutions est non vide et borné, c'est 
un polyèdre convexe dans un espace vectoriel de dimension k. Une solution 
basique est un point xx dont les coordonnées non nulles sont coefficients de 
vecteurs linéairement indépendants. On sait qu'une forme linéaire d'un vec-
teur du domaine a sa valeur extrême en un sommet ou en chaque point de l'en-
veloppe convexe d'un ensemble de sommets. 
De nombreux problèmes combinatoires trouvent une formulation en termes de 
programmes linéaires dont on recherche les solutions à coordonnées entières 
(4o]. M. R.Fortet [2?] a montré à ce propos que l'ensemble des solutions d'une 
équation Booléenne est aussi l'ensemble des points de coordonnées entières 
d'un polyèdre. 
L'étude des matrices A telles que (1) définit un polyèdre dont les sommets 
sont à coordonnées entières est donc important. I.Heller étudie la classe des 
matrices A ayant la propriété: pour tout b tel que A x = b a une solution 
entière, toutes les solutions basiques de A x = b sont entières. Une matrice 
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A qui possède cette propriété sera appelée D-matrice. Si A est une D-Matri-
ce, on a: 
I - Si une colonne de A est une combinaison linéaire d'un ensemble de colon-
nes indépendantes de A, les coefficients de la combinaison sont entiers. 
II - La propriété de Dantz~g: 
Si une colonne de A est une combinaison linéaire d'un ensemble de colon-
nes indépe6dants de A1 alors les coefficients de la combinaison sont 
1. -1 ou o. 






III !!.:image de A par une transformation linéaire régulière est une D-matrice. 
(i ,! j ; id = O, 1, ••• , r) 
~ù x0 est le vecteur nul, et x 1 , ••• , xr sont linéairement indépendants, 
est une D-matrice. 
V - Lee arêtes (c'est-à-dire, des fuccs de dimenslon 1, prises dans les deux 
orientations et considérées comme vecteurs) d'un simElexe sont les colon-
nes d'une D-matrice. 
1.2.2. - A.J.Hoffman et J.B.KruskalI (3'1] d'autre part définissent une classe 
de matrices qui, on s'en apercevra immédiatement, est contenue dans la classe 
d(,s D-matricea. Il s'agit des matrices A entières telles que chaque polyèdre 
(2) Q(b; b'; c; c') = (x I b (. Ax, b' et c ~ x ~ E:'), 
a' il ,;at non vide, a toue ses sommets avec coordonnées entières, et ce pour 
tout système de vecteurs b, b', c, c' de coordonnées entières. 
Une telle matrice A est caractérisée par le fait que chaque mineur de A vaut 
+1, -1, O. Ces matrices sont appelées E-matrices ou matrices totalement uni-
modulaires. Rappelons qu'un sommet du polyèdre Q(b; b'; c; c') est un point 
xx € Q(b; b'; c, c') dont les coordonnées non nulleR sont coefficients d'un 
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système maximum de veeteurs linéairement indépendants. 
1. 3 D-MATRICES ET Mt.'rRICES COCYCLOMATIQUES 
I.Heller observe que une base parmi les arêtes d'un simplexe est un arbre, 
si l'on transforme T (IV) par l'inverse de cette base, on obtient une matrico 
cocyclomatique normale. Une matrice est normale si elle contient un~ matrice 
unité d'ordre égal au nombre de ses lignes. Une matrice cocyclomatique ent une 
matrice dont les lignes forment une base de u-cocyclea d'un graphe (chapitre 
II). Une matrice normale est de la forme [I,A] où I est une matrice unité. 
Un u-cocycle est un vecteur de composantes +1, -1, 0 appcrtenant à l' esr,a1:o 
vectoriel engendr6 par les vecteurs-lignes de la matrice d'incidence (eu aens 
de C.Berge [2], 15) d'un graphe. Si x 1 , ••• ,xr aont dans IV les vedtbur~ uni-
tés, T = {xi-xj} ; (i I j; j=O, 1, ••• ,r) devient une matrice d'incidence 
ayant une ligne supprim6e, d'un graphe complet symétrique de r+1 sommetn. T 
est alors appelée par Heller représentation canonique de la classe de toutea 
les D-mntrices obtenues à partir de T par transformation linéaire régulière. 
Il est clair que cette classe est la classe de toutes les bases de l'espace 
vectoriel des tensions [1) d'un graphe complet symétrique. 0=(e1 ,e2 , ••• ,Qr) 
est une tension, si pour tout cycle élémentaire f-' on a: 
/'-+ et f'-- désignent respectivement les arcs orientés dans le sens du parcours 
et ceux orientés en sens i.nverse du parcours. (voir Chapitre II). On a donc: 
VI - Une matrice cocycl9matique est une D-matrice. 
Puisqu'une matrice cocyclomatique est toujours une sous-matrice d'une matrice 
cocyclomatique d'un graphe complet symétrique (simplexe). 
I.Heller remarque après les auteurs de [39) que la transformation d'une matrice 
cocyclomatique normale en une autre (du même graphe)est évidemment unimodulaire. 
En effet une matrice cocyclomatique normale contient toujours une matrice uni-
té et puisque c'est une D-matrice, chaque diterminnnt d'ordre r vaut q, -q ou 
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0 donc 1, -1 ou o. Mais alors, tout déterminant extrait d'une matrice co-
cyclomatique normale vaut 1, -1 ou O puisqu'il donnera sa valeur à un dé-
terminant d'ordre r le contenant et contenant des vecteurs unités. Donc 
VII Une matrice cocyclomatigue normale est totalement unimodulaire. 
A.J.Hottman et J.B.Kruskal remarquent également, comme annoncé en 1.2.2. 
VIII Une matrice totalement unimodulaire est une D-matrice. 
Soit (I,A) une matrice cocyclomatique d'un graphe, on sait ( (3), (26) ), 
qu'une matrice oyclomatique normale ( [~] , chapitre 15), est nécessaire-
ment de la forme [A', -I], où A' est la transposée de A, d'où 
IX Une matrice cyclomatique normale est totalement unimodulaire. 
et par conséquent toute base de l'espace vectoriel des flots d'un graphe 
est une D-matrice. Pour simplifier disons ici qu'un !lot est un élément 
de l'espace vectoriel orthogonal à celui des tensions, le chapitre II 
s'étendra plus longuement sur ce sujet. 
Bien ~ue, à notre connaissance, les D-matrices mentionnées dans la litté-
rature sont des matrices de flots ou de tensions nous verrons (Chapitre 
4) qu'il en existe d'autres. 
Les résultats VII, VIII et IX sont implicitda à I.Heller, 1957 (4). Ils 
sont donnés également dans [26). 
1.4 E-MATRICES ET CHAINES D'UN ARBRE 
S:!. on appe1.le u-chaine d'un arbre antisymétrique un vecteur o qui a 
pour composantes 1t -1 ou O, 11 correspond à une chaine'(• c • (c 1 , ••• ,cm) 
+ E.r ~ ci. • 1 
(4) E. f ~ ci"' -1 
i 
'F r ~ ci."' 0 
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+ r et l sont respectivement les arcs parcourus dans le sens de l'orien-
tation et dans le sens opponé lorsque l'on parcourt la chaine d'une extré-
mité à l'autre. E. est donc défini au signe près. 
1.4.1 - Résultats connus 
En tenant compte des propriétés d'une matrice cyclomatique normale 
données en [2J , chapitre 15, on peut énoncer X: 
X L'ensemble des . u-chaines d'un arbre forme Unf! ma tri ce totalement unimodu-
laire. 
Les auteurs de [40) donnent (théorème 5) 
XI~!= (a1 j) une matrice de coefficients 0 2 +1 et -1; pour deux vec-
teurs-lignes a1 ,!:l aj, on posera Ri> aj lorsgue chngue coefficient 
(5) 
(6) 
non nul ajk i.:. aj est égal au coefficient aik de ai gui est sur la même 
colonne; la matrice A est totalement unimodulaire lorsque l'on a: 
8 ik = ajk /. 0 =* ai> aj ou aj > ai 
aile --a ,! 
- jk 0 -,. ai > -a j ou aj ::.> -ai 
On démontre aisément que> est une relation de préordre associée à une fa-
mille d'arboreacencea H définie sur l'ensemble des lignes de A. On obtient 
)( H en adjoignant à H un arc incident intérieurement à chaque racine, il 
existe alors une correspondance biunivoque entre les arcs de Hx et leur 
extrémités terminales. Lee colonnes de A sont alors des u-chaines de Hx. 
1.4.2 - Montrons qu'une classe de E-matrices définie par A.J.Hoffman et 
J.B.Kruskal est contenue dans la classe des sous-matrices cyclomatiques, 
c'est à dire, dont les lignes représentent des chaines d'arbre. Cette classe 
de matrice est définie au moyen d'un graphe (X,U) dit "alterné" qui a la 
propriété: 
Tout cycle a autant d'arcs orientés dans le sens du parcours que dans 
le sens opposé, de plus les arcs se présentent alternativement dans 
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l'un et l'autre sens lorsque l'on parcourt le cycle. On dira que tous 
les cycles sont alternes, ils sont nécessairement de lon~eur paire. 
A chaque chemin élémentaire f- = (xi , • • • 
1 
vecteur~= (~ ex,>, ••• '~ (xn)) 
{
xj € f- --+ vf',(xj) = 1 
xj '1- j'- ===JI' 14cxj) = 0 
' ou 
, xi] de (X,U) correspond un 
k 
et l X 1 = n • 
A un ensemble M de chemins correspond une matrice A dont les lignes sont 
u V,1.4. • 
p€M r 
Nous allons construire un graphe (C,~(X)) tel que 
1) l'ensemble1(X)des arcs est l'ensemble des sommets de (X,U) 
2) (C,~(X)) est un arbre ou une famille d'arbres 
3) à t<= (xi , 
1 
eo• t xi]' chemin de cx,u), correspond un chemin 
k 




(xi) étant l'extrémité initiale de l'arc't(x:J de (Y~); t 1 Cxi) son extré-
mité terminale, ce qui démontrera notre proposition. 
a.· Chaque sommet x ~ (X,U) tel que rx '# 0 ~ r-1x '# f6 est un point 
d'articulation. 
Soit en effet a€ f'x et b€f"-1x, s'il existait une chaine reliant 
a et b et ne paasant pas par x il passerait par b,x,a, un cycle non alter-
né, ce qui est absurde. 
b. "Séparons" (X,U) de toutes les manières possibles en dédoubl.ant les 
points d'articulation. 
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On obtient un nouveau graphe (Y,U) tel que x ( y ~l"x • i ou l'-1x = i. 
c. Dans chaque composante connexe relions de toutes les manières possibles 
x € Y2 à 1 € Y1, on obtient (Y,V). 
d. Si nous "fusionnons" les composantes connexes en contondant deux à deux 
les couples de sommets par l'opération inverse de l'opération b, noua 
obtenons un graphe (X,V), U CV avec tous ses cycles alternés (nous 
allons le montrer) et tel que f< est un cheqain de (X,U) .,,,,,.;p14 est un che-
min de (X,V). Dans chaque sous-graphe de (X,V), détinit par une composan-
te connexe de (Y,V), il n'y a que des cycles alternés. Il ne peut exister 
d'autre part un cycle utilisant des arêtes de sous-graphes définis par 
des composantes connexes différentes de (Y,V), car cela signifierait qu'il 
existe dans (X,V) un cycle utilisant un point d'articulation. 
e. Définissons un graphe (CU B, tx(Y)). 
C est l'ensemble des composantes connexes de (Y,V). Si x ~ ci, c
1 
~ C 
r'cx) sera dans t'tY) un arc adjacent extérieurement à ci si 
/'-
1
x = 1, ,,x) sera un arc adjacent intérieurement à c
1
• Les sommets 
111 )( " 




r 1 (y•), ile torment l'ensemble Bo 
x' et x", 1' et y" étant les couples de sommets obtenus par dédou-
blement des points d'articulation x et y de X. 
Puisque l:"x(x') et rl<(x") sont adjacents en un sommet de degré 2, 
on définit un nouveau graphe en confondant ces deux arêtes et ce pour 
tout x, point d'articulation de (X,U). On obtient ainsi (C,t'{X)) • 
t. 1 - A chaque composante connexe de (X,U) correspond une composante con-
nexe de (C,t(X)). 
2 - Montrons qu'une composante connexe de (C,~(X)) est dans cycles. 
Supposons qu'il existe un cycle z9.: (C1 (xi ~, ••• , t'O(xi ), t'1 (xi )Jf , 1 , 
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à~ correspond dans (Y,V) une séquence de composantes connexes 
[c(1,xi), ••• ,c(O,x1 ), c(1,xi )] telles que deux composantes consécutives 1 1 1 
ont un sommet commun dans (X,V). A trois composantes consécutives corres-
pondent donc deux sommets de X reliés par un arc de V. A 1'> correspond donc 
un cycle de (X,V) non alterné, ce qui est absurde. 
2) est démontrée. 
Pour démontrer 3) il su!!it d'observer que si f"= ( xi , ••• ,x1 ] est un che-1 k 
est un chemin de (C, 't (X)). 
Réciproquement on peut démontrer que le graphe adjoint d'un arbre peut être 
orienté de fa~on à être un graphe alterné. 
1.5 D-MATRICES MAXIMALES 
Nous parlerons d'un D-ensemble, il s'agit de l'ensemble des colonnes 
d'une D-matrice. 
1.5.1. I.Heller (4] donne alors les théorèmes: 
XII - Un ensemble T composé des arêtes d'un simplexe est un D-ensemble gui 
est maximal pour sa dimension (dans le sens qu'il n'y a pas de D-en-
sembles de la même dimension contenant strictement T). 
XIII - Soit Dun D-ensemble, b un vecteur qui n'est pas dans D, !l C l'union 
de D et de {b} • Alors C est un D-en~emble si et seulement si les 
coordonnées de b relativement à chaque base de D ~ O, +1, -1. 
1.5.2. Ce dernier théorème permet à I-Heller de construire l'exemple: 
1 1 , 12 , 13, 14 sont des vecteurs linéairement indépendants 
A, montre-t-11 est un D-ensemble maximal qui n'est pas l'ensemble des arêtes 
d'un simplexe. On vérifie cependant que si 11 , ••• ,14 sont des vecteurs uni-
tés, A est une matrice cocyclomatique du graphe non planaire de base homogène 
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de degré 3 de Kuratowski. A.J.Hoffman remarque [40) que ses lignes sont 
celles d'un graphe alterné. 
Noua allons voir que Heller démontre que la condition nécessaire et suffi-
sante pour qu'un D-ensemble ait n(n+1) éléments est qu'il comporte les 
arêtes d'un simplexe. 
Les deux plus récentes publications de Tutte (24] et (25J sur ce sujet (où 
précisément les graphes de Kuratowski jouent un rôle fondamental) noua per-
mettront au Chapitre IV de donner un peu plus de lumière sur ce sujet sans 
pouvoir répondre à la question pendante de I.Heller: 
1.5.3 - Déterminer, pour chaque dimension n, un ensemble complet (évidemment 
fini) de représentants D1, n2 , ••• , Dk (k = k(n)) de D-ensembles maximaux, 
dans le sens que 
(1) deux Di distincts ne sont pas liés par une transformation 
linéaire; 
(2) chaque D-ensemble maximal de dimension n est l'image d'un 
Di par une transformation linéaire. 
NouB pouvons cependant constater que si une D-mutrice dont les lignes forment 
une base de te~sion d'un graphe est maximale, ce graphe est homogène de degré 
3. Cette condition n'est pas suffisante puisqu'il existe des graphes planai-
res homogènes de degré 3. Leurs matrices cyclomatiquea sont cocyclomatiques 
du graphe dual, elles ne sont pas maximales puisqu'on peut compléter le graphe 
dual. 
1.504. - I.Heller donne les théorèmes suivants sur les D-matrices maximales. 
XIV - Un D-ensemble de dimension n contient au plus n(n+1) éléments, (sana 
le vecteur nul); c'est à dire, e'il contient n(n+1) éléments, il est 
maximal. 
XV - Si un D-ensemble de dimension n contient n(n+1) éléments, (sans le 
vecteur nul), alors D est l'ensemble des arêtes d'un n - simplexe. 
Im utilise le théorème: 
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XVI - L'image D' d'un D-ennemble par une projection le long d'un tious-
espace ,cne;endré par des vecteurs de D est un D-ensemble. 
106 - UNE NOUVELLE DEFINITfON DES D-MATRICES 
A.JoHoffman observe qu'il est presque équivalent de parler de D-ma-
trices ou de E-matrices (matrices totalement unimodulaires) puisque une D-
matrice qui comporte une matrice unité d'ordre maximum est une E-matrice. 
Cela signifie que étant donné une D-matrice D, on la transforme en"une E-
matrice en la multipliant à gauche par l'inverse d'une matrice carrée régu-
lière extraite de D. Cela implique: 
, • -1 XVII- Si A est une E-matrir.e carree non singulier~, A l'est aussi. 
( Cederbaum) (14) 
[ ) , -1 ( ] Si A est une E-matrice, A9 I l'est aussi et par conaequent A A,I ou 
[ -1 -1 I ,A ) , c I est à dire A • 
Tutte (23) et Seshu (rapporte Heed) parlent d'une classe de matrices que 
nous allons identifier icelle des D-matrices. 
Dé fi ni tion: 
Un vecteur v d'un sous-espace vectoriel V est dit élémentaire s'il n'est pas 
nul et s'il n'existe pas un autre vecteur de V dont l'ensemble des composan-
tes non nulles est strictement contenu dans C(!lui de v. 
Soit C la classe des vecteurs d'un espace vectoriel considéré contenant v 
V 
ayant le même ensemble de composantes non nulles que v. 
m Soit V un sous-espace vectoriel de R. 
Théorème: 
--
Une matrice A de coefficients entiers dont les lignes engendrent V est une 
E-mutrice si et seulement si pour tout vecteur élémentaire v de V, CV con-
tient un vecteur de composantes +1, -1 ou O. 
1, La condition est néceasaireo 
Seahu démontre en effet qo.,.une matrice normale satisfaisant l'hypothèse est 
une E-matrice. (Une matrice est normale si elle contient une matrice unité. 
d'ordre égal au nombre de ses lignes). Si Aar lignes, k colonnes et est 
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do rang r, la propriété de l'hypothèse n'étant pas modifiée par une trans-
formation linéaire, B.A. garde cette propriété; B étant l'inverse d'une 
matrice k x k extraite de A. Mais alors B.A étant une E-matrice 1 c'est une 
D-matrice, donc B- 1(B.A) est une D-matrice. Si A est de rang P < r on ex-
trait de A un sous-ensemble C de p lignes linéairement indépendantee(C 
désignera égale~ent la matrice ainsi formée). C est une D-matrice; donc 
tous les déterminants px p non nuls extraits de C valent± q. A est alors 
une D-matrice, en vertu de la définition d'une D-matrice{lt). 
2. La condition est suffisante. 
S'il existe une D-matrice, donc une E-matrice, dont les lignes engendrent 
m V, sous-espace vectoriel de R, noua appellerons V un u-espace vectoriel. 
Il est clair que l'espace orthogonal supplémentaire de V est alors également 
un u-eapace. Tout vecteur v de V est donc orthogonal aux lignes d'une D-ma-
trice D, base de l'espace orthogonal à V. Donc 
( 10) D v = 0 
Soit Dx les colonnes de D qui ont pour coefficients les composantes non 
nul~es de v. Si v est élémentaire, D,, étant une D-matrice, il existe une 
)( 
combinaison linéaire nulle des colonnes de D ayant pour coefficients +1 et 
-1. c.q.f.d. 
Nous verrons au Chapitre III le rôle fondamental joué par les vecteurs élé-
mentaires de composantes +1, ·· 1, G da.ns une généralisation à la fois du 
théorème de AoJ.Hoffman (40] , et des théorèmes de A.JoHoffman et B.Roy sur 
l'existence respectivement d'un flot et d'une tension dans un réseauo Nous 
montrerons d'autre part dans le Chapitre II, comment la notion de vecteur 
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2o1 ESPACES VECTORIELS DES CYCLES ET COCYCLES D'UN GRAPHE 
2.1.1 Introduction 
Un sous-graphe partiel est défini par l'ensemble de ses arcs, donc 
par un vecteur binaire de m composantes, si m est le nombre d'arcs du 
graphe, chaque composante égale à 1 du vecteur, désignant un arc apparte-
nant à ce sous-graphe partiel. En particulier, l'ensemble des arcs d'un 
cycle ou d'un cocycle est représenté par un vecteur binaire, appelé B-cycle 
ou B-cocycleo On montre d'une manière différente de Gould{[16) et (17)) que 
l'ensemble des B-cycles muni de la so~me modulo 2 et du champ de galois 
de deux éléments comme corps d'opérateurs est un espace vectoriel, moyen-
nant une définition convenable d'un cycle. De même l'ensemble des B-cocycles 
est un espace vectoriel. Cette démonstration est basée sur l'étude de l'homo-
morphisme de l'ensemble des matrices totalement unimodulaires sur l'ensem-
ble des matrices binaires. 
2.2 DEFINITIONS ET RAPPELS 
2.2.1 Graphe 
Un graphe Gest défini par un ensemble X de sommets, notés x1 , ••• ,xn' 
et par un ensemble U d'arcs, notés 1, ••• ,m. Entre deux sommets xi et xj, 
il pourra exister plusieurs arcs allant du premier au second; on les notera 
aloTs: (xi, xj), (x1 , xj)' etc. 
Nous avons utilisé les définitions classiques de la théorie des multigraphes 
données p~r C.Berge dans (2), celle dekcycles et detcocycles est un peu 
différente de (1) et (2) • 
2.2.2 t-Cycle et t-cocycle 
2.2.2.1 Un t-cycle f' d'un graphe est sous-graphe partiel de ce graphe, 
chaque composante connexe est une séquence d'arcs telle que: 
1) tout arc de la séquence est relié au précédent par une de ses extrémités 
et au suivant par l'autre extrémité. 
2) La séquence n'utilise pas deux fois le même arc. 
(1) 
3) Le sommet initial et le sommet terminal de la séquence colncident. 
Rappelons que l'on appelle cycle un sous-graphe partiel connexe satisfai-
sant 1), 2) et 3). Un t-cycle est élémentaire s'il n'utilise pas deux fois 
le même sommet. Nous parlerons d'une façon générale de t-cycle, même s'il 
est connexe. 
Cette définition implique pour chaque composante connexe la possibilité 
d'un parcours. 
f- + désigne 1 1 ensemble des arcs de f orientés dans le sens du parcours, j-t 
celui de tous les autres arcs du cycle. J-l=~1 , ••• ,~m) désigne un vecteur-
cycle ou u-cycle de composante générale: 
(i ·f si i 1 f-si i € /..J..+ Si JJ.. est vide rest un t-circuit. 
-1 si i € r-
2.2.2.2 - Si A est un ensemble de sommets, c..ù (A) désigne l'ensemble d'arcs 
incidents à A, u>+(A) celui des arcs incidents vers l'extérieur, et <..ù-(A) 
celui des arcs incidents vers l'intérieur. [2J 
w désigne un t-cocycle, c'est à dire un ensemble d'arcs de la forme <.t.)(A), 
(w (X-A)), partitionnés en o,+(A) et w-(A), ( ( w-(X-A) et C..t./(x-A)); il 
est dit élémentaire, s'il relie deux sous-graphes connexes d'une composante 
connexe du graphe. 
La réunion de t-cocycles élémentaires disjoints est un t-cocycleo Donc si 
k 
W(Aj), j=1, ••• ,k 9 sont des t-cocycles disjoints, U w(Aj) est une t-
j=1 
cocycle. Il est appelé t-cocircuit, si tous ses arcs sont orientés dans le 
même sens. 





< V j) 
( 3 j) 
( 3 j) i6w(Aj) 
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Un t-cocycle (un t-cycle) peut admettre différentes décompositions en 
t-cocycles élémentaires (cycles élémentaires), il est clalr qu'à toute 
décomposition en kt-cocycles élémentaires (kt-cycles élémentaires) cor-
respond 2k u-cocyclea (2k u-cyclea) puisqu~ chaque t-cocycle élémentaire 
(t-cycle élémentaire) correspondent deux vecteurs de signes opposés. 
figure 1 
Remarquons que la suppression des 
arcs d'un t-cocycle d'un graphe 
connexe peut déterminer plus de 
deux composantes connexes. 
Le graphe partiel {7,8,10,11 1 3,13,5,6} n'est pas à la fois un t-cocycle 
, et un t-cycle JJ-, car 
tli l'ensemble d I arcs est le même dans w et /A', la partition est différente 
car 
;~ = (o,o,-1,o,+1,-1,+1,-1,0,-1,-1,0,+1) 
(,.) :-: (0,0,+1 ,0,-1,-1.-1,-1,0~+1 ,-1,0,+1) 
~.2 • .z Reprenons les résultats donnés dans [1] 
Pr0p9sition I. Soit_G ~~ gra~he avec n sommets, m arcs 1 p composafltes con-
m !!_exes; les_u-cycles engendrent dans R ~!.1 sous-espace vectoriel de dimen-
sion k(G)=m-n+p; les u-cocycles engendrent un sous-espace vectoriel de di-
Pro12~~on IL Soit. G un graphe connexe, H un arbre partiel de G; si i est 
un arc de GE~ figurant pas dans H, son adjonction à H détermine un t-cycle 
}-'-i, et les dj_fférents u-cycles )·, constituent une base de u-cycles indé-
Eendants. 
ProQosjtion IIIa ~oit G=(X 1 U) un graphe connexe, H=(X,V) un arbre, F=(X,U-V) 
son complémentai:re_(e.unsi. appelé "co-arbre"); si i est un arc ne figurant 
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pas dans F, son adjonction à F détermine un t-cocycle ûi'-, et les diffé-
rents u-cocyclea w1 constituent une base de u-cocycles indépendant.§o 
Proposition IV • Si Gest un graphe sans t-circuits, il admet une base de 
l(G)=n-p u-cocircuits indépendants. 
Proposition V • .§! Gest un graphe fortement connexe, il admet une base de 
k(G)=m-n+p u-circuits indépendants. 
Remarquons que les énoncés restent valables malgré l'extension que nous 
avons donné à la définition de cycle et cocycleo 
Dans l'étude que nous poursuivons, nous désirons trouver la distinction 
entre les vecteurs du sous-espace vectoriel de Rm engendrés par une base de 
u-cycles qui sont des u-cycles, et les autres. De même pour les u-cocycleso 
Reprenons les définitions (1] de: 
2.2o4 FLOT ET TENSION 
S sera soit l'ensemble des réels R, soit l'ensemble des entiers z. 
Soit G un graphe, dont les arcs sont numérotés 1, 2, ••• ,m; un flot est un 
vecteur Cf=( q,1 , q,2 , ••• , q,m), tel que 
1) pour tout i, m, on a cpi € S, et le nombre <p1 est appelé le flux dans 
l'arc i, 
2) pour tout sommet x, la somme algébrique des flux dans les arcs entrant 
dans x, est égale à la somme algébrique des flux dans les arcs sortant 
de x, en d'autres termes, on a: 
(3) 
Une tension (ou différence de potentiel) est un vecteur 8 




Soit G=(X,U) un graphe connexe sans arêtes multiples 9 H=(X,V) un arbre par-
1 2 k lli!, 1,2, ••• ")k les arcs de u-v, f-, f- , ••• ,_p. lest-cycles correa,;eondants 
(cf. proposition II) avec pour sens positif celui de leur arc de fermeture. 
Un flot Cf>=(<P1.,cp.:!i• .. ,cpm) est défini d'une façon unique par ses valeurs 
sur les arcs de U-V ~ moyen de la formule: 
(5) 
Corollaire: 
1 2 I'- + Cf>2 ?- k + 90. + cpk )A 
La condition nécessaire et suffidante pour gu'un vecteur Cp soit un flot, 
1 2 k 
est qu'il soit de la forme: Cf'>= s 1 )A- + s 2 ~ +o •• + ek }'- où 
-
1 2 k 
s 1 , e 2 , • • • , ek € S et où f , f , • • • , f" sont des t-cycles élémen-
taires. 
Théorème II: 
La condition nécessaire et suffisante pour gu'un vecteur cp soit un flot 
de <P + ( composanto,5 
,Pi s 1 , s 2 , ••• ,sk€. S 0 
des t-circuitso 
Théorème III: 
~ 0) est qu'il soit de la forme: 
et où 1 2 k }'-tftt••••t}' sont 
.!!!Lvecteur e = (e11 e2 , ••• ,em) est une tension si et seulement s'il existe 
une fonction t(a) définie sur l'ensemble l des sommets, et à valeur dans s, 
telle que pour tout arc ion ait: e1=t (extrémité initiale de l'arc i) - t 
(extrémité terminale de l'arc i)o 
La fonction t(a) s'appelle le potentiel. 
Théorème IV: 
Soit G=(X,r) un graphe connexe, H=(X,V) un arbre partiel, 1,2, ••• , ~ 
arcs de cet arbre, c..>1 , J-, ... ,~1 lest-cocycles correspondants (cf. 
proposition III), avec pour sens positif celui de leur arc de fermetu~c. 
Une tension 9=(91 , ••• ,em) est définie d'une façon unigue par ses valeurs 
sur les arcs de l'arbre au moyen de la formule: 
( 7) a f'\ Q1 a c.>2 
'Q="1 + 0 2 
LEMME DES ARCS COLORES: 
+ • 0. + 9 c..)l 1 
Soit G un graphe, dont les arcs sont color&s, soit en rouge, soit en vert, 
soit en noir, et supposons l'arc i=1 en noir. On a une, et une seulR~cnt, 
des alternatives suivantes: 1) il passe par l'arc 1 un t-cycle élémentaire 
uniquement rouge At noir, avec tous les arcs noirs orientés dans le même 
sens. 2) Il passe par l'arc 1 un t-cocycle élémentaire unigueœent vert et 
noir, avec tous les arcs noirs orientés dans le même sens. 
Théorème V: 
La cond1tion nécessaire et suffisante pour que 9€ ~+ (ensemble des tensions 
de composantes ~ 0) est gu'il soit de la forme: 
(8) :1 2 e ... a, w + 62"' + •• 0 + 
1 2 k 
<-> , c..> , ••• , c..) sont des 
t-cocircuits élémentaires. 
2.2.5 ESPACE VECTORIEL Bm. 
Les espaces vectoriels (ou modules selon que l'on considird Hm ou 
Zm) des flo~s et tensions paraissent être un outil insuffisant pour étudier 
lest-cycles et t-cocycles proprement dits au moyen des u-cycles et u-cocy-
cles qui sont des éléments de Rm, mais ne forment pas de sous-espaces vecto-
riels de Rm. Nous montrerons que un vecteur de q> dont les composantes sont 
+1, -1 ou O est un u-cycle, un vecteur de G) dont les composantes sont +1 9 
-1 ou O un u-cocycle. 
2.2.5.1. 
Introduisons B>le champ de Galois de deux éléments,et le groupe Bm du pro-
duit cartésien de m ensembles isomorphes à Bo On sait (7) que l'extension de 
la somme modulo 2 à tout couple d'éléments de Bm définit un groupe et que la 
loi de composition externe X 
définit sur Dm une structure d'espace vectoriel. On sait d'autre part que 
l'extension de l'homomorphisme de l'anneau Z sur le corps quotient (Z/p) 
( ) , zm , i m ( ) p premier a defin t un homomorphisme du Z-module Z sur le Z/p -module 
{Z/p)m (qui est un espace vectoriel). Ceci nous intéresse pour.p=2. 
On considérera également l'extension de l'application Z--..(Z/2) à l'ensemble 
des matrices. Si A est une matrice,! sera son image, si a est un vecteur,~ 
sera son image ~te ••• La somme modulo 2 sera écrite t O le produit modulo 2 
sera noté comme le produit habituel aussi bien pour les scalaires que pour 
les matrices~ Rappelons qu'une forme linéaire est une application univoque 
de Bm dans B telle que 
(9) d(~ t .2.] = d( .! J t d( .2. J 
(10) d[o< .!. J = 0( d[~ J 
On en déduit: 
(11) d(.Q] :: 0 
car 
(12) .Q = .! t .! 
(13) d(.! t _!]= o'[.!J t d[_:J= 0 
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On définit la loi de composition T sur r:; par= 
::a: 
et la loi externe X du corps B sur~ 
= 
par 
(15) ( o' 1 € ~ ) {<XE B) (o(Xd) [.!] = d(o<,!] 
lois qui définissent sur~ une structure d'espace vectoriel. L'élément in-
= 
verse de d pour la loi Test d car 
(16) (dTd) [!?_]=d(!?_Jtd[!?_]= 0 
et l'application qui transforme tout élément de Bm en l'élément nul de Best 
l'élément neutre de I! . Si (d€ L) et (!?_ € Bm), d est orthogonal à b si 
- = 
(17) db=O 
On sait aussi que l'ensemble des formes linéaires orthogonales à un sous-es-
pace de Bm de dimension r est un sous-espace vectoriel de dimension m-r. 
On sait de plus que l'on peut définir une application biunivoque de~ dans 
m • r ,, dBm B qui permet une representation commode de~ au moyen des elements e 
eux-mêmes. Soit A une base de Bm d'éléments A1 , ••• ,A. 
- -m 
(18) m (z € B ) -+ .! 
m + 
~ • A 
= LJ .!1 -i 
i=1 
si z1 sont les composantes de z relatives à A. 
(19) 
L'image de.! par d peut donc être calculée lorsqu'on connait les images des 
é lémen ta d'une base de Bm o On peut donc identifier d au vecteur de Bm dont 
les composantes sont d[ A. J , 1 ~ i ~ m, l'ordre des éléments de la base 
-1. 
étant fixé une fois pour touteso Remarquons qu'une représentation analogue 
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dans l'espace vectoriel Euclidien permet d'obtenir un sous-espace orthogo-
nal à un sous-espace dont les éléments représentatifs dans cet espace Eu-
clidien forment un ensemble disjoint de ce sous-espace. Ce ne sera pas le 
m 
cas ici car un vecteur de B de norme paire (somme digitale des composan-
tes égale à 0) se retrouve dans le sous-espace de Bm représentant le sous-
espace orthogonal des formes linéaires. Par abus de langage au lieu de d 
on parlera du vecteur de Bm qui le représente, c'est-à-dire, pour une base 
! le vecteur dont les composantes relativement à cette base sont d(AiJ , 
m 1, i ~ m, et on parlera de sous-espaces vectoriels orthogonaux de B. 
2.2.5.2 - B-CYCLES ET B-COCYCLES 
B-cycles et B-cocyclea sont respectivement les images des u-cy-
, m m 
cles et des u-cocycles dans l'homomorphisme a Z ~B. 
t-CYCLES, t-COCYCLES ET STRUCTURES ALGEBRIQUES 
Noua imageons par .la figure ci-dessous les correspondances que 
nous allons étudier. 
Nous allons montrer que l'ensemble des vecteurs de Bm orthogonaux aux lignes 
de!, homomorphe de A, matrice d'incidence de Ci, T'), graphe antisymétrique, 
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ccra,titue le sous-espace vectoriel des B-cycles de (X 9 T'). Pour ce, noua 
montrerons que à tout l': tel que ! l': == Q correspond au moins un flot ({) , 
tel que l'homomorphe <f de Cf est égal à lÇ, avec 4>1 égale +1~ -1 ou O, 
1 ~ i ~ m et qu'un tel flot est un u-cycle. Nous montrerons que le sous-
m 
espuce vectoriel de B orthogonal au sous-espace des B-cycles est le sous-
espace vectoriel des B-cocycles. 
~ - Toutes les propriétés découlent du théorème: 
~;héorème VI: 
Une condition nécessaire pour qu'une matrice A soit totalement unimodulai-
re est qu'à tout vecteur x de Bm tel que! l': = Q corresponde au moins un 
vecteur y Je composantes +1, -1, ou O tel que A y= O, et tel que l'homo-
morphe z ~ y soit égal à x. 
Démontrons d'abord le lemme 1. 
Soit M une matrice totalement unimodulaire, M est un système de vecteur-
colonnes linéairement indépendants si et seulement si~. homomorphe de M, 
est un système de vecteurs-colonnes linéairement indépendants dans Brno 
Si le déterminant d'une matrice carrée extraite de M est différent de O, 
il vaut± 1. Son homomorphe vaut donc 1; s'il vaut o, son homomorphe vaut O. 
Réciproquement~ si un déterminant extrait de M est pair, (homomorphe nul), 
il est nul, puisque M est totalement unimodulaire; s'il est impair, il eGt 
nécessairement différent de O. 
D&monstrntion du théor~me 7: 
Soit A une matrice totalement unimodulaire 9 ne contenant aucune colonne éga-
m lei o. Supposons donc qu'il existe un vecteur! de B f Q tel que 
(20) A t = 0 
Supprimoni, dans A les colonnes correspondants aux composantes nulles de!, 
soit I3 la ~r__cc obtenue, !!, son homomorphe, on a donc 
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(21) Bu= 0 
E_ est un vecteur de Bm dont chaque composante égale 1. Soit p un vecteur-
colonne de B et C la matrice obtenue en supprimant p de B, on a 
(22) Q !. = .1?. 
y étant un vecteur dont chaqv.e composante égale 1. Extrayons de C un sys-
tème minimum de vecteur-colonnes tels que leur somme modulv 2 est éeale à 
]?.o Soit Q. la matrice formée par ces vecteurs et! celle formée par l'ensem-
ble complémentaire) 
(23) D w = .l?. 
w étant un vecteur dont ch~que composante égale 1. Il est clair que Q. Y.= .l?. 
a pour seule solution y_=;'!, sinon il existerait un plus petit sous-ensem-
ble D~ que D tel que Q* !! = .l?.• Dès lors D est un système de vecteur-colonnes 
linéairement indépendant de Bm et D est un système de vecteur-colonnes linéai-
rement indépendauts. (Lemme). 
Considérons l'équation 
(24) Q. z = .l?. 
Si D est carré,.(1.4) a une solution unique (Lemme). Montrons qu'elle a une so-
lution unique lorsriue Q. n'est pas carrée. D forme avec p une matrice F dont 
toutes les sous-matrices carrées maximum ont un déterminant nul modulo 2, puis-
que .l?. appartient a~ sous-espace vectoriel de Bm engendré par los vecteur-co-
lonnes de Do Mais alors les déterminants de ces matrices sont nuls puisque 
ils ne peuvent valoir que +1, -1 ou O, et puisque D est un système d~ vec-
teur-colonnes linéairement indépendants, p appartient au sous-espace vectoriel 
Euclidien engendré par les vecteur-colonnes de D, d'où 
(25) ( 3 y*") : D y* = p 
H H 
et y est uniqueo Toutes les composantes de y sont non nulles sans quoi 
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l'homomorphe de yK dans Bm serait différent de 1!, soit wx avec 
{26) D W~ = ~ 
donc 
(27) D(W + WX) = 0 
- - . -
yx a ses composantes égales à +1, -1 puisque Fest totalement unimodulaire. 
En refaisant sur.§ le raisonnement fait sur B, et ainsi de suite, on trouve 
qu'il existe un vecteur t, d'homomorphe!, de composantes égales à +1, -1 
ou O tel que 
(28) At= 0 
~ Théorème VII: 
Une condition nécessaire et suffisante pour gu 'un vecteur JJ. de 4? ~ (X, T7) 
soit un u-cycle est gue ses composantes soient égales à +1, -1 ~ O. 
La condition est nécessaire par définition dut-cycle (n'emprunte pas deux 
fois le même arc) et du u-cycle. 
La condition est suffisante: 
Considérons chacune des composantes connexes du graphe partiel défini par 
les composantes non nulles de f-, et changeons l'orientation des arcs de 
façon à ce que /A'* n'ait plus que des composantes positives ou nulles. 
(X, r) devient (X, p'{). Pour chaque sommet x, d+(x) = d-(x), c'est-à-dire 
que le nombre d'arcs entrants est égal au nombre d'arcs sortants, donc (2] 
il existe un circuit Eulérien; donc chaque composante connexe est un cycle 
connexe de (X, pK) et leur ensemble un t-cycle de (X, T'). )'-K est une u-
circuit de (X, r"") et r un u-cycle de (X 9 T'). 
Nous appellerons t-cocycle ou t-cocircuit Eulérien un t-cocycle ou t-cocir-
cuit qui contient tous les arcs de (X, T'). 
2.3.4 Théorème VIII: 
yn graphe (X, T7) admet un t-cocircuit Eulérien si et seulement si tout 
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u-cycle a autant de composante~ +1 gue -1o 




c..,(A) un t-cocircuit Eulérien. Chaque composante de son u-cooir-j 
cuit vaut 1. Puisque oe vecteur est cirthogonal à chaque u-cyole, oee der-
niera ont autant ~e composantes égales à +1 qu'à -1o 
2. La condition est suffisante. 
Montrons-le sur une composante connexe du grapheo Le vecteur dont chaque 
composante vaut 1 est une tension 6 puisqu'il est orthogonal à une base de 
cycleso Il existe donc un potentiel qui lui correspondo Ayant fixé arbi-
trairement la valeur du potentiel sur un sommet de la composante connexe, 
le potentiel se trouve défini par e sur chaque sommet. (1) 
On peut donc partitionner l'ensemble des sommets Y de cette composante en 
classes de sommets Yt dont les potentiels valent t. 
(29) (y,z)E.U 0 y€Yt et 
donc l'ensemble des arcs reliant des sommets de Yt à des sommets de Yt_ 1 
forment un t-cocircuit élémentaire qui sépare le graphe en deux composantes 
connexes défin~ea par les ensembles U Y1 ut i<t 
<a>(At)Vun t-cooircuit ce t-cocircuite lJ 
t E..Z 
et U Yi. Soit <.a>(At) 
i~t 
Eul~rien puisque chaque arc de 
(Y, T'y) appartient à un Cù(At). La réunion des t-cooircui ta Eulérien des 
différentes composantes connexes de (X,T') forme un t-cocircuit Eulérien de 
{X,T'). 
2.,.~ Théorème IX: 
Une condition nécessaire et suffisante pour gu'un vecteurw !!!_ (!!) .!!! (X,l7) 
soit un u-cocycle est que ses composantes soient égales _j +1, -1 .2.E o. 
Une tension est une somme de u-cocyclea élémentaires (co~ollaire du théo-
rème IV) si cette tension est un u-cocycle, ces u-cocycles élémentaires 
peuvent constituer une partition du cocycle. 
Soit '-' un vecteur de ® de {X, T') dont les composant.es sont +1, -1 ou O. 
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On changera l'orientation des arcs, (X,!') devient (X,77 •), de façon que 
H 
u:, n'ayant que des composantes positives ou nulles et ayant les mêmes 
composantes différentes de O que W soit une tension de (X,ri"). Considé-
rons le graphe partiel (Y I r• K) de (X, rw.) défini par les composantes 
non nulles de cJ'-. vJ'l'l. est orthogonal à toua les u-cycles de (X, T'.,,.); donc 
de (Y,r ><").., Chaque u-cycle de (Y, T"'""'> a donc autant de composantes +1 
que -1, et (Y,rx) admet un t-cocircuit qui contient tous ses arcs. (théo-
rème VIII). 
Il reste à démontrer que ce t-cocircuit Eulérien 
)( ,c. 
est un t-cocircuit de (:X 1 T' ) • Le vecteur w est 
.,,.,, 
U W(At) de (Y,P ) 
t E: z 
un potentiel de (X, r"'), 
donc toua les arcs de (X,!1'~) nvappartenant pas à (X,7'~~ joignent péces-
sairement des sommets équipotentiels. Chaque u.>(At) est donc un t-cocir-
cuit de (X, 7')(). c.qof'edc 
2.3.6 Théorime X: 
L'espace vectoriel de Bm orthogonal aux lignes de A est l'espace vectoriel 
des B-cycleso 
Le tl.éorème de Poincaré [2) et le théorème I permettent de dire que~ est 
l'ensemble des vecteurs orthogonaullC aux lignes de A, matrice d'incidence 
de (X,7'1). A un vecteur de Bm orthogonal à! correspond un flot auquel il 
est homomorphe, (théorème VI), auquel correspand un t-cycle (théorème VII)e 
m , Ce flot est donc un vecteur-cycle et le vecteur de B un B-cycle. Recipro-
quement un B-cycle est orthogonal à A puisque 
par l'homomorphisme zm--=,, Bm, x ayant des coordonnées entières. 
2.3.7 Théorème XI: 
Le sous-espace vectoriel de Bm engendré par les vecteur-lignes de!, A 
matrice d'incidence de (X,l")v est l'ensemble des B-cocyclea de (X,T'). 
Soit b un élément du sous-espace vectoriel engendré par les lignes de A. 
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b est donc la somme des vecteur-lignes correspondant à un sous-ensemble 
de sommet Y C. X. Chaque arc de (Y 9 T') sera représenté par deux compo-y 
santes non nulles, l'une dans le vecteur-ligne co1·respondant à 1' extrémi-
té initiale, l'a.utre à l'extrémité terminale de cet arc. La composante de 
cet arc da.ns !!, sera donc nulle$ Au contraire chaque arc incident extérieu-
rement ou intérieurement. à Y n' appa.rai t:ra qu' una seulo foj.s et la compo·~ 
aante correspondante sera 1 dans È.• 1?, est donc bien l'homomorphe de c.., J 
'il(. 
u-cocycle correspondant au cocycle w(y) ou de W , n-cocycle correspon-
dant au t-cocycle c.J(X-Y). Réciproquement, un B-cocycle appartient a.u sous-
espace vectoriel engendré par les lignes de !o Ce vecteur est la somme de 
vecteurs correspondant aux t-cocycles &limentaires disjoints. Chaque u-co-
cycle élémentaire est la somme des lignes de A correspondantes aux sommets 
qui définissent le cocycle élémentaire. 
Corollalrt;,~ 
Le sous-espace des B,-cyclea orthogonal au soua-es.12ace des B-coc_:ycles etl 
homomorphe au sous-m_o,dule des flots de Zm, _orthogonal au fJiOUS··~le dea 
m tensions de Z & 
m 
Cela découle de ce qui. précède et de l ;homomorphisme Z -+ Rm. 
Remargu!e 
• , m m Du ·théoreme VI on peut daduir·e qu" l 'b.omomorphisme de Z aur B 7 restreint 
à l'ensemble CtJ des vecteurs de coor-donnéea +1, -1 ou Ot o:J;"'thogonal:.lx à une 
matrice totalement unimodulaire, est une application univoque de V~ un 
m 
sous-espace vectoriel de Ba 
La relation î,r - r.r X.1 : :r.2 modulo 2v i':i t ~ ~ 'Ct" est une relation d'équi,ra-
lence R qui partitionne î,.r en classes. La loi de groupe additif au sous-
espace vectoriel de Bm 1 image de t+J, induit àne loi de groupe additif sur 
1' ensemble quotient de t,T par 'R o 
20308 CONCLUSIOHS DU§ 2.,3 
--------
Nous avons deux conclusions à tirer de ce qui précède. Dtabord l'étude 
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des t-cyclea et t-cocycles d'un p-graphe est ramenée i l'étude des vecteurs 
de composantes +1 1 -1, 0 des espaces vectoriels des flots et des tensions 
respectivement. 
Le lecteur trouvera la suite logique de ce résultat dans le Chapitre III. 
Ensuite le fait que l'existence d'espaces vectoriels de B-cycles et de B-
cocycles est expliquée par l'étude de l'homomorphisme modulo 2 dans les E-
matrices nous suggère d'exploiter cet homomorphisme da.na le caractérisation 
des E-matrices. 
2.4 CARACTEHISATION DES E-MATRICES 
2.4.1 Définition 
Soit A une matrice de coefficients +1, -1, O, L l'ensemble de ses lig-
nes, C l'ensemble de aes colonnes. On définit CUL ~a relation binaire: 
G(A) =(LUC, U) est appelé graphe de A. Par définition: 
est la longueur de l'arête uij• La longueur dêune chaine ou plus générale-
ment d'un graphe pa1tiel de G(A) est la somme des longueurs des arêtes la 
composant. Les longueurs des cycles de G(A) étant nécessairement paires, on 
les dira bipairea ou biimpairea si elles sont respectivement de longueur mul-
tiples de 4 ou multiples de 4 plue 2. On dit qu'un cycle &l&me~taire a une 
corde, s'il existe un cycle contenant un sous-ensemble d'arêtes de ce cycle 
et une seule arête étrangère. 
2.4.2 Résultats Connus et Conjectures 
On connait le théorème, que nous avons amélioré en [44] 
Si chaque cycle de G(M) est bipaire, M est totalement unimodulaire. 
Conjecture: (C.Bergo) 
M est totalement unimodulaire si tout cycle élémentaire biimpaire de G(M) a une 
corde. 
On peut l'&noncer aussi 
M ••• , si tout cycle ~l~mentaire de G(M) sana corde est biimpaireo 
ou 
M .!.!.!..J si et seulement si tout sous-graphe a une base de t-cycles bipaires. 
C. Berge montre que: 
ces conditions sont nécessaires; elles no sont pas suffisantes, nous donne-
rons un contre-exemple. 
Analysons l'effet de la longueur des cycles sur la valeur des mineurs de M. 
Appelons ..S.-couplage le B-vecteur correspondant à l'ensemble des arcs d'un 
couplage d 0 un sous-ensemble a dans L dans le graphe simple G(M). Si A est 
la matrice d'incidence de G(M): 
où chaque composante de 




1 vaut 1 a pour solutions une variété linéaire de 
1 2 les B-couplages. Soit~ et~ deux B-couplages, on 
Par conséquent la somme de deux B-couplages est un B-cycle. Il est évident 
que un B- cycle élémentaire est la somme de de~x B- ;;:ouplage. 
D'autre part, chaque couplage correspond à une permutation dans une sous-ma 
trice carrée de~ donc à un terme non •QI dans le développement de Laplace 
du déterminant de cette sous-matrice. 
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Montrons que les deux couplages d'un cycle élémentaire correspondent à des 
termes de signes opposés ou à des termes de mêmes signes selon que salon-
gueur est ou n'est pas multiple de quatre. Supposons d'abord toutes les 
arêtes du cycle de longueur +1. Le nombre d'inversions nécessaires pour 
passer d'une permutation à l'autre est égal au 
nombre d'arêtes d'un couplage moins 1 (moitié dUtt-B 
nombre d 1arêtes du cycle moins 1). 
Si nous changeons le signe de la longueur d'un nom-
bre impair d'arêtes, la demi-longueur du cycle modulo 2 augmente de 1 modu-
lo 2, tandis que si nous changeons le signe de la longueur d'un nombre pair 
d'arêtes, le cycle de longueur (non) multiple de quatre reste de longueur 
(non) multiple de quatre. 
S'il existe un cycle élémentaire biimpaire sans corde, le déterminant vaut 
donc 2. 
Contre-exemple pour la conjecture: 
G(M) 
Avec une longueur 1 sur chaque arête on a: 
(35) Dét(M) = ± 2 
Remarquons que G(M) a un cycle Eulérien. Nous formulons alors une nouvelle 
propriété des E-matrices que nous démontrons. Nous conjecturons que cette 
propriété caractérise les E-matrices sans pouvoir le démontrer ni donner de 
ccntre-exempleo 
2.403 Soit X l'ensemble des graphes de G(M) correspondant aux sous-matrices 
carrées de M. 
'rhéorème XII: 
Uno cgndition n~cessaire pour qu'une matrice soit totalement unimodulaire est 
_gue dans aucun graphe de 'JC il n'existe un c;ycle Eulérien biimpaire. 
Supposons donc qu'il existe un graphe de :rJ ayant un cycle Eulérien de lon-
gueur non multiple de quatre. Soit M la sous-matrice correspondant à ce 





~« = XK est de vecteur dont chaque composante vaut 1o M' est la transposée 
de M. Par le théorème VI on sait que ( 3 xi<) ( 3 y irt): 
(37) {: y'A. .. 0 
X ,c :ra 0 
xx est un vecteur dont l'homomorphe est!~. 
X ·x y est un vecteur dont l'homomorphe est z , leurs composantes valent +1 ou -1. 
Les composantes de x~ (de yx) partitionnent l'ensemble des colonnes (des 
lignes) de Men deux enaembleso x~ et y~ partitionnent donc Men quatre matri-
ces carrées qui ont pour somme des coefficie11ta la même valeur q. La somme 
des coefficients de M est donc 4 q, et le cycle Eulérien ne peut pas être 
de longueur biimpaire. 
2.4.4 Théorème XIII: 
Une matrice M est totalement unimodulaire 2 si et seulement si toute so~-
matrice carrée correepopdant à un graphe ayant un c;tcle Eulérien est singu-
Il suffit de démontrer le théorème pour les matrices carrées. La démonstra-
tion sera faite par induction sur l'ordre des matriceso Le théorème étant 
vrai pour toute eooa-matrice d'ordre <k, toutes les mineure de M, matrice 
carrée d'ordre k pour laquelle l'hypothèse est vérifiée, valent +1, -1 ou O. 
Nous auppoaona M régulière, dans le cas où elle est singulière, le théorème 
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• , m 
est demontre. Soit.!:! 1•homomorphe de M dans B • .!!!ij le coefficient corres-
pondant à mij" Nous allons distinguer le cas où tous les mineurs d'ordre 
k-1 de M valent l'élément unité de B et celui (où il ne peut pas exister 
de cycle Eulérien) ou un mineur d'ordre k-1 de~ est l'élément nul de B. 
Pour ce 9 considérons le système: 
(38) 
.!!!ij ~j = 0 i € I 
I est un ensemble de k-1 entiers parmi les k premiers entiers. Soit J la 




n X)(.= 0 
j=1 -j 
et ce pour tout Ide 1 on écrira le système 
( 40) j E: J 
Et supposons qu'on ne trouve pas non plus un ensemble J de k-1 entiers parmi 
les k premiers entiers tel que 
k 
( 41) o==;, n z~ = 0 
i=1 
Dans ce cas si le graphe n'est pas connexe, le système (38) peut être séparé 
en deux systèmes n'ayant aucune variable commune. A ces deux systèmes cor-
respondent deux matrices carrées car si ces deux matrices étaient rectangu-
k 
laires, il y aurait une solution~~ à (38) telle que T"T ~;=o. Alors le 
j=1 
déterminant de Ma pour valeur le produit des déterminants des deux matrices 
carrées d'ordre < k. Si au contraire le graphe de M est connexe, 
(42) Dét(M) = 0 
puisque 
k k (43) }. + m •• = 0 et ET 
.!!!ij = 0 ;;_j • j=1 -1J i=1 
i,j=1, ••• ,k 
et le graphe correspondant à M possède un cycle Eulérien [2). Considé-
rons alors le cas où les hypothèses faites sur les systèmes (38) et (39) 
ne sont plus s&ttsfaites. Nous avons alors par exemple 
(44) 
k 
"r' + X 
L, • ~ij .!j = Q i 
j=1 
i=1, ••• ,k-1 






= 0 1=1, ••• ,k-1 
Le déterminant de f est l'élément nul de B, donc, par le lemme I en 5.2, le 
déterminant de Pest nul. De plus, par le thébrème VI, on a 
k-1 
(46) ~ 1=1, ••• ,k-1 
j=1 
avec 
(4?) Zj = .!j i j=1, ••• ,k-1 
On a 
k-1 
(48) :E 1( mkj yj = p j=1 
p # 0 puisque M est régulière. Et il existe un système 





corresp~ndant à une matrice régulière Q. En résolvant ce système on trouve-
rait p O 0( j 
Dét(Q) 
où o<j vaut +1, -1 ou O. D'où p=+1 ou -1. Mais alors il y a au moins un 
élément mkj F O dont l'annulation rend M singulière. Le déterminant de M 
est donc égal au mineur de cet élément, éventuellement changé de signe. 
Remarque: 
On voit que la valeur du déterminant de M lorsque toutes ses sous-matrices 
sont totalement unimodulaires vaut± ak; ak étant défini par (44) et par 
k 
(50) ~ mij zj = 0 i=1, ••• ,k-1 j:1 
k 
E mkj zj = ak j•1 
(51) 
S'il existe un cycle Eulérien 1ak est pair, il est multiple de quatre ou non 
selon que le cycle Eulérien est ou non bipaire. On peut changer les signes 
de lignes et de colonnes de M de manière que la somme des éléments de chaque 
ligne et de chaque colonne vaille O sauf pour la dernière ligne et la premiè-
re colonne où cette somme vaut ak. On aura au préalable opéré éventuellement 
une permutation des lignes et des colonnes pour que l'intersection de la 
dernière ligne et de la premi~re colonne soit O. (Dans le cas oû tous les 
coefficients de M sont différents de O, ak=O car le déterminant de M vaut o. 
En effet par changement de signes de lignes et de colonnes on doit pouvoir 
transformer tous les coefficients de deux rangés parallèles en +1, sinon on 





+1 dont le déterminant vaut 2. ) 
Supposons pour fixer les idées ak > O. On a donc ak~ 2 et dans la première 
colonne de M comme dans la dernière ligne, on trouvera au moi~s deux coeffi-
cients +1 de plus que de coefficients -1. 
Partant d'un coefficient +1 de la première colonne, que l'on effacera, on 
trouvera dans sa lJgne un coefficient -1, q11e l'on effacera
9 
puis dans la 
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colonne de ce dernier un coefficient +1 etc •••• On aboutira nécessairement 
à un coefficient +1 de la dernière ligne que l'on effacera. En opérant une 
seconde fois le processus on aura tracé dans le graphe associé à Mun cycle 
de longueur non multiple de quatre. C'est une démonstration du premier théo-
' . , 
reme enonce. 
z.4.5 Diverses caractérisations des E-matrices 
Les propositions suivantes sont équivalentes pour une matrice M1 k x m1 
de coefficients +1, -1, 0: 
a. M est une matrice totalement unimodulaire. 
b. A tout vecteur.! de B tel que Mx= 0 correspond au moins un vect~ur y m * 
de composantes +1, -1 ou O tel que ~y= O, et tel que l'homomorphe z de 
y soit égal à~, pour toute sous-matrice de lignes M~ de M. 
m 
c. A tout couple de vecteurs.! et l2. de B tel que !1 .! = l2. correspond au moinB 
un couple de vecteurs y et q de composantes +1 9 -1 ou O tels que My= q, 
et tels que z =.!et s = ]2.• 
d. Pour toute sous-matrice de lignes de M, on peut changer les signes de cer-
taines de ces lignes, de manière que dans ses colonnes ayant un nombre pair 
d'éléments différents de Oil y ait autant de +1 que de -1. 
e. Toute sous-matrice carrée de M ayant un nombre pair d'éléments non-nuls 
dans chaque ligne et dans chaque colonne est singulière. 
Nous venons de voir que e -~ a. 
a =* b est le théorème VI. 
à =9 c se montre en appliquant le théorème VI à [M,I] où I est une matrice 
unité d'ordre ko 
c =;> d, il suffit d'appliquer c à la transposée de M" de même pour b ~ d. 
d ~ e est immédiat. 
Une autre caractérisation est: 
f. [M,
1
1] est une matrice de Dantzig. C'est-à,.dire: chaque colonne de [M 11 I] 
s'exprime au moyen d'une base de colonnes de [M,I)avec des coefficients 
+1, -1, o. 
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Cette dernière caractérisation est très voisine de celle de Cederbaum (14) 
qui dit: 
Soit 
M X = y 
un système linéaire où x=(x1 , ••• ,xn) et y=(y1 , ••• ,yn). 
M est une E-matrice si et seulement si pour tout sous-ensemble de n-1 parmi 
~ 2 n variables x1 , y1 annulées, on peut trouver une paire de vecteurs 
x,y, ~ x ~ 0 satisfaisant le système et dans lequel toutes les variables 
restantes non spécifiées sont égales à +1, -1 ou O. 
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3. MATRICES TOTALEMENT UNIMODULAIRES ET GROUPES ABELIENS 
hl u-espaces vectoriels 
lJ t · 1 V t t i 1 d Qm ( ou Rm) n u-eapace vec orie k es un sous-espace vec ore e 
pour lequel il existe une base définissant une matrice k X m totalement 
m 
unimodulaire. Q est le corps d'opérateurs pour Q. L'espace supplémen-
taire orthogonal V k est alors nécessairement un u-espace. Il existe 
m-
une E-matrice dont les li~r.eG forment une base de Vk de la forme (I,A), 
il en existe donc une de V k de la forme (A',-1) ou A' est la transpo-
m-
sée de A. 
Soit G un groupe abélien quelconque. Au couple (Vk 1 G) on va faire cor-
(Gm)K d Gm N l d' E' respondre un sous-groupe u groupe • ous parerons une -ma-
trice, base de Vk, lorsque ses lignes forment une base de Vk. 
La loi de composition du groupe est notée (±) o On définit comme d'habi-
tude la loi externe de multiplication sur G avec z. Tout groupe Abélien 
G pouvant ;tre conuidéré comme un Z-module G. lli gEG, l'inverse de g est 








, n E.Z. 
~ Domaine d'opérateurs pour Gm 
Si A et B sont des matrices carrées m x m sur Z, et x ~ <xi> (1'f i ~ m) 
, , Gm , • 
un element de , ecrivons avec le sens classique donné a cette notation, 
(1) A x 
c'est un élément de Gm. On a 
(2) A(Bx) = (AB)x 
par les propriétés du Z-module Gm. 
Soit A une matrice m x m totalement unimodulaire réQilière, x une variable 
sur Gm, g un fl~mont de Gm. Il existe toujours un élément x~ de Gm tel que: 
(3) A x* = g 
CHAPITRE III 
MATRICES TOTALEMENT UNIMODULAIRES ET GROUPES ABELIENS 
44 
En effet, puisque A- 1 a ses coefficients dans z, soit 
(/+) * -1 X = A g, 
on a 
Nous prouverons qu'elle est unique. 
k m Bijections de G dans G 
Théorème I: 
Soit B une matrice m x k, k ( m, totalement unimodulaire; elle est de rang 
ksi et seulement si 
(6) B X = g 
0 




étant l'élément nul de Gk ou de Gmo 
Démontrons d'abord le lemme 1: 
3.3.1.1 Une matrice A unimodulaire à la propriété 
(7) Dét(A) =E. ~ (Dét(A)] : Ë 
. p 
avec 
(8) ë = e mod. P• 
pétant un nombre premier différent de 1. 
S est± 1 pour Z, ou o et son image dans l'un quelconque des homomorphismes 
envisagés est respectivement± 1 ou Oo ===;::,, est évident par l'homomorphisme 
de l'anneau des entiers rationnels sur le corps des classes modulo p, p premiers, 
p ! 1. Pour la réciproque supposons Ë = Oo 
Soit (Dét(A)] = a et Dét(A) /. O, alors Dét(A) = ± 1, l'image de 1 ou -1 dans p 
l'homomorphisme de Z sur un groupe additif quelconque ue peut être a, car le 
groupe cyclique engencl.ré par 1 (ou -1) aurait pour image 0 et l'homomorphisme 
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serait celui qui fait correspondre O à tout entier, c'est-à-dire celui 
des classes modulo 1. On a donc: 
Dét(A) F O ..... Dét(A) j. 0 mod. p 
puisque A est unimodulaire, le lemme est démontréo 
La condition suffisante se démontre immédiatement. Si une E-matrice B 
m x k, k ~ m est de rang < k, on a 
(9) Ba• O, a F 0 
a est un vecteur de composantes +1, -1, O. (Chapitre II). 
En multipliant par g € G, g /:. g0 , chaque ligne du système linéaire (9), on 
obtient: 
La condition est nécessaire. Montrons le d'abord pour kam, par récurrence 
sur mo Su~posons donc que pour toute E-matrice D d'ordre m-1, régulière~ 
et supposons par impossible 
A étant une E-matrice m x m régulière. Système qu'on écrira 
ou 
(14) 
j /:. k 
Système qu'on écrira: 
(15) B x'II. n g ( 1 ~ j ~ m, j I k) 
Best une E-matrice (m-1) x m de rang m-1 puisque A est de rang m. Ex-
trayant de B une matrice régulière D, (m-1)x(m-1) on déduit de (22): 
(16) 
Soit x"Jf. H -1 !I( 
= D g ' et supposons-xM /. xM •. On a alors: 
(17) D(XK e SC K) X = gQ 
donc xK 8 x'0 ' = g0 , puisque D est une E-matrice régulière (m-1)x(m-1), donc 
( 18) !K D- 1 9t'. D- 1 A!K X = g = k gk 
A: est la projection de Ak sur le sous-espace correspondant aux lignes de D. 
Mais 
da pour composantes +1, -1 ou O, car [~,D] étant une matrice de Dantzig, 
Ak s'exprime au moyen de la base D avec des coefficients +1, -1 ou O (non 
tous nuls). (14.) s'écrit alors, puisque x'':.(gj) (15), (18), (19), 
(20) gk( E Aj nj - Ak) == g0 1~j~m 
j /. k 
les m-1 composantes de I; 
1~j~n 
• 9l Aj nj - Ak correspondantes a D, donc a Ak, 
H # k 
sont nulles. nj vaut •1, -1 ou O, 1 ~ j ~ m, j # k. Montrons que la compo-
sante de ce vecteur non envisagée vaut +1 ou -1 et que dès lors on aboutit 
à l'absurdité gk = g0 ou 6 gk = g0 • Pour ce, il suffit de constater que 
pour p premier, p # 1, si nous envisageons tous les homomorphismes de l'an-
neau des entiers sur les champs de Galois de p éléments, on a 
(21) Dét(A) = f. ~ [Dét(A)) mod. p = € 
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E désignant l'élément nul, l'élément unité ou son opposé pour l'un quelconque 
des groupes additifs modulo pou des entiers. Par conséquent 
(22) iC A d : q 
die~ O, ses composantes non nulles valant +1 ou -1 et q ayant une seule com-
posante~ O, si la composante non nulle de q est/± 1, pour un certain p, 
(23) A d : 0 p p 
A est A, d est d, chaque coefficient étant pris modulo p. Mais alors p p 
(24) [Dét(A)J = è5 p 
puisque d est toujours / o, et p 
(25) Dét(A) = 0 
Puisque A est régulière, la composante non nulle de q vaut donc bien +1 ou 
-1, ce qui est l'absurdité annoncée. 
Si une E-matrice B de dimension m x k, k, m est de rang k, il existe une E-
matr:ce A ca~rée d'ordre k dans B régulière, ce qui achève la démonstration. 
Vne E-matrice carrée régulière définit un opérateur linéaire régulier pour 
tout groupe abélien Gm. 
Théorème II t 
Une E-matrice carrée A est régulière ai .et seulement si A x = g admet une 
solution et une seule. 
Classiquement nous avons: 




A xtr. = g 
(28) 
donc 
3.3.3 AUTOMORPHISMES DE Gm 
Les E-matrices ne sont pas les seules matrices à coefficients entiers 
à jouir de cette prupriété; en effet, le produit de deux E-~atriceo n'est pas 
une E-matrice et pourtant c'est un opérateur linéa~re régulier. 
Exemple 
1 0 1 -1 1 -1 
X = 
, -1 1 0 1 -1 2 
Théorème III: 
Le sous-groupe des matrices ur.imodulairea d'ordre m, engendré par les E-ma-
' i' d' d , " ' m trices regul eres or rem, est un ensemble d operateurs reguliers pour G , 
G étant un groupe quelconque. 
De ce qui précède, on déduit que toute E-matrice k x m de rang k définit un 
i~omorphisme de G~ sur un sous-groupe de Gm; dhaque u-espace de Qm définit 
un domaine d'opérateurs pour un sous-groupe de Gm. 
Montrons que toute E-matri1..e B, base d'un sous-espace Vk de Qm définit le 
même isomorpàisme. (On pourrait pe.rler a.usai bien du Z-module engendré par B)o 
Rappelons que un espace Vk qui a pour base une D-matrice, donc une E-matrice, 
est appelé u-espaceo Nous démontrerons donc; 
3.4.1 Théorème IV: 
Tout u-espace vectoriel Vk i! Qm définit un ensemble d'isomorphismes de Gk 
dans le même sous-groupe de Gm, G étant un groupe abélien quelconque. 
Considérons deux bases B èt c, k x m, de Vk, E-matricea de k lignes et m co-
lonnes. Si des colonnes sont égales, on n'aura conservé qu'un représentant 
pnr classe d'équivalence. Adjoignons des colonnes à B de façon à obtenir a•, 
matrice maximale pour la propriété d'unimodularité totale. B• est finie puis-
qu'on n'adjoint pas deux fois la même colonne. 
(30) soit TB= C et 
montrons que T est une E-matrice. T est nécessairement unimodulaire·. BK est 
nécessairement normale (contient une matrice unité d'ordre k). c• est aussi 
normale, sans quoi, on pourrait adjoindre à c• des vecteurs unités qui ne s'y 
trouvent pas encore et obtenir c• •. Mais T-1 CK • serait une D-matrice conte-
nant strictement les colonnes de BK, contenant donc une matrice unité, donc 
totalement unimodulaire. C'est àbaurde puisque BK est maximale. c• est donc 
normale, et Test l'inverse d'une sous-matrice carrée A de B•, donc totale-
ment unimodulaire en vertu du théorème XVII Chap. 1. Donc: 
(31) C' = B' T' 
signifiant "la transposée" et 
(32) k (g € G ) 9 C' g = B' T' g 
k k k T' g parcourt G lordque g parcourt G (théorème II), donc l'image de G par 
m .. k C' dans G est le meme sous-groupe que l'image de G par B'. 
Corollaire: 
Une matrice régulière qui transforme une E-matrice en une E-matrice est une 
E-matrice. 
3o4.2 A un u-espace V k' muni d'un groupe abélien G, correspond un sous.groupe 
in-
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m ( m) • ~ G , Vm-k G , appele sous-groupe des u-flots. A l'u-espace orthogonal Vk 
m ( m , 
:nuni de G correspond un sous-e;roupe de G , Vk G ), appele sous-grou;ee, des 
u-tensions. 
Une conséquence importante de la propriété d'unimodularité totaleo 
Une démonstration unique pour chaque théorème sur les flots et les tensions. 
Les appellations flots et tensions sont donc échangeables de sorte que du 
théorème de base que nous allons démontrer il suffira chaque fois d'une dé-
monstration unique pour dériver, dans les graphes, des propriétés de flots et 
tensions, cycles et cocycles, circuits et cocircuits. On a vu dans le chapitre 
II qu'un u-vecteur de l'espace des flots (tensions) d'un graphe est un cycle 
(cocycle). Ce théorème de base généralise, comme mous le verrons, deux théorè-
mes de A.J.Hoffman [41] , (4o] et un théorème de B-Roy [12], un des théorè-
mes de A.J.Hoffman et le théorème de B.Roy ayant déjà été formalisés et dé-
monstrés en termes de groupes abéliens par A.Ghouila-Houri (13]. Nous repre-
nons ici les quatre axiomes de A.Ghouila-Houri définissant une famille Cl de 
parties d'un groupe abélien. L'exposé qui précède et qui aà:>outit à la défini-
tion des sous-groupes de u-flots et de u-tensions nous permettra de démontrer 
par. récurrence sur la dimension de Vk (démonstration valable pour Vm-k) ce 
qui ~tait démontré par récurrence sur le nombre de sommets et le nombre d'arcs 
d'un graphe dans (13]. 
3.5.2 Extension des définitions connues pour les réseaux 
Un vecteur élémentaire v de Vk( de Vm-k) est tel qu'il n'existe pas 
un vecteur de Vk dont l'ensemble des composantes non nulles est strictement 
contenu dans celui de v. Un u-vecteur élémentaire est un vecteur élémentaire 
Il 
de composantes +1, -1 ou O. Soit I l'ensemble des axes coordonnés de Qm, 
1+ et I- respectivement les ensembles de composantes égales i +1 et -1 dans V V 
le u-vecteur élémentaire Vo On asaocie à chaque qxe j_ ~ I un ensemble non 
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vide d'él~ments de G, C(i),appelé capacité. Un u-flot admissible est un élé-
ment <g1) (i € I) de V m-k(Gm) tel que 
(33) (i € I) ~ gi € C (i) 
Soit O. une famille de parties de G vérifiant lea quatre axi~rnes: 
(34) 
I 1 : X € Cl ~ ( è X) e Q 
XE'Uet YE-Ct ~{X$Y)eQ 
I3 x € x et x e Q =;> {xl e Q 
I toute famille finie d'éléments de Cl., ayant deux à deux une 
4 
intersection non vide, a une intersection non-vide. Il existe 
toujours une famille telle que a t par exemple a. 'u {g} 
g €. G 
3.503 Théorème V: 
~ Vk un u-espace de Qm, v; l'ensemble de ses u-vecteura élémentaires, C(i) 
(i € I), la famille de capacités, associéesau système d'axe coordonné, prises 
dans la famille O.; ..!:.ne condition nécessaire et suffisante pour qu'il existe 
un u-flot g admissible est gue: 
(35) c<1> e E©_ 
i ~ I 
V 
C(i) 
~..!.2.!.1 La condition est nécessaireo 
Soit B • ( l,A) une E-mutrice normale dont les lignes engendrent Vkv 
les lignes de C ~ [A', -I) engendrent alors V k" On définit comme précédem-
m-
ment v.g, où v est un u-vecteur élémentaire de Vk, g un élément de Vm-k(Gm), 
donc un u-flot, mais admissible. Montrons que v.g est l'élément nul de Go 
(36) v.g "" "'EG 
i € I 
(( + E 
j ~ K 
~ 
b d)CE·c g » 
ij j k € K' ik k 
K et K' étant respectivement les ensembles (1, ••• 9 k) et (1 9 ••• ,m-k). 
(37) Œ E 
k € K' 
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puisque Vk et V sont orthogonaux) donc 
m-k 




€ C(i), la condition nécessaire est démontrée • 
.l:.!5~ La condition est suffisante. 
~.5.3.2.1 Montrons d'abord que ai 
(40) alors 
Chaque u-vecteurn s'il n'est pas élémentaire, peut itre décomposé en une 
somme de vecteurs élémentaires, disjoints. Car un u-vecteur est orthogonal aux 
vecteurs d'une base de 1•u-espace orthogonal, donc aux lignes d'une D-matrice. 
La propriété découle alors de la définition de D-matrice. On a: 
a
1
j est le coefficient général de A. Si l'on écrit 
( 44) k+1 ~ k ~ m, 
(4}) et (Lf-'t) s'écrivent 
{45) ou C' X!(= g. 
Donc g € Vm-k(Gm), puisque C est totalement unimodulaire (4.1 théorème IV). 




* g = (gi) (1 fi~ m) e.c;t doue, par 3.5.3.2.1 un u-flot admissible. 
Montrons que si la condition ent suffisante pour k=r-1, elle l'est pour k=r. 
Si 
(!+7) IC(i)):1 
le théorème est d~rnontré car <g1> , gi = C(i) 1 est un u-flot admissible par 
(35) et 3.5.3.2.1. Si 
( 48) ( 3 j) IC(j)I > 1 
nous allons montrer que l'on peut réduire C(U) à un seul élément de façon à 
ce que le nouveau systime de capacité ainsi obtenu satisfasse (35). Le théo-
rème sera alors démontré. Montrons qu'il exi6te 
tel que 
(50) R + R (t) ( V € V ) ( j E I ) ~ gj € L 
r v i € I-
v 
© 
C(i) 8 ~ C(i) 
1 e: r+ 
V 
i /. j 
donc 
(51) C(i) 6 
(±) 
~ C(i) 
1 € r+ 
V 
i /. k 





Si l'on prouve 
(52) (') 
V € V!I( 
r 
C(i) 8 C(i)) /. 0 
on aura montré qu'un tel g; existe, puisque si 






, cv,jé O.. , par (52), (54) et 14, (49) et (50) seront donc 
vérifiés. Pour prouver (52), nous allons montrer qu'il existe un u-flot 
admissible pour le système de capacités 
(55) 
c•Ci) = c(i) 
c"(j) = G 
i; j 
Soit g• Kun tel u-flot, (35) sera vérifié pour les capacités CH(i), donc 
(56) 
(f) ( L! C(i) 
i € I-
v 
(f) E C(i) ) 
i € l +-
V 
i ; j 
et (56) ~ (52). 
K H Avant de construire le flot g , observons que, si nous changeons de base 
pour Vk 
(57) B ~TB = D 
de maniPre que D soit totalement unimodulaire et normale 
Par'le même raisonnement qu'en 3.5.3.2.1., on peut alors mohtrer que 9 est 
l'image dans Gm d'un élément de Gk au moyen d'une transformation linéaire 
représentée par une E-matrice de rang k, base de V k" m-
g est donc un u-flot de Vm-k(Gm). Soit donc Tune matrice construite à par-
ème M 
tir de la matrice unité k x ken rempla~ant sont vecteur par bj. Le 
ème j vecteur colonne de B étant bj' si btj est un élément non nul de ce vec-
teur: 
(59) H bij i J t 11:ij = 
ff 
-btj btj = 
On sait que 
55 
où et est le vecteur unité dont la tème composante est 1 et que D est nor-
male. (Cette transformation est celle qui introduit le vecteur bj dans la 
base dans la méthode du simplexe). Test unimodulaire, TB étant normale est 
ème 
une E-matrice. Supprimons let vecteur ligne de T.B, soit Ela matrice 
obtenueo E est une E-matrice à quoi correspond un u-espace V 1, sous-r-
espace de V. 
r 
(6 ) F vt( e v" 1 v -- r-1 ==;> v r 
Par (35) il existe donc gt admissible avec 
(62) 
puisque (35) suffit pour k=r-1o 
gjt v dans (62) est coefficient du vecteur nul, remplaions le par gj" défini 
par 
(62) = - d • gt ts s 
g" K est le vecteur ainsi obtenu, on a 
g" K est donc un u-flot de Vm-k(Gm) admissible pour (55). c.q.f.d. 
306 COROLLAIRES DU THEOREME V 
306.1 Corollaire I 
(A.J.Hoffman [41] )(M. Hoffman nous a conseillé d'examiner la relation entre 
ce theorème et nos résultats)o Soit Run ensemble d'éléments {P1 , ••• ,Pnf et 
soit 1 = {s1 , ••• ,sm} une famille de sous-ensembles de R. Soit a1 ~ bi 
(i=1, ••• ,m) des entiers donnés et O ~ wj(j=1, ••• ,n) des entiers donnés. 
Si la matrice m x n d'incidence des ensembles Si' vis à via des éléments Pj' 
est totalement unimodulaire, une condition nécessaire et suffisante pour 
qu'il existe des entiers xj(j=1, ••• ,n) satisfaisant O ~ xj ~ wj(j=1, ••• ,n) 
et 
est que si 
(65) ( AC: { 1 , ••• , m } ) 
(66) A0Ba9J 
et valeur absolue de Cn/A) - n/B)), 1 (j::1, ••• ,n), implique 




X• <xj) (1 ~ j 'n) 
w • <•j> ( 'l ~ j ~ n) 
(?O) a • <at) (n+1 
' 
t ~ n+m) 
b .. <.bt;> (n+1 
' 
t ' n+m) 
z.; (zt> (n+1 
' t' n+m) 
( ,,~) y =[:] 
(72) Q. • (M, -I) 
(6 4.) s'écrit 
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( 73) Q .Y = 0 Û ~ X ~ W 9 a ~ Z ~ b 
car (73) implique 
(7+) Mx= I z = Zv O ~ x $ w~ a~ z ~ b 
ce qui est équivalent à (64). D'autre part (64) ~(74) ~(73). Soit 
G=Z le groupe additif des entiers rationnels, Cl la famille des intervalles 
définie par la relatio~ d'ordre totale< habituelle. 
(75) I€Q =)[(a, b€I) ~ ((a<c<.b)~(cE I))] 
O.aatiafait les axiomes de Ghouila-Houri, car la fermeture convexe des élé-
ments de Q dans R définit oQ. d Q est une famille d'ensembles convoxes 
fermée satisfaisant I 4 par le théorime de Helly [42] p.211. Il suffit alors 
d'observer que 
(76) (I, I 1 EQ) dI ()dI' /. ~~I ("\ I' /.~ 
et I () I' € Q car I N J étant fini, 
( 77) 
La dounière implication se démontre par récurrence.j supposons la vraie pour 
INI - 1 intervalles non vides, par (76) il est permis de remplacer, dans chac-
un des deux membres de cette implication~ deux intervalles par !eur intersec-
tion non vide. Dès lors, il existe pour (73) une solution y admissible si et 
seulement si pour tout u-vecteur élémentaire v, orthogonal aux lignes de 
T •(I, M'J , on a (soit v:: (v1 ,v2 J pour séparer les composantes relatives à 
I et M') 
( 78) . r: -j € I v, 
wj 
Pour prouver l'équivalence de (78) et de (67), construisons tous les vec-





1- :: B 
v2 
1· v, = {j 1 Dj (A) ) aj (11)} (voir (66)) 
On voit que, étant donné la définition en (66) 4.e A et B, v est \lD ll-'ll'S"Ote.ar 
élémentaire orthogonal aux lignes de 'ro On voi:b réciproquement que si A et B 
eont définis par 179), (66) est vérifiée (au signe près de v). Le théorème 
peut être énoncé de manière plus générale puisque les intervalle& peuvent con-
tenir des entiers négatifs. 
la:6•?• Corollaire II (A.J.Hoffma.n (2J p.80) 
Soit un r&eeau de transport où à chaque arc u sont associés deux nom-
bres entie1·s b(u) et c(u) (avec o,b(u)~c(u)]. 
Soit o(U;) • I: + c(u). U~(Ul) eot l'ensemble des arcs ayant leurJextré-
u e: u; 
mitésterminaleç.(initiale~ en un sommet de A et leursextrémitéJinitialer.(termi-
hale.b en un sommet de X-A. 
~ t la famille des sous-ensembles de X gui ne contiennent ni Xo .a!, z, 
ou qui contiennent à la fois ~ ~ z. Il existe un flot Cf tel que b( u) ~ q> (u) 
~ c(u) pourtout u si et seulement si c(U~)~ b(U:) (A Eo~) 
Il suffit, pour démontrer ce théorème, denappeler que l'espace des flots est 
un u-espace et que à chaque cocycle élémentaire correspond un u-veoteur â1é-
men1;,1ire de l'espace orthogonal (ChflP• II) o Les intervalles sont les mêmes 
que ceux définis en 3.6.10 
z.6.~ Corollaire III (B.Roy (12] (1J) 
Il existe. une tension e telle que eu ~ bu pou.r u E ~, si et s~,ulement ai ;poar 
t,s,ut circµit r l 1on a 
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U est l'ensemble des arcs du graphe. 
Il suffit de considérer l'u-espace orthogonal à l'u-espace des flots. 
Si v E Vm-k' Vm-k u-espace vectoriel de Qm, (resp. Vk) ne contient respecti-
vement que des composantes 1, -1 ou O; ou 1 ou O; on dira que o•est un u-
cycle ou un u-circuit (resp. un u-cocycle ou un u-cocircuit). Un u-vecteur 
est donc un u-cycle ou un u-cocycle. 
Pour les corollaires qui suivent, G sera le groupe additif des nombres réels. 
La famille Q est celle des intervalles. Ces corollaires sont les extensions 
de théorèmes connus (1) sur les flots et les tensions sur un graphe. cp+ est 
un u-flot dont chaque composante est non négative. 
3.6.4.1 Corollaire IV: 
+ Il existe un u-flot Cf avec chaque composante non nulle ai et seulement si 
vk ne contient pas de u-cocircuits. 
Remarquons que ce corollaire est une extension du théorème[6]: 
Un graphe ( X, î') est fortement connexe si et seulement si A CX ~ 7'A .. A ,i ~ 
Il suffit, pour démontrer 3.6.4.1 de vérifier l'existence d'un u-flot lorsque 
chaque composante a ses valeurs dans un intervalle (+0,00]. L'énoncé dual 
est implicite. 
3.6.4.2 Corollaire V 
Tout u-flot Cf+ est une combinaison linéaire positive de u-circuits. 
Soit V k le sous-espace des u-flots. L'énoncé est vrai si cp+" a deux ~ompo-
m-
santea positives 0 montrons que s'il est vrai si ~+ a r-1 composantes posi-
tives, il est vrai pour r. Soit V kt le sous-espace de V k obtenu en pro-
, m- m-
jetant V k le long 
m-
des axes où les composantes de ep+ sont nulles. Leu-es-
t pace orthogonal Vk ne contient pas de u-tension 
devrait être orthogonale à la projection de r.p+ sur V k• 
m-
> O, car celle-ci 
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Donc v!_k, par le dual de 3.6.4.1 contient un u-circuit ~ • Si f/+} est 
l'ensemble des composantes non nulles de /t, considérons 
(fj = min 
(O+ - (Dj u. " " 1 T 1 . eGt un nouveau u-flot qui a r-1 composantes positives. Lienonce 
dual est implicite. 
3.6.4.3 Corollaire VI: 
S'il existe dans Vm-k un u-flot (payant un sous-ensemble donné de composantes 
non nulles, il existe un u-cycle ayant ses composantes non nulles contenues 
dans ce sous-ensemble. 
Il suffit de remarquer que v! , obtenu en changeant de signe une même compo-
sante de chaque vecteur de Vk est un u-espace. 3.6.4.2 démontre alors 3.6.4.3. 
3.6.4.4 Corollaire VII: 
S'il existe un u-flot q> ayant une composante j non nulle, il existe nécessai-
rement un u-cycle dont l'ensemble des composa.nt~non-nulles, est contenu dans 
' rn eme l'ensemble des composantes non nulles de "Y et dont la j composante est non 
nulle. 
Sinon Q)ne pourrait être combinaison linéaire des cycles satisfaisant 3.6.4.~, 
propriété qui est implicite à 3.6.4.2 et à la démonstration de 3.6.403• 
Noua allons énoncer une généralisation du lemme des arcs colorés [1] o Soit Vk 
un u-espace vectoriel, partitionnons en trois l'ensemble des axes coordonnés 
et comme pour le lemme de Minty 9 disons que dans la première classe les axes 
sont rouges, dans la deuxième noirs, dans la troisième verts. 
~.6.4.5. Corollaire VIII: 
~ Vm-k' s'il n'existe pas un u-cycle ayant une composante J noire non nulle 
avec des composantes non nulles uniquement rouges et noires, les composantes 
non nulles noires valant 1, il existe dahe Vk un u-cocycle de composante j 
. 
égale à 1 avec d~s composantes non nulles uniquement vertes et noires, les com-
posantes non nulles valant 1. 
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Définissons trois classes d'intervalles: 
Pour les axes rQuges: [- oo, + ooJ ; 
pour les axes noirs 
pour les axes verts 
[o, +co] pour la composante j, [+O, +coJ 
tous les intervalles se réduisent à O. 
S'il existe un u-flot compatible avec ces intervalles 0 il existe un u-cycle 
dont les composantes vertes sont nulles, l'ensemble de ses composantes non 
nulles rouges et noires est non vide, sa composante j vaut 1. 
La condition nécessaire et suffisante pour qu'un tel u-flot n'existe pas est 
qu'il existe un u-vecteur élémentaire (donc un u-cocycle) qui ne satisfait 
pas les conditions (35) du théorème V.. 
Ce u-cocycle ne peut pasavoir de composantes rouges non nulles, toutes ces 
composantes non nulles sont noires et vertes. La compot>ante ayant pour inter~ 
valle [+ O,ao]est non nulle puisque tous les autres intervalles contiennent 
O. Toutes ses composantes noires doivent avoir le même signe que celle de 
[+ O, + co). 
~.b.~.5.1 Corollaire IX: 
Il existe un u-circuit ou un u-cocircuit (exclusivement) ayant une composante 
non nulle st•::- un axe donné. (immédiat) 
Soit 0+ une tension telle que ( \" i) : e; ~ 0: 
+ d , S'il n'existe pas un flot cp a_yant une composante non nulle sur un axe onne, 
+ il existe une tension e avec une composante non nulle sur cet axe. 
306.5 Corollaire X: 
Une condition nécesGaire et suffisante pour qu'un u-espace ait un u-circuit 
(u-cocircuit) utilisant tous les axes, est que chaque u-cocycle Cu-cycle) ait 
autant de composantes +1 que -1o 
La condition énoncée est nécessaire et suffisante pour qu'il existe un u-flot 
(une ~-tension) prenant la valeur 1 sur chaque axe. Ce flot est une somme de 
u-circui ts ( u-cocircui ts) éHiuentaires qui définissent une partition de l'en-
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,.6.5.1 Corollaire XI: 
Une condition nécessaire et suffisante pour qu'un graphe ait un t-circuit 
(t-cocircuit) utilisant toue les arcs eet ~ue chaque t-cocycle (t-cycle) 
ait autant d'arcs entrants gue sortante. 
11,suffit de démontrer que à tout u-circuit (u-cocircuit) élémentaire de 
l'u-espace des flots (tensions) correspond un t-cirouit (t-cocircuit). On 
sait que l'homomorphe modulo 2 de l'u-module des flots (tensions) est l'es-
pace vectoriel des B-cycles (B-cocyclee) (Chapitre II et (3) ) • D'autre 
part à un B-cycle élémentaire (B-cocycle élémentaire) correspond un et un 
seul u-cycle élémentaire Cu-cocycle élémentaire) au signe près (Chapitre II) 
ce qui démontre l'énoncé. 
3.6.6. Théorème VI: 
Pour chaque dimension k, il existe un nombre fini d'u-espaces vectoriels gui 
soient des sous-espaces de Qk. 
Soit A, matrice r .x k de rang r ~ k, c'est une matrice dont les lignes engen-
drent V C Qk. Soit Ai , ••• ,Ai le système de vecteurs linéairement indépen-
r 1 r 
dants tels que ij < ij+s, 1 ~ s ~ r-j+1, et ir le plus petit entier tel que 
A•= tAi ,o •• 9Ai , ••• ,Ai } est un système de vecteurs-colonnes linéairement 
1 j r X 
indépendante de A. Pour toute matrice T régulière, l'ensemble TA = 
= { T Ai , ••• ,T 
1 
vis à vis de A. 
Ai , ••• , T Ai } a la même propriété vis à vis de T A que A 
j r 1 
On sait que A x- A est appelée matrice échelon de l'espace 
vectoriel Vk et que cette matrice est unique pour Vk. La matrice échelon d'un 
u-espace vectoriel est normale donc totalement unimodulaire. Ses coefficients 
sont 1, -1 ou. O. Il y a dond un nombre fini de matrices échelons donc un 
k 
nombre fini d'u.espaces vectoriels qui soient sous-espaces de Q o les u-espaces 
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CARACTERISATION DES MATRICES CYCLOMATIQUES ET COGYCLOMATIQUES D'UN GRAPHE 
Résumé: 
Les résultats de cette étude répondent à la question: "Une matrice d'en-
tiers modulo 2 est-elle l'homomorphe modulo 2 d'une matrice totalement 
unimodulaire"? 
C'est-à-dire, y a-t-il moyen de remplacer certaine éléments non nuls d'une 
matrice binaire par des -1 de manière que la matrice Euclidienne obtenue 
soit totalement unimodulaire~ Appelono R-matrice une matrice d'entiers 
modulo 2 homomorphe d'une E-matrice. Tutte (11)[12] répond à la question 
posée par: 
Une matrice! d'entiers modulo 2 est une R-matrice ai et seulement ai au-


























Les formes normales de F étant toutes les matrices obtenues en multipliant 
F par lee inverses de aea matrices carrées régulières d'ordre maximum, ce 
beau résultat théorique n'a pas un intérêt d'application directe, puisqu'il 
y a un nombre combinatoire de formes normales de F. 
La caractérisation des R-matricea que noua donnons dans ce chapitre ramène 
le problème posé à celui de savoir si une matrice donnée est une E-matrice. 
Noua donnons comme aboutissement de ce chapitre une légère généralisation 
du théorème de Tutte caractérisant les homomorphes modulo 2 des matrices 
cyclomatiquea et cocyclomatiquea. 
1. Définitions: 
Soit A une matrice d'entiers modulo 2, L l'ensemble de ses lignes, C 
l'ensemble de ses colonnes, on définit sur CUL la relation binaire: 
(1) 
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o(~)=(L U c,u) est appelé graphe de!· [17] • Si~ am coefficients non-
nuls, à chaque couple (i,j) tel que aij=1 faisons correspondre un entier 
1 ~ k ~m, tout vecteur de Bm définit un sous-ensemble d'arêtes V de U. 
Un vecteur o< - ( o< ) 
- k1~k,1'm o(k f: s S C {1} u {-1} définit 
une norme sur Bm: 
m 
(3) (!?. t Bm) : o< (!?_) • ~ cxk !?.k = No<(!?_) 
k:1 
On voit d'autre part que o( définit une matrice Ao< qui a pour homomorphe 
A: 
( 4) = 0 
Sm définit de cette manière l'ensemble des matrices ayant pour coeffi-
cients +1, -1 ou O et pour homomorphe!• 
Pour une matrice A nous allons définir une classification des vecteurs 
o< t Sm basée sur la norme des cycles de G. Pour tout o< , la norme de 
chaque cycle est paire, nous distinguerons dès lors les cycles de norme 
multiple de quatre et les cycles de norme non multiples de quatre, les 
premiers seront appelés cycles bipaires, les seconda cycles biimpaires. 
(6) est totalement unimodulaire. 
(7) Tout cycle élémentaire biimpaire a une corde. 
Un cycle élémentaire a une corde s 1 il existe un cycle élémentaire contenant 
un sous-ensemble d'arêtes de ce cycle et une seule arête étrangère. Cette 
classification est due à C.Berge, il formulait la conjecture: 13 =;f 4, 
nous donnons un contre-exemple qui nous a suggéré la condition nécessaire 










: o< t ':f 
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Nous allons montrer que Y', :> 'l'z :::> y 3 ::, !f4. 
Il If 
" " 
.r., = Sm 
Il 
" " " 







J\., ~ ~,2 = ~ = !f4 











est une propriété observée par C oBerge, pour 
la démontrer on montre que le déterminant de la sous-matrice carrée 
correspondant i un cycle ,1émentaire biimpaire sans corde est -j ± 1. 
Ci-dessous des exemples sont donnés sous forme de graphes, les compo-
santes o<k sont écrites sur les arêtes. 
Fig. 1 
1 1 
1 1 Fig. 2 
Pour G 
2 
~ o< é S"
1 
, o< I:: Y'2 , o< f :f 3, o< , !/ 4 • 
1 
1 Figo 3 
1 
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Pour Gf o< é If 1 , ex i:: f 2 , o<. t ':f y o( ,/ '1 4 • 






























Les démonstrations qui suivent prouvent en particulier qu'il est impossi-
ble de rendre ces matrices totalement unimodulaires en changeant de signe 
certains éléments non nuls. 
2. Théorème I: 
Il existe toujours dana un _graphe_.une bai.ie .. de cycles élémentaires sana 
cordes. 
Soient en effet c 1 , ••• , c le plua grund eiisernble de B-cycles élémentaires - -a 
aana corde linéairement indépendants. 0uppoeona qu'il existe un B-cycle 
~a+1 du graphe qui n'appartient pas à l'om,eloppe linéaire dos vecteurs 




~a+1 = LI ~a+1,1 
1•1 
élémentaires: 
o~ les c 1 i sont dea B-cyclea élémentaires tels que leurs ensembles -s+, 
d'arc a sont disjolnta. Soit c 1 . , j t J où J est un sous-ensemble de -s+ ,J 
l'ensemble 1, ••• ,t des indices de (10), les B~cycles élémentaires n'ap-
partenant pas au aous-eBpace vectoriel engendré par c 1 , ••• ,c • J est non - -a 
vide. Les cycles correspondante contiennent chacun une corde sinon 
c c ne serait p··aa un s~atime maximal de B-vecteurs élémentaires 
-1·••••-a " 
linéairement indépendants sans col'de. 
i j * L J Mas alors, c 1 jM' ~ , par exemple, est la somme de deux B-cyclea 
-a+ ' 
ayant en commune une corde de c 1 ~. et ayant chacun au moins une arête -s+ ,J 
~ de moins que c ·*• c • j ~ J est donc la somme de k B-cycles 
-s-t1,J -s+1,j • 
élémentaires sans corde. C'est absurde puisque dans ce cas un au moins de 
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ces derniers B-cycles n'appartiendrait pas à la fermeture linéaire de 
~ 1 , ••• ,~6 et pourrait être adjoint à ce système pour former un système 
de s+1 B-cycles élémentaires sans corde linéairement indépendants. 
Donc '!1 • Sm. 
3. Théorème II. 
Pour toute matrice!, il existe une norme l\x telle gue dans G(!) il Y_! 
une base de cycles élémentaires bipaires sans corde. 
X~ m , Soit o( ~ S un vecteur definissant une norme telle que~,,•••,; soit 
le plus grand système de B-cycles élémentaires bipaires linéairement indé-
pendants de G(!)• Soit Q la matrice ayant~,,•••,; pour lignes. 
Si f n'est pas une base de cycles on peut montrer par le même raisonnement 
qu'en 2 qu'il existe un B-cycle élémentaire, biimpaire cette fois et sans 
corde qui forme avec ~ 1 , ••• ,~j un système de s+1 vecteurs linéairement indé-
pendants. 
Soit D la matrice de s+1· lignes obtenue en adjoignant ~s+1 à f• Soit~ la 
ème , D 1 matrice obtenue en adjoignant une m+1 colonne a_, soit e vecteur 
ème 
unité e 1 dont la composante égale à 1 est sur la s+1 ligne de _D. Soit ""'.'B+ 
~ une solution de 
(11} ! ~ = 0 
~x J Q, avec~:.,• 1 satisfaisant (11) existe car les s+1 lignes de~ 
sont des vecteurs linéairement indépendants. Les composantes non nulles 
~ X ' de~ , soient x1 , 1 t I, i ~ m+1, designent un ensemble d'arcs qui a un 
nombre pair d'éléments communs avec c 1 , ••• ,c et un nombre impair avec 
- -a 
.E.a+1· 
~~ ~-Mais alors soit()( tel que 1 t I: ~i .. - et 
)( 
• o<i ' 
'IUC ~ est tel que c 1 , ••• ,c ,c 1 soient un BJatime de B-cycles élémentaires - -s -s+ 
bipaires linéairement indépendants de G(!) ce qui est impossible. 
4. Matrices bipaircs. 
4.1 Théorè~e III. 
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Il existe deux classes distinctes de matrices entières modulo 2 Je1 et 
Je2 • Si A é Je1 , pour toutes les normes No( telles qu'il existe dans 
G(!) une base de cycles élémentaires bipaires sans corde, il n'existe pas 
dans G(~) un cycle élémentaire biimpaire sans corde. Si A ~ dl~, pour 
chaque norme No( telle qu'il existe dans G(!) une base de cycles élémen-
taires bipaires sans corde, il existe dans G(!) au moins un cycle élémen-
taire biimpaire sans corde. 
II 1 b 
Fig. 4 
a 
Soit A t clf1 , c'est à dire, il existe o<x f:. 'f 2 tel que 
( 13) No<(~) :i: 0 mod. 4 
c étant un B-cycle élémentaire sans corde quelconque. Montrons que (13) 
est vrai pour tout « (; 1 . Soit a . ,o<t:.'° . ~·· _ ~i auquel correspond une riouvelle base 
~ 1 , ••• ,~6 , formant une matrice~' g~ ê-cycles bipaires élémP.ntaires sana 
corde et tel que, par impossibl~, 
{14) NQ(>oç (~s+1) # O mog. 4, 
~s+1 étant un cycle élémentaire sans çorde. On a évidemment que NO(iSj_)~N0(•(~1 ) 
1 ~ i-' a est nul modulo 4. Donc pour passer de o(>o< à o( ><, il a fallu 
trouver un vecteur x é Bm, les composantes non nulles de~ désignant les 
)( 
cc,.npooan tes de oc'. à changer de signe, tel que 
( 15) C X = 0 
l'uisque 





.S.a+1 2S = 0 
N,.,,M(c 1) ~ 0 mod. 4, ""' -a+ 
oe qui est absurde. 
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Cela prouve en même temps la deuxi~me partie de l • énor,cé. 
4.2 Noua appelons matrices bipaires les matrices A d'entiers modulo 2 
telles que pour toute norme N~ il n'existe pas un cycle él~mentaire bi-
impaire sans corde. 
5. Caractérisation des matrices cyclomatiqueo et Cùcyclomatiques. 
5.1 Lemmes 
J(t i,OC ";f 
Lemme 1 - Pour passer d'une norme No<>c' o< é 3 à une norrne Ho<'KK, o< t 3 , 
il est nécesuaire et suffisant de changer de oi~nee 
,.., 
les comEosantea de o( 
relatives à un cocycle de G(!)• 
Puisque ~3 F ~' 13 ~ 'f2 , il existe une base f de B-cyclee bipairea qui 
)( ",. doivent res,er bipairea lorsque o<. devient o< • Puisque les vecteurs~ 
tels que (15) soit vérifié forment le sous-espace vectoriel de B-cocycles 
de G(!), la condition est néces3aire. La condition est suffisante car si 
on change de signe les composantes de o< l< 
non nullaa de~' avec 
désignées par les compoaanteR 
(19) 2. .! C Q 
.s, étant un B-cycle quelconque, on a 
Lemme 2 - Soient A~ ~ A~~ deux matrices d'homomorphe! dont les coeffi-
cients ~~j ~~~;sont +1, -1 uu Oo On peut transformer Ax .!,!}; Axxen chan-
_g_eant de signe to'.ls les éléments de lic:nes et de colonnes de Ax si et neu-
{ ) 
')( )()C. 
lement si les couples i,j tels que ~ij ~ij = -1 désit~nent les arêtes d'un 
cocycle de G(f;). 
Si (i,j) eat tel que ~~j 
colonne j, aoit la ligne 
~j = -1, il faudra changer de signe soit la 
X ide f. Soit zi une variable binaire associée 
. la li grw i et .IJ variable binaire associée à la colonne j a une avec: 
.!1 = 1 
.tj = 1 




<===;> On change 
l( )(.1( 
a. ~ ai. = 
-1J - J 
de 
de 
Bigne les élt)menta de la ligne i 
Bigne lea éléments de lu colonne j 
+. :X 
-j = 1 (+ est la somme modulo 2) . 
A chaque arête u1 j de G(!)correspond donc une équation 
Mais on sait que (15) a une solution si et seulement si~= (~1 j) est un 
B-cocycle de G(!)• 
5.2 Caractérisation de la classe des E-matrices ayant même homomorphe. 
Théorème IV. 
Si Ax est une matrice totalement unimodulaire, toute matrice IfXobtenue 
en chaneeant de signes certains coefficients non-nuls de Ax est totale-
ment unimodulaire si et seulement si A><X est obtenue en changeant de signe 
tous les éléments de lignes et de colonnes de Ax • 
Si l'on change de signe les éléments non nuls d'une ligne ou d'une colonne 
de Ax , elle reste totalement unimodulaire puisque les mineure qui compor-
tent ces éléments changent de signes, les autres n'étant pas modifiés. 
~ 4 C ~ 3 , donc les lemmes 1 et 2 prouvent le théorème, puisque une R-ma-
trice est bipaire. 
5o3 Caractérisation des R-matriceso 
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Théorème V: 
.§..glJ_ ! une matrice bina.ire, s'il existe« tel gue ~ est totalement unimo-
dulnir~,,,EOUr tout_ o/' j:,el gue danq_ G(.!!) il existe une base de cycles él~-
mentairea bipaires sana corde, Ao<• est totalement unimoduluireo 
()('. ~ ~ 4 donc o( ë 13 0 Si l'on opere sur o( tous les changements de signes 
qui maintiennent la propriété d'unimodularité totale de la matr1ce, 0( prend 
toutes les valeurs de lf'3 , par le lemme 1, de sorte que !f' 4 :., Y,3 , on a 
donc Y\ .. ::/' 3 /, 0, puisque 
!/3 ,' ~ -. 12 "" !f'3, donc 
Théorème VI: 
!f 4 C ~,. Mais, par le théorème III, 
12 .. J\. 
Une condition nicessaire et suffisante pour gu'une matrice binaire soit une 
R-matrice est gue pour un o( t :f2 , A« soij; totalement unimodulaire. 
On peut dire aussi que les R-matrices sont caractérlaées par le fait que 
!f 2 m 'f 3 = !f 4 oEnon<;ons alors un théorème donnant une candi tion nécessaire 
et suffisante pour qu'une matrice soit cyclomatique. 
5.4 -------- Caractérisation des matrices cyclomatiquea et cocyclomatiquee. 
Théorème VII: 
Ao< est cyclomatique (co-cyclomatique) normale si et oeulement si ! 2..f!.! 
une R-matrice B-cyclomutique (B-cocyclomatique) normale et ~ t ~ 2 • 
Rappelons qu'une matrice normale est une matrice qui contient une matrice 
unité deordre maximum. 
Condition nécessaire. 
Si AO(est cyclomatique (cocyclomatique), c'eat donc une E-matrice (Heller-
Tutte-Seshu), donc o< é lJ2 et! est une R-matrice cyclomatique (oocycloma-
tique). 
Condition suffisante. 
Faisons la démonstration pour "cyclomatique", elle est analogue pour 
"cocyclomatique" ,, 
Si! est B-cyclomatique, ses lignes représentent des chaines d'abre H. 
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(voir 1a4). En donnant une orientation arbitraire aux aritea et en par-
i . )( courant les cha nes on de finira 0( et une matrice Ao<. x 
modulaire. Mais AO( est une E-matrice, on passe donc de Ao<x à Ao<. en 
totalement uni-
changeant de signe les éléments de lignes et de colonnes (théorème IV). 
En chanGeant l'orientation des arcs du coarbre (lignes) et de l'arbre 
(colonnes) on obti'ent 11.e graphe orienté correspondant à A« o 
6. Discussion du fait que! est ou non une R-matrice. 
1. On cherche une valeur de 0( t Y'
2
• 
L'algorithme est donné dans la démonstration du théorime II. 
2. On vérifie ai A~ est totalement unimodulaire, si elle ne l'est pas A 
n'est pas l'homomorphe d'une matrice totalement unimodulaire. 
Exemple 1: Considérons la matrice 
1 2 3 4 5 
a 1 1 1 0 0 
b 1 1 0 0 1 Fig. 2 
C 0 1 1 1 0 







On trouve un système maximal de cycles élémentaires bipaires linéairement 
indépendants: 
(a, 1 1 b, 2, aJ [a, 2, c, 3, a) [c, 3, d, 4, c] o 
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auquel on adjoint [c, 4, d, 5, b, 2, c) en changeant le siene (le ~d, 5 . 
Le nombre cyclomatique du graphe itant 4, on u une base de cycles bipniras 
aans corde. 




























La matrice définie p3r lee lignes b, -cet d est totalement unimodulaire 
puisque c'est une matrice d'incidence. Soit 'l' l'ensemble {1}U{-1} U (o}. 
On voit que, en désignant les vecteurs lignes par lee mimea lettres que 
les lignes: 
a -
a - C 
a - d l T5 
a - b - C ~ T5 
<:; 
a - C + d c T-' 
a - b - d é T5 
-a+ b - C + d t T5 
Donc, ((18J, chapitre II), Ao( est totalement unimodulaire. 
Exemple II 











1 1 Fig. 8 
1 1 
-, -, 
G(!) est planaire et on voit que pour oC: (1, ••• ,1) 11 existe une base de 
cyclea bipaires élémeutaires. 
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Puisqu'il existë un cycle élémentaire biimpaire sans corde (la face infi-
nie) A n'est pas l'homomorphe d'une matrice totalement unimodulaire. 








! est donné par G(!): d 
Fig. 9 
Le nombre cyclomatique de ce graphe est 3. Pour o< m (1, ••• ,1) on a une 
base de cycles élémentaires bipaires sans corde (a, 1, b, 2, aJ, 
( d, 1, b, 4, d] [c, 1, b, 3, c] et pourtant Ao< n'est pas totale-
ment unimodulaire. Il suffit de vérifier que Dét.(Ao() -' T. A n'est donc 
pas l'homomorphe d'une matrice totalement unimodulaire. Remarquons que 
pour ce:t exemple 
~2. ~, !f 4 • ,. 
Exemple IV 
La matrice 
1 2 3 4 
a 1 0 1 1 
Fig. 10 
b 1 1 0 1 
C 1 1 1 0 




-1 Fig. 11 
Nous avons choisi 0( de !aion à ce qu'il existe une base de cycles élémen-
taires bipairee. Il existe un cycle biimpaire: (1,a,3,c]. 
7. E-matrices qui ne sont ni cyclomatiques nt cocyclomatiques 
Nous appelons transformation normale de[!,!] une transformation au moyen 
de l'inverse d'une base! extraite de[!,!) o 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 
a 1 0 1 1 0 0 0 0 0 1 0 0 0 0 0 0 0 0 
b 1 1 0 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0 
C 1 1 0 0 1 0 0 0 0 0 0 1 0 0 0 0 0 0 
d 1 0 1 0 1 0 0 0 0 0 0 0 1 0 0 0 0 0 
~--------
e 0 0 0 0 1 1 1 1 1 0 0 0 0 1 0 0 0 0 
f 0 0 0 0 0 0 1 1 0 0 0 0 0 0 1 0 0 0 
g 0 0 0 0 0 1 0 0 1 0 0 0 0 0 0 1 0 0 
h 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 1 0 
i 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 1 
Figo 12 
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On vérifie que la matrice de la Fig. 12 est totalement unimodulaire qui 
n'est ni B-cyclomatique, ni B-cocyclomatique. On voit qu'elle contient 
une matrice B-cyclomatique et B-cocyclomatique normale du graphe homo-
gène de degré 3 de Kuratowski. Nous avons à ce propos le théorème de 
Tutte [11, 12 J : 
"Une matrice A d'entiers modulo 2 est B-cocyclomatique {B-cyclomatique) 
si et seulement si c'est une R-matrice et si aucune transformation nor-
male de! ne fait apparaitre une matrice B-cyclomatique (B-cocyclomatique) 
d'un des deux graphes non planaires basiques de Kuratowski". 
Nous énonçons alors finalement le 
Théorème VIII: 
Une matrice A est cocyclomatigue (cyclomatigue) si et_seulement si elle 
est totalement unimodulaire et si aucune transformation normale de A~ 
fait apparaitre une matrice cyclomatigue (cocyclomatigue) d•un des deux 
_g_~aphes non planaires basiques de Kuratowski. 
On sait en effet que la transformée normale d'une E-matrice est une E-
matrice. La démonstration découle immédiatement du théorème de Tutte ci-




"Les problèmes de flot et de tension" 
C~hiers du Centre d'Etudes de R.O., Vol. 3, No. 2 - 1961, page 69. 
[2] CoBERGE 
"Théorie des graphes et ses applications" 
Dunod, Paris 1958 
[3] s·.sESHU et M.B.REED 
"Linear graphe and Electrical Networks" 
Addison-Wesley Publishing Company Inc., Reading, Mass., USA 
[4 J o.oRE 
"Theory of Graphe" 
American Mathematical Society, Providence, R.I., Vol. XXXVIII, 1962. 
[ 5 ) I .CEDERBAUM 
"Matrices all of whose elements and subdeterminants are 1, -1 or O". 
J. Math. and Phys., 36, 351-361 (1958). 
[6] R.L.GOULD 
_"Application of graph theory to the synthesis of contact networks" 
Proc~ Int. Symp. on Switching Circuits, Harvard Univ., April 1957. 
( 7] R.L.GOULD 
"Graphe and vector spaces" 
Jo Math. and Phys., 38, 193-214, (1958). 
[ 8 ] W. T. TUTTE 
"A ring in graph theory" 
Proc. Ca~bridge Phil. Soc., 43, 26-4o (1947). 
[9JW.T,.TUTTE 
"A theorem of planar graphe" 
Trans. Am. Math. Soco, 82, 99-116 (1956). 
(10')W.T.TUTTE 
"A class of abelian groupe" 
Caa. J. Math., 8, 13-28, (1956). 
82 
"A homotopy theorem for matroids, I-II" 
Trans. Am. Matho Soc., 88, 144-174, (May 1958). 
[12] WoT.TUTTE 
"Matroids and graphe" 
Trans. Am. Matho Soc., 90, 527-552·, (March 1959). 
[13J A.J.HOFFMAN and J.KRUSKALL 
"Integral boundary points of convex polyhedra" 
Ann. Math. Study No. 38 
(14] A.J.HOFFMAN 
"Some recent applications of the theory of linear inequalitiea to 
extrema! combinatorial analysis" 
Proc. Symp. In Applo Mathe, Vol. X. 
(15) A.J.HOFFMAN et HoW.KUHN 
'~n systems of distinct representatives" (Linear inequalities and 
related systems). 
Annale of Math. Studies, 38 1 1956, P• 199. 
( 16] P .CAf:1ION 
"Espace& vectoriels des cycles et cocycles d'un graphe" 
EUR/C-IS/80/62/f Appendice 1, Janvier 1962. 
(17) P.,CAMION 
"Sur une propriété de l'espace normé CO( et ses applications aux 
matrices unimodulaires". 
CoR• Académie des Sciences 1962, p. 625. 
(181 P.CAMION 
"Matrices totalement unimodulaires et probl~mes combinatoires" 
Thèse. 
83 
MATRICES TOTALEMENT UNIMODULAIRES ET PROBLEMES COMBINATOIRES (1) 
E R R A T U M 
Ligne Au lieu de: 
t comptée du bas 
-!, comptée du haut 
4 + 1 La première ligne doit se terminer à 
Il 1 1 -1 ou O". "Mais alors" commence à la 
ligne suivante. 
4 f 8 "sont implicites à "Découlent immédiate-
I. Hel.1er" ment des résultats de 
I. Heller". 
4 t 1 "chaine 1 " "chainer quelconque 1 
de cet arbre 11 









"On peut supposer sans diminuer la généralité de l'énoncé que 
tous les vecteurs-lignes de A sont différents. On démontre aisé-
ment alors que) est une relation d'ordre définie sur l'ensemble 
des lignes de A. On dit que [9] 1 dans un ensemble ordonné E, 
b couvre a, si a<.b et s'il n'existe pas d'élément e de E compris 
strictement entre a et b. 
On montre aisément que la relation binaire de couverture définit 
une famille H d'arborescence ayant pour sommets les lignes do A, 
c'est à dire que une ligne de A est couverte au plus par une 











"Réciproquement on peut démontrer que le graphe adjoint 

























ERR AT U M (2) 
Au lieu de: 
1 comptée du bas 
~ comptée du haut 
J, 9 B-cocycles 
{, 12 binaires 
t 8 t-cycles 
1' 8 t-cocycles 
t 5 t-cycle 
,l, 10 u-cycle 
t 5 u-cocycle 
~ 1 Pour ce, nous 
trerona 
1 6 théorème 7 
t 1 non nulles 
.J, 3 biimpaire 
t 1 une matrice 
'1, 14 sur G avec Z 
mon-
Remplacer la première ligne par: 
~: 
B-cocycles 








non nulles modulo 2 
bipaire 
une motrice M 
sur G avec Z 9 anneau 
des entiers rationnels. 
-1 
"En effet, A a ses coefficients dans Z, puisque la condition 
nécessaire et suffisante pour que A soit inversible dans Z est 
qu'elle soit unimodulaire". 
e Remplacer la 5 ligne par: 
"Elle est unique, puisque si A x'll"• g, A- 1(A x,0 ') 
Supprimer depuis: "Démontrons d'abord le lemme 1: 
page 41 "Théorème III:" exclusivement. 
Conserver le titre. 
2.:2.:..2. Automorphismes de Gm. 
-1 X )(.)C 
z: A g•x =X 11 
••••" jusque 
et supprimer dans l'énoncé du théorème III "engendré par les 
E-matrices régulières d'ordre m"o 
* 6 
-l, 8 valeur absolue de 
P j é si 









A P P E N D I C E 
ERRATUM 







Page 4, le théorime I est évident par une analyse directe. 
Page 6, remplacer l'énoncé par: 
''Il existe deux classes distinctes de matrices entiir~s modulo 
2 J.î 1 et Je2 • 
Si A €. JC
1
, pour tout o< de !f 2 , tout cycle élérnentair~ blim-
paire pour N« a une corde. 
Si A e Jf2 , pour tout o< de ':f.), il existe au moins un cycle élé-"'-
mentaire biimpaire pour No< sans corde. 
i, 13 cocycle t-cocycle 
'1,, 8 xj yj 
J, 9 xj yj 
-l, 11 xj yj 

