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This habilitation thesis synthesizes our research efforts in the area of relational databases and
artificial intelligence. In particular, we present our work on various data matching problems,
where we need to establish connections between different pieces of information, such that these
correspondences reflect our human understanding of the relation among them.
Entity resolution aims to identify entity references (person or company names, geographic
locations) such that they refer to the same real word entity. We summarize here our work on this
problem in the context of Web documents. Our methods rely on supervised machine learning
techniques.
We discuss our work on database schema matching. Our work addressed a specific setting
of this problem, where we need to match a set of schemas based on a network of their pairwise
interactions. Even if available schema matching tools can obtain a set of good quality attribute
correspondences, if we would like to use them for data integration, we need to eliminate the
remaining errors. This phase still requires the involvement of human experts. We model this
post-matching phase and we propose new techniques to reduce the necessary human efforts and
to guide the work of the experts. Our methods rely on (probabilistic) reasoning methods that
exploit the relevant consistency constraints.
Crowdsourcing is a model where one can request a service that is realized by human work-
ers form from a large crowd of users, in exchange for a small payment. Crowdsourcing plat-
forms enable human-in-the-loop algorithms and they were also used to construct large labelled
datasets. A central issue in this setting is the quality of the obtained results, in particular in the
context of knowledge-intensive crowdsourcing, where workers need specific skills to complete
the requested task. Affecting the tasks to workers who do not have these skills could lead to
poor quality results. We propose new methods which can improve the expected quality of the
results through the use of simple forms of reasoning on human skills.
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1.1 Humans, computers, databases and artificial intelligence
1.1.1 Computers and humans: changing roles
The term computer meant in the early 17th century usage a profession: a person who had to
perform mathematical calculations1. This occupation was known even until the mid 20th cen-
tury, until electronic computers become available. We can even find references to this metier
in the works of Alan Turing [123]: “The human computer is supposed to be following fixed
rules; he has no authority to deviate from them in any detail.” For difficult computations, the
same task was performed in parallel by multiple teams, to assure correctness [53]. The arrival
of electronic computers has of course completely eliminated this profession and today we can
realize calculations with the help of our modern computers at a scale that would be impossi-
ble through human computers. The frequency of errors has also radically improved: humans
make accidental errors in computations and these are completely eliminated through the use of
electronic devices.
In fact, humans do not make accidental errors in mathematical computations only, but in
all the activities they do [59], [103], [109]: (software) engineering, writing text following the
orthographic rules, decision making, playing the piano or driving a car. According to the Latin
saying “Errare humanum est, perseverare autem diabolicum.” that is “To err is human but to
persist in error is diabolical”, suggesting that we should avoid errors, even if we cannot avoid
them completely. This prevalent presence of error in human activities was not only observed by
ancient Romans, but this is also supported by modern neuroscience [7]2. As one could replace
human computers through machines, the quest has started in various other domains, whether
we could build machines to realize the same tasks as humans, but without the human errors.
1https://en.wikipedia.org/wiki/Computer_(job_description)
2We tried to avoid the orthographic and other errors in this HDR thesis, as much as we could. We insist on the
omnipresence of errors in human activities as an argument and not as an apology for the eventual remaining errors
in this thesis.
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1.1.2 Building intelligent machines, but without the human errors
Computing devices are useful to execute mathematical calculations, but already the key fig-
ures of early computer science such as Alain Turing or John von Neumann identified that
their devices and models could do much more than simple arithmetic and they made impor-
tant first steps towards constructing “intelligent” computers3. Despite the earlier efforts, one
attributes the beginning of artificial intelligence research to the Dartmouth college summer re-
search project that took place in 1956. Participants aimed to simulate every aspect of human
intelligence through machines. The summer workshop could of course not achieve this ambi-
tious goal, but a number of methods that have been proposed since these early days turned out
to be useful in various ways [113]. These include the symbolic methods for reasoning and prob-
lem solving, their probabilistic versions, and other forms of uncertainty management, as well as
statistical machine learning based techniques or methods based on artificial neural networks and
deep learning [50], but also a number of other techniques. High profile achievements of artifi-
cial intelligence research have demonstrated that computers can go beyond human capabilities
in specific areas (1997: IBM Deep Blue defeated Garry Kasparov, the word chess champion,
2018: google’s DeepMind defeats human go champion, etc.). Artificial intelligence methods
have completely changed certain areas such as natural language processing, computer vision,
or others. These artificial intelligence methods are increasingly used in practically all domains
of our life and this trend is likely to continue [56], [77].
While the goal of artificial intelligence research is to build intelligent machines, it is not
very clear still today what intelligence is. There are a number of definitions and approaches
that were considered, but none of the definitions is widely accepted and each approach has
shortcomings. For example, Gardner [46] proposed the theory of multiple intelligences, that is
a widely-debated concept. The most widely used textbook on artificial intelligence by Russell
and Norvig [113] reviews different directions: 1) think like a human, 2) act like a human, 3)
think rationally, 4) act rationally. It is however not clear how humans think and most likely,
even if we build intelligent machines, they will not think as humans. The approach “act like a
human” is the approach proposed by Turing [123], that is referred often as a Turing test. The test
played an important role over the years, but it has also a number of problems [19]. Rationality
is an appealing concept, as it can be translated to a mathematical model and utilities, however
psychologists [5] and cognitive scientists [93] argue that humans do not act or think rationally.
There is no precise definition, based on which one could decide which tasks or achievements
one should consider as efforts in artificial intelligence.
Realizing arithmetic computations is hardly considered as a task in artificial intelligence
as of 2020, even if it certainly requires some forms of intelligence and even if humans need
specialized education and training for realizing this task4. AI effect [91] is a situation where we
do not consider a task any more to require intelligence, as we understand how to do it. From
3Ada Lovelace (1815-1852) also realized that her Analytical Engine is suitable for a wide range of tasks,
including music composition, as we are able to formulate the basic rules of harmony and composition as an abstract
set of operations.
4For example, Samuel Pepys FRS (1633-1703) reports about his difficulties learning multiplcation in his diary
http://www.pepys.info/1662/1662jul.html.
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this perspective, artificial intelligence is essentially whatever hasn’t been done yet5. We can
list a number of tasks that we cannot realize with computers alone. These include common-
sense reasoning, autonomous driving or software development or natural language translation
(from source language to target language). Even in these areas there are a number of methods
and tools that can complete the task but the quality is still far from perfect (as of 2020). For
example, in the context of automatic language translation, the output of automated translation
tools requires human proof reading, if one would like to use the output text in a professional
context.
With the help of the historical perspective of this introduction we intended to point out that
the perimeters of artificial intelligence research are not very clear. The problems we discuss in
this habilitation thesis also require human intervention and our works aim to reduce the need of
human involvement or to develop tools that can complement the human efforts.
1.1.3 Managing data in an increasingly interconnected world
Database systems today are considered basic and often the most robust components of informa-
tion systems. If we take a similar historical perspective that we followed in this introduction,
we can identify very similar types of motivations for the conception and realization of database
systems, as we had for the computer or intelligent machines. Without database systems, devel-
opers had to deal with the management of their data for each application separately. This was of
course an error-prone part of the code, as developers had to deal with both the physical access
and logical structure of their data. Edgar F. Codd, the inventor of the relational database model
emphasizes in his Turing award lecture [23] the productivity gains we could obtain through the
separation of physical and logical representation of data6. The model of Codd enabled to realize
database systems, that eliminated the accidental errors of data access that application developers
accidentally added. The real productivity gain could only be realized once the database manage-
ment systems became available. These systems implement the relational model, in very efficient
ways. Many of these efficient implementations are based on the ideas of Michael Stonebraker,
who is the recipient of the 2014 Turing award. Database systems have completely changed how
we store and manage data.
The clean logical structure of database schemas and the access to data through well-defined
queries -in the presence of transactional and concurrent access services of database systems- en-
ables also to use the same database from multiple applications. Based on the database schema,
application developers can design their specific queries, corresponding to the application re-
quirements. There is however another use case, where one would like to integrate data from
multiple databases. Recent technological developments result in an increasingly interconnected
world [77] and in this way we face more and more often this situation where we need to inte-
grate data from multiple sources. These might not only be relational databases, but also data in
5The original quote of Lary Tesler was more precisely: “Intelligence is whatever machines haven’t done yet”
http://www.nomodes.com/Larry_Tesler_Consulting/Adages_and_Coinages.html
6Software developers certainly improved their productivity through database systems. It is not clear whether
the arrival of electronic computers resulted a productivity gain in the economic sense, that is known as the produc-
tivity paradox [14]. We note here that the productivity paradox (of computers) is a highly debated issue among
economists.
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various formats, including semi-structured or even unstructured data. If these sources of data
were developed independently, we need to understand what is the relation between the different
models of the data. Establishing the connections between different attributes of the models and
also between the constants of different data sources is challenging and requires human involve-
ment. As this is the case, researchers have proposed methods and tools to realize these tasks
automatically or support the work of experts who are involved in these efforts.
1.2 Research questions and methods
The work that we synthesize in this habilitation thesis focuses on various data matching prob-
lems. In these problems we need to establish connections between various elements of the
involved data, based on our human understanding. The specific goals for establishing these
connections are different in these problems, but in all cases this should reflect our human un-
derstanding of the situation. In particular, we address the following problems:
– Entity resolution for Web documents. One would like to identify the entities (such as
persons, companies, geographic locations, etc.) in Web documents that refer to the same
real-world entity. For example, determine whether the term Paris refers to the capital city
of France, to a small city with the same name in Texas, in United States, or to a first name
of a person.
– Schema matching for a network of schemas. Schema matching is process of establishing
connections between the attributes of different database schemas. We worked on this
problem in a specific setting where one would like to match a network of schemas, in a
pairwise fashion.
– Worker and task assignment for knowledge-intensive crowdsourcing. Crowdsourcing
platforms enable to realize tasks through a crowd workers. In this problem the goal is
to match workers to tasks based on the competences, which are listed in task requests and
in user profiles.
The research challenges in these settings are specific to the particular problem, but the com-
mon ultimate goal in these problems is to realize these tasks without human intervention. As we
are far from this goal, more pragmatically researchers try to develop methods that can support
and complement the work of human experts who are involved in these tasks.
For the entity resolution problem we rely on supervised machine learning techniques. In our
methods we try to compare the particular available pieces of information in the documents and
to develop classification methods that can predict the correct entity reference. Unfortunately,
the Web documents contain only a partial set of information. For example, if we would like to
understand whether a page that contains the word “Orange” is related to the company Orange,
then the presence of the company’s URL is a strong evidence for the connection, while if the
URL is not present, a classifier that is based on the similarity of the URLs would perform poorly.
In our work we tried to design a suitable way of combining classifiers in this setting such that
we take into account the absence of specific features in the documents.
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For database schema matching one would like to establish a connection between the schema
attributes, based on their meaning [55]. Understanding the nature of the semantics of terms
in a natural language is a central question in a number of fields, including philosophy [128],
linguistics [100], cognitive science [83]. Modelling the semantics of natural language is also
highly relevant for computer science, in particular for natural language processing [37] and
information retrieval [87]. Word embeddings (word2vec [97], BERT [32], ELMO [97], GPT-2
[107]) that are essentially vector representations of the word semantics [74], are also essential
for artificial intelligence. Understanding the terms in the schemas as words in a natural language
can guide the experts to understand the intended meaning of the schema attributes. To avoid
to deal with the semantics of terms, schema designers can rely on industry-backed standards,
such as http://schema.org/. Semantic web technologies [4], [58] can also be very useful,
in particular if one can link the schema attributes to an ontology, expressed for example in
the OWL7 ontology language. Such formal representations are not always available or easy to
obtain. In our work we assumed that no such representation is available and we need to establish
the relevant connections.
While schema matching tools can help to obtain a set of correspondences, but clearly these
methods cannot achieve perfect results. In the case of database schema matching, obtaining a
relatively high accuracy matching might not be sufficient and one needs a completely perfect
matching for the purposes of data integration. This post-matching phase is often costly as it
involves human experts. We model this phase and based on our model, we would like to reduce
the necessary human efforts and guide the work human experts. Our methods rely on a range of
techniques, including reasoning using Answer Set Programming (ASP), probabilistic reasoning.
Another line of work that we discuss in this habilitation thesis is the problem of matching
workers and task on crowdsourcing platforms. Such platforms enable people to request specific
tasks that are then executed by human workers, from a large crowd of participants, usually in
exchange of a small payment. They offer a specific way to exploit human intelligence. They
also played a crucial role in the recent explosion of artificial intelligence: as the state-of-the-art
algorithms are supervised, they require high amounts of labelled data to work well. ImageNet
[31], for example is a large 8 labelled image dataset that was crucial to demonstrate the efficiency
of convolutional neural networks. The basic problem that one faces when using data from these
platforms is that humans tend to make errors (accidentally or deliberately). Addressing this
problem is even more important for knowledge-intensive crowdsourcing, where workers need
to have specific skills to complete the tasks. If one assigns a task to a person who does not have
the necessary competences is likely to lead low quality results. We try to exploit a hierarchy of
skills to realize basic forms of reasoning about skills to better affect the tasks to workers, and in
this way to improve the expected quality of the obtained data.
1.3 Own contributions
We summarize here our contributions that we discuss in this habilitation thesis.
7https://www.w3.org/OWL/
8ImageNet used 120 categories from WordNet taxonomy to categorise objects, present in the collection of
ca. 14 million images, constructed through crowdsourcing.
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– Entity resolution for Web documents:
We contributed to the design of similarity functions, in the context of entity resolution
in Web document collections. Our entity resolution methods that rely on these functions
could obtain good result on known benchmarks. The presented work is based on [133],
[134], [132], [137], [95], [135].
– Schema matching networks:
We formalized the concept of schema matching networks that models a complete match-
ing scenario. We demonstrate how to exploit the structure of this network, in particular in
the reconciliation phase. We could reduce the necessary effort, in a setting where we used
a crowd in this phase. We could not only obtain a global improvement method but also
developed methods for guiding the expert users. These results are based on publications
[64], [65], [99], [66], [67], [62], [63] and [45].
– Task affectation for knowledge-intensive crowdsourcing:
We formalized the task assignment problem for knowledge-intensive crowdsourcing and
we demonstrate how to use a hierarchical skill model to obtain a better quality task as-
signment. The presented results are based on [90], which is an extended version of the
paper [89].
In my D.Phil thesis I worked on theoretical questions related to Boolean conjunctive evalua-
tion and decomposition in relational databases. Conjunctive queries are one of the most widely
used classes of queries in a relational database. Their expressive power corresponds to the
Select-Project-Join queries of relational algebra [2]. Evaluating conjunctive queries is a core
task in database systems. The combined complexity of conjunctive query evaluation in rela-
tional databases is NP-complete [16]. To overcome this difficulty, commercial database system
rely on query optimizers that work very well in practical situations. There is also a large liter-
ature of academic research on query optimization, see e.g. [69]. It is nevertheless important to
understand whether we can identify (possibly large) classes of conjunctive queries, for which
the evaluation problem has polynomial complexity. To answer this question is also important
for other domains or problems. For example the conjunctive query containment problem is
(logspace) equivalent to the query evaluation problem, as well as other important problems,
for example, the Constraint Satisfaction Problem (CSP) from artificial intelligence [78], [28]
or the Homomorphism problem [41] that asks for the existence of a homomorphism from one
relational structure to another. Im my D.Phil thesis [94] I analysed the complexity of various
conjunctive query decomposition methods. We contributed to the understanding of the com-
plexity of testing bounded generalized hypertreewidth and related problems and we obtained an
NP-completeness result. Based on our understanding of the source of the complexity, we de-
veloped specific tractable decomposition methods as well as a methodology for defining other
tractable classes of query decomposition. These results were published in [52] and in [51]. Even
if these papers were published after my D.Phil. graduation, we do not discuss these results here
as they are in a large extent based on the work I realized as a doctoral student.
The rest of this habilitation thesis is organized as follows. Chapter 2 presents our results on
the entity resolution problem for Web documents. Chapter 3 synthesizes our work on schema
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matching networks. Chapter 4 gives an overview of our works on the task affectation prob-
lem for knowledge-intensive crowdsourcing. Chapter 5 concludes the habilitation thesis and
presents perspectives for future work.
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Chapter 2
Entity matching in Web documents
Context
I worked on entity matching problems in the context of the OKKAM project at EPFL, where
I used to work as a postdoctoral researcher. OKKAM was a European project with several
partners (including University of Trento, University of Hannover, University of Malaga, and
others). I was the leader of EPFL team, where I coordinated the research of several PhD
students. I also supervised the research of Surender Reddy Yerva, with whom I also worked
beyond the direct scope of the project. His PhD supervisor was Karl Aberer.
Contributions
Entity matching: I published a series of papers with Surender Reddy Yerva, where I coordinated
his work, and also contributed to the research. These papers include the workshop paper [133],
the conference paper [134], which also has a more complete journal version [135] that also
relies on the results of [132] and another journal publication [137]. We also published a
demonstration paper [136]. Besides the work with Surender, I also contributed to the workshop
paper [70] and I also coordinated a joint system engineering effort of the OKKAM project that
resulted also a conference publication [95].
2.1 Entity resolution in Web data
Entity matching (or entity resolution) is the problem of identifying the entities that refer to the
same real-word entity. There are a number of methods to recognize named entities (such as
persons, geographic locations, organisations, etc.), but the extracted entity names on different
sites might not refer to the same real-word entity. For example, if we identify the term Paris, we
would like to determine whether it refers to the capital city of France, to a small city with the
same name in Texas, in United States, or to a first name of a person. One of the key challenges
to realize automated processing of Web data is entity resolution.
Entity matching is a well studied problem in the context of relational databases [42, 57, 17,
18, 92, 35, 11, 17], for a survey see [73]. Even if the papers are dated back quite early, this topic
has also regained in importance recently. It is more and more common and easy to combine
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independent data sources, especially on the Web. The entity resolution in Web documents
is very similar to the entity resolution problem studied in relational databases [20], however
there are also several differences. Most importantly Web documents (Web pages, social media
messages) often only contain partial or incomplete information about the entities. Web pages
are also much less structured as database records. Because of these differences, the models
which were developed for databases are not directly applicable in the new setting. Despite of
the missing or incomplete information in Web documents, they are also sources of additional
pieces of information. In our work we proposed ways to compare entities and predict whether
they refer to the same real-word entity. Our quality-aware similarity functions are designed to
deal with the partial information.
The rest of this section is organized as follows. Section 2.2 presents our quality-aware
similarity functions that we designed to realize entity resolution in Web context. Section 2.3
summarizes our work on entity resolution services that one could offer on the Web and related
system engineering questions. Section 2.4 discusses some limitations of our approach and gives
perspectives on the work.
2.2 Quality-aware similarity assessment
In [135] we studied two specific variants of the general entity matching problem, namely the
person name disambiguation problem and the Twitter message classification. In the person
name disambiguation problem we are given a set of Web documents, each containing a given
name and the goal is to cluster the documents such that two documents are in the same cluster
if and only if they refer to the same real-world person. In the Twitter classification problem, we
are given a set of Twitter messages, each containing a particular keyword, which is a company
name. The goal is to classify the messages whether they are related to the company or not. For
this problem, we develop company profiles and the task is then to match these profiles to the
messages. Both of these problems can be seen as entity matching problems.
Similarity functions try to capture the degree of belief about whether two entities refer to
the same real-world entity. There is a number of known techniques to derive similarity values.
One can observe that the quality of these methods varies and highly depends on the input, and
on specific features of the input. The quality-aware similarity assessment technique combines
similarity assessments from multiple sources. As opposed to other combination methods, we
estimate the accuracy of individual sources for specific regions of the input (i.e. they are not
global estimations) and we use this accuracy estimate for combining similarity values. Addi-
tionally, as we are dealing with Web data, the lack of information poses an additional difficulty.
Conceptually, our quality-aware similarity assessment technique can be seen as a specific en-
semble learning method.
In the following we outline our quality-aware similarity assessment method for entity match-
ing, in the case of Twitter messages. The article [135] give a more complete discussion. We
used a semi-automatic process to construct company profiles that we used also to define a train-
ing set. We defined a feature extraction function, which compares a tweet Ti to the company
entity representation Ek and outputs a vector of features.
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Fn(Ti, Ek) = {
pro f ile− f eatures︷       ︸︸       ︷
G1, . . . ,Gm , F1, . . . , Fn︸      ︷︷      ︸
tweet−speci f ic
,
ad−hoc︷      ︸︸      ︷
U1, . . . ,Uz} (2.1)
We used then these features to classify whether a specific Twitter message is related to a
company. We constructed classifiers for this purpose, base on the Naive Bayes classification
method. If we denote the probability that a tweet is related to a given company C based on
the features ( f1, f2, . . . , fn) as P( f1, f2, . . . , fn | C) and the probability that they are not related
P( f1, f2, . . . , fn | C) then for an unseen tweet t, the posterior probabilities of whether the tweet
is related to the company or not, can be calculated as in equations (2.2, 2.3).
P(C | t) =
P(C) ∗ P(t | C)
P(t)
=
P(C) ∗ P( f1, f2, . . . , fn | C)
P( f1, f2, . . . , fn)
(2.2)
P(C | t) =
P(C) ∗ P(t | C)
P(t)
=
P(C) ∗ P( f1, f2, . . . , fn | C)
P( f1, f2, . . . , fn)
(2.3)
Depending on whether P(C | t) is greater than P(C | t) or not, the naive Bayes classifier
decides whether the tweet t is related to the given company or not, respectively. Thus, for a
given set of features, we can construct a Naive Classifier. The quality of such a classifier can
largely depend on the availability or quality of specific features we used. Thus we constructed
not only one, but several classifiers, based on different set of features. We could then estimate
how well these individual classifiers work, based on our training set. For an unseen company, we
constructed the individual classifiers, and to obtain a final decision (whether the tweet message
is related to a company or not), we combine these individual classifiers, such that we give more
importance to the classifiers that are based on good quality features (Algorithm 1). For example,
if the URL of a company is present in the tweet message, this is a very strong indication that
the message is related to the company, thus the relevant classifier should be considered in an
important way. While in the absence of the URL, the corresponding classifier should be given
lower importance. [135]
Algorithm 1: Twitter classification
compute decisions using multiple individual classifiers
identify the regions in the feature space for the companies in the test set
estimate the accuracy, for each classifier
combine the decisions of the individual classifiers, using the estimates, for unseen
companies
decide whether the entities match
output the decision
For combining the results of individual classifiers we first obtained quality estimations,
based on our training set and for specific subsets of the training data. Then we experimented
with different aggregation techniques to derive a combined estimation (whether the relevant
entities are related). We discuss these techniques more in detail in [135].
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2.2.1 Experimental evaluation
We evaluated our methods on two different datasets: the “WWW” dataset [9], that was used as a
benchmark in a number of entity resolution methods and the WePS dataset [3]. We participated
in the Weps evaluation champagne and workshop. Our method obtained the best results in the
campaign [3]. Figure 2.1 shows the performance of the individual similarity functions on the
entire WWW’05 dataset. The figure shows three metrics, namely Fp-measure, F-measure and
Rand-index. The final column, depicted as black in the figure, is the combined performance of
our quality-aware combination techniqe, which clearly shows improved performance. Similarly,
Figure 2.2 shows the experimental results on the WePS-2 dataset. A more complete description
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Figure 2.2: WePS-2 results graph.
2.2.2 Dynamic version
In the previous section we summarized our work on entity resolution in Web context. Our
method addresses the unreliability of individual similarity functions in this setting, that is caused
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by the incompleteness of the available information. The presented method however assumed a
static set of documents and profiles to construct the classification model. In the case of Twitter
messages, one would prefer to classify the messages as they arrive. Moreover, to construct
company (i.e. entity) profiles, one could exploit the keywords that are present in the messages.
We completed our work to address these issues in [137]. We also created a demo [136] of this
work, with a more polished user interface.
2.3 Entity Name System
Unique identifiers have an important role in relational databases. If we are able to efficiently
match entities on the Web, we could also associate a unique identifier to entities that are refer-
ences to the same object. For example the term “Paris” could refer to the capital city of France,
but could also refer to another city in Texas, United States, or it could also be a first name.
Such ambiguities are problematic for human users of Web, who can in some cases eliminate the
ambiguity based on the context information. Humans can -in most of the cases- identify the cor-
rect meaning, but the problem is rather challenging if we would like to process the documents
automatically. There exists some contexts on the Web where people are increasingly using such
identifiers, such as for example fo scientific researchers http://orcid.org or digital objects
http://www.doi.org/.
We developed an infrastructure that can serve such unique identifiers at large scale [95].
This requires reflections on access via Web services, storage, scalability, indexing and query
processing, evolution of identifiers (e.g. merge of two entity descriptions), security and other
aspects.
2.4 Limitations and perspectives
We worked on entity resolution problems in the Web context between 2008 and 2012. Our
methods offer a simple way to cope with the incomplete available information about the entities
in the data. The domain was an active field of research, several researchers worked actively on
this problem and its variants. The field remained and continues to be active and a number of
benchmark datasets1 have been proposed [71]2. Researchers have also proposed a wide-range
of new methods that rely on sophisticated blocking techniques [101], [126] or on advanced








I worked on the schema matching problem in the context of the NisB project. NisB was a project
financed by the European Commission, with partners including SAP, Technion and others. I was
involved in the NisB project from the very early phase of preparing the project proposal, to the
end of the project and even beyond, as we started a number of collaborations that we continued
after the end of the project. I was the leader of the EPFL team in the project. The project
financed the PhD thesis of Hung Viet Quoc Nguyen. I followed his research work as a PhD
student, but we continued our collaboration after his graduation. His PhD supervisor was Karl
Aberer.
Contributions
I published a series of papers with Hung Viet Quoc Nguyen. These papers include the publica-
tion at DASFAA’2013 [64], where we collaborated with Tam Thranh Nguyen, who was a master
student at the time of the publication. This paper received the “best student paper” award of
the conference DASFAA’2013. We also prepared a more complete journal version of this work
[65]. As Tam later became a PhD student, we continued collaborating with him. With Hung
and another PhD student of the EPFL team Tri Kurniawan Wijaya and with the contributions of
our project partners we published the conference paper [99]. I initiated this work, I proposed
the basic concepts of the model, and I coordinated the research that lead to this publication.
This initial work on schema matching networks demonstrated the usefulness of the model to
reduce necessary human efforts through logic-based reasoning. We then oriented our work with
Hung towards the use of more flexible probabilistic constraints probabilistic reasoning [66].
We completed this work and recently prepared a journal version [67]. Besides our main line
of work with Hung, we explored complementary techniques for schema marching reconciliation
using argumentation. We published a work [62] together with Xuan Hoai Luong, who was -at
the time of redaction- a bachelor student who used to work as an intern at EPFL and worked on
the NisB project, under the supervision of Hung and myself. We also prepared a demonstration
paper on this work [63]. With Hung, we also contributed to the work on schema covers [45].
This work on schema covers was initiated by our collaborator Avigdor Gal, from Technion.
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3.1 Schema matching and data integration
In the context of relational databases, the role of the human expert is essential for designing
schemas and queries for the data. Once the design phase is completed, the meaning of the
schema attributes or the values in the data tuples do not play any role, the query evaluation
is a computational task that processes the symbols of the data. The schema and the queries
precisely determine the computational problems. Once we would like to connect data from
different, independently developed databases we need to deal with the differences of meaning
at the level of data models, schemas, or at the level of constants. This problem is known as the
semantic heterogeneity problem [55]. In this setting of course we cannot ignore the meaning
of the involved terms, rather we rely on them to establish the correspondences between pairs of
terms.
For this task the role of humans (i.e. experts who are involved in data integration) is rather
different. Experts, based on their understanding of the terms and their context, could establish
these connections (they could provide a correct list of correspondences), although in some cases
this might even be a challenging task for humans [114]. While human experts could complete
this task, this is a rather tedious task, especially at large-scale, so researchers try to design
methods to complete this tasks automatically. Ultimately, one would like to have tools that could
realize this task without human intervention. As for now, there exists a number of techniques
and tools that can reduce the necessary human involvement, but the human involvement is still
necessary. The human involvement can have various forms, for example
– the experts can provide input that one can use for supervised learning methods which
automate the matching tasks or
– the experts can correct the errors that still remain if we rely on automated tools.
Semantic heterogeneity is only one of the wide range of data heterogeneity problems. For
example, in a data integration problem, one need to deal with the heterogeneity of data struc-
tures, ranging from relational data, to semi-structured or unstructured data, or with the hetero-
geneity of data models, such as different database schemas or ontologies. Our work focused
on the semantic heterogeneity issues, so our goal was to establish a matching between the
constants that appear in different models, such that we identify terms with the same meaning.
Establishing correspondences is only a first step for data integration process. A specific data
integration task -even in the example of integrating data from two relational databases- might
involve further steps, such as dealing with different integrity constraints, specifying the type of
the correspondences (e.g. identifying inter-schema inclusion dependencies) or other issues.
Schema matching is a process of establishing correspondences between schema attributes
of independently developed database schemas [10]. Ontology matching is a similar process
of establishing correspondences between the concepts of two ontologies [39]. The proposed
available techniques in the literature rely on the complementary available information. For
example, various schema matching techniques exploit the string similarities between the schema
attributes, structural similarities between the schemas, similarities in the data itself that is stored
using the two different schemas, etc. Researchers use various probabilistic techniques [44], or
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in the presence of multiple possible sources of information, ensemble techniques try to combine
the available evidences [117].
A number of commercial and academic tools has been developed using these above men-
tioned methods and these tools achieve impressive performance on some datasets. Despite the
good performance results, the schema matching is inherently uncertain, thus one cannot expect
that a tool will be able to create a matching without errors. As schema matching is one of
the first steps of a data integration process, one needs to eliminate the remaining errors, in the
computed correspondences. This phase of elimination of errors is often the most costly, as it
involves human effort.
From this point of view, automated schema matching tools reduce the necessary efforts,
by automatically computing the “easier” cases, so the human involvement is only needed to
verify the obtained correspondences and to complete the matching of attributed that could not
be obtained. Our work focused on this last phase of schema matching. We have formalized this
post-matching phase [99] with the goal also to quantify the involved human effort. Our model
was largely inspired by the works of Aberer et al. [1], [25] on emergent semantics. In particular,
our integrity constraints are similar, in however the setting is completely different, we do not
emphasize the autonomy of the involved databases and the emergence of shared understanding
through self-organization. In a distributed, peer-to-peer setting [1] relies on message passing
techniques and the sum-product algorithm [79] to realize probabilistic reasoning [104], while
we use other computational methods, including expectation maximization and other statistical
methods. We also assume that we know the interaction network of the involved databases.
The rest of this section is organized as follows. We present this concept and our model of the
reconciliation process in Section 3.2, based on our article [99]. In this work we demonstrate that
the model can contribute to minimize the necessary involved human efforts through logic based
reasoning that we implemented with the help of Answer Set Programming. We present these
methods in Section 3.3. Then we discuss our work on assigning the reconciliation task to crowd
workers. The effort of human experts is costly, even if we can reduce their involvement, so the
use of crowd workers promises to achieve the task with lower cost. However, crowd workers
are less reliable so we need to deal with answer aggregation that we realize with the help of
the expectation maximization (EM) algorithm. This approach is discussed in Section 3.4. In
Section 3.5 we discuss the use of a more flexible set of probabilistic constraints for schema
matching networks and reconciliation. This work makes use of probabilistic reasoning to guide
human experts to work through the candidate correspondences in a way that could reduce the
overall work. Finally Section 3.6 discusses another approach: we exploit an argumentation
framework that can support a group of experts to collaboratively reconcile a set of candidate
correspondences. The framework can help the participants the consequences of their decisions
(accepting or rejecting a correspondence) which are expressed as arguments. In Section 3.7 we
reflect on the limitations of our model.
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3.2 Schema matching networks and the reconciliation pro-
cess
Schema matching literature focuses almost exclusively on matching two schemas (that are often
referred as source and target schemas). In real application settings however the enterprises need
to match several schemas. In such setting one can also apply a top-down matching approach,
where one defines a global schema (or ontology) and all involved schemas are matched to this
global schema. This approach has also advantages, but our application setting (that were mo-
tivated by the industrial needs of the company SAP1) involved pairwise matchings. Before we
present our model we discuss a declarative programming model, the answer set programming,
that we used to formulate our model.
3.2.1 Answer Set Programming
ASP is rooted in logic programming and non-monotonic reasoning; in particular, the stable
model (answer set) semantics for logic programs [47, 48] and default logic [110]. In ASP,
solving search problems is reduced to computing answer sets, such that answer set solvers
(programs for generating answer sets) are used to perform search.
We now give an overview of ASP. Formal semantics for ASP and further details are given
in [38]. Let C, P,X be mutually disjoint sets whose elements are called constant, predicate, and
variable symbols, respectively. Constant and variable symbols C ∪ X are jointly referred to as
terms. An atom (or strongly negated atom) is defined as a predicate over terms. It is of the form
p(t1, . . . , tn) (or ¬p(t1, . . . , tn), respectively) where p ∈ P is a predicate symbol and t1, . . . , tn are
terms. An atom is called ground if t1, . . . , tn are constants, and non-ground otherwise. Below,
we use lower cases for constants and upper cases for variables in order to distinguish both types
of terms.
An answer set program consists of a set of disjunctive rules of form:
a1 ∨ . . . ∨ ak ← b1, . . . , bm, . . . , not c1, . . . , not cn (2.1)
where a1, . . . , ak, b1, . . . , bm, c1, . . . cn (k,m, n ≥ 0) are atoms or strongly negated atoms. This
rule can be interpreted as an if-then statement: if b1, . . . , bm are true and c1, . . . , cn are false,
then we conclude that at least one of a1, . . . , ak is true. We call a1, . . . , ak the head of the rule,
whereas b1, . . . , bm and c1, . . . , cn are the body of the rule. A rule with an empty body is a fact,
since the head has to be satisfied in any case. A rule with an empty head is a constraint; the
body should never be satisfied.
Example 3.1. Π is an answer set program comprising three rules (X being a variable, c being
a constant). Program Π defines three predicates p, q, r. The first rule is a fact and the third










Informally, an answer set of a program is a minimal set of ground atoms, i.e., predicates
defined only over constants, that satisfies all rules of the program. An example of an answer set
of program Π given in Example 3.1 would be {p(c), q(c)}.
Finally, we recall the notion of cautious and brave entailment for ASPs [38]. An ASP Π
cautiously entails a ground atom a, denoted by Π |=c a, if a is satisfied by all answer sets of Π.
For a set of ground atoms A, Π |=c A, if for each a ∈ A it holds Π |=c a. An ASP Π bravely
entails a ground atom a, denoted by Π |=b a, if a is satisfied by some answer sets of Π. For a set
of ground atoms A, Π |=b A, if for each a ∈ A it holds that some answer set M satisfies a.
3.2.2 Our model
We can now present our model. We first describe the matching problem in a network. Then
we present our model of the reconciliation phase and finally we formulate our computational
problem in this model.
Matching networks
A schema s = (As, δs) is a pair, where As = {a1, ..., an, } is a finite set of attributes and δs ⊆ As×As
is a relation capturing attribute dependencies. This model largely abstracts from the peculiari-
ties of schema definition formalisms, such as relational or XML-based models. As such, we do
not impose specific assumptions on δs, which may capture different kinds of dependencies, e.g.,
composition or specialization of attributes.
Let S = {s1, ..., sn} be a set of schemas that are built of unique attributes
(∀1 ≤ i , j ≤ n, Asi ∩ As j = ∅) and let AS denote the set of attributes in S, i.e., AS =
⋃
i Asi . The
interaction graph GS represents which schemas need to be matched in the network. Therefore,
the vertices in V(GS) are labeled by the schemas from S and there is an edge between two
vertices, if the corresponding schemas need to be matched.
An attribute correspondence between a pair of schemas s1, s2 ∈ S is an attribute pair {a, b},
such that a ∈ As1 and b ∈ As2 . A valuation function associates a value in [0, 1] to an attribute
correspondence. Candidate correspondences ci, j (for a given pair of schemas si, s j ∈ S) is a
set of attribute correspondences, often consisting of correspondences whose associated value is
above a given threshold. The set of candidate correspondences C for an interaction graph GS
consists of all candidates for pairs corresponding to its edges, i.e. C =
⋃
(si,s j)∈E(GS) ci, j. C is
typically the outcome of first-line schema matchers [44]. Most such matchers generate simple
1 : 1 attribute correspondences, which relate an attribute of one schema to at most one attribute
in another schema. In what follows, we restrict ourselves to 1 : 1 candidate correspondences
for simplicity sake. Extending the proposed framework to more complex correspondences can
use tools that were proposed in the literature, e.g., [43].
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A schema matching for GS is a set D of attribute correspondences D ⊆ C. Such schema
matching is typically generated by second-line matchers, combined with human validation, and
should adhere to a set of predefined constraints Γ = {γ1, . . . , γn}. Such constraints may require,
for example, that at least 80% of all attributes are matched. A schema matching D is valid if it
satisfies all of the constraints in Γ.
Combining the introduced notions, we define a matching network to be a quadruple
(S,GS,Γ,C), where S is a set of schemas (of unique attributes), GS a corresponding interaction
graph, Γ a set of constraints, and C a set of candidate correspondences.
Reconciliation Process
The set of candidate correspondences C aims at serving as a starting point of the matching
process and typically violates the matching constraint set Γ. In this section, we model the
reconciliation process under a set of predefined constraints Γ as an iterative process, where in
each step a user asserts the correctness of a single correspondence. Starting with the result of a
matcher, a set of correspondences, called an active set, is continuously updated by: (1) selecting
an attribute correspondence c ∈ C, (2) eliciting user input (approval or disapproval) on the cor-
respondence c, and (3) computing the consequences of the feedback and updating the active set.
Reconciliation halts once the goal of reconciliation (e.g., eliminating all constraint violations)
is reached. It is worth noting that in general, a user may add missing correspondences to C
during the process. For simplicity, we assume here that all relevant candidate correspondences
are already included in C.
Each user interaction step is characterized by a specific index i. Then, Di denotes the set of
correspondences considered to be true in step i dubbed the active set. Further, let u+c (u
−
c ) denote
the user input where u+c denotes approval and u
−
c denotes disapproval of a given correspondence
c ∈ C and UC = {u+c , u
−
c | c ∈ C} be the set of all possible user inputs for the set of correspon-
dences C. Further, ui ∈ UC denotes user input at step i and Ui = {u j | 0 ≤ j ≤ i} is the set of user
input assertions until step i. The consequences of such user input assertions Ui are modeled as
a set Cons(Ui) ⊆ UC of positive or negative assertions for correspondences. They represent all
assertions that can be concluded from the user input assertions.
A generic reconciliation procedure is illustrated in Algorithm 2. It takes a set of candidate
correspondences C, a set of constraints Γ, and a reconciliation goal ∆ as input and returns a
reconciled set of correspondences Dr. Initially (line 1), the active set D0 is given as the set
of candidate correspondences C and the sets of user input U0 and consequences Cons(U0) are
empty. Then, we proceed as follows: First, there is a function select, which selects a correspon-
dence from the set of candidate correspondences (line 3). Here, all correspondences for which
we already have information as the consequence of earlier feedback (represented by Cons(Ui))
are neglected. Second, we elicit user input for this correspondence (line 4). Then, we inte-
grate the feedback by updating the set of user inputs Ui+1 (line 5), computing the consequences
Cons(Ui+1) of these inputs with function conclude (line 6), and updating the active set Di+1 (line
7). A correspondence is added to (removed from) the active set, based on a positive (negative)
assertion of the consequence of the feedback. The reconciliation process stops once Dr satisfies
the halting condition ∆ representing the goal of reconciliation.
Instantiations of Algorithm 2 differ in their implementation of the select and conclude rou-
20
Algorithm 2: Generic reconciliation procedure
input : a set of candidate correspondences C, a set of constraints Γ, a reconciliation
goal ∆.
output: the reconciled set of correspondences Dr.
// Initialization
1 D0 ← C; U0 ← ∅; Cons(U0)← ∅; i← 0;
2 while not ∆ do
// In each user interaction step (1) Select a correspondence
3 c← select(C \ {c | u+c ∈ Cons(Ui) ∨ u
−
c ∈ Cons(Ui)});
// (2) Elicit user input
4 Elicit user input ui ∈ {u+c , u
−
c } on c;
// (3) Integrate the feedback
5 Ui+1 ← Ui ∪ {ui};
6 Cons(Ui+1)← conclude(Ui);
7 Di+1 ← Di ∪ {c | u+c ∈ Cons(Ui+1)} \ {c | u
−
c ∈ Cons(Ui+1)};
8 i← i + 1;
tines. For example, by considering one correspondence at a time, Algorithm 2 emulates a man-
ual reconciliation process followed by an expert. As a baseline, we consider an expert working
without any tool support. This scenario corresponds to instantiating Algorithm 2 with a selec-
tion of a random correspondence from C\Cons(Ui) (select(C\Cons(Ui))) and the consequences
of user input are given by the input assertions Ui (conclude(Ui) = Ui).
Minimal reconciliation problem
Given the iterative model of reconciliation, we would like to minimize the number of neces-
sary user interaction steps for a given reconciliation goal. Given a schema matching network
(S,GS,Γ,C), a reconciliation goal ∆, and a sequence of correspondence sets 〈D0,D1, . . . ,Dn〉
such that D0 = C (termed a reconciliation sequence), we say that 〈D0,D1, . . . ,Dn〉 is valid if Dn
satisfies ∆. Let R∆ denote a finite set of valid reconciliation sequences that can be created by in-
stantiations of Algorithm 2. Then, a reconciliation sequence represented by
〈D0,D1, . . . ,Dn〉 ∈ R∆ is minimal, if for any reconciliation sequence 〈D′0,D
′
1, . . . ,D
′
m〉 ∈ R∆
it holds that n ≤ m.
Our objective is defined in terms of a minimal reconciliation sequence, as follows.
Problem 1. Let (S,GS,Γ,C) be a schema matching network and R∆ a set of valid reconciliation
sequences for a reconciliation goal ∆. The minimal reconciliation problem is the identification
of a minimal sequence 〈D0,D1, . . . ,Dn〉 ∈ R∆.
Problem 1 is basically about designing a good instantiation of select and conclude to mini-
mize the number of iterations to reach ∆. The approach we took in [99] was to chose appropriate
heuristics for the selection of correspondences (select) and to apply reasoning for computing
the consequences (conclude).
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3.3 Improving reconciliation through reasoning
Representing the reconciliation network and formalizing the reconciliation process enables to
apply a simple form of reasoning, We do not need to present all correspondences to an expert
user to verify, as we can infer their correctness. In this way we can reduce the necessary effort
to reconcile the correspondences. We have chosen to encode the problem in the framework of
Answer Set Programming (ASP) and then to use ASP solvers to realize the necessary reasoning.
In the following, we explain how we encoded the problem in the ASP framework. With the help
of this encoding, we can reason about attribute correspondences (in the presence of the defined
constraints), and in this way we can avoid soliciting human experts about the correspondences,
where we can deduce whether they should be correct or not.
Representing matching networks
Let (S,GS,Γ,C) be a matching network. An ASP Π(i), corresponding to the i-th step of the
reconciliation process, is constructed from a set of smaller programs that represent the schemas
and attributes (ΠS), the candidate correspondences (ΠC), the active set Di (ΠD(i)), the basic
assumptions about the setting (Πbasic), the constraints (ΠΓ), and a special rule that relates the
correspondences and constraints Πcc. The program Π(i) is the union of the smaller programs
Π(i) = ΠS ∪ΠC ∪ΠD(i)∪Πbasic ∪ΠΓ ∪Πcc. We focus in the section on the four first programs.
Schemas and attributes: ΠS is a set of ground atoms, one for each attribute and its relation to
a schema, and one for each attribute dependency:
ΠS = {attr(a, si) | si ∈ S, a ∈ Asi} ∪ {dep(a1, a2) | si ∈ S, (a1, a2) ∈ δsi} (3.3)
Candidate correspondences: ΠC comprises ground atoms, one for each candidate correspon-
dence in the matching network: ΠC = {cor(a1, a2) | (a1, a2) ∈ C}
Active set: ΠD(i) is a set of ground atoms, corresponding to the active set Di:
ΠD(i) = {corD(a1, a2) | (a1, a2) ∈ Di}
Basic assumptions: rules in Πbasic, as follows.
– An attribute cannot occur in more than one schema. We encode this knowledge by adding
a rule with an empty head, i.e., a constraint, so that no computed answer set will satisfy
the rule body. For each attribute a ∈ AS and schemas s1, s2 ∈ S, we add the following
rule to Πbasic: ← attr(a, s1), attr(a, s2), s1 , s2.
– There should be no correspondence between attributes of the same schema. We add a
rule to for each candidate correspondence (a1, a2) ∈ C and schemas s1, s2 ∈ S to Πbasic:
← cor(a1, a2), attr(a1, s1), attr(a2, s2), s1 = s2.
– The active set is a subset of all matching candidates. We add a rule to Πbasic:
cor(X,Y)← corD(X,Y).
Constraints (ΠΓ). We express matching constraints as rules in the program ΠΓ, one rule per
constraint, such that ΠΓ = Πγ1 ∪ · · · ∪ Πγn for Γ = {γ1, . . . , γn}. In the following, we give
examples of three matching constraints.
– 1 : 1 constraint: Any attribute of one schema has at most one corresponding attribute in
another schema. We capture this constraint with the following rule:
← match(X,Y),match(X,Z), attr(Y, S ), attr(Z, S ),Y , Z.
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– Cycle constraint: Two different attributes of a schema must not be connected by a path
of matches. We call a cycle of attribute correspondences incorrect, if it connects two
different attributes of the same schema, see Figure 3.2. Formally, a solution is valid if it
does not contain any incorrect cycles. We encode this constraint based on a reachability




← reach(X,Y), attr(X, S ), attr(Y, S ), X , Y.
(3.4)
– Dependency constraint: Dependencies between attributes shall be preserved by paths of
matches. To encode this type of constraint, we proceed as follows. First, we model
(direct or indirect) reachability of two attributes in terms of the dependency relation (rep-
resented by reachDep(X,Y), where X and Y are both variables representing attributes).
Then, we require that reachability based on the match relation for two pairs of attributes
preserves the reachability in terms of the dependency relation between the attributes of
either schema:
reachDep(X,Y) ← dep(X,Y)
reachDep(X,Z) ← reachDep(X,Y), dep(Y,Z)
← reachDep(X,Y), reach(X, B),
reachDep(A, B), reach(Y, A).
(3.5)
Connecting correspondences and constraints (Πcc). A rule that computes a set of corre-
spondences that satisfy the constraints of the matching network uses a rule with a disjunctive
head. We encode a match relation (represented by match(X,Y)) to compute this set. A candi-
date correspondence cor(X,Y) is either present in or absent from match, the latter is denoted as
noMatch(X,Y). This is captured by the rule:
match(X,Y) ∨ noMatch(X,Y) ← corD(X,Y). (3.6)
Detecting Constraint Violations
Adopting the introduced representation enables us to compute violations of constraints auto-
matically, with the help of ASP solvers. In large matching networks, detecting such constraint
violations is far from trivial and an automatic support is crucial.
We say that a set of correspondences C′ = {c1, . . . , ck} ⊆ C violates a constraint γ ∈ Γ if
ΠS ∪ Πbasic ∪ Πγ 6|=b ΠC′ . In practice, we are not interested in all possible violations, but rather
the minimal ones, where a set of violations is minimal w.r.t. γ if none of its subsets violates γ.
Given a set of correspondences C′, we denote the set of minimal violations as
Violation(C′) = {C′′ | C′′ ⊆ C′,ΠS ∪ Πbasic ∪ Πγ 6|=b C′′, γ ∈ Γ,C′′ is minimal}.
The ASP representation also allows for expressing reconciliation goals. A frequent goal of
experts is to eliminate all violations: ∆NoViol = {Π(i) |=b ΠD(i)}, i.e., the joint ASP bravely entails
the program of the active set.
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3.3.1 Empirical evaluation
For our evaluation, we used five real-world datasets spanning various application domains, from
classical Web form integration to enterprise schemas. We used the following datasets for eval-
uation.
Business Partner (BP): Three enterprise schemas, originally from SAP, which model business
partners in SAP ERP, SAP MDM, and SAP CRM systems.
PurchaseOrder (PO): Purchase order e-business documents from various resources.
University Application Form (UAF): Schemas from Web interfaces of American university
application forms.
WebForm: Automatically extraction of schemas from Web forms of seven different domains
(e.g., betting and book shops) using OntoBuilder.2
Thalia: Schemas describing university courses. This dataset has no exact match, and is mainly
used in the first experiment concerning constraint violations.
All datasets are publicly available3. We used two schema matchers, COMA [33] and Auto
Mapping Core (AMC) [105]. Reasoning was conducted with the DLV system,4, a state-of-the-
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Figure 3.1: User effort needed to achieve 100% precision.
We evaluated our reconciliation framework in different settings. We varied the construction
of schema matching networks in terms of dataset, matcher, and network topology. For the
reconciliation process, we considered different types of users and reconciliation goals. We
measured the quality improvements achieved by reconciliation and the required human efforts
as follows:
Precision We measures quality improvement where precision of the active set at step i is de-
fined as Pi = (|Di ∩G|)/|Di|, with G being the exact match.
User effort is measured in terms of feedback steps relative to the size of the matcher output C,
i.e., Ei = i/|C| (where a user examines one correspondence at a time).
We studied the extent to which our approach reduces human effort in terms of necessary
user feedback steps as follows. For each dataset, we obtained candidate correspondences using
COMA. We generated a complete interaction graph and required the 1 : 1 and cycle constraints
2http://ontobuilder.bitbucket.org/




to hold. Then, we simulated user feedback using the exact matches for the dataset. The recon-
ciliation process starts with the matching results, as determined by COMA.
We explored how the quality of the match result in terms of precision improved when elic-
iting user feedback according to different strategies. For the WebForm and UAF datasets, Fig-
ure 3.1 depicts the improvements in precision (Y-axis) with increased feedback percentage (X-
axis, out of the total number of correspondences) using four strategies, namely
(1) Rand NoReason: feedback in random order, consequences of feedback are defined as the
user input assertions (our baseline that corresponds to the case where humans work without
help from our techniques);
(2) Rand Reason: reconciliation using random selection of correspondences, but applying rea-
soning to conclude consequences;
(3) MinViol NoReason: reconciliation selection of correspondences based on ordering, conse-
quences of feedback are defined as the user input assertions; and finally
(4) MinViol Reason: reconciliation with the combination of ordering and reasoning for con-
cluding consequences.
The results depicted in Figure 3.1 show the average over 50 experiment runs. The dotted line
in the last segment of each line represents the situation where no correspondence in the active
set violated any constraints, i.e., the reconciliation goal ∆NoViol has been reached. In those cases,
we used random selection for the remaining correspondences until we reached a precision of
100%. The other datasets (BP and PO) demonstrate similar results and are omitted here.
The results show a significant reduction of user effort for all strategies with respect to the
baseline. Our results further reveal that most improvements are achieved by applying reasoning
to conclude on the consequences of user input. Applying ordering for selecting correspondences
provides additional benefits. The combined strategy (MinViol Reason) showed the highest po-
tential to reduce human effort, requiring only 40% or less of the user interaction steps of the
baseline.
3.4 Reconciliation through crowdsourcing
The involvement of human experts makes the reconciliation phase one of the most costly tasks
of database integration projects. One possible alternative to involving experts is to orient a
crowd of workers to realize this task for a much lower prise. Of course, there are also disadvan-
tages of this solution. For example, companies are reluctant to give away information about the
schemas of their databases. In the case of reconciliation however they only need to give away
pairs of attributes, that are candidate matchings and not their entire schema5.
There is however another problem that we need to address in this context, namely the re-
liability of workers. The result of a task assigned to the crowd is much less reliable than the
answers form the expert collaborators. To overcome this problem one can assign the same task
to multiple workers and then aggregate the obtained results. We developed specific aggregation
methods with the aim to minimize the effect of possible incorrect answers from crowd workers.
5Of course providing more context to the crowd workers could also help their work. We should note that the













Figure 3.2: A matching network of real-world schemas
There is a large literature on answer aggregation in the context of crowdsourcing [142]. Our
work relies on the Expectation Maximization (EM) technique.
We also relaxed the notion of constraints: we essentially use the “soft” versions of con-
straints of our original model. In [99] we considered “hard” constraints, that enabled us to
apply logic-based reasoning. In real situations however it is not easy to formulate all constrains
in this form. Sometimes even experts agree to chose correspondences that would be violations
to the hard constraints. For this work we relied on the same set of constraints, but we have
defined the constraints in a different way to enable possible exceptions.
3.4.1 Integrity constraints
We can express natural expectations that one has w.r.t. the entire network in the form of con-
sistency constraints as follows. Given a network of schemas N = 〈S,GS,C〉, let us denote
Γ = {γ1, . . . , γn} be a finite set of constraints that are used to represent the expected consistency
conditions on N. We say that a set of correspondences C′ ∈ C violating a constraint γ ∈ Γ is a
constraint violation. In practice, we are not interested in all possible violations, but the minimal
ones: We say that a violation is minimal w.r.t. γ, if none of its proper subsets is violating γ. In
the following we give example of the probabilistic versions of constraints of our original work.
These constraints have a parameter ∆ that can be learned or updated based on a sufficiently large
set of answers from the crowd.
Generalized 1-1 constraint. Each attribute of one schema should be matched to at most one
attribute of any other schema. For example in Figure 3.2, the set {c3, c5} violates the 1-1 con-
straint. However there are some exceptions where this constraint does not hold, such as the
attribute name of a schema might be a concatenation of the attributes f irstname and lastname
of another schema. To capture this observation, we provide a relaxed version of the constraint
using probability theory:
Pr(γ1−1|Xc0 , Xc1 , . . . , Xck) =
{
1 If m ≤ 1
∆ ∈ [0, 1] If m > 1 (4.7)
where {c0, c1, . . . , ck} is a set of correspondences that share a common source attribute and m is
the number of Xci assigned as true. When ∆ = 0, there is no constraint exception (the constraint
is hard). The constraint can be softened by adjusting the ∆ value.
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Cycle constraint. If multiple schemas are matched in a cycle, the matched attributes should
form a closed cycle. For example in Figure 3.2, the set {c1, c2, c5} violates the cycle constraint.
Formally, following the notion of cyclic mappings in [24], we formulate the conditional proba-
bility of a cycle as follows:
Pr(γ|Xc0 , Xc1 , . . . , Xck) =

1 If m = k + 1
0 If m = k
∆ ∈ [0, 1] If m < k
(4.8)
where c0, c1, . . . , ck forms a sequence of correspondences that starts and ends at the same at-
tribute; and m is the number of Xci assigned as true and ∆ is the probability of compensating
errors along the cycle (i.e., two or more incorrect assignment resulting in a correct reformation).
3.4.2 Probability calculations
In this Section we discuss the the techniques we used to compute Pr(Xc), the probability that a
given correspondence c is true.
The EM algorithm takes as input an answer matrix [Mi j]n×m (n correspondences and m work-
ers) and returns a tuple 〈P,V〉. V is a vector in which each element v j is the (estimated) quality
of the worker w j. P is a vector in which each element pi is the (estimated) probability of cor-
rectness for each correspondence ci. The algorithm alternates between two steps: Expectation
step (E-step) and Maximization step (M-step) until it reaches a convergence state where the
estimated values of v j and pi are stable. In the k-th E-step, it takes the calculated worker quality
Vk−1 estimated in the previous step to calculate the probability of correctness for the correspon-




vk−1t × f (Mit) × 1Mit=true (4.9)
where f is a function that estimates the correctness of the answers given by the workers and
1cond = 1 if cond is true and 0 otherwise. In practice, we can estimate the value of f by the
probability of correctness for the answer Mi j calculated in the previous step. After this step,
for each correspondence, the correct answer can be estimated by selecting the one with the
highest probability. For correspondences that have been validated from workers, we take the
provided answers as the correct values. We denote the estimated correct values at step k as
Gk = {g1, g2, ..., gn} where gi is the correct answer for correspondence ci.
Since the estimated correct values change after each E-step, we need to update the estimated
quality of the workers to reflect these changes. In the k-th M-step, we re-estimate the quality
of the workers by computing the loss value Lki for each worker. This loss value measures how




v j × h(Mi j, gi) (4.10)
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where h is a function that measure the distance between two values. Based on the loss value of
each worker, we can re-estimate its quality based on the intuition that the higher the loss value,
the lower the quality of the worker.
In the end, the probabilities of possible aggregations of each correspondence ci are:{
Pr(Xci = true) = pi
Pr(Xci = f alse) = 1 − pi
(4.11)
3.4.3 Answer aggregation
We compute the aggregation decision gπ(c) for each correspondence c ∈ C that is a pair
gπ(c) = 〈ac, ec〉, where ac is the aggregated value (true or f alse) and ec is the error rate. The
aggregation decision is obtained as follows:
gπ(c) =
{
〈true, 1 − Pr(Xc = true)〉, if Pr(Xc = true) ≥ 0.5
〈false, 1 − Pr(Xc = false)〉, otherwise
(4.12)
The aggregated value in the aggregation decision thus corresponds to the value that has a higher
probability (and lower error rate). The error rate is the probability of making wrong decision.
We would like to reduce this error rate, for each correspondence. We could achieve a lower
error rate if we ask more questions, however asking more questions induces higher costs as
well. Instead, we will try to lower the error rate given a limited budget of money with the help
of the integrity constraints that we explain in the next section. For several crowdsourcing tasks,
one could achieve a lower error rate through asking more questions [72, 102]. This is, in fact, a
trade-off between the costs and the accuracy [131].
3.4.4 Aggregating with Constraints
Given the aggregation gπ(c) of a correspondence c, we compute the justified aggregation g
γ
π(c)
when taking into account the integrity constraint γ. The aggregation gγπ(c) is obtained simi-




〈true, 1 − Pr(Xc= true|γ)〉, If Pr(Xc= true|γ) ≥ 0.5
〈false, 1 − Pr(Xc= false|γ)〉, Otherwise
(4.13)
In the following, we describe how to obtain the conditional probabilities Pr(Xc|γ) in the case
of 1-1 constraint and the cycle constraint.
Aggregating with 1-1 Constraint Our approach is based on the intuition illustrated in Figure
3.3(A), depicting two correspondences c1 and c2 with the same source attribute. After receiv-
ing the answer set from workers and estimating the probabilities, we obtained the probability
Pr(Xc1 = true) = 0.8 and Pr(Xc2 = false) = 0.5. When considering c2 independently, it is hard
to conclude c2 being approved or disapproved. However, when taking into account c1 and 1-1
constraint, c2 tends to be disapproved since c1 and c2 cannot be true at the same time. Indeed,
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Figure 3.3: Computing conditional probability with (A) 1-1 constraint and (B) cycle constraint
Computing conditional probability. Given the same set of correspondences {c0, c1, . . . , ck} above,
let us denote pi as Pr(Xci = true) for short. Without loss of generality, we consider c0 to be the
favorite correspondence whose probability p0 is obtained from the worker answers. Using the
Bayesian theorem and equation 4.7, the conditional probability of correspondence c0 with 1-1
constraint γ1−1 is computed as:
Pr(Xc0 = true|γ1−1) =
Pr(γ1−1|Xc0 = true) · Pr(Xc0 = true)
Pr(γ1−1)
=
(x + ∆(1 − x)) × p0




i=1 (1 − pi)
y =
∏k




j=0, j,i (1 − p j)]
x can be interpreted as the probability of the case where all other correspondences except c
being disapproved. y can be interpreted as the probability of the case where all correspondences
being disapproved or only one of them being disapproved.
Aggregating with Cycle Constraint To motivate our definitions we present a small matching
network. Figure 3.3(B) depicts an example of cycle constraint for three correspondences c1,
c2, c3. After receiving the set of answers from workers and computing the probabilities, we
obtaine the probability Pr(Xc1 = true) = Pr(Xc2 = true) = 0.8 and Pr(Xc3 = true) = 0.5.
When considering c3 independently, it is hard to conclude c3 being true or f alse. However,
when taking into account c1, c2 under the cycle constraint, c3 tends to be true since the cycle
created by c1, c2, c3 shows an interoperability. Therefore, the conditional probability Pr(Xc3 =
true|γ1−1) ≈ 0.9 > Pr(Xc3 = true).
Computing conditional probability. Given a closed cycle along c0, c1, . . . , ck, let denote the
constraint on this circle as γ and pi as Pr(Xci = true) for short. Without loss of generality, we
consider c0 to be the favorite correspondence whose probability p0 is obtained by the answers
of workers in the crowdsourcing process. Following the Bayesian theorem and equation 4.8,
the conditional probability of correspondence c0 with circle constraint is computed as:
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Pr(Xc0 = true|γ) =





i=1 (pi) + ∆(1 − x)) × po∏k






i=1 [(1 − pi)
∏k





i=0 [(1 − pi)
∏k
j=0, j,i p j]
x can be interpreted as the probability of the case where only one correspondence among
c1, . . . , ck except c0 is disapproved. y can be interpreted as the probability of the case where
only one correspondence among c0, c1, . . . , ck is disapproved.
Aggregating with multiple constraints In general settings, we could have a finite set of con-
straints Γ = {γ1, . . . , γn}. Let denote the aggregation with a constraint γi ∈ Γ is g
γi
π (c) = 〈aic, e
i
c〉,
whereas the aggregation without any constraint is simply written as gπ(c) = 〈ac, ec〉. Since









c). In order to reach a single decision, the chal-
lenge then becomes how to define the multiple-constraint aggregation gΓπ(c) as a combination of
single-constraint aggregations gγiπ (c).
Since the role of constraints is to support reducing the error rate and the aggregation gπ(c)





c = ac} ∪ ec). We take the minimum of error rates in order to emphasize the
importance of integrity constraints.
3.5 Pay-as-you-go reconciliation
The probabilistic integrity constraints that we discussed in previous section (Section 3.4) enable
to formulate integrity constraints with exceptions. They can also be exploited to reduce the
necessary human efforts in the reconciliation process. In particular, as we can estimate the
probability whether a correspondence is correct in the presence of the probabilistic integrity
constraints and based on the obtained user input. For calculating these probabilities we describe
the use the Expectation Maximization technique in the previous section (Section 3.4). In our
work [67] we go even further to be able to compute these probabilities in a pay-as-you-go
fashion, that is use the user input as soon as it arrives. For this we model the matching network
as a factor graph. In this way we can compute the probabilities that describe the correctness
of correspondences as a marginal probabilities of the corresponding random variables. As the
schema matching network could lead to highly cyclic factor graphs, we did not use the Sum-
Product algorithm, that could converge slowly in such a case, but we turned to Gibbs sampling
techniques [49]. We used the Elementary system, an efficient, state-of-the-are implementation
for factor graph computations that was realized by Zhang and Ré based on their results in [139].
We propose a Tabu-search based heuristic technique in [67] to obtain a matching instance (a
set of correspondences). We experimentally analysed the efficiency of our methods, that we
describe in detail in [67].
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3.6 Collaborative reconciliation
We developed a variant of our reconciliation model in [62], where a group of experts can col-
laboratively reconcile the candidate correspondences. The members of the group can work on
reconciling the correspondences at different parts of the matching network. When they merge
their results, they might have conflicting views on some correspondences. With the help of ar-
gumentation techniques we provide the experts with a tool that they can use in their discussion.
In particular the presence of global consistency constraints enables to reason about the conse-
quences for choosing a particular attribute correspondence and the potential conflicts that is can
induce, that might not be immediately clear for the individual experts.
3.7 Limitations and perspectives
We modelled the reconciliation phase fo schema matching networks. Our model enabled to
quantify the involved human efforts and also to reduce it. One might question our assumptions
that might not hold in certain integration setting. For example, while the pairwise matching
setting was essential to our industrial partners, in other situations on realises the matchings
not “purely” in peer-to-peer way, but for some parts of the network on can define a global
database schema. The model of the human interaction is also somewhat limited, for example
the experts do not process one correspondence at a time. We assume that the experts validate
or invalidate certain attribute correspondences, but this is not exactly the way how humans
work. The experts themselves cannot avoid thinking about the consequences of their decisions
so naturally they deal with several correspondences together. Moreover they are not involved in
the attribute matching, but also in the construction of schema mappings, that rely on the attribute
correspondences.
We tried to optimize the involved efforts based on specific criteria, but we have not give at-
tention to keep the work interesting or challenging for humans. Our work was initiated through
an industrial need in the context of schema matching, however we believe that the approach can
have applications in completely different domains. The methods could be applied whenever we
need a consistent set of data, where consistency rules can be expressed in form of (probabilistic)




Worker and task matching in
crowdsourcing
Context
I worked on the task assignment problem for knowledge intensive crowdsourcing with Pana-
giotis Mavridis, who completed his PhD thesis under my supervison. I co-supervised (50%)
his thesis with David Gross-Amblard, who was the thesis director. He defended his thesis enti-
tled “Using Hierarchical Skills for Optimal Task Selection in Crowdsourcing ” in 2017 at the
University of Rennes 1.
Contributions
The results presented in this section were first published at the WWW’2016 conference [89].
This section is based on an extended version of this work that is under review. For this extended
version, I have further generalized the definitions and reimplemented some of the experiments.
Our paper [89] received the “best student paper award” of the conference WWW’2016. The
presentation of this section is based on an extended version of our conference publication, [90]
that is under review.
4.1 Knowledge-intensive crowdsourcing
In the previous chapter (Chapter 4) we discussed the use of crowdsourcing in the context of
schema matching for validating candidate attribute correspondences. As the answers from the
crowd workers potentially erroneous, we applied specific aggregation techniques to obtain a
more reliable set of correspondences. In this chapter we discuss a different way of improving the
expected quality form the crowd: we try to affect the workers to task such that the workers have
all (or most) of the required skills to complete the requested tasks. This is particularly important
for knowledge-intensive crowdsourcing [13, 112], where the tasks require some specific skills.
For example, workers do not only asked decide whether they see an elephant or a lion on an
image, but the labelling tasks requires specific knowledge: one can present images of insects
to the workers and ask them to annotate them according to a precise entomological taxonomy
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of species. The SPIPOLL1 platform has exactly this task. Other knowledge-intensive platforms
include Zooniverse2 or BumbleBeeWatch3. While one can obtain useful results through these
platforms for a number of tasks, controlling the quality of the results is a challenging issue, due
to the unreliability, volatility or lack of skills of participants.
Generic crowdsourcing platforms already provide basic skill labelling (such as qualifications
in Amazon Mechanical Turk4: these are short descriptions of qualifications for certain skills a
participant might have or the requester might require). Similarly, academic research [13, 112,
140, 122] is also considering skill models to improve result quality. These existing approaches
rely on flat, unstructured skill models such as tags or keywords. To obtain a good (expected)
quality results from the crowd, one should try to match the crowd workers to the proposed
task, such that the skills of the workers correspond to the requested skills for tasks. The task
affectation problem can thus be considered as a matching problem, where one would like to
find matches between user skill profiles to task descriptions. This section gives an overview
of our work for this problem. Our approach relies on a simple form of reasoning about tasks:
here we try to match a worker to a task that he is likely able to execute. In the simplest case,
he should possess the required skill or in a more realistic case, possess a skill that is similar or
more general than the requested skill.
The rest of this section is organized as follows. We give an overview of our hierarchical
skill model that enables a basic form of reasoning about skills in Section 4.2. We discuss the
formalization of the task assignment problem for knowledge-intensive crowdsourcing in Section
4.3. We discuss algorithms that exploit the skill hierarchies and some aspects of the evaluation
in Section 4.4.
4.2 Reasoning about human skills
Applications often require at least some basic forms of reasoning about skills (such as, for
example, knowing that the skill English writing is “more specific” than the skill English reading,
in the sense that anyone who can write English can also read). Even such simple reasoning
operations are not easy to realize with the above mentioned flat skill models. Many platforms
could benefit from such a structured skill approach. On the one hand, it would allow a precise
and better targeting of tasks. On the other hand, skill reasoning capacities, especially skill
substitutions, would enable the participation of the full available workforce of the platform, even
if skills do not correspond exactly to requirements. It is noteworthy that rich skill taxonomies
are available and used in other contexts, such as ESCO5, which is used to help European citizens
in their job search and represents 5,000 skills in a structured way.
While current crowdsourcing platforms focus mainly on tasks that require little or no spe-
cific skills such as image labelling or text transcription, future platforms might offer a market-





5ESCO: European Skills, Competences Qualifications and Occupations https://ec.europa.eu/esco/
home.
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place for knowledge-intensive tasks that require more specific skills. Modelling human skills
and managing workers with some specific skills is crucial for knowledge-intensive crowdsourc-
ing. If we had information on the required skills for tasks as well as available skills of workers,
we could clearly use this information to improve the quality of the task affectation.
If we consider specific skills required to complete a task we often intuitively use skill infer-
ence: we consider natural to take more specific or more general skills than the required ones.
For example, if someone can translate from Spanish to English, it is reasonable to assume that
he speaks English (and also that he understands Spanish). Thus the skill for being able to trans-
late from Spanish to English is more specific than speaking English: anyone who can translate
to English is able to speak English. Completing skill models with hierarchies enables some
basic forms of reasoning. This was also our strategy, we demonstrated that in this way one can
improve the expected quality of the task affectations.
The most simple way to represent skill hierarchies is to use subsumption hierarchies, that
we adopted in the earlier version of this work [89]. An example for such a taxonomy is depicted
in Figure 4.1. As the skill s′ = Java 1.8 thread is more specific than the skill s = core Java (that
















Figure 4.1: a skill taxonomy
Taxonomies, however, have certain limitations: any given skill can only have one parent
in a taxonomy, while in real settings this is not always the case. For example, as in our
above example, the skill Translating from English to Spanish would naturally have two par-
ents: understanding English and Speaking English, see Figure 4.2. With the above notation,
Speaking Spanish ≤ Translating from English to Spanish.
While in our work [89] we considered skill taxonomies, one can extend this model and
consider hierarchical skill models, where a skill has multiple parents. We consider hierarchical
structures, where the nodes correspond to skills. It is useful to add some natural restrictions: We
consider skill models that have a unique root node and any two skills in the hierarchy should
have a unique least common ancestor in the hierarchy:
Definition 4.1. (Skill hierarchy) Let S be a set of skill labels S = {s1, s2, . . . , sn}. A skill
hierarchy is a tuple 〈S ,≤, r〉 where ≤ is a partial order on S that represents the more specific
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Figure 4.2: Skills with multiple parent nodes
skill relation, r ∈ S is a root element, and for each pair of skills s1 and s2 there exists a unique
least common ancestor skill lca(s1, s2) ∈ S in the hierarchy.
Such a structure is known as a join semi-lattice [27]. An example for such a skill hierarchy
is presented in Figure 4.2. Figure 4.3 depicts a structure that is not a skill hierarchy, because the
nodes r1 and r2 do not have a common ancestor. Similar hierarchical structures were also used in
different contexts, in particular in mathematical psychology and e-Learning systems to represent
the knowledge of human learners. The most important hierarchical structures include learning
spaces [40], knowledge spaces [34]. While these objects use similar underlying structures, they
represent human knowledge at a different level of granularity. In their context, a node could
represent the ability of a person to answer a multiple-choice question in a test. Also there
models are used for other purposes and do not analyse skill distances as we do in the following




Figure 4.3: Structure that is not a skill hierarchy (based on our Definition 4.1)
Distance between skills
There are different ways one could define distances between skills in a hierarchy. Intuitively,
some skills are very similar to each other (such as Java 1.8 thread and Java 1.8 lambda ex-
pressions), while others might seem to be very distant (such as Java 1.8 thread and gardening).
We discuss here several possible distance metrics. There metrics were inspired by some known
metrics in the context of concept hierarchies. As in the case of concept hierarchies, there is no
single metrics that captures all the subtilities of skill similarity. We discuss the advantages or
the potential inconveniences of these metrics in our research report [90].
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The distance metrics we discuss make use the concept of information content. Information
content describes the amount of information we acquire in case of observing a particular event.
Information content6 is defined as follows:
IC(s) = −log2(P(s)) (2.1)
where P(s) is the probability of observing s. That is, if we select a task, how probable is that the
skill s is required for this task. Crowdsourcing platforms that dispose a large number of tasks
annotated with required skills could use this metrics to characterize the information content for
a given skill. In particular, if the number of tasks with the skill label s is Ns, while N is the
total number of tasks, then one could the estimate IC(s) as IC(s) = −log( NsN ). This estimation
can better be based on a history of proposed task at the platform and should not depend on the
currently available tasks. If tasks can have multiple required skills, then N should also consider
multiplicities7.
As in the context of concept hierarchies, besides information content related definitions,
researchers also defined distances based on the distances of the corresponding nodes in the
concept hierarchy. As we rely on a skill hierarchy that is not necessarily a tree, we need to
define the depth of a node, since there could be several paths from the root to a given node. We
define depth(s), the depth of a given skill s in the hierarchy, as the longest path from the root
node r to s.
As our goal is to use the metrics to relate required skills for a task and available skills of
workers, we use normalized versions of distance metrics knowns for concept hierarchies. In the
normalization process, we need to make special attention to avoid division by 0. Below we give
the definitions of the metrics, while Table 4.1 gives an overview of distance measures
Definition 4.2. Lin distance.
dL(s1, s2) =
0 if s1 = s2 = r1 − 2IC(lca(s1,s2))IC(s1)+IC(s2) otherwise. (2.2)
Definition 4.3. (Wu-Palmer distance)
dW(s1, s2) =
0 if s1 = s2 = r1 − 2depth(lca(s1,s2))depth(s1)+depth(s2) otherwise. (2.3)
Table 4.1 summarizes the distance metrics we use.
4.3 Task assignment problem
We can now formulate the particular task assignment problem in the context of crowdsourcing,
that is a specific form of the matching problem. For this, we need to specify the distance or
6Information content is also referred in the literature as self-information or surprise. Information entropy is a
closely-related concept: it is the expected value of the information content.
7Very rare skills could have high information content, that could distort the skill distance metrics we define later
in this section. To avoid this problem, if the probability estimate for a skill s is smaller than 1/128 (P(s) < 1/128)
then we do not use the above estimation, but we set P(s) = 1/128 that corresponds to IC(s) = 7, since 128 = 27.
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Normalized Resnik distance ([111]) dR(s1, s2) = 1 −
IC(lca(s1,s2))
ICmax
Lin distance ([86]) dL(s1, s2) = 1 −
2IC(lca(s1,s2))
IC(s1)+IC(s2)
Wu-Palmer distance ([130]) dW(s1, s2) = 1 −
2depth(lca(s1,s2))
depth(s1)+depth(s2)
Mavridis et al. distance ([89]) distance dM(s1, s2) = 1 −
depth(lca(s1,s2))
depthmax
Table 4.1: Distance measures
similarity between a worker with a specific skill profile and a task with a list of required skills.
In our work [89] we considered a single skill model, but we extended this to multiple skill
models in [90].
We would like to characterize how well a particular worker is suited to execute a given task.
We assume that tasks requester specifies what are the necessary skills to complete the task. We
will use the following notation: for a task t the set skills(t) denotes the necessary skills for the
task t, i.e. skills(t) = {st1 , . . . , stN }. We also assume that each worker w has a skill profile, that
contains a list of skills where he has expertise. We denote by skills(w) the skill profile of worker
w, that is skills(w) = {sw1 , . . . , swM }. We assume that workers and task proposers use the same
vocabulary of the available skill hierarchy. We would like to relate the required skills for a task
and the available skills of a worker. We discuss the different possible versions to define the
distances.
Tasks with only one required skill
Let us consider first a simple case where there is only one skill st required for a task t that is
|skill(t)| = 1.
Let the skill sw be a skill in the profile of a worker w that is sw ∈ skills(w). If, for example,
the skill sw is a child node of the skill st in the skill hierarchy, then sw is more specific than
st (that is st ≤ sw). In this case one could argue that the worker experienced with a more
specialized task that is required so one could let him work on the task. If his skill is not a child
node in the skill hierarchy, but not far from the node (in terms of the distances we discussed in
Section 4.2) then he is likely able to execute the task successfully. We can use this observation
to define the distance between a task and a worker. A worker w might have several skills in
his profile: we define the distance between a task t and a worker w as the minimum distance
of worker skills to the task. We will rely on the distances between skills that we discussed in
Section 4.2.
Definition 4.4. Task-worker distance (tasks with one required skill)
D(t,w) =
0 if ∃sw ∈ skill(w) such that skill(t) = st ≤ sw,mins∈skill(w) d(st, s) otherwise. (3.4)
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The distance d in the Definition 4.4 is one of the distances that we discussed in the previous
section Section.
Multiple required skills
In a more general case, task requesters might want to specify multiple necessary skills for a
given task t. In particular, knowledge-intensive macrotasks might require multiple skills . One
could try to decompose such macrotasks into multiple microtasks, however such decomposition
is not always possible or easy [54], [116].
We denote the set of required skills for a given task t by skills(t) In particular, knowledge-
intensive tasks might require multiple skills. For example, is someone needs a simulation of
the quantum states of the hydrogen atom, he might specify the need for a skill of understanding
the physics of the hydrogen atom, programming skills, and English writing skills to write a
documentation of the project. Here we could envisage different scenarios, depending on the
particular preferences of the requester.
– He might want that the worker has all of the required skills,
– He might be satisfied with someone who has one of the skills (e.g. programming) and in
case the worker has strong development skills, he might care less about the other,
– He might prefer a worker who has multiple skills whose average distance to the task is
small,
– He might specify a minimum skill requirement for each of the skills. That is he would
like that the task is assigned to someone who fits best, but who has some constraints about
the distance to each of the required skills.
Depending on the application setting and the requesters preferences one could prefer dif-
ferent definitions. In the following we give a definition where the task-worker distances are
aggregated using the max function. This correspond to a preference where each of the skills is
required. The distance between a worker w and a task t is determined by the largest distance
between the skills in the profile and the required skills.
Definition 4.5. Task-worker distance (tasks with multiple required skills)
D(t,w) =






The task assignment problem in crowdsourcing
Given a set of tasks and participants, a task assignment A is a mapping from T to P that maps
a task t ∈ T to A(t) = p ∈ P. A task assignment is partial (a task may not be assigned) and
injective (a participant can only perform one task during this assignment). As a participant
can only participate in one task at a time, the maximum number of tasks that can be assigned
is min(|T |, |P|). Indeed, if there are less tasks than participants, some participants may not
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be assigned. We focus here on covering task assignments, where the available workforce is
maximally assigned: the number of assigned tasks is min(|T |, |P|).
Finally, the quality of an assignmentA is measured by the cumulative distanceD(A), which





The normalized cumulative distance is D(A) divided by the total number of assigned par-
ticipants. With this definition, the closer the participants are to the required skill of their task,
the smaller is the distance and the better is the assignment.
We make a certain number of assumptions about the task assignment process that we sum-
marize here. We assume that we assign a single worker to a task. We assume that a worker
either has or does not have a certain skill, we do not address expertise levels. We also make the
assumption that a skill hierarchy is available and it is used to annotate the tasks and also used
to construct the skill profiles. Finally, we assume that the skill profiles are good indicators of
quality.
We defined the task assignment problem as follows.
Definition 4.6. (Optimal Covering Task Assignment Problem)
INPUT : a taxonomy S , a set of tasks T and participants P, skill functions.
OUTPUT: a covering task assignmentA such thatD(A) is minimized.
4.4 Algorithms and evaluation methods
We presented a model to formulate the task assignment problem in crowdsourcing in the frame-
work of minimal bipartite graph matching problem. Our model relies on a hierarchical skill
model that is used at the crowdsourcing platform to annotate tasks and to construct skill pro-
files for workers. This formulation enables to use the known algorithms for this problem, in
particular the Hungarian method [80]. This method can compute an optimal solution, that is a
minimum-weight perfect match for a bipartite graph in polynomial time.
Nevertheless, we also proposed heuristic algorithms for the (OptimalCovering TaskAssign-
ment Problem, as one might face limitations with the optimal algorithm, because the involved
distance matrix could be impractically large. We have proposed different heuristics in [90] and
in [89], which are specific variants of the greedy algorithm.
The evaluation showed important improvements in the assignment quality, and constructing
the matching was reasonably fast, such that computing the matching is feasible for crowdsourc-
ing platforms. We present here some representative graphs, a more complete experimental eval-
uation is discussed in our papers [90] and in [89]. Our baselines were the random assignments,
where tasks are affected without considering information on skills and the ExactThenRandom
technique, that models a simple keyword based matching. If the keyword of the required skill






































Figure 4.4: Normalized cumulative distance of assignment with respect to the number of par-
ticipants. Our baselines are the methods Random (that corresponds to a strategy for assigning
tasks to workers without considering the skill requirements) and ExactThenRandom that is a
way to simulate the string matching based methods (if a skill is in the profile, we use it for as-
signment, otherwise we rely on a random assignment)). Our methods that use the skill hierarchy
are the Hungarian (that gives the optimal matching, based on the Hungarian method) and the





















Figure 4.5: Running times of the algorithm with respect to the number of participants.
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4.5 Limitations and perspectives
Our model has certainly some limitations.
Multiple skills: While it is natural to assume that a task requires multiple skills, some of these
might be more important than others, while in other cases a diversity of skills is preferable
to an expertise in specific areas. Our task/worker similarity estimation could model this.
We did not explore further this area also because we do not have specific data to validate
the specific possible functions.
Cold start and skill updates: We assume the existence of skill profiles. If we do not have them,
one could envisage to create and update user profiles as workers complete the tasks. Our
model would require further adaptations to deal with this.
Level of expertise of workers Our model considers that a worker has or has not a specific skill,
but does not deal with the level of expertise. Dealing with this issue also would need
further adaptations to the model.
Skill hierarchies: There is a number of taxonomies available, however they might not have the
right granularity w.r.t. a particular task set or available skill profiles. One could construct
suitable skill hierarchy, with the help of data mining methods, that is potentially not an
easy task, but we did not explore these methods.
Task assignment vs. task selection: In some crowdsourcing platforms, the tasks are not af-
fected but the workers can select themselves based on their preferences.
Worker availability: Workers might not be available to complete tasks only for a certain period
of time. One could apply the task affectation methods at a given moment for the available
workers and tasks and then repeat the affectation later if needed. This strategy poses





This habilitation thesis gives an overview of our research efforts in the past years. We developed
new ways to address the data matching problems, where we need to establish correspondences
between terms that appear in data, originating from independent sources. The correspondences
should reflect our human understanding of the meaning of the involved terms. In particular, we
proposed novel solutions to the entity matching problem, for Web documents. We modelled
the reconciliation phase for schema matching networks and we proposed ways to improve this
phase. Our work on knowledge-intensive crowdsourcing platforms aims to improve the quality
of obtained data through better task affectation. In the following we give an overview of our
ongoing research and we discuss some of our plans for future directions.
5.1 Ongoing work
Context
Currently, I (co-)supervise 4 PhD students: Ian Jeantet, from December 2017 (with David
Gross-Amblard, financed through the projet ANR EPIQUE), Rituraj Singh, from January 2018
(with Loı̈c Hélouët, financed through the projet ANR HEADWORK), Francois Mentec, from Oc-
tober 2019 (with David Gross-Amblard financed through CIFRE with the company ALTEN) and
Maria Massri, from October 2019 (with David Gross-Amblard financed through CIFRE with
the company Orange). Moreover, I am a mentor for Mickael Foursov, Maı̂tre de conférences at
University of Rennes 1, who restarted his research activities after a long pause.
Understanding evolving graphs
Graphs can be used to model a number of phenomena, from the Internet to systems biology or to
social sciences. Analysing the properties of these networks already gave a lot of insights about
a large number of phenomena [84]. The underlying networks in these models can evolve and
change dynamically [60], [36]. Understanding the nature of these evolutions and making sense
of changes in a large network is a challenging task, given the large size and complex structure
of these networks. Our ongoing efforts try to develop methods and tools to support the analysis
of the dynamics of such networks.
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In our ongoing research project (ANR EPIQUE1) we develop new methods and tools that
can help social scientists in understanding the evolution of scientific fields, with the help of text
analysis techniques that we apply on publication databases. These large collections of scientific
publications enable us to extract the scientific terms and analyse their co-utilisation. We can
do this analysis for each year and then analyse the evolution of the co-occurrence networks.
Indeed, this is the work we are following with Ian Jeantet.
We work on identifying and extracting the hierarchical structure of scientific terms.
Analysing the evolution of groups of words (organized in hierarchies) could lead to more ro-
bust estimations whether two scientific fields come closer over the time and also a hierarchical
organization of the terms can simplify the interpretation of the results. We have developed a
hierarchical clustering technique that can deal with overlapping clusters. We are also analysing
how to correlate and match the obtained hierarchical structures between consecutive years (year
n and n + 1). We can view this problem also as a specific data matching problem where we need
to match hierarchical structures. However, this problem is different from the data matching
problems that we discussed in this habilitation thesis, since here we can match the terms in the
two structures easily (as they are identical, except a small fraction of the vocabulary), but they
are organized in slightly different ways. We explore the use of graph convolutional networks
[29], [141] in this context.
In the context of the ANR EPIQUE project, I also coordinate the research efforts of Mickael
Foursov. With him we try to understand the evolution of term co-occurrence graphs through the
use of methods of spectral graph theory [21]. In particular, we try to analyse the changes in the
spectrum of the Laplacian of the term co-occurrence graph [96].
There are a number of other areas that can be modelled through dynamic networks. For
example, telecommunication companies would like to understand the connectivity graphs of
IoT devices. We have launched a collaboration with OrangeLabs where we try to understand
efficient ways of storing, querying and analysing dynamic networks of connected IoT devices.
In the course of this collaboration I supervise the thesis of Maria Massri. With her we work
on generating temporal graphs to construct suitable benchmarks for temporal graph databases.
Such graph generation methods were recently proposed by Bagan et al. [6], for graph databases,
without the temporal aspects. Besides model based generation of workloads, we plan to use
machine learning methods, to generate large graphs that have the same characteristics as the
smaller samples of available graphs that was constructed from the analysis of a modes set of
IoT devices.
Crowdsourcing and future of work
Crowdsourcing platforms enable to affect simple tasks to humans. In this way, one can real-
ize specific tasks that require human intelligence that cannot be completed through computers
alone. These platforms were also used to construct large labelled datasets (such as the ImageNet
[31] dataset) that could be used for training supervised classification methods.
We estimate that besides simple image labelling tasks, there will be different types of crowd-
sourcing tasks that orient towards other aspects of human intelligence. Moreover, one could
1https://iscpif.fr/epique/
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imagine not only to affect simple tasks to workers but also to request a small workflow from
the crowd, who could even communicate or collaborate to realize the tasks. In our ongoing
work, we are working on this question. A particularly important aspect here is that the work-
flow involves data: the results obtained from some crowd workers could be the input to another
task, realized by other workers. For example, a crowd worker could transcribe the text that
one can find in some images and another worker translate it to another language. I work on
this problems with Rituraj Singh. We have developed a model for such workflows and we have
studied the properties of these models. We need to make sure that not only individual tasks but
the overall workflow delivers results of sufficiently high quality. We realize this research in the
context of our other ongoing project ANR HEADWORK2.
Recommendation services for human resources
Matching worker profiles and job offers is not only relevant for crowdsourcing task assignment.
One faces such problems on the daily basis at a human resources (HR) department of a consult-
ing company. In this setting, one would like to obtain a matching between a job profile and CV
of a candidate. Today, this matching is done by humans (HR experts) on a daily basis, based on
a large set of tacit knowledge. We estimate that one could change the way the HR experts work,
if we make the tacit knowledge more explicit and build tools that can give recommendations
to HR experts. We started a collaboration with the company ALTEN3 to develop methods that
can derive recommendations to HR experts. I co-supervise the thesis of Francois Mentec in the
context of this collaboration. This thesis will build on his master thesis that he realized at the
same company that I co-supervised as well.
5.2 Perspectives for future research
The fields of data management and artificial intelligence have a number of further research
opportunities.
Semantic heterogeneity problems arise in various new application contexts. For example,
enterprises try to integrate larger and larger amounts of data to extract and mine business rel-
evant information. Data lakes4 (such as the Azure Data Lake Store [108]) offer methods for
easy data integration. In such a setting, one needs to address the semantic heterogeneity issues,
at extreme scales. This setting requires robust methods, that can tolerate the incompleteness
and contradictory facts in the data. Data lakes are of course only one example in this context,
semantic heterogeneity problems arise in various other “BigData” applications as well.
Besides the numerous and important practical problems, we lack a more general theory for
understanding the semantics of data. While formal representations of semantics (for example,
ontologies) play an important role in a lot of specific domains, it is unlikely that we can have






for understanding the semantics of data has a long history. Woods [129] in 1975 tries to define
data semantics as “the meaning and the use of data” in his seminal work on semantic networks,
but we need more precise notion of these concepts. A. Sheth [119] summarizes the different
views perspectives on data semantics. There are diverging views how should we approach
data semantics: as a set of relationship between objects [127] or by describing the similarities
between objects [8]. The paper [12] also gives a survey of some of the approaches. In general,
understanding data semantics is a challenging problem as it is closely linked to natural language
semantics and other questions in artificial intelligence, including common sense reasoning.
We would like point out here that information theory of Shanon, that revolutionized various
fields, focuses on the transmission of messages and avoids making reference to their meaning
[118]: “Frequently the messages have meaning; that is they refer to or are correlated according
to some system with certain physical or conceptual entities. These semantic aspects of commu-
nication are irrelevant to the engineering problem.” The engineering problem Shanon refers to
in the above citation is the reconstruction of messages between a sender and a receiver. We now
face another engineering problem that focuses on establishing common understanding of the
meaning that we attach to symbols that are present in different datasets or exchanged between
autonomous agents.
When we try to understand the semantics of pieces of information, we should also study
its utility: having a shared understanding of the meaning of exchanged symbols (for example,
words in a natural language) enables an efficient communication. Moreover, we should not
consider the semantic of terms static, but rather dynamic. While one could have the impression
that the semantic of terms in our language is static, linguists agree that the meaning of the words
change [124]. This phenomenon is known as semantic change or semantic shift. The syntax
of our languages and the meaning of the used terms is a result of an evolutionary development
[68], [85], even if there are different models of this evolution. The Web and the various available
datasets, offer a laboratory for analysing and understanding this process, for example Steels
[121] has studied how a group of users of a collaborative tagging system developed a common
understanding of terms. Aberer et al. have analysed the emergence of semantic understanding
in large peer-to-peer systems. We believe that one can follow up these works and develop a
more complete understanding of some specific aspects of the evolution or emergence of shared
knowledge, in large-scale systems. We can also view our ongoing work on dynamic graphs from
this perspective: we try to understand the emergence of specific scientific domains. Of course,
for understanding the emergence of semantics, we should analyse a longer history of language
development. We think that analysis of dynamic graphs will lead to a better understanding in
a number of other fields, including the study of collective intelligence [98] or the emergence
of hierarchies [138]. We could combine the analysis of graph dynamics with other techniques
including graph signal processing [120], [115]. We think that an evolutionary perspective has a
high potential to make advances in a wide range of areas.
Human experts do not only understand the semantics of terms, but in their work they also
reason using their knowledge. In our work we used various computational models of reasoning.
Some models of the human mind also rely on probabilistic reasoning [30]. How such proba-
bilistic reasoning models could emerge from more basic components such as prediction -that
are considered as a basic task of the mind [22]- is not yet clear. However, reasoning methods
inspired by human reasoning [81] were successfully used for concept learning. A better under-
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standing of how children learn [82] could also lead to new insights. Even if we cannot build
copy the reasoning methods of human mind, understanding the basic principles of human rea-
soning could lead to better computational reasoning techniques. Combining symbolic reasoning
with machine learning approaches [88] is also a very promising direction of research.
Deep learning techniques require a large amounts of data for training [50]. In most cases,
the trained models cannot be transferred from one domain to another. Self-supervised methods
[26] provide an alternative, but they still require a lot of data that is not available in all domains.
This potentially large demand for labelled or unlabelled data could generate new requirements
for crowdsourcing platforms. For example, tasks that are more complex or challenging could
attract more attention. Mixing machine learning and human judgment does not necessarily lead
to better results [125]. We should develop a better understanding, how to decompose tasks
between humans and algorithms. These questions are challenging and require interdisciplinary
efforts. One should however move away from the model where human-in-the-loop systems
only rely on humans as a source of labels and we should develop new models where people can
contribute with their full creativity, and where can create new jobs [75]. One needs to address
another societal challenge in this context: to assure the fairness based on our societal norms.
The data that we use to train machine learning models contains errors and biases [15] an these
biases could even be amplified through the use of algorithms. This creates new challenges and
an ethical dimension for algorithm design [76].
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