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Chapitre 1
Introduction: les matrices ale´atoires en
physique et en mathe´matiques
Je vais pre´senter dans cette habilitation, des re´sultats obtenus ces dernie`res anne´es sur le mode`le
a` deux matrices et les familles de polynoˆmes biorthogonales.
0.1 Bref historique du sujet
Les mode`les de matrices ale´atoires ont e´te´ introduits en 1951 par E. Wigner [75], en physique
nucle´aire, comme mode`le pour la re´partition des niveaux d’e´nergie des noyeaux lourds. Cette
the´orie a eu un succe`s conside´rable, et s’est impose´e comme outil tre`s puissant pour e´tudier
de nombreux autres phe´nome`nes physiques [43, 21, 30, 41]. En vrac: chaos quantique, conduc-
teurs me´soscopiques, croissance des cristaux, proble`mes de frontie`res libres (proble`me de Saffman–
Taylor), gravitation quantique, the´orie des cordes, repliement des prote´ines, etc... La raison de ce
succe`s tient dans les proprie´te´s d’inte´grabilite´ des mode`les de matrices. Les matrices ale´atoires
ont joue´ un roˆle important aussi en mathe´matiques [58, 9, 73]. Elles sont e´troitement relie´es aux
polynoˆmes orthogonaux, aux proble`mes isomonodromiques, proble`me de Riemann–Hilbert. Les
inte´grales de matrices sont le prototype des fonctions τ . De plus, re´cement, on a compris que
toutes ces notions avaient e´galement beaucoup a` voir avec la ge´ome´trie alge´brique.
Le mode`le a` une matrice [21, 58], qui est relie´ aux polynoˆmes orthogonaux habituels, a e´te´
beaucoup e´tudie´. Toutefois, il ne donne acce`s qu’aux courbes hyperelliptiques, et aux syste`mes
d’e´quations diffe´rentielles d’ordre 2. Il aparaissait inte´ressant et important de ge´ne´raliser les
notions qui aparaissaient dans le mode`le a` une matrice, a` un cas un peu plus ge´ne´ral. C’est
pourquoi le mode`le a` deux matrices a alors attire´ l’attention des physiciens et des mathe´maticiens.
Le mode`le a` deux matrices, est relie´ a` deux familles de polynoˆmes biorthogonales. Ces
deux familles satisfont deux syste`mes diffe´rentiels d’ordre diffe´rents, dont on peut montrer qu’ils
sont duaux l’un de l’autre. La courbe spectrale de ces syste`mes, est une courbe alge´brique, pas
ne´ce´ssairement hyperelliptique, en particulier, elle peut avoir des singularite´s rationelles y ∼ xp/q
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avec (p, q) entiers quelconques.
Du point de vue des physiciens, le mode`le a` deux matrices a e´te´ introduit pour mode´liser le
mode`le d’Ising [52] sur un re´seau ale´atoire, i.e. en termes de the´ories de champs conformes, un
mode`le minimal (3, 4). Il a rapidement e´te´ compris [16] que le mode`le a` deux matrices donnait
acce`s a` tous les mode`les minimaux rationels (p, q). C’est dans ce cadre qu’ont e´te´ invente´es et
e´tudie´es les ”e´quations de boucles” [66, 21], et le de´veloppement topologique [69]. Plus re´cement,
les mode`les de matrices ont joue´ un roˆle tre`s important en the´orie des cordes [22].
0.2 Principaux re´sultats obtenus
Parmis les re´sultats les plus importants que j’ai obtenu, avec mes collaborateurs, sur ce sujet, et
qui sont pre´sente´s dans cette the`se:
• L’expression des fonctions de corre´lations de valeurs propres en terme de de´terminants de noyaux
de polynoˆmes bi-orthogonaux (the´ore`me III.3.1, [P10]).
• Un the´ore`me de Christoffel–Darboux pour ces noyaux (the´ore`me III.4.2, [P8]).
• L’obtention de deux syste`mes diffe´rentiels pour les deux familles bi-orthogonales de
polynoˆmes, leur expression explicite et le calcul de leur trace (the´ore`me III.5.1, the´ore`me III.6.1,
the´ore`me III.6.2, [P2]), et un premier pas vers le calcul de la fonction τ isomonodromique [P7].
• La dualite´ spectrale entre les deux syste`mes diffe´rentiels (the´ore`me III.7.2, [P8]).
• L’expression exacte de la solution fondamentale de ces syste`mes diffe´rentiels (the´ore`me III.8.1,
[P6]).
• Les asymptotiques a` x grand des solutions fondamentales (the´ore`me III.9.1, [P6]), et les matrices
de Stokes associe´es.
• La proprie´te´ de dualite´ spectrale a permis d’e´crire un proble`me de Riemann-Hilbert associe´
(paragraphe III.10, [P6]).
• L’expression d’une fonction de corre´lation mixte (i.e. qui ne peut pas s’e´crire directement en
termes de valeurs propres des deux matrices) (the´ore`me III.12.1, [P4]).
• La limite N grand des inte´grales de matrices formelles, en particulier l’obtention d’une e´quation
alge´brique pour la re´solvante (the´ore`me IV.1.3, the´ore`me IV.2.1, [P11], [P9], [P3]), et le calcul
de certaines fonctions de corre´lations mixtes dans la limite N grand (the´ore`me IV.1.4, [P11],
[P9], [P3]).
• Le de´veloppement a` N grand des inte´grales de matrices formelles ([P11], [P9], [P3], [P5],
[P1]) en particulier, le fait que le terme en1/N2 du de´veloppement de l’e´nergie libre est relie´ au
de´terminant d’un Laplacien sur une courbe alge´brique (the´ore`me IV.3.1, the´ore`me IV.3.2, [P5],
[P1]).
• Une conjecture, (tout de meˆme base´e sur de se´rieux arguments heuristiques) pour les asympto-
tiques a` N grands des polynoˆmes biorthogonaux (conjecture V.2.1, [P11], [P9]), du type Deift &
co [18].
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0.3 Plan
La the`se est organise´e comme suit:
- Le chapitre 2 donne les de´finitions du mode`le a` deux matrices, et explique les quantite´s que
l’on cherche a` calculer.
- le chapitre 3 pre´sente la me´thode des polynoˆmes biorthogonaux, et les syste`mes diffe´rentiels
associe´s. Un certains nombres de re´sultats comme la dualite´, les asymptotiques, y sont expose´s.
- le chapitre 4 pre´sente la me´thode des e´quations de boucles, et la courbe alge´brique associe´e.
Un certains nombres de mes contributions comme le calcul du de´veloppement en 1/N2 de l’e´nergie
libre y sont expose´s.
- le chapitre 5 montre, comment en combinant les deux me´thodes pre´ce´dentes, on peut for-
muler une conjecture pour les asymptotiques N -grand des polynoˆmes biorthogonaux, en termes
de ge´ome´trie alge´brique.
- le chapitre 6 est une conclusion qui propose les suites possibles envisageables de ces travaux.
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Chapitre 2
Trois de´finitions du mode`le a` deux
matrices
Il existe plusieurs de´finitions du mode`le a` deux matrices, non e´quivalentes. Suivant le contexte,
c’est a` dire a` quelle application des matrices ale´atoires on s’inte´resse, il faut choisir l’une des
de´finitions. Dans la limite de grande taille des matrices, a` l’ordre dominant, les trois de´finitions
conduisent souvent aux meˆmes re´sultats, mais ce n’est pas vrai au dela` de l’ordre dominant. De
plus un certains nombre de me´thodes de calcul sont communes aux trois mode`les, et les trois
mode`les font appels aux meˆmes concepts de ge´ome´trie et inte´grabilite´. De la`, il sort que les trois
mode`les ne sont pas toujours bien distingue´s dans la litte´rature, et l’on rencontre de nombreuses
confusions.
Nous allons introduire ces trois mode`les, et expliquer comment ils sont relie´s entre eux (le
mode`le 1 et le mode`le 2 sont relie´s par une transforme´e de Fourrier, et le mode`le 2 et le mode`le 3,
par leur de´veloppement en se´rie asymptotique).
Avant de les introduire, il faut rappeler quelques notions de base.
1 Quelques de´finitions utiles
1.1 Mesure de Lebesgue pour les matrices hermitiennes
On de´finit la mesure sur HN (=espace des matrices hermitiennes de taille N):
M ∈ HN → dM := 1
UN
N∏
i=1
dMi,i
∏
i<j
dReMi,j
∏
i<j
dImMi,j (II.1-1)
ou` UN est le ”volume du groupe unitaire”:
UN := Vol(U(N)/U(1)
N × SN) = π
N(N−1)/2∏N
k=1 k!
(II.1-2)
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1.2 Changement de variable: matrice ↔ valeurs propres + unitaire
Toute matrice hermitienne M ∈ HN peut s’e´crire [40] (pas de fac¸on unique, i.e. permutation des
valeurs propres SN et phases diagonales U(1)
N ):
M = UΛU † (II.1-3)
ou` Λ = diag(λ1, . . . , λN) est diagonale, et U ∈ U(N) est unitaire. On a:
dM = ∆(λ)2 dU dΛ (II.1-4)
ou` dΛ =
∏
i dλi, dU est la mesure de Haar normalise´e sur U(N), ∆(λ) est le de´terminant de
Vandermonde:
∆(λ) :=
∏
i>j
(λi − λj) (II.1-5)
Pour N = 1, on de´finit ∆ := 1.
1.3 Inte´grales sur le groupe unitaire: formules de Itzykson-Zuber-
Harish Chandra, Morozov et Eynard Prats Ferrer
Soient A = diag(a1, . . . , aN) et B = diag(b1, . . . , bN) deux matrices diagonales non de´ge´ne´re´es, et
dU la mesure de Haar sur le groupe U(N), on a:
The´ore`me 1.1 The´ore`me (Eynard, Prats-Ferrer [36]):
Pour toute fonction polynoˆmiale invariante (i.e. produit de traces de produits des deux matri-
ces) F , on a: ∫
U(N)
F (A,UBU †) e−TrAUBU
†
dU
=
cN
N ! ∆(a)∆(b)
∑
σ,τ∈SN
(−1)στ e−TrAτBσ
∫
T (N)
e−Tr TT
†
F (Aτ + T,Bσ + T
†) dT (II.1-6)
ou` T (N) est l’ensemble des matrices complexes triangulaires supe´rieures strictes, muni de la
mesure produit des mesures de Lebesgues des parties re´elles et imaginaires de tous les e´le´ments de
matrice. Si σ est une permutation, Bσ est la matrice diag(bσ(i)), et la constante cN vaut:
cN =
∏N−1
k=1 k!
(−2π)N(N−1)2
(II.1-7)
En particulier avec F = 1 on a:
The´ore`me 1.2 Formule Itzykson-Zuber -Harish Chandra [47, 46, 40]:∫
U(N)
dU eTr AUBU
†
=
detE
∆(a)∆(b)
cN (−π)
N(N−1)
2 , (II.1-8)
ou` la matrice E est donne´e par:
Eij := e
aibj . (II.1-9)
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Et, avec F (A,B) = Tr 1
x−A
1
y−B
vue comme se´rie formelle en puissances de 1/x et 1/y:
The´ore`me 1.3 The´ore`me de Morozov simplifie´ (eynard [29]):
La fonction ge´ne´ratrice de´finie par le de´veloppement formel en puissances de 1/x et 1/y:〈
tr
1
x− AU
1
y − BU
†
〉
:=
∑
i,j
1
x− ai
1
y − bj
〈|Uij|2〉 (II.1-10)
ou` 〈|Uij|2〉 :=
∫
U(N)
dU |Uij |2 eTrAUBU†∫
U(N)
dU eTrAUBU†
, (II.1-11)
est donne´e par: 〈
tr
1
x− AU
1
y −BU
†
〉
= 1− det
(
1N − 1
x−AE
1
y −BE
−1
)
(II.1-12)
Les corre´lations 〈|Uij |2〉 ont e´te´ calcule´es par A. Morozov [64], puis simplifie´e par moi meˆme dans
[29], et utilise´e pour le re´sultat obtenu par Bertola–Eynard dans [P4] et pre´sente´ au paragraphe
12 dans le cadre de cette habilitation.
1.4 Ensemble des matrices normales sur un chemin
De´finition 1.1 Pour tout contour γ du plan complexe, on de´finit l’ensemble de matrices Hn(γ):
Hn(γ) := {M ∈ GLn(C) / ∃Λ = diag(λ1, . . . , λn) , λi ∈ γ , ∃U ∈ U(n) , M = UΛU †} (II.1-13)
On le munit d’une mesure analogue a` eq.(II.1-4):
dM = ∆(λ)2 dU dΛ (II.1-14)
L’ensemble des matrices hermitiennes est Hn = Hn(R).
Notons que si M ∈ Hn(γ), on a:
[M,M †] = 0 (II.1-15)
d’ou` le nom de matrices normales [74].
2 Le mode`le hermitien et le mode`le normal
Le mode`le hermitien est relie´ a` deux familles de polynoˆmes biorthogonaux (que l’on e´tudiera
dans le chapitre 3). Une ge´ne´ralisation naturelle des polynoˆmes biorthogonaux (dits polynoˆmes
semi-classiques, cf [3]), nous conduit a` introduire une ge´ne´ralisation du mode`le hermitien, que
j’appe`lerai le mode`le normal sur un contour.
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2.1 Les donne´es
Donnons nous deux polynoˆmes V1 et V2 de degre´s respectifs d1+1 et d2+1, a` coefficients complexes,
appele´s potentiels:
V1(x) = g0 +
d1+1∑
k=1
gk
k
xk , V2(y) = g˜0 +
d2+1∑
k=1
g˜k
k
yk , (II.2-1)
un entier N > min (d1, d2), et un nombre complexe non nul T , appele´ tempe´rature.
Il existe d1 chemins homologiquement inde´pendants allant de ∞ a` ∞, Γxk, k = 1, . . . , d1, tels
que l’inte´grale: ∫
Γxk
e−
N
T
V1(x) dx (II.2-2)
soit absolument convergente. Il suffit que chaque chemin parte de∞ dans un secteur ou ReV1(x)
T
>
0, et revienne a` ∞ dans un autre secteur ou` ReV1(x)
T
> 0.
De meˆme, il existe d2 chemins homologiquement inde´pendants allant de ∞ a` ∞, Γyk, k =
1, . . . , d2, tels que l’inte´grale: ∫
Γyk
e−
N
T
V2(y) dy (II.2-3)
converge. Il suffit que chaque chemin parte de ∞ dans un secteur ou ReV2(y)
T
> 0, et revienne a`
∞ dans un autre secteur ou` ReV2(y)
T
> 0.
Deux telles bases de chemins e´tant choisies, donnons nous une matrice κi,j a` coefficients com-
plexes, non identiquement nulle, et de´finissons:
Γ :=
∑
i,j
κi,j
x
Γi ×
y
Γj (II.2-4)
Remarque 2.1 nous aurions pu conside´rer un mode`le plus ge´ne´ral, ou` V1 et V2 ne sont pas des
polynoˆmes, mais tels que V ′1 et V
′
2 soient des fractions rationelles. Dans ce cas, il faudrait introduire
des bases d’homologies de tous les contours sur lesquels
∫
dx e−
N
T
V1(x) a un sens. Cela` inclut les chemins
allant d’un poˆle de V1 a` un autre poˆle, et cela` inclut aussi des segments finis,... C’est le cas semi-classique
introduit par [3]. Nous ne le discuterons pas ici par souci de clarte´ et simplicite´. Le cas ge´ne´ral est
pre´sente´ dans [7], il n’est pas tre`s diffe´rent du cas polynomial pre´sente´ ici.
2.2 Mode`le hermitien
C’est le cas ou` il est possible de choisir les bases d’homologies telles que:
Γ = R× R (II.2-5)
c’est a` dire si et seulement si les conditions suivantes sont satisfaites:
d1 et d2 sont impairs, et gd1+1/T et g˜d2+1/T ont une partie re´elle strictement positive. Et dans
le cas ou` d1 = d2 = 1, la forme quadratique
1
T
(
g2 1
1 g˜2
)
a des valeurs propres de parties re´elles
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strictement positives. Autrement dit si et seulement si Re
(
1
T
(V1(x) + V2(y)− xy)
)
est borne´e
infe´rieurement sur R× R.
On introduit alors
De´finition 2.1 Mesure du mode`le hermitien sur HN ×HN :
dµ(M1,M2) :=
1
Z˜Herm
e−
N
T
tr [V1(M1)+V2(M2)−M1M2] dM1 dM2 (II.2-6)
ou` la normalisation Z˜Herm
Z˜Herm := e
−N
2
T2
F˜Herm :=
∫
HN×HN
e−
N
T
tr [V1(M1)+V2(M2)−M1M2] dM1 dM2 (II.2-7)
est appele´e fonction de partition, et F˜Herm est appele´e e´nergie libre.
En e´crivant comme eq.(II.1-3):
M1 = U X U
† , M2 = (UV ) Y (UV )
† (II.2-8)
avec X = diag(x1, . . . , xN ) et Y = diag(y1, . . . , yN), et U et V unitaires, on a:
dµ(M1,M2) =
1
Z˜
∆(x)2∆(y)2 e−
N
T
tr [V1(X)+V2(Y )] e
N
T
trXV Y V † dXdY dUdV (II.2-9)
En utilisant II.1-8, l’inte´grale sur U et V donne une mesure induite pour les valeurs propres xi de
M1 et yi de M2:
De´finition 2.2 Mesure sur RN × RN pour les valeurs propres du mode`le hermitien:
dν(x1, . . . , xN ; y1, . . . , yN) :=
det (e
N
T
xiyj )∆(x)∆(y)
N !ZHerm
N∏
i=1
e−
N
T
V1(xi)dxi
N∏
i=1
e−
N
T
V2(yi)dyi (II.2-10)
La normalisation
ZHerm :=
1
N !
∫
RN×RN
det (e
N
T
xiyj )∆(x)∆(y)
N∏
i=1
e−
N
T
[V1(xi)+V2(yi)]dxi dyi
=
∫
RN×RN
∆(x)∆(y)
N∏
i=1
e−
N
T
[V1(xi)+V2(yi)−xiyi]dxi dyi
:= e−
N2
T2
FHerm (II.2-11)
est appele´e fonction de partition, et FHerm est appele´e e´nergie libre.
Notons que:
ZHerm = Z˜Herm
(
N
π T
)N(N−1)/2
(II.2-12)
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Remarque 2.2 L’espace des parame`tres du mode`le hermitien est de dimension d1 + d2 + 4: les d1 + 2
coefficients de V1, les d2 + 2 coefficients de V2, la temperature T , et il faut retrancher la redondance des
coefficients constant de V1 et V2.
Remarque 2.3 Le mode`le de matrices hermitiennes, est celui qui peut s’appliquer a` des proble`mes de
physique de la matie`re condense´e [43, 58, 30]. En effet les matrices qui apparaissent dans ces proble`mes
repre´sentent des Hamiltoniens, et sont toujours hermitiennes (elles peuvent avoir aussi des syme´tries
suple´mentaires).
2.3 Le mode`le Normal sur une classe d’homologie de contours Γ
Il apparaˆıt naturel d’e´tendre la de´finition de la fonction de partition ZHerm, donne´e par la seconde
partie de l’e´quation eq.(II.2-11) a` n’importe quel contour Γ comme de´fini par eq.(II.2-4).
On de´finit donc, comme ge´ne´ralisation de eq.(II.2-10), la mesure pour les valeurs propres:
De´finition 2.3 Mesure sur
∏N
i=1 Γ
x
ki × Γyli pour les valeurs propres du mode`le normal sur un
chemin Γ:
dνNorm, k1,...,kN ;l1,...,lN (x1, . . . , xN ; y1, . . . , yN)
:=
∆(x)∆(y) det
(
κki,lje
N
T
xiyj
)
N !ZNorm(κ)
N∏
i=1
e−
N
T
[V1(xi)+V2(yi)] dxi dyi (II.2-13)
ou` ZNorm(κ) = e
−N
2
T2
FNorm(Γ) est la fonction de partition, et FNorm(κ) est l’e´nergie libre.
On a:
ZNorm(κ) :=
1
N !
e−
N2
T2
FNorm(κ)
:=
1
N !
∑
k1,...,kN ,l1,...,lN
N∏
i=1
∫
xi∈Γxki
N∏
j=1
∫
yj∈Γylj
∆(x)∆(y) det
(
κki,lje
N
T
xiyj
) ∏
i
e−
N
T
[V1(xi)+V2(yi)] dxi dyi
=
1
N !
∑
σ∈SN
(−1)σ
∑
k1,...,kN ,l1,...,lN
N∏
i=1
∫
xi∈Γxki ,yσi∈Γ
y
lσi
∆(x)∆(y)
∏
i
κki,lσie
N
T
xiyσi
∏
i
e−
N
T
[V1(xi)+V2(yi)] dxi dyi
(II.2− 14)
ou` l’on a de´compose´ le de´terminant comme une somme sur les permutations de SN . L’inte´grale
a` effectuer est la meˆme pour chaque permutation (il suffit de renommer yσi → yi et lσi → li), et
donc:
ZNorm(κ) =
∑
k1,...,kN ,l1,...,lN
∏
i
κki,li
N∏
i=1
∫
xi∈Γxki ,yi∈Γ
y
li
12
∆(xi)∆(yi)
∏
i
e−
N
T
[V1(xi)+V2(yi)−xiyi] dxi dyi
(II.2− 15)
Remarque 2.4 Notons que d’autres ge´ne´ralisations du mode`le hermitien sont possibles, en particulier,
on pourraˆıt choisir de mettre des valeurs absolues aux Vandermonde carre´s. La de´finition ci-dessus est
celle qui s’interpre`te en termes de polynoˆmes biorthogonaux pre´sente´s au chapitre 3, et surlaquelle ont
porte´ une grande partie de mes travaux.
Remarque 2.5 En rassemblant les paires (xi, yi) qui sont sur le meˆme produit de chemins (Γxk×Γyl),
on peut e´crire:
ZNorm(κ) =
∑
∑
k,l nk,l=N
N !∏
k,l nk,l!
∏
k,l
κ
nk,l
k,l
∏
k,l
nk,l∏
i=1
∫
xk,l,i∈Γxk
∫
yk,l,i∈Γyl
∆(x)∆(y)
∏
k,l
nk,l∏
i=1
e−
N
T
[V1(xk,l,i)+V2(yk,l,i)−xk,l,iyk,l,i]dxk,l,i dyk,l,i
=
∑
∑
k,l nk,l=N
N !∏
k,l nk,l!
∏
k,l
κ
nk,l
k,l
∏
k,l
nk,l∏
i=1
∫
xk,l,i∈Γxk
∫
yk,l,i∈Γyl
∆(x)∆(y)
det e
N
T
xk,l,iyk,l,j
nk,l!
∏
k,l
nk,l∏
i=1
e−
N
T
[V1(xk,l,i)+V2(yk,l,i)]dxk,l,i dyk,l,i
(II.2 − 16)
et l’on reconnaˆıt des inte´grales sur Unk,l :
ZNorm(κ) = N !
∑
∑
k,l nk,l=N
∏
k,l
κ
nk,l
k,l
nk,l!π
nk,l(nk,l−1)
2
∫
Mx,k,l∈Hnk,l (Γ
x
k)
∫
My,k,l∈Hnk,l (Γ
y
l)∏
k,l
e−
N
T
tr [V1(Mx,k,l)+V2(My,k,l)−Mx,k,lMy,k,l]dMx,k,l dMy,k,l∏
(k,l)>(k′,l′)
det (Mx,k,l ⊗ 1nk′,l′ − 1nk,l ⊗Mx,k′,l′)∏
(k,l)>(k′,l′)
det (My,k,l ⊗ 1nk′,l′ − 1nk,l ⊗My,k′,l′)
(II.2− 17)
ou` l’on a ordonne´ les paires (k, l) par ordre lexicographique.
Remarque: L’espace des modules du mode`le normal est de dimension d1 + d2 + 3 + d1d2. Les
modules sont les d1 + 2 coefficients de V1, les d2 + 2 coefficients de V2, la temperature T , et les
d1d2 coefficients κk,l, et il faut retrancher la redondance des coefficients constant de V1 et V2 et un
facteur global pour κ.
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3 Le mode`le Normal a` syme´trie brise´e
Nous allons conside´rer individuellement chaque terme de la somme eq.(II.2-17), autrement dit on
se place a` nombre de valeurs propres fixe´ sur chaque contour. Cela revient a` briser le groupe de
symme´trie U(N) en
∏
k,l U(nk,l). Comme nous le verrons au chapitre 5, ce mode`le est tre`s utile
pour faire le lien entre polynoˆmes biorthogonaux et de´veloppement a` N grand.
3.1 Les donne´es
On se donne deux entiers d1 et d2 supe´rieurs ou e´gaux a` 1, et un entier N > min (d1, d2).
On se donne d1 × d2 entiers nk,l, 1 ≤ k ≤ d1, 1 ≤ l ≤ d2 tels que∑
k,l
nk,l = N (II.3-1)
et, pour des raisons qui deviendront claires au chapitre 4, on note:
ǫk,l :=
nk,l
N
(II.3-2)
Les ǫk,l sont appele´s fractions de remplissage. On note
n := {nk,l} et ǫ := {ǫk,l} (II.3-3)
Donnons nous aussi deux polynoˆmes V1 et V2 de degre´s respectifs d1+1 et d2+1, a` coefficients
complexes, appele´s potentiels:
V1(x) = g0 +
d1+1∑
k=1
gk
k
xk , V2(y) = g˜0 +
d2+1∑
k=1
g˜k
k
yk , (II.3-4)
et un nombre complexe non nul T appele´ tempe´rature.
Et on se donne des bases de classes d’homologies de chemins dans C de´finies comme au para-
graphe pre´ce´dent:
x
Γk k = 1, . . . , d1 ,
y
Γl l = 1, . . . , d2 (II.3-5)
3.2 Le mode`le
De´finition 3.1 Mesure du mode`le normal a` syme´trie brise´e sur
∏
k,lHnk,l(Γ
x
k)×Hnk,l(Γyl):
dµ(Mx,k,l;My,k,l) :=
1
Z˜Normb(n)
∏
k,l
e−
N
T
tr [V1(Mx,k,l)+V2(My,k,l)−Mx,k,lMy,k,l]dMx,k,l dMy,k,l∏
(k,l)<(k′,l′)
det (Mx,k,l ⊗ 1nk′,l′ − 1nk,l ⊗Mx,k′,l′)∏
(k,l)<(k′,l′)
det (My,k,l ⊗ 1nk′,l′ − 1nk,l ⊗My,k′,l′)
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(II.3− 6)
ou` les paires (k, l) sont ordonne´es par ordre lexicographique, et ou` la fonction de partition et
l’e´nergie libre sont donne´es par:
Z˜Normb(n) := e
−N
2
T2
FNormb(n)
:=
∏
k,l
∫
Mx,k,l∈Hnk,l (Γ
x
k)
∫
My,k,l∈Hnk,l (Γ
y
l)∏
k,l
e−
N
T
tr [V1(Mx,k,l)+V2(My,k,l)−Mx,k,lMy,k,l]dMx,k,l dMy,k,l∏
(k,l)<(k′,l′)
det (Mx,k,l ⊗ 1nk′,l′ − 1nk,l ⊗Mx,k′,l′)∏
(k,l)<(k′,l′)
det (My,k,l ⊗ 1nk′,l′ − 1nk,l ⊗My,k′,l′)
(II.3− 7)
En utilisant la de´composition eq.(II.1-3), et en inte´grant sur les groupes unitaires avec la formule
eq.(II.1-8), on obtient la mesure induite pour les valeurs propres
De´finition 3.2 Mesure pour les valeurs propres du mode`le normal a` syme´trie brise´e, sur∏
k,l (Γ
x
k × Γyl)nk,l (i.e. ∀k = 1, . . . , d1 , ∀l = 1, . . . , d2 , ∀i = 1, . . . , nk,l , xk,l,i ∈ Γxk , yk,l,i ∈
Γyl):
dνNormb(xk,l,i; yk,l,i)
:=
∆(x)∆(y)
ZNormb(n)
∏
k,l
(
det
(
e
N
T
xk,l,iyk,l,j
) nk,l∏
i=1
e−
N
T
[V1(xk,l,i)+V2(yk,l,i)] dxk,l,i dyk,l,i
)
(II.3− 8)
ou` la fonction de partition et l’e´nergie libre sont donne´es par:
ZNormb(n) := e
−N
2
T2
FNormb(n)
:=
∏
k,l
1
nk,l!
nk,l∏
i=1
∫
xk,l,i∈Γxk
∫
yk,l,i∈Γyl
∆(x)∆(y)
∏
k,l
nk,l∏
i=1
e−
N
T
[V1(xk,l,i)+V2(yk,l,i)−xk,l,iyk,l,i]dxk,l,i dyk,l,i
(II.3− 9)
3.3 Relation avec le mode`le Normal
Il est clair que le mode`le normal est tel que:
ZNorm(κ) = N !
∑
n
(∏
k,l
κ
nk,l
k,l
)
ZNormb(n) (II.3-10)
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Autrement dit, les κk,l sont les variables duales des nk,l, et les deux mode`les sont relie´s par une
transforme´e de Fourrier (avec la contrainte
∑
nk,l = N).
Remarque: L’espace des modules du mode`le normal brise´ est de dimension d1 + d2 + 3 + d1d2,
comme le mode`le normal. Les d1d2 − 1 coefficients κk,l (moins la normalisation redondante) ont
e´te´s remplace´s par les d1d2 − 1 fractions de remplissages inde´pendantes ǫk,l. D’apre`s eq.(II.3-10),
les κk,l apparaissent comme des variables duales des ǫk,l.
4 Le mode`le formel
Le mode`le formel pourraˆit aussi eˆtre appele´ mode`le combinatoire. En effet, il n’est pas de´fini par
une inte´grale de matrices (ni de valeurs propres), mais par une se´rie formelle en puissances de la
tempe´rature T , qui sert de se´rie ge´ne´ratrice pour le de´nombrement de certains types de graphes
[21, 14, 17, 27, 41]. Pour ce mode`le, les questions de convergences et de bases d’homologies ne se
posent pas.
4.1 Les donne´es
On se donne deux entiers d1 et d2 supe´rieurs ou e´gaux a` 1. Donnons nous aussi deux polynoˆmes
V1 et V2 de degre´s respectifs d1 + 1 et d2 + 1, a` coefficients complexes appele´s potentiels:
V1(x) = g0 +
d1+1∑
k=1
gk
k
xk , V2(y) = g˜0 +
d2+1∑
k=1
g˜k
k
yk , (II.4-1)
et deux nombres complexes non nuls T et N . T est appele´ tempe´rature.
Le potentiel V1(x) + V2(y) − xy posse`de d1d2 extrema dans C × C, que l’on note: (xI , yI),
I = 1, . . . , d1d2, tels que: {
V ′1(xI) = yI
V ′2(yI) = xI
(II.4-2)
et on se donne d1d2 nombres complexes arbitraires ǫI , I = 1, . . . , d1d2, que l’on appelle fractions
de remplissages, tels que:
d1d2∑
I=1
ǫI = 1 (II.4-3)
De´finition 4.1 on de´finit les constantes de couplages:
∀I = 1, . . . , d1d2 ∀k = 2, . . . , d1 + 1 gk,I := V
(k)
1 (xI)
k−1!
∀I = 1, . . . , d1d2 ∀k = 2, . . . , d2 + 1 g˜k,I := V
(k)
2 (yI)
k−1!
∀i 6= j ∀k = 1, . . . ,∞, hk,i :=
∑
J 6=I
ǫj
(xJ−xI)k
∀i 6= j ∀k = 1, . . . ,∞, h˜k,i :=
∑
J 6=I
ǫj
(yJ−yI)k
∀i 6= j ∀k, l = 1, . . . ,∞, hk,I;l,J := k+l−1!k−1! l−1! 1(xJ−xI)k (xI−xJ)l
∀i 6= j ∀k, l = 1, . . . ,∞, h˜k,I;l,J := k+l−1!k−1! l−1! 1(yJ−yI)k (yI−yJ )l
(II.4-4)
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Notons que:
g2,I g˜2,I − 1 = g˜d2+1gd2d1+1
∏
J 6=I
(xI − xJ ) = gd1+1g˜d1d2+1
∏
J 6=I
(yI − yJ) (II.4-5)
Remarque 4.1 Notons, que contrairement au mode`le pre´ce´dent, N et nI = NǫI ne sont pas
ne´ce´ssairement des entiers.
4.2 Combinatoire de surfaces discre´tise´es
De´finition 4.2 Soit G l’ensemble des graphes ferme´s (sans bords), pas ne´ce´ssairement connexes,
forme´s de polygones oriente´s (une face supe´rieure et une face infe´rieure), colle´s le long de leur
bord ou par leurs centres, avec les re`gles suivantes: Chaque polygone a` k cote´s (k ≥ 1 on peut avoir
des 1-gones et des 2-gones) porte un ”signe” (+ ou −) et une ”couleur” (I = 1, . . . , d1d2). Deux
polygones peuvent eˆtre colle´s par leur bord seulement si ils ont la meˆme couleur, (et en respectant
l’orientation des faces). Deux polygones peuvent etre colle´s par leurs centres seulement si ils sont
de couleur diffe´rente et de meˆme signe.
De´finition 4.3 Pour un graphe G ∈ G, on note:
• nk,I(G) = nombre de k−gones de signe + et de couleur I.
• n˜k,I(G) = nombre de k−gones de signe − et de couleur I.
• np,I(G) = nombre d’arreˆtes communes a` deux polygones de couleur I et de signes quelconques.
• n++,I(G) = nombre de paire de polygones de signe + et +, de couleur I colle´s par un bord.
• n−−,I(G) = nombre de paire de polygones de signe − et −, de couleur I colle´s par un bord.
• nk,I;l,J(G) = nombre de paire de polygones forme´es d’un k−gone de signe + et de couleur I, et
d’un l−gone de signe + et de couleur J , colle´s par leurs centres.
• n˜k,I;l,J(G) = nombre de paire de polygones forme´es d’un k−gone de signe − et de couleur I, et
d’un l−gone de signe − et de couleur J , colle´s par leurs centres.
• lI(G) = nombre de sommets de couleur I.
• #Aut(G) = cardinal du groupe des automorphismes de G.
• χ(G) = Caracte´ristique d’Euler-Poincare´ de G, en comptant les liens entre centres de polygones
comme des cylindres. χ(G) est toujours pair.
χ(G) =
∑
I
lI(G)− np(G) +
∑
k
∑
I
nk,I(G) + n˜k,I(G) (II.4-6)
• et nT (G) est donne´ par:
nT (G) :=
∑
I
(
∞∑
k=1
k
2
(nk,I + n˜k,I)−
d1+1∑
k=3
nk,I −
d2+1∑
k=3
n˜k,I
)
+
∑
I<J
∑
k≥1
∑
l≥1
k + l
2
(nk,I;l,J + n˜k,I;l,J) (II.4-7)
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Remarque 4.2 On a l’ine´galite´:
nT (G) ≥ 1
2

∑
I
∞∑
k=1
(nk,I + n˜k,I) +
∑
I<J
∑
k≥1
∑
l≥1
(nk,I;l,J + n˜k,I;l,J)

 (II.4-8)
De´finition 4.4 Le poids de Feynmann d’un graphe G est:
W(G) := N
χ(G)
#Aut(G)
T nT (G)
d1d2∏
I=1
d1+1∏
k=3
(gk,I + Thk,I)
nk,I(G)
d2+1∏
k=3
(g˜k,I + T h˜k,I)
n˜k,I(G)
d1d2∏
I=1
h
n1,I (G)
1,I h
n2,I (G)
2,I
∏
k>d1+1
h
nk,I(G)
k,I
d1d2∏
I=1
h˜
n˜1,I (G)
1,I h˜
n˜2,I (G)
2,I
∏
k>d2+1
h˜
n˜k,I(G)
k,I
∏
I<J
∞∏
k=1
∞∏
l=1
h
nk,I;l,J(G)
k,I;l,J h˜
n˜k,I;l,J (G)
k,I;l,J
∏
I
ǫ
lI (G)
I
∏
I
g˜
n++I
2 g2
n−−I (g2,I g˜2,I − 1)−np,I(G)
(II.4− 9)
4.3 Le mode`le
On de´finit la fonction de partition du mode`le formel comme une se´rie ge´ne´ratrice (au sens combi-
natoire), i.e. une se´rie formelle en puissances de T :
De´finition 4.5 Fonction de partition du mode`le formel
ZForm(ǫ) :=
∏
I
e−
N2
T
ǫI(V1(xI )+V2(yI )−xIyI)
∏
I<J
(xI − xJ )N2ǫIǫJ
∏
I<J
(yI − yJ)N2ǫIǫJ∑
G∈G
W(G) (II.4-10)
Notons que l’ine´galite´ II.4-8 implique que pour chaque puissance de T , seul un nombre fini de
graphes contribuent, et donc II.4-10 de´finit bien une se´rie formelle en puissances de T:
ZForm =
∞∑
n=0
AnT
n (II.4-11)
On de´finit aussi l’e´nergie libre formelle:
FForm := − T
2
N2
lnZForm
=
∑
I
TǫI (V1(xI) + V2(yI)− xIyI) − T 2
∑
I<J
ǫIǫJ ln (xI − xJ) − T 2
∑
I<J
ǫIǫJ ln (yI − yJ)
− T
2
N2
∑
G∈Gconn
W(G) (II.4-12)
qui est aussi une se´rie formelle en puissances de T , qui est la meˆme somme que pour ZForm, mais
re´duite aux diagrammes connexes seulement:
FForm =
∞∑
n=0
BnT
n (II.4-13)
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4.4 Relation avec le mode`le normal a` syme´trie brise´e
Ces de´finitions formelles viennent de l’interpre´tation combinatoire de II.3-7 avec nk = Nǫk, par la
me´thode des diagrammes de Feynman, comme se´rie ge´ne´ratrice de diagrammes (ces graphes sont
introduits dans [13]). En effet, on re´ecrit eq.(II.3-7) sous la forme:
ZNormb(n) =
∫ d1d2∏
I=1
dMx,IdMy,I e
−N
T
Tr [V1(Mx,I)+V2(My,I)−Mx,IMy,I ]
∏
I<J
det (Mx,I ⊗ 1nJ − 1nI ⊗Mx,J) det (My,I ⊗ 1nJ − 1nI ⊗My,J)
=
∫ d1d2∏
I=1
dMx,IdMy,I e
−S
(II.4− 14)
puis on pose Mx,I = xI1nI +XI , My,I = yI1nI + YI , et l’action S, e´crite en termes des matrices
XI et YI est:
S :=
N
T
∑
I
(
g2,I
2
trX2I +
g˜2,I
2
tr Y 2I − trXIYI
)
+
N
T
∑
I
(∑
k≥3
gk,I
k
trXkI +
∑
k≥3
g˜k,I
k
tr Y kI
)
+
N
T
∑
I
(∑
k≥1
hk,I
k
trXkI +
∑
k≥1
h˜k,I
k
tr Y kI
)
+
∑
I<J
∑
k≥1
∑
l≥1
hk,I;l,J
kl
trXkI trX
l
J
+
∑
I<J
∑
k≥1
∑
l≥1
h˜k,I;l,J
kl
tr Y kI tr Y
l
J
(II.4− 15)
La me´thode de Feynmann consiste a` de´velopper en se´rie de Taylor l’exponentielle de tous les
termes sauf la partie quadratique de la premie`re ligne, puis a` calculer les inte´grales gaussiennes
restantes par le the´ore`me de Wick [69, 14, 17, 21, 30]. Les chemins d’inte´gration ne jouent aucun
roˆle ici. Seuls les voisinages des points xI , yI jouent un roˆle. La me´thode de Feynman associe
a` chaque terme du de´veloppement, un diagramme G ∈ G, avec un poids qui est celui e´crit plus
haut. Ceci est pre´sente´ en appendice de [13].
Toutefois, il faut savoir que, meˆme lorsque N et les nI = NǫI sont des entiers, les de´finitions
II.4-10 et II.3-7 ne coincident pas toujours.
Elles ne coincident que dans certains cas (pour des ensembles ouverts de potentiels V1, V2, pour
certaines valeurs de fractions de remplissage, et pour des choix approprie´s de contours Γxk et Γ
y
l).
Il faut en particulier que l’on puisse trouver une base de chemins Γxk,Γ
y
l telle que chaque paire
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de chemins passe par un seul extremum (xI , yI) et telle que le potentiel effectif pour une paire de
valeur propre de (M1,M2) ait un unique minimum.
Lorsqu’elles coincident, II.4-10 est le de´veloppement limite´ de II.3-7 en puissances de T . En
ge´ne´ral, ce de´veloppement est un de´veloppement asymptotique, qui ne converge pas vers une
fonction unique [21, 27].
4.5 De´veloppement topologique
Pour chaque puissance de T , la se´rie II.4-13 compte un nombre fini de diagrammes connexes, et
donc chaque Bn est un polynoˆme en 1/N
2:
Bn(N) =
degBn∑
k=0
Bn,hN
−2h (II.4-16)
Ceci autorise a` de´finir les se´ries a` puissances de N fixe´e (i.e. a` topologie fixe´e puisque la puissance
de N est la caracte´ristique d’Euler).
F
(h)
Form :=
∞∑
n=0
Bn,hT
n (II.4-17)
Chaque F (h) est une se´rie formelle en puissances de T , qui compte les diagrammes de G avec le
meˆme poids que pour ZForm, restreints aux diagrammes connexes de genre h [69, 21, 30]. Ainsi,
par de´finition du mode`le, on a le de´veloppement de l’e´nergie libre en puissances de N−2:
De´finition 4.6 De´veloppement topologique de l’e´nergie libre du mode`le formel:
FForm =
∞∑
h=0
F
(h)
FormN
−2h (II.4-18)
Il s’ave`re que chaque F
(h)
Form est une fonction alge´brique de tous ses parame`tres (les coefficients de
V1 et V2, les ǫk, T ), et donc posse`de un rayon de covergence non nul comme se´rie en puissances
de T . Une partie de mon travail pre´sente´ pour cette habilitation, a consiste´ a` calculer F
(1)
Form, et a`
l’identifier avec le de´terminant du Laplacien sur une courbe alge´brique [P5], [P1]. Au chapitre 4
nous verrons l’expression de F
(0)
Form et F
(1)
Form.
Par contre, la somme eq.(II.4-18) est une se´rie asymptotique en puissances de 1/N2, et, en
ge´ne´ral, ne se resomme pas en une fonction analytique des parame`tres.
Remarque: L’espace des modules du mode`le formel est de dimension d1 + d2+ 3+ d1d2, comme
le mode`le normal et le mode`le normal brise´.
Remarque: Le mode`le formel est celui qui est utilise´ pour les applications des matrices ale´atoires
au de´nombrement des surfaces discre´tise´es, et subse´quement, pour les applications aux the´ories
des champs conformes, a` la gravitation quantique et a` la the´orie des cordes en physique [21, 14,
17, 41, 30, 22].
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5 Observables
Nous allons maintenant de´crire les quantite´s que l’on cherche a` calculer dans ces mode`les. Lorsque
cela` est possible, on cherche bien suˆr a` calculer ces quantite´s pour tout N , mais l’objectif principal
en physique est de les calculer pour N grand, dans divers re´gimes.
5.1 Fonction de partition, e´nergie libre et moments
La fonction de partition et l’e´nergie libre sont des observables fondamentales. Elles ont e´te´ de´finies
pre´ce´dement pour les trois types de mode`les de matrices.
Il est conjecture´1 que la fonction de partition du mode`le normal est une fonction τ isomon-
odromique au sens de Jimbo-Miwa-Ueno [48, 49, 65, 68], et il est connu que la fonction de partition
du mode`le formel est une fonction tau KP [21]. Dans les trois mode`les, l’e´nergie libre a une limite
N grand, relie´e a` la hie´rarchie de Toda ”sans dispersion” [21, 78].
Les de´rive´es de la fonction de partition par rapport aux coefficients des potentiels donnent
acce`s aux moments:
Tk1;...;kr;l1;...;ls := N
−r−s
〈
trMk11 . . . trM
kr
1 trM
l1
2 . . . trM
ls
2
〉
=
(
− T
N2
)r+s ∏
i=1r ki
∏s
i=1 li
Z
∂gk1 . . . ∂gkr ∂g˜l1 . . . ∂g˜ls Z
(II.5− 1)
Souvent, il est pre´fe´rable de calculer les cumulants:
Tconn. k1;...;kr;l1;...;ls := N
r+s−2
〈
trMk11 . . . trM
kr
1 trM
l1
2 . . . trM
ls
2
〉
conn.
= − (−T )r+s−2
∏
i=1r
ki
s∏
i=1
li ∂gk1 . . . ∂gkr ∂g˜l1 . . . ∂g˜ls F
(II.5− 2)
Dans le mode`le Normal et Normal-brise´, les Tconn. k1;...;kr;l1;...;ls sont des inte´grales convergentes.
Dans le mode`le formel, les Tconn. k1;...;kr;l1;...;ls sont des fonctions ge´ne´ratrices de graphes ouverts
[21, 30], avec r bords de signe +, et s bords de signe −.
5.2 Valeurs moyennes de traces mixtes
Notons que les de´rive´es de la fonction de partition et de l’e´nergie libre donnent acce`s seulement
aux moments non mixtes, i.e. aux valeurs moyennes de produits de traces, telles que chaque trace
ne contienne qu’un seul type de matrice (M1 ou M2).
1Cela` a e´te´ prouve´ dans le cas d’une seule matrice [P7].
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Pour les trois mode`les de matrices, on peut souhaiter calculer la valeur moyenne de toute traces
de la forme:
Tk1,1,l1,1,...,k1,r1 ,l1,r1 ;...;kr,1,lr,1,...,kr,rr ,lr,rr
:= N−
∑
i ri
〈
r∏
s=1
Tr
(
M
ks,1
1 M
ls,1
2 . . .M
ks,rs
1 M
ls,rs
2
)〉
(II.5-3)
dont l’exemple le plus simple est:
Tk,l :=
1
N
〈
TrMk1M
l
2
〉
(II.5-4)
Ces observables ne peuvent pas eˆtre obtenues en de´rivant l’e´nergie libre par rapport aux coefficients
des potentiels. Elles ne peuvent pas non plus eˆtre obtenues a` partir des densite´s de valeurs propres
(en effet, on ne peut pas exprimer trMk1M
l
2 a` partir des valeurs propres deM1 etM2). Leur calcul
est plus difficile, et repre´sente l’un des de´fis de ce mode`le.
Pour le mode`le normal, l’observable eq.(II.5-4) a e´te´ calcule´e par (Bertola,Eynard) dans [P4],
et une ge´ne´ralisation a` toutes les autres observables mixtes a e´te´ obtenue par (Eynard, Prats-
Ferrer) dans [36], en utilisant le the´ore`me II.1.1.
Dans le mode`le formel, les observables mixtes du type eq.(II.5-3) sont les fonctions ge´ne´ratrices
de surfaces ouvertes, dont les bords peuvent porter plusieurs signes, autrement dit, avec des
conditions de bords non-triviales [21]. L’e´tude des ope´rateurs de bords est un sujet actuel et actif
en physique des the´ories conformes et en the´orie des cordes, et ou` beaucoup reste a` comprendre
[55]. Les mode`les de matrices pourraient apporter des re´sultats a` ce domaine.
Une large classe de ces observables (incluant eq.(II.5-4)) a e´te´ calcule´e dans la limite N →∞
par (Eynard) dans [P3] et dans [32], et le calcul de toutes les autres observables mixtes est en
voie d’eˆtre acheve´ a` ce jour.
5.3 Densite´s et corre´lations de valeurs propres
Conside´rons ici uniquement le mode`le normal. Nous allons suivre les traces de Mehta [58, 62].
Donnons nous r et s deux entiers compris entre 0 et N (et l’un au moins non nul), et des
entiers k1, . . . , kr compris entre 1 et d1 et l1, . . . , ls compris entre 1 et d2.
De´finition 5.1 Densite´s de probabilite´s inte´gre´es de eq.(II.2-13), sur
(∏r
i=1 Γ
x
ki ×
∏s
j=1 Γ
y
lj
)
:
ρk1,...,kr;l1,...,lsr;s (x1, . . . , xr; y1, . . . , ys) dx1 . . . dxrdy1 . . . dys
:=
∑
kr+1,...,kN
∑
ls+1,...,lN
N∏
i=1
∫
∀i>r, xi∈Γxki
∫
∀i>s, yi∈Γyli
dνNorm, k1,...,kN ;l1,...,lN (x1, . . . , xN ; y1, . . . , yN)
(II.5− 5)
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C’est la probabilite´ que x1 ∈ Γxk1, . . . , xr ∈ Γxkr soient valeurs propres deM1 et y1 ∈ Γyl1 , . . . , ys ∈
Γyls soient valeurs propres de M2, simultane´ment.
De´finition 5.2 Fonctions de corre´lations de valeurs propres
Rk1,...,kr;l1,...,lsr;s (X1, . . . , Xr; Y1, . . . , Ys)
:= N−r−s
〈
r∏
i=1
Tr δ(x,ki)(Xi −M1)
s∏
i=1
Tr δ(y,li)(Yi −M2)
〉
:= N−r−s
∑
kr+1,...,kN
∑
ls+1,...,lN
N∏
i=1
∫
xi∈Γxki
∫
yi∈Γyli
r∏
i=1
(
N∑
j=1
δ(Xi − xj)
)
s∏
i=1
(
N∑
j=1
δ(Yi − yj)
)
dνNorm, k1,...,kN ;l1,...,lN (x1, . . . , xN ; y1, . . . , yN)
(II.5− 6)
ou` δ(x,k)(x) (resp. δ(y,k)(y)) est la distribution δ de Dirac sur le contour Γxk (resp. Γ
y
k).
On peut aussi de´finir la partie connexe (les cumulants), on la note:
Rk1,...,kr;l1,...,lsconn. r;s (X1, . . . , Xr; Y1, . . . , Ys) (II.5-7)
Remarque 5.1 Les deux fonctions Rr;s et ρr;s sont presque e´gales. Lorsque tous les xi sont distincts
et tous les yi sont distincts on a:
Rk1,...,kr;l1,...,lsr;s (x1, . . . , xr; y1, . . . , ys) =
N !2N−r−s
N − r!N − s!ρ
k1,...,kr;l1,...,ls
r;s (x1, . . . , xr; y1, . . . , ys) (II.5-8)
Remarque 5.2 On peut retrouver les quantite´s de´finies en eq.(II.5-1):
Tp1;...;pr;q1;...;qs
=
∑
k1,...,kr
∑
l1,...,ls
∫
xi∈Γxki
∫
yi∈Γyli
xp11 . . . x
pr
r y
q1
1 . . . y
qs
s
Rk1,...,kr;l1,...,lsr;s (x1, . . . , xr; y1, . . . , ys) dx1 . . . dxrdy1 . . . dys (II.5-9)
Remarque 5.3 On a la relation de re´currence e´vidente:
ρ
k1,...,kr−1;l1,...,ls
r−1;s (x1, . . . , xr−1; y1, . . . , ys) dx1 . . . dxr−1dy1 . . . dys
=
∑
kr
∫
xr∈Γxkr
ρk1,...,kr;l1,...,lsr;s (x1, . . . , xr; y1, . . . , ys) dx1 . . . dxrdy1 . . . dys
(II.5− 10)
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5.4 Fonctions ge´ne´ratrices
Il est plus commode d’introduire des fonctions ge´ne´ratrices pour les moments [21].
De´finition 5.3 La re´solvante de la matrice M1 est:
W1(x) :=
∞∑
k=0
Tk
xk+1
=
1
N
〈
tr
1
x−M1
〉
=
∑
k
∫
x
Γk
1
x− x′ρ
k
1,0(x
′) dx′ (II.5-11)
Notons que W1(x) n’est qu’une se´rie formelle en 1/x (pour les trois mode`les), et il faut faire
attention si on veut l’interpre´ter comme une se´rie convergente, et comme une fonction analytique
de x. En fait W1(x) est une se´rie asymptotique au voisinage de x → ∞ qui de´finit plusieurs
fonctions analytiques diffe´rentes.
De meˆme,
De´finition 5.4 La re´solvante de la matrice M2 est:
W2(y) :=
∞∑
l=0
Tl
yl+1
=
1
N
〈
tr
1
y −M2
〉
=
∑
l
∫
Γyl
1
y − y′ρ
l
0,1(y
′) dy′ (II.5-12)
Comme pre´ce´dement, c’est une se´rie formelle, qui correspond a` plusieurs fonctions analytiques
diffe´rentes:
On introduit aussi des fonctions a` deux points (voir notations de eq.(II.5-2)):
De´finition 5.5 Fonctions a` deux points
W1;2(x; y) :=
∞∑
k=0
∞∑
l=0
Tconn. k;l
xk+1yl+1
=
〈
tr
1
x−M1 tr
1
y −M2
〉
−N2W1(x)W2(y) (II.5-13)
W1;1(x; x
′) :=
∞∑
k=0
∞∑
l=0
Tconn. k;l
xk+1x′l+1
=
〈
tr
1
x−M1 tr
1
x′ −M1
〉
−N2W1(x)W1(x′) (II.5-14)
W2;2(y; y
′) :=
∞∑
k=0
∞∑
l=0
Tconn. k;l
yk+1y′l+1
=
〈
tr
1
y −M2 tr
1
y′ −M2
〉
−N2W2(y)W2(y′) (II.5-15)
Notons ce sont des se´ries formelles en x et y, i.e. des se´ries asymptotiques qui de´finisent plusieurs
fonctions analytiques diffe´rentes.
On introduit aussi des fonctions a` deux points contenant les traces mixtes du type eq.(II.5-4):
De´finition 5.6 Fonction de corre´lation a` deux points mixte
W1,2(x, y) :=
∞∑
k=0
∞∑
l=0
Tk,l
xk+1yl+1
=
1
N
〈
tr
1
x−M1
1
y −M2
〉
(II.5-16)
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Conclusion
L’objet de l’e´tude des mode`les de matrices est essentiellement de calculer toutes ces fonctions, en
particulier dans la limite N →∞.
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Chapitre 3
Me´thode des polynoˆmes biorthogonaux
et inte´grabilite´
Cette me´thode ne s’applique qu’au mode`le normal, on peut aussi lui donner un sens pour le
mode`le formel, mais nous ne le ferons pas ici. Nous nous placerons de´sormais dans le cadre du
mode`le normal de´fini dans le paragraphe II.2.3. Il y a de nombreuses re´fe´rences sur les polynoˆmes
orthogonaux: [58, 67, 20], voir aussi [1, 28, 21].
1 Polynoˆmes biorthogonaux
De´finition 1.1 Conside´rons deux familles de polynoˆmes moniques πn(x) = x
n + . . . et σn(y) =
yn + . . ., telles que: ∫
Γ
dxdy πn(x)σm(y) e
−N
T
[V1(x)+V2(y)−xy] = hnδnm (III.1-1)
1.1 Ge´ne´ralisation de la formule de Heine
The´ore`me 1.1 Formule de Heine ge´ne´ralise´e pour les polynoˆmes biorthogonaux
πn(x) =
∫
Hn(Γ)
dM1dM2 det(x−M1) e−NT [V1(M1)+V2(M2)−M1M2]∫
Hn(Γ)
dM1dM2 e
−N
T
[V1(M1)+V2(M2)−M1M2]
(III.1-2)
autrement dit, πn est la valeur moyenne du polynoˆme caracte´ristique de la matrice M1. De meˆme:
σn(y) =
∫
Hn(Γ)
dM1dM2 det(y −M2) e−NT [V1(M1)+V2(M2)−M1M2]∫
Hn(Γ)
dM1dM2 e
−N
T
[V1(M1)+V2(M2)−M1M2]
(III.1-3)
Ce the´ore`me semble eˆtre duˆ a` Jean Zinn-justin [77]. Il est expose´ dans [P11]. Ecrit avec la
mesure induite sur les valeurs propres, il donne une formule semblable a` celle de Heine [67] pour
les polynoˆmes orthogonaux.
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Il est clair que l’existence des polynoˆmes biorthogonaux est e´quivalente a` la non-annulation
du de´nominateur. Pour le mode`le hermitien, avec des potentiels V1 et V2 re´els, l’inte´grand du
de´nominateur est strictement positif, et le de´nominateur ne s’annule jamais (voir aussi [28]). Pour
le cas ge´ne´ral, il n’a pas encore e´te´ trouve´ de crite`re simple sur V1 et V2 pour garantir l’existence
des polynoˆmes orthogonaux.
Remarquons d’apre`s [P6], que le de´nominateur est un polynoˆme de degre´ ≤ n dans les κ, et
donc la non-existence des polynoˆmes biorthogonaux (i.e. ∃n tel que le de´nominateur s’annule) est
un sous-ensemble de mesure nulle (de´nombrable) de Cd1×d2 . Autrement dit, pour V1 et V2 donne´s,
les polynoˆmes biorthogonaux existent pour presque tout κ. Cet argument est duˆ a` M. Bertola.
1.2 Notation, fonctions d’ondes
Nous allons suivre les notations de [P8], [P6]:
De´finition 1.2 Fonctions d’ondes
ψn(x) :=
1√
hn
πn(x) e
−N
T
V1(x) , φn(y) :=
1√
hn
σn(y) e
−N
T
V2(y) (III.1-4)
De´finition 1.3 Transforme´es de Fourier-Laplace des fonctions d’ondes
k = 1, . . . , d1, ψ˜
(k)
n (y) :=
∫
Γxk
ψn(x)e
N
T
xydx
k = 1, . . . , d2, φ˜
(k)
n (x) :=
∫
Γyk
φn(y)e
N
T
xydy (III.1-5)
De´finition 1.4 Transforme´es de Hilbert des fonctions d’ondes
ψ˜(0)n (y) := e
N
T
V2(y)
∫
Γ
ψn(x)
y − y′ e
−N
T
V2(y′)e
N
T
xy′dxdy′ (III.1-6)
φ˜(0)n (x) := e
N
T
V1(x)
∫
Γ
φn(y)
x− x′ e
−N
T
V1(x′)e
N
T
x′ydx′dy (III.1-7)
Notons que les ψn, φn, ainsi que les ψ˜
(k) et φ˜(k) pour k > 0 sont des fonctions entie`res. Par
contre, les transforme´es de Hilbert sont analytiques par morceaux dans C/∪jΓxj (resp. C/∪jΓyj).
La fonction φ˜
(0)
n (x) est discontinue chaque fois que x croise un contour Γxj, et sa discontinuite´
vaut (x+ et x− de´signent respectivement des points a` gauche et a` droite du contour):
φ˜(0)n (x+) = φ˜
(0)
n (x−) + 2iπ
d2∑
l=1
κj,l φ˜
(l)
n (x) (III.1-8)
de meˆme, si y ∈ Γyj :
ψ˜(0)n (y+) = ψ˜
(0)
n (y−) + 2iπ
d1∑
l=1
κl,j ψ˜
(l)
n (y) (III.1-9)
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On peut aussi de´finir des fonctions entie`res a` partir des transforme´es de Hilbert, par prolongement
analytique en de´plac¸ant les contours. pour chaque composante connexe A de C/∪j Γxj, on obtient
une fonction entie`re sur C, qui coincide avec ψ˜
(0)
n (x) sur A. Cette proce´dure permet d’obtenir d1
(resp. d2) fonctions entie`res inde´pendantes, note´es:
φ˜(0,k)n (x) , k = 1, . . . , d1 , ψ˜
(0,k)
n (y) , k = 1, . . . , d2 (III.1-10)
2 Relations de re´currences et matrices a` bandes finies
Les polynoˆmes πn forment une base, et l’on peut de´composer le polynoˆme xπn(x) sur cette base,
et donc pour les ψn:
xψn(x) =
n+1∑
m=0
Qnm ψm(x) (III.2-1)
de meˆme:
yφn(y) =
n+1∑
m=0
Pnm φm(y) (III.2-2)
ou` Q et P sont des matrices semi–infinies.
De meˆme, on peut de´composer le polynoˆme π′n(x) sur la base des πn, le terme de plus haut
degre´ e´tant nπn−1. La de´rive´e de ψn peut donc se de´composer sur la base des ψm, avec m ≤ n+d1
(a` cause de la de´rive´e de e−
N
T
V1). Les coefficients de ce de´veloppement sont obtenus par l’identite´
∀n,m,
∫
Γ
dxdy ∂x
(
ψn(x)φm(y) e
N
T
xy
)
= 0 (III.2-3)
qui implique:
− T
N
∂xψn(x) =
n+d1∑
m=n−1
Pmnψm(x) (III.2-4)
On a vu plus haut que cette somme est en fait limite´e a` m ≤ n + d1, i.e.
Pnm = 0 si m > n+ 1 ou m < n− deg V ′1 (III.2-5)
de meˆme:
Qnm = 0 si m > n + 1 ou m < n− deg V ′2 (III.2-6)
i.e. les matrices Q et P sont a` bande finie.
On pose:
αk(n) := Qn,n−k , βk(n) := Pn,n−k (III.2-7)
Le fait que les polynoˆmes sont moniques implique:
α−1(n) = β−1(n) =
√
hn+1
hn
:= γn (III.2-8)
28
Autrement dit:
Q =


α0(0) γ0 0 . . .
α1(1) α0(1) γ1 0
...
. . .
. . . 0
αd2(d2)
. . . γd2
0 αd2(d2 + 1)
. . .
. . .
... 0
. . .
0 0
. . .


(III.2-9)
P =


β0(0) γ0 0 . . .
β1(1) β0(1) γ1 0
...
. . .
. . . 0
βd1(d1)
. . . γd1
0 βd1(d1 + 1)
. . .
. . .
... 0
. . .
0 0
. . .


(III.2-10)
2.1 Notations pour les matrices semi–infinies
Si on de´finit la matrice semi–infinie:
Λ :=

 0 1 0 . . .... 0 1 . . .
0 . . .
. . .
. . .

 i.e. Λij = δi+1,j (III.2-11)
et les matrices:
αk := diag(αk(n))n=0,...,∞ , βk := diag(βk(n))n=0,...,∞ , γ := diag(γn)n=0,...,∞ (III.2-12)
on peut e´crire:
Q = γΛ +
d2∑
k=0
αkΛ
tk , P = γΛ +
d1∑
k=0
βkΛ
tk (III.2-13)
On introduit aussi les projecteurs sur le sous espace des polynomes de degre´ ≤ n:
Πn := diag(1, . . . , 1(n+ 1 termes), . . . , 1, 0, . . .) (III.2-14)
On a les relations:
ΛΠn = Πn−1Λ , ΛΛ
t = 1 , ΛtΛ = 1−Π0 (III.2-15)
Remarque 2.1 Notons que l’alge`bre des matrices infinies conside´re´e ici, n’est pas associative (A(BC) 6=
(AB)C), car on ne peut pas e´changer l’ordre de sommation pour les sommes infinies. Il n’y a associativite´
que si toutes les sommes implique´es sont finies, c’est le cas pour les matrices a` bandes finies et les
projecteurs Πn.
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2.2 Relations entre P et Q
Le fait que la de´composition de π′n sur la base des π commence par:
π′n(x) = nπn−1(x) + . . . (III.2-16)
implique pour P et Q les relations:
(P t)n,m = (V
′
1(Q))n,m si m ≥ n , (P t)n,n−1 = (V ′1(Q))n,n−1 −
Tn
Nγn−1
(III.2-17)
De meˆme:
(Qt)n,m = (V
′
2(P ))n,m si m ≥ n , (Qt)n,n−1 = (V ′2(P ))n,n−1 −
Tn
Nγn−1
(III.2-18)
Ces relations sont souvent appele´es ”e´quations du mouvement” [21].
Cela implique en particulier:
Λd2αd2 = g˜d2+1(γΛ)
d2 , Λd1βd1 = gd1+1(γΛ)
d1 (III.2-19)
On a aussi la relation de Heisenberg aussi appele´e ”e´quation des cordes” [21]:
[P t, Q] =
T
N
1 (III.2-20)
2.3 Relations de re´currences, re´sume´
On a l’ensemble de relations:
xψn =
∑d2
k=−1 αk(n)ψn−k , yφn =
∑d1
k=−1 βk(n)φn−k
− T
N
∂xψn =
∑d1
k=−1 βk(n+ k)ψn+k , − TN ∂yφn =
∑d2
k=−1 αk(n+ k)φn+k
(III.2-21)
De plus, il est facile de montrer [P6] que pour tout j ∈ [0, d2]:
xφ˜
(j)
n =
∑d1
k=−1 αk(n + k)φ˜
(j)
n+k + δj,0
√
h0e
N
T
V1(x)
T
N
∂xφ˜
(j)
n =
∑d1
k=−1 βk(n)φ
(j)
n−k + δj,0
√
h0e
N
T
V1(x)
(
V ′1 (x)−V
′
1(Q)
x−Q
)
0,n
(III.2-22)
et pour tout j ∈ [0, d1]:
yψ˜
(j)
n =
∑d1
k=−1 βk(n+ k)ψ˜
(j)
n+k + δj0
√
h0e
N
T
V2(y)
T
N
∂yψ˜
(j)
n =
∑d2
k=−1 αk(n)ψ˜
(j)
n−k + δj,0
√
h0e
N
T
V2(y)
(
V ′2(y)−V
′
2 (P )
y−P
)
0,n
(III.2-23)
30
3 Noyaux et densite´s
On introduit [P10]:
De´finition 3.1 les noyaux
K12(x, y) :=
N−1∑
j=0
ψj(x)φj(y) (III.3-1)
K
(k)
11 (x, x
′) :=
N−1∑
j=0
ψj(x)φ˜
(k)
j (x
′) (III.3-2)
K
(k)
22 (y
′, y) :=
N−1∑
j=0
ψ˜
(k)
j (y
′)φj(y) (III.3-3)
K21(y
′, x′) :=
d1∑
k=1
d2∑
l=1
κk,l
N−1∑
j=0
ψ˜
(k)
j (y
′)φ˜
(l)
j (x
′)− e−NT [V1(x)+V2(y)−xy]
= −
d1∑
k=1
d2∑
l=1
κk,l
∞∑
j=N
ψ˜
(k)
j (y
′)φ˜
(l)
j (x
′) (III.3-4)
Ces noyaux permettent de calculer les densite´s de´finies en eq.(II.5-5).
The´ore`me 3.1 (Eynard, Mehta [P10]) les densite´s de valeurs propres de´finies en def.II.5.1 sont
donne´es par:
ρk1,...,kr;l1,...,lsr;s (x1, . . . , xr; y1, . . . , ys) = det
(
K
(kj)
11 (xi, xj) K12(xi, yj)
K21(yi, xj) K
(li)
22 (yi, yj)
)
(III.3-5)
La preuve est expose´e dans [P10], c’est une ge´ne´ralisation du the´ore`me de Dyson pour les
polynoˆmes orthogonaux [25]. Elle utilise la relation de re´curence eq.(II.5-10) et les proprie´te´s
auto-reproduisantes des noyaux:∑
k,k′
κk,k′
∫
x
Γk
du K
(k′)
11 (x, u)K
(l)
11 (u, x
′) = K
(l)
11 (x, x
′) (III.3-6)
∑
k,k′
κk,k′
∫
Γyk
du K
(k′)
22 (y, u)K
(l)
22 (u, y
′) = K
(l)
22 (y, y
′) (III.3-7)
∑
k,l
κk,l
∫
x
Γk
du K21(y, u)K
(l)
11 (u, x) = K21(y, x) (III.3-8)
∑
k,l
κk,l
∫
Γyl
du K
(k)
22 (y, u)K21(u, x) = K21(y, x) (III.3-9)
Grace a` ce the´ore`me, le calcul de ces quatre noyaux (notons que ceux ci s’obtiennent par trans-
forme´e de Fourrier a` partir de K12), est suffisant pour calculer toutes les fonctions de corre´lations
de valeurs propres du type eq.(II.5-5).
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4 Matrices de Christoffel–Darboux
The´ore`me 4.1 La matrice:
An := [Q,Πn−1] (III.4-1)
posse`de seulement un sous bloc de taille d2 + 1× d2 + 1 non identiquement nul:
(An)k,l =


αk−l(k) si n ≤ k ≤ n+ d2 − 1 , n− d2 ≤ l ≤ n− 1 , k − l ≤ d2
−γn−1 si k = n− 1 et l = n
0 autrement
(III.4-2)
De meˆme, Bn := [P,Πn−1], posse`de seulement un bloc de taille d1 + 1 non nul:
(Bn)k,l =


βk−l(k) si n ≤ k ≤ n+ d1 − 1 , n− d1 ≤ l ≤ n− 1 , k − l ≤ d1
−γn−1 si k = n− 1 et l = n
0 autrement
(III.4-3)
De´finition 4.1 Les matrices An et Bn seront appele´es matrices de Christoffel–Darboux.
On a imme´diatement la ge´ne´ralisation du the´ore`me de Christoffel–Darboux [P8]:
The´ore`me 4.2 the´ore`me de Christoffel–Darboux ge´ne´ralise´
(x′ − x)K(k)11,n(x, x′) =
n+d2−1∑
i=n−1
n∑
j=n−d2
Ani,j ψj(x) φ˜
(k)
i (x
′) (III.4-4)
(y′ − y)K(k)22,n(y′, y) =
n+d1−1∑
i=n−1
n∑
j=n−d1
Bni,j ψ˜
(k)
i (y
′)φj(y) (III.4-5)
Graˆce a` ce tho´re`me, le calcul des noyaux se re´duit au calcul de seulement d2 + 1 polynomes de
type ψn, et d1 + 1 polynomes de type φn. Ceci est particulie`rement utile dans la limite n → ∞.
Il n’est pas clair qui a de´couvert ce the´ore`me pour la premie`re fois.
Corollaire 4.1 On a des relations additionnelles (Bertola, Eynard, Harnad [P8]), par exemple:
(x+
T
N
∂y)K12,n(x, y) = −
n+d2−1∑
i=n−1
n∑
j=n−d2
Ani,j ψj(x)φi(y) (III.4-6)
(y +
T
N
∂x)K12,n(x, y) = −
n+d1−1∑
i=n−1
n∑
j=n−d1
Bni,j ψi(x)φj(y) (III.4-7)
T
N
(∂x + ∂x′)K
(k)
11,n(x, x
′) =
n+d1−1∑
i=n−1
n∑
j=n−d1
Bni,j ψi(x) φ˜
(k)
j (x
′) (III.4-8)
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5 Repliement sur une feneˆtre
On a vu que les noyaux peuvent s’exprimer seulement a` l’aide des polynomes de rang ∈ [n−d2, n]
et des transforme´es de Fourrier de rang ∈ [n− 1, n+ d2 − 1].
De´finition 5.1 Les vecteurs suivants, forme´s de d2 + 1 fonctions d’ondes ψ (resp. transforme´es
de Fourrier φ˜) conse´cutifs sont appelle´s feneˆtre et feneˆtre duale:
Ψn(x) := (ψn−d2(x), . . . , ψn(x))
t , Φ˜(k)n (x) := (φ˜
(k)
n−1(x), . . . , φ˜
(k)
n+d2−1
(x))t (III.5-1)
et de meˆme:
De´finition 5.2 Les vecteurs suivants, forme´s de d1 + 1 fonctions d’ondes φ (resp. transforme´es
de Fourrier ψ˜) conse´cutifs sont appelle´s feneˆtre et feneˆtre duale:
Φn(y) := (φn−d1(y), . . . , φn(y))
t , Ψ˜(k)n (y) := (ψ˜
(k)
n−1(y), . . . , ψ˜
(k)
n+d1−1
(y))t (III.5-2)
Il est clair qu’on peut utiliser la premie`re relation eq.(III.2-21) (multiplication par x) pour exprimer
n’importequel polynoˆme ψm avec m ∈ [0,∞[, comme une combinaison line´aire a` coefficients
polynomiaux en x de polynoˆmes de la feneˆtre.
De´finition 5.3 La matrice Fn(x) de taille ∞× (d2 + 1) telle que
∀m = 0, . . . ,∞ , ψm(x) =
n∑
j=n−d2
(Fn(x))m,j ψj(x) (III.5-3)
est appele´e matrice de repliement sur la feneˆtre Ψn.
On a deg (Fn)m,j ≤ n− d2 −m si m < n− d2 et deg (Fn)m,j ≤ m− n si m > n. La matrice Fn(x)
a e´te´ calcule´e par Bertola-Eynard dans [P2], et vaut:
The´ore`me 5.1 (Bertola, Eynard [P2]) La matrice Fn(x) est donne´e par
Fn(x) = ((Q− x)−1L − (Q− x)−1R )An (III.5-4)
ou` (Q − x)−1R et (Q − x)−1L sont respectivement les inverses a` droite (triangulaire infe´rieure) et
a` gauche (triangulaire supe´rieure) de la matrice Q − x. On les calcule en introduisant les deux
matrices suivantes respectivement strictement triangulaires supe´rieures et infe´rieures:
QL := 1− 1
g˜d2+1
(γ−1Λ)d2 (Q− x) , QR := 1−Π0 − Λtγ−1 (Q− x) (III.5-5)
on a:
(Q− x)−1L =
1
g˜d2+1
(1−QL)−1 (γ−1Λ)d2 (III.5-6)
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(Q− x)−1R = (1−QR)−1 Λtγ−1 (III.5-7)
la matrice (1−QL)−1 est une notation pour
∑∞
k=0(QL)k, et il faut noter que pour le calcul d’un
e´le´ment de Fn(x), cette somme se re´duit a` une somme finie (cf remarque III.2.1).
De meˆme on de´finit les matrices respectivement triangulaires infe´rieure et supe´rieure:
Q˜L := 1− Πd2−1 −
1
g˜d2+1
(Λtγ−1)d2 (Q− x)t , Q˜R := 1− γ−1 Λ (Q− x)t (III.5-8)
et la matrice:
F˜n(x) = (
1
g˜d2+1
(1− Q˜L)−1 (Λtγ−1)d2 − (1− Q˜R)−1 γ−1Λ)Atn (III.5-9)
qui assure le repliement des transforme´es de Fourrier (pour tout k = 1, . . . , d2):
∀m = 0, . . . ,∞ , φ˜(k)m (x) =
n+d2−1∑
j=n−1
F˜mj,n(x) φ˜
(k)
j (x) (III.5-10)
Et on peut de´finir de fac¸on similaire les repliements des φ et ψ˜:
φm(y) =
n∑
j=n−d1
Gnm,j(y)φj(y) , ψ˜
(k)
m (y) =
n+d1−1∑
j=n−1
G˜nm,j(y) ψ˜
(k)
j (y) (III.5-11)
6 Syste`mes diffe´rentiels
The´ore`me 6.1 La feneˆtre Ψn(x) satisfait un syste`me d’e´quation diffe´rentielles line´aires a` coeffi-
cients polynomiaux
− T
N
∂xΨn(x) = D1,n(x)Ψn(x) (III.6-1)
et D1,n(x) est le seul bloc non nul de la matrice:
D1,n(x) = (Πn − Πn−d2−1)P t Fn(x) (III.6-2)
preuve: (voir [P8], [P2], mais ces syste`mes ont e´te´ trouve´s dans des cas particuliers avant)
on utilise le repliement sur une feneˆtre. On e´crit la relation eq.(III.2-21) (∂xψ) pour tous les
polynoˆmes de la feneˆtre, et l’on utilise eq.(III.5-3) pour exprimer le membre de droite sur la base
des polynoˆmes de la feneˆtre:
∀m = n− d2, . . . , n , − T
N
∂xψm(x) =
m+d1∑
k=m−1
Pkmψk(x) =
m+d1∑
k=m−1
n∑
j=n−d2
PkmFkj,n(x)ψj(x)
=
n∑
j=n−d2
(P tFn(x))mjψj(x) (III.6-3)
QED.
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Notons que D1,n(x) est une matrice de taille d2 + 1 × d2 + 1, dont les coefficients sont des
polynoˆmes en x de degre´ ≤ d1.
De meˆme, on de´finit trois autres syste`mes diffe´rentiels (on suppose n > max(d1, d2), sinon il y
a des termes correspondant aux petites valeurs de n comme dans eq.(III.2-22)):
De´finition 6.1 Autres syste`mes d’e´quations diffe´rentielles line´aires a` coefficients polynomiaux
T
N
∂xΦ˜
(k)
n (x) = D˜1,n(x)Φ˜(k)n (x) , D˜1,n(x) = (Πn+d2−1 −Πn−2)P F˜n(x) (III.6-4)
− T
N
∂yΦn(y) = D2,n(y)Φn(y) , D2,n(y) = (Πn − Πn−d1−1)QtGn(y) (III.6-5)
T
N
∂yΨ˜
(k)
n (y) = D˜2,n(y)Ψ˜(k)n (y) , D˜2,n(y) = (Πn+d1−1 − Πn−2)QG˜n(y) (III.6-6)
Notons que D˜1,n(x) est une matrice de taille d2+1×d2+1, dont les coefficients sont des polynoˆmes
en x de degre´ ≤ d1, comme D1,n(x). De meˆme, D2,n(y) et D˜2,n(y) sont des matrices de taille
d1 + 1× d1 + 1, dont les coefficients sont des polynoˆmes en y de degre´ ≤ d2.
Dans [P2], nous avons obtenu des expressions encore plus explicites de ces syste`mes.
The´ore`me 6.2 (Bertola, Eynard [P2]) La matrice D1,n(x) s’e´crit:
D1,n(x) =


V ′1(Q)n−d2,n−d2 . . . V
′
1(Q)n−d2,n−1 0
0
. . .
...
...
0 0 V ′1(Q)n−1,n−1 0
0 . . . 0 V ′1(x)


+

 γ(n− d2 − 1) . . .
γ(n− 1)




−αd2−1(n−1)
αd2 (n−1)
. . . x−α0(n−1)
αd2 (n−1)
− γ(n−1)
αd2 (n−1)
1 0
. . .
...
0 . . . 1 0


−


V ′1(Q)−V
′
1 (x)
Q−x n−d2,n−1
. . .
V ′1 (Q)−V
′
1(x)
Q−x n−d2,n+d2−1
...
...
V ′1(Q)−V
′
1 (x)
Q−x n,n−1
. . .
V ′1 (Q)−V
′
1(x)
Q−x n,n+d2−1

AN , (III.6-7)
La preuve est de´taille´e dans [P2]. Elle utilise eq.(III.6-2) et eq.(III.2-17).
On a bien suˆr des expressions similaires pour les 3 autres syste`mes [P2].
7 Dualite´ spectrale
Il a e´te´ pouve´ par Bertola-Eynard-Harnad [P8] que ces syste`mes diffe´rentiels sont duaux.
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The´ore`me 7.1 (Bertola, Eynard, Harnad [P8]) les matrices D1,n(x) et D˜t1,n(x) sont conjugue´es
par la matrice de Christoffel–Darboux:
AnD1,n(x) = D˜t1,n(x)An (III.7-1)
preuve: donnons ici une ide´e de la de´monstration de [P8]:
Supposons que n > d2 + d1. Conside´rons deux solutions arbitraires des syste`mes D1,n(x) et
D˜1,n(x):
f(x) = (fn−d2(x), . . . , fn(x))
t ,
T
N
∂xf(x) = −D1,n(x)f(x) (III.7-2)
g(x) = (gn−1(x), . . . , gn+d2−1(x))
t ,
T
N
∂xg(x) = D˜1,n(x)g(x) (III.7-3)
On de´finit les fonctions fm(x) avec n−d2−1 ≤ m ≤ n+d1 et gm(x) avec n−d1−1 ≤ m ≤ n+d2,
re´cursivement par:
d2∑
k=−1
αk(m)fm−k(x) = xfm(x) ,
d2∑
k=−1
αk(m+ k)gm+k(x) = xgm(x) (III.7-4)
les e´quations eq.(III.7-2) et eq.(III.7-3) sont alors e´quivalentes a` (voir [P8] pour de´tails):
∀m ∈ [n− d2, n] − T
N
∂xfm(x) =
d1∑
k=−1
βk(m+ k)fm+k(x)
∀m ∈ [n− 1, n+ d2 − 1] T
N
∂xgm(x) =
d1∑
k=−1
βk(m)gm−k(x) (III.7-5)
c’est a` dire les relations eq.(III.2-21) et eq.(III.2-22). On a donc:
T
N
gt(x′)
(
D˜t1,n(x′)An − AnD1,n(x)
)
f(x)
=
T
N
n+d2−1∑
r=n−1
n∑
s=n−d2
gr(x
′)fs(x)
(
D˜t1,n(x′)An − AnD1,n(x)
)
r,s
=
n+d2∑
r=n−d1−1
n+d1∑
s=n−d2−1
gr(x
′)fs(x)
[
P t, An
]
r,s
=
n+d2∑
r=n−d1−1
n+d1∑
s=n−d2−1
gr(x
′)fs(x)
[
P t, [Q,Π]
]
r,s
=
n+d2∑
r=n−d1−1
n+d1∑
s=n−d2−1
gr(x
′)fs(x)
(
[[P t, Q],Π] + [Q, [P t,Π]]
)
r,s
=
n+d2∑
r=n−d1−1
n+d1∑
s=n−d2−1
gr(x
′)fs(x)
[
Q, [P t,Π]
]
r,s
= (x′ − x)
n∑
r=n−d1
n+d1−1∑
s=n−1
gr(x
′)fs(x)
[
P t,Π
]
r,s
36
= (x− x′)
n∑
r=n−d1
n+d1−1∑
s=n−1
gr(x
′)fs(x)
(
Btn
)
r,s
(III.7− 6)
qui s’annule pour x′ = x. Ceci e´tant vrai pour toute solutions f et g, on doit avoir:
D˜t1,n(x)An = AnD1,n(x) (III.7-7)
QED. Notons que l’on a utilise´ la relation de Heisenberg entre P et Q:
[P t, Q] =
T
N
1 (III.7-8)
A partir de la`, il a e´te´ pouve´ par Bertola-Eynard-Harnad [P8] que ces quatres syste`mes
diffe´rentiels ont la meˆme courbe spectrale:
The´ore`me 7.2 (Bertola, Eynard, Harnad [P8]) Les 4 syste`mes D1,n(x), D˜1,n(x), D2,n(y), D˜2,n(y)
ont la meˆme courbe spectrale:
En(x, y) = g˜d2+1 det (y1−D1,n(x)) = g˜d2+1 det
(
y1− D˜1,n(x)
)
= gd1+1 det (x1−D2,n(y)) = gd1+1 det
(
x1 − D˜2,n(y)
)
(III.7-9)
ide´e de la preuve: les e´galite´s diagonales (par exemple entre D1,n(x) et D˜2,n(y)) ne font pas
intervenir les proprie´te´s d’orthogonalite´, elles sont conse´quences de la transforme´e de Fourrier, et
peuvent eˆtre obtenues par simple re´ecriture des deux membres [P8].
Les e´galite´s horizontales sont conse´quences du the´ore`me III.7.1.
8 Solution fondamentale
Conside´rons ici le syste`me D˜1,n(x), et supposons n > d1. Nous savons de´ja` que chacune des
d2 fonctions φ˜
(k)
n (x) avec k = 0, . . . , d2 est solution de ce syste`me. La solution fondamentale de
D˜1,n(x) a e´te´ trouve´e par Bertola-Eynard-Harnad dans [P6], et simultane´ment par A. Kapaev
[50] seulement pour le cas d1 = d2 = 2.
The´ore`me 8.1 (Bertola, Eynard, Harnad [P6]) La matrice carre´e Φ˜n(x) dont les colonnes sont
les vecteurs Φ˜
(k)
n (x) avec k = 0, . . . , d2, est une solution fondamentale du syste`me D˜1,n(x):
T
N
∂xΦ˜n(x) = D˜1,n(x) Φ˜n(x) (III.8-1)
preuve: Pour n > d1, les relations de re´currences eq.(III.2-22) sont les meˆmes pour j = 0 que pour
j = 1, . . . , d2, ce qui implique que la feneˆtre duale Φ˜
(0)
n (x) (ou` φ˜
(0)
n (x) de´signe l’une quelquonque
des fonctions entie`res de´finies par eq.(III.1-6)) est aussi solution du syste`me D˜1,n(x), et donc Φ˜n(x)
satisfait eq.(III.8-1). Pour ve´rifier que cette matrice est bien une solution fondamentale, il suffit de
calculer son de´terminant, i.e. le Wronskien, et ve´rifier qu’il ne s’annule pas. Le the´ore`me III.6.2,
implique (voir [P2]):
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Lemme 8.1 Trace de la matrice D˜1,n(x):
tr D˜1,n(x) = V ′1(x)−
g˜d2
g˜d2+1
(III.8-2)
ce qui implique
∂
∂x
ln det Φ˜n(x) = tr Φ˜n(x)
−1 ∂
∂x
Φ˜n(x) = tr D˜1,n(x) = V ′1(x)−
g˜d2
g˜d2+1
(III.8-3)
et donc
det Φ˜n(x) = C e
N
T
(
V1(x)−
g˜d2
g˜d2+1
x
)
(III.8-4)
La constante C a e´te´ calcule´e dans la limite x → ∞ dans [P6], [P2], et elle a e´te´ calcule´e
directement dans [P2]. Elle est non nulle. QED.
Avant d’e´tudier les asymptotiques a` x grand dans le paragraphe suivant, mentionons les solu-
tions fondamentales des trois autres syste`mes. La solution du syste`me D1,n(x) a e´te´ explicite´e par
[P6] sous une forme re´cursive, et explicite´e pre´cise´ment pour certains cas particuliers: potentiels
cubiques par [50], et un cas particulier de potentiels de degre´s d1 = 7, d2 = 11 par [P6]. Il apparaˆıt
clair que la construction de [P6] est ge´ne´rale, mais une expression ferme´e reste a` trouver.
On peut aussi construire une solution fondamentale de D1,n(x) en utilisant la dualite´
eq.(III.7-1).
The´ore`me 8.2 (Bertola, Eynard, Harnad [P6]) La matrice
Ψn(x) := A
−1
n
(
Φ˜tn(x)
)−1
C (III.8-5)
ou` C est n’importe quelle matrice constante inversible inde´pendante de x, est solution de
− T
N
∂xΨn(x) = D1,n(x)Ψn(x).
En effet, si Ψn(x) est solution du syste`me D1,n(x), alors on a, d’apre`s le the´ore`me III.7.1:
∂
∂x
(
Φ˜tn(x)AnΨn(x)
)
=
T
N
Φ˜tn(x)(D˜t1,n(x)An − AnD1,n(x))Ψn(x) = 0 (III.8-6)
QED.
9 Asymptotiques x→∞ et phe´nome`ne de Stokes
Les asymptotiques de la solution fondamentale Φ˜n(x) lorsque x→∞ ont e´te´ trouve´es par Bertola-
Eynard-Harnad [P6].
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De´finition 9.1 On introduit les notations suivantes:
y1(x), . . . , yd2(x) sont les d2 solutions de l’e´quation V
′
2(y) = x
Tk(x) :=
d2∑
l=0
l
l + 1
g˜l+1yk(x)
l+1 , T (x) = diag(V1(x), T1(x), . . . , Td2(x)) (III.9-1)
ω := e
2ipi
d2 , Ω00 = 1 , Ωij = ω
ij si i, j > 0 (III.9-2)
G = diag(−n, 2n+ 1− d2
2d2
, . . . ,
2n− 1 + d2
2d2
) (III.9-3)
Y0 = diag(
√
hn−1,
g˜
−n+1
d2
d2+1√
hn
, . . . ,
g˜
−
n+d2
d2
d2+1√
hn+d2−1
) (III.9-4)
The´ore`me 9.1 (Bertola, Eynard, Harnad [P6]) Asymptotiquement pour x→∞, on a:
Φ˜n(x) ∼ Y0 (1 +O(x−1/d2)) xGΩeNT T (x)C(x) (III.9-5)
ou` C(x) est une matrice constante par morceaux donne´e dans [P6]. C(x) est constante dans des
secteurs d’angle π/d2.
preuve: Nous n’allons que survoler la preuve de´taille´e de [P6].
Rappelons que par leur de´finition III.1.2, les fonctions d’ondes φj(y) sont entie`res, et leur
comportement asymptotique a` grand y est donne´ par:
φj(y) ∼ y
j√
hj
e−
N
T
V2(y)(1 +O(1/y)) (III.9-6)
Nous calculons alors les asymptotiques a` grand x des φ˜
(k)
j (x) par la me´thode du col.
Pour x donne´, posons:
fx(y) := V2(y)− xy (III.9-7)
On cherche les points cols, solutions de ∂yfx(y) = 0, i.e.
V ′2(y) = x (III.9-8)
Il y a d2 points cols y1(x), . . . , yd2(x). Pour k = 1, . . . , d2, on de´finit le chemin de col γ
y
k(x):
y
γk(x) = f
−1
x (fx(yk(x)) + R+) (III.9-9)
Les d2 chemins ainsi de´finis forment une base homologiquement e´quivalente a` la base des Γ
y
k. Il
existe donc une matrice de changement de base M(x):
y
Γl =
d2∑
k=1
Mlk(x)
y
γk(x) (III.9-10)
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La matrice M(x) a` coefficients entiers est constante par morceaux sur des domaines du plan
complexe. Cette matrice a e´te´ calcule´e explicitement dans [P6]. Pour chaque chemin γyk(x), on
a l’approximation du col:
∫
γyk(x)
φn(y)e
N
T
xydy ∼ yk(x)
j√
hj
√
πT
NV ′′2 (yk(x))
e−
N
T
fx(yk(x))(1 +O(x−1/d2)) (III.9-11)
et donc:
φ˜
(l)
j (x) ∼
∑
k
Mlk
yk(x)
j√
hj
√
πT
NV ′′2 (yk(x))
e−
N
T
fx(yk(x))(1 +O(x−1/d2)) (III.9-12)
En ce qui concerne l’asymptotique de φ˜
(0)
j (x), choisissons x→∞ dans un secteur qui ne croise
pas de Γxk. Dans ce secteur, la relation d’orthogonalite´ implique:
φ˜
(0)
j (x) ∼
√
hj x
−(n+1) e
N
T
V1(x)(1 + O(x−1)) (III.9-13)
Les asymptotiques dans les autres secteurs se calculent par la relation de discontinuite´ eq.(III.1-8).
La matrice C(x) est en partie constitue´e de la matrice M(x) de´finie en eq.(III.9-10), et des
relations de discontinuite´ eq.(III.1-8). Elle est donne´e pre´cise´ment dans [P6]. QED.
Les discontinuite´s de la matrice C(x) repre´sentent les matrices de Stokes:
C(x−)
−1C(x+) (III.9-14)
Celles ci sont calcule´es dans [P6], leur expression prendrait trop de place ici. Ce qui est important,
c’est de remarquer que les matrices de Stokes, de meˆme que les conditions de saut de eq.(III.1-8)
sont inde´pendantes de n, de x, et des coefficients des potentiels. Nous avons donc affaire a` un
proble`me isomonodromique.
10 Proble`me de Riemann–Hilbert
Posons nous le proble`me suivant:
• existe-t-il une matrice Φ˜n(x) analytique par morceaux, et inversible pour tout x, qui satisfait
les asymptotiques eq.(III.9-5), et les conditions de saut eq.(III.1-8) ?
C’est le proble`me de Riemann–Hilbert. La re´ponse est oui est la solution est unique.
Le proble`me de Riemann–Hilbert pour les polynoˆmes biorthogonaux a e´te´ trouve´ simul-
tane´ment par A. Kapaev [50] pour le cas ou` d1 = d2 = 2, et par Bertola-Eynard-Harnad [P6]
pour le cas ge´ne´ral. Notons qu’un autre proble`me de Riemann–Hilbert a e´te´ e´tudie´ dans [28].
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L’approche par le proble`me de Riemann-Hilbert est particulie`rement utile si l’on s’inte´resse a`
la limite n grand. En effet, les discontinuite´s eq.(III.1-8) sont inde´pendantes de n, et les asymp-
totiques eq.(III.9-5) en de´pendent d’une fac¸on tre`s simple.
L’ide´e est la suivante. On introduit un ansatz Φ˜n,ansatz(x), dont on connaˆıt toutes les discon-
tinuite´s et asymptotiques. Si l’on peut montrer que pour x→∞:
Φ˜n,ansatz(x)Φ˜
−1
n (x) = 1 +O(1/n) (III.10-1)
et que les discontinuite´s des asymptotiques de Φ˜n,ansatz(x)Φ˜
−1
n (x) sont d’ordre O(1/n) partout,
alors on a uniforme´ment pour tout x:
Φ˜n,ansatz(x)Φ˜
−1
n (x) = 1 +O(1/n) (III.10-2)
Cette approche a e´te´ de´veloppe´e avec un immense succe`s par Bleher et Its [10], et par [18, 19, 27,
20].
Ceci reste a` faire pour les polynoˆmes biorthogonaux, mais on peut e´spe´rer que ce sera fait tre`s
bientoˆt [6, 5].
11 De´formations isomonodromiques et inte´grabilite´
Remarquons que la proprie´te´ d’isomonodromie (i.e. le fait que les matrices de Stokes, et les
matrices de saut eq.(III.1-8) ne de´pendent ni de x, ni de n, ni des potentiels [39]) implique que la
matrice
(
T
N
∂xΦ˜n(x)
)
Φ˜n(x)
−1 n’a aucune discontinuite´, elle doit donc eˆtre analytique entie`re, et
du fait de son comportement a` l’infini, ce doˆıt eˆtre une matrice polynomiale. Elle doit eˆtre e´gale
a` D˜1,n(x) donne´e dans eq.(III.6-7).
De meˆme, la proprie´te´ d’isomonodromie implique que la matrice U˜k,n(x) =(
T
N
∂gkΦ˜n(x)
)
Φ˜n(x)
−1 n’a aucune discontinuite´, elle doit donc eˆtre analytique entie`re, et
du fait de son comportement a` l’infini, ce doˆıt eˆtre une matrice polynomiale. De meˆme pour les
matrices V˜k,n(x) =
(
T
N
∂g˜kΦ˜n(x)
)
Φ˜n(x)
−1 et R˜n(x) =
(
Φ˜n+1(x)
)
Φ˜n(x)
−1. Leurs expressions
explicites sont donne´es dans [P2].
Remarquons que l’on doit avoir les relations de commutation suivantes:[
T
N
∂x − D˜1,n(x), T
N
∂gk − U˜k,n(x)
]
= 0[
T
N
∂x − D˜1,n(x), T
N
∂g˜k − V˜k,n(x)
]
= 0
D˜1,n+1(x)R˜n(x) = R˜n(x)D˜1,n(x) + T
N
∂xR˜n(x)
U˜k,n+1(x)R˜n(x) = R˜n(x)U˜k,n(x) + T
N
∂gkR˜n(x)
V˜k,n+1(x)R˜n(x) = R˜n(x)V˜k,n(x) + T
N
∂g˜kR˜n(x)
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(III.11-1)
Ces relations de compatibilite´ de Frobenius, signifient que l’on a affaire a` des syste`mes inte´grables.
Tout ceci donne lieu a` l’existence d’une fonction τ au sens de Jimbo-Miwa-Ueno [48, 49], qui est
conjecture´e eˆtre exactement la fonction de partition du mode`le de matrice Z, de´finie en eq.(II.2-14),
comme cela` a e´te´ prouve´ pour le mode`le a` une matrice dans [P7] par Bertola-Eynard-Harnad.
L’approche inte´grabilite´ des mode`les de matrices et polynoˆmes orthogonaux a e´te´ abondament
e´tudie´e [65, 68, 70, 45, 44, 26].
12 Traces mixtes
Nous avons mentione´ au paragraphe 5.2, qu’un proble`me inte´ressant est de calculer des observables
mixtes du type: 〈
trMk1M
l
2
〉
(III.12-1)
A priori, les valeurs propres de Mk1M
l
2 ne peuvent pas s’exprimer en fonction des valeurs propres
de M1 et de M2, et il semblait improbable de trouver une expression de eq.(III.12-1) en termes
de polynoˆmes biorthogonaux. Toutefois cela` est possible, en utilisant la formule de Morozov du
the´ore`me II.1.3. Il a e´te´ trouve´ par Bertola-Eynard [P4]:
The´ore`me 12.1 (Bertola, Eynard, [P4]) La fonction ge´ne´ratrice de corre´lations mixtes
eq.(III.12-1) est donne´e par
T
N
〈
tr
1
x−M1
1
y −M2
〉
= 1− det
(
1N − ΠN−1 1
x−Q
1
y − P tΠN−1
)
(III.12-2)
La ge´ne´ralisation de cette formule pour toutes les autres fonctions de corre´lations mixtes (i.e.
produit d’un nombre quelconque de traces, chacune contenant un produit quelconque de matrices
M1 et M2) a e´te´ trouve´e tre`s re´cement par Eynard, Prats Ferrer [36], en utilisant le the´ore`me
II.1.1, mais sortirait trop du cadre de cette habilitation.
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Chapitre 4
Me´thode des boucles et Ge´ome´trie
alge´brique
La me´thode des boucles exploite les e´quations de Schwinger–Dyson, i.e. l’invariance de l’inte´grale
par les reparame´trisations infinite´simales [21, 30, 66]. Contrairement a` la me´thode des polynoˆmes
biorthogonaux, celle ci ne fait pas appel a` l’inte´grale d’Itzykson–Zuber–Harish-Chandra.
La me´thode des boucles s’applique au mode`le formel comme au mode`le normal. C’est toutefois
pour le mode`le formel qu’elle est le plus utile, car elle se de´veloppe facilement en puissances de
1/N2. En particulier, la me´thode des boucles donne facilement acce`s a` la limite N →∞.
Dans la limite N →∞, la me´thode des boucles fait apparaˆitre une courbe alge´brique, qui n’est
rien d’autre que la limite de la courbe spectrale des polynoˆmes biorthogonaux vue en eq.(III.7-9).
Toutes les observables du mode`le, dans la limite N →∞, s’expriment donc a` partir de proprie´te´s
ge´ome´triques de cette courbe. C’est le lien entre mode`les de matrices et ge´ome´trie alge´brique.
1 Equations de boucles
1.1 Changements de variables matriciels
On conside`re un changement de variable du type (δ infinite´simal):
M1 →M ′1 =M1 + δf(M1,M2) + δf †(M1,M2) (IV.1-1)
ou` f est une fonction analytique de ses deux variables (en pratique, ce sera un polynoˆme).
La mesure dM1 est multiplie´e par un Jacobien:
dM ′1 = |J(f(M1,M2))| dM1 (IV.1-2)
De´finition 1.1 La variation J1(f) du Jacobien a` l’ordre 1 en |δ|, est de´finie telle que:
|J(f(M1,M2))| =
(
1 + 2Re (δJ1(f(M1,M2))) +O(|δ2|)
)
dM1 (IV.1-3)
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De meˆme, l’action e−
N
T
tr [V1(M1)+V2(M2)−M1M2] est change´e, a` l’ordre 1 en δ par:
e−
N
T
tr [V1(M ′1)+V2(M2)−M
′
1M2]
=
(
1− 2Re
(
N
T
δ tr [f(M1,M2)(V
′
1(M1)−M2)]
)
+O(|δ2|)
)
e−
N
T
tr [V1(M1)+V2(M2)−M1M2]
(IV.1− 4)
L’invariance de l’inte´grale par changement de variable Z =
∫
dM1dM2e
−N
T
tr [V1(M1)+V2(M2)−M1M2] =∫
dM ′1dM2e
−N
T
tr [V1(M ′1)+V2(M2)−M
′
1M2] implique:∫
dM1dM2
(
J1(f(M1,M2))− N
T
tr [f(M1,M2)(V
′
1(M1)−M2)]
)
e−N tr [V1(M1)+V2(M2)−M1M2] = 0
(IV.1-5)
i.e.
The´ore`me 1.1 e´quation de boucles: pour tout changement de variables f , on a:
T 2
N2
〈J1(f(M1,M2))〉 = T
N
〈 tr [f(M1,M2)(V ′1(M1)−M2)]〉 (IV.1-6)
L’e´quation eq.(IV.1-6) constitue la forme la plus ge´ne´rale possible de ce que l’on appelle les
e´quations de boucles. Il s’agit maintenant de conside´rer des f(M1,M2) bien choisis.
Remarquons que J1 est line´aire, et que les re`gles de de´rivations en chaˆıne s’appliquent si f est
un produit. Il suffit donc de calculer J1 pour des fonctions f assez simple et ensuite les combiner.
Lemme 1.1 Pour toutes matrices A et B, on a:
J1(AM
k
1B) =
k−1∑
l=0
tr AM l1 trM
k−1−l
1 B (IV.1-7)
J1(A tr (M
k
1B)) =
k−1∑
l=0
tr AM l1BM
k−1−l
1 (IV.1-8)
ou, sous forme de se´ries ge´ne´ratrices:
J1
(
A
1
x−M1B
)
= tr A
1
x−M1 tr
1
x−M1B (IV.1-9)
J1
(
A tr
(
1
x−M1B
))
= tr A
1
x−M1B
1
x−M1 (IV.1-10)
Les relations eq.(IV.1-7), eq.(IV.1-9) sont parfois appele´es ”split-rule”, et les relations eq.(IV.1-8),
eq.(IV.1-10) sont parfois appele´es ”merge-rule”.
Remarque: Les e´quations de boucles du type eq.(IV.1-6), sont a` prendre au sens formel, c’est
a` dire qu’elles sont vraies ordre par ordre en puissances de T et en puissances de 1/x lorsque
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l’on fait intervenir des se´ries ge´nee´ratrices. Elles peuvent aussi se de´montrer directement par la
combinatoire des surfaces discre´tise´es [71, 72] vue au paragraphe II.4. Les e´quations de boucles
sont un outil standard pour les physiciens de la gravitation quantique [21, 30, 2, 17, 14]. Pour le
mode`le a` deux matrices elles ont d’abbord e´te´ conside´re´e par M. Staudacher [66], puis syste´matise´es
par moi meˆme [P11], [P9], [P3], [P5], [P1].
1.2 Equation de boucles maˆıtresse
Les e´quations de boucles donnent des relations entre les moments. Il s’agit maintenant de trouver
des changements de variables f(M1,M2) bien choisis, afin de trouver une relation ferme´e entre un
nombre fini de moments, et ainsi pouvoir calculer tous les moments et observables.
De´finition 1.2 De´finissons les observables suivantes (certaines ont de´ja` e´te´ de´finies au para-
graphe II.5.4):
W1(x) :=
1
N
〈
tr
1
x−M1
〉
(IV.1-11)
Y (x) := V ′1(x)− TW1(x) (IV.1-12)
W2(y) :=
1
N
〈
tr
1
y −M2
〉
(IV.1-13)
X(y) := V ′2(y)− TW2(y) (IV.1-14)
U(x, y) :=
1
N
〈
tr
1
x−M1
V ′2(y)− V ′2(M2)
y −M2
〉
(IV.1-15)
P (x, y) :=
1
N
〈
tr
V ′1(x)− V ′1(M1)
x−M1
V ′2(y)− V ′2(M2)
y −M2
〉
(IV.1-16)
R(x) :=
1
N
〈
tr
1
x−M1V
′
2(M2)
〉
(IV.1-17)
U(x, y; x′) :=
〈
tr
1
x−M1
V ′2(y)− V ′2(M2)
y −M2 tr
1
x′ −M1
〉
−N2U(x, y)W1(x′) (IV.1-18)
Remarquons que U(x, y) et U(x, y; x′) sont des polynoˆmes de degre´ ≤ d2 − 1 en y, et P (x, y) est
un polynoˆme de degre´ d1 − 1 en x et de degre´ d2 − 1 en y. On introduit aussi:
De´finition 1.3 Le polynoˆme E(x, y), de degre´ d1+1 en x et de degre´ d2+1 en y, est de´fini par:
E(x, y) := (V ′1(x)− y)(V ′2(y)− x)− TP (x, y) + T (IV.1-19)
Ce polynoˆme va jouer un roˆle crucial dans toute la suite. La courbe E(x, y) = 0 sera appele´e
”courbe spectrale”.
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The´ore`me 1.2 (Eynard [P5], [P1], [P3]) Pour tout x et y, on a (au sens des se´ries formelles):
(y − Y (x))(TU(x, y)− V ′2(y) + x) +
T 2
N2
U(x, y; x) = E(x, y) (IV.1-20)
En particulier, en prenant y = Y (x) on obtient
The´ore`me 1.3 (Eynard [P11], [P9], [P5], [P1], [P3]) Equation maˆıtresse:
E(x, Y (x)) =
T 2
N2
U(x, Y (x); x)
(IV.1-21)
Preuve:
L’existence d’une courbe alge´brique dans la limite N grand avait e´te´ pre´vue par M. Staudacher
[66] et explicite´e pour des potentiels cubiques. La preuve la plus ge´ne´rale est donne´e dans [P3],
et elle avait de´ja` e´te´ esquisse´e, dans la limite N grand, dans [P11] et [P9].
Conside´rons le changement de variable suivant:
f(M1,M2) =
1
x−M1
V ′2(y)− V ′2(M2)
y −M2 (IV.1-22)
Le the´ore`me IV.1.1, avec le Lemme IV.1.1, donne:
TW1(x)U(x, y) +
T
N2
U(x, y; x)
= V ′1(x)U(x, y)− P (x, y)− yU(x, y) + V ′2(y)W1(x)−R(x) (IV.1-23)
et avec le changement de variable suivant pour la matrice M2
M2 →M2 + δ 1
x−M1 (IV.1-24)
le the´ore`me IV.1.1 donne:
R(x) = xW1(x)− 1 (IV.1-25)
On en de´duit:
(y − V ′1(x) + TW1(x))U(x, y) +
T
N2
U(x, y; x) = (V ′2(y)− x)W1(x)− P (x, y) + 1 (IV.1-26)
Et, en e´crivant Y (x) := V ′1(x)− TW1(x), on a:
(y − Y (x))U(x, y) + T
N2
U(x, y; x) = (V ′2(y)− x)W1(x)− P (x, y) + 1 (IV.1-27)
En multipliant par T , on obtient le the´ore`me IV.1.2. En corollaire, en prenant y = Y (x), on
obtient le the´ore`me IV.1.3.
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1.3 Fonction de corre´lation mixte
De fac¸on tre`s similaire, on peut obtenir une e´quation de boucle pour l’observable mixte
W1,2(x, y) :=
1
N
〈
tr 1
x−M1
1
y−M2
〉
.
Posons
W1,2;2(x, y; y
′) :=
〈
tr
1
x−M1
1
y −M2 tr
1
y′ −M2
〉
−N2W1,2(x, y)W2(y′) (IV.1-28)
The´ore`me 1.4 (Eynard [P5], [P1], [P3]) W1,2(x, y) satisfait l’e´quation:
TW1,2(x, y) = 1− E(x, y)
(x−X(y))(y − Y (x)) +
T 2
N2
(
U(x, y, x)
(x−X(y))(y − Y (x)) −
W1,2;2(x, y; y)
x−X(y)
)
(IV.1-29)
preuve:
Avec le changement de variable
M2 →M2 + δ
2
1
x−M1
1
y −M2 +
δ
2
1
y −M2
1
x−M1 (IV.1-30)
on obtient:
TW2(y)W1,2(x, y) +
T
N2
W1,2;2(x, y; y)
= V ′2(y)W1,2(x, y)− U(x, y)− xW1,2(x, y) +W2(y) (IV.1-31)
i.e.
(x− V ′2(y) + TW2(y))W1,2(x, y) +
T
N2
W1,2;2(x, y; y) = W2(y)− U(x, y) (IV.1-32)
Posons:
X(y) := V ′2(y)− TW2(y) (IV.1-33)
on a:
(x−X(y))TW1,2(x, y) + T
2
N2
W1,2;2(x, y; y) = V
′
2(y)−X(y)− TU(x, y)
= x−X(y)− E(x, y)−
T 2
N2
U(x, y; x)
y − Y (x) (IV.1-34)
QED.
Remarque: eq.(IV.1-29) dans la limite N grand (i.e. si on ne´glige le terme en 1/N2), on a:
TW1,2(x, y) = 1− E(x, y)
(x−X(y))(y − Y (x)) +O(1/N
2) (IV.1-35)
qui n’est pas sans rappeler eq.(III.12-2) pour n fini (il faut noter que eq.(IV.1-29) a e´te´ calcule´e
pour le mode`le formel, alors que eq.(III.12-2) a e´te´ calcule´e pour le mode`le normal).
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2 Limite N grand
Notons que pour le mode`le formel, par de´finition, les limites N grand et le de´veloppement en
puissances de 1/N2 existent. Toutes les fonctions vues pre´ce´dement se de´veloppent donc:
W1(x) = W
(0)
1 (x) +
1
N2
W
(1)
1 (x) + . . . (IV.2-1)
Y (0)(x) := V ′1(x)− TW (0)1 (x) , Y (1)(x) := −TW (1)1 (x) . . . (IV.2-2)
E(x, y) = E(0)(x, y) +
1
N2
E(1)(x, y) + . . . (IV.2-3)
etc...
Dans la limite N grand, on enle`ve simplement le membre de droite de eq.(IV.1-21) et l’on
obtient une e´quation alge´brique pour Y (0) comme fonction de x. On peut e´galement calculer la
re´solvante W
(0)
2 (y) et X
(0)(y) = V ′2(y)− TW (0)2 (y) par la meˆme me´thode. On a donc:
The´ore`me 2.1 Y (0)(x) et X(0)(y) satisfont la meˆme e´quation alge´brique:
E(0)(x, Y (0)(x)) = 0 , E(0)(X(0)(y), y) = 0 (IV.2-4)
Comme dit plus haut, une relation alge´brique e´tait connue depuis les travaux de M. Staudacher
[66], et l’e´quation eq.(IV.2-4) a e´te´ trouve´e explicitement dans [P9] et [P11].
Remarque 2.1 On doit avoir:
Y (0)oX(0) = Id (IV.2-5)
conforme´ment a` ce qui a e´te´ trouve´ par Matytsin [57] puis prouve´ par [42] (voir aussi [78]).
Remarque 2.2 Rappelons que W (0)1 (x) a e´te´ de´finie comme une se´rie formelle en puissances de 1/x.
Nous voyons ici que cette se´rie a un rayon de convergence non nul. C’est une fonction analytique, et plus
pre´cise´ment alge´brique de x. Elle posse`de des coupures (et donc un rayon de convergence fini).
2.1 Courbe alge´brique
Nous avons donc une courbe alge´brique E , d’e´quation E(0)(x, y) = 0, c’est a` dire une surface de
Riemann compacte de genre g, sur laquelle sont de´finies deux fonctions x et y, telles que pour
tout point p de la courbe E on ait:
Y (0)(x(p)) = y(p) (IV.2-6)
La fonction Y (0)(x) est solution d’une e´quation de degre´ d2 + 1, elle est multivalue´e, elle posse`de
d2 + 1 branches. Autrement dit, la fonction x(p) n’est pas injective, pour chaque x, il existe
exactement d2 + 1 points p ∈ E tels que x(p) = x.
Commenc¸ons par e´tudier ces branches pour x grand.
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Points a` l’infini
The´ore`me 2.2 Les fonctions x et y posse`dent seulement deux poˆles sur E , de diviseurs [x] =
∞x + d2∞y, et [y] =∞y + d1∞x, et l’on a au voisinage de ces poˆles:
∀k = 1, . . . , d1 , Res∞xx−kydx = −gk (IV.2-7)
∀k = 1, . . . , d2 , Res∞yy−kxdy = −g˜k (IV.2-8)
Res∞xydx = Res∞yxdy = T (IV.2-9)
preuve: La re´solvante W1(x) est de´finie comme une se´rie formelle en puissances de 1/x telle que
W1(x) =
1
x
+ O( 1
x2
). Il existe donc une solution de eq.(IV.2-4), telle que Y (0)(x) ∼ V ′1(x) − Tx +
O(x−2), ce qui implique qu’il existe au moins un point ∞x ∈ E tel que:
x(∞x) =∞ , y(p) ∼
p→∞x
V ′1(x(p))−
T
x(p)
+O(x(p))−2 (IV.2-10)
De meˆme, pour y grand, il est clair qu’il existe une solution de eq.(IV.2-4), telle que x ∼
V ′2(Y
(0)(x)))− T
Y (0)(x)
+O(Y (0)(x)−2), il existe donc au moins un point ∞y ∈ E tel que:
y(∞y) =∞ , x(p) ∼
p→∞y
V ′2(y(p))−
T
y(p)
+O(y(p))−2 (IV.2-11)
Autrement dit, pre`s de ∞y, y(p) ∼ x(p)1/d2 , et comme il y a d2 racines d2-ie`mes de l’unite´, il y
a d2 branches de la fonction Y (x) pre`s de ∞y. Comme la fonction Y (0)(x) posse`de exactement
d2 + 1 branches, cela` implique que les fonctions x(p) et y(p) n’ont pas d’autres poles que ∞x et
∞y, et que: ∞x est un poˆle simple de la fonction x(p), et un poˆle de degre´ d1 de la fonction y(p),
et ∞y est un poˆle simple de la fonction y(p), et un poˆle de degre´ d2 de la fonction x(p). QED.
Fractions de remplissage
La de´finition du mode`le de matrice formel II.4.5 implique, que pour T assez petit:
Proposition 2.1 Il existe d1d2 contours disjoints Ai, i = 1, . . . , d1d2 dans le plan complexe de x,
tels que:
∀i = 1, . . . , d1d2 − 1
∮
Ai
Y (x)dx = 2iπT ǫi := 2iπηi (IV.2-12)
ou` les ǫi sont les fractions de remplissages donne´es du mode`le formel (voir section II.4), et ou` les
ηi sont de´finis par ηi := Tǫi.
ide´e de la preuve: en effet, pour T tendant vers 0, les Ai peuvent eˆtre choisis comme des cercles
de rayon O(|T |) et centre´s sur les d1d2 valeurs de x telles que V ′2(V ′1(x)) − x = 0 (voir section
II.4). L’inte´grale de la re´solvante W1(x)dx sur un tel contour est le ”nombre de valeurs propres”
de M1 a` l’inte´rieur du domaine de´limite´ par ce contour, c’est donc par de´finition −2iπǫi. Dans la
limite N →∞, la re´solvante et la courbe E sont des fonctions analytiques de T (avec un rayon de
convergence Tc), et l’on obtient des contours Ai pour T fini par continuite´.
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Cycles non-triviaux
Les contours Ai peuvent eˆtre releve´s en cycles non-triviaux, note´s aussi Ai sur la courbe alge´brique
E .
Sur une surface de genre g, il y a 2g cylces non-triviaux inde´pendants, et il est possible d’en
choisir une base canonique Ai,Bi, i = 1, . . . , g, tels que:
Ai ∩ Aj = 0 , Bi ∩ Bj = 0 , Ai ∩ Bj = δi,j (IV.2-13)
Les contours Ai satisfont:
∀i = 1, . . . , d1d2 − 1
∮
Ai
Y (x)dx = 2iπT ǫi := 2iπηi (IV.2-14)
Genre
Une courbe alge´brique de la forme eq.(IV.2-4) avec E de la forme eq.(IV.1-19) a un genre g ≤
d1d2 − 1, et a ge´ne´riquement le genre maximal.
Une courbe de genre g posse`de exactement g cycles disjoints non-triviaux inde´pendents.
Autrement dit, la courbe ne peut eˆtre de´ge´ne´re´e (i.e. g < d1d2 − 1) que si certaines combinaisons
line´aires entie`res d’inte´grales eq.(IV.2-14) sont nulles, autrement dit si certaines combinaisons
line´aires entie`res des fractions de remplissage sont nulles (pour T petit, si certaines fractions de
remplissages sont nulles).
Nous supposerons a` partir d’ici, que E(0)(x, y) est un polynoˆme connu, de la forme eq.(IV.1-19),
et que les conditions eq.(IV.2-9), eq.(IV.2-7), eq.(IV.2-8) et eq.(IV.2-14) sont satisfaites.
Feuillets
La fonction x(p) n’est pas injective, pour chaque x, il existe d2+1 points p tels que x(p) = x. On
note:
De´finition 2.1
x(p) = x ↔ p ∈ (p0(x), p1(x), . . . , pd2(x)) (IV.2-15)
et l’on suppose que p0(x) est tel que p0(x) → ∞x lorsque x → ∞, et pour k ≥ 1 pk(x) → ∞y.
On de´coupe ainsi la courbe E en d2+1 domaines disjoints appele´s ”feuillets”, E0, . . . , Ed2, tels que
pk(x) ∈ Ek, et la fonction x(p) restreinte a` Ek est une bijection.
Le feuillet nume´ro 0, i.e. celui qui contient ∞x est appele´ feuillet physique. C’est seulement
dans ce feuillet que la fonction W1(x) =
1
T
(V ′1(x) − y(p0(x))) se de´veloppe en puissances de 1/x
pour x grand, et coincide avec la fonction ge´ne´ratrice des moments eq.(II.5-11).
De meˆme on note:
y(p) = y ↔ p ∈ (p˜0(y), p˜1(y), . . . , p˜d1(y)) , p˜k(y) ∈ E˜k (IV.2-16)
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Le feuillet nume´ro 0, i.e. celui qui contient ∞y est appele´ feuillet physique. C’est dans ce feuillet
que la fonction W2(y) =
1
T
(V ′2(y)− x(p˜0(y))) se de´veloppe en puissances de 1/y et coincide avec
la fonction ge´ne´ratrice des moments eq.(II.5-12).
Le choix des domaines Ek (resp. E˜k) et de leurs frontie`res est essentiellement arbitraire. Les
images des frontie`res par x(p) (resp. y(p)) sont appele´es les coupures.
La seule contrainte est que les points multiples de x(p) (resp. y(p)) soient sur les coupures, ce
sont les points de branchements.
Points de branchements et coupures
Les points multiples de x(p) sont tels que ∃k 6= l tels que pk(x) = pl(x), ce sont les ze´ros de la
diffe´rentielle dx(p). La diffe´rentielle dx(p) posse`de deux poˆles: un poˆle double en∞x et un poˆle de
degre´ d2+1 en∞y. cela` implique qu’elle doit avoir d2+1+2g ze´ros, que l’on note e1, . . . , ed2+1+2g:
dx(p) = 0 ↔ p ∈ (e1, . . . , ed2+1+2g) (IV.2-17)
De meˆme la diffe´rentielle dy(p) posse`de deux poˆles: un poˆle double en ∞y et un poˆle de degre´
d1 + 1 en ∞x. cela` implique qu’elle doit avoir d1 + 1 + 2g ze´ros, que l’on note:
dy(p) = 0 ↔ p ∈ (e˜1, . . . , e˜d1+1+2g) (IV.2-18)
De´finition 2.2 Les ze´ros e1, . . . , ed2+1+2g (resp. e˜1, . . . , e˜d1+1+2g) de la diffe´rentielle dx (resp. dy)
sont appele´s ”points de branchements” de x (resp. y).
Supposons ici que tous ces ze´ros sont simples et distincts. Pre`s d’un ze´ro simple e de dx, la
fonction Y (x) se comporte en racine carre´e;
Y (x)− Y (e) ∼
√
x− x(e) (IV.2-19)
Remarque 2.3 Points critiques
Les cas ou` les ze´ros de dx et dy ne sont pas simples et distincts, s’appellent points critiques. L’e´tude
des points critiques est cruciale dans le cadre des applications des mode`les de matrices aux the´ories
conformes, mais sort largement du cadre de cette habilitation. Voir par exemple [52, 16, 21, 10, 12]...
Notons que si l’on est a un point critique, et que e est a` la fois un ze´ro de degre´ q − 1 de dx et un
ze´ro de degre´ p− 1 de dy, on a une singularite´ rationelle:
Y (x)− Y (e) ∼ (x− x(e))p/q (IV.2-20)
Les points critiques de´crivent donc des surfaces de Riemann singulie`res. Il est connu que les mode`les de
matrices avec singularite´s rationelles d’exposant p/q, de´crivent les mode`les minimaux conformes (p, q),
voir [16].
2.2 Ele´ments de ge´ome´trie alge´brique
Voir [38, 37, 15] pour une introduction.
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diffe´rentielles holomorphes
Sur une surface de genre g, il existe g diffe´rentielles holomorphes (i.e. sans poles) inde´pendantes
dui(p), i = 1, . . . , g. On peut les choisir telles que:∮
Ak
dul(p) = δk,l (IV.2-21)
On de´finit alors la matrice des pe´riodes par les inte´grales sur les B–cyles:
τk,l :=
∮
Bk
dul(p) (IV.2-22)
Un re´sultat classique de ge´ome´trie alge´brique [37, 38] montre que τk,l = τl,k et Imτk,l > 0.
Fonction d’Abel
Donnons nous un point pO ∈ E , arbitraire. On de´finit alors la fonction d’Abel:
E\(∪iAi ∪i Bi) → Cg
p → u(p) ou` ui(p) :=
∫ p
pO
dui (IV.2-23)
ou` le chemin d’inte´gration ne doˆıt croiser aucun des cycles Ai, Bj .
Cette fonction s’e´tend naturellement comme un plongement de E dans la Jacobienne Cg/(Zg+
τZg):
E → Cg/(Zg + τZg)
p → [u(p)] moduloZg + τZg (IV.2-24)
Fonctions theta
Etant donne´ une matrice τ de taille g×g, telle que Imτ > 0, on de´finit la fonction entie`re suivante:
θ :
Cg → C
u → θ(u, τ) =∑n∈Zg eiπ(ntτn) e2iπ(ntu) (IV.2-25)
Par abus de notation, on ometra souvent la de´pendance en τ .
La fonction θ posse`de les proprie´te´s suivantes, pour tout n ∈ Zg:
θ(u+ n) = θ(u) , θ(u+ τn) = θ(u) e−iπ(2(n
tu)+(ntτn)) , θ(−u) = θ(u) (IV.2-26)
L’ensemble des ze´ros de la fonction θ est une sous-varie´te´ de codimension 1 de Cg, note´e [θ].
En particulier, il est clair que les points demi-entiers suivants appartiennent a` [θ]:
n + τm
2
∈ [θ] si (mtn) est impair (IV.2-27)
Ils sont appele´s demi–pe´riodes impaires.
52
Formes premie`res et fonctions Theta
Soit z une demi–pe´riode impaire. Conside´rons la forme diffe´rentielle holomorphe suivante:
dhz(p) :=
g∑
i=1
∂θ(u)
∂ui
∣∣∣∣
u=z
dui(p) (IV.2-28)
Alors, on de´finit la forme primaire sur E × E
E(p, q) :=
θ(u(p)− u(q) + z)√
dhz(p)dhz(q)
(IV.2-29)
dont on peut montrer qu’elle ne de´pend pas du choix de z, ni du choix de l’origine pO. E(p, q)
s’annule si et seulement si p = q.
Noyeau de Bergmann
Le noyeau de Bergmann B(p, q) est l’unique forme diffe´rentielle biline´aire, qui, vue comme forme
diffe´rentielle en p posse`de un unique pole double a` p = q, sans re´sidu, tel que dans n’importequelle
parame´trisation x(p) on ait:
B(p, q) ∼
p→q
dx(p)dx(q)
(x(p)− x(q))2 + fini (IV.2-30)
et telle que:
∀i = 1, . . . , g
∮
p∈Ai
B(p, q) = 0 (IV.2-31)
Cette forme est unique, elle est syme´trique B(p, q) = B(q, p), et elle est donne´e par:
B(p, q) := dpdq ln θ(u(p)− u(q) + z) = dpdq lnE(p, q) (IV.2-32)
On a la proprie´te´:
∀i = 1, . . . , g
∮
p∈Bi
B(p, q) = 2iπ dui(q) (IV.2-33)
Connexion projective
Etant donne´ une fonction f(p) a` valeur complexes, non constante, on de´finit:
1
6
Sf (p) := lim
q→p
(
B(p, q)
df(p)df(q)
− 1
(f(p)− f(q))2
)
(IV.2-34)
Diffe´rentielles de 3e espe`ces
Etant donne´s deux points p1 et p2 distincts sur E , il existe une unique forme diffe´rentielle dSp1,p2(p)
telle que: dSp1,p2 posse`de un pole simple a` p = p1 avec re´sidu +1, un pole simple a` p = p2 avec
re´sidu −1, et pas d’autres poles, et
∀i = 1, . . . , g
∮
p∈Ai
dSp1,p2(p) = 0 (IV.2-35)
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Cette forme est unique, et donne´e par:
dSp1,p2(p) = d ln
E(p, p1)
E(p, p2)
=
∫ p1
q=p2
B(p, q) (IV.2-36)
ou` cette dernie`re inte´grale est calcule´e le long d’un chemin qui ne croise aucun cycle Ai, Bj .
On a la proprie´te´:
∀i = 1, . . . , g
∮
p∈Bi
dSp1,p2(p) = 2iπ (ui(p1)− ui(p2)) (IV.2-37)
2.3 Observables, e´nergie libre, et leurs de´rive´es
Les re´sultats pre´sente´s dans ce paragraphe sont classiques et ont e´te´ de´veloppe´s par de nombreux
auteurs. Voir [P3], [56, 51, 74, 4]. Ils sont pre´sente´s pour rendre l’expose´ complet, et car ils seront
utilise´s au chapitre V.
The´ore`me 2.3 Les fonctions a` deux points sont donne´es par:
W
(0)
1;1 (x(p); x(q)) dx(p) dx(q) = B(p, q)−
dx(p)dx(q)
(x(p)− x(q))2 (IV.2-38)
W
(0)
2;2 (y(p); y(q)) dy(p) dy(q) = B(p, q)−
dy(p)dy(q)
(y(p)− y(q))2 (IV.2-39)
W
(0)
1;2 (x(p); y(q)) dx(p) dy(q) = −B(p, q) (IV.2-40)
ou` B est le noyau de Bergmann, et ou` les W
(0)
k;l sont les limites N →∞ des observables Wk;l qui
ont e´te´ de´finies au paragraphe II.5.4:
W1;1(x; x
′) :=
〈
tr
1
x−M1 tr
1
x′ −M1
〉
c
(IV.2-41)
W2;2(y; y
′) :=
〈
tr
1
y −M2 tr
1
y′ −M2
〉
c
(IV.2-42)
W1;2(x; y) :=
〈
tr
1
x−M1 tr
1
y −M2
〉
c
(IV.2-43)
Corollaire 2.1 En particulier, a` points coincidants:
W
(0)
1;1 (x(p); x(p)) =
1
6
Sx(p) , W (0)2;2 (y(p); y(p)) =
1
6
Sy(p) (IV.2-44)
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The´ore`me 2.4 Les de´rive´es de la re´solvante sont donne´es par:
∂TW
(0)
1 (x(p))
∂gk
∣∣∣∣∣
x(p)
dx(p) = x(p)k−1 dx(p) +
1
k
Res
q→∞x
x(q)k B(p, q) (IV.2-45)
∂TW
(0)
1 (x(p))
∂g˜k
∣∣∣∣∣
x(p)
dx(p) = −1
k
Res
q→∞y
y(q)k B(p, q) (IV.2-46)
∂TW
(0)
1 (x(p))
∂T
∣∣∣∣∣
x(p)
dx(p) = −dS∞x,∞y(p) (IV.2-47)
∂TW
(0)
1 (x(p))
∂ηi
∣∣∣∣∣
x(p)
dx(p) = −2iπdui(p) (IV.2-48)
2.4 Energie libre et ses de´rive´es premie`res et secondes
De meˆme, les formules suivantes sont classiques (voir [P3], [4, 56, 51, 74].
The´ore`me 2.5 La limite N grand de l’e´nergie libre est donne´e par:
F (0) =
1
2
(
d1∑
k=0
gk
∂F (0)
∂gk
+
d2∑
k=0
g˜k
∂F (0)
∂g˜k
+
g∑
i=1
ηi
∂F (0)
∂ηi
+ T
∂F (0)
∂T
− 1
2
Res
∞x
xy2dx
)
(IV.2-49)
avec:
∂F (0)
∂gk
=
1
k
Res
∞x
xkydx ,
∂F (0)
∂g˜k
=
1
k
Res
∞y
ykxdy ,
∂F (0)
∂ηi
=
∮
Bi
ydx , (IV.2-50)
∂F (0)
∂T
=
∫ p
∞x
(y − V ′1(x) +
T
x
)dx+
∫ p
∞y
(x− V ′2(y) +
T
y
)dy
+V1(x(p)) + V2(y(p))− x(p)y(p)− T ln x(p)− T ln y(p) (IV.2-51)
cette dernie`re expression e´tant inde´pendante du point p. On peut la voir comme une re´gularisation
de l’inte´grale
∫∞y
∞x
ydx.
Remarque 2.4 si l’on introduit un coefficent h devant le TrM1M2:
Z =
∫
dM1dM2e
−N
T
Tr [V1(M1)+V2(M2)−hM1M2] (IV.2-52)
alors on a:
− 1
2
Res
∞x
xy2dx =
∂F (0)
∂h
∣∣∣∣∣
h=1
(IV.2-53)
ce qui rend l’expression eq.IV.2-49 homoge`ne.
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The´ore`me 2.6 Les derive´es secondes de F (0) sont donne´es par:
∂2F (0)
∂gk∂gj
= Res∞xRes∞xx(p)
kx(q)jB(p, q) (IV.2-54)
∂2F (0)
∂g˜k∂g˜j
= Res∞yRes∞yy(p)
ky(q)jB(p, q) (IV.2-55)
∂2F (0)
∂gk∂g˜j
= Res∞xRes∞yx(p)
ky(q)jB(p, q) (IV.2-56)
∂2F (0)
∂ηiηj
= −2iπ τij , ∂
2F (0)
∂T∂ηi
= −2iπ(ui(∞x)− ui(∞y)) (IV.2-57)
∂2F (0)
∂T 2
= − ln γγ˜ , γ := lim
p→∞x
x(p)
E(p,∞x)
E(p,∞y) , γ˜ := limp→∞y y(p)
E(p,∞y)
E(p,∞x) (IV.2-58)
...etc.
2.5 Autres de´rive´es
Les de´rive´es troisie`mes de l’e´nergie libre ont e´te´ trouve´es par plusieurs auteurs [56, 4], elles se
re´duisent esentiellement a` la formulle variationelle de Rauch [37, 38]. Pour calculer les de´rive´es
suivantes, il suffit en principe d’appliquer re´cursivement la formule variationelle de Rauch, mais
en pratique les expressions obtenues ainsi sont assez fastidieuses, et leur structure ne saute pas
aux yeux.
Une me´thode diagrammatique a re´cement e´te´ invente´e, par moi meˆme [33] pour le mode`le a`
une matrice, et a e´te´ ge´ne´ralise´e au mode`le a` deux matrices avec mon e´tudiant N. Orantin [35].
Elle permet d’e´crire directement n’importe quelle de´rive´e, comme une somme de diagrammes de
Feynman en arbres. Cette me´thode est non re´cursive, et met en e´vidence une structure tre`s riche.
He´las, elle sort trop du cadre de cette habilitation...
3 De´veloppement topologique
On peut de´velopper l’e´quation eq.(IV.1-21) au premier ordre en 1/N2:
W1(x) = W
(0)
1 (x) +
1
N2
W
(1)
1 (x) + . . . (IV.3-1)
Nous venons de voir queW
(0)
1 (x) est solution d’une e´quation alge´brique. Nous voulons maintenant
calculer W
(1)
1 (x). Ceci a e´te´ fait dans [P5](pour g = 0) ou [P1](pour g quelconque). Je vais
pre´senter ici, une me´thode diffe´rente de [P5]ou [P1], et inspire´e de mon re´cent travail [33, 35]
pour obtenir le the´ore`me suivant:
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The´ore`me 3.1 (Eynard, Kokotov, Korotkin [P5], [P1]), (Eynard, Orantin [35]), La re´solvante
a` l’ordre 1/N2 est donne´e par:
TW
(1)
1 (x(p)) dx(p) =
1
2
d2+1+2g∑
i=1
Res
q→ei
Res
p′→q
dSq,p′(p)B(q, p
′)
(y(q)− y(p′))(x(q)− x(p′)) (IV.3-2)
Ide´e de la preuve:
L’e´quation maˆıtresse eq.(IV.1-21) de´veloppe´e au premier ordre en 1/N2 donne:
TW
(1)
1 (x) = −
T 2U (0)(x, Y (x); x) + TP (1)(x, Y (x))
Ey(x, Y (x))
(IV.3-3)
De plus, on a (nous ne de´taillerons pas ici le calcul (voir [P5], [P1]), qui permet de trouver
U (0)(x, y; x′) a` partir de eq.(IV.1-20) et eq.(IV.2-38)):
T 2U (0)(x(q), y(q); x(q))
Ey(x(q), y(q))
dx(q) = −
d2∑
k=1
B(q, pk(q))
(y(q)− y(pk(q))) dx(pk(q)) (IV.3-4)
ou` les pk(q) sont les solutions de x(pk(q)) = x(q) dans les autres feuillets (on suppose p0(q) = q).
En manipulant eq.(IV.3-3), on peut montrer (cf [P1]) queW
(1)
1 (x(p)) dx(p) est une diffe´rentielle
sur E . L’hypothe`se eq.(IV.2-14) du mode`le formel, implique que:
∀i = 1, . . . , g
∮
Ai
W
(1)
1 (x) dx = 0 (IV.3-5)
et implique aussi que W
(1)
1 (x) dx ne posse`de pas d’autres re´sidus sur E . En particulier W (1)1 (x) dx
ne posse`de pas de poles aux ze´ros de Ey(x, Y (x)) autres que les points de branchements. Tout
ceci implique que W
(1)
1 (x) dx est une diffe´rentielle sur E avec des poles (de degre´ 4) seulement aux
points de branchements ei, et qui satisfait eq.(IV.3-5).
La formule de Cauchy permet d’e´crire (pour tout α ∈ E):
W
(1)
1 (x(p)) dx(p) = −Res
q→p
dSq,α(p)W
(1)
1 (x(q)) dx(q) (IV.3-6)
ou` le re´sidu est calcule´ comme une inte´grale le long d’un petit cercle entourant le point p. On peut
de´former ce contour d’inte´gration, de fac¸on a` transformer le re´sidu en p, en re´sidus aux points
de branchements. En vertu de l’identite´ biline´aire de Riemann [38, 37], et graˆce aux relations
eq.(IV.2-35) et eq.(IV.3-5), il n’y a pas de contribution des cycles Ai, Bj. Il reste donc:
W
(1)
1 (x(p)) dx(p) =
d2+1+2g∑
i=1
Res
q→ei
dSq,α(p)W
(1)
1 (x(q)) dx(q) (IV.3-7)
On inse`re donc eq.(IV.3-3) dans eq.(IV.3-7), et l’on remarque que P
(1)(x,Y (x))
Ey(x,Y (x))
dx n’a pas de
re´sidu aux points de branchements car P (1)(x, y) est un polynoˆme. D’ou`:
W
(1)
1 (x(p)) dx(p) = −T
d2+1+2g∑
i=1
Res
q→ei
dSq,α(p)
U (0)(x(q), y(q); x(q))
Ey(x(q), y(q))
dx(q) (IV.3-8)
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Et donc, en utilisant eq.(IV.3-4):
T W
(1)
1 (x(p)) dx(p) =
d2+1+2g∑
i=1
Res
q→ei
dSq,α(p)
d2∑
k=1
B(q, pk(q))
(y(q)− y(pk(q))) dx(pk(q))
=
d2+1+2g∑
i=1
Res
q→ei
dSq,α(p)
d2∑
k=1
Res
p′→pk(q)
B(q, p′)
(y(q)− y(p′))(x(p′)− x(q))
= −
d2+1+2g∑
i=1
Res
q→ei
dSq,α(p) Res
p′→q
B(q, p′)
(y(q)− y(p′))(x(p′)− x(q))
−
d2+1+2g∑
i=1
Res
q→ei
dSq,α(p)
d1∑
k=1
Res
p′→p˜k(q)
B(q, p′)
(y(q)− y(p′))(x(p′)− x(q))
=
d2+1+2g∑
i=1
Res
q→ei
dSq,α(p) Res
p′→q
B(q, p′)
(y(q)− y(p′))(x(q)− x(p′))
+
d2+1+2g∑
i=1
Res
q→ei
dSq,α(p)
d1∑
k=1
B(q, p˜k(q))
dy(p˜k(q))(x(p˜k(q))− x(q))
=
d2+1+2g∑
i=1
Res
q→ei
Res
p′→q
dSq,α(p)B(q, p
′)
(y(q)− y(p′))(x(q)− x(p′))
=
1
2
d2+1+2g∑
i=1
Res
q→ei
Res
p′→q
dSq,p′(p)B(q, p
′)
(y(q)− y(p′))(x(q)− x(p′))
(IV.3− 9)
L’e´galite´ entre la ligne 1 et 2 est une simple re´ecriture de x(pk(q)) = x(q) sous forme de re´sidus.
L’e´galite´ entre la ligne 2 et 3 est obtenue en de´placant le contour, pour prendre tous les autres
re´sidus, i.e. p′ = q et les d1 autres solutions de y(p
′) = y(q), que l’on appelle p˜k(q), k = 1, . . . , d1.
Dans la quatrie`me ligne, on calcule explicitement les re´sidus en p′ = p˜k(q), et l’on voit qu’ils
n’ont pas de poles lorsque q = ei. Le passage de la cinquie`me a` la sixie`me ligne, est obtenu en
e´changeant l’ordre des re´sidus, il montre que cette expression est bien inde´pendante du choix du
point α. On trouve donc eq.(IV.3-2), QED.
a` partir de la`, on obtient:
The´ore`me 3.2 (Eynard, Kokotov, Korotkin [P5], [P1]) L’e´nergie libre a` l’ordre 1/N2 est donne´e
par:
F (1) = − 1
24
ln
(
g˜
1−1/d2
d2+1
τ 12x
d2+1+2g∏
i=1
y′(ei)
)
(IV.3-10)
ou`
ζi(p) :=
√
x(p)− x(ei) (IV.3-11)
y′(ei) :=
dy(ei)
dζi(ei)
(IV.3-12)
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et τx est de´termine´e par [P1], [54]:
∂ ln τx
∂x(ei)
= − 1
12
Sζi(ei) (IV.3-13)
La formule variationnelle de Rauch implique que eq.(IV.3-13) de´finit bien une fonction τx,
parfois appele´e fonction τ de Bergmann [54]. On peut de´finir une fonction τy de fac¸on similaire,
et on peut ve´rifier que eq.(3.2) est bien symme´trique dans l’e´change x↔ y.
Ide´e de la preuve:
Il s’agit de ve´rifier que l’expression eq.(IV.3-10) satisfait bien toutes les relations du type
eq.(II.5-2), i.e. par exemple:
∂F (1)
∂gk
= −T
k
Res
∞x
xkW
(1)
1 (x)dx (IV.3-14)
On calcule le membre de gauche de eq.(IV.3-14), i.e. les de´rive´es par rapport a` gk, en utilisant
les relations du the´ore`me IV.2.4, et on calcule le membre de droite de de eq.(IV.3-14) en utilisant
le tho´re`me IV.3.1. La preuve, fastidieuse. est expose´e dans [P1], et elle est trop longue pour
aparaˆıtre ici.
Par ailleurs, la fonction τx est connue pour eˆtre proportionelle au determinant d’un Laplacien
sur E (voir [P1], [54, 76]).
Le de´veloppement syste´matique de la re´solvante et de ses de´rive´es a e´te´ obtenu tre`s re´cement
par (Eynard, Orantin) [35], par une me´thode diagramatique, que je ne pre´senterai pas ici. Toute-
fois, cette me´thode diagrammatique n’a pas encore pu s’appliquer au calcul du de´veloppement
de l’e´nergie libre en 1/N2. Ceci reste a` comprendre. Pour l’instant, il n’existe pas d’expression
connue pour F (2) par exemple.
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Chapitre 5
Asymptotiques des polynoˆmes
biorthogonaux
Dans ce chapitre, nous allons voir comment on peut deviner les asymptotiques a` n grand, pour
les polynoˆmes biorthogonaux. Les chapitres pre´ce´dents n’e´taient qu’une introduction a` ce calcul,
pour poser les notations, et mettre en place les e´le´ments ne´ce´ssaires.
L’ide´e est la suivante: la formule de Heine eq.(III.1-2) permet de voir les polynoˆmes orthogo-
naux comme des fonctions de partition d’un mode`le normal. Le mode`le normal est lui meˆme la
transforme´e de Fourrier d’un mode`le normal a` symme´trie brise´e. Le mode`le a` symme´trie brise´e,
a, sous certaines hypothe`ses, le meˆme de´veloppement asymptotique qu’un mode`le formel. Par
la me´thode des e´quations de boucles, nous pouvons trouver les asymptotiques du mode`le formel
en termes de ge´ome´trie alge´brique. Il suffit alors de refaire la transforme´e Fourrier inverse pour
obtenir les asymptotiques des polynoˆmes. Cett me´thode a e´te´ introduite dans [P11]et [P9], et a
e´te´ pre´sente´e aux Houches en 2004 [31].
Les asymptotiques ainsi obtenus s’expriment naturellement en termes de ge´ome´trie alge´brique
d’une courbe complexe, et l’on voit aise´ment que cette courbe complexe n’est rien d’autre que la
limite n grand de la courbe spectrale vue en eq.(III.7-9).
Il faut noter que les asymptotiques pre´sente´s ci-dessous ne sont que des conjectures (a` ce
jour), soutenues par des arguments physiques tre`s raisonables, mais ils ne sont pas de´montre´s
mathe´matiquement. La me´thode la plus prometeuse pour les de´montrer est la me´thode de
Riemann–Hilbert introduite par [10, 11] et [18, 19, 20, 27]. Il aparaˆıt e´galement probable que
l’on puisse un jour justifier rigoureusement les hypothe`ses pre´sente´es ci-dessous, sur lesquelles se
base l’intuition physique, sans passer par Riemann–Hilbert.
Les asymptotiques pre´sente´s ci-dessous ont e´te´ introduits pour la premie`re fois en 1997 dans
[P11]et [P9]pour le cas ou` la courbe spectrale est de genre 0, et ils ont e´te´ pre´sente´s a` la confe´rence
de l’AMS a` Montre´al en 2002 [6].
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1 La courbe spectrale
Supposons qu’il existe une courbe alge´brique E d’e´quation E(x, y) = 0 avec:
E(x, y) = (V ′1(x)− y)(V ′2(y)− x)− P (x, y) + 1 (V.1-1)
ou` deg P = (d1 − 1, d2 − 1), et telle que pour tout cycle sur E , on ait:
Re
∮
ydx = 0 (V.1-2)
Supposons que la courbe est de genre g ≤ d1d2 − 1, et que l’on ait pu choisir des cycles AI ,
entourant des coupures [a2I−1, a2I ], tels que les:
ǫI :=
1
2iπ
∮
AI
ydx , ǫg+1 := 1−
g∑
I=1
ǫI (V.1-3)
soient tous positifs.
Remarque 1.1 L’existence d’une telle courbe est obtenue a` partir de la courbe alge´brique du mode`le
formel, vue au chapitre pre´ce´dent. Pour chaque ǫI ≥ 0, il existe une courbe alge´brique, et la partie re´elle
de l’e´nergie libre associe´e est une fonction convexe des ǫ (en effet, sa de´rive´e seconde est −2iπτ , dont la
partie re´elle est toujours positive). Elle admet donc un unique minimum, et c’est ce minimum que l’on
conside`re ici. Le minimum peut eˆtre atteint aux bords, dans ce cas certains ǫI sont nuls, et le genre est
donne´ par le nombre de fractions de remplissage non nulles. Au minimum d’un ǫI 6= 0, on a ∂ReF∂ǫI = 0,
i.e. Re
∮
BI
ydx = 0.
1.1 Feuillets
Comme nous l’avons vu au chapitre pre´ce´dent, cette courbe posse`de deux points a` l’infini, note´s
∞x et ∞y, et posse`de d2 + 1 (resp. d1 + 1) feuillets en x (resp. en y). C’est a` dire que pour tout
x ∈ C (resp. y ∈ C), il existe d2 + 1 (resp. d1 + 1) points de E tels que:
∀i = 0, . . . , d2, x(pi(x)) = x , (resp. ∀i = 0, . . . , d1, y(p˜i(y)) = y ) (V.1-4)
On note p0(x) (resp. p˜0(y)) le point qui est dans le feuillet physique, i.e. qui s’approche de ∞x
(resp. ∞y) lorsque x → ∞ (resp. y → ∞). Les autres points pi(x) (resp. p˜i(y)) avec i > 0
s’approchent de ∞y (resp. ∞x) lorsque x→∞ (resp. y →∞).
1.2 coupures, points de branchelents et bases d’homologies
Les points de branchement en x (resp. en y) sont les ze´ros de dx (resp. dy), on les note ei (resp.
e˜i). On supposera ici qu’ils sont simples et tous distincts. On notera:
ai := x(ei) , (resp. bi := y(e˜i) ) (V.1-5)
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Chaque point de branchement du feuillet physique ai (resp. bi), est tel que ∃j > 0 tel que:
pj(ai) = p0(ai) , (resp. p˜j(bi) = p˜0(bi) ) (V.1-6)
De´finissons le potentiel effectif:
V1,eff(i)(x) :=
∫ p0(x)
pj(x)
ydx , (resp. V2,eff(i)(y) :=
∫ p˜0(y)
p˜j(y)
xdy ) (V.1-7)
On a:
V1,eff(i)(ai) = 0 , (resp. V2,eff(i)(bi) = 0 ) (V.1-8)
et V1,eff(i)(x) (resp. V2,eff(i)(y)) se comporte en (x − ai)3/2 (resp. (y − bi)3/2) au voisinage de ai
(resp. bi). Il existe des directions ou` V1,eff(i)(x) (resp. V2,eff(i)(y)) est re´el et strictement croissant.
Ceci de´finit (au moins) un chemin allant de ai (resp. bi) a` l’infini. Pour chaque coupure I,
i.e. reliant deuxpoints de branchements [a2I−1, a2I ] (resp. [b2I−1, b2I ]), on a donc deux chemins,
partant chacun d’une extre´mite´ de la coupure. Notons ΓxI (resp. Γ
y
I) le chemin allant de ∞
a` ∞, constitue´ de la re´union de la coupure et des deux chemins a` potentiel effectifs croissant a`
partir des deux bords. Les chemins ΓxI ainsi obtenus sont ne´ce´ssairement sans intersections, et
vont ne´ce´ssairement a` l’infini dans des directions ou` ReV1(x) > 0 (resp. ReV2(y) > 0). On peut
aussi facilement montrer qu’ils sont homologiquement non nuls, et que les ΓxI × ΓyI forment bien
une base d’homologie (cf chemins similaires dans [63]).
Nous utiliserons cette base pour de´finir le produit scalaire des polynoˆmes biorthogonaux, i.e.
il faut multiplier la matrice κ vue en II.2-4 qui a servi a` de´finir le produit scalaire des polynoˆmes
biorthogonaux. Nous supposerons de´sromais que κ est la matrice des coefficients qui de´crit le
chemin Γ des polynoˆmes biorthogonaux dans cette base:
Γ =
∑
I
κI
x
ΓI ×
y
ΓI (V.1-9)
∫
Γ
πn(x)σm(y) e
−(V1(x)+V2(y)−xy) dx dy = hnδnm (V.1-10)
Nous noterons:
κI = e
2iπνI (V.1-11)
Remarquons que dans les applications les plus fre´quentes, les κI valent ±1, et donc les νI sont
des entiers ou demi-entiers.
Si un coefficient κI est nul, il faut choisir ǫI = 0. Le genre de la courbe est donne´ par le nombre
de coefficients non nuls. Remarquons que si le chemin est l’axe re´el, celui ci est somme d’au plus
la moitie´ des chemins, et donc le genre est au plus:
g ≤ d1 + 1
2
d2 + 1
2
(V.1-12)
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1.3 Notations
Rappelons que

Res
∞x
ydx = Res
∞y
xdy = 1 , ∀I , 1
2iπ
∮
AI
ydx = ǫI ≥ 0 , 1
2iπ
∮
BI
ydx = ζI (∈ R)
∀X , Res
∞x
1
x−Xydx = V
′
1(X) , ∀Y , Res
∞y
1
y − Y xdy = V
′
2(Y )
(V.1-13)
On choisit une base canonique de diffe´rentielles holomorphes:∮
AI
duJ := δIJ (V.1-14)
et la matrice des pe´riodes associe´e τ (on a τ t = τ et Imτ > 0):∮
BI
duJ := τIJ (V.1-15)
On choisit une demi pe´riode impaire z = n+τm
2
avec
∑
I nImI ∈ 2Z+1, et on conside`re θz(u, τ) :=
θ(u+ z, τ). On de´finit la diffe´rentielle holomorphe:
dhz(p) :=
∑
I
duI(p)
∂θz(v, τ)
∂vI
∣∣∣∣
v=0
(V.1-16)
On de´finit (sur un domaine fondamental du recouvrement universel, et avec une coupure le
long d’une ligne [∞x,∞y]):
T (p) := V1(x(p))− ln (x(p)) +
∫ p
q=∞x
(
y(q)− V ′1(x(q)) +
1
x(q)
)
dx(q) (V.1-17)
T˜ (p) := V2(y(p))− ln (y(p)) +
∫ p
q=∞y
(
x(q)− V ′2(y(q)) +
1
y(q)
)
dy(q) (V.1-18)
Notons que eT (p) n’a pas de coupure le long de [∞x,∞y].
On de´finit:
µ := T (p) + T˜ (p)− x(p)y(p) (V.1-19)
qui est inde´pendant du point p (en effet dµ = ydx+ xdy − d(xy) = 0).
On de´finit aussi:
Λ(p) :=
θz(u(p)− u(∞y), τ)
θz(u(p)− u(∞x), τ) , γ := limp→∞x
x(p)
Λ(p)
, γ˜ := lim
p→∞y
y(p)Λ(p) (V.1-20)
H(p) := γ
dhz(p) θz(u(∞y)− u(∞x))
dx(p) θz(u(p)− u(∞x))2 , H˜(p) := γ˜
dhz(p) θz(u(∞x)− u(∞y))
dy(p) θz(u(p)− u(∞y))2 (V.1-21)
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Notons que H(∞x) = 1, resp. H˜(∞y) = 1, et
H(p)
H˜(p)
= −γ
γ˜
Λ(p)2
dy(p)
dx(p)
(V.1-22)
Posons:
ηk := N(τǫ − ζ)− ν + k(u(∞x)− u(∞y)) (V.1-23)
et
h˜k :=
2π
(γγ˜)k
√
2πγγ˜
N
e−Nµ e−2iπNǫ(u(∞x)−u(∞y))
θ(ηk−1, τ)
θ(ηk, τ)
(V.1-24)
De´finition 1.1 Nous de´finissons les fonction suivantes:
fk(p) :=
√
H(p)
h˜k
(γΛ(p))−k e2iπNǫ(u(p)−u(∞x))
θ(ηk + u(p)− u(∞x), τ)
θ(ηk, τ)
(V.1-25)
f˜k(p) :=
√
H˜(p)
h˜k
(
γ˜
Λ(p)
)−k
e−2iπNǫ(u(p)−u(∞y))
θ(ηk − u(p) + u(∞y), τ)
θ(ηk, τ)
(V.1-26)
gk(p) :=
1
2iπ
√
h˜1−k H˜(p)
(
Λ(p)
γ˜
)k
e2iπNǫ(u(p)−u(∞y))
θ(η1−k + u(p)− u(∞x), τ)
θ(η−k, τ)
(V.1-27)
g˜k(p) :=
1
2iπ
√
h˜1−kH(p) (γΛ(p))
−k e−2iπNǫ(u(p)−u(∞x))
θ(η1−k − u(p) + u(∞y), τ)
θ(η−k, τ)
(V.1-28)
Notons que fk(p)e
−NT (p) n’a pas de discontinuite´ le long des cycles BI , et est multiplie´e par
une phase e2iπ(νI+zI) = e2iπzI κI lorsqu’on traverse un cycle AI .
fk(p) se comporte asymptotiquement a` l’infini comme:
fk(p)e
−NT (p) ∼
p→∞x
x(p)N−k e−NV1(x(p)) (1 +O(1/x)) (V.1-29)
De´finition 1.2 De´finissons les matrices carre´es suivantes de taille d2 + 1
T(x) := diag(T (p0(x)), T (p1(x)), . . . , T (pd2(x))) (V.1-30)
Fij(x) := fi(pj(x)) , i, j = 0, . . . , d2 (V.1-31)
G˜ij(x) := g˜i(pj(x)) , i, j = 0, . . . , d2 (V.1-32)
et les matrices carre´es suivantes de taille d1 + 1
T˜(y) := diag(T˜ (p˜0(y)), T˜ (p˜1(y)), . . . , T˜ (p˜d1(y))) (V.1-33)
F˜ij(y) := f˜i(p˜j(y)) , i, j = 0, . . . , d1 (V.1-34)
Gij(y) := gi(p˜j(y)) , i, j = 0, . . . , d1 (V.1-35)
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2 Conjecture
Conjecture 2.1 (Eynard [P11], [P9]) les asymptotiques des syste`mes fondamentaux des
polynoˆmes biorthogonaux (de´finis par le theoreme 8.1), dans le re´gime
n→∞, N →∞, |n−N | = O(1) (V.2-1)
sont donne´s par:
ΨN (x) ∼ F (x) e−NT(x)Cx(1 +O(1/N)) (V.2-2)
ΦN (y) ∼ F˜ (y) e−NT˜(y)Cy(1 +O(1/N)) (V.2-3)
Ψ˜N(y) ∼ G(y) eNT˜(y) C˜y(1 +O(1/N)) (V.2-4)
Φ˜N(x) ∼ G˜(x) eNT(x) C˜x(1 +O(1/N)) (V.2-5)
ou` Cx, C˜x, Cy, C˜y sont des matrices carre´es constantes par morceaux.
Remarque 2.1 Ces asymptotiques ont e´te´ introduits pour la premie`re fois en 1997 dans [P11] et [P9]
pour le cas ou` la courbe spectrale est de genre 0, et ils ont e´te´ pre´sente´s a` la confe´rence de l’AMS a`
Montre´al en 2002 [6]. Ces asymptotiques sont des ansatz, qu’il faudrait maintenant prouver, par exemple
par la me´thode de Riemann–Hilbert [10] et [18].
Remarque 2.2 Les polynoˆmes orthogonaux ψN−i(x) sont obtenus dans la premie`re colonne de la
matrice ΨN (x):
ψN−i(x) = (ΨN (x))i0 (V.2-6)
Remarque 2.3 Ces asymptotiques sont uniforme pour tout x, hors du voisinage des points de branche-
ments. Les lignes de discontinuite´ des Cx, sont donne´es par:
Re
∫ pj(x)
pi(x)
ydx = 0 (V.2-7)
Remarque 2.4 La me´thode euristique pour obtenir ces asymptotiques est pre´sente´e dans [P11] et
[P9], de meˆme que dans [34] pour le genre ze´ro. Lorsque la courbe a un genre plus e´leve´, la sommation
sur les fractions de remplissages (cf eq.II.3-10), produit une fonction θ, comme dans [13]. De plus,
cette me´thode euristique fonctionne a` x fixe´, i.e. on peut calculer la matrice Cx tre`s explicitement pour
un x donne´, sans avoir a` se pre´ocupper des discontinuite´s. La matrice Cx provient de la matrice de
changement de base d’homologie pour calculer les transforme´es de Fourrier et Hilbert, par la me´thode du
col (me´thode du col habituelle en dimension 1). Les discontinuite´s sont obtenues a` posteriori. Les lignes
de discontinuite´s apparaissent d’abord car les pj(x) sont par de´finition discontinus le long des coupures,
puis, par un phe´nome`ne de Stokes lorsque l’on calcule les transforme´es de Fourrier et transforme´es de
Hilbert par la me´thode du col. Les matrices de Stokes et de saut le long des coupures pourraient eˆtre
calcule´es tre`s explicitement par cette me´thode euristique.
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3 Ve´rifications
Ve´rifions que cet ansatz satisfait certaines proprie´te´s attendues:
3.1 Asymptotiques
On a:
fk(p) ∼
p→∞x
1√
h˜k
x(p)−k (1 +O(1/x)) (V.3-1)
fk(p) ∼
p→∞y
O
(
y(p)k−
d2+1
2
)
(V.3-2)
ce qui garantit bien que:
pN−k(x) ∼
x→∞
Cx0,0 x
N−k (1 +O(1/x)) (V.3-3)
Il faut donc choisir Cx0,0 = 1 dans les secteurs ou` x→∞.
De fac¸on ge´ne´rale, on trouve que les syste`mes fondamentaux donne´s dans la conjecture V.2.1,
satisfont les meˆmes asymptotiques a` x grand que ceux donne´s au the´ore`me III.9.1.
3.2 Transforme´es de Fourrier et Hilbert
On peut ve´rifier que pour j > 0,
ψ˜
(j)
N−i(y) =
∫
ψN−i(x) e
Nxy dx (1 +O(1/N)) (V.3-4)
l’inte´gration se fait par la me´thode du col habituelle. Le chemin d’inte´gration non pre´cise´ ici,
de´pend de x de fac¸on constante par morceaux, car il de´pend de la matrice Cx, et de la classe
d’homologie des chemins passant par les points cols.
On peut aussi ve´rifier par la me´thode du col et la formule de Cauchy, que
ψ˜
(0)
N−i(y) =
∫ ∫
1
y − y′ψN−i(x) e
Nxy′ dx dy′ (1 +O(1/N)) (V.3-5)
3.3 Orthogonalite´
On peut ve´rifier que: ∫ ∫
ψN−i(x)φN−j(y) e
Nxy dx dy = δij +O(1/N) (V.3-6)
en effet, l’inte´gration se re´duit a` un re´sidu au point∞x (ou au point∞y) sur la courbe alge´brique,
de la forme:√
h˜i
h˜j
Res
p→∞x
dhz(p) θz(u(∞x)− u(∞y)) (γΛ(p))j−i
θz(u(p)− u(∞x))θz(u(p)− u(∞y))
θ(ηi + u(p)− u(∞x)) θ(ηj − u(p) + u(∞y))
θ(ηi)θ(ηj−1)
= δij
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(V.3-7)
si i > j, il n’y a pas de pole en ∞x et le re´sidue s’annule, de meˆme, si j > i, il n’y a pas de poˆle
en ∞y et le re´sidue s’annule, et si i = j, le re´sidue vaut bien 1. Ceci montre que le coefficient hn
(def.III.1.1) vaut:
hn ∼ h˜N−n (1 +O(1/N)) (V.3-8)
de meˆme, le coefficient γn (def.III.2-8) vaut:
γn ∼
√
γγ˜
√
θ(ηN−n)θ(ηN−n−2)
θ(ηN−n−1)2
(1 +O(1/N)) (V.3-9)
3.4 Syste`mes diffe´rentiels, courbe spectrale et dualite´ spectrale
Les 4 syste`mes de la conjecture V.2.1 satisfont 4 syste`mes d’e´quations diffe´rentiels:
D1(x) ∼ F (x)T′(x)F (x)−1 +O(1/N) (V.3-10)
D˜1(x) ∼ G˜(x)T′(x) G˜(x)−1 + O(1/N) (V.3-11)
D2(y) ∼ F˜ (y) T˜′(y) F˜ (y)−1 +O(1/N) (V.3-12)
D˜2(y) ∼ G(y) T˜′(y)G(y)−1 +O(1/N) (V.3-13)
Les valeurs propres de D1(x) sont donc celles de T′(x), i.e. ce sont les y(pi(x)), autrement dit la
courbe alge´brique que nous avons introduite est bien la limite de la courbe spectrale, et ce pour
les 4 syste`mes. Nous retrouvons le tho´re`me de dualite´ spectrale:
The´ore`me 3.1 Les 4 syste`mes diffe´rentiels ci-dessus ont la meˆme courbe spectrale, qui est la
courbe alge´brique E .
Remarque 3.1 La matrice D1(x) n’a pas ne´ce´ssairement de limite lorsque N → ∞, car F (x) de´pend
explicitement de N .
3.5 Dualite´ et Christoffel–Darboux
The´ore`me 3.2 La matrice
A = (F (x)G˜(x)t)−1 (V.3-14)
ne de´pend pas de x, et a la forme de la matrice de Christoffel Darboux (cf the´ore`me III.4.1, e´crite
dans une autre base): Aij = 0 si (i = 0 et j 6= 0) ou si (j = 0 et i 6= 0) ou si (i > 0, j > 0, et
i+ j > d2). On a A00 = −γN−1.
ide´e de la preuve: Chacun des Aij peut eˆtre e´crit comme des combinaisons de fonctions sur
la courbe E . On ve´rifie que cette fonction est bien une fonction me´romorphe sur E , i.e. qu’elle
reprend bien sa valeur apre`s un tour autour de chaque AI et chaque BI , et qu’elle n’a pas de poles.
Toute fonction me´romorphe sans poˆle e´tant constante, on trouve que A ne de´pend pas de x. La
valeur des Aij peut donc eˆtre calcule´e pour x grand, et l’on trouve le re´sultat annonce´.
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4 Ide´e euristique sous-tendant la conjecture
Nous allons exposer rapidement les ide´es qui conduisent a` cette conjecture. Elles se basent sur les
articles [P11]et [P9], et sur [13] (voir aussi [31]).
4.1 Formule de Heine et mode`le normal avec potentiel rationel
La formule de Heine eq.(III.1-2) permet de voir les polynoˆmes orthogonaux comme des fonctions
de partition d’un mode`le normal:
πn(ξ) =
ZNorm(N, T, r, κ)
ZNorm(N, T, 0, κ)
(V.4-1)
ou` T = n
N
et r = − 1
N
et:
ZNorm(N, T, r, κ) :=
∫
(Hn×Hn)(Γ)
dM1 dM2 e
− n
T
tr [V1(M1)+r ln (ξ−M1)+V2(M2)−M1M2] = e−
n2
T2
FNorm(N,T,r,κ)
(V.4-2)
autrement dit, on a simplement ajoute´ un terme logarithmique au potentiel V1, et une tempe´rature
T = n
N
. Jusqu’ici, nous n’avons conside´re´ que des potentiels polynomiaux, mais il est connu [8] que
tout les raisonements pre´ce´dents se ge´ne´ralisent bien au cas ou` V ′1 est une fraction rationelle. De
plus, ici, le terme logarithmique est multiplie´ par r = −1/N qui est petit, et nous allons effectuer
un de´veloppement de Taylor au voisinage d’un potentiel polynomial.
4.2 Transforme´e de Fourrier d’un mode`le normal brise´
Pour un chemin d’inte´gration Γ =
∑
I κIΓ
x
I × ΓyI , on a, d’apre`s eq.(II.3-10):
ZNorm(N, T, r, κ) =
∑
∑
I mI=n
κmII ZNormb(N, T, r,mI) (V.4-3)
avec:
ZNormb(N, T, r,mI) := e
−n2overT 2FNormb(N,T,r,mI)
:=
∏
I
∫
HmI (Γ
x
I)×HmI (Γ
y
I )
dMx,IdMy,I
e−
n
T
tr [V1(Mx,I)+r ln (ξ−Mx,I)+V2(My,I)−Mx,IMy,I]∏
(I)<(k,l)
det
(
Mx,I ⊗ 1nk,l − 1nI ⊗Mx,k,l
)
∏
(I)<(k,l)
det
(
My,I ⊗ 1nk,l − 1nI ⊗My,k,l
)
(V.4-4)
On fait l’hypothe`se, que si les chemins ΓI sont ”bien choisis” (i.e. section 1.2), alors l’e´nergie
libre du mode`le normal brise´ posse`de un de´veloppement en puissances de 1/N2 pour N grand,
68
i.e. on identifie le mode`le normal brise´ a` un mode`le formel (a` des termes exponentiellement petits
pre`s):
ZNormb(N, T, r,mI) ≡ ZForm(N, T, r, 1
N
mI) = e
− n
2
T2
FForm(N,T,r,
1
N
mI ) (V.4-5)
4.3 De´veloppement a` N grand du mode`le formel
Nous savons que le mode`le formel peut se de´velopper en puissances de 1/N2:
− 1
N2
lnZForm(N, T, r, ηI) = F
(0)(T, r, ηI) +
1
N2
F (1)(T, r, ηI) +O(
1
N4
) (V.4-6)
ou` F (0)(T, r, ηI), F
(1)(T, r, ηI), ..., etc, sont donne´es par Th.2.5, Th.3.2, et sont analytiques dans
tous leurs parame`tres.
Nous poserons F = F (0) car nous n’aurons pas besoin de l’ordre suivant.
En utilisant les the´ore`mes IV.2.4, IV.2.5 et IV.2.6, on a (en e´crivant ξ = x(q)):
Fη :=
∂F
∂ηI
= −
∮
BI
ydx = −2iπζI (V.4-7)
Fr :=
∂F
∂r
= −(T (q)− V1(x(q))) (V.4-8)
FT :=
∂F
∂T
= µ (V.4-9)
Fηη :=
∂2F
∂ηI∂ηJ
= −2iπτIJ (V.4-10)
Frr :=
∂2F
∂r2
= − lnH(q) (V.4-11)
FTT :=
∂2F
∂T2
= − ln γγ˜ (V.4-12)
Fηr :=
∂2F
∂ηI∂r
= −2iπ(u(q)− u(∞x)) (V.4-13)
FηT :=
∂2F
∂ηI∂T
= −2iπ(u(∞x)− u(∞y)) (V.4-14)
Frt :=
∂2F
∂r∂T
= ln γΛ(q) (V.4-15)
Au voisinage de T = 1, r = 0 et η = ǫ, en posant m = Nη, la formule de Taylor a` l’ordre 2
donne:
e−
n2
T2
F (T,r,η) ∼ e−N2F (1,0,ǫ) e−N(m−Nǫ)Fη eNFr e−N(n−N)FT
e−
1
2
(m−Nǫ)tFηη(m−Nǫ) e−
1
2
Frr e−
1
2
(n−N)2FTT
eFηr(m−Nǫ) e−(n−N)FηT (m−Nǫ) e(n−N)FrT
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∼ (γγ˜) 12 (n−N)2 e−N2F (1,0,ǫ) e−N(n−N)µ√
H(q) Λ(q)n−N e−N(T (q)−V1(x(q)))
eiπ(m−Nǫ)
tτ(m−Nǫ) e2iπNζ
t(m−Nǫ)
e−2iπ(u(q)−u(∞x))
t(m−Nǫ) e2iπ(n−N)(u(∞x)−u(∞y))
t(m−Nǫ)
(V.4 − 16)
ou` toutes les de´rive´es sont calcule´es en T = 1, r = 0 et η = ǫ.
4.4 Sommation sur les fractions de remplissage
Comme la matrice des pe´riodes τIJ a toujours une partie imaginaire positive (voir paragraphe 2.2),
ReF (1, 0, η) est une fonction convexe des ηI . Notons ǫ son minimum. La condition de minimalite´
s’e´crit:
∂ReF
∂ηI
= 0 = 2πImζI (V.4-17)
ce qui implique que les ζI sont re´els. La convexite´ de ReF , implique que dans la somme sur les
mI , seuls les mI tels que |mI −NǫI | ∼ O(1) contribuent notablement a` la somme. ceci entraine,
d’une part, on peut se contenter de l’approximation de Taylor de l’e´nergie libre au 2e ordre, et
d’autre part, on peut sommer sure les mI allant de −∞ a` +∞, ce qui produit une fonction θ:
ZNorm(N, T, r, κ) ∼ (γγ˜) 12 (n−N)2 e−N2F (1,0,ǫ) e−N(n−N)µ√
H(q) Λ(q)n−N e−N(T (q)−V1(x(q)))∑
mI
e2iπν
tmeiπ(m−Nǫ)
tτ(m−Nǫ) e2iπNζ
t(m−Nǫ)
e−2iπ(u(q)−u(∞x))
t(m−Nǫ) e2iπ(n−N)(u(∞x)−u(∞y))
t(m−Nǫ)
∼ (γγ˜) 12 (n−N)2 e−N2F (1,0,ǫ) e−N(n−N)µ√
H(q) Λ(q)n−N e−N(T (q)−V1(x(q)))
eiπNǫ
tτNǫ e−2iπNζ
tNǫ e2iπ(u(q)−u(∞x))
tNǫ e−2iπ(n−N)(u(∞x)−u(∞y))
tNǫ
θ(ηN−n + u(q)− u(∞x), τ)
(V.4− 18)
et le rapport ZNorm(N, T, r, κ)/ZNorm(N, T, 0, κ) vaut dans cette approximation:
πn(x(q)) =
ZNorm(N, T, r, κ)
ZNorm(N, T, 0, κ)
∼
√
H(q) Λ(q)n−N e−N(T (q)−V1(x(q)))
e2iπNǫ
t(u(q)−u(∞x))
θ(ηN−n + u(q)− u(∞x), τ)
θ(ηN−n, τ)
(V.4− 19)
i.e. on retrouve la fonction fN−n(p) de´finie a` l’e´quation V.1-25.
Les arguments pre´sente´s ici sont euristiques et indicatifs. Ils servent juste a` deviner la bonne
forme a` donner a` la conjecture.
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Je pense qu’il doˆıt eˆtre possible de justifier rigoureusement toute cette approche, et donc de
prouver la conjecture, sans passer par une me´thode de Riemann–Hilbert. Mais ceci reste a` faire...
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Chapitre 6
Conclusion
Ce me´moire fait un re´sume´ de plus de 10 anne´es de mes travaux sur le mode`le a` deux matrices.
Les travaux les plus anciens ne concernaient que les courbe spectrale de genre 0, et c’est petit a`
petit que la ge´ome´trie alge´brique un peu plus e´volue´e, a fait son apparition, et a permis d’e´tudier
les courbes de genre quelconque.
Mes travaux avaient de´bute´ en temps que physicien, le but e´tant de comprendre un peu mieux la
gravitation quantique et les the´ories conformes. Dans ce cadre, les physiciens e´taient tre`s inte´resse´s
par le de´veloppement topologique du mode`le formel, et seul le cas de genre ze´ro correspondait
vraiement a´ la ”gravite´ quantique” (en effet, la fonction de partition est une somme sur des surfaces
discre´tise´es cole´es seulement par leur bords, pas par leurs centres).
L’ide´e de regarder les courbes de genre plus e´leve´, c’est impose´e naturellement, d’une part par
souci de comple´tude, d’autre part pour re´soudre le ”puzzle de Bre´zin et Deo” (depuis re´solu par
Deift & co [18]), et enfin car la the´orie de Dijkgraaf et Vafa a mis en e´vidence le roˆle joue´ par les
courbes de genre plus e´leve´ en the´orie des cordes.
Dans ce me´moire, j’ai commence´ par de´finir les mode`les de matrices, de la fac¸on dont je les
comprends, puis j’ai explique´ ce que l’on sait faire avec la me´thode des polynoˆmes biorthogonaux,
et ensuite par la me´thode des e´quations de boucles. Le dernier chapitre montre que lorsque l’on
combine les deux me´thodes, on obtient une compre´hension beaucoup plus grande, et ceci permet
par exemple de deviner la forme des asymptotiques des polynoˆmes biorthogonaux. Bref, on gagne
toujours a` attaquer un proble`me par plusieurs cote´s, et a` connˆıtre aussi bien les travaux des
mathe´maticiens que des physiciens.
Les perspectives de ces travaux sont nombreuses, tant en mathe´matique qu’en physique.
Cote´ mathe´matique, il reste bien e´videment a` de´montrer les asymptotiques, mais il reste aussi
de nombreuses questions en suspens, comme la fonction tau isomonodromique.
Cote´ physique, les matrices ale´atoires ne sont qu’un outil. Le mode`le a` deux matrices semble
riche de perspectives pour mieux comprendre, voire pour donner un sens rigoureux, aux the´ories
de champs conformes, en particulier sur les surfaces avec bords [55]. Les ope´rateurs de bords dans
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les the´ories conformes sont encore assez mal connus, et le mode`le a` deux matrices semble fournir
un tre`s bon outil pour avancer sur ce sujet, surtout depuis que l’on sait calculer des observables
contenant des traces mixtes.
D’une fac¸on plus lointaine et ambitieuse, il semble que de nombreux concepts physiques et
mathe´matiques sont en train de confluer: il s’agit de comprendre en profondeur la relation
entre inte´grabilite´(s) (au sens isomonodromique, au sens Yang–Baxter, au sens Ansatz de Be-
hte), ge´ome´trie alge´brique, combinatoire,... Mais ceci est plus un espoir qu’une re´alite´ a` l’heure
actuelle...
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