Fear conditioning is a form of associative learning that is fundamental to survival and involves potentiation of activity in excitatory projection neurons (PNs). Current models stipulate that the mechanisms underlying this process involve plasticity of PN synapses, which exhibit strengthening in response to fear conditioning. However, excitatory PNs are extensively modulated by a diverse array of GABAergic interneurons whose contributions to acquisition, storage, and expression of fear memory remain poorly understood. Here we review emerging evidence that genetically-defined interneurons play important subtype-specific roles in processing of fear-related stimuli and that these dynamics shape PN firing through both inhibition and disinhibition. Furthermore, interneurons exhibit structural, molecular, and electrophysiological evidence of fear learning-induced synaptic plasticity. These studies warrant discarding the notion of interneurons as passive bystanders in long-term memory. (R.L. Clem).
Introduction
Fear conditioning is not only a fundamental form of learning that enables animals to detect and defend themselves from dangerous situations but also one of the most intensely studied paradigms for associative memory (Fanselow and Wassum, 2015) . Its acquisition involves exposure to an innocuous conditioned stimulus (CS, i.e. auditory tone) in conjunction with an intrinsically aversive unconditioned stimulus (US, i.e. foot-shock). When reencountered, the CS serves as a reminder of imminent threat and promotes the expression of behaviors such as avoidance, freezing, and aggression. Although such reactions are essential for survival, their dysregulation features prominently in conditions like phobia (Berardi et al., 2012) , panic disorder (Lueken et al., 2014; Michael et al., 2007; Tuescher et al., 2011) and PTSD Grillon and Morgan, 1999; Jovanovic and Norrholm, 2011; Milad et al., 2009; Rabinak et al., 2017; Shvil et al., 2014) .
Fear memories are thought to be formed through experience-dependent plasticity, which is responsible for the formation of a neural trace of CS-US pairing (McKernan and Shinnick-Gallagher, 1997; Rogan et al., 1997; Rumpel et al., 2005; Sigurdsson et al., 2007; Tsvetkov et al., 2002; Arruda-Carvalho and Clem, 2014; Huganir, 2010, 2013; Clem and Schiller, 2016) . A number of plausible mechanisms have been suggested to mediate this process, ranging from potentiation and growth of synaptic connections to epigenetic regulation (Josselyn et al., 2015) . However, a general consensus has been that memory storage is the purview of excitatory projection neurons (PNs). PNs are an ideal substrate for long-term memory because they vary widely in their response properties and are highly interconnected within distributed brain networks, in which they are responsible for the propagation of excitatory activity. Furthermore, they possess a postsynaptic compartment that appears anatomically, biochemically, and molecularly tailored for input-selective synaptic strengthening (Hao and Oertner, 2012; Segal, 2017) . However, while excitatory PNs are critical for memory formation and retrieval, mounting evidence suggests that their activity is highly orchestrated by interactions with local GA-BAergic interneurons.
Although they are far outnumbered by excitatory PNs in brain areas that play key roles in fear memory, such as the amygdala, hippocampus, and prefrontal cortex, interneurons mediate overwhelming inhibition through dense and redundant connections onto excitatory PNs (Fishell and Rudy, 2011; Karnani et al., 2014) . Synthesis and release of GABA is a shared property of these cells, but they have long been known to exhibit a pronounced diversity of dendritic morphology, postsynaptic axonal targets, firing characteristics, and protein expression patterns (DeFelipe et al., 2013) . Emerging evidence indicates that these properties also correlate with discrete stimulus responses and functional roles for different subpopulations, with profound consequences for excitatory PN activity (Karnani et al., 2014) . Such data imply that, contrary to early thinking, inhibitory interneurons do not simply act as passive gain regulators but also actively shape network activity. The existence of synaptic connections between interneurons further expands this computational capacity by permitting both inhibition and disinhibition of excitatory PNs.
A major reason why interneurons have been the subject of so few memory studies was the lack of sophisticated technology for identifying and manipulating genetically-defined cell types. However, memory models have also deemphasized interneurons in part because their unique structural and molecular features suggested that they are illequipped to express conventional forms of plasticity (McBain and Kauer, 2009) . For example, Hebbian synaptic strengthening, heralded as a central mechanism in memory formation, relies on NMDA-receptor mediated Ca 2+ entry into dendritic spines and activation of Ca 2+ / calmodulin-dependent protein kinase II (CaMKII). However, interneurons are typically devoid of dendritic spines as well as CaMKII, and many have negligible NMDA receptor-mediated currents (Mahanty and Sah, 1998; Matta et al., 2013) . Nevertheless, it is now clear that, similar to excitatory PNs, inhibitory interneurons exhibit diverse forms of synaptic potentiation and depression in response to artificial stimulation (Cohen et al., 2016; Huang et al., 2013; Mahanty and Sah, 1998; Owen et al., 2013; Pelkey et al., 2005; Woodin et al., 2003) , raising the possibility that inhibitory microcircuit plasticity could also be a mechanism underlying long-term memory.
In this review, we discuss emerging evidence that inhibitory interneurons make critical contributions to stimulus processing and memory storage in fear learning. We will devote particular attention to the role of genetically-defined inhibitory populations, whose selective interrogation is now enabled by transgenic mouse lines that express cellspecific Cre and Flp recombinases. We will conclude with a summary of working principles and an outlook on future studies.
Regulation of CS and US processing by inhibitory microcircuits
With the advent of tools to study genetically-defined neuronal populations in the behaving animal, inhibitory microcircuits that play critical roles in acquisition and expression of emotional memory have been defined in auditory cortex (Letzkus et al., 2011) , medial prefrontal cortex (Courtin et al., 2014) , central amygdala Haubensak et al., 2010; Li et al., 2013; Penzo et al., 2015) , basolateral amygdala (Wolff et al., 2014) , and hippocampus (Lovett-Barron et al., 2014; Ognjanovski et al., 2017; Stefanelli et al., 2016; Fig. 1) . These studies utilize Cre-and Flp-driver mouse lines to express conditional pharmaco-and optogenetic vectors in specific inhibitory subpopulations. The benefits afforded by this technology include the possibility of identifying specific interneurons for in vivo recording based on their response to optic illumination (a technique termed optic tagging), as well as the ability to bidirectionally manipulate the firing of these cells to establish their causal relationship to behavior. The most extensively studied inhibitory interneurons in emotional learning are those that express parvalbumin (PV-INs) or somatostatin (SST-INs). These cell types comprise the majority of GABAergic interneurons and exhibit an intriguing physiological and anatomical complementarity (DeFelipe et al., 2013) . PV-INs generate high-frequency, non-accommodating action potentials, exhibit short-term depression of excitatory postsynaptic currents (EPSCs), and form synaptic contacts predominantly onto the soma as well as proximal axon and dendrites of excitatory PNs. On the other hand, SST-INs fire accommodating spike trains, exhibit short-term facilitation of EPSCs, and preferentially target the distal dendrites of excitatory PNs. Based on these differences, PV-INs appear relatively more specialized for rapid recruitment to modulate the rate and timing of PN spike initiation, while SST-INs are more likely to spring into action with more intense or prolonged stimulation to inhibit excitatory synaptic integration (Chiu et al., 2013; Tan et al., 2008) . Memory-related activity and plasticity of PNs are therefore likely to be differentially modulated by PV-and SST-IN firing.
Consistent with this idea, studies have found that PV-and SST-INs exhibit different responses to the CS and US during fear learning. In the basolateral amygdala, auditory CS exposure increases firing of PV-INs while dampening SST-IN activity (Wolff et al., 2014; Fig. 1A) . Correspondingly, optrode recordings show that a subset of adjacent PNs exhibits an increase in firing rate that is positively and negatively modulated by PV-and SST-IN stimulation, respectively. The existence of direct synaptic connections between PV-and SST-INs, as demonstrated through in vitro slice electrophysiology, has been suggested to mediate the suppression of SST-IN firing during CS recruitment of PV-INs, leading to dendritic disinhibition of PNs and enhanced integration of auditory inputs. At the onset of the US, however, both PV-and SST-INs are strongly inhibited, which allows PNs to fire spikes that may trigger Hebbian strengthening of CS inputs to support memory encoding. Evidence has been provided that optogenetic manipulation of these activity patterns in PV-and SST-INs bidirectionally alters memory formation, consistent with the above model these cells play opposing roles during CS exposure. Similar to the basolateral amygdala, PV-INs in the auditory cortex are also activated by the CS during fear conditioning (Letzkus et al., 2011) , but the causal role of this activity has not been examined.
The mechanism(s) underlying US-evoked firing rate suppression of basolateral amygdala PV-and SST-INs remain unknown but could involve synaptic inhibition from amygdala axo-axonic interneurons (also known as chandelier cells) or large GABAergic intercalated cells, both of which are recruited by noxious stimuli (Bienvenu et al., 2012; Bienvenu et al., 2015) . Alternatively, US-evoked disinhibition could be mediated by interneurons that express vasoactive intestinal peptide (VIP), which process aversive feedback signals in the neocortex. For example, prefrontal VIP cells are excited during both reward and punishment cues in the go/no-go task and mediate disinhibition of PNs via suppression of PV-and SST-INs (Garcia-Junco-Clemente et al., 2017; Pi et al., 2013) . Furthermore, as in the basolateral amygdala, PV-INs in the auditory cortex are strongly inhibited during foot-shock (Letzkus et al., 2011; Fig. 1A) . This PV-IN inhibition requires cholinergic signaling and is correlated with nicotinic receptor-mediated depolarization of layer 1 interneurons, at least some of which are likely to express VIP (Pfeffer et al., 2013) .
Cholinergic signaling also plays a role in recruitment of hippocampal interneurons during the acquisition of contextual fear memory. In area CA1, long considered an important locus of context fear encoding, US onset is accompanied by acetylcholine release from medial septum afferents, which increases the firing of SST-INs (Lovett- Barron et al., 2014) . The resulting synaptic inhibition dampens excitatory synaptic integration at the distal apical dendrites of excitatory PNs, which receive perforant pathway connections from the entorhinal cortex. Pharmacogenetic inactivation of SST-INs impairs memory acquisition and increases the number of PNs that are activated by the US. Contrary to US-mediated disinhibition of basolateral amygdala PNs, the authors suggest that recruitment of SST-INs is necessary to filter out US-related excitation from the CA1 network during storage of context representations. Interestingly, SST-INs appear to similarly constrain the recruitment of PNs in the dentate gyrus during contextual conditioning, but rather than impairing memory formation their pharmacogenetic inhibition in this subregion increases long-term memory retention (Stefanelli et al., 2016) . Divergent outcomes of SST-IN activity may be attributable to the discrete computational roles and unique physiology of these structures. Another possibility, however, is that global manipulations of SST-positive neurons in the dentate might have inhibited not only interneurons but also SST-expressing projection cells that synapse onto septal cholinergic neurons (Yuan et al., 2017) , thereby reducing acetylcholine release as well as activation of CA1 SST-INs. In contrast to bidirectional modulation of context fear encoding by hippocampal SST-INs, no such effects were seen following manipulation of PV-INs in either dentate gyrus or CA1 (Lovett-Barron et al., 2014; Stefanelli et al., 2016) . However, post-training manipulations of CA1 and CA3 PV-INs suggest that these populations promote memory consolidation (Karunakaran et al., 2016; Ognjanovski et al., 2017) , possibly through entrainment of local network oscillations.
A recent study of network dynamics in the dorsal medial prefrontal cortex suggests that disinhibition may also be a key mechanism in fear memory expression (Courtin et al., 2014; Fig. 1B) . During onset of auditory CS presentation in fear conditioned mice, in vivo recordings reveal robust suppression of firing in PV-INs coincident with PN activation and phase resetting of theta oscillations that are associated with fear expression Karalis et al., 2016; Pape et al., 2005; Stujenske et al., 2014) . Optogenetic inhibition of prefrontal PV-INs selectively disinhibits PNs projecting to the basolateral amygdala and induces freezing behavior even in animals that were never conditioned. The mechanism underlying CS-evoked suppression of PV-INs remains unknown, but this study noted an undefined population of inhibitory neurons that exhibit CS-evoked excitation and could therefore be responsible for PV-IN suppression and resulting network disinhibition. Regardless of the specific mechanism, another important unanswered question is how CS-evoked disinhibition might develop as a result of CS-US pairing, particularly since these cellular dynamics are not easily explained by Hebbian synaptic strengthening of PNs.
While thought to be formed primarily by spiny GABAergic projection neurons, inhibitory microcircuits in the central amygdala also play an important role in gating output to promote fear memory expression ( Fig. 1B) . GABAergic cells in the lateral division of central amygdala (CEl) are excited by auditory CS exposure Haubensak et al., 2010) . In turn, these cells inhibit GABAergic cells projecting to the medial division of central amygdala (CEm), which could presumably result in disinhibition of descending projections to the periaqueductal gray. Later work suggests that CS-responsive CEl interneurons are in fact SST-expressing (Li et al., 2013; Penzo et al., 2015) . However, at least some of these SST-positive cells also give rise to direct projections to the PAG as well as the paraventricular nucleus of the thalamus (Penzo et al., 2014) , where they could potentially generate additional disinhibition of projection neurons through synaptic interaction with undefined inhibitory populations.
The above studies indicate that inhibitory interneurons play important roles in processing stimuli involved in both learning and recall of emotional memories and that their specific functions are at least partly determined by their genetic lineage. A prevalent motif in these dynamics is the disinhibition of PN firing and dendritic integration, which can result from inhibitory synaptic interactions between interneurons with discrete stimulus response properties. However, these effects likely depend not only on the profile of sensory-evoked interneuron activity but also on organizational hierarchies in synaptic connectivity that could endow specific cell types with disinhibitory control. With the introduction of intersectional genetic tools to refine targeting of specific interneurons (He et al., 2016) , it is becoming increasingly feasible to investigate the contributions of more highly defined cell types as well as their reciprocal interactions.
Molecular and anatomical evidence for interneuron plasticity in emotional learning
As increasingly sophisticated experiments uncover roles for inhibitory interneurons in emotional stimulus processing, the question of whether learning modifies inhibitory microcircuits remains largely unexplored. The most abundant evidence for such plasticity is derived from biochemical and anatomical analyses, which have relied on in situ hybridization or immunolabeling to reveal changes in the expression level of inhibitory neuronal markers and structural remodeling of synaptic contacts. Results of these studies suggest that both memory acquisition and extinction are correlated with changes in GABAergic signaling.
In in situ and homogenized preparations of the basolateral amygdala, auditory fear conditioning is associated with downregulation of inhibitory pre-and postsynaptic molecular components. Among these are the GABA A receptor scaffolding protein gephyrin (Chhatwal et al., 2005; Lin et al., 2009; Ressler et al., 2002) , multiple GABA A receptor subunits (Heldt and Ressler, 2007; Lin et al., 2009) , and the GABA synthesizing enzyme glutamic acid decarboxylase of 67 kDa (GAD67; Heldt and Ressler, 2007) . Following extinction learning, these effects are reversed (Chhatwal et al., 2005; Heldt and Ressler, 2007; Lin et al., 2009) , which has been interpreted as a restoration of basal inhibitory transmission. However, because basolateral amygdala contains many distinct cell types and microcircuits, it is difficult to speculate about the functional relevance of these changes or whether the same cellular substrates are affected by both fear conditioning and extinction.
More detailed examination of brain slices suggests that these effects could be accounted for by growth and/or retraction of GABAergic axon terminals, which can be localized to specific microcircuits. In a study by Trouche and colleagues, genetic tagging was used to label basolateral amygdala PNs that were selectively activated during contextual fear conditioning in order to examine how their inhibitory synaptic inputs were altered by training (Trouche et al., 2013) . Interestingly, while behaviorally tagged PNs displayed no differences in perisomatic labeling by PV-positive boutons after fear conditioning, they selectively exhibited an increase in GAD67-and PV-expressing boutons after extinction. The mechanisms underlying such target-specific remodeling of PV-IN basket terminals as well as the impact of PV-IN activity on memory extinction remain to be established. However, these data suggest that previously observed changes in GAD67 expression after fear conditioning and extinction (Heldt and Ressler, 2007) are likely to involve discrete microcircuits.
Anatomical correlates of inhibitory plasticity have also been observed in hippocampus in conjunction with fear conditioning, where both input and output of GABAergic neurons are affected by learning. For example, consolidation of contextual fear memory is associated with an increase in GAD67-and PV-positive perisomatic boutons surrounding PNs in area CA1. (Donato et al., 2013) . These changes are accompanied by remodeling of glutamatergic and GABAergic synaptic puncta along PV-IN dendrites, increasing the balance of excitatory to inhibitory inputs. Plasticity of PV-INs requires cAMP signaling downstream of dopamine receptor 1/5 activation and is associated with an increase in sharp-wave ripple density and off-line reactivation of PN ensembles during the period of memory consolidation (12 h posttraining; Karunakaran et al., 2016; Ognjanovski et al., 2017) . Consistent with a role for this activity in memory retention, pharmacogenetic inhibition of PV-INs during this time window reduces subsequent memory expression. Interestingly, a similar but transient increase in PV-positive terminals has also been observed in the lateral amygdala following auditory fear conditioning (Rashid et al., 2016) . In this paradigm, PV-IN activity did not affect consolidation but instead modulated the degree to which two fear associations triggered by distinct auditory stimuli were encoded by separate versus overlapping PN populations. These studies suggest that PV-IN structural plasticity may support emergent network states that linger long after training to influence the eventual configuration of long-term memory traces.
Compared to PV-INs, far fewer studies of memory-related plasticity have focused on SST-INs. Interestingly, a large proportion of SST-INs possess numerous dendritic spines, which are relatively uncommon for GABAergic interneurons (Guirado et al., 2014; Oliva et al., 2000; Perez-Rando et al., 2017) . In a study by Schmid and colleagues, substantial growth of hippocampal SST-IN spines were observed during chronic in vivo imaging in area CA1, reminiscent of dynamic remodeling of excitatory neuronal spines that mediates synapse formation, and therefore provides a plausible substrate for long-term memory storage. Remarkably, contextual fear conditioning leads to a robust increase in spine density on CA1 SST-INs that requires cholinergic signaling (Schmid et al., 2016) . These data suggest that in addition to modulating the learning-related activity of hippocampal SST-INs (Lovett-Barron et al., 2014) , septal cholinergic inputs also mediate long-term structural changes in this interneuron population. However, the impact of this plasticity on memory storage remains to be elucidated.
While the above evidence suggests that memory storage strongly affects the molecular composition and morphology of inhibitory interneurons, it is important to acknowledge that these changes are not a direct measure of synaptic function. In particular, newly formed axonal boutons and dendritic spines do not necessarily contain functional synaptic contacts. Moreover, studies should not overlook the possibility that expression and localization of GAD67 and PV, rather than addition and removal of axon terminals, might underlie changes in perisomatic basket labeling as well as plasticity of synaptic transmission. Through regulation of quantal content and calcium buffering capacity of PV-INs, for example, these molecular changes could affect GABA release properties. Without electrophysiological assays of synaptic transmission after learning, it is complicated to predict the net effect of these potentially opposing forms of plasticity. Future studies should therefore attempt to relate these findings to inhibitory synaptic function and ultimately to memory-related network dynamics and behavior, which involve complex interactions among many different cell types.
Learning-induced plasticity of inhibitory microcircuit transmission
The first description of activity-dependent plasticity of interneuron transmission (Buzsaki and Eidelberg, 1982) was published nine years after the discovery of long-term potentiation (Bliss and Lomo, 1973) . Over subsequent decades long-lasting changes in inhibition have been observed after electrical stimulation of interneurons in the amygdala, striatum, cortex, and hippocampus (Kullmann et al., 2012) . Furthermore, synaptic plasticity of cortical interneurons is a well-characterized mechanism in experience-dependent reorganization of sensory receptive fields (House et al., 2011; Kuhlman et al., 2013; Li et al., 2014; Maffei et al., 2006) . It is therefore surprising that so few studies have examined how inhibitory microcircuit function is affected by emotional conditioning or other forms of associative learning.
Initial evidence that fear conditioning alters inhibitory transmission was derived from acute brain slice recordings of feedforward IPSCs in the lateral amygdala during electrode stimulation of glutamatergic afferents (Szinyei et al., 2007) . The authors found that high frequency afferent stimulation induced LTP of these responses, which are mediated by disynaptic recruitment of GABAergic transmission that is typically generated by local interneurons. However, expression of LTP was reduced after fear learning, which was interpreted as a partial saturation of inhibitory plasticity by experience. Contrary to this conclusion, we and others have found that spontaneous inhibitory transmission onto excitatory PNs in the lateral amygdala is reduced following fear conditioning (Lin et al., 2009; Lucas et al., 2016; Skelly et al., 2017) . One problem with reconciling these observations is that synaptic inhibition in the lateral nucleus originates from multiple interneuron subtypes as well as GABAergic projections from the paracapsular region and medial intercalated nuclei. Very little is known about the synaptic inputs or outputs engaged by these cell types, or whether plasticity might be localized to specific synaptic connections, such as those involved in CS processing.
To reveal the contribution of specific microcircuitry, therefore, our laboratory conducted a series of synaptic interrogations of PV-IN connections in the basolateral complex (Lucas et al., 2016;  Fig. 2A) . These experiments revealed that although they were considered by previous studies to be a homogeneous population, PV-INs in this region actually constitute two functionally distinct subgroups. In particular, PV-INs in the lateral, but not the basal, nucleus of the amygdala receive potent excitation from afferent pathways conveying CS information to the amygdala and mediate feedforward inhibition onto excitatory PNs, properties that make them well-positioned to modulate the gain of CS pathways. Following auditory fear conditioning, a reduction in synaptic efficacy was observed in lateral but not basal amygdala PV-INs at connections from the temporal association area, the major source of auditory cortical projections to the amygdala. In addition, there was reduction in GABA release from PV-INs concomitant with a decrease in the frequency of spontaneous IPSCs, both of which were specific to the lateral nucleus. These data indicate that whereas fear conditioning requires a transient US-evoked suppression of PV-INs (Wolff et al., 2014) , memory storage involves persistent reduction of PV-IN transmission, which may allow for increased CS-evoked firing of PNs to mediate freezing in the absence of the US.
Another site where local inhibitory transmission is persistently altered following fear conditioning is the CEl, where microcircuits formed by SST-expressing projection cells promote fear memory expression presumably through disinhibition of CEm output cells, as described above (Fig. 1B) . Following fear conditioning, SST-expressing CEl neurons undergo rapid pre-and postsynaptic strengthening of excitatory input from the lateral amygdala (Li et al., 2013) , a process that requires neuronal activity as well as brain-derived neurotrophic factor signaling from the paraventricular nucleus of the thalamus (Penzo et al., 2015) Fig. 2B . Activation of SST-expressing neurons is sufficient to evoke freezing behavior even in naïve animals, suggesting that potentiated synaptic recruitment of these cells plays a causal role in fear Fig. 2 . Memory encoding induces plasticity of inhibitory microcircuit transmission. A. PV-INs in the lateral nucleus of the amygdala (LA) receive potent excitation from sensory afferents, likely facilitated by their elaborate dendritic arbors, and drive feedforward inhibition onto excitatory projection neurons (PN). After fear memory encoding, probability of neurotransmitter release (P R ) is decreased from sensory afferent terminals onto PV-INs in LA. In turn, P R at PV-IN → PN synapses is also reduced, resulting in persistent LA disinhibition. Conversely, PV-INs in basal nucleus of the amygdala do not drive feedforward inhibition from sensory pathways onto PNs and do not undergo glutamatergic plasticity. Scale bars = 50 μm. B. SST-expressing neurons of the lateral division of the central amygdala (CEl) receive excitatory input from the lateral amygdala (LA) and the paraventricular nucleus of the thalamus (PVT). After aversive memory encoding, glutamatergic input from LA onto SST-expressing neurons is potentiated through enhanced glutamate release from LA axon terminals as well as an increase in postsynaptic AMPA receptor function. These effects are modulated by brain-derived neurotrophic factor (BDNF) release at PVT terminals. This enhanced excitation of SST-expressing neurons disinhibits brainstem-projecting inhibitory neurons in the medial nucleus of the central amygdala (CEm) through suppression of firing in protein kinase C δ (PKCδ) neurons.
associations. While these effects involve interactions between spiny projection neurons rather than interneurons Haubensak et al., 2010) , these data provide a potential model for how potentiation of inhibitory signaling among interconnected interneuron populations might also regulate the output of other brain regions through disinhibition.
Concluding remarks
As studies continue to unravel the function of interneurons in fear learning, it is becoming increasingly clear that these cells make critical contributions to memory acquisition and expression. Not only do interneurons coordinate local network dynamics underlying CS and US processing, but they also exhibit changes in molecular composition, morphology, and synaptic transmission in conjunction with memory storage. Such data imply that interneurons may play an integral role in memory storage and might therefore represent effective cellular substrates for therapeutic interventions.
What are the emerging principles of memory regulation by interneurons? A highly significant, if paradoxical, consequence of interneuron activity in surrounding PNs is phasic disinhibition, which occurs when CS or US activation of specific interneurons mediates suppression of firing in other inhibitory cell types. These dynamics can facilitate synaptic integration or spiking of PNs through the relief of dendritic or somatic inhibition, respectively. Importantly, the potential for extensive synaptic transmission among interneurons suggests that we are a long way from a complete understanding of microcircuit logic, particularly since interneurons exhibit regional variation in connectivity. Techniques such as calcium-based imaging could prove very useful in delineating novel interactions by permitting simultaneous monitoring of activity in different subtypes of interneurons and/or surrounding PNs.
In addition to these transient interactions, plasticity of inhibitory microcircuits also supports long-term disinhibition of PNs. However, disinhibition is unlikely to be the only outcome of inhibitory plasticity since both fear conditioning and extinction are associated with growth of new inhibitory synaptic connections. There are many potential roles for such plasticity, such as promotion of network oscillations or stabilization of memory traces. To navigate these possibilities, it will be essential to leverage complementary forms of analysis to understand how synaptic phenotypes map onto specific microcircuits and in turn to elucidate how these connections modulate network activity underlying memory consolidation, retention, and expression. Given complex crosstalk between interneurons, these studies should be careful not to assume a straightforward relationship between plasticity of interneurons and their modulation of excitatory PNs.
