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Thesis abstract
Optical metamaterials are artificial media made from subwavelength inclusions with un-
conventional properties at optical frequencies. While a response to the magnetic field of
light in natural material is absent, metamaterials prompt to lift this limitation and to
exhibit a response to both electric and magnetic fields at optical frequencies. Due to the
interplay of both the actual shape of the inclusions and the material from which they
are made, but also from the specific details of their arrangement, the response can be
driven to one or multiple resonances within a desired frequency band. With such a high
number of degrees of freedom, tedious trial-and-error simulations and costly experimen-
tal essays are inefficient when considering optical metamaterials in the design of specific
applications. Therefore, to be able to discuss metamaterials on equal footing as natural
materials and to consider them in the design of functional applications, the homogeniza-
tion of optical materials is of utmost importance. Such effective description consists of
mapping the optical response of an actual metamaterial to a set of spatially averaged,
effective material parameters of a continuum. This step requires that the building blocks
from which the metamaterials are made of are small and arranged with sufficient density
in space in comparison to the operating wavelength.
Often, local material laws have been considered in this mapping process, i.e., metama-
terials are frequently modelled at the effective, i.e. the homogeneous level, by an electric
permittivity, magnetic permeability, and in case of optical activity, terms that express
magneto-electric coupling. Such description is borrowed from natural materials at optical
frequencies, where the characteristic length scale is in the subnanometer range. Meta-
materials, however, possess a characteristic length that is only slightly smaller than the
wavelength of light. Thus, the spatial variations of the fields begin to become important
and a local description is not enough to adequately describe the metamaterial at the
effective level.
In this thesis, we lift this limitation and consider nonlocal constitutive relations in the
homogenization process for a realistic modelling of optical metamaterials. Nonlocality
means that the effective response of a material at every point depends on the fields of
light at some distant points or, alternatively, on spatial derivatives of the fields at the
same point, or both. We focus on periodic metamaterials with centrosymmetric unit cells
with a non-negligible period-to-wavelength ratio and show the importance of retaining
nonlocality in the effective description of metamaterials.
After introducing the necessary mathematical background, we discuss the physical
origin of nonlocality, which in the spatial Fourier domain translates to spatial dispersion,
i.e., to a generalized permittivity that depends on the wave vector of light. This can lead
to an artificial magnetic response and ultimately to a negative effective index of refraction,
and even beyond. Then, the aforementioned generalized permittivity is expanded into a
Taylor polynomial of the wave vector up to the fourth order. Dispersion relations describ-
ing light propagation in bulk metamaterials that are characterized by such constitutive
relations are derived. We discuss the additional mode that emerges with nonlocality. We
further, derive the appropriate interface conditions from first principles, in order to study
how light couples from one media to another. With the interface conditions at hand,
the Fresnel matrices, which ultimately allow us to analytically derive the reflection and
transmission coefficients from a slab, are derived.
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Finally, we apply this formalism to three metamaterial examples. We show that a
nonlocal description captures the properties of actual metamaterials much more accurate
than the ordinary local description. Based on the scattering parameter retrieval, the ef-
fective material parameters are retrieved from different structures, where the referential
reflection and transmission coefficients are numerically calculated with a very high preci-
sion. In the first example, we studied an all-dielectric and isotropic material made of an
array of spheres arranged in a cubic lattice. We find that the optical features such as the
presence of the Brewster angle are better captured with a nonlocal description, especially
at frequencies close to the first photonic band gap. In the second example, we investigated
the fishnet metamaterial. It has a negative effective refractive index in the studied fre-
quency range. We find that a nonlocal description allows to predict the optical properties
at oblique incidence, where a local description failed to do so. Further, in the retrieved
effective material parameters within the local approach, an unphysical anti-Lorentzian in
the permittivity arises. This could be lifted when a nonlocal description is considered. In
the third and last example, we studied a wire medium structure, that is a prototypical
metamaterial that supports a nonlocal optical response. For this material, a phenomeno-
logical approach with nonlocality already exists. We first show that the existing model
fundamentally differs from the nonlocal model we have been proposing in this thesis,
which suggests that homogenization is not unique and multiple models for an effective
description may be used to explain the optical response of a specific metamaterial.
We finalize this work by showing the limits of homogenization, and the drawbacks of
the proposed retrieval method.
In summary, we demonstrate that the nonlocal constitutive relations can describe the
optical response much better than local constitutive relations would do. The general for-
mulation we choose here can be extended to other kinds of nonlocal constitutive relations
and renders our approach applicable to a wide class of centrosymmetric metamaterials.
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1 | Introduction
I am acutely aware of the fact that the marriage between
mathematics and physics, which was so enormously
fruitful in past centuries, has recently ended in divorce.
Freeman John Dyson
Among other findings, this thesis proves the quote above wrong.
Metamaterials consist of a suitable arrangement of scattering inclusions that are struc-
tured on a length scale that is mostly much smaller than the wavelength [1]. Research
endeavors in the context of metamaterials are driven by the ability to control the propa-
gation of light in a way inaccessible with natural materials [1]–[3]. By virtues of the ability
to respond to both electric and magnetic fields of light, metamaterials can be employed
for many groundbreaking applications at optical frequencies. For instance, we may men-
tion perfect lenses [4]–[6], structures that conceal objects from external observers [7]–[9],
broadband anti-reflection coatings [10]–[12], or the generation of electromagnetic black
holes [13], or applications such as information processing devices, that solve Fredholm’s
integral equations of the second kind [14], just for a few examples. That list could go on.
The peculiar properties of metamaterials arise from the sophisticated interplay of
both the actual shape of the inclusions and the material from which they are made,
but also from the specific details of their arrangement. The building blocks forming the
metamaterial are called meta-atoms, and their arrangement can be either periodic or
amorphous. Periodic metamaterials usually form planar materials with a well-defined
geometry. The periodic arrangement allows to detect a far-field signal that is rather
a collective response of the entire lattice and not of a single unit cell. On the other
hand, amorphous metamaterials which may consist of either long-range or short-range
ordered meta-atoms, consist mostly of self-assembled structures. Due to the random
orientation of the meta-atoms, self-assembled metamaterials allow of an isotropic response
that is affected by the resonance of a single meta-atom [15]. Even though fundamentally
different, both periodic and amorphous metamaterials allow for a unique response to light
by changing their geometrical arrangements and the materials therein.
This versatile tunability renders the manipulation of wave properties manifold. For in-
stance, it was experimentally demonstrated that broadband anomalous dispersion, leading
to superluminal group velocity [16], is possible with metamaterials. Furthermore, around
fifty years ago, V. Veselago predicted that when the real valued material parameters ϵ and
µ are negative, the index of refraction is negative too and, hence, phase velocity is oppo-
site to the energy velocity [17]. In the early research of metamaterials, the possibility to
attain simultaneously negative permittivity ϵ and permeability µ, by means of microwave
scattering experiments on an array of split-ring resonators combined with metallic wires
was experimentally demonstrated by Smith et al. [18] . Split-ring resonators, responsible
for providing the magnetic response, are made of a pair of concentric conducting metallic
rings, with slits on opposite sides. When excited by an external electromagnetic field,
the induced currents in the loops generate a resonant magnetic dipole moment. The slit
size and the ring radius can be rationally engineered to tune the resonance position to a
desired frequency. The design idea of split-ring structures was first evoked by Pendry et
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al. [19]. The wire medium in this example provided the necessary electric response as it
basically constituted a diluted metal.
These promising features, that were easily feasible in the microwave regime, raised
the interest of enabling metamaterials to operate at optical or near-infrared wavelengths.
With nowadays nanofabrication techniques [20], it is indeed possible to manufacture meta-
materials that allow for controlling wave propagation in the visible and telecommunica-
tion wavelengths. To this end, different meta-atoms have been suggested with different
geometries with nanometer features, which are supposed to provide the desired optical
response [21]. We mainly distinguish between two fabrication methods, the bottom-
up and the top-down approaches. A particular example for a bottom-up meta-atom is
the self-assembled core-shell nanoparticles with magnetic resonances in the visible wave-
lengths [22], or with negative index in the near-infrared wavelengths [23]. On the other
hand, examples for top-down metamaterials that are of central importance to this thesis,
are the fishnet metamaterial [24] and the wire medium [25]. The fishnet is a multilayer
material with periodically arranged rectangular holes with nanometer size, and it specifi-
cally draws attention due to its negative index behaviour in the near infrared band. The
wire medium is an array of conducting wires, which allows for the possibility to achieve
epsilon-near-zero behaviour at the infrared and optical frequencies [26]. Here, we focus
on the of study of periodic top-down metamaterials, and in particular on the fishnet and
wire medium structures.
Even though the considered metamaterials are periodic, the concept shall not be con-
fused with that of a photonic crystal. The definition of photonic crystals is ”Photonic
crystals are regular arrays of materials with different refractive indices.” (cf. Sakoda [27]).
Whereas metamaterials shall here be understood as ”Metamaterials are rationally designed
composites aiming at effective material parameters that go beyond those of the ingredient
materials.” (cf. Kadic et al. [28]). This definition, however, evokes a term of major impor-
tance, namely the effective material parameters. These are spatially averaged parameters
of a hypothetical, homogeneous material, that shall substitute the original, heterogeneous
metamaterial, with the condition that light propagation in both materials is identical, but
they must also show the same reflection and transmission coefficients at the interfaces that
delimit the materials. The mapping of the properties of a metamaterial to effective ma-
terial parameters is called homogenization. Of course, full-wave numerical simulations
allow for an accurate computation of both propagation and scattering aspects of a certain
metamaterial, but they barely explain the underlying physics. Besides, numerical solvers
such as the Fourier Modal Method (FMM) [29], the finite Element Method (FEM) [30], or
the finite-difference time-domain (FDTD) method [31] share the heavy request on compu-
tational resources, since the exact description of the detailed unit cells is quite demanding.
Further, the numerical computation of the same material must be re-performed at each
time, when the geometry of the material is changed. Homogenization, however, allows
the discussion of metamaterials, composed of a large system of different components, on
the same physical level as natural materials. The, the mesoscopic details of the unit cell
are no longer required to be considered, and instead, the metamaterial is described by
a few numbers of effective material parameters. Commonly assigned effective material
parameters are the permittivity ϵ and the permeability µ. Moreover, if homogenization
is valid, it needs to be done only once for predicting the electromagnetic response from
materials with the same geometry and with different thicknesses, inclusions, or inclusion
densities.
The transition from the discrete picture to an averaged continuum, usually requires
3that the characteristic lengthscale of the unit cell of the metamaterial, let it be a, is
much smaller than the wavelength λ of the external light. If this condition is met, a sane
averaging may take place. For periodic metamaterials, the fields of light, should vary on
much longer lengthscales than the size of the unit cell. It is, therefore, necessary but
not sufficient [32] that the critical parameter (a/λ) ≪ 1. To our knowledge, one of the
first work on the homogenization of composite media dates back to the work of Maxwell
Garnett [33], that is over one hundred years old. This approach is in particular applicable
to systems when operated in the quasi-static regime [34], where the spatial variation of
the fields across a are neglected.
In the cause of time, tremendous further efforts were made to develop homogenization
techniques. For instance, by assuming certain material laws, i.e. assuming that homog-
enization holds, the material parameters are obtained by averaging of the numerically
calculated fields [35]–[37]. Unfortunately, the method suffers from unphysical effects such
as anisotropic dispersion, even if the metamaterial was isotropic. Alternatively, the effec-
tive material parameters can be retrieved from inversion of the scattering parameters [38]
obtained from metamaterials, that are periodic in two dimensions, and have a finite finite
thickness is in the third direction. Such materials are termed as bi-periodic slabs. In
this thesis, we consider such slab metamaterials from which the scattering parameters
are numerically calculated and used to retrieve the effective material parameters from
different homogenization models. This approach is called S-parameter retrieval and will
be discussed in detail in Ch. 5.
A part of the asymptotic analysis in mathematics, also deals with the homogenization
of composite media. This homogenization method is called asymptotic homogenization,
where the modeling of phenomena occurring in composite materials leads to partial differ-
ential equations with strongly oscillating coefficients, that can generate numerical prob-
lems. In the context of electrodynamics of composite media, the problem consists of the
wave equation with a highly oscillating permittivity. The asymptotic homogenization the-
ory in the mathematical literature [39]–[42] serves to overcome this difficulty by replacing
problems with fast oscillating coefficients by approximate problems whose coefficients are
rather constant, and therefore much simpler to process numerically. In general, the small
parameter a, that refers to the period of the oscillating coefficients, is scaled towards 0.
Homogenizing this problem consists in studying the asymptotic behavior of the solution
ua when a → 0 (cf. Ref. [43]). If u is a limit, one asks the question whether u can be
characterized as a solution of a limiting problem, which naturally does not contain any
fast oscillations that are compensated by a high-valued coefficient [44]. If this is the case,
it has to be shown that the function ua is sufficiently close to the limit function u, which
can be considered as a good approximation of ua.
However, such scaling is not applicable for metamaterials, as their unit cells have
fixed size and are designed in a way, to exhibit unconventional spectral features at a
specific wavelength range. This means that, even if a downscaling to an infinitesimal
small unit cell was possible, the desired spectral feature would smear out and shift to a
different wavelength [45]. This usually occurs when the meta-atoms are made of metallic
or dispersive materials, i.e., are frequency-dependent. Nonetheless, this is not desirable
as we wish to study the response of a real metamaterial. In fact, to get access to features
that are inaccessible with natural materials at optical wavelengths, metamaterials must
have a finite size of the unit cell, and in particular (a/λ) ↛ 0. Yet, the approaches
discussed above mostly work within the quasi-static approximations, while the theory
of homogenization is usually applied in a frequency range, where the spatial dynamics
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of the fields across a are important. In this case, the techniques discussed above have
limited applicability in the homogenization of mesoscopic metamaterials, and hence, a
more general approach is in order.
When the (a/λ) is not negligible, but is still smaller than one, the spatial dynamics
of the wave become important and the fields of light start to probe the heterogeneities of
the unit cell [46]. Thus, the response of matter towards excitation by an electromagnetic
field, i.e., the polarization field P(r, t), is at each given point in space determined by the
field values not only at that point, but also by the field values in the vicinity of that
point. A response of such kind is called nonlocal. Nonlocality is of utmost importance
in this thesis. The physical origin of the nonlocal response is the inertial motion of the
charge carriers of the medium. While moving through the medium, they also carry the
response of that external influence, i.e. of the field, to which they were subjected at past
times, while being at other points in space. Hence, the resulting response at a given
point in space is given by the change of the field, which is averaged over the vicinity with
dimensions of the order of a. Accordingly, nonlocality is negligibly small for fields that
may be regarded as homogeneous within such a region, i.e., whose wavelengths are much
larger than a, e.g. in the quasi-static regime. For these reasons, it important to keep the
critical parameter (a/λ) in mind. Typical examples where a nonlocal response takes place
are in Plasma [47], in certain metals with anomalous skin effect [48], [49], or in dielectrics
close to a resonance line [50].
A nonlocal response in the real space of the spatial domain amounts to a k-dependent
generalized permittivity in the Fourier space of the spatial domain (also called momentum
or impulse space), where k is the wave vector, sometimes also called the spatial frequency.
This is somewhat in analogy to the temporal delay of a material’s response, i.e., the de-
pendence of the polarization field on the current fields of light and also on the current
fields at preceding moments of time. A retardation in the response in the time domain
corresponds to a frequency (ω, or k0) dependent response in the frequency domain. This
is called (temporal) dispersion. A k-dependent response, that is a consequence of non-
locality, is called spatial dispersion. The strength of spatial dispersion in a material is
given by the critical parameter (a/λ), or alternatively by (a|k|). Composite media such
as metamaterials with a non-negligible (a/λ) have a nonlocal response and, hence, show
spatial dispersion [51]. A first-order spatial dispersion effect, i.e. of order (a/λ)1, is the
chirality at optical frequencies. This effect occurs when the unit cell has no spatial inver-
sion symmetry, even in the case when the materials are intrinsically non-chiral [52]. For
structures with central symmetry, particularly important are the effects of order (a/λ)2,
as under certain conditions, that we will discuss throughout the thesis, the metamaterial
at the effective level begins to respond to the magnetic field, i.e., an artificial magnetiza-
tion occurs. In other terms, we obtain a dispersive magnetic permeability µ(ω) ̸= 1, at
optical frequencies. For natural materials at optical frequencies, the characteristic length
a is of atomic or molecular scale and, therefore, (a/λ)2 is negligibly small. This also
explains the absence of the magnetic response of natural materials at optical frequencies.
The homogenization with spatial dispersion can be bifurcated into two main branches.
When a model or a set of constitutive relations is assumed that can be described with
effective material parameters and simultaneously without any spatial derivatives of the
fields, we call it a local model or local constitutive relations, e.g., D(r, ω) = ϵˆ(ω)E(r, ω)
and H(r, ω) = µˆ−1(ω)B(r, ω). However, if, and only if, the model or the constitutive
relations contain spatial derivatives of the fields that are equivalent, in terms of disper-
sion relation and interface conditions, to a different set of constitutive relations without
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approximation. The model is called weak because, by means of a suitable gauge transfor-
mation, one can rewrite the macroscopic fields D and H such that no spatial derivatives
appear in the constitutive relations. However, if a model or some constitutive relations
that have spatially independent parameters but spatial derivatives of the fields and that
cannot be reduced to a local model or is not equivalent to a local model, we call this to be
a strong spatial dispersion (SSD) model. According to the aforementioned definitions, the
constitutive relations with artificial magnetization, that turns out to be a second-order
nonlocal effect in the electric field, is part of the WSD approximation. However, it was
previously shown [53], and we will also show in the current thesis, that WSD is not always
sufficient to adequately describe the response of a mesoscopic metamaterial.
The homogenization with strong spatial dispersion is in this thesis of central impor-
tance and we will present the significance of retaining nonlocality in the effective descrip-
tion of metamaterials with mesoscopic features. Of course, nonlocality is not a new topic
by itself. There are other research groups that work with strong spatial dispersion as
well. For instance, we mention the non-asymptotic homogenization technique [54]–[56]
that provides an effective medium description without taking the limit a → 0. Further,
the authors in Refs. [57]–[61] did a considerable amount of work to homogenize wire media
with strong spatial dispersion. Their approach, however, applies only to metamaterials
with specific geometry. In the current thesis, we propose a homogenization approach,
based on a phenomenological ansatz, that can be applied to any periodic metamaterial
made of centrosymmetric and subwavelength unit cells.
A peculiar signature of spatial dispersion is the presence of additional modes [50].
This is in contrast to the WSD, or the local limit, where an illumination by a single plane
wave generates in the metamaterial slab only one forward and one backward propagating
plane wave. An experimental evidence of spatial dispersion in the near infrared range was
found in GaAs semiconductor arrays [62]. When an electromagnetic wave is incident to
semiconductors, it creates electron-hole pairs. These are bound states and the elementary
excitation is called an exciton, when spatial dispersion occurs, the excitons can propagate
in the semiconductor [63]). The material’s response near such an excitonic transition may
be modeled by a k-dependent Lorentz permittivity, which in frequency domain reads
ϵ(ω,k) = 1 + Ω
2
0
ω20 − ω2 − iωΓL +D(ck)2
, (1.1)
where Ω0 denotes the oscillator strength, ω0 the (resonance) transition frequency, ΓL the
relaxation factor. The coefficient D is of particular importance and is a measure for the
kinetic energy of the exciton, and hence, of spatial dispersion. The dispersion relations,
i.e., the solutions of Maxwell’s equations with the response from Eq. (1.1) are depicted
in Fig. 1.1 with (right) and without (left) spatial dispersion. We only show the solutions
of transverse waves and if spatial dispersion is taken into account, a substantially new
feature arises at frequencies above ωl =
√
ω20 + Ω
2
0, namely the emergence of two solutions
(branches) with different k values. The solution with the larger value of ℜ(k) is the
additional mode that is a manifestation of spatial dispersion. We shortly want to note
that an additional mode also exists at frequencies below ωl, but with purely imaginary
k. In Fig. 1.1 we only show the modes with simultaneously real ω and real k. In the
effective medium picture, the additional mode shall be an additional propagating plane
wave that contributes to the total field in the medium. Identifying this, requires the
introduction of an additional interface condition, which is part of this thesis. The usual
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Figure 1.1: Dispersion relations ω[ℜ(k)] of propagating polaritons without (left) and with
(right) spatial dispersion. In the presence of spatial dispersion, two modes with different
propagation constants k exist with the same frequency ω when larger than ωl (green
dashed lines). The mode with the larger ℜ(k) represents the additional mode. The lower
black dotted line represents the resonance frequency ω0 and the higher one represents
the frequency ωl at which the permittivity ϵ(ωl, 0) = 0. For simplicity, we chose the loss
parameter ΓL = 0 and ω0/Ω0 = 1.
interface conditions are insufficient to serve the purpose. We will discuss this aspect in
depth and derive from first principles the required interface conditions for two effective
medium models with nonlocality in Chapter 4.
Structure of the thesis In this thesis, we develop an effective medium approach with
nonlocal constitutive relations, that can be generally applied to any centrosymmetric
subwavelength metamaterial. The analysis consists of three main steps. First, assuming
constitutive relations that take spatial dispersion into account, we calculate the bulk
dispersion relation to understand how an electromagnetic field propagates in the infinitely
extended homogeneous metamaterial. Second, to unambiguously find the field amplitudes,
the interface conditions must be derived, that further allow for an analytical calculation
of reflection and transmission coefficients form a bi-periodic slab upon illumination with
a plane wave. The derivation of the interface conditions was done in a collaboration
with Prof. Dr. Michael Plum and Dr. Andrii Khrabustovskyi [64] from the Institute of
Analysis (IANA) at the Karlsruhe Institute of Technology (KIT), where the credits to
the mathematical rigour go to them. In the third and last part, we apply the derived
reflection and transmission coefficients form step two together with the dispersion relations
from step one to retrieve the effective material parameters that accurately reconstruct the
optical coefficients of the original metamaterial subject to homogenization. The retrieval
is based on an S-parameter optimization approach which relies on fitting the analytically
calculated reflection and transmission coefficients of the homogeneous material to the
simulated, or the experimentally measured, coefficients of slabs of metamaterials.
As the work presented here, especially at the level of deriving interface conditions,
requires some mathematical analysis that are not commonly known in the physics com-
munity, we start in Chapter 2 by introducing the necessary mathematical background for
understanding the approach applied here. It consists of selected topics from distribution
theory and functional analysis from Refs. [65]–[67]. Most importantly, we highlight the
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as the main tool for deriving the interface conditions by evaluating the traces that arise
at the interface between two different materials. Finally, since we work with plane waves,
that are not (globally) integrable functions and treated as distributions, we discuss the
Fourier transforms of such (generalized) functions. The analysis of the dispersion relation
requires to go to the spatial Fourier space, i.e. to the k-domain. Therefore, we wish to
clarify this mathematically.
Chapter 3 contains the core physics of the thesis. Here, we give the theoretical back-
ground behind the nonlocality in metamaterials. We start with the transition from mi-
croscopic to macroscopic Maxwell’s equations and discuss the impossibility to distinguish
the physical origin of the polarization current ∂tP(r, t) and the magnetization current
∇×M(r, t) with the presence of spatial dispersion. We show that this ambiguity leads
to the nonuniqueness of the auxiliary fields D(r, t) and H(r, t). Finally, we discuss the
properties of the nonlocal response function and the physical implications of the assump-
tion of the WSD approximation.
In Chapter 4 we propose two nonlocal models that take strong spatial dispersion into
account. Side by side with the local WSD approach, we derive the dispersion relations to
study the propagation of an electromagnetic field in the bulk of a homogenized metama-
terial. Then, we derive for each model the necessary interface conditions, which allow for
the reconstruction of the Fresnel matrix and, thus, the calculation of the reflection and
transmission coefficient from a slab. Finally, we present two already existing homoge-
nization approaches for subsequent comparison. Once, the local Maxwell-Garnett mixing
rule, and second, the nonlocal homogenization model for wire media.
In Chapter 5 we apply the results from the previous chapter and construct a retrieval
approach for metamaterials characterized by nonlocal constitutive relations. We apply
this methodology to three different metamaterials. Once for a quick tutorial an array of
dielectric spheres, then the fishnet metamaterial that has a negative index in the studied
frequency range, and finally, a wire medium model that shows strong nonlocality. We
conclude the chapter by demonstrating the importance of nonlocality in the effective
description of metamaterials, and that homogenization by itself is not unique. We, further,
show the limits of homogenization, in general, and the drawbacks of the used retrieval
method.
Ultimately, in Chapter 6, we summarize the analytical and numerical work of this
thesis and discuss possible future research, which can benefit from the methods developed
in this thesis.
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2 | Mathematical Background
Just by studying mathematics we can hope to make a
guess at the kind of mathematics that will come into the
physics of the future.
Paul Adrien Maurice Dirac
This Chapter is an introduction to distribution theory, weak formulation, and generalized
Fourier-transform. The aim is to introduce the basic mathematical concepts and notions
we will encounter throughout the thesis. First, we recap the principles and main prop-
erties of generalized functions, as our models of the effective response of light have to be
defined in a generalized sense. Second, the characteristics of partial differential equations
(PDEs) will be shortly discussed. We put emphasis on the hyperbolic wave equation (op-
erator), describing light propagation in continuous media. At this point, we also introduce
specific spaces of finite energy solutions to the PDEs that are required to fully identify
the function space of the solutions, namely Sobolev spaces. Third, the concept of a weak
formulation will be sketched and enriched with a physical example, where the Poisson
equation for the electric potential will be solved. In this part of the chapter, we will also
introduce the concept of traces that arise at the boundary of a domain or at the interface
between two domains. Finally, we review the generalized Fourier transform of general-
ized functions, as we deal with non-integrable functions in both real- and Fourier-spaces,
where the classic Fourier-Transform in its integral representation breaks down (recall,
e.g., plane waves). Reading this chapter is recommended to understand the underlying
math behind the derivations elaborated throughout this thesis. This chapter assumes
some basic knowledge concerning functional analysis. Physics will be a tangent topic
here and will be only touched in examples for further clarifications. We would further
like to note that none of the definitions, theorems, lemmas, or remarks that we state are
redundant. They were well selected and should provide a good mathematical background
of the tools used throughout the derivations in the thesis. For a more comprehensive
mathematical discussion of the topics below, we would like to refer to the books of H.
Bremermann [65] and of E. J. Beltrami [66] for an introduction to generalized functions
and Fourier transforms and to the book of L. Hörmander [68] for the topics of differential
operators.
Preliminaries
Let Ω be an open set in Rn and Ω its closure. In our applications, Ω is usually R3+, R3− or
Γ which are defined as follows:
• R3+ = {(x, y, z) ∈ R3|z > 0}
• R3− = {(x, y, z) ∈ R3|z < 0}
• Γ = R3− ∩ R3+ = {(x, y, z) ∈ R3|z = 0}
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Definition 2.0.1. Let f be a function defined on Ω. The support of a function is the
closure of the set of all points for which the function is nonzero, i.e.,
supp(f) := {x ∈ Ω
∣∣∣f(x) ≠ 0} .
Definition 2.0.2. Let V be a linear space over the field C. We define its dual space V ′
as the set of all linear continuous functionals u : V → C, i.e.,
1. 〈αu1 + βu2, φ〉 = α〈u1, φ〉+ β〈u2, φ〉, ∀u1, u2 ∈ V ′, φ ∈ V and α, β ∈ C (linearity),
2. and limn→∞〈u, φn〉 = 〈u, limn→∞ φn〉 (continuity),
where 〈·, ·〉 represents the duality pair for the spaces V and V ′.
2.1 Generalized Functions (Distributions)
Already in the early courses of theoretical physics, generalized functions (also called dis-
tributions) are handled in the same way as classical functions for solving differential
equations of idealized systems. In classical mechanics one investigates for example, a
body with a finite mass that is connected to a wall with a spring that is characterized by
a spring constant. This is the canonical implementation of a classical harmonic oscillator.
To study the impulse response of the system, comprising the mass and the spring, upon
a pointwise excitation (an external force acting on it using Newton’s laws of mechanics),
an infinitely strong and infinitely short force applied on the mass in the direction of the
spring has been exerted - the idealization of a hit with a hammer. Such excitation at
t = t0 is usually modeled with a ”function” called Dirac’s δ-distribution defined as
δ(t− t0) =
{
0 , for t ̸= t0 ,
∞ , for t = t0 ,
with ∫∞−∞ δ(t− t0)dt = 1. Even though the physical problem seems to be quite straightfor-
ward and fully understood, the introduction of Dirac’s δ-distribution led to mathematical
controversies. Simply, because the δ-distribution is not a function in the ordinary sense,
which has a well-defined value at every point in its domain of definition. The same ”func-
tion” has also been used to describe the charge density of a point-charge. There, a particle
with a total electric charge Q that is localized at a position r0 = (x0, y0, z0) has an electric
charge density
ρe(r) = Qδ(r− r0) ,
such that the integral of ρe(r) over a Volume Ω gives 0 if r0 /∈ Ω or Q if r0 ∈ Ω. A
further elementary physical setup that caused mathematical dilemmas is the RLC-circuit
- the electric analogue of the damped mechanical harmonic oscillator - with a constant
voltage source V0. Suppose that the circuit is open for times t < 0, is closed at t = 0, and
remains closed for t > 0. The external voltage that generates the current in the circuit as
a function of time is then the step function
V (t) =
{
0 , for t < 0 ,
V0 , for t ≥ 0 .
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Using Kirchhoff’s laws, which are a consequence of Maxwell’s equations, one can derive
the ordinary differential equation for the electric current I(t) in the circuit that reads for
all times t ∈ (−∞,∞)
d2I(t)
dt2 +
R
L
dI(t)
dt +
1
LC
I(t) =
dV (t)
dt . (2.1)
Obviously, V (t) is not continuous, and therefore not differentiable, at t = 0, as the jump
from 0 to a strictly positive value V0 > 0 represents an infinite slope, and is zero elsewhere,
thereupon a δ-distribution. The quantity on the RHS of Eq. (2.1) is, therefore, not well-
defined at t = 0, but it would be fortunate to be able to somehow evaluate the LHS of
Eq. (2.1) for all times ranging from −∞ to ∞.
The application of such ”functions” seems to be diverse and gives rise to good physical
understanding to simple as well as not-so-simple systems, but these functions are not
educated in a rigorous way. A not-so-simple physical system is the main topic of this
thesis. In the context of nonlocal effective response, which will be defined as a generalized
response function of metamaterials towards excitation with light, which by themselves
generate generalized functions (see Sec. 2.1.2 for proof). It is, therefore, worthwhile to
extend the concept of classical functions to generalized functions and treat them with
mathematical rigor.
2.1.1 The spacesD of test functions andD′ of distributions
Let us introduce some important function spaces, for k <∞ and Ω ⊂ Rn:
Ck(Ω), is the space of k-times continuously differentiable functions on Ω.
Ck0 (Ω), is the space of functions in Ck(Ω) with compact support.
Ck(Ω), is the space of all restrictions of Ck(Rn) to Ω.
C∞(Ω), is the space of infinitely differentiable functions, also called smooth functions.
This space is sometimes noted as E .
C∞0 (Ω), is the space of infinitely differentiable functions with compact support. Usually
it is considered as the space of test functions in Ω. In the literature, is is also denoted by
the space D(Ω). A practical example of a function defined on R with D-regularity is
g(x) =
{
Ne− 11−x2 , |x| < 1 ,
0 , |x| ≥ 1 , (2.2)
where the constant N ensures normalization such that ∫R g(x)dx = 1. Clearly, g(x) is
infinitely differentiable where g and all its derivatives are zero for |x| = 1. Moreover,
the support of g is the set {x ∈ R| |x| ≤ 1}. Hence, g ∈ D(R). For practical usage, we
define the sequence (gj)j∈N by gj(x) = jg(jx). Hence, supp(gj) = {x ∈ R| |x| ≤ 1/j}
and ∫R gj(x)dx = 1, for all j ≥ 1. In the limit j → ∞, the support of gj converges to{0}, but the integral of gj over R remains equal to 1. We say that the sequence (gj)j∈N
converges pointwise towards the Dirac δ-function (distribution). Such sequences are called
regularizing sequences and have practical applications in many fields. They are mostly
used as an approximation of the delta-function in numerical applications. They are also
often employed to approximate continuous functions by their regularization. In other
terms the convolution f ∗ gj uniformly converges to f , where f is continuous. The notion
of convergence in D(Ω) is the following.
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Figure 2.1: Illustration of gj(x) for j = 1, 2, 4. While the support of gj scales with 1/j,
the supremum scales with j, such that the surface delimited by the function and the axis
y = 0 remains constant.
Definition 2.1.1. Let (φj)j∈N be a sequence in D(Ω) and φ ∈ D(Ω). Then we say that
(φj)j∈N converges to φ and write φj −−−→
j→∞
φ if:
1. ∀j ∈ N : supp(φj) ⊂ K with K ⊂ Ω compact.
2. (Dαφj) −−−→
j→∞
Dαφ uniformly for every α ∈ Nn with Dα := ∂α1
∂x
α1
1
∂α2
∂x
α2
2
· · · ∂αn
∂xαnn
. Here,
α is an n-dimensional multi-index α = (α1, α2, · · · , αn) with |α| = α1+α2+· · ·+αn.
Definition 2.1.2. D′(Ω) is the space of distributions on Ω. It is the space of linear
continuous functionals acting on D(Ω), i.e., the dual space of D(Ω). Hence, for T ∈ D′(Ω)
and φ ∈ D(Ω) we have the linear continuous mapping FT [φ] such that
FT [φ] := 〈T, φ〉Ω . (2.3)
Example: The δ-distribution is a generalized function defined on1 D(R) by
〈δx0 , φ(x)〉 = φ(x0) for all φ ∈ D(R). For locally integrable functions, Def. 2.1.2 may be
further extended and written as
FT [φ] :=
∫
Ω
Tφdx . (2.4)
This convenient expression will be used in several occasions in this thesis. We prove it in
Lemma 2.1.1.
The derivative of a distribution T ∈ D′(Ω) is defined in a weak sense as the functional
on D(Ω) for which
〈DαT, φ〉Ω = (−1)|α|〈T,Dαφ〉Ω , for all φ ∈ D(Ω) . (2.5)
The derivative is said weak, because it requires the introduction of a test function φ. The
concept of weak differentiation was first introduced by Sobolev [69]. Since φ is infinitely
differentiable, generalized functions, in contrast to classical functions, are infinitely, but
1Please note the grammatical use of on and of in here: A function defined on a vector space V
means it acts on V by means of Eq. (2.3) while it is defined in the dual space V ′.
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only weakly, differentiable. As one might guess, the origin behind Eq. (2.5) is roughly
speaking, because it is just true for integrable functions, |α|-times integration by parts and
shifting all the derivatives on T to the test function φ. Because φ has compact support,
the restrictions involving φ on the boundary of Ω (the traces) vanish.
Example: Let f be a C1-function, then 〈δ′, f〉 = −〈δ, f ′〉.
Another space of test functions that is frequently used in many fields in physics, but is
less restrictive than D, is the space of rapidly decreasing C∞-functions.
Definition 2.1.3. A function φ is said to be rapidly decreasing, if for all k, α ∈ Nn0
lim
|x|→∞
|x|kDαφ(x) = 0 .
The function space S of all rapidly decreasing C∞-functions is called Schwartz space.
Example: The Gauss-function φ(x) = e−ax2 , with ℜ(a) > 0 is an element of S(R)\D(R).
The space S is less restrictive than D and all functions in D are contained in S. Then,
by duality, the space S ′ of tempered distributions is more restrictive than D′ (the space
of all distributions). In other terms, the quantity 〈T, φ〉 with φ ∈ S and for some fixed
N ≥ 1, φ ∈ O (|x|−N−2) at infinity, is only finite, if T ∈ O (|x|N) as |x| → ∞. We define
Definition 2.1.4. We define the space S ′ as the space of linear functionals on S. It is
the set of tempered distributions. These are distributions of slow growth, meaning that
each derivative of grows at most as fast as some polynomial.
Examples of tempered distributions are all distributions with compact support such as
Dirac’s δ-distribution and its derivatives to an arbitrary order, and Cauchy’s principal
value integral of 1
x
, i.e, p.v. 1
x
. Functions with slow growth (tempered functions), e.g.,
plane waves or polynomials generate (regular) tempered distributions.
Finally, we would like to introduce another important space larger than D, namely,
the space of E = C∞ of ”only” infinitely differentiable test functions. It’s dual space E ′ is
the most restrictive space of distributions, i.e., the distributions with compact support,
which also contains Dirac’s δ-distribution and all its partial derivatives. In particular, the
following ordering holds [65]:
Spaces of test functions: D
C∞-compact support
functions
⊂ S
C∞-rapidly decreasing
functions
⊂ E
C∞-functions
Spaces of distributions: D′
all distributions
⊃ S ′
polynomially increasing
distributions
⊃ E ′
compactly supported
distributions
Remark 2.1.1. This space E ′ is particularly interesting for the study of nonlocality, where
the nonlocal kernel is a series of Dirac’s δ-distributions and their partial derivatives, which
are all elements of E ′(R3).
2.1.2 Lebesgue spaces
Throughout the thesis, we will often encounter Lp-spaces. These are complete normed
linear spaces, hence Banach spaces, of functions whose p-th power of their absolute value
is Lebesgue integrable.
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Definition 2.1.5. Let Ω ⊂ Rn and 1 ≤ p <∞
Lp(Ω) := {f : Ω→ C
∣∣∣ ‖f‖Lp <∞} , (2.6)
with the p-norm ‖f‖Lp :=
(∫
Ω
|f |p) 1p .
The dual space of Lp(Ω) is the space (Lp(Ω))′ = Lq(Ω) where q is given by 1
p
+ 1
q
= 1.
Then, for f ∈ Lp(Ω) and for g ∈ Lq(Ω) the dual pairing
|〈f, g〉Ω| =
∣∣∣∣∫
Ω
fgdx
∣∣∣∣ ≤ ‖f‖Lp‖g‖Lq <∞ ,
exists for p > 1. For p = 1, (L1(Ω))′ = L∞(Ω) is its dual that is defined as the space of
essentially bounded measurable functions, i.e., functions that are bounded up to a set of
Lebesgue-measure zero. The norm of L∞(Ω) is given by
‖f‖L∞ := ess sup
x∈Ω
|f(x)| = inf{C ≥ 0
∣∣∣|f(x)| ≤ C a.e.}.
Example: Plane waves are bounded everywhere with C = 1 and are therefore elements of
L∞(R4).
To prove the duality, let f ∈ L1(Ω) and g ∈ L∞(Ω). Then, ∃C > 0 such that ‖g‖L∞ = C.
It follows that
|〈f, g〉Ω| =
∣∣∣∣∫
Ω
fgdx
∣∣∣∣ ≤ ∫
Ω
|f ||g|dx < C
∫
Ω
|f |dx <∞ ,
while the latter inequality holds because f ∈ L1(Ω).
Remark 2.1.2. For 1 ≤ p ≤ q, the space Lq(Ω) is more restrictive than the space Lp(Ω).
Hence, the following embedding holds Lq(Ω) ⊆ Lp(Ω), for bounded Ω. Such ordering does
not exist for Ω = Rn.
Example: Let Ω = [1,∞) and f : Ω → (0, 1], x 7→ 1
x
. Clearly ‖f‖L2 = 1 < ∞ but
‖f‖L1 =∞, whereas f ∈ L2([1,∞)) but f /∈ L1([1,∞)).
In what follows, we shall discuss some special cases that play a significant role in physics.
L1-space: The space L1 is the space of (Lebesgue-)integrable functions, i.e., ∃C > 0
such that ‖f‖L1 ≤ C. A physical example of such quantity is the electric charge density
ρe(r) of a body occupying the volume Ω ⊆ R3. The norm ‖ρe‖L1 = |Q| yields the total
charge ±Q of the body.
L2-space: The space L2 defines the space of square integrable functions and deserves
special attention for many reasons. First, the space is self-dual, i.e., (L2)′ = (L2), because
1
2
+ 1
2
= 1. As a consequence, the dual pairing is a scalar product and the space is then a
Hilbert space. Second, functions in L2 play an important role in physics. All observable,
physical quantities have to be elements of L2. For instance, the electric and magnetic
fields need to be at least square integrable such that the energy (intensity) of light can
be meaningfully defined and measured.
Very frequently in optics, we deal with interfaces between different media, where
the material parameters emerging in the wave-equation become only locally continuous.
Hence, it is favorable to introduce the class of locally p-integrable functions.
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Definition 2.1.6. Let Ω be an open set and 1 ≤ p < ∞. A function f is called locally
p-integrable, if for all compact subsets K of Ω it holds∫
K
|f |pdx <∞ .
The set of locally p-integrable functions is denoted by Lploc(Ω).
Remark 2.1.3. The space Lploc(Ω) does not require that the functions are integrable in
their domain of definition and does also not require that the functions vanish at infinity.
It is, therefore, less restrictive than Lp(Ω). Hence, every integrable function is locally
integrable, but not conversely, i.e., Lp(Ω) ⊂ Lploc(Ω) for 1 ≤ p <∞.
Example: Let Ω = R and the plane wave defined as f : R → {z ∈ C
∣∣∣|z| = 1}, x 7→ eikx,
with k ∈ R. It is easy to show that ‖f‖L1loc ≤ sup{x, y ∈ K
∣∣∣|x− y|}, where K is compact
in R, but ‖f‖L1 =∞. Hence, f ∈ L1loc(R) but f /∈ L1(R).
L1loc−space: Again, we shall discuss a specific Lploc(Ω)-space that is particularly interest-
ing in this thesis, namely the L1loc-space. It denotes the set of locally integrable functions
and is of special importance, particularly in distribution theory.
Lemma 2.1.1. Every locally integrable function f on Ω generates a distribution Ff ∈
D′(R), i.e., ∃φ ∈ D(R), by means of Eq. (2.3).
Proof: Suppose K ⊂ Ω is the compact support of φ. Then
|Ff [φ]| =
∣∣∣∣∫
Ω
fφdx
∣∣∣∣ = ∣∣∣∣∫
K
fφdx
∣∣∣∣ ≤ ∫
K
|fφ| dx ≤ ‖φ‖L∞
∫
K
|f | dx <∞ .
So far for the existence. The proof of the continuity requires the usage of the notion of
convergence in D(Ω) as defined in Def. 2.1.1. Let φj −−−→
j→∞
φ in D(Ω), with supp(φj) ⊂
K ⊆ Ω, then we obtain
|Ff (φ)− Ff (φj)| ≤
∫
Ω
|fφ− fφj| dx ≤ ||φ− φj||∞︸ ︷︷ ︸−−−→
j→∞
0
∫
K
|f | dx→ 0 .
Distributions generated by L1loc-functions are called regular distributions. Common reg-
ular distributions in physics are plane waves and Heaviside step-functions. Distributions
that cannot be written in form of Ff with f being locally integrable, are called singular.
For instance, the Dirac δ-distribution is a singular distribution.
Remark 2.1.4. By means of Eq. (2.5), and in contrast to classical functions, distribu-
tions are infinitely differentiable. However, the derivative of regular distributions are not
necessarily regular as well. For instance, consider the Heaviside step-function Θ(x) that
has a discontinuity at zero and is therefore not differentiable in the classical sense. Since,
Θ ∈ L1loc(R), it can be considered as a regular distribution and its weak derivative is defined
according to Eq. (2.5). Let φ ∈ D(R), then
〈H ′, φ〉 p.i.= H(x)φ(x)|∞−∞ − 〈H,φ′〉 = φ(0) = 〈δ, φ〉 .
Hence H ′ = δ is a singular distribution.
Remark 2.1.5. Let Ω = Rn and 1 ≤ p < ∞. It must not hold [70] that for functions
f ∈ Lp(Rn) to vanish as |x| → ∞ and D(Rn) ⊂ S(Rn) ⊂ Lp(Rn) ⊂ D′(Rn).
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Notation: For every function space X , we notate by X the space of vector-functions
φ : Ω→ C3 whose components are contained in X . For example, the electric field E is in
L2(Ω) if, and only if its three components Ex, Ey and Ez ∈ L2(Ω).
2.2 Sobolev spaces and weak formulation
In theoretical electrodynamics, and in theoretical physics in general, the encounter of
partial differential equations (PDEs) is unavoidable when it comes to the study of dy-
namic processes, and in particular wave phenomena. Eventually, one seeks for solving
these PDEs and identifying the spaces in where the solutions exist. Linear PDEs can
be understood as differential operators acting linearly on functions, that satisfy enough
regularity and measurability.
Definition 2.2.1. A linear differential operator A of order m is defined as the linear
application from a function space X (the solution space) to function space Y, where
u ∈ X and Au ∈ Y,
A :=
∑
|α|≤m
cαD
α , (2.7)
where α = (α1, α2, ..., αn) is a multi-index with |α| = α1 + α + ...+ αn.
Remark 2.2.1. For Au ∈ Y, it is not required that every single term in Au is an element
of Y. It is therefore possible, and no issue, that some terms of Au do not exist in Y, given
that they may cancel each other in their linear combination.
For a second-order partial differential operator A, depending on the characteristics of
A, the operator can be classified as either hyperbolic, elliptic, or parabolic. Hyperbolic
PDEs have oscillatory solutions and describe wave phenomena. The wave-equation for
instance, is of hyperbolic type. For divergence-free and time-harmonic fields however, the
wave equation (operator) turns out to be the Helmholtz equation, which is classified as
quasi-elliptic. These two classes are of utmost relevance in this work. Parabolic PDEs,
such as the heat equation, describe diffusion processes and the elliptic PDEs, such as the
Poisson equation in the static regime, will not be discussed here.
In our applications, we look for finite-energy solutions (of any PDEs we encounter).
As a consequence, the inhomogeneity f is required to be (at least) an element of L2(Ω),
and the functions u, which represent the field components must be (at least) in L2(Ω) as
well. Hence, we end up with handling functions as well as their weak derivatives being
(at least) in the Hilbert space L(Ω)2. Hence, we define the special Sobolev space Hk(Ω)
which will be the topic of the next subsection.
2.2.1 The Sobolev Spaces Hk, H(div), and H(curl)
Sobolev spaces are indispensable in the variational theory of Maxwell’s equations and
are also called spaces of finite-energy solutions. There, partial integrations will be used
for calculating weak derivatives of distributions, which will be the main tool for deriving
the interface conditions at the interface between two distinct media. The finite element
method (FEM) as well is based on the weak formulation of partial differential equations
and thus on Sobolev space theory.
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Definition 2.2.2. Let Ω ⊂ Rn and k ∈ N. The Sobolev space Hk(Ω) is the Hilbert space
of functions f ∈ L2(Ω) and all their weak partial derivatives up to the order k being
elements of L2(Ω) as well. Formally:
Hk(Ω) := {f ∈ L2(Ω)
∣∣∣∀α ∈ Nn, with |α| ≤ k : Dαf ∈ L2(Ω)} , (2.8)
which is by itself a Hilbert space as well, equipped with the norm
‖f‖Hk(Ω) :=
∑
|α|≤k
‖Dαf‖2L2
 12 . (2.9)
We also define the Sobolov space Hk0(Ω) of functions in Hk(Ω) that vanish at the boundary,
i.e.,
Hk0(Ω) := {f ∈ Hk(Ω)
∣∣∣f |∂Ω = 0} . (2.10)
Analogously to the Lebesgue spaces (and all other Bannach spaces), for practical uses one
can also define the localized version of Sobolev spaces.
Definition 2.2.3. Let Ω ⊂ Rn. The function space Hkloc(Ω) is the space of functions
which together with their partial derivatives up to the order k are locally square integrable,
i.e.,
Hkloc(Ω) := {f ∈ L2loc(Ω)
∣∣∣∀α ∈ Nn, with |α| ≤ k : Dαf ∈ L2loc(Ω)} . (2.11)
In the following, we introduce two additional function (Sobolev) spaces that play an
important role in the macroscopic theory of Maxwell’s equations, and specifically for
the equations of time harmonic electromagnetic waves. This situation will be considered
throughout the manuscript, where time derivatives simplify to algebraic multiplication
proportional to the temporal frequency ω. These (Maxwell Eqs.) turn into four coupled
PDEs of the fields D, B, E, and H and their spatial derivatives. Since, we look for
solutions in which an energy can be well defined, all four vector functions (D,B,E,H)
must be elements of L2(Ω). Consequently, from Gauss’s law (in the absence of external
charges) it must hold that∇·D ∈ L2(Ω) and∇·B ∈ L2(Ω), since 0 ∈ L2(Ω). Furthermore,
we can deduce from Faraday’s law that ∇ × E ∈ L2(Ω) and from Ampère’s law that
∇ ×H ∈ L2(Ω). The vector functions D,B and E,H are, respectively, elements of the
Sobolev spaces H(div,Ω) and H(curl,Ω), which are defined as follows.
Definition 2.2.4. Let Ω ⊂ R3 bounded Lipschitz domain2 and f ∈ (L2(Ω))3. Then we
define
1. H(div,Ω) := {f ∈ L2(Ω)
∣∣∣∇ · f ∈ L2(Ω)},
with the norm ‖f‖H(div,Ω) :=
(‖f‖2L2 + ‖∇ · f‖2L2) 12 .
2. H(curl,Ω) := {f ∈ L2(Ω)
∣∣∣∇× f ∈ L2(Ω)},
with the norm ‖f‖H(curl,Ω) :=
(‖f‖2L2 + ‖∇ × f‖2L2) 12 .
2Def.: A bounded Lipschitz domain is a bounded domain whose boundary can be locally parametrized
with a Lipschitz continuous function γ, i.e., ∃L > 0 : ∀, x, y ∈ B : |γ(x) − γ(y)| ≤ L|x − y|, where
γ(B) = ∂Ω. Examples: x 7→ |x| is Lipschitz continuous but x 7→√|x| is not Lipschitz-continuous.
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Figure 2.2: The domain Ω (Island of Djerba) with Lipschitz Boundary is decomposed
into subdomains Ω+ and Ω−, whose closure meet at the interface Γ = Ω+ ∩ Ω−. The
unit-vector n is the normal vector and pointing outwards of Ω+.
Alternatively, i.e., by incorporating test functions, the spaces above may be also defined
as follows [71]:
1. f ∈H(div,Ω)⇔ ∃v ∈ L2(Ω) : ∀φ ∈ D(Ω), it holds
(∇ · f)[φ] =
∫
Ω
vφ dx .
As (∇ · f) is understood as a distribution acting on φ, it further holds
(∇ · f)[φ] = −
∫
Ω
f · (∇φ) dx .
2. f ∈H(curl,Ω)⇔ ∃v ∈ L2(Ω) : ∀φ ∈ D(Ω), it holds
(∇× f)[φ] =
∫
Ω
v · φ dx ,
As (∇× f) is understood as a distribution acting on φ, it further holds
(∇× f)[φ] =
∫
Ω
f · (∇× φ) dx .
Functions that reside in H(div,Ω) and in H(curl,Ω) have special properties concerning
their normal and their tangential components at the boundary ∂Ω, respectively. Before we
state the next lemma, let us first decompose the vector field f into components tangential
and normal to the boundary Ω. Let n be the normal unit vector of ∂Ω and pointing
outside Ω. Then, every vector on Ω can be decomposed into a tangential ft and a normal
fn components:
f := ft + fn = (n× f)× n+ (n · f)n .
Theorem 2.2.1. Let Ω ⊂ R3 and Ω± be bounded Lipschitz domains with Ω = Ω+∪Ω−∪Γ,
where Γ = Ω+∩Ω− is the interface between the sub-domains Ω+ and Ω−, with an oriented
normal n. And let f ∈ L2(Ω) with f = f+ for x ∈ Ω+ and f = f− for x ∈ Ω−, such that
∇ · f± ∈ L2(Ω±) or ∇× f± ∈ L2(Ω±). Then
f ∈H(div,Ω)⇔ f+,n|Γ = f−,n|Γ . (2.12)
f ∈H(curl,Ω)⇔ f+,t|Γ = f−,t|Γ . (2.13)
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Proof: The proof of this theorem for both curl and div operators resemble in their
augmentations. Since, we will mostly apply Eq. (2.13), we only show the proof for the
curl operator.
⇒-part: Let f ∈H(curl,Ω), i.e., f ∈ L2(Ω) and ∇× f ∈ L2(Ω). Then for any φ ∈ D(Ω),
it holds using Green’s first identity∫
Ω
f · (∇× φ) dx =
∫
Ω
(∇× f) · φ dx . (2.14)
With the hypothesis f± ∈H(curl,Ω±), we obtain∫
Ω
f · (∇× φ) dx =
∫
Ω+
f+ · (∇× φ) dx+
∫
Ω−
f− · (∇× φ) dx
=
∫
Ω+
(∇× f+) · φ dx+
∫
Γ
f+ · (n× φ) dx
+
∫
Ω−
(∇× f−) · φ dx−
∫
Γ
f− · (n× φ) dx
By virtue of the property of the mixed product, we have f± · (n × φ) = −(f± × n) · φ.
Hence, by merging both volume integrals over Ω±, we get after sorting the terms∫
Ω
f · (∇× φ) dx−
∫
Ω
(∇× f) · φ dx =
∫
Γ
((f+ − f−)× n) · φ dx (2.15)
According to Green’s first identity (2.14), LHS of Eq. (2.15) vanishes and for all φ ∈ D(Ω)∫
Γ
((f+ − f−)× n) · φ dx = 0⇒ (f+ − f−)× n = 0 , a.e. on Γ (2.16)
⇐-part: Let f ∈ L2(Ω) and ∇× f± ∈ L2(Ω±) (note that this still not imply that f is in
H(curl,Ω), which has to be shown here). Then for φ ∈ D(Ω), ∇× f may be defined as
distribution acting on φ
(∇× f)[φ] =
∫
Ω
f · (∇× φ) dx . (2.17)
Separating the integration domain into Ω± gives∫
Ω
f · (∇× φ) dx =
∫
Ω+
f+ · (∇× φ) dx+
∫
Ω−
f− · (∇× φ) dx . (2.18)
With ∇× f± ∈ L2(Ω±) we may integrate by parts the equation above and obtain∫
Ω
f · (∇× φ) dx =
∫
Ω+
(∇× f+) · φ dx+
∫
Γ
f+ · (n× φ) dx (2.19)
+
∫
Ω−
(∇× f−) · φ dx−
∫
Γ
f− · (n× φ) dx (2.20)
=
∫
Ω+
(∇× f+) · φ dx+
∫
Ω−
(∇× f−) · φ dx+
∫
Γ
n× (f+ − f−) · φ dx
(2.21)
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From the assumption f+,t|Γ = f−,t|Γ, the last integrand drops and we obtain∫
Ω
f · (∇× φ) dx =
∫
Ω+
(∇× f+) · φ dx+
∫
Ω−
(∇× f−) · φ dx =
∫
Ω
v · φ dx , (2.22)
where v ∈ L2(Ω) with v := ∇× f± on Ω±. This theorem has crucial implications in optics
and the FEM of Maxwell’s equations is based on Eqs. (2.12, 2.13). When we consider an
interface Γ between two distinct media occupying the half-spaces R3±, then we can deduce
the classical interface conditions for the electromagnetic fields. Since the fields D and
B are elements of H(div,R3) it follows that the normal components of D and of B are
continuous at the interface Γ. Similarly, since fields E and H are elements ofH(curl,R3),
we obtain the continuity of the tangential components of E and of H at the interface
Γ between the two media. These interface conditions are considered as fundamental.
However, it should be mentioned that it is possible to break the continuity of the quantities
above by introducing some external charges (currents) or surface charges (surface currents)
at the interface. The proof of this theorem requires a basic understanding of the weak
formulation as well as the introduction of trace operators, the key tools for deriving the
additional interface conditions in this work.
2.2.2 Essence of weak formulation
Weak solutions
Solving the strong form, i.e., finding u that satisfies
Au = f , (2.23)
is not always the most efficient way, since the latter equation requires strong regularity,
i.e., smoothness of the data in A and of u and of its partial derivatives to a certain or-
der. However, if the source field f has discontinuities or if the operator A has piecewise
continuous coefficients, the required smoothness of u is not guaranteed, but is still nec-
essary to calculate its partial derivatives (up to a certain order). This especially holds
for composed domains or in the presence of different material interfaces. In addition,
the inclusion of boundary (or interface) conditions is always a difficult task, since strong
forms must be solved with a function with strong regularity. The requirement for the
continuity of field variables is much stronger. This scenario appears very frequently in
optics and arises whenever two distinct media with different material parameters meet at
an interface. This is a central aspect in this thesis . Our main tool to circumvent this
issue is by formulating the problem such that there exist solutions that do not need to
satisfy the regularities required in Eq. (2.23), but still solve the strong form in a weaker
sense. This formulation is called the weak formulation and the solutions are called weak
solutions. The term weak comes because the strong requirements imposed for the solu-
tions u become relaxed, or simply weakened. The weak form is obtained by going through
these steps:
1. first, multiplying the strong form with a suitable test function φ with enough regularity
and integrate over Ω. For safety reasons, it is usually recommended to take φ ∈ D(Ω),
then partial integrations can be done arbitrarily often and all the terms evaluated at the
boundary vanish since we require that it holds φ|∂Ω = 0. Hence, Au can be considered as
a distribution and can be treated in that sense.
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2. Next, by integration by parts, one shifts the derivatives on u to the test function φ. In
a distributional sense, the derivatives on u are interpreted in the sense of Eq. (2.5).
In the following, we wish to clarify this abstract formalism on an example of physical
interest. Assume we have a charge distribution with an electric charge density ρe(r) that
generates a scalar electric potential Φ(r). The strong form of the Poisson equation with
Dirichlet boundary condition is then{
∆Φ(r) = −ρe(r) , in Ω ⊂ R3 ,
Φ(r)|∂Ω = 0 ,
(2.24)
with Φ ∈ C2(Ω). In the weak formulation, we multiply the strong form of the Poisson-
equation, i.e., Eq. (2.24), by a test function φ ∈ D(Ω) and integrate over Ω which gives∫
Ω
(∆Φ)φ dr = −
∫
Ω
ρeφ dr. (2.25)
Since Φ has to satisfy Eq. (2.24) it also has to satisfy Eq. (2.25). Integrating the LHS by
parts using Green’s first identity, yields∫
Ω
(∆Φ)φ dr = −
∫
Ω
(∇Φ) · (∇φ) dr+
∫
∂Ω
(∇Φ · n)φds , (2.26)
where ds refers to the surface element on the boundary ∂Ω. With φ being compactly
supported in Ω, we have φ|∂Ω = 0, thus the second term on the RHS vanishes and the
weak formulation of the Poisson equation simplifies to∫
Ω
(∇Φ) · (∇φ) dr =
∫
Ω
ρeφ dr , (2.27)
where now Φ is only required to be an element of C1(Ω) but still solves Eq. (2.24).
Since the total charge Q = ∫R3 ρe(r) dr <∞ exists, ρe(r) ∈ L2(Ω), with Ω ⊂ R3. We
will use the L2-space instead of the L1-space for convenience, because it is self-dual and
thus, the weak formulation becomes the scalar product. The solution space is then the
space of functions and their partial derivatives being in L2(Ω) that vanish at the boundary
∂Ω, hence the weak solutions are now elements of H10(Ω). With the usage of the Lax-
Milgram thoerem [67], one can prove that there exists a unique weak solution Φ ∈ H10(Ω)
to Eq. (2.27), i.e., the strong from (2.24) has exactly one weak solution. It is sufficient to
show that the bilinear functional a(Φ, φ) := ∫
Ω
(∇Φ) · (∇φ) dr is continuous and coercive.
The finite element method is based on the weak formulation and numerically determines
the approximate weak solutions to the original problem. The uniqueness here is a huge
advantage in numerical applications, as it is desirable to have a deterministic numerical
approach to solve a specific problem. The Lax-Milgram thoerem is, however, not a uni-
versal tool. For a whole class of differential operators, e.g., for hyperbolic operators, the
bilinear functional lacks of coercivity and the uniqueness of the weak formulation is not
guaranteed by the Lax-Milgram thoerem. Under certain conditions, the Fredholm alter-
native [72] can be used to show the existence and the uniqueness of weak solutions. This
matter is based on the very advanced Fredholm theory and is beyond the scope of this
thesis. However, this theory finds application when considering the system of Maxwell
equations that can be rewritten to the wave-equation, a hyperbolic second-order PDE.
Under the assumption of time-harmonic waves (in fact we assume this throughout the
thesis), Fredholm’s alternative serves as the tool to give an answer to the question of
existence of a unique weak solution to Maxwell’s equations [73]–[75].
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Traces in H(div,Ω), and H(curl,Ω) in a distributional sense
In contrast to the easy example above, in our applications, the differential operator A
has piecewise continuous coefficients, later they will be identified as the effective material
parameters arising in the wave equation. Then, one has to decompose Ω into domains with
Lipschitz boundary, in which the respective restriction of A has continuous coefficients,
i.e., adapted to the decomposition Ω = Ω+ ∪ Ω− ∪ Γ with the interface Γ = Ω+ ∩ Ω−.
In this case, the weak solutions u will also be defined piecewisely in the corresponding
subdomains. However, weak solutions are, in general, not always continuous and their
restriction on the interface Γ, that has a Lebesgue measure zero, cannot be defined in
a classical sense. Besides, boundary conditions appear after integration by parts in the
weak formulation and they have to be somehow evaluated. To this end, the concept of
traces gains special importance and the weak solutions u ∈ L2(Ω) are defined as u = u+
for x ∈ Ω+ and u = u− for x ∈ Ω−, with u± ∈ Hk(Ω±). Recall that the derivatives
of functions residing in Sobolev spaces are solely weak derivatives and are defined in a
distributional sense as in Eq. (2.5). The restrictions of u and its partial derivatives at the
interface Γ, are called traces. They strongly depend on the differential operators that act
on u. One way to study the traces is the weak formulation, since by partial integrations,
boundary terms arise (cf. Eqs. (2.30, 2.31)). In Maxwell’s theory, we usually deal with
div and curl operators and functions residing in H(div,Ω) or in H(curl,Ω). We will,
therefore, specifically study the traces of such functions. To evaluate these traces, we use
Green’s identities for all φ ∈ C1(Ω) and φ ∈ C1(Ω) :∫
∂Ω
(n · u)φ ds :=
∫
Ω
(∇ · u)φ dx+
∫
Ω
u · (∇φ) dx , for u ∈H(div,Ω) , (2.28)∫
∂Ω
(n× u) · φ ds :=
∫
Ω
(∇× u) · φt dx−
∫
Ω
u · (∇× φ) dx , for u ∈H(curl,Ω) .
(2.29)
Using the notation introduced in Eq. (2.3), the traces (2.28, 2.29) read as
〈n · u, φ〉∂Ω = 〈∇ · u, φ〉Ω + 〈 u,∇φ〉Ω , for u ∈H(div,Ω) , (2.30)
〈n× u,φt〉∂Ω = 〈∇ × u,φ〉Ω − 〈u,∇× φ〉Ω , for u ∈H(curl,Ω) , (2.31)
where Ω ⊂ R3 is a bounded Lipschitz domain with an oriented boundary ∂Ω and an out-
ward pointing unit vector n. Equations (2.30, 2.31) shall serve as the basis of the weak
formulation involving div and curl operators, that are the main operators in Maxwell’s
theory of light.
This is an informal way for defining the traces of functions in H(div,Ω) and H(curl,Ω).
The formal construction of trace operators requires a deeper understanding of Sobolev
theory, as their introduction involves Sobolev spaces Hs(Ω) with rational and/or negative
order s. Their analysis is much more complicated than the Sobolev spaces with positive
integers k and are not of much intellectual interest in this thesis. Nonetheless, the notion
of traces is in general important in studying PDEs, but in this study we will not focus
on that. They also do not affect the main results in this work and will, therefore, not be
discussed here.
Let us study the traces arising with the divergence operator in the situation where the do-
main Ω is separated into Ω+ and Ω−. With u ∈ L2(Ω) decomposed into u± ∈H(div,Ω±)
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and for all φ ∈ D(Ω), it holds
〈∇ · u, φ〉Ω = 〈∇ · u+, φ〉Ω+ + 〈∇ · u−, φ〉Ω−
Eq. (2.30)
= 〈n · u+, φ〉∂Ω+ − 〈u+,∇φ〉Ω+ − 〈n · u−, φ〉∂Ω− − 〈u−,∇φ〉Ω− .
Note the minus sign in front of the third term on the RHS, which occurs from the fact
that the normal vector n is pointing inside the domain Ω−. Since φ ∈ D(Ω), we have
φ = 0 in ∂Ω+\Γ and in ∂Ω−\Γ. Hence, the restrictions on the boundary reduce to the
restrictions on the interface Γ. Together with u ∈ L2(Ω):
〈∇ · u, φ〉Ω = 〈n · u+, φ〉Γ − 〈u+,∇φ〉Ω+ − 〈n · u−, φ〉Γ − 〈u−,∇φ〉Ω−
= 〈n · (u+ − u−), φ〉Γ − 〈u,∇φ〉Ω
Finally, we have for u± ∈H(div,Ω±), u ∈ L2(Ω) and for all φ ∈ D(Ω):
〈n · (u+ − u−), φ〉Γ = 〈∇ · u, φ〉Ω + 〈u,∇φ〉Ω . (2.32)
Equation (2.32) is of utmost importance and deserves some physical interpretation. It
represents the continuity condition of the normal component of the field u at the interface
Γ. It can be, therefore, interpreted as an interface condition for fields being in L2(Ω) ∪
H(div,Ω+ ∪ Ω−). If u is additionally in H(div,Ω), then for all φ ∈ D(Ω), the trace in
Eq. (2.30) vanishes as φ = 0 at the boundary ∂Ω (due to the compact support of φ in Ω)
and 〈∇ · u, φ〉Ω = −〈 u,∇φ〉Ω. Thus RHS of Eq. (2.32) vanishes and finally we obtain
(u+ − u−) · n = 0 at the interface Γ, i.e., the continuity of the normal component of u.
Now, for the case of the curl operator, we impose that u ∈ L2(Ω) with u± ∈
H(curl,Ω±). After following the same steps as for the divergence operator, for all
φ ∈ D(Ω) it holds
〈n× (u+ − u−),φt〉Γ = 〈∇ × u,φ〉Ω − 〈u,∇× φ〉Ω . (2.33)
Following the same arguments as above, we find that Eq. (2.33) refers to a continuity
condition for the components of the field u that are tangential to the interface Γ, where u
is in L2(Ω)∪H(curl,Ω+∪Ω−). If we additionally impose u ∈H(curl,Ω) with φ ∈ D(Ω),
the RHS of Eq. (2.33) becomes zero, and consequently, (u+ − u−) × n = 0, i.e., the
continuity of the tangential component of u follows.
This is how we derive interface conditions for the electromagnetic fields. First for-
mulating the weak formulation, second by separating the domains into two subdomains,
domain Ω+ occupied by material 1 and domain Ω− occupied by material 2, that meet at
an interface Γ. Third evaluating the traces that arise after partial integration.
The traces act differently on normal and tangential components depending on the
Sobolev spaces in which the functions exist, since the curl and div operators act on
different components of a vector field. Details on concrete models may be found in Ch. 4.
2.3 Generalized Fourier transforms
2.3.1 Fourier transform of functions and the desire for an
extended definition
Our reference for these and other facts about Fourier transforms are the books of Bre-
mermann [65] and of Stein [76].
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The Fourier transform is one of the most used tools in optics in particular, and in physics
in general, essentially due to the very useful convolution theorem and to the transforma-
tion of derivatives into algebraic products with polynomials. However, it is often misused
and important details about existence and applicability are very often neglected. For in-
stance, the well-known formula, i.e., the integral representation, of the Fourier transform
and its inverse are used for all functions. However, this only holds for integrable functions.
For f ∈ L1(Rn), the Fourier transform f˜ is defined as
F [f ](ξ) = f˜(ξ) :=
∫
Rn
f(x)e−iξ·xdx . (2.34)
While it holds that |f˜(ξ)| ≤ ‖f(x)‖L1 , it is not guaranteed that f˜ is integrable as well3.
However, for f˜ ∈ L1(Rn) we define its inverse Fourier transform as
F−1[f˜ ](x) = f(x) := 1
(2pi)n
∫
Rn
f˜(ξ)eiξ·xdξ , (2.35)
where the factor (2pi)−n ensures normalization.
Despite of that, most physically measurable quantities must be elements of L2 and we
wish to know their Fourier transforms to solve Maxwell’s equations algebraically. Note
that Eq. (2.34), a priori, does only hold for functions in L1(Rn) and that L2(Rn) ̸⊂ L1(Rn).
We will not go into the details of constructing the Fourier transform of L2-functions, but
only sketch the idea how it is developed in the following theorem (Plancharel) that states:
Theorem 2.3.1. Let f ∈ L2(Rn). Then
g(ξ) = lim
R→∞
∫
|x|≤R
f(x)e−iξ·rdx (2.36)
exists and belongs to L2(Rn) and
lim
R→∞
∫
|ξ|≤R
g(ξ)eiξ·rdξ = f(x) . (2.37)
For the proof we refer to Appendix 3.8 and 3.9 of Ref. [65]. Consequently, we write for
L2(Rd)-functions F [f ](ξ) = f˜(ξ) and F−1[f˜ ](x) = f(x). Hence F : L2(Rn)→ L2(Rn).
An important relation between a function and its (inverse) Fourier transform that we
require for defining the Fourier transform for regular distributions is Parseval’s formula
that reads
Theorem 2.3.2. Let f1, f2 be both in L1(Rn) or both in L2(Rn). Then∫
Rn
F [f1](x)f2(x)dx =
∫
Rn
f1(x)F [f2](x)dx , (2.38)
and ∫
Rn
F−1[f1](x)f2(x)dx =
∫
Rn
f1(x)F−1[f2](x)dx . (2.39)
While for L1 the identities follow directly from Fubini’s theorem, the treatment for L2
is done by using Eqs. (2.36, 2.37), respectively, and by the fact that the product of two
L2-functions is an L1-function. As a matter of fact, for future purposes we only need
the Parseval’s formula for L1-functions. The case for L2-functions is only presented for
completeness.
3Example: f(x) = 12a for |x| ≤ a, zero for |x| > a, is in L1(R), but f˜(ξ) = sinc(aξ) ̸∈ L1(R).
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2.3.2 Fourier transform of test functions and of distribu-
tions
Plane waves, polynomials, and Dirac’s δ-distribution are neither L1-, nor L2-functions.
Then, the definition of F above cannot be blindly used to calculate Fourier transform of
such functions. However, we wish to define their Fourier transforms and, therefore, need
to discuss the extension of the notion of Fourier transforms to distributions.
While the space D is very convenient to use in the weak formulation, mainly due to the
compact support, the usage of D and its dual space D′ is not handy in Fourier transforms.
Essentially, because F(D) ↛ D. In the following we shall clarify this statement on test
functions in D. An explanation for F(D′) ̸= D′ may be found in Sec. 8.29 of Ref. [65].
Let f be a locally integrable function and Ff its associated (regular) distribution (bear
in mind that L1loc(Rn) ⊃ D(Rn)). The question is, what is the distribution associated to f˜?
Let’s consider a test function φ ∈ D(Rn) ⊂ L1loc(Rn). Then, by Parseval’s identity (2.38)
we have
〈Ff˜ , φ〉 =
∫
Rn
f˜(y)φ(y)dy =
∫
Rn
(∫
Rn
f(x)e−iy·xdx
)
φ(y)dy
Fubini
=
∫
Ω
f(x)
(∫
Rn
e−iy·xφ(y)dy
)
dx =
∫
Rn
f(x)φ˜(x)dx
= 〈Ff , φ˜〉 . (2.40)
However, φ ∈ D(Rn) does not imply that φ˜ ∈ D(Rn) as well. Now the problem that arises
for φ ∈ D(Rn), is that it cannot be guaranteed that φ˜ is compactly supported, except if
φ ≡ 0. Hence, F(D) ̸⊂ D, but is rather a mapping into a function space that is larger
than D, and similarly we may show that F(D′) maps into a space different from D′.
To overcome this issue, it is best to consider the Fourier transform of functions and
of distributions in S and S ′, respectively. There, the statements are much simpler as the
corresponding (inverse) Fourier transforms are isometric automorphisms [65]:
Theorem 2.3.3. Let φ ∈ S and φ˜ := F [φ]. Then φ˜ ∈ S.
The inverse Fourier transform F−1[φ˜](x) = F [φ˜](−x) and F−1 [F [φ]] = φ.
Further [77], (by using Plancharel’s identity) it holds ‖φ‖L2 = ‖φ˜‖L2, i.e., the Fourier
transform is an isometric automorphism on S(Rn).
By duality, one may define the (inverse) Fourier transform of S ′, i.e., of tempered
distributions.
Definition 2.3.1. Let T ∈ S ′. We define the Fourier transform F [T ] of T using Parseval’s
identity (2.38) as
〈F [T ], φ〉 := 〈T,F [φ]〉 , (2.41)
and F [T ] ∈ S ′.
Using the definitions of Fourier transform for distributions in S ′, we show that the
Fourier transform of the delta distribution F [δ] ≡ 1. In fact ∀φ ∈ S :
〈F [δ], φ〉 Def. (2.41)= 〈δ,F [φ]〉 = φ˜(0) =
∫
Rn
φ(x)dx
= 〈1, φ〉 . (2.42)
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Theorem 2.3.4. Let T ∈ S ′. Then F−1[T ] ∈ S ′.
Further, it holds 〈F [F−1[T ]] , φ〉 = 〈F−1 [F [T ]] , φ〉 = 〈T, φ〉 which makes the Fourier
transform also an isometric automorphism on S ′.
Remark 2.3.1. For test functions φ in D, the Fourier transform maps into a subspace
of S of real analytic functions in C (see Ref. [65], Sec. 8.28). For now, let us call this
space Z and its dual space Z ′. Further, the Fourier transforms of distributions in D′ are
distributions in Z ′ (see Ref. [65], Sec. 8.29).
2.3.3 Important Properties of Fourier transforms
Now that we have defined the Fourier transforms for test functions and for distributions of
different classes, we would like to state some properties that are necessary for our studies.
Most importantly, we wish to simplify PDEs and reduce them to algebraic equations,
where Fourier transforms of derivatives cut down to polynomials. Another important
aspect of Fourier transform is the convolution theorem. While it is often hard to compute
convolutions analytically, but by using Fourier transforms the convolution becomes a
simple product of the Fourier-transformed functions.
Fourier of derivatives and derivatives of Fourier transforms
First we start with the Fourier transform of derivatives. For all functions in L1(Rn) or
L2(Rn) |f(x)| → 0 as |x| → ∞, as well as for all test functions φ ∈ S (that is a dense
subset of L1), |φ(x)| → 0 as |x| → ∞. By |α|-times integrations by parts, one can show
(also for functions f) that
F [Dαφ](ξ) = i|α|ξαF [φ](ξ) . (2.43)
Analogously, one can show that
F [xαφ](ξ) = (−i)|α|DαF [φ](ξ) , (2.44)
where the derivatives in Eq. (2.44) are w.r.t. the variable ξ. The same relation also holds
for the Fourier transforms of distributions. This, however, requires using the derivative
of distributions, namely Eq. (2.5), and Theorem 2.3.3. Let T ∈ S ′. To avoid confusion
we write the variables explicitly. Thus, we have
〈F [DαT ](ξ), φ(ξ)〉 Def. (2.41)= 〈DαT (x),F [φ](x)〉 Eq. (2.5)= (−1)|α|〈T (x), DαF [φ](x)〉
Eq. (2.44)
= 〈T (x), i|α|F [ξαφ](x)〉 Def. (2.41)= i|α|〈F [T ](ξ), ξαφ(ξ)〉
= i|α|〈ξαF [T ](ξ), φ(ξ)〉 . (2.45)
Similarly, one can show that
〈F [xαT ](ξ), φ(ξ)〉 = (−i)|α|〈DαF [xαT ](ξ), φ(ξ)〉 . (2.46)
With this, we have shown that Fourier transform of derivatives reduce to algebraic prod-
ucts with the variable ξ. Thus, differential operators of order |α| become polynomials of
|α|th degree, and can be replaced by their principal symbol
Dα
F
⇄
F−1
i|α|ξα . (2.47)
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Consequently, we find the Fourier transform of the derivatives of Dirac’s δ-distribution,
that read
〈F [δ(n)], φ〉 = in〈ξαF [δ], φ〉 , with |α| = n . (2.48)
Particularly interesting are the Fourier transforms in the 3 + 1-dimensional space-time
domain. Spatial derivatives are represented by the nabla operator, which becomes
∇ = (∂x, ∂y, ∂z)T
F
⇄
F−1
ik = i(kx, ky, kz)T , (2.49)
where (x, y, z) are defined in the real space and represent the spatial coordinates and
(kx, ky, kz) are defined in Fourier (reciprocal or momentum) space, that represent the
momentum coordinates. The curl operator amounts to the skew-symmetric matrix
∇×
F
⇄
F−1
ik× = i
 0 kz −ky−kz 0 kx
ky −kx 0
 . (2.50)
Concerning the temporal derivative, we use the convention with the minus sign
∂t
F
⇄
F−1
−iω , (2.51)
where t represents the time and ω the frequency. An example of a differential operator
of actual interest that considers space and time dynamics is the wave operator. Let
E(r, t) ∈ C2(R3+1), with E˜(k, ω) its Fourier transform, and similarly for the displacement
field D(r, t). Then the following equations are equivalent
∇×∇× E(r, t) + 1
c2
∂2tD(r, t) = 0⇔ k× k× E˜(k, ω) +
(ω
c
)2
D˜(k, ω) = 0 . (2.52)
While the former equation represents three coupled second-order PDEs, the latter equa-
tion is simply a system of three coupled algebraic equations, than can be easily solved by
calculating the determinant of a 3× 3 complex matrix.
Convolution theorem for distributions
The next crucial aspects of Fourier transform is the convolution theorem. For L1(Rn)-
functions it is possible to state the following theorem
Definition and Theorem 2.3.1. Let f, g ∈ L1(Rn). Then
F [f ∗ g] = F [f ]F [g] , (2.53)
where the ∗ product denotes the convolution
(f ∗ g)(x) :=
∫
f(x′)g(x− x′)dx′ . (2.54)
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Proof: For f and g being in L1, the convolution theorem follows directly using Fubini’s
theorem and by a subsequent change of variables.
For L2-functions, however, the situation is more subtle as, according to Young’s con-
volution inequality [78], their convolution is in L∞(Rn). In fact, for f ∈ Lp(Rn) and
g ∈ Lq(Rn), it holds that (f ∗ g) ∈ Lr(Rn), with 1
p
+ 1
q
= 1
r
+1. Particularly, for p = q = 2,
it follows r =∞.
In Ch. 3, we will deal with convolutions between a plane wave and Dirac’s δ-distribution
and its partial derivatives. A plane wave is not integrable, but locally integrable, i.e., an
element of L1loc(⊂ D′). Dirac’s δ-distributions and their partial derivatives are distribu-
tions with compact support, i.e., elements of E ′. The convolution between distributions
is defined as
Definition 2.3.2. Let T ∈ D′ or in S ′ and V ∈ E ′. We define the convolution T ∗ V as
T ∗ V = F−1(F [T ] · F [V ]) . (2.55)
Here, we did not properly define of the Fourier transform of E ′-distributions. Never-
theless, the interested reader may refer to Sec. 9.10 of Ref. [65] for a proper definition.
Next, we state the last important theorem of this chapter, that makes statements on the
convolution of distributions in S ′ or in D′ and V ∈ E ′.
Theorem 2.3.5. Let TS ∈ S ′, TD ∈ D′ and V ∈ E ′. Then
(a) TS ∗ V ∈ S ′.
(b) TD ∗ V ∈ D′.
Note that TS ∈ S ′ implies TS ∈ D′.
Proof: The proof requires to know that F(V ) is a multiplier in S or Z for (a) and (b),
respectively. Together with F(S ′) = S ′ or F(D′) = Z ′. This proves the theorem.
This theorem has a central application in our work. In the following chapters, we
will model the nonlocal response of an optical metamaterial by the following convolution
integral
D(r, k0) =
∫
R3
Rˆ(r− r′, k0)E(r′, k0)dr′ , (2.56)
where for a fixed k0, Rˆ(x, k0) is a linear combination of δ-distributions and of its partial
derivatives, i.e., distributions of compact support E ′(R3) and E(x, k0) being a plane wave,
i.e., can be regarded as a distribution in S ′(R3). Then, according to Theo. 2.3.5(a), the
displacement field D(x, k0) belongs to S ′ as well. Alternatively, we could have assumed
that E(x, k0) ∈ D′, which would imply, according to Theo. 2.3.5(b), that D(x, k0) ∈ D′.
However, this can be unhandy as it’s Fourier transform is in Z ′, while F(S ′) = S ′.
Considering the space S ′ renders the analysis a bit more convenient, without the necessity
to introduce any further spaces, as discussed in remark 2.3.1.
2.4 Chapter summary and discussion
In this chapter, we gave a mathematical introduction into selected topics of functional
analysis that are relevant for the research we did in the rest of this thesis. We first
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recapitulated Schwartz’s distribution theory and essentially studied the properties of D′-
distributions. We gave a proof that plane waves, that are basically elements of L1loc(R3+1),
generate continuous distributions on D. Emphasis was put on the concept of weak for-
mulation. This formalism will be the main tool of this thesis for deriving the additional
interface conditions between a metamaterial described by nonlocal constitutive relations
and ordinary homogeneous material. Finally, we studied the Fourier transforms of differ-
ent classes of functions. We have seen the Fourier transform in its integral representation
for L1-functions, its extension to L2-functions, and its generalized definition for distri-
butions. Because the electromagnetic fields, depending on the application, are either
considered as square-integrable functions or as generalized functions, it is important to
extend the notion of Fourier transforms beyond that of integrable functions only. Par-
ticularly, we wish to consider the fields as distributions in S ′, due to the automorphism
property of the Fourier transform on S ′.
In the next chapter, we will introduce the relevant physical background for deriving
an effective medium theory of optical metamaterials with nonlocal response. Very often,
we will refer to definitions, theorems, and lemmas stated in this chapter, justifying the
validity of some assumptions and the mathematical steps made in the derivation and in
the analysis.
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3 | Theoretical Background: Spatial dis-
persion
These (Maxwell’s) equations are, however, largely
useless until the relations between the quantities D, B,
E and H which appear in them have been established.
Lew D. Landau and Jewgeni M. Lifschitz
In this chapter, we give the necessary physical background of electrodynamics in (sup-
posedly) continuous media. The focus here will be on elaborating on the passage from
the microscopic theory of multipoles, through mesoscopic physics of structures with per-
mittivity distributions, to macroscopic field equations and material laws, i.e., constitutive
relations that link the macroscopic fields D and H to the physical fields E and B with
spatially independent material parameters. We will pinpoint on the effective description
of light propagation in complex media with spatial dispersion. Some basic properties of
(effective) material parameters that are usually disregarded in some related works in op-
tics will be discussed as well. Many parts of this section are based on Chapters 1-4 and
7-8 from the book of R. E. Raab and O. L. De Lange [79]. Starting from a general mul-
tipole perspective towards constitutive relations requires the introduction of Maxwell’s
equations in the microscopic regime. In a medium with a microscopic charge distribution
ρmicro(r, t) and a microscopic current density jmicro(r, t), Maxwell’s equations in time and
(real-)space domain and in CGS units read as
∇× e(r, t) = −1
c
∂tb(r, t) , ∇ · e(r, t) = 4piρmicro(r, t) ,
∇× b(r, t) = 1
c
∂te(r, t) +
4pi
c
jmicro(r, t) , ∇ · b(r, t) = 0 ,
(3.1)
where e(r, t) and b(r, t) denote the microscopic electric and magnetic fields, respectively.
As the number of charge carriers described by the microscopic quantities ρmicro(r, t) and
their motion by jmicro(r, t) is conserved, these quantities obey the continuity equation
∇ · jmicro(r, t) + ∂tρmicro(r, t) = 0.
In optics, we are interested in investigating phenomena in light-matter interaction
scenarios. By the introduction of the microscopic electric displacement density d and the
microscopic magnetic field h, such that
d(r, t) = e(r, t) , h(r, t) = b(r, t) , (3.2)
the microscopic Maxwell equations can be (only marginally) simplified to
∇× e(r, t) = −1
c
∂tb(r, t) , ∇ · d(r, t) = 4piρmicro(r, t) ,
∇× h(r, t) = 1
c
(∂te(r, t) + 4pijmicro(r, t)) , ∇ · b(r, t) = 0 .
(3.3)
At this level, the introduction of d and h seem to be futile, but we will see that this new
form will be preserved when we average the discrete charge distributions and study the
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Figure 3.1: Illustration of a test function with compact support for spatial averaging. The
function is constant over a region of extent d1 ≫ a and adiabatically goes to zero over
a distance d2 ≫ a, where a is a length in microscopic length scales. Furthermore, the
wavelength λ must be longer than both d1 and d2 as well.
electrodynamics of continuous media. Nonetheless, Eqs. (3.1) or Eqs. (3.3) are impractical
to apply on a bulk problem. Per cm3 there exist about 1023 charge carriers and each of
them contributes individually to ρmicro(r, t) and jmicro(r, t), which is usually not feasible
to be handled either analytically nor numerically. In the latter case, one must store the
field information of approx 1023 charges. Moreover, it has to be noted that features that
arise on a microscopic scale, such as the vibration of the charges, are not resolved on the
much larger scales of optical wavelengths. It is, therefore, legit and even recommended
to smear out these effects by averaging over length scales (or a volume v0) that contain
many atoms (molecules) as their individual effects at optical frequencies are too small
to be measurable in any way and their treatment, both analytical and numerical, is too
cumbersome. As a matter of fact, the averaging volume v0 should contain a large numbers
of particles, but it should still be small relative to the wavelength of interest. Hence, the
averaged fields have to be slowly varying, or shall be preferably approximately constant.
Therefore, v0 must be large compared to atomic scales but small compared to macroscopic
scales, thus of mesoscopic size, e.g. volume V . Following the averaging method used in
Refs. [80] and [81], we define the following averaged quantities.
Definition 3.0.1. Let φ ∈ D(R3) with ∫R3 φ(r)dr = 1 (e.g. see Fig. 3.1) and supp(φ) ⊂ v0
and ∀r0 ∈ R3 : |φ(r0)− φ(r0 + a)|/|a| > |φ′(r0)|, where |a| is of molecular dimension. Let
f ∈ L1loc(R3), then the spatial average F(r) of a vector field f over a volume v0 is defined
as the convolution
F(r) := 〈f(r)〉V := (f ∗ φ)(r). (3.4)
According to this definition, we obtain the macroscopic quantities
E(r, t) = 〈e(r, t)〉V , B(r, t) = 〈b(r, t)〉V ,
ρ(r, t) = 〈ρmicro〉V , J(r, t) = 〈ȷmicro〉V .
After performing such averaging, it is natural that the charge density ρ can contain both
free charges ρfree, i.e., charges highly dislocated beyond the microscopic scale, and charges
that are bounded ρbound to the atoms or molecules due to a restoring force, i.e., mobile only
on the microscopic scale. Freely moving charges are, for example, the conduction electrons
in metals, and bounded charges are the ones confined to the neighborhood of an ionic core,
due to the effective restoring force that comes form the nuclei, and will experience only
a local perturbation leading to an electric polarization P or magnetization M of the
medium. The total current density can be also separated into a current Jfree linked to the
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motion of the free charges and into a current Jbound associated to the bounded charges,
that either describe displacements inducing an electric field, or to charges that describe
closed loops and generate some magnetization, respectively. In fact, the total charge
density ρ(r, t) is preserved and, thus, obeys the continuity equation
∂tρ(r, t) +∇ · J(r, t) = 0 . (3.5)
The same relationships hold for the bound and free charges and currents independently.
Along these lines, Maxwell’s equation in the macroscopic domain become
∇× E(r, t) = −1
c
∂tB(r, t) ,∇ · E(r, t) = 4pi(ρfree(r, t) + ρbound(r, t)) ,
∇×B(r, t) = 1
c
∂tE(r, t) +
4pi
c
[Jfree(r, t) + Jbound(r, t)] ,∇ ·B(r, t) = 0 .
(3.6)
The above definitions, Eqs. (3.2), of the microscopic auxiliary fields d and h do, in general,
not hold for the averaged quantities. The functional dependency of the material fields
D[E,B] and H[E,B] as well as their derivation will be the core subject of the thesis,
where emphasis is put to provide the link to optical metamaterials.
In the following sections, we will construct the material fields D[E,B] and H[E,B]
based on two approaches. First on the general multipole approach, second on a more
abstract phenomenological level. We will discuss the differences and similarities between
both approaches especially under the consideration of spatial nonlocality. Temporal nonlo-
cality must be always assumed as the response of the material can never be instantaneous.
The response to light will also always depend on the polarization of the material and is
determined only by the present field and the field at previous times. This is causality and
leads to (temporal) dispersion, i.e., to a frequency dependent response to the electromag-
netic fields of light. We will prove that the emerging artificial magnetization in mesoscopic
media at optical frequencies is nothing else, but a second-order nonlocal phenomena in
the electric field. The proof is based on the fact that the material fields D and H are not
unique, i.e., there exits a transformation field, that we will call Q, that redefines D and
H without changing Maxwell’s equation or light propagation in an infinitely extended
medium.
3.1 Multipole theory - Frommicroscopic tomacro-
scopic equations
From a multipolar perspective, the homogenization of optical metamaterials amounts to
their description with the spatially independent, macroscopic multipole moment densi-
ties [82]. In the quasi-static regime, usually only the electric dipole order is considered
as the spatial variation of the electric field across a unit cell of volume V , even larger
than v0, is neglected. However, this turned out to lead to some inconsistencies in terms of
material’s response to light [83]. The reason is that for metamaterials with finite structure
size, the assumption of a constant electric field is an oversimplification of the problem.
The spatial variation of the field will distort the charge distributions, where higher-order
multipoles become relevant. At the end of this section, we will show that also corrections
to the induced dipole moment become relevant and have to be introduced when a nonlocal
response is manifested.
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The passage from microscopic to mesoscopic quantities is reflected by assigning mul-
tipole moments to the metamaterial’s building blocks (metamolecules). Considering a
charge distribution ρmicro(r, t) in a metamaterial’s unit cell, the mesoscopic description in
a good approximation is given by the dipole moments of the metamolecules
pi(t) =
∫
v0
riρmicro(r, t)dr , (3.7)
where pi represents the electric dipole moment, a mesoscopic quantity. Thereby, we sim-
plified the original problem consisting of microscopic charges and currents and substituted
them by a dipole moment, defined by the averaging over a volume v0 of mesoscopic size.
However, in general, multipole moments of a finite charge distribution depend on the
origin of the coordinate system within the charge distribution. For example, a transla-
tion of the coordinate system by a vector r0 changes the electric dipole p′i → pi − qr0,i,
where q is the electric charge in volume v0. With the propose of homogenization, the
description of a metamaterial with quantities that depend on the coordinate system is
inappropriate, considering the translation invariance in a homogeneous space. Further,
the unit cell of a periodic metamaterial consists of many building blocks (metamolecules).
Each metamolecule is described by a dipole moment p, and a collective description of
the whole unit cell by a single quantity is desired. That is why a further averaging over
a macroscopic volume V is essential for the homogenization process, where macroscopic
moment densities come into play. These quantities do not depend on the origin but only
on the local field and on its partial derivatives.
In metamaterials possess a characteristic length that is only slightly smaller than the
wavelength of light, spatially non-uniform electromagnetic fields across its unit cell have
to be taken into consideration. Hence, the gradients of the electric field, will distort the
charge distribution in the bulk material [84], rendering the bound charge density up to
the octupole-moment order in volume V taking the following form
ρbound(r, t) = −∇iPi(r, t) + 1
2
∇i∇jQij(r, t)− 1
6
∇k∇j∇iOijk(r, t) + · · · (3.8)
and the bound current density up to electric-octupole magnetic-quadrupole moments in
a volume dV
Jbound,i(r, t) = ϵijk∇jMk(r, t) + εijl∇k∇jMlk(r, t) + · · ·
+ ∂t
(
Pi(r, t)− 1
2
∇jQij(r, t) + 1
6
∇k∇jOijk(r, t) + · · ·
)
. (3.9)
Here, the quantities Pi, Qij, and Oijk represent the electric dipole, quadrupole, octupole
moment densities, while Mk, and Mlk, refer to the magnetic dipole and quadrupole den-
sities, respectively. These quantities are the macroscopic densities that are obtained by
averaging over the volume V , which corresponds to the volume of the unit cell. Conse-
quently, the inhomogeneous Maxwell Eqs. (3.6) in the macroscopic picture read
∇i
(
Ei(r, t)
4pi
+ Pi(r, t)− 1
2
∇jQij(r, t) + 1
6
∇k∇jOijk(r, t) + · · ·
)
= ρfree(r, t) , (3.10)
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and
εijk∇j
(
Bk(r, t)
4pi
−Mk(r, t) + 1
2
∇lMkl(r, t) + · · ·
)
=
1
c
Jfree,i(r, t) +
1
c
∂t
(
Ei(r, t)
4pi
+ Pi(r, t)− 1
2
∇jQij(r, t) + 1
6
∇k∇jOijk(r, t) + · · ·
)
.
(3.11)
In contrast to the microscopic Maxwell Eqs. (3.1), at this occasion it actually makes
sense to define the macroscopic response fields D and H and to plug them into the
inhomogeneous Eqs.(3.10-3.11) such that we obtain
∇ ·D(r, t) = ρfree(r, t) , ∇×H(r, t) = 1
c
(Jfree(r, t) + ∂tD(r, t)) , (3.12)
where up to the electric-octupole magnetic-quadrupole order we have
Di(r, t) = Ei(r, t) + 4pi
(
Pi − 1
2
∇jQij(r, t) + 1
6
∇k∇jOijk(r, t) + · · ·
)
, (3.13)
Hi(r, t) = Bi(r, t)− 4pi
(
Mi(r, t) +
1
2
∇jMij(r, t)
)
+ · · · . (3.14)
In general, the definitions of D and H are not unique. The version we show in
Eqs.(3.13-3.14) clearly separates the electric moments from the magnetic moments, where
the electric displacement field D only contains electric multipole moment densities and
the magnetic fieldH only the magnetic moment densities. On the other hand, by virtue of
the continuity equation (3.5) for the macroscopic charge and current densities, the terms
appearing on the LHS of Eq. (3.11) can be rearranged, such that all multipole moment
densities, both electric and magnetic, can be associated to the displacement fields D
only. To this end, let’s assume the external electromagnetic fields being weak and time-
harmonic. According to the Lorentz force, the charges in the bulk matter couple to the
fields E and B of the wave and will experience some displacement. The weakness of
the fields ensures the applicability of the linear response theory, where induced moments
only linearly depend on E and B. Next, for a time harmonic wave, i.e. E(r, t) ∝ e−iωt,
derivatives w.r.t. time coordinates that appear in Eq. (3.9) become simple algebraic
multiplications by −iω such that, for example on the electric dipole moment, ∂tPi(r, t)
becomes −iωPi(r, ω) in the frequency domain. Physically, this can be made clear by the
fact that a temporally oscillating field will cause that the induced charges will oscillate as
well, with exactly the same frequency.
Finally, Maxwell’s Eq. (3.11) with shuffled multipole moments in frequency domain
can be written as
εijk∇jBk(r, ω)
4pi
=
1
c
Jfree,i(r, ω)
+
−iω
c
[
Ei(r, ω)
4pi
+ Pi(r, ω)− 1
2
∇jQij(r, ω) + 1
6
∇k∇jOijk(r, ω) + · · ·
+
ic
ω
ϵijk∇j
(
Mk(r, ω) +
1
2
∇lMkl(r, ω) + · · ·
)]
. (3.15)
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In connection with the inhomogeneous Maxwell Eqs. (3.12), we readout that the response
fields should take the following form:
Di(r, ω) =Ei(r, ω) + 4pi
(
Pi(r, ω)− 1
2
∇jQij(r, ω) + 1
6
∇k∇jOijk(r, ω) + · · ·
)
+
i4pic
ω
ϵijk∇j
(
Mk(r, ω) +
1
2
∇lMkl(r, ω) + · · ·
)
, (3.16)
Hi(r, ω) =Bi(r, ω) . (3.17)
Here, the macroscopic medium is said to be intrinsically nonmagnetic, as the magnetic
response fieldH(r, t) is identical to the magnetic induction B(r, t). Both electric and mag-
netic multipole moment densities seem to be directly linked to the electric displacement
field D(r, t), which also satisfies Maxwell’s Eqs. (3.12), as the magnetic moment densities
arising in D are divergence-free and do not affect ∇ · D(r, t) = 4piρfree(r, t). With that
said, there is no physical difference between the set of Eqs. (3.13-3.14) and Eqs. (3.16-
3.17). The only reason why one could possibly consider shuffling between the multipole
contributions is to facilitate the analytical treatment of a certain problem. More details
concerning this matter can be found on Chapter 7 in Ref. [79]. Specifically this kind of
ambiguity for the auxiliary fields D(r, t) and H(r, t) will be used in the next section to
motivate the nature of the artificial magnetization in metamaterials at optical frequencies
as a nonlocal electric response of second-order.
3.2 Linear constitutive relations and spatial dis-
persion
In this section, we will investigate the nonlocal response of optical metamaterials on
phenomenological grounds. In contrast to the multipole approach, where the variation
of the electric field arises from different multipole contributions, here nonlocality rather
means that the electric polarization P and the magnetization M of the homogenized
material at every point depend on the fields E and B of light at some distant points or,
alternatively, on spatial derivatives of the fields at the same point, or both. In general,
the homogenized material is described by effective macroscopic parameters. The latter
ones have to be spatially independent, otherwise they contradict with the homogeneity
and the material cannot be regarded as homogeneous.
3.2.1 Field equations and linear constitutive relations
As a starting point, we will use the macroscopic Maxwell Eqs. (3.12), where the response
fields are defined as the functionals
D[E,B] = E(r, t) + 4piP [E,B] , H[E,B] = B(r, t)− 4piM[E,B] , (3.18)
where the linear functionals P [E,B] and M[E,B] denote the electric polarization and
the magnetization densities, respectively, and are both elements of L2loc(R3). Note that
P [E,B] is more than the electric dipole density P(r, t) and that M[E,B] not always
contain only the magnetic dipole density M(r, t), as higher multipole moment densities
can, in general, be induced as well [cf. Eqs. (3.13)-(3.14)]. These quantities contain
3.2. CONSTITUTIVE RELATIONS AND SPATIAL DISPERSION 37
actually the response of the material. The source of the electric polarization density
P(r, t) is phenomenologically set to be the bound charges, i.e, ∇ ·P(r, t) = −ρbound(r, t).
Being discussed in the previous section, the motion of induced bounded charge density
can be decomposed into two physically independent current densities. The first part
amounts to the distorted charges that experience some translational motion, that can be
fully linked to P(r, t) such that, technically, we can write
ρind(r, t) = −∇ ·P(r, t) , (3.19)
obeying the continuity equation
∇ · (Jind(r, t)− ∂tP(r, t)) = 0 , (3.20)
where Jind denotes the polarization current density. On the other hand, there exist also
charges that experience motions over closed loops, generating some magnetization field
perpendicular to the loop, where the corresponding current density Jmagn is by its very
nature divergence free. Hence, we have
∇ · Jmagn(r, t) = 0⇔ Jmagn(r, t) = c∇×M(r, t) . (3.21)
As a matter of fact, the bounded current is the sum of both currents and can be written
as
Jbound(r, t) = ∂tP(r, t) + c∇×M(r, t) , (3.22)
while the first term usually appears for electrically polarizable media and the second for
magnetizable media.
The magnetization M(r, t) = (B(r, t)−H(r, t)) /(4pi) is only different from zero for
intrinsically magnetizable media, such as ferromagnets at low frequencies [85]. However,
at optical frequencies, the term |c∇×M(r, t)| is usually much smaller than |∂tP(r, t)|, as
the corresponding charge carriers cannot respond to the fast oscillating wave. Based on the
argumentation from Ref. [86], §79, one can estimate the magnitudes of the polarizabilities
as follows. Let us consider a body with size a under the time harmonic electromagnetic
field with frequency k0 = ω/c. From the Maxwell equation ∇ × E(r, k0) = ik0B(r, k0),
we get the spatial variation of the electric field in the body with size a to be in the
order of |E(r, k0)|/a ∼ k0H(r, k0). Under the assumption of a linear response, i.e.,
P(r, k0) = χel(k0)E(r, k0) and M(r, k0) = χmagn(k0)H(r, k0), where the coefficients
χel(k0) and χmagn(k0) denote the electric and magnetic susceptibilities, we have in fre-
quency domain
| − iωP(r, k0)/c| = k0|χelE(r, k0)| ∼ ak20|χelH(r, k0)| , (3.23)
|∇ ×M(r, k0)| = |χmagn(k0)∇×H(r, k0)| ∼ |χmagn(k0)H(r, k0)|/a . (3.24)
Now, assuming that both electric and magnetic responses are of comparable strength, i.e.,
if |∂tP(r, t)/c| ≈ |∇ ×M(r, t)| then:
k20a|χel(k0)| ≈ |χmagn(k0)|/a⇔
(a
λ
)2
≈
∣∣∣∣χmagn(k0)χel(k0)
∣∣∣∣ . (3.25)
The critical parameter here is the ratio a/λ or equivalently k0a. In the optical range, the
parameter a/λ is very small if a is of molecular dimensions and of the order a/λ ∼ 10−3.
Hence, similarity (3.25) yields 1≫ 10−6 >
∣∣∣χmagnχel ∣∣∣ which means that the magnetic response
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at optical frequencies is actually much smaller than the electric response. Consequently,
at optical wavelengths the assumption M = 0 can be safely done, which in particular
leads to µ = 1. However, for optical metamaterials with a characteristic dimension of
mesoscopic size, a/λ ≲ 1 it becomes evident that the (effective) magnetic and electric
contributions become comparable. Nonetheless, one can still assume that M = 0 if the
metamaterial is made of constituents that are intrinsically nonmagnetic, i.e., no magnetic
response even for lower frequencies. We show in Sec. 3.2.3 that the effective magnetic
response in such structures, i.e, the artificial magnetization in optical metamaterials, is
an effect caused by spatial dispersion and specifically of order (a/λ)2. Moreover, if the
metamaterial is made from unit cells without central symmetry, effects of optical activity
of order a/λ such as gyrotropy occur as well.
As motivated in the previous section on the basis of multipole expansion, the definition
of the response fields D(r, t) and H(r, t) is not unique. In fact, in the transition from
microscopic to macroscopic Maxwell equations, the separation of the induced current into
electric polarization and magnetization parts is not unique, i.e., it is physically impossible
to distinguish between ∂tP and ∇×M [87]. Undeniably, the vector fields P andM in
Eqs. (3.19) and (3.22) are invariant under the following gauge transformation:
P ′[E,B] = P [E,B] +∇×Q[E,B], M′[E,B] =M[E,B]− ∂tQ[E,B], (3.26)
where Q ∈ L2loc(R3) is a linear functional acting on the fields E and B. Consequently, the
response fields D and H are, as well, not unique and obey the following transformation:
D′[E,B] = D[E,B] +∇×Q[E,B], H′[E,B] = H[E,B] + ∂tQ[E,B] (3.27)
Such transformation, does not change the Maxwell Eqs. (3.12), nor light propagation in the
infinitely extended bulk material. However, at the presence of interfaces, the introduction
of Q might change the interface conditions for the fields [88]. This discrepancy can
be regarded as a feature as one might simplify the derivation of interface condition by
properly introducing such vector field Q.
3.2.2 Effective medium theory with spatial dispersion
Prior discussing electrodynamics with spatial dispersion, we would like to review one im-
portant fact about temporal dispersion. This will give a brief analogy and ease the under-
standing of the less commonly employed spatial dispersion. The response of a polarizable
medium to an electromagnetic field can never be instantaneous as the polarization of
the material has finite relaxation frequency ωr. Hence, the polarization P at at time t
depends on the electric field at that instant and as well as at the field at previous times
t′. Such functional dependency can be written in the following integral form
P(r, t) =
∫
Ω
∫ ∞
0
χˆel(r, r′, t′)E(r′, t− t′)dt′dr′ =
∫
Ω
∫ ∞
0
χˆel(r, r′, t− t′)E(r′, t)dt′dr′ ,
(3.28)
where Ω ⊂ R3 represents the volume of the medium. Equation (3.28) represents the most
general electromagnetic response to light1 [89]. Here, χel denotes the spatially dependent
response function. Due to time invariance (the material does not get deformed or heats
1The fact that the polarization can depend on the magnetic induction B is included in the definition
above too, as χel can contain curl operators that act on E such that ∇×E = − 1c∂tB.
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Figure 3.2: Illustration of different homogenization regimes, as a function of the critical
parameter a/λ. In the regime where a/λ > 1, the details of the structure are spatially
resolved and the fields oscillate too fast to be meaningfully averaged over a distance a. On
the other hand, in the long-wavelength limit, i.e. a/λ ≪ 1, the fields can be assumed to
be constant and the material can be homogenized by the introduction of effective material
parameters. Particularly interesting is crossover regime where a/λ ≲ 1/2, dynamics of
the field start to become important, where a nonlocal description must be considered.
up, etc.), χel cannot be a function of absolute times but only on the time difference
t − t′. Temporal convolutions2 as in Eq. (3.28) are appealing, because one can use the
convolution theorem (2.53) and writes down
P(r, k0) =
∫
Ω
χˆel(r, r′, k0)E(r′, k0)dr′ . (3.29)
Hence, temporal nonlocality (t−t′ ̸= 0) amounts to a temporal dispersion, i.e., a frequency-
dependent material response. Since for most media the relaxation frequency happen to be
within the optical frequency range, temporal dispersion is generally necessary to be taken
into account. The critical parameter indicating the strength of the frequency dispersion
is the ratio ω/ωr. In the limit ω/ωr → 0, temporal dispersion vanishes.
In accordance with the Casimir-Onsager relations for reciprocal media, a generalized
principle to the symmetry of χˆel(r, r′, k0) can be stated. In the theory of electromag-
netism, this translates the processes with of time-reversal symmetry. In fact, it holds
that the displacement field D and the electric field E are polar vectors, i.e., symmetric
under time inversion and the magnetic flux B and the magnetic field H are axial vec-
tors, i.e., anti-symmetric under time inversion [81]. These symmetries of the fields have
consequences on the symmetry of the nonlocal response function. The components of the
tensor χel,ij(r, r′, k0) satisfy the symmetry relations [90]
χel,ij(r, r′, k0) = χel,ji(r′, r, k0) . (3.30)
This principle is sometimes regarded as the fourth law of thermodynamics. The proof
of this principle purely bases on thermodynamic considerations for physical states out of
2The integral can be extended over (−∞,∞) with the extension of χel(r, r′, t) = 0 for t < 0 (causality).
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thermodynamic equilibrium (but not too far from the equilibrium) and can be found in
Ref. [91], §125.
Spatial nonlocality, from now on simply nonlocality, is reflected by the explicit de-
pendence of the response function on both positions r and r′, where the polarization
at a position r is induced by the external electric field at distant position r′. In con-
trast, if the medium experiences a polarization at a fixed position that depends only
on the actual value of the electric field at that same position, the response is called lo-
cal. A local response does not incorporate the effect of the environment or multipoles
beyond the dipole approximation. Such responses can be modeled by Dirac’s delta-
distribution, that gives a contribution if, and only if r = r′. Accordingly, the (local)
response χˆel(r, r′, k0) = χˆloc(r, k0)δ(r − r′) is a distribution that acts on the electric field
in a way the polarization field becomes P(r, k0) = χloc(r, k0)E(r, k0). This relationship is
usually employed in numerical Maxwell-solvers, where a permittivity distribution in space
is given and the local field is calculated, where the classical interface conditions (2.12-2.13)
for the fields D, B and E, H, respectively, are sufficient. However, this is an oversimpli-
fication for a metamaterial, since the characteristic distance over which the field within
the length scale corresponding to one unit cell of the metamaterial varies, is of the order
of the wavelength and must, therefore, be considered in the full study. In such situation,
to properly calculate the fields with a numerical solver for Maxwell’s equations with a
high resolution is necessary. See, e.g., Sec. 5.2 and in particular Fig. 5.3. Either way, this
is in some sense unsatisfactory, as the numerical computation is either inaccurate and
cannot resolve the mesoscopic features of the structure, or too cumbersome and resource
demanding.
To overcome this issue, we assume that the periodic metamaterial is homogenizable.
This assumption is fine if the period of the structure is smaller than half of the wave-
length [92], which is usually the case for optical metamaterials. This assumption simpli-
fies the analytical treatment of complex materials leading to effective medium properties
beyond what nature can possibly offer. In some cases however, effective continuum de-
scriptions are not perfect. Usually, because only a local response is assumed, which might
work fine in the quasi-static approximation but is not sufficient if the dynamics of the
wave becomes prominent, which is the case in optics [53], [93]. For the purpose of a non-
local homogenization theory, let’s assume that the volume Ω of the infinitely extended
metamaterial is R3, thereupon the absence of interfaces. In the analogy to temporal non-
locality, the spatially nonlocal response can be approximated by a function of r − r′, as
in a homogeneous space the response does not depend on the actual positions r and r′
but rather on the relative Euclidean distance r − r′. Following these considerations, the
constitutive relation (3.18) in (temporal-)frequency domain becomes
D(r, k0) =
∫
R3
Rˆ(r− r′, k0)E(r′, k0)dr′ , (3.31)
with the nonlocal response kernel
Rˆ(r− r′, k0) = 1δ(r− r′) + 4piχˆel(r− r′, k0) . (3.32)
Additionally, under the assumption of the material being intrinsically nonmagnetic, we
haveH(r, k0) = B(r, k0). These material equations are the key equations in this thesis and
represent the most general nonlocal electromagnetic response for homogeneous media. By
performing the spatial Fourier transforms, the convolution above translates to an algebraic
product such that
D˜(k, k0) = ˆ˜R(k, k0)E˜(k, k0) , (3.33)
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where the ·˜ denotes the corresponding quantities in spatial Fourier space. The wave
vector k refers to the spatial frequency and its modulus is not forcibly a multiple of the
wave number k0 = ωc . The latter quantity is simply the reduced temporal frequency
with the same unit as the wave vector k, namely inverse length. The fact that the
nonlocal response kernel R(r − r′, k0) is a function of the Euclidean difference r − r′ in
real space, its Fourier transform ˆ˜R translates to a k-dependent function. Consequently,
spatial nonlocality amounts to spatial dispersion. At this point, it is natural to state
that spatial dispersion expresses the dependence of the effective medium property of the
homogeneous metamaterial on the spatial heterogeneity of the wave, i.e., spatial dynamics
of the fields. This is in complete analogy to the temporal dispersion that is a consequence
of temporal dynamics of the fields. For arbitrary k = (kx, ky, kz) and k0, Casimir-Onsager
reciprocity relations (3.30) in Fourier space read
ˆ˜Rij(k, k0) = ˆ˜Rji(−k, k0) . (3.34)
If the unit cell of the metamaterial has a center of symmetry, then the material is called
nongyrotropic. In such crystals there exist three independent mirror planes such that any
transformations of k→ (±kx,±ky,±kz) do not change the properties of the metamaterial.
Then, we have
ˆ˜Rij(k, k0) = ˆ˜Rji(k, k0) , (3.35)
for any arbitrary k and k0. The local limit |k| → 0, i.e. λ → ∞, is equivalent to the
assumption that field is uniform. In that case ˆ˜R(k, k0) simplifies to
lim
|k|→0
ˆ˜R(k, k0) = ϵˆ(k0) , (3.36)
where ϵˆ(k0) ∈ C3×3 is the classical electric permittivity matrix. By virtue of Eq. (3.34),
ϵˆ(k0) is symmetric.
Some mathematical remarks concerning the concepts above are necessary. By latest
in Eq. (3.32) it is clear that Rˆ is a distribution, specifically an element of E ′. Further-
more, in a homogeneous space, the eigenmodes (as we will prove in Ch. 4) are plane
waves. Therefore, E is only locally integrable and as discussed in Sec. 2.3.3, its Fourier
transform cannot be defined by the ordinary integral representation as in Eq. (2.34) and
care has to be taken. Since E is locally integrable with at most polynomial growth at
infinity (both properties are guaranteed from plane waves), the relevant subject here is
the Fourier transform of tempered distributions S ′. The Fourier transform of such dis-
tributions was defined in Def. 2.3.3. According to the convolution theorem 2.3.5, the
convolution between distributions in E ′ and S ′ maps into S ′. Therefore, D and D˜ can be
regarded as a tempered distribution, i.e., an element of S ′, just as E and E˜. According
to property (2.45), Maxwell’s equation in Fourier space (k, k0) read
k · D˜(k, k0) = 0 , k× H˜(k, k0) = −k0D˜(k, k0) , (3.37)
k · B˜(k, k0) = 0 , k× E˜(k, k0) = k0B˜(k, k0) . (3.38)
An essential part of this thesis is the study of ways to reconstruct the response kernel
for specific metamaterials and discuss the nature of various approximations. Expression
(3.33) is too general for practical purposes, as in general, interface conditions have to be
derived as well. To this end, it is unavoidable to reformulate the problem in real space by
42 CHAPTER 3. THEORETICAL BACKGROUND: SPATIAL DISPERSION
inverse Fourier transform and derive the necessary continuity conditions for the fields at
the interface. This is more delicate as it seems to be on the first glance. First of all, it is
not clear how to evaluate the convolution integral (3.31) at the interface if the support of
Rˆ(r, k0) overlaps with the interface. In the literature, interface conditions were derived
by the introduction of Drude transition layers, where Rˆ(r, k0) is regularized across the
interface to adequately describe both materials that occupy the two half-spaces [94]–[96].
Unfortunately, this is not always satisfying, as the interface conditions depend on the
phenomenologically introduced thickness of the Drude layers [97].
A more subtle way to avoid both issues is to define Rˆ(r, k0) by a distribution of compact
support, i.e., an element of E ′. We propose to define Rˆ(r, k0) as a linear combination of
Dirac’s delta distribution and of it’s partial derivatives. In terms of equations we propose
Rˆ(r− r′, k0) =
∑
α∈N30,|α|≤N
Cα(k0)Dαδ(r− r′) , (3.39)
with N ∈ N the truncation order, the matrices Cα ∈ C3×3 the spatially independent
effective material parameters, and Dα = ∇α1∇α2∇α3 , where |α| = α1 + α2 + α3. The
fact that the material parameters Cα are spatially independent is due to the homoge-
nization. The nonlocality is encrypted in the derivatives of the delta distributions. From
the mathematical perspective, Eq. (3.31) is well defined as a dual mapping in which the
distribution Rˆ ∈ E ′ linearly acts on the electric field E ∈ S ′. Following the definition
of the weak derivatives of distributions (2.5) and theorem 2.3.5, the constitutive relation
(3.31) becomes
D(r, k0) =
∑
α∈N30,|α|≤N
Cα(k0)DαE(r, k0) . (3.40)
The first term C0(k0) in the expansion corresponds to the usual permittivity matrix
of a local material and Cα ̸=0(k0) give the corrections including the nonlocal responses.
Following this logic, nonlocality reflects to the dependency of the response at a position
r on the electric field as well as on its partial derivatives at that point. This is physically
equivalent to the case where the response at r depends on the environment, simply because
the eclectic field as well as its partial derivatives are determined by the surroundings. A
consideration of nonlocality is of paramount importance if one these situations are met:
(a) The size of the unit cell and the averaging volume are not negligibly small compared
to the wavelength.
(b) The building blocks forming the unit cell have strong higher order multipole mo-
ments.
In the first case, the unit cell is only slightly smaller than the wavelength and the response
must depend on the environment, as the mesoscopic features of the structure can only
be resolved by retaining the spatial derivatives of the field. In the second case, and
as discussed in Sec. 3.1, the contribution of higher order multipole moments causes the
dependence of the response on spatial derivatives of the field. Either way, a nonlocal
response has to be taken into account to adequately homogenize the metamaterial.
It is important here to emphasize that, now, the displacement field D depends on the
derivatives of the electric field E. This will definitely have consequences on the interface
conditions for the fields, that will depend on the coefficients Cα and on the truncation
order N . The mathematical reason for this subtlety is that we cannot imply from ∇ ×
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H(r, k0) = −ik0D(r, k0) that H is an element of Hloc(curl,R3), which is only guaranteed
in the local approach, or for a specific choice of Cα and N . According to theorem 2.2.1,
H ∈ Hloc(curl,R3), is equivalent to the continuity of the tangential component of H. A
fact of life is that when nonlocality is taking place, additional interface conditions are
always required [98]. However, in some situations, these can be circumvented by a proper
choice of the gauge field Q in Eq. (3.27).
The response in Eq. (3.40) is still too general and impracticable. To be able to derive
the interface conditions and to calculate the dispersion relations, some assumptions on
the matrix-valued coefficients Cα and on the truncation order N have to be taken into
account. There is no doubt that a high approximation quality can be obtained for a high
truncation order N . However, the expansion is not very convenient to handle. In most
previous works [53], [93] metamaterials are mostly modeled with material equations up to
second-order derivatives, i.e., N = 2. However, this assumption is, in most cases, justified
only for sufficiently diluted metamaterials (but still dense on the level of the wavelength)
made from isolated inclusions with a negligible scattering strength. This simplification is
in accordance with a regime where the building blocks of the metamaterial are negligibly
small compared to the wavelength. Unfortunately, this leads to the observation of very
weak resonances, if there are any. However, notable scattering phenomena require that
these inclusions have mesoscopic sizes which cannot be simply homogenized by a local
permittivity and a local permeability only. A refined homogenization requires the con-
sideration of higher order terms that lead to strong spatial dispersion. This is what we
do in this work and will be discussed in depth in Ch. 4, where we consider more general
second-order terms and more importantly increase the truncation order up to fourth-order
derivatives.
In the interest of providing a brief preface on spatial dispersion and its consequences,
let us in this section focus on a specific form of constitutive relations up to the second-
order. This will provide the reader an instructive introduction into the effect of spatial
dispersion in optical metamaterials. In the following, we will show the origin of extrinsic
chirality and of artificial magnetization at optical wavelengths.
To see the physical significance of spatial nonlocality, let us return to our response
ansatz in Eq. (3.40) and study the problem in the spatial Fourier space. According to
property (2.45) of Fourier transforms of derivatives, the constitutive relation reads
D˜(k, k0) = ˆ˜R(k, k0)E˜(k, k0) =
∑
α∈N30,|α|≤N
C˜α(k0)kαE˜(k, k0) . (3.41)
In fact, spatial derivatives on the electric field in real space translate into simple multipli-
cations by polynomials of k. In CGS units, the displacement field and electric field have
the same dimensions and k is an inverse length [m−1]. Therefore, the material parameter
of order |α| have the dimension of m|α|.
3.2.3 Weak spatial dispersion approximation
Let a be a characteristic length of the homogenized metamaterial. Only on the assump-
tion that (a|k|)2 ≪ 1, an expansion up to the second order is justified. Then, the i-th
component D˜i of the displacement field is
D˜i(k, k0) = aij + bijkkkE˜j(k, k0) + cijklkkklE˜j(k, k0) (3.42)
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where the tensorial coefficients aij, bijk and cijkl refer to the frequency dependent effec-
tive material parameters. For the sake of readability, we drop the explicit frequency
dependence of the coefficients above, but the reader shall consistently bear in mind that
they always depend on the frequency k0. In connection with the Casimir-Onsager rela-
tions (3.34), the number of independent coefficients can be dramatically reduced. The
general symmetry properties for each coefficient of ˆ˜R(k, ω) are
aij = aji bijk = −bjik cijkl = cjikl , (3.43)
and analogously for higher order terms. Furthermore, we require that the electric field E
is at least a C2(R3)-function. Consequently, according to the equality of mixed partials
(Schwartz’s theorem), the second-order derivatives can be interchanged which renders
cijkl = cijlk. These are the fundamental symmetry conditions for the fourth-rank tensor
cijkl. These symmetries reduce the number of nonzero components from 81 to only 36. If
we consider a concrete crystal with specific geometrical symmetries, the number of inde-
pendent components can be further reduced. A comprehensive summary of the symmetry
properties of the tensors bijk and cijkl for different symmetry classes can be found the book
of Agranovich and Ginzburg [50], Ch. 3.
At this point, let us focus on the terms linear on k in Eq. (3.42), i.e., on the first-order
spatial dispersion. These terms, and also all terms with odd exponents of k, lead to
optical activity, i.e., materials with such properties tend to change the polarization of the
incident light. Such materials are usually called chiral media with the chirality parameters
bijk, and if spatial dispersion is strong, other odd higher-order terms may contribute to
chirality. Now, if bijk resembles a combination of a matrix ξˆ multiplied with a Levi-Civita
tensor εilm, we get for D
D˜i(k, k0) = ϵijE˜j(k, k0) +
2
k0
ξijεjlmklE˜m(k, k0) , (3.44)
where the zeroth-order terms aij represent the usual electric permittivity matrix ϵˆ. This
is in accordance with the limit (3.36), which is the only term surviving the quasi-static
approximation. According to Maxwell’s Equation εjlmklE˜m(k, k0) = k0B˜j(k, k0), we can
get rid of the explicit k dependence in D˜(k, k0). In real space, this would mean we would
eliminate the explicit spatial derivatives on E(r, k0) appearing in D(r, k0). Accordingly,
in spatial Fourier space we obtain
D˜i(k, k0) = ϵijE˜j(k, k0) + 2ξijB˜j(k, k0) , (3.45)
and H˜(k, k0) = B˜(k, k0). The interface conditions emerging for such non-reciprocal sys-
tems are rather complicated. By a proper choice of Q(r, k0), the constitutive relations
can be further simplified and the classical interface conditions, i.e., the continuity of the
tangential components of E(r, k0) and H(r, k0) and the normal components of D(r, k0)
and B(r, k0) at the interface, can be reached. In fact, by choosing in Fourier space
Q˜i(k, k0) = −ξijεjlmklE˜m(k, k0) we obtain
D˜i(k, k0) = ϵijE˜j(k, k0) + ξijB˜j(k, k0) ,
H˜i(k, k0) = B˜i(k, k0)− ξjiE˜j(k, k0) ,
(3.46)
which constitute the very common material laws for bi-anisotropic media (without a mag-
netic response yet). Optical activity turns out to be an effect of order a|k|, or alternatively
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a/λ. On the optical activity in spatially dispersive media, maybe one of the first work
mentioning this is by J. W. Gibbs in the end of 19th century [99]. Nowadays, this effect
can be easily engineered in optical wavelengths using specially designed metamaterials.
All it requires is to have an array of unit cells that has at most two orthogonal mirror
planes such as structures with Helices or Split-Ring Resonators [100]–[102]. There, a
linearly polarized electric field generates a magnetic moment, perpendicular to the split-
rings, inducing a magnetic response H ̸= B, that is directly proportional to E. Such
phenomena is often called magneto-electric coupling. Optical activity, or chirality, can
be also reached in isotropic systems, if the inclusions are intrinsically chiral and randomly
oriented [103]. If the unit cell of the metamaterial is made of achiral building blocks and
has a center of symmetry, the term proportional to ξˆ cannot exist, as D(r, k0) is symmet-
ric under parity transformation while B(r, k0) is not. Hence, ξˆ must be zero. This is in
compliance with condition (3.35). Consequently, the non-vanishing contributions leading
to spatial dispersion are of the order (a|k|)2. Here effects such as artificial magnetization
and birefringence induced by spatial dispersion in cubic crystals can be found. The latter
effect was seemingly originally predicted by H. A. Lorentz in the end of the 19th century
as well [104]. This can be easily understood by looking at the second-order terms for an
isotropic system with a center of symmetry. Even under these assumptions, the nonlocal
response tensor is not a scalar, but rather a dense 3× 3 matrix which can be decomposed
into a part transverse to k and into a part longitudinal to k:
R˜ij(k, k0) = ϵt(|k|, k0)
(
δij − kikj|k|2
)
+ ϵl(|k|, k0)kikj|k|2 , (3.47)
where ϵt and ϵl are, respectively, the transverse and longitudinal permittivities, and de-
pend only on the magnitude of the wave vector and not on its direction. First of all, it
is clear that R˜ij(k, k0) can have off-diagonal elements proportional to |k|2. Second, for
different directions of k, the diagonal elements are in general different, leading to dif-
ferent responses for different illumination directions, even though, the metamaterial was
assumed to be isotropic. This feature is proportional to |k|2 as well and is actually the
birefringence that is induced by spatial dispersion. At optical frequencies, it was first
observed around ninety years after it’s first invocation by H. A. Lorentz in cubic crystals
of silicon [105] and in gallium arsenide [62], and recently measured in metamaterials with
cubic symmetry [106], [107].
In the remaining part of this section, we will discuss the origin of artificial magneti-
zation at optical frequencies. In general, for the second-order coefficients cijkl it is always
proposed [90] that
D˜(k, k0) = ϵˆE˜(k, k0) + k×
[
αˆk× E˜(k, k0)
]
+ k ·
[
βˆk · E˜(k, k0)
]
, (3.48)
where αˆ, βˆ ∈ C3×3 are diagonal matrices that, again, implicitly depend on k0. However,
the βˆ-term was only introduced on the level of the constitutive relations. When it came
to the derivation of the additional interface conditions, βˆ was usually set to zero and
only αˆ was discussed. The reason behind this negligence is that βˆ requires an additional
interface condition which was not easy to formulate. Meanwhile, as we will show soon,
the αˆ-term can be reinterpreted as a local permittivity, without changing the classical
interface conditions. The positions of αˆ and βˆ have to be exactly between the two k
vectors, because otherwise the coefficients cijkl would violate Casimir-Onsager reciprocity
principle, i.e., would not satisfy the general symmetry condition (3.35). We exemplary
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prove this on the αˆ-term in App. A. The term proportional to αˆ is of special importance.
It arises by enforcing (with βˆ = 0) that
cijklkkklE˜j(k, k0) !=
[
k× (αˆk× E˜(k, k0))]i , (3.49)
which is clearly a restriction in general. How exactly αij relate to cijkl, is summarized in
Eq. (A.1) of App. A. However, assumption (3.49) is very appealing for multiple reasons.
Such term characterizes a current in which the induced charges describe a closed-loop
trajectory. Such currents can be induced in specially designed structures such as split-
ring resonators [108], cut-plate pairs [109], or the fishnet metamaterial [110]. By taking
advantage of the non-uniqueness of the displacement field D˜(k, k0), we can show that
this nonlocal term literally translates into an effective local magnetic permeability. By
choosing
Q˜(k, k0) = −αˆ(k0)k× E˜(k, k0) = −ik0αˆ(k0)B˜(k, k0) , (3.50)
we eliminate the nonlocal contribution ∝ αˆ in D˜ and simultaneously obtain
H˜(k, k0) = B˜(k, k0)− ik0Q˜(k, k0) =
(
1− k20αˆ(k0)
)
B˜(k, k0) . (3.51)
With this, we define the local, temporally dispersive, magnetic permeability µˆ that reads
µˆ−1(k0) = 1− k20αˆ(k0) , (3.52)
and specifically we have µˆ(k0) ̸= 1 for αˆ(k0) ̸= 0.
From the considerations above, we can conclude that the artificial magnetization in
metamaterials at optical frequencies is nothing else, but a second-order spatial dispersion
effect on the electric field. In real space, this translates into a specific second-order nonlo-
cal effect. However, it has to be stated that the gauge field Q(r, k0) in real space changes
the interface conditions for ∇× E(r, k0) and H(r, k0), but conveniently, in a subtle way
where the reflection and transmission coefficients do not change, in other words, the ac-
tually measurable quantities remain invariant, which is advantageous. Details concerning
the interface conditions will be elaborated in depth in Ch. 4.
Furthermore, we would like to note that the origin of µˆ ̸= 1 and the definition of µˆ by
itself at optical frequencies are versatile and their interpretation as well. In the book of
Landau and Lifshitz [89], §103, the difference of µˆ from 1 is defined by the difference of
the longitudinal and transverse permittivities defined in Eq. (3.47) in the limit |k| → 0.
This issue is controversially discussed in literature [111], [112].
The second term proportional to βˆ represents a nonlocal material parameter, in which
the nonlocality couples longitudinally to the electric field. With βˆ being diagonal, equating
the coefficients between Eq. (3.42) and Eq. (3.48) leads to the constraint
cijklkkkl
!
= βjjk
2
j ⇒ cjjjj != βjj , (3.53)
and zero else wise. Such nonlocal effects have been only studied in a uniaxially polarizable
bulk material such as the wire media [113]. In contrast to the preceding term, this term
cannot be transformed to a local material property. I.e., in real space, there exists no
Q(r, k0) that can possibly simultaneously eliminate the explicit derivatives proportional
to βˆ in both expressions for D(r, k0) and H(r, k0). In Fourier space, this translates to
an explicit k-dependence in the constitutive relations. When this term is considered, a
new wave propagating in the bulk appears which leads to the request for an additional
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Figure 3.3: Contour integral enclosing the singularity at z.
interface condition. The latter is essential to unambiguously determine the amplitudes
of the fields at the interface, and was to our knowledge never introduced. Hence, it
was always assumed that βˆ = 0. This oversimplification is not always justified, as this
assumption is equivalent to enforcing that simultaneously cxxxx = cyyyy = czzzz = 0
holds. From a general symmetry perspective, there is no reason, why this conjecture is
applicable. Even for a cubic system with least number of independent coefficients cijkl,
only four independent nonzero components remain and the three above are among these
four nonzero ones. In the next chapter, we discuss the effect of this specific term on the
dispersion relations and derive the corresponding interface conditions.
Throughout this thesis, we will encounter the terminology of the weak spatial disper-
sion (WSD) approximation. A WSD approximation is a set of constitutive relations in
which the spatially dispersive contributions can be eliminated via suitable gauge trans-
formations. “Spatial dispersion” because it originates form nonlocal material laws and
“weak” because there exists a gauge field Q(r, k0) that gives local constitutive relations,
with a local magnetoelectric coupling ξˆ and a local permeability µˆ, hence a local bi-
anisotropic medium:
D(r, k0) = ϵˆ(k0)E(r, k0) + ξˆ(k0)B(r, k0) , (3.54)
H(r, k0) = µˆ−1(k0)B(r, k0) + ξˆT(k0)E(r, k0) . (3.55)
For metamaterials that possess a centre of symmetry we have ξˆ = 0, such that the
magnetoelectric coupling terms vanish.
3.3 Causality and Passivity with spatial disper-
sion
As already discussed in the beginning of Sec. 3.2.2, the response of the medium cannot
depend on the electromagnetic field of light at future times, namely ˆ˜χ(k, t) = 0 for t < 0.
This is the causality condition. It implies that for z = k0 + iη, η > 0
ˆ˜χ(k, z) =
∫ ∞
0
ˆ˜χ(k, t)eik0ct−ηtdt (3.56)
exists and is a holomorphic function in the upper half-plane for η > 0 and for fixed k.
For such functions, Cauchy’s integral formula holds
ˆ˜χ(k, z) = 1
2pii
∮
Γ
ˆ˜χ(k, z′)
z′ − z dz
′ , (3.57)
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where Γ is a closed contour that includes the point z = k0 + iη in it’s interior. As shown
in Fig. 3.3, it consists of a line integration over the real axis and of a semicircle in the
upper half-plane. We expect that the polarization vanishes at extremely high frequencies,
as the induced electrons can no longer collectively follow the rapidly oscillating field of
light. Hence, ˆ˜χ(k, |z|) → 0, as |z| → ∞. By exploiting this asymptotic behaviour, the
contour integral reduces to a line integral over R and we obtain
ˆ˜χ(k, z) = 1
2pii
∫
R
ˆ˜χ(k, z′)
k′0 − k0 − iη
dk′0 . (3.58)
For real frequencies, i.e., in the limit η → 0, it is a well-known fact [80] that the denomi-
nator in Eq. (3.58) becomes the distribution
lim
η→0
1
k′0 − k0 − iη
= p.v. 1
k′0 − k0
+ ipiδ(k′0 − k0) ∈ S ′(R) , (3.59)
acting on ˆ˜χ(k, z′), which can be regarded as the test function in the dual space S(R). The
latter inclusion is guaranteed as ˆ˜χ(k, t)e−ηt ∈ S(R) and the Fourier Transform F(S) = S
(cf. Def. (2.3.3)). Following these considerations, the integral Eq. (3.58) in the limit
η → 0 becomes the dual mapping
ˆ˜χ(k, k0) = 〈 ˆ˜χ(k, k′0), δ(k0 − k′0)〉R +
1
ipi 〈
ˆ˜χ(k, k′0), p.v.
1
k′0 − k0
〉R , (3.60)
where the integration variable is k′0. Finally, by separating real and imaginary parts of
ˆ˜χ(k, k0), we obtain the Kramers-Kronig relations for the k-dependent nonlocal response
tensor ˆ˜R(k, k0) = 1+ 4pi ˆ˜χ(k, k0) that read
ℜ ˆ˜R(k, k0) = 1+ 1
pi
〈ℑ ˆ˜R(k, k0), p.v. 1
k′0 − k0
〉R
ℑ ˆ˜R(k, k0) = 1
pi
〈ℜ ˆ˜R(k, k0), p.v. 1
k′0 − k0
〉R .
(3.61)
A very important statement can be drawn from these relations, is that real and imaginary
parts are mutually coupled and cannot be chosen arbitrarily. The real parts describe the
displacements from the resting positions and the imaginary parts the losses due to frictions
and collisions with the nuclei. Hence, a huge real part come with a huge imaginary part.
To some extent, this mimics the fluctuation-dissipation theorem in thermodynamics.
It is natural to ask whether Kramers-Kronig type relations for the spatial frequency k
exist as well. The answer is no, because these relations follow from causality that does not
hold in spatial domain. In the time domain, the response of the material does not depend
on the source at future times. However, in the spatial domain, the response depends on
the electric field in the surroundings as well as on its spatial derivatives in all directions.
A further restriction on ˆ˜R(k, k0) is that the material can only absorb energy and
not generate it. This reflects to the fact that the imaginary parts of ˆ˜R(k, k0) cannot be
negative. In other words, the matrix ℑ ˆ˜R(k, k0) must be positive semi-definite for all k
and k0. This is the passivity condition. The derivation is quite tedious and requires the
introduction of concepts that are beyond the scope of this thesis. The interested reader
can refer to Ch. 2 of Ref. [50] and Appendix C of Ref. [112].
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Figure 3.4: Sketch of the real and imaginary parts of Lorentz (left) and Drude (right)
permittivities as function of the frequency. Due to the losses, the resonance frequencies
are shifted.
Basic examples of optical responses
How exactly the effective material parameters depend on the frequency, varies strongly
from material to material. To find these dependencies in the macroscopic picture, a phe-
nomenological description has to be found. The identification of this effective description
with parameters while not having to explicitly pay attention to the microscopic behaviour
is part of the homogenization process. To this end, let us describe the collective motion of
elections in the bulk material. To simplify the discussion, let us assume a local isotropic
response, but temporally dispersive response, in a homogeneous material. Under the
assumption that the charges move in the same direction as the electric field E(t), the
polarization P(t) in the dipole approximation obeys the following equation of motion:
∂2tP(t) + ΓL∂tP(t) + ω20P(t) = Ω20E(t) (3.62)
On the L.H.S., the first term corresponds to the acceleration of the charges, the second
term proportional to ΓL accounts for the damping due to the collisions of the electrons
with the cores, and the third term describes the restoring forces for an oscillator with
the characteristic frequency ω0 due to the binding of the electrons with the cores. On
the R.H.S., we have the driving force due to the external field with a coupling coefficient
Ω20 =
Ncf0e2
m
, where m and e are the (effective) mass and the charge of the electron, Nc
the atomic concentration, and f0 the oscillator strength. In temporal frequency domain,
temporal derivatives ∂t become multiplications by (−iω) such that the second-order ODE
becomes
P˜(ω) = Ω
2
0
ω20 − ω2 − iΓLω
E˜(ω) . (3.63)
Assuming a linear response, namely P˜(ω) = χel(ω)E˜(ω), we deduce from the susceptibility
the dielectric function ϵ(ω) = 1 + 4piχel(ω) that reads
ϵLorentz(ω) = 1− 4piΩ
2
0
ω2 − ω20 + iΓLω
. (3.64)
This is the response function of the damped harmonic oscillator, called the Lorentz model
(see Fig. 3.4, left). This model is in good approximation when the induced currents
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describe closed paths, or rather charges that are bounded to the cores, i.e, a good descrip-
tion of most dielectrics. In metals, however, the restoring force is negligible such that the
electrons are free. Under this approximation, we obtain the Drude model
ϵDrude(ω) = 1−
ω2p
ω2 + iΓLω
, (3.65)
where ω2p = 4piΩ20 represents the plasma frequency, in which the real part of the permit-
tivity changes sign (see Fig. 3.4, right). For the Fishnet metamaterial considered later in
this thesis, the permittivity will be of Drude type, due to the metallic nano wires. At the
same time the magnetic permeability of Lorentz type, that arises from the anti-symmetric
coupling between the metallic layers.
In fact, both Lorentz and Drude models satisfy both Causality (3.61) and passivity
conditions. The consequences of Kramers-Kronig relations become clearly visible in the
Lorentz model, cf. Fig. 3.4, left. Whenever there is a fluctuation, i.e., ℜ∂ωϵ(ω) ̸= 0 (dy-
namics), a dissipation, i.e., ℑϵ(ω) > 0 arises, particularly around the resonance frequency
ω0. Under specific circumstances both permittivity and permeability can have negative
real parts, simultaneously, resulting to the negative index behaviour in optical metama-
terials, which is inaccessible with ordinary materials. In this case, the direction of the
energy flux is opposite to the direction of the propagation.
3.4 Chapter Summary and concluding remarks
In this chapter, we derived the macroscopic Maxwell equations using a suitable averaging
technique. In both multipole and phenomenological approaches, we have discussed the
non-uniqueness of the material fields D(r, k0) and H(r, k0), leading to the freedom of
choice of the nonlocal response tensor Rˆ(r−r′, k0) and discussed its general properties for
both gyrotropic and nongyrotropic media. In the multipolar analysis, we concluded that
the discussion of spatial dispersion in this framework is helpful to recognize a physical
origin of spatial dispersion, but is inappropriate for the purpose of homogenization. In the
phenomenological approach, we prove why intrinsic magnetization is absent at optical fre-
quencies and its emergence requires that the characteristic length scale of a metamaterial
must be comparable to the wavelength λ. By virtue of the gauge transformation (3.27)
we have shown that optical activity and artificial magnetization are, respectively, effects
of first-order and second-order spatial dispersion.
Now the true question is whether the introduction of effective material parameters
to homogenize a given metamaterial is meaningful or not. This can only be answered
by comparing the electromagnetic response of both the heterogeneous metamaterial and
its homogeneous substitute. Hence, each metamaterial has to be studied individually.
In the past, it was shown that the weak spatial dispersion approximation, i.e., the local
constitutive relations as given in Eqs. (3.54) and (3.55) are insufficient to adequately
predict the response of an actual material [53].
This is particularly true when the electromagnetic response of a material is stud-
ied near absorption lines, i.e., resonances. There, the modulus of the refractive index
|n| := |k|/k0 increases, and so does the parameter a/λ = a|n|/λ0, where λ and λ0 are,
respectively, the wavelengths in the material and in free-space. Consequently, the isofre-
quency surfaces change dramatically [114]–[116] and will deviate from the ordinary ellip-
soids and hyperboloids known from the classical courses of theoretical optics. As well as
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the number of modes sustained at the interface of a nonlocal material increases by the
strength of the spatial dispersion. Evidently, the reflection and transmission coefficients
from a finite slab will experience some changes as well.
In the next chapter, a study of different models for homogenization will be performed.
Specifically, we will discuss the dispersion relations of a bulk medium and the interface
conditions at the interface between a homogenized metamaterial described with a specific
nonlocal response kernel and an ordinary material with a local permittivity. For bench-
mark reasons, we will shortly elaborate on the consequences of the weak spatial dispersion
approximation. Emphasize will be put on the more sophisticated nonlocal model in the
strong spatial dispersion approximation. We will discuss the dispersion of the additional
modes and derive the corresponding additional interface conditions by means of a weak
formulation of the wave equation.
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4 | Homogenization of centrosymmet-
ric metamaterials
The permeability µ has no meaning at optical frequencies.
In that range, the effects due to the difference of µ from
unity are in general indistinguishable from those of spatial
dispersion of the permittivity.
Lew D. Landau and Jewgeni M. Lifschitz
In the previous chapter, we discussed the possible origins of nonlocality in mesoscopic,
optical metamaterials and some peculiar effects that are not present in natural ma-
terials. Emphasis was put on the general properties of the nonlocal response tensor
Rˆ(r − r′, k0) and on the non-uniqueness of the auxiliary fields D(r, k0) and H(r, k0).
However, Eq. (3.40) is as general as impracticable. In order to proceed, we need to calcu-
late the dispersion relations and the interface conditions. To this end, for centrosymmetric
metamaterials, we assume specific coefficients Cα(k0). First of all, with centrosymmetry,
all coefficients followed by a k-polynomial of odd power vanish. Further, departing from
the WSD approximation from Sec. 3.2.3 and extend it with specific nonlocal terms up to
the fourth order, for which we have derived dispersion relations and interface conditions
in our publications [64], [117]. Ultimately, the constitutive relations in real space of the
spatial domain are assumed to read
D(r, k0) =ϵˆ(k0)E(r, k0) +∇× (αˆ(k0)∇× E(r, k0)) +
∑
j∈(x,y,z)
∇j(βˆj(k0)∇jE(r, k0))
+∇×∇× (γˆ(k0)∇×∇× E(r, k0)) ,
(4.1)
and H(r, k0) = B(r, k0), where ϵˆ(k0), αˆ(k0), βˆj(k0) and γˆ(k0) are [0,∞)→ C3×3, bounded
with E-regularity. The first two terms, respectively, amount to the local permittivity and
to the so-called reluctivity [118], where the latter can be transformed to a local magnetic
permeability µˆ(k0). The model with only ϵˆ(k0) and αˆ(k0) (or equivalently µˆ(k0)) is called
the local model or the weak spatial dispersion (WSD) model. However, it got more
and more evident that such a local assumption is limited for at least two reasons. In
the first place, there is no physical justification why the second-order term can only
contain the term with αˆ(k0). For metamaterials that possess a centre of symmetry, terms
proportional to βˆj(k0) are, in general, allowed to exist (cf. Ch 3.2 in Ref. [50]). Only if
the local description is valid, these terms are negligibly small and vanish. Nonetheless,
for metamaterials with mesoscopic features, this cannot be guaranteed beforehand. In
the second place, a truncation of the Taylor approximation up to the second order in the
material laws are is not justified as well. A refined analysis of nonlocal responses to light
requires the consideration of higher order spatial derivatives of the exciting field of light
E(r, k0). Note that there are neither first-order nor third-order terms in the expansion
(4.1). This is a consequence from the Casimir-Onsager symmetries for centrosymmetric
crystals.
In contrast, the last two terms in Eq. (4.1) are truly nonlocal terms. There exists no
gauge field Q(r, k0) that can possibly eliminate the spatial derivatives in the constitutive
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relations. The term proportional to βj(k0) with βj(k0) = βjj(k0)eˆj eˆj, where βjj(k0) =
cjjjj(k0) is a scalar and eˆj is a unit vector in j direction, is usually neglected due to
the cumbersome analysis of the arising additional modes that request additional interface
conditions. Here, the consequences of this term will be studied in depth. Regarding the
fourth order term, we require the expression to be comparable to the assumption of the
second order term proportional to αˆ(k0). Namely, we enforce that
eijklmn(k0)∇k∇l∇m∇nEj(r, k0) != [∇×∇× (γˆ(k0)∇×∇× E(r, k0))]i . (4.2)
With such an assumption, we are able to derive the required interface conditions from
first principles by using the generalized weak formulation that we introduced in Sec. 2.2.
Furthermore, the position of γˆ(k0) cannot be chosen freely for both mathematical and
physical reasons.
In the following sections, we will fully analyze three effective medium models for ho-
mogenization. First in the bulk problem, i.e., analyzing the dispersion relations. Second,
the half-space problem, i.e., deriving the interface conditions. Prior studying the com-
plicated models leading to strong spatial dispersion (SSD), we shortly study the WSD
model. This state-of-the-art model shall serve for a comparative analysis and for giving
an introduction to the homogenization procedure.
Remark 4.0.1. The analysis of the dispersion relation in the infinitely extended homo-
geneous medium is preferably done in spatial Fourier-space. By using the convolution
theorems and the properties of Fourier transforms introduced in Sec. 2.3.3, the PDEs
and convolution integrals turn out to become simple algebraic equations with k being the
unknown to be found. In contrast, the derivation of interface conditions is rather done
in real space. The weak formulation of the wave equation shall serve as the tool for the
purpose.
4.1 Dispersion relation and additional modes
To study wave propagation in a medium with spatial dispersion, one has to solve the
wave-type equation in k-space. For crystals with spatial dispersion and without intrin-
sic magnetic response, the wave-like equation can be obtained by decoupling Maxwell’s
equations and it is given by [50][
k× k×−k20 ˆ˜R(k, k0)
]
E˜(k, k0) =W(k, k0)E˜(k, k0) = 0 . (4.3)
This equation is of paramount importance and represents an eigenvalue equation whose
solutions are k(k0), defining the dispersion relation of light in an infinitely extended
homogeneous medium. The nontrivial solutions are obtained by posing the determinant
of the wave-operatorW(k, k0) to be zero. This ansatz is, however, only possible ifH = B,
i.e., M = 0. Anyhow, if there exists an intrinsic magnetic response or because of a
suitable gauge transformation (3.27), we would redefine the magnetic field such that
H˜(k, k0) = ˆ˜Rmagn(k, k0)B˜(k, k0), and one has to solve the full Maxwell equations, which
in their matrix form read
Aˆ(k, k0) ·
(E˜(k, k0)
H˜(k, k0)
)
=
(
0
0
)
, (4.4)
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where Aˆ ∈ C8×6 refers to the dispersion matrix that is
Aˆ(k, k0) =

k0
ˆ˜R(k, k0) k× ·
k× · −k0 ˆ˜Rmagn(k, k0)
k · ˆ˜R(k, k0) 0
0 k · ˆ˜Rmagn(k, k0)
 . (4.5)
Nontrivial solutions require that the rank of Aˆ(k, k0) is not maximal, i.e., that the deter-
minant det
(
AˆT(k, k0)Aˆ(k, k0)
)
= 0.
Without loss of generality, we consider the z direction as the principle propagation
direction and focus only at the case where kx = 0 or ky = 0, i.e., we either have k =
(kx, 0, kz) or k = (0, ky, kz). To encapsulate both cases in one notation, we denote the
transverse component of k by kt, where t = x or t = y and t∗ = x for t = y and
t∗ = y for t = x.1 Under the assumption of central symmetry, optical activity vanishes
and the polarization of the field is preserved. Therefore, it is sufficient to decompose the
eigenmodes into decoupled transverse electric (TE) and transverse magnetic (TM) modes.
In the TM-polarization case, the electric field E˜(k, k0) is in-plane with the propagation
vector k, while the magnetic field H˜(k, k0) is perpendicular to the plane extended by
kz-kt. In fact, it holds for k = (kt, kz):
• TM-polarization: E˜(k, k0) = E˜t(k, k0)eˆt + E˜t(k, k0)eˆz and H˜(k, k0) = H˜t∗(k, k0)eˆt∗
• TE-polarization: H˜(k, k0) = H˜t(k, k0)eˆt + H˜t(k, k0)eˆz and E˜(k, k0) = E˜t∗(k, k0)eˆt∗
Remark 4.1.1. We assume that the coordinate system of the laboratory is aligned with
the coordinate system of the principle axis of the metamaterial. This allows the matrices
ϵˆ, αˆ, and γˆ being diagonal, which is convenient.
In the following, we calculate the dispersion relations for three cases. First of all, we
study the WSD approach, which will be also a starting point for the advanced models
and will be developed into two directions. Second, we study the second order symmetry
model (SYM), which strictly orients on symmetry considerations of a unit cell of a specific
crystal. Here, we only include the βˆj terms without considering fourth order terms, as
it already gives significant improvements compared to WSD [117]. Third, and finally, we
study the model that will be of most interest in this thesis, i.e. the fourth order model
(SSD), where γˆ ̸= 0, but again βˆj = 0. Including, both γˆ and βˆj into the analysis can,
ideally, be done but the analysis becomes too complicated and is outside the framework
of this thesis. Here, we wish to develop an effective medium model with the least number
of effective material parameters.
4.1.1 Dispersion relation of WSD
For benchmarking, let us investigate the dispersion relation of the classical constitutive
relation of anisotropic media with WSD
D˜(k, k0) = ϵˆ(k0)E˜(k, k0) + k×
(
αˆ(k0)k× E˜(k, k0)
)
, (4.6)
1For example, let k = (kx, 0, kz), then kt = kx and µt∗t∗ = µyy.
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and, as usual, H˜(k, k0) = B˜(k, k0). The dispersion relation can be derived by solving
Eq. (4.3) that reads (
kWSDz (kt, k0)
)2
= p0(k0)− q0(k0)k2t . (4.7)
Here, the complex coefficients p0(k0) and q0(k0) depend on both polarization and frequency
and are, respectively, measures for the refractive index and for anisotropy. After the gauge
transformation with Q˜(k, k0) = −αˆ(k0)k× E˜(k, k0), we obtain for the TE-polarization
pTE0 (k0) = k
2
0ϵt∗t∗(k0)µtt(k0) , and qTE0 (k0) =
µtt(k0)
µzz(k0)
, (4.8)
and for TM-polarization
pTM0 (k0) = k
2
0µt∗t∗(k0)ϵtt(k0) , q
TM
0 (k0) =
ϵtt(k0)
ϵzz(k0)
, (4.9)
where
µtt(k0) :=
1
1− k20αtt(k0)
, (4.10)
according to the gauge transformation above. The dispersion relation contains only two
independent parameters, namely p0 and q0. With these two degrees of freedom, the
isofrequency contours described by Eq. (4.7) restrict to only two kinds, depending on the
real part of the anisotropy parameter q0 (cf. Fig. 4.1). Is ℜq0 > 0, then the isofrequency
surfaces are elliptic. While for ℜq0 < 0, the isofrequency surfaces describe hyperbola.
Such metamaterials are called hyperbolic metamaterials and are usually designed with
anisotropic unit cells containing a mixture of a dielectric and a metal, and are employed
at frequencies below the reduced plasma frequency of the diluted metal [119]. However,
in the past [53], and as we will see in Ch. 5 in more detail, it was shown that most
metamaterials of current interest show dispersion relations more complicated than the
classical hyperbola and ellipses. These dispersion relations cannot be captured using the
WSD approximation. There is a clear sign that the WSD approach is insufficient for a
proper effective medium approach, that will be further developed in Ch. 5 on specific
examples of optical metamaterials.
Furthermore, Eq. (4.7) has two complex solutions with the same absolute value, which,
depending on the sign of ℑkz, refer to the forward and backward propagating modes. The
total field in the bulk is, therefore, the superposition of both modes that reads
E(r, k0) = E+0 (k0)eik·r + E−0 (k0)e−ik·r , (4.11)
where E±0 denote the field amplitudes of the two eigenmodes. The real part ℜkz indicates
the oscillatory part, while the imaginary part ℑkz is connected to the energy loss in the
principle propagation direction. As a consequence of the passivity condition (cf. Sec. 3.3),
it must hold that ℑkz > 0 in the principle propagation direction. We identify the forward
propagating mode by the solution with the positive imaginary part ℑkz > 0, and the
backward one with ℑkz < 0, as they are exponentially attenuated in their respective
propagation direction.
To conclude this section, we would like to state once again that the WSD approach is
equivalent to the local approach, where both electric permittivity and magnetic perme-
ability are temporally dispersive, i.e., both depend on k0.
Remark 4.1.2. From now on, in all equations the parameter µii(k0) shall be identified via
µii(k0) =
1
1−k20αii(k0) and is obtained from the gauge transformation Q˜(k, k0) = −αˆ(k0)k×
E˜(k, k0), as previously explained at multiple occasions.
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Figure 4.1: Examples of isofrequency contours for an anisotropic material with local
constitutive relation, decomposed into real (solid) and imaginary (dashed) parts. On
the left, a typical hyperbolic material where the different permittivity (permeability)
components have different signs in TM (TE) polarizations. For the left figure we chose
p0 = 1.5 + 1.1i, q0 = −1.5− 0.2i and for the right figure p0 = 1.5 + 2.5i, q0 = 1 + 2.5i.
4.1.2 Dispersion relation of the SYM model
TheWSD approximation misses the second-order coefficients βˆj(k0) (c.f. Ref. [50]). Under
a strict consideration of symmetry, there is a priori no reason why the βˆj(k0) could should
be set to zero. Retaining these coefficients, the displacement field D˜(k, k0) reads
D˜(k, k0) = ϵˆ(k0)E˜(k, k0) + k×
(
αˆ(k0)k× E˜(k, k0)
)
)−
∑
j∈{x,y,z}
kj
(
βˆj(k0)kjE˜(k, k0)
)
,
(4.12)
where βˆj(k0) = βjj(k0)eˆj eˆj, with the dimension of m2. According to the Taylor approxi-
mation (3.40), the terms proportional to βˆj and αˆ emerge on equal footing. However, only
αˆ(k0) can be linked to a local magnetic permeability and leads to the WSD, while βˆj(k0)
will always remain in the context of spatial dispersion, i.e., explicit k dependent material
law. This term will be regarded as a higher-order susceptibility contribution that longitu-
dinally couples E˜i with D˜i, via k2i . Such purely longitudinal coupling will, however, only
affect dispersion relation (and later also the interface conditions) of the TM-polarized
mode. The dispersion relation of the TE-polarized wave for such constitutive relation
continues to be (
kSYMz (kt, k0)
)2
= pTE0 (k0)− qTE0 (k0)k2t (4.13)
and is identical to Eq. (4.7) with the same coefficients and, therefore, the same degree of
freedom. Consequently, βˆj has no effect in the TE-polarization, mainly because of the
absence of cross coupling terms between the displacement field and the electric field. On
the other hand, we obtain advanced dispersion relations for the TM-polarized wave that
read
k2z
(
1 + βzz
ϵtt
ϵzz
µt∗t∗k
2
0
)
+ k2t
(
ϵtt
ϵzz
+ βttµt∗t∗k
2
0
)
−k2zk2t
βzz
ϵzz
βttµt∗t∗k
2
0 − k4z
βzz
ϵzz
− k4t
βtt
ϵzz
= ϵttµt∗t∗k
2
0 .
(4.14)
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Figure 4.2: Examples of isofrequency contours obtained from the SYM model, decom-
posed into real (solid) and imaginary (dashed) parts. The kSYMz,+ and kSYMz,− solutions are,
respectively, plotted in blue and green. For the figure on the left we chose pTM0 = −1+0.5i,
qTM0 = 2.1 + 2.5i, pTM1 = 2.1 + 0.1i, qTM1 = −2 + 0.5i and for the figure on the right
pTM0 = 1 + 1.25i, qTM0 = 1.5− 0.25i, pTM1 = −2.5− i, qTM1 = −2.5 + 4i.
Obviously, this is a biquadratic equation in kt and kz and particularly leads to advanced
isofrequency contours beyond hyperbolas and ellipses, e.g., those functional dependencies
given by WSD. Definitely, the local limit, i.e., (βtt, βzz) → (0, 0) restores the dispersion
relation given by WSD. The solutions to Eq. (4.14) end up to be
(
kSYMz,σ (kt, k0)
)2
= pTM1 k
2
t + q
TM
0 p
TM
0 + σ
√
(pTM1 k
2
t − qTM0 pTM0 )2 + 2qTM1
(
pTM1
pTM0
k4t + k
2
t
)
,
(4.15)
where σ = ±1 and the frequency-dependent coefficients
qTM0 (k0) =
ϵzz(k0)
2βzz(k0)
, p0(k0)
TM =
k20
2
ϵtt(k0)µt∗t∗(k0),
qTM1 (k0) =
ϵtt(k0)
2βzz(k0)
, pTM1 (k0) = −
k20
2
βt(k0)µt∗t∗(k0) .
(4.16)
This finding is crucial. We have four solutions in which each two of them differ in their
amplitude, as in general |kSYMz,+ | ̸= |kSYMz,− | holds. The fact that multiple solutions to the
wave question exist is equivalent to the existence of multiple plane waves for a given pair
of frequency k0 and transverse wave vector component kt. This effect is clearly linked to
spatial dispersion and is missing in the WSD approximation, where only one plane wave
per propagation direction exists. Since the wave equation (4.3) is linear in E and has four
distinct eigenvalues, the electric field is a superposition of four plane waves:
E(r, k0) =
∑
σ=±1
(
E+0,σ(k0)eikσ ·r + E−0,σ(k0)e−ikσ ·r
)
, (4.17)
where E+0,σ(k0) and E−0,σ(k0) are the mode amplitudes. As a result, we obtain two forward
and two backward propagating modes. Again, the forward modes are the ones with
ℑkSYMz,σ > 0 and are, in general, attenuated differently, as it can be seen in Fig. 4.2.
The mode with the smallest ℑkSYMz,σ , will be identified as the fundamental mode. In
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principle, the imaginary parts ℑkSYMz,σ of the two modes can cross for a certain kt and a
mode transition must be considered. Such modal crossing was recently studied in the
context of nonlocality in plasmonic wire media in Ref. [120]. In Fig. 4.2, we show some
generic isofrequency contour plots for a set of parameters (qTM0 , qTM1 , pTM0 , pTM1 ) for the TM-
polarized modes. It is of imperative importance to mention that the dispersion relations
with the four degrees of freedom above, give rise to more advanced isofrequency contours.
They provide the possibility to an effective medium description of optical metamaterials
with dispersive features, that are impossible to describe with the WSD (local) approach.
Eventually, one seeks to reproduce the local limit, i.e., the limit βjj → 0 for a sane
convergence analysis. In fact, all results and findings for a non-vanishing nonlocality, i.e.,
βjj ̸= 0, must converge to the physics of local responses, i.e, βjj = 0, considering we
end up with the same material laws. Therefore, by taking the limit βjj → 0, we expect
to reproduce the same results as in Sec. 4.1.1. However, here, the limit has to be done
carefully. From Eq. (4.14) we note that the βjj is the coefficient for the highest order
polynomial (the unknown is kz). Taking the local limit before solving the equation will
yield the Eq. (4.7) for TM-polarization, where we only have one solution2. Not problematic
at this stage. On the other hand, if one intends to take the local limit after solving the
dispersion relation, i.e., at the level of Eq. (4.15). We find that one of the solutions kSYMz,σ
converges to kWSDz , while the other one asymptotically behaves like 1√βjj , as βjj → 0.
Consequently, the corresponding eigenmode has an eigenvalue whose imaginary part goes
to infinity, and is, therefore, exponentially decaying with negligible contribution, as to be
expected.
At any rate, the material parameters βjj cannot be a priori set to zero for all meta-
materials per se. Only after a comparative analysis with the dispersion relation of a
referential metamaterial, through full-wave simulations of Maxwell’s equations, we can
decide on the importance of βˆj. In other terms, if the inclusion of the parameter βˆj leads
to a closer matching between the dispersion relations from Eq. (4.14) and to the actual
dispersion relations of a referential material, then βˆj has to be taken into account.
4.1.3 Dispersion relation of the SSD model
In this model, instead of retaining the symmetry coefficients βˆj, we consider higher-
order spatial dispersion terms proportional to γˆ in the expansion. This ansatz affects the
dispersion relation of both TE and TM-polarization. In this approach, we intentionally do
not include βˆj terms as γˆ already gives significant improvement to WSD [117]. The goal
is, again, to model metamaterials with the least number of free parameters. To proceed,
we take the WSD approach as a starting point and extend it by a fourth order term, such
that the constitutive relation becomes
D˜(k, k0) = ϵˆ(k0)E˜(k, k0) + k×
(
αˆ(k0)k× E˜(k, k0)
)
) + k× k× (γˆ(k0)k× k× E˜(k, k0)) .
(4.18)
The fourth order term is a canonical extension to the second order contribution. This
is particularly important as such term allows the derivation of the additional interface
conditions using the weak formulation. It has to be noted that the position of γˆ between
the cross products cannot be chosen arbitrarily. In Appendix A, we prove using Casimir-
Onsager reciprocity relations that both αˆ and γˆ can only be located in a symmetric
2Strictly spoken, two solutions with the same absolute value, but different signs.
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fashion, i.e., between an equal number of cross products from left and right3. In real
space, this would translate into the condition that γˆ must be located between the same
number of curl operators. Moreover, from a mathematical point of view, if γˆ is located
before the first or second curl operator, we are not able to derive the required number of
interface conditions. The details of this issue requires a subsection by itself and will be
discussed in Sec. 4.2. Clearly, with a fourth order constitutive relation, the polynomial
degree of the wave-equation increases as well. Meaning, that the number of solutions will
be also higher than in the WSD approach. In fact, the dispersion relation for both TE-
and TM-polarized modes are biquadratic equations in kz and kt. This is in contrast to
the dispersion relation of the SYM model, where the consequences of spatial dispersion is
only perceptible in the TM-polarization.
The dispersion relation for the TE-polarized case reads as
k2t
µtt
µzz
+ k2z − γt∗t∗µttk20
(
k2t + k
2
z
)2
= ϵt∗t∗µttk
2
0 , (4.19)
where according to remark 4.1.2 µii = 11−k20αii . Obviously, the biquadratic term is pro-portional to γˆ. For γˆ → 0 the dispersion relation above reduces to the one obtained from
WSD (c.f. Eq. (4.7)). Since the electric field in TE-polarization has only a single Et∗
component that is essentially nonzero, only the γt∗t∗ component comes into play. The
solutions to the equation above are(
kSSDz,σ (kt, k0)
)2
= −k2t + pTE0 + σ
√
(pTE0 )
2 − qTE1 + 2 (pTE1 − pTE0 ) k2t , (4.20)
where σ = ±1 and the frequency-dependent coefficients are
qTE1 (k0) =
ϵt∗t∗
γt∗t∗
, pTE0 (k0) =
[
2k20γt∗t∗µtt
]−1
, pTE1 (k0) =
[
2k20γt∗t∗µzz
]−1
. (4.21)
In comparison to the WSD and to the SYM models with only two degrees of freedom,
here, the dispersion relation has one additional degree of freedom that allows for even
more complex isofrequency contours.
Concerning the TM-polarization, the electric field has two nonzero components that
couple to γˆ. Hence, we obtain
k2t
ϵtt
ϵzz
+ k2z − k2t k2z
(
ϵtt
ϵzz
γtt + γzz
)
µt∗t∗k
2
0 −
(
k4t
ϵtt
ϵzz
γtt + k
4
zγzz
)
µt∗t∗k
2
0 = ϵttµt∗t∗k
2
0 ,
(4.22)
where both nonlocal material parameters γtt and γzz are involved. Again, the local limit
can be easily obtained from here by omitting these parameters. The solutions to the
dispersion relation above are
(
kSSDz,σ (kt, k0)
)2
= −−1
2
(
qTM0 + q
TM
1
)
k2t + p
TM
0 + σ
√(
pTM0 +
qTM0 − qTM1
2
k2t
)2
− pTM1 ,
(4.23)
with the four degrees of freedom
qTM0 =
ϵtt
ϵzz
, qTM1 =
γzz
γtt
, pTM0 =
[
2k20γttµt∗t∗
]−1
, pTM1 =
ϵtt
γtt
. (4.24)
The fields are, once more, a superposition of four plane waves, in which two are forward
and two are backwards propagating with pairwise different |kSSDz,σ (kt, k0)|. Here, we can
take the ansatz (4.17) as well. Obviously, retaining higher-order nonlocality gives access
3Under the assumption of isotropy, αˆ and γˆ become a multiples of the identity matrix. Only then,
their position can be arbitrarily chosen.
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Figure 4.3: Examples of isofrequency contours obtained from the SSD model, decom-
posed into real (solid) and imaginary (dashed) parts. The kSSDz,+ and kSSDz,− solutions are,
respectively, plotted in blue and green. For the figure on the left corresponds to the TE-
polarization with we set pTE0 = −1+0.5i, pTE1 = 1.5− i, qTE1 = 2−0.5i. The center and the
right figures belong to the isofrequencies in the TM-polarization with pTM0 = 1.5 − 0.5i,
qTM0 = −2 + 0.5i, pTM1 = −2.25 − 0.1i, qTM1 = 2.5 − i and pTM0 = −1 + i, qTM0 = 2 − 0.5i,
pTM1 = −1− i, qTM1 = 1 + 0.5i, respectively.
to more advanced isofrequency contours for both TE- and TM-polarizations. In Fig. 4.3,
we show the isofrequency contours decomposed into real and imaginary parts for both
kSSDk,± solutions for each polarization for a given set of parameters. It is indubitable that
Fig. 4.3 demonstrates the enhanced complexity of the isofrequency contours, in compar-
ison to the previously proposed constitutive relations and for a metamaterial with local
material laws (WSD). Moreover, even in the paraxial regime, the effect of nonlocality is
visible. This becomes clear when we look at the expressions for the dispersion relations for
zero transverse wave vector (kt = 0), where we find that kz,+(0, k0) ̸= kz,−(0, k0), for all
models and polarizations that sustain multiple modes. In general, the eigenvalues possess
different imaginary parts and the corresponding eigenmodes are attenuated differently.
Similarly to the identification procedure in the previous section, the mode with the small-
est positive imaginary part will be identified as the fundamental mode. In a slab situation
with thickness dslab, this mode could carry the most energy as it is less amortized after
propagating the distance dslab.
Once more, the limit γˆ → 0 has to be taken carefully. One solution converges to the
solution to WSD, and the other solution asymptotically behaves like 1√
γii
and diverges.
Without loss of generality, let the divergent solution be always kz,−.
To conclude this section, we pinpoint two important aspects we can learn from the
study of dispersion relations. First of all, with the introduction of nonlocality, i.e., terms
that cannot be reformulated to local material parameters using the gauge transforma-
tion (3.27), we obtain more advanced isofrequency contours, beyond those offered by the
WSD approximation. Optical metamaterials with mesoscopic features show that the dis-
persion relation of the fundamental mode comprehend isofrequency contours that differ
from hyperbola and/or ellipsoids [121], [122]. A clear sign that a nonlocal description
of such metamaterials is required. In the second place, nonlocality introduces additional
modes. This statement is known long time ago (c.f. Ch.1 of Ref. [50]), and was usually
called ”new (additional) wave”. In spite of that, the additional modes were commonly
disregarded, due to their requirement of additional constraints, which have to be set at
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Figure 4.4: Schematics of a half-space problem with an interface Γ = R3−∩R3+ between an
ordinary material and a nonlocal metamaterial which, respectively, occupy the half-spaces
R3− and R3+ and from an interface at z = 0. The reflected field amplitude ER0 and both
transmitted fields E±0,+ are the unknown quantities to be found.
the interface between two distinct media.
By analytically solving dispersion relations, the propagation of the fields in bulk can
be fully understood. However, this ability to describe the propagation of light in the bulk
metamaterial is not yet the whole story. For each model, we further need to know how
an external field coming from an external medium can excite these eigenmodes and how
light is reflected and transmitted form a slab. To answer these questions, the respective
interface conditions must be identified as well. This will be discussed in the following
section.
4.2 Additional Interface Conditions
This section is based on a collaboration with the Institute for Analysis (IANA), Karl-
sruhe Institute for Technology (KIT), Karlsruhe. Credits to the mathematical rigour
and, especially, to the clever choice of test functions go to my collaborator Dr. Andrii
Khrabustovskyi [64], [117]. After he left KIT the cooperation continued with Dr. Fatima
Z. Goffi.
Prior starting the derivation, we would like to stress that we cannot entirely remove
the forthcoming mathematical details. Certainly, their involvement is substantial as these
interface conditions do not just come out of nowhere but are indeed strictly derived
on solid mathematical grounds. This clearly distinguishes our contribution from many
others where these interface conditions were introduced on phenomenological grounds
[123], [124]. The price to pay for the exact derivation is the additional mathematics,
which here, requires the usage of some topics from functional analysis presented in Ch. 2.
When spatial dispersion occurs, the classical continuity equations for the electromag-
netic fields, i.e., the continuity of the tangential component of E(r, k0) H(r, k0) and of
normal components of D(r, k0) and B(r, k0), are neither sufficient (in terms of num-
ber), nor adequate (in terms of correctness) to unambiguously find all amplitudes of the
involved modes at the interface. Moreover, due to the complicated expression of the
displacement field as a function of the electric field and its spatial derivatives, we can-
not simply imply the classical continuity condition for the magnetic field H(r, k0) from
Maxwell’s equations. To find the correct and the additional interface conditions for our
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nonlocal response ansatz, we prefer to study the problem in the real space, where we
define the interface Γ = R3+ ∩ R3− between an ordinary material and a nonlocal meta-
material, which respectively, occupy the half-spaces R3− and R3+ and meet at z = 0, as
depicted in Fig. 4.4. The ordinary material is regarded as homogeneous and shall be fully
characterized by a local permittivity ϵˆloc(k0). Meanwhile, the constitutive relation for the
metamaterial including the nonlocal response in real space is given by Eq. (4.1). With
r = (x, y, z), in the whole space we have
D(E) =

ϵˆlocE(r, k0) , for z < 0
ϵˆE(r, k0) +∇× (αˆ∇× E(r, k0)) +
∑
j∈(x,y,z)
∇j(βˆj∇jE(r, k0))
+∇×∇× (γˆ∇×∇× E(r, k0)) ,
for z > 0
(4.25)
where ϵˆ, αˆ, βˆj, γˆ : R3+ → C3×3 and ϵˆloc : R3− → C3×3 are bounded with E-smoothness4.
In the context of homogeneous metamaterials, all the material parameters are spatially
independent. However, it must be always kept in mind, that they depend on the frequency.
We would like to emphasize once again that, here, mathematics is an essential com-
ponent. The interface conditions are strictly derived on solid mathematical grounds. For
achieving this, we start with the wave equation, which in its strong formulation reads
∇×∇× E =k20
[
ϵ¯E(r, k0) +∇× (α¯∇× E(r, k0))
+
∑
j∈(x,y,z)
∇j(β¯j∇jE(r, k0)) +∇×∇× (γ¯∇×∇× E(r, k0))
]
,
(4.26)
with the piecewise continuous material parameters
ϵ¯ =
{
ϵˆloc z < 0
ϵˆ z > 0
α¯ =
{
0 z < 0
αˆ z > 0
β¯j =
{
0 z < 0
βˆj z > 0
γ¯ =
{
0 z < 0
γˆ z > 0
.
Prior starting with the derivation, we would like to recap some important facts from
Ch. 2. First of all, we shall recall that D = C∞0 , is the space of infinitely continuous
differentiable test functions with compact support, and its dual space D′. It is the space
of distributions (generalized functions), i.e., the space of linear continuous functionals
acting on D. Second, Lemma 2.1.1 stating that every locally integrable function, i.e.,
elements of L1loc generates a regular distribution in D′. This also holds for locally square
integrable functions L2loc. The dual mapping 〈·, ·〉R3 for integrable functions is given by
Eq. (2.3), that reads for φ ∈ D(R3) and f ∈ L2loc(R3)
Ff[φ] := 〈f,φ〉R3 =
∫
R3
f · φ dr , (4.27)
and F ∈ D′(R3). A concrete and useful example can be given is for E ∈ L2loc(R3). Then
the distribution ∇× E ∈ D′(R3) is defined by the action
∇× E[φ] = 〈∇ × E,φ〉R3 = 〈E,∇× φ〉R3 , (4.28)
4Recall from Ch. 2 that E is the space of infinitely differentiable functions.
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which resembles integration by parts, where the boundary terms vanished due to φ being
compactly supported.
The third important matter that should be considered is the concept of weak formu-
lation and traces. We described the tool in Sec. 2.2. We are going to use this tool for
deriving the interface conditions in the next subsection. Strongly connected to this, is
theorem 2.2.1, which gives strong statements to the continuity of normal and tangential
field components at the interface, when specific regularity conditions are fulfilled. This
theorem will be extensively used to prove some of the interface conditions.
4.2.1 Weak solutions
Due to the discontinuity of the material parameters (4.2) at the interface, i.e., the coef-
ficients in the wave equation (4.26) above, it is impossible to consider the PDE in the
classical sense [73]. To this end, a reasonable generalised ansatz is required. The unknown
field E(r, k0) is supposed to solve Eq. (4.26) in R3, with some discontinues at the interface.
One might, therefore, preliminary require that the restrictions E− and E+ of E to the
respective half-spaces R3− and R3+ to satisfy the following regularity
E− ∈ C4(R3−) and E+ ∈ C4(R3+) , (4.29)
where C4 represents the space of four times continuously differentiable functions. Under
the assumption of regularity (4.29), the interface conditions can be derived by means
of partial integrations of continuous functions, i.e., by their restrictions on the interface
separating the two half-spaces R3− and R3+. However, we drop this assumption, and impose
weaker regularity conditions (4.32), which allows us to calculate the interface conditions
by evaluating the traces of weak functions.
Already at this stage, we can specify regularity conditions for the electric field E from
a physical point of view. In particular, regarding the function spaces in which they are
defined. Knowing these spaces is advantageous when it comes to the identification of
the interface condition, which requires the analysis of the function space in which the
solutions to Eq. (4.26) exist. From a physical perspective, it is legitimate to require that
both the electric field E ∈ L2loc(R3) and the magnetic flux B ∈ L2loc(R3). This fact can be
justified from the measurability of these functions everywhere in space, by means of the
Aharonov-Bohm effect [125] or Lorentz force [81]. In addition, for time harmonic waves,
Faraday’s law reads ∇ × E(r, k0) = ik0B(r, k0). Hence, we obtain ∇ × E ∈ L2loc(R3) as
well. Ultimately, we have
E ∈Hloc(curl,R3) . (4.30)
At this particular moment, we can already state the first interface condition by using
Theorem 2.2.1. In other words, the continuity of the tangential components of E holds
(E+ − E−)× n = 0 . (4.31)
In analogy to the definition of the action (4.28), we can now define the action of ∇× E.
We would like to mention that regularity (4.30) is not given by the wave equation, but
necessary to define the weak solutions to the wave equation. Actually, from the second
term on the RHS of Eq. (4.26) we only have ∇ × E ∈ L2loc(R3+) and 0 in R3−. From the
third term on the RHS of the wave equation (4.26), we additionally require that for all
j ∈ {x, y, z} : ∇jE ∈ L2loc(R3+). Together with E ∈ L2loc(R3+), we obtain E ∈ H1loc(R3+).
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The fourth term in the wave equation declares the requirement of∇×∇×E ∈ L2loc(R3+). In
the final analysis, we require that the field E and its curl-derivatives satisfy the following
regularities:
E ∈Hloc(curl,R3) ,E ∈H1loc(R3) ,∇×∇× E ∈ L2loc(R3+) . (4.32)
Now that we have identified the function spaces of the solution and its partial derivatives,
Eq. (4.26) can be understood as an equality inD′(R3). Hence, according to the procedures
described in Sec. 2.2, the weak formulation of the wave equation can be obtained by first
multiplying with a test function φ ∈ D(R3) and second integrating over R3. By using the
definition of the generalized derivatives (see Def. (2.5)) we can shift the derivatives to the
test function φ. Finally, the weak form of the wave equation reads for all φ ∈ D(R3) :
〈∇ × E,∇× φ〉R3 =k20
[
〈ϵˆlocE,φ〉R3− + 〈ϵˆE,φ〉R3+ + 〈αˆ∇× E,∇× φ〉R3+
−
∑
j∈{x,y,z}
〈βˆj∇jE,∇jφ〉R3+ + 〈γˆ∇×∇× E,∇×∇× φ〉R3+
] (4.33)
If the vector field E : R3 → C3 meets the regularity conditions (4.32) and satisfies the weak
form (4.33), then it is said to be a weak solution to the (strong) wave equation (4.26).
A priori, it is not clear whether there is only one weak solution. Some existence and
uniqueness tools that we mentioned in Sec. 2.2 may serve well. To not ending up with being
too distracted from the core physics, we won’t discuss the issue of existence and uniqueness
in this chapter. Now, let E be a weak solution to Eq. (4.26)5. Then ∇×∇×E ∈ L2loc(R3−).
Proof: Let φ ∈ D(R3−). Together with E ∈Hloc(curl,R3) we have
〈E,∇×∇× φ〉R3− = 〈∇ × E,∇× φ〉R3− = 〈∇ ×∇× E︸ ︷︷ ︸
∈L2loc(R3−)
,φ〉R3− .
The first two integrals exist due to the assumption of E and ∇ × E being in L2loc(R3−),
respectively. The last equation holds by arguments of duality. By duality ∇ × ∇ × E
must be in D′(R3−) in which L2loc(R3−) is a dense subset. Moreover, we have
∇×∇× E = k20 ϵˆlocE , for almost all r ∈ R3− . (4.34)
Note that ”almost all” means that (4.34) holds everywhere in R3+ except on a set of
Lebesque measure zero. Integrating over such set will not give a contribution. Analogously
we can show that, by taking φ ∈ D(R3+) that
∇× (αˆ∇× E) +
∑
j∈(x,y,z)
∇j(βˆj∇jE) +∇×∇× (γˆ∇×∇× E) ∈ L2loc(R3+) (4.35)
and
∇×∇× E = k20
(
ϵˆE+∇× αˆ(∇× E)
+
∑
j∈{x,y,z}
∇j(βˆj∇jE) +∇×∇× γˆ(∇×∇× E)
)
, for almost all r ∈ R3+ . (4.36)
5Please note that this also assumes that E satisfies the regularity condition (4.32)
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Here, it is important to mention that the regularity property above corresponds to the
whole sum of the functions and not to the individual terms. Therefore, we cannot simply
imply that every term in Eq. (4.35) is in ∈ L2loc(R3+).
With this, we have studied the weak solutions in the open half-spaces R3±. In the
following, we analyze them at the interface Γ, and in particular, derive the interface
conditions.
4.2.2 Derivation of the interface conditions
Once more, we start by assuming E being a weak solution to the wave equation (4.26) . We
recall that E± are the restrictions of E to R3±. Nonetheless, in the volume integrals over R3±
we will remain using the notation E, while in the surface integrals over the interface Γ, we
explicitly write E±, to denote at which side of the interface the integral holds. Moreover,
we will distinguish between fundamental and auxiliary interface conditions. The latter
ones directly follow from Maxwell’s equations and not from the weak formulation of the
wave equation. However, they are needed for further simplification of the Fresnel Matrix,
as we will see in Sec. 4.3.
Fundamental interface conditions: Let n be the vector normal to the interface Γ (c.f.
Fig. 4.4). We now show that if E is a weak solution to Eq. (4.26) and it’s restriction
satisfy the regularity conditions (4.29), then E satisfies the following interface conditions
on Γ:
(E− − E+)× n = 0 , (IC1)
(∇× E− −∇× E+)× n+ k20(αˆ∇× E+)× n
+k20(∇× γˆ∇×∇× E+)× n− k20(1− nnT)βˆz∇zE+ = 0 , (IC2)
(γˆ∇×∇× E+)× n = 0 , (IC3)
(βˆz∇zE+) · n = 0 . (IC4)
Conversely, if E satisfies regularity (4.29), independently solves the wave equation in R3+
and R3−, and additionally satisfies the interface conditions (IC1)-(IC4), then E is a weak
solution to Eq. (4.26). The derived interface conditions above deserve some physical in-
terpretation. The first interface condition simply states that the tangential component
of the electric field is continuous across the interface. This we already know from com-
mon textbooks (e.g. Ref. [81] page 18). The second interface condition states that the
discontinuity of the tangential component of curl E is caused by the nonlocal parameters
αˆ, βˆz, and γˆ. In the limit of weak nonlocality or the WSD approximation, where βˆj → 0
and γˆ → 0, we obtain the known interface condition for a local magnetic medium. In the
WSD limit, only the first line in condition (IC2) remains and reduces to
(∇× E− −∇× E+)× n+ k20(αˆ∇× E+)× n =
(∇× E− − (1− k20αˆ)∇× E+)× n = 0 .
With ∇× E(r, k0) = ik0B(r, k0) and with the identification µˆ−1(k0) = (1 − k20αˆ(k0)) we
obtain the following classical continuity condition
(IC2)⇒ (1−1B− − µˆ−1B+)× n = (H− −H+)× n = 0 . (4.37)
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This essentially means that in the absence of strong spatial dispersion the continuity of
the tangential component of H across the interface is preserved. In fact, this is what we
expect from this limit. Only by the introduction of the nonlocal parameters βˆz and γˆ,
the continuity of H is broken.
Next, the interface conditions (IC3) and (IC4) are actually the additional ones and
are directly proportional to the nonlocal parameters. At the first glance, they paradoxi-
cally seem to state that, respectively, the tangential and normal components of the field
derivatives are zero at the interface. However, from the analysis of the dispersion rela-
tion of nonlocal media, we know that the eigenmodes are more than a single plane wave
and additional modes exist. Meaning, that E+ is actually a superposition of multiple
plane waves which renders (IC3) and (IC4) actually a sum of plane waves with different
propagation constants kz,σ. Precisely with both βˆj and γˆ being simultaneously nonzero,
E+ is a superposition of three forward propagating plane waves. This case requires the
analysis of the dispersion relation with both βˆj and γˆ, which renders the wave Eq. (4.3)
being a polynomial for k2z of order 3. Furthermore, since we wish to model metamaterials
with the least number of parameters, we intentionally omit this case in the analysis of the
dispersion relation. The cases where one of the nonlocal parameters is zero were studied
in Sec. 4.1. There, for each situation we find that we obtain two modes per propaga-
tion direction. This suggests that at an interface between two half-spaces, there are two
forward propagating (transmitted) field amplitudes and one reflected field amplitude to
find. To identify these three unknowns, three interface conditions are needed. Depending
on the model, either condition (IC3) or (IC4) plays the role of the additional interface
condition.
In Fig. 4.4 we show the situation of a half-space problem in which an incident field with
incidence wave vector kI coming from an ordinary material, gets reflected with kR in the
same half-space and transmitted into the nonlocal metamaterial to two plane waves with
k±. Note that in general, there also exist two backward propagating solutions. They do
not contribute here, as they won’t give any feedback from the fictitious second interface at
+∞. Yet, in the slab problem (see e.g. Fig 4.5 with finite thickness dslab, these backward
(reflected) mode from the second interface at z = dslab must be considered.
Auxiliary interface conditions: Additionally, we have B and ∇ · B in L2loc(R3). Per
definition this also means that B ∈Hloc(div,R3) and according to Theorem 2.2.1 we have
continuity of the normal component of B. Using Faraday’s law, we obtain
(∇× E− −∇× E+) · n = 0 . (IC5)
Under the assumption of local constitutive relations, we have D = ϵ¯E ∈ L2loc(R3). Using
Gauss law we have ∇ · (ϵ¯E) = 0, which is obviously also an element of L2loc(R3). Hence,
ϵ¯E ∈Hloc(div,R3) and, again by exploiting Theorem 2.2.1, we obtain (ϵˆlocE−− ϵˆE+) ·n =
0, i.e., the classical continuity condition for the normal component of the displacement
field. However, with retaining a nonlocal coupling term of longitudinal type, i.e. βˆj ̸= 0,
traces at the interface do not vanish and we cannot imply that D ∈ L2loc(R3). In fact, we
obtain for βˆj ̸= 0 the following interface conditionϵˆlocE−−ϵˆE+ − ∑
j∈{x,y,z}
∇i(βˆj∇jE+)
 · n−∇Γ · (βz∇zEz,+) = 0 , (IC6)
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with the tangential differential operator ∇Γ = (∇x,∇y, 0) on the surface Γ. The interface
conditions (IC1)-(IC4) are the fundamental ones and necessary, to unambiguously link
the field amplitudes at the interface. The remaining interface conditions, i.e., conditions
(IC5)-(IC6) are the auxiliary ones and are only necessary to simplify the Fresnel matrix
which will be constructed in Sec. 4.3. Depending on the polarization of the incident light,
one of the auxiliary interface conditions trivially yields 0 = 0 and is, therefore, redundant.
For instance, For the TE-polarization there is no electric field component normal to the
interface, i.e., no Ez component. Hence (IC6) yields 0 = 0 and no information can be
gained from there. Following similar augments for the TM-polarization, we find that
(IC5) reduces to 0 = 0, as there is no magnetic field component normal to the interface
or, equivalently, ∇× E is purely tangential to the interface in TM mode.
Until now, some of the interface condition were just written down as they are. In the
following, we shall prove (derive) them one by one. Please note that the proofs, that are
not based on Theorem 2.2.1, are done by my collaborator Dr. Andrii Khrabustovskyi.
Credits to the clever choice for the appropriate test functions go to him. This section was
first published in the preprint [64] with more mathematical details and then adapted to
the physics community in Ref. [126].
Derivation of the first and fifth interface condition
Since per supposition E ∈Hloc(curl,R3), the interface conditions (IC1) and (IC5) directly
follow from theorem 2.2.1.
Derivation of the second interface condition
The proof of the second interface condition requires some calculations and is based on
the analysis in Refs. [64], [117]. To this end, let’s consider the weak form (4.33) of the
wave equation and decompose the integrals into a sum of integrals over the two half-
spaces R3− and R3+. Then, we reconstruct the strong form of the wave equation by partial
integrations, such that we the derivatives on φ are shifted back to E. Finally, we separate
the terms into volume integrals R3, R3−, and R3+ and into surface integrals over Γ. The
latter integrals will directly yield the second interface condition (IC2). By doing so, we
obtain
〈∇ ×∇× E,φ〉R3 − k20〈ϵˆlocE,φ〉R3−
− k20〈ϵˆE+∇× (αˆ∇× E) +
∑
j∈{x,y,z}
∇j(βˆj∇j∇jE) +∇×∇× γˆ(∇×∇× E+),φ〉R3+
= 〈(∇× E− −∇× E+ + k20αˆ∇× E+ + k20∇× (γ∇×∇× E+))× n,φ〉Γ
+ k20〈(γˆ∇×∇× E+)× n,∇× φ〉Γ − k20〈βˆz∇zE−,φ〉Γ . (4.38)
Note the different signs in front of E+ and E− that arise from the fact that the normal
vector n is pointing once outside and once inside the integration regions R3+ and R3−,
respectively. The LHS of Eq. (4.38) represents the wave equation on both half-spaces R3−
and R3+. According to Eqs. (4.34) and (4.36), the LHS vanishes and only the integrals
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over the interface Γ remain, which can be recast in the following way:
〈(∇× E− −∇× E+)× n+ k20(αˆ∇× E+)× n
+ k20 (∇× (γˆ∇×∇× E+))× n− k20(1− nnT)βˆz∇zE+,φ〉Γ
+ k20〈(γˆ∇×∇× E+)× n,∇× φ〉Γ − k20〈nnTβˆz∇zE−,φ〉Γ = 0 . (4.39)
Now, by suitably choosing the test functions, we can show that the integrals above are
indeed zero. Let φ ∈ D(R3) take the form
φ(r) = (φ1(x, y)η(z), φ2(x, y)η(z), 0)T ,
where φ1, φ1(x, y) ∈ D(R2) and η ∈ D(R) being a mollifier. Additionally, let η(z) = 1
for |z| < δ, in a way the graph of η resembles the curve in Fig. 3.1. Hence, we obtain
∇ × φ = (−φ2η′, φ1η′, (∇xφ2 − ∇yφ1)η)T. Evaluated at the interface Γ, we obtain with
η′ = 0
∇× φ|Γ = (0, 0,∇xφ2 −∇yφ1)T .
Since the z-component of φ is zero, the third integral in Eq. (4.39) disappears. Further-
more, the second term Eq. (4.39) vanishes as well. In fact, the integrand is the following
scalar product, restricted at the interface Γ:
k20 (γˆ∇×∇× E+)× n) · (∇× φ|Γ) = (γˆ∇×∇× E+) · (n× (∇× φ|Γ)) = 0 .
The first equation holds due to the equality of the scalar triple product under symmetric
permutation and the commutativity of the dot product. The second equation holds since
n and ∇× φ|Γ are colinear. After all, Eq. (4.39) reduces to
〈(∇× E− −∇× E+)× n+ k20(αˆ∇× E+)× n
+ k20 (∇× (γˆ∇×∇× E+))× n− k20(1− nnT)βˆz∇zE+, (φ1, φ2, 0)T〉Γ = 0 . (4.40)
At last, since φ1 and φ2 are arbitrary test functions, we deduce from Eq. (4.40) the second
interface condition (IC2).
Derivation of the third interface condition
Concerning the third interface condition, we start from Eq. (4.39) and by choosing the
test function φ ∈ D(R3), such that
φ(r) = (φ2(x, y)zη(z),−φ1(x, y)zη(z), 0)T .
As in the previous proof, φ1, φ1(x, y) ∈ D(R2) and η ∈ D(R), with η|{|z|<δ} = 1 for some
δ > 0. With this clever choice[64], we obtain φ and ∇ × φ at the interface Γ that,
respectively, read
φ|Γ = 0 , ∇× φ|Γ = (φ1, φ2, 0)T .
Obviously, with φ|Γ = 0, the first and last term in Eq. (4.39) are zero. Thus, we get
〈(γˆ∇×∇× E+)× n, (φ1, φ2, 0)T〉Γ = 0 . (4.41)
Considering φ1 and φ2 being arbitrary test functions, we conclude from Eq. (4.41) the
third interface condition (IC3).
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Derivation of the fourth interface condition
Ultimately, due to the interface conditions (IC2) and (IC3), the first two integrals in
Eq. (4.39) disappear for any arbitrary test function φ ∈ D(R3), and finally, it remains
〈nnTβˆz∇zE+,φ〉Γ = 0 , (4.42)
which yields the fourth interface condition (IC4) .
Derivation of the sixth interface condition
Now, let us prove the sixth and last interface condition. As previously mentioned, by the
introduction of the nonlocal parameter βˆj, we cannot conclude that D ∈ Hloc(div,R3)
and, thus, the continuity of its normal component. To derive the corresponding interface
condition, let us choose a curl-free test function, i.e.,
φ = ∇ψ ,
with the scalar test function with compact support. Inserting this test function in the
weak form of the wave equation (4.33), all terms proportional to ∇ × φ vanish and we
obtain
〈ϵˆlocE,∇ψ〉R3− + 〈ϵˆE,∇ψ〉R3+ −
∑
j∈{x,y,z}
〈βˆj∇jE,∇j∇ψ〉R3+ = 0 . (4.43)
Moreover, let us assume that supp(ψ) ⊂ R3+. Integrating by parts in Eq. (4.43) yields
∀ψ ∈ D(R3+) :
〈∇ · (ϵˆE+ ∑
j∈{x,y,z}
∇j(βˆj∇jE)
)
, ψ
〉
R3+
. (4.44)
Additionally, since D(R3+) is a dense subset of L2(R3+), it holds
∇ · (ϵˆE+ ∑
j∈{x,y,z}
∇j(βˆj∇jE)
)
= 0 for almost all r ∈ R3+ . (4.45)
Along the same lines, by using ψ ∈ D(R3−)
( ⊂ L2(R3−), dense), we obtain
∇ · (ϵˆlocE) = 0 for almost all r ∈ R3− . (4.46)
Next, by plugging an arbitrary ψ ∈ D(R3) into Eq. (4.43), and subsequently integrating
by parts in each half-spaces R3±, we obtain
〈∇ · (ϵˆlocE) , ψ〉R3− + 〈∇ · (ϵˆE+ ∑
j∈{x,y,z}
∇j(βˆj∇jE)
)
, ψ〉R3+〈(
ϵˆlocE− − ϵˆE+ −
∑
j∈{x,y,z}
∇j(βˆj∇jE+)
) · n, ψ〉
Γ
+ 〈βˆz∇zE+,∇ψ〉Γ = 0 . (4.47)
Following Eqs. (4.45) and (4.46), the first two volume integrals over R3± are zero. Fur-
thermore, taking into account interface condition (IC4), the last term can be rewritten in
the following form
〈βˆz∇zE+,∇ψ〉Γ = 〈(1− nnT)βˆz∇zE+,∇Γψ〉Γ = −〈∇ · (βˆz∇zE+), ψ〉Γ , (4.48)
where ∇Γ = (∇x,∇y, 0) is the differential operator, tangential to Γ. The last equality
above was obtained by integrating by parts and shifting the derivative from ψ to E+.
Finally, since ψ ∈ D(R3) is arbitrary, we conclude from Eqs. (4.47) and (4.48) the sixth
and last interface condition (IC6) on Γ.
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Proof of equivalence
In the analysis above, the interface conditions have been calculated from the weak for-
mulation of the wave equation. We have shown that if E is a weak solution to the wave
Eq. (4.26) in R3, implying it meets the regularity properties given in conditions (4.32) and
satisfies the Eq. (4.33), and if E fulfills assumption (4.29), then E satisfies the interface
conditions (IC1)-(IC4). This is the forward direction ”⇒”. Now, we would like to prove
that the backward direction ”⇐” holds as well. I.e., we want to prove that if E satisfies
(4.29), solves Eq. (4.34) in R3−, solves Eq. (4.36) in R3+, and let the interface conditions
(IC1)-(IC4) hold, then E is a weak solution to the wave Eq. (4.26).
Proof: First, we have to show that E fulfils the regularity conditions (4.32) and second,
solves the weak form (4.33) of the wave equation.
By density arguments (c.f. Ref. [73] for mathematical details), assumption (4.29)
implies that E ∈ L2loc(R3), E ∈ H1loc(R3+), and ∇ × ∇ × E ∈ L2loc(R3). Additionally,
according to Theorem 2.2.1, from interface condition (IC1) we further obtain that ∇×E ∈
L2loc(R3). Hence, regularity conditions (4.32) are fulfilled.
Next, let φ ∈ D(R3). After integrating by parts in Eq. (4.38), we obtain
〈∇ × E,∇× φ〉R3 − k20〈ϵˆlocE,φ〉R3− − k20〈ϵˆE,φ〉R3+ + 〈αˆ∇× E,∇× φ〉
−
∑
j{x,y,z}
〈βˆj∇jE,∇jφ〉R3+ + 〈γˆ∇×∇× E,∇×∇× φ〉R3+ = LHS(4.33) − RHS(4.33) ,
(4.49)
where LHS(4.33) and RHS(4.33) are the expressions on the LHS and RHS of Eq. (4.33). Since,
we assume that Eqs. (4.34) and (4.36) hold, the integral terms LHS(4.33) = 0. Furthermore,
with the interface conditions (IC2)-(IC4), the RHS(4.33) = 0 as well. Therefore, LHS(4.49) =
0, and finally E satisfies Eq. (4.33). In conclusion, E is a weak solution to the wave
Eq. (4.26).
Further remarks concerning traces
Another fact is, the interface Γ has a Lebesgue measure zero. Therefore, neither the
electric fieldE nor the displacement fieldD can be defined as classical functions, but rather
as generalized ones, i.e., as distributions, unless the additional regularity (smoothness)
assumptions (4.29) in the closure R3+ and R3− are given. In other terms, it is possible to
derive the interface conditions without the request of the additional regularities (4.29).
This difficulty can be lifted by defining suitable traces of E and of its partial derivatives on
Γ as elements of D′(Γ). However, the study of traces won’t affect the interface conditions
(IC1)-(IC4) at all, they only need to be reformulated in a generalized sense. Hence, we
gain no further physical insights thereof. Even though the formal introduction of traces
is important for mathematical research, for the sake of a thesis in theoretical physics, we
drop their discussion here6 and would like to refer the analysis of the traces on Γ can be
found in Sec. VI of our paper [64].
Besides, for the study of the slab problem, both bulk and interface aspects need to be
merged. For the joint analysis of dispersion relations and interface conditions, we require
6As mentioned in Ch. 2, the strict introduction of traces requires a deeper course in Sobolev spaces
with fractional order [69]. We spare the reader these details.
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Figure 4.5: Schematics of a generic problem where a slab Ω separates substrate and
cladding into two half-spaces Ω− and Ω+, respectively, and defining the interfaces Γ− :=
Ω−∩Ω and Γ+ := Ω+∩Ω. Here, the backward propagating modes reflect from the second
interface and contribute to the total reflection in the cladding.
that the electric field is at least four times continuously differentiable, i.e., an element of
C4. Otherwise, the wave equation with four spatial derivatives on E cannot be solved.
Therefore, we always assume that the eclectic field E satisfies the regularity condition
(4.29) anyways.
4.3 Establishing the Fresnel Equations
In this section, we incorporate the subjects of both dispersion relations (Sec. 4.1) and
interface conditions (Sec. 4.2) to study the problem of light propagation through a slab
of a nonlocal metamaterial, as well as its electromagnetic response, i.e., reflection and
transmission. As we mentioned in the previous section, the relevant interface conditions
are (IC1)-(IC4).
Now, suppose we have an infinitely extended metamaterial in the xy-plane with a
finite thickness dslab in the z-direction. The space occupied by the metamaterial shall
be denoted as Ω =: R2 × (0, dslab), which separates the two half-spaces Ω− and Ω+, as
depicted in Fig. 4.5. Let Ω− := R2× (−∞, 0) be the half-space in which the incident light
(kI ,EI ,HI) and the reflected light (kR,ER,HR) exist, and let Ω+ := R2×(dslab,∞) be the
half-space in which the light is transmitted out of the slab with (kT ,ET ,HT ). The half-
spaces Ω± shall later represent the cladding and substrate, respectively. We assume that
they consist of ordinary, isotropic, local, and homogeneous materials without magnetic
response. Further, they shall be fully described with a local permittivity ϵˆloc = ϵC1 and
ϵS1, respectively, where ϵC and ϵS are both scalar functions of the frequency k0. As
depicted in Fig. 4.5, the insertion of a metamaterial between a cladding and a substrate
defines two interfaces. These interfaces are denoted as
Γ− := Ω− ∩ Ω = {r ∈ R3
∣∣ z = 0} , and Γ+ := Ω+ ∩ Ω = {r ∈ R3∣∣ z = dslab} .
The aim of this analysis here, is to find the field amplitudes of the reflected ER and
transmitted wave ET , when the metamaterial slab is illuminated with an incident plane
wave EI from Γ−. Despite the fact that we only discuss plane waves here, an arbitrary
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illumination can always be written as a superposition of plane waves [80]. Hence, the
plane wave assumption is not a limitation.
Without loss of generality, we additionally assume that the incidence plane is either the
xz- or yz-planes and the principle propagation direction is the z-direction. The incident
wave vector is, therefore, either kI = (kx, 0, kz) or kI = (0, ky, kz). To cover both cases
in one notation, we shall recall our previously introduced abbreviation, where the single
transverse component of k is denoted by kt, where t is either x or y and t∗ = x if t = y
and vice versa (see Sec. 4.1).
Remark 4.3.1. Due to the translational symmetry of the homogeneous interface, all
electromagnetic field waves share the same transverse wave vector kt. Consequently, for
all wave vectors k, their transverse component is denoted by kt, without any further
superscript.
Furthermore, we assume that the coordinate system of the laboratory is aligned with
the coordinate system of the principle axis of the centrosymmetric metamaterial. Then,
the metamaterial preserves the polarization of light, i.e., polarizations do not mix. In
other words, each solution E of Eq. (4.26) can be decomposed into
E = ETE + ETM
and each of ETE and ETM individually solve Eq. (4.26) as well. Accordingly, TE- and
TM-polarized incident waves can be studied separately. Treating both polarizations si-
multaneously may in principle be done, but due to the different dispersion relations (check
formulas (4.13), (4.15) for the SYM model and (4.20), (4.22) for the SSD model) and the
different numbers of modes, the analysis and the different case studies will be too cum-
bersome to read. Therefore, we start with TE-polarization in the following subsection
and discuss afterwards the case of TM-polarization.
4.3.1 Illumination with TE-polarized light
Let the incident field be
EI(r, k0) = EI0(k0)eik
I ·r , for r ∈ Ω− ,
with kI = (kt, kz) and EI0 = EIt∗ eˆt∗ , where eˆt∗ is the unit vector in t∗ direction. The
dispersion relation in this half-space is given by Eq. (4.7) with µˆ = 1 and ϵt∗t∗ = ϵzz = ϵC ,
i.e., we have
(
kIz(kt, k0)
)2
= ϵCk
2
0 − k2t . Since the reflected field resides in the same
half-space Ω−, it obeys the same dispersion relation as for the incident field, with a
reversed propagation to the (−z) direction, simply kRz = −kIz . Due to the preservation of
polarization of light, the reflected field is t∗-polarized as well, such that
ER(r, k0) = ERt∗(k0)eik
R·reˆt∗ , for r ∈ Ω− .
The total field in Ω− is the superposition of both incident and reflected fields EI + ER.
In the transmission half-space Ω+, we only have the transmitted field
ET (r, k0) = ETt∗(k0)eik
T ·(r−dslabeˆz)eˆt∗ , for r ∈ Ω+ ,
with the dispersion
(
kTz (kt, k0)
)2
= ϵSk
2
0 − k2t . Note the phase shift in the transmitted
field, which has been introduced as that field can only start propagating from a distance
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z = dslab from the origin of the coordinate system. To make sure that no artificial phases
occur, we subtract a (dslabeˆz)-term in the exponential function above.
Ultimately, in the slab Ω the metamaterial is described by the constitutive relation
(4.1). In Sec. 4.1.2, we have shown that the nonlocal parameter βˆj does not couple to the
TE-polarized field and, therefore, does neither affect the dispersion relation nor increase
the number of modes. On the contrary, γˆ indeed advances the dispersion relations and
raises the number of modes to four, which are pairwise forward and backwards propagat-
ing. In that sense, the total field in the slab is
Eslab(k0, r) =
∑
σ=±1
(
E+t∗,σ(k0)eikσ ·r + E−∗,σ(k0)e−ikσ ·r
)
eˆt∗ , for r ∈ Ω ,
with the wave vectors kσ = (kt, kz,σ) and the eigenvalue kz,σ given by Eq. (4.20).
In our scenario, the incident field EIt∗ is the only known field amplitude, while all other
six amplitudes (ERt∗ , E+t∗,+, E+t∗,−, E−t∗,+, E−t∗,−, ETt∗) have to be found. These field amplitudes
are linked together through the interface conditions. For instance, interface condition
(IC1) on both interfaces Γ+ and Γ− links the tangential component of the electric field
for all (x, y) ∈ R2{
EIt∗ + E
R
t∗ −
∑
σ=±1
(
E+t∗,σ + E
−
t∗,σ
)
= 0 on Γ− where z = 0 ,∑
σ=±1
(
E+t∗,σeikz,σdslab + E−t∗,σe−ikz,σdslab
)− ETt∗ = 0 on Γ+ where z = dslab . (4.50)
In fact, form the interface conditions we also notice that the term proportional to βˆz in
(IC2) vanishes as βˆzEslab = 0 in TE-polarization. Furthermore, interface condition (IC4)
reduces to the trivial equation 0 = 0. Hence, even at the level of interface conditions, βˆj
has no effect in TE-polarization. Besides, we find that (IC5) yields the same continuity
conditions for the fields as in Eq. (4.50), multiplied by kt. Since kt is always the same
in all three media, (IC5) and (IC1) are linearly dependent and, therefore (IC5) does not
give any further information. Finally, for TE-polarization, (IC6) reads 0 = 0 by default,
as there is no electric field component that is normal to the interface. For that reason,
we have three non-trivial equations at each interface. With two interfaces being present,
it makes in total six linearly independent equations with six unknowns. The system is,
therefore, said to be determined and can be uniquely solved.
Finally, by inserting our plane wave ansatzes into (IC1)-(IC2) and after further sorting
the field amplitudes, we reach to the following linear algebraic system
FSSD,TE · E = I
for E = (ERt∗ , E+t∗,+, E+t∗,−, E−t∗,+, E−t∗,−, ETt∗)T, with the Fresnel matrix
FSSD,TE =

1 −1 −1 −1 −1 0
kRz B+ B− −B+ −B− 0
0 C+ C− C+ C− 0
0 −eikSSDz,+ dslab −eikSSDz,− dslab −e−ikSSDz,+ dslab −e−ikSSDz,− dslab 1
0 B+eikSSDz,+ dslab B−eikSSDz,− dslab −B+e−ikSSDz,+ dslab −B−e−ikSSDz,− dslab kTz
0 C+eikSSDz,+ dslab C−eikSSDz,− dslab C+e−ikSSDz,+ dslab C−e−ikSSDz,− dslab 0

(4.51)
and input vector I = −EIt∗(1, kIz , 0, 0, 0, 0)T, containing only the information of the incident
field and the angle of incidence. These quantities are usually known in the experiment
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or in simulations and can be used for predicting reflection and transmission coefficients
for different angles of incidence and frequency. Here, Bσ = −kSSDz,σ
(
1
µtt
− k20γt∗t∗
(
kSSD+
)2),
Cσ = γt∗t∗
(
kSSDσ
)2, and (kSSDσ )2 = k2t + (kSSDz,σ )2.
The Fresnel matrix above encapsulates everything we studied so far. It contains both
dispersion relations and interface conditions and must be interpreted as follows. The
first three rows contain the three interface conditions (IC1)-(IC3) at the first interface
Γ− where z = 0, while the last three rows contain these interface conditions evaluated
at the second interface Γ+ where z = dslab. This is reflected in the accumulated phase
eikSSDz,σ dslab . The first and the last columns, respectively, incorporate the coefficients for the
reflected and transmitted field. Clearly, there is no reflected field at the second interface
and no transmitted field at the first interface, hence, the zeroes on bottom left and top
right, respectively. The four centered columns accommodate the field amplitudes within
the slab, in which the first two consist of the forward propagating modes with ℑkz,σ > 0,
while the last two consist of the backward propagating modes, where ℑkz,σ < 0. Here,
the backward modes are important as back reflections from the second interface need to
be considered for the correct calculation of the reflection coefficient.
Eventually, one seeks to reproduce the local limit by taking γˆ → 0. Again βˆj has no
effect here. First, when γˆ → 0, the third and sixth row, i.e., the third interface condition,
vanish. Second, one pair of the eigenmodes, which we identified to be ±kz,− diverge with
1√
γii
, as γˆ → 0. This would lead to a huge imaginary part which causes exponentially
decaying the field amplitudes and, therefore, do not contribute neither to reflection nor
to transmission. Hence, in this WSD limit, two columns vanish as well and the dimension
of the Fresnel matrix cuts down to a 4× 4 matrix, which reads
FWSD,TE =

1 −1 −1 0
kRz
−kWSDz
µtt
kWSDz
µtt
0
0 −eikWSDz dslab −e−ikWSDz dslab 1
0 −k
WSD
z
µtt
eikWSDz dslab kWSDz
µtt
e−ikWSDz dslab kTz
 . (4.52)
Since the material parameter βˆj does neither affect the dispersion relation, nor the
interface conditions in the TE-polarized case, the Fresnel matrix (4.52) is identical for the
SYM model as well. Therefore, also in terms of reflection and transmission coefficients,
there is no gain from taking further symmetry terms βˆj in the second-order expansion, at
least for the TE-polarized case.
To finalize this section, the complex valued reflection and transmission coefficients are
obtained by inverting the Fresnel matrix F, multiplying it by the input vector I and,
respectively, taking the first and last component. Thus, for the SSD model
ρSSD,TE(kt, k0, ϵˆ, µˆ, γˆ, dslab) =
[(
FSSD,TE
)−1 · I]
1
,
τSSD,TE(kt, k0, ϵˆ, µˆ, γˆ, dslab) =
[(
FSSD,TE
)−1 · I]
6
,
(4.53)
and for both WSD and SYM models
ρWSD,TE(kt, k0, ϵˆ, µˆ, dslab) =
[(
FWSD,TE
)−1 · I]
1
,
τWSD,TE(kt, k0, ϵˆ, µˆ, dslab) =
[(
FWSD,TE
)−1 · I]
4
,
(4.54)
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where ρ and τ , respectively, denote the reflection and transmission coefficients. For the
sake of readability, we do not write the (very) lengthy expressions for ρSSD,TE and τSSD,TE
explicitly. Concerning, the WSD model, the formulas we obtain from (4.60) coincide with
the results from the literature [82] for a local anisotropic medium with magnetic response.
The formulas above are one of the central results in this work and will be employed
in the Chapter 5 for the parameter retrieval of concrete optical metamaterials.
4.3.2 Illumination with TM-polarized light
In the case of TM-polarized light, the field of the incident plane wave lies in the incidence
plane, such that for kI = (kt, kz) we have EI = (EIt , EIz )eik
I ·r, for r ∈ Ω−. Here again, the
reflected and transmitted fields ER and ET share the same polarization as the incident
field and all the wave vectors have the same kt component.
Traditionally, for the TM-polarized case, the reflection and transmission coefficients
are calculated from the ratio of the reflected and transmitted to the incident magnetic
fields. The reason is simple. In TM-polarization, there exists only one magnetic field
component that is essentially nonzero. However, our interface conditions are formulated
for the electric fields, where here we have two nonzero components. The question is then,
how should the reflection and transmission coefficients be defined. Is it rather the ratios of
the normal components, i.e. the Ez fields or the tangential components, i.e., the Et fields.
The answer is, up to a sign or a constant prefactor, it does not matter. In the half-spaces
Ω± filled with an isotropic local medium characterized with ϵC,S, one has ∇ · (ϵC,SE) = 0.
Consequently,
ktEt + kzEz = 0 ⇒ Et = −kz
kt
Ez ,
which holds true for all incident, reflected, and transmitted fields. Subsequently, the pairs
of reflection and transmission coefficients (ρt, τt), and (ρz , τz) which are defined as
ρTMt :=
ERt
EIt
, τTMt :=
ETt
EIt
,
ρTMz :=
ERz
EIz
, τTMz :=
ETz
EIz
.
(4.55)
Using the divergence equation above, we obtain
ρTMz = −ρTMt , τTMt =
kTz
kIz
τTMz . (4.56)
The minus sign in front of the reflection coefficient arises from kRz = −kIz . Concerning
the transmission coefficient, the fields reside in different media. Therefore, from the
dispersion relations, it holds for ϵC ̸= ϵS ⇒ kIz ̸= kTz . However, if we consider a symmetric
configuration, i.e., if the metamaterial slab is located between two identical media, i.e,
ϵC = ϵS, then kIz = kTz and the transmission coefficients coincide. In the end, the reflection
coefficients do only change by a minus sign. When measuring energies, i.e., R = |ρ|2, this
sign has no impact. In this thesis, we decide to chose the ratios of the z-components of
the field, which is by no means a limitation, as discussed above. Nonetheless, there exists
one pathological case, where there should be no worries in general. At normal incidence,
i.e. kt = 0, all Ez = 0, and the expressions for ρTMz and τTMz above have ”00” ratios. It
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turns out that this is a removable singularity and, hence, makes the expressions even at
normal incidence being well-defined.
Note, that in the TM-polarized case both parameters βˆj and γˆ couple to the electric
field and in a way they both contribute to the dispersion relation in the bulk and to the
existence of additional interface conditions. Similar to the study of the bulk properties,
here, we wish to derive the Fresnel matrices for both SYM and SSD models separately,
with only one of the nonlocal parameters above being nonzero.
Fresnel matrix of the SYM model
In the slab Ω, the total field consists of the superposition of two forward and two backward
modes
Eslab(k0, r) =
∑
σ=±1
(
E+0,σ(k0)eikσ ·r + E−0,σ(k0)e−ikσ ·r
)
,
where E±0,σ = E±t,σeˆt + E±z,σeˆz. To get rid of the Et components, we use the divergence
equation in Ω, which reads for each mode ∇ ·
(
ϵˆE±σ +
∑
j∈{x,y,z}∇j(βˆj∇ · E±σ )
)
= 0 and
thereby
kt(ϵtt − βttk2t )E±t,σ ± kz,σ(ϵzz − βzzk2z,σ)E±z,σ = 0⇒ E±t,σ = −
(ϵzz − βzzk2z,σ)
(ϵtt − βttk2t )
±kz,σ
kt
E±z,σ .
In the special case where ϵtt − βttk2t = 0, the inversion above is not possible and will
therefore not be treated here.
Following the same procedures as for the TE-polarized case, we evaluate the three
interface conditions (IC1), (IC2) with γˆ = 0, and (IC4) at both interfaces Γ− and
Γ+. With these equations, we can unambiguously determine the six unknowns E =
(ERz , E
+
z,+, E
+
z,−, E
−
z,+, E
−
z,−, E
T
z )
T Here, the Fresnel matrix for the SYM model reads
FSYM,TM =

kRz A+ A− −A+ −A− 0(
kR
)2
B+ B− B+ B− 0
0 C+ C− −C+ −C− 0
0 A+eikSYMz,+ dslab A−eikSYMz,− dslab −A+e−ikSYMz,+ dslab −A−e−ikSYMz,− dslab kTz
0 B+eikSYMz,+ dslab B−eikSYMz,− dslab B+e−ikSYMz,+ dslab B−e−ikSYMz,− dslab
(
kT
)2
0 C+eikSYMz,+ dslab C−eikSYMz,− dslab −C+e−ikSYMz,+ dslab −C−e−ikSYMz,− dslab 0

.
(4.57)
which links the unknown fields E to the input vector I as follows
FSYM,TM · E = I ,
with I = −EIz
(
kIz ,
(
kI
)2
, 0, 0, 0, 0
)T
, containing only the known parameters from the inci-
dent light. Further, the coefficients in the Fresnel matrix read Aσ = − ϵzz−βzz(k
SYM
z,σ )
2
ϵtt−βtt(kt)2 k
SYM
z,σ ,
Bσ = µ
−1
t∗t∗
(
Aσk
SYM
z,σ − k2t
)
, and Cσ = βzzkSYMz,σ .
Again, the reflection and transmission coefficients are calculated by inverting the Fres-
nel matrix:
ρSYM,TM(kt, k0, ϵˆ, µˆ, βˆ
j, dslab) =
[(
FSYM,TM
)−1 · I]
1
,
τSYM,TM(kt, k0, ϵˆ, µˆ, βˆ
j, dslab) =
[(
FSYM,TM
)−1 · I]
6
,
(4.58)
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Shortly, we want to note that in the local limit, i.e. for βˆj → 0, the Fresnel Matrix
above reduced to the for the WSD case in the TM-polarization which reads
FWSD,TM =

kRz − ϵzzϵtt kWSDz ϵzzϵtt kWSDz 0(
kR
)2 −ϵzzk20 −ϵzzk20 0
0 − ϵzz
ϵtt
kWSDz eik
WSD
z dslab ϵzz
ϵtt
kWSDz e−ik
WSD
z dslab kTz
0 −ϵzzk20eikWSDz dslab −ϵzzk20e−ikWSDz dslab
(
kT
)2
 . (4.59)
Consequently, the reflection and transmission coefficients converge to the expected ex-
pressions, which may be found in Ref. [82] or obtained by
ρWSD,TM(kt, k0, ϵˆ, µˆ, dslab) =
[(
FWSD,TM
)−1 · I]
1
,
τWSD,TM(kt, k0, ϵˆ, µˆ, dslab) =
[(
FWSD,TM
)−1 · I]
4
.
(4.60)
Fresnel matrix of the SSD model
The analysis of the SSD model is analogous to the previous cases. Except that, here the
divergence equation is simpler and reads ∇ · (ϵˆE±σ ) = 0 and, therefore, we have
ϵttktE
±
t,σ ± ϵzzkz,σE±z,σ = 0⇒ E±t,σ = −
ϵzz
ϵtt
±kz,σ
kt
E±z,σ .
To construct the Fresnel matrix, we benefit from the interface conditions (IC1), (IC2) with
βˆj = 0, and (IC3). The Fresnel matrix reads
FSSD,TM =

kRz A+ A− −A+ −A− 0(
kR
)2
B+ B− B+ B− 0
0 C+ C− −C+ −C− 0
0 A+eikSYMz,+ dslab A−eikSYMz,− dslab −A+e−ikSYMz,+ dslab −A−e−ikSYMz,− dslab kTz
0 B+eikSYMz,+ dslab B−eikSYMz,− dslab B+e−ikSYMz,+ dslab B−e−ikSYMz,− dslab
(
kT
)2
0 C+eikSYMz,+ dslab C−eikSYMz,− dslab −C+e−ikSYMz,+ dslab −C−e−ikSYMz,− dslab 0

,
(4.61)
which relates the unknown fields E and the input vector I via the equation
FSSD,TM · E = I ,
with I = −EIz
(
kIz ,
(
kI
)2
, 0, 0, 0, 0
)T
, as previously. Here, the coefficients that appear in
the matrix read Aσ = − ϵzzϵtt kSSDz,σ , Bσ =
[
k20
(
γzzk
2
t + γtt
(
kSSDz,σ
)2)− µ−1t∗t∗] (AσkSYMz,σ − k2t ),
and Cσ = γtt
(
Aσk
SYM
z,σ − k2t
)
kSSDz,σ .
Finally, the reflection and transmission coefficients for the SSD model are
ρSSD,TM(kt, k0, ϵˆ, µˆ, γˆ, dslab) =
[(
FSSD,TM
)−1 · I]
1
,
τSSD,TM(kt, k0, ϵˆ, µˆ, γˆ, dslab) =
[(
FSSD,TM
)−1 · I]
6
,
(4.62)
Once more, the limit γˆ → 0 reproduces the results we know from the literature Ref. [82],
where the third and last rows, as well as the third and fifth columns in Eq. (4.61) vanish.
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4.3.3 Half-space problem and further remarks
In some applications, it is important to study the half-space problem, where the metama-
terial is infinitely thick, i.e. dslab →∞ such that Ω→ R3+, or alternatively, at least thick
enough such that all light is absorbed and no transmission occurs. A concrete example
of such applications is the study of surface plasmon polaritons sustained at an interface
of a nonlocal metamaterial as discussed in detail in Ref. [127]. The majority of the work
has been done by Joshua Feis in the context of a B. Sc. thesis that I supervised. In
this work, we investigated the impact of nonlocality at the dispersion of surface plasmon
polaritons and discussed the ATR spectrum in an Otto setup [128]. For the reflection
from a half-space, the second interface would be located at z = +∞. Meaning that there
is no feedback from the second interface and the backward propagating modes would not
contribute to the reflection coefficient. Technically, the dimensions of the Fresnel matrices
reduce to 2 × 2 for the WSD model and to 3 × 3 for both SYM and SSD models. In all
cases, it holds for the reflection from a half-space
ρHS(kt, k0,EMP) =
[
F−1HS · I
]
1
, (4.63)
where FHS denotes the half-space Fresnel matrix of the corresponding model with theappropriate effective material parameters (EMP).
One remark concerning the derivation of the reflection and transmission coefficients is
in order. Here, we require that the Fresnel matrices are regular and can be inverted, or
precisely F is generically invertible. By generically invertible, it is meant that the set of
effective material parameters ϵˆ, αˆ, γˆ, and βˆj for which det(F) = 0 has a Lebesque measure
zero in the space of all possible parameters. Throughout this work, the invertibility of
the Fresnel matrices will be always assumed.
4.4 Basic homogenization models
Eventually, a comparison with the present homogenization approaches from the literature
needs to be made. Therefore, in this section, we summarize two frequently used, but
fundamentally different, models for the homogenization of optical metamaterials. First,
we have the Maxwell-Garnett formula that is mostly applicable only in the quasi-static
regime. There, to a random permittivity distribution with a certain concentration in a
finite volume, a spatially averaged effective permittivity is assigned. Second, we present
the nonlocal wire medium model, which as its name reveals, is specially conceived to
effectively describe plasmonic wire media with a nonlocal response. This model was
developed by several authors [57]–[59], [120], and is regarded as the prototype model for
nonlocality.
These two presented models from the literature will be compared in Ch. 5 to the ones
we have proposed in Eq. (4.1) in the very beginning of this chapter.
4.4.1 Maxwell-Garnett mixing rule
In this subsection, we present the basic steps for the derivation of the Maxwell-Garnett
mixing rule. Details can be found in Ch. 16 of Ref. [129] and in the Review paper [130]. In
general, mixing rules play an important role in the homogenization of deep-subwavelength
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Figure 4.6: A simple mixture of spherical inclusions in a homogeneous background
medium with volume V (Island of Djerba). The permittivity of the inclusions is ϵi and
that of the host is ϵh. The validity of Maxwell-Garnett theory requires that the wave-
length λ of light is much longer than any characteristic length-scale. The inclusions must
be far away, such that their interaction is merely weak. De facto λ≫ dmin ≫ a.
structures, as they offer a simplified analysis when dealing with a certain density ν of par-
ticles in a finite volume V , as shown in Fig 4.6. However, such homogenization procedure
has a lot of assumptions. First of all, which is common to all homogenization approaches,
the size of the particles, or inclusions, is much smaller than the operational wavelength
of light. In this limit, the electromagnetic field cannot probe the microscopic details
of the structure, but perceives the small particles as ellipsoids. However, the effective
permittivity still depends on the aspect ratio of the inclusions, whose shapes are approx-
imated by ellipsoids. Second, the particles are not allowed to strongly interact with each
other, meaning that they are required to be sufficiently far from each other, such that one
particle does only weakly distort the local field field exerted at a neighbouring particle.
This latter condition can be lifted by instead of studying inclusions embedded into an
environment, but rather studying a mixing between two phases, where (at least) two ma-
terials are treated symmetrically. This is dealt with in the Bruggeman mixing rule [130].
Consequently, the Maxwell-Garnett mixing rule can only be valid for low volume con-
centrations, or alternatively, for a low filling factor f := νV . For the sake of simplicity,
we assume that the particles to be spheres. More complicated inclusions are studied in
Ref. [130] as well. If the assumptions above hold, the local response approximation is
valid and the displacement field upon an illumination with a spatially uniform external
field E˜ext is given by
D˜(k, k0) = ϵeff(k0)E˜ext(k, k0) = ϵhE˜ext(k, k0) + 4piP˜(k, k0) , (4.64)
where ϵeff is the effective, averaged permittivity and ϵh the permittivity of the environment
(host) medium. Traditionally, the host medium is assumed to be non-dispersive. Now,
the task reduces to finding an expression for the polarization density P˜ as a function of
the external field E˜ext.
As discussed in Sec. 3.1 in the deep-subwavelength regime a particle can be described
by an electric dipole polarizability αel, where the induced polarization density due to the
external field of light is given by the linear relationship
P˜(k, k0) = νp˜(k, k0) = ναe(k0)E˜loc(k, k0) . (4.65)
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In a sufficiently dense structure, the local field E˜loc must forcibly differ from the external
field E˜ext, as the surrounding polarization from other inclusions locally increases the field
effect by means of the superposition principle. For very diluted mixtures, they are equal,
but for a non-negligible concentration n of spherical inclusions, it holds
E˜loc(k, k0) = E˜ext(k, k0) +
4pi
3ϵh
P˜(k, k0) , (4.66)
where 1
3ϵh
P˜(k, k0) is the polarization field. Due to the isotropy of the sphere, we have
the prefactor 1/3 which refers to its depolarization factor. Combining Eqs.(4.65-4.66) and
solving for the averaged polarization density, we arrive at the formula
P˜(k, k0) = ναel(k0)
1− 4piναel(k0)
3ϵh
E˜ext(k, k0) = χ(k0)E˜ext(k, k0) . (4.67)
Finally, the effective permittivity ϵeff(k0) = ϵh + 4piχ(k0) reads
ϵeff(k0) = ϵh + 4pi
ναel(k0)
1− 4piναel(k0)
3ϵh
. (4.68)
For our purposes, we rather want to express the effective permittivity as a function of the
permittivity ϵi(k0) of the inclusions, rather than by their polarizabilities. For a sphere,
the polarizability is easy to calculate. It is proportional to the internal field within the
inclusions and to the permittivity contrast (ϵi − ϵh) between the inclusion and the envi-
ronment. Moreover, a uniform external field across a sphere induces a uniform field E˜int
within the sphere, which reads (c.f. Ref. [81] Ch. 4.4)
E˜int(k, k0) =
3ϵh
ϵi(k0) + 2ϵh
E˜ext(k, k0) . (4.69)
With p˜(k, k0) = αel(k0)E˜ext(k, k0), we obtain
αel(k0) =
V
4pi
(ϵi(k0)− ϵh) 3ϵh
ϵi(k0) + 2ϵh
. (4.70)
Inserting this equation into the Clausius-Mossotti formula (4.68) and together with f = νV ,
we end up with the Maxwell-Garnett equation
ϵeff(k0) = ϵh + 3fϵh
ϵi(k0)− ϵh
ϵi(k0) + 2ϵh − f(ϵi(k0)− ϵh) . (4.71)
In the limiting cases f → 0 and f → 1, which correspond to filling factors of 0% and
100%, respectively, we obtain as expected the permittivities ϵeff = ϵh and ϵeff(k0) = ϵi(k0).
Note that other more advanced mixing rules that incorporate multiphase mixtures
with anisotropic inclusions exist [130]. They are not of relevance here and, therefore,
will not be discussed. Soon, for the wire-medium, we require the usage of the Maxwell-
Garnett formula for cylindrical inclusions. There, the effective permittivity cannot be
simply regarded as a scalar but is rather a matrix of a uniaxial medium. The effective
permittivity (tensor) for cylindrical inclusions are found in Ref. [131].
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Figure 4.7: Top view a square unit cell consisting of a cylindrical metallic wire with radius
rm and permittivity ϵm embedded in a dielectric host medium with permittivity ϵh. Being
periodically arranged in the xy-plane and arbitrarily extruded in the z-direction, they
form an a square lattice where the metallic wires are along the z-axis.
4.4.2 Nonlocal wire medium model
In the framework of nonlocal homogenization, one of the most studied materials is the
plasmonic wire medium. Here, we would like to recap some important facts about the
effective medium approach for the nonlocal wire medium. The main results concerning
the dispersion relations are found in Ref. [61] and the associated (additional) interface
conditions in Ref. [59].
Let’s consider an array of metallic nanowires with a dispersive permittivity ϵm(k0),
that is embedded in a dielectric host medium ϵh. The host medium is again assumed to
be non-dispersive. The plasmonic nanowires are assumed to be intrinsically nonmagnetic
and are fully described by a Drude-type permittivity (3.65). The nanowires have a radius
rm and are periodically aligned in the x- and y-directions with lateral periods Λ forming
a square unit cell and infinitely extended in the z-direction. The basic geometry for the
structure is depicted in Fig. 4.7. The structure has three perpendicular mirror planes and
is, therefore, centrosymmetric, with an additional invariance along the z-direction. Such
structures have a C4-symmetry and can, accordingly, be regarded as a uniaxial medium.
In the limit of small surface concentrations of plasmonic nanowires, i.e., for f = pir2m
Λ2
≪ 1,
the tangential components of the effective response tensor can be approximated by the
Maxwell-Garnett permittivities for small cylinders, that read
ϵlocxx(k0) = ϵ
loc
yy (k0) = ϵh
(1 + f)ϵm(k0) + (1− f)ϵh
(1 + f)ϵh + (1− f)ϵm(k0) . (4.72)
By virtue of the C4-symmetry of the unit cell, the transverse permittivities ϵlocxx(k0) and
ϵlocyy (k0) are equal.
Dispersion relations
In the last decades, it was shown that such structures experience a strong nonlocal re-
sponse, when excited with a TM-polarized electromagnetic wave [57], [60]. In physical
terms, the z-component of the electric field longitudinally couples to the free charge car-
riers in the metallic wires and induces a nonlocal current therein. Hence, all nonlocal
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effects are encoded in the z-component of the spatially dispersive permittivity, in form
of a kz-dependent function. Therefore, we shall only discuss the TM-polarized case here.
Under the usage of the coherent potential approximation [132], it was shown from solid
physical grounds that
ϵz(kz, k0) =
ϵlocz (k0) + ϵm(k0)η(k0)
(
kz
k0
)2
1 + η(k0)
(
kz
k0
)2 , (4.73)
with the Maxwell-Garnett averaged permittivity
ϵlocz (k0) = (1− f)ϵh + fϵm(k0) . (4.74)
The parameter η in (4.73) is dimensionless and is a measure for the nonlocality, which
reads η(k0) = ΓE4 (k0rm)2, where ΓE ≈ 0.5772... is the Euler-Mascheroni constant. For
vanishing small nanorods, i.e. rm → 0, we have η(k0)→ 0 and, therefore, converge to the
local limit ϵz(kz, k0)→ ϵlocz (k0). The nonlocal response in Eq. (4.73) can be regarded as a
Padé-type response with
ˆ˜q(kz, k0)D˜(k, k0) = ˆ˜p(kz, k0)E˜(k, k0) . (4.75)
Here we have
ˆ˜p(kz, k0) = diag
(
ϵlocx , ϵ
loc
y , ϵ
loc
z
)
+ ϵmη
(
kz
k0
)2
ez ⊗ ez
and
ˆ˜q(kz, k0) = 1+ η
(
kz
k0
)2
eˆz ⊗ eˆz .
By ⊗, we denote the tensor product between two vectors. A Padé-type response is an
approximation by a rational function (here a function of kz), i.e., by a Padé-approximant.
The Taylor approximation is just a special case of the Padé-approximation, where the
denominator is one and, therefore, a polynomial function. The nonlocal response func-
tion for the wire medium model, i.e., (4.73) is specifically a rational function of k2z and,
therefore, of Padé-type.
To calculate the dispersion relations in the bulk, the wave equation has to be solved.
By inserting ansatz (4.75) into the wave-equation. (4.3), we obtain for Padé-type responses
the following equation
ˆ˜q(kz, k0)k× k× E˜(k, k0) = k20 ˆ˜q(kz, k0)E˜(k, k0) . (4.76)
Similar to the nonlocal models we discussed in Sec. 4.1, the wave equation is here a
kz-polynomial of fourth degree, where the solution in the TM-polarization are(
kWMz,σ (kt, k0)
)2
=
ηϵloctt (ϵmk
2
0 − k2t )− k20ϵlocz
2ηϵm
+ σ
√
4ηϵmϵ
loc
tt (ϵ
loc
z k
4
0 − k20k2t ) +
[
k20ϵ
loc
z − ηϵloctt (ϵmk20 − k2t )
]2
4η2ϵ2m
,
(4.77)
where σ = ±1, denotes the mode mode index, which propagate in one direction in the
medium. For the sake of readability, we omitted the explicit frequency dependence of the
material parameters on the RHS of Eq. (4.77).
84 CHAPTER 4. HOMOGENIZATION OF METAMATERIALS
The dispersion relation above deserves some comments. First of all, the functional
dependence of the wave vector component in the main propagation direction is expressed
by all parameters describing the actual geometry of the wire medium, i.e., radius rm,
permittivities ϵm and ϵh of both the dielectric host and metallic wires, in an entirely
analytical way. Second, in the homogeneous picture the eigenmodes are, again, plane
waves and the wave-equation has four different eigenvalues (4.77), where each pair differs
by a sign. This suggests that for every given set of material parameters, the total field is
a superposition of pairwise two forward and two backward propagating plane waves with
a different propagation constants kWMz,σ . In order to uniquely determine these plane wave
amplitudes, additional interface conditions must be taken into account.
Additional interface conditions
Specially conceived for the wire medium, an additional interface condition was phe-
nomenologically proposed in Ref. [59]. To this end, let’s again consider an interface
Γ = R3− ∩ R3+ separating these two half-spaces, where R3− is filled with a local scalar per-
mittivity ϵC and R3+ is occupied by the wire medium. The interface conditions for the
wire medium model read
(E− − E+)× n = 0 , (4.78)
(∇× E− −∇× E+)× n = 0 , (4.79)
(ϵCE− − ϵhE+) · n = 0 , (4.80)
where E− and E+ are, respectively, the restrictions of E to R3− and R3+ and n being the
unit vector, normal to the interface. The first two interface conditions are the classical
ones, which state the continuity of the tangential components of, first, E(r, k0) and, sec-
ond, of ∇×E(r, k0). The second interface condition is equivalent to the continuity of the
tangential component of H(r, k0), which suggests that the nonlocal wire medium model
does not maintain an artificial magnetic response. This is in a good approximation, if, and
only if, the metallic wires are very thin compared to the wavelength. Only then, the skin
penetration depth of the conducting wires is negligible. Finally, the third interface con-
dition (4.80) is the actual new one, which was phenomenologically proposed by enforcing
that the normal component of the macroscopic current density vanishes at the interface,
and does not leak out from the half-space, independent from the operating wavelength.
Here, one has to be careful and Eq. (4.80) should not be confused with the continuity of
the normal component of the displacement field D(r, k0). These are completely different
interface conditions, since the latter one would further comprise the permittivity ϵm(k0)
of the metallic wires. Besides, in real space D(r, k0) and E(r′, k0), and are not simply
connected by an algebraic product, but are rather correlated by a spatial convolution
(c.f. Eq. (3.31)), through a nonlocal response kernel which depends on the relative vector
r− r′. Therefore, interface condition (4.80) is truly an additional interface condition and
not a reformulation of the classical continuity condition for D.
Reflection and transmission from a slab
Putting both dispersion relations (4.77) and interface conditions (4.78)-(4.80) together,
we can fully derive and evaluate the Fresnel matrix for a slab of a nonlocal wire medium,
4.5. CHAPTER SUMMARY AND CONCLUDING REMARKS 85
with thickness dslab, which we find to be
FWM,TM =

kRz A+ A− −A+ −A− 0(
kR
)2
B+ B− B+ B− 0
ϵC −ϵh −ϵh −ϵh −ϵh 0
0 A+eikWMz,+ dslab A−eikWMz,− dslab −A+e−ikWMz,+ dslab −A−e−ikWMz,− dslab kTz
0 B+eikWMz,+ dslab B−eikWMz,− dslab B+e−ikWMz,+ dslab B−e−ikWMz,− dslab
(
kT
)2
0 −ϵheikWMz,+ dslab −ϵheikWMz,− dslab −ϵhe−ikWMz,+ dslab −ϵhe−ikWMz,− dslab ϵS

,
(4.81)
with matrix elements Aσ = − ϵzzϵtt kWMz,σ and Bσ =
(
Aσk
WM
z,σ − k2t
)
, and ϵS and ϵC refer to
the permittivities of the substrate and cladding, respectively. Here as well, each line in
the matrix represents the interface conditions (4.78)-(4.80), in the same order.
Ultimately, the complex valued reflection and transmission coefficients from the wire
medium slab are
ρWM,TM(kt, k0, ϵm, ϵh, rm, dslab) =
[(
FWM,TM
)−1 · I]
1
,
τWM,TM(kt, k0, ϵm, ϵh, rm, dslab) =
[(
FWM,TM
)−1 · I]
6
,
(4.82)
with the input vector I =
(
kIz ,
(
kI
)2
, ϵC , 0, 0, 0
)
.
Concerning the TE-polarized case, the reflection and transmission coefficients for the
nonlocal wire medium model is equivalent to those of the WSD case (4.60) with the further
restriction of µˆ = 1 .
We will discuss the difference between the wire medium model and the SSD model
by comparing reflection and transmission coefficients obtained from both homogenization
models in comparison to the exact response from a concrete slab in Sec. 5.3.3 of the next
chapter.
4.5 Chapter summary and concluding remarks
In this chapter, we first studied light propagation in optical metamaterials with strong
spatial dispersion. As a starting-pont, we departed from the commonly used WSD model,
where the material’s response is assumed to be local and characterized by a dispersive
permittivity and magnetic permeability. We extended the WSD approximation by in-
troducing nonlocal parameters in two ways. Once we introduced second-order symmetry
terms (SYM model), which are usually unjustifiably neglected, and second, we included a
more advanced fourth-order contribution (SSD model), which retains higher-order spatial
derivatives of the electric field, giving a more accurate description the metamaterial in
the slightly-subwavelength regime. Our nonlocal models can be generically used for any
centrosymmetric metamaterial and, in contrast to other nonlocal approaches, e.g. the
wire medium model, they are not linked to a specific metamaterial geometry.
In the analysis of the dispersion relations, i.e. in Sec. 4.1, one major finding is the en-
hancement of the functional dependency of the isofrequency contours, which were limited
to hyperbolas and ellipses in the local description. This was illustrated in Figs. 4.1-4.3
for generically chosen effective material parameters. The complexity of the curves is a
clear indication of the ability to capture the effects of spatial dispersion. Moreover, we
have shown that the proposed models with a nonlocal response increase the number of
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plane waves being excited in the bulk metamaterial. In each nonlocal model, we find two
forward and two backward propagating modes. While concentrating on the modes with
ℑkz,σ > 0, which in our sign convention correspond to modes that would exponentially
decay while they propagate in the positive z-direction, we find that these two modes
clearly distinguish themselves from the magnitude of both real and imaginary parts of
kz,σ. The solution with the larger imaginary part is being more absorbed in the medium
and corresponds, therefore, to the additional wave. The fundamental wave is defined by
the wave with the smallest positive imaginary part in the dispersion relation.
This would also mean that an illumination of a metamaterial half-space with a plane
wave, will cause the propagation of a superposition of two linearly independent transmit-
ted modes in the half-space occupied by such nonlocal metamaterials. Previously, i.e.,
in the WSD approach, only one plane wave is transmitted. To uniquely find these field
amplitudes at the interface, we derived in Sec. 4.2 the necessary (additional) interface
conditions.
We would like to emphasize again, that the interface conditions (IC1)-(IC6) do not
just come out of the blue. They were rather derived on solid mathematical grounds,
using the weak formulation of the wave equation, ergo, a specific variational method.
In theory, taking into account an arbitrary high order of spatial derivatives would also
mean that the number of additional modes will be arbitrary high as well, with different
propagation constants kz,j, where j denotes the mode number. Consequently, a higher
number of interface conditions is necessary. Using the general formalism proposed here,
further types of nonlocal constitutive relations can be analyzed.
Ultimately, in Sec. 4.3, we combined both bulk and interface aspects above to recon-
struct the Fresnel equations for all discussed models in both TE- and TM-polarizations.
These are the final equations in our theory, which can be used to predict both reflection
and transmission from a slab upon illuminating with a plane wave. Also, the limit of a
reflection form a half-space metamaterial was discussed which can be used in the study
of surface plasmons polaritons excited at the interface of a nonlocal metamaterial.
In conclusion, to decide on the applicability of the different models, a comparison of
their prediction to the actual response of a referential material is mandatory. Hence, each
metamaterial that is subject to homogenization, has to be studied individually. Only
after a comparison with the bulk properties and, more importantly, the reflection and
transmission from a slab for a specific frequency range, a judgment on the model can
be made. This will be the topic of the next Chapter 5, where all the theory developed
thus far, finally comes into action. To this end, a parameter retrieval method will be
introduced and employed for different optical metamaterials.
Besides, we introduced in Sec. 4.4.1 the commonly used Maxwell-Garnett formula,
which will be used in the next Chapter as a benchmark for the parameter retrieval of a
material consisting of dielectric spheres on a cubic lattice. It has to be mentioned that this
is the most basic homogenization approach, but also the easiest one to apply in practice.
Additionally, we presented the prototype model for the effective description of wire media
with nonlocal effects in Sec. 4.4.2. In the Sec. 5.3.3 of the next chapter, we will compare
the wire medium model and the SSD model at the stage of homogenizing a concrete wire
medium structure. We will show that the effective description is not unique and that
different constitutive relations can be used to homogenize metamaterials.
5 | Effective parameter retrieval
We must trust to nothing but facts: These are
presented to us by Nature, and cannot deceive.
Antoine Lavoisier - Elements of Chemistry
In the preceding chapter, we proposed models for a homogenization of metamaterials with
spatial dispersion. We derived the dispersion relations, the necessary interface conditions,
and lastly the corresponding reflection and transmission coefficients. Each model has a
set of parameters, namely the effective material parameters that are to be assigned to a
given metamaterial. In this chapter, we will impose these models to effectively describe
certain metamaterials. We will check the validity of each model and answer the question
whether a metamaterial can be actually replaced by a homogeneous one. This can be
done at first by comparing the bulk properties in terms of eigenmodes. In particular,
this requires to study the isofrequency contours given by the analytical expressions of the
models, compared to those of the referential metamaterial. If a model is valid for the
effective description of that give metamaterial, then we can retrieve meaningful effective
material parameters. To this end, there are many tools for the retrieval, with mixed
advantages and disadvantages. The Maxwell-Garnett homogenization is easiest to apply
and directly gives the effective permittivity of a heterogeneous mixture (c.f. Eq. (4.71)).
However, this only works in the quasi-static regime, which is not of interest in the re-
search of optical metamaterials. Other techniques such as the homogenization by field
averaging [35] can be applied to metamaterials as well, but they are computationally very
intensive and essentially require simulations. They are unfortunately not accessible for
experiments. Very commonly used is also the Lorentz-Drude Model Optimization Ap-
proach [133], where the metamaterial is, again, described by an effective permeability and
permittivity (local approach). These material parameters have a frequency dependency
either of Lorentz (3.64) or Drude type (3.65), and the method relies on optimizing the
free parameters appearing in these equations, i.e., plasma frequency, resonance frequency,
and the damping coefficient, such that the error between the response of the calculated
model and that reference material is minimized.
Despite the versatile number of methods, none of them incorporates spatial disper-
sion effects. Only few methods [134] consider such effects, but again are by no means
general-purpose tools and require the metamaterial to possess a specific geometry, such
as a wire medium structure [135] or spheres on a cubic lattice [136]. Fact is, there is no
absolutely best tool for the retrieval, but the one which is accessible for both numerical
and experimental setups is the scattering parameter retrieval, also known as S-parameter
retrieval. This retrieval method was already introduced by Nicolson and Ross [137] fol-
lowed by Weir [138] in the early 1970s. Three decades later Smith et al. applied the
S-parameter retrieval to metamaterials [38]. In this approach, having the analytical ex-
pressions for the reflection and transmission coefficients from a slab with finite thickness
is mandatory. From these expressions, the effective material parameters can be deduced.
The latter quantities are then functions of reflection and transmission coefficients, which
are easily calculated numerically. Experimentally, amplitude and phase measurements
lead to complex valued reflection and transmission coefficients as well. This data can be
used as input for the retrieval procedure.
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In its early stage however, the S-parameter retrieval was limited to the normal inci-
dence only, and to the assumption of isotropic material laws. Later on, Menzel et al.
proposed an extension to bi-isotropic [139] and then to anisotropic [53] material laws,
including the retrieval at oblique incidence. In their latter work they have shown the
validity of their retrieval only in the paraxial regime. The invalidity at higher angles of
incidence goes back to the assumption of local material laws. In our contribution [126],
we were to extended this method while retaining nonlocal constitutive relations and have
shown that the effective material parameters can be meaningfully retrieved beyond the
paraxial regime. One huge drawback of the S-parameter retrieval is the complex branch
cuts. The expressions for reflection and transmission coefficients contain exponential func-
tions of type eikzdslab with complex arguments, whose inversion have multiple solutions.
Hence, it is possible that the inverted quantities may land on different Riemann sheets,
when evaluating the complex logarithm at different frequencies or angles of incidence. To
lift this issue, at least two measurements/simulations with different slab thicknesses dslab
are required to find the right branch [140]. Alternatively, the slab can be chosen to be
very thin compared to the propagation constant kz, such that kzdslab ≪ 1. However, the
material is in this case so thin, that bulk properties cannot be reliably retrieved.
This chapter is structured as follows. In the following two sections, we explain the
S-parameter retrieval and the way the referential reflection and transmission coefficients
from a periodic metamaterial slab are numerically obtained. In Sec. 5.3, apply the S-
parameter retrieval to three different structures, namely a layer of dielectric spheres on a
cubic lattice, the fishnet metamaterial, and the plasmonic wire medium. We particularly
show that going from a second order to a fourth order constitutive relation allows for a
better prediction of the actual optical coefficients of heterogeneous metamaterials when
compared to full wave reference simulations. In Sec. 5.4, going back to the examples of
fishnet and wire medium, we show the limits of the homogenization approaches considered
here and the drawbacks of the S-parameter retrieval method. We also discuss potential
solutions that may lift some issues discussed in the corresponding subsections.
5.1 S-parameter optimization approach
The retrieval is done for each frequency individually. The number of required pairs of
reflection and transmission coefficients depends on the number of effective material pa-
rameters. For instance, under the assumption of WSD and isotropy, the only material
parameters are the two complex numbers ϵ and µ. They may be retrieved by direct in-
version of the complex valued ρWSD and τWSD from Eqs. (4.60) at normal incidence [140].
If the material is additionally anisotropic, the material parameters ϵzz and µzz, which,
respectively, couple to the field components Ez and Hz, can only be probed at oblique
incidence [141]. However, it turned out that the latter authors find that the retrieved
effective material parameters depend on the angle of incidence, which cannot be correct
for homogeneous metamaterials. Simply, because the material parameters are supposed
to be independent from k1. Certainly, this is linked to the assumption of local constitutive
relations for the attempt of homogenizing mesoscopic metamaterials. In their example,
the authors took the fishnet metamaterial with a lateral periodicity of about only a third
1Note that this is not in contradiction with spatial dispersion. The response tensor ˆ˜R(k, k0) remains
k-dependent, even when isotropy is assumed. However, the coefficients C˜α(k0) from Eq. (3.41), e.g.,
ϵˆ(k0), µˆ(k0), βˆj(k0), and γ(k0) do not depend on k.
5.1. S-PARAMETER OPTIMIZATION APPROACH 89
Figure 5.1: The used optimization algorithm to determine effective material parameters
(EMP). Several initial guesses for the EMP will be probed and refined in order to minimize
the objective function δ, that is given in Eq. (5.1). To improve the performance of the
retrieval method and to lift the issue with different branch cuts, the best fit from the
previous frequency will be used as an initial guess for the current frequency.
of the wavelength in the effective medium. Clearly, the dynamics of the fields of light,
i.e., nonlocality are relevant and should have been considered. However, with nonlocality,
the reflection and transmission coefficients are highly nonlinear functions of the effective
material parameters and cannot be simply inverted as in the WSD case.
For these reasons, we have to reformulate the S-parameter retrieval from an inversion
problem to a fitting problem. We call this the S-parameter optimization problem. The
algorithm is represented in the flowchart in Fig. 5.1. At each individual frequency k0, the
analytically calculated reflection and transmission coefficients ρ and τ have to be fitted to
a pair of referential reflection and transmission ρREF and τREF coefficients obtained either
from measurements or simulations of the actual metamaterial, by means of minimizing
an objective function δ with respect to the material parameters and for all possible angles
of incidence kt ∈ [0, k0). The objective function reads
δ(k0) = min
ϵˆ,µˆ,
βˆj ,γˆ
k0∑
kt=0
w(kt)
2
(∣∣∣∣∣1− ρ(kt, k0, ϵˆ, µˆ, βˆj, γˆ, dslab)ρref(kt, k0, dslab)
∣∣∣∣∣+
∣∣∣∣∣1− τ(kt, k0, ϵˆ, µˆ, βˆj, γˆ, dslab)τ ref(kt, k0, dslab)
∣∣∣∣∣
)
,
(5.1)
which is a measure how well a model applies to homogenize a structure. Here, ρ and τ
correspond to the analytically derived reflection and transmission coefficients for either
the WSD (βˆj = γˆ = 0), the SYM (γˆ = 0), or the SSD (βˆj = 0) models, which were
calculated for both TE- and TM-polarizations in Sec. 4.3. For the lowest frequency, a set
of initial guesses for the material parameters are assumed. The function w(kt) is a weight
function, which depends on the angle of incidence, and chosen in a way, such that the
fitting procedure is more focused for small kt. Here, we chose an exponentially decaying
weight, such that
w(kt) = e−αkt ,
where α = 2.5Λt, with Λt being the lateral period of the metamaterial in t-direction. The
choice of such weight function is justified by our requirement to be able to reproduce at
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least reflection and transmission in the paraxial regime, and look subsequently how far
we can extend this region of applicability also to higher oblique incidence angles. For
the optimization purposes, the set of (ϵˆ, µˆ, βˆj, γˆ) that minimize δ at frequency k0,i, will
be used as initial guess for the next frequency k0,i+1. Since the material parameters are
assumed to be smooth functions of k0, this step will first lift the problem with complex
branch-cuts, and second, speeds up the retrieval process tremendously. Of course, this
approach remains slower than a direct inversion of the equations. However, it is more
adaptable and can be used when no closed form for the effective material parameters
exist.
TE-polarized light TM-polarized light
(kx, 0, kz) (0, ky, kz) (kx, 0, kz) (0, ky, kz)
ϵyy ϵxx ϵxx ϵyy
µxx µyy ϵzz ϵzz
µzz µzz µyy µxx
γyy γxx βxx or γxx βyy or γyy
- - βzz or γzz βzz or γzz
Table 5.1: Relevant material parameters that couple to light depending on the polarization
and the incidence plane.
As a consequence of anisotropy, all effective material parameters can only be retrieved
by considering the four independent illumination directions and polarizations. Here, we
consider the four (TM,TE)× (kx, ky) illuminations. The retrievable material parameters
for each case are summarized in Tab. 5.1. We notice that the nonlocal parameter γˆ
acts similarly to the permittivity ϵˆ, i.e., it couples only to the electric field components
that appear in the considered polarization. For example, in the TM-ky polarized case,
the electric field is E = (0, Ey, Ez) and couples to (ϵyy, ϵzz) and to (γyy, γzz), while the
magnetic field H = Hxeˆx couples to µxx. Concerning the parameters βjj, for j ∈ {x, y, z},
they are only relevant in the TM-polarization, but then, they couple similarly to ϵjj.
Now that the retrieval is introduced, we need to know how to numerically obtain
the referential reflection and transmission coefficients ρREF and τREF from a periodic
metamaterial slab. In this work, we have not access to experimental data.
5.2 Reflection and transmission from a periodic
metamaterial
The description of the Fourier Modal Method (FMM) in this section is predominantly
adopted from Ref. [142]. Since we aim to homogenize periodic metamaterials with sub-
wavelength unit cells, a rigorous full-wave description of the periodic metamaterial is
indispensable to determine both dispersion relations in the bulk as well as the reflection
and transmission coefficients form a slab. These quantities will serve then in the parameter
retrieval as the referential quantities describing the actual metamaterial. For the periodic
metamaterial considered here, the Bloch theorem may simplify the treatment as it is not
necessary to consider in these full-wave simulations the entire space but only a single unit
cell. [27]. In this section, we suppress the frequency dependence of the fields and material
parameters, as we intend demonstrate the FMM at a fixed frequency k0. According to
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Figure 5.2: Reflection and transmission from a periodic metamaterial with thickness dslab
upon illumination with a single plane wave kI . At the first interface Γ−, part of the
fields will be reflected back as a superposition of diffracted plane waves with kRmn, and
a portion propagates through metamaterial slab. At the interface Γ+ we obtain the
transmitted fields with wave vectors kTmn. The periodic metamaterial occupying the space
Ω is decomposed here into two subspaces Ω(1) and Ω(2) with permittivities ϵ(1)(x, y),
ϵ(2)(x, y) that are invariant in the z-direction. Here, we illustrate the decomposition
on the example of a two-layered system, but is in general applicable of any arbitrary
multilayer system.
Sec. 3.1, the mesoscopic features of the metamaterial made from nonmagnetic and nonchi-
ral made from can be described in a very good approximation by a spatially dependent
local permittivity. Therefore, we assume that the unit cell V possesses a permittivity
distribution ϵ(r), where r ∈ V .
Theorem 5.2.1. (Bloch theorem) Let G be the set of lattice vectors. Then, ∀r0 ∈ G it holds
ϵ(r+ r0) = ϵ(r) with r ∈ V . Further there exists a periodic function Fq(r+ r0) = Fq(r),
with
F(r) = Fq(r)eiq·r , (5.2)
where F(r) refers to the electric field E(r) or magnetic field H(r). The quantities q and
Fq(r) denote the Bloch wave vector and the Bloch amplitude, respectively.
According to this theorem, it is sufficient to calculate q and Fq(r) in a single unit cell
to obtain the electromagnetic field F(r) in the entire periodic metamaterial.
In Ref. [27] it was shown that in a three-dimensional periodic metamaterial, the fields
are rather a superposition of many Bloch modes, which might couple to the incoming plane
wave at the interface. Now, let us assume to have a periodic structure being replicated
infinitely often in the xy-plane with lateral periods Λx and Λy. Further, consider a finite
number of unit cells in the z-direction, forming a slab that is doubly periodic in the
xy-plane with finite thickness dslab in the z-direction. The basic geometry is depicted in
Fig. 5.2, where the periodic metamaterial slab occupies the region Ω and separates the
two half-spaces Ω± of the cladding and substrate. In the homogeneous half-spaces Ω±,
the reflected and transmitted fields can then be expanded into a Fourier series that read
ER/T (r) =
M∑
m=−M
N∑
n=−N
ER/Tmn eik
R/T
mn ·r . (5.3)
Here, m and n denote the diffraction orders of the wave, where M and N refer to the
expansion orders in x- and in y-directions. The corresponding dispersion relations in the
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homogeneous cladding with permittivity ϵC and substrate with permittivity ϵS read(
kR/Tz,mn
)2
= ϵC/Sk
2
0 − k2x,m − k2y,n = ϵC/Sk20 −
(
kx +
2pim
Λx
)2
−
(
ky +
2pin
Λy
)2
, (5.4)
where kx,0 = kx and kx,0 = ky are determined by the angle of incidence given by kI and,
by virtue of the interface conditions, they are invariant in all domains Ω± and Ω(l).
In general, the dispersion relations inside the periodic metamaterial are very compli-
cated and a closed form is missing. Nonetheless, they can be calculated numerically. In
the Fourier Modal Method (FMM), the periodic metamaterial is considered as compo-
sition of L stacked layers, that are invariant in the z-direction [142]–[144]. Hence, the
region Ω occupied by the periodic metamaterial is decomposed into L subdomains Ω(l)
with thicknesses d(l) having a permittivity distribution that is periodic in the xy-plane
and invariant in the z-direction, such that
Ω =
L⋃
l=1
Ω(l) , dslab =
∑L
l=1 d
(l) , and ϵ(l)(x, y, z) = ϵ(l)(x, y) .
Adjacent domains with different permittivities define the interface Γl,l+1 = Ω(l)∩Ω(l+1),
at which light propagation changes according to the dispersion relations in the respective
layer. Please note, that the dispersion relations in each layer l are not those from the
entire metamaterial. The xy-periodic permittivity distribution and its inverse in the lth
layer may be expanded in a Fourier series
ϵ(l)(x, y) =
∑
mn
ϵ(l)mnei
[
( 2pimΛx )+
(
2pin
Λy
)]
,
[
ϵ(l)(x, y)
]−1
=
∑
mn
ζ(l)mnei
[
( 2pimΛx )+
(
2pin
Λy
)]
,
(5.5)
where ∑mn =∑Mm=−M ∑Nn=−N is a sum with (2M +1)(2N +1) elements. Consequently,
due to the z-invariance of ϵ(l), a Bloch mode E(l)q(l)(r) in the lth layer is a biperodic function
with the wave vector q(l)mn = (kx,m, ky,n, q(l)z ) and is given as
E(l)q(l)(r) =
∑
mn
E(l)mnei(kx,mx+ky,ny)eiq
(l)
z z ,with r ∈ Ω(l) , (5.6)
that is an expansion into plane waves with amplitudes E(l)mn in the xy-plane that share the
propagation constant q(l)z in the z-direction. Note that Eq. (5.6) analogously holds for the
magnetic field H(l)(r). The fields within a thin layer l couple by virtue of the Maxwell
equations
∇× E(l)(r) = ik0H(l)(r) , ∇×H(l)(r) = −ik0ϵ(l)(x, y)E(l)(r) , (5.7)
for r ∈ Ω(l). With these coupled-wave equations, the eigenmodes in layer l may be
calculated.
The full-wave computation of the exact problem associated with the diffracted fields
in the cladding and substrate requires to satisfy Maxwell’s equations in each layer l,
cladding Ω− and substrate Ω+, but also to fulfill the continuity conditions of the tangential
components of both electric and magnetic fields applied between two consecutive layers.
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In other terms, interface conditions (IC1) and (IC2) (with αˆ = βˆj = γˆ = 0) must be
applied to the fields between cladding, first metamaterial layer, i.e. at the first interface
Γ− at z = 0, then at the interface Γ1,2 at z = d(1) between first and second metamaterial
layer, and so on, until the interface Γ+ between the last metamaterial layer and the
substrate at z = dslab. Finally, the resulting system of interface conditions is solved for
the reflection and transmission coefficients of the diffracted fields. A generalized analysis
with an arbitrary number of L layers at oblique incidence [143] and with conical diffraction
(non-planar) is handled in Ref. [144]. Here, for demonstration, we show the analysis for a
single layer with thickness dslab that is invariant in the z-direction, and the incident field
being TM-ky polarized2. The following derivation is adopted from Ref. [142] and adapted
to our own needs.
Using Maxwell’s Eq. (5.7) we eliminate the z-component of the electric field by sub-
stituting it with
Ez(r) = −[ik0ϵ(r)]−1[∇×H(r)]z = [ik0ϵ(r)]−1∇yHx(r) .
Under these considerations, Maxwell’s Eqs. (5.7) together with the Fourier decompositions
from Eq. (5.5) and Eq. (5.6) of the permittivity and its inverse yield the following coupled-
wave Eqs.
k0qzEy,mn = −k20Hx,mn + ky,n
∑
pq
ζm−p,n−qky,qHx,pq ,
k0qzHx,mn = k
2
x,mEy,mn − k20
∑
pq
ϵm−p,n−qEy,pq .
(5.8)
This represents an eigenvalue problem with 2(2M +1)(2N +1) eigenvalues qz,j and eigen-
functions Ey,mnj and Hx,mnj, where j ∈ (1, 2(2M + 1)(2N + 1)). They are ordered by
their imaginary parts such that ℑqz,0 ≤ ℑqz,1 ≤ · · · . Here, qz,0 refers to the propagation
constant of the fundamental mode, i.e., the mode that transfers the most energy to the
second interface Γ+ after a propagation through a distance dslab. We note that the FMM
rigorously takes all modes, up to the given truncation order M and N , into account and
does not make the fundamental mode approximation. Both eigenvalues ℑqz,j and eigen-
functions Ey,mnj and Hx,mnj are numerically obtained using an eigenvalue solver. Hence,
the total field is a superposition these eigenmodes and of both forward and backward
propagating ones:
Ey(r) =
∑
j
[(
ajeiqz,jz + bje−iqz,j(z−dslab)
)∑
mn
Ey,mnjei(kx,mx+ky,my)
]
, (5.9)
Hx(r) =
∑
j
[(
ajeiqz,jz − bje−iqz,j(z−dslab)
)∑
mn
Hx,mnjei(kx,mx+ky,my)
]
, (5.10)
where aj and bj are unknown coefficients of the forward and backward propagating
modes, respectively, and to be determined from the interface conditions. Note the phase
exp(iqz,jdslab) that has been added for the backward propagating modes. This guarantees
that they start to propagate from the second interface, which in the reference frame is
situated at a distance z = dslab from the origin.
2Later in the numerical analysis we will only consider this polarization, so it makes sense to restrict
to this case here.
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For a single layer problem, such as periodic wire medium array with length dslab, the
reflection and transmission problem is, up to the finite truncation M and N , numerically
exact. Since the material is locally described by a scalar permittivity only, interface
conditions (IC1) and (IC2) (with αˆ = βˆj = γˆ = 0), are sufficient to determine both
reflected and transmitted field amplitudes at both interfaces Γ− and Γ+. In this case,
the tangential components of both electric and magnetic fields are continuous across the
interfaces. Consequently, at the first interface with z = 0 we have
kIz√
ϵCk0
δm0δn0 + E
R
ymn =
∑
j
(
aj + bjeiqz,jdslab
)
Ey,mnj , (IC1) at Γ−
(5.11)
−
∣∣kI∣∣
k0
δm0δn0 +
ky,m
k0
ERz,mn +
kIz
k0
ERy,mn =
∑
j
(
aj − bjeiqz,jdslab
)
Hx,mnj , (IC2) at Γ−
(5.12)
where kIz is the propagation constant of the incident field and δnm the Kronecker-Delta
symbol. The first term on the LHS of both Eqs. (5.11) and (5.12) refer to the incident field,
that is only one single plane wave, while the remaining terms on the LHS correspond to the
reflected amplitudes of the (2M + 1)(2N + 1) diffracted plane waves. The z-component
ERz,mn of the electric field for the reflected waves are involved in the continuity of the
tangential field components due to the substitution of Hx(r) that is given by ∇ × E(r)
(Maxwell’s equation). On the RHS of Eqs. (5.11) and (5.12), we have the fields at the other
side of the interface, namely the transmitted ones including the backward propagating
modes. The backward propagating modes that arise at the second interface Γ+ accumulate
a phase after propagating an optical path of length qz,jdslab towards the first interface Γ−.
Next, by applying the interface conditions the second interface with z = dslab we obtain∑
j
(
ajeiqz,jdslab + bj
)
Ey,mnj = E
T
y,mn , (IC1) at Γ+ (5.13)
∑
j
(
ajeiqz,jdslab − bj
)
Hx,mnj =
ky,n
k0
ETz,mn −
kTz
k0
ETy,mn . (IC2) at Γ+ (5.14)
The transmitted fields are the fields on the RHS, while on the LHS we have the fields
in the periodic metamaterial slab evaluated at the distance z = dslab. Here again, the
z-component ETz,mn of the transmitted electric field arise from to the substitution of the
transmitted magnetic field H by means of Maxwell’s Eq. (5.7). By virtue of ∇·ER(r) = 0
and ∇ · ET (r) = 0, the z-components of the reflected and transmitted fields may be
eliminated, and the system of Eqs. (5.11)-(5.14) above may be unambiguously solved for
reflection and transmission coefficients ERy,mn and ETy,mn.
Further, we are interested in the far-field response only. For a subwavelength structure,
only the zeroth diffraction-order with (m,n) = (0, 0) significantly contributes, while all
other diffracted fields (m,n) ̸= (0, 0) are attenuated after propagating distances over
several wavelengths by means of Eq. (5.4). Nonetheless, to correctly compute reflection
and transmission coefficients of the zeroth diffraction-order that are comparable to those
obtained from experimental measurements, sufficiently high truncation orders M and N
have to be considered in the full-wave analysis. To illustrate the numerical convergence
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Figure 5.3: Convergence plot of the diffraction efficiency of the zeroth diffraction order
η00 = η
R
00 + η
T
00 as function of the truncation orders M and N . Here, we choose M = N
varying from 0 to 30 and evaluate η00 at a selected frequency of k0 = 7µm−1 and at nor-
mal incidence, for the example of the wire medium slab, that is subject to homogenization
in Sec. 5.3.3. The wire medium slab has a thickness of dslab = 300 nm, lateral periodic-
ities Λx = Λy = 60 nm, with metallic wires with radius rm = 12.5 nm and permittivity
ϵm(7µm−1) = −32.58 + i4.03 embedded in a host medium with permittivity ϵh = 2.74.
of the FMM, the diffraction efficiencies, that are defined as
ηRmn = ℜ
(
kRz,mn
kRz,00
)∣∣ERmn∣∣2 ,
ηTmn = ℜ
(
kTz,mn
kTz,00
)∣∣ETmn∣∣2
(5.15)
are calculated. The convergence of the diffraction efficiency for the zeroth diffraction
order, are plotted in Fig. 5.3 as function of the retained Fourier orders M and N . We
exemplary choose the wire medium which will be studied in Sec. 5.3.3 and evaluated the
diffraction efficiencies at a selected frequency k0 = 7µm−1 and normal incidence. With
M = N = 7−10 we obtain an accuracy up to two decimals, whereasM = N ≥ 11 provide
an accuracy of at least three decimals, but also the computational time polynomially
increases with O(M3)-complexity [145]. For the numerical references in this thesis, we
chose M = N = 12 to calculate with good accuracy within a reasonable amount of time.
This method will be used in the following sections for obtaining the referential reflec-
tion and transmission coefficients for the fishnet metamaterial and for the wire medium.
The FMM as presented here, can be directly applied to the periodic wire medium slab,
as its unit cell consists of a single layer with thickness dslab. In the case of the fishnet,
however, the scattering scenario is quite more involved as the unit cell consists of a stack-
ing of five different material layers: air, metal, dielectric, metal, air. Henceforth, for a
single functional fishnet layer the unit cell must be discretized into five different layers
that are invariant in the z-direction, and into ten layers for two functional fishnet layers.
Concerning the material consisting of spheres arranged in a cubic lattice, the FMM would
require to mesh the sphere in many layers in the propagation direction, i.e. defining
many layers in the z-direction, where interface conditions between each of them needs
to be calculated to successively match the tangential field components. This method is
computationally inefficient and we, therefore, prefer to use the Korringa-Kohn-Rostoker
(KKR) method [146] for the spheres. There, the unit cell containing the sphere is modeled
as it is as a single object, which is computationally favorable.
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5.3 Implementation on concrete structures
In this section, we apply the S-parameter optimization approach to concrete periodic
metamaterial structures, where the electromagnetic response is calculated using the nu-
merical tools mentioned above. Our main target here is the fishnet metamaterial. In the
studied spectral range, the fishnet shows a negative index behaviour. We intend to cap-
ture with dispersion relations this feature and reproduce the reflection and transmission
coefficients at high angles of incidence using the three WSD, SYM, and SSD models in
Sec. 5.3.2. This structure is, however, highly anisotropic and incorporates intrinsic losses
and the retrieval is quite challenging to discuss at first hand. Therefore, prior discussing
the complicated fishnet structure, we study an easier example of a metamaterial made
by isotropic unit cells, namely a layer of dielectric spheres arranged on a cubic lattice.
This structure can be homogenized with scalar material parameters, which renders the
retrieval procedure less challenging and the example suitable for a better understanding
of our approach. Such all-dielectric structure has a clear spectral signature in terms of
the Brewster effect in the TM-polarized case. In Sec. 5.3.1, we demonstrate the ability
of the Brewster angle being captured more accurately using the nonlocal approach, es-
pecially at frequencies slightly below the first band gap. The third example we aim to
study is a wire medium, for which a closed-form nonlocal characterization is available.
The general structure as well as the wire medium model were introduced in Sec. 4.4.2.
In Sec. 5.3.3, we compare our nonlocal approach by reconstructing the reflection and
transmission coefficients from a concrete wire medium slab.
In Ref. [117], we have shown that both SYM and SSD models are better approaches for
homogenizing metamaterials beyond the paraxial regime compared to the WSD model.
Further, in the same reference we find that the improvement of reconstructing the disper-
sion relation of the fundamental mode is better when considering the fourth order spatial
dispersion, namely the SSD model, than when considering the second-order symmetry
terms, namely the SYM model. This finding can be seen in Fig. 5.8 and will be elabo-
rated in depth in the appropriate section. We, therefore, opt to retain in our following
examples rather the fourth order term γˆ instead of the second-order symmetry term βˆ.
This choice is done with the purpose to describe the metamaterial with the least number
of effective material parameters. Therefore, we have chosen the seemingly more suitable
model for capturing the reflection and transmission coefficients.
In all the numerical experiments below, we simulate the bulk dispersion relations and
the reflection and transmission from a slab with 240 frequencies k0 ranging from k0,min to
k0,max. At each frequency, we change the angles of incidence θ with 100 samples from 0◦ to
89.99◦. We intentionally omit the angle 90.00◦ due to numerical reasons. The transverse
momentum is then kt = ϵCk0 sin(θ). Without loss of generality, in the following examples,
we constantly assume both substrate and cladding being air, i.e., ϵC = ϵS = 1.
In the following subsections, we will study three fundamentally different structures,
where emphasis is put on the importance of taking a local response into account for a
proper homogenization of the structures. The limitation the considered homogenization
approach and the S-parameter retrieval used here, is the focus of the next section 5.4.
There, we will study the fishnet and the wire medium in different situations where both
homogenization and the S-parameter retrieval are challenged.
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Figure 5.4: (a)-(c) Amplitudes of the reflected light |ρ| and (d)-(f) of the transmitted
light |τ | from a layer of dielectric spheres with thickness dslab = 1µm using different
approaches. The left figures ((a) and (d)) correspond to the full-wave simulation of
the actual slab as done with the KKR. This can be considered as the reference data. I
thank my colleague Andreas Vetter from TFP at KIT for these reference data using KKR.
The centered figures ((b) and (e)) are the fitted reflection and transmission amplitudes
from a homogeneous slab with the same thickness as the heterogeneous slab using the
WSD approach. The figures on the right ((c) and (f)) are obtained from considering
a homogeneous slab with SSD. The figure indicates the improvement in capturing the
reflection and transmission of the reference material using SSD (nonlocal) compared to
WSD (local).
5.3.1 Dielectric spheres on a cubic lattice: A basic material
Please note that the findings of this were previously published in Ref. [126].
In our first numerical experiment, we consider an array of Germanium spheres arranged on
a simple cubic lattice. The permittivity of Germanium in the infrared region is ϵGe = 16
(c.f. Ref. [147]). The host medium is air with ϵh = 1. The assumption of a frequency
independent permittivity results in the scalability of Maxwell’s equations. Therefore, the
only critical parameter here is the period-to-wavelength ratio a/λ. Hence, and without
loss of generality, we assume a period a = Λx = Λy = dslab = 1µm. The radius of the
spheres is rGe = 0.45a, that represents a filling factor f = 4pi3
(
rGe
a
)3 ≈ 0.38. The free-
space wavelength of the incident light is chosen such that λ ∈ (4a, 40a), i.e., the critical
parameter a/λ ranges from 1
40
to 1
4
. The factor 4 guarantees that the wavelength in the
medium with the highest refractive index remains longer than the period of the structure.
Therefore, the unit cell safely remains subwavelength and homogenization is in principle
possible.
In order to numerically predict the reflection and transmission coefficients for such
spherical structures, we use the KKR method [146]. The scattered fields from such ma-
terials are expressed as a superposition of plane waves. Here, we consider a single layer
of the metamaterial with a total thickness of dslab = 1µm being illuminated with a TM-
98 CHAPTER 5. EFFECTIVE PARAMETER RETRIEVAL
Figure 5.5: (left) Reflection and transmission amplitude close to the first band gap at a
selected frequency k0 = 0.9 pi2a . In the paraxial regime, both WSD (blue) and SSD (red)
models are adequate for homogenization. However, at higher angles of incidence only the
SSD model agrees with the reference curves (black) and may even capture the Brewster
angle with very high precision. (right) Retrieved effective material parameters from a
layer of spheres using the local WSD (blue) and the nonlocal SSD (red) approaches.
polarized plane wave. For all angles of incidence and wave numbers k0, the referential
reflection and transmission coefficients are shown in Figs. 5.4(a) and (d), respectively.
They correspond to the TM-polarized mode for frequencies below the first band gap. In
the graph of the reflection coefficient we observe a dark line which indicates the angles
with a vanishing reflection. These are the expected Brewster angles that are encountered
in the TM polarization. The numerical data were obtained from a simulation done by my
colleague Andreas Vetter using the KKR method, I thank him for that.
Next, the retrieval is based on minimizing the objective function δ which is defined in
Eq. (5.1), by means of the fitting procedure described in Sec. 5.1. As a consequence of
the isotropy of the unit cell and the absence of loss in its constituents, the S-parameter
optimization approach reduces to a two-dimensional or three-dimensional fitting problem.
For the WSD (local) model, the free parameters to fit are two real numbers ϵ and µ.
Concerning the SSD (nonlocal) model, we additionally include the nonlocal parameter γ
into the fitting procedure.
The obtained reflection and transmission coefficients from fitting each model to the
reference data are revealed in Fig. 5.4. In view of the simplicity of the material, it
is not extraordinary that both WSD and SSD models properly achieve to capture the
electromagnetic response in the paraxial regime. Yet, by getting closer to the band gap
and with increasing angles of incidence, we notice that the WSD model misses to recover
the Brewster angle, while the SSD model still manages to coincide with the reference with
a very high accuracy. For the sake of clarity, we refer to Fig. 5.5(left) where the absolute
values of reflection and transmission coefficients are depicted at a selected frequency of
k0 = 0.9
pi
2a
. In the paraxial regime, both WSD and SSD models are conform with the
reference. For higher angles of incidence higher than 20◦, the WSDmodel deviates strongly
and we observe that only the SSD model matches with the reference, and especially,
captures the Brewster angle with very good precision, whereas the WSD approach fails
to do so.
The retrieved effective material parameters are depicted in Fig. 5.5(right). In the
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quasi-static limit, i.e. for k0 ≈ 0, the retrieved permittivity roughly corresponds to the
predicted value from the Maxwell-Garnett mixing formula given by Eq. (4.71). For our
geometrical configuration, the Maxwell-Garnett permittivity is frequency independent
with ϵMG ≈ 2.40.
Further, as expected from a mixture of nonmagnetic inclusions, we retrieve in the
quasi-static limit a rather trivial magnetic permeability µ(k0) ≈ 1. This is just expected,
as the materials themselves do not offer an intrinsic magnetic response and no resonances
is supported that could induce a magnetic response. At higher frequencies, however,
both homogenization models experience a dispersive permeability µ(k0). Close to the
band gap, µ shows a resonance, which is linked the first magnetic Mie resonance at
λ ≈ 2a√ϵGe. Concerning the nonlocal parameter γ(k0), it shows a k−40 dependency, which
causes the huge values in the small-frequency region. This behaviour is expected given
the appearance of γ on the fourth order of the Taylor approximation ∝ |k|4, which cancels
the divergence at zero frequency in the effective response tensor ˆ˜R(k, k0). Nonetheless,
apart from this relatively unimportant scaling, γ(k0) at higher frequencies is rather small
compared to the local parameters, but is not negligible. It has to be taken into account
to accurately describe the optical response of the studied metamaterial, even at small
frequencies.
We further want to remark that such proportionality is not present in the permeability
µ(k0), as the term appearing in the second-order Taylor approximation, i.e. α(k0) in
Eq. (4.18) has been already appropriately scaled by k20 with µ−1(k0) = 1− k20α(k0).
Note that this structure allowed for a very simplified version of the retrieval procedure
with only three parameters. Anyhow, a direct inversion of Eqs. (4.62) for the reflection
and transmission coefficients remains impossible, as the nonlocal parameter γ does not
allow for it, even at normal incidence. Next, for the fishnet metamaterial, the retrieval
tends to be more complicated. Due to the anisotropy and the intrinsic losses, we have to
consider three complex numbers for the local WSD approach and five complex numbers
for the nonlocal SSD approach. In total, there are six and ten real numbers to be fitted
for the WSD and SSD approaches, respectively.
5.3.2 Fishnet metamaterial: A negative index material
Please note that the findings concerning the bulk dispersion relations of this subsection
were previously published in Ref. [117] and for the effective parameter retrieval from a slab
in Ref. [126]. In a broader perspective, the fishnet metamaterial is formed of a stacking
of a thin dielectric layer, sandwiched between two symmetric metallic layers, as depicted
in Fig. 5.6. The three layers are periodically perforated and have rectangular holes. It is
regarded as the prototype structure for achieving a negative index behaviour with a high
figure of merit at optical frequencies. A high figure of merit can be especially reached
when choosing silver instead of gold or copper for the metallic layers [148]. The structure
itself is biaxial anisotropic. Further, it has three independent mirror symmetries, i.e.,
the permittivity distribution ϵ(r) within the heterogeneous unit cell is symmetric under
the transformation ϵ(±x,±y,±z), where the inversions w.r.t a coordinate are meant to
be performed independently. The corresponding symmetry class is called orthorhombic-
dipyramidal symmetry [50], and is denoted as D2h. Unlike the structure made out of
spheres on a cubic lattice, the electromagnetic response of the fishnet depends on the
polarization of light. For instance, a TM-kx polarized light would couple differently to
the material than a TM-ky polarized one, as different material parameters will be probed.
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Figure 5.6: (Left) Unit cell of the fishnet metamaterial and (right) its periodic replica
on the xy-plane. One functional layer of the fishnet metamaterial made of a stacking of
three metal-dielectric-metal layers. It is a biperiodic structure with periods Λx and Λy
and consists of rectangular holes with the widths wx and wy. The structure is assumed
to be infinitely extend in the xy-plane.
The full list of probed material parameters is summarized in Tab. 5.1. If the wholes were
additionally square, i.e. wx = wy, then the structure has a four-fold symmetry, i.e. D4h-
symmetry and would respond independently from the polarization, but of curse only at
normal incidence. Here, we study a fishnet metamaterial with a D2h symmetry.
Design idea of the fishnet and the origin of the negative index
The fishnet metamaterial can be regarded as a combination of a pair of rectangular plates
connected to plasmonic wires, which are separated by a dielectric spacer. The thin plas-
monic wires are oriented in the direction of the electric field of the incident light. These
wires act as a diluted metal with a reduced plasma frequency yielding a negative effective
permittivity when operated below that frequency. The dilution corresponds in good ap-
proximation to the filling factor of the metallic wires within the unit cell. The rectangular
plates are made of the same metal as the nanowires and are separated by the same dielec-
tric medium. When the metallic plates are excited with an electric field that is polarized
parallel to the plates, a polarization current will be induced. When the dielectric spacer
is very thin, these currents might resonantly couple either in a symmetric way, when the
induced currents are parallel, or in an antisymmetric fashion, when they are antiparallel.
In a symmetric coupling scenario, the polarization current is curl-free and the effective
response will resemble a strong electric dipole and the whole fishnet material will simply
act as a diluted metal. The antisymmetric coupling, however, is particularly interesting as
the antisymmetric current distribution is not curl-free and generates a resonant magnetic
response. This phenomenon may be linked to an magnetic permeability in the effective
picture. This coupling phenomena is understood very well in the hybridization model for
the plasmonic response of nano-structures [149], [150]. The antisymmetric coupling rep-
resents a bound state, such that the magnetic permeability can be effectively described
as a Lorentzian (see e.g. Eq. (3.64)). The fishnet structure is constructed by joining
these two constituents together, where a negative index behaviour can be reached at a
desired wavelength. This peculiar effect occurs when both permittivity and permeability
have simultaneously negative real parts, which takes place when the resonance frequency
of the Lorentzian permeability is lower than the plasma frequency of the diluted metal.
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Figure 5.7: Fundamental dispersion relation at ky = 0 (left) and isofrequency contours at
the resonance frequency kres0 = 4.3µm−1 (right) of the fishnet metamaterial as function
of ky. The real part of kz is negative, meaning that the fishnet has a negative index. In
the effective medium approach, this translates to a simultaneously negative permittivity
and permeability.
The effective permittivity can be independently designed from the magnetic permeability
by varying the thickness of the wires. Both resonance strength and and position of the
magnetic permeability can be tuned by varying the thickness of the dielectric spacer in
the fabrication process [151].
The fabrication process of the fishnet metamaterial is usually divided into two major
steps, commonly starting with a tri-layer system consisting of a sacrificial photoresist, a
hard mask, and a thick imaging photoresist layer being put on top of a substrate [152].
In the first step, by means of an interference lithography, an array of pillars are formed,
which will keep the place for the holes of the fishnet [153]. In the second step, alternating
layers of metal and dielectric layers are deposited by electron beam evaporation, which
will form the functional layers of the fishnet structure. The remaining photoresist pillars
are dissolved in the last step leaving only the fishnet metamaterial with its rectangular
holes.
Retrieval results
In our numerical experiment, we consider a fishnet metamaterial with lateral periods of
Λx = Λy = 600 nm, and with rectangular holes of widths wx = 100 nm and wy = 316 nm.
For the metal layers, we use silver with thickness tm = 45 nm due to its high figure of merit
at the frequencies of interest. The silver can be modeled by a Drude-type permittivity
with the plasma frequency ωp = 13 700 THz and relaxation rate (loss) ΓL = 85 THz. The
silver layers are separated by thin dielectric spacer made of magnesium fluoride MgF2
of thickness td = 30 nm. In the frequency band of interest, the permittivity is assumed
to be nondispersive with ϵMgF2 = 1.9044. Both geometrical and material parameters
are adopted from Ref. [154]. Furthermore, the stacking in the z-direction can be chosen
arbitrarily. The closer the adjacent metallic layers are, the stronger they couple. A
very dense packing might, therefore, lead to a resonant response, where higher-order
Bloch modes become important and can have considerable influence on the results for a
periodically stacked structure [155]. On the other hand, if the structure is very diluted,
the layers will only weakly couple, and the induced resonances have weak (or no) influence
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on the total dispersion of the material. Therefore, one aims to preferably balance these
regimes with a moderate density that results in high resonances and the weak coupling
of next unit cell and, thereby, maintaining the response of a single unit cell [156], [157].
In Ref. [156], this sweet-spot was found to be when the period in the z-direction is Λz =
200 nm.
The dispersion relation of the fundamental TM-ky polarized Bloch mode of the in-
finitely extended fishnet structure is shown in Fig. 5.7 (left) for frequencies k0 ranging
from 3.8µm−1 and 4.8µm−1. The numerical data were obtained by a plane wave ansatz
using the FMM. Notably, the fundamental mode has a resonance around the frequency
4.3µm−1 and most importantly a negative real part in the dispersion relation, which
translates to a negative index ℜnz(ky, k0) = ℜkFMMz (ky, k0)/k0 < 0 in the propagation di-
rection. At the resonance frequency ℜnz goes down to −0.8. In Fig. 5.7 (right), we show
the isofrequency contour of the fundamental mode at the resonance frequency for the
TM-ky polarized field, while kx = 0. Both curves reveal a negative index behaviour in the
TM-ky polarized mode. This makes illuminating the fishnet with TM-ky polarized light
of utmost interest in the effective parameter retrieval from reflection and transmission
coefficients.
Reconstructing the dispersion relations In this paragraph, we aim to reproduce the
dispersion relations at oblique incidence using the local homogenization model WSD, and
the two nonlocal models SYM, and SSD. This work has been presented first in Ref. [117].
The comparison relies on fitting the parameters (p0, q0, p1, q1) that appear in the dispersion
relations for the TM-polarized modes in Eqs. (4.7), (4.15), and (4.22) for the WSD, SYM,
and SSD models, respectively. The fitting is based on minimizing the least absolute
deviations functional
δDISP(k0) = min
ϵˆ,µˆ,
βˆj ,γˆ
k0∑
ky=0
w(ky)
∣∣∣∣∣1− (kiz(ky, k0,EMP))
2
(kFMMz )
2 (ky, k0)
∣∣∣∣∣ , (5.16)
where the index i ∈ {WSD, SYM, SSD} refers to the model and EMP is the set of effective
material parameters of the respective model. Here again, w(ky) = exp(−2.5Λyky) as in
Eq. (5.1). The fitting algorithm is identical with the one described in Sec. 5.1 and in
Fig. 5.1.
The results of fitting the dispersion relations of the fundamental TM-ky mode are
summarized in Fig. 5.8 which reveals strong improvements when considering nonlocal
constitutive relations for a homogenization beyond the paraxial regime. In Fig. 5.8(a),
we show the obtained dispersion relations, i.e. kz(ky, k0) as function of the frequency k0 for
fixed ky values. In the paraxial regime, all homogenization models are in accordance with
the reference curves (black) of the heterogeneous fishnet. By increasing the transverse
momentum ky, the propagation constant kz of the WSD model starts to show strange
Lorentzians that are not present in the dispersion relation of the original structure. The
nonlocal models match with the references up to ky = 0.4k0,res for the SYM model and
ky = 0.5k0,res for the SSD model, whereas the WSD is valid only up to ky = 0.2k0,res. Im-
pressively, the nonlocal models manage to capture the position of the resonance frequency,
that is shifting with increasing ky. The shift of the resonance frequency was explained in
the literature [82], [158] in relation to the phase advance between two subsequent metallic
layers that is accumulated under the oblique propagation through the dielectric spacer.
This leads to a shift of the resonance position of the antisymmetric mode that is causing
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Figure 5.8: Reconstructed dispersion relations and isofrequency contours of the funda-
mental TM-ky mode of fishnet (black) at different transverse wave vectors and frequencies
using WSD (blue), SYM (green), and SSD (red) models. (a) kz(ky, k0) as a function of
frequency k0 for discrete ky values. For small ky all three models coincide with the refer-
ence dispersion relations. For ky ≥ 0.3k0,res the local model starts to deviate, while the
nonlocal models are in accordance with the reference. The SYM model starts to show
inconsistencies from ky = 0.4k0,res. The SSD model shows an agreement even for ky values
up to 0.5k0,res. (b) The objective function δDISP from Eq. (5.16) as a function of k0 in
logarithmic scale. Overall, the nonlocal models allow for a realistic homogenization. (c)
The isofrequency contour at the resonance frequency k0,res = 4.3µm−1 as a function of ky.
The local WSD approach is only valid in the paraxial regime. The nonlocal ones are valid
up to ky = 0.5k0,res and may be applied for a parameter retrieval at oblique incidence.
the artificial magnetization. Conversely, keeping ky fixed and varying the thickness td
of the dielectric spacer will cause a change of both resonance position and amplitude as
well [151]. In Fig. 5.8(c), we exemplary show the isofrequency contour at the resonance
frequency, i.e., the worst case scenario. Obviously, the local WSD approach (blue) is
only valid in the paraxial regime, while both nonlocal models (green for SYM and red for
SSD) may go up to ky = 0.5k0,res and adequately describe the complicated isofrequency
contour of the reference (black). This is a direct consequence from the complexity of their
dispersion relations (4.15) and (4.22), which unlock contours beyond the usual ellipses
and hyperbolas, that represent the limits of the WSD model. In order to lift this limi-
tation it is, therefore, essential to consider nonlocal effects when homogenizing complex
metamaterials such as the fishnet.
To further quantify the improvements of nonlocality, in Fig. 5.8(b) we plot the merit
function given in Eq. (5.16) as a function of frequency that is a measure of how good
a specific constitutive relation can explain the dispersion relation of a certain metama-
terial. We clearly see that the figure shows improvements in the effective description of
the metamaterial when considering nonlocal material laws. For all studied frequencies,
both SYM and SSD approaches are more accurate than the local WSD approach. For
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Figure 5.9: (a)-(c) amplitude of the reflected light |ρ| and (d)-(f) of the transmitted light
|τ | from one fishnet layer with thickness dslab = 200 nm using different approaches. The
left figures ((a) and (d)) correspond to the full-wave simulation of the actual fishnet slab
as done with the FMM. This can be considered as the reference data. The centered figures
((b) and (e)) are the fitted reflection and transmission amplitudes from a homogeneous
slab with the same thickness as the fishnet using the WSD, i.e., the local approach. The
figures on the right ((c) and (f)) are obtained from considering a homogeneous slab with
SSD, i.e., retaining nonlocal effects in the effective description. The figure indicates the
improvement in capturing the reflection and transmission of the reference material using
SSD (nonlocal) compared to WSD (local).
frequencies below the resonance frequency 4.3µm−1, the SSD model even surpasses the
SYM model. We further notice that all considered models show the strongest deviations
from the reference around that resonance frequency. Yet, this is not surprising as the
effective description generally tends to become improper in the resonance regime. With
that being said, the findings immediately imply that retaining nonlocal material laws are
necessary for a more realistic effective description of metamaterials and that these should
be considered for the full homogenization by retrieving the effective material parameters
from reflection and transmission from a slab. Since the SSD model outperforms the SYM
model, we will only focus on the former approach in the full homogenization process.
The partial homogenization, based on reconstructing the dispersion relations of the
fundamental mode, serves as an a priori quick quality check of a certain homogeniza-
tion model, without the requirement of the hard-to-find additional interface conditions.
However, it does not fully retrieve the effective material parameters, but rather wave
parameters such as k, or refractive index, or anisotropy parameters of the structure. An
example concerning the latter quantity, we may only retrieve the ratio ϵyy
ϵzz
for the local
WSD model in the TM-ky polarization. To, further, unambiguously determine each indi-
vidual effective material parameter, a retrieval based on reflection and transmission from
a slab is a necessary step.
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Effective parameter retrieval from a slab The real utility of the effective medium de-
scription of a metamaterial is not only to reproduce the bulk dispersion that may be
obtained with other techniques, but also to relate the response of a metamaterial to its
reflection and transmission from a slab. To this end, the wave impedance, which is the
second characteristic quantity besides the refractive index that influences light-matter
interaction, is required. Retrieving the impedance from the reflection from a half-space is
technically feasible. However, it does not accommodate bulk propagation in the medium.
It is, therefore, not possible to conclude on the validity of the fundamental mode ap-
proximation from the reflection from a half-space only and, hence, it must be generally
assumed that the reflection coefficient is actually the superposition of many Bloch modes.
Further, we loose important information concerning the transmission. If that happens
none of the properties could be accessed that require to probe for the propagation of light
inside the metamaterial. This is, of course, a huge loss of information. Therefore, it is
important and more efficient to simultaneously consider both reflection and transmission
of light through a metamaterial slab sandwiched between some surrounding media. Here,
both propagation and scattering aspects that amount the excitation of multiple modes in
experimentally observable quantities are simultaneously taken into account. Some con-
straints need to be formulated on the slab to render it useful. For example, the slab
should not be very thick when made from lossy materials, e.g. metallic inclusions. The
light propagating inside the slab is strongly absorbed while propagating towards the sec-
ond interface, such that the transmission becomes too small to be useful in the retrieval.
As soon as the transmission gets comparable to the numerical noise level, the retrieval can
only rely on the reflection values. Here the slab can, again, be considered as a half-space,
that gives no feedback from the second interface with a considerable amount of missing
information. Therefore, a suitable thickness for the slab needs to be chosen to balance
between significant propagation and enough transmission. In this study, we will consider
slabs obtained from stacking one and two functional fishnet layers, only. We have shown
in Ref. [126] that the effective material parameters remain rather consistent when consid-
ering two functional layers, but of course small changes do occur as well. So, a further
increase of the number of functional layers would rather only cause a further reduction
of the transmission amplitude and, therefore, negatively influence on the reliability of the
retrieval.
The numerically calculated reflection and transmission coefficients are obtained using
the FMM as well, by matching the classical interface conditions between the cladding, the
individual layers of the fishnet, and the substrate. To guarantee convergence to realistic
values obtained from an actual experimental laboratory, a large number of Bloch modes
are taken into account. As a consequence from the subwavelength size of the unit cell, only
the zeroth-diffraction order in both reflection and transmission significantly contributes
to the far field response, while the higher-order diffraction fields are suppressed. We
denote former fields as ρFMM and τFMM, respectively. In Fig. 5.9(a) and (d), we show
the amplitude of the zeroth-order reflection and transmission coefficients. As expected
from the analysis of the dispersion relation, the structure has a resonance frequency at
k0 = 4.3µm−1 that shifts towards higher frequencies with increasing angles of incidence.
There, most part of light gets absorbed by the fishnet. We always show the amplitude
of the reflection and transmission coefficients, but of course, in the retrieval process the
complex coefficients are involved.
The reconstruction of the response of the referential fishnet metamaterial using dif-
ferent homogenization approaches is based on the retrieval method explained Sec. 5.1.
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Figure 5.10: Amplitude of the reflected light |ρ| and of the transmitted light |τ | from two
fishnet layers with thickness dslab = 400 nm using different approaches. The rest of the
caption is identical to that of Fig. 5.9.
The resulting reflection and transmission coefficients are depicted in Fig. 5.9(b) and (e)
for WSD, and (c) and (f) for the SSD approach. As expected from the analysis of the
dispersion relations, both WSD and SSD models seem to be valid in the paraxial regime,
even at the resonance frequency. Further, the figure reveals significant improvements
at higher angles of incidence when considering SSD compared to WSD. For the sake of
clarity, we refer to Fig. 5.11(right), where we particularly show the improvement at a
selected frequency k0 = 4.3629µm−1, which roughly corresponds to the average of the
resonance frequencies that shift with increasing angles of incidence. By considering SSD,
we do not only push the agreement with the reference from 25◦ to 50◦, but are also able
to capture the functional dependency, i.e., the curvature of both reflection and transmis-
sion coefficients as function of angle of incidence. This is a sound evidence in favor for
the importance of retaining nonlocal constitutive relations in the effective description of
mesoscopic metamaterials. Of course, this is not perfect yet and other models for homog-
enization with an even higher expansion order in Eq. (3.40) in real space or, alternatively,
in Eq. (3.41) in spatial Fourier-space might further lead to additional improvements at
significantly higher angles of incidence. Similarly, for a stacking of two functional fishnet
layers with a total thickness of dslab = 400 nm, we reconstruct with the same method the
reflection and transmission coefficients using WSD and SSD. Please note, in that case
we retrieve a different set of effective properties that will be compared to those retrieved
from a single functional layer further below. The corresponding reflection and transmis-
sion coefficients are shown in Fig. 5.10. Due to the propagation through two absorbing
fishnet layers, we notice in Fig. 5.10(d) that at frequencies below 4.3µm−1 the transmis-
sion is strongly reduced down to values below 0.2 in the paraxial regime, with almost
no significant spectral features. However, the retrieval relies on significant transmission.
Therefore, it is not recommended to stack a further functional fishnet layer which would
further increase the thickness and leads to a much smaller transmission. Eventually, the
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Figure 5.11: Reflection (solid) and transmission (dashed) amplitudes for one (left) and
two (right) functional fishnet layer(s) at a selected frequency k0 = 4.3629µm−1 with
thicknesses dslab = 200 nm and dslab = 400 nm, respectively. Here, the WSD (blue)
matches with the reference (black) up to an angle of incidence of 20◦ an, while the SSD
(red) is valid up to 30◦ for the reflection and 50◦ for the transmission coefficient.
transmission gets too small to be useful in the retrieval.
Concerning the results, here again, both homogenization models serve fine in the
paraxial regime. However, both models start to strongly deviate with increasing angle
of incidence. For instance, at the resonance frequency the WSD model already fails to
reproduce the reference data for angles beyond 20◦ and the SSD extends its validity up to
30◦ for the reflection and 50◦ for the transmission coefficient. Despite of that, the smaller
angle defines the region of applicability of a certain model. The results for the selected
frequency of k0 = 4.3629µm−1 for two fishnet layers are depicted in Fig. 5.11(right).
Again, the SSD manages to roughly mimic the functional dependency at higher angles
of incidence, which is a clear signal that the homogenization with a nonlocal approach is
more appropriate.
To further elucidate the quality of the nonlocal homogenization approach, we show in
Fig. 5.12 the absolute deviations in percent between the complex valued reflection and
transmission coefficients computed with the FMM to those fitted using either WSD or
SSD to one (left) and two (right) fishnet layers. To better quantify the deviations, we
truncated the color axis to 10%. In principle, we distinguish between two areas. The
dark areas denote the pairs of frequencies and angles of incidence where the reflection and
transmission coefficients can be properly reproduced with the retrieved material parame-
ters, leading to a meaningful homogenization. On the contrary, the bright regions indicate
deviations from the reference above 10%, namely the regions where the homogenization
with a specific model breaks down. For both thicknesses, the nonlocal approach extends
the validity to higher angles of incidence compared to the local approach. Naturally, as
we also anticipated, both models struggle to properly homogenize the fishnet around the
resonance frequency k0 = 4.3µm−1. In view of this analysis, the dark regions of Fig. 5.12
represent the domains, where the fishnet metamaterial can be reasonably homogenized
with meaningful retrieved effective material parameters.
The extracted effective material parameters from one and two fishnet layers are de-
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Figure 5.12: Deviations of the homogenization approaches from the fishnet response using
the local WSD (left) and nonlocal SSD (right) approaches for one (top) and two (bottom)
fishnet layers with thicknesses dslab = 200 nm and dslab = 400 nm, respectively. The
deviations to the reference data are given in percent, limited to 10% and plotted as a
function of the frequency and the angle of incidence. Both WSD and SSD serve well in
the paraxial regime, while the SSD notably stretches the agreement to higher angles of
incidence for all frequencies. As expected, the deviation around the resonance is high
for both models, as the effective wavelength in the effective medium is shorter at these
frequencies, which renders the critical parameter (Λy/λ) closer to unity.
picted in Fig. 5.13. The blue curves correspond to the retrieved material parameters
using the local WSD approach and the red curves to those using the nonlocal SSD ap-
proach. The solid curves are obtained from a retrieval from one fishnet layer and the
dashed curves from two functional layers of the fishnet metamaterial, i.e., two times the
sequence of five different material layers. The effective material parameters seem to not
significantly change by doubling the thickness, except for the y-component of the permit-
tivity that shows a Drude-Lorentzian behaviour at the resonance frequency. As expected,
the y-component of the permittivity is negative in the studied frequency range. There is
one important remark concerning the permittivity ϵyy obtained from the local homoge-
nization method. The permittivity ϵyy shows an anti-Lorentzian behaviour in the vicinity
of the resonance frequency. First of all, this antiresonance has an anomalous negative
slope-dispersion curve that breaks causality [159] and is, therefore, unphysical. Second,
the same antiresonance causes that ℑϵyy < 0 for a small frequency band. Such negative
imaginary part suggests that the medium, that is actually made out of absorbing con-
stituents, is rather gainy, if considered as an isolated material property. This is, again,
unphysical. In the early 2000s, such anti-Lorentzian was associated to the finite unit cell
size [160], while there, the authors assume the WSD approximation for homogenization.
It is somewhat suspicious that a metamaterial made out of passive and causal materi-
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Figure 5.13: Real and imaginary parts of the retrieved effective material parameters for
the fishnet metamaterial for one (solid) and two (dashed) layers. In blue, we have the
retrieved material parameters used the local WSD approach and in red using the nonlocal
SSD approach. The results were obtained from minimizing the merit function Eq. (5.1)
using the respective model.
als, ends up breaking these two fundamental aspects in its effective picture. The truth,
however, is rather linked to the fact of enforcing local constitutive relations to the homog-
enization of mesoscopic metamaterials. By the introduction of the nonlocal parameter γˆ,
i.e., considering SSD, this anti-resonance could be lifted and is no longer existing in the
permittivity ϵyy that is retrieved using that nonlocal approach. Despite of that matter, the
permittivity is rather dominated by a Drude-type dispersion. This is the usual response
expected for a diluted metal.
Concerning the permeability µxx, both local and nonlocal show practically indistin-
guishable Lorenztians, and are in good approximation independent from the number of
fishnet layers. The real part attains negative values in a central frequency region of in-
terest. This dispersion is the desired effect here and is one major reason for the study of
fishnet metamaterials. This peculiar response emerges due to the antisymmetric coupling
between the two silver layers, that are separated by the dielectric layer. Finally, circular
currents are induced by the y-component of the electric field in different metallic layers
and an effective magnetization arises. In our geometrical configuration, the resonance
frequency of the effective magnetic permeability µxx happens to be at k0 = 4.3µm−1.
It corresponds to the spectral region where the ℑkz has its maximum value. As noted
in Sec. 3.2, and specifically proved in inequality (3.25), the magnetic characteristics of
metamaterials at optical frequencies become trivial in the zero-cell-size limit. Thus, such
strong resonant magnetic response can only be achieved if the size of the unit cell has
an appreciable fraction of the wavelength. Here at resonance, we roughly have a period-
to-wavelength ratio Λx/λ ≈ 0.4, where λ is the free-space wavelength3. Ultimately, with
both ϵyy and µxx being simultaneously negative, the desired negative index behaviour is
reached.
Further, under the consideration of oblique incidence, the z-component of the electric
field of the incoming TM-polarized wave couples to the z-component of the permittivity
and we may, therefore, retrieve the ϵzz parameter. Unfortunately, this parameter is quite
tricky to make sense of for two reasons. First, in contrast to the previously discussed
3The effective in-medium wavelength at resonance is 25% longer than in vacuum with λ← λ|ℜn(k0)| =
λ
0.8 = 1.25λ, where ℜnz(4.3µm−1) = ℜkz(0,4.3µm
−1)
4.3µm−1 = −0.8 is the refractive index at normal incidence.
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material parameters, here, both homogenization models predict different values. Given
the fact that the SSD model is more accurate than the WSD at oblique incidence, we tend
to consider the ϵzz retrieved using SSD is actually the rather true effective parameter to be
assigned for the fishnet. Second, the retrieval of this parameter in the present geometry is
tough. It turns out that the reflection and transmission from a slab is rather insensitive on
that specific material parameter, even though it can be only probed at oblique incidence.
This causes the retrieval from reflection and transmission being only weakly dependent on
this specific parameter and indeed a deviating choice of the specific material parameter
provides nearly the same optical coefficients. We will discuss and explain this issue later
in Sec. 5.4.1.
Finally, the nonlocal parameters γxx and γzz are shown in Fig. 5.13 and, of course,
there are no blue curves as they do not exist in the local model. First, we notice that both
nonlocal parameters show a resonance at a slightly higher frequency compared to that of
the local ones at around 4.5µm−1. This higher resonance frequency might suggest that
these parameters are related to higher-order multipoles. Second, they are at least one
order of magnitude smaller than the local parameters ϵˆ and µˆ. This completely makes
sense as they are higher-order contributions in the Taylor approximation (4.18) with
nonlocal corrections. Despite of that fact, these nonlocal parameters are quite important
as they allow for a significant improvement in the effective description of the considered
fishnet metamaterial. This especially holds true when describing the optical response at
oblique incidence, as largely demonstrated in Figs. 5.9-5.12.
To conclude this subsection, we investigated the fishnet metamaterial. The aim here
was to apply two homogenization models to the fishnet. First, we studied the infinitely
extended bulk in terms of dispersion relations and, and second the biperiodic slab with
finite thickness, in terms of reflection and transmission. In both cases, we have shown that
nonlocal material laws are urgently needed to effectively homogenize the fishnet metama-
terial and to predict its electromagnetic response beyond the paraxial regime. However,
the issue that was encountered in the retrieval approach concerning the liability of the
retrieved ϵzz parameter, is still open. Further, a homogeneous medium is independent
on its termination, whereas mesoscopic metamaterials such as the fishnet do not fulfill
this requirement. To address these two aforementioned issues, in Sec. 5.4.1 we provide a
sensitivity analysis to first give details why some specific material parameters can be more
reliably retrieved while others are not. In the same section, we also study the behaviour
of the effective material parameters when changing the sequence of the individual fishnet
layers, i.e., by redefining the unit cell such that infinitely extended bulk remains the same.
5.3.3 Plasmonicwiremedium: A prototypical material with
strong spatial dispersion
Please note that the findings of this subsection were previously published in Ref. [161].
A particularly interesting metamaterial that exhibits strong spatial dispersion is the
array of metallic wires in the vicinity of the epsilon near-zero regime. This structure
further allows for a negative refraction, but in contrast to the fishnet metamaterial, it is
polarization independent, which is a necessary condition for the design of isotropic neg-
ative index metamaterials. Let us recall its basic geometry that is depicted in Fig. 5.14.
It consists of an array of cylindrical metallic nanowires with permittivity ϵm and radius
rm, embedded in a dielectric host medium with a nondispersive permittivity ϵh. Arising
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Figure 5.14: A slab of a wire medium consisting of metallic wires with length dslab and
radius rm being embedded in a dielectric host medium. The wires are parallel to the
z-direction and periodically arranged in a square lattice with lateral periodicity Λ.
from the microwave regime towards infrared and optical wavelengths, it gained signifi-
cant attention due to its versatile applications ranging from antenna applications [162],
by exploiting its near-zero refractive index, to subwavelength imaging [163] in the neg-
ative permittivity regime. Almost two decades ago, it was proven [57] that wire media
show strong spatial dispersion in the TM-polarized case, even in the very long wavelength
regime. In the effective description, the effective permittivity was modeled using the hy-
drodynamic model described in Sec. 4.4.2. Here, we will apply that wire medium model
(WM) from the literature, i.e. Eq. (4.73) in this thesis, and compare its retrieval perfor-
mance against the SSD model, i.e. Eq. (4.18) we have been proposing, while predicting
the reflection and transmission coefficients from an actual wire medium slab. Here, we
will not discuss the local WSD approach in this part of the study. The WM model only
holds for very thin wires and does not account for any artificial magnetization. Hence,
and for the sake of a reasonable comparison between both WM and SSD models, we
will assume a disappearing effective magnetic response in the SSD model, i.e., µˆ = 1 by
choosing αˆ = 0. In brief, we solely study the impact of the nonlocal parameter γˆ.
Before we proceed with the retrieval results, let us discuss the fundamental similarities
and differences of both nonlocal models. First of all, the WM model is predictive and
directly yields the reflection and transmission coefficients. It only requires to know the
geometrical and material data for a given wire medium structure. On the contrary, the
SSD model rather relies on a fitting procedure, which might take a couple of hours, that
needs to be done for each structure individually. However, we have found in Ref. [161]
that the SSD model is rather more robust when period to wavelength ratio is getting
closer to unity and manages to capture the reflection and transmission coefficients more
adequately at normal incidence (see Sec. 5.4.1). Second, in the absence of an interface,
we have shown as well [161] that both models are in principle equivalent, i.e., the light
propagation within an infinitely extended medium is identical for all frequencies k0 and
transverse momentum ky. This is only possible for a further restriction of the SSD model,
by enforcing the dispersion relations kz,σ(ky, k0)SSD != kWMz,σ (ky, k0) to be equal. Imposing
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WM model SSD model
[E(r, k0)× n] = 0 [E(r, k0)× n] = 0
[(∇× E(r, k0))× n] = 0 [(∇× E(r, k0))× n] =
−k20(∇× γ(k0)∇×∇× E(r, k0))× n
[(ϵhE(r, k0)) · n] = 0 (γ(k0)∇×∇× E(r, k0))× n = 0
Table 5.2: Interface conditions for the two nonlocal WM and SSD models with αˆ = 0.
The brackets [·] refer to the discontinuity of the quantity across the interface. The last
row represents the additional interface condition of the corresponding model.
this, implies the parameters in the SSD model to be
1
ϵyy
=
1
ϵlocyy
− η ϵm
ϵloczz
,
1
γyy
= k−40
(
ϵlocyy −
ϵloczz
ηϵm
)
,
1
ϵzz
=
1
ϵloczz
,
1
γzz
= k−40
(
ηϵmϵ
loc
yy − ϵloczz
)2
ηϵlocyy
(
ϵm + ηϵmϵlocyy − ϵloczz
) . (5.17)
where on the LHS we have the free parameters of the SSD model and on the RHS we
have the effective parameters of the WM model. The permittivities ϵlocyy and ϵloczz are the
Maxwell-Garnett averaged permittivities for cylindrical inclusions and given by Eqs. (4.72)
and (4.74), respectively. Let us recall that η is the actual nonlocal parameter of the WM
model and is directly proportional to the ratio (rm/λ)2 ≪ 1. By considering the limit of
vanishing wires, i.e. rm → 0, the nonlocal parameter η tends to zero and the effective
material parameters of the SSD model converge to the expected values
ϵyy → ϵlocyy , ϵzz → ϵloczz , γyy → 0 , γzz → 0 .
With this, the local limit is verified as well.
However, regardless of assumption (5.17) and the implied similarity in the dispersion
relations, the SSD and WM models are still fundamentally different. The dissimilarity
emerges at the presence of an interface, as the interface conditions differ and cannot be
mapped to each other like in the study of the bulk dispersion relations. We summarize the
three interface conditions for each model in Tab. 5.2. The first row states the continuity of
the tangential component of E(r, k0) in both models. This is always the case as E(r, k0) ∈
Hloc(curl,R3), independent from the model in question. The second interface condition
refers to the (dis)continuity of the tangential component of∇×E(r, k0), i.e., the tangential
component of H(r, k0). The WM model assumes the continuity of the latter quantity,
while the SSD model breaks this continuity with a jump proportional to the nonlocal
parameter γˆ. Ultimately, the third row in Tab. 5.2 contains the actual additional interface
conditions. Concerning the WM model, this interface condition is purely normal, i.e., it
makes statements only on the normal component of the electric field. On contrary, the
additional interface condition obtained from the SSD model is purely tangential. Hence,
there is no way to map one interface condition into another, as they both describe different
field components. Therefore, it is reasonable to expect that both models lead to a different
set of reflection and transmission coefficients from an array of wire media with finite length,
ergo a slab. In the following section, we will study the electromagnetic response of both
models and compare them to that of an actual wire medium slab.
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Retrieval results Let us consider a wire medium made of metallic nanowires with radius
rm = 12.5 nm embedded in a nondispersive medium made of aluminum oxide (Al2O3)
with a permittivity ϵh = 2.74. The nanowires are periodically arranged in the xy-plane
forming a square lattice with period Λ = 60 nm with a small surface concentration of
wires f = pir2m
Λ2
= 13%. The wires are made of gold with the permittivity ϵm given by
ϵm(ω) = ϵbulk(ω) +
iω2pτ(Rb −R)
ω(ωτ + i)(ωτR + iRb)
, (5.18)
where Rb = 35.7 nm and R = 10 nm denote the mean-free path and the effective mean-
free path of the electrons, respectively [26]. The plasma frequency is ωp = 13 700THz and
the relaxation time of the conducting electrons in gold τ = 2.53× 10−14s. The permittivity
consists of two terms. The first term ϵbulk denotes the permittivity of bulk gold and is
obtained from Johnson and Christy [164]. The second term describes additional effects
to the finite size of the nanowires that constraints the motion of the free electrons in the
nanowires. The finite length of the nanowires is dslab = 300 nm that also represents the slab
thickness. Both material and geometrical data above were adopted from Refs. [26], [120].
Here again, the reference data for the reflection and transmission coefficients were obtained
using the FMM, where the field is expanded into Bloch modes in the xy-direction and into
plane waves in the z-direction. As the wire medium is invariant in the z-direction, only one
layer is enough in the numerical calculation. This requires less computation of interface
conditions and is much faster compared to the case of the fishnet with five material layers4.
In our simulations, we calculate the reflection and transmission coefficients of the wire
medium in a frequency range of k0 ∈ (7 µm−1, 11 µm−1) with the angles of incidence
θ = arcsin
(
ky
k0
)
, where ky ∈ [0, k0). We intentionally omitted the grazing incidence at
ky = k0, due to numerical reasons. An angle of incidence of 90◦ does first, make no sense
and second, leads to divergences of type ”1
0
” in the simulations.
The numerically calculated reflection and transmission coefficients of the mesoscopic
structure upon an illumination by a TM-ky polarized plane wave are, respectively, de-
picted in Figs. 5.15(a) and (d) as function of frequency and angle of incidence. The
reconstruction of this reference data using the wire medium (WM) model is straightfor-
ward. It suffices to insert the material and geometrical details of the mesoscopic structure
given above into the corresponding equations for the reflection and transmission coeffi-
cients, i.e., into Eq. (4.82). By doing so, we obtain the predicted response depicted in
Figs. 5.15(b) and (e). On the other hand, the SSD model still requires the fitting proce-
dure, that is described in Sec. 5.1, to obtain the effective material parameters that lead
to the reflection and transmission coefficients shown in Figs. 5.15(c) and (f).
Despite the difference in the approaches, both homogenization models are satisfying,
especially in the paraxial regime. The WM model yields reflection coefficients that are
more conforming with the reference for higher angles of incidence, whereas the SSD model
shows an inexplicable huge reflection, that is not present in neither the reference, nor in
the WM model. This inconsistency might be linked to the Taylor approximation in the
SSD model, i.e., Eq. (4.18), which is an expansion in the vicinity of ky ≈ 0 and further, to
the weight function w(ky) that is implemented to optimize the fitting procedure around
the paraxial regime, to the detriment of the retrieval quality at higher angles of incidence.
4In the fishnet one functional layer consists of a stacking of Air-metal-spacer-metal-spacer layers,
where between two consecutive material layers interface conditions have to be calculated. Of course, in
addition to the two interface conditions between slab, cladding, and substrate.
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Figure 5.15: Amplitude of the reflected light |ρ| and of the transmitted light |τ | from a
metallic wire medium with thickness dslab = 300 nm and lateral periodicity Λ = 60 nm
using different approaches.
Notwithstanding the foregoing statements, it is quite welcoming to note that the SSD
approach, that is not specially conceived for wire media, offers reasonable prediction of
the electromagnetic response. In addition, we reveal in Fig. 5.16(a) the reflection and
transmission coefficients at a selected frequency of k0 = 10.25µm−1 as a function of the
angle of incidence. The black curves represent the reference data obtained from the FMM.
We notice that both nonlocal models are in compliance with the reference data. Though,
the WM model shows deviations especially for the transmission coefficients and even at
normal incidence, where the SSD model is almost exact. Given the fact that the SSD
model is not only specially derived for the homogenization of wire media, but also serves
as a general-purpose model that can be implemented to other metamaterials whose unit
cell have a central symmetry, this outcome is quite promising. Hence, the SSD model
may be regarded as a reasonable alternative model for wire media and homogenization
is not unique. Finally, the retrieved effective material parameters of the SSD model are
summarized in Fig. 5.16(b). We remark that all material parameters have a Lorentzian
or anti-Lorentzian resonance around k0 ≈ 9.5µm−1, there, where both reflection and
transmission coefficient abruptly drop, which suggests that most light is absorbed by
the medium. Only parameter γzz seems to sustain an additional resonance at a lower
frequency, which might explain the drop of the reflection coefficient at k0 ≈ 8µm−1.
Let us briefly summarize the findings of this subsection. First, we studied on an
analytical level the difference and similarities of both nonlocal approaches. In the bulk,
with further restrictions to the SSD model, both models may be identical. However, at
the presence of an interface, the models fundamentally differ, as in the WM the additional
interface condition only involves the normal component of the electric fields, while the
SSD model only contains their tangential components. Second, a numerical study was
done on a test subject from the literature [26], [120]. We find that both nonlocal models
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Figure 5.16: (a) Reflection and transmission amplitudes from the original wire medium
with period Λ = 60 nm at a selected frequency k0 = 10.25µm−1. The solid (dashed)
curves represent the reflection (transmission) coefficients, while the black curves represent
the reference simulations. Generally, both models WM and SSD models show a good
agreement with the reference, but the SSD model is, especially up to 45◦, much closer
to the reference than the wire medium model. (b) Real (solid) and imaginary (dashed)
parts of the retrieved effective material parameters of the SSD model as a function of the
frequency k0.
are able to predict the reflection and transmission coefficients of a concrete wire medium
slab. Especially the WM model shows good results at high angles of incidence. Since
there is an explicit expression at hand, no further optimization method is required, which
renders the approach being fast. However, the details shown in Fig. 5.16(a) suggest
that the WM model does not perfectly correspond to the reference, especially in the
paraxial region. This issue does not occur with the SSD model when characterizing wire
medium, which is actually very accurate near the normal incidence. However, it takes
a certain amount of time to reproduce the reflection and transmission of the reference
and shows inconsistencies in the range of grazing angles. This is a consequence of the
normal incidence-focused sensitivity during the retrieval and Taylor approximation for
small ky values. The mismatch of the WM at normal incidence might be linked to the
additional interface condition that states 0 = 0, while the dispersion relation still dictates
an additional mode as kz ̸= 0 in the kz-dependent permittivity (see e.g. Eq. (4.73)).
The next question that we want to answer is, how do these two effective medium
models perform under a scaling of the unit cell, with the same filling factor? We will
address this question in Sec. 5.4.2 by studying a three-times scaled unit cell of the same
wire medium and will elaborate on the reasons of the failure of the homogenization models,
especially at higher angles of incidence.
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5.4 On the limits of homogenization and param-
eter retrieval
Until now, we were mostly showing the positive aspects of the homogenization models and
of the retrieval technique. Here, we will give details why different material parameters
are retrieved with different accuracy and also show the limits of the homogenization. For
the former matter, we provide here a sensitivity analysis and elaborate on the challenge
in retrieving the z-component of the permittivity. Basically, we show that the complex
reflection coefficient is weakly sensitive with respect to ϵzz.
Recently [165], it was experimentally confirmed that the reflection and transmission
from a multilayered structure depends on the sequence of layers, even if the layers are
deeply subwavelength. In this thesis, we will substantiate this claim at the example of
the fishnet metamaterial by redefining the unit cell. We have shown in Ref. [126] that
the effective parameters do change, but only in their resonance strength and not on their
type of dispersion, e.g., Drude, Lorentz, and anti-Lorentz.
Further, we show the importance of the fundamental mode approximation and the
critical parameter (Λ/λ), where Λ is the lateral period of periodic structure, and λ the
wavelength of light. On the example of the wire medium, we will show that the nonlocal
homogenization methods discussed in Sec. 5.3.3 are pushed towards their limits of validity,
by laterally scaling up the unit cell while keeping the filling factor constant. This was
done in Ref. [161] and will be elaborated in Sec. 5.4.2 with details.
5.4.1 Sensitivity analysis and robustness of the retrieval
method
The test subject of this analysis is the fishnet metamaterial from the previous section.
First, we do a sensitivity analysis to explain the difficulty of retrieving z-components
of the material parameters. Second, we discuss the retrieval from a rearranged fishnet
made from the same multilayer structure but with a slightly different definition of the
unit cell. To be specific, the considered unit cell has been shifted by half a unit cell in
z-direction (normal to the interface). In the infinitely extended bulk, both original and
redefined fishnet structures are identical, as the shifting only represents a translation of
the coordinate system along the z-direction, such that z ← z − Λz/2.
Sensitivity analysis To further estimate in detail the reliability of the retrieved effective
material parameters, let us study the Jacobian matrix of the reflection coefficient w.r.t.
the material parameters, i.e., the partial derivatives
Jρ =
(
∂ρ
∂p
)
, (5.19)
where p = (ϵyy, ϵzz, µxx, γyy, γzz) denotes the vector containing the effective material pa-
rameters. The matrix elements of the Jacobian contain the partial derivatives that serve
as a measure of sensitivity. They indicate how strong the analytical reflection coefficient
ρ varies by changing the respective material parameter. We present our analysis for the
reflection coefficient. This is no limitation in general as we may draw identical conclusions
when doing the analysis with the transmission coefficient.
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Figure 5.17: Matrix elements of the Jacobian as a measure for the sensitivity of the
reflection coefficient in terms of the effective material parameters retrieved from one func-
tional fishnet layer with thickness dslab = 200 nm. The partial derivatives are evaluated
at k0 = 4.3µm−1, the resonance frequency of the fishnet metamaterial. On the left figure
we display the absolute values of the partial derivatives Jρ and the weight function w(ky).
The figure on the right shows the effective sensitivity in the retrieval procedure, where
the weight w(ky) has been considered into the partial derivatives. The parameters ϵyy,
µxx and γzz seem to be very sensitive ones, while ϵzz and γyy are rather less important in
the retrieval procedure.
In Fig. 5.17(left) we show the Jacobian for the reflection coefficient of the SSD model
evaluated at k0 = 4.3µm−1, the resonance frequency of the fishnet. Here, we concentrate
only on the real parts of the effective material parameters retrieved from one functional
fishnet layer with thickness dslab = 200 nm, as they contain the propagation aspect. Mean-
while, derivatives w.r.t. the imaginary parts only translate to how much the reflection
coefficient is affected w.r.t. loss. They are not of main importance here and will, therefore,
not be considered in the analysis. We further included the weighting function w(ky in
Fig. 5.17(left) that is plotted in green dotted line. Recall that we introduced the weight
into the fitting procedure with the purpose to capture at least the reflection and transmis-
sion coefficients in the paraxial regime. The adjusted sensitivity that also incorporates
that weight is depicted in Fig. 5.17(right). There, we show the product Jρw(ky). At
normal incidence, the retrieval is obviously very sensitive against the change of the local
parameters ϵyy and µxx, while it is less sensitive with regards to ϵzz. Also, at higher angles
of incidence the impact of the latter parameter remains rather small. Therefore, ϵzz can
be retrieved but due to the rather small influence on the overall merit function δ(k0) the
retrieval is not reliable. A quite noticable different dispersion of ϵzz might only cause a
small change to the overall merit function.
Concerning the nonlocal parameters, their sensitivity is significantly different. The
nonlocal parameter γzz seems to be a very sensitive one (note the downscale by 10−1
in the legend), which might also explain the importance of retaining nonlocality in the
homogenization of the fishnet. On the other hand, γyy is apparently not important even
in the paraxial regime. Such low sensitivity suggests that a huge change in the parameter
would only weakly affect the reflection and transmission values. Therefore, we obtain
a specific dispersion for the material parameter, but it makes the interpretation of the
functional dependency complicated.
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Figure 5.18: Lateral view of two functional fishnet layers. The orange layers refer to the
metal, dark gray to the dielectric spacer, and light gray to the air layers. On the left, we
have a stacking of the two original fishnet layers, where in each unit cell we have a pair of
metallic layers that are separated by a thin dielectric spacer. On the right, we have the
fishnet with a shifted unit cell, where the metallic layers only couple at the interface of
two unit cells.
Robustness of the retrieval method The electromagnetic response from a homogeneous
medium is independent on its termination, as in the homogeneous picture the incoming
light interacts with the slab as one entity rather than with its individual layers. In con-
trast, the response from mesoscopic systems such as the fishnet does depend on the order
of the material layers. For instance, the transmission coefficient depends on the impedance
of the layer adjacent to the substrate, whereas the effective propagation constant does
not change. In Ref. [93], it was shown that a purely dielectric structure made of alternat-
ing, deep-subwavelength layers change the reflection and transmission spectra, especially
when operated at the critical angle of total internal reflection, that is predicted from an
effective medium approach (there it is the local model without magnetization). Here, we
will show on the example of the fishnet that, with the S-parameter retrieval, we retrieve
different material parameters for different terminations.
To this end, let us consider a unit cell being shifted by half of its period in the z-
direction. In the original fishnet, the unit cell compromises a stack of air-metal-dielectric-
metal-air layers. The redefined unit cell now consists of a stack of dielectric-metal-air-
metal-dielectric layers, where the air thickness is doubled, and the dielectric layer is halved
compared to the original structure. Note that now, the dielectric layer is adjacent to the
cladding and substrate. The stacking of two of such unit cells is depicted on Fig. 5.18. It
is important to bear in mind that an infinite number of such unit cells in the z-direction
would lead to the same bulk material as previously. This symmetry is only broken by the
introduction of an interface.
Analogously to the situation of the original structure, we numerically calculate the
reflection and transmission coefficients for the fishnet with the redefined unit cell. After-
wards, we performed the S-parameter optimization approach by fitting the analytically
calculated reflection and transmission coefficients to those of the reference material. Here,
we studied one and two functional layers of such shifted unit cells. The retrieved effective
material parameters from one functional fishnet layer for the slabs with different termina-
tions are depicted in Fig. 5.19(a). Concerning the slab made from two functional fishnet
layers, the retrieved effective material parameters are depicted in Fig. 5.19(b).
As expected, for a single functional layer of this modified geometry, the induced dipole
moments in the metallic layers are now spatially separated by rather thick air layer. Their
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Figure 5.19: Real and imaginary parts of the retrieved effective material parameters
for the fishnet metamaterial from the original unit cell (solid) and from shifted unit
cell (dotted). We consider (a) a single stacking in the z-direction with slab thickness
dslab = 200 nm and (b) a double stacking with slab thickness dslab = 400 nm. In blue, we
have the retrieved material parameters used the local WSD approach and in red using
the nonlocal SSD approach. The permittivity strongly depends on the stacking. Notably,
the permeability µxx vanishes for one layer of the shifted unit cell. As expected, with a
stacking of two unit cells, the Lorentzian in the permeability µxx reappears with a smaller
amplitude, due to the dilution of the metamaterial. The nonlocal parameters for the
shifted unit cell are one order of magnitude smaller than for the original fishnet.
antisymmetric coupling has been previously responsible to induce the magnetic response.
This larger separation leads to the disappearance of the effective magnetic response in the
frequency range of interest. Therefore, the absence of a magnetic resonance and µxx ≈ 1.
This is a clear indication that the definition of the unit cell affects the response. The
magnetic resonance, however, appears again in a stack of two functional layers in the
z-direction, such that the second metal layer of the first unit cell is only separated by
2 × 1/2-dielectric layers from the first metal layer of the second unit cell, as depicted in
Fig. 5.18(right). This restores the original configuration and leads to an antisymmetric
and strong coupling between the induced dipole moments in the consecutive metal layers.
Therefore, at a qualitative level we restore the same material dispersion, but of course,
we also observe a weakening of the overall dispersion. This is a mere consequence of the
actual dilution of the metamaterial.
The electric permittivity ϵyy for one layer in contrast seems to depend only weakly
on such a shift. This makes sense because the electric response, in the lowest order ap-
proximation, only depends on the individual metallic layers and not on their coupling.
Nonetheless, we suppose that by including further functional fishnet layers the retrieved
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Figure 5.20: Dispersion relation of the fundamental and the first higher-order mode of
(left) the original structure with periodicity Λ = 60 nm, and (right) for the stretched
structure with periodicity Λ(3) = 180 nm with kx = ky = 0. For the original structure, the
fundamental mode with propagation number kFMMz,0 is very well isolated from the higher
order mode, as ℑ (kFMMz,0 )≪ ℑ (kFMMz,1 ). For the stretched structure it is, however, not the
case as only ℑ (kFMMz,0 ) < ℑ (kFMMz,1 ) holds. Here, the first-order mode is not sufficiently
attenuated to be neglected.
effective material parameters obtained from the two different unit cells converge to the
same values. However, due to to absorption, by adding a further fishnet layer the trans-
mission drops to very low values that are eventually too small for the retrieval.
Concerning the nonlocal parameters γyy and γzz, they show a much smaller resonance
amplitude for both one and two shifted layers compared to those retrieved from the original
structure. At last, only the ϵzz parameter seem to vary a lot below the resonance frequency,
where it shows a Lorentz resonance. Anyway, the interpretation of this parameter is quite
delicate, as it is a very insensitive one and hard to retrieve, as discussed above. Altogether,
our findings are in agreement with the findings documented in the references [93], [165].
5.4.2 Homogenization of wire media at extreme condi-
tions
In this subsection, we study on the example of the wire medium the importance of the
fundamental mode approximation, even in the nonlocal regime and push the nonlocal
models towards their limits and study their performance at extreme conditions. To this
end, let us consider the wire medium from Sec. 5.3.3 and laterally enlarge the unit cell by
a factor three. The period of the enlarged structure Λ(3) = 3Λ and its corresponding wire
radius is r(3)m = 3rm. By doing so, we keep the surface concentration f (3) = 4pi3
(
3rm
3Λ
)3
=
f equal to that of the original structure. Particularly important is that such scaling
changes the period-to-wavelength ratio, that is (Λ/λ) ≪ 1 for the original structure,
while
(
Λ(3)/λ
) ≈ 0.3 for the enlarged one. Notable differences may be already observed
in a modal analysis in terms of the dispersion relations of the fundamental mode kFMMz,0
and of the next higher-order mode kFMMz,1 . Both are numerically calculated using the plane
wave expansion ansatz that is part of the FMM and are depicted in Fig. 5.20 for both
original and enlarged structure for kx = ky = 0. Concerning the original structure, the
fundamental mode is well separated from the next higher-order mode, as the imaginary
part ℑ(kFMMz,0 ) ≪ ℑ(kFMMz,1 ) by at least one order of magnitude. Thus, the validity of the
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Figure 5.21: Amplitude of the reflected light |ρ| and of the transmitted light |τ | from
from the enlarged wire medium with thickness dslab = 300 nm and lateral periodicity
Λ = 180 nm using different approaches.
fundamental mode approximation is assured. However, for the enlarged wire medium,
where
(
Λ(3)/λ
)
is getting larger, ℑ(kFMMz,0 ) is only 5 times smaller than ℑ(kFMMz,1 ), hence,
the breakdown of the fundamental mode approximation is expected. With this, we drive
the system into a regime where we can legitimately anticipate that both theories should
encounter difficulties in homogenizing the enlarged structure.
In order to compare the analytical and numerical results, we show the reflection and
transmission coefficients spectra from the laterally enlarged wire medium slab, with the
same thickness dslab = 300 nm as in the original structure in Fig. 5.21. Again, the reference
data (a) and (d) are obtained using the FMM data, the WM results (b) and (e) from
the predictive Eqs. (4.82), and the SSD results (c) and (f) from the fitting procedure
described in Sec. 5.1 using the reflection and transmission Eqs. (4.62). Obviously, the
wire medium model starts to experience issues in predicting the optical coefficients, par-
ticularly when it comes to the transmission coefficients, for high frequencies and almost
all angles of incidence, even in the paraxial regime. On the other hand, the SSD model
is capable of adequately reproducing both reflection and transmission coefficients up to
an angle of incidence of 30◦. However, strong deviations from the reference are visible
beyond that angle, which renders this model inapplicable as well in that regime. A more
precise picture of this finding, and in particular the agreement of the SSD model with
the reference at small angles of incidence, is illustrated in Fig. 5.22(a), where we show
the reflection and transmission coefficients at a selected frequency k0 = 10.25µm−1. Here
as well, and even more pronounced than previously seen in Fig. 5.16(a), the mismatch
between the analytically predicted and numerically calculated optical coefficients in the
paraxial regime might be linked to the phenomenologically imposed additional interface
condition for the WM model, which at normal incidence is equivalent to the tautology
0 = 0. We recall that even at normal incidence spatial dispersion is still present, as the
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Figure 5.22: (a) Reflection and transmission amplitudes from the enlarged wire medium
with period Λ = 180 nm at a selected frequency k0 = 10.25µm−1. The solid (dashed)
curves represent the reflection (transmission) coefficients, while the black curves represent
the reference simulations. The WM model (blue curves) completely misses the reference
data, even at normal incidence, whereas the SSD model (red curves) manages to capture
both optical frequencies at least to an angle of incidence of 30◦. (b) Real (solid) and
imaginary (dashed) parts of the retrieved effective material parameters of the SSD model
as a function of the frequency k0.
effective permittivity remains kz-dependent (see Eq. (4.73)) and field is still a superposi-
tion of two plane waves with different wave vectors kWM± (cf Eq. (4.77)). Ultimately, the
effective material parameters of the SSD model for the enlarged wire medium are shown in
Fig. 5.22(b). The retrieved x-components show Lorentzians with a resonance frequency
k0 = 9.5µm−1, whereas the z-components become noisy and less coherent. We cannot
extract a clean functional dependency, such as a Lorentzian or Drude curve. This might
be linked to the fact that these parameters are less sensitive in the retrieval method, as
discussed in Sec. 5.4.1.
One last remark concerning the resulting reflection and transmission coefficients from
both models is in order. We would like to emphasize once more that the WM model pre-
dicts the optical coefficients within minutes, by only knowing the geometrical data, i.e.,
thickness, radius, and filling factor, and the material parameters, i.e., the permittivities
of metal and host medium. On the contrary, the SSD model requires the passage through
the S-parameter optimization approach, i.e., a fitting procedure that lasts hours to present
the results shown in this section. In a nutshell, the WM model is straightforward, and
fast, while the SSD model is slow and more precise. That being said, concerning homog-
enization in general, no effective medium model can be a priori trusted and a rigorous
numerical simulation is frequently required to check the validity of the approaches. This
was entirely considered in the thesis.
5.5 Chapter summary and discussion
To conclude, in this chapter we applied the homogenization models developed in Ch. 4
on centrosymmetric metamaterials of different kinds to retrieve their effective material
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parameters. Due to the complicated expressions of the derived reflection and transmission
coefficients in the nonlocal approach, the classical S-parameter retrieval method, based on
direct inversion of these optical coefficients, is not applicable here. Therefore, we presented
in Sec. 5.1 the parameter retrieval method, that we called the S-parameter optimization
approach. It is based on a fitting procedure that takes oblique incidence into account.
In order to get first hands on this method, we first studied an easy material, made from
dielectric spheres arranged on a cubic lattice. Despite the isotropy of this material, a
fitting at oblique incidence has been considered as well. At frequencies close to the first
band gap, we have found that the nonlocal SSD model is able to capture the Brewster
angle, whereas the local WSD model fails to do so.
The spotlight in this chapter was put on the fishnet metamaterial, a peculiarly inter-
esting material with a negative index in the studied frequency range. From the analysis
of the dispersion relations, we confirm the importance of a nonlocal description of that
material. We studied two nonlocal approaches, namely the SYM model, that incorporates
the second-order symmetry terms, the SSD model, the four-order approach, and of course
the local WSD model for benchmarking. We find that the SSD model surpasses both
WSD and SYM models in the studied frequency range. From the analysis of the bulk
dispersion relations, we got first insights on the wave parameters such as the refractive
index, but not on the individual material parameters. The actual full homogenization
process requires the assignment of effective material parameters to a structure. This can
only be done when reflection and transmission from a slab is considered. There, we stud-
ied the WSD and the SSD models side by side and have found that the WSD model
predicts a causality- and passivity-breaking permittivity ϵyy. This unphyiscal behaviour
was lifted with the introduction of nonlocality and is not present in the permittivity of
the SSD model. Further, the SSD model adequately predicts the optical coefficients at
higher angles of incidence, whereas the applicability of the WSD approach is limited to
the paraxial regime. This is another indication that nonlocality should be considered for
a meaningful homogenization.
While the retrieved parameters were roughly independent from the number of layers,
and hence, from the thickness of the material, they, however, strongly depend on the se-
quence of the individual layers of the fishnet. We repeat in Sec. 5.4.1 the same simulations
for the same structure, but with a dielectric spacer as a first layer, instead of air. For a
single functional fishnet layer, the induced electric dipoles in the metallic layers (that are
now far apart) do not couple and we find that the magnetic resonance vanishes. Hence,
the material effectively behaves as a diluted metal. The magnetic resonance reappears
again when at least two functional fishnet layers are stacked in the z-direction. There, the
last metal layer of a unit cell strongly couples to the first metal layer of the next unit cell,
as the distance between metals is again the thickness of the dielectric spacer of the original
structure. Further, we find that some of the parameters are rather hard to interpret. As
already discussed in Sec. 5.3.2, the z-component of the permittivity is hard to retrieve as
at normal incidence the incident field does not couple at all to this component. Also, at
higher angles of incidence the impact remains rather small. Therefore, the parameter can
be retrieved but due to the rather small influence on the overall merit function the re-
trieval is not reliable. A weakly different dispersion of the material parameter might only
cause a small change to the overall merit function δ(k0). To emphasize on this aspect,
which also applies to some of the nonlocal material parameters, we made a sensitivity
analysis in Sec. 5.4.1 and discussed it. It clearly stresses that some parameters are hard
to retrieve as the optical response from the slab geometry is rather insensitive against
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these parameters. Therefore, we obtain a specific dispersion for the material parameters,
but it makes the interpretation of the functional dependency complicated.
At last, we studied in Sec. 5.3.3 the wire medium model for which an analytical model
already exists, namely the nonlocal wire medium (WM) model. In this study we provided
numerical benchmarks for both theories and have shown that there is no unique effective
medium description for metamaterials. We compare two substantially different nonlocal
effective medium models and find that, if the fundamental mode approximation is verified,
both WM and SSD models give fairly good outcomes in the effective picture compared to
the full wave simulation of the reference. We obtained further findings from a second wire
medium, where the unit cell is larger. There, the period-to-wavelength ratio gets closer
to unity and the fundamental mode approximation breaks down. As a consequence,
the WM model breaks down for all studied frequencies and angles of incidence, even at
normal incidence, and fails to predict the optical coefficients from a slab. The SSD model,
however, manages to capture this response up an angle of incidence of 30◦. This finding
is in favor for the SSD model, and was unexpected. We first anticipated that the WM
model, that is specially conceived for wire media is rather the robust one while the SSD
model would have shown inconsistencies. For that reason, we conclude that there is no
assurance that an effective medium theory can predict the electromagnetic response of a
metamaterial, unless and a rigorous numerical simulation is done to check the validity of
the theory.
6 | Thesis summary and perspectives
In this thesis, we introduced a viable route to effectively describe homogenized metama-
terials with the assumption of a nonlocal response. The effective properties shall allow us
to reproduce in a best possible sense the full wave response from the actual metamaterial
with all its fine details while considering the metamaterial at an effective level, i.e., as
homogeneous. We showed the importance to go beyond the usually employed local con-
stitutive equations and took nonlocality into account to adequately describe homogenized
metamaterials on equal footing as natural materials. Of course, we are not the first to
work in this direction, but the approach we have chosen is generally applicable and does
not hinge on the assumption of a specific geometry for the centrosymmeric metamaterial.
Our approach is based on a Taylor approximation of the nonlocal kernel in k-space, that
linearly links the displacement field to the electric field of light, while retaining terms up
to the fourth order.
We showed that, contrary to local materials, for any given set of a specific frequency
k0(k) and two chosen components of the wave vector k, multiple plane waves exist as so-
lutions with different propagation constants kz. This is a consequence of the polynomial
order of the wave equation in k, i.e., dispersion relation that increases with an increasing
truncation order of the Taylor approximation of the nonlocal kernel ˆ˜R(k, k0). Accordingly,
the study of how light couples at the interface from one medium to another requires the
derivation of additional interface conditions. The ordinary interface conditions are not
enough to unambiguously fix all the amplitudes of the plane waves involved when con-
sidering reflection and transmission at an interface between an ordinary medium and the
considered nonlocal metamaterial. With the collaboration of Dr. Andrii Khrabustovskyi,
the interface conditions have been derived using the weak formulation of the wave equa-
tion. This required some concepts of functional analysis and distribution theory. These
fields of mathematics are rather unfamiliar to the physics community, and the analysis
here, required going deeper therein. Therefore, in Ch. 2 we gave the necessary mathe-
matical background and elaborate on the basics of distribution theory and on the concept
of the weak formulation, the tool with which the interface conditions were derived. The
chapter is written in a mathematical style, but nevertheless, each topic is accompanied
with a physical example for motivation.
In Ch. 3, we gave the theoretical background behind spatial dispersion in periodic
metamaterials at optical frequencies. We discussed two possibilities causing nonlocal
effects to appear. Either the material has strong multipolar resonances and is excited
close to a resonance line and/or the mesoscopic feature of the structure are visible to the
incoming electromagnetic wave. The latter case was discussed in terms of the critical
parameter (a/λ), where a denotes a characteristic length of the metamaterial, e.g., a
dimension of the unit cell. For a local homogenization approach, we discussed the weak
spatial dispersion approximation (WSD) that is only valid if (a/λ) ≪ 1. This became
particularly clear in the study of an array of dielectric spheres on a cubic lattice for
zero frequencies up to the first photonic band gap. Further, we discussed the origin of
the artificial magnetic response of metamaterials at optical frequencies. Via a suitable
gauge transformation, we identify such response as a second-order nonlocal response in the
electric field. This is still captured by the WSD. However, in our numerical examples, it
has been later shown in the thesis that the WSD turns to be insufficient when considering
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light propagation inside the metamaterial in an arbitrary direction, or it only works in
a parameter regime where the operational wavelength is much longer than the size of
the unit cells. Unfortunately, the relevant dispersive effects are not observable in such
long-wavelength regime. Therefore, to effectively capture the physics, material laws must
be considered that go beyond the local response, i.e. they have to be nonlocal.
Nonlocality beyond the WSD approach was the main topic of Ch. 4. For the case of
centrosymmetric metamaterials, we started from the WSD approach and extended it into
two directions that incorporate nonlocal material laws, that only rely on the assumption of
a specific symmetry class of the unit cell, namely centrosymmetry, but not on the detailed
geometry. First, the symmetry model that retains all nonzero second-order symmetry
terms for materials whose unit cell have a D2h symmetry, e.g. the fishnet metamaterial,
and second, the strong spatial dispersion model (SSD) that takes derivatives up to the
fourth order into account. In the analysis of bulk dispersion relations, we showed that the
obtained isofrequency contours give rise to more advanced curves that allow to homogenize
metamaterials with dispersive features not captured by a local material law. Later, on
the example of the fishnet, we find that both proposed nonlocal models indeed offered
a more accurate description of the bulk properties of this metamaterial. Further, we
find that both nonlocal models sustain an additional mode that requires an additional
interface condition to be formulated in order to unambiguously determine the amplitude
of that mode. The interface conditions are derived from first principles and were not
phenomenologically introduced, as it was the case in the wire medium (WM) model [59].
The derivation of the interface conditions relies on the evaluation of a weak formulation of
the wave equation in a small volume enclosing the interface. With the interface conditions
at hand, we derived the corresponding Fresnel matrices for both slab and half-space
problem. They are required to obtain the analytical expressions for the reflection and
transmission coefficients, and to be able to compare them to those of a heterogeneous
metamaterial.
The application of these homogenization models was essentially done in Ch. 5, where
the effective parameters are determined from the S-parameters of the original structure.
Due to the complexity of the analytical expressions of the optical coefficients, we extended
the classical S-parameter retrieval method to an S-parameter optimization problem. We
introduce this approach in Sec. 5.1. It is essentially a fitting procedure where we define a
merit function and minimize it w.r.t. the effective material parameters and also include
illuminations at oblique incidence. In the first two case studies, namely the array of dielec-
tric spheres and the fishnet metamaterial, we demonstrated the importance of considering
nonlocality by showing the improved matching between the reflection and transmission
coefficients to those of a mesoscopic metamaterial by considering SSD instead of WSD. In
addition, the permittivity ϵyy retrieved using WSD approach showed an anti-Lorentzian
resonance, that drives its imaginary part to negative values. This is unphysical and breaks
both causality and passivity, if considered as an isolated material parameter. Such fea-
tures disappear when SSD is considered, which is a further indication that nonlocality
should be considered in the effective description of metamaterials. We further compared
two nonlocal models, the WM model and the SSD model for the homogenization of the
wire medium. First, with an analytical analysis of the dispersion relations and interface
conditions for both WM and SSD models, we confirm that the models are fundamentally
different. It shall be emphasized that this discrepancy was not present in the bulk prop-
erties, i.e. dispersion relations, but it only emerges at the level of interface conditions.
Further, we studied and showed the importance of the period-to-wavelength ratio in the
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validity of the approaches, and more importantly, we concluded that homogenization is
not unique. In a strict sense, the study implies that multiple models of homogenization
can be applied to describe the optical response from a certain metamaterial.
With that being said, we have further shown in Sec. 5.4, on both fishnet structure
and wire medium, that homogenization is not perfect yet and that the retrieval method
still has its weaknesses. The retrieval method, for instance, could profit from further
optimizations, to reliably capture the z-component of the permittivity. The sensitivity
analysis in Sec. 5.4.1, clearly shows that this parameter is not properly considered into
the fitting procedure, mainly due to the introduced weighting function that focuses in
the paraxial regime. However, in the cause of the time we came to the conclusion that
such weighting is essential to at least capture the reflection and transmission at normal
incidence, with a reasonable amount of time. We did not show it here, but omitting the
weight gave inconsistent results after an even longer minimization of the merit function.
For instance, with the current numerical method, a uniform weighting leads to a long-
lasting fitting that renders the parameter retrieval very slow. The trend nowadays is to
improve such optimization problems with machine learning algorithms to speed up the
parameter retrieval. A trained neural network would tremendously reduce the amount
of time required for the fitting procedure. The network training itself, depending on the
problem, may demand a lot of efforts. But in the retrieval case, the problem is quite
simple so the network training doesn’t end up very computationally expensive anyway.
This is different from cases for inverse design for example, where networks have to produce
a two-dimensional output of surface geometry from input spectra. Besides, if the trained
network for the parameter retrieval is universal, then the trained the network is quite
useful for large variety of cases. But this claim must be proven or verified in the first
place.
Further, by virtue of the general formalism we’ve been developing here, other kinds
of nonlocal constitutive relations can be explored. In Sec. 5.3, we particularly showed
that going from a second order to a fourth order constitutive relation allows for a better
prediction of the actual optical coefficients of heterogeneous metamaterials when compared
to full wave reference simulations. This is encouraging and motivates further research
with constitutive relations with an even higher truncation order. Taking even higher
order terms into account, would definitely make the homogenization more accurate. Of
course, more degrees of freedom would, again, require more time for the fitting procedure,
but with the right optimization methods, this can be speed up as well. Nonetheless,
rigorous numerical simulations are necessary to check the validity of the approach. Quite
honestly, the absolute validity of a homogenization model can never be proven, as there
will always be a point of insufficiency, i.e., an illumination scenario of some metamaterial
from which the effective description predicts a different optical response than the full
wave consideration of the actual structure does. An example of such subtle failure was
demonstrated in Sec. 5.4.1, where the retrieved effective material parameters depend on
the definition of the unit cell, even though, the bulk material remains unchanged.
Without demanding such absoluteness, the present work can be rationally extended
to a more general class of metamaterials where a nonlocal description is an important and
timely issue, namely the study of nonlocality in metamaterials without central symmetry.
Lifting such restriction enables chirality and, perhaps, effects beyond. The state-of-the art
model is the set of bi-anisotropic constitutive relations, see Eqs. (3.54-3.55), that form a
general case of the WSD model for gyrotropic media. On the other hand, there is no reason
to exclusively approximate the nonlocal kernel by a polynomial of k, i.e., by a Taylor
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approximation. Even though such approach can capture the dispersion relations quite well
for an increasing interval of the transversal wave vector component, an approximation with
a higher polynomial degree causes stronger divergences beyond the interval considered to
determine the material parameters. An alternative route to relax or even circumvent
such divergences which has at least better predictive strength with a smaller or at least
the same number of degrees of freedom is the approximation of the nonlocal response
kernel by a Padé-approximant. A Padé-approximant is a rational function of k, where
the Taylor-approximant is just a special case of. A relevant physical example of a Padé-
approximant is the hydrodynamic model for describing nonlocality in wire media. We
discussed this special case in Sec. 4.4.2, and in particular Eq. (4.73). We have shown
in Sec. 5.4.2 that such model with polynomials of second degree in both numerator and
denominator, remains insufficient and prompts further research. A consideration of a
Padé-approximant with higher orders will definitely bring us closer to the reconstruction
of the nonlocal response function for a certain metamaterial.
Besides the seek for different nonlocal response functions, further research in the con-
text of metamaterials is immediately possible where the physics of such nonlocal meta-
materials can be investigated. It starts by analyzing basic optical phenomena in the
presence of metamaterials with strong nonlocal response. Just to give one example, af-
ter studying guided surface modes sustained at interfaces of nonlocal materials in our
previously published work [127], it would be intellectually interesting to investigate the
properties of guided modes propagating in structured wave guides of slab form. One may
also study further potential applications that depend on such nonlocal metamaterials,
that will eventually enter in future textbooks and lectures on optics. Finally, the devel-
opment of suitable numerical tools to study light propagation in nonlocal metamaterials
is of contemporary interest.
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A | General symmetry properties for
centrosymmetric metamaterials
The general expression of the nonlocal response tensor Rˆ up to second order is
Di(r, k0) = Rˆij(∇, k0)Ej(r, k0) := ϵijEj(r, k0) + cijlm∇l∇mEj . (A.1)
According to Casimir-Onsager symmetry relations for reciprocal media (3.30), it must
hold that Rˆij = Rˆji, which also implies
cijkl = cjikl . (A.2)
We further require that the electric field E is at least a C2(R3)-function. Consequently,
according to the equality of mixed partials (Schwartz’s theorem), the second-order deriva-
tives can be interchanged which renders
cijlm∇l∇mEj = cijlm∇m∇lEj = cijml∇l∇mEj .
In the first equality we put the fact that E ∈ C2(R3) and in the second equation, we
simply relabeled the indices. In fact, we have
cijlm = cjilm = cijml = cjiml . (A.3)
These are the fundamental symmetry conditions for the fourth-rank tensor cijlm. This
reduces the number of different components from 81 to only 36 [50].
If we consider a concrete crystal with specific symmetries, the number of independent
components can be further reduced. In the monoclinic system, the unit-cell is described
by vectors of unequal lengths. They form a rectangular unit-cell with a parallelogram as
its base. Hence two vectors are perpendicular (meet at right angles), while the third vector
meets the other two at an angle other than 90◦. Here, 16 components of the tensor cijlm
vanish, particularly, all components in which an index appears only once or exactly three
times vanish, e.g., cxyyy = 0 and cxyzz = 0, etc.. Hence, only 20 independent components
are non-vanishing [50].
The Fishnet metamaterial that we consider, and all other structures we previously study
as well, are at least of D2h symmetry (Orhtorhombic system) with three twofold (rotation
by pi) symmetry axes. Orthorhombic crystals result from stretching a cubic lattice along
two of its orthogonal pairs by two different factors, resulting in a rectangular unit-cell with
a rectangular base. All three bases intersect at 90◦ angles, so the three lattice vectors
remain mutually orthogonal . It follows that only 12 components survive [50]. These are
ciiii for i ∈ {x, y, z} (A.4)
ciijj for (i, j) ∈ {x, y, z} × {x, y, z} and i ̸= j , (A.5)
cijij for (i, j) ∈ {x, y, z} × {x, y, z} and i ̸= j . (A.6)
Remark A.0.1. The components ciiii were only considered in our first manuscript and
correspond to the (usually neglected) symmetry-terms that we called β.
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In a crystal with cubic symmetry, the number of independent components decreases
dramatically. Only 4 independent components remain which are
c1 = cxxxx = cyyyy = czzzz , c2 = cxxzz = cyyxx = czzyy , (A.7)
c3 = cxyxy = cyzyz = czxzx , c4 = czzxx = cxxyy = cyyzz . (A.8)
In an isotropic medium, the non-vanishing components are the same as for the cubic
system with the further constraint that c2 = c4 and c3 = c1− c2. Altogether, we have two
independent components only [50].
In the following, we shall study case by case the validity of Casimir-Onsager for three
different positions of αˆ(k0) in the second order expansion for D(r, k0). In other terms we
analyze the three constitutive relations
D(r, k0) = ϵˆE(r, k0) +∇× αˆ∇× E(r, k0) ,
D(r, k0) = ϵˆE(r, k0) +∇×∇× αˆE(r, k0) ,
D(r, k0) = ϵˆE(r, k0) + αˆ∇×∇× E(r, k0) ,
and show that only the first one satisfies Casimir-Onsager reciprocity. The other two are,
therefore, unphysical.
A.1 Let D(r, k0) = ϵˆE(r, k0) +∇× αˆ∇× E(r, k0)
This is the usual case that we always considered in the Taylor approach. This constitutive
relation requires that
cijlm∇l∇mEj != [∇× (αˆ∇× E)]i . (A.9)
Then, it holdsαyy∇x∇zEz − αyy∇z∇zEx + αzz∇x∇yEy − αzz∇y∇yExαxx∇y∇zEz − αxx∇z∇zEy + αzz∇x∇yEx − αzz∇x∇xEy
αxx∇y∇zEx − αxx∇y∇yEz + αyy∇x∇zEx − αyy∇x∇xEz
 , (A.10)
where it has been assumed that αˆ is a diagonal matrix. Comparing the coefficients yieldscxzxz = αyy , cxxzz = −αyy , cxyxy = αzz , cxxyy = −αzzcyzyz = αxx , cyyzz = −αxx , cyxyx = αzz , cxxyy = −αzz
czyzy = αxx , czzyy = −αxx , czxzx = αyy , czzxx = −αyy

The coefficients in the same color are related to the same material parameter αii. From the
comparison, we note that the assumption in Eq. (A.9) is compatible with the fundamental
symmetry constraints in Eq. (A.3). For example we systematically obtain terms such as
cxyxy = cyxyx = αzz or cyzyz = czyzy = αxx. We also note that there are constraints
that impose ciijj = cjjii for all (i, j) ∈ {x, y, z} × {x, y, z} and i ̸= j, which are not part
of the fundamental symmetry constraints. For instance, we have cxxzz = czzxx = −αyy.
Furthermore the fact that such terms differ by a minus sign as well, i.e., cijij = −ciijj
for all (i, j) ∈ {x, y, z} × {x, y, z} and i ̸= j suggests that the assumption in Eq. (A.9)
is of higher symmetry than simply spatial inversion symmetry. The first constraints, i.e.,
ciijj = cjjii for all (i, j) ∈ {x, y, z}× {x, y, z} and i ̸= j renders the crystal of a tetragonal
system, i.e., of fourfold symmetry. They define the symmetry classes C4 and D4h.
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Remark A.1.1. The fishnet metamaterial is of D2h symmetry (only), while we assume
Eq. (A.9) to hold. We technically try to describe a system with lower symmetry (D2h)
with coefficients of higher symmetry (D4h).
Remark A.1.2. The second constraint cijij = −ciijj for all (i, j) ∈ {x, y, z} × {x, y, z}
and i ̸= j, is not linked to a symmetry.
A.2 Let D(r, k0) = ϵˆE(r, k0) +∇×∇× αˆE(r, k0)
In this case we enforce the coefficients to obey
cijlm∇l∇mEj != [∇×∇× (αˆE)]i . (A.11)
Then, it holds−αxx∇y∇yEx − αxx∇z∇zEx + αyy∇x∇yEy + αzz∇x∇zEz−αyy∇x∇xEy − αyy∇z∇zEy + αxx∇x∇yEx + αzz∇y∇zEz
−αzz∇y∇yEz − αzz∇x∇xEz + αxx∇x∇zEx + αyy∇y∇zEy
 , (A.12)
Comparing the coefficients yieldscxxyy = −αxx , cxxzz = −αxx , cxyxy = αyy , cxzxz = αzzcyyxx = −αyy , cyyzz = −αyy , cyxyx = αxx , cyzyz = −αzz
czzyy = −αzz , czzxx = −αzz , czxzx = αxx , czyzy = αyy

From this comparison, we read out that the assumption in Eq. (A.11) yields that si-
multaneously cxyxy = αyy and cyxyx = αxx hold. Following the fundamental symmetry
constraints (A.3), it must hold that
cxyxy = cyxyx ⇒ αyy = αxx
Furthermore, we have cyzyz = αzz and czyzy = αyy that results in αzz = αyy. Finally, it
must hold that
αxx = αyy = αzz .
Consequently, the system has to be isotropic, otherwise physical symmetries are violated.
In this case, the position of αˆ among the curl operators is irrelevant and can be placed in
another position. Hence, this case is essentially trivial.
A.3 Let D(r, k0) = ϵˆE(r, k0) + αˆ∇×∇× E(r, k0)
Here, αˆ is positioned on the left. This supposition imposes that
cijlm∇l∇mEj != (αˆ∇×∇× E)i . (A.13)
Then, it holdsαxx∇x∇yEy − αxx∇y∇yEx + αxx∇x∇zEz − αxx∇z∇zExαyy∇x∇yEx − αyy∇x∇xEy + αyy∇y∇zEz − αyy∇z∇zEy
αzz∇x∇zEx − αzz∇x∇xEz + αzz∇y∇zEy − αzz∇y∇yEz
 , (A.14)
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Comparing the coefficients yieldscxyxy = αxx , cxxyy = −αxx , cxzxz = αxx , cxxzz = −αxxcyxyx = αyy , cyyxx = −αyy , cyzyz = αyy , cyyzz = −αyy
czxzx = αzz , czzyy = −αzz , czyzy = αzz , czzyy = −αzz

From this comparison, we read out that the assumption in Eq. (A.13) yields that cxyxy =
αxx, cyxyx = αyy and cxzxz = αxx, czyzy = αzz hold simultaneously. Following the funda-
mental symmetry constraints (A.3), it must hold that
αxx = αyy = αzz .
Finally, the system has to be isotropic as well. In this case, the position of αˆ among the
curl operators is irrelevant and can be placed in another position. Hence, this case is
essentially trivial as well.
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