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Solar powerHigh shares of intermittent renewable power generation in a European electricity system will require
flexible backup power generation on the dominant diurnal, synoptic, and seasonal weather timescales.
The same three timescales are already covered by today’s dispatchable electricity generation facilities,
which are able to follow the typical load variations on the intra-day, intra-week, and seasonal timescales.
This work aims to quantify the changing demand for those three backup flexibility classes in emerging
large-scale electricity systems, as they transform from low to high shares of variable renewable power
generation. A weather-driven modelling is used, which aggregates eight years of wind and solar power
generation data as well as load data over Germany and Europe, and splits the backup system required
to cover the residual load into three flexibility classes distinguished by their respective maximum rates
of change of power output. This modelling shows that the slowly flexible backup system is dominant at
low renewable shares, but its optimized capacity decreases and drops close to zero once the average
renewable power generation exceeds 50% of the mean load. The medium flexible backup capacities
increase for modest renewable shares, peak at around a 40% renewable share, and then continuously
decrease to almost zero once the average renewable power generation becomes larger than 100% of
the mean load. The dispatch capacity of the highly flexible backup system becomes dominant for renew-
able shares beyond 50%, and reach their maximum around a 70% renewable share. For renewable shares
above 70% the highly flexible backup capacity in Germany remains at its maximum, whereas it decreases
again for Europe. This indicates that for highly renewable large-scale electricity systems the total
required backup capacity can only be reduced if countries share their excess generation and backup
power.
 2016 The Authors. Published by Elsevier Ltd. This is anopenaccess article under the CCBY-NC-ND license
(http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
The dispatchable electricity generation facilities that are wide-
spread today were mainly constructed with the aim of matching
demand requirements. They split more or less into three flexibility
classes, which are able to follow the typical load variations on the
intra-day, intra-week, and seasonal timescales; see Fig. 1. During
the day, variations in the load are usually due to human activity.
Furthermore, the load is reduced during weekends and public hol-
idays, and seasonal changes lead to higher load in the winter due to
longer nights and increased heating demand. Examples of current
slowly flexible generators are nuclear and lignite power plants,
coal and combined-cycle gas power plants are medium flexible,
and open-cycle gas turbines are highly flexible.This mix of conventional power generation plants is going to
change. In order to mitigate the negative impact of climate change,
some countries (like Germany and Denmark) are following ambi-
tious targets on reducing CO2 emissions and on increasing the inte-
gration of renewable energies [2]. Both targets pressure the
existence of some of the conventional power plants, in particular
the lignite and coal power plants. As to the second target, the
increasing share of weather-driven variable renewable energy
sources (VRES) – mainly wind and solar PV power – poses new
challenges, and in particular leads to an increase in fluctuations
of the residual load. This requires more highly flexible backup
power plants. Slowly flexible power plants will be less needed,
but phasing them out too early might turn out to be a mistake.
In highly renewable electricity systems the same three flexibil-
ity timescales as in the conventional power systems are also pre-
sent [1]. They are determined by the weather variations which
cause the wind and solar power generation to fluctuate. The
Nomenclature
VRES variable renewable energy sources
PV photovoltaics
DE Germany
Agg. aggregated Europe
av.l.h. average load hours
T total number of hours
t specific hour of the time series
LðtÞ load
hLi mean load
LRðtÞ residual load
WðtÞ wind generation
SðtÞ solar generation
c gross share of VRES
a wind fraction
i flexibility class
mi maximum rate of change
BiðtÞ power output
Ki power capacity
Ktot total power capacity
c;wi capacity weight parameters
d;v i dispatch weight parameters
Emiss missing energy
Eexcess excess energy
f i utilization fraction
U optimization function
q quantile of fully covered hours
Nmiss number of partly covered hours
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clearly seen in the solar power generation following the availabil-
ity of sunlight; see again Fig. 1. Wind variations are dominated by
synoptic weather patterns in Europe, which fluctuate on the time-
scale of three to ten days [3]. These weekly fluctuations also have
an effect on the solar irradiation and thus the solar photovoltaic
(PV) production. Finally, seasonal changes are observed, with typ-
ically more wind power production and less solar PV generation in
winter and vice versa in summer.
To include a large share of variable renewable energy, the
energy system has to becomemore flexible. There is a considerable
spread in the interpretation of what flexibility in the electricity
system actually means, ranging from the more direct definition
of the ability to react to variability, e.g., [4], and uncertainty of fore-
casts of variable generation [5], to more indirect policy, regulation,
and market implementation issues of making balancing energy and
power available, e.g., [6]. Depending on the complexity of the mod-
elled system, different flexibility metrics have been proposed or
reviewed. Metrics based purely on the properties of the residual
load at given shares of variable generation are defined by Tarroja
et al. [7]. They allow insight into principal properties of the flexibil-
ity requirements of the dispatchable part of an energy system. In a
similar setting, Huber et al. [8] focus on flexibility needs based on
(residual) load gradients over different time intervals and spatial
scales in Europe. Additional metrics can be defined in dispatch sim-
ulations, e.g., to measure the difference between forecast and
actual (residual) load [9], missing or surplus energy, or missing
or surplus power [10] (see [11] for a comprehensive summary).
These also include different metrics for the (in-) sufficiency of flex-
ibility in the systems, such as the loss of load expectation or theFig. 1. Examples of time series of load and weather-based wind/solar generation in Germ
over one month to see long-term trends. (b) Hourly load and generation for two example
one.number of unserved hours [9]. This study concentrates on the chal-
lenges posed by ramp rates in the residual load, measuring the
quality of the flexible system in terms of unserved energy.
Dispatchable generators are not the only possible source of flex-
ibility. Recent studies considered the influence of storage (e.g.,
[12]), transmission grid extension (e.g., [13]), demand-side-
management, curtailment, system integration with the heating
(e.g., [14]) and transport sector (e.g., [15]), economic efficiency
(e.g., [16]), forecast errors, and combinations thereof. Kondziella
and Bruckner [17] provide a thorough review of different technical,
economic, and market based modelling approaches and require-
ments for the different aspects of flexibility demand. A range of
more specialized flexibility metrics for these options is reviewed
by Østergaard [18].
This paper analyses a stylized model of the European electricity
system, consisting of weather-based wind and solar PV generation
and historical load data from Ref. [1] with hourly resolution. These
are assumed to be complemented by dispatchable generation of
three flexibility classes, which are designed to follow the load
and the renewable power generation on the diurnal, synoptic,
and seasonal timescales, respectively. To define the three flexibility
classes, maximum ramp rates are assigned in a top-down manner.
Their total capacities as well as their dispatch are treated as opti-
mization variables. Similar flexibility classes are also defined in
Ref. [19], where a Fourier-like decomposition of the residual load
is used to estimate flexibility requirements, but their model
focuses on a optimal decommissioning of the currently installed
capacities.
First discussions of the explicit impact of the dominant meteo-
rological timescales on the required backup infrastructure ofany based on data described by Heide et al. [1]. (a) All eight years of data, smoothed
weeks in October 2000. All time series have been normalized to an average load of
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been put forward. Heide et al. [1] discuss a seasonal optimal mix
of wind and solar power, where the combined renewable power
generation exactly follows the seasonal dependence of the load.
They find that this greatly reduces the need for storage. In addition,
Jensen and Greiner [20] show that the remaining required amount
of storage is mainly determined by the fluctuations of the renew-
able power generation on the synoptic timescale. With the same
modelling approach, Rodríguez et al. [21] and Becker et al. [22]
estimate the transmission needs across a highly renewable Euro-
pean power system, highlighting the importance of large-scale
transmission grid expansion. The balancing energy and power
requirements have been addressed in [23,24]. However, all the bal-
ancing needs have been assumed to be only highly flexible. Differ-
ent flexibility classes have not been discussed there, and will be the
main focus of this study.
The model presented here uses the backup system as only
source of flexibility. This simplified approach allows to assess the
general trends of the flexibility requirements, and especially the
optimal contribution of slowly flexible generators in the electricity
sector if no other flexibility options are available. However, the
model does not consider the impact of additional flexibility like
storage and transmission to avoid the complex interplay between
different flexibility options in more detailed models [17]. Never-
theless, it can be used to provide a basis for the quantification of
the benefits of other options.
The paper is organized as follows: Section 2 describes the data
base and the modelling approach. Further technical details of the
model can be found in Appendix A. The main results are presented
in Section 3, whereas model sensitivities to the physical parame-
ters are shown in Section 4. The results as well as model assump-
tions and potential extensions are discussed in Section 5. Section 6
compares the decommissioning timescales of the optimized and
installed slowly flexible capacities in Germany. Finally, Section 7
summarizes the conclusions and provides an outlook for further
relevant research topics.2. Methods
In this paper the power system model consists of variable
renewable energy generation from wind and solar PV in combina-
tion with a dispatchable, conventional backup system that
together balance the electricity consumption.
2.1. Data
The power generation data for wind and solar energy are based
on historical weather data for 30 European countries covering the
years 2000–2007 with time resolution of 1 h on a grid with a
spatial resolution of about 50 50 km2, as described in detail by
Heide et al. [1]. There, the generation data were aggregated on
country level, ignoring national transmission constraints. These
authors also provided the corresponding national hourly energy
consumption data as published by the transmission system opera-
tors [25]. Here, the time series for wind power generation WðtÞ,
solar power generation SðtÞ, and consumption LðtÞ, are normalized
to their mean hWi ¼ hSi ¼ hLi ¼ 1, where hi is the time average of a
series.
Whenever the consumption is higher than the renewable gen-
eration, the remaining demand has to be covered by a backup sys-
tem. This residual load LRðtÞ at each hour t is calculated as the
positive part of the difference between consumption and renew-
able energy production:
LRðtÞ ¼ LðtÞ  c aWðtÞ þ ð1 aÞSðtÞ½ ð Þþ ð1Þwhere a 2 ½0;1 is the wind fraction in the relative share between
wind and solar power generation, and c is the VRES gross share,
i.e. the average combined wind and solar power production in units
of the mean load. For c ¼ 1, the average renewable generation
equals the average consumption over the 8-year period. Here,
ðXÞþ ¼ maxð0;XÞ denotes the positive part of a quantity X. Similarly,
ðXÞ ¼ minðX;0Þ is the negative part of X.
Throughout this paper, a fixed wind-solar ratio of a ¼ 0:7 is
chosen for each country, which is a good approximation to the
optimal mix that minimizes the average residual load [21].2.2. Modelling dispatchables
The electricity system beyond load and VRES generation is mod-
elled in a simplified fashion. It is assumed that VRES take prece-
dence in covering the demand. Whenever VRES overproduction
occurs, it is assumed to be curtailed. The residual load (cf. Eq.
(1)) is covered by a dispatchable backup system in order to guaran-
tee the security of supply. Storage is not included at this point.
Working with country-aggregated time series, country-internal
transmission bottlenecks are implicitly neglected. Only two limit-
ing cases of power transmission are regarded: isolated countries,
corresponding to zero cross-border transmission, or aggregated
Europe, corresponding to unconstrained transmission. These cases
provide bounds for a more detailed system with partly congested
international transmission. The two reference cases here are Ger-
many without international transmission and an aggregated
Europe.
In order to study the flexibility requirements in more detail, the
backup system is split into three flexibility classes, based on the
timescales of the variations they cover. As seen in Fig. 1, the vari-
ations of load and renewable generation typically occur on the
intra-day, synoptic, and seasonal timescales. The flexibility classes
are therefore implemented into the model by splitting the dis-
patchable system into a daily, a synoptic, and a seasonal part. For
each of these parts i, the maximum rate of changemi of their power
output Bi is limited. As the seasonally flexible part is the slowest
and the daily flexible part the fastest, the three systems are also
referred to as the fast, the medium, and the slow system. Further-
more, the power capacities of the three components are limited to
Ki. Together, the dispatch of the three components is optimized in
a way that minimizes excess and deficit of backup energy with
small installed capacities and high utilization.
This is done by solving the optimization problem:
minU ¼
X
t
LRðtÞ 
X
i
BiðtÞ
 2
|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
match residual load closely
þ c
X
i
wiKi|ﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄ}
reduce power capacities
2
664
þd
T
X
i;t
v iBiðtÞ|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
increase utilization
3
775 ð2Þ
subject to
DBiðtÞ
Dt

 6 mi;
0 6 BiðtÞ 6 Ki;
with i ¼ fast;medium; slow; t ¼ 1; . . . ; T
where t runs over all T ¼ 70;128 h of the 8 year time series. The
parameters c;wi in the second term are the relative weights of the
capacities, with priority given to the less flexible classes. The latter
is necessary to avoid the trivial optimum where only the most flex-
ible system is used to perfectly match the demand. The last term
determines the order in which the three systems are dispatched,
via the weights d;v i with which the usage of potential backup
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tion of slower systems.
2.2.1. Parameter choices
2.2.1.1. Ramp rates. A lower bound on the ramp rates present in the
current system can be inferred from the load data. The contribu-
tion of renewables in the years 2000–2007 was very low (c  0
[22]), and the conventional dispatchable power system thus cov-
ered the full load almost on its own. Therefore, the ramp rates mi
of the historic dispatch can be extracted from the load in the fol-
lowing way:
1. The maximum ramp rate mslow of the slow system is set to the
maximum slope of the load over the relevant timescale of one
week. Before calculating the slopes, fluctuations on shorter
timescales are suppressed by smoothing the load time series
via convolution with a Gaussian kernel KersðtÞ ¼ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
p=ð2s2Þp expðp2t2=ð2s2ÞÞ with a standard deviation of one
week ðs ¼ 168 hÞ, which replaces each load value by a weighted
average of its neighbours. Therefore, mslow ¼
max ddt ðKers  LÞ
  , where L is the load time series, f  g is the
convolution of f and g, and j  j is the (element-wise) absolute
function.
2. The maximum ramp rates mmedium of the weekly variations are
then calculated in a similar way. To avoid contributions from
variations on the longer timescales, the weekly smoothed load
time series is subtracted from the load first, then only the
remainder is convolved with a Gaussian of the width of one
day ðs ¼ 24 hÞ.
3. The fastest components are assumed to be flexible enough to
follow the slope of the load at all times and therefore mfast
remains unconstrained.
The ramp rates are calculated from the load of each country
separately, or in the aggregated case from the aggregated load over
all countries. The mi of the reference models are listed in Table 1.
The given mmedium correspond to 54%/32%hLiday1 for Germany/
aggregated Europe, and the mslow to 42%/29%hLiweek1.
Even the least flexible power plants that are currently used for
baseload production have technical constraints that allow them to
change their power output, and even perform a cold start on rela-
tively short timescales of less than 1–24 h. However, it is not eco-
nomically and ecologically feasible to cycle typical baseload plants
on a regular basis, as shown by Oates and Jaramillo [26] for a US
case study and by Van den Bergh and Delarue [27] for a German
market. It is therefore reasonable to limit their ramp rates as an
effective means of including these economic and regulatory
constraints.
2.2.1.2. Capacity weights. The only difference between the flexibil-
ity classes in the model is their maximum ramp rates. If the capac-
ities were unconstrained, the fastest backup component could
cover the load perfectly on its own without any need for the slower
components. To avoid this trivial optimum, the capacity weights
are set to wfast > wmedium > wslow. The weights wi used in the refer-
ence model are listed in Table 1. The model is found to be relativelyTable 1
Parameters of the reference models Germany (DE) and aggregated Europe (Agg).
Class mi½%hLih1 wi v i c d
DE Agg.
Fast Unlimited Unlimited 1 1 40 0.1
Medium 2.26 1.34 0.5 0.5 40 0.1
Slow 0.25 0.17 0.25 0.25 40 0.1insensitive to the ratio of these parameters as will be discussed in
Section 4.3.
2.2.1.3. Dispatch weights. In the reference scenario, the dispatch
weights v i are increased with the flexibility of the class as shown
in Table 1, in order to increase the utilization of the slower sys-
tems, which generally require more full load hours to be econom-
ically feasible [26].
As a side effect, the degeneracy in the order of the dispatch at
the hours when no component is needed to its full capacity is lifted
by the weights v i in the third term in Eq. (2). The first two terms in
the optimization function determine the total hourly dispatch and
the capacities of the three system types, but they do not provide a
unique solution for the distribution of the dispatch of the three
components. With the inclusion of the third term, the slower sys-
tems are preferred. Avoiding the degeneracy requires only a small
weight for this term, and d ¼ 0:1 was chosen as this was found in
this study to best reproduce the typical dispatch characteristics of
today’s system.
2.2.1.4. Missing energy. The objective function Eq. (2) does not
require a perfect match between demand and supply, but only
aims at minimizing the uncovered load as well as excess produc-
tion by the dispatchable systems. In practice this residual mis-
match could be covered by a limited amount of load shedding
and additional curtailment of renewable generation, respectively,
or other means of load shifting, depending on the economics of
the various measures. Allowing a small deficit in energy produc-
tion removes the otherwise disproportionately large influence of
a small amount of extreme load hours on the backup capacities.
In the model, the total amount of energy Emiss that is not covered
during the full range of the time series depends mostly on the
capacity of the fastest backup component. The minimum amount
of total covered energy was set to 99.97%, such that 20 average
load hours (av.l.h.) are allowed to remain unserved over the course
of the eight year time period. This can be done by setting the
capacity weight cwfast ¼ 40, as discussed in the following.
Emiss ¼ 20 av.l.h. corresponds to full load coverage for about 99%
of all hours at a renewable gross share of c ¼ 30%. The number
of uncovered hours as a function of c is shown in Appendix A.1.
Numerically, it is observed that the amount of missing energy
can be controlled by the weights cwfast as:
Emiss ¼
X
t
LRðtÞ 
X
i
BiðtÞ
 !
þ
 cwfast
2
ð3Þ
where Emiss is measured in units of the mean hourly load hLi. This
can be understood by considering a variation of the optimization
function with respect to the fast capacity Kfast . One can assume that
in an uncovered hour all backup capacities are operated very close
to full capacity, such thatX
t
LRðtÞ 
X
i
BiðtÞ
 !
þ

X
t
LRðtÞ 
X
i
Ki
 !
þ
ð4Þ
If the fast capacity is too small, a given Emiss can only be achieved by
increasing slow or medium generation, which leads to considerable
overproduction. Therefore, the optimization mainly seeks a trade-
off between reducing the amount of uncovered energy and increas-
ing the fast capacity. Denoting the optimization function by U and
using the first part of (3), this trade-off can be approximated by
dU
dKfast
 d
dKfast
X
t
LRðtÞ 
X
i
Ki
 !2
þ
þ c
X
i
wiKi
0
@
1
A
¼ 2Emiss þ cwfast ¼! 0 ð5Þ
which yields the second part of (3).
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tems Eexcess ¼
P
t LRðtÞ 
P
iBiðtÞ
 
 is determined by the slow
capacity. The optimization in this case seeks to reduce the amount
of excess energy by lowering the use of slow capacity. But less slow
capacity also increases the amount of missing energy, since almost
all of the capacity of the backup system is needed to cover the
highest demands, as argued in the previous paragraph. The varia-
tion of U with respect to Kslow therefore influences both excess
and missing energy, although in opposing manner, and in analogy
to (5) can be well approximated by
dU
dKslow  2Emiss  2Eexcess  cwslow ¼
! 0 ð6Þ
In combination with (3) this then yields
Eexcess ¼
X
t
LRðtÞ 
X
i
BiðtÞ
 !

 cwfast
2
 cwslow
2
ð7Þ
which is also observed numerically as long as the weight d of the
utilization term in Eq. (2) is as small as in the reference model. Since
both Emiss and Eexcess are only functions of the capacity weight
parameters, they can be controlled independent of other model
parameters like the maximum ramp rates or c.3. Results
3.1. Development of dispatchable capacities
The development of the optimal capacities of the modelled dis-
patchable backup systems for increasing gross shares c of VRES is
shown in Fig. 2 for Germany as an isolated country. The total
required backup capacity Ktot ¼
P
iKi (magenta line) does not
decrease significantly from its initial value of Ktot ¼ 1:35 in units
of the mean load hLi. It decreases only slightly to Ktot ¼ 1:16 and
1.09 even for very high VRES gross shares c ¼ 1 and 2, respectively.
At c ¼ 0, the dominant share of the backup capacity is contributed
by the slowly flexible system (green line) with a capacity of
Ks ¼ 0:88. However, for larger c Ks falls off significantly until it is
below Ks < 0:2 for c > 0:5. The capacity Km of the medium flexible
class (red line) starts for c ¼ 0 at Km ¼ 0:2, peaks to Km ¼ 0:43 at
c ¼ 0:35, and drops below the initial value for c > 1. The fast
capacity (blue line) is almost constant at Kf ¼ 0:27 for c < 0:2,
but then rapidly increases towards Kf  0:9 for c > 1.Fig. 2. Modelled optimal backup capacities in units of the mean load versus VRES
gross share c for Germany. The blue, red, and green lines correspond to the fast,
medium, and slow flexibility classes, respectively. The sum of the three capacities is
given by the magenta line. (For interpretation of the references to colour in this
figure legend, the reader is referred to the web version of this article.)These results can be intuitively understood with the help of the
modelled dispatch of the three flexibility classes shown in Fig. 3
(a)–(c). All three panels show the same two week period as Fig. 1
(b), but at three different levels of VRES shares with c ¼ 0;0:5,
and 1, respectively.
For c ¼ 0 the VRES do not contribute and the backup system has
to cover the full load. As the load varies only moderately around its
mean in this case, the slowly flexible system is able to cover a large
fraction of it, as indicated in Fig. 3(a). The remaining load especially
during the weekends is small enough to be covered mostly by the
medium system, while the fast system covers the fluctuations on
shorter timescales. The slow and medium flexible systems are
often used to their full capacities, especially during the winter
months when the consumption is highest, in accordance with the
optimization objective, as discussed in Section 3.3.
In the case of c ¼ 0:5, the situation changes significantly, as
shown in Fig. 3(b). The high share of VRES leads to large fluctua-
tions in the residual load. This includes hours with virtually
unchanged maximum load that require the full backup capacity,
but also hours with zero residual load when the VRES production
is larger than the demand and has to be curtailed. Due to the large
share of wind power in the mix of the renewables, these overpro-
duction events typically happen on a synoptic timescale. The med-
ium flexibility class is therefore well suited to follow these
fluctuations, leading to the increase in Km for relatively small
c < 0:3 shown in Fig. 2.
However, for larger shares of VRES additional overproduction
events occur on even shorter timescales of hours to days, as indi-
cated in Fig. 3(c). The medium system is then no longer flexible
enough to follow most of these fast variations and its capacity
decreases with c as observed above. Kf is substantially increased
as the fast system has to cover the large remaining variations.
The trends of the capacities at different c described above agree
qualitatively with the results reported by Tarroja et al. [7] for a case
study of California’s electricity system. These authors define com-
parable flexibility classes but use a purely statistical approach.
They also find a sharp decrease of Ks from 13% to 50% renewable
penetration, a slightly peaked Kmedium, and an increase in Ks as func-
tion of c. However, their model does not optimize capacities and
results in a much smaller share of slow capacity in the initial sys-
tem, compensated by a large share of fast capacity.3.2. Aggregation benefits
In the previous section the case of an isolated German electric-
ity system without transmission to other countries was discussed.
Fig. 4 illustrates the benefits of unlimited transmission in an aggre-
gated Europe, where excesses and residual loads are shared and
exchanged. Here the total capacity decreases significantly with c
from 1.37 to 0.85 for c ¼ 0 to 1 and even further to 0.53 for a large
over-installation of VRES with c ¼ 2. This is in contrast to the much
slower decrease in the isolated case. Comparable benefits of large
scale aggregation for the total required capacity and energy are
also reported by e.g., [19].
In the aggregated case, Ks is higher by  0:1hLi for c < 0:5. This
is due to the smoothing effect of spatial aggregation where oppos-
ing fluctuations in different regions cancel each other, leading to
less extreme variations (see e.g., Ref. [8]). The smoother global
residual load can therefore be better matched by the slow system.
Ks approaches the small values observed for the isolated case for
larger c.
Since the slow system now covers more of the residual load, the
capacities of the more flexible systems can be reduced. Km is smal-
ler by 0.1–0.15 in the aggregated case, relatively independent of
c. The maximum value is also decreased to 0.3 and shifted to a
Fig. 3. A two-week period of the modelled dispatches for Germany for c ¼ 0;0:5;1 in panels (a,b,c), respectively. The dispatches of the slow, medium, and fast flexibility
classes (green, red, blue lines) are plotted cumulatively, and together match the (residual) load (black lines, mostly overlapped by the blue lines) at almost all times. (For
interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
Fig. 4. Modelled capacities versus VRES gross share c. Same as Fig. 2, but for
aggregated Europe (solid) in addition to Germany (dotted).
D.P. Schlachtberger et al. / Energy Conversion and Management 125 (2016) 336–346 341slightly larger c ¼ 0:45, indicating that the spatially smoothed
VRES generation allows a higher c before significant fluctuations
and curtailment events occur on the synoptic timescale.
For small c the Kf in the aggregated system is similar to that of
the isolated case, but it increases slower with c and even reaches a
maximum of Kf ¼ 0:65 around c ¼ 0:9 after which it declines, fol-
lowing the decrease of the total required capacity.
The remaining part of this paper focuses on the case of an aggre-
gated Europe because it allows the largest possible contributions
from the slower system, and therefore allows to quantify an upper
bound for their required capacities.3.3. Slow capacities going out of use
The previous section quantified how fast the capacity of the
slowly flexible class decreases with an increased share of VRES
due to its limited ability to follow the volatile behaviour of the
residual load. Since the model prefers the use of the slow system
whenever possible, these capacities are an upper bound. However,
Fig. 3 indicated that for VRES gross shares larger than about
c > 50% these capacities cannot often be used to their full
extent. This is quantified by the utilization fraction f i defined as
the ratiof i ¼
hBii
Ki
ð8Þ
between the mean hourly dispatch hBii and capacity Ki. Fig. 5(a)
shows f i as a function of c. As is typical for baseload systems, the
slow system is highly utilized with f i  80% for small c. However,
with increased c its average usage rapidly falls off due to more fre-
quent and longer ramping. Only 50% of its capacity is used on aver-
age at c ¼ 0:5, and less than 10% as soon as c ¼ 1.
In combination with the decrease of its capacity Kf shown in
Fig. 4, this results in a substantial reduction in the amount of aver-
age dispatch hBsi generated per hour by the slow system. Initially,
the contribution of the slow system is large with hBsi ¼ 80% of the
mean load hLi, as shown in Fig. 5(b). But already at c ¼ 50% the
slow system has a lower average dispatch than the other two sys-
tems. Here hBsi ¼ 15% which corresponds to just 30% of the total
average dispatch. At c ¼ 100%; hBsi is negligible in absolute as well
as in relative terms.
Even though the use of the slow system falls off quickly with the
share of renewable generation, the medium flexible system is able
to compensate for some of the emerging fluctuations in the resid-
ual load at intermediate shares of VRES around c ¼ 50%. Together
with the increase in medium capacity, its utilization fraction
increases slightly in these scenarios. This leads to a peak in the
mean dispatch around c ¼ 50% where the medium system also
contributes roughly one third of the dispatch. For larger c its uti-
lization fraction remains highest and is still f m ¼ 25% at
c ¼ 100%, resulting in a mean dispatch of 20% for the total system.
The fast flexibility class is designed to quickly react to the stron-
gest demand fluctuations that cannot be covered by the slower
systems. The utilization fraction of the fast system is therefore
not expected to be very large. Indeed, the utilization f f stays below
40% and declines even further for large c even though it produces
the largest share of backup energy for c > 0:5, see Fig. 5(b).
The mean dispatch of the total system decreases from 100% pro-
portional to the increasing gross share of the VRES until c  0:6,
indicating that most of the VRES generation is used. For larger c
curtailment begins to play a significant role, such that more instal-
lation of VRES leads to less than an equivalent reduction in
required backup energy. Most of the power at large c > 1 therefore
has to be covered by the fast system.
These results are also reflected in the dispatch duration curves
of the backup systems for the three cases of c ¼ 0;0:5;1 shown
in Fig. 6. A dispatch duration curve shows the fraction of time
the dispatch of a given class equals or exceeds a certain value, or
Fig. 5. (a) Utilization fractions f i of the total, fast, medium, and slow systems (magenta, blue, red, green lines), respectively, as a function of the VRES gross share c for
aggregated Europe. (b) Mean hourly dispatch hBiit ¼ Kif i in units of the mean load hLi as a function of c (same colour code as in (a)). The dashed black line marks the 1:1
correlation between the increase of contributions from the VRES and the corresponding decrease of the total residual demand. (For interpretation of the references to colour
in this figure legend, the reader is referred to the web version of this article.)
Fig. 6. Dispatch duration curves for the three flexibility classes and their sum at c ¼ 0;0:5;1:0 (a,b,c), which show the hourly dispatch not in chronological, but in decreasing
order against quantiles of hours. Here 100% of the hours correspond to the 8 years of data.
342 D.P. Schlachtberger et al. / Energy Conversion and Management 125 (2016) 336–346equivalently, the hourly dispatch in decreasing order instead of in
chronological order.
Fig. 6(a) shows the baseload properties of the slow system at
c ¼ 0, as its dispatch never drops below 62%hLi and is able to fol-
low the dominant slow seasonal variations. The total dispatch is
equivalent to the demand over the time range. The total dispatch
duration curve is much less peaked initially than in scenarios with
higher VRES shares. At c ¼ 0:5 only a small fraction of hours is
responsible for the highest need for backup generation, and there-
fore for the total capacity.
Fig. 6(b) also shows the onset of events with very low or zero
residual load, i.e. the occurrence of a few hours when no dispatch-
able generation is needed. As indicated before, this is related to the
increase of fluctuations of the residual load and can be associated
with the significant decrease in capacity and utilization of the slow
system. The modelling choice to prefer slow dispatch whenever
possible leads to different shapes of the dispatch duration curves
for the three classes. The slow and medium systems are run at full
capacity for 10% and 20% of the time, respectively, as indicated by
the horizontal parts of the lines in Fig. 6(b). However, the full
capacity of the fast system is required only for a few extreme
events. For about 10% of the time the fast system is not needed
even though the total demand is almost never zero. This is mostly
due to periods with little residual load when the medium system
can cover the remaining fluctuations.
For c ¼ 1, the VRES generation satisfies the demand for about
45% of the time, as shown in Fig. 6(c). The residual load is also so
volatile that it has to be covered almost entirely by the fast system,with some support from the medium class. The steps in the dis-
patch duration of the medium system are due to repeated up and
down ramping from zero with the maximum rate while trying to
cover short but relatively large peaks in the residual load that only
last a few hours. The height of the steps is therefore a multiple of
the ramp ratemm  1 h. The slow class is used for only a small frac-
tion of hours in this case even though the capacity is already
strongly reduced.4. Model sensitivities
4.1. Power capacities
The relatively low utilization fractions especially for larger
shares of renewables discussed in the previous Section 3.3 suggest
that it might be possible to reduce the optimal capacities slightly
without increasing the amount of the missing energy Emiss dramat-
ically. This was tested by fixing the capacities Ki of two flexibility
classes to their optimal values for a given c while reducing the
capacity of the third class in small steps of 0:025hLi. After optimiz-
ing the dispatch of the three systems according to the objective
function (2) again, but with these fixed Ki, the resulting
Emiss ¼
P
tðLR 
P
iBiÞþ can be calculated.
The results are shown in Fig. 7(a) for capacities that result in
Emiss ¼ 20–70 av.l.h. in eight years, i.e. starting from the initial
99.97% covered energy and decreasing one capacity only until
99.9% of the energy is covered. The latter corresponds to full cover-
Fig. 7. (a) Sensitivity of missing energy Emiss to the reduction of one of the fast, medium, slow (top to bottom) capacities while the other two are fixed at their optimum value,
as a function of c for aggregated Europe. Colour-coded is Emiss in units of av.l.h. in eight years. In the white areas above/below, Emiss is lower/higher than the colour range. (b)
Sensitivity of the capacities of the fast, medium, slow systems (top to bottom) on the allowed missing energy for Emiss ¼ 2;20;70 av.l.h. over eight years (black, red, cyan lines)
as function of c for aggregated Europe. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
Fig. 8. Modelled capacities assuming half (dotted) and twice (dashed) the reference
(solid) ramp rates (mf remain unconstrained), respectively, versus c for aggregated
Europe. Total, fast, medium, slow capacities are shown as magenta, blue, red, green
lines. Solid lines are the same as in Fig. 4. (For interpretation of the references to
colour in this figure legend, the reader is referred to the web version of this article.)
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panel, only the capacity Kf of the fast component gets reduced, but
this quickly results in a total Emiss > 70 av.l.h., especially at small c.
Since the fast systems are dispatched last and their capacity largely
determines the amount of Emiss, this shows that the optimized solu-
tion is robust, because small deviations from the optimum Kf lead
to a large change in Emiss and in the objective function.
The capacity of the medium system (middle panel) can be low-
ered slightly more, from Km ¼ 0:275hLi to 0:175hLi at c ¼ 0:5, with-
out increasing Emiss above 70 av.l.h. because the fast systems can
compensate occasionally by increasing their utilization fraction.
This also shows that the capacities for the slower flexible systems
is an upper bound, and the third term in the optimization function
is important to control the dispatch order. If varying the slow
capacity (bottom panel), Emiss > 70 av.l.h. is only reached once Ks
is smaller than its optimum value by up to 0:2hLi at c  0:5—0:7,
e.g., by decreasing Ks from 0:2hLi to 0:05hLi at c ¼ 0:6. This also
means that Ks can be set to zero for c > 0:7, i.e. decommissioning
of all slow capacities, without reducing the total amount of covered
energy below 99.9%, if the other two systems are at their optimum
capacities. The medium capacity (middle panel) can only be
reduced to zero in this way while Emiss < 70 av.l.h. for large c > 0:9.
4.2. Missing energy
In Fig. 7(b) the previous analysis is reversed: Emiss is fixed via Eq.
(3) and the mix of backup capacities is optimized for different c.
Mainly the capacity of the fast system shown in the top panel
reacts to an increased tolerance for Emiss. Kf decreases from 80%
to 50%hLi at c ¼ 1 between Emiss ¼ 2 and 70 av.l.h. in eight years.
The capacities of the less flexible systems change much less, only
Km decreases slightly by less than 0:07hLi for c < 1. This supports
the previous finding that the largest capacities are mostly required
to cover a few events on a short timescale.
4.3. Ramp rates
Another important aspect of the model are the ramp rates that
were chosen to match the typical timescales of variations in the
renewable generation and consumption, see Section 2. In order
to assess the sensitivity of the results to these parameters, Fig. 8
compares the modelled capacities assuming half and twice the
ramp rates, respectively. Only the flexibilities of the medium and
slow systems were changed, and the fast system is still assumed
to be unconstrained.The total capacities are virtually unchanged in all cases as only
the relative mix between the capacities changes. If larger ramp
rates are assumed, the slow system can contribute more and Ks
increases by 0:04—0:06hLi for c < 1. The largest differences are
around c ¼ 0:5—0:7 where the benefits are greatest for a more flex-
ible slow system that is able to ramp up and down between the
increasing number of events with zero residual load. The reversed
argument holds for the case with only half the reference ramp
rates, leading to slightly decreased Ks for all c. The differences in
Km are very small, especially around its peak at c ¼ 0:5. This sug-
gests that most of the benefits of increased ramp rates can be used
by the slow class, except at very small and large c. As the capacity
of the fast class is mostly influenced by the need to reduce missing
energy, Kf adapts to the changes of the other capacities accord-
ingly, and is higher and lower relatively independent of c if the
other systems are less and more flexible, respectively. Overall,
the capacities are relatively insensitive to the choice of the ramp
rates as higher flexibilities lead to a slight shift from fast to slow
capacities, but the qualitative results remain unchanged.
Missing and excess energy of the optimized system are not
influenced by variations of the maximum ramp rate, as they only
depend on the capacity weights in accordance with Eqs. (3) and
(7) in Section 2.2.1.
Fig. 9. Comparison between the modelled and estimated remaining slowly flexible
capacities in isolated Germany as function of time. The modelled slow, medium,
and fast (green, red, blue lines) capacities are the same as in Fig. 2 but with the VRES
gross share transformed to years as described in the text. The black lines show the
expected decommissioning of currently installed slowly flexible nuclear, lignite,
and coal power plants in Germany if lifetimes of either 30, 35, or 40 years (dotted,
solid, dashed lines) are assumed. Their current (2014) capacity without decom-
missioning is marked by the black diamond. (For interpretation of the references to
colour in this figure legend, the reader is referred to the web version of this article.)
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Some aspects of the simplified model deserve some attention.
First, there is the issue of the missing energy that is allowed for.
The current electricity supply is designed for much higher security
of supply than assumed in this paper. However, the treatment here
can be justified by considering a backup system as only one part of
an electricity supply complementing VRES. It is likely that future
energy systems become more flexible, including new mechanisms
like storage and demand-side management, simply because it is
more economical to use these other options than to cover each
and every demand as if it were a static boundary condition [28].
In such an environment, it is likely that there will be means to con-
trol those extreme hours not yet covered by the dispatchable
backup system.
Furthermore, the ramp rates in this study are well below the
technical limits of typical power plants [26]. They are chosen to
effectively model the whole inertia in plant dispatch, which is
not only due to technical constraints, but also to regulatory and
economic conditions. Therefore, a slow capacity of zero does not
necessarily mean that all slowly flexible power plants have to be
shut down. Rather, these plants can still operate, but with shorter
notification times, more cycling, and fewer full load hours, such
that they would fall into the medium flexibility class in the termi-
nology of this paper. This upgrade of already existing slow plants
could also be an economically viable way to at least partly cover
the c  0:3—0:5 peak of medium flexible capacity. Detailed eco-
nomic feasibility studies of flexibility upgrades e.g., via enabling
fuel switching in power plants support this assumption [29]. How-
ever, a clear trend towards more flexible power plants remains.
Sub-hourly fluctuations in consumption and VRES generation
are not covered in the model. However, the wind generation power
spectrum suggests that hourly/multi-hour fluctuations are domi-
nant (i.e. stronger than sub-hour) [30] and therefore additional
capacity needs to cover high-frequency fluctuations can be
expected to be small, especially if aggregation benefits at least at
a regional level can be assumed [31].6. Comparison to the current German system
The optimal slowly flexible capacity decreases strongly from
the dominant system component to almost zero contribution with
increasing share of renewable generation. This suggests a large
shift of the current power plant portfolio away from slow flexibil-
ity. A timescale for this modelled shift can be approximated by
mapping values of the renewable gross share c to years in the
future, even though the model was not designed to optimize a
pathway solution. This mapping is based on a logistic fit to historic
and targeted wind and solar PV penetrations in Germany for the
years 1990–2050, as described by Becker et al. [22]. These authors
use the 2020 targets defined in Germany’s National Renewable
Energy Action Plan [2], and assume c ¼ 100% for 2050. The opti-
mized capacities as a function of time are shown in Fig. 9.
In order to assess the impact of this shift in the currently
installed generator fleet, the expected remaining lifetime of the
slowly flexible capacity in Germany is estimated as described in
the following. From the complete list of German power plants pro-
vided by Bundesnetzagentur [32], all nuclear, lignite and coal
power plants that are older than 10 years, i.e. built before 2004,
are included. More recently installed or renovated plants are
assumed to be already capable of a more flexible efficient opera-
tion. If these slowly flexible power plants would be decommis-
sioned after a fixed economic lifetime of n ¼ 30, 35, or 40 years,
the remaining installed capacity as function of time is also shown
in Fig. 9. Some of the generators already operate longer than40 years without major renovation and would be decommissioned
immediately in this scenario.
Under these assumptions, the decrease of the optimized slow
capacity in Germany happens on a similar timescale as the end
of economic lifetime decommissioning of installed capacity, espe-
cially for an assumed lifetime of 35 years. This implies that in this
scenario where electricity production is the only source of flexibil-
ity, no additional slowly flexible generators should be built. It also
suggests that most of these generators can be utilized until the end
of their economic lifetime, if favourable conditions are assumed,
and do not have to be decommissioned ahead of time.7. Conclusions and outlook
A simplified capacity and dispatch optimization model of the
European power system was used to determine the amount of
VRES gross share c above which power plants can no longer be
run in baseload mode. An important contrast to bottom-up models
with individual plants is that this model is independent of the
details of the dispatchable power plant fleet, such as the plant
number–size distribution or the detailed ramp potentials of indi-
vidual power plants in different states. As seen in Section 4 and
Appendix A, the results are stable under changes in the physico-
technical assumptions as well as the weight parameters of the
model.
For isolated countries, the phase-out of slowly flexible capaci-
ties comes at about c  50%, for aggregated Europe, at about
c ¼ 50—70%. From then on, power plants that today are used for
baseload requirements will have to be run in a higher flexibility
class – or be decommissioned if this is not economically and/or
ecologically feasible. This increases the demand for plants that
are more efficient and more economical when cycled regularly.
The need for medium flexible plants first rises in parallel with
the decrease in need for baseload plants, until it peaks at
c ¼ 35% and c ¼ 45% for isolated countries and aggregated Europe,
respectively. This is due to the growing fluctuations in the residual
load on the synoptic timescale that can be followed by the medium
flexible class. For higher c, the typical fluctuation timescales
Fig. A.10. Quantiles of the number of covered hours at Emiss ¼ 2;20;70 av.l.h. in
eight years (black, red, cyan) as a function of VRES gross share c for aggregated
Europe (solid) and isolated Germany (dotted). (For interpretation of the references
to colour in this figure legend, the reader is referred to the web version of this
article.)
Fig. A.11. Modelled capacities assuming relative ratios of the capacity weights
wf : wm : ws ¼ 4 : 2 : 1 (solid, reference model) and 100 : 10 : 1 (dashed) versus c for
aggregated Europe. Total, fast, medium, slow capacities are shown as magenta, blue,
red, green lines. Solid lines are the same as in Fig. 4. (For interpretation of the
references to colour in this figure legend, the reader is referred to the web version of
this article.)
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fast system decreasingly well until it contributes only 20% of the
energy at c ¼ 100%.
In contrast, the highly flexible capacity is seen to rise sharply,
once the fluctuations of the residual load become too large for
the slower systems. The capacity goes up from 30% of the average
load to 50% and 60% at c ¼ 50% and further up to 65% and 85% at
large c ¼ 100%, for the aggregated and isolated cases, respectively.
At that point it is used to cover almost the entire residual load in
both cases.
If countries are regarded as isolated entities, the total power
capacity of the dispatchable system is seen to decrease by only
19%, even at an extreme VRES gross share of c ¼ 200%. Here,
Europe-wide sharing of dispatchable resources could significantly
reduce the requirements by about 60% at c ¼ 200%.
Nonetheless, the large and rarely needed capacities still pose
severe problems. In order to reduce these capacities further, a
future energy system should be considered that includes storage
and demand-side-management within the electricity sector, as
well as couplings to other energy sectors, similar to those proposed
in e.g., Ref. [14], where the electricity sector is coupled to heating/-
cooling via heat pumps and power-to-gas, and to the transport sec-
tor by electric vehicles and electrically generated synfuels (see also
[15]). This is also expected to increase the relative share of slowly
flexible systems due to considerably reduced fluctuations in the
residual load. These couplings will be investigated in a future
extension of the model. Beyond that, limited transmission will be
included to interpolate between the two extreme cases of isolated
countries and an aggregated continent. Furthermore, the uncer-
tainties associated with limited prediction horizons and forecast
errors will also be included. All of these considerations will help
to develop a new and efficient planning tool for emerging large-
scale renewable electricity systems.
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Appendix A. Modelling details
A.1. Unserved hours
One important aspect of the modelling approach is to allow for
a small amount of mismatch between residual load and the backup
dispatch. The relation Emiss ¼ cwfast2 in Eq. (3) gives a good handle for
the control of the unserved energy. The reference value of Emiss was
chosen to guarantee security of supply, i.e. exact residual load
matching, for approximately 99% of all hours. For that, an hour is
defined to be unserved if the total dispatch is smaller than the
demand by LRðtÞ 
P
iBi 6 10
4hLi in order to avoid numerical arte-
facts. The quantile q ¼ 1 NmissT of fully covered hours is then calcu-
lated from the number of partially unserved hours Nmiss over the
full time range T of the data.
Fig. A.10 shows q as a function of c for given Emiss. It indicates
that for small shares of renewables there are few extreme outliers
in the demand and the allowed amount of mismatch can be dis-
tributed over many hours. However, with increasing c there is a
concentration of the missing energy to fewer, more extreme hours.
For higher Emiss the number of unserved hours also increases. At thereference value Emiss ¼ 20 av.l.h. security of supply is given for at
least a quantile of q > 99% for all c > 30%.
The effect of aggregation is not very large in this case. The
allowed Emiss is distributed over slightly more hours around
c ¼ 0:5 in the aggregated case, indicating a smoother residual load.
But at larger c the most extreme events occur also on a large spatial
scale and are not easily mitigated just by transmission.A.2. Sensitivity to capacity weights
The relative weights wi of the capacities Ki where chosen such
that the fast class has the largest weight, i.e. Kf is as small as pos-
sible. If the ratio between the wi is not set to wf : wm : ws ¼ 4 : 2 : 1
as in the reference model, but to 100 : 10 : 1, i.e. the weight of the
fast class is even more dominant, the quantitative results change
slightly, but the qualitative behaviour is the same, as shown in
Fig. A.11. The major difference is that the fast capacity is decreased
only slightly by less than 0:03hLi. But since the amount of allowed
uncovered energy Emiss is still the same, the medium and slow
capacities have to be increased over-proportionally by up to
346 D.P. Schlachtberger et al. / Energy Conversion and Management 125 (2016) 336–3460:1hLi and 0:09hLi, respectively, to provide the same security of
supply for a few more extreme hours. The total capacity therefore
is also larger by up to 0:15hLi. Not shown, the amount of overpro-
duced energy increases and the utilization fraction decreases as the
less flexible systems are less efficient in reaching the peaks of the
residual load that were covered before by the additional capacity of
the very flexible fast system.A.3. Sensitivity to dispatch weights
The model optimization shows that the relative weights v i in
the utilization term in the objective function (2) do not influence
the quantitative results, as the differences between the reference
ratios v f : vm : v s ¼ 4 : 2 : 1, and 100 : 10 : 1 are negligible. This is
expected because this term was mainly intended to lift the degen-
eracy in the dispatch order for a given capacity mix, and therefore
has a small weight d. In this case a reversed order of the weights
would not change the optimal capacities, but dramatically reduce
the utilization fraction of the medium and slow components in
favour of the fast system.References
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