2. Terminology and notation. Familiarity with the contents of [10] will be helpful, but an effort has been made to keep the paper reasonably selfcontained. All topological spaces X considered will be assumed to be completely regular and Hausdorffj '). Let f be any function in the ring C(X, R); the set Z(f) of all zeros of f is called the zero-set of f. It follows from complete regularity that every open set of X contains a zero-set. It is easily seen that every zero-set is a G 8 (i.e., a countable intersection of open sets). Conversely, if X is normal then every closed G 8 is a zero-set; but there are non-normal completely regular spaces in which not every closed G8 is a zero-set [10, p. 69] .
For any subset A of C, we put Z(A) = {Z(f) IfEA }. The subring of all bounded functions of the ring C=C(X, R) is denoted by C*=C*(X, R).
An ideal I of C (or C*) is called fixed if the set nfE1Z(f) is nonempty.
Otherwise, I is called a free ideal. If PEnfE1Z(j), we shall call I an ideal at p.
It is well known that the only maximal ideal of C at a point p is the set M p = {flfEC,f(P) = O}.
The ring C (or C*) contains a free ideal if and only if X is not compactt") [10, Theorems 7, 37].
Let I be any proper ideal of C, and Z= Z(I); then (1) Z has the finite intersection property, i.e., it is closed under finite intersection and it does not contain the empty set, and (2) Z is closed under extension, i.e., if Z E Z, Z' E Z(C), Z'::JZ, then Z'EZ. Conversely, if (1) and (2) hold for any subfamily Z of Z(C), then Z = Z(I) for some ideal I of C. The ideal I is maximal if and only if, in addition to (1) and (2), we have (3) if Z' EE Z there is a Z E Z such that znz' is empty [10, Theorem 36] . Therefore if Z(fl)VZ(j~) ::JZ(!) , where i belongs to a maximal ideal M, then either ilEM or i2EM (since Z(ftf2)
=Z(!1)VZ(j2), and M is prime).
It is well known [2; 21] that every completely regular space X can be imbedded as an everywhere dense subset of a compact space {3X (the Stone-Cech compactification of X) such that every fEC*(X, R) has a unique continuous extension to C*({3X, R) = C({3X, R). This extension of f will be denoted by 1. For any subset S of X, the closure of S in {3X will be denoted by S. In particular, the closure in (3X of a zero-set Z(f) (which is a closed subset of
X) is denoted by Z(j). Note that Z(j) CZ(f) (if Jexists).
If Q is any open subset of {3X, then for any PEQ, we shall call Qnx an X-neighborhood of p.
(1) For general references in topology see [15, Chap. I] ; all topological spaces considered in the present paper will be assumed to consist of more than one point. For references in algebra see [26, Volume I; 16] .
(2) Hewitt, in [10] , uses the term bicompact for our compact.
Since C*(X, R) and C([3X, R) are isomorphic, every maximal ideal M* of C*(X, R) assumes the form M* = M*p = {f/fEC*(X, R), l(p) =o} for some P EI3X; and M*p is fixed or free according as P EX or P EI3X -X. DEFINITION 2.1. For every point p of I3X, we denote by Nr the ideal of C(X, R) consisting of allfEC(X, R) such that Z(f) contains an X-neighborhood of p.
When PEX, and when this fact deserves emphasis, we write N p in place of N». Note that if PEX, then N p consists of allfEC(X, R) that vanish on a neighborhood (in X) of p. On the other hand, if PEI3X -X, then N» is easily seen to be a free ideal.
From now on, unless otherwise stated, all ideals referred to are ideals of
C(X, R).
For any cardinal number m, we write exp m to denote the cardinal 2 m •
Prime ideals of the ring C(X, R). The following lemma, due to
Gelfand and Kolmogoroff, is essential for the development below. A proof of the lemma is given in [5] . 
LEMMA 3.1 (GELFAND-KoLMOGOROFF). For every point p of [3X, the set u» = {j Ij E C(X, R), P E Z(f) } is a maximal ideal of C(X, R). Conversely, for every maximal ideal M of C(X,
Proof. Since C is a ring with unit, the prime ideal P is contained in at least one maximal ideal, say M>. Let q be any point of I3X distinct from p; it suffices to show that P is not contained in the maximal ideal M«. Let Qp, Q q be disjoint neighborhoods (in (3X) of p, q, respectively. By complete regularity, there is anfEC*(X, R) such thatJ(q) = 1, J(I3X -Oq) =0. Since (3X-Oq-:)Op, f is in Nr and clearly is not in M», But by Lemma 3.2, NpCP. Hence P is not contained in M«. This establishes the result for C(X, R). Applied to C(I3X, R), it yields the theorem for C*(X, R).
Note that we have shown that N» is contained in a unique maximal ideal, namely u-. Since the square root of a non-negative continuous function is continuous, it may be seen without difficulty that M2 = M for every maximal ideal M of C (X, R). This is fundamentally different from the situation in the ring of entire functions-see [8] . We show next that if there is an unbounded f in C(X, R), then the ring C*(X, R) always has at least one nonmaximal prime ideal. In fact, the referee has pointed out the following stronger result. Proof. If f is any unbounded function of C(X, R) then g = e-/ 2 is in C*(X, R) and vanishes nowhere on X, but assumes arbitrarily small values. Consequently, Z(g) is nonempty and is contained in {3X -X. But X is everywhere dense in (3X, whence Z(g) has a void interior. By Theorem 3.5, there is a nonmaximal prime ideal PP of C({3X, R) at any point PEZ(g). Since C*(X, R) is isomorphic with C({3X, R), the corresponding prime ideal P of C*(X, R) is nonmaximal. Since PE{3X -X, the ideal P is free. Now Theorem 3.3 shows that P is contained in the unique maximal ideal M*p of C*; and by [10, Theorem 49] , the cardinal of Z(g) is at least exp exp No. It follows that C* contains at least exp exp No nonmaximal prime free ideals.
A related result is stated in Theorem 5.10 below. REMARK 3.7. More explicit examples of nonmaximal prime ideals of C* are given in [5, Theorem 6 ff.]; in particular, it can be inferred that for a discrete Q-space X of power Na (see §8 below), C*(X, R) has exp exp Na nonmaximal prime ideals.
4. P-points. DEFINITION That (4) implies (1) is obvious from the definition of a P-space. This establishes the equivalence of (1), (2), (3), and (4). There remain the equivalences with (6), (7), and (8) .
(3) implies (6) . As noted in [1, p. 459] , every ideal of a commutative regular ring is the intersection of all the maximal ideals containing it. That (7) implies (8) An additional characterization of a P-space X is that every point of {3X be a P-point with respect to X (cf. the remark following Theorem 4.2).
Since every neighborhood of a point contains a zero-set containing the point, it is plain that condition (2) of the theorem may be phrased as follows: the family of zero-sets constitutes a base of open sets for the space.
Spaces with the property (5) It can happen that C*(X, R) = C(X, R) and yet X is not countably compact [10, Theorem 29] . But then X cannot be a P-space:
Proof. XC{3X, and the hypotheses imply that the compact space (3X is a P-space. COROLLARY Proof. The first statement is an immediate consequence of (5) of the theorem. The second part follows from the observation that by the Tychonoff theorem [15] the product of infinitely many finite (hence compact) P-spaces is an infinite compact space.
We can easily give an example of a space X for which every prime free ideal is maximal and yet X is not a P-space. Let X be the sum of an infinite compact space Xl and an infinite P-space X 2 • Then clearly C(X, R) is the direct sum of C(X I , R) with C(X 2 , R), so that C(X, R) has nonmaximal prime ideals (those contributed by C(Xl, R)), but "every prime free ideal is maximal, (4) A topological space X is said to be the sum of the spaces X a provided the X a are mutually disjoint, X = UaX a, and each X a is open and closed in X.
since C(X I , R) has none (Xl being compact), and X 2 is a P-space. THEOREM 
A Psspace X is discrete if and only if every maximal fixed ideal of C(X, R) is principal.
Proof. Suppose that X is discrete, and let M p be any maximal fixed ideal of C. Define gE C by:
Conversely, let p be any point of X. By hypothesis, M p = (g) for some g.
As a direct consequence of Theorem 3.6 and Corollary 5.5, we obtain the following result for arbitrary completely regular spaces.
THEOREM 5.10. Let X be any completely regular space; then C*(X, R) contains a nonmaximal prime ideal if and only if X is infinite. 6 . Linearly ordered spaces. By a linearly ordered space we mean any linearly ordered set provided with its interval topologyt"). It is well known that every such space is normal. The remainder of our paper is concerned chiefly with these spaces.
We first recall some concepts from the theory of linearly ordered sets, for which reference may be made to Hausdorff [7] . The set of all ordinals less than a given ordinal cP is denoted by W(c/». The .s for all sES, and a greatest element h of L+ such that h~s for all sES; we write, as usual, k=sup S, h=inf S. In case S is an increasing (or decreasing) sequence having no last term, we also call k (or h) the limit of S, (5) Observe that a subspace of a linearly ordered space need not be a linearly ordered space. For example, let X be obtained from the reals by deleting the interval (0, 1]. In the interval topology of X, every neighborhood of 0 contains points> 1, but this is not true in the relative topology on X.
and write k (or h) =lim S.
Let L be a linearly ordered set of more than one element, and let u be any element of L+; u is called an wa-(w;-) limit of L if W a (w(j) is regular, and if the set of all elements of L that precede (follow) u is cofinal (coinitial) with t»; (w;) (* signifies inverse order). If u is a limit from the left (right), then it is an wa-(w;-) limit for unique a ({3). Associated with every uEL+ is an ordered pair (p, u*), called its character, which we define as follows:
a (p) has already been defined in (1) or (2), and we put p=u (u=p) . A character of the form (wa, w;> is also denoted by C a {3 ; in case a ={3, the corresponding element or gap is called symmetric.
The symbols ( ), [ ], etc., will be employed in the usual way to denote intervals of L (open, closed, etc.). The indicated boundaries of the interval will be in L+, but they need not be in L itself.
The linearly ordered set L is dense if between any two of its elements there lies another.
We shall make use of a fundamental existence theorem due to Hausdorff [6, We close this section with a lemma which will be needed subsequently. The statement of this lemma is in terms of increasing sequences; here and in similar instances we omit the obvious remark that the corresponding result for decreasing sequences is also valid. LEMMA [x~, b] . N O\V in a normal space every closed c, is a zero-set ( §2). Hence [x, b] is a zero-set for every w-limit x, as well as for every x that has an immediate predecessor. Let a denote the ordinal for which u is an wa-lirnit, and let S = {y~}~<Wa be any increasing sequence of type Wa whose limit is u. If a> 0, the required sequence T may be taken as the set of w-limits of the set S. For a=O, we define X n (n <w) as follows. If Yn+l has an immediate predecessor, ,ve take the latter as X n . If Yn+l is an w-limit, we put X n = Yn+l. Finally, if Yn+l is an wa-limit for SOIne a> 0, then we take as X n any point satisfying Yn<x n <Yn+l for which [x n , b] is a zero-set: the existence of such an X n follows from the discussion already given. Then T = {x n} n<w is as required. COROLLARY We can now present some simple examples. EXAMPLE 7.3. In the compact space W(WI +1) ( §6), every isolated point, and also the nonisolated end point WI, are P-points; all remaining points of the space (i.e., the denumerable limit ordinals) are non-P-points. In the compact space W(w2+1), the P-points consist of the isolated points, the WI-limits, and the end point W2.
EXAMPLE 7.4. Let X be any linearly ordered space, without gaps, every interval of which has the character set {COl, CI0, C11} (Theorem 6.1). From Theorem 7.1, every symmetric element of X is a P-point, and every nonsymmetric element is a non-P-point. Hence both the set Y of all P-points, and its complementary set, are dense in the space. Furthermore, every point of Y is a P-point of Y; thus Y is a dense P-space. EXAMPLE 7.5. Let X be a dense linearly ordered space such that in every interval every point has the character C21 and every gap has the character CI0 or coo. Then X is a P-space. From the fact that W2 is not cofinal with WI, it is clear that no point of X can have a linearly ordered base of neighborhoods.
EXAMPLE 7.6. Let X be a dense linearly ordered space whose set of element characters is {CI0} and whose set of gap characters is {coo}. Then no point of X is a P-point, yet every Z(f) (!EC(X, R) ), being a G a , contains an open set.
Generalizations of these examples to higher cardinals are readily derived.
The question of the existence of P-spaces of prescribed cardinality, however, is most easily settled by means of a direct construction, as follows. that Y is not normal. Like constructions yield non-normal P-spaces of every regular cardinal~N2 (and of some singular cardinals). By taking the sum (6) By the product ar is meant the order type of a set obtained by replacing each element of a linearly ordered set of type T by a set of type (1'. (7) Thus Pa is the order type of the lexicographically ordered set of all finite sequences of elements of a set of type 7T"a. of the above set Ywith an arbitrary P-space of any power Nt3~N2' one obtains a non-normal P-space of power N t3 (singular N t3 included).
COROLLARY 7.8. The continuum hypothesis is equivalent to the statement that every Psspace of the power of the continuum is normal.
Corresponding equivalences are valid for wa-additive spaces [19] with a>l.
REMARK 7.9. It has recently been shown by Henriksen and Isbell [9,
Theorem 2] that if X is any normal space, the residue class field C(X, R)j M of any maximal ideal M of C(X, R) is always a real-closed field (for definition see [26, p. 235] ). Actually, the proof is valid for any space X in which every function continuous on a zero-set of X can be extended continuously over X. In particular, then, the proof is valid if X is a P-space (see (2) of Theorem 5.3). As we have just seen, a P-space need not be normal. Hewitt calls X a Q-space if every maximal free ideal of C(X, R) is hyperreal. Every completely regular space X can be imbedded as a dense subset of a Q-space vX (in fact vX C{3X, whence (3vX = (3X), such that every function
fEC(X, R) has a (unique) continuous extension over VX(8). Hence C(X, R) is isomorphic with C(vX, R). As mentioned above, two Q-spaces X, Yare homeomorphic if and only if the rings C(X, R), C( Y, R) are algebraically isomorphic [10, Theorem 57].
' Shirota has shown [18, Theorem 1] that X is a Q-space if and only if X is homeomorphic with a closed subset of a product of real lines]"). It follows that every product of Q-spaces is a Q-space(lO), and that every closed subset of a Q-space is a Q-space(ll). According to a result obtained independently by Katetov A space X is called paracompaa (Dieudonne [3] ) if every open covering of X has a locally fini tef ") refinement that covers X. Every metric space is paracompact [20] , as is every locally compact space that is expressible as the union of countably many compact spaces [3] .
We shall show that every linearly ordered space is countably paracompactf"), and that every linearly ordered Q-space is paracompact. These results are achieved by means of characterizations, in terms of the gaps of the space, of linearly ordered paracompact spaces (Theorem 9.5) and linearly ordered Q-spaces (Theorem 10.4). The latter leads, under a mild cardinality restriction, to a simple direct construction of vX for any linearly ordered space X-it turns out that vX is a subspace of a linearly ordered space.
9. Linearly ordered paracompact spaces. If a gap u of J is covered in X by V, then it is covered in J by V. The converse need not hold, since an end-gap of J may be an interior gap of X. LEMMA 
Every open covering rr3 of a linearly ordered space E, such that every gap of E is covered (in E)
by U, has a finite subcovering. (12) More precisely: non-two-valued-measurable.
(13) A regular cardinal NO" is strongly inaccessible if exp~a <~O" for all a <.«: see [22] . No such cardinal >N 0 is known to exist; any which might would be of almost incomprehensible magnitude. (Another proof of the Ularn-Tarski result can be derived from our Theorem 10.4 below.) (14) A family V of subsets of a space X is locally finite if every point of X has a neighborhood that meets only a finite number of sets of V.
(16) Dowker [4] has defined a space X to be countably paracompact if every countable open covering of X has a locally finite refinement that covers X.
Proof. For each TErr5, construct a subset T' of E+ ( §6), by adding to T every gap of E that is covered (in E) by T. Clearly, the family u' = {T'} TEu
is an open covering of E+. Now it is well known that any linearly ordered space without gaps (including end-gaps) is compact (see the remark following Theorem 10.2 below). Therefore there is a finite subfamily {Tf } of U' that covers E+. Obviously, the corresponding subfamily {T k } of rr5 covers E.
Fundamental to our main results are the notions of Q-sequence and Q-gap, which we now introduce. DEFINITION 9.3. Let X be any linearly ordered space, and let W a be any regular initial ordinal. It will be seen that the Q-sequences at gaps play.the role of discrete spaces, whereas the non-Q-sequences of any power~a behave essentially like the space of ordinals W(w a ) . For denumerable Q-sequences, these roles coincide.
Let U be any open subset of a linearly ordered space X. For any point p of U, the union of all the intervals of X contained in U and containing p is an interval of X, which we shall call a maximal interval (16) For the remainder of the proof, let V be an arbitrary open covering of X, and suppose that either V is countable or every gap of X is a Q-gap. We are to find a locally finite refinement of V that covers X. Denote by F+ the set of all gaps of X that are not covered in X by V. Clearly, every limit-point (in X+) of non-covered gaps is a non-covered gap; consequently F+ is a closed subset of X+. Its complement in X+ is therefore expressible as the union of disjoint intervals K+ open in X+. Each boundary point of any such interval K+ is either a non-covered gap, or an end point of X+. The corresponding intervals K = K+nX are disjoint open (and closed) intervals of X, whose union is X. We may accordingly deal with each such K independently: for every UEV define U K = UnK; it is sufficient to find a locally finite refinement of the family V K = {UK}UEV that covers K.
Consider The problem is accordingly reduced to that of finding a locally finite refinement W J of UK that covers the interval J = [p, v] . Now by construction of K, every interior gap of J is covered by U, and hence by UK. Consequently if v itself is covered by UK, then the existence of the desired refinement is provided by Lemma 9.2. Assume, then, that v is a gap and that v is not covered by UK.
According to our hypotheses, either v is a Q-gap or UK is countable. Then in any case v must be a Q-gap from the left. For suppose that there is no increasing Q-sequence at v. Then v is an wa-limit for some a>O. But Lemma 9.4 requires that UK contain a subfamily of power N a , so UK cannot be countable.
Let then S = {y~}~<Wa be an increasing Q-sequence at v. We may certainly take Yo=P, and we may suppose that every term Y~+l is a point of X. We may assume further that the limits of the segments of S have been incorporated into the sequence, so that yx = lim~<x y~for every nonzero limit ordinal A<wa ; since S is a Q-sequence, each such term yx is a gap. Ex; (2) for every~<Wa, and every '7~~+2, W~(\WTI=O for all W~EW{ and all WTlEW~. The family WJ=U~<lA>aW{ is then a locally finite refinement of V K which covers J. This completes the proof of the theorem.
One might define a family of subsets of X to be "locally <N tB " if every point of X has a neighborhood that meets <N tB sets of the family. One can then find theorems relating this number Np to the cardinal number of an open covering and the cardinal numbers of the non-Q-sequences, from which Theorem 9.5 would appear as a corollary. For example, Theorem 9.5 shows that the space W(Wl) ( §6) is not paracompact, whereas the proof shows, in fact, that there is an open covering of W(Wl) having no "locally denumerable" refinement that covers W(Wl). These questions are not our primary concern, however, and we leave the subject at this point without further comment, turning our attention now to Q-spaces.
10. Linearly ordered Q-spaces. DEFINITION [a, v] , [v, b] is open and closed, hence a zero-set, and therefore one of them, say [a, v] 
It follows from this theorem that C contains a free ideal if and only if X has a gap. Since C contains a free ideal if and only if X is noncompact ( §2), we obtain the familiar result that a linearly ordered space is compact if and only if it has no gaps. Proof. (1) We have already shown in Theorem 10.2 that in any case the ideal L; is free. Since no increasing Q-sequence exists at u, u is an wa-limit for some a>O. Therefore every countable intersection of left intervals at u is nonempty. As pointed out above, a maximal ideal is real if (and only if) every countable intersection of its zero-sets is nonempty. I t follows that if L u is maximal, then it is real.
Let M be any maxirnal ideal containing L«; and consider an arbitrary fEM. We show that fEL u, which will complete the proof. Since Z(f) meets every member of Z(L u ) , there is an increasing sequence S = {x~}~<Wa of zeros of i, with limit u. Now REMARK. For the special case in which~a~exp No, the following alternate to the last part of the proof may be of interest. Let {r~}~<Wa be any set of~a distinct nonzero real numbers, and define a function f as follows:
f=r~on J~(for all~<W a ) , f=O on X -J. Then fEC(X, R). If now M is real, let r denote that real number for whichf-rEM; then either r=O, or r=rf or some F, Each of these is impossible, however, since neither X -J nor any J~is in Z(M).
The preceding theorem provides us with a large class of maximal free ideals that can be explicitly described. An easy example is the ideal L W 1 in the space of ordinals W(Wl), that is, the ideal consisting of all functions each of which vanishes from some point on. A somewhat more interesting example may be constructed as follows. Let T be a dense linearly ordered space without gaps, whose set of characters is {coo, Cn}. Delete any cn-element u from T, and call the resulting space S. Clearly there is no Q-sequence at the gap u of S. The ideals L u and R u (both exist if u is an interior gap) are therefore maximal ideals. Again, let Y be a dense linearly ordered space whose set of gap characters is {coo} and whose set of element characters is {Cn, C22}. Construct X by deleting any c22-point u; then L; and R; are maximal free ideals.
In this example, X is a P-space (cf. Example 10.10).
We are now ready to obtain our characterization of linearly ordered Qspaces. (1) X is a Q-space.
(2) X is paracompact, and every closed subspace of X is a Q-space.
(3) X is paracompact, and every closed discrete subspace of X is a Q-space.
(4) Every gap of X is a nonmeasurable Q-gap.
Proof. (1) implies (2) . If there is gap of X that is not a Q-gap, then by Theorem 10.3 there is a maximal free ideal of C(X, R) that is not hyper-real. Hence if X is a Q-space, then every gap is a Q-gap; therefore, by Theorem 9.5, X is paracompact. The result now follows upon recalling that every closed subspace of a Q-space is a Q-space.
(2) implies (3). Trivial. Before continuing we remark that according to the result of Katetov and Shirota, quoted above, (3) implies (1) for arbitrary spaces, not only for those that are linearly ordered.
(3) implies (4). If X is paracompact, then every gap is a Q-gap (Theorem 9.5). Hence it suffices to show that if every closed discrete subspace of X is a Q-space, then every Q-gap is nonmeasurable. Let S be any Q-sequence at a gap u, in which every term of S is a point of X. Then S is a closed discrete subspace of X. Therefore, by hypothesis, S is a Q-space. Let m be any finitely (4) implies (1) . This is an immediate consequence of Theorems 10.2 and 10.3. Our proof is now complete.
Since every discrete space can be regarded as linearly ordered (Theorem 7.7), the arguments given above yield an alternate proof of the known fact [11, p. 175 tinuous. And g cannot be c.onstant on any left interval at u, for on any interval K n , we have 0<g<2-n • If X is any linearly ordered space, for which the cardinal of every Q-sequence whose limit is a gap is nonmeasurable, then vX ( §8) can be described very simply.
First construct a space X" without gaps by replacing every gap u of X by two new elements, lu and r« (or only the appropriate one, in case u is an end-gap). The space X" is to be ordered in the natural way, preserving the order of X: for every gap u of X, the new elements lu, r; are consecutive elements of X", with lu <r; and for all xEX, both lu and r; bear the same order relation to x as does the gap u. Then X is a dense subspace of the linearly ordered space X". Next We conclude with some examples. EXAMPLE 10.9. Let X be a dense linearly ordered space whose set of element characters is {Cn} and whose set of gap characters is {coo, C22}, the C22-gaps being everywhere dense. Then the set of Q-gaps of X, and the set of non-Q-gaps, are each everywhere dense. (Also, this space is a P-space.) EXAMPLE 10.10. Let Y be a dense linearly ordered space whose set of gap characters is {coo} and whose set of element characters is {Cn, C22}. Then Y is paracompact and a Q-space (and a P-space). Now delete a single C22-element u. The resulting space X is no longer paracompact, nor is it a Q-space. But it remains a P-space, and therefore, like Y, it is not countably compact.
If u is an end-gap of X, then vX is Y. If u is an interior gap, then two new points must be inserted to yield vX. In either case, however, the cardinal number of {JX -X is at least exp exp~o (since X is normal but not countably corn pact; see [2; 17] 
