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Abstract. The von Neumann algebra free product of arbitary finite dimensional von Neumann algebras with respect
to arbitrary faithful states, at least one of which is not a trace, is found to be a type III factor possibly direct sum a
finite dimensional algebra. The free product state on the type III factor is what we call an extremal almost periodic
state, and has centralizer isomorphic to L(F∞). This allows further classification the type III factor and provides
another construction of full type III1 factors having arbitrary Sd invariant of Connes. The free products considered
in this paper are not limited to free products of finite dimensional algebras, but can be of a quite general form.
Introduction.
In the context of Voiculescu’s theory of freeness, (see Voiculescu, Dykema and Nica [1992]), the free product
of operator algebras is a basic operation, which is to freeness what the tensor product is to independence. Free
products of several sorts of von Neumann algebras have been investigated, including free products of finite dimen-
sional and hyperfinite von Neumann algebras with respect to traces, (Voiculsecu [1990], Dykema [1993(a)], Dykema
[1994(a)], Dykema [1993(b)]), certain amalgamated free products with respect to traces, (Popa [1993], Ra˘dulescu
[1994], Dykema [1995(a)]) and free products of various von Neumann algebras with respect to non–tracial states,
(Ra˘dulescu [preprint], Barnett [1995], Dykema [1994(b)]). In Ra˘dulescu [preprint], the free product of the diffuse
abelian von Neumann algebra and M2(C) with respect to the state Tr
(( 1
1+λ 0
0 λ1+λ
)
·
)
for 0 < λ < 1 was shown to
be a type IIIλ factor with core L(F∞)⊗B(H). In Barnett [1995] and Dykema [1994(b)], some general results about
free products of von Neumann algebras with respect to non–tracial states were proved, but several natural questions
were left unanswered. For example, in the free product
(M, φ) = (M2(C),Tr
(( 1
1+λ 0
0 λ1+λ
)
·
)
) ∗ (M2(C),Tr
(( 1
1+µ 0
0 µ1+µ
)
·
)
)
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for 0 < λ, µ < 1, M was by Dykema [1994(b)] known to be a factor only for certain values of λ and µ, and for other
values this remained unknown. One of the consequences of our main result is that such a free product is always a
factor, and the centralizer of the free product state φ is isomorphic to L(F∞).
In this paper, we investigate the free product of finite dimensional von Neumann algebras (and others) with
respect to arbitrary faithful states that are not traces. The main result can be summarized as follows:
Theorem 1 Let
(M, φ) = (A1, φ1) ∗ (A2, φ2) (1)
be the von Neumann algebra free product of finite dimensional algebras with respect to faithful states, at least one of
which is non–tracial. Then
M =M0 ⊕D or M =M0, (2)
where D is a finite dimensional algebra and where M0 is a type III factor. The type I part, D, can be found from
knowledge of φ1 and φ2, as described below. The restriction, φ0
def
= φ|M0 to the type III part, is an almost periodic
state (or functional) whose centralizer is isomorphic to the II1–factor L(F∞). The point spectrum of the modular
operator of φ0, ∆φ0 , is equal to the subgroup of R
∗
+ generated by the union of the point spectra of ∆φ1 and of ∆φ2 .
Thus, in Connes’ classification of M0 as type IIIλ, one can find λ and always 0 < λ ≤ 1.
Note that in (1) when both φ1 and φ2 are traces, M was found in Dykema [1993(b)]. In that case, M was of
a similar form, except that the non–(type I) part, M0, was then a II1 factor related to free groups, (see Ra˘dulescu
[1994] and Dykema [1994(a)]). In fact, the description in Dykema [1993(b)] of D is a special case of the description
that follows.
Let us now describe the type I part, D, in (2). (A more precise discussion is found in §7.) Given a faithful state,
ψ, on a finite dimensional von Neumann algebra, D =
⊕K
j=1Mnj (C), we write
(D,ψ) =
K⊕
j=1
Mnj(C)
αj,1,... ,αj,nj
to mean that the restriction of ψ to the jth summand of D is given by a diagonal density matrix with αj,1, . . . , αj,nj
down the diagonal. If
(A1, φ1) =
K1⊕
j=1
Mnj (C)
αj,1,··· ,αj,nj
(A2, φ2) =
K2⊕
j=1
Mmj(C)
βj,1,··· ,βj,mj
and ifM is their free product as in (1), to determine whetherM is a factor and, when it is not, to find the type I part
of M, we first “mate” every simple summand of A1 with every simple summand of A2 and examine the offspring, if
any. When the jth summand of A1, namely Mnj (C)
αj,1,··· ,αj,nj
, is mated with the kth summand of A2, namely Mmk(C)
βk,1,··· ,βk,mk
,
then there can be offspring only if at least one of nj and mk is equal to 1, i.e. if at least one of the simple summands
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is just a copy of C in the corresponding Aι. In that case, say if nj = 1, then there is offspring if and only if
mk∑
i=1
1
βk,i
<
1
1− αj,1 ,
and then the offspring is
Mmk(C)
γ1,... ,γmk
where γi = βk,i
(
1− (1− αj,1)
mj∑
p=1
1
βk,p
)
.
Analogous offspring results if mk = 1 instead of nj = 1. A system of matrix units for the offspring is the meet, ©∧ ,
defined in Dykema [1995(a)], of systems of matrix units for the simple summands that were mated, Mnj (C) and
Mmk(C), (see §7). Thus the support projection of this offspring lies under the support projection of Mnj (C) and
the support projection of Mmk(C). The type I part ofM is equal to the direct sum of all offspring produced in this
way by all possible matings of the original simple summands. If none of the matings were successful in producing
offspring, then M is a factor.
For example, we have (
C
1
5
⊕C
4
5
)
∗M2(C)
2
3 ,
1
3
=Ma ⊕M2(C)
1
15 ,
1
30
(3a)
(
C
1
4
⊕C
3
4
)
∗M2(C)
2
3 ,
1
3
=Mb (3b)
M2(C)
1
4 ,
3
4
∗M2(C)
2
3 ,
1
3
=Mc (3c)
(
M2(C)
1
10(1+
√
8)
,
√
8
10(1+
√
8)
⊕ C
9
10
)
∗
(
M2(C)
1
3 ,
1
6
⊕C
1
2
)
=Md ⊕M2(C)
1
30 ,
1
60
⊕C
2
5
(3d)
(
M2(C)
4
20 ,
1
20
⊕C
3
4
)
∗
(
M2(C)
1
3 ,
1
6
⊕C
1
2
)
=Me ⊕C
1
4
(3e)
(
C
1
41
⊕ C
40
41
)
∗
(
M3(C)
1
16 ,
1
16 ,
1
8
⊕M2(C)
1
40 ,
9
40
⊕M2(C)
1
8 ,
1
8
⊕C
1
4
)
=Mf ⊕ M3(C)
1
656 ,
1
656 ,
1
328
⊕M2(C)
25
328 ,
25
328
⊕ C
37
164
, (3f)
where Ma, Mb, Mc, Md, Me and Mf are type III factors.
Suppose that M is not a factor, i.e. that some matings result in offspring, then one easily sees that there is a
dominant projection, p, which is by definition a minimal and central projection of Aι, for ι = 1 or ι = 2, such that
all of the offspring are the progeny of the mating of p with simple summands from Aι′ where ι
′ 6= ι. For example,
in (3a), (3d) and (3f), the only dominant projection is 0⊕ 1 in the algebra on the left side of the ∗, whereas in (3f),
both 0⊕ 1 on the left and 0⊕ 1 on the right side of ∗ are dominant projections. The dominant projection p ∈ Aι, if
it exists, must be the largest (with respect to φι) of the projections in Aι that are both minimal and central.
We now turn to a discussion of the type III factor, M0, appearing in Theorem 1. Connes [1973] defined a
state, φ, on a von Neumann algebra, M, to be almost periodic if L2(M, φ) has a basis of eigenvectors for the
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modular operator, ∆φ, of φ. In that case, Arveson–Connes spectral theory (Arveson [1974], Connes [1973]) provides
a decomposition of M as a direct sum of spectral subspaces. If, in addition, the centralizer, Mφ, of φ is a factor,
then, it is easily seen, the point spectrum of ∆φ is a subgroup of R
∗
+ and every spectral subspace is of the form
Mφv or v∗Mφ for an isometry v. In analogy with Connes’ results about full factors, Connes [1974], we call an
almost periodic state, φ, having centralizer that is a factor an extremal almost periodic state, and we define Sd(φ)
to be the point spectrum of ∆φ. (At the end of §5, we show that term “extremal” is in some sense appropriate.)
By Corollary 3.2.7 of Connes [1973], from the fact that Mφ is a factor we have also that Connes’ invariant S(M)
is equal to the closure of Sd(φ). Hence in Theorem 1, φ0 is extremal almost periodic and Sd(φ0) is found from the
initial data, namely φ1 and φ2. Moreover, regarding Connes’ classification of M0 as type IIIλ, we have: M0 is type
IIIλ for 0 < λ < 1 if Sd(φ0) = λ
Z = {λn | n ∈ Z} and otherwise Sd(φ0) is dense in R∗+, and M0 must be type III1.
For example,
in (3a), Ma is a type IIIλ factor for λ = 1/2;
in (3b), Mb is a type IIIλ factor for λ = 1/2;
in (3c), Mc is a type III1 factor and the free product state, φ, has Sd(φ) equal to the (dense) subgroup of R∗+
generated by 1/3 and 1/2;
in (3d), Md is a type IIIλ factor for λ = 1/
√
2;
in (3e), Me is a type IIIλ factor for λ = 1/2;
in (3f), Mf is a type III1 factor and the free product state, φ, has Sd(φ) equal to the (dense) subgroup of R∗+
generated by 1/2 and 1/9.
Extremal almost periodic states play a prominent role in the proof of Theorem 1. An example of the sort of
results proved and used in the course of this paper is the following theorem.
Theorem 2 Suppose for ι = 1, 2 that Aι is a separable type III factor and φι is an extremal almost periodic
state on Aι whose centralizer is isomorphic to the hyperfinite II1 factor, R, or to L(F∞). Let
(M, φ) = (A1, φ1) ∗ (A2, φ2).
Then M is a type III factor, φ is extremal almost periodic and Sd(φ) is the subgroup of R∗+ generated by Sd(φ1) ∪
Sd(φ2).
By taking inductive limits, Theorem 1 can be extended to more general algebras.
Theorem 3 Let
(M, φ) = (A1, φ1) ∗ (A2, φ2),
where φ1 and φ2 are faithful states, at least one of which is not a trace, where A1 and A2 are nontrivial algebras,
each of which is one of the following:
(i) finite dimensional
(ii) B(H) for seperable, infinite dimensional Hilbert space H
(iii) a type III factor on which φι is extremal almost periodic and has centralizer isomorphic to the hyperfinite
II1 factor, R, or to L(F∞);
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(iv) a diffuse hyperfinite von Neumann algebra on which φι is a trace
(v) an interpolated free group factor (of type II1), see Ra˘dulescu [1994], Dykema [1994(a)]
(vi) a possibly infinite direct sum of algebras from (i)-(v).
Then
M =M0 ⊕D or M =M0,
with M0 and D as described in Theorem 1, (and more explicitly below).
In Theorem 3, one finds the finite dimensional part, D, ofM, if it exists, by mating every matrix algebra direct
summand of A1 with every matrix algebra summand of A2, as described above, and D is the sum of the offspring of
these matings.
Theorem 4 Let
(M, φ) = *
ι∈I
(Aι, φι),
where I is finite or countably infinite, |I| ≥ 2, each φι is a faithful state on Aι, at least one φι is not a trace and
each Aι is of the form described in Theorem 3. Then
M =M0 ⊕D or M =M0,
with M0 and D as described in Theorem 1, (and more explicitly below).
In this case, one finds the finite dimensional part, D, of M, if it exists, by, for every choice of a matrix algebra
direct summand, say Mnι(C)
αι,1,... ,αι,nι
from each Aι, mating them all together, and letting D be the sum of the offspring
resulting from all such matings. A mating of one summand from each Aι results in offspring only if all but one of
the nι equal 1, say nι = 1 if ι ∈ I\{ι′}, and then offspring results if and only if
1∑
ι∈I\{ι′}(1 − αι,1)
>
n′ι∑
j=1
1
αι′,j
and the offspring is
Mnι′ (C)
γ1,... ,γn
ι′
where γi = αι′,i

1− ( ∑
ι∈I\{ι′}
(1− αι,1)
) nι′∑
p=1
1
αι′,p

 .
We also have, as in Theorem 1, that M0 is a type III factor, φ0 = φ|M0 is extremal almost periodic and Sd(φ0) is
equal to the subgroup of R∗+ generated by the union over ι ∈ I of the point spectra of ∆φι .
For example,
(B(H),Tr(

 1/2 ∗1/4 1/8
. . .

 ·)) ∗ (B(H),Tr(

 3/4 3/16 3/64
. . .

 ·)) =Mg (4g)
(
(B(H),Tr(

 1/2 1/4 1/8
. . .

 ·))⊕ C
9/10
)
∗M2(C)
3
4 ,
1
4
=Mh ⊕M2(C)
7
20 ,
7
60
(4h)
∗
n≥1
M2(C)
1
1+
n√
2
,
n√
2
1+
n√
2
=Mk, (4k)
6 K.J. Dykema
where Mg, Mh and Mk are type III factors and
in (4g), Mg is a type IIIλ factor for λ = 1/2;
in (4h), Mh is a type III1 factor and the free product state restricted to Mh, call it φ0, has Sd(φ0) equal to the
subgroup of R∗+ generated by 1/2 and 1/3;
in (4k), Mk is a type III1 factor and the free product state, φ, has Sd(φ) equal to the subgroup of R∗+ generated
by { n√2 | n ≥ 1}.
The proofs of the above theorems involve what is loosely speaking a “type III version” of the following fact
from group theory. Let F2 = 〈a, b〉 be the free group with free generators a and b. Let π : F2 → Z be the group
homomorphism such that π(a) = 0 and π(b) = 1. Then kerπ ∼= F∞ and kerπ is freely generated by (bnab−n)n∈Z.
By “type III version” we mean that trying to find the centralizer of certain free product states is like trying to find
kerπ above, where instead of b we have a nonunitary isometry. Of course, there are some technically more involved
aspects, but the basic idea is as easy as this. We plan to write up the proof of a special case, namely M2(C)∗M2(C)
with respect to arbitrary faithful states, in Dykema [SNU]. This proof will contain most of the essential ideas of
the proof of the general case, but should more transparent, and we would recommend it to those interested in an
introduction to the techniques.
Many results of this paper are proved using the technique of free etymology. This technique consists of proving
the freeness of certain algebras by looking at words in those algebras, and investigating the “roots” of those words.
To be more specific, suppose we want to show that a family (Aι)ι∈I of subalgebras of A is free in (A, φ), and each Aι
is defined in terms of some other subalgebras (Bj)j∈J that we know are free. Since we work so much with words, let
us use a special notation, which we have used before in Dykema [1993(b)], Dykema [1994(a)] and Dykema [1995(a)].
Definition 5 Suppose A is an algebra, φ : A→ C is linear. For B ⊆ A any subalgebra, we define Bo (pronounced
B–bubble) to be Bo = B ∩ kerφ. Suppose Xι ⊆ A, are subsets, (ι ∈ I). The set of reduced words in (Xι)ι∈I is
denoted Λo((Xι)ι∈I), and is defined to be the set of a1a2 · · ·an such that n ≥ 1, aj ∈ Xιj and ι1 6= ι2 6= · · · ιn. If
|I| = 2, we may call them alternating products.
Now a free etymology proof of the freeness of (Aι)ι∈I would go as follows: we need only show φ(x) = 0 for every
x ∈ Λo((Aoι )ι∈I); after doing some work, one shows that x is equal to, for example if A is a von Neumann algebra, a
strong–operator limit of sums of reduced words in (Boj )j∈J , and hence one concludes that φ(x) = 0.
In §8, using a result of Barnett [1995], we show in many cases that M0 in Theorems 1, 3 and 4 is a full factor.
Thus, for these factors, Connes’ invariant for full factors, Sd(M0), is equal to Sd(φ0), and thereby, for instance by
taking free products as in example (4k), we obtain for an arbitrary countable dense subgroup, Γ, of R∗+, a free
product factor that is a full type III1 factor, has Γ as its Sd invariant and has extremal almost periodic state with
centralizer isomorphic to L(F∞). See Corollary 4.4 of Connes [1974] and Golodets and Nessonov [1987] for other
constructions of full III1 factors with arbitrary Sd invariant.
Acknowledgements. Most of this work was done while I was at the Fields Institute during the special year in
Operator Algebras, 1994/95. I would like to thank George Elliott for the organizing that marvelous year.
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1. Free Subcomplementation.
In Dykema [1993(b)], the free product of arbitrary finite dimensional or AFD von Neumann algebras with respect
to faithful traces was determined, and found to be an interpolated free group factor (Ra˘dulescu [1994], Dykema
[1994(a)]) possibly direct sum a finite dimensional algebra. The free product of finite dimensional algebras was
determined using the technique that is now called free etymology, and passing to AFD algebras was permitted by the
use of the notion of a standard embedding of interpolated free group factors. The definition of a standard embedding
of interpolated free group factors, L(Fs) →֒ L(Ft) is a generalization of the sort of embedding L(Fn) →֒ L(Fm),
n < m or n = m = ∞, obtained by mapping the n free generators of Fn to n (not all) of the m free generators of
Fm.
The characterization of standard embeddings in Proposition 1.2 is pleasing to the intuition and will be used in
this paper.
Definition 1.1 Suppose (M, φ) is a von Neumann algebra with normal state, and let 1 ∈ A ⊆ M be a von
Neumann subalgebra. We say that A is freely complemented in (M, φ) if there is a von Neumann subalgebra B ⊆M
such thatM is generated by A∪B and A and B are free in (M, φ). To be more specific, we can say that A is freely
complemented by B.
Proposition 1.2 Suppose π : L(Fs) →֒ L(Ft) is an injective, normal, trace–preserving ∗–homomorphism. Then
π is a standard embedding if and only if π(L(Fs)) is freely complemented in L(Ft) by an algebra isomorphic to
L(Fr)⊕C or simply to L(Fr), some 1 < r ≤ ∞.
Proof Let A = π(L(Fs)) be freely complemented in L(Ft) by B ∼= L(Fr)⊕C or ∼= L(Fr). Then by 4.4 and 1.2
of Dykema [1993(b)], π is a standard embedding. Since for any two standard embeddings π1 : L(Fs) →֒ L(Ft) and
π2 : L(Fs) →֒ L(Ft), there is an automorphism α of L(Ft) such that π1 = π2◦α, (this is easily seen from the definition
of a standard embedding Dykema [1993(b)]), and since for any s and t we can find B = L(Fr)⊕C and a trace on it
such that L(Fs) ∗B ∼= L(Ft), it follows that every standard embedding is of this form. 
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The above characterization of standard embeddings allows one to easily prove the following useful facts about
standard embeddings, some of which first appeared in Dykema [1993(b)].
Proposition 1.3
(i) The composition of standard embeddings is a standard embedding.
(ii) Suppose An = L(Ftn), 1 < tn ≤ ∞ and πn : An → An+1 is a standard embedding (n ≥ 1). Consider the
inductive limit von Neumann algebra (taken with respect to the unique traces on An), A = lim−→(An, πn) with
the associated inclusions ψn : An →֒ A. Then A = L(Ft) where t = limn→∞ tn and each ψn is a standard
embedding.
We now turn to an extension of the notion of a freely complemented subalgebra.
Definition 1.4 Suppose (M, φ) is a von Neumann algebra with normal state, and let 1 ∈ A ⊆ M be a von
Neumann subalgebra. Let Aφ denote the centralizer of φ|A. We say that A is freely subcomplemented in (M, φ)
if, for some index set I, there is for each ι ∈ I a self–adjoint projection hι ∈ Aφ and a von Neumann subalgebra
hι ∈ Bι ⊆ hιMhι such that
(i) M =W ∗(A ∪⋃ι∈I Bι)
(ii) Bι and hιMI\{ι}hι are free in (hιMhι, φ(hι)−1φ|hιMhι), where MI\{ι0}
def
= W ∗(A ∪⋃ι∈I\{ι0}Bι).
To be more precise, we will say that A is freely subcomplemented in (M, φ) by (Bι)ι∈I and with associated projections
(hι)ι∈I .
The condition (ii)’ of the following lemma will be the most useful one for proving properties of free subcomple-
mentation.
Lemma 1.5 Suppose (M, φ) , A, hι and Bι are as in Definition 1.4, except without assuming (ii) holds and
suppose also that the GNS representation of M associated to φ is faithful. Let Ω be the set of reduced words
a1a2 · · · an ∈ Λo(A,
⋃
ι∈I B
o
ι ) such that whenever 2 ≤ j ≤ n − 1, aj ∈ A, and aj−1, aj+1 ∈ Boι for some ι ∈ I, then
aj ∈ (hιAhι)o. Then span(Ω ∪ {1}) is a s.o.–dense ∗–subalgebra of M. Consider the condition
(ii)’ φ(z) = 0 ∀z ∈ Ω\A.
Then (ii)’ =⇒ (ii). Moreover, (ii)’ implies the existence of a s.o.–continuous projection of norm 1, E : M → A,
such that E(z) = 0 ∀z ∈ Ω\A. Conversely, if each hι has central support in Aφ equal to 1 then (ii) =⇒ (ii)’.
Proof One easily sees that span(Ω∪ {1}) is the ∗–algebra generated by A ∪⋃ι∈I Bι, hence is s.o.–dense in M.
For F ⊆ I, let ΩF be the set of all words z ∈ Ω such that whenever z has a letter coming from Boι , ι ∈ I, then
ι ∈ F . Let us show that (ii)’ implies the existence of the projection E : M → A. We will realize this projection
by compressing to L2(A, φ) in the Hilbert space L2(M, φ). The defining mapping M→ L2(M, φ) will be denoted
x 7→ xˆ and we let ξ def= 1ˆ.
Lemma 1.6 If P is a von Neumann algebra with normal state φ and if h, k ∈ Pφ are self–adjoint projections
in the centralizer of φ such that φ(hk) = 0, then φ(hak) = 0 ∀a ∈ P.
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Proof 0 = φ(hk) = φ(khk). The left support of kh is the support of khk which is k− k∧ (1−h). Since khk ≥ 0
and φ(khk) = 0 we have φ(k − k ∧ (1− h)) = 0. Thus
φ(hak) = φ(khak) = φ((k − k ∧ (1− h))ha(k − k ∧ (1− h))) = 0.
Hence Lemma 1.6 is proved. 
Continuing with the proof of Lemma 1.5, using Lemma 1.6 we see for ι1, ι2 ∈ I that
hι1Ahι2 ⊆ kerφ if φ(hι1hι2) = 0
hι1Ahι2 = (hι1Ahι2) ∩ kerφ+Chι1hι2 if φ(hι1hι2) 6= 0
(5)
Using (ii)’, equation (5) and that span(Ω∪{1}) is dense inM, we find that L2(M, φ) can be characterized as follows.
Let α 6∈ I,
o
Hα
def
= L2(A, φ|A)⊖C1ˆ, for ι ∈ I let
o
Hι
def
= L2(Bι, φ|Bι)⊖Chˆι, and let
H
def
= Cξ ⊕
⊕
n≥1
jk∈I∪{α}
j1 6=j2 6=···6=jn
o
Hj1 ⊗
o
Hj2 ⊗ · · · ⊗
o
Hjn .
Then L2(M, φ) is the closed subspace of H that is spanned by ξ together with all vectors
ζ1 ⊗ · · · ⊗ ζn ∈
o
Hj1 ⊗ · · · ⊗
o
Hjn , j1 6= · · · 6= jn
such that
if 2 ≤ k ≤ n− 1, jk = α, (hence jk−1, jk+1 ∈ I), then ζk ∈ {aˆ | a ∈ hjk−1Ahjk+1 ∩ kerφ}
if n ≥ 2 and j1 = α, (hence j2 ∈ I), then ζ1 ∈ {aˆ | a ∈ Ahj2 ∩ kerφ}
if n ≥ 2 and jn = α, (hence jn−1 ∈ I), then ζn ∈ {aˆ | a ∈ hjn−1A ∩ kerφ}.
Let PA be the self–adjoint projection of L
2(M, φ) onto L2(A, φ|A) = Cξ⊕
o
Hα ⊆ L2(M, φ). Let E : B(L2(M, φ))→
B(L2(A, φ|A)) be defined by E(x) = PAxPA. Then E is a projection of norm 1 and is s.o–continuous. We easily see
that
E(a) = a ∀a ∈ A
E(z) = 0 ∀z ∈ Ω\A.
Thus, by s.o.–continuity of E, we see that E projects M onto A.
Now using the projection E, we will show (ii)’ =⇒ (ii). Let ι ∈ I. We will show that Bι and hιMI\{ι}hι are free
in hιMhι. Clearly span(ΩI\{ι} ∪ {1}) is a dense ∗–subalgebra of MI\{ι}. Using the projection E :M→ A, we see
that each element of (hιMI\{ι}hι)o is the s.o.–limit of a bounded net in span(hι(ΩI\{ι}\A)hι ∪ (hιAhι)o), hence it
will suffice to show φ(y) = 0 whenever
y ∈ Λo(hι(ΩI\{ι}\A)hι ∪ (hιAhι)o, Boι ).
But by regrouping we see that y ∈ (Ω\A) ∪ (hιAhι)o, hence φ(y) = 0 by (ii)’.
Assume that each hι has central support in Aφ equal to 1 and let us show (ii) =⇒ (ii)’. Take any z = a1a2 · · · an ∈
ΩF \A, where F is a finite subset of I. It will suffice to show φ(z) = 0, and we will proceed by induction on |F |,
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proving the |F | = 1 case and the inductive step simultaneously. Let ι ∈ F be such that z has a letter from Boι .
Now we may assume n ≥ 3 and a1, an ∈ A. By hypothesis, there are partial isometries v0, . . . , vk ∈ Aφ such that
v∗j vj ≤ hι ∀1 ≤ j ≤ k and
∑k
j=1 vjv
∗
j = 1. Now φ(z) =
∑k
j1,j2=0
φ(vj1v
∗
j1zvj2v
∗
j2) =
∑k
j=0 φ(v
∗
j zvj), so we may
assume without loss of generality that a1 ∈ hιA and an ∈ Ahι. Regrouping in z by singling out all letters from Boι
and grouping all other strings of neighboring letters together, we see that z ∈ Λo(hιΩF\{ι}hι, Boι ) and if a letter of z
is in hιΩF\{ι}hι ∩A then it is in (hιAhι)o, unless it is the first or the last letter, in which case it is in hιAhι. Using
if necessary hιAhι = (hιAhι)
o +Chι to expand the first and/or the last letter, we see that z is a linear combination
of up to four elements of
Λo((hιΩF\{ι}hι\A) ∪ (hιAhι)o, Boι ).
By inductive hypothesis in the case |F | > 1 and by the fact that ΩF\{ι} ⊆ Ao if |F | = 1, we have that
z ∈ spanΛo((hιMI\{ι}hι)o, Boι ),
hence by (ii), φ(z) = 0. 
Now we show that the composition of (certain) freely subcomplemented embeddings is a freely subcomplemented
embedding.
Corollary 1.7 Suppose
1 ∈ A1 ⊆ A2 ⊆ · · · ⊆ M (6)
is a finite or infinite chain of inclusions of von Neumann algebras, φ is a normal state on M and
M =
{
An if the chain (6) is finite of length n⋃
n≥1An if the chain (6) is infinite
Suppose for all j that Aj is freely subcomplemented in (Aj+1, φ|Aj+1) by (Bι)ι∈Ij with associated projections (hι)ι∈Ij
such that each hι has central support in (Aj)φ equal to 1 and is Murray–von Neumann equivalent in (Aj)φ to a
projection in A1. Then A1 is freely subcomplemented in M by (algebras isomorphic to) (Bι)ι∈I , with I =
⋃
j Ij.
The above result is a special case of the next one.
Corollary 1.8 Let J be a set and ≤ a well–ordering on J . Suppose ∀j ∈ J Aj is a von Neumann algebra
with normal state φj and suppose there are compatible, φj–preserving inclusions Aj1 ⊆ Aj2 ∀j1 ≤ j2. Let (M, φ) =
lim−→j∈J (Aj , φj) be the inductive limit von Neumann algebra. Let j0 ∈ J denote the smallest element and suppose
∀j ∈ J\{j0} that Mj def= W ∗({1} ∪
⋃
j1j Aj1) is freely subcomplemented in W
∗(Mj ∪ Aj) (with respect to the
restriction of φ to W ∗(Mj ∪ Aj)) by (Bι)ι∈Ij with associated projections (hι)ι∈Ij , such that each hι has central
support in (Aj)φ equal to 1 and is Murray–von Neumann equivalent to a projection in Aj0 . Then Aj0 is freely
subcomplemented in (M, φ). by (algebras isomorphic to) (Bι)ι∈I where I =
⋃
j∈J Ij.
Proof Let (hι)ι∈Ij be the projections associated to (Bι)ι∈Ij . We may suppose hι ∈ (Aj0 )φ ∀ι ∈ I. Now it will
suffice to show (ii)’ of Lemma 1.5, (with A = Aj0 here). Let z ∈ ΩF \A, where F ⊆ I is any finite subset and let j ∈ J
be the largest element of J such that F ∩ Ij is nonempty. We show φ(z) = 0 by transfinite induction on j. If j = j0
then ΩF ⊆ A and there is nothing to prove. Otherwise, regrouping in z by grouping letters from all Boι for ι 6∈ Ij
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and A together, we see that z equals an element of Λo(ΩF\Ij ,
⋃
ι∈Ij
Boι ) whose every letter lying between letters from
Boι , ι ∈ Ij belongs to (hιΩF\Ijhι\A) ∪ (hιAhι)o. This last set is, by inductive hypothesis, a subset of (hιMjhι)o.
Applying Lemma 1.5(ii)’ to the situation of Mj freely subcomplemented in Aj , we have that φ(z) = 0. 
2. Freeness with amalgamation over a subalgebra.
Freeness of C∗–algebras over a subalgebras was defined by Voiculescu, and this notion of freeness corresponds to
his construction of free products with amalgamation over common subalgebras.
Definition 2.1(Voiculescu [1985]) Suppose A is an algebra, B ⊆ A a subalgebra, E : A→ B a B–B bimodule
map. Given subalgebras B ⊆ Aι ⊆ A (ι ∈ I), we say that the family (Aι)ι∈I is free over B if E(a1a2 · · · an) = 0
whenever aj ∈ Aιj , ιk 6= ιk+1 (1 ≤ k ≤ n− 1) and E(aj) = 0 ∀j. To be emphatic, we will sometimes say the family
(Aι)ι∈I is free with amalgamation over B.
Proposition 2.2 Suppose A is a C∗–algebra with state φ, B is a C∗–subalgebra of A such that the G.N.S.
representation associated to φ|B is faithful on B, E : A → B is a projection of norm one (hence a conditional
expectation) from A onto B such that φ ◦ E = φ. Suppose B ⊆ Aι ⊆ A are subalgebras. Then to show that (Aι)ι∈I
is free with amalgamation over B, it suffices to show that φ(a1a2 · · ·an) = 0 whenever aj ∈ Aιj , ι1 6= ι2 6= · · · 6= ιn
and E(aj) = 0 ∀j.
Proof From the fact that E(aj) = 0 we have, for any b1, b2 ∈ B, that E(anb2) = E(an)b = 0 = E(b1a1) and
hence, if the condition of the proposition holds, we have 0 = φ((b1a1)a2 · · · (anb2)) = φ ◦ E((b1a1)a2 · · · (anb2)) =
φ(b1E(a1 · · · an)b2) Letting (π,H, ξ) = GNS(B, φB), it follows that 0 = φ(b1E(a1 · · · an)b2) = 〈π(E(a1 · · · an))bˆ2, (b∗1 )ˆ 〉
so π(E(a1 · · · an) = 0 and hence E(a1 · · · an) = 0. Thus, the condition of the proposition implies freeness over B. 
Proposition 2.3 Suppose M is a von Neumann algebra with normal state φ, 1 ∈ A ⊆ M a von Neumann
subalgebra, E = EMA :M→ A a s.o.–continuous projection of norm 1 such that φ ◦E = φ. Suppose A ⊆ Nj ⊆M is
a von Neumann subalgebra (j ∈ J) such that ⋃j∈J Nj generates M and (Nj)j∈J is free over A in (M, E). Suppose
for each j ∈ J A is freely subcomplemented in Nj by (Bι)ι∈Ij with associated projections (hι)ι∈Ij such that the
central support of each hι in the centralizer of φ|A is 1. Let I =
⋃
j∈J Ij be a disjoint union. Then A is freely
subcomplemented in M by (Bι)ι∈I with associated projections (hι)ι∈I and Nj is freely subcomplemented in M by
(Bι)ι∈I\Ij with associated projections (hι)ι∈I\Ij .
Proof To prove that both A andNj are freely subcomplemented inM, using Definition 1.4(ii) and Lemma 1.5(ii)’
we see that it will suffice to show φ(z) = 0 ∀z ∈ Ω\A, with Ω as in Lemma 1.5. However, by regrouping, we see that
z ∈ Λo((ΩIj\A)j∈J ). Using that φ(y) = 0 ∀y ∈ ΩIj\A, we see that ΩIj\A ⊆ Nj ∩ kerEMA , hence φ(z) = 0. 
3. Conditional Expectations.
Recall Tomiyama’s famous result, Tomiyama [1957], that a projection of norm 1, E, from a C∗–algebra A onto
a C∗–subalgebra B is necessarily positive and a conditional expectation, i.e. E(b1ab2) = b1E(a)b2 for all a ∈ A,
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b1, b2 ∈ B. The following two lemmas, (which we do not claim are new), form a characterization of conditional
expectations in terms of projections on the Hilbert space of a G.N.S. representation.
Lemma 3.1 Let A be a von Neumann algebra, B ⊆ A a von Neumann subalgebra and φ a normal, faithful
state on A. Let (π,H, ξ) = GNS(A, φ), so H contains {aˆ | a ∈ A} as a dense subspace with inner product 〈aˆ1, aˆ2〉 =
φ(a∗2a1). Let HB = {bˆ | b ∈ B} ⊆ H, and let P : H → HB be the orthogonal projection. Suppose that A is a
σ–weakly dense subset of A, and that Pπ(a)|
HB
∈ Pπ(B)|
HB
for every a ∈ A. Then there is a projection of norm
1, E : A → B, such that φ ◦ E = φ. Moreover, E is continuous from the s.o.–topology on A (acting on H) to the
s.o.–topology on B (acting on HB).
Proof We have that π is a normal, faithful representation of A on H and πB : B → B(HB) given by πB(b) =
Pπ(b)|
HB
is a normal, faithful representation of B on HB, and in fact (πB ,HB, ξ) = GNS(B, φ|B). Hence, taking
limits in the weak–operator topology we have that Pπ(A)|
HB
⊆ πB(B) and we may define E : A→ B by
Pπ(a)|
HB
= Pπ(E(a))|
HB
.
Clearly E(b) = b if b ∈ B and ||E(a)|| ≤ ||a|| ∀a ∈ A. Also, φ(E(a)) = 〈πB(E(a))ξ, ξ〉 = 〈Pπ(a)Pξ, xi〉 = 〈π(a)ξ, ξ〉 =
φ(a), so φ ◦E = φ. The s.o.–continuity of E is clear. 
Lemma 3.2 Suppose (A, φ) is a C∗–algebra with faithful state. Suppose B ⊆ A is a C∗–subalgebra with projection
of norm 1, E : A→ B, such that φ ◦ E = φ. Let (π,H, ξ) = GNS(A, φ), let HB = {bˆ | b ∈ B} and let P : H→ HB
be the orthogonal projection, with notation as in Lemma 3.1. Then
(E(a))ˆ = P aˆ, (7)
Pπ(a)|
HB
= Pπ(E(a))|
HB
∀a ∈ A. (8)
Proof The identity (7) follows because
〈E(a)ˆ , bˆ〉 = φ(b∗E(a)) = φ(E(b∗a)) = φ(b∗a) = 〈aˆ, bˆ〉 = 〈aˆ, P bˆ〉 = 〈P aˆ, bˆ〉 ∀b ∈ B
and then (8) holds because
P (π(a)bˆ) = P ((ab)ˆ ) = E(ab)ˆ = (E(a)b)ˆ = E(a)bˆ.

Proposition 3.3 Suppose (Aι, φι) are von Neumann algebras with normal, faithful states, for ι in some index
set I. Suppose 1 ∈ Bι ⊆ Aι are von Neumann subalgebras with projections of norm 1, Eι : Aι → Bι, such that
φι ◦ Eι = φι. Let (M, φ) = ∗
ι∈I (Aι, φι) and let N = W ∗(
⋃
ι∈I Bι) ⊆ M. Then there is a projection of norm 1,
E :M→N such that φ ◦ E = φ and E(a) = Eι(a) whenever a ∈ Aι.
Proof Let (πι,Hι, ξι) = GNS(Aι, φι), (π,H, ξ) = GNS(M, φ). From the construction of the free product we
have that
H = Cξ ⊕
⊕
n≥1
ι1 6=ι2 6=···6=ιn
o
Hι1 ⊗ · · · ⊗
o
Hιn ,
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where
o
Hι = Hι⊖Cξι. By Lemma 3.2 there is a projection Pι : Hι → HBι implementing the conditional expectation
Eι. If Ω = Λ
o((Boι )ι∈I) then A = span(Ω ∪ {1}) is the span of words in the Bι and is a s.o.–dense ∗–subalgebra of
N . Thus it is clear that
{aˆ | a ∈ N} = {aˆ | a ∈ A} = HN = Cξ ⊕
⊕
n≥1
ι1 6=ι2 6=···6=ιn
o
HBι1
⊗ · · · ⊗
o
HBιn ⊆ H.
Let P : H → HN be the orthogonal projection. Then for a word x = a1a2 · · ·an ∈ Ω, aj ∈ Aιj , ιj 6= ιj+1, we have
that
Pπ(x)|
HN
= Pπ(Eι1(a1)Eι2(a2) · · ·Eιn(an))|HN ,
hence the same holds for all x ∈ Ω. Thus, by Lemma 3.1, there is a conditional expectation E with the desired
properties. 
Corollary 3.4 Suppose (Aι, φι) are von Neumann algebras with normal, faithful states, (ι = 1, 2), and let
(M, φ) = (A1, φ1) ∗ (A2, φ2). The there is a projection, E, of norm 1 from M onto A1 such that φ1 ◦ E = φ.
Moreover, E is continuous from the strong–operator topology on M (in its GNS representation corresponding to φ)
to the strong–operator topology on A1 (in its GNS representation corresponding to φ1).
4. Extremal almost periodic states.
Let us first recall a few definitions and theorems of Connes’.
Definition 4.1 (Connes [1974]) Let (M, φ) consist of a von Neumann algebra,M, with normal, faithful (n.f.)
state or semi–finite weight, φ. Then φ is said to be almost periodic if the modular operator, ∆φ, has pure point
spectrum. If, moreover, M is full, one defines Sd(M) to be the intersection of the point spectra of the modular
operators ∆φ as φ ranges over all n.f. almost periodic weights.
Almost periodic states behave well with respect to free products. We will be able to determine explicitly many
free products that are taken with respect to almost periodic states. The following basic observation follows easily
from Voiculsecu’s description of the conjugation operator (see Lemma 1.8 of Voiculescu [1985] or the discussion in §1
of Dykema [1994(b)]).
Proposition 4.2 For each i ∈ I, given a von Neumann algebra, Ai, with n.f. almost periodic state, φi, whose
modular operator has point spectrum Γi, consider the free product (M, φ) = ∗
ι∈I (Ai, φi). Then φ is an almost periodic
state and the point spectrum of its modular operator equals the subgroup of R∗+ generated by
⋃
i∈I Γi.
Remark 4.3 It follows from Arveson’s and Connes’ spectral theory (Arveson [1974], Connes [1973]) that when-
ever φ is an almost periodic n.f. state or weight on any von Neumann algebra M one has a decomposition
M =
⊕
γ∈Γ
Mφ(γ), (9)
where Γ is the point spectrum of ∆φ and where
Mφ(γ) = {a ∈ M | φ(xa) = γφ(ax) ∀x ∈ M}.
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(See §1 of Dykema [1995(b)].) One also has that each Mφ(γ) is w.o.–closed, that Mφ(γ1)Mφ(γ2) ⊆Mφ(γ1γ2) and
that M(γ)∗ =M(γ−1). Thus if γ > 1 and if Mφ(γ) contains an isometry v, then φ(vv∗) = γ and Mφ(γ) =Mφv,
where Mφ denotes the centralizer of φ, which is by definition Mφ =Mφ(1).
Definition 4.4 Suppose φ is an almost periodic weight on a von Neumann algebraM. Let Γ be the subgroup
of R∗+ generated by the point spectrum of the modular operator ∆φ. Suppose Γ
′ is a subgroup of Γ. Then define
Mφ(Γ′) to be the weak closure of the linear span of
⋃
γ∈Γ′Mφ(γ).
Lemma 4.5 In the situation of Definition 4.4, there is a projection of norm 1, E, from M onto Mφ(Γ′) such
that φ ◦ E = φ and that is continuous from the strong–operator topology on M (in its GNS representation from φ)
to the strong–operator topology on Mφ(Γ′) (in its GNS representation from φ). We have for a ∈ Mφ(γ) that
E(a) =
{
a if γ ∈ Γ′
0 otherwise.
Proof Let N denote Mφ(Γ′). Let (π,H, ξ) = GNS(M, φ). Since span(
⋃
γ∈ΓMφ(γ)) is s.o.–dense in M, we
get an orthogonal decomposition of the Hilbert space, H =
⊕
γ∈ΓHφ(γ), where Hφ(γ) = {aˆ | a ∈Mφ(a)}, and one
sees that HN =
⊕
γ∈Γ′ Hφ(γ). If P : H→ HN is the orthogonal projection then for a ∈ Mφ(γ)
Pπ(a)|
HN
=
{
Pπ(a)|
HN
if γ ∈ Γ′
0 otherwise.
Hence Lemma 3.1 applies to give E with the desired properties. 
Proposition 4.6 (Connes [1974]) Suppose M is a full factor. Then Sd(M) is a multiplicative subgroup of the
positive reals, R∗+. If Sd(M) 6= R∗+ and if φ is an almost periodic weight on M, then (the point spectrum of ∆φ) =
Sd(M) if and only if Mφ is a factor.
The following is in analogy with Connes’ result.
Definition 4.7 An extremal almost periodic state (or weight) on a von Neumann algebraM is a normal, faithful,
almost periodic state (or weight), φ, whose centralizer, Mφ, is a factor. We define Sd(φ) to be the point spectrum
of the modular operator ∆φ.
Lemma 4.8 Suppose a von Neumann algebra M has an extremal almost periodic state φ. Then M is a factor
and
(i) is type II1 if Sd(φ) = {1};
(ii) is type IIIλ if Sd(φ) = {λn | n ∈ Z}, 0 < λ < 1;
(iii) is type III1 if Sd(φ) is dense in R
∗
+.
Proof The center ofM lies in the centralizer of φ, which is a factor, soM is a factor. The type classification (i),
(ii), and (iii) of Connes’ follows from Corollary 3.2.7. of Connes [1973]. 
Lemma 4.9 Suppose M is a factor with extremal almost periodic state φ. Then
(i) for every γ ∈ Sd(φ), γ > 1, there is an isometry vγ in the spectral subspace Mφ(γ);
(ii) Sd(φ) is a subgroup of the multiplicative group R∗+
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Proof Since γ is in the point spectrum of ∆φ, one sees thatMφ(γ) is nonempty. Taking the polar decomposition
of any element of Mφ(γ), one shows that Mφ(γ) contains a partial isometry, v′. Then φ(v′v′∗) = γφ(v′∗v′). Since
Mφ is a factor and γ > 1, there are partial isometries xj and yj in Mφ such that v =
∑n
j=1 xjv
′yj ∈ Mφ(γ) is an
isometry. This proves (i). Part (ii) now follows easily from (i) and the fact that h1Mφh2 6= {0} if h1, h2 are nonzero
projections in Mφ.
Lemma 4.10
(i) Let M be a type III factor having an extremal almost periodic state φ and let h ∈ Mφ be a self–adjoint
projection. Then φh = φ(h)
−1φ|hMh is an extremal almost periodic state on hMh whose centralizer is equal
to hMφh, and Sd(φh) = Sd(φ).
(ii) Conversely, if M is a von Neumann algebra with almost periodic state φ and if h ∈ Mφ is a self–adjoint
projection whose central support in Mφ is 1 and such that hMφh is a factor, then M is a factor and φ is
extremal almost periodic.
Proof Part (i) is clear from Lemma 4.9 and Remark 4.3 and part (ii) is tautologically true, because Mφ must
be a factor. 
In the remainder of this section, we prove that an extremal almost periodic state, φ, is truly extremal, in the
sense that if ψ is an almost periodic state that commutes with φ in the sense of Pedersen and Takesaki [1973], then
the point spectrum of ∆ψ contains the point spectrum of ∆φ.
Given faithful, normal states, φ and ψ, on a von Neumann algebra M, by Pedersen and Takesaki’s Radon-
Nikodym Theorem for von Neumann algebras, Pedersen and Takesaki [1973], ψ commutes with φ if and only if there
is a self–adjoint, nonnegative operator, h, affiliated with the centralizer of φ, Mφ, such that ψ = φ(·h).
Lemma 4.11 Let φ be a faithful, extremal almost periodic, normal state on M and let ψ be a faithful, normal
state on M commuting with φ, so ψ = φ(·h) as described above. Then ψ is almost periodic if and only if h has
purely atomic spectral measure, i.e. if and only if h =
∑
k∈I tkEk for tk ∈ R∗+ and (Ek)k∈I an orthogonal family of
projections in Mφ whose sum is 1.
Proof Let E(·) be the spectral measure of h, so h = ∫
R+
tE(dt). Let
ηφ :M→ L2(M, φ)
ηψ :M→ L2(M, ψ)
be the usual embeddings, and denote the inner product in L2(M, φ) by 〈·, ·〉φ and in L2(M, ψ) by 〈·, ·〉ψ . Let Γφ
denote the point spectrum of ∆φ and let
m =
⋃
0<t1<t2<∞
γ∈Γφ
E([t1, t2])Mφ(γ)E([t1, t2]),
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so m is s.o.–dense in M. Then for x ∈ m ∩Mφ(γ) and y ∈ m,
〈ηψ(x), ηψ(y)〉ψ = ψ(y∗x) = φ(y∗xh) = 〈ηφ(xh), ηφ(y)〉φ
〈∆ψηψ(x), ηψ(y)〉ψ = 〈ηψ(y∗), ηψ(x∗)〉ψ = ψ(xy∗) = φ((hx)y∗) = γφ(y∗(hx)) =
= γψ(y∗(hxh−1)) = γ〈ηψ(hxh−1), ηψ(y)〉ψ . (10)
For γ ∈ Γφ, let Fγ be the orthogonal projection from L2(M, ψ) onto span{ηψ(x) | x ∈ Mγ(φ)}. Then (Fγ)γ∈Γφ
is an orthogonal family of projections whose sum is 1. Let Dφ =
∑
γ∈Γφ
γFγ . Let Lh and Rh−1 be the closures
of the operators defined on m by Lhηψ(x) = ηψ(hx) and Rh−1ηψ(x) = ηψ(xh
−1). Clearly, LE(·) is the spectral
measure for Lh and RE(σ(·)) is the spectral measure for Rh−1 , where σ(t) = t
−1. Then Dφ, Lh and Rh−1 are
commuting, (see §VII.5 of Reed and Simon [1972]), nonnegative, self–adjoint operators on L2(M, ψ). From (10) we
see that ∆ψ = DφLhRh−1 . Since Mφ is a factor, and using the spectral decomposition of M with respect to φ, (see
Remark 4.3), we see that L2(M, ψ) has a basis of eigenvectors of ∆ψ if and only if h has purely atomic spectral
measure. 
Proposition 4.12 Let φ and ψ be faithful, almost periodic, normal states on M such that ψ commutes with φ
in the sense of Pedersen and Takesaki [1973]. If φ is extremal almost periodic then the point spectrum of ∆ψ contains
the point spectrum of ∆φ.
Proof Let h, affiliated with Mφ, be such that ψ = φ(·h). By Lemma 4.11 and its proof, h has purely atomic
spectral measure and ∆ψ = DφLhRh−1 . Let Γh be the point spectrum of h, so h =
∑
t∈Γh
tEt, where (Et)t∈Γh is
an orthogonal family of projections in Mφ summing to 1. Using the spectral decomposition (see Remark 4.3) of M
with respect to φ and the factoriality of Mφ, we see that Et1FγEt−12 6= 0 for every γ ∈ Γφ and every t1, t2 ∈ Γh,
(where Fγ is as in the proof of 4.11). Thus the point spectrum of ∆ψ is equal to {γt1t−12 | γ ∈ Γφ, t1, t2 ∈ Γh} ⊇ Γφ.

5. Some technical lemmas.
The free etymology proof of Theorem 1.2 of Dykema [1993(b)], which was stated for the finite, separable case,
is valid also more generally. We restate it for convenience in two steps, first the more often used version, then its
generalization.
Proposition 5.1 Suppose (Aι, φι) is a von Neumann algebra with normal, faithful state (ι = 1, 2) and let
(M, φ) = (A1, φ1)∗(A2, φ2). Suppose h ∈ A1 is a central projection. Let B1 = Ch+(1−h)A1 and N =W ∗(B1∪A2).
Then hMh =W ∗(hNh ∪A1h) and hNh and A1h are free in (hMh, φ(h)−1φ|hMh). Moreover, the central support,
CM(h), of h in M equals the central support, CN (h), of h in N .
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Proposition 5.2 Suppose (Aι, φι) is a von Neumann algebra with normal, faithful state (ι = 1, 2) and let
(M, φ) = (A1, φ1) ∗ (A2, φ2). Suppose A1 = D1 ⊗Mn(C)⊕D2 and let
A1 = D1 ⊗Mn(C) ⊕ D2
∪
B1 = 1⊗Mn(C) ⊕ D2
and N =W ∗(B1 ∪ A2). Let h ∈ 1⊗Mn(C)⊕ 0 ⊆ B1 be a minimal projection. Then hMh =W ∗(hNh ∪ (D1 ⊗ h))
and hNh and D1 ⊗ h are free in (hMh, φ(h)−1φ|hMh).
Lemma 5.3 Suppose (Aι, φι) is a von Neumann algebra with normal, faithful state (ι = 1, 2) and let (M, φ) =
(A1, φ1) ∗ (A2, φ2). Suppose hι ∈ Aι is a central projection and φ1(h1) = φ2(h2). Let Bι = Chι + (1 − hι)Aι and
N =W ∗(B1∪B2). There is a unitary w ∈W ∗(1, h1, h2) such that h2w = wh1. Then h1Mh1 =W ∗(h1Nh1∪A1h1∪
w∗A2h2w) and (h1Nh1, A1h1, w∗A2h2w) is free in (h1Mh1, φ(h1)−1φ|h1Mh1). Moreover, the central supports satisfy
CM(h1) = CN (h1).
Proof That the unitary w exists is easily seen from Theorem 1.1 of Dykema [1993(b)]. Let N1 =W ∗(B1 ∪A2).
Then by Proposition 5.1, h2N1h2 =W ∗(h2Nh2∪h2A2), h2Nh2 and h2A2 are free in h2N1h2 and CN1(h2) = CN (h2).
Thus h1N1h1 = w∗h2N1h2w = W ∗(h1Nh1 ∪ w∗h2A2w), h1Nh1 and w∗h2A2w are free in h1N1h1 and CN1(h1) =
CN (h1). Applying again Proposition 5.1, we have h1Mh1 = W ∗(h1N1h1 ∪ h1A1), h1N1h1 and h1A1 are free in
h1Mh1 and CM(h1) = CN1(h1). Now apply Proposition 2.5.5 of Voiculescu, Dykema and Nica [1992]. 
The previous two results were about what happens when one adds central summands in a free product situation
(i.e. going from Bι to Aι) and making the center of Aι larger (or keeping it the same). The next result is about what
happens when adding a partial isometry and making the center of Aι smaller.
Lemma 5.4 Suppose (Aι, φι) is a von Neumann algebra with normal, faithful state (ι = 1, 2) and let (M, φ) =
(A1, φ1) ∗ (A2, φ2). Suppose v ∈ A1 is a partial isometry such that vv∗ = k, v∗v = h ≤ 1− k, with h, k ∈ (A1)φ1 and
∀a ∈ A1 φ1(va) = 0⇔ φ1(av) = 0.
Set B1 to be either
(i) B1 = Ck + (1− k)A1(1 − k) ⊆ A1,
(ii) or, only if k is minimal in A1, B1 = k˜A1k˜ + h˜A1h˜ where k˜, h˜ ∈ (A1)φ1 are projections, h ≤ h˜, k ≤ k˜ and
h˜+ k˜ = 1.
Important properties of B1 will be that k is minimal in B1 and that kB1h = {0}. Let N = W ∗(B1 ∪ A2), let Nφ
denote the centralizer of φ|N and suppose there is x ∈ N such that x∗x = h, xx∗ = k and
∀a ∈ N φ(xa) = 0⇔ φ(ax) = 0.
Then x∗v is a Haar unitary and (hNh, {x∗v}) is ∗–free in (hMh, φ(h)−1φ|hMh), and
hMh =W ∗(hNh ∪ {x∗v}). (11)
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Moreover, the central supports satisfy CM(h) = CN (h+ k).
Proof (11) is clear by the usual algebraic technique of bringing back generators with partial isometries, cf.
Lemma 1 of Ra˘dulescu [1992(a)]. We will show simultaneously that x∗v is a Haar unitary and that (hNh, {x∗v}) is
∗–free by showing that φ(y) = 0 for every alternating product y in (hNh)o and {(x∗v)n | n ∈ N}∪{(v∗x)n | n ∈ N}.
Regrouping by sticking x and x∗ to letters from (hNh)o whenever possible, we see that y is equal to an alternating
product in {v, v∗} and
(hNh)o ∪ (hNh)x∗ ∪ x(hNh) ∪ x(hNh)ox∗,
where
every letter from (hNh)o is (unless it is the first letter of y) preceeded by v
and is (unless it is the last letter of y) followed by v∗;
every letter from (hNh)x∗ is (unless it is the first letter of y) preceeded by v
and is followed by v;
every letter from x(hNh) is preceeded by v∗
and is (unless it is the last letter of y) followed by v∗;
every letter from x(hNh)ox∗ is preceeded by v∗
and is followed by v.
Using Kaplansky’s density theorem, we see that every element of N is the s.o.–limit of a bounded sequence in
span(Ω ∪ {1}) where Ω = Λo(Bo1 , Ao2). Now using the φ–preserving conditional expectation from N onto B1 (which
is gotten from Proposition 3.4), and using the fact that k is minimal in B1 and k and h are perpendicular projections
belonging to the centralizer of φ, we have that every element of
(hNh)o is the s.o.–limit of a bounded sequence in span Ω0
x(hNh) is the s.o.–limit of a bounded sequence in span Ωr
(hNh)x∗ is the s.o.–limit of a bounded sequence in span Ωl
x(hNh)ox∗ is the s.o.–limit of a bounded sequence in span Ωl,r
where
Ω0 = (Ω\Bo1) ∪ (hB1h)o
Ωr is the set of elements of Ω whose right–most letter is from A
o
2
Ωl is the set of elements of Ω whose left–most letter is from A
o
2
Ωl,r = Ωl ∩Ωr.
Hence it will suffice to show that φ(z) = 0 whenever z is an alternating product in {v, v∗} and Ω0 ∪ Ωl ∪ Ωr ∪ Ωl,r,
such that every letter that is v is preceded by a letter from Ωr ∪ Ωl,r and every letter that is v∗ is followed by a
letter from Ωl ∪ Ωl,r. Regrouping by sticking each v and v∗ to a letter from Bo1 whenever possible, and using that
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v(hB1h)
ov∗ ⊆ Ao1 and vB1 ⊆ Ao1, we see that z equals an alternating product in Ao1 and Ao2, hence by freeness,
φ(z) = 0.
We have left to prove only that CM(h) = CN (h+ k). Using CA(p) =
∧
x∈A left support(xp), and noting vh = v
has left support equal to k, we have that CM(h) = CM(h+ k) ≥ CN (h+ k). But since CN (h+ k) commutes with B1,
with A2 and with v, we have that CN (h+ k) is in the center of M, hence CM(h+ k) ≤ CN (h+ k). 
Now we prove that (in certain circumstances) if A1 is freely complemented in M then hA1h is freely subcom-
plemented in hMh.
Proposition 5.5 Let Aι be a von Neumann algebra and φι a normal, faithful state on Aι, (ι = 1, 2). Let
(M, φ) = (A1, φ1) ∗ (A2, φ2). Suppose (A1)φ1 is a factor and (A2)φ2 has no minimal projections. If 1 6= h ∈ (A1)φ1
is a self–adjoint projection then hA1h is freely subcomplemented in (hMh, φ(h)−1φ|hMh) by (Bι)0≤ι≤n, some n ≥ 1,
where B0 is isomorphic to the cut–down of the free product of A2 and a finite dimensional abelian algebra and where
Bι ∼= L(Z) ∀ι ≥ 1.
Proof There are n ≥ 1 and partial isometries v0, v1, . . . , vn ∈ (A1)φ1 such that vjv∗j ≤ h ∀j and
∑n
j=0 v
∗
j vj = 1.
We may assume v0 = h. Let
D−1 = Ch+Cv
∗
1v1 + · · ·+Cv∗nvn ⊆ (A1)φ1
D0 = D−1 + hA1h ⊆ A1
Dj =W
∗(Dj−1 ∪ {vj}) ⊆ A1 for 1 ≤ j ≤ n.
For −1 ≤ j ≤ n let Pj = W ∗(Dj ∪ A2) so (Pj , φ|Pj ) ∼= (Dj , φ1|Dj ) ∗ (A2, φ2). Clearly Dn = A1 and Pn = M. By
Proposition 5.1, hA1h is freely complemented in hP0h by hP−1h. From Dykema [1993(b)] we see that there are
partial isometries xj in the centralizer of φ restricted to W
∗(D−1 ∪ (A2)φ) such that x∗jxj = v∗j vj and xjx∗j = vjv∗j ,
so by Lemma 5.4 hPj−1h is freely subcomplemented in hPjh by an algebra isomorphic to L(Z) with associated
projection equal to vjv
∗
j ∈ (A1)φ1 ∀1 ≤ j ≤ n. Thus using Corollary 1.7 and the fact that h(A1)φ1h is a factor the
proposition is proved. 
Now we prove that (in certain circumstances) if A is a freely subcomplemented von Neumann subalgebra of M
then hAh is freely subcomplemented in hMh.
Proposition 5.6 Let M be a von Neumann algebra with normal, faithful state φ and 1 ∈ A ∈ M a von
Neumann subalgebra. Let Aφ denote the centralizer of φ|A and suppose Aφ is a II1–factor. Suppose also that A is
freely subcomplemented in M by (Bι)ι∈I where for each ι ∈ I the centralizer of φ|Bι has no minimal projections. If
h ∈ Aφ is a self–adjoint projection then hAh is freely subcomplemented in hMh by algebras isomorphic to the Bι, to
cut–downs of free products of the Bι with finite dimensional abelian algebras and to L(Z).
Proof Denote the associated projections of (Bι)ι∈I by (hι)ι∈I . Let us first do the case when |I| = 1, say I = {1}.
Since Aφ as a factor we may assume either h1 ≤ h or h ≤ h1. If h1 ≤ h then clearly hAh is freely subcomplemented
in hMh by B1. If h ≤ h1 then h1Ah1 and B1 freely generate h1Mh1 so applying Proposition 5.5 we see that hAh is
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freely complemented in hMh by a cut–down of (B1 free product a finite dimensional abelian algebra) and copies of
L(Z), so the case |I| = 1 is proved. Moreover in the above case, since Aφ is a II1–factor we may choose the associated
projections for the free subcomplimnetation of hAh in hMh to be in any given II1–subfactor of hAh. This allows us
to conclude the general case from Corollary 1.8. 
6. Free products of factors with respect to extremal almost periodic states.
Lemma 6.1 Suppose φι is an almost periodic state on a von Neumann algebra Aι, (ι = 1, 2). Let Γι,0 be the
point spectrum of φι and let Γι be the subgroup of R
∗
+ generated by Γι,0. Let (M, φ) = (A1, φ1) ∗ (A2, φ2). Then
by Proposition 4.2, φ is almost periodic and its point spectrum, which we denote Γ, is equal to the subgroup of R∗+
generated by Γ1 ∪ Γ2. Suppose that λ ∈ Γ1,0, 0 < λ < 1, that there is an isometry v ∈ (A1)φ1(λ−1) and that
λZ
def
= {λn | n ∈ Z} is complemented in Γ1, say1 Γ1 = H ⊕ λZ. Let B1 = (A1)φ1(H). Note by Remark 4.3 that M
is generated by B1 and A2 together with v. Let
N[0,0] =W ∗(B1 ∪ A2),
N[−n,0] =W ∗(v∗N[−n+1,0]v ∪ N[0,0]), n ≥ 1,
N(−∞,0] =W ∗(
⋃
n≥0N[−n,0]),
N(−∞,n] =W ∗(N(−∞,n−1] ∪ vnN[0,0](v∗)n), n ≥ 1,
N(−∞,∞) =W ∗(
⋃
n≥0N(−∞,n]).
(13)
Then
(i) v∗N[−n+1,0]v and N[0,0] are free in (M, φ) with amalgamation over B1, ∀n ≥ 1;
(ii) hnN(−∞,n−1]hn and vnN[0,0](v∗)n are free in (hnMhn, λ−nφ|hnMhn) with amalgamation over hnB1hn,
∀n ≥ 1, where hn = vn(v∗)n ∈Mφ;
(iii) if λZ ∩ Γ′ = {1}, where Γ′ is the subgroup of Γ generated by H together with Γ2, then N(−∞,∞) =Mφ(Γ′).
Proof We have by Remark 4.3 that span
(
B1 ∪
⋃
n∈N(B1v
n ∪ (v∗)nB1
)
) is a s.o.–dense ∗–subalgebra of A1,
hence, letting
Ω = Λo
(
Bo1 ∪
⋃
n∈N
(B1v
n ∪ (v∗)nB1), Ao2
)
,
we have that span(Ω ∪ {1}) is a s.o.–dense ∗–subalgebra of M. Consider a word x = a1a2 · · · an in Ω, written as
an alternating product of the specified form, i.e. each aj ∈ Bo1 ∪
⋃
n∈N(B1v
n ∪ (v∗)nB1) ⊆ Ao1 or aj ∈ Ao2, with
aj ∈ Ao1 ⇐⇒ aj+1 ∈ Ao2. We will want to keep track of the occurrences of v and v∗, hence let l(x) = n be the length
of x and for each 1 ≤ i, j ≤ n let
s(ai) =


0 if ai ∈ Bo1 ∪ Ao2
k if ai ∈ B1vk
−k if ai ∈ (v∗)kB1,
tj(x) =
j∑
i=1
s(ai).
1We will mostly use additive notation for direct sums, complements and cosets of subgroups of R∗+, even though the operation in
R
∗
+ is multiplication.
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If 0 ∈ I ⊆ Z let ΘI be the set of alternating products x ∈ Ω such that tl(x)(x) = 0 and tj(x) ∈ I ∀1 ≤ j ≤ l(x).
Claim 6.1a If I is of the form [−n, 0], (−∞, n], n ∈ {0}∪N, or (−∞,∞) then span(ΘI ∪ {1}) is a s.o.–dense
∗–subalgebra of NI .
Proof First, show that span(ΘI ∪ {1}) is a ∗–algebra. We need only show that multiplication is closed. We
show by induction on n+m that if we have elements of Ω, x = a1 · · · an (or x = 1, in which case we take n = 0) and
y = b1 · · · bm (or y = 1, in which case m = 0), such that tj(x) ∈ I, tl(x)(x) + tj(y) ∈ I ∀j and tn(x) + tm(y) = 0, then
xy ∈ span(ΘI ∪ {1}). When n +m = 0 or 1, then either x = 1 or y = 1, so xy ∈ ΘI ∪ {1}. If an ∈ Aoι1 , b1 ∈ Aoι2 ,
ι1 6= ι2, then xy = a1 · · · anb1 · · · bm is already in reduced form, so xy belongs to ΘI . If an ∈ Aoι and b1 ∈ Aoι , let
c = anb1. If ι = 1 and s(an) 6= −s(b1) then anb1 ∈ (v∗)kB1 or b1vk, some k > 0, so xy = a1 · · · an−1cb2 · · · bm is in
reduced form and
tj(xy) =
{
tj(x) if 1 ≤ j ≤ n− 1
tl(x)(x) + tj−n+1(y) if n ≤ j ≤ n+m− 1,
hence xy is an element of ΘI . If ι = 1 and s(an) = −s(b1) then c ∈ B1, or if ι = 2 then c ∈ A2 and c = co + φ(c)1
where φ(co) = 0, so
xy = a1 · · · an−1cob2 · · · bm + φ(c)a1 · · ·an−1b2 · · · bm,
and, by the same argument as above, the first term is an element of ΘI while the second term is of the correct form
to apply the inductive hypothesis. Hence we have shown that span(ΘI ∪ {1}) is a ∗–algebra.
Now we show by induction on n ≥ 0 that
N[−n,0] = span(Θ[−n,0] ∪ {1}). (14)
First, note that N[−n,0] ⊇ N[−n+1,0] ∀n ≥ 1, (which is readily shown from (13) by induction on n). For n = 0,
(14) is clearly true. Suppose n ≥ 1. By inductive hypothesis, we have v∗N[−n+1,0]v ⊆ span(v∗Θ[−n+1,0]v ∪ {1}) ⊆
span(Θ[−n,0] ∪ {1}), and N[0,0] ⊆ span(Θ[0,0] ∪ {1}), so the inclusion ⊆ in (14) is true. For the reverse inclusion,
suppose x = a1 · · · am ∈ Θ[−n,0] is a word of the specified form. We show by induction on m that x ∈ N[−n,0].
If tj = 0 ∀1 ≤ j ≤ m then x ∈ N[0,0]. Otherwise, let j1 be least such that tj1(x) < 0 and j2 least such that
j2 > j1 and tj2(x) = 0. If j1 > 1 then a1 · · ·aj1−1 ∈ N[0,0]. Now aj1 = (v∗)k1b1 and aj2 = b2vk2 , some b1, b2 ∈ B1,
0 < k1, k2 ≤ n. Thus (v∗)k1−1b1aj1+1 · · · aj2−1b2vk2−1 ∈ Θ[−n+1,0], so (by inductive hypothesis for the induction
on n), aj1 · · · aj2 ∈ v∗N[−n+1,0]v. Finally, aj2+1 · · · am ∈ Θ[−n,0], and is of shorter length, hence lies in N[−n,0], (by
inductive hypothesis for the induction on m). Thus a1 · · ·am ∈ N[−n,0], and (14) is true.
Let us now prove by induction on n ≥ 0 that
N(−∞,n] = span(Θ(−∞,n] ∪ {1}). (15)
For n = 0 we have it by taking the inductive limit of (14). The inclusion ⊆ in (15) is true because (using inductive
hypothesis) N(−∞,n−1] ⊆ span(Θ(−∞,n−1] ∪ {1}) and vnΘ[0,0](v∗)n ⊆ Θ(−∞,n], while every element of N[0,0] is the
s.o–limit of a bounded sequence in span(Θ[0,0] ∪ {1}). To show ⊇, consider x = a1 · · · am ∈ Θ(−∞,n], a word of
the specified form, and show by induction on m that x ∈ N(−∞,n]. If tj(x) < n ∀j, then by inductive hypothesis
(for the induction on n), x ∈ N(−∞,n−1] ⊆ N(−∞,n]. Otherwise let j1 be least such that tj1(x) = n and j2 least
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such that j2 > j1 and tj2(x) < n. Thus aj1 = b1v
k1 and aj2 = (v
∗)k2b2 for some b1, b2 ∈ B1 and k1, k2 >
0. Then x = a1 · · ·aj1(v∗)nvnaj1+1 · · ·aj2−1(v∗)nvnaj2 · · · am. But a1 · · · aj1(v∗)n ∈ spanΘ(−∞,n−1] ⊆ N(−∞,n−1],
vnaj1+1 · · · aj2−1(v∗)n ∈ vn(Θ[0,0]∪{1})(v∗)n ⊆ vnN[0,0](v∗)n and vnaj2 · · · am ∈ spanΘ(−∞,n] is a sum of one or two
words of shorter length, so by inductive hypothesis, is in N(−∞,n]. This proves (15).
Finally,
N(−∞,∞) = span(Θ(−∞,∞) ∪ {1})
is obtained by taking the inductive limit of (15). Hence Claim 6.1a is proved.
We continue with the proof of Lemma 6.1. Showing (i) is the same as showing that φ(z) = 0 whenever z is an
alternating product in v∗N[−n+1,0]v ⊖ B1 and N[0,0] ⊖ B1. If x ∈ N[0,0] then (by Claim 6.1a, Kaplansky’s density
theorem and separability) x is the strong–operator limit of a bounded sequence, (xn)
∞
n=1 in span(Θ[0,0] ∪ {1}).
Combining Corollary 3.4 and Lemma 4.5, there is a φ–preserving conditional expectation, EB1 from M onto B1.
Hence if also x ⊥ B1, then EB1(x) = 0 and thus xn − EB1(xn) is a bounded sequence converging in s.o.–topology
to x. So x is the s.o.–limit of a bounded sequence in span(Θ[0,0]\Bo1). Doing the same for the other, note that
v∗N[−n+1,0]v ⊖ B1 = v∗(h1N[−n+1,0]h1 ⊖ h1B1h1)v. One similarly shows that if x ∈ N[−n+1,0] ⊖ B1 then x is the
s.o.–limit of a bounded sequence in span(Θ[−n+1,0]\Bo1). Hence, to show that φ(z) = 0 it will suffice to show that
φ(y) = 0 whenever y is an alternating product in Θ[0,0]\Bo1 and v∗(Θ[−n+1,0]\Bo1)v. If we “erase parenthesis” in
y and multiply elements from A1 together whenever possible, because B1vB1 ⊆ Ao1 we see that y is equal to an
alternating product in Ao1 and A
o
2, hence φ(y) = 0 by freeness, and (i) is proved.
Part (ii) is proved similarly. It suffices to show that φ(y) = 0 whenever y is an alternating product in
Θ(−∞,n−1]\Bo1 and vn(Θ[0,0]\Bo1)(v∗)n. Since every element of Θ(−∞,n−1]\Bo1 begins with an element of either
Ao2, (v
∗)jB1, (j ≥ 1), Bo1 or B1vk, (1 ≤ k ≤ n − 1), and ends with the adjoint of one of these, by regrouping and
multiplying neighbors we see that y is equal to an alternating product in Ao1 and A
o
2. Hence φ(y) = 0 and (ii) is
proved.
Let us now show (iii). We assume λZ∩Γ′ = {1}. In light of Claim 6.1a, we haveN(−∞,∞) = span(ΘZ∪{1}). Note
that ΘZ equals the set of words x belonging to Ω such that tl(x)(x) = 0. Let E denote the projection from M onto
Mφ(Γ′), obtained from Lemma 4.5. If x ∈ Ω, then, writing each element of Ao2 as the s.o.–limit of a bounded sequence
in span
⋃
γ∈Sd(φ2)
(A2)φ2(γ) and each element ofB1 as the s.o.–limit of a bounded sequence in span
⋃
γ∈H(A1)φ1(γ), we
see that x ∈ span⋃γ∈λk(x)+Γ′Mφ(γ), where k(x) = −tl(x)(x). So tl(x)(x) = 0 implies x ∈ Mφ(Γ′), and tl(x)(x) 6= 0
implies x ⊥ Mφ(Γ′) and hence E(x) = 0. Thus we easily see Mφ(Γ′) ⊇ spanΘZ. For the reverse inclusion, let
y ∈ Mφ(Γ′). Since span(Ω ∪ {1}) is s.o.–dense in M, by the Kaplansky density theorem and separability there is
a bounded sequence (yn)n≥1 converging to y in s.o.–topology and such that yn ∈ span(Ω ∪ {1}) ∀n. Then, since
E(y) = y, we have that (E(yn))n≥1 is a bounded sequence converging strongly to y, and E(yn) ∈ span(ΘZ ∪ {1})
∀n. Thus (iii) is proved.

Lemma 6.2 Let (M, φ) = (A1, φ1) ∗ (A2, φ2), Γι, Γι,0 and Γ be as in Lemma 6.1. Suppose λ ∈ Γ1,0, 0 < λ < 1,
there is an isometry v ∈ (A1)φ1(λ−1) and there is a subgroup H ⊆ Γ1 that together with λ generates Γ1. Suppose
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λZ ∩ H = λNZ def= {λNk | k ∈ Z}, some N ∈ N, N ≥ 2. Let B1 = (A1)φ1(H). Note by Remark 4.3 that M is
generated by B1 and A2 together with v. Let
N[0,0] =W ∗(B1 ∪ A2),
N[0,n] =W ∗(N[0,n−1] ∪ vnN[0,0](v∗)n), 1 ≤ n ≤ N − 1.
Then
(i) hnN[0,n−1]hn and vnN[0,0](v∗)n are free in (hnMhn, λ−nφ|hnMhn) with amalgamation over hnB1hn, ∀1 ≤
n ≤ N − 1, where hn = vn(v∗)n;
(ii) if also λZ∩Γ′ = λNZ, where Γ′ is the subgroup of Γ generated by H together with Γ2, then N[0,N−1] =M(Γ′).
Proof This is a modulo N version of the proof of Lemma 6.1. Because vN ∈ B1 and, e.g. for 1 ≤ n ≤ N − 1,
(v∗)nB1 = (v
∗)n(v∗)N−nvN−nB1(v
∗)N−nvN−n = (v∗)N
(
vN−nB1(v
∗)N−n
)
vN−n ⊆ B1vN−n, (16)
we have that span(B1 ∪
⋃
1≤n≤N−1B1v
n) is a s.o.–dense ∗–subalgebra of A1, hence, letting
Ω = Λo(Bo1 ∪
⋃
1≤n≤N−1
B1v
n, Ao2),
we have that span(Ω∪ {1}) is a s.o.–dense ∗–subalgebra ofM. Consider an alternating product x = a1a2 · · ·an ∈ Ω
with each aj ∈ Bo1 ∪
⋃
1≤n≤N−1B1v
n ⊆ Ao1 or aj ∈ Ao2 and with aj ∈ Ao1 ⇐⇒ aj+1 ∈ Ao2. We will want to keep track
of the number of occurrences of v modulo N , hence let l(x) = n be the length of x and for each 1 ≤ i, j ≤ n let
s(ai) =
{
0 if ai ∈ Bo1 ∪Ao2
k if ai ∈ B1vk
tj(x) =
j∑
i=1
s(ai) ∈ Z/NZ, (17)
taking the sum in (17) in the group of integers modulo N . If 0 ∈ I ⊆ Z/NZ let ΘI be the set of words x ∈ Ω such
that tl(x)(x) = 0 and tj(x) ∈ I ∀1 ≤ j ≤ l(x).
Claim 6.2a For each 1 ≤ n ≤ N − 1, span(Θ[0,n] ∪ {1}) is a s.o.–dense ∗–subalgebra of N[0,n].
Proof One shows that Θ[0,n] is a ∗–algebra using induction just like in the proof of Claim 6.1a, and that
N[0,n] = span(Θ[0,n] ∪ {1}) using double induction just like in the proof of (15).
The proof of (i) is similar to the proof of 6.1(ii). It will suffice to show that φ(y) = 0 whenever y is an alternating
product in Θ[0,n−1]\Bo1 and vn(Θ[0,0]\Bo1)(v∗)n. But every element of Θ[0,n−1]\Bo1 begins with an element of either
Ao2, B
o
1 or B1v
k, (1 ≤ k ≤ n− 1), and ends with an element of either Ao2, Bo1 or B1vN−k, (1 ≤ k ≤ n− 1). Since, for
1 ≤ k ≤ n−1, we have B1vN−kvnB1 ⊆ B1vn−k ⊆ Ao1 and (see (16)) B1(v∗)nB1vk ⊆ B1vN−n+k ⊆ Ao1, by regrouping
and multiplying some neighbors we see that y is equal to an alternating product in Ao1 and A
o
2, hence φ(y) = 0 by
freeness.
In light of Claim 6.2a, showing (ii) is the same as showing Mφ(Γ′) = span(Θ[0,N−1] ∪ {1}). Again, note that
Θ[0,N−1] is the set of words, x ∈ Ω such that tl(x)(x) = 0. Let E denote the projection fromM ontoMφ(Γ′), obtained
from Lemma 4.5. As in the proof of 6.1(iii), we see that every x ∈ Ω is the s.o.–limit of a bounded sequence in
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span(
⋃
γ∈λk(x)+Γ′Mφ(γ)), where k(x) = −tl(x)(x). Hence tl(x)(x) = 0 implies x ∈Mφ(Γ′) and tl(x)(x) ∈ {1, . . . , N−
1} implies x ⊥ Mφ(Γ′), hence E(x) = 0. Thus Mφ(Γ′) ⊇ span(Θ[0,N−1] ∪ {1}). To prove the reverse inclusion, let
y ∈ Mφ(Γ′) and let (yn)∞n=1 be a bounded sequence in span(Ω ∪ {1}) whose s.o.–limit is y. Then (E(yn))∞n=1 is a
bounded sequence in span(Θ[0,N−1]∪{1}) whose s.o.–limit is E(y) = y. Hence y ∈ span(Θ[0,N−1]∪{1}), proving (ii).

Lemma 6.3 Let (M, φ) = (A1, φ1) ∗ (A2, φ2), Γι, Γι,0 and Γ be as in Lemma 6.1. Suppose λ ∈ Γ1,0 ∩ Γ2,0,
0 < λ < 1, for each ι = 1, 2 there is an isometry vι ∈ (Aι)φι(λ−1) and λZ is complemented in Γι, say Γι = Hι ⊕ λZ.
Let Bι = (Aι)φι(Hι). Note by Remark 4.3 that M is generated by B1 and B2 together with v1 and v2. For each
n ≥ 1, let hι,n = vnι (v∗ι )n. Then there is a partial isometry yn ∈ W ∗({1, h1,n, h2,n}) such that y∗nyn = h1,n and
yny
∗
n = h2,n. Let un = y
∗
nv
n
2 (v
∗
1)
n. Let
N[0,0] =W ∗(B1 ∪B2),
N[0,1] =W ∗(N[0,0] ∪ {u1}),
N[−n,1] =W ∗(v∗1N[−n+1,1]v1 ∪N[0,1]), n ≥ 1,
N(−∞,1] =W ∗(
⋃
n≥0N[−n,1]),
N(−∞,n] =W ∗(N(−∞,n−1] ∪ {un}), n ≥ 2,
N(−∞,∞) =W ∗(
⋃
n≥1N(∞,n]).
Then
(i) u1 is a Haar unitary and (h1,1N[0,0]h1,1, {u1}) is ∗–free in (h1,1Mh1,1, λ−1φ|h1,1Mh1,1);
(ii) v∗1N[−n+1,1]v1 and N[0,1] are free with amalgamation over N[0,0] in (M, φ), ∀n ≥ 1;
(iii) un is a Haar unitary and (h1,nN(−∞,n−1]h1,n, {un}) is ∗–free in (h1,nMh1,n, λ−nφ|h1,nMh1,n), ∀n ≥ 2;
(iv) if λZ ∩Γ′ = {1}, where Γ′ is the subgroup of Γ generated by H1 together with H2, then N(−∞,∞) =Mφ(Γ′).
Proof Since h1,n and h2,n are free projections having the same weight under φ, the existence of the partial
isometry yn is easily seen from Theorem 1.1 of Dykema [1993(b)]. Since span(Bι ∪
⋃
n≥1(Bιv
n
ι ∪ (v∗ι )nBι)) is a
s.o.–dense ∗–subalgebra of Aι, letting
Ω = Λo
(
Bo1 ∪
⋃
n≥1
(B1v
n
1 ∪ (v∗1)nB1), Bo2 ∪
⋃
n≥1
(B2v
n
2 ∪ (v∗2)nB2)
)
,
we have that span(Ω∪{1}) is a s.o.–dense ∗–subalgebra ofM. Consider a word x = a1a2 · · · an belonging to Ω, such
that aj ∈ Boιj ∪
⋃
n∈N(Bιjv
n
ιj ∪ (v∗ιj )nBιj ) ⊆ Aoιj , with ιj 6= ιj+1. We will want to keep track of the occurrences of vι
and v∗ι , hence let l(x) = n be the length of x and for each 1 ≤ i, j ≤ n let
s(ai) =


0 if ai ∈ Bo1 ∪Bo2
k if ai ∈ B1vk1 ∪B2vk2
−k if ai ∈ (v∗1)kB1 ∪ (v∗2)kB2,
tj(x) =
j∑
i=1
s(ai).
If 0 ∈ I ⊆ Z let ΘI be the set of words x ∈ Ω such that tl(x)(x) = 0 and tj(x) ∈ I ∀1 ≤ j ≤ l(x).
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Claim 6.3a If I is of the form [0, 0], [−n, 1] for n ∈ {0}∪N, (−∞, n] for n ∈ N or (−∞,∞), then span(ΘI∪{1})
is a s.o.–dense ∗–subalgebra of NI .
Proof One first proves that span(ΘI∪{1}) is a ∗–algebra like in Claim 6.1a. It is clear that N[0,0] = span(Θ[0,0]∪
{1}). Let us prove that
N[0,1] = span(Θ[0,1] ∪ {1}). (18)
Since u1 ∈ spanΘ[0,1], (which is seen by writing y1 as the s.o.–limit of a bounded sequence in span(Θ[0,0] ∪{1})), the
inclusion ⊆ in (18) is clear. For the reverse inclusion, since v∗ι vι = 1, it will suffice to show that v1av∗1 , v1av∗2 , v2av∗2 ∈
N[0,1] whenever a ∈ B1 ∪B2. If a ∈ B1 then
v1av
∗
1 ∈ B1 ⊆ N[0,1],
v1av
∗
2 = (v1av
∗
1)(v1v
∗
2y1)y
∗
1 ∈ B1u∗1y1 ⊆ N[0,1],
v2av
∗
2 = y1(y
∗
1v2v
∗
1)(v1av
∗
1)(v1v
∗
2y1)y
∗
1 ∈ y1u1B1u∗1y∗1 ⊆ N[0,1],
(19)
and if a ∈ B2 then
v1av
∗
1 = (v1v
∗
2y)y
∗(v2av
∗
2)y(y
∗v2v
∗
1) ∈ u∗1y∗1B2y1u1 ⊆ N[0,1]
v1av
∗
2 = (v1v
∗
2y)y
∗(v2av
∗
2) ∈ u∗1y∗1B2 ⊆ N[0,1]
v2av
∗
2 ∈ B2 ⊆ N[0,1].
(20)
This proves (18).
Let us prove by induction on n ≥ 0 that
N[−n,1] = span(Θ[−n,1] ∪ {1}). (21)
The case n = 0 was just proved. Suppose n ≥ 1. From the fact that v∗1Θ[−n+1,1]v1 = Θ[−n,0] and from inductive
hypothesis, one sees that ⊆ holds in (21). To show the reverse inclusion, note that every element of Θ[−n,1] equals a
product of elements from Θ[−n,0] and Θ[0,1].
Now let us prove by induction on n ≥ 1 that
N(−∞,n] = span(Θ(−∞,n] ∪ {1}). (22)
The case n = 1 is true by taking the inductive limit of (21). For n ≥ 2, the inclusion ⊆ holds in (22) by inductive
hypothesis and the fact (seen by writing yn as a s.o.–limit of a bounded sequence in span(Θ[0,0] ∪ {1})) that un ⊆
spanΘ[0,n]. For the reverse inclusion, analogous to the proof of (15), we show that every element of Θ(−∞,n] is a
product of elements of Θ(−∞,n−1] and elements of the form v
n
ι1Θ[0,0](v
∗
ι2)
n, (ι1, ι2 ∈ {1, 2}). By inductive hypothesis,
the former are in N(−∞,n−1], and the latter are shown to be in N(−∞,n] using analogues of (19) and (20) for un.
Finally, note that
N(−∞,∞) = span(Θ(−∞,∞) ∪ {1})
follows by taking the inductive limit of (22). Hence Claim 6.3a is proved.
Continuing with the proof of Lemma 6.3, we will now prove (i) and (iii) simultaneously. For consistency of
notation, let N(−∞,0] = span(Θ(−∞,0] ∪ {1}), and note that N[0,0] ⊆ N(−∞,0]. (We don’t need to show that N(−∞,0]
is an algebra; we only care that it contains N[0,0].) We will thus show for every n ≥ 1 that φ(z) = 0 whenever z is
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an alternating product in (h1,nN(−∞,n−1]h1,n)o and {ukn | k ∈ N} ∪ {(u∗n)k | k ∈ N}. Rewriting un = y∗nvn2 (v∗1)n and
u∗n = v
n
1 (v
∗
2)
nyn and regrouping, we see that z equals and alternating product, call it z
′, in
(h1,nN(−∞,n−1]h1,n)o ∪ (h1,nN(−∞,n−1]h2,n) ∪ (h2,nN(−∞,n−1]h1,n) ∪ (h2,nN(−∞,n−1]h2,n)o
and {vn2 (v∗1)n, vn1 (v∗2)n}, where every letter that has
vn2 (v
∗
1)
n on the left and vn1 (v
∗
2)
n on the right belongs to (h1,nN(−∞,n−1]h1,n)o
vn1 (v
∗
2)
n on the left and vn2 (v
∗
1)
n on the right belongs to (h2,nN(−∞,n−1]h2,n)o.
From Claim 6.3a and Kaplansky’s density theorem, we know that every element of N(−∞,n−1] is the s.o–limit of a
bounded sequence in span(Θ(−∞,n−1] ∪ {1}). Using now the conditional expectation from M onto Bι, gotten from
combining Corollary 3.4 and Lemma 4.5, we see that every element of (hι,nN(−∞,n−1]hι,n)o is the s.o.–limit of a
bounded sequence in span((Θ(−∞,n−1]\Boι ) ∪ (hι,nBιhι,n)o). Hence, to show that φ(z′) = 0 it will suffice to show
that φ(z′′) = 0 whenever z′′ is obtained from z′ by replacing every letter of z′ that
lies between vn2 (v
∗
1)
n on the left and vn1 (v
∗
2)
n on the right
with an arbitrary element of (Θ(−∞,n−1]\Bo1) ∪ (h1,nB1h1,n)o)
lies between vn1 (v
∗
2)
n on the left and vn2 (v
∗
1)
n on the right
with an arbitrary element of (Θ(−∞,n−1]\Bo2) ∪ (h2,nB2h2,n)o,
and replacing every letter of z′ not in one of the above two cases with an arbitrary element of Θ(−∞,n−1] ∪{1}. Now
regrouping and multiplying some neighbors in z′′ and using that (v∗ι )
n(hι,nBιhι,n)
ovnι ⊆ Boι and vnι Bι ⊆ Aoι , we see
that z′′ is equal to an alternating product in Ao1 and A
o
2, hence by freeness φ(z
′′) = 0. Thus (i) and (iii) are proved.
To prove part (ii), we must show that φ(z) = 0 whenever z is an alternating product in v∗1N[−n+1,1]v1 ⊖N[0,0]
and N[0,1]⊖N[0,0]. Let E be the conditional expectation fromM onto N[0,0] gotten from Lemma 3.3 and Lemma 4.5.
If x ∈ v∗1N[−n+1,1]v1, then by Claim 6.3a and Kaplansky’s density theorem, x is the s.o.–limit of a bounded sequence,
(xn)
∞
n=1, in span(v
∗
1Θ[−n+1,1]v1∪{1}) = span(Θ[−n,0]∪{1}). If also x ⊥ N[0,0], then E(x) = 0, so xn−E(xn) converges
strongly to x as n→∞, and xn−E(xn) ∈ span(Θ[−n,0]\Θ[0,0]). Hence every element of v∗1N[−n+1,1]v1⊖N[0,0] is the
s.o.–limit of a bounded sequence in span(Θ[−n,0]\Θ[0,0]). Similarly, every element of N[0,1]⊖N[0,0] is the s.o.–limit of
a bounded sequence in span(Θ[0,1]\Θ[0,0]). Hence it will suffice to show that φ(z′) = 0 whenever z′ is an alternating
product in Θ[−n,0]\Θ[0,0] and Θ[0,1]\Θ[0,0]. However, note that Θ[0,0](Θ[−n,0]\Θ[0,0])Θ[0,0] ⊆ span(Θ[−n,0]\Θ[0,0]).
Hence from every letter of z′ that belongs to Θ[−n,0]\Θ[0,0], we can peel off any leading or trailing letters from Bo1
or Bo2 and glue them onto the adjoining letters of z
′, (except if we’re at the beginning or the end of z′). Therefore,
letting Ψ be the set of words x = a1 · · ·an ∈ Θ[0,1] such that a1 ∈ Bιvι, some ι = 1, 2 and an ∈ v∗ιBι, some ι = 1, 2,
it will suffice to show that φ(fz′′g) = 0 whenever z′′ is an alternating product in Θ[−n,0]\Θ[0,0] and Ψ, and whenever
f = 1 (respectively g = 1) if the first letter (respectively last letter) of z′′ is from Θ[−n,0]\Θ[0,0] and f (respectively
g) is in Θ[0,0] ∪ {1} if the first letter (respectively last letter) of z′′ is in Ψ. By regrouping and multiplying some
neighbors, fz′′g is seen to be an alternating product in Ao1 and A
o
2, hence φ(fz
′′g) = 0 by freeness and (ii) is proved.
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In light of the Claim 6.3a, part (iv) is proved just like 6.1(iii) was proved.

Lemma 6.4 Let (M, φ) = (A1, φ1) ∗ (A2, φ2), Γι, Γι,0 and Γ be as in Lemma 6.1. Suppose λ ∈ Γ1,0 ∩ Γ2,0,
0 < λ < 1, for each ι = 1, 2 there is an isometry vι ∈ (Aι)φι(λ−1) and there is a subgroup Hι ⊆ Γι that together with
λ generates Γι. Suppose λ
Z∩H1 = λNZ = λZ∩H2, some N ∈ N, N ≥ 2. Let Bι = (Aι)φι(Hι). Note by Remark 4.3
that M is generated by B1 and B2 together with v1 and v2. For each n ≥ 1, let hι,n = vnι (v∗ι )n. Then there is a
partial isometry yn ∈W ∗({1, h1,n, h2,n}) such that y∗nyn = h1,n and yny∗n = h2,n. Let un = y∗nvn2 (v∗1)n. Let
N[0,0] =W ∗(B1 ∪B2),
N[0,n] =W ∗(N[0,n−1] ∪ {un}), 1 ≤ n ≤ N − 1.
Then
(i) {un} is a Haar unitary and (h1,nN[0,n−1]h1,n, {un}) is ∗–free in (h1,nMh1,n, λ−nφ|h1,nMh1,n), ∀1 ≤ n ≤
N − 1;
(ii) if λZ ∩ Γ′ = λNZ, where Γ′ is the subgroup of Γ generated by H1 and H2, then Mφ(Γ′) = N[0,N−1].
Proof This is a modulo N version of the proof of Lemma 6.3. As in the proof of Lemma 6.2, we have that
span(Bι ∪
⋃
1≤n≤N−1Bιv
n
ι ) is a s.o.–dense ∗–subalgebra of Aι, hence, letting
Ω = Λo(Bo1 ∪
⋃
1≤n≤N−1
B1v
n
1 , B
o
2 ∪
⋃
1≤n≤N−1
B2v
n
2 ),
we have that span(Ω ∪ {1}) is a s.o.–dense ∗–subalgebra of M. Consider a word x = a1a2 · · · an ∈ Ω with each
aj ∈ Boιj ∪
⋃
1≤n≤N−1Bιjv
n
ιj ⊆ Aoιj and with ιj 6= ιj+1. We will want to keep track of the number of occurrences of
v1 and v2 modulo N , hence let l(x) = n be the length of x and for each 1 ≤ i, j ≤ n let
s(ai) =
{
0 if ai ∈ Bo1 ∪Bo2
k if ai ∈ B1vk1 ∪B2vk2
tj(x) =
j∑
i=1
s(ai) ∈ Z/NZ, (23)
taking the sum in (23) in the group of integers modulo N . If 0 ∈ I ⊆ Z/NZ let ΘI be the set of words x ∈ Ω such
that tl(x)(x) = 0 and tj(x) ∈ I ∀1 ≤ j ≤ l(x).
Claim 6.4a For each 1 ≤ n ≤ N − 1, span(Θ[0,n] ∪ {1}) is a s.o.–dense ∗–subalgebra of N[0,n].
Proof One shows that Θ[0,n] is a ∗–algebra using induction just like in the proof of Claim 6.1a, and that
N[0,n] = span(Θ[0,n] ∪ {1}) just like in the proofs of (18) and (22).
Proving (i) is like proving 6.3(i) and (iii).
In light of the Claim 6.4a, part (ii) is proved just like 6.1(iii) and 6.2(ii) were proved. We omit the details. 
Proposition 6.5 Let A1 be a separable, type III factor with extremal almost periodic state φ1 and suppose the
centralizer of φ1 is either the hyperfinite II1–factor, R, or L(F∞). Let A2 be a separable von Neumann algebra with
normal, faithful state φ2 and suppose either
(diff) φ2 is a trace, A2 is either L(Z) or an interpolated free group factor,
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(fin) φ2 is a trace and A2 6= C is the direct sum of a finite dimensional algebra, a hyperfinite algebra and (possibly
infinitely many) interpolated free group factors
or
(extr) A2 is a type III factor and φ2 is an extremal almost periodic state whose centralizer is either R or L(F∞).
Let
(M, φ) = (A1, φ1) ∗ (A2, φ2).
Then Mφ ∼= L(F∞). Furthermore, the inclusion Q →֒ Mφ is a standard embedding, where Q = W ∗((A1)φ1 ∪
(A2)φ2)
∼= L(Ft). Thus M is a type III factor and φ is an extremal almost periodic state whose point spectrum Sd(φ)
is the subgroup of R∗+ generated by Sd(φ1) ∪ Sd(φ2).
Note that part of this proposition is Theorem 2.
Proof of Proposition 6.5 We need only show that Mφ ∼= L(F∞) and Q →֒ Mφ is a standard embedding.
These assertions will be proved by induction in several steps, corresponding to several cases. First, we show that
(diff) =⇒ (fin),
or more precisely that whenever the proposition has been proved in case (diff) for a given value of Sd(φ1), then
the conclusions of the proposition hold also in the case (fin) for that same value of Sd(φ1). Indeed, in case (fin),
by Dykema [1993(b)] there is n large enough so that if h1, . . . , hn ∈ (A1)φ1 are orthogonal projections, φ1(hj) = 1/n
∀j, then
P0 def= W ∗({h1, . . . , hn} ∪ A2)
is an interpolated free group factor. For 2 ≤ j ≤ n let vj ∈ (A1)φ1 be a partial isometry such that v∗j vj = h1 and
vjv
∗
j = hj . Then A1 =W
∗(h1A1h1 ∪ {v2, . . . , vn}). Let
P1 =W ∗(P0 ∪ h1A1h1)
Pj =W ∗(Pj−1 ∪ {vj}) 2 ≤ j ≤ n.
Thus Pn = M. We have by Proposition 5.1 that h1P1h1 is freely generated by h1P0h1 and h1A1h1, so by the
proposition in case (diff), and since h1 has central support equal to 1, P1 is a type III factor, φ|P1 is an extremal
almost periodic state with centralizer isomorphic to L(F∞) and Sd(φ|P1) = Sd(φ1). In exactly the same way, using
Lemma 5.4, we have by induction on 2 ≤ j ≤ n that Pj is a type III factor, φ|Pj is an extremal almost periodic
state with centralizer isomorphic to L(F∞) and Sd(φ|Pj ) = Sd(φ1). It only remains to show that Q →֒ Mφ is
a standard embedding. We have that W ∗(h1P0h1 ∪ h1(A1)φ1h1) →֒ (h1P1h1)φ is a standard embedding, and by
choosing x to lie in P0 for the applications of Lemma 5.4 to each inclusion h1Pj−1h1 →֒ h1Pjh1, we see that
h1(W
∗(h1A1h1 ∪ {v2, . . . , vj} ∪ A2))h1 →֒ h1(Pj)φh1 is a standard embedding ∀2 ≤ j ≤ n, hence at j = n we have
that Q →֒Mφ is a standard embedding. Thus the conclusions of the proposition hold also in case (fin).
Henceforth, whenever D ⊆M is a von Neumann subalgebra, by Dφ we will denote the centralizer of φ|D.
We begin by showing that the conclusions of the proposition hold in the following cases for 1 ≤ m ≤ ∞.
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Case I(diff)m φ2 is a trace, A2 is L(Z) or an interpolated free group factor and Sd(φ1) is a free abelian group
of rank m.
Case I(extr)m A2 is a type III factor, φ2 is an extremal almost periodic state, Sd(φ2) = Sd(φ1) and Sd(φ1) is
a free abelian group of rank m.
Our strategy will be to prove
(a) I(diff)1 and
I(diff)m−1 =⇒ I(diff)m, (2 ≤ m <∞)
(b) I(extr)1 and
I(diff)m−1+I(extr)m−1 =⇒ I(extr)m, (2 ≤ m <∞)
(c) I(diff)∞ and I(extr)∞.
Let us begin by proving (a), i.e. I(diff)m, 1 ≤ m <∞. We will use Lemma 6.1 with Sd(φ1) = λZ ⊕H , for H a free
abelian group of rank m− 1, (H = {1} when m = 1). Then also part 6.1(iii) applies, and hence Mφ = (N(−∞,∞))φ.
We will show by induction on n ≥ 1 that
(a1) N[−n,0] is a factor, φ|N[−n,0] is an extremal almost periodic state with Sd(φ|N[−n,0]) = H .
(a2) B1 is freely subcomplemented in N[−n,0] by a finite family (Dι)ι∈I of algebras, where each Dι is either L(Z)
or L(Ft), 1 < t ≤ ∞ with φ|Dι being a trace.
(a3) N[−n+1,0] is freely subcomplemented in N[−n,0] by a finite family of algebras, each of which is of the form
described in (a2).
(a4) (N[−n,0])φ ∼= L(Ftn) with tn =∞ (or if m = 1 possibly tn <∞ but tn ր∞).
(a5) the inclusion (N[−n+1,0])φ →֒ (N[−n,0])φ is a standard embedding.
(a6) the inclusion Q →֒ (N[−n,0])φ is a standard embedding.
By definition, B1 is freely complemented in N[0,0] by A2, hence by I(diff)m−1 (or by Dykema [1993(b)] in the case
m = 1), we have that (a1), (a2), (a4) and (a6) hold for n = 0. Now suppose n ≥ 1. We use 6.1(i) and we want
to apply Lemma 2.3. We need that B1 is freely subcomplemented in v
∗N[−n+1,0]v, and since v∗B1v = B1, this is
equivalent to h1B1h1 being freely subcomplemented in h1N[−n+1,0]h1. From (a2)n−1 and from Lemma 5.6, making
use of I(fin)m−1, we see that h1B1h1 is freely subcomplemented in h1N[−n+1,0]h1 by algebras of the form described
in (a2). Hence, by 2.3, we have that (a2)n holds. If n = 1 then also by 2.3, (a3)n holds. If n ≥ 2 then by (a2)n−2
and (a3)n−1, applying 5.6 twice, we have that B1 is freely subcomplemented in v
∗N[−n+2,0]v, which is in turn freely
subcomplemented in v∗N[−n+1,0]v by (Dι)ι∈I , all by algebras of the form described in (a2). Thus, using the idea of
the proof of 2.3, we see that N[−n+1,0] =W ∗(v∗N[−n+2,0]v ∪N[0,0]) is freely subcomplemented in N[−n,0] by (Dι)ι∈I ,
i.e. (a3)n holds. Now (a4)n, (a5)n and (a6)n all follow from (a3)n using I(diff)m−1 and I(extr)m−1.
From these we conclude that N(−∞,0] is a factor, φ|N(−∞,0] is an extremal almost periodic state with
Sd(φ|N(−∞,0]) = H and (N(−∞,0])φ ∼= L(F∞). Moreover, we have that Q →֒ (N(−∞,0])φ is a standard embed-
ding and that B1 is freely subcomplemented in N(−∞,0] by a family of algebras of the form described in (a2). We
can then use 6.1(ii) to prove by induction on n ≥ 1 that
30 K.J. Dykema
(a7) N(−∞,n] is a factor, φ|N(−∞,n] is an extremal almost periodic state with Sd(φ|N(−∞,n]) = H and (N(−∞,n])φ ∼=
L(F∞).
(a8) hnB1hn is freely subcomplemented in hnN(−∞,n]hn by a countable family of algebras, each of which is of
the form described in (a2).
(a9) hnN(−∞,n−1]hn is freely subcomplemented in hnN(−∞,n]hn by a finite family of algebras, each of which is
of the form described in (a2).
(a10) the inclusion (N(−∞,n−1])φ →֒ (N(−∞,n])φ is a standard embedding.
(a11) the inclusion Q →֒ (N(−∞,n])φ is a standard embedding.
Hence by taking inductive limits we have that N(−∞,∞) is a factor, φ|N(−∞,∞) is extremal almost periodic with
Sd(φ|N(−∞,∞)) = H and (N(−∞,∞))φ ∼= L(F∞) and Q →֒ (N(−∞,∞))φ is a standard embedding. Thus part (a) is
proved.
Now we prove (b), i.e. I(extr)m, 1 ≤ m < ∞. We will use Lemma 6.3 with Sd(φ1) = Sd(φ2) = λZ ⊕ H , and
note that 6.3(iv) applies, so we need only show that (N(−∞,∞))φ ∼= L(F∞) and Q →֒ (N(−∞,∞))φ is a standard
embedding. We have by I(extr)m−1 (or by Dykema [1994(a)] if m = 1) that N[0,0] is a factor, φ|N[0,0] is an extremal
almost periodic state, Sd(φ|N[0,0]) = H , (N[0,0])φ ∼= L(F∞) (or possibly ∼= L(F2) if m = 1) and Q →֒ (N[0,0])φ is a
standard embedding (or Q = (N[0,0])φ if m = 1). Now we will show by induction on n ≥ 1 that
(b1) N[−n,1] is a factor, φ|N[−n,1] is an extremal almost periodic state with Sd(φ|N[−n,1]) = H .
(b2) N[0,1] is freely subcomplemented in N[−n,1] by a finite family (Dι)ι∈I of algebras, where each Dι is either
L(Z), L(Ft), 1 < t ≤ ∞ with φ|Dι being a trace, or is a type III factor with φ|Dι being an extremal almost
periodic state having centralizer isomorphic to L(F∞) and Sd(φ|Dι) = H .
(b3) N[−n+1,1] is freely subcomplemented in N[−n,1] by a finite family of algebras, each of which is of the form
described in (b2).
(b4) (N[−n,1])φ ∼= L(Ftn) with tn =∞ (or if m = 1 possibly tn <∞ but tn ր∞).
(b5) the inclusion (N[−n+1,1])φ →֒ (N[−n,1])φ is a standard embedding.
(b6) the inclusion Q →֒ (N[−n,1])φ is a standard embedding.
By 6.3(i) and the proposition in case I(diff)m, we see that (b1), (b4) and (b6) hold for n = 0. Now suppose
n ≥ 1. We want to use 6.3(ii) and Proposition 2.3, and hence we must show that N[0,0] is freely subcomplemented in
v∗1N[−n+1,1]v1. This is equivalent to showing that v1N[0,0]v∗1 is freely subcomplemented in h1N[−n+1,1]h1. Applying
Lemma 5.6 and using (b2)n−1 if n ≥ 2, it thus suffices that v1N[0,0]v∗1 be freely subcomplemented in h1N[0,1]h1. Now
v1N[0,0]v∗1 is generated by v1B1v∗1 = h1B1h1 and v1B2v∗1 = u∗1y∗1B2y1u1 (with u1 and y1 as in 6.3). Consider
D =W ∗({1} ∪ h1B1h1 ∪ h2B2h2) = (C(1− h1)⊕ h1B1h1) ∗ (C(1 − h2)⊕h2B2h2)
D ⊇ D1 =(C(1− h1)⊕ Ch1 ) ∗ (C(1 − h2)⊕ Ch2 ).
Then by Lemma 5.3, h1B1h1 and y
∗
1B2y1 are free and W
∗(h1B1h1 ∪ y∗1B2y1) is freely complemented in h1Dh1
by h1D1h1, which by Theorem 1.1 of Dykema [1993(b)] is of the form L(Z) or L(Z) ⊕ C. Hence, adding partial
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isometries from (B1)φ1 and (B2)φ2 like in the proof of Lemma 5.6, we see that W
∗(h1B1h1 ∪ y∗1B2y1) is freely sub-
complemented in h1N[0,0]h1 by a finite family (Dι)ι∈I of algebras of the form L(Z) or L(Z)⊕C, and all associated
projections can be chosen to lie in h1(B1)φh1. Because h1N[0,0]h1 and {u1} together freely generate h1N[0,1]h1,
by a free etymology argument it follows that h1B1h1, u
∗
1y
∗
1B2y1u1, (Dι)ι∈I and {u1} together generate h1N[0,0]h1,
that (h1B1h1, u
∗
1y
∗
1B2y1u1, {u1}) is ∗–free in h1N[0,1]h1 and that W ∗(h1B1h1 ∪u∗1y∗1B2y1u1∪{u1}) is freely subcom-
plemented in h1N[0,1]h1 by (Dι)ι∈I ; therefore v1N[0,0]v∗1 = W ∗(h1B1h1 ∪ u∗1y∗1B2y1u1) is freely subcomplemented
in h1N[0,1]h1 by algebras of the form described in (a2). Now Proposition 2.3 can be used to show (b2)n and, in
conjunction with (b3)n−1 if n ≥ 2, to show (b3)n. Then (b4)n, (b5)n and (b6)n follow as a matter of course.
Thus we see that N(−∞,1] is a factor, φ|N(−∞,1] is extremal almost periodic and has centralizer isomorphic to
L(F∞). Now by 6.3(iii) it is immediate that N(−∞,1] is freely subcomplemented in N(−∞,∞) by a countable family
of algebras isomorphic to L(Z) and from this (b) is easily proved.
Then (c) follows by taking inductive limits, and hence the proposition is proved in Case I(diff) and Case I(extr).
Next, consider
Case II φ2 is a trace and A2 is either L(Z) or an interpolated free group factor.
Of course, if Sd(φ1) is a free abelian group, then this has been proved as Case I(diff). Since every countable
subgroup of R∗+ is the union of a chain of subgroups H1 ⊆ H2 ⊆ · · · such that each Hj is a free abelian group
and such that Hj+1/Hj is a finite cyclic group ∀j, one can prove the proposition in Case II using Case I(diff) and
Lemma 6.2.
Thus all cases (diff) and (fin) have been proved. Consider now
Case III A1 is a type III factor, φ2 is an extremal almost periodic state and Sd(φ1) = Sd(φ2).
This is easily proved using Case I(extr), the chain H1 ⊆ H2 ⊆ · · · and Lemma 6.4.
It remains to show the case when A1 and A2 are type III factors but Sd(φ1) 6= Sd(φ2). Let H = Sd(φ1)∩ Sd(φ2)
and let H = K
(ι)
1 ⊆ K(ι)2 ⊆ · · · ⊆ Sd(φι) (ι = 1, 2) be a finite or infinite sequence of subgroups such that Sd(φι) =⋃
j K
(ι)
j and K
(ι)
j+1/K
(ι)
j is cyclic ∀j. If x is an element of K(ι)j+1 that together with K(ι)j generates K(ι)j+1, then
Zx ∩ K(ι)j = Zx ∩ (K(ι)j + Sd(φι′)) where ι′ 6= ι. Hence by using Case III to get started, considering in turn
W ∗((A1)φ1(K
(1)
j ) ∪A2(H)) and W ∗(A1 ∪ (A2)φ2(K(2)j )) and using Lemmas 6.1 and 6.2, one proves the proposition.

7. Free products of finite dimensional algebras.
Definition 7.1 For a finite dimensional von Neumann algebra A and a faithful positive linear functional φ on
A, we define the nonnegative integer ntr(A, φ), which very roughly measures how far φ is from being a trace, as
follows. If A =Mn(C) and
φ = Tr

·

λ1 0. . .
0 λn



 (24)
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then ntr(Mn(C), φ) = 0 if φ is a trace and ntr(Mn(C), φ) = n otherwise. For a general finite dimensional A, we may
write A =
⊕N
j=1Aj where each Aj is a matrix algebra and we define ntr(A, φ) =
∑N
j=1 ntr(Aj , φ|Aj ).
Remark 7.2 Let us take this opportunity to observe that the point spectrum of the modular operator, ∆φ, of
a faithful state φ on a finite dimensional algebra A is easily computed. Indeed, if A = Mn(C) and φ is as in (24),
then
point spectrum(∆φ) =
{
λi
λj
∣∣∣∣ 1 ≤ i, j ≤ n
}
and for a faithful state on a general finite dimensional A, the point spectrum of ∆φ is just the union of the sets of
such ratios for all the simple summands of A.
Proposition 7.3 Let
(M, φ) = (A1, φ1) ∗ (A2, φ2)
where A1 is a type III factor, φ1 is an extremal almost periodic state on A1 with centralizer isomorphic to R or
L(F∞), A2 is finite dimensional, A2 6= C and φ2 is faithful on A2. Then M is a type III factor, φ is an extremal
almost periodic state with centralizer isomorphic to L(F∞) and Sd(φ) is the subgroup of R
∗
+ generated by
Sd(φ1) ∪
(
point spectrum(∆φ2)
)
.
Furthermore, if (A1)φ1
∼= L(F∞) then the inclusion (A1)φ1 →֒ Mφ is a standard embedding.
Proof We proceed by induction on ntr(A2, φ2). If ntr(A2, φ2) = 0 then the conclusions of the proposition
hold by Proposition 6.5(fin). For ntr(A2, φ2) ≥ 1 there is a ∗–subalgebra B2 ⊆ A2 and a partial isometry v ∈ A2
that together with B2 generates A2, such that ntr(B2, φ2|B2) < ntr(A2, φ2), v
∗v and vv∗ are orthogonal minimal
projections in (A2)φ2 and (v
∗v)B2(vv
∗) = {0}. Indeed, just let v ∈ (A2)φ2(λ−1) be a partial isometry between
appropriate orthogonal minimal projections of A2 and let B2 = (1− vv∗)A2(1− vv∗)+Cv∗v. Let Q =W ∗(A1 ∪B2).
Then
(Q, φ|Q) ∼= (A1, φ1) ∗ (B2, φ2|B2), (25)
and by inductive hypothesis, the conclusion of the proposition applies to the free product in (25). We have M =
W ∗(Q∪ {v}). Let p = v∗v, q = vv∗ and assume without loss of generality that 0 < λ def= φ(q)φ(p) < 1. The proof will be
for three separate cases:
(A) λ ∈ Sd(φ|Q);
(B) λZ ∩ Sd(φ|Q) = {1};
(C) λZ ∩ Sd(φ|Q) = λNZ, some N ≥ 2.
Proof in Case A There is y ∈ Qφ(λ−1) such that y∗y = p and yy∗ = q. Then by Lemma 5.4, it follows that
(pMp, φ(p)−1φ|pMp) ∼= (pQp, φ(p)−1φ|pQp) ∗ (L(Z), τZ),
so by Proposition 6.5 we have that pMp is a type III factor, pMφp ∼= L(F∞) and Sd(φ|pMp) = Sd(φ|pQp) = Sd(φ|Q).
Hence the conclusions of the proposition hold in Case A.
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Proof in Case B There is a partial isometry y ∈ Qφ such that yy∗ = q, h def= y∗y ≤ p. Then pMp =
W ∗(pQp ∪ {y∗v}) and w def= y∗v is a nonunitary isometry belonging to Mφ(λ−1). Let
Q[0,0] = pQp
Q[−n,0] =W ∗(w∗Q[−n+1,0]w ∪ Q[0,0]), (n ≥ 1)
Q(−∞,0] =W ∗(
⋃
n≥1Q[−n,0])
Q[0,n] =W ∗(wQ[0,n−1]w∗ ∪ Q[0,0]), (n ≥ 1)
Q(0,∞] =W ∗(
⋃
n≥1Q[0,n])
Q(−∞,∞) =W ∗(w∗Q(−∞,0]w ∪ Q[0,∞)).
Then
(i) w∗Q[−n+1,0]w and Q[0,0] are free in pMp ∀n ≥ 1.
(ii) wQ[0,n−1]w∗ and hQ[0,0]h are free in hMh ∀n ≥ 1.
(iii) w∗Q(−∞,0]w and Q[0,∞) are free in pMp.
(iv) Q(−∞,∞) = pMφ(Γ)p where Γ = Sd(φ|Q).
In order to prove (i)–(iv), we will want to keep track of occurrences of w and w∗. Hence for
x ∈ Λo((pQp)o, {wn, (w∗)n | n ≥ 1}), (26)
let l(x) denote the length of the word x and define tj(x) for 1 ≤ j ≤ l(x) as follows. Setting t0(x) = 0 we let
tj(x) =


tj−1(x) if the jth letter of x is from (pQp)o
tj−1(x) + k if the jth letter of x is w
k
tj−1(x) − k if the jth letter of x is (w∗)k.
Let χ be the set of words x as in (26) such that any letter of x coming from (pQp)o and lying between w∗ on the
left and w on the right belongs to (hQh)o.
Claim 7.3a Let I ⊆ Z be an interval of the form [−n, 0], [0, n] (for n ≥ 1), (−∞, 0], [0,∞) or (−∞,∞). Then
QI = span({p} ∪ χI) where χI = {x ∈ χ | tl(x)(x) = 0, tj(x) ∈ I ∀1 ≤ j ≤ l(x)}. (27)
This claim is easily proved, (cf the proof of Claim 6.1a, etcetera).
Let us now show that χ(−∞,∞) ⊆ kerφ. Indeed, writing out w = y∗v, we see that every element x ∈ χ(−∞,∞) is
equal to an x′ ∈ Λo(Qo, {v, v∗}) of which each letter coming from Qo and
lying between v on the left and v on the right belongs to pQq,
lying between v on the left and v∗ on the right belongs to (pQp)o,
lying between v∗ on the left and v on the right belongs to (qQq)o,
lying between v∗ on the left and v∗ on the right belongs to qQp.
Now using the conditional expectation of Q onto B2, using that p and q are minimal projections in B2 and that
pB2q = {0}, we see that every element of pQq ∪ (pQp)o ∪ (qQq)o ∪ qQp is the s.o.–limit of a bounded net in
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Λo(Ao1, B
o
2)\Bo2 . Thus, regrouping x′ by sticking v and v∗ to Bo2 whenever possible, using that p, q ∈ (A2)φ2 , we see
that x′ equals an element of Λo(Ao1, A
o
2), hence by freeness φ(x
′) = 0. Thus we have proved χ(−∞,∞) ⊆ kerφ.
To show (i) we need that φ(a) = 0 whenever a ∈ Λo((w∗Q[−n+1,0]w)o, (pQp)o). Because w is in a spectral
subspace Mφ(λ−1) of M, (w∗Q[−n+1,0]w)o = w∗(hQ[−n+1,0]h)ow. Using (27) and the conditional expectation of
Q[−n+1,0] onto Q[0,0] (gotten from 3.4 and (i) for n−1), we have that every element of (hQ[−n+1,0]h)o is the s.o.–limit
of a bounded net in span((χ[−n+1,0]\(pQp)o) ∪ (hQh)o). Thus it will suffice to show φ(a′) = 0 whenever
a′ ∈ Λo
(
w∗
(
(χ[−n+1,0]\(pQp)o) ∪ (hQh)o
)
w, (pQp)o
)
.
It is easily seen that a′ ∈ χ[−n,0] ⊆ χ(−∞,∞), which we know is in kerφ, so (i) is proved.
To show (ii) is even easier. Substitute χ[0,n−1] for (Q[0,n−1])o and get an element of χ[0,n] ⊆ χ(−∞,∞).
The proof of (iii) is similar to that of (i). We want, however, a φ–preserving conditional expectation from Q(−∞,0]
onto Q[0,0], which follows by taking inductive limits of conditional expectations from Q[−n,0] onto Q[0,0], which exists
by §3.
Putting together (i), (ii) and (iii), applying Proposition 6.5 repeatedly and taking inductive limits, we get that
Q(−∞,∞) is a type III factor, φ|Q(−∞,∞) is extremal almost periodic with centralizer isomorphic to L(F∞) and with
Sd
(
φ|Q(−∞,∞)
)
= Sd(φ|Q) = Γ. Since w ∈ Mφ(λ−1) and w∗Q(−∞,∞)w = Q(−∞,∞), using the hypothesis of Case B
we see that (iv) holds and the conclusion of the proposition holds in Case B.
Proof in Case C Note that the proof of (i), (ii) and (iii) above did not depend on the assumption λZ∩Sd(φ|Q) =
{1}, but remains valid also in Case C. Using the same notation as in the above proof of (i), (ii) and (iii), we have that
Q[0,N−1] is a type III factor, φ|Q[0,N−1] is an extremal almost periodic state with centralizer isomorphic to L(F∞)
and with Sd
(
φ|Q[0,N−1]
)
= Sd(φ|Q). We have ww∗ = y∗y ∈ Q[0,0] and then after N − 1 steps of (ii) one has that
wN (w∗)N ∈ Q[0,N−1]. Thus there exists a partial isometry z in the spectral subspace (Q[0,N−1])φ(λ−N ) such that
z∗z = p and zz∗ = h′
def
= wN (w∗)N . Then z∗wN ∈ pMφp is a unitary. We will show that in pMp, z∗wN is a Haar
unitary and {z∗wN} and Q[0,N−1] are ∗–free. Both will be proved at once by showing φ(x) = 0 whenever
x ∈ Λo((Q[0,N−1])o, {(z∗wN )n | n ≥ 1} ∪ {((w∗)Nz)n | n ≥ 1}).
Now x is equal to
x′ ∈ Λo(Q[0,N−1], {wN , (w∗)N})
where each letter of x′ that
lies between wN on the left and (w∗)N on the right belongs to (Q[0,N−1])o
lies between (w∗)N on the left and wN on the right belongs to (h′Q[0,N−1]h′)o.
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Since h′ ≤ h and using (27) as well as the φ–preserving conditional expectation from Q[0,N−1] onto Q[0,0], it will
suffice to show φ(x′′) = 0 whenever x′′ is obtained from x′ by replacing
each letter from (h′Q[0,N−1]h′)o with an arbitrary element of
(
χ[0,N−1]\(pQp)o
) ∪ (hQh)o,
each remaining letter from (Q[0,N−1])o with an arbitrary element of χ[0,N−1],
each remaining letter from Q[0,N−1] with an arbitrary element of χ[0,N−1] ∪ {p}.
Cancelling w∗w = p whenever such neighbors occur, we see that x′′ is equal to an element of χ, hence φ(x′′) = 0.
Let P = W ∗(Q[0,N−1] ∪ {z∗wN}). Then using Proposition 6.5, we see that P is a type III factor, φ|P is extremal
almost periodic with centralizer isomorphic to L(F∞) and with Sd(φ|P) = Sd(φ|Q). Moreover, M = W ∗(P ∪ {w})
and wN ∈ P . From this and the assumption of Case C, one easily proves Mφ = Pφ and that the conclusions of the
proposition hold in Case C.

Definition 7.4 We define the notation we shall use for faithful states on finite dimensional algebras (and other
algebras). Consider a pair (M, φ) where M is a von Neumann algebra of the form
M = D or M = Q⊕D,
with D finite dimensional and where φ is a normal, faithful state on M. To describe D and the functional φ|D, we
will use the following notation. For M = Q⊕D, we write
(D,φ|D) =
K⊕
j=1
pj,1,... ,pj,nj
Mnj (C)
αj,1,... ,αj,nj
which indicates D =
⊕K
j=1Mnj (C) and
φ|D = ⊕Kj=1φj with φj = Trnj

·

 αj ,1 0. . .
0 αj,nj



 ,
where Trnj is the unnormalized trace on Mnj (C). By pj,i we denote the projection diag(0, · · · , 0, 1, 0, · · · , 0) with 1
in the ith place. We must have that αj,i > 0 ∀j, i and, if M = D, that
∑K
j=1
∑nj
i=1 αj,i = 1. If M = Q⊕D then we
may write
(M, φ) =
p0Q
α0
⊕
K⊕
j=1
pj,1,... ,pj,nj
Mnj(C)
αj,1,... ,αj,nj
where p0 = 1Q ⊕ 0 and φ(p0) = α0. Since φ is a state, we have α0 +
∑K
j=1
∑nj
i=1 αj,i = 1.
The following proposition contains Theorem 1 of the introduction.
Proposition 7.5 Let
(M, φ) = (A1, φ1) ∗ (A2, φ2)
where for each ι = 1, 2, Aι 6= C is a separable von Neumann algebra of the form Dι, Qι or Qι ⊕ Dι, where Dι is
finite dimensional, Qι is a type III factor, φι is a normal, faithful state on Aι and, whenever Aι = Qι or Qι ⊕Dι,
φι|Qι is extremal almost periodic, with centralizer isomorphic to L(F∞) or the hyperfinite II1 factor R.
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Then
M =M0 or M =M0 ⊕D, (28)
where D is finite dimensional. If A1 and A2 both have linear dimension two, then M0 = L(Z) ⊗M2(C). If φ1
and φ2 are traces, (which implies A1 = D1 and A2 = D2), and at least one of A1 and A2 has dimension ≥ 3, then
M0 = L(Ft), some 1 < t < ∞. If at least one of φ1 and φ2 is not a trace, then M0 is a type III factor, φ|M0
is extremal almost periodic with centralizer isomorphic to L(F∞) and with Sd(φ|M0) equal to the subgroup of R
∗
+
generated by
point spectrum(∆φ1) ∪ point spectrum(∆φ2).
It remains to decide whether D is present in (28), and in that case to describe it. If A1 = Q1 or A2 = Q2, then D
is not present, i.e. M =M0. Otherwise, with notation as in Definition 7.4, suppose
D1 =
K1⊕
j=1
pj,1,··· ,pj,nj
Mnj (C)
αj,1,··· ,αj,nj
D2 =
K2⊕
j=1
qj,1,··· ,qj,mj
Mmj (C).
βj,1,··· ,βj,mj
(29)
If nj ≥ 2 ∀1 ≤ j ≤ K1 and mj ≥ 2 ∀1 ≤ j ≤ K2, then D is not present, i.e. M = M0. If some nj = 1 or some
mj = 1, we may suppose without loss of generality that n1 = 1 and that p1,1 is the largest (with respect to φ) of the
projections in D1 and D2 that are both minimal and central, i.e. we suppose that
α1,1 = sup
({αj,1 | 1 ≤ j ≤ K1, nj = 1} ∪ {βj,1 | 1 ≤ j ≤ K2, mj = 1}).
Let
J =
{
1 ≤ j ≤ K2
∣∣∣∣
mj∑
i=1
1
βj,i
<
1
1− α1,1
}
.
If J is empty, then M =M0. If J is nonempty then
M =M0 ⊕
⊕
j∈J
rj,1,··· ,rj,mj
Mmj (C)
γj,1,··· ,γj,mj
(30)
where
γj,i = βj,i
(
1− (1− α1,1)
mj∑
t=1
1
βj,t
)
rj,i =
mj∧
t=1
v
(j)
i,t (p1,1 ∧ qj,t)v(j)t,i ,
where (v
(j)
s,t )1≤s,t≤mj is a system of matrix units for the jth summand, Mmj (C), of D2 such that v(j)t,t = qj,t.
Remark 7.6 We have that (v
(j)
s,1rj,1v
(j)
1,t )1≤s,t≤mj is a system of matrix units for summand j of (30), which is
equal to the meet (see Dykema [1995(b)]), {p1,1}©∧ {v(j)s,t | 1 ≤ s, t ≤ mj}, of matrix units of the summand of D1 and
the summand of D2 that were mated to produce the jth summand of (30).
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Proof of Theorem 7.5 The cases
A1 = Q1 and A2 = Q2
A1 = Q1 and A2 = D2
A1 = Q1 and A2 = Q2 ⊕D2
can be proved by variously applying Propositions 6.5, 7.3 and 5.1. In the remaining cases, i.e.
A1 = Q1 ⊕D1 or A1 = D1 and A2 = Q2 ⊕D2 or A2 = D2, (31)
the proposition will be proved by induction on ntr(D1, φ1|D1) + ntr(D2, φ2|D2). If the proposition has been proved
in the case of A1 and A2 both finite dimensional, for a given value of ntr(D1, φ1|D1) + ntr(D2, φ2|D2), then it can be
shown to hold also in the remaining cases of (31) by using Propositions 5.1, 6.5 and 7.3.
Hence we set about proving the case when A1 = D1 and A2 = D2 by induction. If ntr(A1, φ1) + ntr(A2, φ2) = 0
then φ1 and φ2 are traces and the proposition was in this case proved in Dykema [1993(b)]. Otherwise, taking
ntr(A2, φ2) ≥ 1 and arguing as in the beginning of the proof of (7.3), there are 0 < λ < 1, v ∈ (A2)φ2(λ−1) such
that h = v∗v and k = vv∗ are orthogonal minimal projections of A2, and a ∗–subalgebra B2 ⊆ A2 which together
with v generates A2 and such that h is central in B2 and ntr(B2, φ2|B2) < ntr(A2, φ2). Let N = W
∗(A1 ∪ B2). By
inductive hypothesis,
N =
r0
N0 or N =
r0
N0 ⊕
⊕
j∈J
r′j,1,... ,r
′
j,lj
Mlj(C)
γ′
j,1,... ,γ
′
j,lj
withN0 nonatomic and either φ|N0 a trace or φ|N0 extremal almost periodic with centralizer isomorphic to L(F∞) and
with Sd(φ|N0) equal to the subgroup of R
∗
+ generated by point spectrum(∆φ1) ∪ point spectrum(∆φ2|
B2
). Clearly
(h + k)M(h + k) = W ∗((h + k)N (h + k) ∪ {v}). Thus CM(h + k) = CN (h + k) and once we have determined
(h+ k)M(h+ k), we will be able to find M.
One of the following four cases must hold:
(I) k ≤ r0 and h ≤ r0;
(II) k ≤ r0 and h 6≤ r0;
(III) k 6≤ r0 and h ≤ r0;
(IV) k 6≤ r0 and h 6≤ r0.
By the fact that h is central in B2 and by inductive hypothesis, we see that case III cannot occur. We will show in
cases I and II that (h+ k)M(h+ k) is a type III factor, meaning that h and k contribute only to the type III part
of M, whereas in case IV, if h and k are large enough then they can contribute to a type I direct summand of M.
Case I is treated in three separate subcases:
(Ia) N0 is a type III factor and λ ∈ Sd(φ|N0);
(Ib) φ|N0 is a trace or N0 is a type III factor and λ
Z ∩ Sd(φ|N0) = {1};
(Ic) N0 is a type III factor and λZ ∩ Sd(φ|N0) = λ
NZ, some N ≥ 2.
The proposition in each of these cases is proved like the corresponding case in the proof of Proposition 7.3.
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In Case II,
(h+ k)N (h+ k) =
r0(h+k)
(h+ k)N0(h+ k)⊕
⊕
j∈J′
r′j,1,... ,r
′
j,nj
Mnj(C) ,
with ∅ 6= J ′ ⊆ {1, . . . ,K1} and r′j,i ≤ h ∀(j, i). We will now show that φ(r0h) ≥ φ(k). If h is the largest central and
minimal projection in A1 and B2, then
φ(r′j,i) = αj,i
(
1− (1− φ(h))
nj∑
t=1
1
αj,t
)
≤ αj,i
(
1− (1− φ(h)) 1
αj,i
)
= φ(h) + αj,i − 1.
Let N =
∑
j∈J′ nj . If N = 1 then J
′ = {j} and φ(r0h) = φ(h)−φ(r′j,1) ≥ 1−αj,1 ≥ 1− φ(h) ≥ φ(k). If N ≥ 2 then
φ(r0h) = φ(h)−
∑
j∈J′, 1≤i≤nj
φ(r′j,i)
≥ φ(h)−
∑
j∈J′, 1≤i≤nj
(φ(h) + αj,i − 1)
≥ (N − 1)(1− φ(h)) ≥ 1− φ(h) ≥ φ(k).
If h is not the largest central and minimal projection in A1 and B2, then, by inductive hypothesis and the assumption
on the form of N0, the largest central and minimal projection in A1 and B2 must be p = pj,1 ∈ A1. Hence J ′ = {j},
nj = 1, r
′
j,1 = p ∧ h, φ(r′j,1) = φ(p) + φ(h) − 1 and φ(p) + φ(k) < 1. Thus φ(r0h) = 1− φ(p) > φ(k).
Consider the three subcases:
(IIa) λ ∈ Sd(φ|N );
(IIb) λZ ∩ Sd(φ|N ) = {1};
(IIc) λZ ∩ Sd(φ|N ) = λNZ, some N ≥ 2.
In Case IIa, there is y ∈ Nφ(λ−1) such that h′ def= r0h = y∗y and k′ def= yy∗ ≤ k, thus
hMh =W ∗(v∗Nv ∪ (h− h′)N (h− h′) ∪ {y∗v}).
Let
P =W ∗(v∗Nv ∪ (h− h′)N (h − h′)).
One easily shows that v∗Nv and Ch′+(h−h′)N (h−h′) are free in (hMh, φ(h)−1φ|hMh), so by Proposition 7.3 P is a
type III factor and φ|P is extremal almost periodic with centralizer isomorphic to L(F∞) and with Sd(φ|P) = Sd(φ|N ).
Now v∗yy∗v = v∗k′v and y∗vv∗y = h′, and there is a partial isometry z ∈ Pφ such that z∗z = h′ and zz∗ = v∗k′v.
Let w = y∗vz. Then h′Mh′ = W ∗(h′Ph′ ∪ {w}) and we claim that w is a Haar unitary and that {w} and h′Ph′
are ∗–free in h′Mh′ with respect to the restriction of φ. Clearly w is unitary in h′Mh′. It will suffice to show that
φ(x) = 0 whenever
x ∈ Λo((h′Ph′)o, {wn | n ∈ N} ∪ {(w∗)n | n ∈ N}).
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Writing w = y∗vz and w∗ = z∗v∗y and then sticking z and z∗ to letters from (h′Ph′)o whenever possible, we see that
x = x′ ∈ Λo({y∗v, v∗y}, (h′Ph′)o ∪ h′P(v∗k′v) ∪ (v∗k′v)Ph′ ∪ ((v∗k′v)P(v∗k′v))o),
where each letter of x′ that is y∗v
is either the first letter of x′ or has to the left a letter from (h′Ph′)o or (v∗k′v)Ph′
and
has to the right a letter from (v∗k′v)Ph′ or ((v∗k′v)P(v∗k′v))o,
and where each letter of x′ that is v∗y
has to the left a letter from h′P(v∗k′v) or ((v∗k′v)P(v∗k′v))o
and
is either the last letter of x′ or has to the right a letter from (h′Ph′)o or h′P(v∗k′v).
Each element of
P is the s.o.–limit of a bounded sequence in span({h} ∪Ω)
(h′Ph′)o is the s.o.–limit of a bounded sequence in span(h′Ωl,rh′)
h′P(v∗k′v) is the s.o.–limit of a bounded sequence in span({h′} ∪ h′Ωl)
(v∗k′v)Ph′ is the s.o.–limit of a bounded sequence in span({h′} ∪ Ωrh′)
((v∗k′v)P(v∗k′v))o is the s.o.–limit of a bounded sequence in span((Ω\(v∗Nv)o) ∪ v∗(k′Nk′)ov),
where
Ω = Λo((v∗Nv)o, (Ch′ + (h− h′)N (h− h′))o)
Ωl is the set of words belonging to Ω whose first letter belongs to (v
∗Nv)o
Ωr is the set of words belonging to Ω whose last letter belongs to (v
∗Nv)o
Ωl,r = Ωl ∩Ωr.
Hence, by substituting these into x′, we see that in order to show that φ(x′) = 0 it will suffice to show that φ(x′′) = 0
whenever
x′′ ∈ Λo({y∗v, v∗y}, {h} ∪ Ω),
and when each letter of x′′ that
has y∗v on the left and y∗v on the right belongs to {h} ∪ Ωr
has y∗v on the left and v∗y on the right belongs to (Ω\(v∗Nv)o) ∪ v∗(k′Nk′)ov
has v∗y on the left and y∗v on the right belongs to Ωl,r
has v∗y on the left and v∗y on the right belongs to {h} ∪ Ωl.
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Writing out all letters from Ω, using that (v∗Nv)o = v∗(k′Nk′)ov and that y ∈ k′Nh′, then cancelling v∗v to h and
vv∗ to k whenever possible, we see that
x′′ = x(3) ∈ Λo({v, v∗}, (hNh)o ∪ hNk ∪ kNh ∪ (kNk)o).
Each element of N is the s.o.–limit of a bounded sequence in span({1} ∪ Ψ), where Ψ = Λo(Ao1, Bo2). Using the
φ–preserving conditional expectation from N onto B2, and the facts that kNh ⊆ N o, that h and k are minimal
projections in B2 and that kB2h = {0}, we have that each element of (kNk)o∪kNh∪hNk∪ (hNh)o is the s.o.–limit
of a bounded sequence in span(Ψ\Bo2). Thus it suffices to show φ(x(4)) = 0 for every
x(4) ∈ Λo(Ψ\Bo2 , {v, v∗}).
Since B2vB2 ⊆ Ao2, we have that
x(4) = x(5) ∈ Λo(Ao1, Ao2),
so by freeness φ(x(5)) = 0. This completes the proof that w is a Haar unitary and that {w} and h′Ph′ are free in
h′Mh′.
Thus, applying Proposition 6.5 and using that the central support of h′ in M is 1, we see that M is a type III
factor, that φ is extremal almost periodic with centralizer isomorphic to L(F∞) and Sd(φ) = Sd(φ|N ). This completes
the proof in Case IIa.
In Case IIb, there is a partial isometry, y ∈ Nφ, such that y∗y ≤ h′ def= r0h and yy∗ = k. Let w = y∗v. Then
hMh =W ∗(hNh ∪ {w}).
Let
N[0,0] = hNh
N[−n,0] =W ∗(w∗N[−n+1,0]w ∪N[0,0]) (n ≥ 1)
N(−∞,0] =W ∗(
⋃
n≥0
N[−n,0])
N[0,n] =W ∗(N[0,0] ∪ wN[0,n−1]w∗) (n ≥ 1)
N[0,∞) =W ∗(
⋃
n≥0
N[0,n])
N(−∞,∞) =W ∗(w∗N(−∞,0]w ∪ N[0,∞)).
Just as in the proof of Proposition 7.3, one can show that
(i) w∗N[−n+1,0]w and N[0,0] are free in hMh ∀n ≥ 1.
(ii) wN[0,n−1]w∗ and hN[0,0]h are free in hMh ∀n ≥ 1.
(iii) w∗N(−∞,0]w and N[0,∞) are free in hMh.
(iv) N(−∞,∞) = hMφ(Γ)h where Γ = Sd(φ|N ).
Now repeatedly using previously (by inductive hypothesis) proven cases of this theorem, together with the notion
of standard embeddings, we prove that M is a type III factor, that φ is extremal almost periodic with centralizer
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isomorphic to L(F∞) and with Sd(φ) equal to the subgroup of R
∗
+ generated by Sd(φ|N ) and λ. This finishes the
proof in Case IIb.
In Case IIc, note that the facts (i), (ii) and (iii) that we proved above are more generally valid. Hence we prove
that N[−N+1,0] is a type III factor, that φ|N[−N+1,0] is extremal almost periodic with centralizer isomorphic to L(F∞)
and with Sd(φ|N[−N+1,0]) = Sd(φ|N ). There is z ∈ Nφ(λ
−N ) such that z∗z = h and zz∗ = wN (w∗)N . Let u = z∗wN .
Then as in the proof of Case C of Proposition 7.3, we see that hM(Sd(φ|N ))h = W ∗(N[−N+1,0] ∪ {u}), that u is a
Haar unitary in hMh and that {u} and N[−N+1,0] are free in hMh with respect to the restriction of φ. Hence we
prove thatM is a type III factor, that φ is extremal almost periodic with centralizer isomorphic to L(F∞) and that
Sd(φ) is the subgroup of R∗+ generated by Sd(φ|N ) and λ. This finishes the proof in Case IIc.
In Case IV, by inductive hypothesis there must be a central and minimal projection p ∈ A1 such that φ(p) > φ(p′)
whenever p′ is a central and minimal projection in either A1 or B2. Hence,
(h+ k)N (h+ k) =
(h+k)r0
(h+ k)N0(h+ k)⊕
r1
C
γ1/φ(h+k)
⊕
r2
C
γ2/φ(h+k)
with r1 ≤ h and r2 ≤ k. By the assumption that h is central in B2 we have
r1 = p ∧ h, γ1 = φ(r1) = φ(p) + φ(h)− 1
r2 ≤ p ∧ k, γ2 = φ(r2) ≤ φ(p) + φ(k)− 1.
Hence φ(hr0) = 1−φ(p) ≤ φ(kr0) and there exists y ∈ Nφ such that y∗y = hr0 and yy∗ ≤ kr0. Thus (h+k)N (h+k) =
W ∗(kNk ∪ {y, r1}) and using h = y∗y + r1 we see that
kMk =W ∗(kNk ∪ {vy∗, vr1v∗}).
Let P =W ∗(kNk ∪ {vr1v∗}). We claim that kNk and {vr1v∗} are free in kMk. Indeed, one can show the stronger
fact that kNk and vNv∗ are free using that span({1} ∪ Λo(Ao1, Bo2)) is dense in N and that k and h are minimal
projections in B2. Thus we have that
(P , φ(k)−1φ|P) ∼= (kN0k ⊕
r2
C
γ2/φ(k)
) ∗ (
k−vr1v
∗
C
1−(γ1/φ(h))
⊕
vr1v
∗
C
γ1/φ(h)
).
We see that γ2φ(k) <
γ1
φ(h) and hence
P =

 P0 ⊕
r2∧vr1v
∗
C
(γ2/φ(k))+(γ1/φ(h))−1
if γ2φ(k) +
γ1
φ(h) > 1
P0 otherwise,
where P0 is nonatomic and where either φ|P0 is a trace or P0 is a type III factor, φ|P0 is extremal almost periodic
with centralizer isomorphic to L(F∞) and Sd(φ|P0) = Sd(φ|N0).
We have kMk = W ∗(P ∪ {vy∗}) with yv∗vy∗ = yy∗ ≤ kr0 and vy∗yv∗ = k − vr1v∗. Thus if γ2φ(k) + γ1φ(h) > 1
then r2 ∧ vr1v∗ is central and minimal in kMk. Finding the remaining part of kMk (i.e. by adding vy∗ to P0), is
done in three subcases:
(IVa) λ ∈ Sd(φ|N0);
(IVb) λZ ∩ Sd(φ|N0) = {1};
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(IVc) λZ ∩ Sd(φ|N0) = λ
NZ for some N ≥ 2.
Let k˜ = k − r2 ∧ vr1v∗. We will now concentrate on proving in each of these three cases that k˜Mk˜ is a type III
factor, that φ|k˜Mk˜ is an extremal almost periodic state with centralizer isomorphic to L(F∞) and with Sd(φ|k˜Mk˜)
equal to the subgroup of R∗+ generated by
(
point spectrum(∆φ1) ∪ point spectrum(∆φ2)
)
.
Proof in Case IVa There is z ∈ Pφ(λ−1) such that z∗z = yy∗ and zz∗ = k − vr1v∗. Let w = vy∗z∗. Then
w∗w = k − vr1v∗ = ww∗. Let k′ = w∗w. Then k′Mk′ =W ∗(k′Pk′ ∪ {w}).
Claim 7.5a In (k′Mk′, φ(k′)−1φ|k′Mk′), k′Pk′ and {w} are ∗–free and w is a Haar unitary.
Proof of Claim 7.5a It will suffice to show φ(x) = 0 whenever
x ∈ Λo((k′Pk′)o, {wn | n ∈ N} ∪ {(w∗)n | n ∈ N}).
Writing w = (vy∗)z∗, we see x = x′ ∈ Λo(P , {vy∗, yv∗}), where every letter of x that lies between
vy∗ on the left and yv∗ on the right belongs to (yy∗Pyy∗)o
yv∗ on the left and vy∗ on the right belongs to (k′Pk′)o.
Now every element of
P is the s.o.–limit of a bounded sequence in span({k} ∪Θ),
(yy∗Pyy∗)o is the s.o.–limit of a bounded sequence in spanΘ,
(k′Pk′)o is the s.o.–limit of a bounded sequence in spank′Θl,rk′,
(32)
where
Θ = Λo
(
(kNk)o, {k′ − φ(k′)φ(k) k}
)
and Θl,r is the set of a ∈ Θ whose first and last letters come from (kNk)o.
Replacing elements of P with elements of {k} ∪Θ and k′Θl,rk′ according to (32), sticking y and y∗ to elements
of (kNk)o whenever possible, and noting y∗(kNk)oy ⊆ (hNh)o, we see that in order to show φ(x′) = 0 it will suffice
to show that φ(x′′) = 0 whenever
x′′ ∈ Λo((kNk)o ∪ kNh ∪ hNk ∪ (hNh)o, {v, v∗}).
Each element of N is the s.o.–limit of a bounded sequence in span({1} ∪ Ψ), where Ψ = Λo(Ao1, Bo2). Using the
φ–preserving conditional expectation from N onto B2, and the facts that kNh ⊆ N o, that h and k are minimal
projections in B2 and that kB2h = {0}, we have that each element of (kNk)o∪kNh∪hNk∪ (hNh)o is the s.o.–limit
of a bounded sequence in span(Ψ\Bo2). Thus it suffices to show φ(x(3)) = 0 for every
x(3) ∈ Λo(Ψ\Bo2 , {v, v∗}).
Since B2vB2 ⊆ Ao2, we have that
x(3) = x(4) ∈ Λo(Ao1, Ao2),
so by freeness φ(x(4)) = 0. This completes the proof of Claim 7.5a.
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Using the above claim and Proposition 7.3, then expanding out with partial isometries from (P0)φ, allows us to
see the proof of the required facts about k˜Mk˜ and φ|k˜Mk˜ in Case IVa.
Proof in Case IVb Since vy∗ ∈ Mφ(λ−1), there is a partial isometry z ∈ (P0)φ such that zz∗ = k − vr1v∗
and z∗z ≤ yy∗. Let w = z∗vy∗, so that w∗w = yy∗ and ww∗ = z∗z ≤ yy∗. Let k′ = w∗w, k1 = ww∗ ≤ k′. Then
k′Mk′ =W ∗(k′Pk′ ∪ {w}). Let
P[0,0] = k′Pk′
P[−n,0] =W ∗(w∗P[−n+1,0]w ∪ P[0,0]), (n ≥ 1)
P(−∞,0] =W ∗(
⋃
n≥1 P[−n,0])
P[0,n] =W ∗(wP[0,n−1]w∗ ∪ P[0,0]), (n ≥ 1)
P(0,∞] =W ∗(
⋃
n≥1 P[0,n])
P(−∞,∞) =W ∗(w∗P(−∞,0]w ∪ P[0,∞)).
Then
(i) w∗P[−n+1,0]w and P[0,0] are free in k′Mk′ ∀n ≥ 1.
(ii) wP[0,n−1]w∗ and k1P[0,0]k1 are free in k1Mk1 ∀n ≥ 1.
(iii) w∗P(−∞,0]w and P[0,∞) are free in k′Mk′.
(iv) P(−∞,∞) = k′Mφ(Γ)k′ where Γ = Sd(φ|N0).
Statements (i)–(iv) are proved in the same spirit as the proof of Case IVa above and similarly to the proof of
Case B of Proposition 7.3. Then Proposition 6.5 is applied repeatedly to conclude the required facts about k˜Mk˜
and φ|k˜Mk˜.
In Case IVc, the required facts about k˜Mk˜ and φ|k˜Mk˜ are proved similarly to the proof of Case C of Proposi-
tion 7.3.
After expanding out with partial isometries from the centralizer of φ|N0 , we see that the same facts hold for
M0 and φ|M0 , namely, that M0 is a type III factor, that φ|M0 is extremal almost periodic with centralizer iso-
morphic to L(F∞) and that Sd(φ|M0) is equal to the subgroup of R
∗
+ generated by
(
point spectrum(∆φ1) ∪
point spectrum(∆φ2)
)
. It remains to verify the size (with respect to φ) of the type I summand of M to which
h and k contribute. After changing indices, we may assume that p, h, k and v, are, in the notation of (29),
p = p1,1 with n1 = 1
h = q1,1 with m1 > 1
k = q1,2
v = v
(1)
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Then
γ1 = β1,1
(
1− (1− α1,1) 1
β1,1
)
γ2 = β1,2
(
1− (1− α1,1)
(
m2∑
i=2
1
β1,i
))
φ(r2 ∧ vr1v∗) = φ(k)
(
γ1
φ(k)
+
γ2
φ(h)
− 1
)
= β1,2
(
1− (1− α1,1)
(
1
β1,1
+
m2∑
i=2
1
β1,i
))
,
which gives the correct formula for the type I summand of M to which h and k contribute, thus finishing the proof
of the proposition in Case IV. 
The following is essential for investigating free products with B(H).
Proposition 7.7 Let
(M, φ) =(A1, φ1) ∗ (A2, φ2)
∪
(N , φ|N ) =(B1, φ1|B1) ∗ (B2, φ2|B2),
where φ1 and φ2 are faithful states, A1 and A2 are finite dimensional, C 6= B1 $ A1, C 6= B2 ⊆ A2 and at least one
of φ1|B1 and φ2|B2 is not a trace. Thus by Proposition 7.5,
M =
r0M0 ⊕D or M =M0
N =
s0N0 ⊕ C or N = N0
with M0 and N0 type III factors such that the centralizers of φ|M0 and φ|N0 are isomorphic to L(F∞). Then s0 ≤ r0
and the inclusion of centralizers,
(N0)φ →֒ s0(M0)φs0, (33)
is a standard embedding.
As the techniques of proof of 7.5 are similar to those of 7.3, one proves that (33) is a standard embedding like
in 7.3.
Now Theorems 3 and 4 are proved by applying previously proved results and taking inductive limits.
8. Fullness of free product factors.
Murray and von Neumann [1943] defined property Gamma for factors of type II1 in terms of the existence of
nontrivial central sequences, and they showed that the von Neumann algebra of a free group, L(F2), is non–Gamma.
Fullness is a property of factors that was invented by Connes [1974] and that when restricted to the II1 situation is
the property of being non–Gamma. More recently, in Theorem 11 of Barnett [1995], it was shown, for a free product
of von Neumann algebras, (M, φ) = (A, φA) ∗ (B, φB), that M is full if the centralizers of φA and φB contain
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enough unitaries. His result is based on the “14ǫ Lemma” of Pukansky [1953]. From these partial results, and by
analogy with the situation for free products with respect to traces, Dykema [1993(b)], one would expect thatM0 in
Theorems 1, 3 and 4 is always a full factor. Although this has not been proven in general, there are several classes
of cases in which M0 of Theorems 1, 3 and 4 is known to be a full factor:
(i) if M0 is a type IIIλ factor for 0 < λ < 1 then if follows from Proposition 2.3 of Connes [1974] and the fact
that the centralizer of φ|M0 is L(F∞) and it thus non–Gamma, that M0 is full;
(ii) in many cases, the criteria of Theorem 11 of Barnett [1995] will apply, or can be used in conjunction with
Propositions 5.1 and 5.2;
(iii) in the case of (M, φ) = (M2(C), φ1) ∗ (M2(C), φ2), for φ1 and φ2 arbitrary faithful states, it is proved in
Dykema [SNU] that M is a full factor, the proof being based on Pukansky’s “14ǫ Lemma.”
For example, using only Theorem 11 of Barnett [1995] and our Theorem 4, we can prove the existence of a full
factor having arbitrary countable Sd invariant and an almost periodic state with centralizer isomorphic to L(F∞).
Proposition 8.1 For every countable subgroup, Γ, of R∗+, there is a full type III factor, M, having extremal
almost periodic state, φ, such that Sd(φ) = Γ and whose centralizer, Mφ, is isomorphic to L(F∞).
Proof For n ≥ 1 let 0 < λn < 1 be such that Γ is generated by {λn | n ≥ 1}, and let
(M, φ) = *
n≥1
(M2(C),Tr
(( 1
1+λn
0
0 λn1+λn
)
·
)
).
Grouping the free copies of M2(C) into two infinite sets and applying Theorem 4, we see that (M, φ) is isomorphic
to the free product of (M1, φ1) and (M2, φ2) with the centralizer of each φι being L(F∞). Hence Barnett’s theorem
applies to show that M is a full factor, while by Theorem 2, φ is extremal almost periodic with centralizer L(F∞)
and Sd(φ) = Γ. 
§9. Questions.
We conclude this paper with a few questions.
Question 9.1 For a given 0 < λ < 1, are the type IIIλ factors that are obtainable by taking free products
of various algebras isomorphic to each other? One apraoch to this question would be to find the trace scaling
automorphism of the core factor L(F∞)⊗ B(H). Ra˘dulescu [preprint] has identified this automorphism in the case
of
(L(Z), τZ) ∗
(
M2(C),Tr
(( 1
1+λ 0
0 λ1+λ
)
·
))
to be the λ–scaling automorphism that is an element of his one–parameter trace–scaling action Ra˘dulescu [1992(b)],
which he constructed via random matrices. One might hope that all type IIIλ factors constructed as free products of
finite dimensional or hyperfinite algebras in this paper are isomorphic to Ra˘dulescu’s. It may be that the approach
of Dykema [1995(b)] would shed light on this.
Question 9.2 What are the continuous cores of the full type III1 factors obtained in this paper as free products
of finite dimensional or hyperfinite algebras? Are the continuous cores of those that have different Sd invariants
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isomorphic or non–isomorphic? If they were isomorphic, then there would be uncountably many non–outer conjugate
trace scaling actions of R∗+ on this II∞ factor. By “continuous core” of a type III1 factor,M, we mean the type II∞
factor, N , such that M ∼= N ⋊α R∗+, where α is a trace–scaling action, (see Takesaki [1973]). The discrete core of
each of these full factors is L(F∞)⊗B(H), and by Dykema [1995(b)] the continuous core is in each case isomorphic
to the fixed point subalgebra of L∞(R∗+, L(F∞)⊗B(H)) under an certain action of the discrete group Sd(M).
Question 9.3 Are the full type III1 factors having the same Sd invariant that are obtainable by taking free
products of various finite dimensional or hyperfinite algebras isomorphic to each other?
Question 9.4 Is there a type III1 factor, M, with extremal almost periodic state, φ, such that Mφ is L(F∞)
(or any other non–Gamma II1 factor) but M is not full?
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