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Abstract Quantitative structure-activity relationships
(QSARs) for ecotoxicity can be used to fill data gaps and
limit toxicity testing on animals. QSAR development may
additionally reveal mechanistic information based on
observed patterns in the data. However, the use of
descriptive summary statistics for toxicity, such as the
4-day LC50 for fish, introduces bias and ignores valuable
kinetic information in the data. Biology-based methods use
all of the toxicity data in time to derive time-independent
and unbiased parameter estimates. Such an approach offers
whole new opportunities for mechanism-based QSAR
development. In this paper, we apply the hazard model
from DEBtox to analyse survival data for fathead minnows
(Pimephales promelas). Different modes of action resulted
in different patterns in the parameter estimates, and
therefore, the toxicity data by themselves reveal insight
into the actual mechanism of toxic action.
Keywords QSAR  DEBtox  Survival 
Biology-based modelling  Toxicity
Introduction
Lack of toxicity data is a serious limitation for environ-
mental risk assessment in a regulatory context (Bradbury
et al. 2004). Quantitative structure-activity relationships
(QSARs) may be applied to fill these data gaps and limit
testing on animals. The standard approach in developing
QSARs for toxicity is to collect toxicity values for one
species for a group of chemicals (usually sharing a pre-
sumed mechanism of action), and attempt to find one or a
few molecular descriptors that, in some form of regression,
provide an adequate description. This approach has been
very popular over the last decades, and has yielded a
variety of QSAR equations (see e.g., Bradbury 1995;
Schultz et al. 2003). However, progress in this field has
been limited to developing equations for new species, new
groups of toxicants, and using other descriptors. The tox-
icity values themselves are treated as given facts, rather
like they were analytical measurements of toxicity. We will
argue here that the currently used summary statistics (e.g.,
LC50) are a poor representation of the toxicity of chemi-
cals, which introduces bias, obscures patterns and hampers
the predictive value of QSARs. The development of
mechanistically meaningful QSARs requires critical scru-
tiny of the methods to derive summary statistics, and
consideration of biology-based alternatives.
The measure of toxicity that is used to develop QSARs
is almost always the concentration causing a specific level
of effect (e.g., 10 or 50%) on organism response after a
standardised exposure time. For example, acute toxicity to
fish is presented as the 4-day LC50. However, it has long
been known that LC50s decrease in time in a more or less
predictable manner until they reach a stable level, i.e., the
incipient LC50 (Sprague 1969). The time needed to reach
this level depends, among other things, on the toxicoki-
netics, which is affected by properties of the compound
(e.g., hydrophobicity and mechanism of toxicity) and
properties of the species (e.g., lipid content and size). For
large fish or very hydrophobic compounds, 4 days will not
be sufficient to observe the incipient LC50. Additionally,
compounds that owe their toxicity to a slow formation of
toxic metabolites may also require more than 4 days to
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reach the incipient level. As a result, the 4-day LC50 values
for such compounds will be higher than the incipient lev-
els, thus causing bias in QSAR regressions. Ironically, the
standardised exposure time is not facilitating but actually
hampering the comparison of LC50 values between
chemicals and between species.
An additional limitation of focussing on the LC50 as a
measure of toxicity is that a wealth of kinetic information
in the data is thereby ignored. The standard test protocols
for fish and Daphnia prescribe that survival is scored every
day. However, this information is not used to derive LC50s
or in QSAR development but does contain valuable
information on the kinetic and dynamic processes that
govern toxicity. To extract all relevant information from
toxicity test results requires biology-based methods (OECD
2006), such as DEBtox (Bedaux and Kooijman 1994; Jager
et al. 2006). These methods make use of all of the obser-
vations over the entire exposure time to extract parameter
values that are independent of test duration. Because the
resulting parameters represent actual processes in the
organism, it is likely that they are better described by
molecular properties, and that these relationships contain
more meaningful mechanistic information. Additionally,
the parameters of biology-based models are expected
to co-vary in specific ways (Kooijman et al. 2007),
which offers unique opportunities for the development of
predictive QSARs.
In this paper, we explore the potential of biology-based
modelling in QSAR development. Actual validated QSARs
will not be presented, but we will demonstrate how these
methods can lead to a different approach toward QSARs. In
this paper, we will limit ourselves to the endpoint mortal-
ity, and present an analysis of toxicity data for fathead
minnows (Pimephales promelas). An extensive discussion
of alternative concepts for biology-based analysis of sur-
vival data has been presented by Ashauer and Brown
(2008); we focus on one particular method, the hazard
model as applied in DEBtox, which is able to work with




In biology-based modelling, we attempt to explain toxic
effects as a function of exposure concentration and time,
from a set of consistent assumptions about the underlying
processes (Jager et al. 2006; OECD 2006). This requires
the explicit consideration of toxicokinetics because chem-
icals need to be taken up into the organism’s body to
produce an effect. Usually, we do not have access to
internal concentrations in toxicity experiments. The toxic-
ity pattern in time does not hold information on the
absolute body residues, but does provide insight into
the time needed to achieve a steady state, and thus on the
elimination rate. To accommodate this limited information
content, we can use a scaled internal concentration, defined
as the true (but unknown) body residue divided by the (also
unknown) bioconcentration factor (Bedaux and Kooijman
1994). The scaled internal concentration is directly pro-
portional to the real body residues, but with the unit of the
external concentration. If we assume a one-compartment
model with first-order kinetics, we obtain the following
expression for the scaled internal concentration cV:
d
dt
cV ¼ ke ce  cVð Þ ð1Þ
where ce is the external concentration in the medium. The
scaled internal concentration can subsequently be linked to
the toxic effects (as will be done in Eq. 2). In this way, by
fitting the toxicity data in time, we can estimate the elim-
ination rate (ke) from the data. Of course, when actual body
residues are measured, or when reliable BCF data are
available, an unscaled one-compartment model can be used
instead of Eq. 1. It must be stressed that the elimination
rate estimated from toxicity data will represent the toxic-
okinetics (of the relevant metabolite) at the relevant target
site, and does not necessarily equal the whole-body elim-
ination rate as derived from bioaccumulation studies.
Before we can analyse survival data, we have to make
assumptions regarding the mechanism of death (for a
discussion of mortality concepts, see Kooijman 1996;
Newman and McCloskey 2000; Zhao and Newman 2007).
The hazard model of DEBtox (Bedaux and Kooijman
1994) is based on the assumption that mortality is best
treated as a chance process: the internal concentration of
the toxicant increases the probability to die. The statistical
technique to deal with chance events in time is hazard
modelling; also known as failure-time analysis in indus-
trial applications (Muenchow 1986). Calculation is
performed through the hazard rate; the hazard rate mul-
tiplied by a short time interval gives the probability to die
in that interval, provided the organism is alive at the
beginning of that interval. The hazard rate is linked to the
scaled tissue concentration (Eq. 1), which changes in
time. For the relationship between these two properties,
we take a simple linear relationship with a threshold. This
threshold (c0) is a true no-effect concentration or NEC (in
contrast to the NOEC; Kooijman 1996): exposure below
this level does not lead to mortality (other than back-
ground mortality), even after prolonged exposure. Above
the NEC, the hazard rate is proportional to the part of the
scaled concentration that exceeds the threshold. The
proportionality constant is called the killing rate (b). This
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yields the following equation for the hazard rate due to
the toxicant (hc):
hc ¼ by max cV  c0; 0ð Þ ð2Þ
where cV is given by Eq. 1. Because cV is in external
concentration units, c0 also is expressed as an external
concentration, and b is expressed in per external concen-
tration per time. The NEC is thus the external concentration
that will not lead to exceedance of the unknown internal
threshold, even after long exposure.
Because the internal concentration is a function of
exposure time, the hazard rate will also change in time. The
fraction survival (q) in time can be calculated by inte-
grating the hazard rate over time:
qðc; tÞ ¼ exp 
Z t
0





where the blank mortality rate (h0) is added to the hazard
rate due to the toxicant. For standard acute tests we can
assume a constant (low) background hazard rate and a
constant exposure concentration. Therefore, these three
equations can be combined and solved analytically, which
speeds up the calculations (Bedaux and Kooijman 1994).
The analysis of survival data thus requires three toxico-
logical parameters: a NEC, killing rate, elimination rate,
and a single organism parameter (the background hazard
rate) that is independent of the toxicant. These parameters
are independent of exposure time, at least within the
duration of the experiment.
Example calculation
To illustrate how the hazard model deals with survival data
sets, we provide an example for a 4-day acute toxicity
study for hexachlorobutadiene in fathead minnows (data
from Geiger et al. 1985). A standard descriptive analysis
yields an LC50 at the end of the test of 0.38 lM
(as reported by the original authors). The test contains daily
observations on mortality, and the hazard model uses all
data together in one integrated analysis (Fig. 1). The
resulting NEC is 0.13 lM (95% confidence interval 0.091–
0.16), the elimination rate 0.012 h-1, and the killing rate
0.20 lM-1 h-1. The background hazard rate is close to
zero. Note that the model analysis requires four parameters,
irrespective of the number of observation times to describe
the entire concentration-time-response surface, whereas a
standard regression analysis would require two or three
parameters per time point.
The right panel of Fig. 1 shows the lines of equal effect
over time. Clearly, LCx values decrease over time, which
reflects toxicokinetics (the time needed to establish steady
state, through ke) and toxicodynamics (the increase of the
probability to die with increasing body residues, through
b). The iso-effect lines eventually converge at the NEC for
long exposure times. This implies that the concentration-
response curve (which is not shown) gets steeper in time,
until it is nearly vertical and the LC0 will approach the
LC50. The NEC is therefore numerically identical to the
incipient LC50. For this particular compound, the LC50
has not yet reached the NEC at the end of the test. In other
words, the LC50 would have decreased further had the test
been continued for longer than the standard 4 days.
It must be stressed that the time needed to achieve the
incipient LC50 is not fully determined by the whole-body
elimination rate, and therefore, hydrophobicity of the
compound is a limited indicator of optimal test duration.
Firstly, in the hazard model, the killing rate determines the
time to reach the incipient LC50 together with the elimi-
nation rate. A low killing rate implies that more time is
needed to achieve the incipient LC50 than to reach steady
state body residues. The second limitation of hydropho-
bicity as a proxy for optimal test duration lies in the
applicability of the one-compartment model. Even though
this model often works well in practise, it is certainly
possible that the relevant kinetics at the target site is better
described by a multi-compartmental approach, or a dif-
ferent kind of kinetics.
Theoretical considerations on parameter values
Unlike descriptive regression models, the parameters of
biology-based methods have a physiological meaning. This
means that the parameters of biology-based models cannot
vary independently, and in fact, we can expect a priori to
see strong relationships between the parameters for
chemicals that share a mechanism of toxicity (Kooijman
et al. 2007). To illustrate these patterns, we will start with
chemicals exhibiting non-polar narcosis or ‘‘baseline tox-
icity’’. Even though the exact mechanisms behind this
mode of action are unclear, it appears that the target sites
are the cell membranes throughout the body (Escher and
Hermens 2002). For the amount of effect, it does not seem
to matter whether we have a molecule of compound A or B
in the cell membrane. Therefore, the relationship between
the level of target occupation (i.e., the number of molecules
in the membranes) and the hazard rate is expected to be
compound independent. This implies that the NEC and
killing rate of all narcotic compounds will be the same
when these parameters are expressed on internal molar
concentrations. However, we used the scaled internal
concentration (Eq. 1) instead of the actual internal con-
centration, which differs by a factor that equals the
bioconcentration factor. Thus, different narcotic chemicals
differ in NEC and killing rate, not because they are
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inherently more or less toxic, but because they differ in
their degree of bioconcentration, and thus the efficiency
with which they are taken up and reach the target. The
NECs and killing rates for different narcotic compounds
will therefore be inversely proportional; plotting NECs
versus killing rates on log–log scale should yield a line
with a slope of exactly -1. Because hydrophobicity drives
the concentration in the cell membrane, the NEC and
killing rate should show a strong correlation to Kow (as a
proxy for membrane lipids). Such strong correlations
between hydrophobicity and these model parameters were
previously observed for Daphnia magna exposed to a
series of alkylphenols (Gerritsen et al. 1998), which are
expected to be narcotic (Russom et al. 1997).
For other mechanisms of toxicity, we expect to see the
same inverse proportionality between NEC and killing rate,
when plotting compounds with the same toxicity mecha-
nism; a slope of exactly -1 on log–log scale. Following the
same argument as for narcosis, it should not matter whe-
ther, for example, acetyl cholinesterase is inhibited by
organophosphate A or B. At the level of the target, the
NEC and killing rate should be the same for all inhibitors
(see Jager and Kooijman 2005). However, the factor
between target occupation and scaled internal concentra-
tion now includes the interaction efficiency with the target,
in addition to the bioconcentration factor. A correlation of
the NEC or killing rate with Kow is therefore not self-
evident anymore for such specific mechanisms of action.
In contrast to the slopes, the intercepts of the relation-
ships between NEC and killing rate will differ between the
various mechanisms of toxicity. As such, this provides an
excellent opportunity to classify chemicals, or to test cur-
rent mode of action classifications. Deviations from this
strict inverse proportionality between NEC and killing rate
may occur in practise, due to experimental error and bio-
logical variation, but also because the mechanism of effects
may be more complicated than assumed (e.g., include non-
linear biotransformation steps). Additionally, compounds
may deviate from strict proportionality because they do not
actually have the same mechanism of action (misclassifi-
cation), or a compound may affect more than one target in
an organism.
Strong relations between the elimination rate and the
NEC or killing rate are not expected, as the elimination rate
is to some extent independent of the actual mechanism of
toxicity. In an earlier paper (Kooijman et al. 2004), we
discussed the relationship between hydrophobicity and
elimination rates. We expected either that the elimination
rates scale with the square root of Kow (leading to a linear
relation on log–log scale, with a slope of -0.5), follow a
two-stage relationship (constant at low Kow, slope of -1 at
high Kow), or a mixed form of these two extremes. It should
be stressed that these relationships with hydrophobicity are
expected for the elimination rate of the whole-body resi-
due, but that mortality is determined by the kinetics at the
relevant target site. Especially for chemicals with a non-
narcotic mode of action, the toxicity-based elimination rate
(ke of Eq. 1) results from the one-compartment approxi-
mation of a more complex behaviour, and the value of the
rate constant can differ from measurements based on
whole-body concentrations, or values predicted on the




The use of DEBtox, and other biology-based methods,
requires the original raw data from toxicity experiments (the
number of surviving organisms over time). Unfortunately,
ecotoxicological databases only store simple summary
statistics such as LCx values; the underlying raw data have
been lost or are difficult to trace. One of the exceptions is
the work of the Center for Lake Superior Environmental
Studies (Brooke et al. 1984; Geiger et al. 1985, 1986, 1988,
1990), describing the test results from 4-day acute tests with
Fig. 1 Hazard model fit for
survival of fathead minnow
(Pimephales promelas) exposed
to hexachlorobutadiene. The
right panel shows the iso-effect
lines for 0, 10 and 50% effects
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fathead minnow. Data from these reports will therefore
serve as a demonstration in this paper. The tests have been
conducted with juvenile minnows (approx. 2 cm in length)
at constant exposure (flow-through, generally five doses and
a blank, exposure concentrations measured at several time
points), and at a water temperature around 25C. The
experimental setup comprised a variable number of obser-
vations in time (generally 3–8), and variable number of
animals per dose group (generally 10–100). We used the
average measured exposure concentrations, corrected for
recovery, and expressed in mM. Data for the following
classes of compounds were analysed: (halogenated) ali-
phatic hydrocarbons (class 1 and 2), ethers (class 3),
alcohols (class 4), aldehydes (class 5), ketones (class 6) and
benzenes (class 13). Chemical properties (log Kow and
molecular weight) were taken from EPI Suite 3.12. For
log Kow, estimated values were used to provide consistency
as measured values are not available for all compounds. For
the most likely mode of action, the classification of Russom
et al. (1997) was taken. The most common mode of action
for our selected classes were narcosis 1 and electrophile/
pro-electrophile reactivity. Only those compounds for
which it is quite certain that they are indeed non-polar
narcotics or reactives are included (level of confidence A or
B, see Russom et al. 1997).
To illustrate inter-species generalities, the Kow-rela-
tionships of the hazard model’s parameters derived by
Gerritsen et al. (1998) for Daphnia magna exposed to alkyl
phenols will also be included, together with the minnow
data for narcotics.
Fitting the DEBtox hazard model
The hazard model (Eqs. 1–3) was fitted to the raw survival
data, yielding estimates for all four parameters: NEC,
killing rate, elimination rate and background hazard rate.
Robust confidence intervals were generated using profile
likelihoods (Meeker and Escobar 1995). All calculations
were performed with Matlab version 7.3. The model pro-
cedure was not in all cases able to accurately identify all
four parameter values from the data, which is reflected in
the width of the confidence intervals. When the entire 95%
confidence interval spans less than one order of magnitude,
we considered the estimate to be of ‘‘sufficient confidence’’
and indicated these values in the figures with a filled
symbol. For elimination rates, a slightly different quality
criterion was used. In some cases, a very high elimination
rate fits the data best, which implies nearly instantaneous
steady state, prohibiting an accurate estimate for the
elimination rate. For plotting convenience, these values are
plotted at 100 h-1 in the graphs, and are considered
‘‘accurate’’ only when the 95% confidence interval does
not extend below 30 h-1.
Results and discussion
Non-polar narcosis
First, we will focus on the chemicals from the selected
chemical classes that are classified as narcosis 1. In Fig. 2,
the hazard model parameters as estimated from the survival
data are plotted against log Kow. The blank hazard rate
does not show any relationship with hydrophobicity, as is
to be expected. Interestingly, this parameter is either esti-
mated at a very low level (effectively zero), or roughly
between 10-4 and 10-3 h-1, equivalent to 1–9% mortality
over 4 days. The NEC is estimated with high accuracy for
almost all data sets (in 95% of the cases, the confidence
interval spans \0.3 units on log scale), even though the
data sets vary considerably in the number of observations
in time and number of fish per dose. The NEC decreases
with hydrophobicity, as expected, showing a good corre-
lation with log Kow, with a slope and intercept that are
comparable to QSARs for the LC50 of narcotic chemicals
(Veith et al. 1983). This implies that the test duration of
4 days is sufficient to observe the incipient LC50 for these
compounds in this species and this size class. As illustrated
in Fig. 1, the incipient LC50 will be numerically equivalent
to the NEC. Indeed, a comparison between the NEC and
the 4-day LC50, as reported in the original publications,
shows that their values are almost identical for this data set,
with a maximum deviation of a factor of 1.7. Theoretically,
the similarity between the 4-day LC50 and the NEC would
break down for very hydrophobic compounds. Unfortu-
nately, this prediction could not be verified; very
hydrophobic chemicals were tested but did not reveal
toxicity at the solubility limit after this short test duration.
Also as expected, the killing rate shows a general
increase with Kow but the pattern is less clear than for the
NEC. This is partly caused by the fact that, in contrast to
the NEC, many of the data sets do not allow for an accurate
identification of this parameter. When only the points of
sufficient confidence (95% confidence interval spanning
less than a factor of 10) are considered, the relationship is
much clearer. The elimination rate is also more difficult to
accurately identify from the data than the NEC. In several
cases, the kinetics seem to be very fast (these points are
plotted at 100 h-1), although only a few of these points are
considered sufficiently accurate. In general, these elimi-
nation rates are quite high, when compared to a general
QSAR for elimination in fish (Spacie and Hamelink 1982),
likely because that regression was based on larger indi-
viduals (0.6 g guppies and 9 g trout, versus 0.1 g fathead
minnows in the toxicity tests).
It is difficult to distinguish a clear relationship with Kow
for the elimination rate, also because data for very hydro-
phobic compounds (log Kow [ 4) are scarce. Contrary to
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our initial expectations (Kooijman et al. 2004), the overall
pattern suggests a sort of maximum elimination rate around
a log Kow of 1. This pattern is, however, consistent with the
toxicokinetics model of Sijm and Van der Linde (1995),
which includes a detail that is specifically relevant to very
hydrophilic compounds. At low hydrophobicity, the whole-
body bioconcentration factor becomes constant, as it is
dominated by the behaviour of the non-lipid fraction
(mainly water) in the fish. The membrane-water partition
coefficient, however, still decreases with decreasing Kow.
The net result is that the elimination rate will decrease
when Kow decreases below a log Kow of around 1 or 2.
Their toxicokinetics model is consistent with the overall
pattern in the elimination rates, especially when decreasing
the lipid diffusion length by a factor of 10 (the correct
value of this parameter is not clear). For the model pre-
dictions in Fig. 2, the fish parameters of the Sijm and van
der Linde model were set to representative values for these
fathead minnows (0.1 g body weight, 10% lipid content).
It is difficult to base firm conclusions on this analysis; it
is apparently difficult to obtain reliable estimates for the
elimination rate from these survival data alone, and the
resulting values reveal considerable scatter (Fig. 2). It is
possible that hydrophobicity is not a very good descriptor
of the elimination rates of fish for this rather diverse group
of compounds. On the other hand, we should also consider
the possible effects of misclassification (not all of these
compounds may behave purely narcotic) and metabolism.
Nevertheless, in our opinion, the data in Fig. 2 are still
consistent with the idea that the kinetics of the whole-body
residue may be a good measure for the kinetics at the target
site. However, combined toxicity and bioaccumulation
studies are needed to settle this question.
It should be noted that the NEC does not show the same
deviating response at low Kow values as the elimination
rate, because the NEC is not determined by the BCF but
purely by the membrane-water partition coefficient, which
for non-polar compounds is generally close to the Kow
(Escher and Hermens 2002). This confirms that the target
for non-polar narcotics is related to the membranes and not
the whole-body tissue concentration, and illustrates how
the toxicity data themselves can provide insight into the
underlying mechanism.
The parameter estimates for the NEC and killing rate in
D. magna, from Gerritsen et al. (1998), are well in line with
our data for fathead minnows. This indicates that these
parameters for narcotic compounds may be representative
for a wide range of species, which is also supported by the
very small sensitivity differences between species for acute
narcotic effects, as observed by Jager et al. (2007). The
toxicity-based elimination rates for Daphnia do not appear
to differ much from those of the minnows, although the fish
data in this Kow range are rather poor. Based on their large
body surface area relative to their volume, one might
expect Daphnia to show much larger elimination rates.
However, the large gill surface of the fish may make these
two species more comparable in toxicokinetics than often
assumed.
Fig. 2 Hazard model
parameters for non-polar
narcotics in fathead minnows
plotted against hydrophobicity.
Filled symbols represent data
points with sufficient accuracy
(see text). Lines in top plots
represent regression equations
on the filled data points.
Parameter estimates for
Daphnia magna from Gerritsen
et al. (1998). For the elimination
rate, model lines represent the
toxicokinetic model of Sijm and
Van der Linde (1995),
parameterised for P. promelas
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Reactive chemicals
Figure 3 shows the estimated parameters for compounds
classified as electrophile/pro-electrophile reactive. As
observed for narcotic compounds, the blank hazard rate is
either estimated effectively at zero, or between 10-3 and
10-4 h-1. Because background mortality should indeed be
independent of the mechanism of toxicity, this provides
confidence in the general behaviour of the model. The NEC
is generally estimated with high accuracy from the survival
data (in 75% of the cases, the confidence interval spans
\0.25 log unit). For the reactive compounds, the trends
with log Kow are different than for the narcotics: hydro-
phobicity is a rather poor descriptor of the NEC and killing
rate, and the slope of the relationships is shallower than for
narcotics. This poor performance of hydrophobicity is well
established, and other descriptors have been proposed (see
e.g., Hermens 1990).
The elimination rate estimated from the survival data
shows no relationship with Kow; all compounds have a
rather similar apparent elimination rate, which is generally
lower than for the narcotic compounds of Fig. 2. For nar-
cotics, we assumed that the elimination rates reflected the
kinetics of the whole-body residues. There is no reason to
believe that reactives have very different whole-body
elimination kinetics than narcotics, and therefore the esti-
mates in Fig. 3 indicate that it is not uptake in the organism
that is the rate-limiting step in the toxicokinetics. The
constancy of the rate constants points at a common kinetic
mechanism for all compounds. Reactive chemicals act by
direct chemical reaction to biological macromolecules,
which can be considered ‘‘irreversible binding’’ (Verhaar
et al. 1999). The relevant toxicokinetics will thus be more
complex than the simple one-compartment model of Eq. 1,
and the apparent elimination rate, as derived from the
hazard model, is likely an approximation of the rate-lim-
iting step in this mechanism. This rate-limiting step may
very well be the turn-over rate of the target molecules (i.e.,
the replacement of irreversibly damaged macromolecules),
which should be independent of the chemical’s properties.
We made a similar suggestion for the action of acetyl-
cholinesterase inhibitors (Jager and Kooijman 2005).
In contrast to narcotics, the 4-day LC50 for reactive
compounds is in many cases higher than the NEC (on
average a factor of 1.4, with a maximum of 3.1, excluding
the points of less confidence). This leads to the conclusion
that 4 days may not be enough to achieve the incipient
LC50 for reactives, independent of their Kow.
Relationships between parameters
We predicted that the killing rate and the NEC would show
a strict inverse proportionality for compounds with the same
mechanism of toxicity. In Fig. 4, the killing rates are plotted
against the NEC values (only values selected as accurate).
For reactive compounds, the relationship between these two
parameters is much stronger than for both parameters to
hydrophobicity (Fig. 3). In Figs. 2 and 3, deviations from a
Fig. 3 Hazard model
parameters for reactive
chemicals in fathead minnows
plotted against hydrophobicity.
Filled symbols represent data
points with sufficient accuracy
(see text). Solid lines represent
regression equations on the
filled data points; dotted lines
are the relations for narcotic
compounds (see Fig. 1) for
comparison
A biology-based approach for QSARs in ecotoxicity 193
123
slope of -1, and scatter in the regression, also results from
the fact that hydrophobicity is a less than perfect descriptor
for the relevant concentration at the target. This source of
uncertainty is entirely removed by plotting the killing rate
versus the NEC (Fig. 4). This is why we can force a slope of
-1 on the regression; any other slope value would not make
physiological sense.
The parameter estimates are clearly consistent with a
slope of -1 on log–log scale for each mode of action; there
is an inverse proportionality between both parameters. The
intercepts for both modes of action are significantly dif-
ferent; the confidence intervals of the intercepts do not
overlap. Nevertheless, considerable scatter remains, mak-
ing it difficult to identify a compound as reactive or
narcotic based on these model parameters. Part of this
scatter results from the fact that the killing rate is often not
accurately identifiable from the survival data. However, it
is also possible that chemicals have been misclassified, as
classification is usually not based on strong biochemical
evidence. Furthermore, many of these compounds may be
metabolised to some extent by the fish, possibly leading to
deviations from a strict proportionality. It is interesting to
observe that the relationship between NEC and killing rate
is stronger for reactives than narcotics. Perhaps, the nar-
cotic mode of action is not as homogeneous as previously
assumed; perhaps it does matter for the effect whether
compound A or B is dissolved in the cell membrane,
contrary to previous assumptions.
The parameter estimates for alkylphenols in Daphnia
are not plotted in this figure, but also show a reasonably
good correlation (r2 = 0.60). The regression line for this
species lies in between the lines for narcotic and reactive
compounds in the minnows.
Plotting the elimination rate versus the NEC or killing
rate does not lead to clear patterns. This could also not be
expected, because the elimination rate is to some extent
independent from the NEC and killing rate. This is illus-
trated by the almost constant elimination rates for reactive
compounds (Fig. 3), and the deviating behaviour for nar-
cotics for very hydrophilic compounds (Fig. 2).
Outlook
In the development of QSARs, the toxicity data are usually
taken for granted. However, concepts like the 4-day LC50
make rather poor summary statistics for toxicity, which is
inherent to descriptive dose-response analysis. Using a
biology-based approach such as DEBtox provides a more
robust and more informative view of the toxicity data. In
this paper, we demonstrated the potential of this method by
analysing survival data for fathead minnows. It should be
noted that these bioassays have not been designed to
accommodate biology-based data analysis. Nevertheless,
the DEBtox hazard model provided a good fit to the
experimental data in almost all cases, and the NEC could be
estimated with high accuracy. This supports the application
of the NEC as a robust summary statistic for risk assessment
purposes (Kooijman 1996; Kooijman et al. 1996). In con-
trast, the kinetic parameters (killing rate and elimination
rate) were more difficult to estimate accurately from these
data. More observations in time would be helpful to
successfully extract these parameters.
Several general conclusions could be drawn from the
fathead minnow data. Firstly, the simple one-compartment
model of Eq. 1 is limited for the analysis of toxicity data;
the relevant toxicokinetics for mortality is not necessarily
the kinetics of the whole-body residues. For narcotic
chemicals, the elimination rates from the survival data
could be consistent with predictions for the whole-body
residue. However, for reactive compounds, the relevant
kinetics are much slower and independent of hydropho-
bicity. In such cases, the toxicity-based elimination rate
(ke) is a one-compartment approximation of more complex
kinetics, and its value can provide insight into the toxic
mechanism and help to classify compounds. On a related
note, this finding also implies that the optimal exposure
duration is not fully determined by the hydrophobicity of
the chemical. For narcotic compounds, 4 days exposure in
juvenile fathead minnows is generally sufficient to achieve
the incipient LC50 (at least up to a log Kow of 4). However,
even hydrophilic reactive compounds may require more
time.
Because biology-based approaches focus on the under-
lying mechanisms of toxicity, its parameters cannot vary
independently. We have strong theoretical reasons to, a
Fig. 4 Killing rate versus the NEC for narcotic and reactive
compounds. Only data points of sufficient accuracy (see text) are
shown. The linear regressions have a forced slope of -1
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priori, expect certain relationships between the model
parameters. For instance, the NEC and killing rate should
be inversely proportional for compounds with the same
mechanism of toxicity. This pattern is generally confirmed
by the data presented here, which not only supports the
classification of these compounds into rather homogeneous
classes, but also lends credibility to the use of the NEC and
killing rate as descriptors of toxicity. However, even
though the data in Fig. 4 clearly indicate a slope of -1, the
scatter is considerable. Part of this variation is undoubtedly
caused by experimental noise, but metabolism may have
significantly contributed. It would be interesting to confirm
these findings in test species with a lower metabolic
capacity (e.g., Daphnia), or in the presence of a metabolic
inhibitor. However, the limited data available for alkyl-
phenols in Daphnia show a comparable degree of scatter
(data not shown).
In our opinion, biology-based approaches for toxicity
QSARs offer valuable possibilities, not only in the extraction
of information on toxicity mechanisms, but also in their
application in a regulatory setting. Firstly, the presented
hazard model does not suffer from the bias inherent to the use
of the 4-day LC50, as explained in the example calculation.
Furthermore, because the model parameters have a physio-
logical interpretation, they provide a better starting point for
extrapolation to other compounds, other body sizes, other
temperatures, time-varying exposure, etc. (Jager et al. 2006).
Although we only focussed on lethal effects, a similar
approach can be followed for sub-lethal endpoints such as
growth and reproduction (which would be far more relevant
for regulatory purposes). For such endpoints, an incipient
NOEC or ECx does not exist, leaving even more room for
bias in QSARs due to the time-dependence of the effects
(Alda A´lvarez et al. 2006; Jager et al. 2006). However, for
biology-based methods to be applied, the original raw data
from the experiments are required, which are hardly ever
reported or stored in (publicly available) databases. We
therefore strongly recommend that the raw data are included
in databases for future re-analysis. Furthermore, standard
test protocols can be optimised for analysis with biology-
based methods (Jager et al. 2006).
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