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Abstract
An algorithmto generate backgroundsprite images from
multiview image sequences is presented. A dynamic pro-
gramming algorithm, using a multiview matching cost as
well as pure geometrical constraints, is used to provide an
estimate of the disparity ﬁeld and to identify occluded ar-
eas. By combining motion, disparity and occlusion infor-
mation, a sprite image corresponding to the ﬁrst (main)
view at the ﬁrst time instant is generated. Image pixels
from other views that are occluded in the main view are
added to the sprite. The sprite coding method deﬁned by
MPEG-4 is extended for multiview image sequences, based
onthe generatedsprite. Experimentalresults are presented,
demonstrating the performance of the proposed technique
andcomparingitwith methodsusingsprite generationfrom
monoscopic sequences.
1. Introduction
A background sprite is an image composed of pixels be-
longing to a video object visible throughout a video seg-
ment. For instance, a sprite generated from a panning se-
quence will contain all visible pixels of the background ob-
ject throughoutthe sequence. Certain portions of this back-
groundmaynotbevisibleincertainframesduetotheocclu-
sion of the foreground objects or the camera motion. Since
the sprite contains all parts of the background that were at
least visible once in an image sequence, the sprite can be
used for the reconstruction or the predictive coding of the
background.
Static sprites for background representation are also
commonly referred to as “salient stills” [9, 12] or “back-
ground mosaics” in the literature [3, 7, 6, 11]. Sprites
are typically generated by warping (aligning) different in-
stances of a scene to a ﬁxed coordinate system, after es-
timating their motion using a 2-D or 3-D motion model.
A simple afﬁne 2-D motion model is used in this paper.
This model is known [6] to be adequately accurate in sit-
uations in which either the structure of the imaged scene is
approximatelyplanarorthesceneissufﬁcientlyfarfromthe
camera. In the emerging MPEG-4 standard [10], a method
for encoding static sprite images has been included. The
method is based on describing simple camera motion mod-
els (e.g. translational, afﬁne or perspective) by the 2-D mo-
tion of a number of points, called reference points.
In earlier sprite generation procedures, no segmentation
was used, and the generated sprites always corresponded to
the region with the dominant motion, i.e. usually the back-
ground. In this case, foreground objects were removed by
using temporal averaging or median ﬁltering. However, in
order to improve the quality of the generated sprite images
and to be able to generate sprites for foreground objects, a
number of techniques have been proposed to segment the
scene into a number of ‘layers’ [13, 8, 2, 1]. Layers are re-
gions which typically correspond to the physical objects in
the scene. If a multi-layered scene description is available,
sprites can be easily obtained for each layer using standard
sprite generation techniques or more sophisticated involv-
ing depth and transparent objects [1]. Although, much ef-
fort is spent in the past to design sophisticated layer seg-
mentation procedures,this still remains in many respects an
open problem.
In previously proposed sprite generation techniques [3,
7, 6], motioninformationhas beenextensivelyused to iden-
tifythe objectsinthe scene(segmentation)andto determine
their position in the sprite image (warping). The present
paper proposes novel techniques for sprite generation in
which foreground and background segmentation is mainly
based on the estimated disparity and occlusion information.
Clearly, this is a more natural way for background identi-
ﬁcation, especially in sequences with very small motion,
where segmentation based on motion may fail. Further-
more, motion information is used in this paper in a second
segmentation step, in order to assign small or occluded re-gions to the background or foreground regions.
However, the main contribution of this paper is the gen-
eralization of sprite generation and coding procedures for
thecaseofmulti-ocularsystems, consistingofthreeormore
cameras. In this case, use of disparity and occlusion infor-
mation can signiﬁcantly beneﬁt the sprite generation pro-
cess. For example, a part of the backgroundthat is occluded
in one view may be added to the sprite from another view,
where this part appears.
A single backgroundsprite is generatedand coded based
on the estimated disparity and occlusion information. The
sprite coding mode deﬁned by MPEG-4 was then used to
code the background regions of the entire multiview se-
quence. An advantage of this technique is that no disparity
or occlusion information needs to be coded. Experimental
results demonstrate the signiﬁcant reduction in the bitrate
achieved by using a single sprite image for the entire back-
ground of the multiview sequence.
2. Overview of disparity estimation and occlu-
sion detection
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By assuming that central projection is used and that all
opticalaxesareparallel, itmaybeshownthatif
W isvisible
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viewpoint and
z is the depth of
W.
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Thus, knowledge of
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N implies knowledge of all
d
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N. A dynamic programming scheme was
proposed in [4] so as to estimate a disparity vector
d and a
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Figure 1. A multiview system with 3 view-
points
state
S
k for each pixel in
I
1. The same dynamic program-
ming algorithm can be used to provide the inverse (“R-L
disparity”) ﬁeld
d
k
N and the corresponding state informa-
tion
S
0
k for the rightmost view.
3. Sprite Generation and Coding
Sprites are typically generated from monoscopic images
by ﬁrst using a scene-cut detector for the identiﬁcation of
the number of frames where a signiﬁcant part of scene
(usually a large part of the background) remains substan-
tially the same. Each of the resulting sub-sequences is as-
sumed to contain similar image content, and each is pro-
cessed independently from the others. Each frame of the
sub-sequence is segmented into a number of regions, each
deﬁning a different object. The segmentation may be based
on luminance, motion and, in the case of multiview image
sequences, disparity information.
Segmentation based on disparity information, has the
following advantages:
￿ In sequences producedin videoconferencingand other
similar applications, the observed motion may be very
small and inadequate for accurate segmentation. How-
ever, for such sequences, efﬁcient segmentation into
foreground and background regions is possible by us-
ing multiple cameras and exploitingdisparity informa-
tion.
￿ Luminance edge and motion edge information may
be conveniently exploited in disparity estimation tech-
niques based on dynamic programming, so that dis-
parity changes are endorsed near luminance or motion
edges [5]. Thus, the produced objects have more or
lessconstantdisparity,motionandtextureinformation.
This approach is very suitable for situations where
2thedisparityvariationsbetweenthe backgroundregion
and the foregroundobjectsis small (e.g. if the distance
between the objects and the camera is very large). In
suchsituations,eventhoughsegmentationbasedonthe
disparity alone might fail, use of luminance or motion
information may signiﬁcantly improve the ﬁnal seg-
mentation result.
￿ Disparity provides a convenient means of layering the
objectsin the scene: Objects with smaller absolutedis-
parityvaluesareat largerdistancefromtheviewer,and
are assigned accordingly to deeper layers.
For the above reasons, we use disparity information
as the main cue in the proposed segmentation procedure.
Speciﬁcally, a two-stage segmentation technique is used to
separatetheforegroundandbackgroundregions. Attheﬁrst
stage, a simple thresholding of the disparity images to ini-
tialize the segmentation map for each frame is used. The
threshold value is determined based on the disparity his-
togram. Occluded pixels in at least one view are left out
of this thresholding procedure, since no disparity informa-
tion is available for these pixels. A second stage is used
to correct errors in the initial segmentation result caused by
local minor disparity changes or estimation errors. A con-
nected component labeling procedure is used to ﬁnd small
connected regions that are labeled as artifacts and are ex-
cluded from the following motion model estimation stage.
A 6-parameter afﬁne model is used to describe the 2-
D motion in each region. The model can be expressed as
follows:
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pixel positions at the time
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+
1respectively.
The afﬁne motion parameters are estimated based on lo-
cal matches between consecutive frames estimated using a
standard exhaustive search block-matching procedure. The
occluded pixels and the pixels in very small regions that
were excluded from the motion estimation stage are now
assigned to the object whose motion model produces the
minimum Displaced Frame Difference. Using this proce-
dure, the ﬁnal segmentation map is obtained and the ﬁnal
motion parameters are re-calculated. The entire segmenta-
tion and motion estimation scheme is summarized in Figure
2. The sprite image for a video object from the main (left-
most) view can then be generated and coded according to
the MPEG-4 speciﬁcations [10].
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Figure2.ObjectSegmentationandMotionEs-
timation
4. Multiview Sprite Generation and Coding
In the case of multiview image sequences, the sprite im-
age may be generated using information from all views.
Inthefollowing,theprocedureforconstructingtheback-
ground sprite image corresponding to the ﬁrst time instant
andtheﬁrst (leftmost)viewwill bedescribed. Forthis view,
the warping transformation between time
i and the sprite
(time 1) can be computed as follows:
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ing an afﬁne transformation. Using the notation in Section
3, this can be written as:
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These afﬁne model parameters are estimated using least
squares techniques based on the disparity of the pixels that
are visible in all intermediate views. The total warping
transformationbetweenframe
I
i
k and the sprite imageis ob-
tained by combining this afﬁne model for the disparity with
the warping model between frame
I
i
1 and the sprite image
(aligned to
I
1
1):
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The multiview sprite generation procedure is illustrated
in Figure 3.
The coding of the multiview sequence using the gener-
ated sprite image conforms to the MPEG-4 speciﬁcations
for sprite coding. This is achieved by re-ordering all the
frames from a Group of Frames (GOF) to the following or-
der:
3Camera K
Frame 1
Last frame
Camera 1 Camera N
Frame i
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Figure 3. Procedure for generating sprites
from multiview image sequences
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Then, warping parameters for each frame of this se-
quence towards the sprite image are given by eq. (4) for
the ﬁrst (left) view and by eq. (7) for the remaining views.
In order to code the warping transformation used to gen-
erate the reconstructed images from the sprite image, each
transformation is expressed as a set of motion trajectories
of a number of reference points. The number of reference
points
N
r,
(
1
￿
N
r
￿
4
) needed to encode the warping pa-
rameters determines the transform to be used for warping,
e.g. 3 reference points are used to fully describe the afﬁne
transform of eq. (4) and (7).
A signiﬁcant advantage of the proposed approach is that
pixels that are occluded in some of the views are still re-
tained in the sprite image. Assuming that the foreground
region has been identiﬁed correctly, all other segments in
I
i
k, even those correspondingto occlusions, can be assigned
to the background. Thus, the disparity afﬁne model for the
background can be used to model the disparity in these oc-
cluded regions. As a result, pixels in occluded regions pro-
vide additional samples for the warped frames that are used
for the construction of the sprite image.
5. Experimental Results
Results were obtained using 10 frames from the four-
view sequence “Claude”. The sprite for the background
generated from the 10 frames from the ﬁrst (leftmost) view
is shown in Figure 4(a), while the sprite generated from all
available views using the proposed approach is shown in
Figure 4(b). As seen, many new pixels are added to the
sprite image from the other views. Most of the added pixels
are seen to be at the correct positions, however some blur-
ring can be observed, especially near the left-upper corner
of Figure 4(b). Blurring is mainly due to averaging noisy
samples, in locations where the local disparity is not ade-
quately described by the afﬁne disparity model.
Results using the proposed coding technique for the
background region are presented in Table 1. For com-
parison, independent coding of each view using MPEG-4
coders in sprite coding mode (Method B) was also used.
In this case, four sprites (one per view) are generated and
coded. Also, coding results provided by standard MPEG-4
coding of each view (without using sprites) are also pre-
sented (Method C).
Method PSNR(dB) Bitrate
1 2 3 4 (bits/pel)
A 28.64 28.49 28.51 28.58 0.031
B 31.49 31.79 31.19 31.71 0.141
C 31.50 30.50 31.30 31.80 0.288
Table 1.MPEG-4 codingofbackgroundregion
in the “Claude” sequence.
As seen, the proposed method (A) requires signiﬁcantly
less bitrate than the other two methods, while the degrada-
tion in the quality of the reconstructed images is less than
3dB.
We have also used the proposed method for reconstruct-
ing each frame by applyingthe sprite codingmethod for the
background object, while standard MPEG-4 coding is used
for the foreground object. Two reconstructed frames from
the left and right channel are shown in Figures 5(a) and
5(b) The corresponding PSNR values and the total bitrate
for each channel and a comparison with standard MPEG4
coding of the foreground and background regions is given
in Table 2. As seen, the bitrate savings, compared to stan-
dard MPEG-4 coding, are approximately 50 %, while the
reduction in the PSNR values is approximately 1-2dB.
Method PSNR(dB) Bitrate
1 2 3 4 (bits/pel)
A 30.78 30.11 30.33 30.58 0.149
B 32.43 31.22 31.88 32.40 0.213
C 32.44 31.28 31.95 32.45 0.299
Table 2. MPEG-4 coding of the “Claude” se-
quence. Foreground is always coded using
Standard MPEG-4 coding.
Coding results for the background region of the stereo-
scopic sequence “Aqua” are presented in Table 3, while re-
sults for the entire frames of the stereoscopic sequence are
4Method Average PSNR(dB) Bitrate (bits/pel)
View 1(L) 2(R)
A 27.47 27.75 0.070
B 29.50 28.73 0.109
C 30.64 29.82 0.243
Table 3. Coding of the background region of
the “Aqua” sequence.
Method Average PSNR(dB) Bitrate (bits/pel)
View 1(L) 2(R)
A 29.03 28.78 0.322
B 30.56 30.14 0.343
C 31.21 30.20 0.381
Table 4. Coding of the background and fore-
ground region of the “Aqua” sequence.
presentedinTable4 (usingstandardMPEG-4codingforthe
foregroundregion).
6. Conclusions and Future Work
A method for sprite generation from multiview se-
quences was presented. Disparity and occlusion estima-
tion is based on an efﬁcient dynamic programming algo-
rithm using information from all views of the multiview se-
quence. By combining motion, disparity and occlusion in-
formation, a sprite image corresponding to the ﬁrst (main)
view at the ﬁrst time instant is generated. Imagepixelsfrom
other views that may be occluded in the main view are also
added to the sprite.
The sprite coding method deﬁned by MPEG-4 was ex-
tended for the case of a multiview image sequence, based
on the generated sprite. Experimental results show a sig-
niﬁcant reduction in the bitrate achieved by using a single
sprite image for the entire multiview sequence, when com-
pared with standard MPEG-4 coding techniques.
Signiﬁcant depth changes or difﬁculties in the segmenta-
tion procedure may hinder successful sprite generation. In
order to improve results, various approaches may be fol-
lowed in the future: More complex warping models, than
the simple afﬁne or perspective models used by MPEG4,
could be deﬁned to describe the motion of non-planar sur-
faces or complexcamera motions. Anotherapproachwould
be to segment the scene into more than two regions (mul-
tiple layers), and use a different warping model for each
layer. Efﬁcient sprite generation procedures for multiple
layers considering transparent objects and depth variations
have already been proposed [1]. In this case, additional
depth information which is necessary to re-synthesize the
images from the sprite has to be coded. However, using
sprite coding for more than one layer is not supported by
the current version of MPEG4, since shape coding is not
supported for layers coded in sprite coding mode. This in-
hibits sprite coding of more than one layer using MPEG4
compliant methods.
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Figure 4. Comparison of background sprites
obtained from monoscopic and multiview se-
quences. (a) Monoscopic sprite obtained
from 10 frames of the left sequence (b) Mul-
tiview sprite obtained from 10 frames of the
multiview sequence using the proposed ap-
proach.
(a)
(b)
Figure 5.
Reconstructed left and right images. Sprite
coding is used for the background and stan-
dard MPEG-4 coding for the foreground im-
age.
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