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Abstract
While the majority of the predictability literature has been devoted to the predictability
of traditional asset classes, the literature on the predictability of hedge fund returns is quite
scanty. We focus on assessing the out-of-sample predictability of hedge fund strategies by
employing an extensive list of predictors. Aiming at reducing uncertainty risk associated
with a single predictor model, we first engage into combining the individual forecasts. We
consider various combining methods ranging from simple averaging schemes to more sophis-
ticated ones, such as discounting forecast errors, cluster combining and principal components
combining. Our second approach combines information of the predictors and applies kitchen
sink, bootstrap aggregating (bagging), lasso, ridge and elastic net specifications. Our sta-
tistical and economic evaluation findings point to the superiority of simple combination
methods. We also provide evidence on the use of hedge fund return forecasts for hedge fund
risk measurement and portfolio allocation. Dynamically constructing portfolios based on
the combination forecasts of hedge funds returns leads to considerably improved portfolio
performance.
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1 Introduction
Hedge funds have attracted a great deal of attention during the last fifteen years. High net-
worth individuals or institutional investors seek premium returns in these alternative asset
classes. The recent launch of investable hedge fund indices allowed a larger proportion of small-
to medium-sized investors to gain access to this type of investment and boosted the interest
in studying hedge fund investments. Following unconventional trading strategies, these funds
have traditionally outperformed other investment strategies partly due to the weak correlation
of their returns with those of other financial securities. However, the recent financial crisis
revealed the interdependencies of these funds with the rest of the financial industry and the
risks posed to the financial system via their exposure to common risk factors (Bussiere et al.,
2014).
The rapid growth in the hedge fund industry over the last years and the availability of hedge
fund data from commercial data providers has led to a substantial number of both theoretical
and applied papers on hedge funds. Our paper is related to two strands of literature on hedge
funds: (i) papers focusing on the risk-return characteristics of hedge funds1 and (ii) papers
directly investigating hedge fund return predictability.
In the first strand of the literature, Bali et al. (2011) exploit the hedge funds’ exposures to
various financial and macroeconomic risk factors. The authors find a positive (negative) and
significant link between default premium beta (inflation beta) and future hedge fund returns.
Titman and Tiu (2011) regress individual hedge fund returns on a group of risk factors and
find that funds with low R-squares of returns on factors have higher Sharpe ratios. Bali et
al. (2012) investigate the extent to which aggregate risk measures explain the cross-sectional
dispersion of hedge fund returns. The authors find that systematic risk has the greatest role in
explaining the cross-section of future fund returns. Sun et al. (2012) construct a measure of
the distinctiveness of a fund’s investment strategy (SDI) and find that higher SDI is associated
with better subsequent performance of hedge funds.
Papers in the second strand are most closely related to ours and include Amenc et al. (2003),
Hamza et al. (2006), Wegener et al. (2010), Avramov et al. (2011, 2013) and Olmo and Sanso-
Navarro (2012). Amenc et al. (2003) were the first to investigate return predictability in the
hedge fund industry. The authors employ multi factor models based on a variety of economic
variables and find significant evidence of hedge fund predictability. In a subsequent study,
Hamza et al. (2006) consider both a broader set of risk factors and a longer time series and
also find evidence in favour of predictability. More recently, Wegener et al. (2010) address the
issue of non-normality, heteroskedasticity and time-varying risk exposures in predicting excess
returns of four hedge fund strategies. Avramov et al. (2011) find that macroeconomic variables,
1A partial list of earlier studies includes Fung and Hsieh (1997, 2000, 2001, 2004), Ackermann et al.(1999),
Liang (1999, 2001), Mitchell and Pulvino (2001), Agarwal and Naik (2000, 2004), Kosowski et al. (2007), Bali et
al. (2007), Fung et al. (2008), Patton (2009), Jagannathan et al. (2010) and Aggarwal and Jorion (2010).
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specifically the default spread and the Chicago Board Options Exchange volatility index (VIX),
substantially improve the predictive ability of the benchmark linear pricing models used in the
hedge fund industry. Employing time-varying conditional stochastic dominance tests, Olmo
and Sanso-Navarro (2012) forecast the relative performance of hedge fund investment styles one
period ahead. Avramov et al. (2013) analyze both in and out of sample individual hedge fund
return predictability and find that the predictability pattern largely reflects differences in key
hedge fund characteristics, such as leverage or capacity constraints. The authors show that a
simple strategy that combines the funds’ return forecasts obtained from individual predictors
delivers superior performance. The aforementioned studies on return predictability are directly
linked to the market timing literature. For example, Chen and Liang (2007) examine the ability
of fund managers to time both returns and volatility and find that find evidence of timing
ability at both the aggregate and fund levels, which is relatively strong in bear and volatile
market conditions. More recently, Cao et al. (2013) investigate how hedge funds manage their
liquidity risk by responding to aggregate liquidity shocks and find that hedge fund managers
have the ability to time liquidity by increasing portfolio market exposure when equity market
liquidity is high. In a similar mode, Bali et al. (2014) address macroeconomic risk and find that
directional hedge fund managers have the ability to time macroeconomic changes by increasing
(decreasing) portfolio exposure to macroeconomic risk factors when macroeconomic uncertainty
is high (low).
Given the long set of candidate predictors, suggested by the extant literature, we address
the issue of constructing improved hedge fund returns forecasts by carefully integrating the
information content in them. We proceed in two directions; combination of forecasts and com-
bination of information. Combination of forecasts combines forecasts generated from simple
models each incorporating a part of the whole information set, while combination of informa-
tion brings the entire information set into one super model to generate an ultimate forecast
(Huang and Lee, 2010). We employ a variety of combination of forecasts and information
methodologies and evaluate their predictive ability in a pure out-of-sample framework for the
period 2004-2013, which contains the recent financial crisis period that plagued the hedge fund
industry. To anticipate our key results, our statistical evaluation findings suggest that simple
combination of forecasts techniques work better than more sophisticated and computationally
intensive combination of information ones. However, the utility gains a mean-variance investor
would have can be large irrespective of the model employed. Furthermore, we compare the
performance of our forecasting approaches with respect to their ability to construct optimal
hedge fund portfolios in a mean-Var and mean-CVaR framework. Overall, forecasting hedge
fund returns leads to improved portfolio performance, while combination of forecasts proves to
be the superior approach. More importantly, simple combining schemes can generate portfolios
with high average returns and low risk. Focusing on the recent financial crisis period, which
is quite diverse, due to elevated credit, liquidity and systemic risk, our findings point to im-
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proved performance of the combination of information methods. Even in these adverse market
conditions, forecasting returns can generate portfolios with high average returns and low risk.
The remainder of the paper is organized as follows. Section 2 describes the predictive models
and the forecasting approaches we follow. Our dataset, the framework for forecast evaluation
and our empirical findings are presented in Section 3. Section 4 discusses the approaches we
employ to construct optimal hedge fund portfolios, presents the portfolio performance measures
used in our empirical analysis and reports the results of our investment exercise. Section 5
repeats the analysis for the 2007-2009 financial crisis and Section 6 summarizes and concludes.
2 Predictive Models and Forecast Construction
In this section, we describe the forecasting approaches we follow. To facilitate the exposition of
our approaches, we first describe the design of our forecast experiment. Specifically, we generate
out-of-sample forecasts of hedge fund returns using a recursive (expanding) window. We divide
the total sample of T observations into an in-sample portion of the first K observations and an
out-of-sample portion of P = T−K observations used for forecasting. The estimation window is
continuously updated following a recursive scheme, by adding one observation to the estimation
sample at each step. As such, the coefficients in any predictive model employed are re-estimated
after each step of the recursion. Proceeding in this way through the end of the out-of-sample
period, we generate a series of P out-of-sample forecasts for the hedge fund indices returns.
The first P0 out-of-sample observations serve as an initial holdout period for the methods that
require one. In this respect, we evaluate T − (K + P0) = P − P0 forecasts of the hedge fund
returns over the post-holdout out-of-sample period.
2.1 Univariate models
First we consider all possible conditional mean predictive regression models with a single pre-
dictor of the form
rt+1 = β0 + βixit + βN+1rt + εt+1, i = 1, . . . , N, (1)
where rt+1 is the observed return on a hedge fund index at time t + 1, xit are the N observed
predictors at time t, and the error terms εt+1 are assumed to be independent with mean zero and
variance σ2. Given the significant autocorrelation present in the majority of hedge fund returns,
the set of potential predictors contains the lagged (one-month) return as well. Equation (1) is
the standard prediction model, which links the forecast of one-period ahead hedge fund return
to its current return and a candidate predictor variable. When no predictive variable is included
in Equation (1), we get the benchmark AR(1) model which serves as a natural benchmark for
the forecast evaluation.
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2.2 Forecast Combination
Combining forecasts, introduced by Bates and Granger (1969), is often found to be a successful
alternative to using just an individual forecasting method. Forecast combinations may be
preferable to methods based on an ex-ante best individual forecasting model due to at least three
reasons (see Timmerman, 2006, for a survey). First, combining individual models’ forecasts can
reduce uncertainty risk associated with a single predictive model (Hendry and Clements, 2004).
Similarly to the simple portfolio diversification argument, combining models based on different
information sets may prove more accurate than a single model that is aimed at incorporating
all the information (Huang and Lee, 2010). Second, in the presence of unknown instabilities
(structural breaks) that favour one model over another at different points in time, forecasts
combinations are more robust to these instabilities (Clark and McCracken, 2010 and Jore et al.,
2010). Finally, in the event that models suffer from omitted variable bias, forecast combination
may average out these unknown biases and guard against selecting a single bad model.
We consider various combining methods, ranging from simple averaging schemes to more
advanced ones, based on the single predictor model specifications (Equation 1). Specifically, the
combination forecasts of rt+1, denoted by rˆ
(C)
t+1, are weighted averages of the N single predictor
individual forecasts, rˆi,t+1, i = 1, . . . , N , of the form
rˆ
(C)
t+1 =
N∑
i=1
w
(C)
i,t rˆi,t+1,
where w(C)i,t , i = 1, ..., N are the a priori combining weights at time t.
The simplest combining scheme is the one that attaches equal weights to all individual
models, i.e. w(C)i,t = 1/N , for i = 1, ..., N , called the mean combining scheme. The next
schemes we employ are the trimmed mean and median ones. The trimmed mean combination
forecast sets w(C)i,t = 1/(N − 2) and w(C)i,t = 0 for the smallest and largest forecasts, while the
median combination scheme is the median of {rˆi,t+1}Ni=1 forecasts.
The second class of combining methods we consider, proposed by Stock and Watson (2004),
suggests forming weights based on the historical performance of the individual models over
the holdout out-of-sample period. Specifically, their Discount Mean Square Forecast Error
(DMSFE) combining method suggests forming weights as follows
w
(C)
i,t = m
−1
i,t /
N∑
j=1
m−1j,t , mi,t =
t−1∑
s=K
ψt−1−s(rs+1 − r̂i,s+1)2, t = K + P0, ..., T,
where ψ is a discount factor which attaches more weight on the recent forecasting accuracy of
the individual models in the cases where ψ < 1. The values of ψ we consider are 0.9 and 0.5.
When ψ equals one, there is no discounting and the combination scheme coincides with the
optimal combination forecast of Bates and Granger (1969) in the case of uncorrelated forecasts.
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The third class of combining methods, namely the cluster combining method, was introduced
by Aiolfi and Timmermann (2006). In order to create the cluster combining forecasts, we form
L clusters of forecasts of equal size based on the MSFE performance. Each combination forecast
is the average of the individual model forecasts in the best performing cluster. This procedure
begins over the initial holdout out-of-sample period and goes through the end of the available
out-of-sample period using a rolling window. In our analysis, we consider L = 2, 5.
Next, the principal component combining methods of Chan et al. (1999) and Stock and
Watson (2004) are considered. In this case, a combination forecast is based on the fitted n
principal components of the uncentered second moment matrix of the individual model forecasts,
F̂1,s+1, ..., F̂n,s+1 for s = K, ..., t−1. The OLS estimates of ϕ1, ..., ϕn of the following regression
rs+1 = ϕ1F̂1,s+1 + ...+ ϕnF̂n,s+1 + νs+1
can be thought of as the individual combining weights of the principal components. In order to
select the number n of principal components we employ the ICp3 information criterion developed
by Bai and Ng (2002) and set the maximum number of factors to 5 and 7.
2.3 Combining Information
The second approach we consider is based on combining the information of all the available
predictors in a single model.
The first model we consider is the following multiple predictive regression model
rˆt+1 = x′tβ + εt+1 (2)
where x
′
t is a (N + 1) × 1 vector of predictors which contain the lagged (one-month) return,
and β = (β0, β1, β2, ..., βN , βN+1)′ is (N + 1) × 1 vector of parameters. This model includes
all N predictive variables as separate regressors in addition to current values of hedge fund
returns and is widely known as the Kitchen Sink (KS) model (see Goyal and Welch, 2008). As
Rapach et al. (2010) show the KS model performs no shrinkage, as opposed to the simple mean
combination scheme that shrinks forecasts by a factor of 1/N . To this end, we consider shrinking
the estimated parameters of model (2) through bootstrap aggregating (bagging) along the lines
proposed by Inoue and Kilian (2008). Bagging, introduced by Breiman (1996) is performed
via a moving-block bootstrap. More specifically, a large number (B) of pseudosamples of size t
for the left-hand-side and right-hand-side variables in (KS) are generated by randomly drawing
blocks of size m (with replacement) from the observations of these variables available from the
beginning of the sample through time t. For each pseudo-sample, we estimate (KS) using the
pseudo-data, the model is reestimated using the pseudo-data, and a forecast of rˆt+1 is formed
by plugging the actual included rˆt+1 values and rt values into the reestimated version of the
forecasting model (and again setting the error term equal to its expected value of zero). The
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bagging model forecast (Kitchen Sink BA) corresponds to the average of the B forecasts for the
bootstrapped pseudosamples. Stock and Watson (2012) show that bagging reduces prediction
variance and asymptotically can be represented in shrinkage form.
We also consider a pretesting procedure (Pretest) that decides on the set of candidate
predictors to be included in (2). Specifically, we estimate (2) using data from the start of
the available sample through each time t of the recursive out-of-sample window and compute
the t-statistics corresponding to each of the potential predictors. The xi,t variables with t-
statistics less than some critical value in absolute value are dropped from (2), and the model is
reestimated. Moreover, we implement bagging for the pretesting procedure (Pretest BA) via a
moving-block bootstrap as previously. The only difference is that for each pseudo-sample, the
pretesting procedure determines the predictors to include in the forecasting model.
The next method we employ is the Ridge regression (Hoerl and Kennard, 1970), which
minimizes the sum of squared residuals subject to an l2 penalty term. Specifically, model (2) is
estimated by minimizing the following objective function[
T−1∑
t=1
(rˆt+1 − x′tβ)2 +
N+1
λ2
∑
i=0
β2i
]
. (3)
The amount of shrinkage is controlled by the parameter, λ2. As λ2 →∞,the estimated parame-
ters shrink towards zero, while as λ2 → 0, parameter estimates tend to their OLS counterparts.
Similar to ridge regression, the Least Absolute Shrinkage and Selection Operator (LASSO),
introduced by Tibshirani (1996) minimizes the sum of squared residuals subject to a penalty
term. Unlike ridge regression that shrinks parameter estimates based on an l2 penalty, which
precludes shrinkage to zero; the LASSO allows continuous shrinkage to zero and thus variable
selection by employing an l1 penalty function,[
T−1∑
t=1
(rˆt+1 − x′tβ)2 +
N+1
λ1
∑
i=0
|βi|
]
. (4)
A drawback to the LASSO is that it tends to arbitrarily select a single predictor from a group
of correlated predictors, making it less informative in settings with many correlated regressors.
The Elastic Net of Zou and Hastie (2005) avoids this problem by including both l1 (LASSO)
and l2 (Ridge) terms in the penalty. This estimator is based on the following penalized sum of
squared errors objective function:[
T−1∑
t=1
(rˆt+1 − x′tβ)2 + λ1
N+1∑
i=1
|βi|+ λ2
N+1∑
i=1
β2i
]
(5)
where λ1 and λ2 are regularization parameters corresponding to the l1 and l2 penalty functions.
Apparently, setting λ2 = 0 we get the LASSO estimator while for λ1 = 0, we get the Ridge
estimator.
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We also employ the adaptive elastic net estimator (Zou and Zhang, 2009; Ghosh, 2011),
which is a weighted version of the elastic net that achieves optimal large-sample performance in
terms of variable selection and parameter estimation. The adaptive elastic net differs from the
naive elastic net in the employment of weighting factors for the parameters βi in the l1 penalty.
More in detail, the objective function of (5) is modified as follows:[
T−1∑
t=1
(rˆt+1 − x′tβ)2 + λ1
N+1∑
i=0
wi |βi|+ λ2
N+1∑
i=0
β2i
]
(6)
where w = (w1, ..., wN ) is a N × 1 vector of weighting factors for the βi parameters in the
l1 penalty. Following Zou (2006), the weighting factor is given by wi =
∣∣∣β̂i∣∣∣−γ , γ > 0,and β̂i are
the OLS estimates of βi in (2). This moderates shrinkage in the l1 penalty. For given values
of λ1, λ2 and γ, we solve (6) using the Friedman et al. (2010) algorithm. Following Rapach et
al. (2012), we select λ1, λ2 and γ using five-fold cross-validation.
Instead of employing cross validation on the full sample which would suffer from in-sample
overfitting as the KS model we draw from the combining forecast literature and employ the
mean (EN mean) and median (EN median) of potential elastic net forecasts over a grid of
parameter values for λ1 and λ2. Finally, we select the shrinkage parameters based on the
historical performance of the elastic net models over the holdout out-of-sample period (EN
CV). In this way, we retrieve the specification with superior predictive ability and employ this
specification to form next period’s forecast.
3 Empirical findings
3.1 Data
We employ monthly data on fifteen hedge fund indices provided by Hedge Fund Research (HFR).
The HFR indices are equally weighted average returns of hedge funds and are computed on a
monthly basis. Funds included in the HFR indices are required to report monthly returns net
of all fees and disclose assets under management in US dollars. Moreover, an eligible fund must
have at least $50 million of assets under management and have been actively trading for at least
12 months. HFR indices are updated three times a month in flash, mid-month, and end-month
updates. The current month and the prior three months are left as estimates and they are
subject to change as information comes from lagged hedge funds. All performance prior to
three months earlier is locked and is no longer subject to change. If a fund liquidates, then the
fund’s performance is included in the HFR indices as of that fund’s last reported performance
update. Funds are added to HFR indices on a regular basis as HFR identifies candidates for
inclusion. In this respect, no selection bias arises.2 To address backfilling and survivorship bias,
2Self-selection bias might occur if top- or bottom-performing funds lack the same incentive as other funds
to report to data vendors. Such a bias is expected to be generally small and not linked to a specific database
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when a fund is added to an index, the index is not recomputed with past returns of that fund.
Similarly, when a fund is dropped from an index, past returns of the index are left unchanged.
HFR exhausts all efforts to receive a fund’s performance until the point of final liquidation. In
addition, since most database vendors started distributing their data in 1994, the data sets do
not contain information on funds that died before December 1993. This gives rise to survivorship
bias. We mitigate this bias by focusing on post-January 1994 data. Jagannathan et al. (2010)
find that biases have a significant impact on performance persistence.3
In our analysis, we use directional strategies that bet on the direction of the markets, as
well as non-directional strategies whose bets are related to diversified arbitrage opportunities
rather than to the movement of the markets. In particular, we consider the following fifteen
HFR indices: Distressed/Restructuring (DR), Merger Arbitrage (MA), Equity Market Neutral
(EMN), Quantitative Directional (QD), Short Bias (SB), Emerging Markets Total (EM), Equity
Hedge (EH), Event-Driven (ED), Macro Total (M), Relative Value (RV), Fixed Income-Asset
Backed (FIAB), Fixed Income-Convertible Arbitrage (FICA), Fixed Income-Corporate Index
(FICI), Multi-Strategy (MS), Yield Alternatives (YA).4 Distressed/Restructuring and Merger
Arbitrage are classified as Event-Driven strategies that seek investment opportunities based on
mispricings surrounding a wide variety of corporate events. DR funds generally hold a net long
position on distressed securities and as such profit if the issuer improves its financial and/or
operational outlook or exits successfully from the bankruptcy process. MA funds aim to profit
from opportunities that arise from extraordinary corporate transactions such as mergers, ac-
quisitions, or leveraged buyouts. Equity Market Neutral, Quantitative Directional and Short
Bias strategies belong to the family of Equity Hedge strategies, which is the fastest growing
segment of hedge funds and mainly takes both long and short positions in equity-related se-
curities. EMN strategies aim to eliminate a fund’s exposure to the systematic risk inherent in
the overall market, while QD attempt to exploit new information that has not been totally or
accurately reflected into prevailing market prices, without maintaining market neutrality. SB
take more short positions than long positions by identifying overvalued companies. The most
diverse category is the Relative Value one, which targets profit opportunities from risk-adjusted
price differentials between financial instruments, such as equity, debt, and derivative securities.
Fixed Income-Asset Backed, Fixed Income-Convertible Arbitrage, Fixed Income-Corporate In-
dex, Multi-Strategy and Yield Alternatives belong to the RV family. FIAB, FICA and FICI
take long and short positions in fixed-income instruments, which are backed by physical collat-
eral, include convertible securities and corporate fixed income instruments, respectively. On the
or index. Agarwal et al. (2013) find that the performance of reporting and non-reporting funds does not differ
significantly.
3We thank an anonymous referee for bringing this to our attention.
4We use the same ten HFR single strategy indices used by Harris and Mazibas (2013) and, in addition, the
quantitative directional, the fixed income asset backed, the fixed income corporate index, the multi strategy and
the yield alternatives indices. HFR construct investible indices (HFRX) as counterparts to these indices (HFRI).
Details can be found on the HFR website: www.hfr.com.
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other hand, YA strategies focus on nonfixed income instruments such as common and preferred
stock, derivatives and real estate investment trusts, while MS ones construct their overall port-
folios based on a combination of various relative value substrategies. Finally, both Macro and
Emerging Markets strategies are difficult to characterize since they have a broad investment
mandate concentrating on the global macroeconomic environment and on emerging markets,
respectively.5
Our sample covers the period January 1994 to December 2013 (240 observations). This
period includes a number of crises and market events which affected hedge funds returns, and
caused large variability in the return series. The initial estimation period is January 1994 to
December 2003 (120 observations), while the out-of-sample forecast period is January 2004 to
December 2014 (120 observations). Summary statistics for the hedge fund return series are
reported in Table 1. Panel A reports descriptive statistics for the different hedge fund strategies
for the full sample of 240 observations. Quite interestingly, hedge fund strategies exhibit quite
diverse statistical characteristics. All strategies (with the exception of SB) have a positive
mean return ranging from 0.46% (EMN) to.0.85% (QD and EH). Event driven strategies (ED,
DR, MA) are among the top performers, while equity hedge strategies are the most diverse
ones. The average performance of the relative value indices is in a narrow band between 0.53%
(FICI) and 0.77% (FIAB). Both EM and M indices are decent performers with mean returns of
0.75% and 0.63% respectively. Median returns are generally greater than mean returns with the
exception of SB, M and EMN. Consistent with this finding, all strategies, with the exception
of SB and M, exhibit negative skewness. The most skewed category is the relative value one
and especially the FIAB index that has a skewness statistic of -3.50. Similarly, this category is
the most leptokurtic one followed by the event driven one. The most volatile indices belong to
the equity hedge (QD, SB) and emerging markets category (EM), while the strategies with the
lowest volatility are the MA, EMN and FIAB. As expected, the null hypothesis of normality is
strongly rejected in all cases.
Panel B reports pair-wise correlations between the hedge fund return series. The SB strategy
is negatively correlated with all other strategies, but otherwise the correlations are all positive.
The positive correlations range from 0.12 (between MA and FIAB) to 0.92 (between EH and
QD). The indices that belong to the even-driven category exhibit correlations that vary between
0.59 and 0.88. The most diverse correlation pattern comes from the equity hedge families,
as correlations vary from -0.86 for the QD-SB pair to 0.92 for the QD-EH pair. Overall, the
relatively moderate pair-wise correlations suggest that benefits may accrue from the construction
of funds of hedge funds.
[TABLE 1 AROUND HERE]
We model hedge fund returns by using an extensive list of information variables/ pricing
5For a detailed analysis of hedge fund styles and their risk-return characteristics, please refer to Bali et al.
(2013).
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factors along the lines of Agarwal and Naik (2004), Fung and Hsieh (2001, 2004), Vrontos et
al. (2008), Meligkotsidou et al (2009), Wegener et al. (2010), Olmo and Sanso-Navarro (2012)
etc. Our first set of explanatory factors for describing the hedge fund returns consists of the
Fung and Hsieh factors, which have been shown to achieve considerable explanatory power.
These factors are five trend-following risk factors which are returns on portfolios of lookback
straddle options on bonds (BTF), currencies (CTF) commodities (CMTF), short-term interest
rates (STITF) and stock indices (SITF) constructed to replicate the maximum possible return
on trend-following strategies in their respective underlying assets. Fung and Hsieh also consider
two equity-oriented risk factors, namely the S&P 500 return index (SP500), the size spread factor
(Russell 2000 minus S&P 500), the bond market factor (change in the 10-year bond yield), the
credit spread factor (change in the difference between Moodys BAA yield and the 10-year bond
yield), the MSCI emerging markets index (MEM), and the change in equity implied volatility
index (VIX).6 The next set of factors we consider are related to style investing and to investment
policies that incorporate size and value mispricings. Specifically, we employ the HML (High
minus Low) and SMB (Small minus Big) Fama-French factors along with the risk free interest
rate (RF). Accounting for the fact that hedge fund managers might deploy trend-following and
mean-reversion investment strategies, we also employ the Momentum (MOM), the Long Term
Reversal (LTR) and the Short Term Reversal (STR) factor.7
Following Wegener et al. (2010) among others, we enhance our set of predictors with macro
related / business indicators variables. Specifically, we employ the default spread (difference
between BAA- and AAA-rated corporate bond yields), the term spread (10-year bond yield mi-
nus 3-month interest rate), the inflation rate (INF) along with its one-month change (D(INF)),
the US industrial production growth rate (IP), the monthly percent change in US non farm
payrolls (PYRL), the US trade weighted value of the US dollar against other currencies (US-
DTW) and the OECD composite leading indicator (OECD).8 We also employ some additional
market-oriented factors; namely the Goldman Sachs commodity index (GSCI), the Salomon
Brothers world government and corporate bond index (SBGC), the Salomon Brothers world
government bond index (SBWG), the Lehman high yield index (LHY), the Morgan Stanley
Capital International (MSCI) world excluding the USA index (MXUS) and the Russell 3000
(RUS3000) equity index.9 Finally, to proxy for market liquidity,we employ the Pastor and
Stambaugh (2003) aggregate monthly innovation in liquidity measure (LIQ).10
6The trend following factors are available at David Hsieh’s data library at
http://faculty.fuqua.duke.edu/˜dah7/DataLibrary/TF-FAC.xls. Data sources for the remaining factors
are available there too.
7For further details and data downloaad please consult the website of Professor Kenneth French at
http://mba.tuck.dartmouth.edu/pages/faculty/ken.french/
8The source of this set of factors is the FREDII database with the exception of the OECD leading indicator
that was sourced from the OECD stats extracts.
9The source of this set of factors is DATASTREAM International.
10See eq. 8, page 652. We thank an anonymous referee for suggesting this factor.
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3.2 Statistical Evaluation of Forecasts
In our application, the natural benchmark forecasting model is the AR(1) model, which coincides
with the linear regression model (1) when only the lagged hedge fund return is included in the
model. As a measure of forecast accuracy we employ Theil’s U , which is defined as
Theil’s U =
MSFEi
MSFEAR(1)
(7)
where MSFEi is the Mean Square Forecast Error (MSFE) defined as the average squared
forecast error over the out-of-sample period of any of our competing models and specifications
and MSFEAR(1) is the respective value for the AR(1) model. Values less than 1 are associated
with superior forecasting ability of our proposed model/specification and vice-versa.
3.2.1 Univariate models
We start our analysis with the univariate models (Equation 1) by which we assess the forecasting
ability of each one of the factors for the hedge fund strategies at hand. Table 2 reports the
related Theil’s U values. As already mentioned values lower than 1 indicate superior predictive
ability. Overall, we find considerable heterogeneity with respect to both the predictive ability of
the candidate factors and the predictability of hedge fund strategies. Specifically, only two out
of 32 factors do not improve forecasts over the benchmark for any of the hedge fund strategies
under scrutiny. These are the long term reversal factor and the change in inflation. Quite
interestingly, the most powerful predictor is the industrial production as it improves forecasts
in 12 out of 15 hedge fund strategies followed by the momentum factor that helps predicting
the returns of 10 strategies. This finding is line with Bali et al. (2014) who find that exposure
to macroeconomic risk is a more powerful determinant than is the exposure to financial risk
commonly used to explain hedge fund returns. VIX improves predictions in 9 strategies, while
CTF, RF, term spread and SBGC are helpful at forecasting 7 strategies. The SP500, LHY and
MXUS rank fifth as they are associated with improved predictive ability in 6 strategies.
Considering the predictability of hedge fund strategies, the most easily predicted strategies
are FIAB (16 factors), EMN (14 factors) and YA (14 factors), DR (11 factors), ED (11 factors)
and FICI (11 factors) followed by MA (10 factors). Eight factors improve forecasts of EH,
RV and FICA, while seven factors improve forecasts for MS. More importantly, only 2 and 4
candidate predictors can improve forecasts of the EM and M strategies, respectively.
[TABLE 2 AROUND HERE]
In more detail, event driven strategies (ED, DR, MA) are mainly predicted by equity oriented
factors, bond related factors (high-yield bond factor), momentum factors and business cycle
related factors. This is quite expected as event driven strategies involve, implicitly or explicitly,
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the risk of deal failure and/or financial distress. Their profitability depends on the outcome
and timing of corporate events. When markets are down, volatility is up, bond yields increase,
economic conditions deteriorate and naturally a larger fraction of deals fail. On the other hand,
when markets are up, uncertainty is low and economic prospects improve, a larger proportion
of deals go through and these strategies make profits. The predictive ability of the HML and
SMB factors for the MA strategy is not surprising as smaller firms and/or high book-to-market
ratio firms are more likely to be in distress. Moreover, both HML and SMB contain information
related to news about future economic growth (Vassalou, 2003).11 These findings are consistent
with previous studies; see for example Mitchell and Pulvino (2001), Agarwal and Naik (2004),
Meligkotsidou and Vrontos (2008), Meligkotsidou et al. (2009).
Turning to the relative value group of strategies (RV, FIAB, FICA, FICI, MS and YA) we
observe that the volatility index (VIX) appears to be the most important predictor for these
style returns. This is expected as these strategies identify profit opportunities surrounding
risk-adjusted price differentials between financial instruments and these price differentials are
more likely to exist during periods of high volatility. Furthermore increased volatility can
create relative value spreads that these strategies could exploit. Similarly to the ED family
of hedge funds, the predictive ability of the industrial production is not surprising as current
economic conditions signal future investment opportunities. This result is also consistent with
the literature as the flattening or steepening of the yield curve depends on macroeconomic
factors, like inflation, GDP growth and the monetary policy pursued by central banks and thus
the fund manager’s macroeconomic view affects the fixed income arbitrage strategies employed.
The group of bond factors, namely SBGC, SBWG, LHY appear significant for the majority
of the RV strategies as these funds include fixed income securities including government and
corporate bonds in both US and non-US markets. Moreover, past performance, captured by
the momentum factor, and current equity market conditions (SP500 and RUS3000) improve
forecasts for FIAB, FICI and YA strategies. It is worth noting that both the currency and
commodity trend following factors improve forecasts for the MS and YA strategies that include
in their portfolios non fixed income investments. Finally, the significance of the liquidity factor
for both the RV aggregate and the FICA index points to the illiquid and infrequent trading
nature of the financial instruments involved in these strategies.
With respect to the equity hedge indices, three factors, namely the currency trend following
factor, the short-term interest rate and the term spread, are found to be useful predictors
across all sub-strategies. The currency factor points to the international investment profile of
this type of funds, while both the short-term interest rate and the term spread signal future
economic activity and the concomitant stock market growth. Excluding these common factors,
EH sub-strategies exhibit varying degrees of predictability ranging from 2 additional predictors
for QD to 10 additional predictors for EMN. In line with Billio et al. (2012), Patton (2009) and
11Petkova (2006) shows that the same factors proxy for the term spread and default spread, respectively.
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Meligkotsidou et al. (2009) who found that EMN funds are not market neutral, equity oriented
factors, such as SP500, HML, MOM, STR and RUS3000, improve EMN predictability. On the
other hand, the predictive ability of industrial production and the OECD leading indicator for
QD shows significant exposures to business cycle risks.
Finally, the difficulty in characterizing both Macro and Emerging Markets strategies due to
their broad investment mandate is clearly depicted in our forecasting results. For the Macro
strategy, only business cycle related variables (indicators) such as the term spread, the default
spread and the short-term interest rate variables along with the currency trend following factor
improve forecasts. This finding is not surprising as macro fund managers employ commonly
top-down approaches anticipating movements in macroeconomic variables and the impact of
these movements on global financial markets. On the other hand, current economic conditions,
as depicted by the industrial production, and past equity performance (momentum) turn out
to be the only factors affecting future emerging markets hedge funds.
3.2.2 Combination of Forecasts
Table 3 (Panel A) reports our findings with respect to the predictive ability of the forecast
combination schemes. Overall, our findings point to a quite robust picture as for the majority
of hedge fund strategies, our forecast combination methods display MSFE ratios lower than
1 and thus improve on the ability of the AR(1) model to forecast each strategy. With the
exception of the Principal Components methods, all the combining schemes improve forecasts
for the event-driven strategies (ED, MA, DR), the equity hedge (total) strategy and two relative
value strategies, namely the FICI and the YA strategy. It is worth mentioning that the EMN
and FIAB strategies are the ones for which all the combining methods appear superior to the
benchmark. On the other hand, SB, EM and M are the ones for which only less than three
combining methods can beat the benchmark. For the remaining strategies, the mean, DMSFE
and Cluster combining schemes improve forecasts. More importantly, the simplest forecasting
schemes, i.e. the mean, is the best performer as it improves forecasts for thirteen out of fifteen
strategies. The lowest MSFE ratios are associated with the Cluster(5) combining schemes which
classifies the predictors in 5 clusters and forms forecasts on the basis of the best performing
cluster. In the few cases (3 out of 15) that the PC methods display superior predictive ability
over the AR(1) benchmark, their performance is associated with quite low MSFE ratios. For
example, the MSFE ratios for the EMN strategy and the PC methods are as low as 0.84, while
for the FIAB strategy and the PC(7) method the relative value is 0.896.
[TABLE 3 AROUND HERE]
We now turn to the forecasting ability of the combining information approach.
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3.2.3 Combination of Information
Table 3 (Panel B) displays our findings for the combining information approach. Overall, we
observe considerable heterogeneity with respect to the ability of the respective methods to
improve forecasts over the AR(1) benchmark. Both Kitchen Sink methodologies along with
adaptive EN appear the weakest methodologies in our setting. Their forecasting ability is
associated with only two strategies, namely either the RV and FICA (Kitchen Sink) or EMN
and FICI (Adaptive EN). Pretesting and Pretesting with bagging seem to work better, as these
methods offer improved forecasts for 3 and 5 strategies, respectively. The Lasso, Ridge and
mean Elastic Net specifications offer further improvement (9 strategies). Among the Elastic Net
variants employed in this study, the adaptive Elastic Net, despite its computational intensity,
performs worse since it only displays superior ability for the EMN and FICI strategy. Six
strategies, namely QD, SB, EM, EH, M and MS appear hard to forecast, while FICA seems
to be the one favoured by these methods. For the remaining strategies, forecast improvements
depend on the choice of method. For example, DR, MA, EMN, FICI and YA, broadly favour
the Ridge, Lasso and Elastic Net specifications, while RV favours the Kitchen sink, pretesting
and bagging methods.
Overall, when comparing Panels A and B, the combination information methodologies seem
inferior to the combination forecasts schemes at least from a statistical point of view. To this
end, we assess whether the same picture pertains when the economic value of our forecasts is
assessed.
3.3 Economic Evaluation
3.3.1 The framework for economic evaluation
As Campbell and Thompson (2008) and Rapach et al. (2010) suggest, even small reductions in
MSFEs can give an economically meaningful degree of return predictability that could result
in increased portfolio returns for a mean-variance investor that maximizes expected utility.
Within this stylized asset allocation framework, this utility-based approach, initiated by West
et al. (1993), has been extensively employed in the literature as a measure for ranking the
performance of competing models in a way that captures the trade-off between risk and return
(Fleming et al., 2001; Marquering and Verbeek, 2004; Della Corte et al. 2009, 2010; Wachter
and Warusawitharana, 2009).
Consider a risk-averse investor who constructs a dynamically rebalanced portfolio consisting
of the risk-free asset and one risky asset. Her portfolio choice problem is how to allocate wealth
between the safe (risk-free Treasury Bill) and the risky asset (hedge fund strategy), while the
only source of risk stems from the uncertainty over the future path of the respective hedge
fund index. Since only one risky asset is involved, this approach could be thought of as a
standard exercise of market timing in the hedge fund industry. In a mean-variance framework,
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the solution to the maximization problem of the investor yields the following weight (wt) on the
risky asset
wt =
Et(rt+1)
γV art(rt+1)
(8)
where Et and V art denote the conditional expectation and variance operators, rt+1 is the
return on one of the hedge fund strategies considered and γ is the Relative Risk Aversion
(RRA) coefficient that controls the investor’s appetite for risk (Campbell and Viceira, 2002;
Campbell and Thompson, 2008; Rapach et al., 2010). The conditional variance of the portfolio
is approximated by the historical variance of hedge fund returns and is estimated using a 5-year
rolling window of monthly returns.12 In this way, the optimal weights vary only with the degree
the conditional mean varies, i.e. the forecast each model/ specification gives. Under this setting
the optimally constructed portfolio gross return over the out-of-sample period, Rp,t+1, is equal
to
Rp,t+1 = wt · rt+1 +Rf,t
where Rf,t = 1 + rf,t denotes the gross return on the risk-free asset from period t to t+ 1.13
Assuming quadratic utility, over the forecast evaluation period the investor with initial
wealth of W0 realizes an average utility of
U =
W0
(P − P0)
P−P0−1∑
t=0
(Rp,t+1 − γ2(1 + γ)R
2
p,t+1) (9)
where Rp,t+1 is the gross return on her portfolio at time t+1.14 At any point in time, the investor
prefers the model for conditional returns that yields the highest average realized utility. Given
that a better model requires less wealth to attain a given level of U than an alternative model,
a risk-averse investor will be willing to pay to have access to this superior model which would
be subject to management fees as opposed to the simple HA (historical average) model. In the
event that the superior model is one of our proposed i specifications, the investor would pay a
performance fee to switch from the portfolio constructed based on the historical average to the
i specification. This performance fee, denoted by Φ, is the fraction of the wealth which when
subtracted from the i proposed portfolio returns equates the average utilities of the competing
models. In our set-up the performance fee is calculated as the difference between the realized
12See Campbell and Thomson (2008) and Rapach et al. (2010).
13We constrain the portfolio weight on the risky asset to lie between 0% and 150% each month, i.e. 0 ≤ wt ≤ 1.5.
14One could instead employ other utility functions that belong to the constant relative risk aversion (CRAA)
family such as power or log utility. However, quadratic utility allows for nonormality in the return distribution
while remaining in the mean-variance framework.
16
  
utilities as follows:
1
(P − P0)
P−P0−1∑
t=0
{
(Rip,t+1 − Φ)−
γ
2(1 + γ)
(Rip,t+1 − Φ)2
}
= (10)
1
(P − P0)
P−P0−1∑
t=0
{
RHAp,t+1 −
γ
2(1 + γ)
(RHAp,t+1)
2
}
.
If our proposed model does not contain any economic value, the performance fee is negative
(Φ ≤ 0), while positive values of the performance fee suggest superior predictive ability against
the HA benchmark. We standardize the investor problem by assuming W0 = 1 and report Φ in
annualized basis points.
3.3.2 Economic evaluation findings
We assume that the investor dynamically rebalances her portfolio (updates the weights) monthly
over the out-of-sample period employing the forecasts given by our approaches. Similarly to
the statistical evaluation section, the out-of-sample period of evaluation is 2004:1-2013:12. The
benchmark strategy against which we evaluate our forecasts is the naive historical average
model. For every specification we calculate the performance fee from Equation (10) setting
RRA (γ) equal to 3. Table 4 reports the respective findings.
[TABLE 4 AROUND HERE]
The first line (AR(1)) of Table 4 corresponds to the performance fee an investor would pay
to have access to the simple AR(1) model. Given the significant autocorrelation of hedge fund
returns, it is not surprising that Φ ranges from 0 bps (M strategy) to 863 bps (FICA). Even with
this simple model an investor can enjoy gains of up to 8.6%. While the majority of strategies
point to gains greater than 100 bps, the MA, EMN and FIAB strategies generate lower, albeit
positive, profits.
With respect to our proposed methodologies, the most striking feature of Table 4 is the gen-
eration of positive gains that exceed the ones generated by the AR(1) model for every strategy
considered. However, consistent with our statistical evaluation findings, forecast combination
methods seem to perform better than combination information methods, by a narrow margin
though. For example, the Adaptive elastic net method that hardly generated improved fore-
casts statistically, exceeds the performance of the AR(1) model in four strategies, among them
the SB for which no other methodology succeeds in it. Similar improvements prevail for the
Kitchen sink and BA methodologies that were found statistically inferior to forecast combi-
nation methods. Overall, an investor that bases her forecasts on simple combining schemes
(mean, median, trimmed mean) always generates positive profits, while the chances of expe-
riencing losses increase if forecasts are generated on the basis of combination of information
methods.
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4 Dynamic Hedge Fund Portfolio Construction
In this section, we examine the benefits of introducing hedge fund return predictability in hedge
fund portfolio construction and risk measurement. This is achieved through an investment
exercise which compares the empirical out-of-sample performance of our forecasting approaches.
Section 4.1 sets out the optimization framework and Section 4.2 the portfolio evaluation criteria.
Section 4.3 reports our findings for various types of investors and portfolio optimization methods.
4.1 Optimization framework
Consider an investor who allocates her wealth among n = 15 hedge fund indices with portfolio
weight vector x = (x1, x2, ..., xn)
′ . While several approaches to constructing optimal portfolios
exist, the most common (standard) is the mean-variance model of Markowitz (1952), in which
the risk measure is the portfolio variance. Given that our methodology is focused on the benefits
of return predictability for asset allocation, the variance of the portfolio of hedge funds returns
is approximated by the sample covariance matrix.
More in detail, in the mean-variance framework, portfolios are constructed through the
following optimization scheme
minV ar(rp) (11)
s.t. xL ≤ xi ≤ xU , i = 1, ..., n,
n∑
i=1
xi = 1, and E (rp) > rG,
where rp is the n−assets portfolio return, x = (x1, x2, ..., xn)′ is the vector containing the assets’
weights in the portfolio, E (rp) and V ar(rp) = x′Vx are the expected return and the variance
of the portfolio, respectively, V is the n × n sample covariance matrix of the returns, and rG
is the target portfolio return. Given that currently short selling hedge fund indices does not
represent an investment tactic, portfolio weights are constrained to be positive (i.e. the lower
bound of weights, xL, is set equal to 0). In order to facilitate diversification, we set the upper
bound of portfolio weights equal to 0.50 (xU = 0.50, see also Harris and Mazibas, 2013). This
setup represents a conservative investor who is primarily concerned with the risk he undertakes.
The following more general framework can accommodate varying degrees of investor appetite
for risk. Specifically, we also construct portfolios through the following optimization scheme
min λV ar(rp)− (1− λ)E (rp) (12)
s.t. xL ≤ xi ≤ xU , i = 1, ..., n,
n∑
i=1
xi = 1, and E (rp) > rG,
for various values of the risk appetite parameter λ, λ ∈ [0, 1]. For the case of λ = 1, we obtain
the minimum variance optimization scheme (11). We set λ equal to 0.50, 0.25 and 0. The case
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of λ = 0 represents an aggressive investor that is primarily interested in maximizing returns,
employing the following optimization scheme:
max E (rp) (13)
s.t. xL ≤ xi ≤ xU , i = 1, ..., n,
n∑
i=1
xi = 1, and V ar (rp) 6 φ,
where φ is the upper allowed level of portfolio variance.
Finally, we consider controlling for risk objectives such as the portfolio Conditional Value at
Risk (CVaR) along the lines of Krokhmal et al. (2002). The CVaR is a risk measure defined as
the expectation of the losses greater than or equal to the Value at Risk (VaR), which measures
the risk in the tail of the loss distribution.15 The mean-CVaR optimization problem is expressed
mathematically as follows
minCV aR(Frp , α) (14)
s.t. xL ≤ xi ≤ xU , i = 1, ..., n,
n∑
i=1
xi = 1, and E (rp) > rG,
with
CVaR(Frp , α) = −E(rp|rp ≤ −VaR) = −
∫ −VaR
−∞ zfrp(z)dz
Frp(−VaR)
, (15)
where frp and Frp denote the probability density and the cumulative density of rp, respectively,
α is a probability level, and VaR(Frp , α) = −F−1rp (1−α). We employ Rockafellar and Uryasev’s
(2000) convex programming formulation. Rockafellar and Uryasev (2002) provide a thorough
discussion of the properties of CVaR in risk measurement and portfolio optimization exercises.
4.2 Evaluation criteria
Similarly to the forecast evaluation (Section 2), the performance of the constructed portfolios is
evaluated over the out-of-sample period using a variety of performance measures. Each portfolio
is rebalanced monthly and the realized portfolio returns are calculated at the rebalancing date
given the optimized weights.
First, we consider the realized returns of the constructed portfolios. Given the portfolio
weights xt= (x1, x2, ..., xn)
′
t at time t and the realized returns of the n assets in our sample
at time t + 1, rt+1 = (r1, r2, ..., rn)
′
t+1, the realized return rp of the portfolio at time t + 1 is
computed as
rp,t+1 = x′trt+1.
15Bali et al. (2007) find evidence of a positive and significant link between VaR and hedge fund returns in the
cross section.
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We calculate the average return (AR) within the out-of-sample period and the cumulative return
at the end of the period. We also calculate the end period value (EPV) of our portfolio at the
end of the out-of-sample period for a portfolio with investment of 1 unit at the beginning of the
out-of-sample period.
Next, we consider measures related to risk, i.e. we report and discuss the conditional volatil-
ity of the portfolio determined by each different mean/covariance model, which is computed as√
V ar(rp) =
√
x′Vx. Due to the fact that portfolio optimization schemes generally arrive at
a different minimum variance for each prediction model, the realized return is not comparable
across models since it represents portfolios bearing different risks. Therefore, a more appro-
priate/realistic approach is to compare the return per unit of risk. In this sense, we use the
Sharpe Ratio (SR) which standardizes the realized returns with the risk of the portfolio and is
calculated through
SRp =
E(rp)− E(rf )√
V ar(rp)
,
where rp is the average realized return of the portfolio over the out-of-sample period, and
V ar(rp) is the variance of the portfolio over the out-of-sample period.
A portfolio measure associated with the sustainability of the portfolio losses is the maxi-
mum drawdown (MDD) which broadly reflects the maximum cumulative loss from a peak to
a following bottom. MDD is defined as the maximum sustained percentage decline (peak to
trough), which has occurred in the portfolio within the period studied and is calculated from
the following formula
MDDp = max
T0≤t≤T−1
[ max
T0≤j≤T−1
(PVj)− PVt],
where PV denotes the portfolio value and T0, T denote the beginning and end of the evaluation
period, respectively.
The next three measures we calculate, namely the Omega (OMG), Sortino (SOR) and
Upside Potential (UP) ratios, treat portfolio losses and gains separately. In order to define
these measures, we first define the n-th lower partial moment (LPMn) of the portfolio return
as follows (see Harlow, 1991; Harlow and Rao, 1989 and Sortino and van der Meer, 1991) :
LPMn(rb) = E[((rb − rp)+)n]
where rb is the benchmark return and the Kappa function (Kn(rb)) is defined as follows:
Kn(rb) =
E(rp)− rb
n
√
LPMn(rb)
.
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Then the respective measures are calculated as follows:
OMG(rb) = K1(rb) + 1, SOR(rb) = K2(rb), UP (rb) =
E[(rp − rb)+]√
LMPM2(rb)
Next, we set out to incorporate transaction costs. Transaction costs associated with hedge
funds, however, are not generally easy to compute given the variation in early redemption,
management or other types of fees (Alexander and Dimitriu, 2004). Nevertheless, if the gain
in the performance does not cover the extra transaction costs, less accurate, but less variable
weighting strategies would be preferred. To study this issue we define portfolio turnover (PT)
as (Greyserman et al., 2006):
PTp =
T−1∑
t=T0
n∑
i=1
|xi,t+1 − xi,t|
Finally, we investigate the capacity of the different prediction models to assess tail-risk. A
CVaR of λ% at the 100(1-α)% confidence level means that the average portfolio loss measured
over 100α% of worst cases is equal to λ% of the wealth managed by the portfolio manager. To
compute CVaR, we use the empirical distribution of the portfolio realized returns. CVaR is
calculated at the 90%, 95%, and 99% confidence levels.
4.3 Empirical Results
In this section, we report the out-of-sample performance of our optimization procedures and the
proposed forecasting methodologies. The evaluation period is the same with the one employed
for the statistical and economic evaluation of forecasts, i.e. January 2004 to December 2013.
We construct portfolios in a recursive manner starting in January 2004 and employing the
related return forecasts. We calculate buy-and-hold returns on the portfolio for a holding
period of one month and then rebalance the portfolio monthly until the end of the evaluation
period. As aforementioned, the hedge fund portfolios are constructed based on two optimization
techniques, the mean-variance and the mean-CVaR. We report the performance of the forecast
combination and information combination approaches along with the naive (equally weighted)
portfolio and the HFR fund of hedge funds index. We set an annual target return, rG = 12%,
in the optimization schemes used and employ the US 3-month interest rate for the risk free
rate and for the benchmark rate of return (rb) necessary for the calculation of OMG, MDD and
SOR.16
For the mean-variance optimization framework, we consider four types of investor by varying
the degree of risk appetite through the parameter λ. Using λ = 1 penalizes more the risk of the
16Please note that the target return is not always achieved by the optimization procedure. In these cases, the
target is lowered to the highest possible value, i.e. 11%, 10%, etc. Harris and Mazibas (2013) set a target return
of 14% in their optimization procedure.
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constructed portfolio and results in a minimum variance portfolio with a specific target return.
Thus, inherent in the portfolio construction is an additional constraint that the mean portfolio
return should be greater than or equal to the target value rG. Using λ = 0.50 penalizes less the
risk of the constructed portfolio and could be suitable for a medium risk averse fund manager.
Furthermore, using λ = 0.25 describes the risk profile of a more aggressive fund manager while
considering λ = 0 reduces to the optimization scheme of maximizing expected return. In this
portfolio the upper allowed level for the portfolio variance is set at φ = 2.5% monthly.
In the above portfolio optimization procedures we consider different restrictions on the
weights of the constructed portfolios; at first, we restrict the weights to be greater than zero
and smaller than 0.50, i.e. 0 ≤ xi ≤ 0.50, i = 1, ..., n, that is short selling is not allowed. We
also examine the case that short selling is allowed, using −0.5 ≤ xi ≤ 0.5 in our portfolio
exercise. Thus, we examine the robustness/sensitivity of the constructed portfolio performance
to different restrictions of portfolio weights. Allowing for short-selling enables us to benefit from
the forecasting ability of the proposed methodologies in the case of negative future returns.
Second, we consider a mean-CVaR portfolio optimization approach, which involves con-
structing optimal portfolios by minimizing the Conditional Value at Risk (CVaR) employing
the empirical distribution of asset returns based on the approach of Rockafellar and Uryasev
(2002). In this optimization scheme, we also employ an additional constraint that the mean
portfolio return should be greater than or equal to the target value rG. The confidence level
used is set at 95% and 99%.
Minimum variance (λ = 1)
Table 5 reports the results for the minimum variance investment strategy. The best performing
forecasting methods, according to the majority of the performance measures are the Mean, the
Trimmed mean and the DMSFE (0.9). These model portfolios have the largest average returns,
ranging from 8.95% to 9.05%, as well as the highest Sharpe Ratios (0.588 to 0.593). They
also have the highest Omega, Sortino and Upside values. It is worth mentioning that the naive
strategy attains an average return of 5.31%, associated with high volatility resulting in a Sharpe
ratio of 0.230. As expected, the performance of this strategy is associated with lower values of
Omega, Sortino and Upside measures. Turning to the HFR fund of funds portfolio, we observe
that its performance is inferior to the naive strategy. It attains an average return of 3.48% and a
Sharpe ratio of 0.101 due to increased volatility. While the combination of information methods
appear superior to the naive and HFR strategies, they lack in performance when compared to
the combination of forecasts approaches (with the exception of the PC(7) method).
[TABLE 5 AROUND HERE]
Mean-variance (λ = 0.50)
Table 6 reports the results for the first formulation of the mean-variance investment strategy,
which corresponds to a medium risk averse investor. Our findings are similar in spirit to the ones
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reported for the minimum variance investment strategy. Overall, the combination of forecasts
methods (with the exception of the PC methods) rank first having an average return that
exceeds 8.95%. These approaches have the highest Sharpe ratios, ranging from 0.536 to 0.598.
Furthermore, the least volatile method is the PC(5) method. Finally, we should note that
portfolio turnover is quite similar across the forecasting approaches except for the Adaptive
Elastic Net that displays a much lower portfolio turnover.
[TABLE 6 AROUND HERE]
Mean-variance (λ = 0.25)
The results associated with the more aggressive mean-variance formulation are reported in Table
7. As expected, our forecasting approaches generate higher returns compared to the investment
strategies considered so far. Quite interestingly, these gains are not associated with significant
increases in the portfolios’ risk and as such we observe increases in the Sharpe, Omega, Sortino
and upside ratios. The maximum drawdown, VaR and CVaR measures improve (decrease) as
well. The ranking of the methods remains broadly unchanged with the best performing methods
being the Mean, Trimmed Mean and DMSFE(0.9) combination methods.
[TABLE 7 AROUND HERE]
Maximizing expected return (λ = 0)
Maximizing expected return is the investment strategy more related to the mean forecasting
experiment we conduct. Our findings (reported in Table 8) suggest that the best performing
methods are the forecast combination ones (with the exception of PC methods), although
improved performance is attained for all the methods at hand. As such, average returns range
from 8.31% (PC(7)) to 11.75% (Cluster(2)). Since this strategy is riskier than Cluster(5),
the highest Sharpe ratio (0.564) is achieved by the Cluster(5) combination method. Moreover,
portfolio turnover is in general lower for the forecast combination methods than the combination
of information ones (with the exception of the Adaptive EN, EN Mean and EN Median).
[TABLE 8 AROUND HERE]
Minimum-variance (λ = 1)− Shortselling allowed
Relaxing the short-selling restriction offers some interesting insights with respect to the risk
return profile of the formed portfolios. Our findings with respect to the minimum-variance
portfolio, reported in Table 9, point to non significant gains in terms of average returns compared
to the long only portfolio (Table 5). However, the low risk profile of this strategy is enhanced
leading to significant reductions in volatility. The standard deviation of the portfolios ranges
from 2.09% to 2.34% as opposed to values ranging from 3.21% to 4.19% for the long-only case.
As such, Sharpe ratios appear increased and reach the value of 0.880 for the Cluster 2 method,
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while the maximum drawdown hovers around 2.5% (with the exception of the Adaptive EN).
Quite interestingly, the differences in the performance of the forecasting approaches appear to
have phased out.
[TABLE 9 AROUND HERE]
Figure 1 summarizes the relation between the risk aversion parameter λ (for λ = 0, 0.25,
0.50, 0.75, 1) and portfolio performance variables, such as the average return, the standard
deviation, the Sharpe and Sortino ratio for a selection of forecasting methodologies. Average
returns decline for all the methodologies at hand as we move from an aggressive investor portfolio
to a conservative one. Similarly, volatility decreases as risk aversion increases with the exception
of the Kitchen Sink BA and Pretest BA forecasts where an increase is prevalent for λ = 0.25.
Turning to the Sharpe ratio figure, we have to note that Sharpe ratios decline slightly with λ,
except for a spike at λ = 0.25 for the mean combining scheme. Finally, Sortino ratios largely
follow the path of Sharpe ratios, i.e. they decrease with λ. As previously, an increase at λ = 0.25
is apparent for the mean, Cluster(2) and EN methods.
[FIGURE 1 AROUND HERE]
Maximizing expected return (λ = 0)− Shortselling allowed
We now turn to the performance of the Maximizing expected return strategy when shortselling is
allowed. The respective evaluation criteria are reported in Table 10. The most striking feature
of Table 10 is the impressive average return, which exceeds 18% for the forecast combination
methods except for the PC ones. However, irrespective of the method considered, average
returns are higher than 10.64% (Adaptive EN model), while the best performing method is the
Cluster(2) combination scheme with an average return of 19.02%. The elevated volatility of
these portfolios leads to lower Sharpe ratios compared to the previous formulation, which in
general are quite high and exceed 0.5. Quite interestingly, the maximum drawdown associated
with the best performing methods are quite low at values ranging from 4.1% to 4.4%. Naturally,
relaxing short selling increases portfolio turnover.
[TABLE 10 AROUND HERE]
Mean CVAR α = 5%, α = 1%
Finally, we report the performance of Mean-CVaR optimal portfolios These results correspond
to portfolios constructed through Equation (14) for a target return of 12% and for probability
levels of 95% and 99%. Table 11 reports the results for the mean CVAR optimization scheme at a
95% confidence level. The best performing forecasting methods, according to the majority of the
performance measures are the forecast combination methods with the exception of the PC ones.
These model portfolios have the largest average returns, ranging from 9.25% to 10.36%, as well
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as the highest Sharpe Ratios (0.344 to 0.432). They also have among the highest Omega, Sortino
and Upside values. Table 12 reports the results for the mean CVAR optimization scheme at
a 99% confidence level. The results are similar to the results of the mean CVAR optimization
scheme at a 99% confidence level. The best performing forecasting methods, according to
the majority of the performance measures are the the forecast combination methods with the
exception of the PC ones. These model portfolios have the largest average returns, ranging
from 9.37% to 10.47%, as well as the highest Sharpe Ratios (0.345 to 0.420). They also have
among the highest Omega, Sortino and Upside values. Our findings are in line with Bali et al.
(2007), who find that buying the higher VaR portfolio while short selling the low VaR portfolio
generates an average annual return of 9% for the sample period of January 1995–December
2003.
[TABLES 11 & 12 AROUND HERE]
5 The 2007-2009 Crisis Period
The recent financial crisis period (2007-2009) was quite difficult for hedge funds as many hitherto
successful hedge fund managers were hit with significant losses. Elevated credit, liquidity and
systemic risk constitutes this period very different from the period prior to 2007 or after 2009.
We would expect that the predictability patterns observed during normal periods may not
appear during turbulent periods. In other words, factors useful in predicting returns during
normal periods may not work during the crisis. To address this issue we repeat our analysis for
the sub-period 2007-2009 corresponding to the recent financial crisis.
5.1 Statistical Evaluation
5.1.1 Univariate models
We start our analysis with the univariate models in order to assess the forecasting ability of
each one of the factors for the hedge fund strategies at hand. Table 13 reports the related
Theil’s U values. Overall, we find increased predictive ability of the candidate factors for all
the hedge fund strategies at hand compared to our full sample. This finding is consistent with
Rapach et al. (2010) who found that out-of-sample return predictability is notably stronger
during business-cycle recessions vis-a-vis expansions.
While in the full sample, the most powerful predictor is the industrial production, during the
crisis period, VIX emerges as equally powerful. Both variables improve forecasts in 13 out of 15
hedge fund strategies. This finding suggests that overall current economic conditions (proxied by
IP) and market uncertainty (proxied by VIX) predict future hedge fund returns. Event driven,
equity hedge (with the exception of EMN) and emerging markets strategies (and sub-strategies)
are the ones more sensitive to VIX during crisis periods as opposed to calm periods. A similar
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finding pertains with respect to equity- and bond-related factors. For example, SP500 and
RUS3000 improve forecasts for 11 out of 15 hedge fund strategies followed by the commodity
trend following factor and the world government and corporate bond index that are helpful
at forecasting 10 strategies. On the other hand, the performance of the stock index trend
following factor, emerging markets returns, the short term interest rate, the term and default
spread, weakens during the crisis.
Considering the predictability of hedge fund strategies, the most easily predicted strategies
are YA (19 factors), DR (16 factors), ED (16 factors) and FIAB (16 factors) followed by EMN
(13 factors), FICI (13 factors), QD (12 factors), EH (12 factors), RV (12 factors) and MS (12
factors). More importantly, the hardest to predict EM and M strategies become more pre-
dictable in the crisis period. Finally, forecasts are generated with higher precision as suggested
by the lower MSFE ratios compared to the full sample evaluation.
[TABLE 13 AROUND HERE]
5.1.2 Combination of Forecasts and Information
Table 14 (Panel A) reports our findings with respect to the predictive ability of the forecast
combination schemes during the crisis period. Our findings are qualitatively similar to the
full sample evaluation period. As expected, the increased predictive ability of our univariate
models leads to forecasting benefits of both combination of forecasts methods and information
methods. Similarly to the full sample evaluation, the combining schemes improve forecasts for
the event-driven strategies (ED, MA, DR), the equity hedge (EH, EMN, QD) strategies and
the relative values strategies (excluding FICA). The Principal Components methods appear
useful in forecasting DR, MA (PC(7)), EMN and FIAB. It is worth mentioning that the DR,
EMN and FIAB strategies are the ones for which all the combining methods appear superior
to the benchmark. On the other hand, none of the forecast combination methods can beat the
benchmark for SB and M, while only DMSFE(0.5) and Cluster(5) can improve forecasts for the
FICA strategy.
[TABLE 14 AROUND HERE]
Our findings with respect to the forecasting ability of the combining information approach
(Table 14, Panel B) point to improved performance during the crisis period. Specifically, the
DR, EMN, EH, ED, RV, FICA, FICI and YA strategies are predictable by eight or more (out
of 11) combination information methods. Moreover, the top performing methods are the Lasso,
Ridge, Elastic net and Pretesting with bagging as they are associated with predictability in
ten or more hedge fund strategies. The worst performing ones are pretesting and EN CV
that improve forecasts for seven and five strategies, respectively. It is also worth noting that
combining information methods fail to predict the SB and M strategies with one exception for
the EN median method and the Macro strategy.
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Finally, the superior performance of combination of forecasts methods over the combination
of information methods is also documented in the crisis period. However, in the cases that
combination of information methods succeed, they are typically associated with lower MSFE
ratios and as a result with increased forecasting precision.
5.2 Dynamic Hedge Fund Portfolio Construction
In this section, we report the out-of-sample performance of our optimization procedures and the
proposed forecasting methodologies for the crisis period only, i.e. January 2007 to December
2009. Our portfolio construction and evaluation is the same as with the full period. For brevity,
we only report the mean-variance hedge fund portfolios for four types of investor by varying
the degree of risk appetite through the parameter λ. We also allow for short selling and report
findings for two types of investors, a conservative and an aggressive one. Finally we evaluate
portfolios on the basis of their average returns, volatility and Sharpe ratios.
Table 15 reports the performance of the forecast combination and information combination
approaches along with the naive (equally weighted) portfolio and the HFR fund of hedge funds
index. We observe that the naive portfolio manages to have an average return of 2.36% and
a Sharpe ratio of 0.095, while the performance of the HFR fund of funds portfolio is inferior
to the naive strategy. It attains an average return of -0.84% and a Sharpe ratio of -0.034 due
to negative returns and increased volatility. A conservative investor (λ = 1) forming portfolios
on the basis of Cluster, PC and combination of information methods can easily beat both
the naive and HFR portfolios. She can even enjoy a mean return of 4.87% associated with
a Sharpe Ratio of 0.366 when forming forecasts on the basis of the EN Median method. As
risk aversion decreases (λ tends to zero), the investor can enjoy increased returns ranging from
4.29% (λ = 0.50) to 5.22% (λ = 0) for the PC(5) method forecasts. However, the portfolios
with the best Sharpe ratios are the ones formed on EN Median forecasts for λ = 0.50 and
λ = 0.25 and the Lasso forecasts for the aggressive investor (5.13%). It is worth mentioning
that although the simple combining schemes can form portfolios with negative returns as risk
aversion increases, they still beat the HFR find of funds portfolio.
Allowing for short-selling, enables us to benefit from the predicted negative future returns.
As a result, the superiority of the forecast combination methods is restored, since they outpace
both the HFR and the naive portfolio by a wide margin especially in terms of Sharpe ratios
for both conservative and aggressive investors. Combination of information methods display
a similar performance for the case of a conservative investor, while for an aggressive investor
their performance is mixed ranging from negative territory to an impressive return of 7.65%
associated with a Sharpe ratio of 0.390.
[TABLE 15 AROUND HERE]
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6 Conclusions
In this study we address the issue of hedge fund return predictability. Given the long set of can-
didate predictors, suggested by the extant literature, improved forecasts can be constructed by
carefully integrating the information content in them. We proceed in two directions; combina-
tion of forecasts and combination of information. Combination of forecasts combines forecasts
generated from simple models each incorporating a part of the whole information set, while
combination of information brings the entire information set into one super model to generate
an ultimate forecast.
We employ a variety of combination of forecasts and information methodologies and evalu-
ate their predictive ability in a pure out-of-sample framework for the period 2004-2013, which
contains the 2007-2008 crisis that plagued the hedge fund industry. Our statistical evaluation
findings suggest that simple combination of forecasts techniques work better than more sophis-
ticated and computationally intensive combination of information ones. Hedge fund strategies
like SB, EM and M are quite challenging for a researcher to predict. More importantly, our
forecasting approaches display superior ability with respect to optimal hedge fund portfolio
construction in a mean-Var and mean-CVaR framework. Overall, forecasting hedge fund re-
turns leads to improved portfolio performance, while combination of forecasts proves to be the
superior approach. Simple combining schemes can generate portfolios with high average returns
and low risk.
Our study of hedge fund predictability raises interesting issues for future research; for ex-
ample it would be interesting to examine return predictability by style intensively based on
the characteristics of individual hedge funds. In such a case, differences in predictability can
be attributed to factors related to specific funds or styles, such as capacity constraints, hedge
fund flows (flow-performance relation), leverage etc. The findings of Fung et al. (2008) suggest
that have-alpha funds receive far greater inflows of capital than beta-only funds and are less
likely to sustain their performance, while those experiencing lower capital inflows have a better
chance of delivering alpha in the future. At an aggregate level, an increase in capital inflows is
followed by a decline in the alpha delivered in line with the Berk and Green (2004) theoretical
argument that suggests that actively managed funds deliver zero risk-adjusted after-fee returns.
The findings of Avramov et al. (2013) corroborate this argument. The authors find strong evi-
dence of negative return predictability for aggregate flows, suggesting that capacity constraints
attributable to excessive inflows hurt future performance. Finally, the established link between
future hedge fund leverage and economy-wide systematic variables (Ang et al. 2011) can be
exploited further to unveil the link between hedge fund leverage and future returns. Avramov
et al. (2013) employ dividend yield as a proxy for leverage and show that a high dividend yield
signals lower future performance. Ang et al. (2011) suggest that when managers perceive better
investment opportunities, they increase leverage and in this respect leverage levels can provide
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a measure of a hedge fund manager’s market outlook.
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Table 1. Summary Statistics and Correlations of Hedge Fund Indices
Panel A: Summary statisics of hedge fund strategy indices
DR MA EMN QD SB EM EH ED M RV FIAB FICA FICI MS YA
Mean 0.79 0.63 0.46 0.85 -0.06 0.75 0.85 0.84 0.63 0.68 0.77 0.65 0.53 0.56 0.71
Median 1.07 0.72 0.44 1.15 -0.40 1.35 1.06 1.16 0.48 0.80 0.88 0.85 0.75 0.71 0.75
Maximum 5.55 3.12 3.59 10.74 22.84 14.80 10.88 5.13 6.82 3.93 3.42 9.74 4.47 3.89 6.69
Minimum -8.50 -5.69 -2.87 -13.34 -21.21 -21.02 -9.46 -8.90 -6.40 -8.03 -9.24 -16.01 -10.65 -8.40 -8.79
Std. Dev. 1.78 1.02 0.91 3.59 5.25 3.98 2.65 1.93 1.87 1.22 1.18 2.03 1.62 1.24 2.11
Skewness -1.57 -1.53 -0.29 -0.44 0.40 -0.92 -0.24 -1.29 0.25 -2.87 -3.50 -2.87 -2.26 -2.57 -0.94
Kurtosis 8.85 9.14 4.97 3.97 5.87 7.16 5.10 7.30 4.09 19.23 26.63 28.27 14.30 17.69 6.11
Jarque-Bera 440.89 470.73 42.18 17.36 88.60 207.39 46.35 251.77 14.36 2962.54 6074.38 6716.74 1481.99 2422.94 132.00
p-value 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Panel B: Correlations between hedge fund strategy indices
DR MA EMN QD SB EM EH ED M RV FIAB FICA FICI MS YA
DR 1.00
MA 0.59 1.00
EMN 0.44 0.47 1.00
QD 0.68 0.64 0.36 1.00
SB -0.54 -0.42 -0.17 -0.86 1.00
EM 0.74 0.55 0.30 0.77 -0.62 1.00
EH 0.75 0.67 0.51 0.92 -0.79 0.78 1.00
ED 0.88 0.76 0.48 0.84 -0.65 0.79 0.87 1.00
M 0.42 0.35 0.35 0.54 -0.37 0.53 0.55 0.51 1.00
RV 0.83 0.68 0.46 0.61 -0.44 0.67 0.73 0.82 0.32 1.00
FIAB 0.44 0.12 0.19 0.18 -0.12 0.28 0.22 0.35 0.16 0.41 1.00
FICA 0.71 0.53 0.35 0.45 -0.35 0.56 0.62 0.68 0.24 0.87 0.37 1.00
FICI 0.86 0.55 0.35 0.59 -0.46 0.69 0.65 0.79 0.31 0.84 0.52 0.76 1.00
MS 0.80 0.52 0.40 0.59 -0.44 0.69 0.70 0.78 0.40 0.86 0.62 0.83 0.86 1.00
YA 0.62 0.48 0.41 0.51 -0.37 0.57 0.57 0.64 0.32 0.63 0.34 0.51 0.61 0.63 1.00
Notes:. The table (Panel A) reports summary statistics in percentages for the hedge fund strategy index series over the period of January 1994 to December
2013 (240 observations). Panel B reports the hedge fund index correlations.
  
Table 2. Statistical evaluation - Univariate Models
DR MA EMN QD SB EM EH ED M RV FIAB FICA FICI MS YA
AR(1) 2.645 0.855 0.744 7.116 10.260 10.550 6.085 3.064 2.116 1.566 0.574 5.565 2.432 1.678 5.082
BTF 1.020 1.011 1.008 1.026 1.063 1.028 1.014 1.011 1.015 1.004 0.983 1.006 1.003 1.011 1.001
CTF 1.017 1.000 0.998 0.990 0.987 1.054 0.992 0.984 1.006 1.028 1.015 1.020 1.011 0.998 0.985
CMTF 1.009 1.002 0.999 1.035 1.048 1.025 1.008 1.015 0.997 1.002 1.003 1.004 1.027 0.992 0.978
STITF 1.020 1.026 1.008 1.023 1.021 1.040 1.012 1.025 1.086 1.021 1.001 1.012 1.043 1.018 0.945
SITF 0.991 1.009 1.011 1.025 1.051 1.002 1.013 1.004 1.009 1.015 0.910 1.014 0.995 1.005 1.005
SP500 0.970 1.050 0.994 1.006 1.040 1.006 1.004 0.999 1.002 1.007 0.916 1.008 0.987 1.006 0.975
Size 1.016 0.955 1.004 1.027 1.054 1.030 1.007 0.999 1.002 1.012 1.010 1.000 1.006 1.000 1.007
Bond 1.023 1.005 0.999 1.008 1.002 1.012 1.009 1.008 1.038 1.000 1.059 1.003 1.003 1.013 1.011
CreditSpr 1.007 1.017 1.009 1.010 1.007 1.017 1.009 1.002 1.078 1.012 0.963 0.994 1.011 1.027 0.967
MEM 0.980 0.998 1.012 1.011 1.009 1.007 1.004 1.006 1.010 1.005 0.922 1.006 0.999 1.006 0.996
VIX 0.955 1.009 1.013 1.006 0.996 1.008 1.002 0.994 1.007 0.982 0.731 0.998 0.948 0.969 0.957
HML 1.006 0.998 0.984 1.014 1.023 1.004 1.012 1.002 1.003 1.001 0.984 1.005 1.006 1.005 0.999
SMB 1.010 0.959 1.002 1.003 1.028 1.020 0.999 0.983 1.002 1.005 1.013 1.001 1.003 0.997 1.008
MOM 0.950 0.996 0.961 1.000 1.010 0.982 0.983 0.979 1.003 0.997 0.990 1.011 0.982 1.000 0.964
LTR 1.025 1.078 1.033 1.040 1.028 1.009 1.022 1.034 1.009 1.011 1.084 1.007 1.025 1.018 1.008
STR 0.996 1.001 0.991 1.011 1.008 1.004 1.006 1.004 1.018 1.004 0.982 1.006 1.009 1.004 1.006
RF 1.014 0.966 0.939 0.996 0.963 1.029 0.995 1.005 0.953 1.018 0.996 1.017 1.014 1.010 1.011
DefaultSpr 1.023 1.037 0.942 1.002 1.000 1.027 1.022 1.014 0.994 1.018 1.014 1.003 1.013 1.010 1.025
TermSpr 1.008 0.981 0.961 0.994 0.995 1.019 0.995 1.002 0.980 1.009 0.982 1.010 1.011 1.007 1.007
INF 1.012 1.005 1.039 1.032 1.057 1.006 1.007 1.014 1.024 0.988 1.044 0.994 1.006 0.993 1.037
d(INF) 1.013 1.014 1.018 1.018 1.014 1.016 1.013 1.019 1.017 1.022 1.028 1.026 1.015 1.028 1.013
IP 0.973 0.887 0.957 0.925 1.001 0.946 0.938 0.936 1.000 0.920 1.013 0.952 0.987 0.955 0.985
PYRL 1.023 1.037 0.938 1.001 1.021 1.024 1.017 1.010 1.012 1.020 1.026 1.014 1.031 1.020 1.019
USDTW 1.002 1.010 1.016 1.005 0.995 1.007 1.009 1.008 1.041 1.015 0.978 1.020 1.004 1.016 0.999
OECD 0.986 1.005 1.009 0.986 1.003 1.000 0.991 0.983 1.008 1.011 0.981 1.029 1.003 1.009 0.973
GSCI 1.012 0.999 1.010 1.012 1.010 1.012 0.999 1.015 1.011 1.017 1.081 0.990 1.010 0.988 1.016
SBGC 1.006 0.982 1.016 1.005 0.986 1.020 1.006 0.992 1.016 0.983 1.080 0.980 0.999 1.013 0.987
SBWG 1.001 1.017 1.006 1.015 1.012 1.012 1.018 1.005 1.007 0.985 1.053 0.999 0.987 1.001 1.002
LHY 0.923 1.015 0.986 1.052 1.033 1.015 1.017 0.989 1.006 1.004 0.835 1.013 0.962 1.002 0.909
MXUS 0.964 1.005 1.006 1.009 1.050 1.010 1.004 0.992 1.012 0.995 0.824 1.006 0.973 1.000 0.968
RUS3000 0.965 1.054 0.996 1.003 1.032 1.006 1.005 1.003 1.001 1.009 0.917 1.008 0.989 1.008 0.976
LIQ 1.005 1.003 1.022 1.009 1.000 1.005 1.007 1.005 1.011 0.994 1.083 0.984 1.006 1.026 1.011
Notes: The table reports the Theils U index for univariate models. The line named AR(1) displays the MSFE of the AR(1) benchmark model. A value lower
than 1 (in bold) suggests superior predictive ability.
  
Table 3. Statistical Evaluation - Combination of forecasts and information
Panel A Combination of forecasts
DR MA EMN QD SB EM EH ED M RV FIAB FICA FICI MS YA
Mean 0.987 0.977 0.967 0.995 1.006 1.001 0.993 0.990 0.999 0.995 0.953 0.999 0.990 0.998 0.978
Median 0.994 0.993 0.996 1.001 1.004 1.005 0.999 0.996 1.002 1.000 0.985 1.003 0.997 1.000 0.991
Trimmed mean 0.995 0.988 0.974 1.000 1.007 1.005 0.998 0.997 1.001 1.003 0.971 1.001 0.993 1.003 0.988
DMSFE(0.9) 0.987 0.974 0.964 0.994 1.006 1.000 0.992 0.990 0.999 0.994 0.947 0.999 0.990 0.998 0.978
DMSFE(0.5) 0.986 0.968 0.964 0.994 1.007 0.997 0.991 0.989 1.001 0.992 0.945 0.999 0.989 0.997 0.978
Cluster(2) 0.976 0.967 0.948 0.987 1.001 0.998 0.988 0.985 1.006 0.990 0.922 1.002 0.987 0.996 0.962
Cluster(5) 0.960 0.944 0.907 0.982 0.998 0.993 0.982 0.979 1.021 0.977 0.879 0.993 0.978 0.996 0.950
PC(5) 1.009 1.045 0.839 1.022 1.135 1.045 1.100 1.072 1.009 1.298 0.930 1.642 1.062 1.094 1.071
PC(7) 1.026 0.939 0.868 1.072 1.158 1.045 1.051 1.185 1.029 1.094 0.896 1.405 1.121 1.285 1.095
Panel B Combination of information
Kitchen sink 1.090 1.122 1.175 1.405 1.712 1.267 1.141 1.123 1.361 0.934 1.531 0.950 1.086 1.036 1.045
Kitchen sink BA 1.084 1.196 1.151 1.409 1.679 1.285 1.142 1.144 1.395 0.936 1.401 0.925 1.062 1.011 1.047
Pretesting 1.055 1.048 1.118 1.332 1.209 1.162 1.116 1.083 1.108 0.892 1.447 0.986 1.011 0.999 1.015
Pretesting BA 1.007 1.002 1.061 1.190 1.290 1.157 1.037 1.040 1.199 0.926 1.212 0.946 0.998 0.960 0.968
Ridge 0.946 0.912 0.917 1.136 1.390 1.089 1.000 0.965 1.119 0.969 0.995 0.975 0.984 1.017 0.921
Lasso 0.915 0.914 0.874 1.110 1.325 1.092 1.013 0.968 0.996 1.020 0.943 0.970 0.954 1.020 0.927
Elastic net 0.961 0.921 0.928 1.187 1.459 1.116 1.032 0.985 1.122 0.950 1.096 0.963 0.995 1.011 0.936
Adaptive EN 1.007 1.107 0.931 1.215 1.015 1.180 1.234 1.231 1.034 1.273 1.269 1.570 0.982 1.137 1.144
EN CV 1.084 0.968 0.879 1.107 1.032 1.181 1.084 1.121 1.003 0.972 0.968 0.982 0.964 1.064 0.921
EN Mean 0.965 0.929 0.903 1.022 1.141 1.008 0.981 0.991 0.979 1.060 0.997 0.989 1.015 1.061 0.925
EN Median 0.966 0.989 0.947 1.019 1.138 1.031 0.997 1.020 0.983 1.139 1.010 1.030 1.042 1.128 0.949
Notes: The table reports the Theils U index for combination of forecasts and information models relative to the AR(1) benchmark model. A value lower than
1 (in bold) suggests superior predictive ability.
  
Table 4. Economic Evaluation - Combination of forecasts and information
Panel A Combination of forecasts
DR MA EMN QD SB EM EH ED M RV FIAB FICA FICI MS YA
AR(1) 306.51 46.12 17.69 211.94 278.15 556.24 195.32 225.53 0.00 155.24 70.14 863.32 303.40 176.82 129.91
Mean 308.55 46.12 24.61 241.81 240.15 565.85 215.81 229.12 0.00 152.65 68.93 866.16 303.23 160.53 192.12
Median 309.48 46.12 16.00 217.67 251.03 555.52 196.41 226.97 0.00 155.11 68.53 862.21 303.69 174.25 190.30
Trimmed mean 290.33 37.49 14.18 220.90 226.91 555.86 190.05 209.24 -6.99 143.49 56.94 857.59 292.34 150.34 164.12
DMSFE(0.9) 308.87 46.12 24.61 242.06 236.27 569.71 222.32 229.10 0.00 145.04 70.70 866.03 303.37 160.23 185.14
DMSFE(0.5) 309.15 46.12 24.61 244.33 229.35 567.84 216.49 228.81 0.00 147.31 74.45 865.80 303.48 159.53 189.75
Cluster(2) 308.68 46.12 24.27 250.13 256.68 561.69 232.83 237.43 0.00 139.29 78.09 868.37 299.06 163.50 180.35
Cluster(5) 328.52 37.25 85.28 220.61 174.39 541.73 274.19 279.78 -62.97 125.06 83.62 862.80 313.33 198.31 182.69
PC(5) 363.33 9.65 57.04 56.85 -25.22 511.50 142.55 251.96 10.54 79.94 83.62 616.08 301.63 198.80 110.07
PC(7) 323.56 31.76 59.99 -188.96 -69.88 489.03 100.10 255.32 -59.52 94.34 83.62 593.00 322.69 182.97 164.05
Panel B Combination of information
Kitchen sink 402.60 39.04 21.12 254.88 -62.25 537.79 394.94 350.92 -58.25 209.28 -1.01 687.86 278.33 273.84 106.85
Kitchen sink BA 413.77 37.04 24.04 244.00 68.28 511.11 405.60 379.19 -45.56 217.81 49.63 788.90 304.07 277.80 98.29
Pretesting 370.40 16.03 36.98 20.68 -119.91 540.86 98.64 277.70 151.97 210.04 -38.98 667.84 302.88 134.88 293.75
Pretesting BA 307.88 9.80 42.56 271.04 -132.72 517.61 275.18 345.55 95.27 193.50 54.34 750.94 264.97 287.36 169.35
Ridge 323.10 49.39 61.78 13.66 -245.58 485.52 380.56 215.12 -68.59 105.60 59.67 452.74 287.78 138.87 205.86
Lasso 367.42 1.80 20.95 -24.06 -99.64 388.71 139.93 263.77 57.61 109.87 60.59 410.28 279.01 161.72 202.63
Elastic net 305.90 57.75 49.36 171.68 -143.62 487.84 336.56 209.98 42.41 98.99 47.96 486.75 285.11 162.60 175.65
Adaptive EN 270.23 34.79 77.76 -59.90 324.76 152.35 18.51 124.08 -179.96 130.20 -38.17 511.74 387.15 301.81 -123.13
EN CV 294.00 45.91 49.99 146.19 15.64 569.40 239.70 211.20 -5.10 93.04 62.17 385.69 273.85 101.51 176.06
EN Mean 330.84 -3.41 6.26 149.80 -66.92 501.90 257.57 275.27 -8.36 152.00 79.00 401.55 345.36 174.62 204.57
EN Median 327.57 21.56 -1.96 134.34 -139.59 501.58 248.58 285.69 1.43 159.22 51.43 362.39 361.87 174.80 185.29
Notes: The table reports the performance fee, ; (in annualized basis points) that an investor with mean-variance preferences and risk aversion coe¢ cient of
three would be willing to pay to employ our forecasting approaches relative to the historical average. Positive values denote superior performance of the forecasting
approach while bold values indicate superior performance with respect to the AR(1) model, given on the 1st line of the Table.
  
Table 5. Out-of-sample performance of Minimum-Variance e¢ cient portfolios ( = 1)
EPV AR SD SR VaR99 VaR95 VaR90 CVaR99 CVaR95 CVaR90 MDD OMG SOR UP PT
Naive 1.531 5.31 4.72 0.230 -19.00 -6.17 -3.69 -21.17 -12.03 -8.54 19.10 1.863 0.317 0.684 0.00
HFR 1.348 3.48 5.56 0.101 -21.87 -9.18 -5.62 -22.64 -13.75 -10.82 24.46 1.304 0.131 0.564 0.00
Panel A Combination of forecasts
EPV AR SD SR VaR99 VaR95 VaR90 CVaR99 CVaR95 CVaR90 MDD OMG SOR UP PT
Mean 1.905 9.05 3.65 0.593 -9.87 -3.98 -1.21 -12.18 -7.43 -4.82 7.43 4.534 1.085 1.393 13.29
Median 1.865 8.65 3.61 0.568 -9.73 -3.86 -1.35 -11.79 -7.32 -4.82 6.14 4.184 1.036 1.361 13.42
Trimmed mean 1.902 9.02 3.65 0.591 -9.61 -3.94 -1.13 -12.53 -7.62 -4.87 7.58 4.470 1.066 1.373 13.46
DMSFE(0.9) 1.895 8.95 3.63 0.588 -10.02 -3.97 -1.25 -12.29 -7.40 -4.82 7.64 4.483 1.073 1.381 13.22
DMSFE(0.5) 1.886 8.85 3.84 0.549 -10.55 -3.99 -1.31 -12.35 -7.94 -5.10 7.77 4.242 0.998 1.306 13.29
Cluster(2) 1.845 8.45 4.01 0.497 -13.11 -4.33 -1.85 -15.89 -8.49 -5.80 11.00 3.676 0.833 1.145 13.66
Cluster(5) 1.826 8.26 3.73 0.520 -10.21 -4.55 -1.66 -11.45 -7.13 -5.26 8.36 3.795 0.952 1.293 13.59
PC(5) 1.682 6.82 3.32 0.459 -10.75 -4.48 -1.22 -13.35 -7.83 -5.28 6.81 3.277 0.717 1.031 13.19
PC(7) 1.546 5.46 3.98 0.284 -15.09 -5.72 -2.56 -16.15 -11.29 -7.43 14.32 2.178 0.383 0.709 13.70
Panel B Combination of information
Kitchen sink 1.612 6.12 4.00 0.331 -15.79 -5.77 -1.73 -16.69 -10.66 -7.26 8.91 2.460 0.463 0.779 12.98
Kitchen sink BA 1.583 5.83 3.92 0.316 -13.08 -5.47 -3.17 -18.45 -10.53 -7.20 9.36 2.328 0.436 0.764 12.70
Pretesting 1.493 4.93 3.21 0.304 -11.03 -5.30 -1.91 -16.09 -8.55 -5.74 7.82 2.261 0.417 0.747 11.37
Pretesting BA 1.647 6.47 3.59 0.396 -10.41 -6.18 -1.54 -11.84 -8.24 -6.07 6.29 2.805 0.624 0.970 12.36
Ridge 1.612 6.12 3.77 0.351 -10.66 -7.22 -2.98 -11.12 -9.93 -7.12 8.42 2.458 0.499 0.842 11.94
Lasso 1.609 6.09 3.94 0.333 -14.10 -5.97 -2.96 -17.33 -10.72 -7.51 11.14 2.443 0.453 0.766 11.91
Elastic net 1.648 6.48 3.68 0.387 -10.52 -6.70 -3.18 -10.74 -9.69 -6.82 7.37 2.656 0.558 0.895 11.78
Adaptive EN 1.534 5.34 3.78 0.290 -14.23 -4.16 -2.19 -23.51 -9.71 -6.41 13.97 2.329 0.382 0.669 9.50
EN CV 1.675 6.75 3.96 0.380 -11.22 -6.69 -2.42 -14.65 -9.94 -6.96 8.02 2.608 0.568 0.920 12.77
EN Mean 1.716 7.16 4.18 0.388 -13.55 -6.38 -2.93 -14.98 -10.35 -7.35 11.07 2.738 0.584 0.919 12.27
EN Median 1.680 6.80 4.19 0.362 -13.35 -6.05 -2.34 -16.84 -10.38 -6.82 11.01 2.645 0.556 0.893 12.68
Notes: The table reports evaluation criteria for the out-of-sample monthly rebalancing portfolio. Benchmark models are HFR Fund of Funds Index and naive
(equally-weighted) portfolios. Evaluation criteria include end of period portfolio value (EPV), annualized average return (AR), annualized standard deviation
(SD), maximum drawdown (MDD), annualized value at risk (VaR) and annualized conditional value at risk (CVaR), Sharpe Ratio (SR), Omega Ratio (OMG),
Sortino Ratio (SOR), Upside Potential (UP) and Portfolio Turnover (PT). CVaR and VaR are estimated at 99%, 95% and 90% condence level. AR, SD, MDD,
VaR and CVaR are in percentages.
  
Table 6. Out-of-sample performance of Mean-Variance e¢ cient portfolios ( = 0:50)
EPV AR SD SR VaR99 VaR95 VaR90 CVaR99 CVaR95 CVaR90 MDD OMG SOR UP PT
Naive 1.531 5.31 4.72 0.230 -19.00 -6.17 -3.69 -21.17 -12.03 -8.54 19.10 1.863 0.317 0.684 0.00
HFR 1.348 3.48 5.56 0.101 -21.87 -9.18 -5.62 -22.64 -13.75 -10.82 24.46 1.304 0.131 0.564 0.00
Panel A Combination of forecasts
EPV AR SD SR VaR99 VaR95 VaR90 CVaR99 CVaR95 CVaR90 MDD OMG SOR UP PT
Mean 1.973 9.73 3.95 0.598 -9.87 -3.98 -1.21 -12.18 -7.59 -4.92 7.80 4.792 1.170 1.478 13.32
Median 1.935 9.35 3.90 0.578 -9.73 -3.86 -1.35 -11.79 -7.32 -4.84 6.23 4.486 1.137 1.463 13.55
Trimmed mean 1.973 9.73 3.93 0.601 -9.61 -3.94 -1.13 -12.53 -7.62 -4.89 7.67 4.786 1.166 1.474 13.56
DMSFE(0.9) 1.967 9.67 3.92 0.598 -10.02 -3.97 -1.25 -12.29 -7.40 -4.85 7.73 4.805 1.175 1.484 13.35
DMSFE(0.5) 1.958 9.58 4.12 0.563 -10.55 -3.99 -1.36 -12.35 -7.94 -5.12 7.85 4.550 1.096 1.404 13.44
Cluster(2) 1.917 9.17 4.27 0.516 -13.11 -4.33 -1.94 -15.89 -8.49 -5.80 11.07 3.946 0.919 1.231 13.77
Cluster(5) 1.895 8.95 3.99 0.536 -10.21 -4.55 -1.77 -11.45 -7.13 -5.26 8.44 4.062 1.047 1.389 13.73
PC(5) 1.738 7.38 3.56 0.474 -10.75 -4.48 -1.57 -13.35 -7.83 -5.33 6.94 3.456 0.788 1.109 13.76
PC(7) 1.611 6.11 4.21 0.313 -15.09 -5.72 -2.56 -16.15 -11.29 -7.43 14.43 2.346 0.446 0.777 14.20
Panel B Combination of information
Kitchen sink 1.746 7.46 4.37 0.390 -15.79 -5.77 -2.49 -16.69 -10.66 -7.34 9.18 2.833 0.594 0.918 15.75
Kitchen sink BA 1.713 7.13 4.29 0.376 -13.08 -5.47 -3.22 -18.45 -10.53 -7.23 9.62 2.668 0.564 0.901 15.64
Pretesting 1.649 6.48 3.91 0.365 -11.00 -5.30 -2.25 -16.09 -8.47 -5.81 8.33 2.776 0.606 0.947 14.16
Pretesting BA 1.778 7.78 3.97 0.454 -10.41 -6.18 -1.54 -11.84 -8.24 -6.07 6.56 3.266 0.789 1.138 14.73
Ridge 1.711 7.11 4.08 0.394 -10.66 -7.22 -2.98 -11.12 -9.93 -7.12 8.53 2.741 0.606 0.953 12.87
Lasso 1.690 6.90 4.28 0.361 -14.10 -5.97 -2.96 -17.33 -10.72 -7.51 11.18 2.664 0.531 0.851 12.27
Elastic net 1.757 7.57 4.05 0.429 -10.52 -6.70 -3.18 -10.74 -9.69 -6.83 7.49 2.990 0.680 1.021 12.98
Adaptive EN 1.675 6.75 4.47 0.336 -14.23 -4.16 -2.36 -23.51 -9.71 -6.50 14.38 2.744 0.520 0.818 9.76
EN CV 1.752 7.52 4.26 0.405 -11.22 -6.69 -2.42 -14.65 -9.94 -6.96 8.22 2.830 0.650 1.005 13.52
EN Mean 1.763 7.62 4.35 0.404 -13.55 -6.38 -2.93 -14.98 -10.35 -7.35 11.07 2.875 0.632 0.968 12.32
EN Median 1.716 7.16 4.34 0.374 -13.35 -6.05 -2.34 -16.84 -10.38 -6.82 11.01 2.744 0.593 0.933 12.62
Notes: The table reports evaluation criteria for the out-of-sample monthly rebalancing portfolio. Benchmark models are HFR Fund of Funds Index and naive
(equally-weighted) portfolios. Evaluation criteria include end of period portfolio value (EPV), annualized average return (AR), annualized standard deviation
(SD), maximum drawdown (MDD), annualized value at risk (VaR) and annualized conditional value at risk (CVaR), Sharpe Ratio (SR), Omega Ratio (OMG),
Sortino Ratio (SOR), Upside Potential (UP) and Portfolio Turnover (PT). CVaR and VaR are estimated at 99%, 95% and 90% condence level. AR, SD, MDD,
VaR and CVaR are in percentages.
  
Table 7. Out-of-sample performance of Mean-Variance e¢ cient portfolios ( = 0:25)
EPV AR SD SR VaR99 VaR95 VaR90 CVaR99 CVaR95 CVaR90 MDD OMG SOR UP PT
Naive 1.531 5.31 4.72 0.230 -19.00 -6.17 -3.69 -21.17 -12.03 -8.54 19.10 1.863 0.317 0.684 0.00
HFR 1.348 3.48 5.56 0.101 -21.87 -9.18 -5.62 -22.64 -13.75 -10.82 24.46 1.304 0.131 0.564 0.00
Panel A Combination of forecasts
EPV AR SD SR VaR99 VaR95 VaR90 CVaR99 CVaR95 CVaR90 MDD OMG SOR UP PT
Mean 2.099 10.99 4.46 0.612 -9.87 -3.98 -1.79 -12.18 -7.59 -5.19 8.03 5.137 1.323 1.643 13.72
Median 2.063 10.63 4.45 0.590 -9.73 -3.86 -1.88 -11.79 -7.37 -5.15 6.55 4.815 1.288 1.625 13.96
Trimmed mean 2.100 11.00 4.45 0.613 -9.61 -3.94 -1.78 -12.53 -7.62 -5.19 7.90 5.134 1.321 1.641 13.95
DMSFE(0.9) 2.092 10.92 4.43 0.611 -10.02 -3.97 -1.81 -12.29 -7.40 -5.09 7.96 5.155 1.330 1.650 13.79
DMSFE(0.5) 2.085 10.85 4.61 0.582 -10.55 -3.99 -1.74 -12.35 -7.94 -5.37 8.08 4.892 1.246 1.566 13.84
Cluster(2) 2.043 10.43 4.75 0.540 -13.11 -4.33 -2.45 -15.89 -8.49 -5.84 11.26 4.285 1.058 1.379 14.15
Cluster(5) 2.028 10.28 4.53 0.557 -10.21 -4.55 -2.55 -11.45 -7.13 -5.32 8.69 4.466 1.217 1.568 14.36
PC(5) 1.818 8.18 3.89 0.493 -10.75 -4.48 -2.28 -13.35 -7.83 -5.46 7.34 3.672 0.885 1.216 14.80
PC(7) 1.695 6.95 4.50 0.347 -15.95 -5.72 -2.59 -16.15 -11.50 -7.53 14.78 2.547 0.516 0.849 15.37
Panel B Combination of information
Kitchen sink 1.907 9.07 5.29 0.411 -15.79 -6.38 -3.74 -16.69 -10.82 -7.91 9.85 2.993 0.715 1.074 16.67
Kitchen sink BA 1.835 8.35 5.16 0.381 -13.08 -7.41 -3.76 -18.45 -11.04 -7.98 10.30 2.709 0.638 1.012 16.61
Pretesting 1.784 7.84 4.55 0.400 -10.54 -5.03 -3.69 -16.09 -8.21 -6.29 8.91 2.934 0.731 1.110 16.34
Pretesting BA 1.925 9.25 4.65 0.479 -10.41 -6.18 -3.03 -11.84 -8.24 -6.32 7.19 3.507 0.938 1.312 16.04
Ridge 1.805 8.05 4.59 0.409 -10.68 -7.14 -3.37 -11.18 -9.93 -7.38 8.78 2.811 0.681 1.057 14.49
Lasso 1.808 8.08 5.01 0.376 -14.10 -5.97 -3.27 -17.33 -10.72 -7.56 11.33 2.902 0.639 0.975 13.50
Elastic net 1.876 8.76 4.68 0.445 -10.46 -6.56 -3.29 -10.56 -9.66 -6.94 7.98 3.136 0.790 1.159 14.76
Adaptive EN 1.697 6.97 4.91 0.319 -14.80 -4.99 -3.46 -25.43 -10.53 -7.34 15.54 2.568 0.493 0.808 7.96
EN CV 1.826 8.26 4.66 0.416 -11.22 -6.69 -2.63 -14.65 -9.94 -6.99 8.07 3.010 0.726 1.088 14.67
EN Mean 1.844 8.44 4.75 0.419 -13.55 -6.38 -3.12 -14.98 -10.35 -7.35 11.21 3.004 0.707 1.060 13.21
EN Median 1.791 7.91 4.69 0.392 -13.35 -6.05 -2.85 -16.83 -10.38 -6.95 11.08 2.872 0.662 1.016 13.48
Notes: The table reports evaluation criteria for the out-of-sample monthly rebalancing portfolio. Benchmark models are HFR Fund of Funds Index and naive
(equally-weighted) portfolios. Evaluation criteria include end of period portfolio value (EPV), annualized average return (AR), annualized standard deviation
(SD), maximum drawdown (MDD), annualized value at risk (VaR) and annualized conditional value at risk (CVaR), Sharpe Ratio (SR), Omega Ratio (OMG),
Sortino Ratio (SOR), Upside Potential (UP) and Portfolio Turnover (PT). CVaR and VaR are estimated at 99%, 95% and 90% condence level. AR, SD, MDD,
VaR and CVaR are in percentages.
  
Table 8. Out-of-sample performance of Maximimizing Expected Return e¢ cient portfolios ( = 0)
EPV AR SD SR VaR99 VaR95 VaR90 CVaR99 CVaR95 CVaR90 MDD OMG SOR UP PT
Naive 1.531 5.31 4.72 0.230 -19.00 -6.17 -3.69 -21.17 -12.03 -8.54 19.10 1.863 0.317 0.684 0.00
HFR 1.348 3.48 5.56 0.101 -21.87 -9.18 -5.62 -22.64 -13.75 -10.82 24.46 1.304 0.131 0.564 0.00
Panel A Combination of forecasts
EPV AR SD SR VaR99 VaR95 VaR90 CVaR99 CVaR95 CVaR90 MDD OMG SOR UP PT
Mean 2.164 11.64 5.46 0.533 -12.26 -5.91 -4.42 -16.00 -9.32 -7.23 11.02 3.759 1.050 1.430 14.45
Median 2.154 11.54 5.42 0.533 -12.24 -5.91 -4.46 -16.00 -9.35 -7.23 9.67 3.810 1.049 1.422 14.47
Trimmed mean 2.156 11.56 5.43 0.532 -12.28 -5.91 -4.43 -16.00 -9.32 -7.21 10.83 3.750 1.044 1.424 14.57
DMSFE(0.9) 2.165 11.65 5.46 0.535 -12.27 -5.91 -4.41 -16.00 -9.28 -7.20 11.07 3.770 1.054 1.434 14.44
DMSFE(0.5) 2.163 11.63 5.46 0.533 -12.27 -5.91 -4.45 -16.00 -9.17 -7.15 11.19 3.745 1.055 1.440 14.49
Cluster(2) 2.175 11.75 5.41 0.545 -12.15 -5.54 -4.18 -16.00 -8.94 -6.92 11.21 3.875 1.095 1.475 14.36
Cluster(5) 2.166 11.66 5.18 0.564 -10.74 -5.37 -3.84 -11.81 -8.26 -6.41 9.23 4.067 1.189 1.576 14.97
PC(5) 1.953 9.53 4.80 0.481 -11.50 -5.60 -3.20 -14.79 -8.65 -6.32 10.71 3.389 0.920 1.306 15.95
PC(7) 1.831 8.31 5.15 0.379 -14.20 -6.53 -3.46 -23.64 -10.91 -7.54 16.99 2.635 0.606 0.977 16.29
Panel B Combination of information
Kitchen sink 1.923 9.23 4.60 0.483 -9.14 -7.20 -3.26 -10.29 -8.56 -6.61 8.45 3.292 0.901 1.294 16.41
Kitchen sink BA 1.870 8.70 4.46 0.463 -9.24 -5.75 -3.70 -10.29 -8.11 -6.27 7.85 3.114 0.864 1.273 16.34
Pretesting 1.894 8.94 5.12 0.417 -10.80 -6.24 -4.20 -13.67 -9.06 -7.05 8.64 2.836 0.775 1.197 16.66
Pretesting BA 1.971 9.71 4.44 0.531 -7.85 -4.51 -3.63 -7.93 -6.74 -5.38 6.36 3.642 1.109 1.529 15.50
Ridge 1.860 8.60 4.72 0.431 -10.33 -7.39 -3.62 -13.13 -9.22 -7.03 9.51 2.833 0.754 1.166 15.03
Lasso 1.896 8.96 5.13 0.417 -12.51 -6.51 -3.68 -17.90 -10.26 -7.48 11.53 2.889 0.728 1.114 14.48
Elastic net 1.891 8.91 4.72 0.451 -10.25 -7.69 -3.21 -13.13 -9.20 -6.86 9.16 3.022 0.807 1.207 15.15
Adaptive EN 1.851 8.51 5.04 0.399 -14.70 -4.85 -2.96 -25.43 -10.05 -6.95 13.51 3.306 0.661 0.948 7.91
EN CV 1.976 9.75 5.20 0.456 -11.70 -6.77 -4.08 -14.72 -9.57 -7.43 9.63 3.081 0.834 1.234 15.42
EN Mean 1.928 9.28 4.97 0.449 -10.84 -6.33 -3.50 -15.02 -9.23 -6.83 10.40 3.047 0.832 1.239 13.59
EN Median 1.874 8.74 5.10 0.407 -11.33 -6.22 -4.29 -15.51 -9.07 -7.11 10.11 2.718 0.738 1.168 13.60
Notes: The table reports evaluation criteria for the out-of-sample monthly rebalancing portfolio. Benchmark models are HFR Fund of Funds Index and naive
(equally-weighted) portfolios. Evaluation criteria include end of period portfolio value (EPV), annualized average return (AR), annualized standard deviation
(SD), maximum drawdown (MDD), annualized value at risk (VaR) and annualized conditional value at risk (CVaR), Sharpe Ratio (SR), Omega Ratio (OMG),
Sortino Ratio (SOR), Upside Potential (UP) and Portfolio Turnover (PT). CVaR and VaR are estimated at 99%, 95% and 90% condence level. AR, SD, MDD,
VaR and CVaR are in percentages.
  
Table 9. Out-of-sample performance of Minimum-Variance e¢ cient portfolios - Shortselling allowed ( = 1)
EPV AR SD SR VaR99 VaR95 VaR90 CVaR99 CVaR95 CVaR90 MDD OMG SOR UP PT
Naive 1.531 5.31 4.72 0.230 -19.00 -6.17 -3.69 -21.17 -12.03 -8.54 19.10 1.863 0.317 0.684 0.00
HFR 1.348 3.48 5.56 0.101 -21.87 -9.18 -5.62 -22.64 -13.75 -10.82 24.46 1.304 0.131 0.564 0.00
Panel A Combination of forecasts
EPV AR SD SR VaR99 VaR95 VaR90 CVaR99 CVaR95 CVaR90 MDD OMG SOR UP PT
Mean 1.832 8.32 2.23 0.876 -5.34 -1.31 -0.33 -6.65 -3.42 -2.19 1.92 8.096 1.932 2.204 24.83
Median 1.821 8.21 2.24 0.858 -5.29 -1.36 -0.49 -6.55 -3.37 -2.24 1.89 7.834 1.904 2.182 24.70
Trimmed mean 1.825 8.25 2.23 0.868 -5.24 -1.33 -0.35 -6.60 -3.39 -2.20 1.91 8.005 1.923 2.197 24.91
DMSFE(0.9) 1.834 8.34 2.24 0.876 -5.33 -1.31 -0.32 -6.69 -3.42 -2.20 1.93 8.107 1.932 2.204 24.84
DMSFE(0.5) 1.835 8.35 2.24 0.878 -5.31 -1.33 -0.32 -6.67 -3.41 -2.18 1.93 8.171 1.941 2.212 24.84
Cluster(2) 1.839 8.38 2.24 0.880 -5.32 -1.24 -0.17 -6.92 -3.44 -2.12 2.00 8.486 1.943 2.203 24.65
Cluster(5) 1.803 8.03 2.20 0.852 -5.37 -1.18 -0.06 -6.62 -3.46 -2.03 1.91 8.353 1.858 2.110 24.33
PC(5) 1.669 6.69 2.20 0.676 -4.74 -2.94 -0.99 -5.06 -4.04 -2.76 2.15 4.712 1.300 1.650 20.23
PC(7) 1.642 6.42 2.20 0.639 -5.77 -2.25 -1.05 -7.20 -4.19 -2.81 2.40 4.550 1.168 1.497 20.45
Panel B Combination of information
Kitchen sink 1.593 5.93 2.22 0.569 -5.32 -2.45 -1.54 -5.72 -3.89 -2.94 2.04 3.865 1.053 1.421 22.93
Kitchen sink BA 1.594 5.94 2.24 0.567 -4.97 -2.67 -1.53 -5.33 -3.88 -3.03 1.95 3.843 1.056 1.428 22.45
Pretesting 1.548 5.48 2.09 0.543 -5.46 -2.25 -1.27 -7.07 -4.11 -2.86 2.29 3.690 0.931 1.277 18.68
Pretesting BA 1.612 6.12 2.27 0.582 -5.20 -2.62 -1.61 -5.53 -4.08 -3.03 1.94 3.994 1.071 1.428 23.07
Ridge 1.668 6.68 2.34 0.632 -5.00 -2.77 -1.48 -6.00 -4.35 -3.18 2.41 4.404 1.168 1.511 21.29
Lasso 1.654 6.54 2.21 0.651 -6.04 -2.25 -1.09 -7.20 -4.17 -2.88 2.14 4.679 1.185 1.507 21.26
Elastic net 1.669 6.69 2.23 0.665 -4.63 -2.90 -1.43 -4.76 -4.03 -3.05 2.12 4.636 1.244 1.586 21.06
Adaptive EN 1.494 4.94 2.21 0.444 -9.09 -2.30 -1.04 -9.71 -4.89 -3.29 4.56 3.221 0.659 0.956 14.54
EN CV 1.651 6.51 2.27 0.631 -5.67 -1.83 -1.06 -8.05 -3.89 -2.61 2.52 4.823 1.224 1.544 21.57
EN Mean 1.757 7.57 2.33 0.746 -5.34 -1.88 -1.02 -6.21 -3.59 -2.49 1.98 5.660 1.600 1.943 23.21
EN Median 1.758 7.58 2.28 0.765 -4.79 -1.64 -0.60 -5.90 -3.46 -2.30 1.79 6.302 1.724 2.049 22.62
Notes: The table reports evaluation criteria for the out-of-sample monthly rebalancing portfolio. Benchmark models are HFR Fund of Funds Index and naive
(equally-weighted) portfolios. Evaluation criteria include end of period portfolio value (EPV), annualized average return (AR), annualized standard deviation
(SD), maximum drawdown (MDD), annualized value at risk (VaR) and annualized conditional value at risk (CVaR), Sharpe Ratio (SR), Omega Ratio (OMG),
Sortino Ratio (SOR), Upside Potential (UP) and Portfolio Turnover (PT). CVaR and VaR are estimated at 99%, 95% and 90% condence level. AR, SD, MDD,
VaR and CVaR are in percentages.
  
Table 10. Out-of-sample performance of Maximimizing Expected Return e¢ cient portfolios - Shortselling allowed ( = 0)
EPV AR SD SR VaR99 VaR95 VaR90 CVaR99 CVaR95 CVaR90 MDD OMG SOR UP PT
Naive 1.531 5.31 4.72 0.230 -19.00 -6.17 -3.69 -21.17 -12.03 -8.54 19.10 1.863 0.317 0.684 0.00
HFR 1.348 3.48 5.56 0.101 -21.87 -9.18 -5.62 -22.64 -13.75 -10.82 24.46 1.304 0.131 0.564 0.00
Panel A Combination of forecasts
EPV AR SD SR VaR99 VaR95 VaR90 CVaR99 CVaR95 CVaR90 MDD OMG SOR UP PT
Mean 2.862 18.62 7.30 0.675 -11.94 -3.98 -2.36 -13.47 -7.78 -5.40 4.41 7.812 2.240 2.569 50.24
Median 2.821 18.21 7.32 0.657 -12.11 -4.70 -2.69 -14.51 -8.13 -5.67 4.38 7.129 2.082 2.421 51.14
Trimmed mean 2.845 18.45 7.30 0.668 -12.02 -4.06 -2.46 -13.65 -7.79 -5.44 4.43 7.654 2.201 2.531 50.53
DMSFE(0.9) 2.870 18.70 7.30 0.678 -11.97 -3.97 -2.32 -13.56 -7.79 -5.39 4.42 7.876 2.251 2.579 50.04
DMSFE(0.5) 2.893 18.93 7.31 0.687 -11.87 -4.00 -2.22 -13.26 -7.70 -5.35 4.44 8.062 2.305 2.632 50.22
Cluster(2) 2.902 19.02 7.26 0.695 -11.94 -3.65 -2.11 -12.90 -7.67 -5.24 4.39 8.511 2.362 2.676 48.47
Cluster(5) 2.870 18.70 7.17 0.690 -10.98 -3.21 -2.14 -11.30 -7.23 -4.92 4.13 8.721 2.452 2.769 47.74
PC(5) 2.422 14.22 6.22 0.588 -10.00 -6.53 -4.08 -12.64 -8.51 -6.70 7.40 4.884 1.450 1.824 47.07
PC(7) 2.363 13.63 5.33 0.655 -6.79 -4.52 -2.79 -7.43 -5.50 -4.56 6.46 5.500 1.913 2.338 49.01
Panel B Combination of information
Kitchen sink 2.244 12.44 6.00 0.524 -11.77 -5.87 -3.46 -12.08 -9.46 -7.10 7.48 4.035 1.169 1.554 60.25
Kitchen sink BA 2.263 12.63 5.94 0.538 -10.72 -5.95 -3.10 -11.19 -8.98 -6.85 7.44 4.092 1.232 1.631 59.75
Pretesting 2.422 14.22 6.10 0.600 -8.01 -5.59 -2.62 -10.13 -6.82 -5.36 3.60 5.986 1.818 2.183 62.80
Pretesting BA 2.314 13.14 6.10 0.549 -11.23 -4.64 -2.98 -11.25 -8.89 -6.43 7.07 4.478 1.327 1.709 57.65
Ridge 2.370 13.70 6.77 0.518 -10.56 -8.60 -3.78 -10.88 -9.91 -7.82 9.80 4.072 1.219 1.616 54.31
Lasso 2.361 13.61 6.67 0.523 -10.81 -7.07 -2.49 -11.95 -9.38 -6.73 5.09 4.931 1.379 1.730 50.92
Elastic net 2.390 13.90 6.46 0.552 -9.64 -6.66 -3.06 -10.48 -8.73 -6.87 8.17 4.482 1.393 1.793 55.59
Adaptive EN 2.064 10.64 6.27 0.419 -13.83 -5.13 -2.51 -18.33 -9.45 -6.73 13.07 3.739 0.963 1.315 47.22
EN CV 2.423 14.23 6.10 0.600 -7.46 -4.64 -2.42 -8.23 -6.11 -4.69 4.02 6.200 2.006 2.392 48.25
EN Mean 2.401 14.01 6.11 0.589 -10.56 -5.18 -2.21 -11.98 -8.50 -5.92 4.64 5.499 1.559 1.905 45.98
EN Median 2.387 13.87 5.48 0.649 -11.71 -3.22 -1.97 -13.11 -8.00 -5.28 4.22 6.024 1.612 1.933 46.58
Notes: The table reports evaluation criteria for the out-of-sample monthly rebalancing portfolio. Benchmark models are HFR Fund of Funds Index and naive
(equally-weighted) portfolios. Evaluation criteria include end of period portfolio value (EPV), annualized average return (AR), annualized standard deviation
(SD), maximum drawdown (MDD), annualized value at risk (VaR) and annualized conditional value at risk (CVaR), Sharpe Ratio (SR), Omega Ratio (OMG),
Sortino Ratio (SOR), Upside Potential (UP) and Portfolio Turnover (PT). CVaR and VaR are estimated at 99%, 95% and 90% condence level. AR, SD, MDD,
VaR and CVaR are in percentages.
  
Table 11. Out-of-sample performance of Mean-CVaR e¢ cient portfolios ( = 95%)
EPV AR SD SR VaR99 VaR95 VaR90 CVaR99 CVaR95 CVaR90 MDD OMG SOR UP PT
Naive 1.531 5.31 4.72 0.230 -19.00 -6.17 -3.69 -21.17 -12.03 -8.54 19.10 1.863 0.317 0.684 0.00
HFR 1.348 3.48 5.56 0.101 -21.87 -9.18 -5.62 -22.64 -13.75 -10.82 24.46 1.304 0.131 0.564 0.00
Panel A Combination of forecasts
EPV AR SD SR VaR99 VaR95 VaR90 CVaR99 CVaR95 CVaR90 MDD OMG SOR UP PT
Mean 1.925 9.25 6.47 0.344 -21.35 -6.14 -2.85 -29.90 -13.10 -8.78 9.81 2.889 0.585 0.895 17.42
Median 1.936 9.36 6.12 0.369 -18.03 -5.92 -3.71 -18.36 -11.31 -7.84 8.44 2.974 0.714 1.076 17.14
Trimmed mean 2.036 10.36 6.83 0.373 -21.36 -6.00 -2.82 -29.76 -13.12 -8.78 9.70 3.165 0.670 0.980 18.08
DMSFE(0.9) 1.940 9.40 6.52 0.348 -21.32 -6.20 -2.86 -29.87 -13.10 -8.80 9.74 2.925 0.596 0.906 17.45
DMSFE(0.5) 1.995 9.95 6.62 0.367 -21.15 -5.96 -2.85 -29.57 -13.01 -8.69 9.55 3.094 0.645 0.953 17.23
Cluster(2) 1.954 9.54 6.59 0.350 -20.91 -5.54 -2.69 -29.16 -13.88 -9.03 9.39 2.924 0.595 0.904 17.26
Cluster(5) 2.005 10.05 5.69 0.432 -17.21 -4.91 -2.40 -17.81 -10.44 -7.19 8.13 3.747 0.844 1.152 16.63
PC(5) 1.647 6.47 5.00 0.285 -19.17 -6.88 -3.21 -25.15 -13.13 -9.10 9.72 2.250 0.392 0.706 17.82
PC(7) 1.436 4.36 6.06 0.134 -26.57 -8.21 -4.45 -31.65 -18.53 -12.09 22.79 1.524 0.166 0.482 18.63
Panel B Combination of information
Kitchen sink 1.597 5.97 4.42 0.289 -15.77 -7.72 -3.19 -17.07 -11.60 -8.68 7.57 2.171 0.395 0.732 13.67
Kitchen sink BA 1.567 5.67 4.38 0.272 -13.20 -9.44 -3.04 -17.05 -12.09 -8.48 7.17 2.065 0.372 0.722 13.56
Pretesting 1.438 4.38 3.53 0.232 -11.33 -5.93 -3.05 -14.49 -8.96 -6.63 7.27 1.861 0.322 0.697 12.39
Pretesting BA 1.623 6.22 4.71 0.287 -15.30 -6.57 -3.59 -25.47 -11.14 -7.98 11.91 2.232 0.408 0.740 13.67
Ridge 1.642 6.42 5.12 0.275 -17.09 -7.70 -3.88 -29.52 -13.41 -9.41 13.02 2.149 0.366 0.685 13.16
Lasso 1.601 6.01 5.74 0.225 -24.40 -7.83 -3.93 -35.28 -16.39 -10.98 14.43 1.940 0.283 0.584 14.57
Elastic net 1.688 6.88 4.60 0.335 -14.84 -7.01 -3.47 -22.77 -11.08 -7.99 10.09 2.432 0.483 0.820 13.27
Adaptive EN 1.594 5.94 6.40 0.198 -26.04 -4.93 -1.89 -41.22 -15.14 -9.05 16.99 2.164 0.277 0.514 13.72
EN CV 1.595 5.95 5.23 0.243 -18.68 -8.42 -4.57 -19.99 -13.45 -9.71 17.14 1.954 0.342 0.700 15.06
EN Mean 1.649 6.49 6.65 0.215 -28.06 -9.27 -5.22 -33.76 -18.54 -12.73 16.72 1.883 0.283 0.603 15.25
EN Median 1.608 6.08 5.79 0.226 -17.06 -11.32 -4.41 -18.74 -14.70 -11.07 14.23 1.840 0.325 0.713 15.77
Notes: The table reports evaluation criteria for the out-of-sample monthly rebalancing portfolio. Benchmark models are HFR Fund of Funds Index and naive
(equally-weighted) portfolios. Evaluation criteria include end of period portfolio value (EPV), annualized average return (AR), annualized standard deviation
(SD), maximum drawdown (MDD), annualized value at risk (VaR) and annualized conditional value at risk (CVaR), Sharpe Ratio (SR), Omega Ratio (OMG),
Sortino Ratio (SOR), Upside Potential (UP) and Portfolio Turnover (PT). CVaR and VaR are estimated at 99%, 95% and 90% condence level. AR, SD, MDD,
VaR and CVaR are in percentages.
  
Table 12. Out-of-sample performance of Mean-CVaR e¢ cient portfolios ( = 99%)
EPV AR SD SR VaR99 VaR95 VaR90 CVaR99 CVaR95 CVaR90 MDD OMG SOR UP PT
Naive 1.531 5.31 4.72 0.230 -19.00 -6.17 -3.69 -21.17 -12.03 -8.54 19.10 1.863 0.317 0.684 0.00
HFR 1.348 3.48 5.56 0.101 -21.87 -9.18 -5.62 -22.64 -13.75 -10.82 24.46 1.304 0.131 0.564 0.00
Panel A Combination of forecasts
EPV AR SD SR VaR99 VaR95 VaR90 CVaR99 CVaR95 CVaR90 MDD OMG SOR UP PT
Mean 1.937 9.37 6.55 0.345 -21.34 -6.40 -2.76 -29.87 -13.53 -9.06 9.70 2.869 0.586 0.899 17.03
Median 1.966 9.66 6.21 0.378 -18.03 -5.94 -3.71 -18.37 -11.78 -8.11 8.37 3.031 0.727 1.085 16.69
Trimmed mean 2.047 10.47 6.89 0.374 -21.36 -6.22 -2.90 -29.76 -13.52 -9.03 9.84 3.126 0.669 0.984 17.58
DMSFE(0.9) 1.950 9.50 6.61 0.348 -21.30 -6.39 -2.78 -29.83 -13.54 -9.08 9.63 2.900 0.596 0.909 17.00
DMSFE(0.5) 1.998 9.98 6.71 0.363 -21.15 -6.37 -2.76 -29.57 -13.55 -9.03 9.38 3.036 0.635 0.947 16.92
Cluster(2) 1.970 9.70 6.64 0.355 -20.91 -5.87 -2.70 -29.15 -14.21 -9.25 9.41 2.966 0.602 0.908 16.58
Cluster(5) 1.987 9.87 5.72 0.420 -17.21 -5.74 -2.86 -17.80 -10.59 -7.41 7.87 3.525 0.811 1.133 16.38
PC(5) 1.623 6.23 5.02 0.269 -19.17 -7.23 -3.44 -25.15 -13.26 -9.17 9.82 2.167 0.371 0.689 17.94
PC(7) 1.410 4.10 6.13 0.121 -26.53 -9.56 -4.46 -31.65 -18.86 -12.59 25.23 1.459 0.148 0.472 18.15
Panel B Combination of information
Kitchen sink 1.558 5.57 4.73 0.246 -15.91 -7.41 -3.47 -17.07 -12.54 -8.97 8.48 1.976 0.344 0.697 14.47
Kitchen sink BA 1.517 5.17 4.62 0.226 -14.39 -8.85 -3.58 -17.05 -11.98 -9.12 8.13 1.853 0.314 0.681 14.05
Pretesting 1.428 4.28 3.65 0.216 -11.47 -6.21 -3.11 -15.88 -9.41 -6.82 7.39 1.805 0.300 0.672 12.89
Pretesting BA 1.561 5.61 4.90 0.240 -15.25 -6.83 -4.04 -25.30 -11.08 -8.42 12.18 1.973 0.346 0.702 13.91
Ridge 1.616 6.16 5.15 0.259 -17.64 -6.82 -3.74 -29.52 -13.35 -9.23 13.18 2.086 0.349 0.671 13.81
Lasso 1.595 5.95 5.82 0.219 -22.98 -8.11 -3.91 -35.21 -16.03 -11.09 15.42 1.891 0.279 0.592 14.39
Elastic net 1.675 6.75 4.72 0.318 -15.77 -6.42 -3.50 -22.14 -11.03 -7.92 10.18 2.378 0.472 0.815 13.73
Adaptive EN 1.610 6.09 6.45 0.204 -26.09 -5.43 -1.80 -41.22 -15.17 -8.93 15.55 2.214 0.288 0.525 16.00
EN CV 1.630 6.30 5.31 0.259 -18.69 -8.11 -4.18 -20.01 -13.15 -9.51 16.99 2.024 0.375 0.741 14.70
EN Mean 1.613 6.13 6.75 0.196 -28.07 -9.27 -5.82 -33.77 -19.13 -13.20 17.63 1.783 0.256 0.583 15.28
EN Median 1.619 6.19 5.79 0.231 -18.01 -10.84 -3.81 -18.74 -14.60 -11.00 14.05 1.876 0.334 0.715 15.10
Notes: The table reports evaluation criteria for the out-of-sample monthly rebalancing portfolio. Benchmark models are HFR Fund of Funds Index and naive
(equally-weighted) portfolios. Evaluation criteria include end of period portfolio value (EPV), annualized average return (AR), annualized standard deviation
(SD), maximum drawdown (MDD), annualized value at risk (VaR) and annualized conditional value at risk (CVaR), Sharpe Ratio (SR), Omega Ratio (OMG),
Sortino Ratio (SOR), Upside Potential (UP) and Portfolio Turnover (PT). CVaR and VaR are estimated at 99%, 95% and 90% condence level. AR, SD, MDD,
VaR and CVaR are in percentages.
  
Table 13. Statistical evaluation - Univariate Models - Crisis Period (2007-2009)
DR MA EMN QD SB EM EH ED M RV FIAB FICA FICI MS YA
AR(1) 4.579 1.425 1.219 10.391 15.795 17.251 9.669 5.126 2.594 3.700 1.318 14.865 5.885 4.231 8.212
BTF 0.999 1.025 1.011 1.036 1.059 1.012 1.019 1.008 1.019 0.998 1.008 1.007 1.003 1.007 1.003
CTF 1.029 0.971 0.987 0.961 0.985 1.056 0.965 0.952 1.006 1.034 1.010 1.023 1.010 0.987 0.949
CMTF 0.998 0.977 0.987 1.017 1.050 1.001 0.969 0.998 1.005 0.985 0.995 0.992 1.021 0.985 0.921
STITF 1.039 1.043 1.011 1.046 1.060 1.042 1.030 1.044 1.238 1.027 1.006 1.012 1.053 1.022 0.934
SITF 1.006 0.995 1.005 1.017 1.053 1.010 1.011 1.009 1.036 1.008 0.905 1.017 1.009 1.012 1.010
SP500 0.921 1.006 0.962 0.993 1.094 1.010 0.995 0.967 0.991 0.994 0.918 1.005 0.944 0.994 0.924
Size 1.028 0.949 1.012 1.045 1.063 1.049 1.012 1.000 0.998 1.014 1.011 1.002 1.008 1.001 1.009
Bond 1.030 1.004 1.001 0.998 0.998 1.000 0.999 1.004 1.060 1.002 1.053 1.010 1.003 1.011 1.019
CreditSpr 1.007 1.035 1.002 1.013 0.999 1.028 1.000 0.993 1.189 1.020 0.887 1.002 1.014 1.035 0.899
MEM 0.967 1.016 1.026 1.025 1.013 1.006 1.004 1.007 1.020 1.006 0.938 1.003 0.988 1.007 0.979
VIX 0.885 0.995 1.018 0.969 0.948 0.990 0.978 0.943 1.026 0.961 0.704 0.978 0.881 0.938 0.873
HML 1.010 1.004 0.954 1.054 1.058 1.017 1.035 1.001 0.992 1.003 0.983 1.007 1.008 1.002 0.993
SMB 1.020 0.953 1.004 1.006 1.032 1.034 0.997 0.971 1.003 1.006 1.012 1.004 1.004 0.995 1.009
MOM 0.907 1.005 0.937 1.002 1.014 0.973 0.975 0.970 1.000 0.998 0.970 1.016 0.975 1.002 0.960
LTR 1.044 1.130 1.030 1.069 1.058 1.016 1.035 1.055 1.011 1.009 1.046 1.006 1.036 1.022 1.004
STR 0.964 1.000 0.916 1.010 1.016 1.007 1.005 0.996 1.017 1.003 0.984 1.008 0.996 1.003 0.986
RF 1.017 1.055 0.863 0.996 0.993 1.032 1.006 1.008 0.981 1.034 0.993 1.025 1.012 1.008 1.015
DefaultSpr 1.042 1.081 0.861 1.004 1.031 1.040 1.039 1.025 1.009 1.024 1.029 1.004 1.018 1.013 1.045
TermSpr 1.006 1.056 0.961 0.999 0.995 1.012 1.015 1.012 0.987 1.023 0.962 1.014 1.006 1.002 1.009
INF 1.038 1.042 1.062 1.173 1.097 1.077 1.072 1.079 1.129 1.005 1.045 0.998 1.015 0.999 1.080
d(INF) 1.016 1.050 1.031 1.067 1.030 1.065 1.043 1.046 1.054 1.038 1.025 1.030 1.018 1.032 1.040
IP 0.943 0.840 0.855 0.796 0.990 0.874 0.854 0.848 1.010 0.891 1.016 0.937 0.979 0.945 0.980
PYRL 1.039 1.061 0.794 0.993 1.041 1.049 1.036 1.018 1.028 1.028 1.036 1.017 1.042 1.027 1.040
USDTW 0.972 1.037 1.023 0.992 0.976 0.983 1.015 0.999 1.039 1.008 0.968 1.028 0.975 1.013 0.934
OECD 0.990 0.999 1.009 0.955 1.015 1.002 0.978 0.974 1.015 1.018 0.978 1.035 1.014 1.017 0.953
GSCI 1.011 1.006 1.022 1.038 1.026 1.015 1.015 1.008 0.998 1.014 1.076 0.998 1.012 0.988 0.986
SBGC 0.994 0.984 1.039 0.997 0.965 1.017 0.999 0.978 1.006 0.970 1.089 0.984 0.985 1.010 0.946
SBWG 0.963 1.013 1.010 1.014 1.009 1.016 1.024 0.983 1.008 0.954 1.051 0.990 0.952 0.990 0.961
LHY 0.849 1.019 0.950 1.080 1.058 1.014 1.019 0.957 1.016 0.994 0.816 1.011 0.932 0.999 0.794
MXUS 0.915 1.002 1.002 1.002 1.099 1.011 0.999 0.960 1.013 0.970 0.816 0.999 0.926 0.984 0.891
RUS3000 0.910 1.015 0.966 0.974 1.075 1.003 0.992 0.970 0.990 0.996 0.920 1.006 0.943 0.996 0.925
LIQ 0.995 1.008 1.023 1.008 1.013 1.010 1.015 1.006 1.014 0.983 1.070 0.975 0.997 1.028 1.019
Notes: The table reports the Theils U index for univariate models. The line named AR(1) displays the MSFE of the AR(1) benchmark model. A value lower
than 1 (in bold) suggests superior predictive ability.
  
Table 14. Statistical Evaluation - Combination of forecasts and information - Crisis Period (2007-2009)
Panel A Combination of forecasts
DR MA EMN QD SB EM EH ED M RV FIAB FICA FICI MS YA
Mean 0.972 0.977 0.942 0.990 1.017 0.999 0.987 0.978 1.009 0.993 0.955 1.000 0.983 0.997 0.952
Median 0.989 0.991 0.989 0.999 1.008 1.007 0.997 0.991 1.004 1.000 0.989 1.003 0.996 1.000 0.978
Trimmed mean 0.978 0.985 0.951 0.994 1.017 1.004 0.993 0.983 1.007 0.998 0.964 1.002 0.985 0.999 0.961
DMSFE(0.9) 0.971 0.973 0.937 0.987 1.017 0.997 0.985 0.977 1.010 0.992 0.949 1.000 0.982 0.997 0.950
DMSFE(0.5) 0.972 0.970 0.940 0.987 1.019 0.992 0.984 0.976 1.012 0.990 0.944 0.999 0.982 0.996 0.951
Cluster(2) 0.948 0.961 0.909 0.976 1.013 0.990 0.977 0.964 1.024 0.984 0.924 1.004 0.972 0.994 0.912
Cluster(5) 0.912 0.934 0.847 0.961 1.010 0.971 0.961 0.943 1.068 0.965 0.875 0.991 0.945 0.993 0.892
PC(5) 0.952 1.165 0.743 1.114 1.297 1.096 1.259 1.140 1.139 1.405 0.936 1.817 1.004 1.116 1.067
PC(7) 0.945 0.974 0.775 1.211 1.303 1.090 1.146 1.340 1.222 1.125 0.910 1.524 1.088 1.361 1.100
Panel B Combination of information
Kitchen sink 0.833 1.276 1.112 1.319 1.868 1.157 0.965 0.881 1.562 0.789 1.167 0.866 0.903 0.915 0.824
Kitchen sink BA 0.828 1.373 1.083 1.304 1.832 1.140 0.962 0.888 1.598 0.801 1.070 0.852 0.893 0.900 0.812
Pretesting 0.899 1.152 1.021 1.285 1.065 1.064 1.040 0.875 1.176 0.758 1.292 0.940 0.874 0.924 0.925
Pretesting BA 0.797 1.094 0.964 1.091 1.275 1.045 0.889 0.838 1.357 0.823 0.965 0.887 0.861 0.866 0.763
Ridge 0.797 0.960 0.809 1.032 1.439 0.990 0.901 0.798 1.284 0.929 0.875 0.947 0.883 0.988 0.708
Lasso 0.832 0.962 0.785 0.997 1.318 0.992 0.945 0.858 1.095 1.015 0.916 0.955 0.888 1.016 0.782
Elastic net 0.791 1.000 0.821 1.084 1.510 1.003 0.917 0.804 1.253 0.892 0.952 0.927 0.879 0.970 0.725
Adaptive EN 0.780 1.026 0.834 1.202 1.058 1.124 1.165 1.120 1.157 0.957 1.017 0.995 0.845 1.063 0.858
EN CV 1.031 1.040 0.760 1.133 1.045 1.298 1.095 1.082 1.043 0.858 1.020 0.899 0.881 1.008 0.767
EN Mean 0.966 0.913 0.845 0.956 1.148 0.955 0.951 0.954 1.016 1.091 1.004 0.986 1.017 1.086 0.830
EN Median 0.977 0.975 0.938 0.963 1.122 0.990 0.984 1.005 0.987 1.189 1.030 1.033 1.054 1.172 0.884
Notes: The table reports the Theils U index for combination of forecasts and information models relative to the AR(1) benchmark model. A value lower than
1 (in bold) suggests superior predictive ability.
  
Table 15. Out-of-sample performance of e¢ cient portfolios - Crisis Period
AR SD SR
Naive 2.36 6.95 0.095
HFR -0.84 7.75 -0.034
Panel A Combination of forecasts
 = 1  = 0:50  = 0:25  = 0  = 1; SS  = 0; SS
AR SD SR AR SD SR AR SD SR AR SD SR AR SD SR AR SD SR
Mean 1.11 5.68 0.053 1.03 5.70 0.049 0.09 6.10 0.001 -0.12 9.34 -0.006 1.65 2.93 0.156 2.36 6.66 0.099
Median 0.80 6.15 0.035 0.75 6.17 0.032 -0.28 6.56 -0.015 -0.25 9.41 -0.010 1.62 2.91 0.154 2.02 6.39 0.088
Trimmed mean 0.58 5.98 0.025 0.52 6.00 0.022 -0.41 6.38 -0.021 -0.19 9.36 -0.008 1.64 2.94 0.155 2.38 6.57 0.102
DMSFE(0.9) 1.08 5.69 0.051 1.00 5.71 0.047 0.05 6.11 -0.001 -0.15 9.33 -0.007 1.69 2.92 0.160 2.71 6.60 0.116
DMSFE(0.5) 1.16 5.47 0.058 1.09 5.49 0.054 0.01 5.95 -0.002 -0.24 9.29 -0.010 1.84 2.84 0.180 2.92 6.50 0.127
Cluster(2) 2.21 5.53 0.112 2.10 5.56 0.106 1.01 5.95 0.046 0.05 9.32 -0.000 1.96 2.78 0.197 3.00 6.47 0.131
Cluster(5) 1.98 5.35 0.103 1.89 5.38 0.098 0.76 5.70 0.035 1.78 8.38 0.059 2.04 2.67 0.214 4.85 6.01 0.230
PC(5) 4.52 4.64 0.277 4.29 4.72 0.258 4.12 4.97 0.236 5.22 7.82 0.190 2.00 2.92 0.192 5.30 8.84 0.171
PC(7) 2.20 5.14 0.120 1.71 5.34 0.089 1.48 5.62 0.073 2.75 7.53 0.103 2.75 2.66 0.291 5.92 7.69 0.220
Panel B Combination of information
Kitchen sink 3.14 3.55 0.250 2.71 4.33 0.176 2.56 6.74 0.107 3.13 8.26 0.107 1.15 3.10 0.101 -3.53 7.44 -0.139
Kitchen sink BA 2.94 3.71 0.223 2.26 4.48 0.141 2.77 7.00 0.112 1.94 8.35 0.065 1.12 3.12 0.097 -3.98 8.27 -0.141
Pretesting 2.27 2.72 0.234 1.15 3.05 0.103 1.97 4.40 0.125 3.57 6.25 0.162 1.60 2.41 0.184 -2.64 7.39 -0.106
Pretesting BA 2.74 3.37 0.229 2.37 3.86 0.173 1.70 5.87 0.080 2.67 7.73 0.097 1.12 3.00 0.101 -3.70 7.82 -0.139
Ridge 3.04 3.26 0.263 2.70 3.52 0.216 2.76 4.84 0.161 2.78 7.42 0.106 1.24 2.89 0.117 -1.67 6.79 -0.074
Lasso 3.22 2.89 0.315 2.72 3.06 0.251 3.09 4.29 0.203 5.13 5.86 0.249 1.87 2.76 0.189 2.19 5.88 0.104
Elastic net 3.48 3.26 0.302 3.37 3.59 0.265 3.42 5.16 0.188 2.22 7.31 0.085 1.25 2.94 0.116 -2.02 6.85 -0.088
Adaptive EN 2.14 6.52 0.092 2.09 6.52 0.089 1.53 7.11 0.059 4.22 7.60 0.158 1.42 3.03 0.130 0.36 9.84 0.009
EN CV 0.12 6.12 0.002 0.13 6.13 0.003 0.01 6.17 -0.002 0.81 8.52 0.025 1.27 2.61 0.133 4.02 6.57 0.174
EN Mean 4.64 3.68 0.359 4.05 3.76 0.306 3.78 4.46 0.240 3.11 7.57 0.116 2.01 2.78 0.202 3.37 5.13 0.186
EN Median 4.87 3.78 0.366 4.26 3.92 0.309 4.01 4.38 0.260 4.71 6.32 0.212 2.78 2.58 0.303 7.65 5.62 0.390
Notes: The table reports evaluation criteria for the out-of-sample monthly rebalancing portfolio during the crisis period for various degrees of risk aversion ().
SS denotes that short-selling is allowed. Benchmark models are HFR Fund of Funds Index and naive (equally-weighted) portfolios. Evaluation criteria include
annualized average return (AR), annualized standard deviation (SD) and Sharpe Ratio (SR). AR and SD are in percentages.
  
Figure 1. Risk aversion parameter and portfolio performance
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