Abstract. Based on a construction by Kashiwara and Rouquier, we present an analogue of the Beilinson-Bernstein localization theorem for hypertoric varieties. In this case, sheaves of differential operators are replaced by sheaves of W -algebras. As a special case, our result gives a localization theorem for rational Cherednik algebras associated to cyclic groups.
Introduction
Kontsevich [21] and Polesello and Schapira [32] have shown that one can construct a stack of "W -algebroids" (or deformation-quantization algebroids) on any symplectic manifold. These stacks of W -algebroids provide a quantization of the sheaf of holomorphic functions on the manifold. In certain cases, these stacks of W -algebroids are the algebroids associated to a sheaf of non-commutative algebras called W -algebras. Locally this is always the case. When the symplectic manifold in question is the Hamiltonian reduction of a space equipped with a genuine sheaf of W -algebras, Kashiwara and Rouquier [19] have shown that one can define a family of sheaves of W -algebras on the Hamiltonian reduction coming from the sheaf upstairs. This provides a large class of examples of sheaves of W -algebras on non-trivial symplectic manifolds. In this paper we study W -algebras on the simplest class of Hamiltonian reductions, those coming from the action of a torus on a symplectic vector space. These spaces, which are called hypertoric varieties, were originally studied as hyperkähler manifolds by Bielawski and Dancer [2] . Examples of hypertoric varieties include the cotangent space of projective n-space and resolutions of cyclic Kleinian singularities. More generally, the cotangent space of any smooth toric variety can be realized as a dense, open subvariety of the corresponding hypertoric variety. One can also associate to the data of a reductive group G acting on a symplectic vector space a certain family of non-commutative algebras called quantum Hamiltonian reductions. In the case G is a torus, these algebras have been extensively studied by Musson and Van den Bergh [29] . The main goal of this paper is to prove a localization theorem, analogous to the celebrated Beilinson-Bernstein localization theorem [1] , giving an equivalence between the category of finitely generated modules for the quantum Hamiltonian reduction and a certain category of sheaves of W -algebra modules on the hypertoric variety. A particular class of examples of hypertoric varieties are the minimal resolutions of the Kleinian singularities of type A. Under mild restrictions on the parameters, the corresponding quantum Hamiltonian reductions are Morita equivalent to the rational Cherednik algebras associated to cyclic groups. Therefore a corollary of our main result is a localization theorem for these rational Cherednik algebras. 1 The content of each section is summarized as follows. In section two we introduce, following Kashiwara and Rouquier, W -algebras on symplectic manifolds in the equivariant setting. In section three section we give a criterion for the W -affinity of a class of W -algebras on those symplectic manifolds that are obtained by Hamiltonian reduction of the cotangent bundle to a vector space acted upon by a reductive group. The W -algebras on hypertoric varieties that we will consider later are a special case of the setup in section three. The main result of this section is Theorem 3.3.
Hypertoric varieties are introduced in section four and we show that they posses the correct geometric properties that are required to apply the results of section three. Using the results of Musson and Van den Bergh, we apply the results of section three to the case of W -algebras and prove our main results, Theorem 5.2 and Corollary 5.3. In the final section we consider the special case where the hypertoric variety is the resolution of a Kleinian singularity of type A and the global sections of the sheaf of W -algebras on this resolution can be identified with the spherical subalgebra of the rational Cherednik algebra associated to a cyclic group.
1.1. Convention. Throughout, a variety will always mean an integral, separated scheme of finite type over C. A non-reduced space will be referred to as a scheme, again assumed to be over C.
W -algebras
2.1. In this section we recall the definition of W -algebras as given in [19] . We state results about the existence and "affinity" of W -algebras. Let X be a complex manifold with the classical analytic topology and let O X denote the sheaf of regular, holomorphic functions on X. Denote by D X the sheaf of differential operators on X with holomorphic coefficients. Denote by k = C(( )) the field of formal Laurent series in and by k(0) the subring C[[ ]] of formal functions on C. Considering k and k(0) as abelian groups, the corresponding sheaves of locally constant functions on X will be denoted k X and k(0) X respectively. Given m ∈ Z, we define W T * C n (m) to be the sheaf of formal power series i≥−m i a i , a i ∈ O T * C n , on the cotangent bundle T * C n of C n . Let us fix coordinates x 1 , . . . , x n on C n and dual coordinates ξ 1 , . . . , ξ n on (C n ) * , identifying T * C n with C n × (C n ) * . Set W T * C n = m∈Z W T * C n (m). Then W T * C n is a sheaf of (non-commutative) k-algebras on T * C n . Multiplication is defined by
where |α| = n i=1 α i , α! = α 1 ! · · · α n ! and ∂ α ξ = ∂ |α| ∂ α 1 ξ 1 ···∂ αn ξn . There is a ring homomorphism D C n (C n ) −→ W T * C n (T * C n ) given by x i → x i and ∂ ∂x i Part (ii) follows from [19, Lemma 2.11] . Fix some open subset U of X and take a section (f n ) n∈Z ∈ lim −∞←n (M /M (n))(U ).
Then, by part (i), there exists some integer k > n such that the image f n of f in (M /M (n))(U ) lies in (M (k)/M (n))(U ). Now by definition f n is the image of f n−1 in the surjection (M /M (n− 1))(U ) −→ (M /M (n))(U ), hence f n−1 ∈ (M (k)/M (n − 1))(U ) too. Thus ( −k f n ) n∈Z is in lim −∞←n (M (0)/M (n))(U ). This implies that we have a surjective morphism
But it follows once again from [19, Lemma 2.11 ] that
Thus M surjects onto lim
. Part (ii) implies that this map is also injective.
2.5. G-equivariance. Let G be a complex Lie group acting symplectically on X; T g :
We assume that this action is Hamiltonian with moment map µ X : X −→ g * , where g is the Lie algebra of G.
The category of quasi-G-equivariant W X -modules will be denoted Mod G (W X ). Note that if M and N are elements in Obj(
for each open set U ⊂ X, which satisfies the usual conditions of being a W X -homomorphism, such that in addition, for each g ∈ G, the diagram
is commutative.
Definition 2.5. Let G act on the algebra W X . A map µ W : g −→ W X (1) is said to be a quantized moment map for the G-action if µ W satisfies the following properties:
for every A ∈ g, a ∈ W X and g ∈ G.
Let X(G) := Hom gp (G, C * ) be the lattice of G-characters. Note that if a ∈ W X is a θ-semiinvariant of G (that is, ρ g (a) = θ(g)a, ∀g ∈ G), where θ ∈ X(G), then (2) [µ W (A), a] = dθ(A)a,
is the differential sending a G-character to the corresponding gcharacter. From now on we omit the symbol d and think of θ ∈ X(G) as a character for both G and g. For χ ∈ (g * ) G we set
Note that L X,χ is a good quasi-G-equivariant W X -module, and has lattice
We will require the following result, whose proof is based on Holland's result [17, Proposition 2.4].
Proposition 2.6. Assume that the moment map µ X is flat, then on X we have an isomorphism of graded sheaves
Proof. The moment map µ W makes W X a right U (g)-module. Let C χ be the one-dimensional U (g)-module defined by the character χ so that L X,χ = W X ⊗ U (g) C χ . As in [17, Proposition 2.4], we denote by B • the Chevalley-Eilenburg resolution of C χ . Thus, B k = U (g) ⊗ ∧ k g and the differential is given by
Note that the filtration is not bounded above or below. However, by Lemma 2.2 the filtration on C • is exhaustive, Hausdorff and complete. We denote by E r p,q the spectral sequence corresponding to the filtration F n on C • . Since the filtration is exhaustive, Hausdorff and complete, the proof of [39, Theorem 5.5.10] shows that the spectral sequence E converges to H • (C) (that the sequence is regular follows from the fact, to be shown below, that it collapses at E 1 ). By construction, we have an isomorphism of filtered sheaves H 0 (C) ≃ L X,χ and hence gr(H 0 (C)) ≃ gr(L X,χ ).
Therefore the sequence collapses at E 1 and we have
as required.
F -actions.
Here we repeat the definition of F -action on W X -modules as defined in [19, §2.3.1] . Let t → T t denote an action of the torus C * on X such that the symplectic 2-form is a semi-invariant of positive weight, T * t ω X = t m ω X for some m > 0.
Definition 2.7. An F -action with exponent m on W X is an action of the group C * on W X as in Definition 2.3 except that C * can also act non-trivially on . More specifically, if
It will be convenient to extend the F -action of C * to an action on
is an abelian category. It is also noted in [19, §2.3] that if there exists a relatively compact open subset U of X such that C * · U = X then every good, F -equivariant W X -module admits globally a coherent W X (0)-lattice. Such an open set U will exist in the cases we consider. The following lemma, whose proof is a simple calculation, will be used later.
2.7. Example. Let V be an n-dimensional vector space. We fix X = T * V with co-ordinates x 1 , . . . , x n , ξ 1 , . . . , ξ n and define an action T t of C * on X such that the corresponding action on co-ordinate functions is given by T t (x i ) = tx i and T t (ξ i ) = tξ i . Then T * t ω X = t 2 ω X . We extend 6 this to an F -action on W T * V by setting F t ( ) = t 2 . Let D(V ) denote the ring of algebraic differential operators on V .
where the second equality comes from
Since T * V is connected, taking power series expansion in a sufficiently small neighborhood of 0 ∈ T * V defines an embedding
As C * -modules we can identify
) and we get a C * -equivariant embedding
where we denote by ⊗ the completed tensor product with respect to the linear topology. Taking invariants gives the desired result.
A trivial application of Theorem 3.3 below, with f = id C n and G = {1}, shows that
W -Affinity
In this section we give a criterion for the W -affinity of a class of W -algebras on those symplectic manifolds that are obtained by Hamiltonian reduction.
3.1. The geometric setup. Let V be an n-dimensional vector space over C. Its cotangent bundle T * V has the structure of a complex symplectic manifold. Let G be a connected, reductive algebraic group acting algebraically on V . This action induces a Hamiltonian action on T * V and we have a moment map µ T * V :
We fix a character ϑ ∈ X(G). Let X be the open subset of all ϑ-semistable points in T * V and denote the restriction of µ T * V to X by µ X . We assume that the following holds: X (0)//G is non-empty. Condition (ii) implies that the morphism µ X is regular at all points in µ −1 X (0) and hence Z is a non-singular symplectic manifold. Condition (iii) will be used in Proposition 3.5. We add to our previous assumptions, (iv) the morphism f is birational and S is a normal variety.
In the case of hypertoric varieties, it is shown in section 4 that assumptions (i)-(iv) hold when the matrix A is unimodular.
Proof. It is well-known that the condition implies the statement of the lemma, but we were unable to find any suitable reference therefore we include a proof for the readers convenience.
T * V (0)] sϑ and R = ⊕ s≥0 R s so that Z = Proj R and recall that f is the canonical projective morphism from Z to S. By Hilbert's Theorem (see [22, Zusatz 3.2] ), R is finitely generated as an R 0 -algebra. Let x 1 , . . . , x n ∈ R be homogeneous generators (of degree at least one) of R as an R 0 -algebra. Then the affine open sets
Then, for each i, there exists an m such that x m i · r ∈ R. We choose one m sufficiently large so that x m i ·r ∈ R for all i. Since the x i generate R, we actually have y ·r ∈ R for all y ∈ R s and s ≥ m 0 := nmd, where d is the maximum of the degrees of x 1 , . . . , x n . Therefore y · r ∈ R for all y ∈ s≥m 0 R s . Since r has degree zero, y · r ∈ s≥m 0 R s for all y ∈ s≥m 0 R s . Inductively, y · r q ∈ s≥m 0 R s for all q ≥ 1. Take y = x R is finitely generated, hence the algebra R[r] is finite over R. This means r satisfies some monic polynomial u t + r 1 u t−1 + · · · + r t with coefficients in R. However R has degree zero so without loss of generality r i ∈ R 0 . Thus r is in the integral closure of R 0 in the degree zero part of the field of fractions of R. Now [14, Theorem 7.17] says that, since the map f is projective and birational, there exists an ideal I in R 0 such that R k ≃ I k as R 0 -modules and we have an isomorphism of graded rings R ≃ k≥0 I k . That is, Z is isomorphic to the blowup of S along V (I). Therefore we can identify the degree zero part of the field of fractions of R with the field of fractions of R 0 . Since R 0 is assumed to be normal, r ∈ R 0 as required.
3.2. The quotient morphism will be written p : µ −1
For each character θ ∈ X(G) and vector space M on which G acts, we denote by M θ the set of element m ∈ M such that g · m = θ(g)m for all g ∈ G. We can define a coherent sheaf L θ on the quotient Z by
Since G acts freely on µ
3.3. Quantum Hamiltonian reduction. Differentiating the action of G on V produces a morphism of Lie algebras µ D : g −→ Vect(V ), from g into the Lie algebra of algebraic vector fields on V :
and the algebra, respectively (U χ , U χ+θ )-bimodule,
Fix χ ∈ (g * ) G and θ ∈ X. We consider the following natural homomorphisms:
where • is composition of morphisms and ev : C −θ ⊗ C θ −→ C is the natural map. We write χ → χ + θ if the map (4) is surjective and similarly χ + θ → χ if the map (5) is surjective. Note that if χ + θ ⇆ χ then, as shown in [27, Corollary 3.5.4], the categories U χ -mod and U χ+θ -mod are Morita equivalent.
3.4.
The sheaf of W -algebras. Denote by W X the restriction of the canonical W -algebra W T * V to X. We define an action of the torus
X is a C * -stable open set. The algebra W X is then equipped with an F -action of weight 2 as defined in the setup of Lemma 2.9. Define W T * V := W T * V [ 1/2 ] and write W X for its restriction to X. As noted in (2.1), we have an embedding j :
It is a quantized moment map in the sense of Definition 2.5. Then, as in (3), for each χ ∈ (g * ) G , we have defined the
If we let C * act trivially on g then the morphism µ W is F -equivariant and hence L χ is equipped with an F -action. The image of 1 in L χ will be denoted by u χ .
Now set
where θ ∈ X(G) and C θ denotes the corresponding one dimensional G-module.
where L θ is the line bundle as defined above. We say that a good A χ -module M is generated, locally on S, by its global sections if for each s ∈ S there exists some open neighborhood (in the complex analytic topology) U ⊂ S of s such that the natural map of left (
Definition 3.2. We denote by Mod
3.6. W -affinity. We can now state the main result relating the sheaf of W -algebras A χ on Z and the algebra of quantum Hamiltonian reduction U χ . Theorem 3.3. Let A χ and U χ be as above and choose some θ ∈ X(G) such that L θ is ample.
The proof of Theorem 3.3 will occupy the remainder of section 3.
3.7. Proof of the theorem. We fix A χ , U χ and L θ as in Theorem 3.3. First we require some preparatory lemmata. Denote by ι the embedding
by placing x i and ∂ i in degree 1/2 (this is the Bernstein filtration). Then ι is a strictly filtered embedding in the sense that
By Lemma 2.9, the image of
Let us introduce
E χ = (End Mod G,F W X (L χ )) opp and E θ χ = Hom Mod F,G W X (L χ , L χ+θ ⊗ C θ ), so that E θ χ is a (E χ , E χ+θ )-bimodule and L χ is a ( W X , E χ )-bimodule.
By Lemma 2.8, we can identify
Note that equation (6) implies that the map ι induces an embedding ι :
and after taking G, F -invariants
Proof. The isomorphism (8) induced by the embedding ι is filtered in the same sense as Ψ χ above. Therefore it suffice to show that the natural map
is clearly filtered in the weaker sense that it restricts to a map
Since the moment map µ T * V is assumed to be flat, Proposition 2.6 says that the morphism of associated graded spaces is the natural localization map
Note that the filtration on L T * V,χ is stable with respect to both G and F . Lemma 2.2 says that the globally defined good filtration on L T * V,χ is exhaustive and Hausdorff. Therefore, taking invariants with respect to G and F , it suffices to show that
is an isomorphism. But, since the F -action is contracting,
which is the space of G-invariant homogeneous polynomials on µ
Therefore the result follow from the assumption that
3.8. Shifting. The localization theorem relies on the following result by Kashiwara and Rouquier:
Theorem 3.7 (Theorem 2.9, [19] ). Let A χ,θ (0) and L θ be as above such that L θ is ample.
(i) Assume that for all n ≫ 0 there exists a finite dimensional vector space V n and a split epimorphism of left
Assume that for all n ≫ 0 there exists a finite dimensional vector space U n and a split epimorphism of left A χ -modules A χ ⊗U n ։ A χ,nθ . Then every good A χ -module is generated, locally on S, by its global sections.
Lemma 3.8. Let A χ and U χ be as above and choose θ ∈ X(G).
(i) If χ ← χ + θ then there exists a finite dimensional vector space V and a split epimorphism
Proof. We begin with (i). Equation (8) implies that we have a morphism
which a direct calculation shows is a morphism of (U χ , U χ+θ ) = (E χ , E χ+θ )-bimodules (here we identify U χ with E χ via the isomorphism of Proposition 3.5). Thus χ ← χ + θ implies that
Therefore there exists some k and
The mapΨ :
is a right inverse to Ψ. Hence Ψ is a split epimorphism. Since Ψ andΨ are (G, C * )-equivariant we can apply the functor
is a right inverse to Φ. Hence Φ is a split epimorphism. Since Φ andΦ are (G, C * )-equivariant we can apply
Proof of Theorem 3.3. It follows from the equivalence [19, Proposition 2.8 (iv)] that Γ(Z, A χ ) F = E χ . Therefore part (i) follows from Proposition 3.5. Lemma 3.8 and Theorem 3.7 show that χ ← χ + nθ for all n ∈ Z ≥0 implies that R i f * (M ) = 0 for all i > 0 and all M ∈ Mod good F (A χ ). Similarly, χ → χ + nθ for all n ∈ Z ≥0 implies that every good A χ -module is generated, locally on S, by its global sections. Let o denote the image of the origin of T * V in S. The C * -action we have defined on S (via the C * -action on T * V ) shrinks every point to o, in the sense that lim
Similarly, [19, Lemma 2.14] says that if every good A χ -module M is generated, locally on S, by its global sections then every M is generated by its F -invariant global sections. That is,
With these facts one can follow the proof of [18, Corollary 11.2.6], more or less word for word.
Hypertoric Varieties
4.1. As we have seen in the previous section, when one has a reductive group G acting on a vector space V , there exists a family of W -algebras on the Hamiltonian reduction of the cotangent bundle of V . The simplest such situation is where G = T, a d-dimensional torus. In this case the 13 corresponding Hamiltonian reduction is called a hypertoric variety. In this section we recall the definition of, and basic facts about, hypertoric varieties. The reader is advised to consult [35] for an excellent introduction to hypertoric varieties. Here we will follow the algebraic presentation given in [15] . Thus, in this section only, spaces will be algebraic varieties over C in the Zariski topology.
4.2. Torus actions. Fix 1 ≤ d < n ∈ N and let T := (C * = [a 1 , . . . , a n ] = (a ij ) i∈ [1,d] ;j∈ [1,n] and is given by
We fix the co-ordinate ring of V to be R := C[x 1 , . . . , x n ]. The algebra R is graded by the action of T, deg(x i ) = a i . We make the assumption that the d × d minors of A are relatively prime.
This ensures that the map Z n A −→ Z d is surjective and hence the stabilizer of a generic point is trivial.
4.3. Since Z d is a free Z-module, the above assumption implies that we can choose an n × (n − d) integer valued matrix B = [b 1 , . . . , b n ] T so that the following sequence is exact:
where, as before, X := Hom gp (T, C * ) is the character lattice of T and Z n is identified with the character lattice of (C * ) n ⊂ GL(C n ). The dual Hom Z (X, Z) of X, which parameterizes oneparameter subgroups of T, will be denoted Y. Applying the functor Hom( − , C * ) to the sequence (9) gives a short exact sequence of abelian groups
Let t denote the Lie algebra of T and g the Lie algebra of (C * ) n . Differentiating the sequence (10) produces the short exact sequence
of abelian Lie algebras.
4.4.
Geometric Invariant Theory. The standard approach to defining "sensible" algebraic quotients of V by T is to use geometric invariant theory. We recall here the basic construction that will be used. Let X Q := X ⊗ Z Q be the space of fractional characters. We fix a stability parameter δ ∈ X Q . For k = (k 1 , . . . , k n ) ∈ N n , the monomial x k 1 1 · · · x kn n will be written x k . Then λ · x k = λ A·k x k and we define
to be the space of T-semi-invariants of weight δ. Note that R δ = 0 if δ / ∈ X. A point p ∈ V is said to be δ-semi-stable if there exists an n > 0 such that nδ ∈ X and f ∈ R nδ with f (p) = 0. A point p is called δ-stable if it is δ-semi-stable and in addition its stabilizer under T is finite. The set of δ-semi-stable points in V will be denoted V ss δ . The parameter δ is said to be effective if R nδ = 0 for some n > 0 (by the Nullstellensatz this is equivalent to V ss δ = ∅).
Definition 4.1. Let δ ∈ X Q be an effective stability condition. The G.I.T quotient of V by T with respect to δ is the variety X(A, δ) := Proj
it is projective over the affine quotient
If a point p ∈ V is not δ-semi-stable it is called δ-unstable. Using the one-parameter subgroups of T one can describe the set V us δ of δ-unstable points. We denote by −, − the natural pairing between Y and X (and by extension between t and t * ). Let V (f 1 , . . . , f k ) denote the set of common zeros of the polynomials f 1 , . . . , f k ∈ R.
Lemma 4.2. Let δ ∈ X Q be an effective stability parameter. The δ-unstable locus is
Moreover, there exists a finite set
Proof. Let S := R[t] and extend the action of T from R to S by setting
where (S T ) + = (S + ) T follows from the fact that T is reductive. Then [20, Theorem 1.4] says that there exists a one-parameter subgroup λ ∈ Y such that lim t→0 λ(t) · (u, 1) ∈ V × {0}.
which implies that u i = 0 for all i ∈ [1, n] such that λ, a i > 0 and λ, δ > 0. This shows that the left hand side of (12) is contained in the right hand side. Conversely, if u is δ-semi-stable then it is also φ-semi-stable with respect to the action of the one dimensional torus λ : T ֒→ T on V , where φ is the character of T defined by t → t λ,δ . . The set of all ρ equivalent to a fixed δ will be denoted C(δ). These equivalence classes form the relative interiors of the cones of a rational polyhedral fan ∆ (T, S) , called the G.I.T. fan, in X Q . The support of ∆(T, S) is the set of all effective δ ∈ X Q such that S ss δ = 0 and is denoted |∆(T, S)|. We will mainly be concerned with S = V . The cones in ∆(T, V ) having the property that the stable locus is properly contained in the semi-stable locus are called the walls of ∆(T, V ). The G.I.T. fan is quite difficult to describe explicitly, see [31] . However one has the following explicit description of the walls of ∆(T, V ).
Q ≥0 · a i and the walls of the fan are i∈J Q ≥0 ·a i , where
Proof. Let 0 = δ ∈ n i=1 Z ≥0 · a i and write δ = i∈I n i a i where I ⊂ [1, n] and n i > 0 for all i ∈ I. Then 0 = f = i∈I x n i i ∈ R δ implies that δ is effective. Now let δ ∈ X be any effective stability parameter and choose 0 = p ∈ V ss δ . Write p = p 1 + · · · + p n so that x i (p) = p i and let
Now choose δ ∈ X to lie on a wall. By definition, there exists a δ-semi-stable point p such that dim Stab T (p) ≥ 1. Let I be as above. Then dim Stab T (p) ≥ 1 implies that the subspace i∈I Q · a i must be a proper subspace of X Q . The above reasoning shows that δ ∈ i∈I Z ≥0 · a i as required. 
The action of T is Hamiltonian and the moment map is given by
a ij x i y i j∈ [1,d] .
Consider the ideal
it is homogeneous and generated by T-invariant polynomials.
Definition 4.5. The hypertoric variety associated to A and δ is defined to be
The basic properties of hypertoric varieties can be summarized as: Proof. The lexicographic ordering on a monomial x α , α ∈ Z 2n , is defined by saying that x α > x β if and only if the left most non-zero entry of α − β is greater than zero, see [7, page 54] . After permuting the variables x 1 , . . . , x n , we may assume that the first d columns of A are linearly independent. Applying an automorphism of T and then letting T act is the same as multiplying A on the right by some unimodular d×d-matrix. Using this fact we may assume that the left most d × d-block of A is a non-degenerate, diagonal matrix. This allows us to rewrite the generators of I as
We refer the reader to [10] for the definition of symplectic variety and symplectic resolution. To prove that it is a complete intersection we must show that the generators of I given above form a regular sequence in the polynomial ring R. Once again, it suffices to note that x 1 y 1 , . . . , x d y d is a regular sequence. Also, since the ideal in(I) is radical, the ideal I is itself radical. Now note that, since the sequence (9) is exact, the matrix B contains a row of zeros if and only if there exists an i ∈ [1, .., d] such that c i,j = 0 for all j > d. So, when B contains no rows equal to zero we can write 
) and let J = I(Y ). We may assume without loss of generality that c 1,d+1 = 0. Then J is generated by x 1 , x i y i − n j=d+2 c i,j x j y j for j = 2, . . . , d and x d+1 y d+1 + n j=d+2 c 1,j x j y j . Hence in(J) = x 1 , x 2 y 2 , . . . , x d+1 y d+1 , which defines a variety of dimension 2n − d − 1 as required.
From now on we assume that no row of the matrix B is zero.
Lemma 4.8. For any A, we have dim X(A ± , 0) = 2n − d.
n ] T denote the coordinate ring of the quotient U/T. Let F 1 be the field of fractions of S 1 . Let S 2 = C[X(A ± , 0)] and F 2 its field of fractions. We claim that F 1 ⊂ F 2 . An element in F 1 is a fraction f (x 1 , . . . , x n )/g(x 1 , . . . , x n ), where f and g are homogeneous of the same weight with respect to T. Then f (x)f (y), g(x)f (y) ∈ S 2 and f (x)f (y)/g(x)f (y) = f (x)/g(x) as required. Since dim T n /T = n−d, to prove the lemma it suffices to show that the field extension F 1 ⊂ F 2 has transcendental degree n. Consider the field K = F 1 x 1 y 1 , . . . , x n y n . Then F 1 ⊂ K ⊂ F 2 and K is a purely transcendental extension of F 1 of degree n. We claim that K = F 2 . To show this it is sufficient to show that if f ∈ S 2 is a polynomial in the x i 's and y j 's then f ∈ K. We show more generally that if f = f 1 /g, where f 1 , g ∈ S 2 and g a monomial, then f ∈ K. We prove the claim by induction on the number of terms in f (note that even though there is some choice in the exact form of each of the terms in f , the number of terms is unique). If f has a term u consisting entirely of x i 's then u ∈ F 1 and f − u ∈ K by induction. So assume that every term of f contains power of y i for some i. Let u = αx i y j , i, j ∈ Z n , be some non-zero term of f . Then (xy) −j u ∈ F 1 and (xy) −j f − (xy) −j u ∈ K by induction. This implies that f ∈ K.
Note that, unlike X(A ± , 0), the dimension of X(A, 0) can vary greatly depending on the specific entries of A. 
G.I.T. chambers for hypertoric varieties. Define the subvariety
The subvariety E is preserved under the T-action. Therefore we may consider the corresponding G.I.T. quotients. The G.I.T. quotient E// δ T is a closed subvariety of Y (A, δ), it is called the extended core of Y (A, δ); see [35] for details.
Lemma 4.12. In X Q we have equalities of G.I.T. fans
Proof. For a fixed I ⊂ [1, n] denote by π I : T * V ։ E I the projection that sends x i to zero if i ∈ I and y j to zero if j ∈ [1, n]\I. The restriction of π I to µ −1 (0) will be denoted π I . The statement of lemma follows from the claim:
for each δ ∈ X. Let p ∈ (E I ) ss δ . Then, without loss of generality, we may assume that there exists a monomial f ∈ R N δ , N ≥ 1, such that f (p) = 0. Then f (q) = 0 for all q ∈ π
. Now choose p ∈ (T * V ) ss δ . Then there exist m ∈ N and g ∈ R mδ such that g(p) = 0. We may assume without loss of generality that 
Assume now that A is unimodular and choose δ ∈ X to lie in the interior of a d-cone of ∆(T, µ −1 (0)). By definition, the interior of this cone is C(δ). Y (A, δ) . From the definition of Y (A, δ) as proj of a graded ring we see that L ζ is an ample line bundle on Y (A, δ). Summarizing: Lemma 4.14. Let A be unimodular and let C(δ) denote the interior of a d-cone of ∆(T, µ −1 (0)). Then the line bundle L ζ on Y (A, δ) is ample for all ζ ∈ C(δ) ∩ X.
Quantum Hamiltonian reduction
5.1. Recall that D(V ) denotes the ring of algebraic differential operators on the n-dimensional space V . Let T act on V with weights described by the matrix A (as in sections 4.2 and 4.3) and choose an element χ of the dual t * of the Lie algebra t of T. As explained in (3.4) , by differentiating the action of T we get a quantum moment map
the quantum Hamiltonian reduction of V with respect to χ is defined to be the non-commutative algebra
We also have the bimodules
Following [29, Section 4.4], we say that χ and χ + θ are comparable if the multiplication map 
As noted in [29, Remark 4.4.3] , the relation → is transitive. Therefore it defines a pre-order on the set of elements in t * comparable to χ. As in [29, §9.1], we say that χ is maximal if χ is maximal in this pre-ordering i.e. χ ′ → χ implies χ → χ ′ . Recall that, if χ → χ + θ and χ + θ → χ then U χ and U χ+θ are Morita equivalent.
5.2.
The main results. We fix once and for all a Q-linear projection pr : C → Q and denote by the same symbol the corresponding extension to t * :
The map pr can be lifted to a map
The following proposition is the key to proving our main results. Its proof is given in subsection (5.4).
Proposition 5.1. Let C ⊂ X Q be the interior of a d-cone in the fan ∆(T, µ −1 (0)). Choose χ ∈ t * such that pr(χ) ∈ C. Then there exists a non-empty d-dimensional integral cone C(χ) ⊂ C ∩ X ∪ {0} such that for all θ ∈ C(χ), χ ← χ + pθ for all p ∈ Z ≥0 ; and C(χ)\{0} ⊂ C.
Recall from (4.6) and (3.4) that for each χ ∈ t * and δ ∈ C, where C is the interior of a d-cone of ∆(T, µ −1 (0)), we have defined the sheaf of algebras A χ on the smooth symplectic manifold Y (A, δ).
Theorem 5.2. Let C ⊂ X Q be the interior of a d-cone of ∆(T, µ −1 (0)). Choose χ ∈ t * such that pr(χ) ∈ C and choose δ ∈ C. Let A χ be the corresponding W -algebra on Y (A, δ). Proof. By Proposition 5.1 we can choose 0 = θ ∈ C(χ) such that χ ← χ + pθ for all p ∈ Z ≥0 . Since C(χ)\{0} ⊂ C, Lemma 4.14 says that θ defines an ample line bundle L θ on Y (A, δ) and we
Now the theorem is a particular case of Theorem 3.3, taking into account Remark 5.12 (iv).
Corollary 5.3. Let C ⊂ X Q be a d-cone with respect to the action of T on µ −1 (0). Choose χ ∈ t * such that pr(χ) ∈ C and choose δ ∈ C. Let A χ be the corresponding W -algebra on Y (A, δ) . If the global dimension of U χ is finite then the functor Hom Mod
Proof. By Proposition 5.1 we can choose 0 = θ ∈ C(χ) such that χ ← χ + pθ for all p ∈ Z ≥0 . However, [29, Theorem 9.1.1] says that χ is maximal if and only if the global dimension of U χ is finite. Therefore χ ⇆ χ + θ for all θ ∈ C(χ). Then, as in the proof of Theorem 5.2, Theorem 3.3 implies the statement of the corollary.
It seems natural to conjecture that, for any χ ∈ t * , U χ has finite global dimension if and only if Mod
where A χ is the corresponding W -algebra, defined on some Y (A, δ).
5.3.
The case d = 1. In specific cases it is possible to make Proposition 5.1 more explicit. One such case is when the torus T is one dimensional. Here the sets Q χ (which are define in (5.7)) can be explicitly described, as was done in [38] . Since A is assumed to be unimodular and a i = 0 for all i we see that a i = ±1 for all i. After reordering we may assume that a 1 , . . . , a k = 1 and a k+1 , . . . , a n = −1. For simplicity let us assume that n > 1. Then
In this situation X Q = Q and there are two 1-cones with respect to the action of T on µ −1 (0), they are Q ≥0 and Q ≤0 . Applying Theorem 3.3 gives Proposition 5.4. Let dim T = 1 and n > 1 and choose χ ∈ t * . For δ = 0, let A χ denote the corresponding W -algebra on Y (A, δ). 5.4. The remainder of this section is devoted to the proof of Proposition 5.1. Since T can be considered as a subgroup of T n , t is a Lie subalgebra of g = Lie(T n ) and we may regard elements of t as linear functionals on g * . Let ρ : g * ։ t * be the natural map. In order to decide whether χ → χ ′ , Musson and Van den Bergh study a certain stratification of the space
Choose α ∈ g * and denote by I ⊆ [1, n] the set of elements i such that α i ∈ Z. Write α := {β ∈ g * | β ≡ α mod Z n and ∀i ∈ I, α i ≥ 0 ⇔ β i ≥ 0}.
Theorem 5.5 (Theorem 4.4.4, [29] ). For χ, χ ′ ∈ t * we have χ → χ ′ if and only if α ∩ρ −1 (χ) = ∅, ∀ α ∈ ρ −1 (χ ′ ).
5.5. Note that the sets α ∩ ρ −1 (χ) are not closed in the Zariski topology. It is shown in [29] that the primitive ideals in U χ are parameterized by the sets α ∩ ρ −1 (χ) and that the set of all primitive ideals provides another characterization of whether χ → χ ′ . The sets α ∩ ρ −1 (χ) are parameterized by certain pairs (λ, θ) which we now describe following [29, Definition 7.2.1].
We say that the pair (λ, θ) is attached to χ if there exists α ∈ ρ −1 (χ) such that
Remark 5.7. In [29, Definition 7.2.1] it is stipulated that λ ∈ t ∩ Q n but we only care about whether λ, a i is > 0, < 0 or = 0 therefore we can assume λ ∈ Y. Also our sign convention in Definition 5.6 is opposite to that given in [29, Definition 7.2.1] so that it agrees with the conventions of Section 4.
5.6. Let us define an equivalence relation on the set of pairs (λ, θ) by saying that (
Denote by P χ the set of equivalence classes of pairs (λ, θ) that are attached to χ. The set of all possible λ up to equivalence consist of the (finitely many) covectors of the oriented matroid defined by A. It will be convenient to parameterize each λ (again up to equivalence) as an element in {+, 0, −} n , λ ↔ (e i ) i∈ [1,n] with e i = + if λ, a i > 0 and so forth. Note, however, that not every element of {+, 0, −} n can be realized as some λ.
Proposition 5.8 (Proposition 7.7.1, [29] ). Choose χ, χ ′ ∈ t * , then the set P χ parameterizes the primitive ideals in U χ and χ → χ ′ if and only if P χ ′ ⊆ P χ .
Since we are interested in sheaves of W -algebras on smooth hypertoric varieties we may assume that A is unimodular. This allows us to remove θ from the description of P χ .
Lemma 5.9. Assume that A is unimodular and let (λ, θ), respectively (λ, ϑ), be attached to χ via α ∈ ρ −1 (χ), respectively via β ∈ ρ −1 (χ). Then (λ, θ) is equivalent to (λ, ϑ).
Proof. By definition, θ is the equivalence class of λ,a i =0 α i a i in ( λ,a i =0 C·a i ) ( λ,a i =0 Z· a i ), and similarly for ϑ. Therefore we must show that
Choose {a i 1 , . . . , a i k } ⊂ {a i | λ, a i = 0} to be a basis of the space spanned by the set {a i | λ, a i = 0}. We can extend this to a basis a i 1 , . . . , a i k , a i k+1 , . . . , a d of t * . Since A is unimodular the determinant of this basis is ±1. Hence {a i 1 , . . . , a i k } span a direct summand of the lattice X. This implies that
which in turn implies (14) .
It is shown in [29, Example 7.2.7 ] that θ is not defined up to equivalence by χ and λ if A is not unimodular.
5.7. Based on Lemma 5.9 we make the following definition.
Definition 5.10. Let λ ∈ Y and χ ∈ t * . We say that λ is attached to χ if there exists
If λ 1 , λ 2 ∈ Y are attached to χ then we say that λ 1 is equivalent to λ 2 if {i | λ 1 , a i > 0} = {i | λ 2 , a i > 0} and {i | λ 1 , a i < 0} = {i | λ 2 , a i < 0}. Let Q χ denote the set of equivalence classes of elements in Y that are attached to χ.
Lemma 5.11. Assume that A is unimodular. Then χ → χ ′ if and only if Q χ ′ ⊆ Q χ and χ − χ ′ ∈ X.
Proof. If χ → χ ′ then clearly χ − χ ′ ∈ X and Proposition 5.8 implies that P χ ′ ⊆ P χ . This implies that Q χ ′ ⊆ Q χ . Now assume that Q χ ′ ⊆ Q χ and χ − χ ′ ∈ X. Let λ ∈ Q χ ′ and choose α ∈ ρ −1 (χ ′ ), respectively β ∈ ρ −1 (χ), satisfying the conditions of Definition 5.10 for λ with respect to χ ′ , respectively χ. Write α = α (1) + α (2) , where (α (1) ) i = α i if λ, a i = 0 and (α (1) 
which, by (15) , equals λ,a i =0 Z · a i . Therefore we can choose u ∈ Z n such that u i = 0 for all i such that λ, a i = 0 and ρ(u) = (χ − χ ′ )− ρ(β (1) − α (1) ). Define δ (2) = α (2) + u and δ = β (1) + δ (2) so that ρ(δ) = χ. We havē
and (λ,ᾱ (2) ), respectively (λ,δ (2) ), is attached to χ ′ , respectively to χ, in the sense of Definition 5.6. Therefore (λ,δ (2) ) = (λ,ᾱ (2) ) ∈ P χ implies that P χ ′ ⊆ P χ . Hence Proposition 5.8 implies that χ → χ ′ .
Proof of Proposition 5.1. As was stated in subsection 4.4, the cone C is a rational cone. Therefore we can choose µ 1 , . . . , µ k in Y such that
We will construct C(χ) in three stages.
For each λ ∈ Q χ fix an element β λ ∈ ρ −1 (χ) such that β λ satisfies the properties listed in Definition 5.10 with respect to λ. Then pr(χ) = n i=1 pr(β λ i )a i and we choose N 0 such that N 0 · pr(β λ i ) ∈ Z for all λ ∈ Q χ and all i. The element (β λ i + pN 0 β λ i ) i∈ [1,n] in g * satisfies the properties of Definition 5.10 with respect to λ hence Q χ ⊆ Q χ+pN 0 ·pr(χ) . Since pN 0 · pr(χ) ∈ X, Lemma 5.11 says that χ + pN 0 · pr(χ) → χ for all p ∈ N. Note also that µ i , pr(χ + pN 0 · pr(χ)) = (1 + pN 0 ) µ i , pr(χ) > 0 for all i shows that pr(χ + pN 0 · pr(χ)) ∈ C.
There exists an integer N 1 ≫ 0 such that N 1 · pr(χ) + δ ∈ X ∩ C and χ + p(N 1 · pr(χ) + δ) → χ for all p ∈ N. Moreover, for all λ ∈ P χ , there exists β λ as before except that β λ i = 0 for all i. 6.3. The minimal resolution of C 2 /Z m . In order to relate the spherical subalgebra of H h to a W -algebra on the resolution of the corresponding Kleinian singularity C 2 /Z m we must describe eH h e as a quantum Hamiltonian reduction. Such an isomorphism is well known and is a particular case of a more general construction by Holland [17] . 
The one dimensional torus T embedded diagonally in T m acts trivially on Rep(Q, ν). Therefore The G.I.T walls in t * , where t = Lie(T m−1 ), are given by the hyperplanes
Hence the m-cones are the connected components of the complement to this union of hyperplanes. As was shown originally in terms of hyperkähler manifolds by Kronheimer [23] and then by Cassens and Slodowy [6] in the algebraic setting: Proposition 6.2. Let δ belong to the interior of an m-cone. Then the hypertoric variety Y (A, δ) is isomorphic to the minimal resolution C 2 /Z m of the Kleinian singularity C 2 /Z m .
As is well-known, the hypertoric variety Y (A, δ) is a toric variety. It is shown in [15, Theorem 10 .1] that a hypertoric variety is toric if and only if it is a product of varieties of the form C 2 /Z m for various m. Let us now consider the corresponding quantum Hamiltonian reduction
The quantum moment map in this case is given by
, where we set
6.4. The Dunkl embedding. Let h reg := h\{0} and denote by D(h reg ) the ring of algebraic differential operators on h reg (this is just the localization of D(h) with respect to the Ore set {x n } n≥0 ). In order to show that the spherical subalgebra of H h is isomorphic to a suitable quantum Hamiltonian reduction we realize eH h e as a subalgebra of D(h reg ) using the Dunkl embedding. Similarly, using the "radial parts map", we will also realize U χ as the same subalgebra of D(h reg ). The Dunkl embedding is the map Θ h : 6.5. The radial parts map. In this subsection we show that U χ ≃ Θ h (eH h e). The isomorphism we describe is not new, it was first constructed by Holland [17] (see also [24] ), but we give it in order to fix parameters. There is a natural embedding h ֒→ Rep(Q, ν) given by x → (x, . . . , x). This defines a surjective morphism C[Rep(Q, ν)] → C[h], x i → x which descends to a "Chevalley isomorphism" ρ : C[Rep(Q, ν)]
Define a section This induces a filtration on U χ and we see from the definitions that R h is filter preserving. Therefore we get a morphism of associated graded algebras gr R h : gr(U χ ) −→ gr(eH h e). 6.6. Localization of H h (Z m ). As noted in Proposition 6.2, the hypertoric varieties Y (A, δ) are all isomorphic provided δ does not belong to a wall in X Q . Therefore, for any χ ∈ t * , we may refer 29 to the sheaf A χ on the minimal resolution C 2 /Z m , but the reader should be aware that in doing so we have implicitly fixed an identification C 2 /Z m = Y (A, δ). Recall the union of hyperplanes C ⊂ C m defined in Lemma 6.1. Theorem 6.3. Choose h ∈ C m \C and let χ be defined by (18) Remark 6.4. In the above situation it is possible to explicitly calculate the sets Q χ and hence describe the partial ordering on comparability classes as defined in (5.1). However the answer is not very illuminating.
Finally, we would just like to note the various forms in which the rational Cherednik algebra H h (Z m ) appears in the literature. It is isomorphic to the deformed preprojective algebra of type A as studied by Crawley-Boevey and Holland in [8] . It is well-known that its spherical subalgebra eH h (Z m )e coincides with a "generalized U (sl 2 )-algebra", as studied by Hodges [16] and Smith [37] . Combining this fact with Premet's results in [33] shows that eH h (Z m )e is also isomorphic to the finite W-algebra associated to gl m (C) at a subregular nilpotent element. Recently, in [26] Losev has constructed explicit isomorphisms between the spherical subalgebra of certain rational Cherednik algebras and their related finite W-algebras, which as a special case, gives the above mentioned isomorphism.
Musson [28] and Boyarchenko [4] studied a certain localization of eH h (Z m )e by using the formalism of directed algebras (or Z-algebras). Analogous localizations for finite W-algebras were established by Ginzburg in [12] . Recently, Dodd and Kremnizer [9] described a localization theorem for finite W-algebras in the spirit of Kashiwara-Rouquier, and in particular for the finite W -algebra isomorphic to eH h (Z m )e. However, their result is via a different quantum Hamiltonian reduction than the one used in Theorem 6.3.
In [25] , the second author gives an explicit description of the standard modules ∆(e i ) and simple modules L(e i ) as sheaves of A h -modules on the minimal resolution.
