Entity linking (EL) is a task about natural language that links mentions of entities in text to corresponding entities that are in a knowledge base. Potential applications include question-answering systems, information extraction and knowledge base population (KBP). The key to structuring an EL system that has high quality involves creating careful representations of words and entities. However, a hypothesis that whole words have the same weight in their context exists in most previous methods, which causes the meanings of words to be biased. In this paper, a novel approach to analyze entity linking between words and entities for a knowledge base using attention-based bilinear joint learning is proposed. First, the approach designs a novel encoding method to model entities and words in EL. The method learns words and entities in a joint way and uses an attention mechanism to obtain different importance values in the context. Second, the approach introduces a weighted summation method to form the textual context and introduces the method with same line of reasoning to model coherence to improve ranking the features. Finally, the approach employs a pairwise boosting regression tree (PBRT) to rank the candidate entities. During the ranking, the approach takes features constructed with a weighted summation model and conventional EL features as the input. Through experiments, it demonstrates that compared with other state-of-the-art methods, the proposed model learns embeddings efficiently and improves EL performance. Our approach achieves progressive results on CoNLL and TAC 2010 datasets.
I. INTRODUCTION
Entity linking (EL) is highly important for building the Semantic Web and is an important part for knowledge discovering in text. Importantly, it needs to learn two key terms of EL: entity and entity mention. Entity represents a candidate set or target of EL that can find a unique entry corresponding to it in the knowledge base. For entity mention, some nouns or noun phrases in the text refer to specific entities such as people, places, and institutions. These nouns and noun phrases are referred to as entity mention or, as abbreviated, mention.
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EL is a task of linking mentions of entities in text with a unique entry corresponding to it in the knowledge base [1] . EL is very helpful for computers to find significant semantic information in text and determine the meanings of words in contexts of different text, which is very important for computers to understand the meaning of natural language. Moreover, EL has been widely used in applications such as information extraction [2] , information retrieval [3] , question-answering systems [4] , and knowledge base population (KBP) [5] .
The challenge involved in EL is the quality of ambiguity of human natural language. The meaning of an entity mention is determined dynamically by its context. For instance, in Fig. 1 , there are more than five entities that are likely to be related to the entity mention of ''Bill Russell'' even though only one actual reference exists. According to the distributed hypothesis in [6] , understanding the context is highly beneficial for grasping the semantics of a mentioned entity. As is shown in Fig. 1 , the context words (rookie center) and the other mentioned entities (Boston Celtics, Bob Cousy, Red Auerbach, and NBA) are all valid bases for understanding the ''Bill Russell'' mention.
In recent years, researchers have become increasingly interested in distributed representations for words [7] and entities [8] . Some works have proposed using embeddings of words and entities for Huang et al. [9] calculated the correlation between entities by studying entity embeddings. Hoffart et al. [10] proposed it should take account of the contextual information. Yamada et al. [11] introduced a hypothesis that words and entities are distributed in the same space and used a joint embedding model for learning both words and entities. In contrast, Chen et al. [12] thought that words and entities are distributed in different spaces. Consequently, Chen et al. employed a joint learning model in a bilinear way. Similar to Chen et al., Sun et al. [13] considered that words and entities are distributed in spaces of different dimensions, and they used a neural network with a tensor to capture the relations of words and entities. Compared to traditional machine learning algorithms, neural networks usually require more data-thousands or even millions of labeled samples. Neural networks are also computationally more expensive than traditional algorithms. Successfully training a state-ofthe-art truly deep neural network (DNN) can take several weeks when starting from scratch. In addition, as is shown, the above the methods have the problem of being unable to obtain the important different information aspects of the word and entity in a special context. It will cause the important information to be lost. Therefore, in our work, we mainly investigate how to effectively use the context of words and entities to embed and combine words and entities and generate dense unified word and entity embeddings. We note that our joint word and entity embeddings method can easily be extended to cases in which more contextual information exists.
The semantics of a word are derived primarily from relationships with other words and their context in the document of same [14] . In the past, the methods observed the hypothesis that all words and entity mentions in context of same have exactly the same importance. It is obvious that it will result in bias in the meanings of words and mentions. Some words have little influence on understanding target words, while others are definitely beneficial in understanding target words. When training embeddings of target words or mentions, different levels of influence should be assigned to each context word to better capture its meaning. The paper proposes an attention-based bilinear joint learning (ABJL) model to embed words and entities for EL. In addition, to distribute words and mentions to spaces that are exactly different, it also provides an important perspective on the different impacts of each word and mention in the context on the target word or mention. Thus, we introduce two new models to construct two new features from the learned embeddings: textual context features and entity coherence features. Finally, we introduce a pairwise boot regression tree (PBRT) model [15] for sorting the candidates. PBRT accepts features of two types: traditional EL features and constructed features from learned embeddings. ABJL expresses target words and entities more specifically and accurately by adding the different contributions and influences of their surrounding contextual words, which improves the EL performance.
The approach was evaluated on two standard EL datasets, TAC-KB 2010 and CoNLL. The results of experiments represent that ABJL trained high-quality embeddings and improved the accuracy of the EL. On both datasets, the proposed method outperforms the current advanced methods. This paper's contributions mainly contain the following two parts.
1) The ABJL model was proposed for embedding learning and reached an advanced level in EL on two standard EL datasets.
2) The features of text context and entity coherence were studied in EL, and the work modeled the two features in a new weighting way with trained embeddings, which is helpful for the EL algorithm.
The remainder of this paper is organized as follows. Section 2 reviews the related studies and highlights the contributions of our work. Section 3 presents the details of our approach, as a novel approach to analyze entity linking between words and entities for a knowledge base using attention-based bilinear joint learning. Section 4 describes two new EL features modeled by the proposed embedding model in Section 3. Section 5 describes the experimental results and settings, and Section 6 presents the conclusions and introduces the intended directions of future research.
II. RELATED WORK
In past years, EL has been studied applied widely in academia. Entity linking focuses linking mentions of entities to matching entities in documents in the knowledge base. For entity linking algorithms, there are three main categories. First, it is an independent paradigm algorithm that uses one mention and its information in context and compares its similarity with candidate entities. Moreover, the next category is the collective EL algorithm. It utilizes relations among mentions in the same document to link more than one mention to the knowledge base simultaneously. The third category is called collaborative EL algorithms. It extends the contextual information associated with entity mentions in a cross-documentation way and uses the extended entity mention information to link mentions to corresponding entities in the knowledge base. Most of the research on EL has been published in different forms. Below, we present a review of the major techniques and methods most closely related to our work.
Most representation methods of words employ one-hot encoding. However, it will result in sparsity problems. Wordto-vector (word2vec) is a word representation approach that has become widely studied in research. Word2vec represents a word using a low-dimensional continuous vector. Skip-gram [16] is a word embedding method whose goal is to train a word embedding to effectively predict its surrounding word. Given a word w and a context w c , it tries to maximize the conditional probability P(w c |w) through a softmax process. Nevertheless, this approach has a problem. To calculate P(w c |w), it needs to scan the entire vocabulary, which is usually large. Therefore, the full calculation is computationally expensive. The negative sampling (NEG) [16] method is used to approximate this conditional probability value in a skip-gram, which is a simplified approach from the noise-contrastive estimation (NCE) [17] method. This paper proposed a novel embedding model as an extension of the skip-gram.
Some researchers developed graph-based methods inspired by the linking structures in Wikipedia. Alhelbawy and Gaizauskas [18] used the PageRank [19] algorithm to sort candidate entities. Pershina et al. [20] used the Personalized PageRank (PPR) [21] method to mix global and local features. Both approaches involved constructing a map in which the nodes are entity-mention pairs. Then, all the nodes are sorted by a random walk [22] process. Modeling a wide variety of information through a simple graph is not appropriate because the simple graph contains very limited information. Entity linking is a precise task. A simple graph does not make ambiguous words clear in the field of natural language processing.
Some works have used neural networks to address entity linking. Huang et al. [9] studied entity embeddings adopting a DNN and sorted candidate entities using a semi supervised graph regularization model. Hu et al. [14] used a catalog of Wikipedia as knowledge of structure to improve embeddings and constructed a method to maximize global consistency between mapped entities. All the methods only learn entity embeddings in a separate way and do not take the interaction of words into account. Yamada et al. [11] introduced a joint learning model. It assigned words and entities to a single constant vector space and use a gradient boosting regression tree (GBRT) [24] to ranks candidate entities. Chen et al. [12] proposed a joint learning model in a bilinear way that assigned words and entities to distribution spaces of different and ranked candidate entities using a PBRT [15] . Sun et al. [13] introduced a tensor neural model to train the relations among mentions, entities and contexts, and ranked the candidate entities using a local method. Francis-Landau et al. [25] used a CNN to learn semantic relations among contexts of entity mentions and candidates. It sorted candidate entities employing a logistic regression layer method. He et al. [42] proposed an entity representation training method for entity disambiguation. First, the method self-encodes the content of the article. Second, it uses a DNN model to train the entity representation in a supervised manner. Finally, it sorts the candidate entities according to the semantic representation similarity [44] . However, the method is a local method that does not consider the correlation between entities' co-occurrence in the same text [48] . Huang et al. [9] introduced a semi supervised entity disambiguation method-based graph and DNN, and a semantic knowledge graph. However, the complexity of the neural networks makes it expensive to compute.
All methods above are based on a hypothesis that words in the context have the same importance, so that the important information is missed. However, the ABJL model overcomes these problems. It takes into account the contextual impacts of different considerations of words on the target word or entity; thus, it can achieve the embeddings of words and entity embeddings in a more fine-grained learning. Moreover, the features of textual context and entity coherence are also considered. The trained embedding is used to construct some new features. The PBRT [8] is investigated for its ability to rank candidates with conventional features and the two features.
III. METHODOLOGY
In this part, the traditional skip-gram method for word embedding and joint learning methods to learn word and entity embedding are introduced first. Next, the joint embeddings of the word and entity learning model are introduced. Finally, the details of the training approach are described. The application of the embedding approach of the entity linking will be introduced in Section 4.
A. SKIP-GRAM MODEL
The training target of the skip-gram [16] aims to detect word representations that can predict contextual words for a given word effectively. Generally, given T words w 1 , w 2 , . . . , w T , the skip-gram's purpose is to maximize the following objective function:
where c represents the size of the context window, w t represents the target word, and w t+j represents a context word for the target word. The conditional probability formula P(w t+j |w t ) is calculated by the following softmax function:
where W is a set containing all the words in the vocabulary, V w ∈ R d represents the vector of word w in matrix V , and U w ∈ R d represents the vector of word w in matrix U. Skip-gram's training objective is to learn representations of words that are best at predicting surrounding words. After training a skip-gram model to optimize Eq. (1), V is the resulting vector representation of a word.
B. SIMPLIFIED JOINT LEARNING MODEL
In natural language, humans use words and entities alternately; consequently, embeddings of words and entities should interact with each other during the training process [11] . However, word and entity embeddings are learned independently; there will be a semantic gap between them. Embeddings of an entity and word are learned in the same space by the simplified joint learning model (SJLM) [12] . Generally, given a sequence of N strings containing entities and words s 1 , s 2 , . . . , s N , the purpose of SJLM is to maximize the following objective function:
where s i represents the target string, and context(s i ) represents the context strings of s i . The conditional probability in Eq. (3) is calculated using the following formula:
where S represents a collection of all the entities and words in the corpus of training. SJLM is the same as the skip-gram, but it jointly represents embeddings for both words and entities in the same space. SJLM's training objective is to obtain the representations of the entity and word that are best at representing surrounding entities and words. The left s t represents the target entity or word it should represent, and the s t−2 , s t−1 , and s t+1 notations on the right represent words or entities that appear in the context of s t .
C. BILINEAR JOINT LEARNING MODEL
SJLM trains embeddings of words and entities in the space of same. Nevertheless, an entity is often composed of more than one words; thus, dimensions of entities and words are different in document [26] . The bilinear joint learning model (BJLM) [12] uses a mapping matrix method to learn the embeddings of entity and word defined in spaces of different jointly. The complete BJLM model is defined as follows:
where v 1 and v 2 represent embeddings (either entity or word embeddings). In general, it is assumed that v e ∈ R d 1 represents an entity embedding, v w ∈ R d 2 represents a word embedding, and M B ∈ R d 1 ×d 2 represents a mapping matrix.
Here, (v 1 , v 2 ) is the indication function and its result is 1 only when v 1 and v 2 appear in the distribution space of same.
In general, given a sequence containing N strings s 1 , s 2 , . . . , s N , the objective function of BJLM is defined as follows:
where s i represents the string of target, and context(s i ) is the context strings of s i . In Eq. (6), the conditional probability is as follows:
where S represents collection of all the entities and words in the corpus of training. The conditional probability formula for BJLM in Eq. (7) is obtained by replacing the energy function in the conditional probability function of SJLM (Eq. (4)) with Eq. (5).
BJLM's training objective is obtaining the representations of entities and words that perform best in representing the surrounding entities and words. For instance, Fig. 2 shows two examples of BJLM: Fig. 2 (a) uses a target word w t to obtain the context strings that consist of an entity e t+1 and two words (w t−1 , w t+2 ). In the Fig. 2 (b) , it uses one target entity e t to represent strings in context that consists of an entity e t+1 and two words w t−1 , w t+2 . Given that the target string and context string exist in embedding of different types, it would use the projection matrix M to bridge the gap of space. However, for the string of target and string of context distributed in the embedding of the same type, projection matrix M would do nothing and become an identity matrix.
D. OUR JOINT LEARNING MODEL
BJLM is a coarse-grained method of learning representations and it loses considerable important contextual information because it does not take into account the different influences of diverse words on the words of target in context. When training BJLM, the effective value of each word that appears is added to the context of the target word to capture more fine-grained information representing the target word.
However, our joint learning model solves the issue in it; during the training of BJLM, the learning model considers the effect value of the word in context of the word of target. Similarly, when it tries to determine which entity a mention refers to, the contributions of its context word can vary considerably. The so-called attention mechanism reflects the fact that different words are given different attention weights while grasping each word in a sentence. Therefore, this paper proposes a joint learning model in bilinear way based attention. In this model, an initial mapping matrix method is used to train the embeddings of words and entities in different types of spaces, for example, BJLM. Then, the model integrates attention mechanism together to obtain the different impacts of words in context during the target entity and word training. This approach results in learning more elaborate embeddings of target words or entities. Inspired by [27] , the attention calculation is as follows:
where C represents a matrix of all word vectors in context. We also use E to represent the vector of word or entity mention. In Eq. (8), C ∈ R n×d k and E ∈ R 1×d k . In EL, C represents the context word vector where the mention of entity is located. Moreover, E is the vector representation of mentions. Consequently, output is the aligned entity embedding. In EL, C is the sequence of word vectors in the context of the mention. In addition, E is the vector of the mention. Consequently, output is called aligned entity embedding. As a conceptual point of view, it is also reasonable to understand attention model as an influence model, that is, how much influence each word in the sentence has on the generation of the word when generating the word of target. This kind of thinking also results in a high-quality understanding of the physical meaning of attention model. While training an entity mention or word embedding, we take into account the different values of different influences for the words in context. As given formally, having the sequence of N entity and word string s 1 , s 2 , . . . , s N , the target of ABJL is to maximize the value of following function:
where S i represents the string of target and context(s i ) is the string in context for s i . The above conditional probability calculated is as follows:
where C S i is the matrix got from the vectors of words s i of context. ABJL's training objective is to obtain the representations of entities and words that do well in representing nearby entities and words. For example, Figs. 3 show two ABJL instance examples. In Fig. 3 (a) , it uses the word w t of target to represent strings in context that consist of an entity (e t+1 ) and two words (w t−1 and w t+2 ). The attention result of w t−1 , e t+1 and w t+2 is taken in order to obtain a representation of w t that is more fine-grained. In Fig. 3 (b) , it uses an entity e t of target to obtain the strings in context that contain an entity (e t+1 ) and two words (w t−1 and w t+2 ). The attention result of w t−1 , w t+2 , and e t+1 are taken in order to create a representation of e t that is more fine-grained. When the string of target and the string in context exist in embedding of different types, it uses the projection matrix M to bridge the gap of space; however, while the string of target and the string in context exist in the embedding of same type, the projection matrix M would do nothing and become an identity matrix. For instance, in ''Rookie center Russell joined the Boston Celtics and went on to lead the club to eleven NBA titles in thirteen seasons'', there are three words (rookie center, club and seasons) and three entities (Russell, Boston Celtics and NBA). The target word club in the context means the basketball club. The attention results of rookie center, Russell, Boston Celtics, NBA and seasons are taken in order to obtain a representation of club that is more fine-grained. The target entity Russell in the context means the basketball player Russell. The attention result of rookie center, Boston Celtics, club, NBA and seasons are taken in order to obtain a representation of Russell that is more fine-grained.
E. TRAINING
The model's training target is to maximize the function Eq. (9). There is a problem in that the computational cost of the normalizers contained in P A (S c |S i ) is very high because it would calculate all the entities and words when training the model. To address this issue, the negative sampling (NEG) [16] method was introduced. It transforms the above target function into a flexible objective function computationally. The following provides the definition of NEG:
where σ (x) = 1/(1+ exp (−x)), and g denotes the counts of samples of negative. Eq. (11) is employed instead of log(P A (S c | S i )) in Eq. (9). Thus, the target function Eq. (9) becomes a simple binary classification target function, which distinguishes the observed word w t from the word extracted from the noise, P neg(w) . In addition, Wikipedia is used to train the model, and stochastic gradient descent (SGD) [28] is employed to improve it. The optimization target function is maximized by iterating on Wikipedia several times.
IV. ENTITY LINKING USING LEARNED EMBEDDING
In this part, the EL method is described when using the proposed embeddings model. The EL is divided into two subtasks: generation and ranking of candidate [75] . The details of the candidate generation process are described in Section 5.2.
This part mainly focuses on the method for sorting candidate entities.
A. MODELING TEXTUAL CONTEXT INFORMATION
There is an assumption that if the context of a given entity mention is similar to the context of an entity, then that mention is more likely to refer to the entity [11] . The model of textual context features is based on the it. We introduced a method using learned embedding to calculate the similarity of entity and text context. First, this method obtains a vector representation of contextual text and calculates the similarity of text context and entity by cosine similarity. When representing the vector of contextual text, Yamada et al. [11] used a simple way to average the sum of the word vectors in context. It cannot grasp the greater impact of the more important words in the document and wrongly elevates the importance of unimportant words to the level of average. Therefore, it is obviously unreasonable. In contrast, our method calculates the cosine similarity of the word vectors in entity and context. The degree of importance of the cosine similarity to the entity is derived by the magnitude of the cosine. This approach expresses more accurate semantics of the entity context. According to this idea, we obtain a textual context vector that uses the summation with weighted value of the vector of context word
where W c m represents the collections of context words of entity mention, M represents the size of the collection, and − → v m i ∈ V represents the vector of word w. Additionally, a c m i denotes the similarity of the target entity mention and the i th word in context, which is calculated by the cosine. In addition, it uses all nouns in the document as context words and removes context words contained in the surface form of the mention in document. After obtaining the textual context vector, it can calculate the similarity score between the textual context of entity mention and candidate entity. By the size of similarity score, it is possible to know a sorting situation in the candidate entity that refers to the textual context similarity of the entity, which can be used as a feature criterion for the final sorting. The text context similarity score is obtained by calculating the cosine result of the candidate entity and entity referring to text context vector, as is shown the following the formula:
where e c denotes the candidates of entity mention, C m is the contextual text of entity mention, V e c denotes the vector of candidate entity e c , V c m is the vector of entity mention context C m , and θ indicates the angle between the candidate entity vector V e c and the entity mentioning the context vector V c m .
B. MODELING ENTITY COHERENCE
Entity consistency is a key metric because most texts address one or several related topics semantically such as ''rock music,'' ''Internet technology'' or ''global warming.'' However, not all content occurs in the same time period. When considering different candidate entities, it can utilize the similarities between related entities to judge whether they belong to the same topic or to different topics. It can also define a type of distance to calculate the coherence between corresponding entities. The study in [29] found that modeling high-quality coherence of entities effectively can provide important help in mapping mentions to entities in entity linking. However, this question is similar to asking whether a chicken or an egg is a chicken because it is impossible to assign an entity to a mention before performing EL, which is required to measure the consistency. Consequently, we simulate the approach proposed by Ratinov et al. [30] . This paper uses a novel approach of two-step to model entity coherence. First, a coherence score would be used to train models of machine learning that represent mentions of unambiguity. Second, it is retrained using the coherence score between predicted entities. Our method first computes the context entity vector and measures the similarity between vector representation of the context entity and the entity vector of the target. Finally, it gets the entity coherence value. Note that the context entity is an unambiguous entity in first step and the method uses the predicted entity in the second step.
While obtaining vector of context entity, Yamada et al. [11] used a simple way to average the sum of the entity vectors in context. However, averaging weakens the impression of the more important entities in document and increases the effect of entities that are less significant, which introduces a degree of deviation to entity consistency. The similarity is calculated by cosine of entity vector in document and the vector of target mention. The coherence between context entity and target entity mention is determined by the magnitude of their cosine result. This approach more accurately expresses the context entity vector's meaning. According to this idea, we obtain the vector of context entity using a special weighted summation: 
where E c m denotes the collection of entities in document of m, N represents the size of the collection, and a c e i is the similarity of the i th entity in document and the mention of target. This similarity is calculated using cosine similarity. After the entity consistency vector is obtained, we can calculate the consistency scores mentioned by the candidate entities and entities. By the size of the consistency score, it is possible to know a sorting situation in the candidate entity that is consistent with the entity mentioning, which can be used as a feature criterion for the final sorting of the candidate entity. The consistency score is obtained by calculating the cosine value of entity consistency vector and candidate entity. The formula is as follows: where c e represents the context entity around entity mention, e c denotes the candidate entity, v c e is entity vector in context of the target entity, v e c indicates the vector of candidate entity, and θ denotes the angle between the candidate entity vector and the context entity vector.
C. ENTITY LINKING RANKING MODEL
Given a mention of entity, the ranking algorithm gives a ranking score to each candidate entity. Finally, it chooses the candidate with the score that is the highest as the reference entity. Shen et al. [31] regarded entity linking as a ranking problem of pairwise and presented a SVM-based ranking approach [28] . Yamada et al. [11] proposed a GBRT to rank candidate entities with a pointwise loss function. A given mention usually generates many candidates but only one real reference entity; thus, the sorting method of pointwise would cause label deviation problems. Chen et al. [12] ranked candidate entities using a PBRT with a pairwise loss function. Specifically in this paper, we employ the supervised PBRT approach [8] to rank candidate entities.
V. EXPERIMENT
In this part, the settings and results will be described. First, it explains the details of training the novel embedding approach. In addition, the knowledge base and tools used in training are introduced. Second, the details of experiment are introduced. Moreover, the two standard EL datasets are introduced. Finally, the results of experiment are analyzed attentively. To show the better results of the novel model, the proposed model is compared with methods that achieved state-of-the-art accuracy performance on TAC 2010 datasets and CoNLL.
A. TRAINING PREPARATION FOR THE EXPERIMENT
We use the Wikipedia dump from September 2018 to train our proposed model. JWPL [14] is used to parse this downloaded file. First, we remove the navigation, maintenance, and discussion pages and eliminate the redirected and disambiguation pages. We parse the Wikipedia pages, treating all the page titles as reference entities, and extract the anchors and text from all the pages, replacing page anchors with the title of the page to which the link pointed. The statistics results of the preprocessed data are shown in Table 1 .
The details of the experimental parameters are as follows: the dimension number of the embedding is 300; the number of words in the context window is 10, and the result of negative samples is 20. Similar to Mikolov et al. [16] , we also use an initial learning rate of 0.025, which decreases linearly as the model iterates over the Wikipedia download. The model is trained by iterating through all the pages 10 times online in Wikipedia download.
Similar to Hoffart et al. [10] , we used only mentions that have actual real entities in knowledge base. In addition, the experiment used standard micro-accuracy and macroaccuracy for the CoNLL dataset. The two accuracies in the experiment are adopted to measure the performance of the novel approach. For the TAC2010 dataset, we followed Chisholm et al. [32] by using mentions with only one corresponding entity in knowledge base. In addition, the experiment used the micro-accuracy of the top-ranked entity to represent the quality of the novel approach.
B. ENTITY LINKING 1) SETUP
Next, let us consider our experimental setup during the EL process. We measure our model's quality on two entity linking datasets of standard: The TAC 2010dataset and the CoNLL dataset. The two datasets are described in details below. In addition, we used the 20180920 Wikipedia download version as our reference knowledge base.
CoNLL: Hoffart et al. constructed the CoNLL dataset [10] . It is a popular entity linking dataset It is composed of a training set, a development set and a test set in three parts in the CoNLL dataset. The experiment uses the training set to train the novel learning model. The quality of the novel approach is measured by the test set. To adjust training parameters, the development set is adopted. In the CoNLL dataset, there is an entity annotated to each mention. To generate candidate entities, a publicly available dictionary [20] is adopted.
TAC 2010: The other popular EL dataset is the TAC 2010. Ji et al. constructed the dataset for the Text Analysis Conference (TAC) [33] . The dataset is composed of news articles from various proxy and web log data. In addition, it consists of a training set and a test set in two collections. We used entity mentions if only one real valid entity exists in the knowledge base. The novel model is trained by the training set. The quality of the novel approach is tested by the test set. In all the documents, an entity mention is assigned to an actual entity. The Stanford NER [34] invented a named entity recognition tool. The experiment uses it to identify entities in document and view them as contextual query mentions.
2) BASELINE METHODS
According to our study, we obtained the following recently proposed state-of-the-art methods to compare with our method:
• Globerson et al. [21] proposed a model of coherence with a mechanism of multifocal attention.
• PPRsim et al. [20] is an entity linking approach based on a graph and the PPR.
• Yamada et al. [11] presented an embedding model in a joint way and ranked candidate entities utilizing a GBRT model.
• Chen et al. [12] developed a BJLM and ranked candidate entities utilizing a PBRT model.
3) KNOWLEDGE BASE AND CANDIDATE GENERATION
The experiment used the 09/20/2018 version of Wikipedia as the knowledge base. Wikipedia is an online, free, decentralized, Multilanguage encyclopedia, and it is created by thousands of volunteers from all over the world. At present, it is the most popular and world's largest encyclopedia. Moreover, it is a fast-growing and dynamic resource library. In Wikipedia, every basic entry has a document in detail. The document describes and defines an entity. In addition, each document is referenced by a unique identifier.
In TAC 2010 dataset, one mention is noted as Freebase. Freebase includes data from many sources, including Wikipedia. We match these annotations to our reference knowledge base, Wikipedia.
The way to construct a collection of candidates for entity mentions that appear in the TAC 2010 dataset is to construct a dictionary of candidate entities. We used the title of the Wikipedia entity page to generate candidate entities. We use the title that redirects another entity to this entity to generate candidate entities. We use the article content to generate candidate entities. We use the redirect page to generate candidate entities. We use the name of the anchor text pointing to the entity to generate candidate entities. We use the context of the first paragraph in bold font to generate candidate entities. We use the entity disambiguation page to generate candidate entities. Then, we used all the corresponding titles in Wikipedia as values to construct a key-value dictionary and the anchors as keys. Finally, we generate candidate entities used this dictionary. We used a publicly available third-party dictionary to perform candidate generation for the CoNLL datasets.
C. EXPERIMENTAL RESULT
In this part, we describe and analyze the experimental including the prediction errors, and features. A detailed analysis of the above aspects is conducted for the CoNLL dataset. We reached conclusions of the same for the TAC-KBP 2010 dataset, so we omit those details.
We propose an EL model named PBRT A . The EL features were constructed using the learned embeddings from ABJL; then, we used those features and traditional entity linking features to train our PBRT A model. Table 3 shows the detail results of the experiment and the compared with baseline models on both datasets. Our proposed PBRT A model achieves a micro-accuracy of 0.947 and a macro-accuracy of 0.943 on the CoNLL dataset and a micro-accuracy of 0.893 on the TAC-KBP 2010 dataset. Our approach improves on the excellent benchmark results of the methods presented in Table 3 . On these two datasets, our proposed model PBRT A achieves better results than the baseline models on the two datasets.
The novel model not only achieves good experimental results but also results that are significant statistically. On both datasets, the novel approach achieves better entity linking results and improves the accuracy of entity linking. This result occurs because our model obtains representations of entities and words more accurately. When training entity and word embeddings, the novel approach takes into account the different impacts of the entities and words in context and this causes the trained embedding to more accurately represent the semantics of entities and words. More accurate embeddings yield more realistic results when calculating the similarities between entities and between words.
For a more in-depth comparison of embeddings learned through our model and BJLM, this experiment uses only two features (features of textual context and entity coherence) to train two models: PBRT A (PBRT with features constructed by ABJL) and PBRT B (PBRT with features constructed by BJLM). Both of these features are constructed directly from embeddings. Both ABJL and BJLM use a PBRT to rank candidate entities.
As shown in Table 4 , our approach with textual context features and entity coherence features obtains the best results because our model considers the influence of contextual words of the entity to the target words during the embedding training process; consequently, it obtains more representative and fine-grained embeddings. Our approach improves the performance of EL. The experiments begin by training with the textual context features and entity coherence features separately for PBRT A and PBRT B . Then, a two-step approach is introduced to achieve the final results with both context features and entity coherence features for PBRT A and PBRT B . The experimental results of the CoNLL dataset are significantly improved by the consistency based on explicit mentions and the two-step method. However, this approach does not contribute to the models' performances on the TAC 2010 dataset. These disparate results are due to the strong different densities of mentions between CoNLL and TAC. In each document of CoNLL dataset, it approximately contains 20 mentions. In contrast, each article in TAC 2010 datasets contains approximately only one entity mention, so it is insufficient for modeling coherence. To compare the quality of the ranking methods by PBRT, the next experiment used the same entity linking features to rank candidate entities to train a pointwise boosting regression tree as used for the PBRT.
In Table 5 , the results of the loss function comparison with two different EL ranking methods are shown. Pairwise in Table 5 denotes that the EL ranking method is a PBRT. In the loss function, pairwise approaches process two entities in a pair at one time. Given two entities in a pair, they attempt to find the optimal ordering for the pair and compare the ground truth with it. The target of the rank approach is to obtain the minimal number of inversions in the rankings (i.e., cases where the results in a pair are in the wrong order compared to the ground truth). Pointwise in Table 5 means that the EL rank method boosts the regression tree model in a pointwise fashion. Pointwise approaches evaluate one entity at a time. They essentially take a single entity and train a classifier on it to obtain its relevance to the current mention. The ranking result in final is attained by sorting the result list with these entity scores simply. For pointwise methods, the score of each entity is independent of the other entities in the result list for the mention. In practice, approaches of pairwise are better than pointwise approaches. It is because the relative order is closer to the nature of ranking than to a class label or relevance score. Overall, the experimental result of the PBRT is better than that of the pointwise boosting regression tree model because the pointwise boosting tree model may cause problems of label deviation.
In the experiments, two typical errors that are encountered are as follows. The error of the first type is the problem relating to common sense. For instance, a country name that appears after another person's name usually refers to a country when the context is limited. There is a sentence ''Warcraft-17-Jack Stimulus (America) played very well''. There are two candidate entities of entity mention America. The candidates are the National Football League and the United States. For humans, when America comes after a name, we can infer the intent of the sentence is nationality; however, for computers, acquiring common sense about the real world is still a challenge. The error of the second type is another problem in terms of common sense. It is more difficult to correct it. For instance, there is a phrase ''Santa Fe has mining and mining operations in Nevada, California, Montana, Canada, Brazil, Australia, Chile, Kazakhstan, Mexico and Ghana.'' [16] Where Mexico appears, there is no additional reference information. It is particularly difficult for people to decide if Mexico refers to the city of Mexico or the country of Mexico. It is a difficult challenge to solve the preceding types of errors. A more appropriate approach to understanding sentences would utilize a way of applying real-world common sense.
VI. CONCLUSION
In this paper, we proposed an attention-based joint learning model in a bilinear manner to embed entities and words for entity linking. Our approach expresses the goal entity and word more accurately and finely by obtaining the different kinds of influences and impressions of the words in context around the goal when the novel approach learns goal entity or word embeddings. We used learned embeddings to construct two features and input them into the PBRT, as well as utilizing traditional EL features. A score of ranking was given to candidate entity. We chose the actual referential entity when the candidate entity obtains the highest score. Our proposed model achieved excellent results on CoNLL and TAC 2010 datasets, showing that the proposed ABJL can produce efficient embeddings and can improve EL performance.
In future work, we will investigate the application on largescale datasets for further study. In addition, we will challenge large-scale datasets by using the distributed clustering methods. Furthermore, we want to apply common sense of real-world and employ the relations in a knowledge graph to achieve a better result because it is still a challenge to acquire real-world common sense knowledge for computers. 
