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An imaging system is proposed for matter-wave functions that is based on producing a quadratic phase
modulation on the wavefunction of a charged particle, analogous to that produced by a space or time lens.
The modulation is produced by co-propagating the wavepacket within an extremum of the harmonic vector
and scalar potentials associated with a slow-wave electromagnetic structure. By preceding and following
this interaction with appropriate dispersion, characteristic of a solution to the time-dependent Schro¨dinger
equation, a system results that is capable of magnifying (i.e., stretching or compressing the space- and time-
scales) and time-reversing an arbitrary quantum wavefunction.
PACS numbers: 03.65.-w, 42.79.-e, 42.25.-p
As originally proposed by Aharanov and Bohm, the
presence of a static potential in the absence of an electric
or magnetic field would be detectable owing to its effect
on the phase of the wavefunction of a charged particle1.
This idea was soon demonstrated2 and the principle has
spawned a large amount of activity over the decades3–5.
At the heart of the Aharanov-Bohm effect is the notion
that the scalar and vector potentials of electromagnetic
theory are real, measurable, entities and their effects dis-
tinct from the fields to which they are related. However,
an essential feature of the mechanism and proof is that
the fields and therefore the potentials are static, for if
they were not, Faraday’s law and the Ampe`re-Maxwell
relation would require the existence of electric and mag-
netic fields coincident with the potentials which would
contaminate the desired effect with forces6.
Time-varying potentials, on the other hand, have sel-
dom been considered in terms of their influence on wave-
function phase7. The purpose of this Letter is to sug-
gest a mechanism whereby a quadratically-varying po-
tential (scalar and/or vector) can produce an accumu-
lated quadratic phase on the wavefunction of a charged
particle in a manner consistent with the action of a lens.
By preceding and following this interaction with the nor-
mal dispersion inherent in wavefunction propagation, an
imaging system for matter waves might be realized that
would produce magnified and time-reversed replicas of
the original wavefunction (Fig. 1). Note that this mech-
anism is distinctly different from, and more general than,
systems that image the position of charged particles in
space3–5 or map their evolution by time of flight8.
The key component in the proposed system is an
electromagnetic slow-wave structure with a longitudinal
traveling-wave electric field that co-propagates with the
wavepacket under consideration. If the wavepacket coin-
cides with a zero-crossing of the field (Fig. 1b) it is at an
extremum of the potential(s) and, as we will show, it will
acquire a predominantly quadratic phase shift essential
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FIG. 1. Space-time duality between spatial and matter-wave
imaging. (a) Conventional spatial imaging system. Input
and output diffraction produce quadratic phase filtering in
Fourier spectra of the transverse coordinates. Lens produces
quadratic phase modulation directly on transverse coordi-
nates. (b) Imaging system for quantum wavefunctions. In-
put and output dispersion resulting from free-space propaga-
tion distances L1 and L2 correspond to the object and im-
age distances in the spatial imaging system. An electromag-
netic slow-wave structure provides lens action by producing
a quadratic phase on the dispersed wavefunction due to the
traveling-wave interaction with the scalar and vector poten-
tials. (Phase relationship shown for a positive charge). The
output wavefunction is a rescaled and time-reversed version
of the input with magnification M = −L2/L1.
2for lens action, with minimal force imparted by the field.
Central to the three seemingly disparate phenomena
of Fresnel diffraction, narrowband dispersion and the
quantum-mechanical description of free-particle propaga-
tion is the complex diffusion equation, which in general
form is given by
∂ψ
∂t
= iα
∂2ψ
∂z2
, (1)
where the diffusivity term α depends on the particular
problem at hand. One can consider the independent
variable t as guiding the evolution of the wavefunction
ψ while z maps its profile. In quantum mechanics the
diffusivity α = ~/2m while in diffraction α = 1/2k and
in optical dispersion α = (1/2)d2β/dω2. (Here we use
the symbols common to diffraction and dispersion analy-
ses; k = 2pi/λ is the wavenumber and β = ωn(ω)/c is the
phase constant. Both are phase shifts per-unit-length.)
Based on the similarity of their governing equations,
Fresnel diffraction and narrowband dispersion have been
successfully united in the concept of temporal imaging
which, as its name suggests, is a system for stretch-
ing or compressing electromagnetic waveforms of carrier-
envelope form while maintaining the integrity of the en-
velope profile9–13.
A feature common to both diffraction and dispersion is
the quadratic phase that is introduced into the frequency
spectrum of the envelope, either of the cross-sectional
profile of a beam in diffraction or the longitudinal pulse
profile in dispersion. Although quadratic in frequency,
this effect also acquires strength linearly with the evolu-
tion variable. The same must be true, of course, for the
Schro¨dinger equation.
To realize imaging in both space and time, it is also
necessary to produce quadratic phase in the real-space
domain of the profile variable. Thus a space lens, which
produces a quadratic phase transformation in the trans-
verse (profile) variable has its counterpart in a time
lens which produces quadratic phase in the local time
coordinate.14 To obtain corresponding lens action for the
wavefunction of a particle, we look to the governing p.d.e.
(1) and recognize that a quadratic phase imparted to the
z-coordinate would suffice. As we will see, this can be
accomplished by interaction between the particle and an
electromagnetic potential, either vector, scalar or both.
The general solution to (1) as an initial-value prob-
lem in one dimension, assuming a carrier-envelope type
of wavepacket and a relatively narrow momentum spec-
trum centered about k0, can be written for the quantum-
mechanical case as
ψ(z, t) = ei(k0z−ω0t)
∫
∞
−∞
ψ0(k, 0)
× exp
[
−i
(
kvg + k
2 ~
2m
)
t
]
eikz
dk
2pi
, (2)
where ψ0(k, 0) is the initial spectrum of the wavefunction
ψ(z, 0) shifted to baseband (i.e. ψ0(k, 0) = ψ(k + k0, 0))
and vg is the group velocity.
It will be especially useful in the context of this ex-
position to convert the solution (2) to a traveling-wave
coordinate system moving at the group velocity of the
wavepacket; ξ ≡ z − vgt and τ ≡ t. Introducing these
variables transforms (2) into
ψ(ξ, τ) = ei(k0ξ+ω0τ)
∫
∞
−∞
ψ0(k, 0)
× exp
(
−i
~τ
2m
k2
)
eikξ
dk
2pi
, (3)
which represents a stationary envelope in the (ξ, τ) refer-
ence frame superimposed upon a backward-propagating
carrier with phase velocity ω0/k0. This interpretation
can also be seen from the nature of the dispersion rela-
tion for (1). For a spectrum centered at k0,
ω(k) =
~k2
2m
, vg =
dω
dk
∣∣∣∣
k=k0
=
~k0
m
, v0 =
ω0
k0
=
~k0
2m
,
and thus vg/v0 = 2. The quadratic phase term in (3)
will be seen to be an essential feature of the space-time
imaging process.
To produce lens action on the quantum-mechanical
wavefunction, we must generate a quadratic phase over
the dispersed envelope. One mechanism that will accom-
plish this is interaction with an electromagnetic poten-
tial. Consider a slow-wave structure designed to interact
with charged particles which has an electric field compo-
nent along the axis of particle motion. Such structures
have long been studied and developed for use in electron
accelerators and vacuum tubes15,16.
A transverse magnetic (TM) field mode in a slow-wave
guide can have an electric field on axis that is directed
exclusively along the axis of the guide. Assuming a
monochromatic wave propagating in such a slow-wave
structure we can write the longitudinal component of
the vector potential and the scalar potential as travel-
ing waves
Az(z, t) = A0e
i(kmz−ωmt), Φ(z, t) = Φ0e
i(kmz−ωmt) (4)
where the subscripts “m” on the wavenumber and angu-
lar frequency indicate that these are associated with a
modulating field. The two peak potentials can be related
using the Lorentz gauge
∇ ·A = −
1
c2
∂Φ
∂t
,
kmc
2
ωm
A0 = Φ0 (5)
so that the potentials (4) become
Az(z, t) = A0e
i(kmz−ωmt), (6)
Φ(z, t) =
kmc
2
ωm
A0e
i(kmz−ωmt) (7)
From a practical standpoint, guided wave structures are
generally analyzed in terms of fields rather than poten-
tials and thus it will be useful to relate the peak potential
3A0 to the peak electric field from the defining relation
(using real-valued functions)
E(z, t) = −∇Φ(z, t)−
∂A
∂t
= E0 sin(kmz − ωmt) zˆ
and thus
A0 =
E0
ωm
(
c2/v2p − 1
) (8)
where vp = ωm/km is the phase velocity of the fields and
potentials within the slow-wave structure.
Now, assume a charged particle of mass m moving at
the group velocity vg = ~k0/m co-propagates with the
electromagnetic field in the slow-wave structure and, fur-
thermore, assume that it is synchronized with a peak of
the potentials (Fig. 1 ) where the variation is essentially
quadratic. Then, in a manner similar to the Aharonov-
Bohm effect for stationary fields, the wavefunction will
accumulate an additional phase due to the scalar (elec-
tric) and vector (magnetic) potentials given by
∆φE = −
q
~
∫
Φ dt, ∆φM =
q
~
∫
A · ds
The combined effect of interacting with both potentials
can be written as one integral over the time coordinate
using z′ = vgt
′. Assuming an interaction length L and
traveling-wave potentials given by (6) and (7) the accu-
mulated phase shift in the absence of dispersion becomes,
using real-valued functions,
Γ(z, L/vg) =
qA0
~
(
vg −
c2
vp
)
×
∫ L/vg
0
cos(kmz − ωmt+ θ) dt (9)
where θ is an initial phase offset between the potentials
and the wavepacket and determines whether the matter-
wave lens has a positive or negative focal length.
Since the wavepacket is co-propagating with the modu-
lating potentials, it will be useful to transform this into a
traveling-wave coordinate system moving with the group
velocity of the wavepacket as was done for the dispersion
problem. Integral (9) is readily evaluated,
Γ(ξ, L/vg) =
qA0L
~
(
1−
c2
vpvg
)
×
sin∆φ/2
∆φ/2
cos (kmξ +∆φ/2 + θ) (10)
where
∆φ ≡ ωmL
(
1
vp
−
1
vg
)
(11)
is the phase slip produced by the walkoff between the
wavepacket and the modulating potentials. We now sub-
stitute (8) for the peak vector potential in terms of the
electric field,
Γ(ξ, L/vg) = −
qE0L
~ωm
(
c2/vpvg − 1
)(
c2/v2p − 1
)
×
sin∆φ/2
∆φ/2
cos (kmξ +∆φ/2 + θ) (12)
Note that for the case of perfect velocity matching (i.e.,
vp = vg; ∆φ = 0), (12) simplifies considerably,
Γ(ξ, L/vg) = −
qE0L
~ωm
cos (kmξ + θ) (13)
= −Γ0 cos (kmξ + θ) (14)
where
Γ0 ≡ qE0L/~ωm (15)
is the peak phase deviation. The initial phase offset θ is
chosen according to the sign of the charge q in order that
Γ(ξ, L/vg) > 0 in the vicinity of ξ = 0, thus ensuring a
positive focal length (see below),
θ =
{
pi, q = +|q|,
0, q = −|q|.
(16)
The process of quadratic phase modulation by co-
propagating the wavefunction with a sinusoidal poten-
tial is but a specific example of any general modulation
scheme which may result in a quadratic term. As with
space and time lenses, it will be very useful to define
an equivalent focal length and focal-length-to-aperture
ratio, or f# of a matter-wave lens17. We can draw an
analogy between the focal length of a space lens18 and
our matter-wave lens by comparing the phase variation
with respect to the profile variables,
SPACE: exp
[
−iφ
S
(x, y)
]
= exp
[
−i
k
2fS
(x2 + y2)
]
MATTER: exp
[
−iφ
M
(ξ)
]
= exp
[
−i
k0
2fM
ξ2
]
(17)
To assign the concept of focal length to an arbitrary
phase modulation process we expand the phase induced
by that process in a Taylor series and equate the coeffi-
cient on the second-order term to the form in (17). For
the matter-wave lens phase described by (14) we find
fM ≡
k0
Γ0k
2
m
(18)
The assumption of an accumulated phase that is gen-
erally quadratic will be valid if the extent of the wave-
function is confined predominantly to a maximum of the
propagating cosine potential, perhaps with a time gate or
shutter. We may consider this region as defining an effec-
tive aperture for the matter-wave lens and this suggests
4the concept of f#. A reasonable estimate is approxi-
mately 1/2pi of the period. In space, in the traveling-
wave coordinate system, this corresponds to a window
∆ξ = λm/2pi = 1/km. Let us then define
f#
M
≡
fM
∆ξ
=
fM
1/km
=
k0
Γ0km
(19)
If we now equate the classical to the quantum-mechanical
momentum, k0 = mvg/~, and substitute into (19) along
with the definition for Γ0 we find
f#
M
=
mvgvp
qE0L
=
mc2
n2qE0L
(20)
where, owing to the assumption of perfect velocity match-
ing, vgvp = (c/n)
2 and n is the slowing factor for the
electromagnetic slow wave. We see that the numerator is
the rest mass energy of the particle, while in the denom-
inator, qE0L would be the kinetic energy acquired by
the particle in a uniform field E0 accelerated from rest
through a distance L. However, in the traveling-wave
frame of the particle, the electric field is in phase quadra-
ture with the potentials, going through a zero-crossing
where the potentials are maximized, and thus the parti-
cle feels no net force if its center of mass is aligned with
the zero-field point.
As an example, let’s assume an electron is propagating
in a slow-wave structure where n = 10 (corresponding
to a kinetic energy of 3 keV) and the interaction length
L = 1 cm. We find f#
M
= 5 × 105/E0 = 5 for an electric
field of E0 = 10
5 V/m (1 kV/cm).
Imaging of matter waves is accomplished by the con-
catenation of dispersion, lens action and more dispersion
(Fig. 1). Mathematically we see from (3) and (17) that
this corresponds to quadratic phase filtering in wavenum-
ber space for dispersion and quadratic phase modulation
in coordinate space for the matter-wave lens. To sim-
plify expressing this three-step process, we introduce the
following functions
INPUT DISPERSION: G1(k, τ1) = exp
[
−iak2
]
(21)
MATTER-WAVE LENS: H(ξ) = exp
[
−iξ2/4c
]
(22)
OUTPUT DISPERSION: G2(k, τ2) = exp
[
−ibk2
]
(23)
where: a =
~τ1
2m
, b =
~τ2
2m
, c =
fM
2k0
, (24)
τ1,2 are the propagation times in the input and output
dispersive regions, respectively, and fM is given by (18).
Carrying out the forward and inverse Fourier trans-
forms (indicated by F and F−1, respectively) of the
three-step process of imaging gives the wavefunction fol-
lowing the second (output) dispersive region,
ψ(ξ, τ2) = e
i[k0ξ+ω0(τ1+τ2+τl)+Γ0]
×F−1
{
F
{
F
−1
{
ψ0(k, 0)G1(k, τ1)
}
×H(ξ)
}
G2(k, τ2)
}
(25)
where τl is the propagation time through the matter-wave
lens. Neglecting multiplicative phase and amplitude con-
stants, the final inverse Fourier transform contains the es-
sential features of the imaging problem and expresses the
wavefunction envelope in the local traveling-wave system,
ψ(ξ, τ2) ∝
∫
∞
−∞
ψ0(k, 0)
exp
[
i
(
1
1/c− 1/b
− a
)
k2 + i
c ξ
c− b
k
]
dk. (26)
This integral represents the initial envelope spectrum
ψ0(k, 0) multiplied by a quadratic spectral phase and
then inverse Fourier-transformed to a re-scaled space-
time coordinate. In order for this wavefunction to be a
replica, or “image”, of the input waveform, we must elim-
inate the quadratic phase. Thus we set 1/c− 1/b = 1/a
and find
m
~τ1
+
m
~τ2
=
k0
fM
(27)
or, setting p = ~k0 = mvg and noting that the propaga-
tion distances in the input and output dispersive regions
are L1 = vgτ1 and L2 = vgτ2, this becomes
1
L1
+
1
L2
=
1
fM
(28)
which is the imaging condition, familiar from classical
optics.
The re-scaled space coordinate in the Fourier trans-
form kernel takes on an equally significant and familiar
form. Substituting from (24) and the imaging condition
yields
c− b
c
= −
b
a
= −
τ2
τ1
= −
L2
L1
≡M (29)
which defines the magnification. Thus, when the imaging
condition is satisfied, the relationship between the input
and output wavefunction envelopes is
ψ(ξ, τ2) ∝ ψ(ξ/M, 0) (30)
Notice that the magnificationM (29) takes on a negative
value and therefore produces a space- and time-reversed
image of the wavefunction. This implies no violation of
causality as it is merely a consequence of the quadratic
phase modulation and frequency-domain filtering of the
5wavefunction spectrum. Indeed, there is no mechanism
producing output prior to input.
To this point we have not included the concept of res-
olution, or how fine the structure of a wavefunction can
be resolved. As in the case of conventional optical imag-
ing systems, limitations will arise due to the aperturing
effects at the lens. We hinted at this by assuming that
the dispersed wavefunction entered the matter-wave lens
and only interacted with λm/2pi of the guided electro-
magnetic wave in the slow-wave guide. Let’s assume we
have a mechanism that creates a shutter admitting only
a portion of the dispersed wavepacket over this duration.
In concert with similar analyses in spatial and tempo-
ral imaging systems, the impulse response of the system
will be given by the Fourier transform of this aperture
function. Then, to a good approximation, the resolution
referred to the input space scale for large magnifications
can be shown to be13
δξin ≈ λ0f
#
M
(31)
where λ0 = 2pi/k0 is the de Broglie wavelength.
An interesting effect with time apertures that will have
an impact on a stream of particles in certain situations
is the matter-wave equivalent of edge diffraction due to
a semi-infinite opaque screen18. This was first pointed
out by Moshinsky in a seminal paper in 195219 which he
described as “diffraction in time” and is discussed, along
with many other interesting transient phenomena, in the
comprehensive review by del Campo, et al.20 The effect of
temporal slits (equivalent to the shutter discussed here)
has also been studied experimentally8 and a full three-
dimensional analysis of diffraction and dispersion from
a shutter has been presented by Beau and Dorlas21. It
should be noted, however, that when the imaging condi-
tion (28) is satisfied, the quadratic phase term in (26) is
eliminated and the aperture effect is changed from Fres-
nel to Fraunhofer diffraction.
The assumption that no dispersion occurs within the
slow-wave structure is not necessarily valid in all cases.
There will be a trade-off between interaction length L
and peak potential A0 (or peak field amplitude E0) to
maintain a low f -number and minimize dispersion. This
argues for high fields and short interaction lengths but
if the latter cannot be attained, then incorporating dis-
persion within the slow-wave structure can be accommo-
dated with the definitions of the net input and output
dispersions.
Placement of the wavepacket on a cusp, or extremum,
of the potential also places it at the zero-crossing of the
electric field (Fig. 1). If the group velocity of the parti-
cle is not perfectly matched to the phase velocity of the
potential wave then it will begin to move and experience
a nonzero force Fz = qEz. However, the sign of the the
electric field is such as to produce a restoring force on
the charged particle, regardless of the sign of the charge
as long as (16) is satisfied.
In summary I have proposed a system for space-time
transformation and imaging of matter-wave functions in
a fashion entirely analogous to spatial or temporal imag-
ing. It relies on the introduction of a quadratic phase
modulation on the envelope of the wavefunction of a
charged particle following and preceding regions of nor-
mal dispersive spreading. Recent work in ultra-compact
electron-optical accelerators22 and coherent control of
electrons23,24 may make ideal candidates for testing some
of these ideas.
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