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Abstract
In this paper, the performance of uplink spectral efficiency in massive multiple input multiple output
(MIMO) over spacially correlated Ricean fading channel is presented. The maximum ratio combining
(MRC) receiver is employed at the base station (BS) for two different methods of channel estimation.
The first method is based on pilot-assisted least minimum mean square error (LMMSE) estimation, the
second one is based on line-of-sight (LOS) part. The respective closed-form expressions of uplink data
rate are given for these two methods. Due to the existence of pilot contamination, the uplink data rate
of pilot-assisted LMMSE estimation method approaches to a finite value (we name it as asymptotic rate
in the paper) when the BS antenna number is very large. However, the data rate of LOS method goes
linearly with the number of BS antennas. The expression of the uplink rate of LOS method also show
that for Ricean channel, the spacial correlation between the BS antennas may not only decrease the
rate, but also increase the rate, which depends on the locations of the users. This conclusion explains
why the spacial correlation may increase, rather than decrease the data rate of pilot-assisted LMMSE.
We also discuss the power scaling law of the two methods, and the asymptotic expressions of the two
methods are the same and both independent of the antenna correlation.
Index Terms
Massive massive MIMO, pilot contamination, Ricean fading, spacial correlation, uplink rate
I. INTRODUCTION
Massive multiple input multiple output (MIMO) technology has been investigated with the
remarkable potential of increasing the spectral efficiency and energy efficiency even with very
simple linear transmitter/receiver [1]–[4]. However, increasing antenna number leads to new
challenges such as how to obtain the accurate channel state information (CSI). For time division
2duplexing (TDD) systems, the downlink CSI can be obtained by using uplink pilots and exploiting
channel reciprocity. However, there will be estimation errors, feedback delay errors and quantized
errors which impair the system performance. Besides, limited to the coherence time, the number
of the orthogonal pilots is limited. And we have to reuse the same pilot sequences in different
cells which causes pilot contamination. The system capacity of massive-MIMO is hardly decided
by the reuse of pilot sequences between the nearby cells [5], [6]. How to reduce the pilot
contamination is crucial to further improve massive-MIMO performances.
[7] proposed a new multi-cell minimum mean square error (MMSE) based precoding method
for the sake of reducing pilot contamination. For TDD system, the overall cells are divided into
two groups, the users in the cells of the same group transmit pilot sequence to the base stations
(BSes) while users in cells of other group receive data. By this way pilot contamination only
remains within the same group and is efficiently reduced without inter-cell coorparation [8], [9].
In such technologies, the SINR of user is limited and can not go to infinity with the increase of the
number of BS antennas. On the other hand, the effects of the pilot contamination is related to the
pilot assignment scheme. Hereby, many researchers studied how to optimize the pilot assignment
or pilot scheduling schemes [10]–[13]. Besides, some works indicated that pilot contamination
isn’t inevitable as we expected. For example, in the case covariance matrices satisfy a certain
non-overlapping condition on their dominant subspaces, a Bayesian channel estimation method
making explicit use of covariance information can completely remove pilot contamination effects
[14]. Since the source of pilot contamination lies in using pilot assisted channel estimation, the
channel can be estimated blindly. Herein, the pilot contamination is avoided as no pilots are used
[15]–[17]. Taking the inherent sparsity of wireless channel into consideration, sparsity channel
estimation and pilot design can be employed using compressive sensing technology to reduce
pilot overhead and pilot contamination [18]–[20].
The other challenge of massive MIMO lies in the limited space at BS-side which causes
antenna mounting to become a difficult issue. And millimeter-wave (mm-wave) wireless systems
are emerging as a promising technology for full exploitation of spacial multiplex and development
of higher spectrum. The millimeter-wave operates from 30 to 300 GHz with wavelength between
10mm to 1mm, and the smaller wavelength makes it possible that large number of antennas can
be mounted in the limited space [21], [22]. Due to the highly directional nature of propagation,
line-of-sight (LOS) propagation plays an important role at mm-wave. Besides, when the cell
coverage is shrunk, the channel between users and the BS will highly probable to include LOS
3part [23], [24]. As a result, the LOS is expected to be a new propagation mode for the massive
MIMO. However, the majority of works are based on the assumption of Rayleigh fading model
which simplify the mathematic model and analysis. The Rayleigh model will no longer suit
when there’s LOS. The Ricean fading model is applicable when the wireless link between the
transmitter and the receiver has LOS component in addition to the diffused Rayleigh component.
[25] investigated the uplink rate of massive MIMO over i.i.d. Ricean fading channels.
In this paper, we investigate the uplink data rate of massive MIMO over correlated Ricean
fading channels for two CSI estimation methods. The first method is maximum ratio combining
(MRC) based on pilot-assisted LMMSE estimation which will cause pilot contamination. In order
to avoid the pilot contamination, similar to [26], we take the first order statistical information
as the estimated channel, which means taking the LOS part as the estimated channel while the
diffused part is regarded as interference. The main contributions are:
(1) We deduce the respective analytical expressions for two methods. Due to the existence of
pilot contamination, the uplink data rate of pilot-assisted LMMSE estimation method approaches
to a finite value when the BS antenna number is very large. However, the infinite uplink
achievable rate of LOS method goes linearly with the number of BS antennas, which means that
as the number of BS antennas increase, the gap between the two methods will become smaller
and smaller, and finally the rate of LOS method will exceed the one of pilot-assisted LMMSE
estimation method.
(2) The impact of Ricean fading has been investigated extensively. According to the expression
of the achievable rate of LOS method, we find that the correlation between the BS antennas may
not only decrease the rate, but also increase the rate, which depends on the locations of the users.
So if the locations of the users make antenna correlation increase the rate, with the increase of
Ricean factor the rate of pilot-assisted LMMSE estimation method will become larger due to
antenna correlation since the effect of LOS part becomes more and more strong.
(3) We also discuss the power scaling law of the two methods. When the base station
antenna number is very large, the asymptotical expressions of the two methods are the same and
independent of the antenna correlation.
II. SYSTEM MODEL
Consider the L cells system with one BS and K mobile users in each cell. Each BS is equipped
with N antennas, and each user has a single antenna. We assume that the system is operating on
4TDD protocol with full frequency reuse. Taking cell 1 as the reference cell, the uplink received
base-band signal vector is given by
y =
√
puG1x1 +
√
pu
L∑
l=2
Glxl +w, (1)
where y = [y1 · · · yN ]T is the received signal vector, xl = [xl,1 · · ·xl,K ]T ∼ CN (0, IK), where
xl,k is the transmitted signal of user k in lth cell, and pu is the average transmit power of
each user. Gl = [gl,1 · · ·gl,K ] is the composite channel matrix of all the K users in lth cell
to the reference cell. w is the additive noise vector which satisfies standard complex Gaussian
distribution. Since the distance between the users in the reference cell and the reference BS
is small, the channel of users in the reference cell is modeled to consist of two parts, namely
a deterministic component corresponding to the LOS path and a Rayleigh-distributed random
component which accounts for the scattered signals. By contrast, the distance between users
in the interfering cell and the reference BS is large, so the LOS part does not exist any more
in channels because of the scatters and buildings block. Based on this, the fast fading can be
modelled as
Hl =

 H¯1
[
Ω(Ω+ IK)
−1] 12 + ⌢H1[(Ω+ IK)−1] 12 l = 1
⌢
H l l 6= 1
, (2)
where
[
H¯1
]
N×K is the deterministic component with
[
H¯1
]
n,k
= e−j(n−1)
2pid
λ
sin θk , and d is the
antenna spacing, λ is the wavelength, θk ∼ [−pi/2, pi/2] is the arrival angle of kth user in
the reference cell.
[
⌢
H l
]
N×K
= [hl,1hl,2 · · ·hl,K] denotes the channel matrix for the fast fading
between the users in each cell and the reference BS which satisfies the standard complex Gaussian
distribution.Ω is a diagonal matrix with Ωk,k = ϑk as the kth element denoting the Ricean factor
representing the ratio of the power of the deterministic component to the power of the fading
component. And the bigger ϑk is, the more deterministic the channel is. Taking the correlation
between the BS antennas into consideration and assuming all users’ correlation are the same,
the composite channel matrix can be expressed as
Gl =

 G¯1
[
Ω(Ω+ IK)
−1] 12 + ⌢G1[(Ω+ IK)−1] 12 l = 1
⌢
Gl l 6= 1
, (3)
5where
G¯1 = [g¯1,1 · · · g¯1,K ] = H¯1Λ
1
2
1 ,
⌢
Gl =
[
⌢
g l,1 · · ·⌢g l,K
]
= R
1
2
⌢
H lΛ
1
2
l ,
Λl
∆
= diag
(
λl,1 · · · λl,K
)
with λl,k represents the slow fading(including the shadow and path
loss), R is the deterministic receive correlation matrix, and R has properties as follow: positive
definite; Tr [R] = N ; having uniformly bounded spectral norm.
III. UPLINK RATE ANALYSIS USING PILOT ASSISTED LMMSE CHANNEL ESTIMATE
A. LMMSE channel estimate
Assuming both the deterministic LOS component and the Ricean factor matrix Ω are perfectly
known at both the transmitter and the receiver, only the Rayleigh fading part needs to be
estimated. Define the estimated channel matrix as:
Gˆl =

 G¯1
[
Ω(Ω+ IK)
−1] 12 + ˆ⌢G1[(Ω+ IK)−1] 12 l = 1
ˆ⌢
Gl l 6= 1
. (4)
In the multi-cell scenario, non-orthogonal training sequences must be used due to the limitation
of orthogonal pilot resources which are limited by the coherence time of the channel. During the
uplink pilot transmission, users in all cells simultaneously transmit pilot sequence of length τ ,
and K ≤ τ < T , where T is the coherence time of the channel. In this paper we let τ = K, so
the training matrix is a K ×K unitary matrix satisfying ΦHΦ = IK . The received pilot signals
at reference cell can be expressed as
YP =
√
pP
{
G¯1
[
Ω(Ω+ IK)
−1] 12 + ⌢G1[(Ω+ IK)−1] 12}ΦT +√pP L∑
l=2
⌢
GlΦ
T +WP,
where WP is a N ×K noise matrix satisfying standard complex Gaussian distribution. Taking
the LOS part off, we get
Y ∗P =
√
pP
⌢
G1
[
(Ω+ IK)
−1] 12
Φ
T +
√
pP
L∑
l=2
⌢
GlΦ
T +WP.
After correlating the received training signal Y ∗P with the pilot sequence of user k, we get
y∗P,k =
√
pP√
ϑk + 1
⌢
g1,k +
√
pP
L∑
l=2
⌢
g l,k +wP,k,
6where wP,k ∼ CN (0, IN) is the addictive Gaussian white noise. So according to the LMMSE
theory, we get
ˆ⌢g l,k =


λ1,kR√
ϑk+1
Qk√
pP
y∗P,k l = 1
λl,kR
Qk√
pP
y∗P,k l 6= 1
,
where Qk =
(
λ1,kR
ϑk+1
+
L∑
l=2
λl,kR +
IN
pP
)−1
. We define hˆk
∆
=
(
Qk
pP
) 1
2
y∗P,k ∼ CN (0, IN) as the
Rayleigh fading part of the estimated channel. Thus ˆ
⌢
g l,k can be modelled as
ˆ⌢g l,k =


λ1,kR√
ϑk+1
Qk
1
2 hˆk l = 1
λl,kRQk
1
2 hˆk l 6= 1
.
Based on the orthogonality property of LMMSE estimate,
⌢
g l,k can be decomposed as
⌢
g l,k =
ˆ⌢g l,k +
˜⌢g l,k, where
˜⌢g l,k is the uncorrelated estimation error. Since gˆ1,k =
⌢ˆ
g 1,k√
ϑk+1
+
√
ϑk√
ϑk+1
g¯1,k,
g˜1,k =
⌢˜
g 1,k√
ϑk+1
, and gˆl,k =
ˆ⌢g l,k, g˜l,k =
˜⌢g l,k when l 6= 1, the overall estimated channel can be
expressed as
gˆl,k =


λ1,kR
ϑk+1
Qk
1
2 hˆk +
√
ϑk√
ϑk+1
g¯1,k l = 1
λl,kRQk
1
2 hˆk l 6= 1
, (5)
and the covariance matrix of the overall estimation error is
cov (g˜l,k, g˜l,k) =


λ1,kR
ϑk+1
−
(
λ1,k
ϑk+1
)2
RQkR l = 1
λl,kR− λ2l,kRQkR l 6= 1
. (6)
B. Achievable uplink rate
Considering the uplink transmission represented by (1), the overall uplink received signal at
the reference BS can be written as
y =
√
pu
K∑
i=1
gˆ1,ix1,i +
√
pu
K∑
i=1
g˜1,ix1,i +
√
pu
L∑
l=2
K∑
i=1
gˆl,ixl,i +
√
pu
L∑
l=2
K∑
i=1
g˜l,ixl,i +w.
We use the linear receiver matrix which depends on the estimated channel for data detection.
For MRC receiver,
ck = gˆ
H
1,k =
(
⌢ˆ
g1,k√
ϑk + 1
+
√
ϑk√
ϑk + 1
g¯1,k
)H
.
7Thus we get
rk =
√
pugˆ
H
1,kgˆ1,kx1,k +
√
pugˆ
H
1,k
K∑
i 6=k
gˆ1,ix1,i +
√
pugˆ
H
1,k
K∑
i=1
g˜1,ix1,i
+
√
pu
L∑
l=2
K∑
i=1
gˆH1,kgˆl,ixl,i +
√
pu
L∑
l=2
K∑
i=1
gˆH1,kg˜l,ixl,i + gˆ
H
1,kw
.
Then the achievable rate of user k is
Rk = E

log2

1 +
∣∣gˆH1,kgˆ1,k∣∣2
gˆH1,k
(
L∑
l=1
K∑
i 6=k
gˆl,igˆ
H
l,i +
L∑
l=1
K∑
i=1
g˜l,ig˜
H
l,i +
IN
pu
+
L∑
l=2
gˆl,kgˆ
H
l,k
)
gˆ1,k



 .
According to Lemma 1, the achievable rate of user k can be approximated simply as follow.
Theorem 1: For system model considered, when BS uses the MRC receiver based on the
LMMSE, the achievable rate of user k can be approximated simply by
Rk ≈ T −K
T
log2
(
1 + ŜINRk
)
. (7)
In order to see the individual impacts of the LOS component and the Rayleigh component on
ŜINRk, we divide the signal power and the interfering power into two parts respectively as
follows:
ŜINRk =
SLOS,k + SRay,k
ILOS,k + IRay,k
, (8)
SLOS,k =
λ21,k
(ϑk + 1)
2
[
2
ϑk
ϑk + 1
(
Nλ1,k
N∑
n=1
δ2k,n + g¯
H
1,kU∆
2
kU
Hg¯1,k
)
+ ϑ2kN
2
]
,
SRay,k =
λ21,k
(ϑk + 1)
2


(
λ1,k
ϑk + 1
)2  N∑
n=1
δ4k,n +
(
N∑
n=1
δ2k,n
)2

 ,
IRay,k =
λ21,k
(ϑk + 1)
2


N∑
n=1
anδ
2
k,n +
L∑
l=2
λ2l,k

 N∑
n=1
δ4k,n +
(
N∑
n=1
δ2k,n
)2+
N∑
n=1
δ2k,n
pu

 ,
ILOS,k =
ϑk
ϑk+1
g¯H1,k
[
UBUH +
K∑
i 6=k
(
ϑi
ϑi+1
g¯1,ig¯
H
1,i
)]
g¯1,k
+ 1
(ϑk+1)
2
[
λ21,k
K∑
i 6=k
(
ϑi
ϑi+1
g¯H1,iU∆
2
kU
Hg¯1,i
)
+ 1
pu
ϑk (ϑk + 1)Nλ1,k
]
.
8where R = UDUH, with D = diag (d1, d2, · · · , dN). And B ∆= A +∆2k
L∑
l=2
λ2l,k, where ∆k =
diag (δk,1, · · · , δk,N) is a diagonal matrix with element
δk,n =
dn√
λ1,kdn
ϑk+1
+
L∑
l=2
λl,kdn +
1
pP
, (9)
and
A = diag (a1, a2, · · · , aN )
=
K∑
i=1
(
λ1,iD
ϑi + 1
)
+
L∑
l=2
K∑
i=1
λl,iD −
(
λ1,k
ϑk + 1
)2
∆
2
k −
L∑
l=2
λ2l,k∆
2
k. (10)
Proof: See Appendix II-A.
Theorem 2: When the BS antenna number is very large, the achievable rate of user k in the
reference cell can be approximated by
Rk → T −K
T
log2
(
1 + ŜINR
∞
k
)
, (11)
where
ŜINR
∞
k =

 λ1,kϑk+1 + ϑk( N∑
n=1
δ2
k,n
)/
N


2
L∑
l=2
λ2l,k
. (12)
Proof: See Appendix II-B.
Looking into the proof of Theorem 2, we find that as the number of BS antennas is very large,
the effects of uncorrelated receiver noise and interferences are eliminated completely, leaving
the users using the same pilot as the only interferences. The signal power of the reference user
includes LOS part and the Rayleigh part. And when ϑk = 0,
ŜINR
∞
k =
λ21,k
L∑
l=2
λ2l,k
,
which coincide with the results in the Rayleigh channel.
We further analyze the impacts of LOS part on ŜINR
∞
k . First we make the following
definitions,
9λ1,k
ϑk + 1
+
ϑk
 N∑
n=1
d2n(
λ1,k
ϑk+1
+
L∑
l=2
λl,k
)
dn+
1
pP


/
N
∆
= x,
ϑk
 N∑
n=1
d2n(
λ1,k
ϑk+1
+
L∑
l=2
λl,k
)
dn+
1
pP


/
N
∆
= y.
After doing some algebraic operation to y, we get
y=
1
N∑
n=1
d2n/N
ϑkλ1,kdn
ϑk+1
+ϑk
(
L∑
l=2
λl,kdn+
1
pP
)
,
which shows that with the increase of ϑk,
ϑk
ϑk+1
increases, so that y increases. And the increase
of y consists of the increase of
ϑkλ1,kdn
ϑk+1
and ϑk
(
L∑
l=2
λl,kdn +
1
pP
)
. Since
1
N∑
n=1
d2n/N
ϑkλ1,kdn
ϑk+1
+ϑk
(
L∑
l=2
λl,kdn+
1
pP
)
≥ 1
N∑
n=1
d2n/N
ϑkλ1,kdn
ϑk+1
=
ϑkλ1,k
ϑk + 1
,
and
λ1,k
ϑk+1
+
ϑkλ1,k
ϑk+1
=λ1,k is independent of ϑk, then we can make the conclusion that x increases
with the increase of ϑk, which means the LOS part raises the user’s SINR.
According to (12), the LOS part of the signal power is related to the correlation of the BS
antennas, while the Rayleigh part is independent of the correlation. And according to (27), we
get
1
λ1,k
ϑk+1
+
L∑
l=2
λl,k
>
N∑
n=1
δ2k,n
N
≥ 1
λ1,k
ϑk+1
+
L∑
l=2
λl,k +
1
pP
,
so in the case of big pP , the correlation of BS antennas has little influence on the asymptotic rate.
And as pP → ∞, δ2k,n → dn(
λ1,k
ϑk+1
+
L∑
l=2
λl,k
) , and
(
N∑
n=1
δ2
k,n
)
N
→ 1
λ1,k
ϑk+1
+
L∑
l=2
λl,k
which is independent
of BS-sided correlation. So we can conclude that with the increase of pilot power, the receive
SINR has less and less impact by the BS correlation when N is very large.
10
When R = I , after some algebraic manipulations, ŜINR
∞
k can be expressed as:
ŜINR
∞
k =
[
λ1,k + ϑk
(
L∑
l=2
λl,k +
1
pP
)]2
L∑
l=2
λ2l,k
, (13)
which coincides with [25]. And on the other hand, the expression confirm our conclusion that
the LOS part raises the user’s SINR.
Theorem 3: If the transmit power of each user is scaled down as pu = EuN
−ε for a fixed
Eu and ε > 0, when the number of antennas increases, the user’s uplink rate of MRC receiver
based on pilot assisted LMMSE channel estimate approaches
Rk → T −K
T
log2
(
1 + ŜINR
ps
k
)
, (14)
where
ŜINR
ps
k =
N1−εEuλ1,kϑk
(ϑk + 1)
, (15)
and for ϑk = 0,
SINR
ps
k =
λ21,k
L∑
l=2
λ2l,k +
1
KE2uN
−2ε
N∑
n=1
d2n
. (16)
Proof: See Appendix II-C.
We can make several observations from Theorem 3, for Rayleigh fading, the SINR is dependent
on the BS-sided correlation when the power scaling is taken (however, the influence is limited).
And ε should be no more than 1/2 to obtain a non-zero constant value with increasing N ; for
Ricean fading, the SINR is independent of the BS-sided correlation when the power scaling is
taken. And ε should be no more than 1 to obtain a non-zero constant value with increasing N .
Comparing (15) and (16), we find that for Ricean fading, the uplink rate only depends on the
LOS related power, while the Rayleigh related power and the interference from users in other
cells disappear.
IV. UPLINK RATE ANALYSIS USING LOS COMPONENT AS CHANNEL ESTIMATE
The received signal y can be expressed in the following form:
y =
√
pu
K∑
i=1
√
ϑi√
ϑi + 1
g¯1,ix1,i +
√
pu
K∑
i=1
⌢
g1,ix1,i√
ϑi + 1
+
√
pu
L∑
l=2
K∑
i=1
gl,ixl,i +w.
11
As mentioned above, both the deterministic LOS component and Ricean factor matrix Ω are
perfectly known. In this part we take the LOS component as channel estimate while taking the
scattered part as interference. Let z =
√
pu
K∑
i=1
⌢
g 1,ix1,i√
ϑi+1
+
√
pu
L∑
l=2
K∑
i=1
gl,ixl,i +w identified as the
effective noise with covariance
Ω = E
(
zzH
)
= pu
K∑
i=1
λ1,i
ϑi + 1
+ pu
L∑
l=2
K∑
i=1
λl,kR+ IN .
Based on the assumptions, the MRC filter c¯k = g¯
H
1,k. And after MRC filtering, the signal of
the kth user is
rk =
√
pu
√
ϑkg¯
H
1,kg¯1,kx1,k√
ϑk + 1
+
g¯H1,k
⌢
g1,kx1,k√
ϑk + 1
+
√
pu
K∑
i 6=k
g¯H1,kg1,ix1,i+
√
pu
L∑
l=2
K∑
i=1
g¯H1,kgl,ixl,i+ g¯
H
1,kw.
According to the worst case uncorrelated additive noise Theorem in [28], the lower bound of
the kth user’s achievable rate is
Rk = log2

1 +
ϑk
ϑk+1
∣∣g¯H1,kg¯1,k∣∣2
E
[
g¯H1,k
(
⌢
g 1,k
⌢
g
H
1,k
ϑk+1
+
K∑
i 6=k
g1,ig
H
1,i +
L∑
l=2
K∑
i=1
gl,ig
H
l,i +
IN
pu
)
g¯1,k
]

 .
Theorem 4: For system model considered, when BS uses the MRC receiver based on the LOS
component, the lower bound of the achievable rate of user k is
Rk = log2
(
1 + SINRk
)
, (17)
where
SINRk =
ϑk
ϑk+1
(λ1,kN)
2
λ1,k
K∑
i 6=k
ϑiλ1,i
ϑi+1
|ρk,i|2 +
K∑
i=1
λ1,ig¯
H
1,kRg¯1,k
ϑi+1
+
L∑
l=2
K∑
i=1
λl,ig¯
H
1,kRg¯1,k +
λ1,kN
pu
. (18)
Proof: Define
SINRk
∆
=
ϑk
ϑk+1
∣∣g¯H1,kg¯1,k∣∣2
E
[
g¯H1,k
(
⌢
g 1,k
⌢
g
H
1,k
ϑk+1
+
K∑
i 6=k
g1,ig
H
1,i +
L∑
l=2
K∑
i=1
gl,ig
H
l,i +
IN
pu
)
g¯1,k
] , (19)
and each element of the numerator and denominator can be simplified as follows:
∣∣g¯H1,kg¯1,k∣∣2 = (λ1,kN)2,
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E
[
g¯H1,k
(
IN
pu
)
g¯1,k
]
=
λ1,kN
pu
,
E
[
g¯H1,k
⌢
g1,k
⌢
g
H
1,k
ϑk + 1
g¯1,k
]
=
λ1,kg¯
H
1,kRg¯1,k
ϑk + 1
,
E
[
g¯H1,k
(
L∑
l=2
K∑
i=1
gl,ig
H
l,i
)
g¯1,k
]
=
L∑
l=2
K∑
i=1
λl,ig¯
H
1,kRg¯1,k
E
[
g¯H1,k
(
K∑
i 6=k
g1,ig
H
1,i
)
g¯1,k
]
= λ1,k
K∑
i 6=k
ϑiλ1,i
ϑi + 1
|ρk,i|2 +
K∑
i 6=k
λ1,ig¯
H
1,kRg¯1,k
ϑi + 1
,
then substituting all the expressions into (19), Theorem 4 is proved.
Similarly, we give the expression of SINRLOSk when the number of BS antennas N is very
large.
Theorem 5: Using LOS component as channel estimate, as the number of BS antennas N is
very large, the achievable rate of user k can be approximated as follow
Rk → log2
(
1 + SINR
∞
k
)
, (20)
where
SINR
∞
k =
ϑk
ϑk+1
(λ1,kN)
K∑
i=1
λ1,ig¯
H
1,kRg¯1,k
Nλ1,k(ϑi+1)
+
L∑
l=2
K∑
i=1
λl,ig¯
H
1,kRg¯1,k
Nλ1,k
+ 1
pu
. (21)
Proof: Since dminNλ1,k ≤ g¯H1,kRg¯1,k ≤ dmaxNλ1,k, we define g¯H1,kRg¯1,k = αλl,kN , α > 0
and limited, which depends the BS-sided correlation. So
g¯H1,kRg¯1,k
N
is a constant depending on the
BS-sided correlation. Besides, ρk,i =
1−ejNϕki
1−ejϕki , ϕki =
2pid
λ
(sin θk − sin θi) and
∣∣1− ejNϕki∣∣ are
limited. So when N →∞, |ρk,i|
2
N
→ 0. Finally, Theorem 5 is proved.
Theorem 5 shows that the power related to LOS component increases linearly with the increase
of the number of BS antennas, while the power related to the Rayleigh component of reference
cell and the interfering cell has nothing to do with the number of BS antennas. Based on these,
we can easily speculate that as the number of BS antennas grows bigger and bigger, the user’s
rate using LOS component will gradually exceed the rate using LMMSE estimate. What’s more,
according to (21) the rate increases with the increase of ϑ.
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For R = I , (21) becomes
SINR
∞
k =
ϑk
ϑk+1
(λ1,kN)
K∑
i=1
λ1,i
(ϑi+1)
+
L∑
l=2
K∑
i=1
λl,i +
1
pu
. (22)
(22) shows clearly that with the increase of the number of BS antennas, the user’s SINR of
the reference cell increases linearly with the number of BS antennas when taking the LOS
component as channel estimate.
Theorem 6: If the transmit power of each user is scaled down as pu = EuN
−ε for a fixed Eu
and ε > 0, when the number of antennas increases, user’s uplink rate of MRC receiver based
on the LOS component as channel estimate approaches
Rk → log2
(
1 + SINR
ps
k
)
, (23)
where
SINR
ps
k =
ϑkλ1,kEu
ϑk + 1
N1−ε. (24)
Proof: Subsituting pu = EuN
−ε into (18),
SINRLOSk =
ϑk
ϑk+1
(λ1,kN)
2
λ1,kg¯
H
1,kRg¯1,k
ϑk+1
+ λ1,k
K∑
i 6=k
ϑiλ1,i
ϑi+1
|ρk,i|2 +
K∑
i 6=k
λ1,ig¯
H
1,kRg¯1,k
ϑi+1
+
L∑
l=2
K∑
i=1
λl,ig¯
H
1,kRg¯1,k +
λ1,kN
1+ε
Eu
similar to the proof of Theorem 5, when N →∞,
SINRLOSk →
ϑkλ1,kEu
ϑk + 1
N1−ε ∆= SINR
ps
k .
Thus Theorem 6 is proved.
We find that (24) is the same as (15). So we conclude that for Ricean channel, when power
scaling is taken, pilot contamination will gradually disappear using the pilot assisted LMMSE
channel estimation; and the user’s SINR will approach to the one using LOS component as
channel estimation. So for massive MIMO it has little meaning for pilot-assisted LMMSE
estimation.
V. NUMERICAL RESULTS
In this section, we validate the analyses presented above through a set of Monte-Carlo sim-
ulations. Same as [?], a 7-cell hexagonal system layout is adopted. The inner cell radius is
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Fig. 1: Uplink sum-rate as a function of the number of BS antennas N for various Ricean factors
while the pilot assisted LMMSE estimation is used with κ = 0.2.
normalized to one, the distance between two adjacent cells is normalized to 2, and we assume
a distance-based path loss model with path loss exponent α = 3.7. To allow for reproducibility
of our results, we distribute K = 10 users uniformly on a circle of radius 2/3 around each
BS according to the random position distribution model in [27]. The entries of the BS-sided
correlation matrix are modeled via the common exponential correlation model [Rl,i]m,n = κ
|m−n|
with κ being the correlation coefficient. Assuming all of users in the reference cell have the
identical Ricean factor, and the ratio of the antenna spacing to wavelength is set to 0.5, and
unless otherwise stated, the arrival angles are uniformly distributed in the interval
[−pi
2
, pi
2
)
which means θk=
pi(k−1)
K
− pi
2
, k = 1, · · · , K. And the coherence time of the channel is chosen
as T = 196 according to LTE standard.
Here, we show the comparison between the two methods of channel estimation. First of all, we
assess the validity of the proposed approximate formulas. Assuming the data power pu = 10dB,
and the pilot power pP = 10pu, Fig.1 plots the achievable sum-rate as a function of the number
of BS antennas N for various Ricean factors while the pilot assisted LMMSE estimation is
used with κ = 0.2. Obviously, the approximate expression is quite tight, especially at large N .
Therefore, in the following, we will use the approximate expression to replace the exact one
for the performance analysis. As expected, Fig.1 shows the achievable rate increases with the
increase of Ricean factor ϑk, which is conjectured that the uplink rate with Ricean fading is
higher compared to the case of Rayleigh fading. For further analysis of the impact of the BS
correlation, Fig.2 plots the achievable sum-rate as a function of the number of BS antennas
15
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Fig. 2: Uplink sum-rate as a function of the number of BS antennas N for various Ricean factors
and various correlation coefficients while the pilot assisted LMMSE estimation is used.
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Fig. 3: Uplink sum-rate as a function of the number of BS antennas N for various Ricean factors
while the LOS component is used as channel estimation with κ = 0.2.
N for various Ricean factors and correlation coefficients. R∞ is the asymptotic sum-rate as N
is very large. When N is finite, it can be clearly seen from Fig.2 that for small ϑk (that is
near Rayleigh fading) the correlation decreases the uplink rate. However, as ϑk increases, the
effect of correlation becomes varied–it seems that the correlation makes a little increase. As
expected, when N is very large, the infinite rates for different correlation are too identical to be
distinguished in the plot, which means that the impact of the BS spacial correlation on the rate
can be negligible.
Fig.3 plots the achievable sum-rate as a function of the number of BS antennas N for various
Ricean factors while the LOS component is used as channel estimation with κ = 0.2. Similarly,
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Fig. 4: The impacts of user’s position distribution on the uplink sum-rate while the LOS
component is used as channel estimation.
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Fig. 5: The sum-rate against the Ricean factor ϑk for different correlation coefficients and
numbers of antennas while the pilot assisted LMMSE estimation is used.
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Fig. 6: The sum-rate against the Ricean factor ϑk for different correlation coefficients and
numbers of antennas while the LOS component is used as channel estimation.
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Fig. 7: Comparison of uplink sum-rate as a function of the number of BS antennas N between
pilot assisted LMMSE estimation and LOS component channel as channel estimation while
power scaling is taken.
the approximate expression is quite tight, especially at large N . Therefore, in the following, we
will use the approximate expression to replace the exact one for the performance analysis. As
expected, Fig.3 shows the achievable rate increases with the increase of Ricean factor ϑk. What’s
more, we find that (17) approaches the asymptotic rate (20) when the number of the antennas is
not very large. In order to provide an assessment of the influence of spacial correlation, Fig.4(a)
plots the achievable sum-rate as a function of the number of BS antennas N for various Ricean
factors and correlation coefficients. It can be clearly seen from Fig.4(a) that the correlation, on
the contrary increases the uplink sum-rate and the increased phenomenon doesn’t eliminate with
the increase of the number of antennas. With further analysis, we find that the phenomenon
is not inevitable, which depends on the position distribution of the users. For example, if we
choose θk=
2k−1
2K
− pi
4
, k = 1, · · · , K , the correlation decreases the uplink sum-rate as shown by
Fig.4(b).
For further analysis of the impact of spacial correlation and Ricean factor on the sum-rate, Fig.5
and Fig.6 depict the sum-rate against the Ricean factor ϑk for different correlation coefficients
and numbers of antennas. Analyzing the two figures comprehensively, we can make the following
conclusion: for Ricean channel, the spacial correlation can not only decrease but also increase the
sum-rate which depends on distribution of the users’ position; For Rayleigh fading channel, the
spacing correlation can only decrease the sum-rate. If the specific position distribution causes the
LOS component related sum-rate increase, then the impact of the LOS component related sum-
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Fig. 8: Comparison of uplink sum-rate as a function of the number of BS antennas N between
pilot assisted LMMSE estimation and LOS component channel as channel estimation.
rate grows with the increase of Ricean factor, and finally the total sum-rate with pilot assisted
LMMSE estimation increases as shown by Fig.5.
Fig.7 validate our power-scaling law in Theorems 3 and 6 with ϑk = 6dB, Eu = 20dB. As
expected, when the scaling factor ε = 1, sum-rate against the number of antennas shows a trend
from rise to be stable. On the other hand, when ε = 1.5, sum-rate against the number of antennas
shows a trend from rise to decline, which means the user’ power has been reduced too much.
And when the transmit power is scaled, the sum-rates of the two methods of channel estimation
become gradually identical as N becomes larger (in Fig.7, N = 1200). The difference between
the two methods is caused by pilot overhead, that is T−K
T
. Fig.7 also shows that the spacial
correlation has little influence on the power-scaled sum-rate.
Fig.8 compares the sum-rate against the number of antennas for the two methods of channel
estimation. Fig.8 clearly shows that with the increase of N , the gap between the two methods
gradually gets smaller, and after some specific value (we just call it the turning point) the sum-
rate when LOS is used as channel estimation becomes greater than the one of the pilot assisted
LMMSE channel estimation. What’s more, the bigger ϑk is, the smaller the value of the turning
point. And in Fig.8, the turning point is N = 120 for ϑk = 3dB, N = 300 for ϑk = 0dB.
VI. CONCLUSION
We studied the performances of spectral efficiency over correlated Ricean fading channel. We
deduced the respective analytical expressions for two methods. The first method is MRC based
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on pilot-assisted LMMSE estimation, the other one is MRC based on LOS part. The impact
of Ricean fading has been investigated extensively in the paper. The following conclusions are
drawn:
(1) When the BS antenna number is very large, due to the existence of pilot contamination, the
asymptotic uplink data rate of pilot-assisted LMMSE estimation method approaches to a finite
value which increases with the increase of Ricean factor. However, the asymptotic uplink data
rate of LOS method goes linearly with the number of BS antennas. So the uplink achievable
rate of LOS method will exceed the one of pilot-assisted LMMSE estimation method with the
increase of antenna number.
(2) The expression of the achievable rate of LOS method also showed the correlation between
the BS antennas may not only decrease the rate, but also increase the rate, which depends on
the locations of the users. So if the locations of the users make antenna correlation increase the
rate, with the increase of Ricean factor the rate of pilot-assisted LMMSE estimation method will
become larger due to antenna correlation since the effect of LOS part becomes more and more
strong.
(3) When the power is scaled the asymptotic expressions of the two methods are the same
and both independent of the antenna correlation.
(4) In a word, when the power of LOS part is comparable to the power of fading part for
Ricean channel, it has little meaning for pilot-assisted LMMSE estimation for massive MIMO.
APPENDIX I
USEFUL LEMMAS
Lemma 1: If Xi, i = 1, · · · t1 and Yi, i = 1, · · · t2 are both nonnegative random variables, and
X =
t1∑
i=1
Xi, Y =
t2∑
i=1
Yi, then we get the approximation as follows [25]
E
[
log2
(
1 +
X
Y
)]
≈ log2
(
1 +
E [X ]
E [Y ]
)
Lemma 2: If Z1, · · ·Zk are independent, standard random variables, then the sum of their
squares, Q =
K∑
i=1
Z2i is distributed according to the chi-squared distribution with k degrees of
freedom, denoted as Q ∼ χ2k. According to the relationship between the chi-squared distribution
and the gamma distribution, we get Q ∼ Gamma (k/2, 2).
Lemma 3: If X is the standard circular symmetric complex Gaussian random variable, then
|X|2 ∼ Gamma (1, 1).
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Lemma 4: If X ∼ Gamma (k, θ), then for any c > 0, cX ∼ Gamma (k, cθ).
Lemma 5: If Xi ∼ Gamma (ki, θ) for i = 1, 2, · · · , N , then
N∑
i=1
Xi ∼ Gamma
(
N∑
i=1
ki, θ
)
.
Lemma 6: If X1, · · ·XN are independently distributed, and Xi ∼ Gamma (ki, θi), then the
first and second moments and variance of
N∑
i=1
Xi respectively are
E
[
N∑
i=1
Xi
]
=
N∑
i=1
kiθi
E

( N∑
i=1
Xi
)2 = N∑
i=1
kiθ
2
i +
(
N∑
i=1
kiθi
)2
var
[
N∑
i=1
Xi
]
=
N∑
i=1
kiθ
2
i
APPENDIX II
PROOF
A. Proof of Theorem 1
Proof: We start by decomposing the correlation matrix as R = UDUH, where U is a
unitary matrix and D is a diagonal matrix whose elements on the principal diagonal are the
eigenvalues of R, denoted by d1, · · · , dN , then
Qk =
(
λ1,kUDU
H
ϑk+1
+
L∑
l=2
λl,kUDU
H + IN
pP
)−1
∆
= UDQk U
H
similarly,
RQ
1
2
k
∆
= U∆kU
H
where ∆k = diag (δk,1, · · · , δk,N) is a diagonal matrix with δk,n expressed as
δk,n =
dn√
λ1,kdn
ϑk+1
+
L∑
l=2
λl,kdn +
1
pP
.
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1. The power of the desired signal
E
[∣∣gˆH1,kgˆ1,k∣∣2]
= E
[∣∣∣∣(λ1,kRϑk+1Qk 12 hˆk + √ϑk√ϑk+1 g¯1,k
)H (
λ1,kR
ϑk+1
Qk
1
2 hˆk +
√
ϑk√
ϑk+1
g¯1,k
)∣∣∣∣
2
]
= E
[∣∣∣ahˆHkQk 12R2Qk 12 hˆk + bg¯H1,kg¯1,k + chˆHkQk 12Rg¯1,k + cg¯H1,kRQk 12 hˆk∣∣∣2
]
= E
[
a2
(
hˆHkQk
1
2R2Qk
1
2 hˆk
)2
+ 2abhˆHkQk
1
2R2Qk
1
2 hˆkg¯
H
1,kg¯1,k
]
+E
[
2achˆHkQk
1
2R2Qk
1
2 hˆkhˆ
H
kQk
1
2Rg¯1,k + 2achˆ
H
kQk
1
2R2Qk
1
2 hˆkg¯
H
1,kRQk
1
2 hˆk
]
+E
[
b2
(
g¯H1,kg¯1,k
)2
+ 2bcg¯H1,kg¯1,khˆ
H
kQk
1
2Rg¯1,k + 2bcg¯
H
1,kg¯1,kg¯
H
1,kRQk
1
2 hˆk
]
+E
[
c2
(
hˆHkQk
1
2Rg¯1,k
)2
+ 2c2hˆHkQk
1
2Rg¯1,kg¯
H
1,kRQk
1
2 hˆk
]
+ E
[
c2
(
g¯H1,kRQk
1
2 hˆk
)2]
where a
∆
=
(
λ1,k
ϑk+1
)2
, b
∆
= ϑk
ϑk+1
, c
∆
=
λ1,k
√
ϑk
(ϑk+1)
3/2 .
Since hk,i, i = 1, · · ·N are independent standard complex Gaussian variables, E
[
g¯H1,kg¯1,khˆ
H
kQk
1
2Rg¯1,k
]
=
0, E
[
g¯H1,kg¯1,kg¯
H
1,kRQk
1
2 hˆk
]
= 0, and
E
[
hˆHkQk
1
2Rg¯1,kg¯
H
1,kRQk
1
2 hˆk
]
= tr
(
Qk
1
2Rg¯1,kg¯
H
1,kRQk
1
2
)
=g¯H1,kU∆
2
kU
Hg¯1,k
let hk,i = sk,i + jtk,i, then
E
[
h∗k,i|hk,i|2
]
= E
[
(sk,i − jtk,i)
(
s2k,i + t
2
k,i
)]
= E
[
s3k,i + sk,it
2
k,i − jtk,is2k,i − jt3k,i
]
= 0
Similarly, E
[
h∗k,ihk,i′hk,i′′
]
= 0, E
[
h∗k,i′|hk,i|2
]
= 0, then
E
[
hˆHkQk
1
2R2Qk
1
2 hˆkhˆ
H
kQk
1
2Rg¯1,k
]
= 0
E
[
hˆHkQk
1
2R2Qk
1
2 hˆkg¯
H
1,kRQk
1
2 hˆk
]
= 0
and since E
[(
h∗k,i
)2]
= E
[
s2k,i − t2k,i − j2tk,isk,i
]
= 0,
E
[(
hˆHkQk
1
2Rg¯1,k
)2]
= 0
E
[(
g¯H1,kRQk
1
2 hˆk
)2]
= 0
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Based on the above derivation, the power of the desired signal can be simplified as
E
[∣∣gˆH1,kgˆ1,k∣∣2]
= E
[
a2
(
hˆHkQk
1
2R2Qk
1
2 hˆk
)2
+ 2abhˆHkQk
1
2R2Qk
1
2 hˆkg¯
H
1,kg¯1,k + b
2
(
g¯H1,kg¯1,k
)2]
+E
[
2c2g¯H1,kU∆
2
kU
Hg¯1,k
]
and
E
[(
hˆHkQk
1
2R2Qk
1
2 hˆk
)2]
= E
[(
hˆHkU∆
2
kU
Hhˆk
)2]
Because U is unitary matrix, so hˆ′k
∆
= UHhˆkhˆk has the same statistical performances, which
means hˆ′k is standard complex Gaussian vector. So
E
[(
hˆHkQk
1
2R2Qk
1
2 hˆk
)2]
= E
[((
hˆ′k
)H
∆
2
khˆ
′
k
)2]
= E


(
N∑
n=1
δ2k,n
∣∣∣hˆ′k,n∣∣∣2
)2
According to Lemmas 3 and 4, we have δ2k,n
∣∣∣hˆ′k,n∣∣∣2 ∼ Gamma (1, δ2k,n), and based on Lemma
6, we have
E
[(
hˆHkQk
1
2R2Qk
1
2 hˆk
)2]
= E


(
N∑
n=1
δ2k,n
∣∣∣hˆ′k,n∣∣∣2
)2 = N∑
n=1
δ4k,n +
(
N∑
n=1
δ2k,n
)2
Since g¯1,k=
√
λ1,k
[
1 e−j
2pid
λ
sin θk · · · e−j(N−1) 2pidλ sin θk
]T
, then g¯H1,kg¯1,k=Nλ1,k
E
[
hˆHkQk
1
2R2Qk
1
2 hˆkg¯
H
1,kg¯1,k
]
= E
[
N∑
n=1
δ2k,n
∣∣∣hˆ′k,n∣∣∣2
]
Nλ1,k = Nλ1,k
N∑
n=1
δ2k,n
E
[(
g¯H1,kg¯1,k
)2]
= N2λ21,k
In summary, the power of the desired signal is
E
[∣∣gˆH1,kgˆ1,k∣∣2] = ( λ1,kϑk+1
)4( N∑
n=1
δ4k,n +
(
N∑
n=1
δ2k,n
)2)
+
(
ϑk
ϑk+1
)2
N2λ21,k
+2
λ21,kϑk
(ϑk+1)
3
[
Nλ1,k
N∑
n=1
δ2k,n + g¯
H
1,kU∆
2
kU
Hg¯1,k
]
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2. The power of interfering signal and noise
E
[
gˆH1,k
(
L∑
l=1
K∑
i 6=k
gˆl,igˆ
H
l,i +
L∑
l=1
K∑
i=1
g˜l,ig˜
H
l,i +
IN
pu
+
L∑
l=2
gˆl,kgˆ
H
l,k
)
gˆ1,k
]
= E
[
E
[
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(
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i 6=k
gˆl,igˆ
H
l,i +
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l=1
K∑
i=1
g˜l,ig˜
H
l,i +
IN
pu
+
L∑
l=2
gˆl,kgˆ
H
l,k
)
gˆ1,k |gˆl,k (l = 1, · · · , L)
]]
= E
[
gˆH1,k
(
Σ+
IN
pu
+
L∑
l=2
gˆl,kgˆ
H
l,k
)
gˆ1,k
]
(25)
where
Σ =
K∑
i=1
(
λ1,iR
ϑi + 1
)
+
L∑
l=2
K∑
i=1
λl,iR−
(
λ1,k
ϑk + 1
)2
RQkR−
L∑
l=2
λ2l,kRQkR +
K∑
i 6=k
[
ϑi
ϑi + 1
g¯1,ig¯
H
1,i
]
(26)
∆
= UAUH +
K∑
i 6=k
[
ϑi
ϑi + 1
g¯1,ig¯
H
1,i
]
where
A
∆
=
K∑
i=1
(
λ1,iD
ϑi + 1
)
+
L∑
l=2
K∑
i=1
λl,iD −
(
λ1,k
ϑk + 1
)2
∆
2
k −
L∑
l=2
λ2l,k∆
2
k
The expectation of (25) is divided into three parts
(a)
E
[
gˆH1,kΣgˆ1,k
]
=
(
λ1,k
ϑk+1
)2
tr
(
A∆
2
k
)
+
(
λ1,k
ϑk+1
)2 K∑
i 6=k
[
ϑi
ϑi+1
g¯H1,iRQkRg¯1,i
]
+ ϑk
ϑk+1
g¯H1,k
(
UAUH +
K∑
i 6=k
[
ϑi
ϑi+1
g¯1,ig¯
H
1,i
])
g¯1,k
(b) Similar to the proof of the power of desired signal,
E
[
gˆH1,k
(
L∑
l=2
gˆl,kgˆ
H
l,k
)
gˆ1,k
]
=
L∑
l=2
λ21,kλ
2
l,k
(ϑk+1)
2
(
N∑
n=1
δ4k,n +
(
N∑
n=1
δ2k,n
)2)
+ ϑk
ϑk+1
(
g¯H1,kU∆
2
kU
Hg¯1,k
) L∑
l=2
λ2l,k
(c) The power of the noise
E
[
gˆH1,kgˆ1,k
pu
]
=
1
pu
[(
λ1,k
ϑk + 1
)2 N∑
n=1
δ2k,n +
ϑkλ1,kN
ϑk + 1
]
In order to facilitate the analysis of the impact of LOS component and the Rayleigh component
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to the uplink rate, we divide the total power into two parts: the LOS related power and the
Rayleigh related power.
B. Proof of Theorem 2
Proof: First we introduce extreme-value questions of four functions that we will use in the
following proof: If
M∑
m=1
xm = M , for any a > 0, b > 0, xm > 0, we have
M2
aM + b
>
M∑
m=1
x2m
axm + b
≥ M
a + b
(27)
M3
aM + b
>
M∑
m=1
x3m
axm + b
≥ M
a + b
(28)
M4
(aM + b)2
>
M∑
m=1
x4m
(axm + b)
2 ≥
M
(a+ b)2
(29)
M3
(aM + b)2
>
M∑
m=1
x3m
(axm + b)
2 ≥
M
(a+ b)2
(30)
and the upper limits of the above four inequality are achieved when xi = M and xm = 0, m 6= i,
while the lower limits are achieved when xi = 1, ∀i.
We separate the proof of asymptotic expression of kth user’s SINR into three parts:
1.
δ2k,n =
d2n(
λ1,k
ϑk+1
+
L∑
l=2
λl,k
)
dn +
1
pP
since R has the following properties: positive definite; Tr [R] = N ; has uniformly bounded
spectral norm. So
N∑
n=1
δ2
k,n
N
and
N∑
n=1
δ4
k,n
N
are non-zero finite values. When N →∞,
N∑
n=1
δ4
k,n
N2
→ 0.
And after some algebraic manipulations, we have
anδ
2
k,n =
τkd
4
n[(
λ1,k
ϑk+1
+
L∑
l=2
λl,k
)
dn +
1
pP
]2 +
K∑
i=1
(
λ1,i
ϑi+1
)
+
L∑
l=2
K∑
i=1
λl,i
pP
d3n[(
λ1,k
ϑk+1
+
L∑
l=2
λl,k
)
dn +
1
pP
]2
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where
τk
∆
=
[
K∑
i 6=k
(
λ1,i
ϑi + 1
)
+
L∑
l=2
K∑
i 6=k
λl,i
](
λ1,k
ϑk + 1
+
L∑
l=2
λl,k
)
+
2λ1,k
L∑
l=2
λl,k
ϑk + 1
> 0
Similarly, when N →∞,
N∑
n=1
anδ
2
k,n
N2
→ 0.
2.
g¯H1,kg¯1,ig¯
H
1,ig¯1,k =

 λ
2
1,kN
2 k = i
λ1,kλ1,i|ρk,i|2 k 6= i
where ρk,i =
1−ejNϕki
1−ejϕki , ϕki =
2pid
λ
(sin θk − sin θi). Because
∣∣1− ejNϕki∣∣ is finite, so when N →
∞,
g¯H1,kg¯1,ig¯
H
1,ig¯1,k
N2
→

 λ
2
1,k k = i
0 k 6= i
3. Define g¯H1,kU=v = (v1 v2 · · · vN ), then g¯H1,kU∆2kUHg¯1,k =
N∑
n=1
δ2k,n|vn|2, and let δmin =
min
n=1,··· ,N
δ2k,n, δmax = max
n=1,··· ,N
δ2k,n, then
δmin
N∑
n=1
|vn|2 ≤ g¯H1,kU∆2kUHg¯1,k ≤ δmax
N∑
n=1
|vn|2
Since
N∑
n=1
|vn|2=g¯H1,kUUHg¯1,k=Nλ1,k,
δminNλ1,k ≤ g¯H1,kU∆2kUHg¯1,k ≤ δmaxNλ1,k
Because R has uniformly bounded spectral norm, so δmin, δmax is finite when N →∞,
g¯H1,kU∆
2
kU
Hg¯1,k
N2
→ 0
And since
bn =
[
K∑
i=1
(
λl,i
ϑi + 1
)
+
L∑
l=2
K∑
i=1
λl,i
]
dn −
λ21,k
(ϑk + 1)
2
d2n
λ1,kdn
ϑk+1
+
L∑
l=2
λl,kdn +
1
pP
similarly, we have
g¯H1,kUBU
Hg¯1,k
N2
→ 0
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Finally, based on the above three conclusions, when N →∞, we have
SLOS,k
N2
→ λ
2
1,k
(ϑk + 1)
2

2 ϑkλ1,kϑk + 1


N∑
n=1
δ2k,n
N

+ ϑ2k


Sw,k
N2
→ λ
2
1,k
(ϑk + 1)
2
(
λ1,k
ϑk + 1
)2
N∑
n=1
δ2k,n
N


2
Iw,k
N2
→ λ
2
1,k
(ϑk + 1)
2


L∑
l=2
λ2l,k


N∑
n=1
δ2k,n
N


2
ILOS,k
N2
→ 0
and after some algebraic operations
SINRk →

 λ1,kϑk+1 + ϑk( N∑
n=1
δ2
k,n
)/
N


2
L∑
l=2
λ2l,k
∆
= ŜINR
∞
k
C. Proof of Theorem 3
Proof: Substituting pu = EuN
−ε into
δ2k,n =
d2n(
λ1,k
ϑk+1
+
L∑
l=2
λl,k
)
dn +
1
Kpu
and when N →∞,
δ2k,n → KEuN−εd2n
∆
2
k → KEuN−εD2
N∑
n=1
δ2k,n → KEuN−ε
N∑
n=1
d2n
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N∑
n=1
δ4k,n → KEuN−ε
N∑
n=1
d4n
anδ
2
k,n → KEuN−ε
[
K∑
i=1
(
λ1,i
ϑi + 1
)
+
L∑
l=2
K∑
i=1
λl,i
]
d3n −
[
λ21,k
(ϑk + 1)
2 +
L∑
l=2
λ2l,k
] (
KEuN
−ε)2d4n
bn →
[
K∑
i=1
(
λ1,i
ϑi + 1
)
+
L∑
l=2
K∑
i=1
λl,i
]
dn −
λ21,k
(ϑk + 1)
2KEuN
−εd2n
According to the following properties ofR: positive definite; Tr [R] = N ; has uniformly bounded
spectral norm,
N∑
n=1
d2n
N
,
N∑
n=1
d3n
N
,
N∑
n=1
d4n
N
have non-zero finite values. So
(ϑk + 1)
2
N2λ21,k
SLOS,k → ϑ2k
(ϑk + 1)
2
N2λ21,k
Sw,k → 0
(ϑk + 1)
2
N2λ21,k
Iw,k → 0
(ϑk + 1)
2
N2λ21,k
ILOS,k → 1
N1−αEuλ1,k
ϑk (ϑk + 1)
then
SINR
ps
k =
N1−εEuλ1,kϑk
(ϑk + 1)
If ϑk = 0, then SLOS,k = 0, SLOS,k = 0,
Sw,kN
2ε
N2
→ λ41,k


KEu
N∑
n=1
d2n
N


2
Iw,kN
2ε
N2
→ λ21,k


L∑
l=2
λ2l,k


KEu
N∑
n=1
d2n
N


2
+
KN2ε−1
N∑
n=1
d2n
N


SINR
ps
k =
λ21,k
L∑
l=2
λ2l,k +
1
KE2uN
−2ε
N∑
n=1
d2n
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