We present ground-based optical observations of the September 2009 and January 2010 transits of HD 80606b. Based on 3 partial light curves of the September 2009 event, we derive a midtransit time of T c [HJD] = 2455099.196 ± 0.026, which is about 1σ away from the previously predicted time. We observed the January 2010 event from 9 different locations, with most phases of the transit being observed by at least 3 different teams. We determine a midtransit time of T c [HJD] = 2455210.6502 ± 0.0064, which is within 1.3σ of the time derived from a Spitzer observation of the same event.
Introduction
The sample of transiting exoplanets has grown rapidly in recent years, but HD 80606b stands out from this crowd by virtue of its long period (111.4 days) and high orbital eccentricity (e=0.93). Initially the planet was discovered in a Doppler survey and was not known to transit (Naef et al. 2001) . However, the planet is near pericenter during superior conjunctions, increasing the probability of occultations (secondary eclipses). This motivated the observations of Laughlin et al. (2009) , who found that the orbital inclination is indeed close enough to 90
• for occultations to occur. Soon after, the discovery of a transit (primary eclipse) was reported by several authors (Moutou et al. 2009; Fossey et al. 2009; Garcia-Melendo & McCullough 2009 ). In addition, the orbit was shown to be misaligned with the plane defined by the stellar rotation (Moutou et al. 2009; Pont et al. 2009; Hébrard et al. 2010) . This system has become an important case study for theories of orbital migration, tidal interactions, and giant planet atmospheres (e.g., Wu & Murray 2003; Fabrycky & Tremaine 2007; Triaud et al. 2010; Pont et al. 2008; Laughlin et al. 2009; Knutson et al. 2009 ).
For any transiting planet, it is desirable to observe multiple transits. This allows the system parameters to be refined, especially the orbital period. In addition, a deviation from strict periodicity may be the signature of additional bodies in the system, such as another planet or a satellite (e.g., Holman & Murray 2005; Agol et al. 2005; Simon et al. 2007; Nesvorný & Beaugé 2010) .
In the case of HD 80606b observations of complete transits are challenging. This is partly because transits are rare, occurring once every 111.4 days, and also because the transit duration is nearly 12 hours, making it impossible to be observed in entirety from a single ground-based site. Hidas et al. (2010) and carried out multisite campaigns to achieve more complete coverage of the transit. This paper reports the results of our more recent observations. In September 2009, only the first portion of the transit could be observed, but our combined light curve for January 2010 ranges over the entire transit, with most phases having been observed with at least 3 different telescopes. Hébrard et al. (2010) utilized the Spitzer observatory to obtain a high quality light curve of the entire January 2010 transit event. Besides deriving refined system parameters, they measured a midtransit time earlier by 3σ than was predicted by . This discrepancy suggested the intriguing possibility of the existence of a third body in the HD 80606 transiting system. The primary goal of our analysis was to determine the times of these events as accurately as possible. Although our results are not as precise as the Spitzer result, we provide an independent estimate of the midtransit time. Our observations and photometric processing are described in § 2. In § 3 we describe our analysis, the results of which are presented in § 4 and discussed in § 5.
Observations
The new data presented in this paper are 3 photometric time series spanning the first portion of the transit of 2009 September 23/24 (hereafter Sep09), based on observations across North America; and 10 photometric time series spanning the entire transit of 2010 January 13/14 (hereafter Jan10), based on data from Israel, Europe, Canary Islands, North America and Hawaii.
In all cases we gathered CCD images encompassing the target star, HD 80606 (G5V, V =9.06, B − V =0.76), and its visual binary companion, HD 80607 (G5V, V =9.07, B − V =0.87) which is located 21 ′′ east. The similarity in brightness and color between the two stars facilitates differential photometry. Since the stars are relatively bright, we defocused most of the telescopes that were used, thereby allowing for longer exposures without saturation, and reducing the impact of pixel sensitivity variations and seeing variations. We always ensured that the PSFs of the two stars were well separated. Brief descriptions of the observations from each site are given below, along with an abbreviated observatory name that we will use in the remainder of this paper.
Wise Observatory 1 (WO), Israel. The target was observed with the 1.0 m telescope for 9 hours on the Jan10 transit night, completely covering ingress, and for 2 hours on the following night. An RGO Z filter was used and the telescope was slightly defocused. The detector was a backilluminated Princeton Instruments CCD, with a 12.
′ 6×13. ′ 0 FOV and a pixel scale of 0. ′′ 580 pixel −1 . Colón et al. (2010) ; here, we are concerned with the light curve based on a summation of the flux observed in all four filters. We adopt the SDSS-i ′ band limb darkening coefficients when fitting this light curve.
Gran Telescopio Canarias
Observatoire de Haute Provence 3 (OHP), France. The target was observed with the 1.2 m telescope for 4.3 hours during the first half of the Jan10 transit, with no out-of-transit observations. As was the case with the spectroscopic observations secured simultaneously with Sophie at OHP (Hébrard et al. 2010) , the transit sequence had to be stopped due to cloudy weather. Photometric observations were also secured on several nights shortly before and after the transit night, to put constraints on the stellar activity. These data are described in more details by Hébrard et al. (2010) . No defocus was applied here; instead, to allow for longer exposures, we used a neutral density filter along with a Gunn-r filter.
Allegheny era with the Pan-STARRS Z filter. The camera has a back-illuminated Fairchild Imaging CCD and we used the default 2 × 2 pixel binning mode, with an effective pixel scale of 0.
′′ 304 pixel −1 . The telescope was defocused and the 10.
′ 5 × 10. ′ 5 FOV was positioned and rotated so the guiding camera FOV will contain a suitable guide star. We observed the target on the Jan10 transit night for 9.2 hours, from the beginning of egress until 7 hours after the transit ended. We observed also during the two adjacent nights, for 2 hours on the preceding night (Jan. 12/13), and for 3.5 hours on the following night (Jan. 14/15).
Mount Laguna Observatory 11 (MLO), San Diego, CA. Only the Sep09 event was observed. We used the 1.0 m telescope with a Fairchild Imaging 2K × 2K CCD and SDSS-i ′ filter. Observations were done with a 300 × 300 pixel sub-array and a FOV of 2.
′ 0 × 2. ′ 0. The telescope was defocused and the very beginning of the event was observed, for 1.6 hours with no out-of-transit data.
Four additional light curves were obtained for the Jan10 event by the Liverpool Telescope, MONET-North telescope, DeKalb Observatory, and a third telescope at WAO, and one for the Sep09 event by AO. However, those data displayed a very high noise level and strong systematic effects, and were not included in our subsequent analysis.
The CCD data were reduced using standard routines for bias subtraction, dark current subtraction (when necessary) and flat-field correction. We used aperture photometry to derive the flux of HD 80606 and HD 80607, and divided the former by the latter to obtain a time history of the flux ratio, which we refer to as the light curve. We took care to choose aperture sizes to avoid contamination of one stellar signal by the other star. Our time stamps represent the Heliocentric Julian Date, based on the UTC at midexposure (and not the uniformly flowing terrestrial time system advocated by Eastman et al. (2010) ). This is also the time system that was used for the Spitzer analysis of Hébrard et al. (2010) .
All light curves were averaged into 10 minute bins, using 3σ outlier rejection. The error bar assigned to each data point was the standard deviation of the mean of all the measurements con-11 http://mintaka.sdsu.edu/ tributing to each 10 minute bin, which ranged in number from 4 to 63. There is no significant information loss due to time binning, because the binning time of 10 minutes is shorter than the duration of ingress and egress by more than an order of magnitude.
The data cover only the first portion of the 2009 September 23/24 event, but they provide complete coverage of the 2010 January 13/14 event. Although the first hour of the transit was observed from only one observatory (WO), the rest of the transit was observed by 3-5 different sites, which is very helpful for identifying and decreasing the influence of any systematic effects that are specific to each observatory (i.e. correlated noise, or red noise) which is frequently a problem with ground-based photometric data (e.g., Pont et al. 2006; Carter & Winn 2009; Sybilski et al. 2010) . Table 1 gives the photometric data that were obtained and analyzed. Each data point represents a 10 minute binned average of the flux ratio of HD 80606 to HD 80607. The normalization factors and error rescaling factors that are described in § 3 were not applied to the data given in the table. Table 2 gives a list of all the observatories.
Data Analysis
In this section we describe the methods by which we combined the data and derived the midtransit time of each event. We describe the process in detail for the Jan10 event; the details were very similar for the Sep09 data.
Because the quality of the Spitzer light curve is superior to any ground-based light curve, we did not attempt to use our data to refine the basic system parameters other than the midtransit times. Instead, we used the parameters derived by Hébrard et al. (2010) as constraints on the light curve shape, while allowing the midtransit time to be a free parameter, as described below.
A simultaneous analysis of several light curves obtained by different instruments is a challenging task. and Hidas et al. (2010) have carried out a similar task, although for a smaller number of data sets. One of the crucial points is the placement of the different flux ratio light curves onto the same scale, despite the differences in bandpasses, detectors, and weather conditions at each observatory. One way of thinking about this problem is that we need to establish the out-of-transit flux ratio that was measured, or that would be measured, by each observatory. performed this calibration by using data taken on nights when the planet was not transiting, a method that may be affected by night-to-night variations due to varying observing conditions. Hidas et al. (2010) allowed the overall flux ratio scale to be a free parameter for each light curve, thereby increasing the overall number of fitted parameters. Here we chose an intermediate approach. We assigned a normalization factor to each light curve, estimating it from the out-oftransit data whenever possible, and allowing it to be a free parameter when there was insufficient out-of-transit data.
We divided our light curves into three groups, based on the amount of out-of-transit data:
Group I includes the light curves with abundant out-of-transit information. The only members of this group are the WO and FTN light curves of the Jan10 event, where out-of-transit measurements were obtained on the transit night and on one (for WO) or two (for FTN) of the adjacent nights. For each of the two light curves separately, we subsequently fitted a 2nd degree polynomial to the out-of-transit flux ratio points vs. airmass, time and PSF FWHM, and divided the entire light curve by this polynomial. The effect of this process on the in-transit points was small, typically at the few 0.01% level. The assigned normalization factor for each of the two resulting light curves was 1.0.
Group II includes light curves that have at least 1.5 hours of out-of-transit measurements. Their normalization factors were taken to be the mean out-of-transit flux ratio. This group includes 4 light curves: the AO, TMO, and the two WAO light curves.
Group III includes the remaining 4 light curves (GTC, OHP, RHO and FLWO) with either a small amount of data or no out-of-transit data at all. The normalization factors were taken to be free parameters in our model.
Our model for the data is based on the premise of two spherical objects, a non-luminous planet and a limb-darkened star with a quadratic limb darkening law, in an eccentric Keplerian orbit. For each binned time stamp we calculated the sky projected planet-star distance and used the equations of Mandel & Agol (2002) to calculate the relative flux at that time. Our code accounts for the light travel time effects described by Hébrard et al. (2010) .
The model included a total of 34 parameters: orbital period P , planet-to-star radius ratio r = R p /R s , orbital semimajor axis in units of the stellar radius a/R s , orbital eccentricity e, argument of periastron ω (in fact our fitting parameters were actually e cos ω and e sin ω), inclination angle i, an individual periastron passage time {T p,i } 10 i=1 for each of the 10 light curves (which were later converted into midtransit times), two limb darkening coefficients u 1 and u 2 , for each of the different 4 filters used, and 10 normalization factors, one for each light curve.
The limb darkening coefficients were estimated from the grids of Claret (2000 Claret ( , 2004 for a star with T eff =5645 K, log g=4.5 and [Fe/H]=0.43 (Naef et al. 2001) , and were held fixed in the fitting process as the data are insensitive to the coefficients. As mentioned earlier, we used the parameters of Hébrard et al. (2010) to constrain the light curve shape. We used their values and uncertainties for P , r, a/R s , e cos ω, e sin ω and i as a priori Gaussian constraints by adding penalty terms to the χ 2 fitting statistics. We constrained in a similar way the normalization factors of the 6 light curves in Groups I and II described above, while assuming a normalization factor uncertainty of 0.1%. This uncertainty is larger than that of the light curves mean out-of-transit flux ratio, typically a few times 0.01%, and it was used in order to prevent the fitting process from being dominated by a single light curve.
Out of the 34 model parameters, 8 were held fixed (the limb darkening coefficients), 12 were controlled mainly by Gaussian priors (P , r, a/R s , e cos ω, e sin ω, i and 6 normalization factors), and the remaining 14 were free parameters with uniform priors ({T p,i } 10 i=1 and 4 normalization factors). Our fitting statistic was:
where the first term on the right hand side is the usual χ 2 statistics: 
and the third term constrained the normalization factors of the 6 light curves for which we have sufficient out-of-transit data:
After a preliminary fit, the residuals of each data set were carefully examined. Two data points were clear outliers, departing from the model by >4σ, and were rejected, leaving a total of 431 points. The rejected points were either the first or last data points in the time series, and were probably affected by the high airmass or relatively bright twilight sky. After refitting there were no additional >4σ outliers.
Next, for the purpose of determining parameter uncertainties, we determined appropriate weights for each data point. This was done in two steps specific to each light curve. First, we rescaled the error bars such that the median error bar was equal to the rms residual. We named this rescaling factor α. If the median error bar was already equal to or smaller than the rms residual, we set α = 1.0. Second, we attempted to account for correlated (red) noise in each time series on the critical time scale of the ingress/egress duration (2.8 hours). We used the "time-averaging" method (e.g., Winn et al. 2008) , in which the residuals are binned using several bin sizes, close to the duration of ingress and egress. The amount of correlated noise is then quantified by the ratio between the binned residual light curves standard deviation and the expected standard deviation assuming pure white noise. For each light curve we took β to be the largest ratio among the bin sizes used, and multiplied the individual error bars by that factor. We took β to be 1.0 when the timeaveraging method gave a smaller value. The values of α and β for each light curve are listed on Table 2 .
To determine the "best" values of the parameters, and their uncertainties, we used a Monte Carlo Markov Chain (MCMC) algorithm (e.g., Tegmark et al. 2004; Ford 2005) with MetropolisHastings sampling, which has become the standard practice in the literature on transit photometry (Holman et al. 2006; Collier Cameron et al. 2007; Burke et al. 2007) . We used here an adaptive approach, similar to the one described by Shporer et al. (2009) . The algorithm steps from a multidimensional point in parameter space,P i , to the next,P i+1 , according tō
whereḠ(0, 1) is a vector of numbers picked randomly from a Gaussian distribution of zero mean and unit standard deviation,σ is a vector of the so-called step sizes, and f (the only scalar in Eq. 5) is a factor chosen to control the fraction of accepted steps. The value of f was readjusted every 10 3 steps, to keep the acceptance fraction near 25% (Gregory 2005) . Our final MCMC included 10 long chains of 500,000 steps each, starting from different initial positions in parameter space spaced apart by ≈5σ from the best-fitting parameters. The posterior probability distribution of each parameter was constructed from all long chains after discarding the first 20% of the steps. We took the distribution median to be the "best" value and the values at the 84.13 and 15.87 percentiles to be the +1σ and -1σ confidence uncertainties, respectively.
Results
Results of the fitting process are presented visually in Fig. 1 where each light curve is plotted separately and overplotted by the fitted model, using limb darkening coefficients of the corresponding filter. Fig. 2 shows the combined light curve, with the 13 Jan10 and Sep09 light curves plotted on top of each other.
The fitted model for the Jan10 event has χ 2 /N dof = 442/429, and for the Sep09 event χ 2 /N dof = 36/33. The rms residual of each binned light curve is given in the second-to-last column of Table 2 . The rightmost column of Table 2 lists the photometric noise rate (PNR) of the unbinned light curve, defined as the rms divided by √ Γ, where Γ is the median number of data points per unit time (the "cadence"). The PNR is meant to be a quantitative comparison between the statistical power of different data sets (see also Burke et al. 2008 and Shporer et al. 2009 12 ).
The fitting process resulted in 10 estimates of the periastron passage time, {T p,i } 10 i=1 . Using the resulting distributions of the light curve parameters we numerically translated each periastron time to midtransit time. We then averaged the midtransit times to get our final estimate of the Jan10 midtransit time, T c,Jan10 . While examining the 10 individual midtransit time estimates we noticed that 3 of them have relatively large uncertainties, larger than 0.015 days, while the rest have uncertainties in the range of 0.005-0.010 days. Therefore we removed them from the sample before averaging. Those 3 are the OHP, RHO and FLWO light curves, spanning less than 5 hours without any out-of-transit data, hence the increased uncertainties are expected. We used an unweighted average to get our final midtransit time estimate, of T c,Jan10 [HJD] = 2455210.6502, with an rms of 0.0064 days, close to the typical uncertainty of the 7 individual estimates. Using regular averaging acts to average out possible correlated noise affecting individual estimates. Using median or weighted average changes the midtransit time by 0.25σ. Including the 3 large uncertainty T c,i 's mentioned above results also in a small change to T c,Jan10 , of less than 0.3σ but the scatter is increased by 50%.
To check the sensitivity of our result to our treatment of correlated noise, we reran our analysis for the Jan10 data while using β = 1.0 for all light curves. The resulting T c,i uncertainties were smaller by typically 25%-30%, and the average midtransit time was 2455210.6476 ± 0.0093, earlier by 0.4σ than our preferred analysis.
For estimating the midtransit time of the Sep09 event, T c,Sep09 , we used only 2 of the 3 T c,i 's as the RHO data is entirely out-of-transit. The average between these two is T c,Sep09 2455099.196 and we assign it an uncertainty of 0.026 days, similar to that of the two T c,i 's. We note that figs. 1 and 2 were produced using the average midtransit times of each event, derived above, not with the T c,i of each partial light curve. Table 3 lists the midtransit times derived here, the one measured by Hébrard et al. (2010) and those predicted by . For the Jan10 event Hébrard et al. (2010) measured a T c,Jan10 which is 3σ earlier than predicted by . Our measured T c,Jan10 is intermediate between those of Hébrard et al. (2010) and . It is 1.3σ later than the Hébrard et al. (2010) time, and earlier by 1.1σ than the Winn et al. (2009) prediction. Therefore, it does not confirm nor refute the earlier transit time measured by Hébrard et al. (2010) .
Discussion
There is some discrepancy between Hébrard et al. (2010) and also in the three parameters determining the light curve shape, namely r, a/R s and i. Specifically, the values for the planet-star radius ratio differ by about 2.5σ, and for a/R s and i the difference is at the 1.5σ level. To check which set of values is preferred by our data we reran our analysis using the values for these three parameters as prior constraints in Eq. 3. This resulted in an increased χ 2 /N dof of 40%, showing that our data prefers the Hébrard et al. (2010) values. This indicates the discrepancy is not the result of a wavelength dependent radius ratio and more likely results from underestimated uncertainties. Hébrard et al. (2010) noticed a "bump" in their Spitzer light curve: a ∼0.1% increase in flux lasting about 1 hour, just before midtransit. This bump could be caused by the passage of the planet in front of a dark spot on the star, although HD 80606 is not known to be an active star (Hébrard et al. 2010) . The decreased surface brightness of a spotted surface element results from decreased temperature relative to a non-spotted surface element, so the flux increase during a spot crossing is expected to be wavelength dependent, increasing with shorter wavelengths (Pont et al. 2008; Rabus et al. 2009 ).
The inset in Fig. 2 shows that our data are not sensitive enough to identify a 0.1% flux vari-ation, although it does show that a 0.2% increase is unlikely. We note that another phenomenon that could, in principle, result in a small brief wavelength-independent bump is a triple conjunction of the star, planet and a moon orbiting the planet (e.g., Sartoretti & Schneider 1999; Simon et al. 2010) . A moon orbiting the planet could also be responsible for a shifted midtransit time (e.g., Sartoretti & Schneider 1999; Simon et al. 2007) . Although the existence of a moon is an exciting possibility, we caution that it is not likely to be the case in the current system due to the improbability of a triple conjunction, and perhaps also the dynamical instability of such a scenario.
We have presented here the results of an observational multisite campaign, along with a method to combine the partial ground-based light curves to obtain a complete transit light curve of a planet with a long period and long transit duration. Our results in comparison with the simultaneous Spitzer observations of Hébrard et al. (2010) allows an assessment of the quality of multisite campaigns and develop this method for the future discoveries of additional systems with similar characteristics. Such systems will be discovered by photometric observations of stars known to have planets from RV surveys, like HD 80606 itself, and by the spaced-based transiting planet hunters CoRoT and Kepler, capable of continuous photometric monitoring. The recent discovery of CoRoT-9b , with a 95 day period and an 8 hour long transit, is an excellent example. Only two transit events were observed by CoRoT, allowing accurate determination of the light curve shape parameters, while ground-based photometric follow-up observations were needed to refine the transit ephemeris. Using accurate light curve parameters, determined by space-based observations, to measure a midtransit time of a groundbased light curve is similar to the approach we have taken here.
Ground-based observations are limited by effects of the atmosphere and short observing windows (the latter leading to the need to combine data obtained by different instruments), but small to medium telescopes are relatively easily accessible, compared to space telescopes. Although forming a collaboration between several observatories is not a trivial task, those will be motivated by the increase in transit timing variations with orbital period (e.g., Holman & Murray 2005; Agol et al. 2005) , thus allowing ground-based observations to detect the effects of an additional, unseen planet in the system. Some of the limitations and difficulties mentioned above can be minimized by using a network of identical instruments spread around the globe, allowing for continuous (24/7) monitoring of the target, especially when the observing windows partially overlap, allowing an accurate combination of the partial light curves. The LCOGT network (e.g., Brown et al. 2010; Lewis et al. 2010 2 rms residual of the 10 minute binned light curve.
3 Photometric Noise Rate of the unbinned light curve, calculated as rms/ √ Γ where Γ is the median number of exposures per minute.
4 Neutral Density filter.
5 Two identical telescopes. The inset shows a zoomed-in view of the residuals during the phase when a "rebrightening" or "bump" was observed with Spitzer by Hébrard et al. (2010) . The Spitzer feature is overplotted in blue. Our data neither confirm nor refute the existence of the bump.
