Abstract -Bounds on the average redundancy are derived for universal coding of patterns of sequences generated by independently identically distributed (i.i.d.) sources with unknown, possibly large, alphabets. Sequential approached for compression of patterns are proposed, and the relation between pattern entropy and that of i.i.d. sequences is studied.
(θ1, θ2, . . . , θ k−1 ) be a probability parameter vector for a source in Λ k . Let x n denote a sequence of n symbols, and denote its pattern by Ψ (x n ). The probability of a pattern is thus given by P θ [Ψ (x n )] = y n :Ψ(y n )=Ψ(x n ) P θ (y n ), where P θ (y n ) is the i.i.d. probability of the sequence y n . The pattern entropy is obtained straightforwardly from this definition, and is naturally smaller than the i.i.d. one. The average redundancy Rn [L, ψ (θ)] of coding patterns generated by θ is the normalized difference between the average length a code assigns to patterns and the pattern entropy. The average minimax pattern redundancy R + n [Ψ (Λ k )] is that of the best code for the worst θ in Λ k . The individual minimax redundancyR
is the normalized difference between the code length assigned to the worst pattern and the negative logarithm of its maximum likelihood (ML) probability. Prior work [1] , [2] , [3] focused on the individual case over the whole class Λ. In [3] , it was shown that there exist codes for which 1.5 log e n 2/3 + o
Sequential codes with diminishing redundancy were proposed. We derive bounds on the average redundancy. We show [7] that as long as k = o n 1/3 , each index probability parameter costs at least 0.5 log n/k 3 extra code bits, both in the minimax sense and for almost every code and every source θ ∈ Λ k .
As long as k is o √ n , we can design a code for which each index parameter costs at most 0.5 log n/k 2 extra code bits.
For larger alphabets 2 , we experience behavior that resembles (1). For an arbitrarily small ε > 0, and n → ∞,
for every code and almost every i.i.d. source θ ∈ Λ k , and we can design codes for which the redundancy is O log n/n (and even better). Based on modifying the well known Krichevsky-Trofimov probability assignment, we can design low-complexity sequential probability assignment schemes that assign patterns with k indices code-length that is essentially 0.5 log ne 3 /k 3 bits per distinct index away from the negative logarithm of the i.i.d. ML probability (see [6] ). We note that if k = O n 1/3 or larger, this code universally assigns shorter code length to patterns than the best code length that could be assigned non-universally to the underlying i.i.d. sequence. This implies that the pattern entropy must significantly reduce for such alphabet sizes from the i.i.d. one. In particular, we show [5] that for large alphabets k > n (1+ε)/3 (but k = o(n)), the pattern entropy must reduce from the i.i.d. one by at least 0.5 log k 3 / e 2 · n bits for each alphabet letter.
