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How the giant component of a network disappears under attacking nodes or links addresses a key
aspect of network robustness, which can be framed into percolation problems. Various strategies to
select the node to be deactivated have been studied in the literature; for instance, a simple random
failure or high-degree adaptive (HDA) percolation. Recently a new attack strategy based on a quan-
tity called collective-influence (CI) has been proposed from the perspective of optimal percolation.
By successively deactivating the node having the largest CI-centrality value, it was shown to be
able to dismantle a network more quickly and abruptly than many of the existing methods. In this
paper, we focus on the critical behaviors of the percolation processes following degree-based attack
and CI-based attack on random networks. Through extensive Monte Carlo simulations assisted by
numerical solutions, we estimate various critical exponents of the HDA percolation and those of the
CI percolations. Our results show that these attack-type percolation processes, despite displaying
apparently more abrupt collapse, nevertheless exhibit standard mean-field critical behaviors at the
percolation transition point. We further discover an extensive degeneracy in top-centrality nodes in
both processes, which may provide a hint for understanding the observed results.
Network robustness is a longstanding problem in
complex systems. Among various heuristics of op-
timal percolation proposed to effectively disinte-
grate a network, high-degree adaptive (HDA) at-
tack and collective-influence (CI) attack are sim-
ple heuristics that use local information but can
nevertheless destroy a network much more effec-
tively than random percolation. It is, however,
largely unknown as yet how the critical behav-
ior of percolation transition (i.e., the manner in
which the giant component disappears) is affected
by various attack strategies. In this work, it is re-
vealed that despite apparently more abrupt dis-
integration the critical behavior of HDA and CI
percolation transitions remains of standard mean-
field type, accompanied by the massive degener-
acy of top-centrality nodes near the critical point
in these processes.
I. INTRODUCTION
Statistical physics is the study of many-body prob-
lems. Complex networks, in which many nodes interact
via links, have been the subject of research by many sta-
tistical physicists [1]. Understanding the robustness of
complex networks is a longstanding problem [2]. Observ-
ing how complex networks respond to intentional attacks
is one common way to approach this problem. The giant
component of the network under intentional attack gets
smaller and finally disappears at the critical point. This
can map to an optimal percolation problem that destroys
the giant component of a network by deactivating a min-
imal set of nodes. The minimal set of deactivated nodes
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is considered to be important nodes for maintaining the
function of the network. These important nodes are also
called influencers [3].
Unfortunately, finding the minimal set of nodes that
can destroy the giant component in a network is in gen-
eral an NP-hard problem. Thus, various heuristic meth-
ods were developed for this problem. In the early re-
search stages, the nodes with high degree or high be-
tweenness centrality were considered influencers [4–7].
Since then, a number of strategies have been proposed
to find near-optimal influencers more effectively [3, 8–
14]. These strategies are summarized in Ref. [15]. In
general, each strategy assigns a certain centrality value
to nodes in its own way, and the node with highest cen-
trality value is deactivated one by one. Centrality value
of nodes can either be kept fixed as the initial value dur-
ing the percolation process or be updated in every step
“adaptively” as the nodes are deactivated.
There is, however, no integrated perspective of various
optimal percolation strategies yet. An important step
towards integrated understanding from the perspective
of statistical physics is to characterize the percolation
phase transition properties of each strategy. It is well
known that continuous mean-field phase transition oc-
curs in the random percolation process on random net-
works [1, 2]. On the other hand, several papers reported
that the near-optimal percolation processes induce dis-
continuous collapse of the giant component at the transi-
tion point [9, 10, 12–14, 16, 17]. Yet our understanding of
how the universality of the percolation processes changes
between these two extremes and what factors cause dis-
continuity is still limited. Our primary aim in the current
study is to contribute to make progress in this direction.
The percolation process we chose to study in this work
about the critical behaviors of phase transition is the
collective-influence (CI) percolation [3]. CI percolation
includes also the high-degree adaptive (HDA) percola-
tion as a special case. Principal reason why we chose
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FIG. 1. Plots of the order parameter, the probability P∞
that a randomly-chosen node belongs to the giant compo-
nent, as a function of the deactivated-node fraction q on ER
networks with mean degree z = 7/2 for various percolation
processes defined in Sec. II. Points are the results of Monte
Carlo simulations with system size N = 108 and averaged
over more than 100 samples. Solid line is for the numerical
solution of HDA from Sec. III, while the dashed line is for
analytic solution of random percolation using the generating
function method [5, 20].
CI percolation is that it is a near-optimal percolation
process with abrupt yet continuous disintegration of the
giant component at the critical point. It is also known
that CI percolation is able to attain near-optimal per-
colation results by straightforward and fast algorithm of
time complexity O(N logN) [3, 16]. For this reason, it
has been actively studied [18, 19] and refined [16, 17].
Detailed model description will be given in Sec. II.
As shown in the Fig. 1, in the case of CI percolation,
the order parameter seems to disappear rapidly in the
vicinity of the critical point. This raises the question if
it might possess the order-parameter critical exponent β
different from that of random percolation. To answer
this question, we performed finite-size scaling analysis
using extensive Monte Carlo simulations. Despite the
apparently abrupt change at critical point, we obtained
standard mean-field critical exponents in both the HDA
and CI percolations. Moreover, to gain more insight of
what is happening near the transition point, we examined
the behavior of top-centrality nodes, discovering exten-
sive degeneracy.
II. MODELS
To select the influencers, we used the degree-centrality
for HDA percolation and the CI-centrality for CI per-
colation [3]. When a node is deactivated, the links at-
tached to the node are also considered deactivated and
in effect the degree of the deactivated node becomes zero.
Consequently, as the percolation process proceeds by suc-
cessively deactivating nodes, a node’s degree undergoes
change. In the following, we denote node i’s degree, ki, as
the number of node i’s active neighbors in the remaining
network.
In HDA percolation, one deactivates the node with
highest degree and updates its neighbors’ degree in ev-
ery step. If there are more than one node with the same
top-centrality (meaning largest degree), one of them is
randomly deactivated.
For CI percolation, we follow the definition of CI-
centrality in Ref. [3], given as follows:
CIℓ(i) = (ki − 1)
∑
j∈∂B(i,ℓ)
(kj − 1) . (1)
Here CIℓ(i) is the CI-centrality value of node i with dis-
tance parameter ℓ, and ∂B(i, ℓ) is the set of nodes which
are at distance ℓ (disallowing backtracking) from the
node i. The CI-centrality value of node i incorporates not
only its own degree but also the degrees of nodes which
are at distance ℓ away from it. Therefore, CI percolation
does not simply deactivate high-degree nodes themselves,
but tends rather to deactivate “bridges” between high-
degree nodes [3]. In CI percolation, one deactivates the
node with top-centrality (meaning largest CI-centrality)
and updates the CI-centrality values within the distance
(ℓ+1) from the deactivated node each step. Similarly to
HDA percolation, if there are multiple nodes with same
top-centrality, then a randomly-chosen node among them
is deactivated. Note that by considering the distance-0
neighbor to be the node itself, we have CI0(i) = (ki−1)
2.
Thus HDA percolation can be treated as the special case
of CI percolation with ℓ = 0 [3].
III. MONTE CARLO SIMULATION METHODS
AND NUMERICAL SOLUTIONS
We applied HDA percolation and CI percolation with
ℓ = 1, 2 on Erdo˝s-Re´nyi (ER) networks [21]. The control
parameter is the fraction of deactivated nodes q (0 ≤ q ≤
1). Primary quantity of interest is the probability P∞
that a randomly-chosen node among all nodes (regardless
of remaining active or being deactivated) belongs to the
giant component, which serves as the order parameter
in the percolation process. Numerically we calculate it
by the largest connected component fraction averaged
over Monte Carlo configurations. We also examine the
average size χ of the component that a randomly-chosen
node belongs to, which plays the role of susceptibility,
defined as follows:
χ(q) =
∑
s, finite
s2n(s, q)
∑
s, finite
sn(s, q)
, (2)
where s is the component size, n(s, q) is the number of
components with size s at deactivated-node fraction q,
and the summation runs over only finite sizes. Numeri-
cally we calculate Eq. (2) using the connected component
3configurations obtained by Monte Carlo simulations by
omitting the largest connected component. We have per-
formed Monte Carlo simulations on ER networks with
different mean degrees to find consistent results and in
the following will present the results specifically for the
mean degree z = 7/2.
We also formulate the numerical solution for HDA per-
colation. For a random network, various quantities can
be calculated by generating function method with degree
distribution pk [5, 20]. Fortunately, we can calculate de-
gree distribution pk as a function of the deactivated-node
fraction q for HDA percolation using iteration method.
To apply the iteration method, we need the initial con-
dition and the recurrence relations. To begin with, the
degree distribution of ER network of mean degree z is
well known to be the Poisson distribution pk = z
ke−z/k!
[21].
To obtain the recurrence relations for the degree distri-
bution as the nodes are deactivated, let the degree distri-
bution pk(q) be the probability that the randomly chosen
node has degree k at the deactivated-node fraction q in
HDA percolation. The degree distribution after addi-
tionally deactivating dq fraction of nodes, pk(q+dq), can
be obtained as follows. First, as q increases by dq, p0 in-
creases by dq and pK decreases by dq whereK = kmax(q),
the maximum degree in the network at the deactivated-
node fraction q. At the same time, when a node with
degree K is deactivated, the degree of the nodes linked
to that deactivated node decreases by 1. The probability
that a node with degree k is connected to a link from the
deactivated node is kpk/
∑∞
k′=0 k
′pk′ . Combining the two
effects, we obtain the complete set of recurrence relations
as follows.
p0(q + dq) = p0(q) +K
p1∑∞
k′=1 k
′pk′
dq + dq ,
p1(q + dq) = p1(q) +K
2p2 − p1∑∞
k′=1 k
′pk′
dq ,
... (3)
pk(q + dq) = pk(q) +K
(k + 1)pk+1 − kpk∑∞
k′=1 k
′pk′
dq ,
...
pK(q + dq) = pK(q) +K
−KpK∑∞
k′=1 k
′pk′
dq − dq .
The right hand side of each line contains a gain term
due to the nodes with degree (k + 1) linked to the de-
activated node and the loss term due to the nodes with
degree k linked to the deactivated node, except for the
k = 0 (k = K) equation that contains two gain (loss)
terms. Theoretically, the maximum degree K is not lim-
ited; however, when numerically solving Eq. (3) we can
practically introduce a finite maximum degree K with-
out sacrificing precision. In our numerical calculation we
set the cutoff probability to be 10−10, meaning that the
degree k with pk(q) < 10
−10 is considered nonexistent
in the network. In this way, the initial value of K was
obtained to be K = 21 for the ER network with mean-
degree z = 7/2. As Eq. (3) is iterated, the maximum
degree decreases when pK drops below the cutoff.
Once the pk(q) is obtained by solving the recurrence
relations Eq. (3), one can apply the standard generating
function technique [5, 20] to calculate P∞(q) and χ(q) as
a function of the deactivated-node fraction q. The under-
lying assumption behind this procedure is that after the
HDA percolation, the remaining network can be charac-
terized solely by pk(q) like random networks. The agree-
ment of the numerical solution with the Monte Carlo sim-
ulations, as shown in Fig. 1, validates this assumption.
IV. CRITICAL BEHAVIORS
As one deactivates nodes (hence increasing q), the gi-
ant component size decreases and becomes zero at the
critical point qc. Typical of continuous phase transitions,
the average component size χ and the correlation length ξ
diverge at the critical point in the thermodynamic limit.
In the vicinity of critical point, the order parameter, the
average component size and the correlation length are
known to exhibit power laws with the critical exponent
β, γ and ν, respectively:
P∞(q) ∝ (qc − q)
β with q → q−c , (4)
χ(q) ∝ |qc − q|
−γ with q → qc , (5)
ξ(q) ∝ |qc − q|
−ν with q → qc . (6)
We use finite-size scaling ansatz and Monte Carlo sim-
ulations to obtain these critical exponents. According to
the finite-size scaling theory, percolation quantities like
P∞ and χ have the scaling form near the critical point
with the size of the system N as
P∞(N, q) = N
−β/ν¯P˜ [(q − qc)N
1/ν¯ ] , (7)
χ(N, q) = Nγ/ν¯χ˜[(q − qc)N
1/ν¯ ] , (8)
where P˜ and χ˜, respectively, is the scaling function.
These equations imply the following power-law scalings,
qc − qc(N) ∝ N
−1/ν¯ , (9)
P∞(N, qc) ∝ N
−β/ν¯ , (10)
χ(N, qc) ∝ N
γ/ν¯ , (11)
where ν¯ = dν with d being effective dimension [22], which
is d = 6 for ER network with random percolations. In
Eq. (9), qc(N) is the value of q at which χ(q) displays
maximum value in the networks of finite size N .
To apply the finite-size scaling theory, we first need
to know the critical point qc. Using numerical solution
from Sec. III, the critical point of HDA percolation on ER
network with mean degree z = 7/2 is obtained to be qc =
0.235 550. For CI percolations, we estimated qc that best
fits Eqs. (10, 11) using Monte Carlo simulation results.
We note that using Eq. (9) for estimating qc was not
as reliable due to relatively large errors in locating qc(N)
410
-4
10
-3
10
-2
10
5
10
6
10
7
(a)
 ✁=2.99(11)
q
c
(✂
)
✄

q
c
(N
)
N
H
D
A

p
er
co
la
ti
o
n
10
-3
10
-2
10
-1
10
7
10
8
(b)
☎/ ✁=0.332(2)
☎=0.99(4)
P
✆
| q
=
q
c
N
0
5
10
-0.4 -0.2 0 0.2
P
✝

N

✞
/✟✠
(q✡q
c
)N
1/☛☞
10
2
10
3
10
4
10
7
10
8
(c)
✌/ ✁=0.336(1)
✌=1.00(4)
✍
| q
=
q
c
N
0
1
2
-0.4 -0.2 0 0.2
✎

N

✏
✑
/✟✠
(q✡q
c
)N
1/☛☞
10
-4
10
-3
10
-2
10
5
10
6
10
7
(d)
 ✁=3.06(13)
q
c
(✂
)
✄

q
c
(N
)
N
C
I 1

p
er
co
la
ti
o
n
10
-3
10
-2
10
-1
10
7
10
8
(e)
☎/ ✁=0.333(2)
☎=1.02(4)
q
c✒
✓
q
c +

✔
P
✆
| q
=
q
c
N
0
7
14
-0.2 -0.1 0 0.1
P
✝

N

✞
/✟✠(q✡q
c
)N
1/☛☞
10
2
10
3
10
4
10
7
10
8
(f)
✌/ ✁=0.337(1)
✌=1.03(4)
qc
✕

✖
qc+

✗
✍
| q
=
q
c
N
0
1
2
3
-0.2 -0.1 0 0.1
✎

N

✏
✑
/✟✠
(q✡q
c
)N
1/☛☞
10
-4
10
-3
10
-2
10
5
10
6
10
7
(g)
 ✁=3.07(13)
q
c
(✂
)
✄

q
c
(N
)
N
C
I 2

p
er
co
la
ti
o
n
10
-3
10
-2
10
-1
10
7
10
8
(h)
☎/ ✁=0.335(3)
☎=1.03(5)
q
c✒
✓
q
c +

✔
P
✆
| q
=
q
c
N
0
9
18
-0.2 -0.1 0 0.1
P
✝

N

✞
/✟✠(q✡q
c
)N
1/☛☞
10
2
10
3
10
4
10
7
10
8
(i)
✌/ ✁=0.336(2)
✌=1.03(4)
qc
✕

✖
qc+

✗
✍
| q
=
q
c
N
0
2
4
-0.2 -0.1 0 0.1
✎

N

✏
✑
/✟✠
(q✡q
c
)N
1/☛☞
FIG. 2. Finite-size scaling analysis results of HDA (a–c) and CI percolations (d–f for CI1 and g–i for CI2).
Leftmost column (a,d,g) represents the relation of Eq. (9), middle (b,e,h) and right (c,f,i) columns show the relation of Eqs. (10,
11), respectively. Points represent the Monte Carlo simulation results and the solid black line is the fitting line at the critical
point qc. The gray dotted lines in (e,f,h,i) are the mere guidelines connecting the numerical simulation points (smaller-size
points) obtained slightly away from the critical point qc by the amount ∆ = 0.000 03. We use the standard error for the error
bars, which are smaller than the point size. Every fitted value has 95% confidence interval. Each numerical simulation point
was obtained by averaging over 3×103 to 6×106 samples, depending on the system size and the distance parameter ℓ. (Insets)
Plots of finite-size-scaled data collapse curves from Eqs. (7, 8), using the obtained critical exponents. Simulation results with
system sizes N/106 = 1 (circle), 4 (square), 16 (diamond), and 64 (pentagon) are used for the inset plots.
from Monte Carlo simulations. For the ER networks with
the same mean degree z = 7/2, we obtained the critical
point of CI1 percolation to be qc = 0.211 61(1), and for
CI2 percolation qc = 0.206 01(1).
Fig. 2 displays, for the HDA, CI1, and CI2 perco-
lations, the finite-size scaling results of Eqs. (9–11) in
the main panels, together with corresponding finite-size-
scaled data collapse curves of Eqs. (7–8) in the insets.
This analysis provides estimates of the exponents ν¯, β/ν¯,
and γ/ν¯, from which we extract values of the critical ex-
ponents β, γ, and ν¯. The obtained values of the critical
point and the critical exponents are summarized in Ta-
ble I. The critical exponents we obtained are consistent
with those of random percolation within margin of error.
Our results show that, despite the apparently more rapid
change near the transition point, both HDA and CI per-
colations still belong to the same universality as random
percolation in random networks.
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FIG. 3. Properties of the top-centrality value during the HDA (a) and the CI (b, c) percolations. (Upper
panels, left tics) Plots of the top-centrality value, ktop or CIℓ,top, as a function of the deactivated-node fraction q. (Lower
panels, right tics) Plots of the fraction f of the nodes (with respect to N) that have the top-centrality value as a function of
the deactivated-node fraction q. Both plots contain data from simulations averaged over 103 to 106 samples. Vertical guideline
indicates the location of the critical deactivated-node fraction qc at which the giant component disappears. Black solid lines in
(a) are obtained from the numerical solutions of HDA from Sec. III.
V. DEGENERACY OF TOP-CENTRALITY
VALUE
Despite the apparently more abrupt collapse, the re-
sults of our analysis strongly suggest that HDA and CI
percolations belong to the same universality as random
percolation. To gain more insight, we examine how the
top-centrality value (degree-centrality for HDA percola-
tion and CI-centrality value for CI percolation) behaves
near the percolation critical point (Fig. 3). First we ob-
serve that as the percolation process proceeds and ap-
proaches to the critical point, the top-centrality value
becomes highly degenerate, which is realized as the suc-
cession of long plateaus in the upper panels of Fig. 3. For
HDA, the lines for different system size N converge to
the stairs-like curve predicted by the numerical solution
as the system size increases. Same limiting behavior is
observed for the CI1,2 percolations, suggesting that they
would develop the stairs-like behavior asymptotically as
well. Next, we show the fraction of top-centrality nodes
in the lower panels of Fig. 3. It also tends to the limit-
ing saw-like curve as the system size increases, implying
that the number of top-centrality nodes near the critical
point qc is extensive, that is, proportional to the system
size N . In other words, if the system size goes to infinity,
Model qc β γ ν¯
HDA percolation 0.235 550 0.99(4) 1.00(4) 2.99(11)
CI1 percolation 0.211 61(1) 1.02(4) 1.03(4) 3.06(13)
CI2 percolation 0.206 01(1) 1.03(5) 1.03(4) 3.07(13)
Random percolation 0.714 285 1 1 3
TABLE I. The critical point and the critical exponents of
various percolation processes on Erdo˝s-Re´nyi networks with
mean degree z = 7/2.
the number of nodes with the top-centrality value would
also go to infinity, confirming a massive degeneracy of
top-centrality value.
According to the rules of HDA and CI percolation,
when there are many nodes with the same top-centrality
value, one of the nodes is randomly selected and deac-
tivated. The presence of extensive degeneracy of top-
centrality nodes near the critical point implies that one
of the extensively-many top-centrality nodes is chosen
randomly and deactivated. This induces that the selec-
tiveness is weakened and the node-deactivation process
would become more random-like.
The presence of extensive degeneracy in top-centrality
value manifests itself in the behavior of order param-
eter as well. In HDA percolation, the cusp points in
the order parameter curve are observed at the points
where ktop change its value (see for example the cusps at
qcu1 = 0.211 925, qcu2 = 0.140 014, and qcu3 = 0.084 917
in Fig. 4). The discrete change of ktop value across the
cusp point induces discontinuous change of the rate of
decrease of the order parameter across that point, es-
tablishing the cusp [see Fig. 4(b–d)]. This phenomenon
is also verified by the Monte Carlo simulation near qcu1.
The susceptibility-like quantities, the average component
size χ and the fluctuation of the order parameter χf , also
exhibit non-analytic behavior such as cusp (χ) or discon-
tinuity (χf ) at the cusp point, as shown in Fig. 4(e). Here
χf is defined by χf (q) = N(〈P∞(q)
2〉− 〈P∞(q)〉
2) where
〈· · · 〉 denotes the ensemble average. They do not, how-
ever, diverge there. These cusp points, therefore, are not
likely critical points. The existence (or absence) of simi-
lar cusps in the CI percolations is not clearly discernible
due to limited resolution of our Monte Carlo simulations.
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FIG. 4. (a) Plot of the order parameter P∞ of HDA per-
colation on ER networks with mean degree z = 7/2 as a
function of the deactivated-node fraction q. Points are results
of Monte Carlo simulations with networks of size N = 108,
averaged over more than 100 samples. Black solid lines
are numerical solutions from Sec. III. (b–d) The close-up
curve near the cusp point, (b) for qcu1 = 0.211 925, (c) for
qcu2 = 0.140 014, and (d) for qcu3 = 0.084 917. Dashed
lines in (b–d) are the tangential line at each side of the
cusp point, illustrating its non-analyticity. (e) Behavior of
the average component size χ (upper) and the fluctuation
of the order parameter χf (lower) near the cusp point at
qcu1 = 0.211 925 as a function of the deactivated-node frac-
tion q. Data are from Monte Carlo simulations with various
system size N = 1, 4, 16, 64 × 105, averaged over 3 × 104 to
1× 106 samples. Here, the fluctuation of the order parameter
χf (q) is defined by χf (q) = N(〈P∞(q)
2〉 − 〈P∞(q)〉
2), where
〈· · · 〉 denotes the ensemble average.
VI. DISCUSSION
In this paper, we have studied the critical behaviors
of HDA and CI percolation transitions on random net-
works using Monte Carlo simulations and numerical so-
lutions. We found that the critical behavior of the two
attack-based processes is in the same universality class as
the random percolation, despite their more abrupt, near-
optimal disruption of network connectivity than random
percolation. We uncovered the massive degeneracy of
maximum centrality value near the critical point, which
might contribute to render the transition of mean-field
type. Recently, a study reported [23] non-standard-
mean-field critical exponent for HDA percolation, specifi-
cally ν¯ = 2.59(7), which contradicts with our mean-field-
consistent result ν¯ = 2.99(11) in this work. Our analysis
uses much larger network size (up to O(108) compared
to 6.4×104 in Ref. [23]) and is supported also by the nu-
merical solutions. It is noteworthy that Ref. [23] also re-
ported high-betweenness adaptive percolation to exhibit
different critical exponents from those of random perco-
lation. It has also been reported that HDA percolation
has the same exponents as random percolation on two-
dimensional proximity graphs [24]. This also indirectly
supports that HDA percolation belongs to the same uni-
versality class as random percolation.
In a broader perspective, our work initiates the stud-
ies of attack-type and optimal percolation processes for
deeper understanding from the viewpoint of critical be-
haviors at the percolation transition point. Understand-
ing the nature of critical behaviors will help for example
devise detection and protection strategy upon the attacks
on the network, as different criticality entails different
‘early warnings’ [25]. Another interesting standing ques-
tion is the condition for the non-mean-field criticality in
the optimal percolation processes. The HDA and CI per-
colation processes implement local heuristics for selecting
nodes to be deactivated. There exist approaches based
on global optimization methods [9, 10, 12–14, 16, 17].
that reportedly produce discontinuous disappearance of
the giant component in the attacked network. Identi-
fying minimal condition for the non-standard-mean-field
criticality as well as the discontinuity in the network at-
tack process remains a theoretically intriguing problem,
to be explored in future works. Finally, the phase tran-
sition property of the CI percolation with higher-order
network effects such as on modular networks is also an
interesting problem for future study.
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