Non-invasive neuroimaging studies have shown that semantic category and attribute information are encoded in neural population activity. Electrocorticography (ECoG) offers several advantages over non-invasive approaches, but the degree to which semantic attribute information is encoded in ECoG responses is not known. We recorded ECoG while patients named objects from 12 semantic categories and then trained highdimensional encoding models to map semantic attributes to spectral-temporal features of the task-related neural responses. Using these semantic attribute encoding models, untrained objects were decoded with accuracies comparable to whole-brain functional Magnetic Resonance Imaging (fMRI), and we observed that high-gamma activity (70-110 Hz) at basal occipitotemporal electrodes was associated with specific semantic dimensions (manmade-animate, canonically large-small, and places-tools). Individual patient results were in close agreement with reports from other imaging modalities on the time course and functional organization of semantic processing along the ventral visual pathway during object recognition. The semantic attribute encoding model approach is critical for decoding objects absent from a training set, as well as for studying complex semantic encodings without artificially restricting stimuli to a small number of semantic categories.
Introduction
The view that objects are encoded according to their semantic attributes or features, while not new, has become quite practical. Under an attribute-based view, a concept can be encoded over a large set of meaningful attributes, with each attribute assigned a value or set of values related to its probability, weight, or importance (Rosch, 1978) . For example, the encoding of the concept "bird" assigns high probabilities to attributes typical of birds (has beak, flies, etc.) and low or zero probabilities to attributes atypical of birds (has four legs, manmade, etc). Substantial work has been done to catalogue the attributes and weights associated with different concepts, and attribute ratings can account for a host of human judgments about the relationships between concepts and the organization of categories (Binder et al., 2016; Cree and McRae, 2003; Garrard et al., 2001; Ruts et al., 2004) . In related work on vector space models of semantics, automated methods can be used in place of human annotators to learn latent semantic features from the statistical properties of words and phrases in large text corpora (Deerwester et al., 1990; Mikolov et al., 2013; Pennington et al., 2014) , and these latent features are similarly useful in accounting for human judgments (Pereira et al., 2016) .
Efforts to decompose concepts into their constituent attributes or features have been used to great effect in the study of knowledge representation in the human brain. Following methods pioneered by Mitchell et al. (2008) to learn relationships between individual semantic features and the neural activity patterns they evoke, subjects perform tasks that require semantic processingviewing or naming objects (Clarke et al., 2014) , reading words or sentences (Wehbe et al., 2014) , considering semantic attributes (Sudre et al., 2012) , generating category exemplars (Simanova et al., 2015) , watching movies (Huth et al., 2012) , or listening to stories (Huth et al., 2016) while neural responses are recorded with functional magnetic resonance imaging (fMRI) or magnetoencephalography (MEG) . Because stimuli can be represented in terms of their constituent semantic attributes or features, a mapping can be learned between each semantic feature and its associated neural responses (i.e. voxel intensities, MEG sensor amplitudes), typically through linear regression. These encoding models project semantic features into a neural feature space, and similarly, decoding models can be used to project recorded neural activity patterns into a semantic feature space.
The resulting neurosemantic models have provided new insights into conceptual knowledge representation in the mind and brain. The fact that neurosemantic models can be used to successfully learn mappings between semantic and neural features suggests that the brain's representation of objects involves decomposition into semantic features. This paradigm also provides a framework for testing theories about what specific semantic features are represented in the human brain (Just et al., 2010) , how they are encoded in neural activity (Huth et al., 2016) , and how cognitive processes modulate neurosemantic representations (Çukur et al., 2013) . Likewise, from a decoding perspective, decompositional neurosemantic models are very powerful in that they can interpret neural activity from concept classes they have not been trained on in a process termed zero-shot learning (Palatucci et al., 2009) .
The impact of this approach, though, is limited by the quality and quantity of available neural data. Non-invasive neuroimaging methods are subject to lower signal-to-noise ratios, trade-offs between temporal and spatial resolution, and indirect estimates of neural activity. Invasive alternatives like electrocorticography (ECoG) can only be used in the relatively rare clinical setting when implanting electrodes on the surface of the cortex is a clinical necessity. As a result, spatial coverage is determined solely by clinical considerations, which leads to varied anatomical sampling across patients. At the same time, ECoG offers high temporal resolution, a high signal-to-noise ratio due to direct contact between electrodes and the cortical surface, and more direct observations of neural processing. Evidence of this can be found in studies showing that ECoG responses correlate well with spiking activity (Manning et al., 2009; Ray et al., 2008) and hemodynamic responses (Logothetis et al., 2001; Niessing et al., 2005) , with activity in high-gamma frequencies (e.g. 70-110 Hz) serving as a particularly good index of underlying neural processing.
Despite the potential advantages, there have been relatively few studies of semantic attribute representation using ECoG. The few attempts to use ECoG for semantic decoding have relied on discriminative approaches over a small number of trained classes or categories (Liu et al., 2009; Wang et al., 2011) . In one of the only published examples of semantic decoding from ECoG, Wang et al. (2011) asked patients to perform several different tasks that activated representations of semantic properties (e.g. visual object naming), and then trained Support Vector Machine (SVM) and Gaussian Naïve Bayes (GNB) classifiers to decode the evoked responses to one of the three possible target categories (i.e. foods, tools, and body parts). Performance varied across subjects, tasks, and classifier types, with mean classification rates of approximately 56% correct and a range from approximately 40% to 74% (where 33% is chance), indicating that substantial category information can be extracted from ECoG. While encouraging, conclusions drawn from a very restricted number of classes (e.g. foods, tools, and body parts) or dimensions of variation (e.g. living vs. non-living, large vs. small) may be partially confounded by expectation and perceptual set effects that cause subjects to artificially attend to and process these dimensions. Patients named objects and spectral estimation was performed on their neural signals to produce mean power over a variety of frequency bands and temporal windows (only high-gamma shown here). A subset of neural features (particular frequency bands at particular time windows at particular electrodes) was selected for use in the encoding model. (B) Linear ridge regression was used to learn a neural encoding model β, which maps from semantic attribute ratings S to neural feature values N. To decode a new neural activity pattern n generated by an untrained object, n is compared via cosine distance to a set of predicted neural activity patterns generated by applying β to a catalogue of possible objects and their semantic attributes. Chen et al. (2016) recently extended the ECoG-based study of semantic representations to 100 objects across a range of semantic categories and attributes. They adapted the searchlight-based Representational Similarity Analysis (RSA) typically used in fMRI to assess where and when semantic information was encoded in ECoG responses during a picture naming task. The technique assumes that semantic information is represented as complex spatiotemporal patterns detectable by ECoG, and looks for spatiotemporal structure in the neural responses that correlate with the structure inherent in semantic representations. Using RSA, the authors found evidence of semantic encoding in the ventral pathway from basal occipital-temporal to anterior temporal lobe regions, but these results were primarily accounted for by a simple binary semantic model that coded items as either living or non-living (stimuli were evenly split between these two categories).
ECoG research in other language domains like speech perception (Pasley et al., 2012) and speech production (Mugler et al., 2014) have used generative encoding and decoding approaches to study language processing as it naturally varies across a range of stimuli and dimensions, but these methods have yet to be applied to semantics. In the current report, we adapted the decompositional semantic encoding approach previously used with fMRI and MEG data for ECoG (as summarized in Fig. 1 ) to assess the degree to which semantic attributes are encoded in the ECoG signal. To do this, we recorded ECoG while patients named objects from 12 different semantic categories. Using these responses, high-dimensional semantic attribute encoding models were trained to decode objects unseen during model training. The trained models were then analysed in terms of which semantic dimensions were reliably encoded across different electrodes, time points, and frequency bands.
Materials and methods

Data
Subjects
Electrocorticography was recorded from 9 patients with intractable epilepsy (2 female, 31-44 years old) during in-patient monitoring for pre-surgical localization of their ictal onset zone and eloquent cortex. All patients provided informed consent according to a protocol approved by the Johns Hopkins Medicine Institutional Review Boards.
Paradigm
Patients performed a standard visual object naming task with the same 60 line drawings used by Mitchell et al. (2008) . Briefly, white line drawings were presented on a black background, with a centered white fixation cross present during inter-stimulus intervals. Drawings were shown for 1 s, with an inter-stimulus interval varying randomly between 3.5 and 4.5 s. Patients were instructed to name the pictured object as soon as it came to mind, or to say "pass" when they could not immediately answer. Four patients were familiarized with the stimuli beforehand using one of two procedures: two patients were simply shown the stimuli with labels and instructed to learn them, and two patients were asked to provide a verbal description for each object. The remaining five patients were not exposed to the stimuli prior to the naming task.
The 60-item stimulus set consisted of 5 different objects from each of 12 different categories (animals, body parts, buildings, building parts, clothing, furniture, insects, kitchen utensils, man-made objects, tools, vegetables, and vehicles; for a complete list of objects by category, see Supplementary Table 2 ). For each patient, six blocks of data were collected. All 60 objects were shown in each block in a pseudorandom order. Both the behavioral paradigm and the ECoG data recording were implemented with BCI2000 (Schalk et al., 2004) . Verbal responses and stimulus onset were both recorded through the analog input bank using a microphone and photodiode, respectively. Behavioral performance was overall very good for all patients (Table 1) . Occasional naming errors were not excluded from ECoG analysis.
ECoG recordings
Data analyzed from patients P2 through P9 were collected with standard ECoG grids and strips, each of which contained electrodes with 4 mm diameter and 10 mm spacing. For one patient, P1, a subset of analyzed electrodes was part of a high-density grid with 2 mm diameter and 5 mm spacing. Additional depth and micro-ECoG electrode arrays were implanted in a subset of patients but were not analyzed. Electrode placements were determined by clinical criteria and varied widely across patients (Table 1) . For specific electrode locations in each of the 9 patients, see Supplementary Fig. 1 .
Signal processing
ECoG signals were sampled at 1000 Hz, digitized, and recorded using the BlackRock Neuroport system. Recordings were made with a referential montage in which the reference was a contact on a 4electrode strip that had been implanted for this purpose facing the dura mater, or in which the reference was a cortical contact chosen because of its greater distance from most other recording contacts and because of its low likelihood of functional responses. Channels were visually inspected and those identified as containing excessive noise were discarded. A common average reference, where each electrode was referenced to the grid or strip to which it belonged, was used to minimize spatial bias from the reference electrode. Signals were lowpass filtered to prevent aliasing, resampled to 256 Hz, and epoched by clipping from 250 ms before stimulus onset to 4000 ms post stimulus onset. Spectral power was extracted using one of two different techniques, autoregressive estimation or the Hilbert transform, depending on the goal. Autoregressive estimation permitted the extraction of a broad range of frequencies at the cost of temporal resolution. Models that used all extracted frequency bands were trained and tested, as were models that used high-gamma features only. While models using all frequency bands achieved the best performance, models using highgamma only performed nearly as well, and thus subsequent analyses explored models using only high-gamma features. Once we made this determination, Hilbert estimation was used to extract high-gamma features with higher time resolution, permitting analyses on the timing and cortical locations related to semantic processing (Oppenheim and Schafer, 1999) .
Autoregressive spectral estimation was performed using the Burg method (Kay, 1988) with 500 ms windows and a 250 ms overlap. The log of the spectral power values were averaged over multiple frequency bins. Frequency bins consisted of delta (1-4 Hz), theta (4-8 Hz), alpha (8-13 Hz), beta (15-30 Hz), gamma (30-50 Hz), and high-gamma (70-110 Hz). The autoregressive filter order was set to 26, and spectral estimation was performed with a frequency resolution of 2 Hz. To estimate high-gamma features using the Hilbert transform data was first forward and backward filtered to a passband of 70-110 Hz using a 3rd order Butterworth filter. The Hilbert transform was used to generate the analytic signal, and the magnitude of this signal was squared to calculate signal power. Features were then calculated by averaging over 250 ms windows, sliding every 31.25 ms.
Encoding model
Linear ridge regression was used to learn the encoding model parameters (Chen et al., 2014; Friedman et al., 2001) relating semantic attribute ratings (Section 2.2.2) to neural activity features (Section 2.2.1). Linear ridge regression is a least-squares technique that employs regularization via an l 2 -norm penalty, where this penalty effectively biases coefficients toward zero in exchange for reducing the variance on their estimates. Regularization is usually necessary in regression problems involving high-dimensional data as a safeguard against over-fitting. Our encoding model predicted neural features from semantic features by linear weighting:
where n m was the mth neural feature, s was a vector of semantic features associated with the stimulus, b m was a vector of weights, and ε m was an error term. The ridge regression solution for determining the weights was given by
where n m was a vector of mth neural features for a set of trials, S was a J×K matrix of K=218 semantic features for J=354 trials (J=354 rather than 360 because six trials for a held-out object are not used when training the model), and λ was the regularization parameter. The semantic feature matrix may contain row vectors for repeated trials. Neural feature vectors, n m , were normalized to zero mean and unit variance over all trials. Initial testing using a leave-one-out crossvalidation to optimize λ from seven logarithmically-spaced values between 1 and 1000 often produced λ=3.16, and so this value was adopted for all models. This determination was made in initial testing of data from P2 using earlier versions of the encoding model and was not specifically optimized to any models or results reported here.
Fitting patient-specific λ values might have improved overall performance of the encoding models slightly.
Neural features
Each neural feature used by the encoding model can be described as the signal power from a specific electrode in a specific frequency band during a specific time window. To limit the inclusion of neural features to those primarily associated with semantic processing, neural features were restricted to times 0-750 ms post stimulus onset. To determine the degree to which neural features may have been associated with spoken responses, additional analyses compared the timing of spoken responses with the semantic decoding performance over time. We found that peak decoding tended to occur before the vast majority of spoken response onsets (see Section 3.3 in Results).
Neural features were selected for their stability over stimulus presentations, similar to correlation-based stability measures used with fMRI to select voxels Shinkareva et al., 2008) . This approach was chosen because it is computationally straightforward and is commonly used in similar studies. In this procedure, neural features are selected that have stable response profiles across repeated presentations of the same item. Correlation stability was calculated for a neural feature by averaging all pairwise Pearson correlations between responses in blocks of trials. For example, for a data set with 60 objects and six blocks of object presentations, the correlation stability of a neural feature is produced by calculating the correlation between the 60 responses in block i to the 60 responses in block j and averaging correlation coefficients for all possible i,j pairs (15 in total). The most stable neural features were selected for use in the encoding model, up to 200 features. Features were always selected on training data as part of a nested crossvalidation process.
Semantic features
Encoding models used semantic features from the human218 semantic knowledge base (Palatucci et al., 2009; Sudre et al., 2012) consisting of 218 interpretable semantic attributes. This semantic model was chosen because the 218 meaningful dimensions facilitated analysis of semantic dimension encoding at specific cortical sites (see Section 2.3.2). Attribute ratings were collected by Palatucci et al. (2009) by asking a series of 218 questions to a group of Amazon Mechanical Turk users about 1000 different nouns, including the 60 objects included in this study. Questions probed a variety of semantic properties, including size, usage, composition, and category, with answers on an ordinal scale from 1 to 5 (definitely not to definitely yes), and then rescaled to a range of −1 to 1. Lastly, the 218-element vector for each object was scaled to unity length. Each object was represented in this 218-dimensional semantic space in subsequent analyses.
Model validation
For each model, performance was assessed via rank accuracy for decoding held-out objects. To decode a held-out neural activity pattern n generated by an untrained object, n was compared via cosine distance to a set of predicted neural activity patterns generated by applying encoding model β to the semantic attribute vectors for the 60 objects. These distances determined the relative ranks of the 60 objects, and rank accuracy for the correct object ranked ith among 60 objects was computed as 100*(60−i)/59. Within-category rank accuracies were also computed by limiting the possible objects to the correct object and the remaining four objects falling in the same semantic category as the held-out object. Rank accuracy is one of several possible metrics for assessing encoding model performance; qualitatively similar results were achieved using alternative metrics (e.g. leave-two-out PairedPerf, as in Mitchell et al., 2008) .
Training and testing of encoding models consisted of three phases: feature selection, model training, and model testing. Model training, i.e. estimation of model weights, was always performed using indivi-dual trials, rather than aggregating the six presentations to produce a single neural activity pattern for an object. Feature selection and model testing were performed using one of four different conditions: (1) responses averaged over all six presentations and from all frequency bands, (2) responses averaged over all six presentations and from highgamma only, (3) single-trial responses from all frequency bands, and (4) single-trial responses from high-gamma only. The testing for the response-averaged condition involved calculating rank accuracies by comparing 60 predicted neural activity patterns to a neural activity pattern averaged over six recordings, while the testing for the singletrial condition compared predicted neural activity patterns to a single recording six times.
Features were selected via cross-validation to either optimize the single-trial rank or the response-averaged rank accuracy. A nested leave-one-object-out cross-validation procedure was used for all model validation. The 60-fold outer loop of the procedure was used to iterate over each of the 60 objects as the held-out object. For each of these folds, a 59-fold inner loop was used to select the optimal neural feature set for the held-out object. For a given fold of the outer loop, the correlation stability was calculated for each neural feature. Then, for each fold of the corresponding inner loop, mean rank accuracy (MRA) was calculated for encoding models using between 1 and 200 of the features with the highest correlation stability (logarithmically spaced). The MRA curves were averaged across folds of the inner loop, and the number of features that produced the maximum MRA was adopted for that outer fold.
Rank accuracy results were statistically thresholded using a Monte Carlo procedure. A null model was trained for each patient and for each testing condition by permuting the rows of the semantic attribute matrix, effectively shuffling the noun labels. All model estimation and validation procedures were replicated, and in each case, the procedure was repeated 50,000 times to produce a null probability distribution. Pvalues were calculated for each patient and decoding condition by computing the fraction of null distribution values that were greater than the actual MRA (while adding 1 to both the numerator and denominator to prevent p=0). An analogous procedure was performed to determine within-category rank accuracy thresholds, but for this Monte Carlo procedure, shuffling was done within categories rather than across all noun labels.
Feature analyses
Informative time points
To assess the time course of semantic attribute information in the ECoG signal relative to spoken responses, models were trained and tested for neural features restricted to individual temporal windows. Only high-gamma features calculated using the Hilbert transform were considered, because models using only high-gamma features performed substantially better across subjects than models restricted to any other single frequency band (see Supplementary Fig. 2B ). Additionally, given the goal of identifying the temporal windows with the most semantic content, the Hilbert transform method allowed for higher temporal resolution in our neural features, and high-gamma features intrinsically have a higher temporal resolution than lower frequency features. A sliding window of 250 ms and a step size of 31.25 ms was adopted, and the timing of the onset of significant rank accuracy as well as the peak was recorded for high-gamma that was time-locked to stimulus onsets. We performed a similar analysis on high-gamma locked to spoken response onsets. Response onsets and offsets were determined manually by listening to the spoken responses and using simultaneous visual inspection of the speech recording's spectrotemporal content. Time points were conservatively chosen to ensure articulation was entirely captured. Significance was determined by performing a single-tailed rank-sum test to compare rank accuracies at each time window to baseline, which was defined as time points between −1000 and −125 ms relative to stimulus onset (because of the 250 ms window, baseline actually contained information from −1125 to 0 ms). Bonferroni multiple comparisons corrections were applied individually for each patient across all time points.
For each window, the top 200 features were selected using correlation stability with proper cross-validation. Within temporal window analyses, the number of neural features was not selected within cross-validation, due to computational cost; rather, models were trained and tested with varying numbers of neural features, and the maximum MRA was chosen. Due to non-causality of spectral estimation (250/2=125 ms from windowing during Hilbert feature extraction), a given temporal window could have contained some information from future temporal windows. To account for this, results are also reported with respect to the leading edge of the extraction window (Table 3) .
Informative electrodes
To determine where evoked responses were well-predicted by semantic attributes, we estimated encoding models that mapped semantic attributes to high-gamma responses at individual electrodes. This analysis focused on the three patients with the highest performing encoding models and was restricted to the high-gamma features from the 250 ms time window with the highest MRA for each patient. Crossvalidation was used to estimate separate encoding models for each individual electrode, and predicted high-gamma values were calculated for each object. For each channel, we calculated Pearson correlations between the set of 360 actual high-gamma values (six presentations of 60 objects) and the set of 60 predicted high-gamma values (replicated six times to match the set of actual neural features). For a given channel, the resulting correlation coefficient indexed the degree to which high-gamma variance at that channel was accounted for by semantic attributes. Finally, p-values for correlation coefficients were calculated through Monte Carlo simulations for each patient that replicated the sensitivity analysis procedure with 10,000 null semantic attribute matrices (formed through row shuffling). P-values were identified as significant using FDR correction (α=.05) across all electrodes for all three patients.
To assess what semantic information was reliably encoded in the ECoG signal, we examined the correlations between a reduced set of semantic features and the high-gamma features recorded at the reliably informative electrodes. We used the high-gamma features directly (rather than the model weights) to eliminate the impact of specific choices for regularization. The human218 semantic attributes are highly redundant, so to reduce the number of informative attributes, we applied principal component analysis (PCA) on the full semantic matrix (218 semantic dimensions by 1000 nouns), and mapped the 60 nouns from the original human218 semantic attributes to PC semantic attributes. PCA was applied to the normalized human218 vectors, and the resulting PC semantic vectors were also normalized to unity length. Based on fraction of variance explained, 14 of the 218 PC attributes or dimensions were significant (p < 0.05) when thresholding using 1000 iterations of a Monte Carlo simulation comparing the PC attributes to PCs found with null semantic attribute matrices (shuffled across nouns and attributes). Semantic attributes will be provided upon request.
Visual inspection of the significant PCs revealed that the first four components (fraction of variance explained: 16.5%, 12.5%, 6.3%, and 3.6%) were readily interpretable. For each of these four PCs, we listed the nouns with the largest and smallest (most negative) values for the PC, as well as the human218 attributes with the largest and smallest projections onto the PC (inner products). Based on this information, these PCs or semantic dimensions were subjectively labeled manmade, large, manipulable, and edible respectively (see Table 2 ). Note that these labels reflected the positive values of the PCs. In some cases, negative values of a PC indicated a semantic meaning that was intuitively opposite of the label (e.g., an intuitive opposite of manmade is alive), whereas for other PCs, the meaning of negative values was less clear (e.g., an intuitive opposite of edible might be inedible, but based on the attribute and object lists, this might be better labeled threatening).
Correlation coefficients were computed between these four PCs and the responses from the informative high-gamma features using Pearson correlation. Coefficients were computed using all 60 objects and all six presentations for a total of 360 PC-feature pairs for each PC. Correlation p-values were calculated under a Gaussian distribution assumption.
Results
Zero-shot object decoding using a model trained to encode 218 semantic attributes as neural activity features was significantly better than chance for all nine patients, for nearly all decoding conditions (Fig. 2) . FDR correction (α=.05) was applied across all 9 patients and 4 decoding conditions. The subjects (P1-P9) were arranged in decreasing order of MRA. Using recorded signals from all frequency bands aggregated across six presentations per object (to improve SNR), MRA across patients for held-out objects was 76% and ranged from 65% (P9) to 91% (P1), where chance rank accuracy is 50%. This means that for the patient with the best performing encoding model, the target object was ranked, on average, sixth amongst a list of 60 candidate objects (see Supplementary Table 2 for item-by-item results and comparison with decoding performance from a comparable fMRI data set). Note that the list of candidate objects is constrained only by the number of items for which semantic vectors are defined.
Performance remained significantly better than chance for 8 of 9 patients when encoding models used high-gamma activity only (70-110 Hz) and trials were aggregated across presentations, and highgamma models for all 9 patients were significant when decoding from individual trial responses. Compared to models using all frequency bands, high-gamma model mean rank accuracy across patients fell only slightly to 73% with a range of 58% (P9) to 88% (P1). Semantic information was still extractable under low SNR, high variability conditions of single trial testing, but mean rank accuracy fell substan-tially (mean=67%, range=56-82%; high-gamma mean 66%, range=59-81%). Still, rank accuracy from the patient with the best performing encoding models (P1) remained remarkably high for single-trial decoding (82%).
We also calculated winner-take-all accuracy where classifications are scored as correct only when the target object occupies the top overall rank. These results can be found in Supplementary Fig. 3 .
Semantic resolution of the encoding model
To assess whether the learned models encoded semantic detail beyond the basic semantic category associated with each object, we Table 2 Top four Principal Components (PC) from Human218. For each PC, the 10 objects with the highest values and the 10 objects with the lowest values for that component are listed, along with the 10 human218 attributes with the largest and smallest projections (i.e. inner products) on to that PC. . 2 . Zero-shot mean rank accuracy decoding performance by patient. Rank accuracies are reported for four encoding models: a full model that is trained and tested using all six presentations or trials of each object and all recorded frequency ranges, a high-gamma model that is trained and tested on all presentations of each object and only the highgamma range, and restricted data versions of these models that are trained on all repetitions of objects in the training set, but tested using single presentations only. Accuracies were produced through leave-one-object-out cross-validation. Monte Carlo significance test procedures were used to calculate p-values for each condition, and FDR correction (α=.05) was applied to correct for multiple comparisons. Asterisks (*) denote significant results. calculated within-category rank accuracies for all patients and for all objects. For example, when decoding the left-out neural activity pattern evoked by the item butterfly, we rank ordered only the five objects from the stimulus set from the insect category (ant, bee, beetle, butterfly, and fly), rather than the entire set of 60 objects. Within-category rank accuracies that are reliably higher than chance (i.e. 50%) would therefore indicate that the model was encoding semantic detail of a finer grain than category identity. We restricted our analysis to conditions where neural responses were aggregated across 6 presentations for both all-frequency and high-gamma models. Results were mixed (see Supplementary Fig. 4) , with mean rank accuracy (MRA) ranging across patients from 38% to 66% using all frequencies and from 39% to 67% using high-gamma alone. Within-category rank accuracies using all frequencies were significantly better than chance in 4 patients: P1 (61%), P2 (63%), P3 (66%), and P4 (65%). Using high-gamma encoding models, withincategory rank accuracies were significantly better than chance in two patients: P1 (67%) and P3 (65%). Significance was determined by applying FDR correction (α=.05) across all 9 patients and both decoding conditions. These results suggest that under some circumstances, object-specific semantic information beyond category-level semantics is extractable from ECoG.
PC1: Manmade
Informative time points
Semantic processing during visual object naming has been demonstrated as early as 110 ms after stimulus onset (Clarke et al., 2014) , and has been shown to continue through the spoken response (Chen et al., 2016) . To give encoding models access to the full time course of semantic processing, while at the same time limiting access to spoken output processing, decoding results reported thus far were limited to neural features starting at stimulus onset and ending at 750 ms. To better measure the time course of semantic activity and its relation to spoken responses, a sliding window decoding approach was also tested. Because the temporal resolution of power estimates in the high-gamma frequency range is intrinsically better than that of estimates in lower frequencies, we focused our analysis on decoding accuracies using high-gamma frequencies only.
In all patients except P7, high-gamma encoding model performance from at least one individual window performed significantly better than chance (Fig. 3) . Significance was determined by comparing each individual time point to the baseline (pre-stimulus) distribution and applying a Bonferroni correction across all time points for a single subject. Onset of significant MRA ranged from 94 ms (P2 and P3) to 1156 ms (P8), with a median of 235 ms. Peak MRA ranged from 313 ms (P1 and P2) to 1156 ms (P8) with a median of 407 ms. Out of 8 subjects with significant MRAs, 5 patients (P1-4, P6) had MRA peak accuracies that occurred before any spoken responses. Even when accounting for the non-causality of spectral estimation (Table 3) , 3 patients (P1-2, P6) had MRA peaks that preceded the earliest spoken response. We also explored response-locked MRA, and found that 6 out of 9 subjects had MRAs that were significantly better than chance (see Supplementary Fig. 5 ). The onset of significance for these results preceded speech onset for 5 of these 6 subjects.
Informative electrodes
For the three patients with the highest performing encoding models (P1, P2, and P3), high-gamma activity from individual electrodes was analyzed for semantic attribute information. For each patient, the 250 ms window with the maximum overall MRA was selected for further analysis: 188-438 ms (centered at 313 ms) for P1 and P2, and 219-469 ms (centered at 344 ms) for P3. For all three patients analyzed, high-gamma responses during the optimal decoding windows reliably encoded semantic attribute information along the left (dominant) ventral visual pathway (Fig. 4) . Responses from the left fusiform (P1, P2, P3), inferior temporal gyrus (P1, P2), and the parahippocampal gyrus (P1, P3) were significantly predicted by the semantic attribute encoding models. While there was less agreement across patients beyond the ventral visual pathway, high-gamma responses reliably encoded semantic attribute information at middle and superior temporal electrodes as well as supramarginal electrodes in P1, and from several inferior frontal electrodes in P2.
Finally, we examined the semantic profiles of each of the significant electrodes in basal occipito-temporal cortex by calculating the correlation between the high-gamma responses during optimal decoding windows and each of the four top semantic PCs (in decreasing order: manmade, large, manipulable, and edible). For all three patients, highgamma responses at multiple sites in basal occipitotemporal cortex were significantly correlated with the semantic dimensions associated with manmade/living and size distinctions (See Fig. 4b ). In all electrodes where the manmade dimension was significant, the size dimension was also significant. Furthermore, the signs of these two correlations were always matched, i.e. electrodes with positive manmade correlations also had positive correlations with the size dimension and vice versa. Note that nouns with negative loadings on the manmade dimension can readily be interpreted as living (see Table 2 ). All electrodes with positive correlations on the manmade and large dimensions are located medially on the basal occipito-temporal surface (P1: a and b; P3: a, b, c, and d). Conversely, electrodes with negative correlations on these two dimensions are located more laterally on the basal cortex (P1: c and d; P2: a, b, and c). Following these results, larger and manmade things evoke more high-gamma activity medially and smaller and living things evoke more high-gamma activity laterally. Significant negative correlations with the manipulable dimension were observed in medial regions in or near the parahippocampal gyrus (P1: e, f, and g; P3: a and d). Nouns that loaded negatively on this dimension can be categorized as scenes and places (or in the specific case of our stimulus set, buildings, and to a lesser extent, building parts). A single basal electrode (g in P1) showed a positive correlation with the edible dimension. Lastly, we investigated the significant electrodes on the lateral surface of the brain in P1 and P2 (see Supplementary Fig. 6 ), though few patterns were discernible.
Discussion
Studies in other domains have shown that ECoG responses contain detailed information about a variety of representations, and that these responses can be used for decoding with varying degrees of performance (see Gunduz et al. (2012) for spatial attention; Hotson et al. (2016) for motor control; Martin et al. (2016) for speech production; Pasley et al. (2012) for speech perception). The series of results presented in the current study demonstrate that ECoG responses recorded during visual object naming are semantically rich, and untrained objects can be accurately decoded from these responses at rates equivalent to whole-brain fMRI in healthy subjects (despite variability in electrode placement and the presence of lesions in some patients). Beyond high rates of decoding accuracy, we observed that high-gamma activity recorded approximately 200-500 ms after stimulus onset was associated with specific semantic dimensions for a subset of patients with basal occipitotemporal electrode coverage.
Frequency encoding of semantic attributes
Semantic attribute information was consistently found in highgamma band activity, and the addition of other frequency bands yielded only slight improvements to the trained encoding models. Oscillatory activity and synchronization in the gamma range (25-128 Hz) and especially the high-gamma range (defined as 70-110 Hz in the current report) appears to be critical for neural computation and communication (Fries, 2009 ). Activity in this frequency band has been strongly linked to different representations and processes, from low-level perceptual features to abstract conceptual features during visual processing ), voluntary motor commands (Cheyne et al., 2008) , as well as language processing (Crone et al., 2006) where very accurate language mapping for neurosurgical patients has been demonstrated from high-gamma activity (Babajani-Feremi et al., 2015) .
Timing of semantic attribute information
The time course of semantic processing during object recognition can be estimated by tracking encoding model performance over time. The best semantic encoding models (i.e. for P1, P2, and P3) began performing significantly better than chance at a mean of 104 ms post stimulus onset, with accuracies peaking at a mean of 323 ms (using 250 ms windows centered at the reported times). Comparable results in visual object recognition have been reported with EEG (VanRullen and Thorpe, 2001; Simanova et al., 2010; Chan et al., 2011b) , MEG (Clarke et al., 2014; Cichy et al., 2016) , and ECoG (Vidal et al., 2010; Chan et al., 2011a) . Moreover, size and position-invariant visual object representations begin to emerge at 125 ms and 150 ms respectively (Isik et al., 2014) , and more abstract semantic category or attribute information becomes available between 200 and 500 ms (Clarke et al., 2014) . Dashed lines represent patient-specific chance performance, calculated as the mean MRA during the baseline period. Black lines above each trace indicate windows where MRA was significantly greater than baseline. Table 3 Peak decoding performance compared to speech onset times. The timing of significant decoding windows (both onset and peak) corresponds to the center of the 250 ms window used to estimate the high-gamma. The last column in this table accounts for this non-causality by adding 125 ms to the peak MRA time, and then calculating the fraction of speech onsets that occur before this adjusted time point.
Significant decoding windows (ms)
Speech onsets (ms) Speech onsets before peak MRA (%) 
Semantic encoding in basal occipitotemporal cortex
For the visual object naming task reported here, high-gamma responses from left basal occipitotemporal cortex were well predicted by our semantic attribute encoding models. Electrode placement and encoding model performance varied across patients, but the patients with the best performing encoding models all had electrode strips covering the left language-dominant fusiform gyrus. For all three of these patients, high-gamma activity recorded at fusiform electrodes 200-500 ms post-stimulus onset was significantly predicted by the semantic attributes of the named object. High-gamma activity from neighboring electrodes over inferior temporal and parahippocampal gyri were also significantly predicted in a subset of these patients.
These results appear to be in close agreement, both spatially and temporally, with other studies relating semantic attributes to neural responses (Chen et al., 2016; Sudre et al., 2012) . Left fusiform involvement is commonly reported during visual semantic tasks like naming, reading, and categorization. While the region is perhaps most associated with visual word forms and orthographic processing (Tsapkini et al., 2011) , findings that different semantic categories like animals and tools differentially activate the fusiform gyrus are wellestablished (Simanova et al., 2014; Ishibashi et al., 2016) . It appears that this region links visual form to meaning in hierarchical processing stages from occipital cortex to the medial and anterior temporal lobe (Patterson et al., 2007; Rogers et al., 2006; Starrfelt and Gerlach, 2007) , and projects to distributed semantic representations throughout cortex (Binder and Desai, 2011) .
Semantic dimensions
Moving beyond strict categorical distinctions, our results show that information along particular semantic dimensions is encoded in basal occipitotemporal ECoG responses. While our encoding models used 218 attributes to predict ECoG responses, semantic dimensionality reduction was necessary to interpret the observed encoding patterns. PCA on the human218 database indicated that semantic variability could be mostly captured by four semantic dimensions: the degrees to which an object is manmade, large, manipulable, and edible. We used this semantic dimensionality reduction to interpret activity at the electrodes that were significantly predicted by the encoding model. Results showed that basal occipitotemporal responses in the high-gamma range were closely associated with the first three of these four dimensions, though responses from one anterior fusiform electrode for one patient was significantly correlated with values along the edible dimension.
For the dimensions labeled manmade and large, a medial to lateral functional organization was observed along basal occipitotemporal cortex. Values along these two dimensions positively correlated with high-gamma responses from medial electrodes, and negatively correlated with responses from lateral electrodes. As an illustration of this organization, an airplane (with high values on the manmade and large dimensions) elicits more high-gamma activity in medial electrodes as compared to lateral electrodes, an ant (with low values on the manmade and large dimensions) elicits more high-gamma activity in lateral as compared to medial electrodes, and items that are split on these dimensions (e.g. a relatively small but manmade object like a spoon) elicit moderate high-gamma activity medially and laterally (on average). This pattern was fully observed in subject P1; subject P2 had only lateral coverage (with negative correlations for these dimensions); subject P3 had only medial coverage (with positive correlations for these dimensions).
Interestingly, the parcellation of fusiform gyrus into ventromedial and ventrolateral regions as suggested by these results is supported by independent functional and anatomical connectivity analyses (Zhang et al., 2016) , as well as task-based fMRI results. The medial-to-lateral organization of ventral temporal cortex for the manmade/living or animate/inanimate distinction has been well studied (Chao et al., 1999; . Significant electrode locations and semantic dimensions encoded in high-gamma activity for P1, P2, and P3. A) Encoding models were built for the top 3 patients that mapped from the semantic space to the high-gamma responses for each electrode. The red color scale represents the p-value of the correlation between predicted and observed high-gamma, with significant electrodes (FDR-corrected across all electrodes and subjects, α=0.05) indicated with a yellow ring. B) Bar plots report correlation coefficients (absolute value, with the sign of the correlation displayed above each bar) for each of the four identified semantic dimensions (i.e. PCs), for each of the significant electrodes along the basal occipitotemporal cortex. Asterisks (*) denote significant correlations (FDR-corrected across all significant electrodes and PCs, α=.05) . other work, the large-to-small organization has also been observed along this axis (Konkle and Oliva, 2012) . Konkle and Caramazza (2013) varied animacy and size simultaneously across a large set of animals and objects, and found that medial regions preferentially responded to large objects (congruent with our results), while lateral regions preferentially responded to animals regardless of size (partially congruent with our results). There are many factors to consider when resolving these results with the current report: relative to Konkle and Caramazza, animate items may have been under-represented in our stimulus set; many continuous dimensions were simultaneously varied here while animacy and size were treated as binary variables by Konkle and Caramazza; there may be individual differences in this organization that are not captured by our small patient group.
The semantic dimension labeled manipulable also correlated with high-gamma activity from multiple electrodes. Significant negative correlations for this dimension were largely observed at medial basal temporal sites, including parahippocampal cortex. Importantly, negative loadings on this dimension corresponded to places and geographic features in the data set used to generated the semantic dimensions, and primarily buildings and building parts within the 60 experimental stimuli. The parahippocampal place area is involved in processing place and scene information (Aguirre et al., 1996; Epstein and Kanwisher, 1998) , consistent with our results.
Perceptual features or semantic attributes?
Sensitivity to semantic attributes and categories in basal occipitotemporal cortex may be partially accounted for by differences or confounds in low-level visual features that exist between semantic categories. Indeed, the dimensions focused on here (e.g. animateinanimate, large-small, and tools-places) can be associated with both visual and semantic concepts. For example, the animate-inanimate dimension may relate to visual features in that several of the semantic attributes that had the highest projections on to this dimension had to do with visual structure and form (e.g. has corners, has flat or straight sides, has a face). Canonical size is another feature that has both semantic and perceptual interpretations: surprisingly, it was recently shown that canonical size information can be recovered from primary visual responses during a reading task (Borghesani et al., 2016) , blurring the line between traditional distinctions of perceptual and semantic features.
While low-level features were not strictly controlled for or modeled in the current study, some studies of semantic decoding have attempted to account for low-level visual differences by including perceptual features in their models (Sudre et al., 2012; Clarke et al., 2014; Borghesani et al., 2016) . These studies found posterior to anterior gradients from perceptual to conceptual representation such that posterior regions of basal occipitotemporal cortex contained information related to perceptual features, while regions just anterior contained information related to semantic features. Other studies have shown evidence for semantic representation in fusiform responses through semantic priming of words (Gold et al., 2006) and cross-modal generalization, where classifiers trained to discriminate animals from tools from left fusiform responses to one stimulus class (i.e. spoken names, written names, photographs, and natural sounds) can discriminate animals from tools using responses evoked by a different stimulus class (Simanova et al., 2014) . Most of these results come from fMRI; the only other study to date to analyze ECoG responses for semantic attribute information reported that semantic attribute models were much more predictive of neural responses than basic visual or phonological feature models, particularly in more anterior aspects of basal temporal cortex (Chen et al., 2016) .
Limitations of the model
Very accurate decoding performance was achieved for untrained objects in a subset of patients, but our model was very modest in terms of the semantic embedding space, the neural features, and the statistical learning methods used to relate the two. Several different semantic embedding spaces have been used for predicting and interpreting neural data: those based on corpus statistics, those based on human judgments, and those that attempt to use neural responses themselves to define or optimize the embedding space for neural decoding . Different semantic embeddings are likely to be better matched for different recording modalities and paradigms, but whether there is substantial room for improvement beyond current results is unclear given the SNR and resolution achievable with today's neuroimaging tools (Bullinaria and Levy, 2013) . In this work, we focused on a very limited set of concrete objects, but training encoding models for more complex concepts will require embeddings that can support more abstract concepts and concept compositionality.
Conclusion
Responses recorded with ECoG during visual object naming contain rich semantic attribute information that can be used to both decode untrained objects at very high levels of performance and study semantic encodings within individual subjects. For a subset of patients with basal occipitotemporal electrode coverage, we observed that highgamma activity recorded approximately 200-500 ms after stimulus onset was associated with specific semantic dimensions: manmadeanimate, canonically large-small, and places-tools. Individual patient results were in surprisingly close agreement with reports from other modalities on the functional organization of semantic information in ventral temporal cortex during object recognition. Semantic attribute encoding models are powerful tools that are critical for both generalizing outside the training set as well as for allowing the study of semantic encodings among large sets of diverse categories.
