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InTRoduCTIon
The NASA F-15 Intelligent Flight Control System (IFCS) project incorporates a series of flight control concepts designed to demonstrate the benefits of a neural network (NN)-based adaptive controller. The primary goal of the IFCS team is to demonstrate revolutionary control approaches that can optimize aircraft performance in both normal and failure conditions. These failure conditions encompass locked or failed control surfaces as well as unforeseen damage that might occur to the aircraft in flight.
The IFCS team is currently in the process of implementing a second generation control algorithm, collectively known as "Gen 2," for flight testing on the NASA F-15 aircraft. The specific objectives for Gen 2 are to
• Implement and fly a direct adaptive neural network-based flight controller
• Demonstrate the ability of the system to adapt to simulated system failures in two ways
• By suppressing transients associated with the failure and
• By reestablishing sufficient control and handling of the vehicle for safe recovery
• Provide flight experience for development of verification and validation processes for flightcritical neural network software This report describes the Gen 2 system as implemented by the IFCS team for flight test evaluation. Simulation results are shown which describe the experiment to be performed in flight and highlight the ways in which the Gen 2 system meets the defined objectives.
Test Aircraft
The test aircraft, NASA 837 shown in fig. 1 , is a highly modified preproduction F-15B airplane and is not representative of production F-15 aircraft. Modifications to the vehicle include two canards mounted on the upper inlet area forward of the wing. The canards are modified F-18 horizontal tail surfaces, and their position in flight is scheduled to respond with angle of attack (α). An additional modification to the vehicle includes the incorporation of the F100-PW-229 Pratt & Whitney (West Palm Beach, Florida) engines equipped with axisymmetric thrust vectoring nozzles. During flight test, the thrust vectoring capability is enabled, but the vectoring is commanded to zero. The airplane is controlled by a quadruplex, digital, fly-by-wire, flight control system. All mechanical linkages between the control stick, rudder pedals, and control surfaces have been removed from the aircraft. 
Research Vehicle
The research vehicle has five different types of control surfaces -canards, ailerons, stabilators, rudders, and flaps-each type having both a left and right surface. The canards are forward of the wing, the ailerons are part of the wing, stabilators are located on the back of the vehicle, and the rudders are located on the vertical tails. Flap position is commanded by the pilot to be either up or down, and this position is based on airspeed. 
Research Controller
The research controller is a dynamic inversion-type controller and was originally developed by McDonnell Douglas Aircraft (St. Louis, Missouri). The baseline control laws were taken from the F-15 ACTIVE Inner-Loop Thrust Vectoring (ILTV) program, but the IFCS team has removed the thrust vectoring controls for the Gen 2 implementation. For the original dynamic inverse controller, the proportional, integral, and derivative (PID) gains were tuned to achieve linear stability robustness, aeroservoelastic (ASE) mode attenuation, and nonlinear system command following for the nominal (no failure) case.
While testing the original dynamic inverse controller with locked stabilator failure simulations, significant lateral acceleration ( ! n y ) and angle of sideslip ( ! " ) excursions resulting from lateral stick inputs were noted. Because subsequent redesigns of the neural network were not able to modify this behavior and pilot comments from simulation sessions continued to be negative, it was decided that the research controller would be modified so the lateral and directional axes would be decoupled in the research controller. This was accomplished by using a ! " -dot classical controller for the yaw axis, while continuing to use the original dynamic inverse control for the pitch and roll axes.
The research controller is therefore a hybrid controller using dynamic inversion in the longitudinal and lateral axes, with a classical control used in the directional axis. This modification was necessary in order to obtain reasonable flying qualities in the presence of a simulated failure.
Adaptive neural network
The neural network providing the online adaptation within the Gen 2 control scheme is known as sigma pi. The sigma pi neural network takes its name from the underlying equations of the network that sum ( ∑ ) the products (∏) of the inputs to the neural network with its associated weights.
The weights of the neural network are determined by a training algorithm, also known as an adaptation or learning rule. The word 'learning' as used here means adjusting these weights so that the network has a valid relationship between the inputs and outputs. Weights of the neural network are calculated by using where ∆W are the weight calculations for the current time-step. Neural network weights (W) are the weights from the previous time-step. The time-step is ∆t , which is 0.0125 seconds (80 Hz rate). The adaptation gain is G, which is sometimes called the learning rate. The error compensation is U e . Basis functions are B, which contain the squashing functions used in the sigma pi neural network. The dead band error used to stop learning when error is small is symbolized by L.
Values for G and L are configurable constants. The squashing function used in the neural network is a sigmoid function and has the form The adaptive neural network implemented for flight test is subdivided into three separate individual networks -one for each axis -pitch, roll, and yaw. The inputs to each individual neural network vary in number. The roll axis uses six inputs, the pitch axis has seven inputs, while the yaw axis has ten inputs. There are also an additional eight inputs (two inputs for each surface) that drive the antiwindup logic. A total of 31 inputs go to the three neural networks. The output of each neural network is an acceleration command that augments the control signal coming from the research controller for each axis.
Antiwindup logic
Antiwindup flags act as a switch for the neural networks and are switched off when any surface is deflected to its limit. Three antiwindup flags are calculated with the eight surface deflections (four surfaces -aileron, stabilator, canard, and rudder -left and right for each surface) that are input into the neural network.
The pitch axis checks stabilator and canard deflections. The roll axis checks aileron and stabilator deflections. The yaw axis checks the rudder and canard deflections. Limits for each surface are listed in Table 1 . below.
(1) 
Safety of Flight monitors
Because of the dynamic and unknown nature of neural network adaptation, additional monitors have been added to the system to help ensure safety of flight. One preexisting monitor will be used for the Gen 2 flights. The other monitors were developed specifically for the Gen 2 system to address specific safety issues and concerns. The function of these monitors is to down-mode the system whenever unsafe conditions exist during flight. Down-moding means that the aircraft flight computers switch from using the research control laws with adaptive neural networks, to using a set of standard or basic control laws (with no neural network adaptation present). A short description of each monitor follows below.
1. Envelope Monitor. The pick-a-limit (PAL) envelope monitor, which existed in the first IFCS system (Gen 1 5 ), disengages the flight experiment if certain conditions or aircraft limits are exceeded during flight. These limits serve to keep the aircraft in a defined envelope with good known aircraft states. Gen 2 currently has two research flight envelopes defined -one more restrictive envelope that is a subset of a larger envelope. These two flight envelopes also aid in the build-up approach used during flight test.
Floating Limiter.
A safety monitor called the neural network "floating limiter" has been added to the Gen 2 system. 6 This safety monitor limits the value of the outputs of the neural networks. There is logic contained inside the neural network that freezes the weights (i.e. stops the learning) when the neural network output signals have been limited by the floating limiter. There is additional logic that causes the research controller to down-mode to a state that uses conventional and standard control laws when predefined hard limits are exceeded for the adaptive signals coming from the neural network.
Structural Safety Monitor.
Because the neural networks may possibly move aircraft surfaces in unexpected or unconventional ways to adjust for simulated failures, a structural safety monitor is being implemented into the control room to monitor aircraft loads during flight. This monitor uses legacy code, which calculates the structural loads at 40 different locations on the aircraft. A set of flights, known as the Structural Loads Model Validation (SLMV) flights, are specifically dedicated to verifying the code that computes the loads. These flights are to be accomplished prior to the Gen 2 flights that use neural network adaptation.
Simulation Results
The research controller, the neural networks, and the capability to run simulated failures during flight have been integrated into the NASA Dryden six-degree-of-freedom nonlinear simulation. Results from the simulation are presented in order to illustrate the experiment that is to be flown and highlight the benefits provided by the Gen 2 control system. The capability to test the neural network in flight with two types of failures has been implemented for the Gen 2 research flights. One type of simulated failure, which represents an aerodynamic type of failure, inserts a multiplier onto the canard. The second type of simulated failure, which represents a surface failure, inserts a stabilator failure on either the left or right stabilator. Both failures have magnitudes that build up to maximum acceptable levels of failure magnitude and are to be tested in flight. The acceptable level of the failure magnitude was determined through the nonlinear simulation using g-transient guidelines provided by the pilots of the aircraft.
Because the nonlinear unpiloted (batch) simulation was used to run both failure cases, a simple autopilot needed to be inserted in the simulation in order to replicate the action a pilot would take after the aircraft had experienced a failure. The autopilot attempts to keep the aircraft at a wingslevel and constant altitude condition, but does not use the throttle settings in order to hold the Mach number. The equations used in the simulation for the autopilot are where dap is the roll stick input, φ is the bank angle, p is the body axis roll rate, dep is the pitch stick input, h is the aircraft altitude, and hdot is the time rate-of-change of the aircraft altitude. The constants ! c 1 " c 4 are gains for the autopilot. The gains to the autopilot were chosen so that the aircraft returned to a wings-level condition within 5 seconds of the failure onset, and held altitude to within ±300 ft of the altitude being maintained at the failure onset.
The simulation was used to compare two cases for each failure type. The first case run used the research controller with no neural network adaptation present. In the second case, the Gen 2 system was fully operational and neural network adaptation was present. In all cases, the simulated failure was commanded at ten seconds into flight and the autopilot was enabled. There was a time delay of four frames inserted into the simulation to replicate the time delays associated with the transfer of data between the computers on the vehicle via the 1553 data bus. All simulations cases are run for 50 seconds.
The third plot in figure 3 shows the response of the autopilot to a right stabilator failure, positive (trailing edge down) 4 degrees from trim, commanded at 10 seconds into the time history with (4)
no neural network augmentation present. The autopilot returns the aircraft to a wings-level state at the original flight condition. The fourth plot of figure 4 shows the right stabilator failure being commanded 10 seconds into the time history. Because the onset of the failure has a two-second delay to ensure that the pilot would have adequate time to trigger out of a failure condition, the failure actually occurs at 12 seconds. The right stabilator failure is inserted at the rate of 1-radian per second. Figure 5 shows that after the failure occurs at 12 seconds, and the aircraft returns to a wings-level condition, the aircraft flies with a -0.1 g offset of n y and a 1-degree offset in β, while n z eventually returns to the nominal value of 1g Alpha, deg Figure 6 shows the comparison plots of the autopilot inputs for the right stabilator failure case with and without neural network augmentation present. The autopilot gains used for both runs are identical. The neural network has the effect of lessening the autopilot input commands needed to restore the aircraft to 'wings-level, altitude hold' controlled flight. This in turn lowers the g transients seen while the plane is returning to wings-level flight. The third plot of figure 7 shows a 0.3-g reduction in n z . The third plot of figure 6 shows that while the Mach number trace is almost identical for the two cases, the fourth plot of figure 6 shows that the aircraft holds altitude better by almost 100 feet for the case with neural network adaptation turned on. For the aerodynamic type of failure, a canard multiplier of -0.6 was used in two different cases -one with no neural network adaptation, and one case with neural network adaptation turned on. Both cases use the same autopilot defined previously in eq. 3 and eq. 4. shows that the neural network adaptation assists the autopilot in restoring the aircraft to nominal flight. The research controller, in conjunction with the autopilot, is able to eventually control the aircraft (although the oscillations indicate that the autopilot gains may be too high for a failure of this type), with assistance from the neural network -less control inputs are needed and the aircraft returns to 1g wings-level flight approximately 12 seconds earlier than in the case with no neural network adaptation present figure 9 . Both failure cases demonstrate that the neural network is able to assist the research controller and autopilot, return the vehicle to nominal flight with lower n z transients, and in a shorter time period.
SummARy
This report describes the architecture of a research controller and neural network that has been implemented as part of the Intelligent Flight Control System project for flight testing on a modified NASA F-15 aircraft. The research controller used is a hybrid controller that uses dynamic inverse control for the pitch and roll axes, while using a classical β-dot controller for the yaw axis. This neural network used is a direct adaptive control algorithm that attempts to drive the error to zero between the reference model and the actual aircraft states. The neural network generated three adaptive control signals that augment the control signals provided by the research controller and PID gains to provide online adaptation to simulated failures in flight. Issues and concerns raised as a result of the implementation of the second generation (Gen 2) system on the aircraft for flight test are discussed, as are solutions which have been implemented for flight testing.
Simulation results that illustrate the Gen 2 flight experiment are shown. Benefits of the neural network are highlighted for two different types of simulated failure cases, a stabilator failure and a canard multiplier bias. Both failure cases demonstrate how the neural network is able to assist the research controller and autopilot return the vehicle to nominal flight with lower normal acceleration transients and in a shorter time period. These cases show both the benefits of the Gen 2 flight control system and the results expected to be obtained from flight test. The Gen 2 system is currently scheduled for flight test in the fall of 2005. 
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