In this paper, I present an introduction to quantitative research methods in social sciences. The paper is intended for non-Economics undergraduate students, development researchers and practitioners who although unfamiliar with statistical techniques, are interested in quantitative methods to study social phenomena. The paper discusses conventional methods to assess the direction, strength and statistical significance of the correlation between two or more variables, and examines regression techniques and experimental and quasi-experimental research designs to establish causality in the analysis of public interventions.
Introduction
In social sciences, quantitative analysis is used to determine, in a given population, the relationship between an independent variable -a type of quantities that capture observed values of things that can be manipulated, and a dependent variable, the observed results of the manipulation of the independent variable. For instance, you could be interested in determining the relationship between years of schooling (in this case the independent variable) and wages paid to workers employed in the garment industry (the dependent variable). So you would need to collect information about the number of years of schooling among workers and their wages to determine that relationship. You might also be interested in determining the relationship between a balanced diet amongst school children (the independent variable) and their cognitive achievements (the dependent variable). 2 In this case, you would need to collect information about food intake, for example, the number of meals per day, and carry out cognitive achievement tests in reading, mathematics and written language skills.
Formally, the relationship between the independent and dependent variables is expressed as a function, , where the letter " is used to represent the value of the independent variable, the letter " is used to represent the dependent variable, and the letter "f" is used
1 Contact details at: United Nations University World Institute for Development Economics Research (UNU-WIDER), Katajanokanlaituri 6 B, FI-00160 Helsinki, Finland. Email: miguel@wider.unu.edu 2 The independent variable is also referred to as 'regressor', 'explanatory variable', 'predictor', and/or 'exogenous variable', whereas the dependent variable is also referred to as 'regressand', 'explained variable', 'target variable' and/or 'outcome variable'.
to denote "a function of". So the term can be read as y, the dependent variable, is a function of x, the independent variable. Following the previous example, researchers would be interested in hypothesising that "the levels of earnings (the dependent variable) is a function of years of schooling (the independent variable), that is, earnings = f (years of schooling), and then investigate the direction, strength and significance of that relationship.
In statistics that relationship is known as correlation.
Pearson's product-moment correlation coefficient
A conventional method to assess the direction and strength of a correlation between the two variables is the Pearson's product-moment correlation coefficient, also known as Pearson's rho, o simply Pearson's r, which is the product of the linear relationship between a dependent and independent variable. 3 Formally, the Pearson's correlation coefficient is defined as the covariance of two variables divided by the product of their standard deviation.
The concept of covariance can be understood as a measure of how much the two variables change together whereas the standard deviation is a measure of how much variation exists between the observed values of the two variables and the mean. In order to determine the significance of such correlations, you will need to use hypothesis testing and confidence levels methods. I return to this issue below in Section 3.
The use of the Pearson's r requires that the independent and dependent variables are measured continuously in interval or ratio scales. 4 An interval variable allows us to identify equally spaced values in intervals although they have no meaningful zero value. A commonly referred example of an interval variable is temperature measured on the Fahrenheit scale, where a zero degree does not mean there is no temperature, but rather a very cold temperature, about -17.78 degrees Celsius. However, we rarely use interval variables in Social Sciences, so I focus instead on ratio scales.
Ratio scale variables have the same properties of interval variables but they are distinct from interval variables in the sense that they have an identifiable zero point. Income, expenditure, revenues, costs, profits, and other continuous variables are examples of ratio scale variables. Important properties of ratio scales is that they can be measured, compared, and ranked in terms of size differences, so if, for instance, in a dataset you have two individuals, A and B, and A reports a monthly income of US $2000 while B, has an income of US $1000, we can say with certainty that individual A enjoys a greater income than individual B. Time and spatial measures can also be classified as ratio scale variables. For example, 'age' can be measured in months or years, whereas 'distance' can be measured in meters or kilometres. Following the previous example, if individual A is aged 40 and individual B, 20, we could hypothesise that there is a correlation between income and age.
The direction of the correlation coefficient can take values between -1 and +1, going through zero. A positive correlation coefficient means that increases in the independent variable, x, is associated with an increase in the dependent variable, y, whereas a negative correlation coefficient means that an increase in the independent variable is associated with a decrease in the dependent variable. If your data shows that workers with more years of schooling receive higher wages, you could determine that there is a positive correlation between schooling and wages. This hypothetical case is illustrated in Figure 1 , where the plotted points move from the lower left-hand corner upwards to the upper right-hand corner of the scattergram. Similarly, if your data shows that higher consumption of alcohol among workers is correlated with premature death, you may determine that there is a negative correlation between alcohol consumption and life expectancy. This is illustrated in Figure 2 , where the plotted points move from the upper left-hand corner downwards to the lower right-hand corner of the scattergram. You must be aware of the fact that in many cases, the level of correlation between two variables may not be as clear as you might have thought, in either a positive or negative direction. For example, Figure 2 shows the correlation between the numbers of children living in a household, and the age of the household head. Clearly, the relationship between the two variables is not a straight line, which stems from the fact that the Pearson's correlation coefficient shows a weak and negative association (r= -0.17).
Researchers often make use of scattergrams to visually explore the relationship between dependent and independent variables. Scattergrams help you to inspect patterns and trends in the data, and detect potential problems that can invalidate the use of correlations as a statistical technique. In particular, there are two problems that require special attention: you conclude? The first value is far away from the rest, which would most probably be the result of a coding error, failing to declare in the statistical package, the missing value code of '999' for households that did not answer that particular question. Can you think of a household having 999 children! The second value, -3, would most probably indicate a data entry error, that is, the person entering the information from the questionnaires to a spreadsheet, typing by mistake -3 instead of 3. It would not make sense having a household with -3 children! Both coding errors and entry errors cause errors of measurement that can affect the interpretation of our results. Unfortunately, the identification of these errors is subjected to nature of the variable itself, and must be made on an individual basis. In that context, scattergrams become useful tools before they are fixed or removed.
It is important emphasize the effect of outliers on the sample mean. If, for example, you have a sample of 10 families reporting the number of children, and two extreme outliers as described above are not treated appropriately, you could end up with a misleading interpretation of families having an average of 101.5 children (see Table 1 ). After correcting for outliers, the mean value goes down to the reasonable level of 2.4 children per family.
Note that the median captures better the number of children in the sampled families than the mean, reflecting the fact that the median is particularly useful when we have small samples and skewed datasets. I discuss these and other measures of central tendency in Box 1 below. Table 1 The effect of outliers on sample the mean   H1  H2  H3  H4  H5  H6  H7  H8  H9  H10  Mean  Median  SD  Before  correcting  for outliers   2  3  4  3  2  1  3  1  -3  999  101.5  2.5  315.3   After  correcting  for outliers   2  3  4  3  2  1  3  1  3  2.4  3.0 In addition, you could also look at the standard deviation (SD) of your sample (315.35 in our example) and exclude those observations with values falling outside an range around the mean. For instance, if you decide to establish a range of ±2 standard deviations around the mean (101.5), you will notice that H9 and H10 fall outside that range. If you exclude those observations from the sample, the mean will drastically fall from 101.5 to 2.4 children per family, a similar figure to the one obtained after correcting for outliers.5
A second potential data issue may emerge from the presence of curvilinear or nonlinear associations. The statistics of correlation are built on the assumption of linear relationships between dependent and independent variables; however, in some cases, we may find a strong relationship between two variables even when your data do not show a straight line, and scattergrams can help you to detect this type of curvilinear trends. For example, researchers often find U-shaped curves when analysing the relationship between health care utilisation and age. This reflects the fact that small children and the elderly make use of health care services more intensively than young adults. On the contrary, researchers often find an inverted U-shaped curve when analysing the relationship between the probability of pregnancy and age of women. The likelihood of pregnancy is zero with small girls but began to rise steeply after they become teenagers to reach the peak in the mid-twenties and then began to gradually fall after reaching the thirties and again towards zero when they get into the late forties and fifties. The value of the Pearson's r would in such cases reflect a low linear relationship, when in fact it shows a strong curvilinear association.
Box 1. Measures of spread and central tendency
It is often useful to find the midpoint or average of a set of values. The bad news is that there are three types of average in mathematics, known together as 'measures of central tendency:
 The mean is what most people are talking about when they refer to 'the average.' You calculate it by adding up all the values for the respondents in your dataset and then dividing them by the number of respondents (excluding those for whom there is a missing answer). How well the mean can represent a set of values therefore depends on how spread out or dispersed the values are around the mean. In addition, it is affected strongly by any extremely large or small numbers, and where this happens the distribution is said to be skewed.
 The median (or middle point) is the middle value of a set, when the values are arranged in order of size. If there is an even number of cases, such as 12, the median falls between the two middle numbers, and the convention is to take the mean of the two. The median can be useful when your data is skewed, and also works better than the mean with small numbers of values.
 The third type of average, is the mode, and is the value that occurs most frequently in a data set. You find it by counting the number of times each value occurs. There can be two or more modes and be used with any kind of data. And like the median, is not affected by extreme values.
'Measures of spread' are logically linked to averages. They describe the way the data is arranged around the midpoint. In that context, it would be difficult to argue that this correlation is of any considerable importance. If you go back to the cut-offs provided by Cohen, and look at Table 2 , you will see that a correlation coefficient of r = 0.31would be needed to explain a 10 percent variation between two variables. 
Establishing the statistical significance of a correlation
In order to establish the statistical significance of a correlation, researchers use statistical hypothesis testing to find out whether the value of the test statistic is sufficiently small or sufficiently large to reject the null hypothesis (denoted by H 0 ) that the values of the dependent and independent variables result purely from chance, and hence are unrelated. A full discussion on the properties of these test statistics lies beyond the scope of this book;
although we can briefly say that both the one-tailed and two-tailed tests depend on the size of the Pearson's coefficients and the sample size.7 The larger the sample size, the higher the reliability of the correlation coefficients even if the value of the Pearson's correlation coefficients, r, is small in size. This is illustrated using the critical values of the Person's r in Table 3 . whether you need a one-tailed or two-tailed test. Second, calculate the degrees of freedom and locate them in Table 3 . As 148 households were interviewed for that study, df = 146 (148-2). Third, look at the critical values corresponding to the Pearson's r. To do so, read across the row that corresponds to the df, from left to right until you find a critical value greater than the estimated r. The p-values for that coefficient (i.e. the probability that the null hypothesis is true) will be found on the top of the column that corresponds to the critical value. So, if for example, r (146) = -0.17, you will see that its critical value (0.195) has a p<0.05 for a two-tailed test, and p<0.025, for a one-tailed test. In order words, the p-values are telling us that the probability of errors arising from declaring r to be determined by nonrandom factors occurs 5 times in 100 by chance, meaning that we can be 95% confident (under the two-tailed test) that a relationship between the independent and dependent variable do exist. 
Cross-tabulations
I have discussed in Section 3 some methods to assess the direction, strength and statistical significance of a linear correlation between two interval or ratio scale variables. However, more often than expected, datasets are integrated by discrete (or categorical) variables.
These variables are called discrete because they take on discrete (or finite) values in the form of categories. As some of these categories are different in nature, it is useful to classify them into nominal or ordinal variables. income. 10 Similarly, demographic and health surveys usually collect subjective information about people's health status. They ask: how would you describe your health?, followed by a set of possible answers: 1=very bad; 2=bad, 3=average, 4= good, and 5= very good.
Although we cannot perform arithmetic operations on ordinal variables, because the interval between their scale points do not show equal distances (e.g. low income country + upper middle income country = ?), we can still perform logical operations (e.g. very good health is preferred to very bad health).
In addition, categorical variables also allow us to combine two or more variables, for example, a dependent and independent variables, in a way that their frequencies can be cross-tabulated in a Table 4 show a higher percentage of households headed by women in rural areas than in urban areas. You will need to back to your theories or think about the factors that may explain that difference before you investigate further into the data.
Remember that a correlation that might be expected but is not found may be important to report as well. For example, most people would expect gender to affect school examination performance in different ways in relation to each subject -or that girls (or indeed boys)
would simply do worse at everything. If girls and boys do equally well, this could be important.
When we set up cross-tabulations, we usually have an idea about what the relationship between the data will mean. But there is always a possibility that any relationship is simply the result of chance, that is, it would not recur if you did the research again. This is why tests of significance are used: to help us see how reliable our findings are. But unlike the use of one-tailed or two-tailed tests, as done in Section 3, you will need now to use the Chi-square test to establish the statistically significant association between two categorical variables.
The Chi-square statistic works in a similar fashion to the one-tailed and two-tailed tests, by allowing you to determine whether you should reject (or accept) the null hypothesis, H 0 , that the values of two categorical variables occur entirely by chance. The Chi-square statistic in the cross-tabulation presented in Table 4 shows a value of 7.28, which is statistically significant at 0.05 levels, meaning that we can be at least 95% certain that there is an association between households headed by women and the area of residence.
A problem with the Chi-square statistic is that it becomes an unreliable indicator for representing no correlation and 1, a perfect correlation. In Table 4 , the Cramér's V statistic shows a value of -0.058, indicating a negative relationship between households headed by women and urban areas. Overall, the results show that although the association between 11 In a 2 by 2 tabulation table, the Chi-square will test the underlying probabilities in each cell; and when the frequencies fall below 5 observations, those probabilities cannot be estimated with sufficient precision. That is why the Chi-square statistic should not be estimated with very small samples.
these two categorical variables is statistically significant, the strength of the association (measured by the Cramér's V coefficient) is very weak. So unless you are working with a large, reasonably representative sample, it is unlikely that any correlation you identify will be statistically significant. It is bad practice to publish correlational data unless it reaches a reasonable level of significance. If you do so, you can seem to be misleading readers. There are statistical software packages that run crosstabulations easily (see Box 2 below). Using a computer is a much easier way of working out correlations for large datasets.
Box 2. Popular Data analysis software
A number of options are available in terms of computer software for quantitative analysis.
Specialist statistical software
These are specifically designed for this task and will therefore give you the most help with your project. They are set up to expect survey data and will easily carry out all the calculations you need (and many more):
 SPSS (Statistical Package for the Social Sciences) allows you to analyse large quantities of data. In a spreadsheet format, each column represents a variable and each row represents a case. You can put in labels that keep information about the meaning of the data close to the numbers involved. SPSS produces high quality tables and graphs and the latest versions are quite user-friendly. It is worth buying if you expect to do more than one substantial survey (perhaps 60 or more respondents) with a quantitative element.
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 STATA is a popular alternative to SPSS. It has equivalent functionality and is generally as widely used in academic institutions around the world. It features a relatively straightforward, user-friendly interface. causality. In order to establish causality, you will need to employ regression analysis.
Regression analysis
As with correlation analysis, regression analysis is concerned with the study of the relationship of two (or more variables), but in addition, it helps you to test the proposition that that one (or more) independent variables are the cause, at least partly, of the way the dependent variable behaves. 17 For example, you may be interested in analysing the extent to which the levels of formal education explain workers' income. You may also be interested in exploring how much the price of a staple, say rice, affects its quantity demanded, or how much the demand for microcredits is affected by the rate of interest. Regression analysis will help you to test empirically your propositions, say, that the interest rate on loans has a linear (or direct) effect on the demand for microcredits. 
Figure 4. Regression line of the price and consumption of rice in South Korea
Regression line for farming households
Regression line for non-farming households
A large number of regression techniques have been developed to determine causality.
These techniques are used according to the research questions of the investigation, the type of research design, and type of available data. 19 In particular, you will need to be aware of a major issue that arises from the analysis of the cause-effect relationship between two or more variables: the problem of confounding.
The problem of confounding
Confounding factors are variables that are causally correlated with the dependent and/or independent variables, and therefore can influence the observed relationship. If women's participation in the microcredit programme is based on a non-random selection process, some the unobserved factors could be determining selection. For example, if entrepreneurial and risk-loving women actively self-select to participate in the microcredit programme, they are more likely to achieve better outcomes, in terms of income, than women that do not actively seek to participate in the programme because of their risk-averse behaviour. Self-selection would mean thus that more able and entrepreneurial women that are also more likely to generate higher income would be more likely to join the microcredit programme. Under these circumstances, the comparison of the self-selected women with eligible women that did not seek participation would lead to spurious results.
In addition, it is often the case that programme managers choose certain communities or groups under the expectation that these groups would benefit more from the intervention. factors that are correlated with the dependent (or outcome) variables. These factors can be associated with local characteristics (e.g. public infrastructure, proximity to local markets, public security, etc.) that somehow can determine women's income. So, if you were thinking to carry out a quantitative study to establish causation (in the development jargon this is called impact assessment or impact evaluation), you would need to keep in mind the problems of self-selection and non-random programme placement. It is in that context that quantitative research design becomes critical.
Quantitative research designs
There are different types of research design used to establish causality, mainly through the identification of the counterfactual. The concept of counterfactual refers to question of 'what would have happened to programme beneficiaries in the absence of the intervention?' The identification of the counterfactual can be done through experimental or quasi-experimental research designs that allow researchers to attribute (or not attribute) observed changes in outcomes to a programme or policy intervention. In the remaining of this paper, I briefly discuss these design protocols.
Experimental research designs
Experimental research designs make use of randomisation to select both the treatment group, i.e. the group to benefit from a policy intervention, and the control group, the comparison group, or placebo, which although probabilistically equivalent, does not benefit from policy. The most reliable research design in terms of internal validity is the pretestposttest randomized experimental design. With sufficiently large samples, the pretestposttest randomized experimental design allows you to assess, at the posttest stage, the differences in mean outcomes between the treatment and control groups, and if such differences are statistically significant, they can be attributed confidently to policy.
The pretest-posttest randomized experimental design is illustrated in Figure 5 . The letter R denotes a random assignment to treatment; the letter X represents the explanatory or impact variable that captures the effect of policy whereas the letter O represents the dependent or outcome variables measured before the intervention (O 1 ) i.e. during the pretest stage, and after the intervention (O 2 ), i.e. during the posttest stage. The pretest measure is of particular interest, as it allows to control for the effect of covariates, i.e. variables that are likely to affect the outcome of interest. As I discuss below, the pretest measure is obtained through a baseline survey that collects information on covariates, particularly the pre-treatment value of the outcome. This will enable you to control for the variance observed in outcomes at the initial stage and thus improve the accuracy of your results. women selected to receive a microcredit (your treatment group) and eligible women that will not receive the microcredit, at least for the time being (your control group). You could divide the sample into more than two groups if you were interested in testing the effect of different programme features. Third, collect a baseline survey on the treatment and control groups before microcredits are given to women.
Through the baseline survey, you will be able to collect pretest data on women's income (your dependent variable or outcome of interest) and other key independent or explanatory variables. The pretest measures will also allow you to remove the effect of covariates after women receive microcredits, during the posttest measure stage. Fourth, after the microcredits had been distributed wait for a reasonable period to allow for the effects of microcredits (if any) to be observed. Fifth, collect the posttest measures through the endline survey, and finally, apply regression techniques to establish causality, i.e. whether or not microcredit has an effect on women's income.
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It is critical to ensure that your sample is representative of the population. You could follow different sampling techniques to strengthen the representativeness of the sample. For instance, adopt a stratified and by cluster sampling framework. Assuming the microcredit programme is expected to have full coverage of a province, you could randomly select a sample of districts, wards, and villages within that province while adopting different geographical strata, e.g. urban and rural settings, northern, southern, eastern and western areas, etc. You could also use random stratification to ensure a proportional representation of population subgroups such as ethnic and religious groups, etc. These procedures will allow you to reduce the required sample size and the budget requirements without losing significant statistical power.
A simpler version of a randomised experiment is known as posttest-only randomised experiment. Under this design, researchers assume that both the treatment and control groups are equivalent by the virtue of randomisation, so the outcomes of interest are measured and compare only after the treatment group had received the benefit. This is illustrated in Figure 6 . The letter R denotes a random assignment to treatment; the letter X represents the explanatory or impact variable that captures the effect of policy, whereas the letter O represents the outcome of interest. The posttest-only randomized experimental design is an appropriate approach to establishing causality when it is unfeasible to collect pretest measures, i.e. data before the policy intervention. It is also convenient in terms of budgetary and time requirements, relative to the pretest-posttest randomized experimental design; however, it becomes inappropriate in contexts where determining the extent of change in the outcome variables, or measuring the short-medium term effects from policy is the main objective of the study. For instance, it would be ethically unacceptable to use randomisation to separate food aid recipients from non-recipients in contexts of humanitarian crisis. 28 Randomised experiments offer limited insights into questions that are concerned with long-term effects of programmes, or generalised impacts at national scale. In those cases, carefully design quasi-experimental methodologies, along with well grounded theory, can be important alternatives for the identification of the counterfactual to establish the causal inference of a public intervention.
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In the following section, I discuss some of these quasi-experimental research designs.
Quasi-experimental research designs
Quasi-experimental studies are used when the identification of the counterfactual cannot be achieved through randomisation. These studies rely on complex econometric methods that aim at tackling cofounding, and can be grouped into two groups: non-equivalent pretestposttest groups design and non-equivalent posttest-only groups design. While the objective of this section is not to review these methods in detail, I briefly describe their main features.
Non-equivalent pretest-posttest groups designs are largely used in development research to resemble the pretest-posttest randomized experiments discussed above, but with the only difference that the counterfactual is not establish through random assignment. This is illustrated in Figure 7 , where the letter N denotes non-random assignment to treatment.
Once the pretest and posttest measures are collected through baseline and endline surveys, researchers will need to apply econometric methods to deal with cofounding. Difference-in-difference, double difference or simply DID methods use pretest differences in outcomes between the treatment and control group to control for these differences before and after a policy intervention. Thus, the difference-in-difference estimates calculate the observed mean outcomes between the two groups under the assumption that both treatment and control groups would have followed a parallel trend overtime had the policy not been Fixed-effects estimates are a special case, largely used when there are more than one treatment group or more than two observed periods. Note that the robustness of your results will depend on how strong your assumption is with regard to the parallel trend between the two groups. In order words, how credible is that the observed factors that cause cofounding are time-invariant, i.e. fixed overtime.
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In contexts where pretest measures are not available, the counterfactual can be generated through complex econometric methods that rely on observed characteristics. These techniques belong to non-equivalent pottest only comparison-group studies (see Figure 8 .)
and include propensity score matching, regression discontinuity and instrumental variables. Among posttest-only quasi-experimental designs, propensity score matching (PSM) are regarded as the best possible alternative. PSM generate the counterfactual by modelling (or estimating) the probability of treatment on the basis of observed characteristics that are not supposed to be affected by the presence of the policy in question. The estimated probability (or propensity score) is then used to match an equivalent control group. 32 The closer the propensity score, the better the match between the two groups. Once the treatment and the control group are identified, you will be able to measure the mean difference in outcomes between the groups even in the absence of randomisation. PSM have been widely used in ; however, as matching techniques rely on the assumption that mean differences in outcomes just appear from differences in observables, they require large datasets, usually nationally representative household surveys, to oversample eligible programme beneficiaries. And that condition imposes analytical constraints in contexts where large and reliable datasets are not accessible.
Sometimes the rule for programme eligibility can be exploited to generate a counterfactual.
In those cases, the eligibility rule acts as threshold or cut-off to separate the treatment from the control group. For example, the retirement age of 65 acts as a cut-off to distinguish those who are eligible to receive a state pension from those who are not. You could exploit that well defined rule and measure the effect of that pension scheme on health outcomes through regression discontinuity methods. Regression discontinuity allows you to account for observed and unobserved heterogeneity within and between groups, and compare the mean outcomes of those who are just above the cut-off with those who are below. For example, you could compare the mean health outcomes of people aged 64 (just before retiring) with the mean health outcomes of people aged 66 (just after retiring).
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A variation in the regression discontinuity method is the pipeline approach, which is used when programme managers decide to postpone the delivery of benefits among a group of eligible recipients (the control group) and compare their mean outcomes with those who received the benefit without delay (the treatment group). Pipeline studies thus exploit the variation in the timing of programme implementation and compare the outcomes of the two groups under the assumption that they are similar in terms of observed characteristics.
Concerns about the reliability of pipeline studies emerge in contexts where the eligibility rule is not fully or consistently followed. For example, if politicians have incentives to benefit certain communities or groups first, and these groups are better-off than those who have been left to receive benefits later, that would cause selection bias and then spurious results in an impact analysis. To reduce these problems, you could combine regression discontinuity with matching methods to strengthen the internal validity of the study. Finally, instrumental variables (IV) are econometric methods that allow for endogeneity in the process of causal inference. If you were going to use instrumental variables in your analysis, you would need to follow two-stages. First, to model the probability of participation within your sample population, using one or more exogenous variables (known as instrumental variables or instruments). These instruments must be correlated with programme participation, but uncorrelated with the outcomes of interest. In the second stage, you will need to estimate the effect of programme participation while including in the impact equation
the predicted values from the first stage. Instrumental variables help you to predict the effect of a policy in contexts where the delivery of benefits is made on a non-random basis.
A note of caution: instruments should be selected carefully. Instruments that are found to be correlated with unobserved characteristics that affect outcomes can exacerbate the bias.
Fortunately, there are a number of techniques to test for the robustness of your instruments.
You should apply these techniques or consult specialists in econometric methods to ensure that your results are reliable. 35 That is why it is critical to understand the factors underlying programme participation. For example, if you were asked to assess the impact of a microcredit programme, and its manager follows the rule of lending to women who live within a given radius around branch, you could use that exogenous rule as instrument. To do so, you would need to collect information on the distance between the branch and the residence of active borrowers (your treatment group) and accepted applicants (your control group).
Then estimate the correlation between distance (your instrument) and the probability of participation. The predicted values of that correlation would then allow you to control for cofounding when comparing the mean outcomes of the two groups. 
