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Abstract—Segmentation of the liver from 3D computer tomography (CT) images is one of the most frequently performed operations in
medical image analysis. In the past decade, Deep Learning Models (DMs) have offered significant improvements over previous
methods for liver segmentation. The success of DMs is usually owed to the user’s expertise in deep learning as well as to intricate
training procedures. The need for bespoke expertise limits the reproducibility of empirical studies involving DMs. Today’s consensus is
that an ensemble of DMs works better than the individual component DMs. In this study we set off to explore the potential of ensembles
of publicly available, ‘vanilla-style’ DM segmenters Our ensembles were created from four off-the-shelf DMs: U-Net, Deepmedic, V-Net,
and Dense V-Networks. To prevent further overfitting and to keep the overall model simple, we use basic non-trainable ensemble
combiners: majority vote, average, product and min/max. Our results with two publicly available data sets (CHAOS and 3Dircadb1)
demonstrate that ensembles are significantly better than the individual segmenters on four widely used metrics.
Index Terms—Segmentation, classifier ensemble, deep models.
F
1 INTRODUCTION
S EGMENTATION has been recently reported to be the moststudied field of biomedical image processing, account-
ing for around 70% of all studies [1]. Liver segmentation is a
particularly important topic in medical image segmentation
due to its use in numerous clinical procedures including
but not limited to volumetry [2], early-stage diagnosis [3],
tumour/lesion detection [4], [5], [6], [7], disease classifica-
tion [8], surgery, and radiotherapy treatment planning [9].
Among many emerging machine learning paradigms, Deep
Learning Models (DMs) and particularly Convolutional
Neural Networks (CNNs), have achieved remarkable re-
sults [10]. The two main requirements of DMs are 1) the
availability of extensively annotated datasets for training,
and 2) user experience and expertise for constructing suc-
cessful architectures and adjusting their parameters. The
vibrant interest in the area of medical image segmentation
has prompted the organisation of contests and challenges,
whereby common databases are released. Over the last five
years, in a typical medical imaging challenge, participants
prefer to design a dedicated DM or implement and tune a
previously designed DM such as U-Net, Deepmedic, V-Net,
Dense V-Networks, etc. [11], [12], [13], [14].
Available 3D volumetric data sets contain only a few tens
of images [15], [16], [17] due to the high expense of gathering
and annotating such data sets. This number is far too small
for proper training of a DM, and could lead to spurious
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results due to overfitting. Classifier ensembles are known to
achieve better results compared to their base classifiers [18]
even when those classifiers are overtrained. Organisers of
medical segmentation competitions often demonstrate the
ensemble superiority combining the top 5 or so entries in the
league table. [19], [20] The practical use of such ensembles is
questionable because of the following. Multiple submissions
are normally allowed, whose results are disclosed to the
participant. This allows the participant to tune their model
on the testing data, which is a form of ‘peeking’ [21], [22],
[23]. Therefore, an ensemble of contest winners may be over-
tuned on the testing data. Besides, the ensemble members
are likely to be sophisticated (and not always reproducible)
models of their own.
Contrary to most recent studies, we propose, what we
call, a ‘vanilla’-style ensemble where the DMs are state-of-
the-art baseline models with no change of their default pa-
rameters. Next, we propose four basic combination methods
as the ensemble combiners for the following reason. Given
the small size of the training data (number of patients),
further tuning is not advisable [24]. The vanilla ensemble
gives the practitioner a ready-made solution, eliminating
the need for elaborate tuning and structure modifications
of the model, both of which require bespoke expertise and
sometimes just luck.
The rest of the paper is organised as follows. Section 2
summarises the related work on medical image segmen-
tation using DMs and ensembles thereof. Section 3 gives
details of the four DMs used in this study, the ensemble
combination rules, and the four metrics used to evaluate the
segmentation results. Our motivation for using ensembles
is illustrated through an example. The experiment with
the CHAOS competition data set [25] and the 3Dircadb
dataset [26] is reported in Section 4. Finally, Section 5 gives
our conclusions and outlines future research directions.
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22 RELATED WORK
Deep learning has rightfully attracted widespread attention
in the literature by outperforming alternative machine learn-
ing approaches in various fields of applications, especially
in medical imaging [27], [28].
Further on, combining multiple results coming from
different models to achieve a final refined outcome has
become an effective way to obtain superior results [18].
It has been recognised that most high-profile competitions
such as Imagenet1 and Kaggle2 are won by ensembles of
deep learning architectures [29]. Lately, ensembles of DMs
have been proposed for various domain applications, for ex-
ample, object detection [30], video classification [31], aerial
scene classification [32], and diagnosis and prediction in
industrial systems and processes [33], [34].
Usually, a small group of DMs are taken as the ensem-
ble members due to high computational cost. The models
are trained either separately [35], [36] or simultaneously,
together with another network which combines them [31],
[32], [33]. Some of the ensemble methods train different
DMs (heterogeneous ensembles) while others train the same
DM with different parameters, training pattern or data. An
interesting training strategy which avoids training multiple
models is the “snapshot ensembling” [29], whereby the
training process of a single DM is stopped at different local
minima, and the respective DM is retrieved. The ensemble
is then constructed from these (possibly undertrained but
supposedly diverse) DMs.
For individually trained DMs, simple ensemble combi-
nation rules are applied such as majority vote [37], aver-
age [19], [38], [39], product and more [36], [40]. Warfield et
al. [36] propose an expectation maximisation method named
STAPLE for the combination of image segmenters.3 Trained
combination rules such as stacked generalisation, Bayes
models and “super learner” [40] have also been considered
for this task.
The remarkable potential of ensembles of DMs in medi-
cal imaging is often illustrated at the end of public compe-
titions [41]. The top methods (usually DMs) are combined
through majority voting, and the result is usually better
than the best contestant’s result [16], [17], [19], [42], [43].
While this makes a compelling case for ensembles of DMs,
such results could be misleading. The individual ensemble
members (the contestant entries) have been honed on the
testing data during the competition, which means that the
testing data is no longer independent on the training data,
and the result of the ensemble (and the individual members)
maybe optimistically biased. (The “peeking” phenomenon.)
A multitude of DM ensembles has been proposed specif-
ically for medical image segmentation [39], [40]. Bilic et
al. [16] published a compelling overview of the results of
the Liver Tumour Segmentation Benchmark (LiTS) contest
held in 2017.4 The study analyses the winning state-of-the-
art models in the competition. Although the focus is on
1. http://www.image-net.org/challenges/LSVRC/
2. https://www.kaggle.com/competitions
3. http://crl.med.harvard.edu/software/
4. Organised in conjunction with the IEEE International Symposium
on Biomedical Imaging (ISBI) 2017 and the International Conference
On Medical Image Computing & Computer Assisted Intervention
(MICCAI) 2017.
segmenting tumours in the liver, the segmentation of the
liver itself is also considered. Among other conclusions, the
authors note the following:
1) It is still difficult to provide recommendations with
regards to the exact network design (structure, pa-
rameters, modifications, training). The current so-
lutions are mostly guided by rough ideas instead
of strict, proven guidelines. Exploring the possible
choices for each task at hand is largely hindered by
long training times.
2) Only a few of the best DMs were fully-3D (that is,
taking as input a volume image). This was again
attributed to excessive computational cost. The au-
thors reported that potentially, full 3D DMs would
be more successful than the currently used sparse
3D or 2.5D DMs. Here we can add a comment that
full 3D DMs may need even more parameters to
be set up compared to the non-3D models, which
makes the practitioner’s task harder.
3) It was observed that ensemble methods outper-
formed in general the single segmenter methods but
their practical use may be hampered by computa-
tional constraints. In other words, it is questionable
whether the gain the ensembles offer justifies the
extra computational resources needed. Our exper-
iments here show that ensembles are significantly
better than their individual components, and there-
fore we argue that the extra cost is well justified.
To address the first concern, here we propose to use off-
the-shelf (vanilla-style) DMs. This will eliminate the need
to tune any parameters, modify the structure or devise a
bespoke training protocol. Second, we propose to use full
3D DMs, which are available at this stage, and their training
takes a reasonable time. Third, we will demonstrate that the
individual segmenters are outperformed by the ensemble
segmenters by a large margin, and therefore we advocate
the ensemble approach.
We chose to use a heterogeneous ensemble of four 3D
DMs because this ensemble type was found to be superior to
homogeneous ensembles of DMs, even to those trained by
snapshot ensembling [32]. We kept the combination rules
as simple as possible for two reasons. First, we eliminate
further overfitting of the ensemble, and second, simple
non-trainable combiners are straightforward to implement
and do not require profound expertise in either DMs or
ensemble methods.
3 METHODS
3.1 DMs for liver segmentation
The four well-established CNNs used as our ensemble
members are detailed below.
3.1.1 U-Net
U-Net is one of the first convolutional neural networks
designed for the segmentation of biomedical images. [44].
U-Net has been designed to operate with fewer training data
compared to standard CNNs without compromising the
segmentation accuracy. In this work, we chose the original
implementation of U-Net from NiftyNet with cross-entropy
3as the loss function 5. NiftyNet provides an open-source
front-end platform for different CNN solutions [45], [46] for
the assessment of medical images. NiftyNet offers modular
design so that different CNNs can be construcetd.
3.1.2 Deepmedic
DeepMedic is a multi-scaled 3D Deep Convolutional Neu-
ral Network combined with a linked 3D fully connected
Random Field [11]. Deepmedic was originally designed for
brain lesion segmentation and won ISLES 2015 and BraTS
2017 challenges [35]. Deepmedic was used from its original
source. The system was directly downloaded and applied to
our data. 6
3.1.3 V-Net
V-Net is designed for volumetric segmentation of the
prostate from MR image series [13]. The whole pathway has
a V-shape, which is where the CNN gets its name. While V-
Net and U-Net share similar structures, their loss functions
are different. The V-Net model used here was also sourced
from NiftyNet. 7
3.1.4 Dense V-Networks
Dense V-Networks are developed for automatic segmenta-
tion of abdominal organs from CT scans [14]. They differ
from the other DMs by including three dense feature blocks
at each encoding stage. They use the probabilistic Dice score
as their loss function.
The Dense V-network model used here was taken from
NiftyNet. 8
3.2 Ensemble combination methods
We consider the simplest ensemble combination methods
which do not require any further training or parameter tun-
ing [18]. Denote by p1, . . . , p4 the values of the probability
maps outputted by the four segmenters for a given voxel
in the 3D image. These values estimate the probability that
the voxel is from the class foreground. The combination
methods in this paper are as follows:
• Majority Voting. The probability map of each segmenter
is thresholded at 0.5. The voxels with values above this
threshold are considered foreground (liver) and the others,
background. Having four segmenters, each voxel receives
four votes. The voxel is labelled as foreground by the Ma-
jority Voting method if 3 or 4 votes are for the foreground.
• Average combiner. For each voxel, we calculate the support
for class foreground by averaging the four probability map
values: Pforeground = 14 (p1 + p2 + p3 + p4). If Pf > 0.5,
the class foreground is assigned to that voxel. The class
background is assigned otherwise.
• Product combiner. For each voxel, we calculate the support
for class foreground by Pf = − log(Pf0) +
∑4
1 log(pi),
5. https://niftynet.readthedocs.io/en/dev/ modules/niftynet/
network/unet.html
6. https://github.com/deepmedic/deepmedic
7. https://niftynet.readthedocs.io/en/dev/ modules/niftynet/
network/vnet.html
8. https://niftynet.readthedocs.io/en/dev/ modules/niftynet/
network/dense vnet.html
where any base logarithm can be used, and Pf0 denotes
the prior probability of class foreground. This probability
can be estimated from the training data as the proportion
of foreground voxels in all images. We next calculate the
support for class background by Pb = − log(1 − Pf0) +∑4
1 1− log(pi). We assign class foreground to the voxel if
Pf > Pb, and class background, otherwise.
•Min/Max combiner. The minimum and the maximum com-
bination rules are identical for the case of two classes [18],
which is why we report one value for both. In this combiner,
we calculate Pf = mini(pi) and Pb = mini(1 − pi). Again,
we assign class foreground to the voxel if Pf > Pb, and class
background, otherwise.
3.3 Evaluation Metrics
The primary aim of medical image segmentation is to de-
velop tools for clinical needs such as diagnosing, surgery
planning, and organ transplant operations. Hence, tolerance
of error is minimal. According to previous studies [1],
[47], there is no single metric that evaluates 3D segmented
data completely and fairly in terms of clinically acceptable
results. Since the results have to be analysed from many
perspectives, the aggregation of multiple evaluation metrics
was preferred [48]. Spatial overlap-based, volume-based,
and spatial distance-based metrics were chosen here to anal-
yse different aspects of segmentation in terms of different
aspects.
The four metrics used to evaluate performance for a
segmentation result are listed below:
1) Dice coefficient (DICE). Denoting the set of fore-
ground voxels in the candidate segmentation by X
and that for the ground truth by Y , the Dice coeffi-
cient is calculated as Dice = 2|X ∩ Y |/(|X| + |Y |),
where |.| denotes cardinality (the larger, the better).
2) Relative absolute volume difference (RAVD). Using
the notation above, RAVD = abs(|X| − |Y|)/|Y|,
where ‘abs’ denotes the absolute value (the smaller,
the better).
3) Average symmetric surface distance (ASSD). This
metric is the average Hausdorff distance (in mil-
limetre) between border voxels in X and Y (the
smaller, the better).
4) Maximum symmetric surface distance (MSSD). This
metric is the maximum Hausdorff distance (in mil-
limetre) between border voxels in X and Y (the
smaller, the better).
The code for all metrics (in MATLAB, Python
and Julia) are available at https://github.com/emrekavur/
CHAOS-evaluation, where we also provide the metrics’ cal-
culation details and CHAOS scoring system.
3.4 Why are ensembles better?
Ensembles of diverse segmenters can clear erroneous arte-
facts and smooth out spurious contours in the individual
segmentations. This is expected to lead to a better overall
match to the ground truth.
Figure 1 shows the results of the four individual seg-
menters. The grey level intensity reflects the probability map
4of foreground versus background. The white contour is the
proposed segmentation boundary obtained by thresholding
the probability map at 0.5. The red contour is the ground
truth. 9
U-net Deepmedic
V-net Dense V-networks
Fig. 1. Illustration of the segmentation results of the individual seg-
menters. White lines represent the border of the segmentation results
while red lines represent the border of the ground truth.
In order to show the advantage of the ensemble, we
chose a small, notoriously difficult, region to zoom on:
vena cava superior (the blue rectangle in the U-Net plot in
Figure 1). Figure 2 contains five plots of the segmented
region. The product combiner was chosen for the ensemble.
The ground truth is shaded in blue in the ensemble plot,
and in red in the plots for the individual segmenters. The
guessed segmentation is overlaid in transparent grey. The
Dice score for the chosen area is shown under each plot. A
Dice score of 1 indicates perfect segmentation while lower
values indicate mismatch. As the results show, both visually
and through the numbers, the ensemble segmentation is
better than any of the individual ones.
4 EXPERIMENTAL EVALUATION
Of course, one example can serve as an illustration but is not
proof. To give empirical support to our claim that vanilla-
style ensembles of DMs are superior to the individual DMs,
we carry out an experiment with two publicly available
datasets.
The purpose of this experiment is twofold. First, we
demonstrate the overfitting effect exhibited by DMs on a
relatively small data set. The second branch of our ex-
periment explores the four classifier ensemble combiners
for liver segmentation from CT scans. Implementation and
9. The image for this example is slide 11 from the data of patient
number 4 in the CHAOS dataset.
evaluation of ensemble methods codes for a sample pa-
tient CT set are available at https://github.com/emrekavur/
Basic-Ensembles-of-DMs-for-Liver-Segmentation page.
4.1 Data
In order to demonstrate the consistency of the results,
we performed our experiments on two publicly available
databases that were published at different times and have
different characteristics.
• CHAOS Competition Data
The data consist of 40 sets of images taken from the Com-
bined (CT-MR) Healthy Abdominal Organ Segmentation
Challenge (CHAOS) [25], [49]. CHAOS is a medical imaging
challenge focused on segmentation of healthy abdominal
organs from CT and/or MRI image series [50]. CHAOS
was started during the IEEE International Symposium on
Biomedical Imaging (ISBI) on April 11, 2019, Venice, Italy.
CHAOS has five independent tasks related to different
modalities and abdomen organs. Participants may join the
challenge for a single task or for multiple tasks.10.
In this work, the CT part of the CHAOS data was
used. The CT data contains abdomen images of 40 different
patients who have healthy livers. The technical information
about the data is presented in Table 1.
The training part of the data contains 20 randomly cho-
sen anonymised DICOM images and their ground truths.
However, the test data includes only the anonymised DI-
COM images of the remaining 20 patients. The evaluation
of the results on the test data is done by an evaluation script
hosted on the grand-challenge.org website. This ensures
that CHAOS competitors do not have access to the ground
truth (manual segmentation) of the testing data. However,
since multiple submissions are allowed and the overall
score across the testing data is returned to the participant,
the competitors can gauge the success of their solution
and tune it accordingly (the peeking phenomenon). In our
experiments, we report results on the testing data, but we
do not tune any of our methods on these results.
• 3Dircadb1 Data
10. As of January 2020, CHAOS is one of the most popular med-
ical imaging challenges in grand-challenge.org and has 1516 current
participants at the website [49], [50]
TABLE 1
Statistics about CHAOS CT and 3DIRCADb datasets.
3DIRCADb CHAOS
Number of 3D image sets 20 (10 + 10) 40 (20 + 20)
Spatial resolution of files 512 x 512 512 x 512
Number of files (slices) in all cases
[min–max] [74 – 260] [78 – 294]
Average number of files in the cases 141 160
Total number of files in the dataset 2823 6407
X space (mm) [min–max] [0.56 – 0.87] [0.54 – 0.79]
Y space (mm) [min–max] [0.56 – 0.87] [0.54 – 0.79]
Slice thickness (mm) [min–max] [1.60 – 4.00] [2.00 – 3.20]
5Ensemble U-net Deepmedic V-Net Dense V-Net
0.7306 0.7003 0.5265 0.6175 0.5863
Fig. 2. The ensemble segmentation with the product combination rule and the individual segmentations zoomed on vena cava superior (the blue
rectangle in the U-net plot in Figure 1). The ground truth is shaded in blue in the ensemble plot, and in red in the plots for the individual segmenters.
The guessed segmentation is overlaid in transparent grey. The Dice score for the chosen area is shown under each plot.
The second dataset, 3D-IRCADb-01 (3D Image Recon-
struction for Comparison of Algorithm Database) [26] con-
tains abdomen CT scans of 20 patients. Unlike CHAOS
dataset, 75% of cases have hepatic tumours in the liver.
3D-IRCADb not only provides ground truths of livers but
also various structures such as all hepatic veins and hepatic
tumours. The ground truths were created by clinical experts.
Except for tumours, all structures inside of the liver were
considered together as segmentation target in this work. We
equally divided 3D-IRCADb into two parts for training and
testing (10 sets for each). The technical information about
each dataset is presented in Table 1. With 3Dircadb1 data,
the same procedures were followed with CHAOS data for
developing, training, and testing.
4.2 Experimental protocol
For each dataset, the four DMs were trained on the training
data. For an input image (3D CT scan), each DM returns a
3D probability map P . For voxel at (i, j, k), P (i, j, k) is the
probability that the voxel belongs to the liver. The output
probability maps are then smoothed using 3× 3× 3 convo-
lution kernel (function smooth3 in MATLAB) to eliminate
small defects in the segmentation. We also smoothed in the
same way the ensemble output after applying the respective
combination rule.
Next, we evaluated the four metrics on the training data
and then on the testing data, both for the individual DMs
and the four ensembles.
Finally, we tested the hypothesis that ensembles are
better than individual DM segmenters on the testing data
by running tests for each (ensemble, segmenter) pair, for
each of the four metrics.
To determine the statistical significance of the difference
between methods A and B, we applied the following proto-
col:
• Paired samples. Suppose that x and y are the vectors
containing the values for methods A and B, respec-
tively. (For example, x may contain the Dice scores
obtained from Deepmedic for the 20 testing patients
in the CHAOS data, and y may contain the Dice
scores obtained from the Majority vote ensemble for
the same 20 patients.) We are interested whether the
means of x and y are significantly different. Using
Lilliefors goodness-of-fit test, we check the normality
of the difference x−y. If normality cannot be rejected
at 0.05 level, we use the paired t-test for comparing
the means. If the normality of the difference does
not hold, we use Wilcoxon signed-rank test for zero
median of the difference.
• Non-paired samples. For non-paired samples, we check
normality of x and y. If both hold, we apply 2-sample
t-test. Otherwise, we use the Wilcoxon rank-sum test
(MannWhitney U test).
4.3 Results
A full set of results (all metrics for all DMs and all ensem-
bles; training and testing) is provided in https://github.com/
emrekavur/Basic-Ensembles-of-DMs-for-Liver-Segmentation
page. Tables 2 – 5 show the average results for the two
datasets, all metrics, individual DMs and ensembles.
4.3.1 Ensemble segmenters show less overfitting than in-
dividual DMs
The overfitting can be observed from the tables. Without
exception, both for individual DMs and ensembles, the
average training values are preferable to the averaged test-
ing values. In some cases the differences are substantial,
for example, U-Net gives DICE = 0.904 for the training
data and 0.672 for the testing data. Even though the large
differences in the metrics values suggest otherwise, further
tests revealed that 8 of the 64 differences are not statistically
significant at level 0.05. These 8 results are marked with a
circle marker in Tables 2 and 4.
The results thus far show that while ensembles reach
better values of the metrics they are not immune to over-
fitting. Nonetheless, we will show that, in general, they
exhibit less overfitting compared to the individual DMs.
To visualise this, we present two tables (6 and 7), one
for each dataset, which contain the overfitting magnitude
calculated as training value minus testing value. For DICE,
positive difference means that the training value was better.
For the other three metrics, negative values indicate that
the training value was better because the lower values of
these metrics are preferable. The values for each metric are
colour-coded. Red colours indicate smaller overfitting while
blue colours indicate large overfitting. The blue colour is
more present in the top parts of both tables showing that
the individual segementers are more prone to that than the
ensembles.
6TABLE 2
Metric results on CHAOS training data for the individual segmenters
and the ensemble methods. The circle marker indicates results where
the overfitting was not found to be significant.
DICE RAVD ASSD MSSD
U-Net 0.935 ◦14.800 3.903 54.650
Deepmedic 0.984 1.115 1.709 67.078
V-Net 0.948 ◦3.824 1.656 42.972
Dense V-networks 0.932 3.039 2.289 ◦78.118
Average 0.950 5.694 2.389 60.705
Majority Vote 0.976 2.401 0.746 11.043
Average 0.981 1.003 0.637 11.621
Product 0.975 ◦3.493 0.888 12.581
Min-Max 0.978 1.208 0.811 11.559
TABLE 3
Metric results on CHAOS test data for the individual segmenters and
the ensemble methods. The best value in each column is enclosed in a
box.
DICE RAVD ASSD MSSD
U-Net 0.811 54.842 14.253 104.515
Deepmedic 0.951 3.058 7.174 141.473
V-Net 0.879 17.434 6.146 104.189
Dense V-networks 0.886 7.702 4.492 113.139
Average 0.882 20.759 8.016 115.829
Majority Vote 0.952 4.235 1.719 28.517
Average 0.953 3.839 1.956 30.676
Product 0.946 6.867 2.121 32.696
Min-Max 0.937 6.094 2.311 35.052
TABLE 4
Metric results on 3Dircadb1 training data for the individual segmenters
and the ensemble methods. The circle marker indicates results where
the overfitting was not found to be significant.
DICE RAVD ASSD MSSD
U-Net 0.904 19.320 ◦7.075 ◦70.798
Deepmedic 0.988 0.216 0.399 36.127
V-Net 0.968 2.974 0.975 17.587
Dense V-networks 0.973 1.110 0.930 ◦51.780
Average 0.958 5.905 2.345 44.073
Majority Vote 0.979 2.432 0.633 12.913
Average 0.982 1.844 0.615 18.759
Product 0.978 ◦3.426 0.841 20.764
Min-Max 0.980 2.052 0.712 19.423
TABLE 5
Metric results on 3Dircadb1 test data for the individual segmenters and
the ensemble methods. The best value in each column is enclosed in a
box.
DICE RAVD ASSD MSSD
U-Net 0.672 75.092 66.551 172.201
Deepmedic 0.905 10.385 4.753 139.120
V-Net 0.828 19.182 8.913 95.328
Dense V-networks 0.902 8.726 9.009 104.886
Average 0.827 28.346 22.306 127.884
Majority Vote 0.890 14.348 3.341 55.303
Average 0.920 7.131 3.070 74.613
Product 0.916 6.418 3.271 73.580
Min-Max 0.906 8.799 3.790 76.629
TABLE 6
overfitting magnitude for the CHAOS dataset. Large overfitting
corresponds to blue colour and small overfitting, to red colour. Each
column (metric) is scaled individually.
DICE RAVD ASSD MSSD
U-Net 0.1238 -40.0423 -10.3499 -49.8649
Deepmedic 0.0329 -1.9436 -5.4651 -74.3951
V-Net 0.0695 -13.6101 -4.4899 -61.2170
Dense V-networks 0.0463 -4.6631 -2.2030 -35.0205
Majority 0.0237 -1.8338 -0.9726 -17.4741
Average 0.0268 -2.8366 -1.3186 -19.0548
Product 0.0281 -3.3736 -1.2328 -20.1146
Min-Max 0.0381 -4.8866 -1.4997 -23.4931
4.3.2 Ensemble segmenters offer better results than indi-
vidual DMs
Tables 3 and 5 show that ensemble values are, in most part,
preferable to the values of the individual DMs on all four
metrics. We compared the individual DMs and the ensem-
bles on the testing data using our statistical protocol for
paired data. Tables 8-11 detail the results from the statistical
comparisons. The level of significance was set everywhere at
0.05. The tables demonstrate that the ensemble segmenters
are better than the individual DMs.
Finally, to be able to recommend one of the ensemble
TABLE 7
overfitting magnitude for the 3Dircadb1 dataset. Large overfitting
corresponds to blue colour and small overfitting, to red colour. Each
column (metric) is scaled individually.
DICE RAVD ASSD MSSD
U-Net 0.2320 -55.7723 -59.4755 -101.4027
Deepmedic 0.0830 -10.1691 -4.3534 -102.9930
V-Net 0.1406 -16.2087 -7.9385 -77.7407
Dense V-networks 0.0714 -7.6161 -8.0785 -53.1059
Majority 0.0896 -11.9168 -2.7082 -42.3905
Average 0.0626 -5.2867 -2.4555 -55.8543
Product 0.0614 -2.9921 -2.4300 -52.8161
Min-Max 0.0738 -6.7472 -3.0785 -57.2058
models, we present two glyph plots in Figures 3 and 4.
The plots are based on the averaged testing results for each
metric. DICE was reversed so that small values are more
desirable. The ensemble scores for each metric were scaled
between 0.1 and 1 and plotted on the spokes of the glyph
plot. An ideal ensemble would occupy a small square in
the middle. The larger the surface of the figure presented
by the ensemble, the worse the ensemble in comparison
with the rest. The Chaos dataset figure elects the Majority
Vote ensemble as the best, closely followed by the Average
ensemble. On the other hand, the Majority Vote ensemble
7TABLE 8
DICE: Statistical comparison between individual DMs and ensembles.
Bullet means that the ensemble wins; circle means that the DM wins;
line means that no statistical difference.
CHAOS dataset
Majority Average Product Min/Max
U-Net • • • •
Deepmedic − − − ◦
V-Net • • • •
Dense V • • • •
3Dircadb1 dataset
Majority Average Product Min/Max
U-Net • • • •
Deepmedic − − − −
V-Net • • • •
Dense V − − − −
TABLE 9
RAVD: Statistical comparison between individual DMs and ensembles.
Bullet means that the ensemble wins; circle means that the DM wins;
line means that no statistical difference.
CHAOS dataset
Majority Average Product Min/Max
U-Net • • • •
Deepmedic ◦ − ◦ −
V-Net − • − −
Dense V − • − −
3Dircadb1 dataset
Majority Average Product Min/Max
U-Net • • • •
Deepmedic − − − −
V-Net − • • •
Dense V − − − −
TABLE 10
ASSD: Statistical comparison between individual DMs and ensembles.
Bullet means that the ensemble wins; circle means that the DM wins;
line means that no statistical difference.
CHAOS dataset
Majority Average Product Min/Max
U-Net • • • •
Deepmedic • • • •
V-Net • • • •
Dense V • • • •
3Dircadb1 dataset
Majority Average Product Min/Max
U-Net • • • •
Deepmedic − • • −
V-Net • • • •
Dense V − • − −
TABLE 11
MSSD: Statistical comparison between individual DMs and ensembles.
Bullet means that the ensemble wins; circle means that the DM wins;
line means that no statistical difference.
CHAOS dataset
Majority Average Product Min/Max
U-Net • • • •
Deepmedic • • • •
V-Net • • • •
Dense V • • • •
3Dircadb1 dataset
Majority Average Product Min/Max
U-Net • • • •
Deepmedic • • • •
V-Net • − − −
Dense V • • • •
Fig. 3. Glyph plot of the four ensemble methods for the CHAOS dataset.
The spokes are the four metrics. Small-area ensembles are preferable.
Fig. 4. Glyph plot of the four ensemble methods for the 3Dircadb1 dataset.
The spokes are the four metrics. Small-area ensembles are preferable.
8occupies a large area in the glyph plot in Fig. 4. The Average
ensemble is the best for this data set.
Another indication in favour of the Average ensemble is
the total number of wins across the data sets, the metrics and
the DMs (Tables 8–11). If we add one point for each win, and
subtract one point for each loss, the ensembles receive the
following scores: Majority Vote 20, Average 25, Product 21,
and Min/Max 20. (All scores are out of possible 2 (data sets)
× 4 (metrics) × 4 (DMs) = 32 points.) This gives us ground
to recommend the Average combiner for future use with our
vanilla-style ensemble of DMs for liver segmentation.
5 CONCLUSION
Intrigued by the success of DMs in medical segmentation,
we set off to explore the potential of an ensemble of DM
segmenters which is composed of publicly available, state-
of-the-art DMs, and which does not require profound ex-
pertise in deep learning or ensemble methods from the user.
The first problem we encountered was that the individual
DMs (trained with their default structure, parameters and
training setting) are prone to overfitting. Our experimental
results confirmed that, and also revealed that the propose
vanilla-style ensemble is less affected by overfitting. Us-
ing two publicly available datasets, we demonstrated that
a simple ensemble of off-the-shelf deep learning models
outperforms the individual ensemble members. The overall
message of this study is that it is possible to achieve re-
sults in liver segmentation from CT images with minimal
programmatic effort, using state-of-the-art DMs as black
boxes and basic classifier ensemble rules. Besides, since
data/problem-specific design and parameter tuning are not
required, the ensemble methods shown in this study can be
offered as a solution to the repeatability and reproducibility
problems widely seen in deep learning studies. Out of the
four combination rule we examined, the average (or sum)
combiner achieved the best result.
In addition to the chosen simple combiners, we ex-
perimented with several trained combiners: weighted ma-
jority vote, Naı¨ve Bayes and Behaviour Knowledge Space
(BKS) [18]. The results were on a par with the simple
combiners. This reinforces our message that for small data
sizes as the currently available annotated data for liver
segmentation, overfitting is a major issue.
By and large, the combination methods recommended in
the literature have been evaluated on classification accuracy.
Here we note that our evaluation hinges on four different
metrics. They are not straightforwardly related to classi-
fication accuracy. This suggests that developing bespoke
training protocols for the DMs as well as more suitable
combination strategies could be a good way forward.
We note that the success of the combiners which
rely on continuous-valued outputs (Average, Product and
Min/Max) critically depends on the calibration of the output
of the segmenters. Traditionally, ensembles are constructed
of the same base classifier (segmenter here) with different
training data, which practically eliminates the problem of
calibration. However, if different models are used, as in
this study, it is vital to ensure that the probability map
calibration is suitable. For example, if one segmenter is very
“certain” in its decision and always gives values close to 0
and close to 1, this segmenter will have a heavier vote. The
segmenter may be arbitrarily accurate and may not deserve
the advantage over the rest of the segmenters. In this study,
we were striving for simplicity and did not calibrate further
the four DMs outputs. On the other hand, Dede et al. [32]
observe that heterogeneous ensembles of DMs fare better
than homogeneous ones, which the authors attribute to the
importance of diversity offered by different DM models.
Thus, it may pay off to devise and include a calibration pre-
processing step in the ensemble pipeline.
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