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Resumen
Esta lı´nea de investigacio´n involucra programacio´n de agentes y argumentacio´n. En particular,
en este trabajo se presentan las motivaciones y las investigaciones en curso.
El principal objetivo de esta linea, es el desarrollo de herramientas que permitan una progra-
macio´n declarativa de agentes inteligentes. En especial, agentes que utilizan razonamiento no-
mono´tono y de sentido comu´n. Particularmente, se buscan herramientas que cuenten con meca-
nismos de argumentacio´n para el razonamiento de los agentes.
Actualmente se esta´n estudiando diferentes arquitecturas de agente, que utilizan argumentacio´n
como mecanismo de razonamiento, y lenguajes de programacio´n de agente, que permite imple-
mentaciones declarativas. Aprovechando este ana´lisis y como primer paso para permitir que la
programacio´n de agente que razonan utilizando argumentacio´n, se han presentado constructores
que permitan formar argumentos para garantizar las creencias del agente.
Palabras claves: Argumentacio´n, Lenguaje de Especificacio´n de Agentes, Lenguajes de Progra-
macio´n de Agentes.
1. Introduccio´n
La importancia del uso de agentes inteligentes para resolver problemas complejos es bien conoci-
da en la literatura [21]. Este tipo de agentes suelen estar caracterizados a trave´s componentes mentales
como creencias, deseos, compromisos o intenciones. Entre estos agentes, los mas comunes, son aque-
llos que esta´n basados en la teorı´a BDI (belief, desires, intentions) [3, 16, 12].
Hoy en dı´a, aun son necesarias herramientas que permitan especificar y programar este tipo de
agentes en te´rminos de sus componentes mentales de una manera declarativa [13, 8, 9]. En particular,
en esta lı´nea de investigacio´n, estamos interesados en herramientas que adema´s de permitir una forma
declarativa de especificar los componentes mentales, provean mecanismos de argumentacio´n para el
razonamiento.
La idea de usar argumentacio´n como parte del proceso de razonamiento de un agente inteligente
no es nueva. Existen varias aproximaciones anteriores a esta lı´nea que relacionan agentes cognitivos
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(especialmente aquellos que siguen la teoria BDI) con frameworks de argumentacio´n [1, 14, 15, 17].
Sin embargo, en ninguna de ellas se toman todas las decisiones teo´ricas y de disen˜o necesarias para
un lenguaje de programacio´n de agente, que en particular utiliza los conceptos de argumentacio´n.
1.1. Lenguajes de Programacio´n de Agente
Los lenguajes de programacio´n de agente deben proveer herramientas al usuario para programar y
ejecutar agentes. La cuestio´n clave en este area es determinar la forma correcta de programar agentes.
Esto es, establecer claramente que primitivas debe proveer un “lenguaje de programacio´n orientado a
agentes” para construir agentes auto´nomos, interactivos, racionales.
La primer formalizacio´n del concepto de lenguaje de programacio´n de agente surge con el paradig-
ma propuesto por Shoham en [18], llamado programacio´n orientada a agentes. En ese trabajo se ex-
ponen las caracterı´sticas con las que debe contar un lenguaje de programacio´n de agente:
Un sistema lo´gico para definir el estado mental del agente.
Un lenguaje para programar los agente (especificar su co´digo).
Un proceso de compilacio´n de para convertir a los agentes en sistemas ejecutables de bajo nivel.
Estas ideas han sido a tomadas, refinadas y modificadas por muchos investigadores en bu´squeda
de “buenos” lenguajes de programacio´n de agente. En particular, en [21, 20] se divide a la progra-
macio´n de agentes en tres areas principales: teorı´as de agente, arquitecturas de agente y lenguajes de
programacio´n de agentes. Las teorı´as de agente, esta´n relacionadas con los formalismos para utiliza-
dos para especificar las propiedades de los agentes. Las arquitecturas de agente, esta´n relacionadas
a la construccio´n de los componentes mentales y sus relaciones, cumpliendo las propiedades de una
teorı´a de agente. Finalmente, los lenguajes de programacio´n de agentes, esta´n relacionados con las
primitivas utilizadas para programar e implementar agentes cumpliendo las propiedades de una teorı´a
de agente y/o una arquitectura de agente.
En la actualidad lenguajes de programacio´n de agente como Jason [2] o 3APL [5], toman co-
mo base todos estos conceptos. Estos lenguajes de programacio´n de agente utilizan la teorı´a BDI y
permiten al usuario programar agentes a trave´s de sus componentes mentales, de una manera declar-
ativa y sin perder los formalismos lo´gicos subyacentes. Por ultimo, en la actualidad la mayorı´a de los
lenguajes de programacio´n de agente proporcionan un soporte para implementar (en mayor o menor
medida) sistemas multi-agente.
1.2. 3APL
En el area de los lenguajes de programacio´n de agente, 3APL [5, 4, 11] es una interesante pro-
puesta, que permite implementar agentes de una manera declarativa a trave´s de la especificacio´n de
sus estados mentales. 3PAL fue presentado en [11] y luego extendido en [4, 5]. Este lenguaje sigue el
espı´ritu de la programacio´n orientada a agente [18] y Dribble [19] (un lenguaje de programacio´n de
agente basado en metas).
3APL combina programacio´n en lo´gica (para la especificacio´n de los componentes mentales de
los agentes) y programacio´n imperativa (para la implementacio´n de la estructura de los planes). Desde
el punto de vista imperativo, 3APL hereda la gran mayorı´a de los constructores imperativos (if, while,
etc.), incluido los procedimientos recursivos y la computacio´n basada en estados. Sin embargo, los
estados de un agente en 3APL son bases de creencias, que es distinto de la usual asignacio´n de
variables de la programacio´n imperativa. Desde el punto de vista de la lo´gica computacional, las
respuestas para las consultas a la base de creencias son pruebas en el sentido de la programacio´n en
lo´gica.
Este lenguaje provee constructores para implementar creencias, metas, capacidades ba´sicas como
actualizacio´n de creencias o acciones y un conjunto de reglas de razonamiento que son utilizadas por
el agente para actualizar o revisar sus metas. Las creencias de un agente 3APL son especificadas por
un programa lo´gico, y es posible utilizar un conjunto de reglas mentales (capacidades) para modificar
dina´micamente este programa. Por otra parte, las reglas de razonamiento relacionan metas con planes,
y sera´n ejecutadas siempre que se cumpla una condicio´n determinada por las creencias. Los programas
de 3PAL son ejecutados por un interprete que implementa un ciclo deliberativo utilizando cada uno
de los consntructores.
1.3. Argumentacio´n en representation de conocimiento y razonamiento
La argumentacio´n es una aproximacio´n para el razonamiento con informacio´n inconsistente basa-
do en la construccio´n y comparacio´n de argumentos [6]. En este tipo de razonamiento se producen
argumentos a favor y en contra de alguna conclusion y son evaluados para probar la plausibilidad de
la conclusion. Las conclusiones pueden se utilizadas para representar decisiones, deseos, opiniones,
etc.
Desde un punto de vista de los agentes, es posible utilizar argumentacio´n para representar sus
deseos, creencias e intenciones [1, 14, 15, 17]. Por ejemplo, es posible exponer razones a favor y
en contra (argumentos) para determinar si adoptar un deseo (conclusion) o no. El mecanismo de
argumentacio´n pesara´ las razones y determinara´ si el deseo es adoptable.
Las investigaciones en programacio´n en lo´gica, rozamiento no mono´tono y argumentacio´n han lle-
gado a importantes resultados, otorgando poderosas herramientas para la representacio´n de conocimien-
to y el razonamiento de sentido comu´n. Un ejemplo de estas herramientas es programacio´n en lo´gica
rebatible (DeLP) [7].
2. Tareas en Curso
Dadas las ventajas que representa la argumentacio´n como lenguaje de representacio´n de conocimien-
to y razonamiento [6], y la existencia de herramientas concretas sofisticadas para especificar argu-
mentos [7] resulta interesante incluir razonamiento argumentativo en lenguajes de programacio´n de
agente. De esta manera, utilizando estos lenguajes se podra´n representar creencias, deseos, compro-
misos, etc. utilizando reglas declarativas que generaran argumentos y se aprovechara el proceso de
argumentacio´n para determinar que cree, desea, compromete, etc. el agente. Todo esto sin dejar de
respetar los ideales del paradigma orientado a agentes [21].
Por lo tanto, en esta linea de investigacio´n se encuentran en desarrollo lenguajes de programacio´n
de agente que respetan el paradigma orientado a agentes, son altamente declarativos y utilizan argu-
mentacio´n. En particular, hemos utilizado 3APL por su declarativad, combinacio´n lo´gico imperativa
en planificacio´n y su soporte para sistemas multi-agente. En [10] se realizo un estudio de dos propues-
tas para el desarrollo de agentes, una arquitectura [17] y el lenguaje de programacio´n de agente [5]. A
partir de ese estudio, se presento un lenguaje de programacio´n basado en 3APL, llamado 3APL-DeLP,
que permite representar las creencias del agente mediante reglas DeLP. Esto le permitira´ al agente ex-
presar razones a favor (cuerpo de la regla) de una creencia inferible (cabeza de la regla). A partir
de estas reglas se construira´n los argumentos. Estos sera´n utilizados por el proceso de razonamiento
argumentativo para determinar entre aquellas creencias contradictorias cual prevalece, segu´n algu´n
criterio de comparacio´n. Dado que 3APL-DeLP es un lenguaje de programacio´n de agente, fue nece-
sario definir claramente la sintaxis y sema´ntica de los constructores para representar las creencias, ya
que permiten el uso de lo mecanismo de argumentacio´n en combinacio´n con los viejos constructores.
Adema´s, dado que de esta manera se incrementan las capacidades de representacio´n de creencias,
fue necesaria una revision de la interaccio´n de la base conocimiento con los otros componentes men-
tales del agente. Para ello, se redefinieron adecuadamente las reglas de razonamiento y las acciones
mentales, de manera tal que aprovechen los nuevos elementos de alto nivel otorgados por DeLP.
3. Trabajo a Futuro
Como trabajo a futuro, se esta estudiando un lenguaje de programacio´n donde los agentes con-
sideran otros elementos del agente, justificados bajo algu´n criterio, utilizando argumentacio´n. En [17,
1, 15] se presentan diferentes arquitecturas que contemplan estos conceptos, pero en el area de los
lenguajes de programacio´n de agentes es necesario tomar decisiones de disen˜o respecto a los con-
structores, para considerar su inclusion.
4. Conclusiones
En este trabajo se ha presentado la linea de programacio´n de agentes y argumentacio´n. Se han
mostrado las motivaciones, las propuestas y el trabajo a futuro de la linea. En particular, se ha mostra-
do resumen de la propuesta para un lenguaje de programacio´n de agente con constructores que per-
mitan formar argumentos para garantizar las creencias del agente.
Desde un punto de vista de lenguajes de programacio´n de agentes, en nuestra propuesta se ha
mejorado la capacidad representacional de las creencias utilizando mecanismo que permite mayor
nivel de abstraccio´n. Lo cual, lleva a la implementacio´n de agentes cognitivos mas sofisticados.
A diferencia de las arquitecturas de agente que utilizan argumentacio´n, en nuestra propuesta se
da forma a todas aquellas decisiones de disen˜o no necesarias en una arquitectura de agente, como
por ejemplo formas de actualizar la base de creencias, sema´nticas entre los componentes y formas de
instanciacio´n de variables.
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