Consider a cloud of particles (say, a smoke cloud) drifted in the atmosphere. We can measure the density of the cloud at any instant of time we wish. What can we say about its velocity?
The most striking advantage of the relaxed problem is that a minimizer always exists by the compactness of the set of probability measures (assuming Ω is compact). The "only" question left is the nature and uniqueness of this minimizer. In particular, is the minimizer supported on a graph of a measurable map T ? If so, what is the nature of this map?
These questions (and related ones) were discussed in a countless number of publications in recent decades. Particular attention was given to the cost function |x − y| p , leading to the Wasserstein metrics d p (µ 1 , µ 2 ) = inf λ |x − y| p dλ 1/p with p ≥ 1. There is also a dual formulation to the Wasserstein metric which, in the case p = 1, takes the particular appealing form:
(1.1)
• T t 2 t 1 ,# µ t 1 = µ t 2 for any 0 < t 1 , t 1 < 1. (in particular, µ t are topologically equivalent for any t ∈ (0, 1)).
• T t 2 t 1 is the optimal Monge map with respect to µ t 1 and µ t 2 , for any t 1 , t 2 ∈ (0, 1).
It seems that, in contrast to the Monge problem (M) , there is no a-priori reason to pose a limitation on µ 0 and µ 1 in the above paradigm. The optimal Monge map is given by T := lim t 1 →0 lim t 2 →1 T t 2 t 1 , whenever such limit exists. Let us return now to our drifting cloud. If we describe the cloud as such a family of Borel probability measures µ t for t ∈ [0, 1] and chose c(|x − y|) = |x − y| p as the cost function for p > 1, it is natural to define the associated velocity field at t 0 ∈ (0, 1) as v(x, t 0 ) := lim t→t 0
where T t t 0 is the optimal Monge map transporting µ t to µ t 0 . There are, however, some serious problems with this definition. First, the optimal map T t t 0 may not exist, or it may not be unique, or, even if it exists and unique for any t, the limit may not exist.
Alternatively, one may use the Kantorovich approach and define a measure ν x,t (dv) in a velocity space v ∈ R n instead of a deterministic velocity field v, via ν x 0 ,t 0 (dv) := lim
where λ t t 0 is the optimal Kantorovich measure (K) with respect to µ t , µ t 0 . Still, it is not known (yet) how to classify the set of orbits µ := µ t ⊕ dt for which the above limit exists µ−a.e.
In this paper we take Ω to be the flat n−torus R n /Z n . The starting point is the following definition: Given an orbit µ t of probability measures supported in Ω for 0 ≤ t ≤ 1, define
where the infimum above is taken on all µ measurable vector fields v(x, t) compatible with µ (that is, satisfying a weak form of the continuity equation with µ). I denote the set for which ||µ|| p < ∞ as H p . This is a normed cone. In the next section I'll study some of its properties and prove a compactness embedding of H p (for p > 1) in a set of orbits which satisfies Holder continuity in the weak topology. Then, I'll proved that the Wasserstein-p metric d p (µ 0 , µ 1 ) is nothing but the infimum of ||µ|| p over all orbits in H p which satisfy the end conditions µ t=0 = µ 0 , µ t=1 = µ 1 . In section 3 I'll concentrate in the case p = 2. For this case there is a dual representation of ||µ|| 2 as:
where the supremum is taken on the set of test functions φ(x, t) = φ ∈ C ∞ 0 (Ω × [0, 1]). The reader may observe that, with µ t = δ (x−x(t)) , this norm is nothing but the L 2 norm ofẋ. The main result of this section is the (apparently) new representation for the Wasserstein metric d 2 (µ 0 , µ 1 ) as:
where φ is in the set of Lipshitz function φ = φ(x, t) which satisfies the homogeneous Hamilton-Jacobi equation:
Moreover, it turns out that the maximum is attained at a reversible solution.
The above result seems related to the paradigm defined above, provided one can show that there exists a flow generated by the ODE systemẋ = ∇ x φ(x, t). Since φ is only Lipshitz, the existence of such flow is not evident. However, if we restrict (1.2) to smooth functions φ which satisfy the homogeneous Hamilton-Jacobi equation, we certainly obtain:
The second result of Section 3 shows that the supremum on the left side of (1.4) is attained at a function φ for which the flowẋ = ∇ x φ(x, t) is uniquely defined for t ∈ [0, 1], and induced a family of "almost Lipshitz" homomorphisms T t 2 t 1 . Moreover, the limit T := lim t 1 →0 lim t 2 →1 T t 2 t 1 exists. As a corollary we obtain the existence of the optimal map T of the Monge problem (p = 2) if there is an equality in (1.4).
The proofs of the main results are given in Section 4, together with a short review on forward, backward and reversible solutions of the Hamilton-Jacobi equation.
It is interesting to compare the dual representation of the d 1 Waserstain metric (1.1) with (1.2). If we restrict to the set of all steady propagating solutions of the Hamilton-Jacobi equation, of the form φ(x, t) = ψ(x) − Et, then |∇ψ| 2 = 2E. If we optimize E in (1.2) we obtain precisely (1.1). Since, in general, d 1 (µ 0 , µ 1 ) < d 2 (µ 0 , µ 1 ), we conclude that, in general, the maximizer of (1.2) is not a steady propagating solution of the Hamilton-Jacobi equation.
Finally, I pose the following conjecture (and some speculations): The inequality in (1.4) is, probably, a strong inequality if either µ 0 or µ 1 contains more than one atom. For, each atom generates a refraction wave, and two such refraction waves must collide in a shock wave (which means, in the case of (1.3), a surface of jump discontinuity in the first derivative). Since φ is a reversible solutions, such shock surfaces have to start at t = 0 and end at t = 1 without intersection with other shocks. Thus, they induce two compatible partitions on Ω at t = 0 and t = 1, respectively. Since the generalized flow generated by ∇ x φ (if exists) may not cross a shock discontinuity, the above partitions implies that the optimal Kanterowitch measure λ defined by (K) is decomposable into a set of mutually singular components measures in Ω×Ω, where each component maps each element of the partition at t = 0 into its twin component in t = 1.
List of symbols and definitions
• Ω := R n /Z n .
• I = [0, 1]
• Ω I = Ω × I • LIP l is the set of all locally Lipshitz functions in Ω × (0, 1).
• M is the set of all probability Borel measures supported in Ω. 
• π (0) (res. π (1) ) is the natural projection of Ω × Ω on its first (res. second) factor Ω.
• For any pair µ 0 , µ 1 ∈ M, the Wasserstein-p metric is defined by
where the infimum is on all probability measures on Ω × Ω such that π
for all ψ ∈ C ∞ 0 (Ω I ).
A metric space for measure's orbits
We start with the following
We shall also define the H p norm of µ ∈ H p by:
where the infimum is taken over all liftings of µ.
Lemma 2.1. H p is complete and locally compact under the weak C * topology if p > 1. That is, from any bounded sequence µ n in H p we can extract a subsequence which converges in C * (Ω I ) to some µ ∈ H p . In addition:
Proof. By definition there exists a set of liftings ν n corresponding to µ n . Moreover, this sequence can be chosen so that E νn (|v| p ) < C, so ν n and vν n are tight on Ω I × R n (since p > 1). Hence the weak limit ν of ν n is a lifting of the weak limit µ of µ n , and E ν (|v| p ) < C, hence µ ∈ H p . The same argument also yields the lower-semi-continuity of H p .
Remark: It is known that the Wasserstein-p metric on a compact domain is equivalent to the C * topology for any p ≥ 1 (see,e.g, [Am] ).
Proof. The reader should notice the analogy of the definition of H p with the Wasserstain p-metrics. In fact, it is evident, by definition, that an optimal lifting ν exists for µ ∈ H p . Such a measure can be decomposed, by the Theorem of measure's decomposition [AFP] , into
for µ a.a. (x, t). It follows that v ∈ L p (dµ) and, moreover,
By definition:
I
. It follows that for almost any t 1 , t 2 ∈ I the LHS of (2.1) converges, as n → ∞, to
The result follows by the dual formulation of the Kanterowitch problem in the case p = 1 (see (1.1)) and the remark above.
Given µ 0 and µ 1 ∈ M, define the set
Note that Λ p (µ 0 , µ 1 ) can be defined equivalently in a weak way
where ν is a lifting of µ ∈ H p and φ ∈ C ∞ (Ω I ).
Corollary 2.1. The set Λ p (µ 0 , µ 1 ) where p > 1 is closed and locally compact in C(C * (Ω I )).
Following [Am] , we may approximate any µ ∈ H p by a measure µ ε = ρ ε (x, t)dxdt, where ρ ε ∈ C ∞ (Ω I ). This is done by convoluting µ t with a smooth, positive kernel ε −n η(x/ε). Such a regularization induces also a regularization of v into v ε ∈ C ∞ (Supp(µ)) (note that Supp(µ) is the closure of an open set). Evidently,
An analogous argument is also valid for any pair of measures µ t 0 , µ t 1 where t 0 , t 1 ∈ I, with respect to their optimal Kantorovich measure λ. From these, we obtain the following Lemma 2.3. ( Regularization Lemma): If µ ∈ H p then there exists a sequence µ ε ∈ H p with a smooth density so that µ = lim ε→0 µ ε holds in C * (Ω I ) and, moreover,
In addition, for any t 0 , t 1 ∈ I,
We next consider the relation between H p and the optimal solution of the Kanterowitch problem.
Proposition 2.1. Assume p ≥ 1. Let µ 0 , µ 1 ∈ M. Then Λ p (µ 0 , µ 1 ) = ∅. and inf µ∈Λp(µ 0 ,µ 1 ) ||µ|| p = d p (µ 0 , µ 1 ) and the infimim above is attained at: dy) is an optimal solution of the Kanterowitch problem (K) .
The proof is similar to the proof of Theorem 4.2 of Ambrosio [Am] for the metric case (p = 1) . A sketch of it is given in the appendix.
We note that Corollary 2.1 is not valid in the case p = 1. To see it, consider the measure:
By Proposition 2.1 we can approximate µ by a sequence of measures µ n ∈ Λ 1 (µ 0 , µ 1 ) as follows: For each m ∈ N consider the division t
Then, by Propsoition 2.1, µ m are bounded in H 1 and µ m → µ. However, µ ∈ H 1 unless α j are constants in t. To see it, note that the continuity equation takes the form
where v j (t) are the velocities attributed to x j . It is evident that, unlessα j ≡ 0, for any possible choice of v j one can find φ = φ(x, t) for which the integral on the right does not vanish.
Dual representation of H 2
From now, we shall concentrate in the case p = 2. Let J : R + → R be a convex function which satisfies J(0) = 0. We make the convention J(s) = ∞ for s < 0. Assume that there is a smooth density ρ(x, t) = ρ µ associated with µ ∈ H 2 , and let f (x, t, v) = f ν be a density of a lifting ν of µ. Define the functional
where the infimum is taken on the set of functions f satisfying
The following Lemma is self-evident:
Lemma 3.1. Assume µ ∈ H 2 has a density ρ µ and there exists a lifting ν of µ which has a density f = f (x, t, v), so that J(f ) is integrable over Ω I × R n . Then
We now claim:
Lemma 3.2. Let µ 0 , µ 1 ∈ M. Then there exists a connecting orbit µ ∈ Λ 2 (µ 0 , µ 1 ) with finite H 2 norm and a lifting ν such that both µ and ν has densities in L p (Ω I ) (res. L p (Ω I × R n )), where 1 ≤ p < 1 + 1/n.
Proof. It is enougt to show the lemma for Dirac measures µ 0 = δ x 0 and µ 1 = δ x 1 . Moreover, we shall consider such an orbit which connect µ 0 at time t 0 to µ 1 at time t 1 . Let ρ 1 (r) be a smooth, positive function with compact support such that Set also ρ α (r) = α n ρ 1 (αr) .
Define
A direct calculation shows that ρ satisfies the continuity equation:
Finally, define the lifting of ρ as
It follows immediently that
Moreover:
and Lemma 3.3. Suppose J is convex and cp α < J(p) < C(1 + p α ) for all p > 0, J = ∞ for p < 0. Then, for possibly other constants c, C, cq α/α−1 < J * (q) < (C + 1)q α/α−1 and cq
Define now:
We extend the definition of I ε J (φ, ρ µ ) to all functions φ which are locally Lipshitz in Ω × (0, 1) (note that φ t + |∇ x φ| 2 /2 is defined a.e.). In that case, we define
Proof. A weak formulation of the constraint
As for the second constraint in (3.2), we can write it in several versions: Either
or
(3.6) Indeed, it is evident that, granted (3.3), both (3.4) and (3.5) are equivalent since ρ satisfies the end conditions µ 0 , µ 1 as t → 0, 1 by assumption. Now, (3.6) is equivalent to (3.5) for all φ ∈ C ∞ (just replace φ → −φ). If φ ∈ LIP l is the distributional limit of a sequence φ n ∈ C ∞ then the inequality is preserved.
Define
We readily compute:
We now substitute λ →λ = (λ + φ t + |∇ x φ| 2 /2)/ε to obtain
Taking now the supremum above with respect toλ ∈ C ∞ , we obtain the result.
From Lemma 3.3 we can take ε → 0 in the definition of I ε J and obtain, via Lemma 3.4, Lemma 3.1 and the regularization Lemma 2.3:
(3.7)
as well as
An interesting application of the above results is:
Corollary 3.2. If φ is a Lipshitz function, then, for any x 0 , x 1 in Ω and any t 1 > t 0 :
where s > n + 1 and γ > s−1
Proof. We use Corollary 3.1 with µ supported on Ω × [t 1 , t 0 ] and
By the proof of Lemma 3.2 we can find such a µ for which:
and, for the density ρ = ρ µ :
where p < 1 + 1/n and α any positive constant. Let p * = p/(p − 1), β > 1 and s = βp * . It follows that Ω t 1 t 0 (φ t + |∇ x φ| 2 /2)ρdxdt ≤ ||ρ|| p ||φ t +|∇ x φ| 2 /2|| p * ≤ ||ρ|| p ||φ t +|∇ x φ| 2 /2|| s |t 1 −t 0 | 1/β * p * Since 1/(β * p * ) = 1/p * −1/s we obtain:
is the optimal choice and yields the desired result.
Another application are the theorems and corollary below, to be proved in the next section:
Theorem 1. (i) For any µ 0 , µ 1 ∈ M:
where the supremum is taken on all smooth functions φ = φ(x, t) which satisfies the homogeneous Hamilton-Jacobi equation
(3.10) (ii) There exists a function φ which realizes the supremum on the right side of (3.9). Moreover, φ ∈ C 1,α loc (Ω I ) ∩ LIP (Ω I ) for any 0 ≤ α < 1, (if n = 1 then φ ∈ C 1,1 loc (Ω I ) ∩ LIP (Ω I )) and the flow T t 1 t 0 , given by
is a family of homomorphisms on Ω × (0, 1) which satisfies:
Theorem 2. For any µ 0 , µ 1 ∈ M:
Moreover, the maximizer is a reversible solution of (3.10) .
Corollary 3.3. If there is an equality in (3.9), then T is an optimal Monge map with respect to µ 0 , µ 1 .
Proof of main results
I'll review some facts about the equation
where P ∈ LIP (Ω I ). It is known that if φ (and hence P ) are smooth, then ∀x 0 , x 1 ∈ Ω , ∀t 1 > t 0 , the solution φ can be represented either in the forward version:
where the infimum above is taken on all orbits y(s) : [t 0 , t 1 ] → Ω such that y(t 1 ) = x 1 , or in the backward version φ(x 0 , t 0 ) = sup y=y(s)
where the supremum above is taken on all orbits y(s) : [t 0 , t 1 ] → Ω such that y(t 0 ) = x 0 . From the above it follows that one can solve the initial value problem (4.1) in Ω I with given φ(x, 0), or the end value problem with given φ(x, 1), provided we a-priori know that the solution is smooth. Moreover, we know that, in this case, the solution is reversible in the following sense: If we solve the initial value problem with given φ(x, 0), using (F) with (x, t) = (x 1 , t 1 ) and (x 0 , t 0 ) = (x 0 , 0), and then we use the obtained solution at t = 1 in the backward formulation (B) with (x 0 , t 0 ) = (x, t) and (x 1 , t 1 ) = (x 1 , 1), we recover the same solution φ. Such a solution is called reversible.
The following claims are common knowledge (or, at least, should be): Claim 1: For any initial data φ(, 0) ∈ C(Ω) and P ∈ LIP (Ω I ) one can construct a forward solution
which satisfies F for every 0 ≤ t 0 < t 1 ≤ 1. Moreover, φ ∈ LIP (Ω × (0, 1]) and satisfies (4.1) a.e. The analogous claim holds also for backward solution with prescribed φ(, 1). This time, φ ∈ LIP (Ω × [0, 1)). If φ(, 0) (res. φ(, 1)) are Lipshitz in Ω then φ ∈ LIP (Ω I ).
Claim 2 If φ is a forward solution and ψ is a backward solution so that φ(, 1) = ψ(, 1) holds then ψ(, t) ≤ φ(, t) for every t ∈ I. If, in addition, φ(, 0) = ψ(, 0) then φ ≡ ψ is a reversible solution.
Claim 3 If a sequence φ n (, t 0 ) converges uniformly to φ(, t 0 ), then the corresponding forward solutions φ n converges uniformly to a forward solution φ for any t > t 0 . Same holds for backward solutions (where, this time, t ≤ t 0 ).
We now turn to the proof of the main results of Section 3
Proof. (Theorem 1):
The first part follows from Corollary 3.1 and Proposition 2.1. Just consider (3.8) restricted to φ ∈ C ∞ which satisfies φ t + |∇ x φ| 2 /2 = 0, and use Proposition 2.1 to take the infimum of all µ ∈ Λ 2 (µ 0 , µ 1 ). To prove part (ii), we first note that a maximizing sequence φ n must be uniformly bounded in LIP (Ω I ). Indeed, since the functions φ n are defined up to a constant, we may assume that min Ω φ n (x, 0) = 0. Using Claim 1 (with P ≡ 0) we obtain, since φ n is a forward solution:
Then φ n (x, t) ∈ LIP loc (Ω × (0, 1]) with n−independent estimate. However, φ n are also backward solutions, hence
hence φ n (x, t) ∈ LIP loc (Ω × [0, 1)), with n−independent estimate as well. Let us assume, first, that n = 1. Set u := φ ′ x . Then u n satisfies the Burgers equation:
u n,t + u n u n,x = 0
If we further define w = u ′ x then w n,t + u n w n,x + w 2 n = 0 .
This implies that, along a characteristic line:
where the + (−) sign corresponds to an integration up (down) the characteristic curve. Since φ n ∈ C ∞ (Ω I ) it follows that w n are locally uniformly bounded (from above and below) in Ω × (0, 1) for, otherwise, the solution of (4.2) blows up at some t ∈ (0, 1). Hence φ n ∈ C 2 loc (Ω × (0, 1)) with a uniform (n−independent) estimate. Hence, the maximizer φ, being a uniform limit of φ n , is in C 1,1 loc (Ω × (0, 1)). In the case n > 1 we proceed similarly. Define
which yields, again,
along the characteristic curves. Using i j ∂ 2 x i ,x j φ n 2 ≥ [∆ x φ] 2 we obtain, similarly to the case n = 1, a uniform bound |∆ x φ n (, t)| < C(t) with C ∈ L ∞,loc (0, 1). Now, we call upon [G,T] (Theorem 3.9), to obtain an estimate of the form
where the infimum is taken over all f which satisfies (3.2) subjected to the end conditions f (., 0, v)dv = µ 0 and f (., 1, v)dv = µ 1 . Proceeding as in the proof of Lemma 3.4 when we use now the constraint (3.5), we obtain
By Lemma (3.3) we obtain that
where s > n + 1 provided we chose J(s) ≈ s α with 1 < α < 1 + (2/n). Now, take a sequence φ k ∈ C ∞ and ε k → 0 such that lim k→∞ Ψ ε k (φ k ) = d 2 2 (µ 0 , µ 1 )/2. By Corollary 3.2 we obtain that
Since φ k are defined only up to a constant, then we may set a convention by which min Ω φ k (x, 0) = 0. Since J * (s) = 0 for s < 0 we may assume P k ≥ 0 for, otherwise, define P + k = [P k ] + and φ + k to be the (classical) forward solution of the Hamilton-Jacobi equation with P + k on the r.h.s and φ + k (, 0) = φ k (, 0). By Claim 1, φ + k ∈ Lip(Ω I ) and φ + k ≥ φ k for all (x, t) ∈ Ω I . Thus, φ + k ∈ LIP (Ω I ) is a maximizing sequence as well, satisfying (4.3). Since, moreover, min Ω φ + k (x, 0) = 0 by assumption we obtain from Corollary 3.2 that φ + k (, 1) are uniformly bounded in L ∞ (Ω). In fact, we may assume that φ + k are uniformly bounded in L ∞ (Ω I ) as well since, otherwise, define φ − k to be the backward solution of φ t + |∇ x φ| 2 /2 = P + k such that φ − k (, 1) = φ + k (, 1). By Claim 2 it follows that φ − k ≤ φ + k on Ω I , so φ − k is, again, a maximizing sequence in the sense of (4.3). By definition of backward solution (and since φ − k (, 1) are uniformly bounded by assumption and P + k ≥ 0), we obtain that φ − k (, 0) are uniformly bounded from above . Applying Corollary 3.2 again we see that φ − k (, 0) are uniformly bounded from below as well. Finally, define φ * k to be the forward solution subjected to φ * k (, 0) = φ − k (, 0). By the same argument as above this is a maximizing sequence which is uniformly bounded in L ∞ (Ω I ).
As for now, we have a uniformly L ∞ bounded maximizing sequence φ * k ∈ Lip(Ω I ) which are all forward classical (Lipshitz) solutions of the Hamilton-Jacobi equation with P + k on the r.h.s, and P + k → 0 in L s where s > n + 1. Since both φ * n (, 0) and φ * n (, 1) are both pointwise bounded it follows that there exists weak limits, denoted by φ(, 0) and φ(, 1) respectively, such that Ω φ(x, i)dµ i = lim n→∞ Ω φ * n (x, i)dµ i ; i = 0, 1
hence Ω φ(x, 1)dµ 1 − Ω φ(x, 0)dµ 0 ≥ d 2 2 (µ 0 , µ 1 ) 2 .
(4.5)
Let ψ n be the forward (classical) solutions: ψ n,t + 1 2 |∇ x ψ n | 2 = 0 ; ψ(x, 0) = φ * n (x, 0) .
Using Corollary 3.2 I claim that ψ n (x, 1) ≥ φ * n (x, 1) − O(||P + n || s ) .
Indeed, ∀x 1 ∈ Ω∃x 0 ∈ Ω such that ψ n (x 1 , 1) = φ * n (x 0 , 0) + (x 1 − x 0 ) 2 /2, and we apply Corollary 3.2 for t 1 = 1, t 0 = 0 to obtain the above result. In particular we obtain that lim n→∞ Ω ψ n (, 1)dµ 1 ≥ Ω φ(, 1)dµ 1 , whenever the limit exists.
Being a sequence of forward solutions with uniformly bounded initial data, ψ n are locally uniformly bounded in Lip(Ω×(0, 1]). Therefore, by Claim 3, there is a limit ψ ∈ Lip(Ω×(0, 1]) for some subsequence which is a forward solution. Moreover Ω ψ(, 1)dµ 1 ≥ Ω φ(, 1)dµ 1 .
In addition we have by definition of forward solution (with P ≡ 0): ψ n (x, t) ≤ φ * n (x, 0) for any t > 0, hence
and Ω ψ(x, 1)dµ 1 − lim inf
tց0 Ω ψ(x, 0)dµ 0 ≥ d 2 2 (µ 0 , µ 1 ) 2 .
(4.6)
Using Corollary 3.1 we obtain that, in fact, there is an equality in (4.6) so ψ is a forward maximizer in LIP (Ω×(0, 1]). Now we build a backward solution η from ψ(, 1), using Claim 1.
Since the later is Lipshitz, η ∈ LIP (Ω I ) and η(x, t) ≤ ψ(x, t) on Ω I by Claim 2, so η is a backward maximizer. Finally, construct the forward solution ξ of the homogeneous Hamilton-Jacobi equation satisfying ξ(, 0) = η(, 0). Then ξ = η ∈ LIP (Ω I ) is a reversible solution by Claim 2.
Proof. (Corollary 3.3): Let λ be the optimal solution of the Kantorovich problem (K) for µ 0 , µ 1 . Set µ t = [x + t(y − x)] # λ. By Proposition 2.1, ||µ|| 2 = 2 1/2 d 2 (µ 0 , µ 1 ). Insert µ in (3.8) of Corollary 3.1. By assumption, φ maximizes (3.8). Thus, if we substitute φ + εψ for ψ ∈ C ∞ 0 (Ω I ) in (3.8) we obtain:
which is a weak form of the continuity equation for µ. Since ∇ x φ generates a flow T t 2 t 1 , it follows that this flow transports µ t 1 to µ t 2 . In particular, T transports µ 0 to µ 1 . Now, since φ is a forward solution:
and the proof follows from the assumed equality in (3.9).
