ABSTRACT Automatic digital pressure gauge calibration is challenging due to various unconstrained conditions. Although existing CNN-RNN based methods have been almost perfect on scene text recognition, they fail to perform well on digital pressure gauge calibration that requires to be extremely computationefficient and accurate. In this paper, we propose a light weight fully convolutional sequence recognition network for fast and accurate digital Pressure Gauge Calibration (PGC-Net). PGC-Net integrates feature extraction, sequence modelling and transcription into a unified framework. Experimental results show that PGC-Net runs 28 fps on CPU with 97.41% accuracy. Compared with previous methods, PGC-Net achieves better or comparable performance at lower inference time. Without bells and whistles, PGC-Net is capable of recognizing decimal points that usually appear in pressure gauge images, which evidently verifies the feasibility of PGC-Net. We collected a dataset that contains 17, 240 gauge images with annotated labels for automatic digital pressure gauge calibration. The dataset has been public for future research.
I. INTRODUCTION
The digital pressure gauges are widely used in various industrial fields for gas pressure measurement. Measurement errors and inaccuracies may have costly consequences. The pressure gauges are required to be calibrated periodically to meet the need of measuring quality, safety, and compliance standards and regulations [1] , [2] . Digital pressure gauge calibration means comparing the numeric value displayed in a pressure gauge with the standard value. The displayed numbers should be adjusted to cover the meter's range, according to the calibration requirements [3] . Therefore, calibrating a specified pressure gauge means hundreds of times of number recognition as well as comparison. Recently automatic gauge calibration (AGC) has received significant interest from engineers and computer scientists, as it holds promise to considerable labor costs saving [4] , [5] . To calibrate a digital pressure gauge automatically, the numeric value displayed in the gauge should be recognized instantly with high accuracy.
Although some automatic meter reading (AMR) methods [6] - [12] have been proposed and implemented, they are
The associate editor coordinating the review of this article and approving it for publication was Mehul S. Raval. not applicable in AGC due to the following reasons: (1) existing methods usually adopted a deep convolutional network as the image extractor [7] . It is because AMR is not time sensitive and the images utilized in AMR merely need to be periodically recognized. As a comparison, the gauge images in AGC have to be recognized instantly to cover the gauges' entire range; (2) majority of current AMR methods [6] - [12] are built on specified meter images and can merely recognize 0 − 9 digital numbers. AGC requires images of a variety of digital pressure gauges to be recognized automatically. The methods in AGC are also required to be capable of recognizing the decimal point at the same time.
To address the issues of AGC, we propose a light weight fully convolutional sequence recognition network for fast and accurate digital Pressure Gauge Calibration (PGC-Net). As is illustrated in Fig. 1 , PGC-Net contains a convolutional backbone for image feature extraction, a recurrent component for context modelling among the extracted feature sequence, and a transcription layer that transcript the per-frame prediction decoded by the recurrent component. PGC-Net is designed to recognize the numbers displayed in digital pressure gauge images with low inference time and high recognition accuracy. The network structure in PGC-Net has been carefully FIGURE 1. Framework of the proposed PGC-Net. Given an input meter image, the model extracts a feature sequence with a convolutional backbone, then a recurrent component takes as input the feature sequence to decode it into the per-frame prediction. Finally, a transcription layer transcript the per-frame prediction into the final output.
optimized so as to be computational efficient. The maximum receptive field in PGC-Net is constrained to be capable of recognizing the decimal points that may appear in the gauge images. Additionally, we collected and annotated a digital pressure gauge image dataset (PGC-DB) to train the proposed PGC-Net.
The contributions of this work are summarized as follows: 1) We propose a PGC-Net to recognize the numbers in the digital pressure gauge images for fast and accurate gauge calibration. PGC-Net is designed specially for AGC with very low computational cost. 2) Experimental results demonstrate the advantages of the proposed PGC-Net over other state-of-the-art methods on the collected digital pressure gauge image dataset. PGC-Net achieves better or comparable performance with considerable lower inference time. 3) We collected and labelled a digital pressure gauge image dataset (PGC-DB). To the best of our knowledge, it is the first image dataset for AGC.
II. RELATED WORK
We review the previous work considering two aspects that are related to ours, i.e., scene text recognition and automatic meter recognition (AMR).
A. METHODS TOWARDS SCENE TEXT RECOGNITION
For scene text recognition, existing methods can be classified into two categories: character based [13] - [21] and whole word based [24] - [30] .
Character based methods usually need individual character segmentation and per-character classification. The percharacter classification results are subsequently integrated to generate the full text recognition. The characters are usually segmented with sliding window [13] , [14] or related character localization methods [15] - [17] . Then, they are identified by extracted hand-crafted [14] or deep features [18] - [20] .
Wang et al. [18] and Jaderberg et al. [19] first exploited convolutional layers for character feature extraction, then applied some heuristic rules for characters generation. Liu et al. [21] proposed to detect and rectify individual characters in an hierarchical attention based neural network. Character based approaches require training a strong character detector to precisely detect and crop each character out from the original text image, which may be quite challenging because of the complicated background and the uneven distance between consecutive characters [22] , [23] .
Whole word based methods predict the text without character localization. These methods firstly extract the features across the entire image then perform text classification directly. The method in [25] takes the text image as input to a deep CNN, then performs a multi-way classification across the entire dictionary of potential words. As the basic combinations of text sequence can be huge, the trained model cannot be generalized to other types of sequence-like texts and is not flexible. In recent years, the recognition of scene text has advanced greatly because of the rapid development of CNN-RNN based methods [26] - [30] . The high semantic representations are extracted by a CNN backbone, then the RNN part takes the extracted representations as input then predict the structured sequence-like outputs. One of the advantages of RNN is that it does not need the position of each element in a sequence object image in both training and testing. Such CNN-RNN based methods avoid character localization and are capable of handling sequences in arbitrary length. On the other hand, Gao et al. [31] proposed an end-to-end fully convolutional network with the stacked convolutional layers to capture the long-term dependencies among elements of scene text image. Besides, Zhang et al. [32] develops a sequence-tosequence Domain Adaptation Network (SSDAN) that introduces a gated attention similarity unit to align the distribution of the source and target sequence data. Bartz et al. [33] proposed a semi-supervised neural network for simultaneously scene text detection and recognition. However, the method of [26] , [32] - [35] adopted deep convolutional backbone to extract image feature and are too time-consuming for AGC.
Recently, a number of approaches have been proposed to recognize natural scene texts with irregular arrangements (e.g., curved, arbitrarily oriented or seriously distorted or even in horizontal orientation). Current methods for irregular text recognition can be divided into four categories, i.e., attention based [30] , [36] - [38] , multi-orientation encoding based [39] - [41] , shape rectification based [28] , [42] - [44] , and character localization based approaches [45] , [46] . Li et al. [40] analyzed the benefits and contributions of the mentioned methods qualitatively. They found each method contributes to scene text recognition and different properties of modules provide different choices in practical applications. Compared with regular text recognition, it is much more challenging to recognize irregular text of arbitrary shape for a model. The methods towards irregular scene text recognition usually exploit deep backbone network (e.g., ResNet101 [36] ) for image feature extraction, or parallel convolutional layers [37] , [39] to learn attention weights, or need per-pixel annotation for supervision [45] , [46] . The gauge images utilized in AGC usually appear in regular arrangements, thus the benefits of these methods are limited at a cost of model complexity as well as inference time.
B. AUTOMATIC METER RECOGNITION
Existing automatic meter reading (AMR) methods usually borrow ideas from scene text recognition and can be divided into character based and whole word based. Current AMR methods usually attempt to recognize text images of a specified meter device, e.g., water meter [6] , [7] , utility meter [8] , [9] , gas meter [10] , [11] or energy meter [12] . Among them, the methods in [9] - [12] are character based. It is worth noting that character detection operation may fail under complex background in meter images, then the characters cannot be classified or integrated. Recent methods in [6] - [8] are whole word based, they are end-to-end trainable and show better generalization performance on meter images, thus is more practical for real-world application scenarios [47] .
Although current whole word based AMR methods are capable of recognizing gas meter text, they fail to satisfy some requirements in AGC. On one hand, AGC is time sensitive, the network structure has to be carefully tuned to be computational efficient; on the other hand, the model is required to be capable of recognizing decimal points with few exceptions. We designed the proposed PGC-Net according to the principles mentioned above. Meanwhile, we collected and labelled a gas meter dataset in real-world scenarios. The dataset contains diverse images of multiple digital pressure gauges. The light weight network structure, and the collected gas meter dataset, ensure the fast and accurate automatic digital pressure gauge calibration. Fig. 1 illustrates the network structure of the proposed PGC-Net. PGC-Net consists of a convolutional backbone for sequence feature extraction, a recurrent neural component for sequence modelling, and a transcription layer to transcript the sequence prediction.
III. PORPOSED METHOD A. FRAMEWORK OF PGC-NET
The convolutional backbone takes a gas meter image I as input to extract a feature sequence,
(1)
T denotes the sequence length. Then, X is fed into the recurrent component to be decoded into a number string S w , where S w = {s 1 w , s 1 w , ·, s K w } denotes the ground truth number string of the image I. We can formulate the recognizing process as a sequence labelling problem [29] . Given an input image I, we maximize the probability of the target number string S w , θ = arg max
where θ are the parameters of PGC-Net, containing both the convolutional and recurrent components. With the sampled images and corresponding number strings, the equation 2 can be optimized by applying the chain rule to model the joint probability over S w :
A number of computational efficient CNN architecture has been proposed, e.g., ShuffleNet [48] and MobileNet [49] . These models have satisfactory trade off between latency and accuracy for generic object detection and image classification. However, they are not suitable for AGC because AGC merely needs to recognize limited characters and can be accomplished with fewer model size as well as parameters. The detailed configurations of PGC-Net are described below.
1) THE CONVOLUTIONAL BACKBONE
The convolutional backbone is used to extract the feature sequence from an input image. As is illustrated in Fig. 2 , the backbone in PGC-Net consists of three convolutional layers. Each followed by a batch normalization layer, a Rectified Linear Units (ReLU) activation layer and a pooling layer. The detailed layer parameters are listed in table 1. Similar to VGG-16 network [50] , the outputs of each convolutional layer have the equal spatial size and doubled channels with its input. This is because utilizing the convolutional filters with a small receptive field (e.g. 3 × 3) can decrease the parameters (size) of the model [51] . On the other hand, the increased channels are beneficial for the network to capture the semantic information [52] . The pooling layers in the backbone down sample the input feature map to a smaller spatial dimension. The pooling layers in PGC-Net have asymmetric kernel filters (2 × 4 for the first two pooling layers, 1 × 2 for the third pooling layer). Mathematically speaking, given a gas meter image of size 100 × 32, the spatial size of the generated feature map becomes 50 × 8, 25 × 2, 25 × 1 after each pooling layer. With the specially designed pooling layers, PGC-Net is capable of obtaining a feature sequence from the input image, each column of the extracted feature sequence corresponds to a rectangular region of the input image and can be considered as the image descriptor for that region [26] .
2) THE RECURRENT COMPONENT
The recurrent component in PGC-Net is adopted to translate the input feature sequence
Fig . 3 illustrates the recurrent component that is composed of a two-layer Bi-LSTM. For each layer of Bi-LSTM, we combined two LSTMs, one forward and one backward, into a bidirectional LSTM for sequence modelling. Each LSTM unit contains 128 hidden units.
The Bi-LSTM layer is capable of traversing the input sequence from the start to the end, and from the end to the start, it is capable of capturing long-range dependencies which usually occur in image-based sequences. The sequence recognition task can benefits from contextual cues because some characters may require more than one frames to accurately describe (e.g., character 2, 3). On the other hand, The LSTM unit in Bi-LSTM is able to input and output sequences of arbitrary lengths. It has a self-connected hidden layer between its input and output layers. Given a input feature sequence X = {x 1 , x 2 , x 3 , · · · , x T }, The LSTM unit receives a frame x i in X step by step. Each step the LSTM unit takes both the current input frame x i and past hidden state h i−1 as input, then updates its current hidden state h i = g(x i , h i−1 ) where g denotes the non-linear function in the LSTM unit. Then the prediction p i is obtained according to h i . Such a component is appealing due to its powerfulness and simplicity in sequence modelling, as well as its ability to capture output dependencies.
3) TRANSCRIPTION
With the per-frame prediction P = {p 1 , p 2 , p 3 , ·, p T } generated from the RNN component, we adopt the connectionist temporal classification (CTC) [53] to map the prediction to a label sequence S w . CTC allows us to train a sequence recognition network without having to specify the alignment between input sequences and labels. Generally speaking, given the pre-frame prediction P, CTC ignores both the position and width of the characters in the image and map P to the annotated label sequence S w .
Let us denote the character set as S = {0, 1, 2, 3, 4, 5, 6, 7, 8, 9, · · · , blank}, where blank denotes no prediction at the corresponding time step. Given an input prediction sequence P = {p 1 , p 2 , p 3 , · · · , p T }, CTC specifies a distribution over the sequences by applying a softmax function to each time step, and provides the probability of the predicted characters at the corresponding time step. With the per time-step output distribution, CTC computes the probability of different predicted sequences. Then CTC aims to find an approximately optimal path π with maximum probability through the FIGURE 4. Some example images picked from our collected PGC-DB dataset. The images contain diverse distortions which make them difficult to recognize. Some labels may contain decimal points, e.g. the first three gas meter images in the 1st row.
sequence, i.e.,
where a path π is a label sequence according to the per-frame prediction of the recurrent component in PGC-Net,
B denotes an operator that removes the repeated labels and the blank labels from the path. For example, B(12−22−.−6−) = B(12 − 2 − . − 6−) = (122.6). The CTC looks for an approximately optimized path π with maximum probability through the Bi-LSTMs output sequence, which aligns the different lengths of Bi-LSTMs sequence and the number string. The CTC layer is directly connected to the outputs of Bi-LSTMs, and works as the output layer of the recurrent component. CTC makes it possible to train the model in an end-to-end manner by minimizing an overall loss function. The loss for each sample pair is computed as sum of the negative log likelihood of the annotated number string,
IV. EXPERIMENT
In this section, the experimental evaluations of PGC-Net are presented. Before showing the results, we will firstly describe the experimental settings, including datasets, evaluation metric, as well as the implementation details. Then, we compare our method with the state-of-the-art scene text recognition methods. Finally, we provide an analysis on some representative examples in the PGC-DB dataset.
A. DATASET
To the best of our knowledge, currently there do not exist an image dataset for automatic digital pressure gauge calibration. Existing scene text datasets such as ICDAR 2013 [54] , IIIT 5K-Word [55] and SVHN [56] that are not suitable for AGC because significant difference in image distribution.
To fill the distribution gap between general scene text and gas meter images, we manually collected and annotated a gas meter image dataset (PGC-DB). 1 Some example images have been displayed in Fig. 4 . As displayed in Fig. 4 , the numbers displayed in digital pressure gauges may appear with different sizes, length as well as fonts. They may contain decimal point or not according to the meter type. Moreover, the images present distortions such as dirt, reflections, defective character, different illumination et al. It is obvious that the images in PGC-DB are diverse in background color, text shape, resolution and numeric distribution. PGC-DB contains 17, 240 images in total. The overall images are divided into training and testing set. The training set contains 10, 000 digital gauge images, the remaining 7, 240 images are reserved for testing. The number of each character are listed in table 2. All the images are carefully annotated with the corresponding number strings. The dataset will be public for further research.
B. EXPERIMENTAL SETUP 1) DATA PREPROCESSING
For training and inferencing efficiency, all the images are rescaled to 100 × 32 with necessary zero padding on the relatively short side of the images. The spatial ratios of the TABLE 2. Number of characters in the PGC-DB.
TABLE 3.
Comparison with other stares of the art methods. Accuracy 1 means the recognition accuracy on images without decimal points, i.e., the images only contain decimal numbers. Accuracy 2 means the recognition accuracy on images with decimal points. input images are compared with 100/32 to decide if a zero padding should be performed.
2) IMPLEMENTATION DETAILS
We implemented PGC-Net using Tensorflow framework [57] . We adopted a batch-based stochastic gradient descent method to optimize the model. The base learning rate was setted as 0.01 and was reduced by polynomial policy with gamma of 0.1. The weight decay was setted as 0.0005 and the momentum was setted as 0.9. The training of models was completed on a Titan-X GPU with 12GB memory. During the training stage, we set the actual batch size as 128 and the maximum iterations as 100K. Both the convolutional backbone and the recurrent component within PGC-Net were jointly trained by minimizing the CTC loss function [53] . It took about five hours to finish optimizing the model.
3) EVALUATION METRIC
For AGC, we reported the overall recognition accuracy on the test set in PGC-DB for evaluation. Besides, we utilized the FLOPs (i.e., floating point operations), inference speed and model size for comprehensive comparisons.
C. EXPERIMENTAL RESULTS

1) COMPARISON WITH STATE OF ARTS
We compared PGC-Net with CRNN [26] , FCN [31] and FCSRN [7] . CRNN adopted a tweaked version of VGG network architecture for scene text recognition. FCN dropped the RNN component and captured the sequential dependencies with the entirely convolutional operations. FCSRN utilized a 16-layer fully convolutional (with residual blocks) sequence network for water meter number reading. For a fair comparison, we adopted the proposed convolutional backbone in FCN, then added four convolutional layers to model the contextual dependency among the image feature sequence. Table 3 shows the comparisons. CRNN achieves comparable accuracy with PGC-Net with significant speed drop. As a comparison, the proposed PGC-Net is capable to run at 28 fps with 97.41% accuracy. It is because PGC-Net has fewer convolutional layers and parameters. PGC-Net outperforms CRNN on images with and without decimal points. FCN and FCSRN have fewer FLOPs than and are much more computational efficient than PGC-Net. They obtain comparable results on images without decimal points. However, FCN and FCSRN are not good at recognizing meter images that contain decimal points. It can be explained that the introduced extra convolutional layers in FCN and multiple convolutional layers in FCSRN have deepened the models, the enlarged receptive field of the neurons is detrimental for decimal points recognition.
2) ABLATION ANALYSIS
We additionally conducted ablation analysis to investigate the speed-accuracy trade off of the proposed PGC-Net. The comparison results are shown in table 4. We obtained different models by adjusting the channels in the convolutional backbone, and increasing/decreasing the number of Bi-LSTM layers.
The experimental results in table 4 show that the proposed PGC-Net outperforms other models listed in table 4. Our proposed PGC-Net achieves a good compromise in recognition speed and accuracy.
For models that contain one/two layer Bi-LSTM, the decreased convolutional channels in the backbone help the models recognize images with less time, while at a cost of severe performance degradation. In detail, when the convolutional channels are halved, the performance would drop 67.71% (from 96.34% to 31.11%). It is because these overcompressed models are not capable of capturing the character variations in the digital gauge images. On the other hand, the model with doubled convolutional channels achieves comparable performance with PGC-Net, at a cost of significant increase in model size and FLOPs. It is noteworthy that models with two-layer Bi-LSTM always outperform the one-layer Bi-LSTM models. We additionally removed the Bi-LSTM layers for scale = 1 (the convolutional backbone in PGC-Net) and scale = 2 (the convolutional backbone with doubled channels) in table 4. The experimental results show that without the Bi-LSTM layers, the models would suffer TABLE 4. Ablation experiments of the proposed PGC-Net on PGC-DB dataset. Accuracy 1 means the recognition accuracy on images without decimal points, i.e., the images only contain decimal numbers. Accuracy 2 means the recognition accuracy on images with decimal points. from performance declination inevitably. It is because the Bi-LSTM layers can lead to better context modelling by adjusting the receptive field [58] .
To investigate the character classification performance on the test set of PGC-DB, we reported the confusion matrix of PGC-Net on the test set of PGC-DB in Fig. 5 (a) . It is clear that PGC-Net achieves satisfactory performance on all the characters. Each character can be recognized with high precision with few confusions.
Additionally, we carefully browsed all the predictions on the test set in PGC-DB and displayed some representative failed examples in Fig. 5 (b) . Although PGC-Net is robust to most image distortions, it is not capable of recognizing the incomplete characters that appear in meter images (e.g. image of the second and third columns of the first row). On the other hand, PGC-Net is not capable of recognizing the decimal points that appear in extremely dark images. One possible way to handle such hard examples is to improve the image acquisition quality.
V. CONCLUSION
In this paper, we proposed a light weight convolutional sequence network to recognize the number string in gauge images for automatic digital pressure gauge calibration. The proposed PGC-Net consists of convolutional backbone for sequence feature extraction, and bidirectional recurrent layer for sequence modelling. Experimental results on our collected PGC-DB dataset verified the superiority of our proposed PGC-Net over other state-of-the-art methods. Ablation analyses show that PGC-Net make a better balance between recognition speed and accuracy. We hope that our proposed PGC-Net and collected dataset can benefit future research on automatic digital pressure gauge calibration. KECHAO LIAN received the B.S. degree in electrical engineering from Zhengzhou University, Zhengzhou, China, in 2018, where he is currently pursuing the master's degree in instrumentation engineering. His current research interests include array signal processing, machine learning, and computer vision.
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