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∗
We introdue the ring of Fermat reals, an extension of the real eld ontaining
nilpotent innitesimals. The onstrution takes inspiration from Smooth Innitesi-
mal Analysis (SIA), but provides a powerful theory of atual innitesimals without
any need of a bakground in mathematial logi. In partiular, on the ontrary with
respet to SIA, whih admits models only in intuitionisti logi, the theory of Fermat
reals is onsistent with lassial logi. We fae the problem to deide if the produt
of powers of nilpotent innitesimals is zero or not, the identity priniple for poly-
nomials, the denition and properties of the total order relation. The onstrution
is highly onstrutive, and every Fermat real admits a lear and order preserving
geometrial representation. Using nilpotent innitesimals, every smooth funtions
beomes a polynomial beause in Taylor's formulas the rest is now zero. Finally, we
present several appliations to informal lassial alulations used in Physis: now
all these alulations beome rigorous and, at the same time, formally equal to the
informal ones. In partiular, an interesting rigorous dedution of the wave equation is
given, that laries how to formalize the approximations tied with Hook's law using
this language of nilpotent innitesimals.
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3I. INTRODUCTION AND GENERAL PROBLEM
Frequently in work by physiists it is possible to nd informal alulations like
1√
1− v
2
c2
= 1 +
v2
2c2
√
1− h44(x) = 1− 1
2
h44(x) (1)
with expliit use of innitesimals v/c ≪ 1 or h44(x) ≪ 1 suh that e.g. h44(x)2 = 0. For
example Einstein [13℄ wrote the formula (using the equality sign and not the approximate
equality sign ≃)
f(x, t+ τ) = f(x, t) + τ · ∂f
∂t
(x, t) (2)
justifying it with the words sine τ is very small ; the formulas (1) are a partiular ase of
the general (2). Dira [10℄ wrote an analogous equality studying the Newtonian approxima-
tion in general relativity.
Using this type of innitesimals we an write an equality, in some innitesimal neighbor-
hood, between a smooth funtion and its tangent straight line, or, in other words, a Taylor's
formula without remainder.
There are obviously many possibilities to formalize this kind of intuitive reasonings, ob-
taining a more or less good dialeti between informal and formal thinking, and indeed
there are several theories of atual innitesimals (from now on, for simpliity, we will say
innitesimals instead of atual innitesimals as opposed to potential innitesimals).
Starting from these theories we an see that we an distinguish between two type of de-
nitions of innitesimals: in the rst one we have at least a ring R ontaining the real eld
R and innitesimals are elements ε ∈ R suh that −r < ε < r for every positive standard
real r ∈ R>0. The seond type of innitesimal is dened using some algebrai property of
nilpoteny, i.e. εn = 0 for some natural number n ∈ N. For some ring R these denitions an
oinide, but anyway they lead, of ourse, only to the trivial innitesimal ε = 0 if R = R.
However these denitions of innitesimals orrespond to theories whih are ompletely
dierent in nature and underlying ideas. Indeed these theories an be seen in a more inter-
esting way to belong to two dierent lasses. In the rst one we an put theories that need
a ertain amount of non trivial results of mathematial logi, whereas in the seond one
we have attempts to dene suiently strong theories of innitesimals without the use of
non trivial results of mathematial logi. In the rst lass we have Non-Standard Analysis
4(NSA) and Syntheti Dierential Geometry (SDG, also alled Smooth Innitesimal Analy-
sis, see e.g. Bell [3℄, Kok [20℄, Lavendhomme [22℄, Moerdijk and Reyes [23℄), in the seond
one we have, e.g., Weil funtors (see Kriegl and Mihor [21℄), Levi-Civita elds (see Berz
[7℄, Shamseddine [25℄), surreal numbers (see Conway [9℄, Ehresmann [12℄), geometries over
rings ontaining innitesimals (see Bertram [6℄). More preisely we an say that to work in
NSA and SDG one needs a formal ontrol deeply stronger than the one used in standard
mathematis. Indeed to use NSA one has to be able to formally write the sentenes one
needs to use the transfer theorem. Whereas SDG does not admit models in lassial logi,
but in intuitionisti logi only, and hene we have to be sure that in our proofs there is no
use of the law of the exluded middle, or e.g. of the lassial part of De Morgan's law or of
some form of the axiom of hoie or of the impliation of double negation toward armation
and any other logial priniple whih is not valid in intuitionisti logi. Physiists, engineers,
but also the greatest part of mathematiians are not used to have this strong formal ontrol
in their work, and it is for this reason that there are attempts to present both NSA and
SDG reduing as muh as possible the neessary formal ontrol, even if at some level this
is tehnially impossible (see e.g. Henson [19℄, and Beni and Di Nasso [4, 5℄ for NSA; Bell
[3℄ and Lavendhomme [22℄ for SDG, where using an axiomati approah the authors try to
postpone the very diult onstrution of an intuitionisti model of a whole set theory using
Topos).
On the other hand NSA is essentially the only theory of innitesimals with a disrete
diusion and a suiently great ommunity of working mathematiians and published results
in several areas of mathematis and its appliations, see e.g. Albeverio et al. [1℄. SDG is
the only theory of innitesimals with non trivial, new and published results in dierential
geometry onerning innite dimensional spaes like the spae of all the dieomorphisms of
a generi (e.g. non ompat) smooth manifold. In NSA we have only few results onerning
dierential geometry. Other theories of innitesimals have not, at least up to now, the same
formal strength of NSA or SDG or the same potentiality to be applied in several dierent
areas of mathematis.
Our main aim, of whih the present work represents a rst step, is to nd a theory
of innitesimals within standard mathematis (in the preise sense explained above of a
formal ontrol more standard and not so strong as the one needed e.g. in NSA or SDG)
with results omparable with those of SDG, without foring the reader to learn a strong
5formal ontrol of the mathematis he/she is doing. Beause it has to be onsidered inside
standard mathematis, our theory of innitesimals must be ompatible with lassial logi.
Conretely, the idea of the present work is to by-pass the impossibility theorem about
the inompatibility of SDG with lassial logi that fores SDG to nd models within intu-
itionisti logi.
Another point of view about present theories of innitesimals is that, in spite of the
fat that frequently they are presented using opposed motivations, they laks the intuitive
interpretation of what the powerful formalism permits to do. For some onrete example
in this diretion, see Giordano [16℄. Another aim of the present work is to onstrut a new
theory of innitesimals preserving always a very good dialeti between formal properties
and intuitive interpretation.
More tehnially we want to show that it is possible to extend the real eld adding
nilpotent innitesimals, arriving at an enlarged real line
•
R, by means of a very simple
onstrution ompletely inside standard mathematis. Indeed to dene the extension
•
R ⊃
R we shall use elementary analysis only. To avoid misunderstandings is it important to larify
that the purpose of the present work is not to give an alternative foundation of dierential
and integral alulus (like NSA), but to obtain a theory of nilpotent innitesimals as a rst
step for the foundation of a smooth (C∞) dierential geometry. For some preliminary results
in this diretion, see Giordano [16℄.
II. MOTIVATIONS FOR THE NAME FERMAT REALS
It is well known that historially two possible redutionist onstrutions of the real eld
starting from the rationals have been made. The rst one is Dedekind's order ompletion
using setions of rationals, the seond one is Cauhy's metri spae ompletion. Of ourse
there are no historial reason to attribute our extension
•
R ⊃ R of the real eld, to be
desribed below, to Fermat, but there are strong motivations to say that, probably, he
would have liked the underlying spirit and some properties of our theory. For example:
1. a formalization of Fermat's innitesimal method to derive funtions is provable in our
theory. We reall that Fermat's idea was, roughly speaking and not on the basis of an
aurate historial analysis whih goes beyond the sope of the present work (see e.g.
6Edwards [11℄, Eves [14℄), to suppose rst h 6= 0, to onstrut the inremental ratio
f(x+ h)− f(x)
h
and, after suitable simpliations (sometimes using innitesimal properties), to take
in the nal result h = 0.
2. Fermat's method to nd the maximum or minimum of a given funtion f(x) at x = a
was to take e to be extremely small so that the value of f(x + h) was approximately
equal to that of f(x). In modern, algebrai language, it an be said that f(x+h) = f(x)
only if h2 = 0, that is if e is a rst order innitesimal. Fermat was aware that this
is not a true equality but some kind of approximation (ibidem). We will follow a
similar idea to dene
•
R introduing a suitable equivalene relation to represent this
equality.
3. Fermat has been desribed by Bell [2℄ as the king of amateurs of mathematis, and
hene we an suppose that in its mathematial work the informal/intuitive part was
stronger with respet to the formal one. For this reason we an think that he would
have liked our idea to obtain a theory of innitesimals preserving always the intuitive
meaning and without foring the working mathematiian to be too muh formal.
For these reason we hose the name Fermat reals for our ring
•
R (note: without the
possessive ase, to underline that we are not attributing our onstrution of
•
R to Fermat).
III. DEFINITION AND ALGEBRAIC PROPERTIES OF FERMAT REALS: THE
BASIC IDEA
We start from the idea that a smooth (C∞) funtion f : •R −→ •R is atually equal to
its tangent straight line in the rst order neighborhood e.g. of the point x = 0, that is
∀h ∈ D : f(h) = f(0) + h · f ′(0) (3)
where D is the subset of •R whih denes the above-mentioned neighborhood of x = 0.
The equality (3) an be seen as a rst-order Taylor's formula without remainder beause
intuitively we think that h2 = 0 for any h ∈ D (indeed the property h2 = 0 denes the
7rst order neighborhood of x = 0 in •R). These almost trivial onsiderations lead us to
understand many things:
•
R must neessarily be a ring and not a eld beause in a eld
the equation h2 = 0 implies h = 0; moreover we will surely have some limitation in the
extension of some funtion from R to
•
R, e.g. the square root, beause using this funtion
with the usual properties, one again the equation h2 = 0 implies |h| = 0. On the other
hand, we are also led to ask whether (3) uniquely determines the derivative f ′(0): beause,
even if it is true that we annot simplify by h, we know that the polynomial oeients of
a Taylor's formula are unique in lassial analysis. In fat we will prove that
∃!m ∈ R ∀h ∈ D : f(h) = f(0) + h ·m (4)
that is the slope of the tangent is uniquely determined in ase it is an ordinary real number.
We will all formulas like (4) derivation formulas.
If we try to onstrut a model for (4) a natural idea is to think our new numbers in
•
R
as equivalene lasses [h] of usual funtions h : R −→ R. In this way we may hope both
to inlude the real eld using lasses generated by onstant funtions, and that the lass
generated by h(t) = t ould be a rst order innitesimal number. To understand how to
dene this equivalene relation we have to think at (3) in the following sense:
f(h(t)) ∼ f(0) + h(t) · f ′(0), (5)
where the idea is that we are going to dene ∼. If we think h(t) suiently similar to t,
we an dene ∼ so that (5) is equivalent to
lim
t→0+
f(h(t))− f(0)− h(t) · f ′(0)
t
= 0,
that is
x ∼ y :⇐⇒ lim
t→0+
xt − yt
t
= 0. (6)
In this way (5) is very near to the denition of dierentiability for f at 0.
It is important to note that, beause of de L'Hˆopital's theorem we have the isomorphism
C1(R,R)/∼ ≃ R[x]/(x),
the left hand side is (isomorphi to) the usual tangent bundle of R and thus we obtain
nothing new. It is not easy to understand what set of funtions we have to hoose for x, y
8in (6) so as to obtain a non trivial struture. The rst idea is to take ontinuous funtions
at t = 0, instead of more regular ones like C1-funtions, so that e.g. hk(t) = |t|1/k beomes a
k-th order nilpotent innitesimal (hk+1 ∼ 0); indeed for almost all the results presented in
this artile, ontinuous funtions at t = 0 work well. However, only in proving the non-trivial
property
(∀x ∈ •R : x · f(x) = 0) =⇒ ∀x ∈ •R : f(x) = 0 (7)
we an see that it does not sue to take ontinuous funtions at t = 0. To prove (7) the
following funtions turned out to be very useful:
Denition 1. If x : R≥0 −→ R, then we say that x is nilpotent i |x(t)− x(0)|k = o(t) as
t→ 0+, for some k ∈ N. N will denote the set of all the nilpotent funtions.
E.g. any Hoelder funtion |x(t)− x(s)| ≤ c · |t− s|α (for some onstant α > 0) is nilpotent.
The hoie of nilpotent funtions instead of more regular ones establish a great dierene of
our approah with respet to the lassial denition of jets (see e.g. Bröker [8℄, Golubitsky
and Guillemin [17℄), that (6) may reall.
Another problem neessarily onneted with the basi idea (3) is that the use of nilpotent
innitesimals very frequently leads to onsider terms like hi11 ·. . .·hinn . For this type of produts
the rst problem is to know whether hi11 · . . . · hinn 6= 0 and what is the order k of this new
innitesimal, that is for what k we have (hi11 · . . . · hinn )k 6= 0 but (hi11 · . . . · hinn )k+1 = 0. We
will have a good frame if we will be able to solve these problems starting from the order of
eah innitesimal hj and from the values of the powers ij ∈ N. On the other hand almost all
the examples of nilpotent innitesimals are of the form h(t) = tα, with 0 < α < 1, and their
sums; these funtions have also great properties in the treatment of produts of powers. It
is for these reasons that we shall fous our attention on the following family of funtions
x : R≥0 −→ R in the denition (6) of ∼:
Denition 2. We say that x is a little-oh polynomial, and we write x ∈ Ro[t] i
1. x : R≥0 −→ R
2. We an write
xt = r +
k∑
i=1
αi · tai + o(t) as t→ 0+
9for suitable
k ∈ N
r, α1, . . . , αk ∈ R
a1, . . . , ak ∈ R≥0
Hene a little-oh polynomial x ∈ Ro[t] is a polynomial funtion with real oeients, in
the real variable t ≥ 0, with generi positive powers of t, and up to a little-oh funtion as
t→ 0+.
Remark 3. In the following, writing xt = yt + o(t) as t→ 0+ we will always mean
lim
t→0+
xt − yt
t
= 0 and x0 = y0.
In other words, every little-oh funtion we will onsider is ontinuous as t→ 0+.
Example. Simple examples of little-oh polynomials are the following:
1. xt = 1 + t + t
1/2 + t1/3 + o(t)
2. xt = r ∀t. Note that in this example we an take k = 0, and hene α and a are the
void sequene of reals, that is the funtion α = a : ∅ −→ R, if we think of an n-tuple
x of reals as a funtion x : {1, . . . , n} −→ R.
3. xt = r + o(t)
IV. FIRST PROPERTIES OF LITTLE-OH POLYNOMIALS
Little-oh polynomials are nilpotent:
First properties of little-oh polynomials are the following: if xt = r+
∑k
i=1 αi ·tai+o1(t) as
t→ 0+ and yt = s+
∑N
j=1 βj ·tbj+o2(t), then (x+y) = r+s+
∑k
i=1 αi ·tai+
∑N
j=1 βj ·tbj+o3(t)
and (x · y)t = rs+
∑k
i=1 sαi · tai +
∑N
j=1 rβj · tbi +
∑k
i=1
∑N
j=1 αiβj · taitbj + o4(t), hene the
set of little-oh polynomials is losed with respet to pointwise sum and produt. Moreover
little-oh polynomials are nilpotent (see Denition 1) funtions; to prove this we rstly prove
that the set of nilpotent funtions N is a subalgebra of the algebra RR of real valued
funtions. Indeed, let x and y be two nilpotent funtions suh that |x− x(0)|k = o1(t) and
10
|y−y(0)|N = o2(t), then we an write x·y−x(0)·y(0) = x· [y−y(0)]+y(0)· [x−x(0)], so that
we an onsider |x · [y − y(0)]|k = |x|k · |y − y(0)|k = |x|k · o1(t) and |x|k·o1(t)t → 0 as t→ 0+
beause |x|k → |x(0)|k, hene x · [y − y(0)] ∈ N . Analogously y(0) · [x − x(0)] ∈ N and
hene the losure of N with respet to the produt follows from the losure with respet to
the sum. The ase of the sum follows from the following equalities (where we use xt := x(t),
u := x− x0, v := y − y0, |ut|k = o1(t) and |vt|N = o2(t) and we have supposed k ≥ N):
uk = o1(t), v
k = o2(t)
(u+ v)k =
k∑
i=0
(
k
i
)
ui · vk−i
∀i = 0, . . . , k : u
i
t · vk−it
t
=
(
ukt
) i
k · (vkt ) k−ik
t
i
k · tk−ik
=
(
ukt
t
) i
k
·
(
vkt
t
)k−i
k
.
Now we an prove that Ro[t] is a subalgebra of N . Indeed every onstant r ∈ R and every
power tai are elements of N and hene r +∑ki=1 αi · tai ∈ N , so it remains to prove that if
y ∈ N and w = o(t), then y+w ∈ N , but this is a onsequene of the fat that every little-oh
funtion is trivially nilpotent, and hene it follows from the losure of N with respet to the
sum.
Closure of little-oh polynomials with respet to smooth funtions:
Now we want to prove that little-oh polynomials are preserved by smooth funtions, that
is if x ∈ Ro[t] and f : R −→ R is smooth, then f ◦ x ∈ Ro[t]. Let us x some notations:
xt = r +
k∑
i=1
αi · tai + w(t) with w(t) = o(t)
h(t) := x(t)− x(0) ∀t ∈ R≥0
hene xt = x(0) + ht = r + ht. The funtion t 7→ h(t) =
∑k
i=1 αi · tai + w(t) belongs to
Ro[t] ⊆ N so we an write |h|N = o(t) for some N ∈ N and as t → 0+. From Taylor's
formula we have
f(xt) = f(r + ht) = f(r) +
N∑
i=1
f (i)(r)
i!
· hit + f(xt) = f(r + ht) (8)
= f(r) +
N∑
i=1
f (i)(r)
i!
· hit + o(hNt ) (9)
11
But
|o(hNt )|
|t| =
|o(hNt )|
|hNt |
· |h
N
t |
|t| → 0
hene o(hNt ) = o(t) ∈ Ro[t]. From this, the formula (8), the fat that h ∈ Ro[t] and using the
losure of little-oh polynomials with respet to ring operations, the onlusion f ◦ x ∈ Ro[t]
follows.
V. EQUALITY AND DECOMPOSITION OF FERMAT REALS
Denition 4. Let x, y ∈ Ro[t], then we say that x ∼ y or that x = y in •R i x(t) =
y(t) + o(t) as t→ 0+. Beause it is easy to prove that ∼ is an equivalene relation, we an
dene
•
R := Ro[t]/ ∼, i.e. •R is the quotient set of Ro[t] with respet to the equivalene
relation ∼.
The equivalene relation ∼ is a ongruene with respet to pointwise operations, hene •R
is a ommutative ring. Where it will be useful to simplify notations we will write x = y
in
•
R instead of x ∼ y, and we will talk diretly about the elements of Ro[t] instead of
their equivalene lasses; for example we an say that x = y in •R and z = w in •R imply
x+ z = y + w in •R.
The immersion of R in
•
R is r 7−→ rˆ dened by rˆ(t) := r, and in the sequel we will always
identify Rˆ with R, whih is hene a subring of
•
R. Conversely if x ∈ •R then the map
◦(−) : x ∈ •R 7→ ◦x = x(0) ∈ R, whih evaluates eah extended real in 0, is well dened.
We shall all
◦(−) the standard part map. Let us also note that, as a vetor spae over the
eld R we have dimR
•
R =∞, and this underlines even more the dierene of our approah
with respet to the lassial denition of jets. Our idea is instead more near to NSA, where
standard sets an be extended adding new innitesimal points, and this is not the point of
view of jet theory.
With the following theorem we will introdue the deomposition of a Fermat real x ∈ •R,
that is a unique notation for its standard part and all its innitesimal parts.
Theorem 5. If x ∈ •R, then there exist one and only one sequene
(k, r, α1, . . . , αk, a1, . . . , ak)
suh that
k ∈ N
12
r, α1, . . . , αk, a1, . . . , ak ∈ R
and
1. x = r +
k∑
i=1
αi · tai in •R
2. 0 < a1 < a2 < · · · < ak ≤ 1
3. αi 6= 0 ∀i = 1, . . . , k
In this statement we have also to inlude the void ase k = 0 and α = a : ∅ −→ R. Obviously,
as usual, we use the denition
∑0
i=1 bi = 0 for the sum of an empty set of numbers. As we
shall see, this is the ase where x is a standard real, i.e. x ∈ R.
In the following we will use the notations ta := dt1/a := [t ∈ R≥0 7→ ta ∈ R]∼ ∈ •R so that
e.g. dt2 = t
1/2
is a seond order innitesimal. In general, as we will see from the denition
of order of a generi innitesimal, dta is an innitesimal of order a. In other words these
two notations for the same objet permit to emphasize the dierene between an atual
innitesimal dta and a potential innitesimal t
1/a
: an atual innitesimal of order a ≥ 1
orresponds to a potential innitesimal of order
1
a
≤ 1 (with respet to the lassial notion
of order of an innitesimal funtion from alulus, see e.g. Prodi [24℄, Silov [26℄).
Remark 6. Let us note that dta · dtb = dt ab
a+b
, moreover dtαa := ( dta)
α = dt a
α
for every
α ≥ 1 and nally dta = 0 for every a < 1. E.g. dt[a]+1a = 0 for every a ∈ R>0, where [a] ∈ N
is the integer part of a, i.e. [a] ≤ a < [a] + 1.
Existene proof:
Sine x ∈ Ro[t], we an write xt = r +
∑k
i=1 αi · tai + o(t) as t → 0+, where r, αi ∈ R,
ai ∈ R≥0 and k ∈ N. Hene x = r +
∑k
i=1 αi · tai in •R and our purpose is to pass from
this representation of x to another one that satises onditions 1, 2 and 3 of the statement.
Sine if ai > 1 then αi · tai = 0 in •R, we an suppose that ai ≤ 1 for every i = 1, . . . , k.
Moreover we an also suppose ai > 0 for every i, beause otherwise, if ai = 0, we an replae
r ∈ R by r +∑{αi | ai = 0, i = 1, . . . , k}.
Now we sum all the terms tai having the same ai, that is we an onsider
α¯i :=
∑
{αj | aj = ai , j = 1, . . . , k}
so that in
•
R we have
x = r +
∑
i∈I
α¯i · tai
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where I ⊆ {1, . . . , k}, {ai | i ∈ I} = {a, . . . , ak} and ai 6= aj for any i, j ∈ I with i 6= j.
Negleting α¯i if α¯i = 0 and renaming ai, for i ∈ I, in suh a way that ai < aj if i, j ∈ I with
i < j, we obtain the existene result. Note that if x = r ∈ R, in the nal step of this proof
we have I = ∅.
Uniqueness proof:
Let us suppose that in
•
R we have
x = r +
k∑
i=1
αi · tai = s+
N∑
j=1
βj · tbj (10)
where αi, βj, ai and bj verify the onditions of the statement. First of all
◦x = x(0) = r = s
beause ai, bj > 0. Hene α1t
a1 − β1tb1 +
∑
i αi · tai −
∑
j βj · tbj = o(t). By redution to the
absurd, if we had a1 < b1, then olleting the term t
a1
we would have
α1 − β1tb1−a1 +
∑
i
αi · tai−a1 −
∑
j
βj · tbj−a1 = o(t)
t
· t1−a1 . (11)
In (11) we have that β1t
b1−a1 → 0 for t→ 0+ beause a1 < b1 by hypothesis;
∑
i αi·tai−a1 → 0
beause a1 < ai for i = 2, . . . , k;
∑
j βj · tbj−a1 → 0 beause a1 < b1 < bj for j = 2, . . . , N ,
and nally t1−a1 is limited beause a1 ≤ 1. Hene for t → 0+ we obtain α1 = 0, whih
onits with ondition 3 of the statement. We an argue in a orresponding way if we had
b1 < a1. In this way we see that we must have a1 = b1. From this and from equation (11)
we obtain
α1 − β1 +
∑
i
αi · tai−a1 −
∑
j
βj · tbj−a1 = o(t)
t
· t1−a1 (12)
and hene for t → 0+ we obtain α1 = β1. We an now restart from (12) to prove, in the
same way, that a2 = b2, α2 = β2, et. At the end we must have k = N beause, otherwise,
if we had e.g. k < N , at the end of the previous reursive proess, we would have
N∑
j=k+1
βj · tbj = o(t).
From this, olleting the terms ontaining tbk+1 , we obtain
tbk+1−1 · [βk+1 + βk+2 · tbk+2−bk+1 + · · ·+ βN · tβN−βk+1]→ 0. (13)
In this sum βk+j · tbk+j−bk+1 → 0 as t → 0+, beause bk+1 < bk+j for j > 1 and hene
βk+1 + βk+2 · tbk+2−bk+1 + · · · + βN · tβN−βk+1 → βk+1 6= 0, so from (13) we get tbk+1−1 → 0,
that is bk+1 > 1, in ontradition with the uniqueness hypothesis bk+1 ≤ 1.
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Let us note expliitly that the uniqueness proof permits also to arm that the deom-
position is well dened in
•
R, i.e. that if x = y in •R, then the deomposition of x and the
deomposition of y are equal.
On the basis of this theorem we introdue two notations: the rst one emphasizing the
potential nature of an innitesimal x ∈ •R, and the seond one emphasizing its atual
nature.
Denition 7. If x ∈ •R, we say that
x = r +
k∑
i=1
αi · tai is the potential deomposition (of x) (14)
i onditions 1., 2., and 3. of Theorem 5 are veried. Of ourse it is impliit that the symbol
of equality in (14) has to be understood in
•
R.
For example x = 1 + t1/3 + t1/2 + t is a deomposition beause we have inreasing powers
of t. The only deomposition of a standard real r ∈ R is the void one, i.e. that with k = 0
and α = a : ∅ −→ R; indeed to see that this is the ase, it sues to go along the existene
proof again with this ase x = r ∈ R (or to prove it diretly, e.g. by ontradition).
Denition 8. Considering that tai = dt1/ai we an also use the following notation, empha-
sizing more the fat that x ∈ •R is an atual innitesimal:
x = ◦x+
k∑
i=1
◦xi · dtbi (15)
where we have used the notation
◦xi := αi and bi := 1/ai, so that the ondition that uniquely
identies all bi is b1 > b2 > · · · > bk ≥ 1. We all (15) the atual deomposition of x or
simply the deomposition of x. We will also use the notation dix := ◦xi · dtbi (and simply
dx := d1x) and we will all ◦xi the i-th standard part of x and d
ix the i-th innitesimal
part of x or the i-th dierential of x. So let us note that we an also write
x = ◦x+
∑
i
dix
and in this notation all the addenda are uniquely determined (the number of them too).
Finally, if k ≥ 1 that is if x ∈ •R \ R, we set ω(x) := b1 and ωi(x) := bi. The real
number ω(x) = b1 is the greatest order in the atual deomposition (15), orresponding to
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the smallest in the potential deomposition (14), and is alled the order of the Fermat real
x ∈ •R. The number ωi(x) = bi is alled the i-th order of x. If x ∈ R we set ω(x) := 0 and
dix := 0. Observe that in general ω(x) = ω( dx), d( dx) = dx and that, using the notations
of the potential deomposition (7), we have ω(x) = 1/a1.
Example. If x = 1 + t1/3 + t1/2 + t, then ◦x = 1, dx = dt3 and hene x is a third order
innitesimal, i.e. ω(x) = 3, d2x = dt2 and d
3x = dt; nally all the standard parts are
◦xi = 1.
VI. THE IDEALS Dk
In this setion we will introdue the sets of nilpotent innitesimals orresponding to
a k-th order neighborhood of 0. Every smooth funtion restrited to this neighborhood
beomes a polynomial of order k, obviously given by its k-th order Taylor's formula (without
remainder). We start with a theorem haraterizing innitesimals of order less than k.
Theorem 9. If x ∈ •R and k ∈ N>1, then xk = 0 in •R if and only if ◦x = 0 and ω(x) < k.
Proof: If xk = 0, then taking the standard part map of both sides, we have ◦(xk) = (◦x)k = 0
and hene
◦x = 0. Moreover xk = 0 means xkt = o(t) and hene
(
xt
t1/k
)k → 0 and xt
t1/k
→ 0.
We rewrite this ondition using the potential deomposition x =
∑k
i=1 αi · tai of x (note that
in this way we have ω(x) = 1
a1
) obtaining
lim
t→0+
∑
i
αi · tai− 1k = 0 = lim
t→0+
ta1−
1
k · [α1 + α2 · ta2−a1 + · · ·+ αk · tak−a1]
But α1 + α2 · ta2−a1 + · · ·+ αk · tak−a1 → α1 6= 0, hene we must have that ta1− 1k → 0, and
so a1 >
1
k
, that is ω(x) < k.
Vie versa if
◦x = 0 and ω(x) < k, then x =
∑k
i=1 αi · tai + o(t), and
lim
t→0+
xt
t1/k
= lim
t→0+
∑
i
αi · tai− 1k + lim
t→0+
o(t)
t
· t1− 1k
But t1−
1
k → 0 beause k > 1 and tai− 1k → 0+ beause 1
ai
≤ 1
a1
= ω(x) < k and hene xk = 0
in
•
R.
If we want that in a k-th order innitesimal neighborhood a smooth funtion is equal to its
k-th Taylor's formula, we need to take innitesimals whih are able to delete the remainder,
16
that is, suh that hk+1 = 0. The previous theorem permits to extend the denition of the
ideal Dk to real number subsripts instead of natural numbers k only.
Denition 10. If a ∈ R>0 ∪ {∞}, then
Da := {x ∈ •R | ◦x = 0, ω(x) < a+ 1}
Moreover, we will simply denote D1 by D.
1. If x = dt3, then ω(x) = 3 and x ∈ D3. More in general dtk ∈ Da if and only if
ω( dtk) = k < a + 1. E.g. dtk ∈ D if and only if 1 ≤ k < 2.
2. D∞ =
⋃
aDa = {x ∈ •R | ◦x = 0} is the set of all the innitesimals of •R.
3. D0 = {0} beause the only innitesimal having order stritly less than 1 is, by deni-
tion of order, x = 0 (see the Denition 8).
The following theorem gathers several expeted properties of the sets Da and of the order
of an innitesimal ω(x).
Theorem 11. Let a, b ∈ R>0 and x, y ∈ D∞, then
1. a ≤ b =⇒ Da ⊆ Db
2. x ∈ Dω(x)
3. a ∈ N =⇒ Da = {x ∈ •R | xa+1 = 0}
4. x ∈ Da =⇒ x⌈a⌉+1 = 0
5. x ∈ D∞ \ {0} and k = [ω(x)] =⇒ x ∈ Dk \Dk−1
6. d(x · y) = dx · dy
7. x · y 6= 0 =⇒ 1
ω(x · y) =
1
ω(x)
+
1
ω(y)
8. x+ y 6= 0 =⇒ ω(x+ y) = ω(x) ∨ ω(y)
9. Da is an
17
In this statement if r ∈ R, then ⌈r⌉ is the eiling of the real r, i.e. the unique integer ⌈r⌉ ∈ Z
suh that ⌈r⌉ − 1 < r ≤ ⌈r⌉. Moreover if r, s ∈ R, then r ∨ s := max(r, s).
Property 4. of this theorem annot be proved substituting the eiling ⌈a⌉ with the
integer part [a]. In fat if a = 1.2 and x = dt2.1, then ω(x) = 2.1 and [a] + 1 = 2 so that
x[a]+1 = x2 = dt 2.1
2
6= 0 in •R, whereas ⌈a⌉ + 1 = 3 and x3 = dt 2.1
3
= 0.
Finally let us note the inreasing sequene of ideals/neighborhoods of zero:
{0} = D0 ⊂ D = D1 ⊂ D2 ⊂ · · · ⊂ Dk ⊂ · · · ⊂ D∞. (16)
Beause of (16) and of the property dta = 0 if a < 1, we an say that dt is the smallest
innitesimals and dt2, dt3, et. are greater innitesimals; as we will see, this agree to
orresponding order properties of these innitesimals.
VII. PRODUCTS OF POWERS OF NILPOTENT INFINITESIMALS
In this setion we will introdue some instruments that will be very useful to deide
whether a produt of the form hi11 · . . . · hinn , with hk ∈ D∞ \ {0}, is zero or whether it
belongs to some Dk. Generally speaking this problem is not trivial in a ring (e.g. in SDG
there is not an eetive proedure to deide this problem, see e.g. Lavendhomme [22℄) and
its solutions will be very useful in the proofs of innitesimal Taylor's formulas.
Theorem 12. Let h1, . . . , hn ∈ D∞ \ {0} and i1, . . . , in ∈ N, then
1. hi11 · . . . · hinn = 0 ⇐⇒
n∑
k=1
ik
ω(hk)
> 1
2. hi11 · . . . · hinn 6= 0 =⇒
1
ω(hi11 · . . . · hinn )
=
n∑
k=1
ik
ω(hk)
Proof: Let
hk =
Nk∑
r=1
αkrt
akr
(17)
be the potential deomposition of hk for k = 1, . . . , n. Then by Denition 7 of potential
deomposition and Denition 8 of order, we have 0 < ak1 < ak2 < · · · < akNk ≤ 1 and
jk := ω(hk) =
1
ak1
, hene
1
jk
≤ akr for every r = 1, . . . , Nk. Therefore from (17), olleting
the terms ontaining t1/jk we have
hk = t
1/jk · (αk1 + αk2tak2−1/jk + · · ·+ αkNktakNk−1/jk )
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and hene
hi11 · . . . · hinn = t
i1
j1
+···+ in
jn ·
(
α11 + α12t
a12−
1
j1 + · · ·+ α1N1ta1N1−
1
j1
)i1 · . . .
. . . ·
(
αn1 + αn2t
an2−
1
jn + · · ·+ αnNntanNn−
1
jn
)in
(18)
Hene if
∑
k
ik
jk
> 1 we have that t
i1
j1
+···+ in
jn = 0 in •R, so also hi11 · . . . · hinn = 0. Vie versa if
hi11 · . . . · hinn = 0, then the right hand side of (18) is a o(t) as t→ 0+, that is
t
i1
j1
+···+ in
jn
−1 ·
(
α11 + α12t
a12−
1
j1 + · · ·+ α1N1ta1N1−
1
j1
)i1 · . . .
. . . ·
(
αn1 + αn2t
an2−
1
jn + · · ·+ αnNntanNn−
1
jn
)in → 0
But eah term
(
αk1 + αk2t
ak2−
1
jk + · · ·+ αkNktakNk−
1
jk
)ik → αikk 6= 0 so, neessarily, we must
have
i1
j1
+ · · ·+ in
jn
− 1 > 0, and this onludes the proof of 1.
To prove 2. it sues to apply reursively property 7. of Theorem 11.
Example 13. ω( dti1a1 · . . . · dtinan)−1 =
∑
k
ik
ω( dtak )
=
∑
k
ik
ak
and dti1a1 · . . . · dtinan = 0 if and
only if
∑
k
ik
ak
> 1, so e.g. dt · h = 0 for every h ∈ D∞.
The following orollary gives a neessary and suient ondition to have hi11 · . . . · hinn ∈
Dp \ {0}.
Corollary 14. In the hypotheses of the previous Theorem 12 let p ∈ R>0, then we have
hi11 · . . . · hinn ∈ Dp \ {0} ⇐⇒
1
p + 1
<
n∑
k=1
ik
ω(hk)
≤ 1
Let h, k ∈ D; beause in this ase ∑k ikjk+1 = 12 + 12 = 1 we always have
h · k = 0. (19)
This is a great oneptual dierene between Fermat reals and the ring of SDG, where,
not neessarily, the produt of two rst order innitesimal is zero. The onsequenes of
this property of Fermat reals arrive very deeply in the development of the theory of Fermat
reals, foring us, e.g., to develop several new onepts if we want to generalize the derivation
formula (4) to funtions dened on innitesimal domains, like f : D −→ •R (see Giordano
[16℄). We only mention here that looking at the simple Denition 4, the equality (19) has
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an intuitively lear meaning, and it is to preserve this intuition that we keep this equality
instead of hanging ompletely the theory toward a less intuitive one.
Let us note expliitly that the possibility to prove these results about produts of powers
of nilpotent innitesimals is essentially tied with the hoie of little-oh polynomials in the
denition of the equivalene relation ∼ in Denition 2. Equally eetive and useful results
are not provable for the more general family of nilpotent funtions (see e.g. Giordano [15℄).
VIII. IDENTITY PRINCIPLE FOR POLYNOMIALS AND INVERTIBLE
FERMAT REALS
In this setion we want to prove that if a polynomial a0 + a1x+ a2x
2 + · · ·+ anxn of •R
is identially zero, then ak = 0 for all k = 0, . . . , n. To prove this onlusion, it sues to
mean identially zero as equal to zero for every x belonging to the extension of an open
subset of R. Therefore we rstly dene what this extension is.
Denition 15. If U is an open subset of Rn, then •U := {x ∈ •Rn | ◦x ∈ U}. Here with the
symbol
•
R
n
we mean
•
R
n := •R× n. . . . . . ×•R.
The identity priniple for polynomials an now be stated in the following way and proved
in standard manner using Vandermonde matries.
Theorem 16. Let a0, . . . , an ∈ •R and U be an open neighborhood of 0 in R suh that
a0 + a1x+ a2x
2 + · · ·+ anxn = 0 in •R ∀x ∈ •U (20)
Then
a0 = a1 = · · · = an = 0 in •R
Now, we want to see more formally that to prove (3) we annot embed the reals R into a
eld but only into a ring, neessarily ontaining nilpotent element. In fat, applying (3) to
the funtion f(h) = h2 for h ∈ D, where D ⊆ •R is a given subset of •R, we have
f(h) = h2 = f(0) + h · f ′(0) = 0 ∀h ∈ D.
Where we have supposed the preservation of the equality f ′(0) = 0 from R to •R. In other
words, if D and f(h) = h2 verify (3), then neessarily eah element h ∈ D must be a new
type of number whose square is zero.
20
Beause we annot have property (3) and a eld at the same time, we need a suiently
good family of anellation laws as substitutes. The simplest one of them is also useful to
prove the uniqueness of (4):
Theorem 17. If x ∈ •R is a Fermat real and r, s ∈ R are standard real numbers, then
x · r = x · s in •R and x 6= 0 =⇒ r = s
Proof: From the Denition 4 of equality in
•
R and from x · r = x · s we have
lim
t→0+
xt · (r − s)
t
= 0.
But if we had r 6= s this would implies limt→0+ xtt = 0, that is x = 0 in •R and this ontradits
the hypothesis x 6= 0.
The last result of this setion takes its ideas from similar situations of formal power series
and gives also a formula to ompute the inverse of an invertible Fermat real.
Theorem 18. Let x = ◦x +
∑n
i=1
◦xi · dtai be the deomposition of a Fermat real x ∈ •R.
Then x is invertible if and only if ◦x 6= 0, and in this ase
1
x
=
1
◦x
·
+∞∑
j=0
(−1)j ·
(
n∑
i=1
◦xi
◦x
· dtai
)j
(21)
In the formula (21) we have to note that the series is atually a nite sum beause any dtai
is nilpotent, e.g. (1 + dt2)
−1 = 1− dt2 + dt22 − dt32 + · · · = 1− dt2 + dt beause dt32 = 0.
Proof: If x · y = 1 for some y ∈ •R, then, taking the standard parts of eah side we
have
◦x · ◦y = 1 and hene ◦x 6= 0. Vie versa let y := ◦x−1 ·∑+∞j=0(−1)j · (∑i ◦xi◦x dtai)j and
h := x− ◦x =∑i ◦xi dtai ∈ D∞ so that we an also write
y = ◦x−1 ·
+∞∑
j=0
(−1)j · h
j
◦xj
But h ∈ •R is a little-oh polynomial with h(0) = 0, so it is also ontinuous, hene for a
suiently small δ > 0 we have
∀t ∈ (−δ, δ) :
∣∣∣∣ht◦x
∣∣∣∣ < 1.
Therefore
∀t ∈ (−δ, δ) : yt = 1◦x ·
(
1 +
ht
◦x
)−1
=
1
◦x+ ht
=
1
xt
From this equality and from Denition 4 it follows x · y = 1 in •R.
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IX. THE DERIVATION FORMULA
In this setion we want to give a proof of (4) beause it has been the prinipal motivation
for the onstrution of the ring of Fermat reals
•
R. Anyhow, before onsidering the proof of
the derivation formula, we have to extend a given smooth funtion f : R −→ R to a ertain
funtion
•f : •R −→ •R.
Denition 19. Let A be an open subset of Rn, f : A −→ R a smooth funtion and x ∈ •A
then we dene
•f(x) := f ◦ x.
This denition is orret beause we have seen that little-oh polynomials are preserved by
smooth funtions, and beause the funtion f is loally Lipshitz, so∣∣∣∣f(xt)− f(yt)t
∣∣∣∣ ≤ K ·
∣∣∣∣xt − ytt
∣∣∣∣ ∀t ∈ (−δ, δ)
for a suiently small δ and some onstant K, and hene if x = y in •R, then also •f(x) =
•f(y) in •R.
The funtion
•f is an extension of f , that is
•f(r) = f(r) in •R ∀r ∈ R,
as it follows diretly from the denition of equality in
•
R (i.e. Denition 4), thus we an still
use the symbol f(x) both for x ∈ •R and x ∈ R without onfusion. After the introdution of
the extension of smooth funtions, we an also state the following useful elementary transfer
theorem for equalities, whose proof follows diretly from the previous denitions:
Theorem 20. Let A be an open subset of Rn, and τ , σ : A −→ R be smooth funtions.
Then it results
∀x ∈ •A : •τ(x) = •σ(x)
i
∀r ∈ A : τ(r) = σ(r).
Now we will prove the derivation formula (4).
Theorem 21. Let A be an open set in R, x ∈ A and f : A −→ R a smooth funtion, then
∃!m ∈ R ∀h ∈ D : f(x+ h) = f(x) + h ·m. (22)
In this ase we have m = f ′(x), where f ′(x) is the usual derivative of f at x.
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Proof: Uniqueness follows from the previous anellation law Theorem 17, indeed ifm1 ∈ R
and m2 ∈ R both verify (22), then h ·m1 = h ·m2 for every h ∈ D. But there exists a non
zero rst order innitesimal, e.g. dt ∈ D, so from Theorem (17) it follows m1 = m2.
To prove the existene part, take h ∈ D, so that h2 = 0 in •R, i.e. h2t = o(t) for t→ 0+.
But f is smooth, hene from its seond order Taylor's formula we have
f(x+ ht) = f(x) + ht · f ′(x) + h
2
t
2
· f ′′(x) + o(h2t )
But
o(h2t )
t
=
o(h2t )
h2t
· h
2
t
t
→ 0 for t→ 0+
so
h2t
2
· f ′′(x) + o(h2t ) = o1(t) for t→ 0+
and we an write
f(x+ ht) = f(x) + ht · f ′(x) + o1(t) for t→ 0+
that is
f(x+ h) = f(x) + h · f ′(x) in •R
and this proves the existene part beause f ′(x) ∈ R.
For example eh = 1 + h, sin(h) = h and cos(h) = 1 for every h ∈ D.
Analogously we an prove the following innitesimal Taylor's formula.
Lemma 22. Let A be an open set in Rd, x ∈ A, n ∈ N>0 and f : A −→ R a smooth
funtion, then
∀h ∈ Ddn : f(x+ h) =
∑
j∈Nd
|j|≤n
hj
j!
· ∂
|j|f
∂xj
(x)
For example sin(h) = h− h3
6
if h ∈ D3 so that h4 = 0.
It is possible to generalize several results of the present work to funtions of lass Cn
only, instead of smooth ones. However it is an expliit purpose of this work to simplify
statements of results, denitions and notations, even if, as a result of this searhing for
simpliity, its appliability will only hold for a more restrited lass of funtions. Some more
general results, stated for Cn funtions, but less simple an be found in Giordano [15℄.
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Note that m = f ′(x) ∈ R, i.e. the slope is a standard real number, and that we an use
the previous formula with standard real numbers x only, and not with a generi x ∈ •R, but
we shall remove this limitation in subsequent works (see also Giordano [16℄).
If we apply this theorem to the smooth funtion p(r) :=
 x+r
x
f(t) dt, for f smooth, then
we immediately obtain the following result frequently used in several informal alulations:
Corollary 23. Let A be open in R, x ∈ A and f : A −→ R smooth. Then
∀h ∈ D :
 x+h
x
f(t) dt = h · f(x).
Moreover f(x) ∈ R is uniquely determined by this equality.
X. NILPOTENT INFINITESIMALS AND ORDER PROPERTIES
Like in other disiplines, also in mathematis the layout of a work reets the personal
philosophial ideas of the authors. In partiular the present work is based on the idea that
a good mathematial theory is able to onstrut a good dialeti between formal properties,
proved in the theory, and their informal interpretations. The dialeti has to be, as far as
possible, in both diretions: theorems proved in the theory should have a lear and useful
intuitive interpretation and, on the other hand, the intuition orresponding to the theory
has to be able to suggest true sentenes, i.e. onjetures or sketh of proofs that an then
be onverted into rigorous proofs.
In a theory of new numbers, like the present one about Fermat reals, the introdution
of an order relation an be a hard test of the exellene of this dialeti between formal
properties and their informal interpretations. Indeed if we introdue a new ring of numbers
(like
•
R) extending the real eld R, we want that the new order relation, dened on the
new ring, will extend the standard one on R. This extension naturally leads to the wish of
ndings a geometrial representation of the new numbers, aording to the above priniple
of having a good formal/informal dialeti.
We want to start this setion showing that in our setting there is a strong onnetion
between some order properties and some algebrai properties. In partiular, we will show
that it is not possible to have good order properties and at the same time a uniqueness
without limitations in the derivation formula. In the following theorem we an see that the
property h · k = 0 is a general onsequene if we suppose to have a total order on D.
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Theorem 24. Let (R,≤) be a generi ordered ring and D ⊆ R a subset of this ring, suh
that
1. 0 ∈ D
2. ∀h ∈ D : h2 = 0 and −h ∈ D
3. (D,≤) is a total order
then h · k = 0 for every h, k ∈ D.
This theorem implies that if we want a total order in our theory of innitesimal numbers, and
if in this theory we onsider D = {h | h2 = 0}, then we must aept that the produt of any
two elements of D must be zero. For example, if we think that a geometri representation
of innitesimals is not possible if we do not have, at least, the trihotomy law, then in this
theory we must also have that the produt of two rst order innitesimals is zero.
Proof: Let h, k ∈ D be two elements of the subset D. By hypotheses 0, −h, −k ∈ D,
hene all these elements are omparable with respet to the order relation ≤, beause, by
hypotheses this relation is total in D. E.g.
h ≤ k or k ≤ h
We will onsider only the ase h ≤ k, beause analogously we an deal with the ase k ≤ h,
simply exhanging everywhere h with k and vie versa.
First sub-ase: k ≥ 0. By multiplying both sides of h ≤ k by k ≥ 0 we obtain
hk ≤ k2 (23)
If h ≥ 0 then, multiplying by k ≥ 0 we have 0 ≤ hk, so from (23) we have 0 ≤ hk ≤ k2 = 0,
and hene hk = 0.
If h ≤ 0 then, multiplying by k ≥ 0 we have
hk ≤ 0 (24)
If, furthermore, h ≥ −k, then multiplying by k ≥ 0 we have hk ≥ −k2, hene form (24)
0 ≥ hk ≥ −k2 = 0, hene hk = 0.
If, otherwise, h ≤ −k, then multiplying by −h ≥ 0 we have −h2 = 0 ≤ hk ≤ 0 from (24),
hene hk = 0. This onludes the disussion of the ase k ≥ 0.
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Seond sub-ase: k ≤ 0. In this ase we have h ≤ k ≤ 0. Multiplying both inequalities by
h ≤ 0 we obtain h2 = 0 ≥ hk ≥ 0 and hene hk = 0.
So, the trihotomy law is inompatible with the uniqueness in a possible derivation for-
mula like
∃!m ∈ R : ∀h ∈ D : f(h) = f(0) + h ·m (25)
framed in the ring R of Theorem 24. In fat, if a, b ∈ D are two elements of the subset
D ⊆ R, then both a and b play the role of m ∈ R in (25) for the linear funtion
f : h ∈ D 7→ h · a = 0 ∈ R
So, if the derivation formula (25) applies to linear funtions (or less, to onstant funtions),
the uniqueness part of this formula annot hold in the ring R.
In the next setion we will introdue a natural and meaningful total order relation on
•
R.
Therefore, the previous Theorem 24 strongly motivate that for the ring of Fermat reals
•
R
we must have that the produt of two rst order innitesimals must be zero and hene, that
for the derivation formula in
•
R the uniqueness annot hold in its strongest form. Sine we
will also see that the order relation permits to have a geometri representation of Fermat
reals, we an summarize the onlusions of this setion saying that the uniqueness in the
derivation formula is inompatible with a natural geometri interpretation of Fermat reals
and hene with a good dialeti between formal properties and informal interpretations in
this theory.
XI. ORDER RELATION
From the previous setions one an draw the onlusion that the ring of Fermat reals
•
R is essentially the little-oh alulus. But, on the other hand the Fermat reals give us
more exibility than this alulus: working with
•
R we do not have to bother ourselves
with remainders made of little-oh, but we an neglet them and use the powerful algebrai
alulus with nilpotent innitesimals. But thinking the elements of
•
R as new numbers, and
not simply as little-oh funtions, permits to treat them in a dierent and new way, for
example to dene on them an order relation with a lear geometrial interpretation.
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First of all, let us introdue the useful notation
∀0t ≥ 0 : P(t)
and we will read the quantier ∀0t ≥ 0 saying for every t ≥ 0 (suiently) small , to
indiate that the property P(t) is true for all t in some right neighborhood of t = 0 (reall
that, by Denition 2, our little-oh polynomials are always dened on R≥0), i.e.
∃δ > 0 : ∀t ∈ [0, δ) : P(t).
The rst heuristi idea to dene an order relation is the following
x ≤ y ⇐⇒ x− y ≤ 0 ⇐⇒ ∃z : z = 0 in •R and x− y ≤ z
More formally:
Denition 25. Let x, y ∈ •R, then we say
x ≤ y
i we an nd z ∈ •R suh that z = 0 in •R and
∀0t ≥ 0 : xt ≤ yt + zt
Reall that z = 0 in •R is equivalent to zt = o(t) for t → 0+. It is immediate to see that
we an equivalently dene x ≤ y if and only if we an nd x′ = x and y′ = y in •R suh
that xt ≤ yt for every t suiently small. From this it also follows that the relation ≤ is
well dened on
•
R, i.e. if x′ = x and y′ = y in •R and x ≤ y, then x′ ≤ y′ (reall that,
to simplify the notations, we do not use equivalene lasses as elements of
•
R but diretly
little-oh polynomials). As usual we will use the notation x < y for x ≤ y and x 6= y.
Theorem 26. The relation ≤ is an order, i.e. is reexive, transitive and anti-symmetri; it
extends the order relation of R and with it (•R,≤) is an ordered ring. Finally the following
sentenes are equivalent:
1. h ∈ D∞, i.e. h is an innitesimal
2. ∀r ∈ R>0 : −r < h < r
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Hene an innitesimal an be thought of as a number with standard part zero, or as a
number smaller than every standard positive real number and greater than every standard
negative real number.
Proof: We only prove the prove the property
x ≤ y and w ≥ 0 =⇒ x · w ≤ y · w,
the others being a simple onsequene of our Denition 25. Let us suppose that
xt ≤ yt + zt ∀0t ≥ 0 (26)
wt ≥ z′t ∀0t ≥ 0
then wt − z′t ≥ 0 for every t small and hene from (26)
xt · (wt − z′t) ≤ yt · (wt − z′t) + zt · (wt − z′t) ∀0t ≥ 0
from whih it follows
xt · wt ≤ yt · wt + (−xtz′t − ytz′t + ztwt − ztz′t) ∀0t ≥ 0
But −xz′ − yz′ + zw − zz′ = 0 in •R beause z = 0 and z′ = 0 and hene the onlusion
follows.
Example. We have e.g. dt > 0 and dt2 − 3 dt > 0 beause for t ≥ 0 suiently small
t1/2 > 3t and hene
t1/2 − 3t > 0 ∀0t ≥ 0.
From examples like these ones we an guess that our little-oh polynomials are always loally
omparable with respet to pointwise order relation, and this is the rst step to prove that
for our order relation the trihotomy law holds. In the following statement we will use the
notation ∀0t > 0 : P(t), that naturally means
∀0t ≥ 0 : t 6= 0 =⇒ P(t)
where P(t) is a generi property depending on t.
Lemma 27. Let x, y ∈ •R, then
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1.
◦x < ◦y =⇒ ∀0t ≥ 0 : xt < yt
2. If
◦x = ◦y, then
(∀0t > 0 : xt < yt) or (∀0t > 0 : xt > yt) or (x = y in •R)
Proof:
1.) Let us suppose that
◦x < ◦y, then the ontinuous funtion t ≥ 0 7→ yt−xt ∈ R assumes
the value y0 − x0 > 0 hene is loally positive, i.e.
∀0t ≥ 0 : xt < yt
2.) Now let us suppose that
◦x = ◦y, and introdue a notation for the potential deompo-
sitions of x and y (see Denition 7). From the denition of equality in •R, we an always
write
xt =
◦x+
N∑
i=1
αi · tai + zt ∀t ≥ 0
yt =
◦y +
M∑
j=1
βj · tbj + wt ∀t ≥ 0
where x = ◦x +
∑N
i=1 αi · tai and y = ◦y +
∑M
j=1 βj · tbj are the potential deompositions of
x and y (hene 0 < αi < αi+1 ≤ 1 and 0 < βj < βj+1 ≤ 1), whereas w and z are little-oh
polynomials suh that zt = o(t) and wt = o(t) for t→ 0+.
Case: a1 < b1 In this ase the least power in the two deompositions is α1 · ta1 , and
hene we expet that the seond alternative of the onlusion is the true one if α1 > 0,
otherwise the rst alternative will be the true one if α1 < 0 (reall that always αi 6= 0 in
a deomposition). Indeed, let us analyze, for t > 0, the ondition xt < yt: the following
formulae are all equivalent to it
N∑
i=1
αi · tai <
N∑
j=1
βj · tbj + wt − zt
ta1 ·
[
α1 +
N∑
i=2
αi · tai−a1
]
< ta1 ·
[
N∑
j=1
βj · tbj−a1 + (wt − zt) · t−a1
]
α1 +
N∑
i=2
αi · tai−a1 <
N∑
j=1
βj · tbj−a1 + (wt − zt) · t−a1 .
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Therefore, let us onsider the funtion
f(t) :=
N∑
j=1
βj · tbj−a1 + (wt − zt) · t−a1 − α1 −
N∑
i=2
αi · tai−a1 ∀t ≥ 0
We an write
(wt − zt) · t−a1 = wt − zt
t
· t1−a1
and
wt−zt
t
→ 0 as t→ 0+ beause wt = o(t) and zt = o(t). Furthermore, a1 ≤ 1 hene t1−a1
is bounded in a right neighborhood of t = 0. Therefore, (wt− zt) · t−a1 → 0 and the funtion
f is ontinuous at t = 0 too, beause ai < ai and a1 < b1 < bj . By ontinuity, the funtion
f is loally stritly positive if and only if f(0) = −α1 > 0, hene(∀0t > 0 : xt < yt) ⇐⇒ α1 < 0(∀0t > 0 : xt > yt) ⇐⇒ α1 > 0
Case: a1 > b1 We an argue in an analogous way with b1 and β1 instead of a1 and α1.
Case: a1 = b1 We shall exploit the same idea used above and analyze the ondition xt < yt.
The following are equivalent ways to express this ondition
ta1 ·
[
α1 +
N∑
i=2
αi · tai−a1
]
< ta1 ·
[
β1 +
N∑
j=2
βj · tbj−a1 + (wt − zt) · t−a1
]
α1 +
N∑
i=2
αi · tai−a1 < β1 +
N∑
j=2
βj · tbj−a1 + (wt − zt) · t−a1
Hene, exatly as we have demonstrated above, we an state that
α1 < β1 =⇒ ∀0t > 0 : xt < yt
α1 > β1 =⇒ ∀0t > 0 : xt > yt
Otherwise α1 = β1 and we an restart with the same reasoning using a2, b2, α2, β2, et. If
N = M , the number of addends in the deompositions, using this proedure we an prove
that
∀t ≥ 0 : xt = yt + wt − zt,
that is x = y in •R.
It remains to onsider the ase, e.g., N < M . In this hypotheses, using the previous
proedure we would arrive at the following analysis of the ondition xt < yt:
0 <
∑
j>N
βj · tbj + wt − zt
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0 < tbN+1 ·
[
βN+1 +
∑
j>N+1
βj · tbj−bN+1 + (wt − zt) · t−bN+1
]
0 < βN+1 +
∑
j>N+1
βj · tbj−bN+1 + (wt − zt) · t−bN+1
Hene
βN+1 > 0 =⇒ ∀0t > 0 : xt < yt
βN+1 < 0 =⇒ ∀0t > 0 : xt > yt
This lemma an be used to nd an equivalent formulation of the order relation.
Theorem 28. Let x, y ∈ •R, then
1. x ≤ y ⇐⇒ (∀0t > 0 : xt < yt) or (x = y in •R)
2. x < y ⇐⇒ (∀0t > 0 : xt < yt) and (x 6= y in •R)
Proof:
1.) ⇒ If ◦x < ◦y then, from the previous Lemma 27 we an derive that the rst alternative
is true. If
◦x = ◦y, then from Lemma 27 we have
(∀0t > 0 : xt < yt) or (x = y in •R) or (∀0t > 0 : xt > yt) (27)
In the rst two ases we have the onlusion. In the third ase, from x ≤ y we obtain
∀0t ≥ 0 : xt ≤ yt + zt (28)
with zt = o(t). Hene from the third alternative of (27) we have
0 < xt − yt ≤ zt ∀0t > 0
and hene limt→0+
xt−yt
t
= 0, i.e. x = y in •R.
1.) ⇐ This follows immediately from the reexive property of ≤ or from the Denition 25.
2.) ⇒ From x < y we have x ≤ y and x 6= y, so the onlusion follows from the previous
1.
2.) ⇐ From ∀0t > 0 : xt < yt and from 1. it follows x ≤ y and hene x < y from the
hypotheses x 6= y.
Now we an prove that our order is total
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Corollary 29. Let x, y ∈ •R, then in •R we have
1. x ≤ y or y ≤ x or x = y
2. x < y or y < x or x = y
Proof:
1.) If
◦x < ◦y, then from Lemma 27 we have xt < yt for t ≥ 0 suiently small. Hene
from Theorem 28 we have x ≤ y. We an argue in the same way if ◦x > ◦y. Also the ase
◦x = ◦y an be handled in the same way using 2. of Lemma 27.
2.) This part is a general onsequene of the previous one.
From the proof of Lemma 27 and from Theorem 28 we an dedue the following
Theorem 30. Let x, y ∈ •R. If ◦x 6= ◦y, then
x < y ⇐⇒ ◦x < ◦y
Otherwise, if
◦x = ◦y, then
1. If ω(x) > ω(y), then x > y i ◦x1 > 0
2. If ω(x) = ω(y), then
◦x1 >
◦y1 =⇒ x > y
◦x1 <
◦y1 =⇒ x < y
Example. The previous Theorem gives an eetive riterion to deide whether x < y or
not. Indeed, if the two standard parts are dierent, then the order relation an be deided
on the basis of these standard parts only. E.g. 2 + dt2 > 3 dt and 1 + dt2 < 3 + dt.
Otherwise, if the standard parts are equal, we rstly have to look at the order and at the
rst standard parts, i.e.
◦x1 and
◦y1, whih are the oeients of the biggest innitesimals
in the deompositions of x and y. E.g. 3 dt2 > 5 dt, and dt2 > a dt for every a ∈ R, and
dt < dt2 < dt3 < . . . < dtk for every k > 3, and dtk > 0.
If the orders are equal we have to ompare the rst standard parts. E.g. 3 dt5 > 2 dt5.
The other ases fall within the previous ones, beause of the properties of the ordered ring
•
R. E.g. we have that dt5 − 2 dt3 + 3dt < dt5 − 2 dt3 + dt3/2 if and only if 3 dt < dt3/2,
whih is true beause ω( dt) = 1 < ω( dt3/2) =
3
2
. Finally dt5−2 dt3+3dt > dt5−2 dt3− dt
beause 3 dt > − dt.
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XII. ABSOLUTE VALUE, POWERS AND LOGARITHMS
Having a total order we an dene the absolute value in the usual way, and, exatly like
for the real eld R, we an prove the usual properties of the absolute value. Moreover, also
the following anellation law is provable.
Theorem 31. Let h ∈ •R \ {0} and r, s ∈ R, then
|h| · r ≤ |h| · s =⇒ r ≤ s
Proof: In fat if |h| · r ≤ |h| · s then from Theorem 28 we obtain that either
∀0t > 0 : |ht| · r ≤ |ht| · s (29)
or |h| · r = |h| · s. But h 6= 0 so
(∀0t > 0 : ht > 0) or (∀0t > 0 : ht < 0)
hene we an always nd a t¯ > 0 suh that |ht¯| 6= 0 and to whih (29) is appliable.
Therefore, in the rst ase we must have r ≤ s. In the seond one we have
|h| · r = |h| · s
but h 6= 0, hene |h| 6= 0 and so the onlusion follows from Theorem 17.
Due to the presene of nilpotent elements in
•
R, we annot dene powers xy and loga-
rithms logx y without any limitation. E.g. we annot dene the square root having the usual
properties, like
x ∈ •R =⇒ √x ∈ •R (30)
x = y in •R =⇒ √x = √y in •R (31)
√
x2 = |x|
beause they are inompatible with the existene of h ∈ D suh that h2 = 0, but h 6= 0.
Indeed, the general property stated in the Subsetion IV permits to obtain a property like
(30) (i.e. the losure of
•
R with respet to a given operation) only for smooth funtions.
Moreover, the Denition 19 states that to obtain a well dened operation we need a loally
Lipshitz funtion. For these reasons, we will limit xy to x > 0 and x invertible only, and
logx y to x, y > 0 and both x, y invertible.
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Denition 32. Let x, y ∈ •R, with x stritly positive and invertible, then
1. xy := [t ≥ 0 7→ xytt ]= in •R
2. If y > 0 and y is invertible, then logx y := [t ≥ 0 7→ logxtyt]= in •R
Beause of Theorem 28 from x > 0 we have
∀0t > 0 : xt > 0
so that, exatly as we proved in Subsetion IV and in Denition 19, the previous operations
are well dened in
•
R beause
◦x 6= 0 6= ◦y. From the elementary transfer theorem 20
the usual properties follow. To prove the usual monotoniity properties, it sues to use
Theorem 28.
Finally, it an be useful to state here the elementary transfer theorem for inequalities,
whose proof follows immediately from the denition of ≤ and from Theorem 28:
Theorem 33. Let A be an open subset of Rn, and τ , σ : A −→ R be smooth funtions.
Then
∀x ∈ •A : •τ(x) ≤ •σ(x)
i
∀r ∈ A : τ(r) ≤ σ(r).
XIII. GEOMETRICAL REPRESENTATION OF FERMAT REALS
At the beginning of this artile we argued that one of the onduting idea in the on-
strution of Fermat reals is to maintain always a lear intuitive meaning. More preisely,
we always tried, and we will always try, to keep a good dialeti between provable formal
properties and their intuitive meaning. In this diretion we an see the possibility to nd a
geometrial representation of Fermat reals.
The idea is that to any Fermat real x ∈ •R we an assoiate the funtion
t ∈ R≥0 7→ ◦x+
N∑
i=1
◦xi · t1/ωi(x) ∈ R (32)
where N is, of ourse, the number of addends in the deomposition of x. Therefore, a
geometri representation of this funtion is also a geometri representation of the number
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x, beause dierent Fermat reals have dierent deompositions, see Theorem 5. Finally, we
an guess that, beause the notion of equality in
•
R depends only on the germ generated
by eah little-oh polynomial (see Denition 4), we an represent eah x ∈ •R with only the
rst small part of the funtion (32).
Denition 34. If x ∈ •R and δ ∈ R>0, then
graphδ(x) :=
{
(◦x+
N∑
i=1
◦xi · t1/ωi(x), t) | 0 ≤ t < δ
}
where N is the number of addends in the deomposition of x.
Note that the value of the funtion are plaed in the absissa position, so that the orret
representation of graphδ(x) is given by the gure 1.
FIG. 1: The funtion representing the Fermat real dt2 ∈ D3
This inversion of absissa and ordinate in the graphδ(x) permits to represent this graph as
a line tangent to the lassial straight line R and hene to have a better graphial piture.
Finally, note that if x ∈ R is a standard real, then N = 0 and the graphδ(x) is a vertial
line passing through
◦x = x.
The following theorem permits to represent geometrially the Fermat reals
Theorem 35. If δ ∈ R>0, then the funtion
x ∈ •R 7→ graphδ(x) ⊂ R2
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is injetive. Moreover if x, y ∈ •R, then we an nd δ ∈ R>0 (depending on x and y) suh
that
x < y
if and only if
∀p, q, t : (p, t) ∈ graphδ(x) , (q, t) ∈ graphδ(y) =⇒ p < q (33)
Proof: The appliation ρ(x) := graphδ(x) for x ∈ •R is well dened beause it depends
on the terms
◦x, ◦xi and ωi(x) of the deomposition of x (see Theorem 5 and Denition 8).
Now, suppose that graphδ(x) = graphδ(y), then
∀t ∈ [0, δ) : ◦x+
N∑
i=1
◦xi · t1/ωi(x) = ◦y +
M∑
j=1
◦yj · t1/ωj (y). (34)
Let us onsider the Fermat reals generated by these funtions, i.e.
x′ : =
[
t ≥ 0 7→ ◦x+
N∑
i=1
◦xi · t1/ωi(x)
]
= in •R
y′ : =
[
t ≥ 0 7→ ◦y +
M∑
j=1
◦yj · t1/ωj(y)
]
= in •R
then the deompositions of x′ and y′ are exatly the deompositions of x and y
x′ = ◦x+
N∑
i=1
◦xi dtωi(x) = x (35)
y′ = ◦y +
M∑
j=1
◦yj dtωj(y) = y. (36)
But from (34) it follows x′ = y′ in •R, and hene also x = y from (35) and (36).
Now suppose that x < y, then, using the same notations of the previous part of this
proof, we have also x′ = x and y′ = y and hene
x′ = ◦x+
N∑
i=1
◦xi · t1/ωi(x) < ◦y +
M∑
j=1
◦yj · t1/ωj(y) = y′.
We apply Theorem 28 obtaining that loally x′t < y
′
t, i.e.
∃δ > 0 : ∀0t ≥ 0 : ◦x+
N∑
i=1
◦xi · t1/ωi(x) < ◦y +
M∑
j=1
◦yj · t1/ωj (y).
This is an equivalent formulation of (33), and, beause of Theorem 28 it is equivalent to
x′ = x < y′ = y.
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Example. In gure 2 we have the representation of some rst order innitesimals.
FIG. 2: Some rst order innitesimals
The arrows are justied by the fat that the representing funtion (32) is dened on R≥0
and hene has a lear rst point and a diretion. The smaller is α ∈ (0, 1) and the nearer
is the representation of the produt α dt, to the vertial line passing through zero, whih is
the representation of the standard real x = 0. Finally, reall that dtk ∈ D if and only if
1 ≤ k < 2.
If we multiply two innitesimals we obtain a smaller number, hene one whose representation
is nearer to the vertial line passing through zero, as represented in gure 3
FIG. 3: The produt of two innitesimals
In gure 4 we have a representation of some innitesimals of order greater than 1. We an
see that the greater is the innitesimal h ∈ Da (with respet to the order relation ≤ dened
in
•
R) and the higher is the order of intersetion of the orresponding line graphδ(h).
Finally, in gure 5 we represent the order relation on the basis of Theorem 35.
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FIG. 4: Some higher order innitesimals
FIG. 5: Dierent ases in whih xi < yi
Intuitively, the method to see if x < y is to look at a suitably small neighborhood (i.e. at a
suitably small δ > 0) at t = 0 of their representing lines graphδ(x) and graphδ(y): if, with
respet to the horizontal direted straight line, the urve graphδ(x) omes before the urve
graphδ(y), then x is less than y.
XIV. SOME ELEMENTARY EXAMPLES
The elementary examples presented in this setion want to show, in a few rows, the
simpliity of the algebrai alulus of nilpotent innitesimals. Here simpliity means that
the dialeti with the orresponding informal alulations, used e.g. in engineering or in
physis, is really faithful. The importane of this dialeti an be glimpsed both as a proof
of the exibility of the new language, but also for researhes in artiial intelligene like
automati dierentiation theories (see e.g. Griewank [18℄ and referenes therein). Last but
not least, it may also be important for didati or historial researhes. Several examples are
diretly taken from analogous of Bell [3℄ and the reader is strongly invited to ompare the
two theories in these ases. In partiular, in our point of view, is not positive, like in some
parts of Bell [3℄, to return bak to a non rigorous use of innitesimals. Mathematial theories
of innitesimals, like our ring of Fermat reals or NSA or SIA, are great opportunities to avoid
several fallaies of the informal approah (our disussion in Setion X is a lear example), and
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to advane further, with the new knowledge originating from the rigorous theory, opening
the possibility to use innitesimal methods in more general, and less intuitive, frameworks
(like e.g. innite dimensional spaes of mappings, see Giordano [16℄). One again, the key
point is the dialeti between formal and informal thoughts and not a single part only.
A. The heat equation.
In this and the following setion we simply use the language of
•
R to reformulate the or-
responding dedutions of Vladimirov [28℄. Let us onsider a body (identied with its loal-
ization) B ⊆ R3 and denote with IB := int(B) its interior. On IB are given the smooth
funtions ρ : IB −→ R, c : IB −→ R and k : IB −→ R, interpreted respetively as the mass
density, the spei heat apaity and the oeient of thermal ondutivity. Let us note
that assuming these funtions as dened on IB without any favored diretion orresponds
physially to assume that B is an isotropous body. Moreover, let u : IB × [0,+∞) −→ R be
the smooth funtion representing the temperature of the body B at eah point x ∈ IB and
time t ∈ [0,+∞). To dedue the heat diusion equation we x an internal point x ∈ IB and
an innitesimal volume V . More preisely, we say that a subset of •R3 of the form
V = V (x, δx) =
{
y ∈ •R3 | − δxi ≤ 2(y − x) · ~ei ≤ δxi ∀i = 1, 2, 3
}
(37)
is an innitesimal parallelepiped if δv := δx1 ·δx2 ·δx3 ∈ D∞, i.e. if the orresponding volume
is an innitesimal of some order. Here (~e1, ~e2, ~e3) is the natural base of R
3
and notations of
the form δy ∈ •R are only useful to underline that the innitesimal inrement is assoiated
to the variable y: here δ is not an operator and we use it instead of the ommon dy to avoid
onfusion with our dy introdued in Denition 8. Beause x ∈ IB, the inlusion V ⊆ •B
follows, so that V an be thought as the sub-body of B orresponding to the innitesimal
parallelepiped parallel to oordinate axis and entered at x. This sub-body V interats
thermally with its omplement CV := •B \ V and with external soures of heat. In the
innitesimal time interval δt ∈ D∞, the sub-body V exhanges with its omplement CV the
heat owing perpendiularly to the surfae of V (Fourier's law):
QCV,V = δt ·
3∑
i=1
δsi ·
[
k(x+ δ~hi) · ∂u
∂~ei
(x+ δ~hi, t)− k(x− δ~hi) · ∂u
∂~ei
(x− δ~hi, t)
]
,
39
where δ~hi :=
1
2
δxi · ~ei ∈ •R3 and δsi :=
∏
j 6=i δxj ∈ •R. Choosing the innitesimals so that
δv · δt ∈ D,
we have that δt · δsi · (δxi)2 = δt · δv · δxi = 0 from Theorem 12 (e.g. we an hoose
δxi = dt6 and δt = dt2). From this and the use of innitesimal Taylor's formula in (38),
simple alulations give
QCV,V = div [k · grad(u)] (x, t) · δv · δt. (39)
Of ourse, this alulations orrespond to the innitesimal version of the Gauss-Ostrogradskij
theorem. Interating thermally with external soures, the sub-body V exhanges the heat
Q
ext,V = F (x, t) · δv · δt, (40)
where F : IB× [0,+∞) −→ R is a smooth funtion representing the intensity of the thermal
soures. The total heat QCV,V + Qext,V orresponds to an inreasing of temperature of V
equal to u(x, t+ δt)− u(x, t) and hene to an exhange of heat with the environment equal
to
Q
env,V = [u(x, t+ δt)− u(x, t)] · c(x) · ρ(x) · δv = QCV,V +Qext,V . (41)
From this and (39), (40), the innitesimal Taylor's formula and the anellation law we
obtain the onlusion:
c(x) · ρ(x) · ∂u
∂t
(x, t) = div [k · grad(u)] (x, t) + F (x, t).
To stress that the previous dedution is now ompletely rigorous we an now state the
following theorem, without any mention to the physial interpretation:
Theorem 36. Let B ⊆ Rd and IB := int(B) its interior. Let us onsider the smooth
funtions ρ : IB −→ R, c : IB −→ R, k : IB −→ R, u : IB × [0,+∞) −→ R and
F : IB × [0,+∞) −→ R. Finally let us onsider a point (x, t) ∈ IB × [0,+∞) and dene V ,
QCV,V , Qext,V , Qenv,V as in (37), (38), (40) and (41), where δv · δt ∈ D. Then it results
Q
env,V = QCV,V +Qext,V
if and only if the following relation holds
c(x) · ρ(x) · ∂u
∂t
(x, t) = div [k · grad(u)] (x, t) + F (x, t).
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Unfortunately, this statement does not suiently underline the great dierene that
takes plae between the physial ontent in the denition of QCV,V , i.e. the Fourier's law,
and that in the denition of Q
ext,V . In an axiomati framework for thermodynamis (see e.g.
Truesdell [27℄), the notion of heat ux QAB going from a body A to a body B an be taken
as primitive; in that ase (38) beomes an important assumption, whereas (40) is simply the
denition of the intensity F (x, t) =
Q
ext,V
δv·δt
.
B. Eletri dipole.
In elementary Physis, an eletri dipole is usually dened as a pair of harges with op-
posite sign plaed at a distane d very less than the distane r from the observer. Conditions
like r ≫ d are frequently used in Physis and very often we obtain a orret formalization
if we ask d ∈ •R innitesimal but r ∈ R \ {0}, i.e. r nite. Thus we an dene an eletri
dipole as a pair (p1, p2) of eletri partiles, with harges of equal intensity but with opposite
sign suh that their mutual distane at every time t is a rst order innitesimal:
∀t : |p1(t)− p2(t)| =: |~dt| =: dt ∈ D. (42)
In this way we an alulate the potential at the point x using the properties of D and using
the hypothesis that r is nite and not zero. In fat we have
ϕ(x) =
q
4πǫ0
·
(
1
r1
− 1
r2
)
~ri := x− pi
and if ~r := ~r2 − ~d2 then
1
r2
=
(
r2 +
d2
4
+ ~r · ~d
)−1/2
= r−1 ·
(
1 +
~r · ~d
r2
)−1/2
beause for (42) d2 = 0. For our hypotheses on d and r we have that
~r · ~d
r2
∈ D hene from
the derivation formula (
1 +
~r · ~d
r2
)−1/2
= 1− ~r ·
~d
2r2
In the same way we an proeed for 1/r1, hene:
ϕ(x) =
q
4πǫ0
· 1
r
·
(
1 +
~r · ~d
2r2
− 1 + ~r ·
~d
2r2
)
=
=
q
4πǫ0
· ~r ·
~d
r3
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The property d2 = 0 is also used in the alulus of the eletri eld and for the moment of
momentum.
C. Newtonian limit in Relativity.
Another example in whih we an formalize a ondition like r ≫ d using the previous
ideas is the Newtonian limit in Relativity; in it we an suppose to have
• ∀t : vt ∈ D2 and c ∈ R
• ∀x ∈M4 : gij(x) = ηij + hij(x) with hij(x) ∈ D.
where (ηij)ij is the matrix of the Minkowski's metri. This onditions an be interpreted as
vt ≪ c and hij(x)≪ 1 (low speed with respet to the speed of light and weak gravitational
eld). In this way we have, e.g. the equalities:
1√
1− v
2
c2
= 1 +
v2
2c2
and
√
1− h44(x) = 1− 1
2
h44(x).
D. Linear dierential equations.
Let
L(y) := A0
dNy
dtN
+ . . .+ AN−1
dy
dt
+ AN · y = 0
be a linear dierential equation with onstant oeients. One again we want to disover
independent solutions in ase the harateristi polynomial has multiple roots e.g.
(r − r1)2 · (r − r3) · . . . · (r − rN) = 0.
The idea is that in
•
R we have (r−r1)2 = 0 also if r = r1+h with h ∈ D. Thus y(t) = e(r1+h)t
is a solution too. But e(r1+h)t = er1t + ht · er1t, hene
L
[
e(r1+h)t
]
= 0
= L
[
er1t + ht · er1t]
= L
[
er1t
]
+ h · L [t · er1t]
We obtain L [t · er1t] = 0, that is y1(t) = t · er1t must be a solution. Using k-th order
innitesimals we an deal with other multiple roots in a similar way.
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E. Cirle of urvature.
A simple appliation of the innitesimal Taylor's formula is the parametri equation
for the irle of urvature, that is the irle with seond order osulation with a urve
γ : [0, 1] −→ R3. In fat if r ∈ (0, 1) and γ˙r is a unit vetor, from the seond order
innitesimal Taylor's formula we have
∀h ∈ D2 : γ(r + h) = γr + h γ˙r + h
2
2
γ¨r = γr + h~tr +
h2
2
cr ~nr (43)
where ~n is the unit normal vetor, ~t is the tangent one and cr the urvature. But one
again from Taylor's formula we have sin(ch) = ch and cos(ch) = 1− c2h2
2
. Now it sues to
substitute h and h
2
2
from these formulas into (43) to obtain the onlusion
∀h ∈ D2 : γ(r + h) =
(
γr +
~nr
cr
)
+
1
cr
· [sin(crh)~tr − cos(crh)~nr] .
In a similar way we an prove that any f ∈ C∞(R,R) an be written ∀h ∈ Dk as
f(h) =
k∑
n=0
an · cos(nh) +
k∑
n=0
bn · sin(nh),
so that now the idea of the Fourier series omes out in a natural way.
F. Commutation of dierentiation and integration.
This example derives from Kok [20℄, Lavendhomme [22℄. Suppose we want to disover the
derivative of the funtion
g(x) :=
 β(x)
α(x)
f(x, t) dt ∀x ∈ R
where α, β and f are smooth funtions. We an see g as a omposition of smooth funtions,
hene we an apply the derivation formula, i.e. Theorem 21:
g(x+ h) =
 β(x+h)
α(x+h)
f(x+ h, t) dt =
=
 α(x)
α(x)+hα′(x)
f(x, t) dt+ h ·
 α(x)
α(x)+hα′(x)
∂f
∂x
(x, t) dt+
+
 β(x)
α(x)
f(x, t) dt+ h ·
 β(x)
α(x)
∂f
∂x
(x, t) dt+
+
 β(x)+hβ′(x)
β(x)
f(x, t) dt + h ·
 β(x)+hβ′(x)
β(x)
∂f
∂x
(x, t) dt.
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Now we use h2 = 0 to obtain e.g. (see Corollary 23):
h ·
 α(x)
α(x)+hα′(x)
∂f
∂x
(x, t) dt = −h2 · α′(x) · ∂f
∂x
(α(x), t) = 0
and
 α(x)
α(x)+hα′(x)
f(x, t) dt = −h · α′(x) · f(α(x), t).
Calulating in an analogous way similar terms we nally obtain the well known onlusion.
Note that the nal formula omes out by itself so that we have disovered it and not simply
we have proved it. From the point of view of artiial intelligene or from the didati point
of view, surely this disovering is not a trivial result.
G. Shwarz's theorem.
Using nilpotent innitesimals we an obtain a simple and meaningful proof of Shwarz's
theorem. This simple example aims to show how to manage some dierenes between our
setting and SDG. Let f : V −→ E be a C2 funtion between spaes of type V = Rm, E = Rn
and a ∈ V , we want to prove that d2f(a) : V × V −→ E is symmetri. Take
k ∈ D2
h, j ∈ D∞
jkh ∈ D 6=0
(e.g. we an take kt = dt2, ht = jt = dt4 so that jkh = dt, see also Theorem 12). Using
k ∈ D2, we have
j · f(x+ hu+ kv) =
= j ·
[
f(x+ hu) + k ∂vf(x+ hu) +
k2
2
∂2vf(x+ hu)
]
= j · f(x+ hu) + jk · ∂vf(x+ hu)
(44)
where we used the fat that k2 ∈ D and j innitesimal imply jk2 = 0. Now we onsider
that jkh ∈ D so that any produt of type jkhi is zero for every i ∈ D∞, so we obtain
jk · ∂vf(x+ hu) = jk · ∂vf(x) + jkh · ∂u(∂vf)(x). (45)
But k ∈ D2 and jk2 = 0 hene
j · f(x+ kv)− j · f(x) = jk · ∂vf(x).
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Substituting this in (45) and hene in (44) we obtain
j · [f(x+ hu+ kv)− f(x+ hu)− f(x+ kv) + f(x)] =
= jkh · ∂u(∂vf)(x).
(46)
The left hand side of this equality is symmetri in u, v, hene hanging them we have
jkh · ∂u(∂vf)(x) = jkh · ∂v(∂uf)(x)
and thus we obtain the onlusion beause jkh 6= 0 and ∂u(∂vf)(x), ∂v(∂uf)(x) ∈ E. From
(46) it follows diretly the lassial limit relation
lim
t→0+
f(x+ htu+ ktv)− f(x+ htu)− f(x+ ktv) + f(x)
htkt
= ∂u∂vf(x)
H. Area of the irle and volumes of revolution.
A more or less meaningful proof of the familiar formula for the area of a irle depends
on what axioms are assumed and how muh general the denitions are. In this example
we want to show the possibility to dene suitable smooth funtions using an innitesimal
property. Let us assume the axioms for the real eld R; prove from them the existene of
the smooth funtions sin and cos; dene π as a suitable zero of these funtions (see e.g.
Prodi [24℄, Silov [26℄) and dene the length of an ar of irle of radius r, parametrized by
x(θ) = r · cos(θ) and y(θ) = r · sin(θ), as the unique funtion s that veries
[s(θ + k)− s(θ)]2 = [x(θ + k)− x(θ)]2 + [y(θ + k)− y(θ)]2 ∀θ ∈ R ∀k ∈ D2 (47)
s(0) = 0. (48)
This denition an be justied in the usual way using a (seond order!) innitesimal right-
angled triangle. The uniqueness of s follows from (47) and (48), the smoothness of x and y,
the seond order innitesimal Taylor's formula and the anellation law (Theorem 17):
k2 · s˙(θ) = x˙(θ) · k2 + y˙(θ) · k2 ∀k ∈ D2.
From this and (48) we obtain the usual formula for s that, in our partiular ase, gives
s(θ) = r ·θ. Now we an think the area A(θ+h)−A(θ) of a rst order innitesimal setor of
the irle as the area of the isoseles triangle with sides of length r and base s(θ+h)− s(θ).
In fat, if P (θ) = (r sin θ, r cos θ), then P (θ + h) = P (θ) + h · ~t(θ), where ~t is the tangent
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vetor, so that in [θ, θ+h], h ∈ D, the irle is made of linear segments. Therefore, the area
A(θ) an be dened as the unique funtion that veries
A(θ + h)−A(θ) = 1
2
[s(θ + h)− s(θ)] · r cos
(
h
2
)
∀θ ∈ R ∀h ∈ D
A(0) = 0.
From this and the derivation formula we get
h · A′(θ) = 1
2
hr · s′(θ)
A(θ) =
1
2
 θ
0
r · s(u) du.
In our ase we get A(θ) = 1
2
r2 · θ and hene the searhed formula for θ = 2π.
Analogously we an prove the familiar formula for volumes of revolution of a parametrized
urve γ(u) = (x(u), y(u)), u ∈ [a, b], around the x-axis. Let us dene the volume as the
unique smooth funtion V that veries
V (u+ h)− V (u) = h · π · y(u)2 + 1
2
[
h · π · y(u+ h)2 − h · π · y(u)2] (49)
V (0) = 0 (50)
for every u ∈ [a, b] and h ∈ D. This denition an be intuitively justied saying that the
volume of the setor of revolution between u and u+ h an be alulated as the sum of the
ylinder of radius y(u) and height h plus one half of the dierene between the ylinder of
radius y(u+h) and height h and that of radius radius y(u) and the same height. Impliitly,
we are using the straightness of the urve γ in [u, u+h]. From (49) and the property h2 = 0
we easily obtain that V ′(u) = π · y(u)2 and hene the usual formula using (50).
I. Curvature.
Let us onsider the usual smooth parametrized urve γ(u) = (x(u), y(u)) for u ∈ [a, b].
Let ϕ(u) ∈ [0, π] be the non-oriented angle (i.e. the one dened by the salar produt)
between the tangent vetor
~t = (x˙, y˙) and the unit vetor ~i of the x-axis, so that√
x˙2 + y˙2 · cosϕ = x˙.
Multiplying this equality by sinϕ we easily obtain
y˙ · cosϕ = x˙ · sinϕ. (51)
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It is well known that the urvature of γ at the point u ∈ [a, b] an be alulated as the
rate of hange of the non-oriented angle ϕ(u) with respet to an innitesimal variation in
ar length s(u) dened by the analogous of (47) and (48). These rate of hanges an be
dened in
•
R as the unique (if it exists) standard c(u) ∈ R dened by
c(u) · [s(u+ h)− s(u)] = ϕ(u+ h)− ϕ(u) ∀h ∈ D.
Indeed, from the anellation law, i.e. Theorem 17, there exists at most one suh c(u) ∈ R
verifying this property. Beause of this uniqueness we an also use the notation
c(u) =
ϕ(u+ h)− ϕ(u)
s(u+ h)− s(u) . (52)
These ratios generalize the usual ratios between real numbers (see Giordano [16℄ for more
details). From (52) and the derivation formula we get c(u) = h·ϕ
′(u)
h·s′(u)
= ϕ
′(u)
s′(u)
whatever
h ∈ D 6=0 we hoose. From this and the relation (51) (without using innitesimals, but using
standard dierential alulus) we an obtain the usual formula c = x˙y¨−y˙x¨
(x˙2+y˙2)3/2
at eah point
u ∈ [a, b] where ϕ(u) 6= π
2
and γ˙(u) 6= 0.
J. Strething of a spring (and enter of pressure).
If f : [a, b] −→ R is a smooth funtion and we dene J(x) :=  x
0
f(s) ds, then Corollary
23 and a trivial alulation with the derivation formula give
J(x+ h)− J(x) = 1
2
[f(x+ h) + f(x)] ∀h ∈ D. (53)
The right-hand side of (53) is interpreted as the average value of f in the innitesimal
interval [x, x + h]. Analogous equalities an be obtain in the d-dimensional ase using
suitable generalizations of the above ited orollary: e.g. if d = 2 we have to use
 h
0
 k
0
f(x, y) dx dy = hk · f(0, 0) ∀h, k ∈ D∞ : h · k ∈ D.
These equalities are used by Bell [3℄ to alulate the enter of pressure of a plane area and the
work done in strething a spring. The meaningfulness of suh examples is however doubtful
beause they an be summarized saying: assume to have a smooth J satisfying (53); dedue
from this and from the assumption J(0) = 0 that J ′(x) = f(x). There is no real use of
innitesimals in this type of reasoning in every ase where the denition J(x) :=
 x
0
f(s) ds
is ustomary, like in the ited examples.
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K. The wave equation.
The dedution of the wave equation in the framework of Fermat reals is very interesting
for two main reasons. Firstly, in the lassial dedution (see e.g. Vladimirov [28℄) there
are some approximations tied with Hook's law. Is it possible to make them rigorous using
•
R? Do we gain something using this inreased rigour? E.g.: how an we formalize the
approximated equalities used in the lassial dedution? In what a sense is the wave equation
an approximated equality valid for small osillations only?
Seondly, at the end of our dedution we will stress the physial priniples as important
mathematial assumptions of a suitable theorem. We are hene naturally taken to ask if
these natural assumptions (some of whih formulated using the innitesimals of
•
R) really
have a model. In this way, we will see that no standard smooth funtion an satisfy these
hypothesis, but we are fored to onsider a non-standard one. E.g. f(x) = h · sin(x) for
x ∈ •R and h ∈ D∞ is an example of a non-standard smooth funtion; let us note that it
is obtained by the standard smooth funtion g(y, x) := y · sin(x), x, y ∈ R, by extension to
•
R
2
and xing one of its variables to a non-standard parameter h ∈ D∞:
f(x) = •g(h, x) ∀x ∈ •R.
This will motivate strongly the further development of the theory of Fermat reals, in the
diretion of a more general theory inluding also these new smooth non-standard funtions.
Let us start onsidering a string making small transversal osillations around its equi-
librium position loated on the interval [a, b] of the x axis, for a, b ∈ R, a < b. By
hypotheses, string's position st ⊆ •R2 is always represented by the graph of a given urve γ :
[a, b]×[0,+∞) −→ •R2 (where [a, b] = {x ∈ •R | a ≤ x ≤ b} and [0,+∞) = {x ∈ •R | 0 ≤ x};
in the following, we will always use these notations for intervals to identify the orresponding
subsets of
•
R, and not of R, and we will also use the notation γxt := γ(x, t)):
st =
{
γxt ∈ •R2 | a ≤ x ≤ b
} ∀t ∈ [0,+∞).
Moreover, the urve γ is supposed to be injetive with respet to the parameter x ∈ (a, b):
γx1t 6= γx2t ∀t ∈ [0,+∞) ∀x1, x2 ∈ (a, b) : x1 6= x2,
so that the order relation on (a, b) implies an order relation on the support st. For every
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pair of points p = γxpt, q = γxqt ∈ st on the string at time t, we an dene the sub-bodies:
−→p := {γxt | xp ≤ x ≤ b}
←−p := {γxt | a ≤ x ≤ xp}
−→pq := {γxt | xp ≤ x ≤ xq}
orresponding respetively to the parts of the string that follows the point p ∈ st, that
preedes the same point and that lies between the point p ∈ st and the point q ∈ st.
It is usually impliitly lear that e.g. every sub-body of the form
−→p exerts a fore on
eah sub-body with whih it is in ontat, i.e. of the form
−→pq or ←−p . Moreover, the fore
F(A,B) ∈ •R2 that the sub-body A exerts on the sub-body B veries the following equalities
(see e.g. Truesdell [27℄):
F(−→pq,←−p ) = F(−→p ,←−p ) (54)
F(−→q ,−→pq) = F(−→q ,←−q ) (55)
F(←−p ,−→pq) = −F(−→pq,←−p ) (ation-reation priniple) (56)
for every pair of points p, q ∈ st and every time t ∈ [0,+∞). Using this formalism, the
tension at the point γxt ∈ st at time t ∈ [0,+∞) an now be dened in the following way
T(x, t) := F(−→γxt,←−γxt). (57)
Now, let us onsider the innitesimal sub-body
−−−−−−→
x, x+ δx := −−−−−−→γxtγx+δx,t ⊆ st loated at time
t between the points γxt ∈ st and γx+δx,t ∈ st, where δx ∈ D is a generi rst order
innitesimal. On this innitesimal sub-body, mass fores of linear density G : [a, b] ×
[0,+∞) −→ •R2 at, so that Newton's law an be written as
ρ · δx · ∂
2γ
∂t2
= F(←−γxt,−−−−−−→x, x+ δx) + F(−−−−→γx+δx,t,−−−−−−→x, x+ δx) +G · ρ · δx, (58)
where ρ : [a, b] × [0,+∞) −→ •R is the linear mass density and where, if not otherwise
indiated, all the funtions are alulated at (x, t) ∈ (a, b)× [0,+∞). Of ourse, the ontat
fores appearing in Newton's law are due to the interation of the innitesimal sub-body
with other sub-bodies in ontat with its border
∂
[−−−−−−→
x, x+ δx
]
= {γxt, γx+δx,t} ⊆ •R2.
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Using ation-reation priniple (56) and the equality (55), with q = γx+δx,t and p = γxt so
that
−→pq = −−−−−−→x, x+ δx, from (58) we have
ρ · δx · ∂
2γ
∂t2
= −F(−−−−−−→x, x+ δx,←−γxt) + F(−−−−→γx+δx,t,←−−−−γx+δx,t) +G · ρ · δx.
Using (54) and the denition (57) of tension we get
ρ · δx · ∂
2γ
∂t2
= −F(−→γxt,←−γxt) + F(−−−−→γx+δx,t,←−−−−γx+δx,t) +G · ρ · δx
= −T(x, t) +T(x+ δx, t) +G · ρ · δx. (59)
Up to this point of the dedution we have not used neither the hypotheses of small osillations
nor that of transversal osillations. The seond one an be easily introdued with the
hypotheses
G(x, t) · ~e1 = 0 ∀x, t, (60)
where (~e1, ~e2) are the axis unit vetors. Using the notation ϕ(x, t) for the non-oriented
angle between the tangent unit vetor t(x, t) at the point γxt and the x axes (see (51)), the
hypotheses of small osillations an be formalized with the assumption
ϕ(x, t) ∈ D ∀x, t. (61)
This will permit to reprodue the lassial dedution in the most faithful way (even if, as we
will see later, a weaker assumption an be onsidered). Moreover, in the lassial dedution
of the wave equation, one onsiders only urves of the form γxt = (x, u(x, t)). In this way
from (51) and the derivation formula we have
∂γ2
∂x
· cosϕ = sinϕ
∂γ2
∂x
= ϕ ∈ D
so that
(
∂γ2
∂x
)2
= 0 and hene the total length of the string beomes:
L =
 b
a
√
1 +
[
∂γ2
∂x
(x, t)
]2
dx = b− a ∀t ∈ [0,+∞). (62)
By Hook's law, this justies that the tension an be assumed to have a onstant modulus
T , not depending neither by the position x nor by the time t:
T(x, t) = T · t(x, t) ∀x ∈ (a, b) ∀t ∈ [0,+∞). (63)
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A tension T parallel to the tangent vetor is the seond part of the hypothesis about non
transversal osillations of the string. Let us note expliitly that the only standard ontinuous
funtion verifying the equality L = b − a is the onstant one, so the funtion u : [a, b] ×
[0,+∞) −→ •R has to be understood as a non-standard one; later we will do further
onsiderations about this important point. Projeting the equation (59) on the y axis, we
obtain
ρ · δx · ∂
2u
∂t2
= −T · t(x, t) · ~e2 + T · t(x+ δx, t) · ~e2 +G · ~e2 · ρ · δx
= −T sinϕ(x, t) + T · sinϕ(x+ δx, t) +G · ρ · δx.
But sinϕ = ϕ = ∂u
∂x
beause ϕ ∈ D is a rst order innitesimal, hene
ρ · δx · ∂
2u
∂t2
= T ·
[
∂u
∂x
(x+ δx, t)− ∂u
∂x
(x, t)
]
+G · ρ · δx
=
[
T · ∂
2u
∂x2
(x, t) +G · ρ
]
· δx. (64)
We annot use the anellation law with δx ∈ D to obtain the nal result, beause, as we
mentioned above, the funtion u(x, t) ∈ •R an assume non standard values, so it is time to
larify some points. As mentioned above, there does not exist a standard smooth funtion
verifying all the assumptions or the physial priniples we have used. Of ourse, everything
depends by how we formalize the lassial informal dedution used in elementary physis:
e.g. we have hosen to use an equality sign in (62) instead of an approximated equality;
anyway we have to onsider that if we use ≃ to write (62), then the problem beomes how to
make more preise, physially, numerially or mathematially, this approximation; moreover,
if we use an approximation sign in (62), then we onsistently must use the same sign both in
(63) and therefore in the nal wave equation. Nevertheless, smooth non standard funtions
an verify all the hypothesis and physial priniples we have onsidered: e.g. the funtion
u(x, t) := u0 sin(x + ω · t) is one of these if the maximum amplitude u0 ∈ D and if ρ is
onstant, G = 0 and T = ω2ρ.
Denition 37. If X ⊆ •Rx and Y ⊆ •Ry then we say that
f : X −−−→ Y is (non standard) smooth
i f maps X in Y and for every x0 ∈ X we an write
f(x) = •g〈p, x〉 ∀x ∈ •V ∩X (65)
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for some
V open in Rx suh that x0 ∈ •V
p ∈ •U, where U is open in Rp
g ∈ C∞(U × V,Ry),
where 〈−,−〉 : ([x]∼, [y]∼) ∈ •U × •V 7−→ [(x, y)]∼ ∈ •(U × V ) (see Denition 4 for the
relation ∼).
In other words loally a smooth funtion f : X −→ Y from X ⊆ •Rx to Y ⊆ •Ry is
onstruted in the following way:
1. start with an ordinary standard funtion g ∈ C∞(U×V,Ry), with U open in Rp and V
open in R
x
. The spae R
p
has to be thought as a spae of parameters for the funtion
g;
2. onsider its Fermat extension obtaining
•g : •(U × V ) −→ •Ry;
3. onsider the omposition
•g ◦ 〈−,−〉 : •U × •V −→ •Ry, where 〈−,−〉 is the isomor-
phism
•U × •V ≃ •(U × V ) dened by 〈[x]∼, [y]∼〉 = [(x, y)]∼; we will always use the
identiation
•U × •V = •(U × V ), so we will write simply •g(p, x) instead of •g〈p, x〉.
4. x a parameter p ∈ •U as a rst variable of the previous omposition, i.e. onsider
•g〈p,−〉 : •V −→ •Ry. Loally, the map f is of this form: f = •g〈p,−〉 = •g(p,−).
Beause p = ◦p+ h, with h ∈ D∞, applying the innitesimal Taylor's formula to variable p
for the funtion
•g(p, x) it is not hard to prove the following Theorem, that laries further
the form of these non standard smooth funtions, beause it states that they an be seen
loally as innitesimal polynomials with smooth oeients:
Theorem 38. Let X ⊆ •Rx and f : X −→ •Rn a map. Then it results that
f : X −→ •Rn is non standard smooth
if and only if for every x0 ∈ X we an write
f(x) =
∑
|q|≤k
q∈Nd
aq(x) · pq ∀x ∈ •V ∩X, (66)
for suitable:
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1. d, k ∈ N
2. p ∈ Ddk
3. V open subset of Rx suh that x0 ∈ •V
4. (aq)|q|≤k
q∈Nd
family of C∞(V,Rn).
In other words, every smooth funtion f : X −→ •Rn an be onstruted loally starting
from some innitesimal parameters
p1, . . . , pd ∈ Dk
and from ordinary smooth funtions
aq ∈ C∞(V,Rn)
and using polynomial operation only with p1, ..., pd and with oeients aq(−). Roughly
speaking, we an say that they are innitesimal polynomials with smooth oeients. The
polynomials variables at as parameters only.
As it is natural to expet, several notions of dierential and integral alulus, inluding
their innitesimal versions, an be extended to this type of new smooth funtion (for more
details, see the preprint Giordano [16℄), and these results will be presented in future works.
In this sense, this dedution of the wave equation motivates strongly the future development
of the theory of Fermat reals.
On the other hand, we have to understand what type of anellation law we an apply to
(64). For this end, we have to dene the notion of equality up to k-th order innitesimals:
Denition 39. Let m = ◦m +
∑N
i=1
◦mi · dtωi(m) be the deomposition of m ∈ •R and
k ∈ R≥0 ∪ {∞}, then
ιkm := ιk(m) :=
◦m+
N∑
i=1
ωi(m)>k
◦mi · dtωi(m).
Finally if x, y ∈ •R, we will say x =k y i ιkx = ιky in •R, and we will read it as x is
equal to y up to k-th order innitesimals.
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In other words, as it is easy to prove, we have
x =k y ⇐⇒ ◦x = ◦y and ω(x− y) ≤ k.
Therefore, if we denote with
Ik := {x ∈ D∞ |ω(x) ≤ k} ,
the set of all the innitesimal of order less that or equal k (let us note that Ik ⊂ Dk), then
we have that x =k y if and only if x − y ∈ Ik. Equality up to k-th order innitesimal is of
ourse an equivalene relation and preserves all the ring operations of
•
R. More in general
these equalities are preserved by smooth funtions f : •R −→ •R:
x =k y =⇒ f(x) =k f(y).
Using this notion, it is not hard to prove the following anellation law up to k-th order
innitesimals.
Theorem 40. Let m ∈ •R, n ∈ N>0, j ∈ Nn \ {0} and α ∈ Rn>0. Moreover let us onsider
k ∈ R dened by
1
k
+
n∑
i=1
ji
αi + 1
= 1 (67)
then
1. ∀h ∈ Dα1 × · · · ×Dαn : hj ·m = hj · ιkm
2. If hj ·m = 0 for every h ∈ Dα1 × · · · ×Dαn, then m =k 0
E.g. if n = 1 and α1 = j1 = 1 we have k = 2 and hene
∀h ∈ D : h ·m = h · ι2m
(∀h ∈ D : h ·m = 0) ⇐⇒ m =2 0. (68)
Using (68) in (64) we obtain the nal onlusion
ρ · ∂
2u
∂t2
=2 T · ∂
2u
∂x2
+G · ρ ∀x ∈ (a, b) ∀t ∈ (0,+∞). (69)
It is also interesting to note that not only small osillations of the string implies (69),
but the onverse is also true: the equation (69) implies that neessary we must have small
osillations of the string, i.e. that ϕ(x, t) ∈ D∞. Moreover, using the equality =2 up
to seond order innitesimals, all the lassial approximation tied with Hook's law, now
beome more lear. Indeed, we have the following
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Theorem 41. Let a, b ∈ R, with a < b; let γ : [a, b] × [0,+∞) −→ •R2, ρ : [a, b] ×
[0,+∞) −→ •R and G,T : [a, b] × [0,+∞) −→ •R2 be non standard smooth funtions and
T ∈ •R be an invertible Fermat real. Let us suppose that the rst omponent γ1 of the urve
is of the form
γ1(x, t) = [1 + α(t)] · x+ β(t) ∀x, t, (70)
with α(t) ∈ I2. Then the unit tangent vetor t(x, t) to the urve γ exists and we an further
suppose that the relations
T(x, t) =2 T · t(x, t) (71)
ρ · δx · ∂
2γxt
∂t2
= T(x+ δx, t)−T(x, t) +G · ρ · δx, (72)
holds for a every point (x, t) ∈ (a, b)× [0,+∞) and for every δx ∈ D. Finally, let us suppose
that
∂ϕ
∂x
(x, t) is invertible.
Then at this point (x, t) the following sentenes are equivalent
1. ρ(x, t) · ∂2γ2
∂t2
(x, t) =2 T · ∂2γ2∂x2 (x, t) +G2(x, t) · ρ(x, t)
2. ϕ(x, t) ∈ I4.
Finally, if (2) holds for every (x, t) ∈ (a, b)× [0,+∞), then
length(γ−,t) =2 b− a.
To simplify the proof of this result, we need two lemmas.
Lemma 42. Let a, b ∈ R with a < b and let f , g : (a, b) −→ •R be non standard smooth
funtions suh that
f(x) =2 g(x) ∀x ∈ (a, b).
Then
f(x+ h)− f(x) = g(x+ h)− g(x) ∀h ∈ D ∀x ∈ (a, b)
Lemma 43. Let m, h ∈ •R, and suppose that m is invertible and 0 ≤ h ≤ π, then the
following properties are equivalent:
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1. m · cos3 h =2 m
2. h ∈ I4.
Proof of Theorem 41: We rstly note that, assuming (70), the tangent vetor t(x, t)
always exists in
•
R. In fat we have
∂γ1
∂x
(x, t) = 1 + α(t) so that both ∂γ1
∂x
(x, t) and[
∂γ1
∂x
(x, t)
]2
+
[
∂γ2
∂x
(x, t)
]2
are invertible; we an hene take its square root and then the
inverse to dene the unit tangent vetor. Now we prove that (1) implies (2). Let us take a
generi δx ∈ D. Projeting (72) on ~e2 we get
ρ · δx · ∂
2γ2
∂t2
= T(x+ δx, t) · ~e2 −T(x, t) · ~e2 +G2 · ρ · δx.
But from (71) and beause smooth operations preserve =2, we get T · ~e2 =2 T · t · ~e2.
Therefore, from Lemma 42 we obtain
T(x+ δx, t) · ~e2 −T(x, t) · ~e2 = T · t(x+ δx, t) · ~e2 − T · t(x, t) · ~e2
= T · sinϕ(x+ δx, t)− T · sinϕ(x, t)
ρ · δx · ∂
2γ2
∂t2
= T · sinϕ(x+ δx, t)− T · sinϕ(x, t) +G2 · ρ · δx. (73)
On the other hand, we an multiply (1) by δx (so that =2 beomes =, see Theorem 40)
obtaining
ρ · δx · ∂
2γ2
∂t2
= T ·
[
∂γ2
∂x
(x+ δx, t)− ∂γ2
∂x
(x, t)
]
+G2 · ρ · δx
= T · tanϕ(x+ δx, t) · ∂γ1
∂x
(x+ δx, t)− T tanϕ(x, t) · ∂γ1
∂x
(x, t) +G2 · ρ · δx,
(74)
Equating (73) and (74) and aneling T we get
sinϕ(x+ δx, t)− sinϕ(x, t) = tanϕ(x+ δx, t) · ∂γ1
∂x
(x+ δx, t)− tanϕ(x, t) · ∂γ1
∂x
(x, t)
δx · cosϕ · ∂ϕ
∂x
= δx · 1
cos2 ϕ
· ∂ϕ
∂x
· ∂γ1
∂x
(x, t) + tanϕ · ∂
2γ1
∂x2
(x, t)
= δx · 1
cos2 ϕ
· ∂ϕ
∂x
· [1 + α(t)]
= δx · 1
cos2 ϕ
· ∂ϕ
∂x
(75)
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where, as usual, every funtion, if not otherwise indiated, is alulated at (x, t). Let us
note that, in (75) we have used the property δx · α(t) = 0 beause δx ∈ D and α(t) ∈ I2;
moreover, from (51) if ϕ = π
2
we would have
∂γ2
∂x
· cosϕ = 0 = ∂γ1
∂x
· sinϕ = 1 + α(t), whih
is impossible beause α(t) ∈ D∞. Setting, for simpliity, m := ∂ϕ∂x (x, t) ∈ •R, from (75) and
aneling δx, we have
m · cos3 ϕ =2 m, (76)
By Lemma 43 this implies the onlusion.
Vie versa, if ϕ is an innitesimal of order less than or equal 4, then by Lemma 43 we
obtain (76) and we an go over again the previous passages in the opposite diretion to prove
(1).
Now, let us suppose that ϕ(x, t) ∈ I4 for every (x, t) ∈ (a, b)× [0,+∞), then
lenght(γ−,t) =
 b
a
√
[1 + α(t)]2 +
[
∂γ2
∂x
(x, t)
]2
dx
=
 b
a
√
1 + 2α(t) +
[
∂γ2
∂x
(x, t)
]2
dx, (77)
beause α(t) ∈ I2 and hene α(t)2 = 0. But [1 + α(t)] · sinϕ = ∂γ2∂x (x, t) · cosϕ, so
∂γ2
∂x
(x, t) = [1 + α(t)] tanϕ
= [1 + α(t)]
(
ϕ+
ϕ3
3
)
= ϕ+
ϕ3
3
+ α(t) · ϕ,
beause α(t) ∈ I2 and ϕ ∈ I4 and hene α(t) · ϕ3 = 0. Substituting this in (77) and using
the derivation formula for the funtion x 7→ √1 + x we obtain√
1 + 2α(t) +
[
∂γ2
∂x
(x, t)
]2
= 1 +
1
2
·
{
2α(t) +
[
∂γ2
∂x
(x, t)
]2}
= 1 + α(t) +
1
2
[
ϕ+
ϕ3
3
+ α(t) · ϕ
]2
= 1 + α(t) +
ϕ2
2
+
ϕ4
3
+ α(t) · ϕ2.
Therefore
length(γ−,t) =
 b
a
[
1 + α(t) +
ϕ(x, t)2
2
+
ϕ(x, t)4
3
+ α(t) · ϕ(x, t)2
]
dx
= b− a + α(t) · (b− a) +
 b
a
[
ϕ(x, t)2
2
+
ϕ(x, t)4
3
+ α(t) · ϕ(x, t)2
]
dx. (78)
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Using the Theorem 38 it is not hard to prove that the last integral in (78) is an innitesimal
of order less than or equal 2, so the onlusion follows from the hypothesis α(t) ∈ I2.
Proof of Lemma 42: First of all, from the hypothesis f(x) =2 g(x) for every x ∈ (a, b),
we get that
◦f(x) = ◦g(x) ∀x ∈ (a, b). (79)
Now, let us x a point x ∈ (a, b). From Theorem 38 we obtain that we an write
f(x1) = a0(x1) +
∑
i
pi · ai(x1)
g(x1) = b0(x1) +
∑
j
qj · bj(x1),
for every x1 ∈ (x − δ, x + δ) ⊆ (a, b) and where pi,qj ∈ D∞ and ai, bj are ordinary smooth
funtions dened in an open neighbourhood V of ◦x ∈ (a, b) ∩ R. From (79) we have
a0(
◦x1) = b0(
◦x1) for every x1 ∈ •V so that a0 = b0 on V and hene also •a0 = •b0 on •V .
Therefore
f(r)− g(r) =
∑
i
pi · ai(r)−
∑
j
qj · bj(r) ∀r ∈ (a, b) ∩ R. (80)
This dierene must have order less than or equal 2 beause f(r) =2 g(r), so
ω
[∑
i
pi · ai(r)−
∑
j
qj · bj(r)
]
= max
i
ω [pi · ai(r)] ∨max
j
ω [qj · bj(r)] ≤ 2.
Let us suppose, for simpliity, that ω(p1 · a1(r)) is this term of maximum order. Beause
a1(r) ∈ R it must be that ω(p1) ≤ 2 and hene also ω(pi) ≤ ω(p1) ≤ 2 and ω(qj) ≤ ω(p1) ≤ 2.
Finally we have
f(x+ h)− f(x) = h · f ′(x)
= h · a′0(x) +
∑
i
h · pi · a′i(x),
but a′0(x) = b
′
0(x) beause a0 = b0 and h · pi = 0 beause ω(h) < 2 and ω(pi) ≤ 2; we hene
obtain
f(x+ h)− f(x) = h · b′0(x)
= h · b′0(x) +
∑
h · qj · b′j(x)
= h · g′(x)
= g(x+ h)− g(x).
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Proof of Lemma 43: If m · cos3 h =2 m, then the standard parts of both sides must be
equal
◦
(
m · cos3 h) = ◦m
◦m · cos3 (◦ϕ) = ◦m.
By hypotheses m is invertible, hene ◦m 6= 0 and we obtain that ◦h = 0 beause 0 ≤ h ≤ π,
i.e. h ∈ D∞. Moreover, from innitesimal Taylor's formula applied to cosh, and from
m · cos3 h =2 m we obtain
m ·

1− ∑
1≤i<ω(h)+1
2
(−1)i h
2i
(2i)!


3
=2 m
m · (1 + a · h2)3 =2 m
m · (1 + a3h6 + 3ah2 + 3a2h2) =2 m
m · (1 + α · h2) =2 m
where a := −∑
1≤i<
ω(h)+1
2
(−1)i h2i−2
(2i)!
∈ •R and α := 3a2 + 3a + a3h4 are invertible Fermat
reals. From this we get m ·α ·h2 =2 0 and hene h2 =2 0, i.e. ω(h2) ≤ 2 and hene ω(h) ≤ 4.
Vie versa, if h is an innitesimal of order less than or equal 4 (so that ϕn = 0 if n ≥ 5)
we have
cos3 h =
(
1− h
2
2
+
h4
4!
)3
=
= 1− 3h
2
2
+ 3
h4
4!
.
Therefore, m · cos3 h = m− 3mh2 ·
(
1
2
− 3h2
4!
)
so that m · cos3 h−m = −3mh2 ·
(
1
2
− 3h2
4!
)
is an innitesimal of order ω(h2) ≤ 2, i.e. m cos3 h =2 m.
The reader with a ertain knowledge of SDG had surely noted that this dedution of the
wave equation annot be reprodued in SDG beause of the use of non standard smooth
funtions, of the use of equalities up to k-th order innitesimals and beause of the frequent
use of the useful Theorem 12 to deide produts of powers of nilpotent innitesimals.
59
XV. CONCLUSIONS
The problem to turn informal innitesimal methods into a rigorous theory has been faed
by several authors. The most used theories, i.e. NSA and SDG, require a good knowledge
of Mathematial Logi and a strong formal ontrol. Some others, like Weil funtors (see
e.g. Kriegl and Mihor [21℄) or the Levi-Civita eld (see e.g. Shamseddine [25℄) are mainly
based on formal/algebrai methods and sometimes lak the intuitive meaning. In this initial
work, we have shown that it is possible to bypass the inonsisteny of SIA with lassial
logi modifying the Kok-Lawvere axiom (see e.g. Lavendhomme [22℄) and keeping always a
very good intuitive meaning. We have seen how to dene the algebrai operations between
this type of nilpotent innitesimals, innitesimal Taylor formula and order properties. In
the nal part we have seen several elementary examples of the use of these innitesimals,
some of them taken from lassial dedutions of elementary Physis. In our opinion, these
examples are able to show that some results that frequently may appear as unnatural in a
standard ontext, using Fermat reals an be disovered, even by suitably designed algorithm.
Moreover, our generalization of the lassial proof of the wave equation have shown that a
rigorous theory of innitesimals permits to obtain results that are not aessible using only
an intuitive approah.
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