In this paper we study the structure of the pointed-Gromov-Hausdorff limits of sequences of Ricci shrinkers. We define a regular-singular decomposition following the work of CheegerColding for manifolds with a uniform Ricci curvature lower bound, and prove that the regular part of any Ricci shrinker limit space is convex, inspired by Colding-Naber's original idea of parabolic smoothing of the distance functions.
Introduction
A Ricci shrinker is a triple (M, g, f ) where (M, g) is a complete Riemannian manifold, and f is a C 2 potential function on M such that its Ricci curvature Rc satisfies
where f is normalized by adding a constant, if necessary, so that the scalar curvature R satisfies
We will always fix some minimal point p ∈ M (whose existence guaranteed by Lemma 2.1) as a base point, making a pointed Ricci shrinker (M, p, g, f ). We also recall the following fundamental fact (due to Binglong Chen [8] ) for the scalar curvature on a Ricci shrinker:
Ricci shrinkers, usually regarded as generalizations of positive Einstein manifolds, form an important collection of objects for our understanding of the singularities of Ricci flows. Indeed, Ricci shrinkers are critical points of Perelman's µ-functional, see [27] . Up to dimension three, all Ricci shrinkers are classified up to isometry, see [15] , [27] , [28] , [21] , [22] , and [3] . However, the higher, even four, dimensional cases are much more complicated and a usual approach is to consider the whole collection of a given dimension as a moduli space. Important questions immediately arise: Is this moduli space compact with respect to some reasonable topology? If not, is there a standard model for the added points in the moduli space as a result of compactification? Systematic studies of the moduli space of complete Ricci shrinkers are initiated in [23] , where the above questions are partially answered: it is shown that a sequence of non-collapsed smooth Ricci shrinkers is expected to subconverge, in the pointed-Ĉ ∞ -Cheeger-Gromov topology, to a metric space called a conifold Ricci shrinker, see [23, Theorem 8.6 ].
There is yet another nice property that a conifold Ricci shrinker is defined to satisfy: The regular part R, which is an open manifold, should be strongly convex relative to the whole limit space X. Here we say that R is strongly convex if any limit minimal geodesic intersecting R non-trivially has its entire interior contained in R. Note that this is a slightly stronger concept compared to the usual geodesic convexity.
The main purpose of the current paper is then to prove the desired regular-convexity, therefore justifying the limit space to be indeed a conifold Ricci shrinker. Let us denote by M m (A) the moduli space of m-dimensional Ricci shrinkers with a uniform µ-entropy lower bound by −A (A > 0 fixed), and our first result is the following regular-convexity theorem: , where the collection of certain Calabi-Yau conifolds was shown to be compact in the pointed-Ĉ ∞ -Cheeger-Gromov topology, and such compactness played a fundamental role in the resolution of the Hamilton-Tian conjecture for Kähler-Ricci flows in [10] . For the sake of simplicity, we will also denote any manifold (M, p, g, µ f ) ∈ N m (F, K) by (M, p, g, f ).
Remark 1.4. We point out any (M m , p, g, f ) ∈ N m (F, K) is a smooth RCD(K, ∞) space, whose definition can be found in [2] , see also [26] , [31] and [32] . Theorem 1.1 shows that the boundary of the moduli space M m (A), in the pointed-Ĉ ∞ -Cheeger-Gromov topology, consists of conifold Ricci shrinkers. By [12] , we see that these boundary points of M m (A) provide natural and novel examples of non-trivial RCD( 1 2 , ∞) spaces.
In fact, on a pointed-Gromov-Hausdorff limit of a sequence of manifolds in N m (F, K), one could define the regular part purely in terms of metric tangent cones: By blowing-up the metric, the effect of the potential function will be neglected, and the metric tangent cone could be defined by Gromov's compactness theorem, see Section 2.3. Following a similar manner as [6] , the concept of regular-singular decomposition in Theorem 1.1 could be generalized to the pointed-GromovHausdorff limits of sequences of manifolds in N m (F, K). There is also, as discussed in Section 2.2, a natural limit measure on a pointed-Gromov-Hausdorff limit, making the convergence a pointedmeasured-Gromov-Hausdorff convergence, see Definition 2.11. In the last section, we will follow Colding-Naber's idea to prove a Hölder continuity theorem (Theorem 4.5) for manifolds in N m (F, K), and supplement the necessary details in extending limit minimal geodesics (Lemma 4.7) on the pointed-measured-Gromov-Hausdorff limits of manifolds in N m (F, K). Both of these results become indispensable ingredients in proving the main theorem of the paper: Here ν ∞ is a limit measure as just mentioned (see Proposition 2.12), and we call a set S ⊂ X to be ν ∞ -almost everywhere convex if for ν ∞ × ν ∞ almost every pair of points (x, y) ∈ S × S , there is a minimal geodesic entirely contained in S that connects them. Also we call a set S ⊂ X to be weakly convex if
where the infimum is taken over all curves σ connecting x and y, and entirely contained in S . Remark 1.6. The main theorem of Colding-Naber [11] can be regarded as a special case of Theorem 1.5 by letting F ≡ 0. Also, Theorem 1.1 is a natural consequence of Theorem 1.5, after invoking the regularity improvement made in [23] . The proof of Theorem 1.5, however, is independent of [23] . Actually, Theorem 4.5, as the main step in proving Theorem 1.5, is by itself a certain regularity improvement result -it takes care of the lowest level of regularity, while the major concern of [23] focuses on higher regularities. Also compare Remark 2.15.
The paper is arranged as following: after recalling the necessary background in Section 2, we will present the useful analytic properties about the manifolds in N m (F, K) in Section 3, and in Section 4 we finish the proof of the main theorem, Theorem 1.5, and its consequence Theorem 1.1. The following notations are employed throughout the paper: 5. R k denotes the k-stratum of the regular part, R the entire regular part, and S the singular part.
Background
In this section we recall the basic analytic properties of Ricci shrinkers and manifolds in the moduli N m (F, K), and discuss various concepts related to the regular-singular decomposition of the pointedGromov-Hausdorff limits.
Basic estimates for Ricci shrinkers and manifolds in N m (F, K)
It is immediate from the definition that the function f must be smooth. 
for all x ∈ M, where a
In other words, f increases like a quadratic function. Moreover, it follows from (1.2) that f is nonnegative and |∇ f | increases at most linearly. From now on, whenever we talk about a pointed Ricci shrinker, we fix one of the minima of f as the base point. Recall that associated to the Ricci shrinker metric structure, there is a natural measure µ f , with density dµ f = e − f dV g . It is clear from Lemma 2.1 and the next lemma that µ f is a finite measure, see [4, For the perspective of our future discussion in this paper, we point out that properties described in Lemma 2.1 and Lemma 2.2 are, besides an upper bound of the Bakry-Émery Ricci tensor, the only special ones that Ricci shrinkers enjoy over general manifolds in the moduli N m (F RS , 1 2 ). The fundamental property that general manifolds in N m (F, K) enjoy, is a uniform lower bound of the Bakry-Émery Ricci tensor. The basic comparison geometry in this setting is discussed in the work of Wei-Wylie [35] . Notice that a new phenomenon for such comparison is its dependence on the gradient bound of the potential function. For manifolds in N m (F, K), we therefore need to adjust the relevant properties to incorporate the changing gradient bound controlled by F.
where m K (r) is the mean curvature of the geodesic sphere in M m K . Since the mean curvature is bounded as
where we have used the elementary inequality x coth x ≤ 1 + x for x ≥ 0. 
Proof. It is clear from the definition
Then integrating from 0 < s to r ≤ D, we have the desired estimates.
By [39, Lemma 3.2], we could further estimate, for 0 < r 1 ≤ r 2 , 0 < s 1 ≤ s 2 , s 1 < r 1 and s 2 < r 2 , that ∀v ∈ S q M (the unit sphere in the tangent space of q ∈ M),
and by the mean value theorem,
Integrating the above inequalities in all tangent directions and arguing as [39, 
Especially, when r 2 = 2s 2 in the second inequality above, we have the following volume doubling property: when B(q, 2r) ⊂ B(p, D), For later applications, we also need the following segment inequality, originally due to CheegerColding [5] for manifolds with uniform Ricci lower bound.
where u is a nonnegative continuous function on U and
with infimum being taken over all minimal geodesics connecting x and y.
Proof. It follows from Corollary 2.4 and an argument based on the original one of Cheeger-Colding's. For the sake of completeness we write down the technical details, see also [16] for a version only for Ricci shrinkers.
We may consider
where
and so we only need to do the estimate for F + u . For any x ∈ V and any v ∈ S x M fixed, define
By the assumption on V ⊂ U, for almost every y ∈ X, there exists some v ∈ S x M such that
Finally, integrating the above inequality for x ∈ X, we get
With the help of the volume doubling property and the segment inequality, the following local L 2 -Poincaré inequality holds, see [7] for a proof.
for any u ∈ C 1 (B(q, r)).
Remark 2.8. Throughout this paper we will let − denote the average over a set whose total mass is weighted against the measure in the integral, that is to say, for any integrable function u on B(q, r),
Moreover, the local volume doubling with the local L 2 -Poincaré inequality will imply the following local Sobolev inequality, see [29] .
for any u ∈ C 1 c (B(q, r)).
Weak-compactification of the moduli spaces
To begin this section, we first present the following weak-compactness theorem of N m (F, K). 
Besides the pure metric structure, we also have a limit measure on the pointed-Gromov-Hausdorff limit, and we define the pointed-measured-Gromov-Hausdorff convergence as following: 
we define the renormalized measure ν f := µ f (B(p, 1)) −1 µ f , and have the following proposition in analogy to the case of manifolds with a uniform Ricci curvature lower bound [6] :
Moreover, ν ∞ satisfies the following conditions:
(2) ∀x ∈ X and ∀r 2 ≥ r 1 > 0,
,
Furthermore, any Randon measure on X satisfying the above two conditions agrees with ν ∞ .
In the case of Gromov-Hausdorff convergence of Riemannian manifolds with a uniform Ricci curvature lower bound, this was shown in [6, Section 1], where the natural measure was renormalized by the volume of a unit ball (centered at some base point chosen on the manifold), and the renormalized measured was shown to converge, uniformly on compact subsets, to a limit Randon measure on the pointed-Gromov-Hausdorff limit. By Theorem 2.5, we could easily see the following estimates:
, and
Obviously, these estimates have [6, Estimates (1.2)-(1.4)] as their counterparts for manifolds with a uniform Ricci curvature lower bound, and consequently, the same constructions as [6, Theorem 1.6, Theorem 1.10] work in our situation to deduce the last proposition.
If we further focus on the sub-collection of all m-dimensional non-compact Ricci shrinkers, the natural measure µ f , as pointed out by [4, Corollary 1.1], has finite total mass. Due to the growth property of f (Lemma 2.1), µ f has an essentially canonical choice of base point -one of the minima of f . We will therefore consider a Ricci shrinker (M, p, g, f ) together with the canonical probability measure ρ := µ f (M) −1 µ f . In fact we have the following:
, then there is a subsequence and a unique Randon measure ρ ∞ satisfying conditions (1) and (2) in Proposition 2.12. Moreover, ρ ∞ is a probability measure.
Proof. It only remains to show that the limit measure ρ ∞ is a probability measure. To see this we turn to the estimates in Lemma 2.1 and Lemma 2. 
This estimate, combined with the inequality
Therefore, for each i and each k ≥ K m ,
Taking the pointed-Gromov-Hausdorff convergence with the radii {D k } k≥K m , it is easy to see that the limit measure ρ ∞ has unit total mass, whence a probability measure.
If we only consider the class
Then M ∞ has a regular-singular decomposition M ∞ = R ∪ S with the following properties.
(a). The singular part S is a closed set of Minkowski codimension at least 4.

(b). The regular part R is an m-dimensional open manifold with a C
The convergence can be improved to
and the metric structure induced by smooth curves in (R, g ∞ ) coincides with d ∞ .
Moreover, the limit renormalized measure ν ∞ on M ∞ is defined as following: ν ∞ vanishes on S, and on R it has density V −1 ∞ dµ f ∞ , where
Remark 2.15. In fact, combining the work of Wang-Zhu [34] and Zhang-Zhu [37] , the pointedGromov-Hausdorff convergence could already be improved to the pointed-Ĉ α -Cheeger-Gromov convergence. However, without the endeavors made in [23] , one cannot directly improve the regularity to pointed-Ĉ 1,α -Cheeger-Gromov convergence, let along the pointed-Ĉ ∞ -Cheeger-Gromov convergence for Ricci shrinkers in Theorem 1.1.
Note that the limit measure identities
amounts to say that in the sub-collection M m (F, K; V 0 ), pointed-Gromov-Hausdorff topology is equivalent to pointed-measured-Hausdorff topology. Therefore we will only need to discuss the pointed-Gromov-Hausdorff topology on M m (F, K; V 0 ).
If the sequence in consideration actually consists of complete Ricci shrinkers, we could promote the convergence to pointed-Ĉ ∞ -Cheeger-Gromov convergence, by the usual elliptic bootstrapping argument (see [17] and [23] ). Also, the limit measure could be shown to be a probability measure ρ ∞ such that with
Regular-singular decomposition of the Gromov-Hausdorff limits
The regular-singular decomposition of the pointed-Gromov-Hausdorff limit in Theorem 2.14 could be discussed in the more general setting for manifolds in
The definition of the regular part in the pointed-Gromov- To see the existence of a metric tangent cone for any point x ∈ X, we fix any sequence of scales r j → 0 (assuming r j ∈ (0, 1)), and assume that M i ∋ x i GH − −− → x ∈ X. We could then consider the sequence of pointed metric spaces {(X, x,d j )}, with the rescaled metricsd j : 
we have, by Proposition 2.12, that there is a limit renormalized measureν j such that ∀Bd
where the sequence
is uniformly bounded since r j → 0. Therefore the sequence of pointed metric spaces {(X, x,d j )}, equipped with measuresν j , have a uniform doubling constant within the fixed distance D to the base point. This implies that the maximal number N j (x, r, D) of disjoint r-balls fitting into Bd
is uniformly bounded in j ∈ N, and Gromov's compactness theorem [13, Proposition 5.2] guarantees the existence of a complete metric space to which a subsequence in {(X, x,d j )} converges in the pointed-Gromov-Hausdorff topology. This limit metric space defines a metric tangent cone of X at x. Now for each k = 1, 2, · · · , m, we define, following [6, Definition 0.1], the k-regular part of X: R k := {x ∈ X : any metric tangent cone at x is isometric to the Euclidean k-space}.
(2.7)
We also call ∪ m k=1 R k the regular part of X, denoted by R, and S := X\R. To justify the notation, we have the following characterization of the regular part in the noncollapsing case:
Then y ∈ R if and only if there exists a tangent cone at y which is isometric to (R m , g Euc ).
Proof. We first prove that if y ∈ B(p ∞ , D) is a regular point, then any tangent cone at y is (R m , g Euc ).
Otherwise, all tangent cones at y are isometric to (R l , g Euc ) for some integer l < m. Then for any ǫ > 0 there exists a small r = r(ǫ) > 0 such that
Now for i large enough such that
where y i → y. We fix k = 10/ǫ and consider a family of disjoint balls {B(
We next estimate the volume of B r −1 d i (x k,i , 3k −1 ) by using Theorem 2.5.
. It is clear from Theorem 2.5 that
for some C independent of r and k if r and k −1 are sufficiently small. Therefore
. If we let ǫ → 0, then we get a contradiction from (2.9).
Conversely, for any point y ∈ B(p ∞ , D) such that there exists a sequence r k → 0 satisfying
for any ǫ > 0 if k is sufficiently large. As before, with r k fixed, we have
if i is sufficiently large. Now we can apply [34, Lemma 4.11] to conclude that
By Theorem 2.5, it is clear that for any s ≤ 1,
In other words, for any r ≤ r k ,
From [34, Corollary 4.8] which we apply to the metric r −2 g i andf i , it implies that
Note that the above inequality holds uniformly for any r ≤ r k . By taking i → ∞, we have
We can conclude immediately that all tangent cones at y ∞ is (R m , g Euc ).
In general, we notice that for any fixed D > 0, the concepts of (weakly) k-Euclidean points in B(p ∞ , D) are defined indifferently from the case with a uniform Ricci curvature lower bound (see Definition 0.3, Definition 2.2 and Definitions of WE k and (WE k ) ε in [6] ). Therefore, the concepts involved in proving [6, Theorem 2.1] are parallel to the case of N m (F, K), and the very same proof leads to the following 
in the pointed-Gromov-Hausdorff topology, together with a limit function f ∞ and a limit measure µ ∞ , then
In the case of the measured, pointed Gromov-Hausdorff limits of a sequence of Ricci shrinkers, we of course have the limit probability measure satisfying ρ ∞ (S) = 0.
Parabolic smoothing of the distance function
This section contains the analytic core of the paper: the f -heat kernel bounds on manifolds in N m (F, K), Theorem 3.1, and their applications in the parabolic smoothing of the distance functions (Lemma 3.15 and Lemma 3.16).
Heat kernel on manifolds in
If u is defined on the spacetime M × [0, T ) and satisfies the weighted heat equation
then a parabolic version of (3.1) is
Now we denote the heat kernel by H(x, y, t) or H f (x, y, t) if we want to emphasize the role of f . The existence and uniqueness of H can be found, for example in [14, Theorem 7.7, Corollary 9.6]. To apply [14, Corollary 9.6], we must check the stochastic completeness of (M, g, µ f ). By our definition, (M, g, µ f ) is a smooth CD(K, ∞) space, then there exists a constant C such that
The proof of the above inequality can be found in [33, Theorem 18.12] . Then the stochastic completeness follows immediately from [14, Theorem 11.8].
We have the following upper and lower bound of H, see also [36, Theorem 1.1]: In our setting, it is clear that the Dirichlet form is defined as
Then the Markov semigroup (P t ) t≥0 satisfies for any t > 0 and u ∈ L 2 (M, µ f ),
Since we have the local volume doubling property (2.2) and L 2 -Poincaré inequality (Proposition 2.7), then conclusion follows immediately. Proof. By computation
where N 0 = log 2
Here we have used the elementary inequality 
Next we need the following Harnack inequality which is a special case of [36 Proof. Without loss of generality, we assume that u ≥ 0. We choose a cutoff function ψ on R such that ψ = 1 on (−∞
. Multiplying both sides of f u = 0 by η 2 u and integrating by parts, we obtain
That is,
On the other hand, by computation, Proof. Consider the function u(x, t) = H(x, q * , t), then it follows from (3.3) that there exist
Here we require that all sets considered are contained in B(q, D/6). Now it follows from Lemma 3.5 that
Now we take a nonnegative cut-off function η on R supported in [ρ 2 /2, 2ρ 2 /3] such that |η ′ | ≤ Cρ −2 and
Then we define a function
Then we have
Now we construct a smooth nondecreasing function F(t) = 0 if t ≤ 1/2 and F(t) = 1 if t ≥ 1. Then by considering the composite function F(ψ(x)) we have proved that for any B(q * , r) ⊂ B(q, D)
, there exists a cutoff function φ * supported in B(q * , r) such that φ * = 1 on B(q * , C −1 1 r) and
The rest proof is a standard covering argument. By the local volume doubling, there exists an integer N = N(m, K, F(2D)) > 1 such that we can find q 1 , q 2 , · · · , q N ∈ M such that
Then the function φ ≔ F( N i=1 φ i ) will satisfy all conditions. Now the theorem follows from a standard argument by (2.2). 
Proof. We have as before
We choose a nonincreasing cutoff function η on R such that η(x) = 1 if x ≤ 1/2 and η(x) = 0 if x ≥ 1. Let φ be a cutoff function constructed in the last theorem such that φ = 1 on B(q, r/2) and is supported in B(q, r). We also set ψ(x, t) ≔ φ(x)η(−tr 2 ). By multiplying both sides of (3.4) by ψ and integrating, we have
Then the conclusion follows from Lemma 3.5 and the local volume doubling.
For a closed set X ⊂ M and 0 < r 0 < r 1 , the annulus A r 0 ,r 1 (X) is defined as T r 1 \T r 0 , where T r (X) is the r−tubular neighborhood of X. Then by using Theorem 3.4 and a similar argument in [11, Lemma 2.6] we have 
Next we prove the following mean value inequality which is similar to the Lemma 2.1 of [11] . 
Proof. We fix x and r, then for any t ∈ [0, r 2 ), we have
As t → r 2 , it follows from the definition of H that
From the heat kernel lower bound (3.3), we have
The proof is complete if we integrate (3.5) from 0 to r 2 .
In particular, if u is independent of t, we have
F, K). For any D > 0 and q with d(p, q) ≤ D, there exists a constant C = C(m, K, F(2D), D) > 1 such that the following holds. If u(x) is nonnegative continuous function on M with compact support in B(q, D/5), r ≤ D and
∆ f u ≤ −c 0 , then − B(x,r) u dµ f ≤ C(u(x) + c 0 r 2 ).
Smoothing the distance function
In this subsection, we fix a manifold (
Recall that the excess function of q ′ and q is defined as
Now we have
Theorem 3.12. Assume that d ≤ 1 and a constant 0
Proof. By Corollary3.9 with X = {q ′ , q}, there exists a cutoff function φ. If u = φe, then
where we have used Theorem 2.3 and d ≤ 1 for the last inequality. Then the theorem follows from Corollary 3.11.
Similar to [11, Section 2], we evolve the distance functions to q ′ and q by the weighted heat equation. For a fixed δ > 0, by using Corollary 3.9, there exists a cutoff function φ such that φ = 1 on M δd/4,8d and φ = 0 on M\M δd/16,16d where
Then we define h ± t and e t to be solutions to the equation f h ± t = 0 and f e t = 0 with initial values h ± 0 = φd ± and e 0 = φe, respectively. Lemma 3.
There exists a constant C = C(m, K, F(2D), δ) > 0 such that
Proof. We only prove the conclusion for e t , others are similar. As before, we have
Moreover, for any t > 0,
Lemma 3.14. There exists a constant C = C(m, K, F(2D), δ) > 0 such that for any ǫ ≤ǭ(m, δ) and x ∈ M δ/2,4 , the following holds for each y ∈ B 10ǫd (x),
Proof. From Lemma 3.13, we have
and hence
. Then it follows from Theorem 3.4 that if y ∈ B 10dǫ (x),
and the (i) follows.
(ii) follows from Lemma 3.5 and (iii) follows from Lemma 3.13 and the gradient estimate Theorem 3.4. In addition, (iv) follows from Lemma 3.8. Indeed, since we have
Therefore such r must exists. Next (v) follows from an identical proof in [11, Lemma 2.3] . Finally, (vi) follows the same as [11, Lemma 2.17] by using Corollary 3.2.
Recall that an ǫ-geodesic between q ′ and q is a unit speed curve σ such that ||σ| − d(q ′ , q)| ≤ ǫ. In particular, it implies that for any x ∈ σ, e(x) ≤ ǫ 2 d 2 . 
(iv)
Proof. 
, the following estimates hold,
d (e(x) + r 2 ).
(ii)
Convexity of the regular part in Gromov-Hausdorff limits
In this section we prove our main improvement of the previous structural results in [23] about the pointed-Gromov-Hausdorff limits of manifolds in N m (F, K): we will show that the regular part, as defined in Section 2.3, is both weakly convex and almost everywhere convex with respect to the limit measure. In conjunction with the regularity improvements obtained in [23] , we also show that the regular part on a pointed-Gromov-Hausdorff limit of manifolds in N m (F, K) is actually a strongly convex open subset. Results about Ricci shrinkers are summarized in Theorem 4.11.
Gromov-Hausdorff distance between nearby metric balls
In this subsection, we prove a Gromov-Hausdorff distance control of nearby geodesic balls of the same size. The proof follows from the original idea in [11, Section 3] , but since the Ricci lower bound, the basic assumption underlying essentially everywhere of their arguments, is unavailable for manifolds in N m (F, K), we have to rework most of the details there and fit them into our setting.
Fix γ : [0, l] → M a minimal geodesic of length l and unit speed. Let γ(0) = q and γ(l) = q ′ . For d q := d(q, −), let ψ s be the homeomorphism generated by the vector field −∇d q . We notice that ψ s is smooth away from q and the cut locus C q of q. Moreover, if x q and x C q , then the curve s → ψ s (x) is the unique minimal geodesic connecting x to q. Throughout this section we fix some δ ∈ (0, 1/10). We will show the Gromov-Hausdorff continuity in a Hölder manner for balls centered on γ([δl, l − δl]), with δ ∈ (0, 1/10).
Fixing t ∈ [δl, l − δl], for each r ∈ [0, δ/10], we consider the following core neighborhood of γ(t):
Intuitively speaking, such neighborhood of γ(t) consists of points in B(γ(t), r) that are carried by ψ s up to a controllable distance for all s ≤ t − δl. On a manifold in N m (F, K), we could in fact conclude that when r is sufficiently small, almost every point of B(γ(t), r) are in H t r : For any x ∈ B(γ(t), r)\C q , there exists some tangent vector v ∈ T γ(t) M such that exp γ(t) v = x. Then consider the Jacobi field J along γ such that J(0) = 0 and J(t) = v. Since x C q , J never vanishes on γ([δl, t]). Moreover, we have exp
Therefore it suffices to examine |J| along γ.
In order to estimate |J|, we notice that Integrating from any s ∈ [0, t − δl] to t we see
Therefore, ∀s ∈ [0, t − δl], we have 
.
Proof of claim: By Theorem 2.3 we have
On the other hand, since the function (d q + d q ′ ) attains a smooth minimum on γ, we see ∆ f (d q + d q ′ )(γ(t)) ≥ 0; moreover, we notice that ∇d q (γ(t)) = −∇d q ′ (γ(t)). Therefore, we have
, and thus
Plugging u = d q in to the Bochner formula (3.1), we immediately have:
whence the desired L 2 -estimate.
From the proof of the proposition, we could clearly see that H t r is determined by the specific M and γ, rather than a uniform neighborhood that we would like to get. In fact, it is impossible to get such neighborhood in a uniform way; however, in the sequel, we will see that there is a sufficiently large (in volume) set, which is not necessarily a neighborhood of γ, but which resembles the key property of H t r : the gradient flow lines of −∇d q with initial data in this set does not spread too far away from γ. Moreover, this set is defined analytically and its properties depend on the estimates uniformly.
Clearly, B t 0 (r) = B(γ(t), r), since ψ 0 is the identity map; by the continuity of −∇d q outside the cut-locus of q, we know that there is a small ε > 0 such that,
Clearly, this ε may vary from one specific manifold to another, it may also depend on r.
However, let this ε be chosen as the maximal possible value that satisfies (4.5), and we will show its irrelevance of specific manifolds and r provided r ≤ r 0 , some fixed constant.
Now let c t s be the characteristic function of B t s (r) × B t s (r) in B(γ(t), r) × B(γ(t), r)
, then for any s ∈ [0, εl] and η ∈ (0, 1/2), we define 8) and for each x ∈ T r η we define
B(γ(t),r)×B(γ(t),r)
By the excess function estimate in Theorem 3.12 and Chebyshev's inequality, we have γ(t), r) ) ≥ 1 − 2η, and ∀x ∈ T r η ,
Notice that these estimates are uniform. Now we come to the following 
Proof. Fix any x 1 ∈ T r η \C q and denote
Clearly, when s ≤ ε(x 1 ), x 1 ∈ B t s (r); moreover, B t s (ξr) ⊂ B t s (r). Therefore c t s (x 1 , x 2 ) = 1. By the continuity of the mapping u → ψ u (x 1 ), we also see that
We will show that ε(x 1 ) = εl for suitably chosen ε 0 . Now for any x 2 ∈ (T r η (x 1 ) ∩ B t s (r))\C q fixed, we let σ 1 and σ 2 denote the integral curves of −∇d q starting from x 1 and x 2 , respectively. These are minimal geodesics, and integrating (3.6) in [11, Lemma 3.4] we get for any s ≤ ε(x 1 ), We now estimate each term in the right-hand side of (4.13). By Lemma 3.16 and the choice of x 1 , x 2 , we see for i = 1, 2,
(4.14)
The last term on the right-hand side of (4.13) is by definition bounded by η −2 I t s (r). By the segment inequality of Theorem 2.6 and the definition of B t s (r), for any s ∈ [0, ε(x 1 )] we could estimate I t s (r) as:
B(γ(t−s),5r)
|Hess h r 2 | dµ f du.
Moreover, by the volume doubling property (2.2) within B(p 0 , D), assumption (4.5) and Lemma 3.15, we could continue to estimate: ∀s ∈ [0, ε(x 1 )],
Now (4.13), (4.16) and (4.15) together imply that for almost every x 1 ∈ T r η and x 2 ∈ T r η (x 1 ) ∩ B t s (r),
Here we emphasize that in proving this estimate we only need x 1 ∈ T r η ∩ B t s (r) and x 2 ∈ T r η (x) ∩ B t s (r). The stronger assumption that x 2 ∈ B t s (ξr) is not needed yet. Now we put ε 0 = η 4 /(16C 2 6 ). Suppose, for the purpose of a contradiction argument, that the inequalities ε(x 1 ) < εl ≤ ε 0 l hold, then since x 2 ∈ B t s (ξr), we have d(ψ s (x 2 ), γ(t − s)) ≤ 2ξr ≤ r/10 whenever s ∈ [0, ε(x 1 )], and the triangle inequality implies that
whence a desired contradiction to (4.12).
Therefore ε(x 1 ) = εl, and (4.16) is valid for all s ∈ [0, εl]. Especially, this is (4.11) holding for all s ∈ [0, εl], as claimed by the lemma. Remark 4.3. Let us emphasis that the estimate (4.11) depends on (4.5) whose range of validity depends on the specific manifold, geodesic and scale r. But with these estimates we are now ready to remove the such dependence of ε in (4.5). Proof. Fix r ∈ (0, δl/10), and let ε be the largest possible such number that (4.5) holds. Again, this ε is positive but its value depends on the specific M and γ. We will choose an ε 1 depending only on m, F, K, D, δ and η such that were ε < ε 1 to hold then a contradiction will be deduced.
Step 1: Connecting to the good core neighborhood. Recall that Lemma 4.1 tells that there are a small r ′ = r ′ (M, γ) > 0 and a core neighborhood H t r ′ = B(γ(t), r ′ )\C q , such that it stays close to γ under the geodesic flow. Let us now fix this neighborhood of γ(t), which depends on specific M and γ. Notice that if we set ε ′ 1 := (ln 2/C 3 ) 2 δ, then by the definition of H t r ′ and the proof of Lemma 4.1, we have
We also let ξ be some small positive number, say ξ ≤ 1 20 , and let r i := ξ −i r for i = 0, 1, 2, . . . , I, where I := log ξ r ′ 2r is defined to be the first natural number such that r I ≤ r ′ /2. Now for an arbitrary x 0 ∈ T r η \C q fixed, our plan is to connect it to H t r ′ by selecting {x i } I i=0 inductively: suppose x i is chosen, then pick any
η )\C q . This is doable because (4.10) is independent of r: as long as we choose η ≤ (ξ/4) m , then we have
has positive weighted volume, and especially a non-empty intersection outside the cut-locus of q. We denote by σ i the integral curve of −∇d q with initial value x i . Each σ i is a minimal geodesics.
Step 2: Estimating the distance. According to (4.17) 
This further implies that for any s ≤ min{εl,
Especially, x I−1 ∈ B t s (r I−1 ) whenever s ≤ min{εl, ε 0 l, ε ′ 1 l}. We could now apply Lemma 4.2 to the pair of points x I−2 and x I−1 , and conclude that x I−2 ∈ B t s (r I−2 ) whenever s ≤ min{εl, ε 0 l, ε ′ 1 l}. Repeating the same argument another I − 2 steps, we will get for any s ≤ min{εl, ε 0 l,
by the choice of ξ. Especially, this implies that x 0 ∈ B t s (r) whenever s ≤ min{εl, ε 0 l, ε ′ 1 l}.
Step 3: Bounding ε from below. Setting ε 1 := min{ε 0 , ε ′ 1 }, we show that whenever η ≤ 100 −m , ε ≥ ε 0 by a contradiction argument:
Otherwise, notice that µ f (B t s (r))/µ f (B(γ(t − s), r)) varies continuously with respect to s, then by (4.5) and the maximality of ε, we have
However, since ε < ε 1 , we have (T r η \C p ) ⊂ B t εl (r), therefore
a contradiction, since η ≤ 1/100. Therefore ε ≥ ε 1 , a constant solely determined by m, F, K, D, δ and η. We notice here that lim η→0 ε 1 (η|m, F, D, δ) = 0 by the definition of ε 1 .
We are now ready to estimate the Gromov-Hausdorff distance of metric balls of arbitrarily small size r: 
Proof. Since the estimate is symmetric in terms of x and y, we only argue in one direction. Now fix any s , whenever x ∈ T r η . Recall that (4.16) tells that for any x 1 ∈ T r η and any x 2 ∈ T r η (x) ∩ B t s (r),
and estimate
In order to make this last line of the last estimate having only s as the variable, we would like to choose η according to the value of s. Notice that in order for this estimate to hold, we cannot violate s ≤ ε 1 l; on the other hand, let us recall that ε 1 depends on η, which ultimately comes into play via ε 0 = η 4 /(16C 2 6 ). Therefore, we will first choose η(s), then check that s/l ≤ η(s) 4 /(16C 2 6 ) and η(s) ≤ 10 −2m (see Step 1 of Lemma 4.2): let
Moreover, the requirements that s/l ≤ η(s)/(16C 2 6 ) and η(s) ≤ 10 −2m translate as
the right-hand side of which, being a constant only depending on m, D, and δ. Therefore, once s/l is below this C 7 , the previous requirements of η(s) are meet, and all previous estimates go through with no problem.
Therefore, whenever d(x, y) ≤ C 7 (m, D, δ)l, we have, by the density estimate and (4.19), the desired estimate, with the constant
Extension of limit minimal geodesics
Throughout this subsection, we fix a sequence
. Our focus will be on the noncompact case, which is more complicated and natural to consider. We will provide detailed proofs for the necessary adjustments to generalize Colding-Naber's argument in [11, Sections 1.2 and 1.4] to N m (F, K) limits.
In view of Theorem 4.5, we could only compare geodesic balls centered at two points that are away from the endpoints of a minimal geodesic connecting them. For a fixed complete Riemannian manifold (M, g), and any pair of points x, y ∈ M, we let γ xy denote a minimal geodesic connecting them. Due to the possible existence of the cut-locus, not every pair of points (x, y) ∈ M × M sees their γ xy minimally extensible to both ends. But the minimal extensibility holds for almost every pair of points, with respect to the natural product measure on M × M.
In order to prove the almost everywhere extensibility of limit minimal geodesics on a pointedGromov-Hausdorff limit, we have to show that the problematic cut-loci do not accumulate to acquire positive limit measure during the convergence. The key observation, due to Shouhei Honda [19] , is that the cut-loci could be characterized by an inequality -the non-vanishing of the excess function 
Here we define, as [11, (A.5) ],
and e (z,w) (x, y) := 2
is the excess function on the isometric product manifold
Moreover, (x, y) ∈ C M (r) if and only if the geodesics emanating from the midpoint towards x and y respectively are minimal till they reach x and y, but at least one of them could not be extended beyond x or y as a minimal geodesic for at least a distance of r.
Furthermore, the set A δ,δ −1 (D) is defined for any δ > 0 as
with p xy denoting the midpoint of a minimal geodesic connecting x and y, and d ∆ (x, y) = 2 − We also notice that the product of (M,
and
Due to the metric product structure, the distance to the diagonal d ∆ enjoys the following Laplace comparison inequality: ∀x, y ∈ B(p, D),
By [11, Lemma A.1] , the distance of (x, y) to the diagonal D is realized by the distance to (p xy , p xy ), the midpoint of the minimal geodesic connecting x and y. The geodesic ray realizing the distance to the diagonal is then given as: 
which is the open r-tubular neighborhood of the diagonal
where S B(p, D) is the sphere bundle of B(p, D).
We denote the area form of ∂T s (D) at exp (q,q) s(v, −v) by A 2 (q, v, s), and the e − f · f -weighted product measure density on
is monotone non-increasing with respect to s.
Recall that (x, y) ∈ C M (r) if and only if the geodesics s → exp p xy sv and s → exp p xy −sv are minimal for s ∈ (0, 1 2 d(x, y)), but cease to be so for some s ∈ (
We now put the estimates together to see: 
Therefore we get the desired estimate (4.20), since C M (r) = ∪ ∞ k=0 C M (r, k). The rest of the argument in showing the almost everywhere extensibility follows verbatim as the rest of [11, Appendix A], as well as [19] . So we have shown that with respect to the limit measure, almost every pair of points lie in a minimal geodesic that minimally extends to both ends: and if X γ ∞ (t i ) = R k , then so is X γ (t): γ ∞ ((0, l)) ∩ R k is a closed subset of γ ∞ ((0, l) ).
Given the extension lemma (Lemma 4.7), the Hölder continuity of tangent cones (Proposition 4.8), and the ν ∞ -negligibility of the singular set (Proposition 2.17), we could now prove Theorem 1.5 in a way identical to the original one in [11, Sections 1.2 and 1.4]. For the sake of simplicity, we will not repeat the argument here, but refer the readers to the proofs of Theorems 1.7, 1.18 and 1.20 in [11] .
If we consider the sub-collection M m (F, K; V 0 ), then together with Theorem 2.14, we have Proof. It has already proven in Theorem 2.14 that the regular part R is open in X, that the convergence is C 1,α on R, and that the limit metrics (in the metric sense and in the tensor sense) coincide. We only need to prove the strong convexity. Now if a minimal geodesic γ : [0, 1] → X intersects R non-trivially, then set I γ,R := {t ∈ [0, 1] : γ(t) ∈ R} is non-empty and is open relative to [0, 1] . But by Remark 4.9, we know that I γ,R is also closed relative to (0, 1), therefore I γ,R = (0, 1) and therefore the entire interior of γ is contained R. The strong convexity is thus proven.
If we further restrict our attention to the collection of all m-dimensional complete Ricci shrinkers, then we have the following Clearly, after applying a usual elliptic regularity argument, the first alternative in this theorem is a special case of Theorem 4.10. Moreover, by the equivalence of the uniform µ-entropy lower bound and the uniform volume non-collapsing property (see [27] , [17] and [23, Lemma 2.5]), the first alternative of this theorem states the same as Theorem 1.1. The second alternative is a restatement of Theorem 1.5 for the special case of Ricci shrinkers.
Discussion
In geometric analysis, the compactness of the moduli of certain collection of spaces, in an appropriate topology, is a fundamental problem. In the setting of Ricci shrinkers, we would like to ask whether the collection of all conifold Ricci shrinkers with a given dimension and a uniform lower bound of the µ-entropy is compact in the pointed-Ĉ ∞ -Cheeger-Gromov topology.
This question is not a direct consequence of Theorem 1.1, since it is not true that all conifold Ricci shrinkers arise as the pointed-Ĉ ∞ -Cheeger-Gromov limits of elements in M m (A). In the Kähler setting, orbifold Kähler-Ricci solitons (of complex dimension at least 2) whose quotient singularities are of real codimension at least 4 and non-smoothable provide examples of conifold Ricci shrinkers not in the closure of KM n (A), the moduli space of (complex) n-dimensional Kähler-Ricci shrinkers with µ-entropy bounded below by −A. The Riemannian setting is even more complicated. It is by itself an interesting problem to understand those conifold Ricci shrinkers that are not on the boundary of M m (A), and partial progress towards this direction has already been made in [25] and [23] .
We believe that the compactness question could be answered affirmatively, in view of the previous work done in the Kähler-Ricci flat setting [9, Theorem 1.3], especially considering that many of the analytical tools developed in [9] only assume the Riemannian setting.
