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1. INTRODUCTION 
In their paper on Abelian integrals and bifurcation theory, Carr, Chow, 
and Hale [ 1 ] prove uniqueness of limit cycles for the vectorfield 
1 = x”[ Ax + Bxy + &X3] 
j = xy+ - x* - y2]. (1.1) 
Here E and 1 are small real parameters and B is a positive number. 
Although the uniqueness result holds for all positive B, see Zholondek [3]; 
in [ 1 ] the restriction B B f was made. The methods used in [ 1 ] and [3] 
seem to differ substantially. So one would like to know whether the restric- 
tion in [l] is due to the method, the more as this method proved to be 
very fruitful in another problem [a]. Here we show that along the lines of 
[l] no restriction on B has to be made. 
2. THE UNIQUENESS RESULT 
Following [ 1 ] we must prove the monotonicity of the quotient 
P(c) = JZ(CYJO(C)> 
where 
(i) J,,,(c)=jrc,,xYtmydx, m=O, 2 
surfaJf) r(c) is th e smooth compact connected level set H-‘(c) of the 
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(iii) 0 < c < c,, c, = B(t)y+2 ($ - (l/4( 1 + B))); i.e., c, = c,(B) 
corresponds to the fixed point (t, 0) of the unperturbed vectorfield 
corresponding to 1= E = 0 in (1.1). 
LEMMA. Zf 0 < c < c, and B > 0 then cJl + (1 - (c&/J,)) Jb < 0. 
COROLLARY. Zf B > 0 and 0 < c < c,,, then P’(c) > 0. 
(A “prime” denotes differentiation with respect to c.) 
Proof of the corollary. See the proof of Theorem 4.1 in [ 11. 1 
Proof of the Lemma. Step 1. As in [l, formula (4.18)], let 
where f*(x) = (B/2) x4+‘, the integration is over T(c), and X(c)= 
max xET(C)f2(x)yZ=maxx.,,,.,f,(x)-c, where 
Note that 
1 4+4 
max f,(x)= z 0 
B2 
XE I-(r) 
B+l := M(B). 
(We will write M instead of M(B)). The function G has some useful proper- 
ties: 
(i) G<O 
(ii) G’= -$J,-X(c)& [l, Lemma 4.121 
(iii) G’ > 0. 
Combining (ii) and (iii) gives 
But also, G” = f.& - X(c) J: and c + X(c) = A4. Inserting this gives 
& {-2cG"+2MJb}. (2.1) 
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Step 2. From the definition of the surface we obtain that at H= c: 
x2 - f = -y2 - Bxy(ay/ax), 
and therefore 
G(c) = j
Partial integration gives 
&) J-J - A4 xY 
i-x 
2 . 
If we let 
9(x) =( 1 
1-f cp(x)-+$(x) 
X4 
then a straightforward computation yields 
S(x) +x2 ( > 
2 
=wi(&(~+~)x~)-q;-x’)2X~+l. (2.2) 
Step 3. G(c) = 1 F(x) xyy3 dx. As 
aY 1 -____ 
z= ByxY+l’ 
.“(c)=;j$$dx. 
Y 
Thus (2.1) gives 
cJ~+(l-~)~~~i~j~dx-~j~dxj. (2.3) 
The curve T(c) is symmetric with respect to the x axis. The integrand in 
(2.3) is antisymmetric with respect to the x axis. Therefore, to show that 
the r.h.s. of (2.3) is negative, it is sufficient to show that the contribution 
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which comes from integration in the first quadrant is negative. To show 
this we will prove that the integrand in the first quadrant is negative. From 
(2.3) and (2.2) we see that we can write the integrand, which we will denote 
by I, as: 
I = positive factor 
x {Bx “+‘(~-~‘)‘(~-M)-c(f~-M)($-(2B+1)x*)}. (2.4) 
Step 4. Analysis of the integrand. On the domain of integration 
c <<f,(x) d M. This implies that the first term in the r.h.s. of (2.4) is always 
negative. The second term is negative if x2 2 (2B + 1)/4. So we concentrate 
on the part where 0 d x2 < (2B + 1)/4. In the second term we estimate c 
from above: 
B 
--x4+3. 
2(B+ 1) 
This gives 
1 
( 1 
2 BxY+’ --x2 
4 
(c-M)-c(j--M) ;-(2B+l)x*) 
i 
<B(f,-M)xY+’ 
{(t-x2)‘-(a-&f2) 
x 
i 
i-(28+ 1)x* 
)I 
=A (f, -M)XY+‘l(X). 
It remains to show that for 0 6 x2 < (2B + 1)/4, 
1 
l(x)=?x4+ 
is positive. I.e., we must show that for 0 d y Q (2B+ 1)/4, 
k(y)=16y2+(8B2-4B-8)y+B+l (2.5) 
is positive. We distinguish between two cases 
(a) 8B2-4B-820 
(p) 8B*-4B-880. 
If (01) holds then k(y) is positive when y is positive because all the terms in 
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k(y) are positive. So suppose (,J) holds. This means that 0 < B < 
(1 + fi)/4. If (p) holds then k(y) = 0 has either two positive roots or is 
nonnegative. Let j _ d j + be these roots (if existing). Then 
yp =$(-2B2+B+2- 4B4-4B3-78’). 
Thus there can only exist roots if 4B2 - 4B- 7 20. This implies that 
B b 4 + fi. Therefore if 0 < B < (1 + fi)/4, k(y) is positive for 0 2 y 2 
(2B + 1)/4. The conclusion reads that the integrand is negative on its 
domain of integration. This finishes the proof of the lemma. [ 
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