On reachability equivalence for BPP-nets  by Hsu-Chun, Yen
ELSEVIER Theoretical Computer Science 179 ( 1997) 30 1-3 17 
Theon%ical 
Computer Science 
On reachability equivalence for BPP-nets 
Hsu-Chun Yen 
Department of Electrical Engineering, National Taiwan University, Taipei, Taiwan 106, 
Republic of China 
Received April 1995; revised February 1996 
Communicated by O.H. Ibarra 
Abstract 
In this paper, we study the complexity of the reachability equivalence problem for BPP-nets. 
BPP-nets are closely related to Basic Parallel Processes, which form a subclass of Milner’s CCS. 
We show the reachability equivalence problem for BPP-nets to be solvable in D~Z&L!?(22”3 ), 
where d is a constant and s is the size of the problem instance, when a standard binary encod- 
ing scheme is used. To that end, we provide a new characterization for computations in BPP-nets, 
which, in turn, facilitates the derivation of small semilinear set representations for the reachability 
sets of BPP-nets. As for the lower bound, the problem is shown to be @-hard. Our results im- 
prove upon the previous decidability result of the reachability equivalence problem for BPP-nets. 
1. Introduction 
BPP-nets provide a net semantics for Basic Parallel Processes (BPP), which form 
a subclass of Milner’s CCS (see, e.g., [1,3,7]). Simply speaking, a BPP-net is a 
Petri net in which each transition has exactly one input place, and the firing of a 
transition removes exactly one token from its input place [4,5]. It seems, on the surface, 
that the computational power of BPP-nets is rather limited. The limitation is a direct 
consequence of the inability for BPP-nets to model ‘synchronization’ actions, which 
require places to synchronize through transition firings. (This is why such Petri nets 
are the so-called communication-free nets [6].) 
What makes BPP-nets theoretically interesting, aside from their close connection to 
BPPs, includes the following. First, BPP-nets are also computationally equivalent to 
the so-called commutative context-free grammars defined and investigated in [ 10, 111. 
Of many problems considered in [lo], the uniform word problem was shown to be 
solvable in NP through a somewhat complicated proof. In a recent article [4], an 
alternative and simpler proof has been given for the NP upper bound of the uniform 
word problem, taking advantage of the connection between BPP-nets and commutative 
context-free grammars as well as the fact that the reachability problem for BPP-nets 
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is solvable in NP. Second, surprising results have been shown regarding the issue of 
deciding equivalence for labeled BPP-nets with respect to various equivalence notions 
defined in the linear timelbranching time hierarchy of [17]. Deciding bisimulation 
equivalence has been shown to be decidable [2]. However, for all the equivalences 
of the linear timelbranching time hierarchy below bisimulation equivalence, deciding 
equivalence turns out to be undecidable [8]. The undecidability result is somewhat 
surprising, taking into consideration the rather limited computational power of BPP-nets. 
As for reachability equivalence (which coincides with the conventional equivalence of 
Petri net reachability sets), it has recently been shown in [4] that BPP-nets always 
exhibit effective semilinear reachability sets, thus yielding a decidability result. 
Motivated by the work (in particular, the technique) of [4], in this paper we develop 
a new characterization for paths in BPP-nets. As we will see later, the simple structure 
of circuits in BPP-nets plays a crucial role in our analysis. (A circuit of a Petri net is 
simply a closed path (i.e., a cycle) in the Petri net graph.) By and large, the presence 
of complex circuits, in general, is troublesome in Petri net analysis. In fact, strong 
evidence has suggested that circuits constitute the major stumbling block in the analysis 
of Petri nets. To get a feel for why this is the case, it is well known that in a Petri net 
9 with initial marking ~0, a marking p is reachable (from ~0) in 9 only if there exists 
a column vector x E Nk such that ~0 +A . x = p, where k is the number of transitions 
in .Y and A is the addition matrix of 9. The converse, however, does not necessarily 
hold. In fact, lacking a simple necessary and sufficient condition for reachability in 
general has been blamed for the high degree of complexity in the analysis of Petri 
nets. (Otherwise, one could tie the reachability analysis of Petri nets to the integer 
linear programming problem, which is relatively well understood.) There are restricted 
classes of Petri nets for which necessary and sufficient conditions for reachability are 
available. Most notable, of course, is the class of circuit-free Petri nets (i.e., Petri nets 
without circuits) for which the equation ~0 + A . x = p is sufficient and necessary 
to capture reachability. A slight relaxation of the circuit-freedom constraint yields the 
same necessary and sufficient condition for the class of Petri nets without token-free 
circuits in every reachable marking [ 161. By taking advantage of simple circuits offered 
by BPP-nets, in this paper we show that any path in a BPP-net can be rearranged into 
some canonical form, which, in turn, facilitates the derivation of ‘small’ semilinear set 
representations for BPP-nets. This result, in conjunction with a known result concerning 
the complexity of deciding equivalence for semilinear sets presented in [9, 121, yields 
a DTIIME(~~~*” ) ’ upper bound of the reachability equivalence problem for BPP-nets, 
where s is the size of the problem instance (when a standard binary encoding scheme 
is used) and d is a fixed constant. 
The contributions of this paper include the following. Our DTIME(22’*s3 ) result im- 
proves upon the previous decidability result presented in [4]. (In [4], the decidability 
’ DTIME(f(n)) represents the class of languages accepted by deterministic Turing machines using at most 
f(n) time. 
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result was obtained by showing the reachability sets of BPP-nets to be effectively semi- 
linear. The work, however, did not reveal any complexity bounds for the reachability 
equivalence problem.) As for the lower bound, at this moment we are able to show the 
problem to be @‘-hard’ , directly following a result presented in [ 1 l] concerning the 
complexity of the equivalence problem for commutative context-free grammars. As a 
by-product, our analysis yields yet another proof for the NP upper bound of the reacha- 
bility problem for BPP-nets. (We show that checking the reachability property for BPP- 
nets is tantamount to solving an integer linear programming problem. The approach 
used in [4], on the other hand, requires that certain structure (called siphon) of Petri nets 
be examined.) Finally, we feel that the new characterization for paths in BPP-nets is 
interesting in its own right, and may have other applications to the analysis of Petri nets. 
The remainder of this paper is structured as follows. In Section 2, we formally define 
the model of Petri nets, the reachability equivalence problem, and the notations used 
throughout this paper. In Section 3, we show that BPP-net computations can always be 
rearranged into some canonical form, facilitating the use of integer linear programming 
to solve the reachability problem. Finally, in Section 4, we derive small semilinear 
set representations for BPP-nets, which, in turn, give rise to an upper bound for the 
reachability equivalence problem. 
2. Preliminaries 
Let 2 (N) denote the set of (nonnegative) integers, and Zk (Nk) the set of vectors of 
k (nonnegative) integers. For a k-dimensional vector v, let v(i), 1 <i <k, denote the ith 
component of v. For a k x m matrix A, let aij, 1 <id k, 1 <j <m, denote the element 
in the ith row and the jth column of A, and let ui denote the jth column of A. For a 
given value of k, let 0 denote the vector of k zeros (i.e., O(i) = 0 for i = 1,. . . ,k). 
We let ISI be the number of elements in set S. Given a column vector X, we let xT 
(which is a row vector) denote the transpose of x. Given an alphabet (i.e., a finite set 
of symbols) C, we write C* to denote the set of all finite-length strings (including the 
empty string 2) using symbols from C. We write C+ to denote C* - {A}. 
A Petri net (PN) is a triple (P, T,cp), where P is a finite set of places, T is a 
finite set of transitions, and cp is a flow function cp :(P x T) U (T x P) + N. In 
this paper, k and m will be reserved for IPI (the number of places in P) and ITI 
(the number of transitions in T), respectively. A marking is a mapping ,u : P -+ N. 
A transition t E T is enabled at a marking p iff for every p E P, y$p, t) 6 p(p). A 
transition t may3re at a marking p if t is enabled at p. We then write p +!+ ,u’, where 
p’(p) = p(p) - (p(p, t)+ cp(t, p) for all p E P. A sequence of transitions (T = tl . . . t,, is 
a firing sequence from PO iff pa +% pi Z-+ . . . A p,, for some sequence of markings 
~1,. . . , p,,. (We also write ‘~0 +% pn’.) We write ‘~0 A’ to denote that e is enabled 
’ L$ denotes the set of all languages whose complements are in the second level of the polynomial-time 
hierarchy [15]. 
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and can be tied from ‘Q, i.e., ~0 .6 iff there exists a marking p such that h A ,u. 
The notation b J-% ,U is used to denote the existence of a o such that go A pc. 
A marked PN is a pair ((P, T, 91, ,uo>, where (P, T, qp) is a PN, and ,UO is a marking 
called the initial marking. Throughout the rest of this paper, the word ‘marked’ will 
be omitted if it is clear from the context. By establishing an ordering on the elements 
of P and T (i.e., P = {PI,. . ., pk) and T = {tl,.. ., t,}), we define the k x m addition 
matrix A of (P, T, pp) so that aiSj = yn(tj, pi> - q(pi, tj). Thus, if we view a marking ‘U 
as a k-dimensional column vector in which the itb component is &pi), each column aj 
of A is then a k-dimensional vector such that if p A $, then flu’ = ,B + Gj, Let 9’ = 
((P, T, q)>,po) be a PN. The reachability set of 9 is the set R(9) = {,E 1 po & 1 for 
some o E T*). The reachability equivalence problem (or simply equivalence problem) 
is that of determining, given two PNs 9, and 543 with the same set of places, whether 
R(9r ) = R(<9$). 
For ease of expression, the following notations will be used extensively throughout 
the rest of this paper. (Let CT, cr’ be transition sequences, p be a place, and t be a 
transition,) 
#,(t) represents the number of occurrences oft in c. (For convenience, we sometimes 
treat #@ as an ~-dimensional vector assuming that an ordering on T is es~blished 
WI = m).) 
d(o) = A - #, defines the displacement of 6. (Notice that if p I& $, then d(o) = 
$ - p.) For a place p E P, we write d(a)(p) to denote the component of d(c) 
corresponding to place p. 
Tr(rr) = (t / t E T,#,(t) > 0}, denoting the set of transitions used in Q. 
/CT/ is the number of transitions in CT, i.e., /ai = n if CT = tl . . , tn. 
CT’ 6’ is defined inductively as follows. Suppose 6’ = tt . _. t,. Let 60 be C. If ti 
is in ‘pi_1, let gi be Vi-1 with the leftmost occurrence of ti deleted; otherwise, let 
gi = (ii__i. Finally, let (T L 0’ = a,. For example, if 0 = tlt$$& and of = t&l, 
then cr L cr’ = t&. Intuitively, (T : CT’ represents the transition sequence resulting from 
removing each position of 6’ from the leftmost occurrence of such a transition in 
Q (if the transition exists), 
p’={t 1 C&I, t) 3 1, t E T} is the set of output transitions of p; 
t’={p 1 cp(t, p) 2 1, p E P} is the set of output places of t. 
‘p=(t / cp(t, p)> 1, t E 2’) is the set of input transitions of p; 
‘t=(p j cp(p, f) 2 1, p f P> is the set of input places of t. 
Notice that if ~0 &+ p, then ,UQ f A s #in. = p. (The converse, however, does not 
necessarily hold.) Given a path p & ,u’, a sequence 0’ is said to be a rearrangement 
of CJ if #Ir = #a’ and p A p’. 
A PN ((P, ?‘, cp), h) is said to be a BPP-net [4] if 
(1) tit E T, /“tf = I, (i.e., every transition has exactly one input place), and 
(2) Vp E P, t E T, r&p, t)< I (i.e., every arc going from a place to a transition has 
weight 1). 
A circuit of a PN is a ‘simple’ closed path in the PN graph. (By ‘simple’ we mean 
all nodes are distinct along the closed path.) It is important to note that every circuit 
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Fig. 1. A BPP-net 
c = Plh p2t2. . . p&p1 in a BPP-net must have ‘ti = {pi}, for every i, 1 <i <n. See 
Fig. 1 for an example of a BPP-net. (Notice that the firing of a transition may deposit 
more than one token into a place. In Fig. 1, for example, the firing of transition 
e adds 10 tokens to place ~2.) Given a circuit c = p1 tl p2t2 . p,,t,, ~1, let PC = 
{PI, ~2,. . , pn} denote the set of places in c. (With a slight abuse of notation, we 
sometimes use c to denote transition sequence tl t2 . . . t,, of circuit p1 tlp2t2.. . pnt,,pl 
when places are not important.) We define the token count of circuit c in marking p 
to be p(c) = CpEP, p(p). A circuit c is said to be token-free in p iff p(c) = 0. A 
set of circuits %={ci, c2,. . . , c,} is said to be connected iff for every i, j, 16 i, j <n, 
there exist 1 d hi, h2 , . . . ,A, < n, for some r, such that hi = i, h, = j, and for every 
1 < 1 < r, PCh, nP,, ,+, # 8. In words, every pair of neighboring circuits in the sequence 
Ch,,ChZ,..., ch,. share at least one place. For a simple circuit c, we also use #c to denote 
the vector count of transitions used in c, i.e., #,(i) = 1 if ti is in c; #,(i) = 0, otherwise. 
A sequence (T is said to cover circuit c if YY~<#~, i.e., every transition of c appears 
in o. 
For a vector v E Nk and a finite set p (= {vi,...,v,}, for some n) 2 Nk, the set 
LZ(v,p) = (U13Ui . . . , a,, E N, v = v + Cy=, ai * vi} is called the linear set with base v 
over the set of periods p. A semilinear set is a finite union of linear sets. 
To deal with the complexity issue, it is essential to define the sizes of Petri nets 
and semilinear sets in a precise manner. Throughout this paper, each integer will be 
represented by its binary representation. The length of an integer is the number of 
bits of its binary representation. The size of a set (or vector) of integers is defined 
to be the sum of the lengths of the components. The size of a linear set _Y’(v, p) 
is the size of vector v plus the sum of the sizes of the vectors in p. The size of a 
semilinear set is the sum of the sizes of its constituent linear sets. Consider a Petri 
net g=((P, T, cp), PO), where P = {PI,. . . , pk} and T = {tl, . , tm}. Each transition 
cP(Pi,ti) = d (cP(tj, pi) = d) can be thought of as a four tuple (0, i, j, d) (( 1, j, i, d)). 
(The first component (0 or 1) is to indicate the flow direction (0: from a place to a 
transition; 1: from a transition to a place). In this way, cp can be treated as a set of 
four tuples. Now the size of Petri net 9 can be defined as [log, kl + rlog, m] + the 
sum of the sizes of elements in cp + the size of ~0. Since the binary representation is 
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used, the firing of a transition may result in removing (or adding) 2’ tokens from (to) 
a place, where s is the size of the Petri net. 
For more about Petri nets and their related problems, see [13,14]. 
3. Canonical paths in BPP-nets 
To derive the complexity of the equivalence problem, we begin with a few lemmas 
which are important in characterizing computations in BPP-nets. In the literature, one 
of the few techniques proven to be useful for analyzing PNs relies on the ability to 
rearrange PN paths into some ‘canonical’ form. As one might expect, the simple struc- 
ture of circuits in BPP-nets (in particular, the ability to repeat a circuit for an arbitrary 
number of times at any marking at which the circuit is marked) suggests a good start- 
ing point for devising a rearrangement technique. The first attempt, perhaps, is to fire a 
circuit immediately when one of its transitions becomes enabled, even though the tran- 
sitions of the circuit are interleaved with others in the original path. Unfortunately, such 
an attempt does not work as Fig. 1 indicates. (In Fig. 1, ‘acdeb’ is a legal firing se- 
quence, whereas ‘ab(any pe~u~tion of cde)’ is not.) To circumvent such a di~cul~, 
we first present a nice property concerning any set of connected circuits in BPP-nets. 
Lemma 1, Let %%{cI,c~, . . . , c,} be a set of connected circuits in a BPP-net B and 
p be a marking with p(ci) > 0, for some i. For arbitrary integers al, a2,. . . , a, > 0, 
there exists a sequence a such that 1-1 I-% and #(r = ,J$, aj(#c, ). (In words, fiottz p 
there exists a jirable sequence CJ utilizing circuit Cj exactly aj times, for every j. ) 
Proof. Without loss of generality, we assume i = 1, and let p1 be a place in cl such 
that ~(pt ) > 0. The proof is done by induction on the number of circuits in %?. To 
help explain the proof, see Fig. 2. 
induction Basis: For n = 1, the result is quite obvious. (The sequence tl ’ + -tr in 
Fig. 2 can be fired an arbitrary number of times.) 
Induction Hypothesis: Assume that the assertion is true for II </r. 
Induction Step: Consider n = h + 1. Starting from place pi, let ~2, .., pr, for 
some r, be places along ci . Let %Zj (1 <j <r) be the largest connected subset of 
’ - (‘11 - (U*<JQj-i %?J) in which one of its circuits contains place pi. (Notice that 
gj might be empty.) See Fig. 2. By induction hypothesis, all circuits in %?j can be fired 
arbitrarily, provided that pj is marked. Let ti (1 <i <P) be the transition from places 
pi to pi+1 along circuit cl (assuming that pr+l = pl). Then the desired sequence 0 
is the following: (sequence guaranteed by induction hypothesis for 4&i) ti (sequence 
guaranteed by induction hypothesis for %z) . . + tl_ 1 (sequence guaranteed by induction 
hypothesis for %,.) tr (tl . . ’ t,)“‘-‘. El 
The idea of rearranging an arbitrary path in a BPP-net into a ‘canonical’ one is as 
follows. To give the reader a better feel for such a rearrangement, we accompany our 
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Fig. 2. A set of connected circuits. 
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Fig. 3. Rearranging a path in a BPP-net into a canonical one. 
subsequent discussion with Fig. 3. Suppose p 4% is a path, and c is a circuit covered 
by o such that p(c) > 0. (In Fig. 3, circuit c consists of transitions a, b, d, e, and f.) 
Then we use c as a ‘seed’ to grow the largest collection of connected circuits that 
are covered by (T (for example, circuits c and c’ in Fig. 3). We then follow a ‘short’ 
circuit-free transition sequence of the remaining path until reaching a marking in which 
a non-token-free circuit (with respect to the current marking) which is covered by the 
subsequent path exists. (See marking $ and circuit c” in Fig. 3.) Using such a newly 
found circuit as a new seed and repeating the above procedure, we are able rearrange 
an arbitrary path of a BPP-net into a ‘canonical’ one as the following lemma indicates. 
Notice that the above procedure need not be repeated for more than M times, because 
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for each of the circuits collected in a marking, at least one of its transitions must be 
absent from the remaining path. 
It is important to point out that the above rearrangement procedure is merely ‘con- 
ceptual’. That is, we do not actually carry out the above procedure in the derivation 
of our complexity result. What the rearrangement concept does is that it suggests the 
existence of a canonical computation, upon which our derivation of semilinear set 
representations for BPP-nets relies. 
Lemma 2. Let p be a reachable marking in a BPP-net 9 = ((P, T, cp),po). Then 
there exists a sequence a = z1c11rc2cz2 . . . nhf&, (1 <h <in, ai, ni E T* ) which witnesses 
pLg 6 p and satisfies the following conditions: 
1. Vi, 1 <i<h, 
(a) there exists a set %‘i = (ci, . . . ,c:,} (ri <m) of connected circuits such that 
d(ni) = 3a;d(c:) for some integers a\,ai,. . . ,a:; > 0, 
j=l 
(b) the remaining sequence ai. . . xj,ah does not cover any circuit which shares ome 
place with circuits in %?i, and 
(C) Ef=, IqiJ dm, Le., the total number of distinct circuits considered above is 
bounded by the number of transitions of the PN. 
2. Vi,l<i<h- 1, 
(a) #,,(t) < I, Qt E T (in words, all transitions in ai are distinct), 
(b) d(ai)(p)< 1,Vp E P (in words, ai removes at most one token from any place), 
and 
(c) ai is circuit-free (i.e., .it does not cover any circuit). 
3. c(h is circuit-free. Notice that ah may contain multiple copies of a transition. 
Proof. We begin by proving the following claim which tells how ‘cut-and-Pete’ tech- 
nique can be applied to BPP-nets. 
Claim. Consider a path ,ul +Y ~2. Let W={C~,C~, . . . ,c,} be a set of connected 
circuits and a 1, a2, . . . , a, be positive integers uch that 
(a) (3i,l,<i<z) (,~(ct) > 0) (i.e., cj is not token-free in marking pl) 
(b) .+f’ . . . c? > does not cover any circuit that shares some place with circuits 
in V, and 
(c) Cfzl ai G%. 
Then there exist 61 and 82 such that 
(1) #a, = & aj<%, ), 
(2) #s, = gaAs,, and 
(3) pl +-% p3 2% ~2, for some ~3. 
(In words, a can be rearranged into 6162 such that 61 consists of the largest 
collection of connected circuits with at least one of them marked in pt.) 
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Fig. 4. A picture describing the concept used in the proof of Lemma 2. 
To prove our claim, first notice that pi ‘I H ~3 is guaranteed by Lemma 1; it suffices 
to prove that ~3 I-% ~2, for some 62 which is a rearrangement of o ‘61. Suppose, to 
the contrary, that none of the permutations of r~ I 61 is firable in ~3. We let u be a 
longest sequence such that #a < #a L&1 and ~3 t-% ~4, for some ~4. (By ‘longest’ we 
mean that for all ~1’ with #El < #0 1 6, and ~3 A, it must be the case that IcI’[< Ial.) 
Let /I = (a:&)-~ We let X be {p 1 ‘t = {p}, t E TQ)}, i.e., X consists of all the 
input places of transitions in Tr@). Clearly, /Q(P) = 0,Vp E X. See Fig. 4. We now 
make the following observations: 
1. Vp E X, 3 E D(p), such that p E t’*. (This is because p4(p) + d(p)(p) = 
PZ(P)>O and M(P) = 0.) 
2. there must be some place r in X such that either (i) ,u~(T) > 0, or (ii) (31 E 
Tr(Glcc)) (32 E Tr(&a)) such that (Y E t;) and l t2 = {r}. (If neither (i) nor (ii), 
then none of the transitions in TV(B) could be fired in the original sequence 0. The 
existence of a t2 results from ~4(r) = 0.) 
Let R be the set of all places r satisfying Observation 2(i) or (ii) above. What we 
need next is to show that at least one place in R must be along a circuit consisting of 
some places in X and some transitions in rr(/I). Suppose, to the contrary, that none 
of R is on a circuit; then there must be an s E R such that s cannot be reached from 
the remaining places in R through places in X and transitions in Tr(p). For s, let t3 
be a transition guaranteed by Observation 1 above. Due to the selection of s, t3 could 
never have been fired in CJ since its input place would never possess a token (because 
the input place of t3 (i.e., l t3) is not in R, and none of R is capable of supplying a 
token to ‘t3 directly or indirectly) - a contradiction. Intuitively, one can think of R as 
places through which tokens are ‘pumped’ into the sub-PN consisting of places in X 
and transitions in Tr(j). 
Let Y E R be a place on a circuit, and t2 (whose existence is guaranteed by Observa- 
tion 2) be a transition in 61~ removing a token from r. If t2 is in 61 (which comprises 
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only circuits from W), then c must have shared some place with one of the circuits in 
$9 - violating Assumption (b) of the claim. If t2 is in c(, then Y is marked during the 
course of the path a, which implies that c should have been added to CY - violating the 
assumption about c( being the longest. This completes the proof of the claim. 
In what follows, we only show how rc1 and MI are constructed; the remaining se- 
quences can be obtained similarly. Suppose cr covers a circuit c which is not token-free 
in 110 (i.e., PO(C) > 0). Initially, let %?i={c;} = {c}. (If cr does not cover any circuit 
marked in ~0, then rci is empty.) The associated integer u; is the maximum number 
of occurrences of c in C, i.e., u:(#,)<#~ but u(#~) $ #,,Va > a;. Let cr’ be the 
resulting sequence of removing a! copies of c from o. That is, ~9 = cr: 
important to notice that at least one of c’s transitions is no longer in existence in o’. 
The next step is to find, if one exists, a circuit c’ which shares some place with at 
least one of ‘%‘I; then add c’ to 971 (i.e., cl = c’) and remove ui copies of c’ from 
o’, where ui is the maximum number of occurrences of c’ in r~‘. Upon the completion 
of the above, at least one more transition becomes absent in the remaining sequence. 
Repeat the above procedure (at most m times) until no more circuit can be added to 
%?I. Following Lemma 1, rci, a sequence consisting of a: copies of c! (1 <j <ii), can 
be constructed. Now suppose ~1 = ~0 + d(rti), and cri = 01 rci. Guaranteed by the 
claim stated in the beginning of the proof, there exists a rearrangement o{ of 01 such 
that 111 A. If 0; is circuit-free, we are done; otherwise, let cry be the shortest prefix 
of ~7; such that the remaining sequence CJ~ I oi covers a circuit, say C, which is not 
token-free with respect to ~2, where ~1 +% ~2. (Notice that it is possible for a E to be 
marked in ~1; in this case, al,l is empty.) Since ~‘1 is circuit-free, and each transition 
in a: removes at most one token from a place, a: can be rearranged into clic~i in 
such a way that (‘v’t E T, #,,(t)< l), (d(cli)(p)< l,V’p E P), and (pi(E) > 0), where 
~1 A ~4. (Intuitively, ai is a simple path (in the graph-theoretic sense) leading to 
some place in C.) The remaining rcni and oli can be constructed similarly. 0 
Using Lemma 2, we are able to set up a system of linear inequalities to capture 
reachability for BPP-nets, giving rise to an NP upper bound for the reachability problem 
since integer linear programming is in NP. Before doing so, we require the following 
known result from [ 161. 
Lemma 3 (Yamasaki [ 16, Theorem 3.31). Zf a PN 9 = ((P, T, cp), ~0) has no token- 
free circuits in every reachable marking, then R(B) = {pip = ~0 +A. x20, for some 
x EZV’), where m is the number of transitions in T, and A is the addition matrix. 
In words, p = ~0 + A x > 0 is a suficient and necessary condition for reachability 
provided that no token-free circuit is reachable in the PN. 
As a direct consequence, p = ~0 +A .x 2 0 is also a sufficient and necessary condition 
for reachability for circuit-free PNs. 
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Theorem 4. The reachability problem for BPP-nets can be solved in NP. 
Proof. As shown in Lemma 2, p is reachable from the initial marking ,UO iff there 
exists a sequence o=rct ai rc2a2 . . . nhc(h (po dh ,u) meeting the three conditions stated 
in Lemma 2. 
The desired system of linear inequalities can be set up as follows: 
1. For l<i<h, guess Vi (={cf ,..., c:,}) and verify the connectivity condition; for 
1~ i < h - 1, guess the sequence Cli and check Conditions 2(a)-(c) of Lemma 2; guess 
the set {th, ). . . ) th,} of transitions used in ah and verify the circuit-freedom condition. 
It is not hard to see that checking each of the above can be done in polynomial time. 
2. Let pi and ,u: ( 20) be marking variables, and aj and bj be scalar variables 
carrying positive integer values. Set up the following linear inequalities to capture PN 
computation ~0 = pi Z+ ~‘1 +% ~2 & & & . . . ph & p:, * p: 
Pl =po 
,U~=/.&+~a>*d(c(;), Vl<i<h, 
j=l 
Pi+1 =Plj+d(ai), Vl<i<h- 1, 
(1) is trivial. For (2), the validity of & being reachable from ,Ui is guaranteed by 
Lemma 1. Since ai (1 d i < h) is circuit-free, (3) is sufficient to ensure the reachability 
of pi+i from ,u[ through the firing of ai, as Lemma 3 suggests. Likewise, circuit-freedom 
of ah justifies (4). (Notice that the need to consider & separately comes from the fact 
that & may contain multiple copies of a transition. See Lemma 2.) 
In view of the above, p is reachable from b iff the above system of linear inequalities 
has integer solutions with respect to variables pi, ,u;, aj and bj. This completes the 
proof of the theorem. 0 
The NP upper bound of testing reachability for BPP-nets was first shown in [4], 
providing a simpler proof for the NP upper bound of the uniform word problem for 
context-free commutative grammars, which was originally shown in [lo]. (The concept 
of the so-called siphon plays a crucial role in the proof of [4].) By providing a new 
characterization for paths in BPP-nets, we offer yet another approach to solving the 
reachability problem for BPP-nets. 
4. Tbe equivalence problem for BPP-nets 
In this section, we investigate the complexity of the equivalence problem for 
BPP-nets. Our upper bound is obtained by demonstrating ‘small’ semilinear set 
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representations for the reachability sets of BPP-nets. More precisely, we have the fol- 
lowing theorem. 
Theorem 5. Let Y = ((P, T, q), b(o) be a BPP-net of size s. For some Jixed constants 
cl, ~2, dl, dz, d3 independent of s, we can construct in DTIME(2c24) a semilinear reach- 
ability set R(9) = UvEB dp(v, py ) (whose size is bounded by O(2ciS3 )), where 
1. B is the set of all reachable markings with no component larger than 2dls2, and 
2. pv is the set of all 6 E Nk such that 
(a) 29 has no component larger than 2dzs2, and 
(b) 3 rr,cri,cr2 E T’, 3 marking ~1, 
(0 PO A p, t-s y, 
(ii) ~1 Z+ PI + 6, 
(iii) 1~1, Icic72( <2dzsZ. 
Proof. Let .9’ be of k places and m transitions, and n be a number such that PO(P) <n 
and Icp(t, p)( <n, W E T, p E P, i.e., no integer mentioned in 9 is larger than n. 
(Recall that for BPP-nets, it is always the case that Irp(p, t)l < 1, Vt E T, p E P.) 
Clearly, m,kds and n 62”. 
UvEB Y(v,p,) CR(Y) is obvious, since, according to Condition 2(b)ii, r~ can be 
pumped in marking ~1 for an arbitrary number of times. Therefore, it is sufficient to 
show R(g) C UvEB Y(v, pV). The proof is somewhat involved. To better explain the 
details, Fig, 5 illustrates the key steps of the proof. The reader is encouraged to consult 
Fig. 5 as our discussion progresses. 
Let ,D E R(Y) be a reachable marking. According to Lemma 2, there exists a se- 
quence 7tic11712c12 .. . nj&, which witnesses ~0 +% p, and satisfies Conditions (1F 
(3) stated in the description of Lemma 2. See Fig. 5(a). For ease of explanation, 
let 6’ = 711a1712c12..  nj, 6 = ah, and b X+ p’ A p, for some $. Recall that 
d(rc;) = J$, a$A(cj) for some integers af,ai,. . .,a:, > 0 (see Lemma 2). (In Fig. 
5, for example, rci consists of three circuits ci,cz, and c3 of multiplicities 60, 50 and 
10, respectively.) Consider circuits in rc;, 1 di6h. It is clear from Condition 2(b) of 
Lemma 2 that for any place p, each of ai,. . . , ah-i consumes at most one token from 
p; hence, the entire sequence Cli,. . . , ah-_l consumes at most h - i tokens from p. Now 
if ai > m( >h - i), for some j, 1 < j<ri, then ~0 ‘8 (p’ - d(cj)) remains a valid 
path. In words, a copy of circuit ci can be cut without rendering the path invalid. (This 
is mainly because if the firing of ai,. . . , ah-1 hinders on circuit cj, m copies of cjs 
suffice.) By trimming excess copies of circuits in 6’ repeatedly (called the resulting 
sequence 8’) we have ,LLO z p” 
more than m’ times, and CL” + C ’ 
for some p”, such that no circuit in 8’ appears 
rEQ A(Z) = u’, where Q is a multiset containing 
those circuits cut in the above trimming process. In Fig. 5(b), m is assumed to be 10; 
hence, 50 copies of cl and 40 copies of c2 are thrown into Q. It is important to note 
6” 
/ c . 
that for every n in Q, rc is enabled in some ii in ~0 A /i A p”. Now consider the 
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Fig. 5. The construction of a semilinear set representation of a BPP-net. 
length of 8’. According to Condition l(c) of Lemma 2, the number of distinct circuits 
‘collected’ along 6” is bounded by m. Furthermore, the above discussion suggests that 
there are at most m copies in existence for each such circuit. Hence, the sum of the 
lengths of all such circuits is bounded by m3 (there are at most m2 circuits, each of 
which is of length 6 m). In addition, the length of ~11 . . . uh_ 1 is bounded by (h - 1) * m 
( 6m2). As a consequence, 18’1 <m3 +m2( <2m3); hence, no component in $’ exceeds 
n + 2m3n (i.e., an upper bound on the size of the initial marking + an upper bound 
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on the number of tokens that can be deposited into a place resulting from firing 6”) 
= 0(&z). 
Now consider p’ A /A, which covers no circuits. Unlike al,. . . , ah-1 (all of which 
are short), in 6 (=01h) the number of times a transition is used may not be bounded 
by a polynomial. In our subsequent discussion, we show how pieces of the suffix 6 (if 
it is too long) can be paired with circuits in Q, resulting in a sufficiently short suffix. 
Upon the completion of this ‘pairing’ process, the base and periods of the semilinear 
set follow immediately. Such a construction is done in an iterative fashion. Initially, let 
variables C (a multiset of circuits), D (a multiset of vectors), p (a marking, which can 
also be viewed as a vector), and z (a transition sequence) be Q, 0, p’, 6, respectively. 
The key of our construction relies on proving that the following remains an invariant 
as the iteration progresses: 
To illustrate the intuition, consider Fig. 5(c). We show that if z (which equals 6 
initially) is ‘too long’, then it must contain a short segment n’ (see Fig. 5(c)) that 
can be paired with some circuit n: in C (see Fig. 5(d)) in such a way that A(&) 
remains nonnegative. (Hence, d(x~‘) can then be placed into the final set of periods.) 
By repeatedly doing so, z can be shortened. 
Clearly, the invariant holds initially. In what follows, we explain in detail how the 
above intuition of constructing the semilinear set (in an iterative fashion) is imple- 
mented. Recall that an ordering is assumed on the elements of P and T, (i.e., P = 
{PI,...,P~} and T = {h,..., t,,,}). Let A be a k x m addition matrix of (P, T, q) so 
that ai,j = q(ti,pi) - (p(pi, tj). Now let 71 be a circuit in C. Consider the following 
optimization formula (in which x1,. . . ,x, are nonnegative variables): 
maximize Fxi 
i=l 
subject to 
4(7r)+A.(X ,,..., x,)T~O, 
(Xl ,...,xm)d#r. 
In words, solution X = (XI,. . . ,x,) represents the transition count vector of the max- 
imum firable sequence contained in z using only tokens accumulated as a result of 
firing circuit 7~. Consider two cases: 
Case 1: X # 0, for some rc in C. Since z is circuit-free, guaranteed by Lemma 
3 there exists a n’ such that #+ = (XI,. . . ,x,) and 7tx’ is enabled in some fl in 
6” 
/ ,. . 
&+$+$‘. Let f3 = d(7VC’) = d(X) +A .XT>O. Since (d(K)(pi)<mn,V’pi E 
P), the maximum number of tokens that can pile up in a place using a circuit-free 
transition sequence is bounded by (mn)n’-‘, where 1 = min{m, k- 1). (The worst-case 
scenario arises when I? is a path pit,, ps, . . . psi_, t,, pg, . . . tg,ps, along which each 
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transition trl, ‘amplifies’ the token count of its input place by a factor of n.) Hence, 
(e(i) = d(?t7t’)(pi)<m?t +(??Zn)n’-’ Q2??Zn’ ( <2dzs’, for some constant dz), Vpi E P), 
and ~~~‘~<‘ml+mn+mn2+mn3+~~~+mn’ <(Z+ 1)mn’. We let D := DU{d}, 
C := C - { TC}, fi := Q + A( n’), and r := a firable sequence (in 1;) using the transitions 
from r 1 rc’. See Figure 5(d). (Notice that ,G + d(z) = p and z being circuit-free imply 
the existence of such a firable sequence (Lemma 3)). Clearly, the invariant remains 
true. 
Case 2: The above iteration ends when X = 0, for every 71 in C, or C = 8. 
We claim that CL” A fi, for some Z?. If this is the case, by letting the base (v) 
and the set (py ) of the periods of the semilinear set be j? and { d( rc)]rc E C} U D, 
respectively, we have ~0 E 12, and fi + (CXEc d(n)) + (x0,, 0) = p. Furthermore, 
in our earlier discussion we know that Vpi E P, p”(pi)<n + 2m3n<3m3n. Hence, 
)r\ <3m3n + 3m3n2 +. . . + 3m3n’<31m3n’, and P(pi)<(3m3n)n’-’ ( <2*ls2, for some 
constant di ), since r is circuit-free. See Fig. 5(e). Now we prove the claim (i.e., 
,u” A ,i?). If the fi ring of r in p” fails for some transition t in z, then it must be the 
case that some circuit in C provides a token for t in the original path - contradicting 
the fact that in (Case 2), either the solution to the above optimization problem is 
0 or C is empty. (Notice that the token needed by t cannot come from any rcrc’ 
that has already been added to D; otherwise, 7~’ violates the requirement of being the 
maximum solution.) By picking a constant d3 so that )nrt’ ) d (I + 1 )mn’ d 2d3s2 and 
8”~ <(n + 2m3n) + 3m3n’ < 2d3sz, Condition 2(b)iii holds. 
Now we show the size of the semilinear set representation as well as the time 
required for generating such a representation. From Condition 1, each component of v 
is bounded by 2*lSZ; hence IB] (’ i.e., the number of distinct bases of the semilinear set) 
is bounded by (2dlS2)k <2d1”’ (k( <s) is the dimension of v). As a result, the size of 
B is bounded by k*(log,(2*‘“‘)) *(2dls3). Likewise, from Condition 2 the size of each 
period pV is bounded by k*(log,(2d2”2))*(2d~S3). In summary, the size of UvEB Y(v,p,) 
is (the size of B) + C&the size of py), which is bounded by 0(2”“), for some 
constant cl. As for the amount of time needed to generate the semilinear set, first 
recall from Theorem 4 that the reachability problem for BPP-nets in NP. From our 
earlier discussion, each base vector v is of size k * (log2(2d2”*)), which is polynomial 
in 0(s3). Hence, the reachability of v from ,UO can be checked in DTZME(2°(s’)). 
Similarly, checking the existence of a positive loop satisfying Conditions 2(a) and (b) 
can also be done in DZ’ZME(2°(s3)). By exhaustive search, the desired semilinear set 
can be constructed in DTZME(2c2S3 ), for some constant ~2. 0 
To show our main result, we also require the following known result concerning the 
complexity of the equivalence problem for semilinear sets (see [9, 121): 
Lemma 6 (Huynh [9, Corollary 5.21). The equivalence problem for semilinear sets is 
in II;. 
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From Theorem 5 and Lemma 6, we immediately have: 
Corollary 7. The equivalence problem for BPP-nets is solvable in DTIIVE(~~**‘~), 
where s is the size of the PN, and d is some fixed constant. 
As for the lower bound, it is known that the equivalence problem for commutative 
context-free grammars is IT;-hard (see [ll]). Since commutative context-free gram- 
mars are a special case of BPP-nets, the following lower bound for BPP-nets follows 
immediately. 
Theorem 8. The equivalence problem for BPP-nets is II;-hard, 
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