ABSTRACT. In regular linear regression model with the type II constraints the unobservable parameters in the constraints can be estimated by the BLUE of the observable parameters. The BLUE respects the constraints. If the estimator of the observable parameters which is the BLUE in the model without constraints is used, then the estimator of the unobservable parameters is the same.
Introduction
The linear regression model with the type II constraints is 
, then the BLUEs (best linear unbiased estimator) of the parameters β 1 and β 2 exist (in more detail cf. [2] , [1] ) and the BLUE of β 2 can be expressed as a function of the BLUE of the parameter β 1 .
Let instead the BLUE of β 1 in the model (1) , the BLUE of β 1 in the model
be considered. If this BLUE of β 1 is used instead the BLUE of β 1 in the model (1) for the estimation of β 2 , then the estimator of β 2 is the BLUE in the model (1) . This fact can be a great advantage in numerical calculation, since it can be used for a check and also for a simpler numerical procedure, what can be important in the case that k 1 is a large number or when the parameter β 1 is nuisance.
Sometimes the vector parameter β 1 is not important and the estimator of the vector parameter β 2 is the aim of the regression experiment only.
For example the estimation of parameters of the calibration curve in metrology can be mentioned.
In this case (the calibration curve is ν = β 2,1 + β 2,2 µ)
where the components of the vector µ are measured by the calibrating device and the components of the vector ν are measured by the calibrated device. The set of points
creates the calibration curve (in our example it is a straight line). The estimator of β 1 in the model without constraints is
thus no estimator of β 1 is necessary for an estimation of the parameter β 2 .
Since the parameters β 1 , β 2 need not be unbiasedly estimable in a singular model, it is not clear what can be done with the mentioned problem.
The aim of the paper is to contribute to a solution.
Auxiliary statements
The symbol β 1 is used for the BLUE in the model with constraints (1) and β 1 means the BLUE in the model without constraints (2).
Ä ÑÑ 2.1º Let the model considered (1) be regular, i.e. r(X)
Then the BLUEs of the parameters β 1 and β 2 are
where
and
Remark 2.2º In [2, p. 68] it is shown that
Thus both estimators B 1 β 1 , B 1 β 1 can be used for a determination of β 2 .
Ä ÑÑ 2.3º Let
D = X T + X and M (B 1 ) ⊂ M (X ). Then M (B 1 (I − D)B 1 + B 2 B 2 = M B 1 (D + − I)B 1 + B 2 B 2 . P r o o f. Obviously M B 1 (I − D)B 1 = M B 1 (I − D) . Then M B 1 (I − D)B 1 = M B 1 (I − D) ⊃ M B 1 (I − D)D + = M B 1 (D + − DD + )B 1 = M B 1 (D + − I)B 1 , since B 1 DD + = B 1 . Thus M B 1 (I − D)B 1 ⊃ M B 1 (D + − I)B 1 . Analogously M B 1 (D + − I)B 1 = M B 1 (D + − I) ⊃ M B 1 (D + D − D) = M B 1 (I − D) = M B 1 (I − D)B 1 . Thus M (B 1 (I − D)B 1 + B 2 B 2 = M B 1 (D + − I)B 1 + B 2 B 2 .
Singular model
If in the model (1) any of the conditions
is not satisfied, then the model is singular.
In a singular model the class of all linearly and unbiasedly estimable functions of the parameters β 1 and β 2 can be represented by the vector
(in more detail cf. [1, Chpt. 3]), i.e. any linearly unbiasedly estimable function of the parameters β 1 and β 2 is 
In this statement the matrix X must be substituted by the matrix 
which is valid for any positive semi-definite matrix A, B B , C . 
Ä ÑÑ 3.2º Let the singular model (1) be considered. If
M B 1 B 2 ∩ M X 0 = 0 0 ,
then the constraints do not influence the estimator of Xβ
M (AM B ) = M (A). Thus M ⎡ ⎢ ⎢ ⎣ (X, 0)M ⎛ ⎝ B 1 B 2 ⎞ ⎠ ⎤ ⎥ ⎥ ⎦ = M (XM B 1 M B 2 ) = M (X).
ESTIMATION OF AN UNOBSERVABLE PARAMETERS IN THE TYPE II CONSTRAINTS
As far as the parameter β 1 is concerned, the model (1) is equivalent to the model
Since (cf. [1, Lemma A.7 .11])
, the following relation can be obtained
then the BLUE of the unbiasedly estimable function 
Ä ÑÑ 3.4º The BLUE of a linearly unbiasedly estimable function
(The expressions for B 1 β 1 and Var( B 1 β 1 ) are not unambiguous, however h 2 β 2 is unambiguous.)
Regarding the last lemma it is clear that in a general case some version ofβ 1 (not unambiguous) is necessary for an estimation of h 2 β 2 .
In the following text let us assume that the condition
is satisfied. This condition implies
what is equivalent to the condition (5). It will be shown that under the condition (6), the estimator B 1 β 1 need not be known for an estimation of h 2 β 2 .
where If (4) is utilized on the last equality it is obtained
The expressions aa , ab , ba , bb from Lemma 3.1 are 
