Abstract-We present lower bound tree-RRT (LBT-RRT), a single-query sampling-based motion-planning algorithm that is asymptotically near-optimal. Namely, the solution extracted from LBT-RRT converges to a solution that is within an approximation factor of 1 + ε of the optimal solution. Our algorithm allows for a continuous interpolation between the fast RRT algorithm and the asymptotically optimal RRT* and RRG algorithms when the cost function is the path length. When the approximation factor is 1 (i.e., no approximation is allowed), LBT-RRT behaves like RRG. When the approximation factor is unbounded, LBT-RRT behaves like RRT. In between, LBT-RRT is shown to produce paths that have higher quality than RRT would produce and run faster than RRT* would run. This is done by maintaining a tree that is a subgraph of the RRG roadmap and a second, auxiliary graph, which we call the lower-bound graph. The combination of the two roadmaps, which is faster to maintain than the roadmap maintained by RRT*, efficiently guarantees asymptotic near-optimality. We suggest to use LBT-RRT for high-quality anytime motion planning. We demonstrate the performance of the algorithm for scenarios ranging from 3 to 12 degrees of freedom and show that even for small approximation factors, the algorithm produces high-quality solutions (comparable with RRG and RRT*) with little running-time overhead when compared with RRT.
A. High-Quality Planning With Sampling-Based Algorithms
Unfortunately, planners such as RRT and PRM produce solutions that may be far from optimal [4] , [5] . Thus, many variants of these algorithms and heuristics were proposed in order to produce high-quality paths.
1) Postprocessing Existing Paths:
Postprocessing an existing path by applying shortcutting is a common, effective, approach to increase path quality; see, e.g., [6] . Typically, two nonconsecutive configurations are chosen randomly along the path. If the two configurations can be connected using a straightline segment in the configuration space and this connection improves the quality of the original path, the segment replaces the original path that connected the two configurations. The process is continued iteratively until a termination condition holds.
2) Path Hybridization: An inherent problem with path postprocessing is that it is local in nature. A path that was postprocessed using shortcutting often remains in the same homotopy class of the original path. Carefully combining even a small number of different paths (that may be of low quality) often enables the construction of a higher quality path [7] .
3) Online Optimization: Changing the sampling strategy [8] - [11] or the connection scheme to a new milestone [10] , [12] are examples of heuristics proposed to create higher quality solutions. Additional approaches include, among others, useful cycles [6] and random restarts [13] .
4) Asymptotically Optimal and Near-Optimal Solutions:
In their seminal work, Karaman and Frazzoli [4] give a rigorous analysis of the performance of the RRT and PRM algorithms. They show that, with probability one, the algorithms will not produce the optimal path. By modifying the connection scheme of a new sample to the existing data structure, they propose the PRM* and the RRG and RRT* algorithms (variants of the PRM and RRT algorithms, respectively), all of which are shown to be asymptotically optimal. Namely, as the number of samples tends to infinity, the solution obtained by these algorithms converges to the optimal solution with probability one. To ensure asymptotic optimality, the number of nodes each new sample is connected to is proportional to log(n). Here, n is the number of free samples.
As PRM* may produce prohibitively large graphs, recent work has focused on sparsifying these graphs. This can be done as a postprocessing stage of the PRM* [14] , [15] , or as a modification of PRM* [16] - [18] .
The performance of RRT* can be improved using several heuristics that bear a resemblance to the lazy approach used in this work [19] . Additional heuristics to speed up the convergence rate of RRT* were presented in RRT*-SMART [20] . Recently, RRT # [21] was suggested as an asymptotically optimal algorithm with a faster convergence rate when compared with RRT*. RRT # extends its roadmap in a fashion similar to RRT* but adds a replanning procedure. This procedure ensures that the tree rooted at the initial state contains the lowest cost path information for vertices that have the potential to be part of the optimal solution. Thus, in contrast with RRT* that only performs local rewiring of the search tree, RRT # efficiently propagates changes to all the relevant parts of the roadmap. Janson and Pavone [22] introduced the asymptotically optimal fast marching tree algorithm (FMT*). The single-query asymptotically optimal algorithm maintains a tree as its roadmap. Similarly to PRM*, FMT* samples n collision-free nodes. It then builds a minimum-cost spanning tree rooted at the initial configuration over this set of nodes. Lazy variants have been proposed both for PRM* and RRG [23] and for FMT* [24] . Finally, we note that using nearest-neighbor data structures tailored for these algorithms additional speedup in the running times may be obtained [25] .
An alternative approach to improve the running times of these algorithms is to relax the asymptotic optimality to asymptotic near-optimality. An algorithm is said to be asymptotically nearoptimal if, given an approximation factor ε, the solution obtained by the algorithm converges to within a factor of (1 + ε) of the optimal solution with probability one, as the number of samples tends to infinity. The sparse stable RRT (SST) [26] , [27] is an example of an asymptotically near-optimal algorithm. SST is best suited for systems with dynamics as it does not require solving a two-point boundary value problem (BVP). This is important as RRT* and its variants require a BVP solver in order to connect two existing nodes in their roadmap, a requirement that is sometimes impractical. However, SST requires additional parameters that affect the running time of the algorithm as well as the quality of the solution. To tune the desired behavior of SST, one needs to know the minimal clearance of the optimal path in the configuration space. Thus, while SST is indeed an asymptotically near-optimal algorithm, it remains unknown how to choose the parameters that will ensure a (1 + ε)-approximation for a given ε.
5) Anytime and Online Solutions:
An interesting variant of the basic motion-planning problem is anytime motion planning. In this problem, the time to plan is not known in advance and the algorithm may be terminated at any stage. Clearly, any solution should be found as quickly as possible and, if time permits, it should be refined to yield a higher quality solution.
Ferguson and Stentz [28] suggest iteratively running RRT while considering only areas that may potentially improve the existing solution. Alterovitz et al. [29] suggest the Rapidly exploring Roadmap Algorithm (RRM), which finds an initial path similar to RRT. Once such a path is found, RRM either explores further the configuration space or refines the explored space. Luna et al. [30] suggest alternating between path shortcutting and path hybridization in an anytime fashion.
RRT* was also adapted for online motion planning [31] . Here, an initial path is computed and the robot begins its execution.
While the robot moves along this path, the algorithm refines the part that the robot has not yet moved along.
B. Contribution
We present lower bound tree-RRT (LBT-RRT), a single-query sampling-based algorithm that is asymptotically near-optimal. Namely, the solution extracted from LBT-RRT converges to a solution that is within a factor of (1 + ε) of the optimal solution. LBT-RRT allows for interpolating between the fast, yet suboptimal, RRT algorithm and the asymptotically optimal RRG algorithm when the cost function is path length. By choosing ε = 0, no approximation is allowed and LBT-RRT maintains a roadmap identical to the one maintained by RRG. Choosing ε = ∞ allows for any approximation and LBT-RRT maintains a tree identical to the tree maintained by RRT.
The asymptotic near-optimality of LBT-RRT is achieved by simultaneously maintaining two roadmaps. Both roadmaps are defined over the same set of vertices, but each consists of a different set of edges. On the one hand, a path in the first roadmap may not be feasible, but its cost is always a lower bound on the cost of paths extracted from RRG (using the same sequence of random nodes). On the other hand, a path extracted from the second roadmap is always feasible and its cost is within a factor of (1 + ε) from the lower bound provided by the first roadmap.
We suggest to use LBT-RRT for high-quality anytime motion planning. We demonstrate its performance on scenarios ranging from 3 to 12 degrees of freedom (DoF) and show that the algorithm produces high-quality solutions (comparable with RRG and RRT*) with little running-time overhead when compared with RRT. This paper is a modified and extended version of a publication presented at the 2014 IEEE International Conference on Robotics and Automation [32] . In this paper, we present additional experiments and extensions of the original algorithmic framework. Finally, we note that the conference version of this paper contained an oversight with regard to the roadmap that is used for the lower bound. We explain the problem and its fix in detail in Section III after providing all the necessary technical background.
C. Outline
In Section II, we review the RRT, RRG, and RRT* algorithms. In Section III, we present our algorithm LBT-RRT and a proof of its asymptotic near-optimality. We continue in Section IV to demonstrate in simulations its favorable characteristics on several scenarios. In Section V, we discuss a modification of the framework to further speed up the convergence to highquality solutions. We conclude in Section by describing possible directions for future work.
II. TERMINOLOGY AND ALGORITHMIC BACKGROUND
We begin this section by formally stating the motion-planning problem and introducing several standard procedures used by sampling-based algorithms. We continue by reviewing the RRT, RRG, and RRT* algorithms.
if (!collision_free(x nearest , x new )) then 7: CONTINUE 8:
T .parent(x new ) ← x nearest
A. Problem Definition and Terminology
We follow the formulation of the motion-planning problem as presented by Karaman and Frazzoli [4] . Let X denote the configuration space (C-space), and X free and X forb denote the free and forbidden spaces, respectively. Let (X free , x init , X goal ) be the motion-planning problem, where x init ∈ X free is an initial free configuration and X goal ⊆ X free is the goal region. A collision-free path σ : [0, 1] → X free is a continuous mapping to the free space. It is feasible if σ(0) = x init and σ(1) ∈ X goal .
We will make use of the following procedures throughout the paper: sample_free, a procedure returning a random free configuration; nearest_neighbor(x, V ) and nearest_neighbors(x, V, k), procedures returning the nearest neighbor and k nearest neighbors of x within the set V , respectively. Let steer(x, y) return a configuration z that is closer to y than x is, collision_free(x, y) tests if the straight-line segment connecting x and y is contained in X free , and let cost(x, y) be a procedure returning the cost of the straight-line path connecting x and y. Let us denote by cost G (x) the minimal cost of reaching a node x from x init by using a roadmap G. These are standard procedures used by the RRT or RRT* algorithms. Finally, we use the (generic) predicate construct_roadmap to assess if a stopping criterion has been reached to terminate the algorithm. 1 
B. Algorithmic Background
The RRT, RRG, and RRT* algorithms share the same highlevel structure. They maintain a roadmap as the underlying data structure, which is a directed tree for RRT and RRT* and a directed graph for RRG. At each iteration, a configuration x rand is sampled at random. Then, x nearest , the nearest configuration to x rand in the roadmap, is found and extended in the direction of x rand to a new configuration x new . If the path between x nearest and x new is collision-free, x new is added to the roadmap (see Algorithms 1-3, lines 3-9).
The algorithms differ in the connections added to the roadmap. In RRT, only the edge (x nearest , x new ) is added. In RRG and RRT*, a set X near of k RRG log(|V |) nearest neighbors of x new is considered. Here, k RRG is a constant ensuring
if (collision_free(x near , x new )) then 13:
T .parent(x new ) ← x nearest 10:
T .parent(x child ) ← x potential parent that the cost of paths produced by RRG and RRT* indeed converges to the optimal cost almost surely as the number of samples grows. A valid choice for all problem instances is k RRG = 2e [4] . For each neighbor x near ∈ X near of x new , RRG checks if the path between x near and x new is collision-free and, if so, (x near , x new ) and (x new , x near ) are added to the roadmap (lines 10-13). RRT* maintains a subgraph of the RRG roadmap. This is done by an additional rewiring procedure (see Algorithm 4) that is invoked twice. The first time, it is used to find the node x near ∈ X near , which will minimize the cost to reach x new (see Algorithm 3, lines 11 and 12). The second time, the procedure is used to minimize the cost to reach every node x near ∈ X near by considering x new as its parent (see Algorithm 3, lines 13 and 14) . Thus, at all times, RRT* maintains a tree that, as mentioned, is a subgraph of the RRG roadmap. Given a sequence of n random samples, the cost of the path obtained using the RRG algorithm is a lower bound on the cost of the path obtained using the RRT* algorithm. However, RRG requires both additional memory (to explicitly store the set of O(log n) neighbors) and exhibits longer running times (due to the additional calls to the local planner). In practice, this excess in running time is far from negligible (see Section IV), making RRT* a more suitable algorithm for asymptotically optimal motion planning.
III. ASYMPTOTICALLY NEAR-OPTIMAL MOTION PLANNING
Clearly, the asymptotic optimality of the RRT* and RRG algorithms comes at the cost of the additional O(k RRG log(|V |)) calls to the local planner at each stage (and some additional overhead). If we are not concerned with asymptotically optimal solutions, we do not have to consider all of the k RRG log(|V |) neighbors when a node is added. Our idea is to initially only estimate the quality of each edge. We use this estimate of the quality of the edge to decide whether to discard it, use it without checking if it is collision-free, or use it after validating that it is indeed collision-free. Thus, many calls to the local planner can be avoided, although we still need to estimate the quality of many edges. Our approach is viable in cases in which such an assessment can be carried out efficiently. Namely, more efficiently than deciding if an edge is collision-free. This condition holds naturally when the quality measure is path length, which is the cost function considered in this paper. Note that this does not necessarily have to the be Euclidean distance. It may be a weighted combination of the translational and rotational motions of the robot (as is demonstrated in Section IV). For a discussion on different cost functions, see Section VI.
A. Single-Sink Shortest-Path Problem
As we will see, our algorithm needs to maintain the shortest path from x init to any node in a graph. Moreover, this graph undergoes a series of edge insertions and edge deletions. This problem is referred to as the fully dynamic singlesource shortest-path problem or SSSP for short. Efficient algorithms [33] , [34] exist that can store the minimal cost to reach each node (and the corresponding path) in such settings from a source node. In our setting, this source node is x init . We make use of the following procedures, which are provided by SSSP algorithms: delete_edge SSSP (G, (x 1 , x 2 )) and insert_edge SSSP (G, (x 1 , x 2 )) that delete and insert, respectively, the edge (x 1 , x 2 ) from/into the graph G while maintaining cost G for each node. We assume that these procedures return the set of nodes whose cost has changed due to the edge deletion or edge insertion. Furthermore, let parent SSSP (G, x)
T apx .parent(x new ) ← x nearest 10:
for all (x near , X near ) do 14:
consider_edge (x near , x new ) 15:
for all (x near , X near ) do 16: consider_edge (x new , x near ) be a procedure returning the parent of x in the shortest path from the source to x in G.
B. Lower Bound Tree-RRT
We propose a modification to the RRG algorithm by maintaining two roadmaps G lb , T apx simultaneously. Both roadmaps have the same set of vertices but differ in their edge set. G lb is a graph and T apx is a tree rooted at x init . 2 Let G RRG be the roadmap constructed by RRG if run on the same sequence of samples used for LBT-RRT. The following invariants are maintained by the LBT-RRT algorithm:
and Lower bound invariant: For every node
The lower bound invariant is maintained by ensuring that the edges of G RRG are a subset of the edges of G lb . As we will see, G lb may possibly contain some edges that G RRG considered but found to be in collision.
The main body of the algorithm (see Algorithm 5) follows the structure of the RRT, RRT* and RRG algorithms with respect to adding a new milestone (lines 3-7) but differs in the connections added. If a path between the new node x new and its nearest neighbor x nearest is indeed collision-free, it is added to both roadmaps together with an edge from x nearest to x new (lines [8] [9] [10] [11] .
Similar to RRG and RRT*, LBT-RRT locates the set X near of k RRG log(|V |) nearest neighbors of x new (line 12). Then, for
if (collision_free (x parent , x)) then 8:
Q.pop() 10:
for all y ∈ D ∩ Q do 13:
Q.update_cost(y) 14:
Q.pop() each edge connecting a node from X near to x new and for each edge connecting x new to a node from X near , it uses a procedure consider_edge (see Algorithm 6) to assess if the edge should be inserted to either roadmap. The edge is first lazily inserted into G lb without checking if it is collision-free. This may cause the bounded approximation invariant to be violated, which in turn will induce a call to the local planner for a set of edges. Each such edge might either be inserted into T apx or removed from G lb . This is done as follows. First, the edge considered is inserted to G lb while updating the shortest path to reach each vertex in G lb (see Algorithm 6, line 1). Denote by I the set of updated vertices after the edge insertion. Namely, for every x ∈ I, cost G lb (x) has decreased due to the edge insertion. This cost decrease may, in turn, cause the bounded approximation invariant to be violated for some nodes in U . All such nodes are collected and inserted into a priority queue Q (line 2) ordered according to cost G lb from low to high. Now, the algorithm proceeds in iterations until the queue is empty (lines 3-15) . At each iteration, the head of the queue x is considered (line 4). If the bounded approximation invariant does not hold (line 5), the algorithm checks if the edge in G lb connecting the node x to its parent along the shortest path to x init is collision-free (lines 6-7). If this is the case, the approximation tree is updated (line 8), and the head of the queue is removed (line 9). If not, the edge is removed from G lb (line 11). This causes an increase in cost G lb for a set D of nodes, some of which are already in the priority queue. Clearly, the bounded approximation invariant holds for the nodes x ∈ D that are not in the priority queue. Thus, we take only the nodes x ∈ D that are already in Q and update their location in Q according to their new cost (lines 12 and 13). Finally, if the bounded approximation invariant holds for x, then it is removed from the queue (line 15).
C. Analysis
In this section, we show that Algorithm 5 maintains the lower bound invariant (see Corollary III.5) and that after every iteration of the algorithm, the bounded approximation invariant is maintained (see Lemma III.8). We then report on the time complexity of the algorithm (see Corollary III.10).
We note the following straightforward yet helpful observations comparing LBT-RRT and RRG when run on the same sequence of random samples:
Observation III.1: A node x is added to G lb and to T apx if and only if x is added to G RRG (see Algorithm 2, lines 3-8 and Algorithm 5, lines 3-11).
Observation III.2: Both LBT-RRT and RRG consider the same set of k RRG log(|V |
Note that some additional edges may be added to G lb that are not added to the RRG roadmap as they are not collision-free.
Observation III.4: Every edge of T apx is collision free (see Algorithm 5, line 9, and Algorithm 6, line 8).
Thus, the following corollary trivially holds. Corollary III.5: After every iteration of LBT-RRT (see Algorithm 5, lines 3-16), the lower bound invariant is maintained.
We continue with the following observations relevant to the analysis of the procedure consider_edge(
Observation III.6: The only place where cost G lb is decreased is during a call to insert_edge SSSP (G lb , (x 1 , x 2 ) (see Algorithm 6, line 1).
Observation III.7: A node x is removed from the queue Q (see Algorithms 6, lines 9 and 15) only if the bounded approximation invariant holds for x.
Showing that the bounded approximation invariant is maintained is done by induction on the number of calls to consider_edge(x 1 , x 2 ). Using Observation III.6, prior to the first call to consider_edge(x 1 , x 2 ), the bounded approximation invariant is maintained. Thus, we need to show the following.
Lemma III.8: If the bounded approximation invariant holds prior to a call to the procedure consider_edge(x 1 , x 2 ) (see Algorithm 6), then the procedure will terminate with the invariant maintained.
Proof: Assume that the bounded approximation invariant was maintained prior to a call to consider_edge(x 1 , x 2 ). By Observation III.6, inserting a new edge (line 1) may cause the bounded approximation invariant to be violated for a set of nodes. Moreover, it is the only place where such an event can occur. Observation III.7 implies that the bounded approximation invariant holds for every vertex not in Q.
Recall that, in the priority queue, we order the nodes according to cost G lb (from low to high) and at each iteration of consider_edge(x 1 , x 2 ) the top of the priority queue x is considered. The parent x parent of x, which has a smaller cost value, cannot be in the priority queue. Thus, the bounded approximation invariant holds for x parent . Namely
Now, if the edge between x parent and x is found to be free (line 7), we update the approximation tree (line 8). It follows that after such an event
Namely, after updating the approximation tree, the bounded approximation invariant holds for the node x.
To summarize, at each iteration of Algorithm 6 (lines 3-16), either: 1) we remove a node x from Q (line 9 or line 15) or 2) we remove an incoming edge to the node x from the lower bound graph (line 11). If the node x was removed from Q (case 1), the bounded approximation invariant holds-either it was not violated to begin with (line 15) or it holds after updating the approximation tree (lines 8 and 9).
To finish the proof, we need to show that the main loop (lines 3-15) in Algorithm 6 indeed terminates. Recall that the degree of each node is O(log n). Thus, a node x cannot be at the head of the queue more than O(log n) times (after each time, we either remove an incoming edge or remove x from the queue). This, in turn, implies that after at most O(n log n) iterations, Q is empty and the main loop terminates.
From Corollary III.5, Lemma III.8, and using the asymptotic optimality of RRG, we conclude the following.
Theorem III.9: LBT-RRT is asymptotically near-optimal with an approximation factor of (1 + ε).
Namely, the cost of the path computed by LBT-RRT converges to a cost at most (1 + ε) times the cost of the optimal path almost surely.
We continue now to discuss the time complexity of the algorithm. If δ is the number of nodes updated during a call to an SSSP procedure 3 (namely, insert_edge SSSP or delete_edge SSSP ), then the complexity of the procedure is O(δ log n) when using the algorithm of Ramalingam and Reps [34] . Setδ to be the maximum value of δ over all calls to SSSP procedures (see Algorithm 5, line 11, and Algorithm 6, lines 1 and 11), and let n denote the final number of samples used by LBT-RRT.
We have O(n log n) edges and each edge will be inserted to G lb once (see Algorithm 5, line 11, or Algorithm 6, line 1) and possibly be removed from G lb once (Algorithm 6, line 11). Therefore, the total complexity due to the SSSP procedures is O(δ · n log 2 n). The time complexity of all the other operations (nearest neighbors, collision detection, etc.) is similar to RRG, which runs in time O(n log n).
Corollary III.10:
where n is the number of samples andδ is the maximal number of nodes updated over all SSSP procedures. While this running time may seem discouraging, we note that, in practice, the local planning dominates the actual running time of the algorithm in practice. As we demonstrate in Section IV through various simulations, LBT-RRT produces high-quality results in an efficient manner.
D. Implementation Details
We describe the following optimizations that we use in order to speed up the running time of the algorithm. The first is that the set X near is ordered according to the cost to reach x new from x init through an element x of X near . Hence, the set X near will be traversed from the node that yields the smallest lower bound to reach x new to the node that will yield the highest lower bound. After the first edge that does not violate the bounded approximation invariant, no subsequent node can improve the cost to reach x new and insert_edge SSSP will not need to perform any updates. This ordering was previously used to speed up RRT* (see, e.g., [19] and [35] ).
The second optimization comes to avoid the situation in which insert_edge SSSP is called and immediately afterward the same edge is removed. Hence, given an edge, we first check if the bounded approximation invariant will be violated had the edge been inserted. If this is indeed the case, the local planner is invoked and, only if the edge is collision free, insert_edge SSSP is called. Remark: The conference version of this paper contained an oversight with regard to how the bounded approximation invariant was maintained. Specifically, instead of storing G lb as a graph, a tree was stored, which was rewired locally. When the algorithm tested if the bounded approximation invariant was violated for a node x, it only considered the children of x in the tree. This local test did not take into account the fact that changing the cost of x in the tree could also change the cost of nodes y that are descendants of x (but not its children). The implications of the oversight is that the algorithm was not asymptotically near optimal. The experimental results presented in the conference version of this paper suggest that, in certain scenarios, this oversight did not have a significant effect on the convergence to high-quality solutions. Having said that, LBT-RRT as presented in this paper is both asymptotically near optimal and converges to high-quality solutions faster than the original algorithm.
IV. EVALUATION
We present an experimental evaluation of the performance of LBT-RRT as an anytime algorithm on different scenarios consisting of 3, 6, and 12 DoFs (see Fig. 1 ). The algorithm was implemented using the Open Motion Planning Library (OMPL 0.10.2) [36] and our implementation is distributed with the latest OMPL release. All experiments were run on a 2.8-GHz Intel Core i7 processor with 8 GB of memory. We employ the OMPL definition of path length for our benchmarks, which uses a weighted combination between the Euclidean distance and angular distance; see [36] for details. Typical implementations of RRT-type algorithms have an additional parameter called the step size, which is the maximal distance between the new node added to the tree and its parent. In our implementation, we used the default value provided by OMPL as the step size, which is 0.2Δ. Here, Δ is the maximum possible distance between any pair of configurations in the underlying C-space. The Maze scenario [see Fig. 1(a) ] consists of a planar polygonal robot that can translate and rotate. The Alternating barriers scenario [see Fig. 1(b) ] consists of a robot with three perpendicular rods free-flying in space. The robot needs to pass through a series of barriers each containing a large and a small hole. For an illustration of one such barrier, see Fig. 2 . The large holes are located at alternating sides of consecutive barriers. Thus, an easy path to find would be to cross each barrier through a large hole. A high-quality path would require passing through a small hole after each large hole. Finally, the cubicles scenario consists of two L-shaped robots free-flying in space that need to exchange locations amidst a sparse collection of obstacles. 4 We compare the performance of LBT-RRT with SST, RRT, RRG, and RRT* when a fixed time budget is given. RRT* was implemented by using the ordering optimization described in Section III and [19] . The implementation of SST was adapted from the publicly available source code (http://pracsyslab. org/sst_software). SST requires two parameters δ BN and δ s that affect its approximation factor and its convergence rate. Following [27] , we chose δ BN = 1.5 · δ s , thus having only one parameter to tune. We performed a binary search over a wide range of values of δ s for each scenario and chose to plot the parameters that yielded results that were the most competitive with LBT-RRT. For LBT-RRT, we consider (1 + ε) values of 1.2, 1.4, 1.8. We report on the success rate of each algorithm (see Fig. 3 ) and the path length after applying shortcuts (see Fig. 4 ). Each benchmark was run 100 different times; however, the path length reported is averaged over all the runs that have found a solution. Fig. 3 depicts similar behavior for all scenarios: As one would expect, the success rate for all algorithms has a monotonically increasing trend as the time budget increases. For a specific time budget, the success rate for RRT is typically highest, while that of the RRT* and RRG is lowest. The success rate for LBT-RRT for a specific time budget typically increases as the value of ε increases. The SST proved to have comparable success rates in finding a solution in the Maze scenario and in the Alternating barriers scenario. It failed to find a solution for any choice of parameters for the Cubicles scenario within the given time budget of 6 min. Fig. 4 also depicts similar behavior for all scenarios: The average path length decreases for all algorithms (except for RRT). The average path length for LBT-RRT typically decreases as the value of ε decreases and is comparable with that of RRT* for low values of ε. When SST found a solution, its rate of convergence to a high-quality one was significantly slower than LBT-RRT and RRT*. This is not very surprising as SST is tailored for problems with dynamics and it is in such scenarios where it typically is more computationally efficient than RRT*. We note that although RRG is asymptotically optimal, its overhead makes it a poor algorithm when one desires a high-quality solution very quickly.
Thus, Figs. 3 and 4 should be looked at simultaneously as they encompass the tradeoff between speed to find any solution and the quality of the solution found. Let us demonstrate this on the alternating barriers scenario. If we look at the success rate of each algorithm to find any solution [see Fig. 3(b) ], one can see that RRT manages to achieve a success rate of 70% after 45 s. RRT*, on the other hand, requires 90 s to achieve the same success rate (exactly double the time). For all different values of ε, LBT-RRT manages to achieve a success rate of 70% after 70 s (around 66% overhead when compared with RRT). Now, considering the path length at 70 s, typically the paths extracted from LBT-RRT yield the same quality when compared with RRT* while ensuring a high success rate.
The same behavior of finding paths of high quality (similar to the quality that RRT* produces) within the time frames that RRT requires in order to find any solution has been observed for both the Maze scenario and the Cubicles scenario. Results Choosing the approximation factor: Choosing the best value of the approximation factor ε is both application and scenario dependent. However, we present an analysis on the effect of choosing different values of ε. We report both success rate [see Fig. 5(a) ] and path length [see Fig. 5(b) ] as a function of the approximation factor, for given planning times for the Maze scenario. This was done by sampling the approximation factor at intervals of 0.1 between 0 and 1.
As noted, the success rate of finding a solution increases monotonically with ε. The behavior of the solution's quality as a function of ε is slightly more complex; for low values of ε and small running times, the quality of the solution is poor as the algorithm did not have enough iterations to find highquality solutions. For high values of ε (and all running times), the quality of the solution is poor as well. This is because the algorithm did not attempt to improve the solution found due to the high appropriation factor.
The value of ε = 0.2 seems to best capture the tradeoff between the success rate and the convergence to high-quality solutions for this specific scenario. The additional gain in success rate seems to be highest when increasing ε from 0.1 to 0.2. The path length seems to be shortest at this value when compared with all values of ε for the initial running time of the algorithm. Even for large running times, the path length obtained by lower values of ε is only marginally smaller.
V. LAZY GOAL-BIASED LOWER BOUND TREE-RRT
In this section, we show to further reduce the number of calls to the local planner by incorporating a lazy approach together with a goal bias.
LBT-RRT maintains the bounded approximation invariant to every node. This is desirable in settings in which a highquality path to every point in the configuration space is required. However, when only a high-quality path to the goal is needed, this may lead to unnecessary time-consuming calls to the local planner. Therefore, we suggest the following variant of LBT-RRT in which we relax the bounded approximation invariant such that it holds only for nodes x ∈ X goal . This variant is similar to LBT-RRT but differs with respect to the calls to the local planner and with respect to the dynamic shortest-path algorithm used. As we only maintain the bounded approximation invariant to the goal nodes, we do not need to continuously update the (approximate) shortest path to every node in G lb . We replace the SSSP algorithm, which allows us to compute the shortest paths to every node in a dynamic graph, with Lifelong Planning A* (LPA*) [37] . LPA* allows us to repeatedly find shortest paths from a given start to a given goal while allowing for edge insertions and deletions. Similar to A* [38] , this is done by using a heuristic function h such that for every node x, h(x) is an estimate of the cost to reach the goal from x.
Given a start vertex x init , a goal region X goal , we will use the following functions, which are provided when implementing LPA*: shortest_path LPA * (G) recomputes the shortest path to reach X goal from x init on the graph G and returns the node x ∈ X goal such that x ∈ X goal and cost G lb (x) is minimal among all x ∈ X goal . Once the function has been called, the following functions take constant running time: cost LPA * (G) returns the minimal cost to reach X goal from x init on the graph G and for every node x lying on a shortest path to the goal, parent LPA * (G, x) returns the predecessor of the node x along this path. Additionally, insert edge LPA * (G, x, y) and delete_edge LPA * (G, x, y) insert (delete) the edge (x, y) to (from) the graph G, respectively.
We are now ready to describe lazy goal-biased LBT-RRT, which is similar to LBT-RRT except for the way in which new edges are considered. Instead of the function consider_edge called in lines 14 and 16 of Algorithm 5, the function consider_edge_goal_biased is called.
consider_edge_goal_biased (x 1 , x 2 ), outlined in Algorithm 7, begins by computing the cost to reach the goal in T apx (line 1) and in G lb after adding the edge (x 1 , x 2 ) lazily to G lb (lines 2-5). Namely, the edge is added with no call to the local planner and without checking if the bounded approximation invariant is violated. Note that the relaxed bounded approximation invariant is violated (line 6) only if a path to the Algorithm 7: consider_edge_goal_biased (x 1 , x 2 ).
insert edge LPA * (T apx , x parent , x) 9:
shortest_path LPA * (T apx ) 10: c apx min ← cost LPA * (T apx ) 11:
x ← parent LPA * (x) 12:
GoTo line 3 goal is found. Clearly, if all edges along the shortest path to the goal are found to be collision free, then the invariant holds. Thus, the algorithm attempts to follow the edges along the path (starting at the last edge and backtracking toward x init ) one by one and we test to see if they are indeed collision free. If an edge is collision free (line 7), it is inserted to T apx (line 8), and a path to the goal in T apx is recomputed (line 9). This is repeated as long as the relaxed bounded approximation invariant is violated. If the edge is found to be in collision (line 12), it is removed from G lb (line 13) and the process is repeated (line 14). Following similar arguments as described in Section III, one can show the correctness of the algorithm. We note that as long as no path has been found, the algorithm performs no more calls to the local planner than RRT. Additionally, it is worth noting that the planner resembles Lazy-RRG* [39] .
We compared lazy goal-biased LBT-RRT with LBT-RRT, SST, RRT*, and RRG on the Home scenario [see Fig. 6(a) ]. In this scenario, a low-quality solution is typically easy to find and all algorithms (except RRG) find a solution with roughly the same success rate as RRT (results omitted). Converging to the optimal solution requires longer running times as lowquality paths are easy to find yet high-quality ones pass through narrow passages. Fig. 6(b) depicts the path length obtained by the algorithms as a function of time. The convergence to the optimal solution of RRG is significantly slower than all other algorithms. LBT-RRT, SST, and RRT* all find a low-quality solution (between five and six times longer than the optimal solution) within the allowed time frame and manage to slightly improve upon its cost (with RRT* obtaining slightly shorter solutions than LBT-RRT and SST). When enhancing LBT-RRT with a lazy approach together with goal-biasing, one can observe that the convergence rate improves substantially.
VI. CONCLUSION AND FUTURE WORK
In this work, we presented an asymptotically near-optimal motion-planning algorithm. Using an approximation factor allows the algorithm to avoid calling the computationally expensive local planner when no substantially better solution may be obtained. LBT-RRT, together with the lazy goal-biased variant, makes use of dynamic shortest path algorithms. This is an active research topic in many communities such as artificial intelligence and communication networks.
Hence, the algorithms we proposed in this work may benefit from any advances made for dynamic shortest path algorithms. For example, D'Andrea et al. [40] recently presented an algorithm that allows for dynamically maintaining shortest path trees under batches of updates, which can be used by LBT-RRT instead of the SSSP algorithm. In many applications in which either RRT or RRT* were used, we argue that LBT-RRT may serve as a superior alternative with no fundamental modification to the underlying algorithms, which originally use RRT or RRT*. Moreover, one may consider alternative implementations of LBT-RRT using tools developed for either RRT or RRT* that can enhance LBT-RRT. For further discussions on the subject, see the expanded arXiv version of this paper [41] .
In [41] we show that the framework presented in this paper for relaxing the optimality of RRG can be used to have a similar effect on another asymptotically optimal sampling-based algorithm, FMT* [22] . It would be interesting to see if other algorithms can benefit from the approach we take in this work.
Looking to further extend our framework, we seek natural stopping criteria for LBT-RRT. Such criteria could possibly be related to the rate at which the quality is increased as additional samples are introduced. Once such a criterion is established, one can think of the following framework: Run LBT-RRT with a large approximation factor (large ε), once the stopping criterion has been met, decrease the approximation factor and continue running. This may allow an even quicker convergence to find any feasible path, while allowing for refinement as time permits (similar to [29] ). While changing the approximation factor in LBT-RRT may possibly require a massive rewiring of G lb (to maintain the bounded approximation invariant), this is not the case in lazy goal-biased LBT-RRT. In this variant of LBT-RRT, the approximation factor can change at any stage of the algorithm without any modifications at all.
An interesting question to be further studied is whether our framework can be applied to different quality measures. For certain measures, such as bottleneck clearance of a path, this is unlikely, as bounding the quality of an edge already identifies whether it is collision free. However, for some other measures such as energy consumption, we believe that the framework could be effectively used.
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