Motivation: Identifying drug-target interactions is an important task in drug discovery. To reduce heavy time and financial cost in experimental way, many computational approaches have been proposed. Although these approaches have used many different principles, their performance is far from satisfactory, especially in predicting drug-target interactions of new candidate drugs or targets. Methods: Approaches based on machine learning for this problem can be divided into two types: feature-based and similarity-based methods. Learning to rank is the most powerful technique in the feature-based methods. Similarity-based methods are well accepted, due to their idea of connecting the chemical and genomic spaces, represented by drug and target similarities, respectively. We propose a new method, DrugE-Rank, to improve the prediction performance by nicely combining the advantages of the two different types of methods. That is, DrugE-Rank uses LTR, for which multiple well-known similarity-based methods can be used as components of ensemble learning.
Introduction
The identification of drug-target interactions is a crucial process in drug discovery, which can facilitate the understanding of drug action mechanism, disease pathology and drug side effect (Keiser et al., 2009; Lounkine et al., 2012; Nunez et al., 2012) . Using biochemical experiments to identify these interactions is a reliable, yet expensive and time-consuming approach. In fact, the cost of developing a new FDA approved drug has doubled every 9 years since 1950, with only around 20 drugs approved by FDA per year (Scannell et al., 2012) . Furthermore, there exist a huge number of unexplored compounds and human proteins, which makes it impossible to examine their interactions effectively by experimental approaches. For instance, there are over 35 million chemical compounds in PubChem database, and only less than 7000 have protein target information (Bolton et al., 2008) . On the other hand, more than 140 000 human proteins are recorded in UniProtKB database (Boutet et al., 2007) . It is estimated that the number of possible targets is between 6000 and 8000 (Overington et al., 2006) , whereas only around 1300 known drugs are in DrugBank (Law et al., 2014) . To reduce the huge time and financial cost of experimental approaches, many computational approaches have been proposed to select a small number of most promising candidate drug-target interactions for further experimental validation (Ding et al., 2014; Mousavian and Masoudi-Nejad, 2014; Yamanishi, 2013) .
Traditional computational approaches for identifying drug-target interactions usually focus on a particular target of interest. These approaches can be divided into two categories, target-based methods (Lyne, 2002) and ligand-based methods (Acharya et al., 2011) . The target-based methods rely on known 3D structure of targets and use docking techniques to simulate the interactions between targets and candidate drugs. However, the 3D structures of many important targets, especially G-protein coupled receptors and ion channels, are unavailable. On the other hand, ligand-based methods rely on the known interacting ligands of target proteins to define a pharmacophore model that describe the common characteristic of binding ligands. In this case, if the number of known binding ligands is very small, ligand-based methods cannot work well.
To overcome the limitation of traditional approaches and also realize large-scale prediction, machine learning has attracted lots of attention (Ding et al., 2014; Mousavian and Masoudi-Nejad, 2014; Yamanishi, 2013) . This approach can use not only known drug-target interactions, but also various types of information on drug and targets, implementing the idea of integrating the chemical space of drugs and genomic space of targets. The methods of this approach can be roughly divided into two groups: feature-based methods (Nagamine and Sakakibara, 2007; Yabuuchi et al., 2011; Tabei et al., 2012) and similarity-based methods (Ding et al., 2014) .
In feature-based methods, drugs and targets are represented by feature vectors, which are derived from their properties, such as drug fingerprints and the sequence descriptors of targets. Currently, the most high performance approach in this direction uses 'Learning To Rank (LTR)' (Agarwal et al., 2010; Rathke et al., 2010; Zhang et al., 2015) , a rather new paradigm in machine learning. In principle, LTR is very powerful. For example, in binary classification, positive examples ranked lower and negative examples ranked higher are more penalized, while examples are rather treated equally in any classification method (Li, 2011) . LTR has been originally developed in information retrieval for ranking web pages, according to multiple users' queries, meaning that LTR is considered for 'multilabel classification', in which each instance is labeled by multiple labels (Liu, 2009) . Identifying drug-target interactions can also be multilabel classification, in the sense that drugs can be interacted (labeled) by multiple targets. In fact, statistics from DrugBank (before March 2014) shows 4.58 interacting targets on average for each FDA approved small molecule drug, and 4.5 interacting FDA approved small molecule drugs on average for each target protein.
So each drug (target) is labeled around 4.5 times on average, and LTR is perfectly fitted to drug-target interaction prediction.
In similarity-based methods, different types of similarity among drugs (e.g. chemical structure similarity) and among targets (e.g. protein sequence similarity) can be used to learn models to predict the interaction between drug and targets. A common assumption of these methods is that similar drugs will interact with similar targets and vice versa. A distinct advantage of similarity-based methods is that this assumption can be explicitly incorporated into the prediction model for identifying novel drug-target interactions. Following the pioneering work of (Yamanishi et al., 2008) , a lot of similaritybased methods have been developed by using different techniques, such as kernel learning (Bleakley and Yamanishi, 2009; Jacob and Vert, 2008; Mei et al., 2013; van Laarhoven et al., 2011; van Laarhoven and Marchiori, 2013) , matrix factorization (Gö nen, 2012; Zheng et al., 2013) , regularized least squares (Xia et al., 2010) and multilabel k-nearest neighbor (Shi et al., 2015) . These methods are thought to be reasonable and valid, because the drug and target similarities generate the chemical space of drugs and genomic space of targets, respectively, and the methods try to understand the connection between the two spaces. This point leads to the high-performance of similarity-based methods.
We address the problem of predicting drug-target interactions for new drugs or new targets, which is especially challenging (Ding et al., 2014) , due to three main reasons. First, new drugs or targets do not have known interactions, which makes the training of prediction models difficult. Second, the connections among different drugs or targets are not well considered in the existing computational models. Third, given a new drug (or target), there are many possible interacting targets (or drugs). Until December 2015, there are at least approximately 1200 FDA approved small molecule drugs and also at least 1300 target human proteins in DrugBank (Law et al., 2014) . To this end, we propose a new method, DrugE-Rank, to take the most advantage of both the feature-based and similarity-based machine learning methods. First, DrugE-Rank uses LTR, which provides currently the most powerful performance and is totally suitable for this problem. Second, in the framework of LTR, DrugERank performs an ensemble learning, that is integrating the prediction by diverse cutting-edge techniques. It has adopted different prediction methods as well as regular inputs (i.e. features of drug and targets). Third, in the ensemble framework, LTR has only the top promising drugs (or targets) suggested by each component methods as the input, instead of considering all possible chemical compounds. This manner avoids using irrelevant chemical compounds and eventually reduces computational burden heavily.
We examined the performance of DrugE-Rank by using manually annotated drug-target interactions in DrugBank (Law et al., 2014) . We generated three different datasets from DrugBank: (i) FDA approved drugs appeared in DrugBank before March 2014; (ii) new targets and FDA approved targets appeared in DrugBAnk after March 2014; and (iii) FDA experimental drugs. We first compared the performance of DrugE-Rank with competing methods by cross-validation on the first dataset. Experimental results on this cross-validation show that DrugE-Rank outperformed all competing methods, being statistically significant. The improvement when having new drug was especially promising, where DrugE-Rank achieved an Area under Prediction Recall curve (AUPR) of 0.4917, 27.3% higher than that by the best component method (an AUPR of 0.3864). The performance of DrugE-Rank was further validated by two different independent tests using the second and third datasets. For example, for the new FDA approved drugs appearing in DrugBank after March 2014, DrugE-Rank achieved an AUPR of 0.2031, 60.8% improvement against that by the best component method (an AUPR of 0.1263). Also we analyzed top predicted drugs and targets from a variety of viewpoints, giving several insights on the data of drug-target interactions.
Related work
Feature-based learning is a general framework of machine learning, especially classification, for which various approaches have been proposed and successfully used in a wide variety of applications. LTR is a rather new paradigm in machine learning, which is motivated by information retrieval, where with respect to users' queries, more relevant web pages should be ranked higher (Li, 2011) . LTR is powerful for binary classification in the sense that lower ranked positive examples and higher ranked negatives are penalized more, while general classification methods treat all examples equally. Already a variety of methods for LTR have been proposed. One of such method is LambdaMART (Burges, 2010) , which has been used in many applications (Liu et al., 2015b) . Currently, LTR has proven to be a powerful approach not only in information retrieval, but also in many other applications, even in computational biology, such as protein remote homology detection (Liu et al., 2015a) , peptide identification from proteomics data (Qeli et al., 2014) and biomedical semantic indexing (Liu et al., 2015b) . In particular, recently LTR has been applied to ligand-based virtual screening (Agarwal et al., 2010; Rathke et al., 2010; Zhang et al., 2015) . Initially, a pair-wise LTR method, SVMRank, was rather straightforwardly applied to rank chemical structures for drug discovery, showing higher performance than support vector regression (SVR) (Agarwal et al., 2010) . Then this method with SVMRank was outperformed by StructRank (Rathke et al., 2010) . Also in a more applicationoriented manner, six already available software/algorithms of LTR were compared for ligand-based virtual screening (Zhang et al., 2015) . In this line of work, we emphasize that our proposed method, DrugE-Rank, has several unique points, to outperform the existing work: (i) DrugE-Rank can use ensemble learning or information from multiple component methods, for which cutting-edge similarity-based machine learning methods can be used. In addition, in training, we filter candidate drugs (or targets) by using component methods, and this step works well to remove irrelevant drugs (false positives) and as a result reduce the entire computational cost. (ii) The focus of DrugE-Rank is on predicting new drugs (or new targets), while the existing work are for ligand-based virtual screening (to rank the candidate chemical compounds), where the target is not necessarily new. (iii) DrugE-Rank uses all known drug-target interactions in DrugBank, meaning that this work is a thorough study, while the data used in existing work are interactions of a single target or a small number of targets only.
One uniqueness of the problem of predicting drug-target interactions is that given data are not only interactions between drugs and targets, but also similarities between drugs (and those of targets), which can be thought to represent the chemical and genomic spaces, respectively. This is a well-advocated paradigm in chemogenomics. Thus, similarity-based approaches are well accepted by pharmacologists and relevant methods have been widely proposed, achieving high predictive performance (Ding et al., 2014) . DrugERank uses cutting-edge similarity-based methods as components of ensemble learning. See Section 3.3 for their schemes which are explained as component methods of DrugE-Rank.
3 Methods: DrugE-Rank
Notations
to represent drug set, and T ¼ ft j g nt j¼1 for target set. Y is the drug-target interaction matrix, where Y ij ¼ 1 if there is interaction between d i and t j , otherwise Y ij ¼ 0. Let y di be a binary vector, called interaction profile of drug d i , where the j-th element of y di is 1 if drug d i interacts with target t j ; otherwise 0. Similarly let y tj be a binary vector, called interaction profile of target t j . S t is the genomic similarity matrix of targets, and s t ðt i ; t j Þ is genomic similarity between t i and t j in S t ; S d is the chemical similarity matrix of drugs, and s d ðd i ; d j Þ is the genomic similarity between d i and d j in S d ; x t is the feature vector of target t, and X T is the feature matrix of T. x d is the feature vector of drug d, and X D is the feature matrix of D.
Overview
The framework of DrugE-Rank is to predict drugs (or targets) given a new target (or a new drug). For simplicity, in this section, we explain our method by the case that a new target is given (and then ranking drugs). We note that the reverse case can be easily explained by replacing drugs and targets with targets and drugs, respectively. Given a new target, each target can be viewed as an instance, and all drugs can be viewed as labels. That is, given a new target t 2 T, identifying relevant drugs is to predict the labels of instance t, which can be considered as a multilabel classification, since not only one label (drug) but also multiple labels (drugs) are considered. To solve this problem, DrugE-Rank uses LTR, which is originally developed in information retrieval for ranking web pages with respect to user' query. That is, in information retrieval, t and D can be a query and a set of web pages, respectively, and predicting drugs interacting with t can be solved by ranking drugs in D by LTR.
The procedure of DrugE-Rank has four steps. Before explaining the detail of the four steps, we will briefly explain the six component methods of DrugE-Rank.
Component methods
We select six well-known, cutting-edge similarity-based methods as component methods: k-nearest neighbor (k-NN), Bipartite Local Model with support vector classification (BLM-svc) (Bleakley and Yamanishi, 2009) , Bipartite Local Model with support vector regression (BLM-svr) (Bleakley and Yamanishi, 2009 ), Laplacian regularized least squares (LapRLS) (Xia et al., 2010) , Networkbased Laplacian regularized least squares (NetLapRLS) (Xia et al., 2010) , Weighted Nearest Neighbor-based Gaussian Interaction Profile classifier (WNN-GIP) (van Laarhoven et al., 2011; van Laarhoven and Marchiori, 2013) .
Given a new target t new , we select a set of top k most similar targets, M by using S t . Then the interaction profile of t new can be computed as follows: y tnew ¼ P LapRLS minimizes the squared loss between Y and F (interaction score matrix:parameter) with a regularized term of using S t and F. This minimization leads to an analytical solution, by which F can be obtained easily by a rule consisting of S t and Y.
NetLapRLS is an extension of LapRLS by incorporating the network information of drug-target interaction into the regularizer under the same regularized least squares framework. (vi) WNN-GIP Gaussian interaction profile (GIP) generates a Gaussian kernel for drug pairs using the similarity of interaction profiles of drugs and also a Gaussian kernel for target pairs from those of targets. From these kernels, GIP then generates a kernel between drugtarget pairs, which is used for predicting drug-target interactions by regularized least squares. KNN-GIP is a slight extension of GIP by using k-NN for computing Gaussian interaction profiles.
3.4 Entire procedure of DrugE-Rank Figure 1 shows the entire procedure of DrugE-Rank, with four steps.
3.4.1
Step 1: preprocessing data For a given new target t new , we generate 147-dimension feature vector x tnew (target feature vector or TFV) by Composition, Transition and Distribution (CTD), which is extensively used and sequencederived physicochemical features. We obtain this data from a web server, PROFEAT (Rao et al., 2011) . The genomic similarity between t new and a target t in T, that is s t ðt new ; tÞ, is computed by normalized Smith-Waterman score on sequence similarity (Yamanishi et al., 2008 
Step 2: running component methods
We run six component methods to predict the score of drug-target interaction between any drug d and the given new target t new , f i ðd; t new Þ for i-th component, using the similarity between new target t new and another target t, that is s t ðt new ; tÞ, as the input. The obtained score is further normalized to be a value between 0 and 1 as follows:
where max i and min i are the maximum and minimum prediction scores of i-th component method. arbitrary drug d and also similarity of targets and that of drugs, (2) DrugE-Rank runs six component methods by using similarities computed in
Step 1 and the returning scores are generated as pair features, (3) A feature vector for drug d is generated from drug and target features, generated in Step 1 and pair features in
Step 2, (4) Finally, the features are input into LTR and the resultant ranked drug list for t 0 can be returned Thus, each drug-target pair is represented by 189 features, which are the input of Step 4 for ranking drugs to interact with t new .
3.4.4
Step 4: ranking drugs by LTR We use LambdaMART (Burges, 2010) for training LTR. Given a new target t new , we can have the feature vector of a drug, according to Step 3, by which for drugs, we can generate multiple feature vectors, which are given as the input to the trained LTR. A ranked list of drugs is then returned as the final prediction result.
We note that when training LTR, we do not use all possible drug-target pairs, and instead for each target, we use only top K drugs highly predicted to be interacting with the target by each component method. In fact drug-target interaction is highly sparse data, by which false positives can occur easily. So this manner of using only top K drugs is highly effective to avoid this type of false positives and eventually reduce the computational cost in training LTR.
Experiments

Data
Drug-target interaction (binary) data are obtained from DrugBank, a high-quality human annotated database (Law et al., 2014) , in which drugs are labeled with protein targets. In the data of DrugBank, we used only small molecules (FDA approved or experimental drug) and human proteins for targets. We first focused on FDA approved drugs and then conducted preliminary data analysis over the drug-target interactions with FDA approved drugs. In total, this data consists of 1242 drugs, 1324 targets and 5701 interactions (0.4% of all possible drug-target pairs). Figure 2 shows the distribution of the number of (a) drugs and (b) targets when they are classified by the number of interactions. The result shows that more than 95% drugs/targets are involved in less than 20 interactions, meaning the sparseness and unbalancedness of the data, while in both drugs and targets, around half of them have more than one interactions, implying high promiscuity of those drugs and targets.
Promiscuity of drugs and targets
Correlation between #shared drugs/targets and similarity
A hypothesis of similarity-based methods is that similar drugs will interact with similar or the same targets, and vice versa. Figure 2 shows the average similarity between (c) drugs due to the number of shared targets and (d) targets due to the number of shared drugs (both by the solid lines). The dashed lines show trend lines, which indicates the rather positive correlation between the similarity and the number of shared drugs/targets, confirming the hypothesis of similarity-based methods,that is component methods in DrugERank.
Generating subsets
We divided the entire DrugBank data into five subsets, named by Data-1 to Data-5, where Data-1 to Data-4 have FDA approved drugs and Data-5 has experimental drugs. Data-1 and Data-3 are distinct from Data-2 and Data-4 by the time (March, 2014) when drugs appear in DrugBank. Similarly, Data-1 and Data-2 are distinct from Data-3 and Data-4 by when (also March, 2014) targets appear in DrugBank. Table 2 shows the summary of this classification of subsets, and Table 3 shows the information on these datasets.
Experimental procedures
Competing methods
We compared DrugE-Rank with six component methods which are cutting-edge similarity-based machine learning methods for predicting drug-target interactions. Also we used two feature-based machine learning methods, that is random forest (RF) and gradient boosting decision tree (GBDT) as competing methods, where only the DFV and TFV were used for RF and GBDT. Furthermore, within DrugE-Rank, we tested three different sets of feature vectors including: (i) DFV and TFV, (ii) PFV and (iii) all features (¼ DFV, TFV and PFV), to check the contribution of the feature vectors to the performance improvement. We note that DrugE-Rank with DFV and TFV only is substantially equivalent to the existing work of using LTR, which is one of the most powerful feature-based machine learning approaches.
Evaluation criteria
Drug-target interactions are really sparse, by which false positives should be punished more in evaluation. Thus, we use AUPR, instead of AUC (Area Under the receiver operator characteristics curve), which treats all examples equally (Davis and Goadrich, 2006) . Note that precision is the ratio of the correctly predicted positives to all predicted positives, and recall is the ratio of predicted positives to all positives.
Three types of experimental settings
Cross-validation over Data-1. We conducted 10 times 5-fold crossvalidation over Data-1, thinking about new drugs or new targets, meaning repeating randomly dividing drugs or targets of Data-1 into five parts (one for testing, one for training LTR and the rest for training component models) for 10 times. Paired t-test was used to confirm the statistical significance of performance differences.
Independent test on Data-2 1 Data-3 (new targets or new FDA approved drugs (appearing in DrugBank after March 2014)). We used Data-1 for training and Data-2 and Data-3 for testing. In training, all targets (or drugs) in Data-1 were randomly divided into five subsets, four out of the five for training component models and the rest one for training LTR. We repeated this procedure 10 times and reported the average prediction performance.
Independent test on Data-5 (interactions with experimental drugs).
We used all Data-1 to Data-4 for training and Data-5 for testing. The procedure is the same as the above independent test setting.
Parameter setting
Choosing parameter values
For k-NN, k was selected from {5,7,9,11,13,15,17} to maximize AUPR under cross-validation. BLM-svc, BLM-svr, LapRLS, NetLapRLS and WNN-GIP were implemented exactly following their publications, where LibSVM was used for BLM-svc and BLMsvr, with regularization coefficient C of 1. RF, GBDT and LambdaMART were implemented by RankLib. 2 The default parameter setting was used for LapRLS and NetLapRLS. The decay rate T of WNN-GIP was selected from {0.7, 0.8, 0.85, 0.9, 0.95} by 5fold
cross-validation to maximize AUPR. For RF, the number of bags was selected from {8,16,32,64,128} to maximize AUPR in crossvalidation. Also for LambdaMART and GBDT, the number of trees and the number of leaves for each tree were selected from {8,16,32,64,128} and {4,8,16} , respectively, in a similar manner. Component methods were used in DrugE-Rank, and also for comparing their performances with that of DrugE-Rank. Please note that data are different between the above two cases. For example, in DrugE-Rank, only a part of data was used, like in 5-fold cross-validation over Data-1, three among five folds for training component methods, one for training LTR and the last one for performance evaluation, while in performance comparison, the same last one for performance evaluation and the rest are for training the component method.
Selecting K, the number of labels
As shown by data analysis, drug-target interactions are very sparse and likely to cause false positives, meaning that reducing possible labels would be very useful. So we did a preliminary experiment to decide the number of K, that is possible number of labels or candidate drugs (for a given new target), by dividing Data-1 into five parts, one for training LTR, one for prediction and the rest for training component models. After prediction, we checked the precision and recall of top K prediction results by component models and the union of their prediction results, changing K ¼ 5 to 100. Fig. 3(a) and (b) show that the recall values obtained by the results of this preliminary experiment. The union of the results obtained by component models reached 0.75 by integrating top 30, that is around 3% of all possible labels (drugs). This is much higher than that of each component model, implying that focusing on most confidently predicted drugs/targets is very useful. Finally, we computed F-measure, the harmonic mean of precision and recall, for predicting new drugs or targets. Fig. 3(c) shows the F-measure against the number of label candidates, indicating that the F-measure can be maximized for K ¼ 35, which we used for all experiments in this article. Table 4 shows the performance results (AUPR) by six similaritybased methods, two feature-based methods and DrugE-Rank with three different sets of features. Among six similarity-based methods, BLM-svr was the best in both new drugs and new targets, being especially significant in new target prediction. On the other hand, feature-based methods gave worse results than BLM-svr. For example, for predicting new drugs, BLM-svr achieved an AUPR of 0.3864, outperforming an AUPR of 0.3418 by RF and of 0.3328 by GBDT. DrugE-Rank, when all features were used, achieved the highest AUPR of 0.4917 for predicting new drugs and 0.5906 for new targets, being statistically significant against all other cases except DrugE-Rank with pair features. In particular, the AUPR of 0.4917 for new drugs is around 27% higher than that by BLM-svr, the best similarity-based prediction method. On the other hand, DrugE-Rank with drug and target features only showed comparative performance with BLM-svr, being much worse than DrugE-Rank with pair features or all features. This result indicates that pair features are much more important than drug and target features. Also integrating pair features into drug and target features is important, confirming the usefulness of our idea.
Experimental results
Cross-validation over Data-1
Furthermore, by using the 10 trained models of DrugE-Rank, we predicted unknown drug-target interactions (for Data-1) and checked if they are in the latest DrugBank. The interactions were sorted by how many times they are predicted in the top ten out of the 10 models. Tables 5 and 6 show the results obtained by target-based and drug-based cross-validation, respectively. Surprisingly, six out of the top seven predicted interactions in Table 5 and five out of the seven predicted interactions in Table 6 can be found in the latest DrugBank (see supplementary materials for more results). This result also indicates the high predictive performance of DrugE-Rank. Table 7 shows the AUPR results obtained by applying models trained by Data-1 to independent datasets, Data-2 and Data-3. We can first see that the performance of all methods dropped significantly from the cross-validation results of Table 4 . This implies that the data distribution drastically changed between training and testing, being different from cross-validation. However, the relative performance order of different methods were still kept. First, BLM-svr achieved the higher AUPR than all other similarity-based methods and also two feature-based methods. Second, two feature-based methods did not perform well, against not only BLM-svr but also most of other similarity-based methods. Third, DrugE-Rank with all features was the best performer among all methods, being followed by DrugE-Rank with pair features. For example, for new drug prediction, DrugE-Rank with all features achieved the highest AUPR of 0.2031 with standard deviation of 0.0127, which is amazingly 61% higher than that by the best similarity-based method, BLM-svr with 0.1263. Again this result confirmed the importance of pair features and the advantage of DrugE-Rank.
Independent test on Data-2 and Data-3
We further checked the performance of the competing methods in more details, using AUPR by each method for one drug (in Data-2) and that for one target (in Data-3). That is, for example, in Data-2, we checked the method which gave the highest AUPR for each drug and then, for each method, counted the number of drugs to Note: Predicted (top 7) interactions were sorted by how many times they are predicted out of 10 times (shown by #times), and the last column shows Yes or No, indicating if the interaction was found in the latest DrugBank database or not. The AUPRs achieved by the best model, DrugE-Rank (all features), are highlighted in bold face. which the highest AUPR was given. Table 8 shows the results. Both for drugs and targets, DrugE-Rank achieved the highest number. For example, DrugE-Rank performed the best in 74 out of all 124 targets, being followed by k-NN and BLM-svr, both having achieved the highest AUPR for 36 targets (please note that two or more methods may have achieved the same highest AUPR). This result also confirmed the performance advantage of DrugE-Rank. We finally explored the complementarity between different similarity-based methods, since they are used as component methods for ensemble learning of DrugE-Rank. We selected top 200 drugs predicted by each method, and plotted the rank of true interacting drugs by each method for a pair of two component methods, such as k-NN versus BLM-svr. Figure 4 shows the results by (a) k-NN versus BLM-svr, (b) NetLapRLS versus BLM-svr, (c) WNN-GIP versus NetLapRLS and (d) BLM-svr versus WNN-GIP. So each point in the figure is a drug ranked higher than 200 in at least either of the competitive two methods, where red and blue points show those ranked lower than 200 by only one method. The points close to the diagonal line are the drugs for which two competing methods perform similarly, while the points far from the diagonal line are the drugs for which one method performs much better than the other method. Figure 4 shows that no methods can beat other methods clearly. Even between the worst component method k-NN and the best component method BLM-svr, shown in (a), there are a few true interacting drugs on the side of BLM-svr, meaning that they are ranked higher by k-NN than BLM-svr. Also shown in (c), NetLapRLS and WNN-GIP, which achieved almost similar AUPR values of around 0.167 in Table 7 , have very few drugs close to the diagonal line, meaning that their rankings are totally different. All these results confirm the complementarity of different component methods, which must bring diverse effects to allow DrugE-Rank to improve the predictive performance by their ensemble. Table 7 shows the AUPR results obtained by applying models trained by Data-1 to Data-4 to independent dataset Data-5. The values are further decreased from those obtained when Data-2 and Data-3 were used for independent test sets. This indicates that interactions with experimental drugs in Data-5 have totally different nature from interactions in other subsets. However, the performance order was again kept the same as that in the cross-validation experiment over Data-1. Concretely, BLM-svr achieved the best performance among six similarity-based methods, and DrugE-Rank outperformed BLM-svr. In particular DrugE-Rank with drug and target features outperformed BLM-svr rather clearly, and are rather close to the other two DrugE-Rank settings. Overall we can say that the framework of DrugE-Rank is useful for predicting unknown, independent drug-target interactions with new drugs (or targets).
Independent test on Data-5
Two cases
We present two specific cases with sample drugs and targets, which are correct and were ranked high by DrugE-Rank, with their rankings by other competing methods. Table 9 shows the top three drugs ranked by DrugE-Rank, meaning that they were predicted to interact with a given new target, 'inhibitor of nuclear factor kappa-B kinase subunit alpha'. Also Table 10 shows the top five targets, predicted by DrugE-Rank, and the rankings obtained by other competing methods. We can see that even if the rankings of drugs (or targets) by component methods were very low by multiple component methods, DrugE-Rank could identify these drugs successfully. For example, in Table 10 , given Nintedanib, DrugE-Rank successfully identify the targets which interact with Nintedanib, such as Vascular endothelial growth factor receptor 3, which was ranked out of top 50 by four component methods, k-NN, BLM-svc, BLMsvr and WNN-GIP. Overall, this result also shows the good predictive ability of DrugE-Rank.
Discussion
Identifying drug-target interactions of new, unknown drugs or targets is a very challenging task, where interactions of new drugs or targets are unavailable. Previous methods can be divided into two groups, feature-and similarity-based methods. DrugE-Rank incorporates the outputs of similarity-based methods as features to improve the prediction performance. This point has not been considered in any existing work including those using LTR. Our experimental results clearly demonstrated that the novel combination of similarity-and feature-based methods such as DrugE-Rank is significantly better than independent approaches. Moreover, DrugERank provides a robust framework to integrate other types of information to improve the accuracy of drug-target interaction prediction. Compared with drug and target features, pair features from the similarity based component methods are the key to improve the performance of DrugE-Rank. A common assumption behind similaritybased methods is that similar drugs (targets) are likely to interact with similar targets (drugs). We validated this assumption in DrugBank data analysis. In addition, we compared the drugs highly predicted by component methods directly, confirming that component methods in DrugE-Rank can provide diverse results and are complement to each other. This must contribute to the performance improvement of DrugE-Rank. Currently we select the component methods by considering their accuracy, diversity and efficiency. With the increase of possible component methods, an interesting problem would be how to automatically choose the most suitable component methods.
We found that identifying interactions of new drugs is more difficult than the one of new targets, which is consistent with previous study (Ding et al., 2014) . This suggests that the action mechanism of drug is complicated, where one drug may have multiple types of targets and sometimes similar drugs may have different mechanisms. In this case, DrugE-Rank would be particularly useful since DrugERank can integrate the diverse component methods effectively for better performance. In fact, the performance improvement over the component methods by DrugE-Rank for a new drug is much higher than the one for a new target. Another interesting discovery is that relative low prediction performance on FDA experimental drugs. One main reason is that the ratio of drug-target interaction for experimental drugs is much lower than the one for FDA approved drugs (training data). Many non-interaction pairs might be false negatives. DrugE-Rank can be used to predict top drug-target pairs as the promising candidates for further experimental verification.
Conclusion
We have developed DrugE-Rank to improve the performance of predicting drug-target interactions of new drugs or targets. The idea of DrugE-Rank are three folds: (i) the problem of predicting drug-target interactions can be modeled as a multilabel classification task; (ii) this problem can be suitably solved by using LTR, a powerful feature-based machine learning approach, which converts multilabel classification to label ranking; (iii) the outputs of cutting-edge similarity-based machine learning methods can be features like drug and target features, all being able to be the input of LTR. DrugE-Rank outperformed all competing methods, in both cross-validation and several independent test scenarios, which demonstrate the predictive advantage of DrugE-Rank. In addition, in contrast to previous studies with a small number of targets, all known interactions in DrugBank have been used in this work, indicating the thoroughness and validity of our results. Overall we believe that this highperformance software, DrugE-Rank will contribute to the development of pharmaceutical sciences and relevant industry. 
