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Este trabalho propõe uma formulação nova e prática para a prob bilidade deoutageem sistemas
de comunicação sem fio, denominada Probabilidade deOutageConjunta (JOP, do inglêsJoint Ou-
tage Probability). Dado um conjunto de restrições para as razões sinal-interferência-mais-ruído de
sinais mutuamentente interferentes, a JOP corresponde à probabilidade de que pelo menos uma des-
sas restrições não seja atendida. Uma solução exata e geral para JOP é demonstrada, junto com uma
condição necessária e suficiente para que ela seja não-trivial. Ademais, uma expressão fechada para
a JOP em um ambiente Rayleigh onde os sinais são independentes é apresentada. As formulações
obtidas são ilustradas através de um exemplo em alocação de potência.
Além disso, este trabalho introduz e investiga um esquema geral d combinação de diversidade,
denominado MRCS, baseado na seleção de sinais combinados por razã máxima. Este método de
combinação possui uma implementação simples e uma formulação analítica matematicamente tratá-
vel, podendo ser diretamente aplicada a situações onde exist seleção de sítio. Uma análise geral
da distribuição de probabilidade (confiabilidade), taxa decruzamento de nível e duração média de
desvanecimento na saída do combinador é apresentada, além de exemplos para um ambiente de des-
vanecimento Nakagami-m. No entanto, o principal resultado da análise do MRCS é a demonstração
de uma expressão fechada, exata e simples de implementar computacionalmente para a razão sinal-
ruído média da saída do combinador. Esta expressão pode ser utilizada quando o produto entre o nú-
mero de ramos combinados por razão máxima e o parâmetro de Nakagami-m é inteiro, generalizando
um resultado já apresentado na literatura. As formulações introduzidas aqui podem ser diretamente
aplicadas ao dimensionamento de redes sem fio.
Palavras-chave: Probabilidade deOutage, Razão Sinal-Interferência-Mais-Ruído, Rayleigh, Contrle





This work presents a useful, novel formulation for the outage probability in wireless communi-
cation systems, here named Joint Outage Probability (JOP).Given a set of signal-to-interference-
plus-noise ratio restrictions for mutually interfering signals, the JOP corresponds to the probability
that at least one of the restrictions is not satisfied. A general exact solution for the JOP is derived,
along with a necessary and sufficient condition for a non-trivial solution. In addition, a closed-form
expression for the JOP in an independent non-identically distributed Rayleigh scenario is obtained.
An application example of the formulations is presented by apower allocation problem.
In addition, this work also introduces and investigates a general diversity combining scheme,
here named MRCS, in which maximal-ratio combined signals are chosen on a selection combining
basis. This combining method has a simple implementation and a tractable analytical formulation
that can be directly applied to situations in which site selection exists. A general analysis of the
probability distribution (reliability), level crossing rate, and average fade duration at the output of
the combiner is provided, along with examples for a Nakagami-m fading environment. The main
result of the MRCS analysis, however, is the derivation of anexact, easy-to-evaluate closed-form
expression for the mean signal-to-noise ratio at the outputof the combiner. Such an expression is
applicable for conditions in which the product of the numberof maximal ratio combining branches
and the Nakagami-m parameter is an integer and it generalizes a result presented ls where in the
literature. The formulations derived here find a direct applicability in the dimensioning of practical
wireless networks.
Keywords: Outage Probability, Signal-to-Interference-Plus-Noise Ratio, Rayleigh, Power Control,
Diversity Combining, Maximal Ratio Combining, Selection Combining, Nakagami-m, Soft Handoff.
Ao Criador.
Aos meus pais, Katya e Paulo,
e ao meu irmão, André.
vi
Agradecimentos
Ao Senhor, que em sua infinita sabedoria me fez perder os óculos, atrasou o vôo, mostrou o erro,
parou o elevador e fez chover, entre incontáveis outras coisas. Obrigado, Senhor.
Ao meu irmão André, a pessoa mais maravilhosa que eu conheço,por ter tornado esse sonho possível.
Ao meu pai, Paulo, por ser o meu professor, mentor e amigo em todos os momentos do meu Mestrado
e da vida. À minha mãe, Katya, por seu amor, apoio e carinho incondi ional.
Ao Prof. Michel, pelo estímulo, confiança, paciência e amizade durante este trabalho. Agradeço
especialmente por ter me dado o privilégio de ser seu orientando.
A todos os amigos e colegas do WissTek. Em especial, agradeçoao Álvaro por ter me apoiado ao
longo dos primeiros passos deste trabalho, à Renata por sua amiz de, sabedoria e paciência, ao Ugo
por ter me ajudado sem hesitar nas inúmeras vezes que precisei, ao Cândido por seus conselhos e
inspiração, ao Yusef pelas inúmeras discussões interessant , o Luís Gustavo (Maguilão) por sua
amizade, à Maice e ao Ednei. Agradeço, também, a todos aqueles que passaram pelo WissTek en-
quanto estive aqui, em especial ao Daniel, ao Pedro (Pedrão)e à Renata Rampim.
A todos os Professores que me apoiaram ao longo desse período, em especial ao Prof. Max Costa,
Prof. Paulo Cardieri e Prof. Adson Rocha.
Aos amigos que fiz na Unicamp, André Pasqual, Raquel, Alan, Darli, ivanílson, Renato, Gustavo,
entre muitos outros.
Finalmente, à FAPESP e à CAPES pelo apoio financeiro.
vii
Sumário
Lista de Figuras x
Lista de Tabelas xi
Glossário xii
Lista de Símbolos xiii
Trabalhos Publicados e Submetidos xv
1 Introdução 1
1.1 Interferência eOutageem redes sem fio . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Combinação de diversidade . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . 2
1.3 Estrutura e contribuições da dissertação . . . . . . . . . . . . . . . . . . . . . 3
2 Probabilidade de Outage Conjunta: Formulações Gerais 5
2.1 Descrição formal da JOP para sistemas limitados por interferência . . . . . . . . . . 6
2.2 A solução exata para a Probabilidade deOutageConjunta . . . . . . . . . . . . . . . 7
2.2.1 DividindoSN emN − 1 regiões . . . . . . . . . . . . . . . . . . . . . . . . 8
2.2.2 Demonstração que
⋃N−1
j=1 SNj = SN . . . . . . . . . . . . . . . . . . . . . . 10
2.2.3 Demonstração queSNj eSNk formam regiões de integração distintas . . . . . 11
2.2.4 Resultado Principal . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . 11
2.3 A condição paraSN ser não-trivial . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.4 Probabilidade deOutageConjunta considerando ruído aditivo . . . . . . . . . . . . 13
2.4.1 Uma solução exata para a JOP com ruído aditivo . . . . . . . .. . . . . . . 14
2.5 Uma formulação para condições deoutageespecíficas . . . . . . . . . . . . . . . . . 15
2.6 Conclusões . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 16
3 Probabilidade de Outage Conjunta: Aplicações 17
3.1 A formulação para a JOP em um ambiente Rayleigh limitado por interferência . . . . 17
3.1.1 Cálculo da JOP para um ambiente Rayleigh . . . . . . . . . . . . . . . 18
3.1.2 Resultado principal . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . 20
3.1.3 Validação e resultados numéricos . . . . . . . . . . . . . . . . .. . . . . . 21
3.2 A formulação para a JOP em um ambiente Rayleigh com ruído aditivo . . . . . . . . 22
3.3 Um Exemplo de Aplicação: Controle de Potência . . . . . . . . .. . . . . . . . . . 23
viii
SUMÁRIO ix
3.3.1 Minimizando a Probabilidade deOutageConjunta máxima . . . . . . . . . . 24
3.3.2 Minimizando a potência total transmitida com restrições para a JOP . . . . . 24
3.3.3 Exemplos numéricos . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 25
3.4 Conclusões . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 27
4 MRCS: Introdução e Estatísticas 28
4.1 Descrição geral do MRCS . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . 29
4.2 Taxa de cruzamento de nível e duração média de desvanecimento . . . . . . . . . . . 30
4.3 Resultados numéricos . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . 32
4.4 Conclusões . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 35
5 MRCS: Análise da Razão Sinal-Ruído na Saída do Combinador 36
5.1 A expressão fechada para a SNR média na saída do combinador MRCS . . . . . . . 36
5.2 Resultados Numéricos . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . 39
5.3 Conclusões . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 39
6 Considerações Finais 41
6.1 Resultados Principais – Probabilidade deOutageConjunta . . . . . . . . . . . . . . 42
6.2 Resultados Principais – MRCS . . . . . . . . . . . . . . . . . . . . . . .. . . . . . 43
6.3 Trabalhos Futuros . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . 44
6.3.1 Probabilidade deOutageConjunta . . . . . . . . . . . . . . . . . . . . . . . 44
6.3.2 MRCS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
Referências bibliográficas 46
A Demonstração Auxiliar 50
B Um Breve Histórico do Trabalho Desenvolvido 53
Lista de Figuras
3.1 PI para o ambiente Rayleigh i.i.d. com restrições idênticas e iguais aβ. . . . . . . . 21
3.2 Alocação ótima de potências para uma rede aleatória. . . .. . . . . . . . . . . . . . 26
3.3 Alocação ótima de potências para uma rede em grade. . . . . .. . . . . . . . . . . . 27
4.1 LCR e AFD na saída do combinador MRCS para um ambiente Nakagami. . . . . . . 33
4.2 Comparação da LCR e AFD na saída do combinador MRCS consideran o diferentes
cenários. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
5.1 SNR média normalizada na saída do combinador MRCS . . . . . .. . . . . . . . . 40
x
Lista de Tabelas
3.1 Valores teóricos e simulados para a Probabilidade deOutageConjunta . . . . . . . . 22
xi
Glossário
JOP – Probabilidade deOutageConjunta
SINR – Razão sinal-interferência-mais-ruído
SNR – Razão sinal-ruído
i.i.d. – Independentes e identicamente distribuídos
pdf – Função densidade probabilidade
PDF – Função distribuição acumulada
MRC – Combinação por razão máxima
EGC – Combinação por ganho igual
SC – Combinação por seleção
MRCS – Combinação por seleção de sinais combinados por razão máxima
ERB – Estação rádio-base
MSC – Mobile switching center
LCR – Taxa de cruzamento de nível
AFD – Duração média de desvanecimento
TAS – Seleção da antena de transmissão
xii
Lista de Símbolos
PI – Probabilidade deOutageConjunta
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Ao longo dos últimos anos, observou-se uma rápida expansão no mercado de comunicações sem
fio, elevando a demanda por tecnologias de acesso à informação c da vez mais velozes, ubíquas e
de alto desempenho. Esta demanda desafia os pesquisadores daárea a criarem sistemaswireless
complexos e que lidem com uma alta densidade de nós transmissores e receptores, operando nos
mais diversos ambientes de propagação. As novas tecnologias desenvolvidas resultam em impactos
sociais e econômicos profundos, como pode ser visto, por exemplo, pela ampla adoção do sistema
celular e a popularização do padrão Wi-Fi (IEEE 802.11) [1].
Os obstáculos presentes no desenvolvimento de novas tecnologias sem fio não são meramente
práticos, no sentido que não estão limitados à questões de impl mentação. Para criar tecnologias
eficientes que atendam à crescente necessidade por velocidade e ubiquidade no acesso à informação,
é necessário analisar diversos aspectos teóricos e fundametais dos sistemas sem fio. Um firme
embasamento teórico é a força motora por trás das mais importantes inovações práticas na área. É
apenas através de um entendimento profundo das limitações fundamentais dos sistemas sem fio e
da formulação de ferramentas analíticas que caracterizam esses sistemas que podemos caminhar em
direção às tecnologias do futuro.
Nesse sentido, este trabalho apresenta resultados teóricos nov s que podem ser aplicados na aná-
lise e dimensionamento de sistemas sem fio. Dois tópicos princi ais são abordados: (i) um modelo
analítico para o dimensionamento do efeito conjunto da interferência entre múltiplas comunicações
simultâneas e (ii) um esquema de combinação de diversidade no qual sinais combinados por razão
máxima são selecionados através de um combinador por seleção. A seguir, será apresentado a moti-
vação dos dois tópicos abordados neste trabalho.
1
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1.1 Interferência eOutage em redes sem fio
As redes sem fio modernas estão se tornando gradativamente mais densas e abrangendo mais
nós, levando a um maior compartilhamento do canal sem fio. Redes de sensores e redes ad hoc,
por exemplo, podem conter dezenas, ou até mesmo centenas de nós que compartilham o mesmo
meio de transmissão. Como consequência, a análise do efeitoda interferência gerada pelas múltiplas
comunicações simultâneas se torna fundamental para o dimensionamento desses sistemas.
Tradicionalmente, analisa-se o efeito da interferência considerando apenas uma comunicação, ou
seja, dimensionando seu efeito para um sinal transmitido emparticular e generalizando o resultado
para o sistema como um todo. Contudo, na prática, esta abordagem pode ser insuficiente, sendo ne-
cessário considerar conjuntamente o efeito da interferência em diversas comunicações simultâneas,
i.e., em um conjunto de sinais mutuamente interferentes. O equacionamento do impacto da inter-
ferência no desempenho do sistema nesse caso é consideravelmente mais complexo, envolvendo a
análise de eventos conjuntos e intrincados.
O efeito da interferência pode ser dimensionado através da Probabilidade deOutage, definida
como a probabilidade que a razão sinal-interferência-maisruído de uma comunicação esteja abaixo
de um valor tolerável. No entanto, como será discutido em mais detalhes nos próximos capítulos, o
valor da Probabilidade deOutagede apenas uma comunicação não caracteriza o efeito da interferên-
cia mútua entre diversas comunicações simultâneas, i.e., aprob bilidade de mais de um sinal estar
emoutageao mesmo tempo. Para responder a esta questão, será introduzida uma formulação mais
geral para a interferência em redes sem fio, batizada deProbabilidade de Outage Conjunta.
1.2 Combinação de diversidade
O efeito do desvanecimento em comunicações sem fio pode ser mitigado através de métodos
de diversidade, nos quais explora-se o fato de o desvanecimento em canais independentes consti-
tuírem eventos independentes. Assim, se a mesma informaçãoestiver disponível em dois ou mais
canais (chamados de ramos de diversidade), a probabilidadede todos os canais estarem sujeitos a um
desvanecimento profundo simultaneamente é pequena. Consequent mente, utilizando um algoritmo
apropriado que combina a informação recebida nos diversos ramos (conhecido como combinação
de diversidade), é possível obter um sinal resultante onde oef ito prejudicial do desvanecimento é
significativamente reduzido [2, 3].
Neste trabalho, serão consideradas apenas as técnicas de diversidademicroscópicas, i.e., técnicas
que buscam combater o desvanecimento rápido (e.g., Rayleigh). Vários métodos de combinação de
diversidade que buscam mitigar o desvanecimento rápido podem ser encontrados na literatura. Os
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mais comuns são:
• Combinação por seleção– Os ramos de diversidade são continuamente monitorados de frma
que o sinal com a maior razão sinal-ruído é selecionado como osinal de saída do combinador.
• Combinação por ganho igual– Consiste em somar coerentemente os sinais recebidos, apli-
cando o mesmo ganho em cada ramo. A combinação por ganho igualé mais complexa que a
combinação por seleção por exigir o uso de circuitos que alinhem a fase do sinal recebido.
• Combinação por razão máxima– O sinal detectado em cada ramo recebe um ganho propor-
cional a sua razão sinal-ruído. Os sinais resultantes são, então, somados coerentemente. Este
esquema maximiza a SNR média na saída do combinador. No entanto, é mais intrincado que o
combinador por ganho igual, visto que exige um conhecimentodos ganhos do canal.
Mais recentemente, técnicas híbridas de combinação de diversi ade, compostas por mais de um
dos método citados anteriormente, têm sido estudadas na literatura. Neste trabalho, realiza-se a aná-
lise de uma nova técnica de combinação híbrida que já é utilizada na prática, porém ainda não havia
sido identificada como tal. Este método se baseia na seleção dsinais combinados por razão máxima,
e encontra aplicações em sistemas celular 2G e 3G.
1.3 Estrutura e contribuições da dissertação
Esta dissertação está estruturada da seguinte forma:
Capítulo 2 Apresenta uma formulação geral, exata e nova para aP obabilidade de Outage Conjunta,
dependente apenas da distribuição conjunta dos sinais mutua ente interferentes e das respec-
tivas restrições para a razão sinal-interferência-mais-ruído. Este capítulo também apresenta a
definição formal daProbabilidade de Outage Conjunta, uma breve revisão bibliográfica sobre
o tema e a condição necessária e suficiente para que aProb bilidade de Outage Conjuntaseja
não-trivial.
Capítulo 3 Introduz uma formulação exata e fechada para aProbabilidade de Outage Conjuntaem
um ambiente Rayleigh onde os sinais mutuamente interferentes são independentes. As ex-
pressões obtidas são ilustradas através de um exemplo em alocação ótima de potência.
Capítulo 4 Descreve o método híbrido de combinação de diversidade analis do neste trabalho, ba-
tizado de MRCS (do inglêsMRC Selection). As estatísticas de confiabilidade, taxa de cruza-
mento de nível e duração média de desvanecimento são formuladas para o sinal na saída do
combinador.
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Capítulo 5 Deduz uma expressão fechada e exata para a razão sinal-ruídomédia na saída do combi-
nador MRCS.
Capítulo 6 Apresenta as conclusões do trabalho, junto com um resumo dosresultados principais e
uma lista de trabalhos futuros.
Apêndice A Descreve uma demonstração de um resultado auxiliar utilizado no Capítulo 3.
Apêndice B Discute a história deste trabalho, apresentando a origem dos problemas abordados nesta
dissertação, a ordem cronológica dos resultados obtidos e alguns comentários gerais.
Capítulo 2
Probabilidade de Outage Conjunta:
Formulações Gerais
A Probabilidade de Outage, ouProbabilidade de Indisponibilidade, é uma métrica fundamental
para sistemas de comunicação sem fio. A probabilidade deoutageé definida como a probabilidade
que a razão sinal-interferência-mais-ruído (SINR, do inglêssignal-to-interference-plus-noise ratio)
de um sinal recebido esteja abaixo de um determinado limiar [2, 4]. A SINR está diretamente re-
lacionada à capacidade de sistemas que usam esquemas de espalhamento espectral, como sistemas
CDMA [5]. Além disso, redes sem fio com muitos nós, como redes de ensores ou redes ad hoc, são
intrinsicamente limitadas por interferência, possuindo aprobabilidade deoutagecomo um parâmetro
fundamental para sua análise, projeto e implementação [6, 7, 8].
A dificuldade de análise de uma condição deoutagepode variar drasticamente. Em algumas si-
tuações, o cálculo da probabilidade de um único evento simples pode ser suficiente. Esse é o caso,
por exemplo, da análise dooutagede um único sinal em um dado receptor, na qual consideramos a
interferência como a soma de variáveis independentes [9, 10, 11]. No entanto, em outros cenários, a
análise da indisponibilidade pode envolver o cálculo da probabilidade conjunta de eventos intrinca-
dos. Por exemplo, considere um problema de controle de admissão de chamadas, em que admite-se
uma nova chamada no sistema apenas se a interferência sofrida po todas as chamadas (i.e., aquelas
em andamento e a nova chamada admitida) permanecer abaixo deum terminado limiar aceitá-
vel [12, 13]. Caso as chamadas sejam independentes e identicamente distribuídas (i.i.d.) e o limiar
sinal-interferência é o mesmo para todas as chamadas, pode-se aproximar a solução considerando a
condição deoutagede uma chamada arbitrária individual como a probabilidade de outagedo sis-
tema. Contudo, conforme mencionado, essa abordagem é apenas uma aproximação. Além disso, em
situações práticas e em redes com múltiplas classes de tráfego, cada chamada do sistema é afetada
diferentemente com a nova chamada admitida, visto que o limiar de interferência tolerado pode variar
5
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para cada comunicação.
Um segundo exemplo no qual o cálculo da probabilidade deoutagede um único evento pode não
ser suficiente são as redes multi-conectadas, i.e., cujos nós estão conectados com múltiplos pares,
como uma rede ad hoc. Neste caso, pode ser necessário dimensionar a probabilidade que ocorra uma
falha em pelo menos uma comunicação (a probabilidade de pelomen s um nó estar emoutage). Esse
valor é especialmente importante no dimensionamento de redes que têm como principal objetivo a
confiabilidade de conexão. Somado a isso, dado um conjunto derestrições deoutage, parâmetros do
sistema podem ser ajustados para que a confiablidade máxima seja tingida. Por exemplo, esquemas
de controle de potência podem ser criados buscando minimizar a potência total de transmissão ou a
maior probabilidade de erro da rede.
À luz da discussão anterior, este capítulo apresenta uma forulação nova e exata para sistemas de
comunicações sem fio, denominadaProbabilidade de Outage Conjunta(JOP, do inglêsJoint Outage
Probability). Dado um conjunto de restrições para a razão sinal-interferência-mais-ruído deN sinais
mutuamente interferentes, a JOP corresponde à probabilidade que ao menos uma restrição não seja
satisfeita, ou, dualmente, que todas asN restrições sejam cumpridas. Inicialmente, apresenta-se uma
formulação para a JOP em um sistema limitado por interferência. Em seguida, os resultados obtidos
serão estendidos de forma a incluir o ruído aditivo no sistema. Finalmente, a formulação para a
JOP será generalizada para englobar eventos deutageespecíficos, i.e., dado um conjunto de sinais
mutuamente interferentes, a probabilidade de um grupo de sinais estar emoutageenquanto outro
grupo satisfaz as suas respectivas restrições para a SINR.
Apesar dos resultados obtidos aqui serem de natureza teórica, eles podem ser diretamente aplica-
dos a uma gama de situações práticas, como controle de potência [14, 15, 16], detecção multi-usuário
[17], posicionamento de sensores em uma rede, dimensionamento de redes sem fio (multihopou não)
[13, 18] e, conforme citado anteriormente, controle de admissão [19]. Os resultados introduzidos
neste capítulo são inéditos na literatura sobre o tema.
2.1 Descrição formal da JOP para sistemas limitados por inter-
ferência
SejamWi, i = 1, . . . , N , as potências instantâneas de sinais mutuamente interferentes sujeitos
a desvanecimento. Para que o sistema opere adequadamente, considerando que o mesmo é limitado
por interferência, requer-se que a razão sinal-interferência no receptor para qualquer sinalWi esteja
acima de um limiar tolerávelβi, i = 1, . . . , N , especificado individualmente para cada comunicação.
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Assim, osN sinais recebidos devem satisfazer o conjunto de desigualdades (2.1)1, que, por sua vez,










≥ βj, j = 1, . . . , N (2.1)
Define-se aProbabilidade de Outage Conjunta(PI) como a probabilidade que pelo menos uma




fW(w1, . . . , wN) dw1 . . . dwN , (2.2)
ondefW(w1, . . . , wN) é a função densidade probabilidade (pdf) conjunta deW1, . . . , WN . Obvia-
mente,PĪ = 1 − PI é a probabilidade que todas as desigualdades em (2.1) sejam at ndid s.
2.2 A solução exata para a Probabilidade deOutage Conjunta
O principal desafio para calcular (2.2) é determinar os limites de integração sobre a regiãoSN .
Para tanto,SN será reformulada a partir dos seguintes passos:
1. SN será dividida emN − 1 regiões, representadas porSNj , j = 1, . . . , N − 1, cada uma com
limites de integração bem definidos;
2. Mostrar-se-á que a região formada pela união
⋃N−1
j=1 SNj é equivalente aSN ;
3. Será demonstrado queSNi eSNj (i 6= j) formam regiões de integração distintas;
4. Como consequência dos passos anteriores, o lado direito de (2.2) será reescrito como a soma
deN − 1 integrais.
A partir da reformulação deSN também é possível obter uma condição necessária e suficientepara
que o hipervolume2 de SN seja não-trivial. A demonstração desta condição será apresentada na
próxima seção.
1Em sistemas limitados por interferência, pode-se desconsiderar o ruído aditivo, visto que seu efeito é desprezível
frente à interferência de outras transmissões.
2O termo hipervolume refere-se à integralN -dimensional sobre a região dada no contexto.
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2.2.1 DividindoSN emN − 1 regiões





























Notando que as primeirasN −1 desigualdades e a última desigualdade em (2.3) determinam,respec-






















Claramente, de (2.3) e (2.4), valores nulos deβk não impõe um limite superior aWN . Com essa
observação em mente, e sem perda de generalidade, considereβk 6= 0 para todok.
Analisando o limite superior deWN em (2.4), verifica-se que o índice que minimiza a expressão




Wi ∀i < N . (2.5)














Como o limite superior paraWN precisa ser maior ou igual que o inferior para que a região de
integração não seja vazia, uma condição necessária para que(2.6) seja não-trivial é
(1 − βjβN)







A desigualdade anterior é obtida impondo que o limite inferior em (2.6) seja menor ou igual que o
limite superior e rearranjando a expressão.
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βj(1 + βN )
. (2.8)
Combinando (2.5) a (2.7), a seguinte restrição paraWN−1 é encontrada:












Wi − WN−1 . (2.10)
Utilizando o limite inferior paraWN−1 em (2.9), (2.10) é reescrita como






Prosseguindo da mesma forma paraWN−3, WN−4, . . . , W1, encontra-se o seguinte conjunto de desi-
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j=1 SNj = SN
A seguir, será apresentada a demonstração que a região formada pel união
⋃N−1
j=1 SNj é igual aSN .
A partir do desenvolvimento realizado para obterSNj , fica claro que umaN-upla(W1, W2, . . . , WN)
pertencente aSN , com oj-ésimo elemento (1 ≤ j ≤ N − 1) satisfazendo (2.5), também estará
contida emSNj . Note que, caso(W1, W2, . . . , WN) ∈ SN , haverá ao menos um elemento que satisfaz
(2.5), visto que o limite superior em (2.4) necessariamentepossui um mínimo. Casom elementos
satisfaçam (2.5), é fácil perceber que aN-upla pertencerá am regiões da formaSNj . Segue, portanto,
que qualquer ponto pertencente aSN também estará contido em
⋃N−1
j=1 SNj .
O converso será mostrado por contradição. Considere que exista umaN-upla(W1, W2, . . . , WN)
pertencente a
⋃N−1
j=1 SNj que não satisfaz pelo menos uma das desigualdades em (2.3). Portanto, para










QuandoWk satisfaz (2.5), (2.13) contradiz a primeira desigualdade em (2.12), contradizendo também
a suposição inicial. Caso contrário, suponha, sem perda de gen ralidade, que a condição (2.5) é
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⇒ Wk < Kk,jWj ,
contradizendo o fato deWj satisfazer (2.5).






contradizendo a primeira desigualdade em (2.12). Portanto, um elemento pertencente à região
⋃N−1
j=1 SNj
também estará contido emSN .
2.2.3 Demonstração queSNj eSNk formam regiões de integração distintas
A seguir, será demonstrado que o hipervolumeN-dimensional deSNj ∩ SNk (j 6= k) é zero, e,
consequentemente,SNj eSNk são regiões de integração distintas. Caso um elemento(W1, W2, . . . , WN)
pertença tanto aSNj quanto aSNk , então, a partir da restrição (2.5),
Wj = Kj,kWk . (2.14)
Como existe uma dependência linear entre os elementos, o fato do hipervolumeN-dimensional ser
nulo segue diretamente. Intuitivamente, isso significa queas r giõesSNj eSNk possuem apenas pontos
“de borda” em comum, com interiores disjuntos. Consequentemente, a região de integração definida
porSNj não se sobrepõe àquela definida porSNk .
2.2.4 Resultado Principal








fW(w1, . . . , wN) dw1 . . . dwN , (2.15)



























































fW(w1, w2, . . . , wN) dwNdwN−1 . . . dwj+1dwj−1 . . . dw1dwj . (2.16)
Cabe notar que o índicej do somatório em (2.15) e (2.16) assumirá apenas os valores para os quais
βj 6= 0.
2.3 A condição paraSN ser não-trivial
A partir de (2.16), a condição necessária e suficiente para a região de integração definida em (2.1)






< 1 . (2.17)
A seguir, será demonstrada a condição (2.17). Para (2.12) definir uma região não-trivial de in-
tegração, necessariamente nenhuma das inequações pode terlimite superior menor ou igual ao
inferior. Assim, a partir da restrição paraW1 em (2.12) (ou, equivalentemente,W2 casoSN1 seja







Utilizando um argumento indutivo, é possível demonstrar que (2.18) também é uma condição
suficiente para que a região de integraçãoSNj seja não-trivial. Considere que a condição (2.18) seja
satisfeita (a base do argumento indutivo). Suponha, também, que o limite superior da desigualdade
correspondente aWk em (2.12) é estritamente maior que o limite inferior. Considera-se, sem perda
de generalidade, quek 6= j − 1 eWk é menor que seu limite superior. Portanto
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Wi > Kk+1,jWj . (2.20)
A desigualdade segue diretamente de (2.19), provando o passd indução. Portanto, caso a condição
paraW1 seja satisfeita em (2.12),W2, W3, ..., WN−1 também possuirão restrições não-triviais.
Finalmente, para demonstrar queWN também possuirá restrições não-triviais quando (2.18) é sa-
tisfeita, nota-se que seus limites em (2.12) dependem das demaisN−1 variáveis. Consequentemente,







onde a desigualdade segue de (2.7). No entanto, dado (2.18),fica claro que (2.21) será satisfeita
quandoW1, W2,. . . , WN−1 assumem seus respectivos valores mínimos em (2.12), concluindo a de-
monstração. A restrição (2.17) segue diretamente ao somarmos1 + KN,j aos dois lados de (2.18).
É interessante ressaltar que, apesar de uma região específica ter sido considerada na demonstração,
(2.17) independe deSNj . Além disso, (2.17) depende apenas das restrições para as relações sinal-
interferência, e não das distribuições dos sinais. Esse fato xplicita que, apesar das desigualdades em
(2.1) poderem ter probabilidades não-nulas de serem satisfeitas individualmente, sempre haverá pelo
menos um sinal emoutagecaso (2.17) não seja satisfeita.
2.4 Probabilidade deOutage Conjunta considerando ruído adi-
tivo
Nesta seção, as formulações obtidas para a JOP em sistemas limit dos por interferência serão
estendidas de forma a considerar o ruído aditivo. Neste caso, o conjunto de restrições para as SINR










≥ βj , j = 1, . . . , N , (2.22)
ondeni representa a potência do ruído aditivo para o sinali.
Analogamente a (2.1), as desigualdades em (2.22) descrevemum hipervolume no espaçoN-
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fW(w1, . . . , wN) dw1 . . . dwN . (2.23)
Caso o ruído aditivoni seja uma variável aleatória,N integrações adicionais devem ser realizadas
para obter o valor exato dePĪ .
2.4.1 Uma solução exata para a JOP com ruído aditivo
Uma solução em forma integral para a probabilidade deoutageconjunta quandoni = 0 para todo
i em (2.22) foi apresentada em (2.16). Com este resultado em mãos, a região definida pelo sistema
de desigualdades (2.22) será reescrita de forma que ela sejaexpressa como a regiãoSN definida em
(2.1). Como consequência, os resultados anteriores, e em particular (2.16), poderão ser diretamente
aplicados.





Realizando a transformação de variáveis
Wj = Uj + gj(β, n) (2.25)
onde
























β , (β1, β2, . . . , βN) e n , (n1, n2, . . . , nN), e substituindo (2.25) em (2.22), o conjunto de restri-









≥ βj, j = 1, . . . , N . (2.27)
Note que o sistema de desigualdades (2.27) é equivalente à regiãoSN definida em (2.1). Portanto,
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fW(u1 + g1, . . . , uN + gN) duNduN−1 . . . duj+1duj−1 . . . du1duj ,
(2.28)
ondegi = gi(a, n). A expressão (2.28) é a formulação exata da JOP em um ambientecom ruído
aditivo. Novamente, destaca-se que, caso o ruído aditivoni seja uma variável aleatória,N integrações
adicionais serão necessárias.
2.5 Uma formulação para condições deoutage específicas
Esta seção estende as expressões obtidas anteriormente de forma a incluir a probabilidade de, dado
dois subconjuntos de restrições em (2.22), um ser satisfeito e o outro não. SejaPĪ(W1, W2, . . . , Wm)N
a probabilidade de um subconjuntoW1, W2, . . . , Wm escolhido a partirN sinais mutuamente interfe-
rentes satisfazerem as restrições SINR correspondentes. Uma expressão paraPĪ(W1, W2, . . . , Wm)N
pode ser encontrada na forma integral fazendoβi = 0, m < i ≤ N , em (2.28).
Denota-se porPĪ(W1, . . . , Wm; Wm+1, . . . , W k)N , m ≤ k, a probabilidade que o subconjunto
{W1, W2, . . . , Wm} e{Wm+1, . . . , Wk} satisfaça e não satisfaça, respectivamente, às restriçõesSINR
correspondentes. Note que
PĪ(W1, . . . , Wm; W m+1, . . . , W k)N = PĪ(W1, . . . , Wm; W m+2, . . . , W k)N
− PĪ(W1, . . . , Wm, Wm+1; W m+2, . . . , W k)N . (2.29)
O lado direito da igualdade em (2.29) pode ser expandido iterativamente. Após a última iteração,
PĪ(W1, . . . , Wm; Wm+1, . . . , W k)N será definida como uma soma e subtração de integrais da forma
(2.28), dada por






(−1)iPĪ(W1, . . . , Wm, Wj1, . . . , Wji)N
(2.30)
O número de termos em (2.30) pode se tornar intratável a medida quek cresce. No entanto, (2.29)
pode ser implementada recursivamente, dado que uma fórmulafech da para a integral (2.16) seja
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conhecida. Esse é o caso, por exemplo, do ambiente de desvanecime to Rayleigh onde os sinais
mutuamente interferentes são independentes, que será apresentado no próximo capítulo.
2.6 Conclusões
Neste capítulo, introduziu-se o conceito deProbabilidade de Outage Conjunta, definida como a
probabilidade que dado um grupo de sinais mutuamente interferentes, pelo menos um deles esteja em
outage. Uma expressão exata e geral para a JOP foi apresentada para um sistema limitado por interfe-
rência, i.e., um sistema no qual o ruído aditivo pode ser desprezado. Essa formulação depende apenas
da distribuição conjunta dos sinais interferentes e das restrição SINR correspondentes. Partindo desse
resultado, foi possível generalizar as expressões obtidasde forma a incluir o ruído aditivo. Surpreen-
dentemente, isso foi realizado através de uma simples transfo mação de variáveis, com a formulação
final (em forma integral) sendo idêntica para os dois casos.
Demonstrou-se, também, uma condição necessária e suficiente para uma JOP não-trivial que in-
depende da distribuição conjunta dos sinais mutuamente interferentes. Essa condição tem um signi-
ficado prático relevante: mesmo os sinais individualmente tendo uma probabilidade deoutagemenor
que 1, pelo menos um sinal estará emoutageem qualquer dado instante caso a condição apresen-
tada não seja satisfeita. Além disso, aplicando as expressões obtidas recursivamente, foi possível
generalizar a formulação da JOP de forma a considerar eventos deoutageespecíficos.
Apesar das formulações introduzidas neste capítulo serem gerais e novas, a expressão para a
JOP é em forma integral, sendo matematicamente pouco tratável. Nesse sentido, o próximo capítulo
apresentará uma aplicação prática dos resultados demonstrados aqui para a JOP. Uma expressão exata
e fechada para a probabilidade deoutageconjunta em um ambiente de desvanecimento Rayleigh
será obtida a partir da formulação integral para a JOP (2.16). Essa expressão é simples e compacta,
podendo ser facilmente aplicada na análise de condições deoutageem sistemas sem fio. Os resultados
obtidos serão ilustrados através de um exemplo de controle de potência.
Capítulo 3
Probabilidade de Outage Conjunta:
Aplicações
As formulações gerais introduzidas no capítulo anterior para a probabilidade deoutageconjunta
são, à primeira vista, matematicamente intrincadas. Apesar de ter sido possível encontrar uma forma
exata para a JOP em termos das integrais (2.16) e (2.28), os resultados anteriores não deixam claro
se uma expressão simplificada, ou até mesma fechada, para a probabilidade deoutageconjunta pode
ser obtida para algum cenário prático.
Este capítulo responde esta questão, demonstrando uma expressão fechada e simples para a JOP
em um ambiente de desvanecimento Rayleigh [2, 20], consideran o que os sinais interferentes são
independentes. Além disso, será apresentada uma aplicaçãoprática em alocação ótima de potência.
Para o ambiente Rayleigh independente, a função densidade probabilidade (pdf) para cada sinal em










ondeΩi é a potência média do sinalWi. A função densidade probabilidade conjunta dos sinais
W1, W2, . . . , WN é





3.1 A formulação para a JOP em um ambiente Rayleigh limitado
por interferência
Nesta seção, a integral (2.16) será resolvida para um ambiente Rayleigh onde os sinais mutua-
mente interferentes são independentes. A Seção 3.1.1 descrev rá os passos seguidos para calcular a
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integral (2.16) no cenário considerado e as decorrentes simplificações do resultado da integração. A
expressão final e simplificada da Probabilidade deOutageConjunta em um ambiente Rayleigh inde-
pendente será apresentada na Seção 3.1.2, sendo o resultadoprincipal deste capítulo. Finalmente, a
formulação obtida será validada através de simulações numéricas na Seção 3.1.3.
3.1.1 Cálculo da JOP para um ambiente Rayleigh
A integração (2.16) da pdf conjunta (3.2) apresenta uma regularidade, visto que é feita sobre
um produto de funções exponenciais. Assim, para umj fixo no somatório, o resultado das integra-
ções mais internas de (2.16) possui um padrão, denotado porϕj(·). Portanto,ϕj(·) satisfaz as duas
seguintes condições, expressadas em termos dej = 1 em (2.16):

















e, para1 < k < N − 1,











ϕ(r, s + t,Ω, β, k − 1)dt , (3.4)
onder e s são variáveis auxiliares denotando, respectivamente,wj e a soma das variáveiswi que
serão posteriormente integradas,Ω = (Ω1, Ω2, . . . , ΩN) eβ = (β1, β2, . . . , βN).
A funçãoϕ1(·) é dada por



















































onde1 ≤ c < N − 1. É direto mostrar que (3.5) satisfaz (3.3) e (3.4).
O valor deϕi(·) parai 6= 1 assim como as propriedades (3.3) e (3.4) correspondentes pod m ser
obtidas diretamente com uma mudança de índices em (3.5). Quando dois sinaisWm eWn possuírem
a mesma potência média, a expressão correspondente paraϕ1(·) pode ser encontrada calculando o
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limite Ωm → Ωn em (3.5).















ϕm(r, 0,Ω, β, N − 2) dr . (3.7)

























































que pode ser simplificada para1
PĪ,1 =
(





































βj (Ωi − Ωj)
(1 + βj)ΩiΩj
) . (3.9)
A expressão correspondente paraPĪ ,m pode ser encontrada através de uma simples mudança de









































βj (Ωi − Ωj)
(1 + βj) ΩiΩj
) . (3.10)
1Os passos da simplificação estão demonstrados no Apêndice A.
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Substituindo (3.10) em (3.6) e reduzindo a soma em (3.6) parao mesmo denominador, encontra-se
PĪ =




















βj (Ωm − Ωj)




























βj (Ωi − Ωj)
(1 + βj) ΩiΩj
) . (3.11)
Note que




















βj(βNΩj + ΩN )
(1 + βj)ΩjΩN
. (3.12)
A prova de (3.12) é direta e pode ser feita por indução.
3.1.2 Resultado principal
Substituindo (3.12) em (3.11) e realizando mais algumas simplificações, obtém-se a fórmula fi-


























Essa expressão é geral, e pode ser aplicada inclusive quandom ou mais sinais possuem a mesma
potência média ou limiar SIR nulo, i.e.,βj = 0. Quando apenas um sinal possui um limiar SIR
não-nuloβ, (3.13) pode ser reduzida para outras expressões encontradas n literatura (e.g. [15, 21]).
É interessante destacar que (2.17) aparece explicitamenteno umerador de (3.13).
Quandoβj = β eΩj = Ω para todoj, (3.13) simplifica para
PĪ =
(




A Figura 3.1 ilustra a probabilidade deoutageconjuntaPI para o ambiente Rayleigh i.i.d. com
restriçõesβ iguais para todos os sinais, ondePI = 1 − PĪ e PĪ é dada por (3.14). Aqui,PI é
apresentada como uma função deβ para diferentes números de sinais mutuamente interferentes N .
Nota-se que, a medida queN aumenta, a probabilidade deoutageconjunta tende mais rapidamente
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Fig. 3.1:PI para o ambiente Rayleigh i.i.d. com restrições idênticas e iguais aβ.
para 1.
3.1.3 Validação e resultados numéricos
Para verificar (3.13), a seguinte metodologia foi adotada. Considerou-se um grupo deN sinais
Rayleigh independentes e mutuamente interferentes. A potência média e o limiar SIR de cada sinal
foram escolhidos uniformemente no intervalo[0, 1] e [0, (10 × N)−1], respectivamente. O valor es-
timado dePĪ foi encontrado a partir de uma simulação de Monte Carlo; maisespecificamente,PĪ
foi calculada considerando a frequência relativa que todasas desigualdades em (2.1) sejam satisfeitas
por 1.5 × 106 grupos deN variáveis aleatórias Rayleigh, geradas com os parâmetros so teados an-
teriormente. Cada simulação foi repetida 50 vezes, e um simples teste de hipótese com um nível de
significância igual a 5% foi aplicado considerando os resultados simulados e os valores teóricos cor-
respondentes dePĪ . Os valores teóricos, por sua vez, foram encontrados substituindo os parâmetros
escolhidos aleatoriamente em (3.13).
Os resultados do teste de hipótese para diferentes números dsinais mutuamente interferentes
estão apresentados na Tabela 3.1. Aqui,h representa a falha em rejeitar (h = 0) ou a rejeição (h = 1)
da hipótese nula, C.I. indica o intervalo de confiança do teste PĪ é o valor teórico correspondente.
Como pode ser observado, para cada valor deN , o valor teórico está dentro do intervalo de confiança
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Tab. 3.1: Resultados das Simulações
N h C.I. PĪ
3 0 [0.89974,0.89987] 0.89982
5 0 [0.86097,0.86111] 0.86101
10 0 [0.70052,0.70074] 0.70063
15 0 [0.61927,0.61950] 0.61931
estimado eh = 0. Este procedimento foi repetidoexaustivamente, e um excelente acordo entre
valores simulados e teóricos sempre foi verificado.
3.2 A formulação para a JOP em um ambiente Rayleigh com
ruído aditivo
A expressão fechada para a probabilidade deoutageconjunta em um ambiente onde os sinais mu-
tuamente interferentes estão sujeitos a desvanecimento Rayleigh e ruído aditivo pode ser encontrada
substituindo (3.2) em (2.23) e resolvendo a integração. A partir de (3.13), é direto verificar que a
solução da integração no cenário considerado será










ondeΩ , (Ω1, . . . , ΩN), β , (β1, β2, . . . , βN) e n , (n1, n2, . . . , nN), e gi(β, n) são definidas
em (2.26). A funçãoPĪ0(Ω, β) corresponde à probabilidade que todas as restrições SINR sejam
satisfeitas na ausência do ruído aditivo, sendo dada por (3.13).
Caso os ruídos aditivosn1, . . . , nN sejam variáveis aleatórias independentes, a JOP para o am-
biente Rayleigh independente será dada por




Mni [−gi(β,Ω−1)] , (3.16)
ondeMni[ · ] é a função geradora de momento deni, definida comoMni [s] = E[esni ].
Quando o ruído aditivo é Gaussiano com variância Var(ni) = σ2i , i = 1, . . . , N , e média nula,
(3.16) se torna









Considerando um ambiente simétrico, i.e.,βi = β, Ωi = Ω e σ2i = σ
2 para todoi, (3.17) simplifica


















Note que, paraσ = 0, (3.18) é equivalente a (3.14).
3.3 Um Exemplo de Aplicação: Controle de Potência2
Conforme discutido no Capítulo 2, as formulações apresentadas neste trabalho possuem diversas
aplicações práticas, como, por exemplo, controle de admissão e dimensionamento de redesmultihop.
A fim de ilustrar a relevância prática das expressões obtidas, apresentar-se-á nesta seção dois pro-
blemas distintos de alocação de potência nos quais a probabilidade deoutageconjunta é considerada
como uma medida de qualidade de enlace em algoritmos de controle de potência para uma rede sem
fio. Essa análise estende outras encontradas na literatura (e.g., [14, 15, 16]), permitindo que cada
nó utilize detecção multi-usuário. A abordagem adotada aqui é particularmente útil, por exemplo,
quando um ou mais nós da rede são pontos de acesso ou estações rádio-base.
Ambos os problemas serão formulados no seguinte cenário:
• Uma rede sem fio composta porN nós mutuamente interferentes, com potências de transmissão
dadas porPi, i = 1, . . . , N ;
• As potências de transmissão podem variar entre um valor máximo e mínimo, dado porP maxi e
P mini , respectivamente;
• A potência média recebida por um nó receptori de um nó transmissorj é denotada porPjd
−αij
ij ,
ondedij é a distância entre os nós eαij é o coeficiente de perda de percurso;
• O ruído aditivo pode ser desprezado (o sistema é limitado por interferência);
• βij é o limiar sinal-interferência para a recepção com sucesso de uma transmissão do nój para
o nói, considerando que a SIR é medida no nó receptor;
• Todas as transmissões estão sujeitas a desvanecimento Rayleigh (independente entre trans-
missões);
• A probabilidade que umoutageocorra em cada nó é representada por JOPi.
2O autor gostaria de agradecer ao Dr. Yusef R. C. Zúñiga por tersugerido e motivado este exemplo, assim como por
ter identificado que (3.13) pode ser utilizada em problemas de Programação Geométrica.
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3.3.1 Minimizando a Probabilidade deOutage Conjunta máxima
Inicialmente, analisar-se-á o problema de encontrar a alocação ótima de potências de transmissão
Pi de forma que a JOP máxima da rede seja minimizada. Nesse caso,a pr babilidade deoutage
conjunta máxima é utilizada como uma métrica para a eficiência do sistema como um todo, e o pior
caso é considerado, i.e., todos os nós estão transmitindo e recebendo simultaneamente. Note que, ao
minimizar a JOP máxima, busca-se atingir a menor taxa de erroe, com isso, otimizar a confiabilidade




sujeito a P mini ≤ Pi ≤ P maxi , i = 1, . . . , N .










































sujeito a P mini ≤ Pi ≤ P maxi , i = 1, . . . , N .
ondeKi é uma constante dada por








A minimização em (3.20) é reconhecida como um problema de programação geométrica gene-
ralizada em termos das potênciasPi [22, 23]. Consequentemente, métodos eficientes existem para
calcular um ótimo global e algoritmos numéricos robustos estão amplamente disponíveis [22, 24].
3.3.2 Minimizando a potência total transmitida com restrições para a JOP
Como um segundo exemplo de aplicação em controle de potência, considere o problema de mi-
nimizar a soma da potência total transmitida dado um conjunto de restriçõesǫi para a probabilidade
de outageconjunta, i.e., JOPi < ǫi, i = 1, . . . , N . Este problema de otimização é encontrado, por
exemplo, em redes de sensores, onde eficiência energética (como prolongar a vida da bateria) é um
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sujeito a P mini ≤ Pi ≤ P maxi , (3.22)
JOPi ≤ ǫi i = 1, . . . , N.

































A minimização apresentada em (3.23) é um problema de programação geométrica em termos das
potênciasPi [22, 24]. Como no caso anterior, um ótimo global pode ser computado de forma eficiente,
e algoritmos numéricos robustos estão amplamente disponíveis. Talvez mais importante seja o fato
de que métodos numéricos eficientes existem para análise de sensibilidade e factibilidade de (3.10), o
que pode ser essencial na definição das restriçõesǫi para a probabilidade deoutageconjunta [22, 23].
3.3.3 Exemplos numéricos
Um exemplo numérico será dado para ilustrar os problemas de otimização descritos anterior-
mente. Considere uma rede ad hoc composta por 20 nós mutuamente int rferentes, posicionados em
um plano unitário. Qualquer transmissão entre nós está sujeita a desvanecimento Rayleigh (indepen-
dente entre transmissões), sendo recebida com sucesso casoa razã sinal-interferência seja maior que
−16 dB. Considere, também, um coeficiente de perda de percursoα = 4 para todos os nós da rede,
e a potência máxima e mínima de transmissão por nó igual a 1 e 2,respectivamente (a unidade de
potência é irrelevante, visto que (3.13) depende somente darazão entre potências). Os problemas de
otimização (3.20) e (3.23) serão resolvidos considerando duas configurações distintas de rede para
este cenário.3
Inicialmente, considere que cada nó esteja posicionado aleatoriamente no plano unitário e detecta
3Os resultados apresentados aqui foram obtidos utilizando oCVX, um pacote para especificação e solução de progra-
mas convexos, como problemas de programação geométrica [25, 26].
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(a) JOP máxima igual a 0.1826.





















(b) Potência total transmitida mínima igual a 22.6029.
Fig. 3.2: Alocação ótima de potências para uma rede aleatória: (a) minimização da JOP máxima e (b)
minimização da soma das potências de transmissão.
os sinais transmitidos por seus dois vizinhos mais próximos. A alocação de potência ótima que
minimiza a JOP máxima (3.20) e minimiza a soma da potência total transmitida (3.23) para uma dada
configuração aleatória de nós nesse cenário está apresentada nas Figuras 3.2a e 3.2b, respectivamente.
Neste último caso, as restriçõesǫi foram escolhidas uniformemente do intervalo [0.1, 0.3]. Foram
utilizadas restrições arbitrárias ao invés de valoresǫi pré-determinados em cada nó com o fim de
ilustrar a flexibilidade da formulação considerada. Como pode ser observado, esse problema envolve
interações complicadas entre nós, com diferentes potências médias de recepção e restrições para o
erro em cada nó da rede. No entanto, utilizando métodos de programação geométrica, a solução
ótima foi prontamente encontrada.
Como um segundo exemplo, considere que os nós formam uma grade ret ngular no plano unitá-
rio. Um dado nó detecta as transmissões de seus vizinhos adjacentes (um nó central possui quatro
vizinhos, e um nó na borda da grade possui dois ou três vizinhos). Valendo-se da mesma metodologia
adotada anteriormente, os esquemas ótimos de alocação de potência encontrados resolvendo (3.20) e
(3.23) nesse cenário estão apresentados nas Figuras 3.3a e 3.3b, respectivamente. As restrições para
a JOP em (3.23) foram escolhidas aleatoriamente do intervalo [0.2, 0.4] para os nós mais externos
e [0.35, 0.55] para os nós mais internos. Novamente, foi feita uma escolha arbitrária dos valores
de ǫi para ilustrar a flexibilidade do formulação considerada. Mais uma vez, a solução ótima foi
prontamente obtida utilizando programação geométrica.
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(a) JOP máxima igual a 0.3989.





















(b) Potência total transmitida mínima igual a 24.4713.
Fig. 3.3: Alocação ótima de potências para uma rede em grade:( ) minimização da JOP máxima e
(b) minimização da soma das potências de transmissão.
3.4 Conclusões
Foi proposta neste capítulo uma formulação nova, exata e fechada para a probabilidade deou-
tageconjunta em um ambiente Rayleigh onde os sinais mutuamente interferentes são independentes.
Foram obtidas expressões para um cenário limitado por interferência e para o caso em que o ruído
aditivo não pode ser desprezado, apresentadas nas equações(3.13) e (3.16), respectivamente. Além
disso, os resultados encontrados foram ilustrados atravésde uma aplicação prática em controle ótimo
de potência.
Este capítulo junto com o Capítulo 2 constituem a primeira parte deste trabalho, lidando com
o conceito de probabilidade deoutageconjunta e suas diversas formulações. O próximo capítulo
introduz o segundo tema abordado neste trabalho: um método híbrido de combinação de diversidade
baseado na seleção de sinais combinados por razão máxima.
Capítulo 4
MRCS: Introdução e Estatísticas
Técnicas de combinação de diversidade são amplamente utilizadas em sistemas de comunicação
como forma de melhorar o desempenho em ambientes com desvanecime to. Os três métodos de
combinação clássicos são combinação por seleção (selection combining- SC), combinação por ganho
igual (equal gain combining– EGC) e combinação por razão máxima (maximal-ratio combining–
MRC), sendo exaustivamente investigados na literatura [2,27, 3]. Mais recentemente, no entanto,
uma técnica híbrida de combinação de diversidade foi proposta, introduzida como um “esquema de
combinação geral” [28]. Neste método, um grupo de sinais é selecionado a partir do total disponível,
sendo posteriormente combinado utilizando um MRC. Esta técnica, assim como suas variações, foram
exploradas em diversos trabalhos da área (e.g., [29, 30, 31,32]). Ao contrário dos métodos individuais
que a compõem (i.e., o MRC e o SC), o esquema híbrido de combinação possui um tratamento
matemático intrincado, lidando com estatística de ordem [33].
Neste capítulo e no próximo, investiga-se um outro esquema geral de combinação de diversidade
que é “dual” ao descrito acima. Nesta técnica, batizada de seleção MRC (MRCSelection– MRCS),
as saídas deN combinadores MRC, cada um comMi ramos,i = 1, . . . , N , são combinados por um
SC comN ramos de entrada. O esquema MRCS possui duas características que o torna atraente: (i)
o método pode ser prontamente aplicado a situações onde exist seleção de sítio, como em [34]; e
(ii) ele é matematicamente simples. Em processos desoft-handoff, como utilizado no sistema UMTS
(Universal Mobile Telecommunications System), a técnica MRCS já é adotada. Aqui, cada estação
rádio-base (ERB) envolvida no processo desoft-handoffrealiza a combinação por razão máxima do
sinal enviado pelo terminal móvel. A saída do combinador MRCde cada ERB é então repassada ao
MSC (Mobile Switching Center) que, por sua vez, utiliza o método de combinação por seleçãopara
apresentar o melhor sinal como sua saída [35, 36].
Apesar do MRCS possuir diversas aplicações práticas e já serempregado há algum tempo em
redes 2G e 3G, o autor desconhece trabalhos da área que avaliem o d sempenho deste método. Um
28
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possível motivo para isso é o fato do MRCS nunca ter sido identificado como um método híbrido de
combinação de diversidade, visto que os dois esquemas de combinação que o compõe se encontram
em entidades físicas distintas (a estação rádio-base e a MSC), tornando a sua visão no sistema menos
evidente.
No restante deste capítulo, serão apresentadas expressõesgerais que caracterizam o desempenho
do MRCS. Mais especificamente, serão introduzidas formulações para: (i) a distribuição da razão
sinal-ruído na saída do combinador (confiabilidade), (ii) ataxa de cruzamento de nível (LCR) e (iii) a
duração média de desvanecimento (AFD) . Os resultados obtidos serão particularizados para alguns
casos de interesse, mas podem ser aplicados a diferentes ambientes de desvanecimento.
4.1 Descrição geral do MRCS
O MRCS é um esquema de combinação de diversidade híbrido no qual a saída deN receptores
MRC com Mi ramos cada (i = 1, . . . , N) constituem a entrada de um combinador por seleção.
Assumindo um conhecimento perfeito dos ganhos do canal, cada receptor MRC coloca em fase e
pondera os sinais recebidos de forma que a razão sinal-ruídona sua saída seja ótima. O combinador
por seleção, por sua vez, apresenta como saída o sinal combinado por razão máxima com a maior
SNR. Denotando a SNR do sinal recebido peloj-ésimo ramo doi-ésimo receptor MRC comoγij

















SejaFmrci(γi) a função distribuição acumulada (PDF) da SNRγi na saída doi-ésimo combinador
MRC. Assumindo que a saída dos combinadores por razão máximasão independentes entre si, a






É importante ressaltar que os ramos de cada receptor MRC podem não ser independentes entre si. Este
fato deve ser contemplado na formulação deFmrci(γi) em (4.2). A função densidade probabilidade
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Note que, nas formulações anteriores, assumiram-se ambientes de desvanecimento arbitráros para
os quais as estatísticas na saída de cada combinador por razãmáxima são conhecidas. Como ilus-
tração, considere um ambiente Nakagami-m [37] onde cada receptor MRCi possuiMi ramos i.i.d.















xa−1 exp(−x)dx é a função Gamma incompleta. Substituindo estas expressõesem
(4.2) e (4.3), as estatísticas desejadas são encontradas. Aconfiabilidade do sistema pode ser obtida
diretamente através do complemento da PDF.
4.2 Taxa de cruzamento de nível e duração média de desvaneci-
mento
Várias estatísticas do MRCS podem ser encontradas em forma fech da utilizando resultados dis-
poníveis na literatura sobre o tema. Duas dessas estatísticas – a taxa de cruzamento de nível (l vel
crossing rate- LCR) e a duração média de desvanecimento (average fade duration- AFD) – serão
apresentadas nesta seção. As formulações obtidas aqui assumem ramos independentes e desbalan-
ceados em cada combinador MRC, operando em um ambiente de desvanecimento arbitrário.




ondeRi denota a envoltória na saída doi-ésimo combinador por razão máxima. A LCR é definida
como o número médio de cruzamentos do sinal em um dado nível nadireção positiva ou negativa.
Considerando os sinais recebidos pelo combinador por seleção independentes, a taxa de cruzamento










FRj (r) . (4.7)
A expressão (4.7) pode ser diretamente aplicada a ambientesde desvanecimento cuja a LCRNRi(·)
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e a PDFFRi(·) da envoltória na saída de cada receptor MRC são conhecidas.
A duração média de desvanecimento é definida como o tempo médique a envoltória de um sinal
permanece abaixo de um dado nívelr após cruzar este nível no sentido negativo. Considerando ram s





T−1Ri (r) . (4.8)
Analisando a expressão anterior, notamos que, analogamente à LCR, a duração média de desvane-
cimento pode ser diretamente obtida caso seja conhecida a AFD TRi(·) do sinal na saída de cada
combinador por razão máxima.
A fim de ilustrar o uso das expressões (4.7) e (4.8), será considerado, mais uma vez, um cenário
onde os ramos de cada receptor MRC são independentes e identicamente distribuídos, com o sinais
recebidos estando sujeitos a desvanecimento Nakagami-m com potência média e parâmetrom arbi-









ondefm é o desvio de Doppler máximo,ρi = r/
√








Substituindo (4.9) e (4.10) em (4.7), uma solução exata paraa LCR na saída do MRCS é prontamente
obtida.












Substituindo (4.11) em (4.8), encontra-se uma formulação exata para a duração média de desvane-
cimento do sinal na saída do MRCS. Note que as formulações aprentadas são gerais, podendo ser
aplicadas em cenários onde o desvanecimento não é identicamente distribuído em cada receptor MRC
e com as estações rádio base podendo possuir diferentes números de antenas.
Quando todos os sítios selecionados possuírem o mesmo parâmetro de desvanecimentom, a
mesma potênciaΩ (cenário balanceado) e um número idêntico de ramosM , a expressão da taxa
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A seguir, as formulações obtidas na Seção 4.2 serão ilustrada através de alguns exemplos numé-
ricos. Em um ambiente Nakagami-onde todos os ramos dos receptores MRC são i.i.d., (4.12) e
(4.13) podem ser utilizadas diretamente para calcular a LCRe a AFD do sinal na saída do combina-
dor MRCS. Alguns gráficos para este cenário são apresentadosn Fig. 4.1 param = 1.5 e diferentes
valores deN eM .
Comparando Fig. 4.1a com a Fig. 4.1b, verifica-se que, para o caso i.i.d., a variação do número de
ramos combinados por MRC (M) resulta em um maior impacto no desempenho do sistema quando
comparado à variação do número de receptores MRC selecionados (N). Isto é, uma alteração mais
perceptível nas curvas ocorre com o aumento deM m relação aN para o caso i.i.d.. Esta é uma
consequência direta de um resultado amplamente conhecido,segundo o qual a combinação por razão
máxima sempre apresenta um melhor desempenho em relação à combinação por seleção. Em outras
palavras, para um cenário balanceado, é preferível aumentar o úmero de ramos por receptor MRC
do que aumentar o número de ramos no combinador SC.
Esta conclusão, no entanto, pode não ser válida caso um cenário desbalanceado seja considerado,
onde a potência média varia de um receptor MRC para o outro. Neste caso, o aumento do número de
ramos combinados por razão máxima em cada sítio selecionadonão irá necessariamente resultar em
um maior ganho de desempenho quando comparado à adição de um novo sítio como entrada do com-
binador por seleção. Para ilustrar este fato, considere as sguintes configurações para o MRCS onde
todos os receptores MRC possuem o mesmo número de ramos: (i)N = 2, M = 2 e potências balan-
ceadas; (ii)N = 2, M = 3 e potências balanceadas; (iii)N = 3, M = 2 e potências balanceadas;
(iv) N = 3, M = 2 e desbalanceamento de potência, com dois receptores MRC possuindo potências
médias idênticas e um terceiro MRC possuindo uma potência média 6 dB maior. Estas configurações
foram investigadas considerandom = 0.5 e m = 1.5. Para o caso simétrico, os resultados foram
obtidos seguindo o mesmo procedimento do exemplo anterior.Já para o caso desbalanceado, (4.7) e
(4.8) foram as expressões utilizadas para obter os resultados.
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(a)m = 1.5, M = 4






































(b) m = 1.5, N = 4
Fig. 4.1: LCR e AFD na saída do combinador MRCS para um ambiente Nakagami-m, considerando
um cenário simétrico. Em (a) o número de ramos selecionados em cada MRC é mantido constante e
em (b) o número de sítios selecionados é mantido constante.
As curvas resultantes para a LCR e a AFD neste cenário estão elencadas na Fig. 4.2. Os gráficos
são apresentados como uma função do parâmetroρ dos receptores MRC balanceados. Assim, para os
casos (i)-(iii),ρ1 = ρ2 = ρ3 = ρ em (4.7) a (4.11), e, para o caso (iv),ρ1 = ρ2 = ρ eρ3 = ρ − 6 dB
em (4.7) a (4.11). Como pode ser observado, ao considerar a variação do desempenho para o caso
com balanceamento de potência, i.e., das configuração (i) para (ii) e (iii), um aumento no número de
sítios selecionados (i–iii) resulta em um ganho inferior aoobtido quando o número de ramos em cada
receptor MRC aumenta (i–ii). Por outro lado, analisando a vari ção do desempenho das configurações
4.3 Resultados numéricos 34













































































(b) m = 1.5
Fig. 4.2: Comparação da LCR e AFD na saída do combinador MRCS considerando os seguintes
cenários: (i)N = 2, M = 2 e potências balanceadas; (ii)N = 2, M = 3 e potências balanceadas;
(iii) N = 3, M = 2 e potências balanceadas; (iv)N = 3, M = 2 e desbalanceamento de potência,
com dois receptores MRC possuindo potências médias idênticas e um terceiro MRC possuindo uma
potência média 6 dB maior.
(i) para (iv), fica claro que o ganho neste caso é substancialmente maior que nos anteriores. Este
exemplo ilustra a importância das formulações obtidas em projetos práticos que envolvem o MRCS.
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4.4 Conclusões
Este capítulo introduziu o método de combinação MRCS, apresentando diversas formulações para
as estatísticas do sinal na saída do combinador. O MRCS já é utilizado na prática em redes de celular
2G e 3G e pode ser aplicado em cenários onde existe seleção de sítio. Foram introduzidas expressões
gerais e fechadas para a função densidade probabilidade (pdf), confiabilidade, taxa de cruzamento
de nível e duração média de desvanecimento. Estas formulações, apesar de serem matematicamente
simples, são fundamentais para o dimensionamento de projetos que utilizam o MRCS, conforme ilus-
trado através de um exemplo numérico. O próximo capítulo dá continuidade ao estudo das estatísticas
do sinal na saída do combinador MRCS, apresentado o resultado principal obtido ao longo da aná-
lise deste método híbrido de combinação de diversidade: umaexpressão exata para o valor médio da
razão sinal-ruído na saída do combinador.
Capítulo 5
MRCS: Análise da Razão Sinal-Ruído na
Saída do Combinador
Este capítulo introduz uma fórmula fechada para a razão sinal-ruído média na saída do combina-
dor MRCS para um ambiente Nakagami-, assumindo que osMi sinais de entrada do receptor MRC
i são i.i.d. com SNR média igual aγ0i. Note, portanto, que o nível médio do sinal pode variar de um
receptor MRC para o outro. Além disso, restringem-se os valores dos parâmetros de desvanecimento
mi para cada receptor MRC de forma queMimi seja inteiro. A expressão final obtida para a SNR mé-
dia é geral, nova e simples de implementar computacionalmente. Ao final do capítulo, as formulações
apresentadas serão ilustradas com um exemplo numérico e validadas através de simulações.
5.1 A expressão fechada para a SNR média na saída do combi-
nador MRCS
Para facilitar a notação, define-seαi , mi/γ0i e Mi , Mimi, sendo queMi assume apenas
valores inteiros. Neste cenário, a PDF do sinal combinado por razão máxima na saída doi-ésimo
receptor será dada por






(k − 1)! . (5.1)




[1 − Fsel(γ)] dγ . (5.2)
ondeFsel(γ) é dada em (4.2).
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Define-se






(i − 1)! .
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ondew(i) é o peso de Hamming (número de bits ‘1’) dei K =
∑N
l=1 kl.
A equação (5.8) apresenta uma expressão fechada para a SNR média na saída do combinador
MRCS em um ambiente Nakagami-commiMi inteiro. Esta formulação é geral e nova. No entanto,
(5.8) não possui uma implementação algorítmica simples, visto que o número de somatórios varia de
acordo com a quantidade de receptores MRC (cujas saídas constituem as entradas do combinador por



















ondeBi, K e α são vetores linhaN-dimensionais cujos elementos são denotados porbij , kj e αj ,
respectivamente. O símbolo1 representa um vetor linhaN-dimensional composto por ‘1s’ e(·)T
indica a operação de transposição de um vetor.Bi é composto pelos bits resultantes da representação
binária deN bits dei eα é formado por todos osN αi’s definidos previamente. Em cada iteraçãoi,
o vetorK assume todos os valores do conjuntoA(i), definido como
A(i) = {K|bij = 0 → kj = 0, 0 ≤ kj ≤ Mj − 1, 1 ≤ j ≤ N} (5.10)
Assim como (5.8), (5.9) é uma expressão fechada para a SNR média na saída do combinador
MRCS em um ambiente Nakagami-commiMi inteiro, sendo geral, nova e simples de implementar
computacionalmente. É importante destacar que, quandoMi = 1 para todoi, (5.9) corresponde
à SNR média na saída de um combinador por seleção em um ambiente Nakagami-m com ramos
independentes em inteiro. Este caso especial da formulação geral apresentada é inédita na literatura.
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Ademais, quandomi = 1 para todos os receptores, (5.12) corresponde à expressão amplamente
conhecida para a SNR média na saída de um combinador por seleção em um ambiente Rayleigh.
Analogamente, quandoN = 1 em = 1, é direto verificar que (5.11) simplifica para a SNR média na
saída de um combinador por razão máxima em um ambiente Rayleigh.
5.2 Resultados Numéricos
Nesta seção, as formulações obtidas na Seção 5.1 para a razãosinal-ruído média na saída do com-
binador MRCS serão ilustradas através de exemplos numéricos. A Fig. 5.1 apresenta os resultados
param = 0.5, 1, 1.5 e 2 junto com valores simulados, considerandomi = m, Mi = M e γ0i = γ0
para cada receptor. A SNR média na saída do MRCS normalizada em relação aγ0 é representada em
função do número de receptores MRC selecionados (N) e do número de ramos por receptor (M) para
cada parâmetro de desvanecimento considerado. É interessant destacar a excelente concordância
entre os resultados simulados e os valores teóricos.
Como pode ser observado, para um dado número de ramos combinados por razão máxima (M),
o ganho diferencial da SNR média decresce com o aumento do número de receptores MRC (N). Por
exemplo, considerandom = 1.5 eM = 2, o ganho em termos da SNR média deN = 5 paraN = 6
é 0.4 dB menor do que o ganho quando aumentamosN = 2 paraN = 3. De maneira similar, para
um dado número de receptores MRC selecionados (N), o ganho diferencial também diminui com
o aumento deM . Além disso, o ganho obtido com o aumento do número de ramos combinados
por razão máxima (M) é aproximadamente independente do número de receptores MRC (N). Para
ilustrar esta observação, considerem = 2 e N = 3. Neste cenário, o ganho diferencial obtido ao
incrementarM = 2 paraM = 3 é 1.5 dB. Caso o número de receptores selecionados aumente para
N = 6, o ganho deM = 2 paraM = 3 se torna 1.4 dB, sendo apenas≈0.1 dB menor do que o ganho
obtido quandoN = 3.
5.3 Conclusões
Neste capítulo, foi proposta uma formulação geral e fechadap r a SNR média na saída de um
combinador MRCS, apresentada em (5.8), considerando um ambiente Nakagami-m onde o produto
miMi em cada receptor MRCi é inteiro. Esta formulação foi estendida em (5.9) de forma a permitir
uma implementação computacional simples. As expressões obtidas são novas e generalizam outras
encontradas na literatura.
Este capítulo conclui o estudo do combinador MRCS realizadoneste trabalho. As expressões
obtidas permitem a análise de diversas estatísticas do sinal na saída do combinador, podendo ser
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(a)m = 0.5 andm = 1.5

























(b) m = 1 andm = 2
Fig. 5.1: SNR média normalizada na saída do combinador MRCS em função do número de sítios se-
lecionadosN , considerando que cada receptor MRC possui o mesmo número deramosM , parâmetro
de desvanecimentom e potência média do sinal recebido.
aplicadas a diversos cenários práticos.
Capítulo 6
Considerações Finais
Neste trabalho, foram abordados dois tópicos da área de comunicações sem fio: a Probabilidade
deOutageem sistemas com sinais mutuamente interferentes e um métodohíbrido de combinação de
diversidade baseada na seleção de sinais combinados por razã máxima. Em ambos os casos, foram
introduzidas formulações gerais e inéditas na literatura.As expressões obtidas para cada tópico foram
validadas através de simulações numéricas e podem ser utilizadas em diversas aplicações práticas.
Inicialmente, uma expressão geral e exata para a Probabilidade eOutageConjunta (JOP) em
sistemas sem fio foi proposta. A Probabilidade deOutageConjunta corresponde à probabilidade de
que, dado um conjunto de sinais mutuamente interferentes, pelo menos um sinal possua uma razão
sinal-interferência-mais-ruído abaixo de um determinadolimiar tolerável. A JOP é uma formulação
mais abrangente para o cálculo de eventos deoutagedo que a tradicionalmente encontrada na litera-
tura, que consiste em calcular a probabilidade de um único evento simples, i.e., outagede apenas
um sinal.
A partir da formulação geral para a Probabilidade deOutageConjunta, encontrou-se uma condi-
ção necessária e suficiente para que a JOP seja não-trival, dependente apenas das restrições SINR
de cada sinal. Além disso, a expressão geral foi estendida deforma a contemplar eventos deoutage
específicos. Finalmente, obteve-se uma formulação fechadae simples para a JOP em um ambiente
Rayleigh onde os sinais mutuamente interferentes são indepe ntes.
O segundo tópico abordado neste trabalho foi um método híbrido de combinação de diversidade
baseado na seleção de sinais combinados por razão máxima, denominado MRCS. Este método de
combinação, apesar de já ser utilizado em redes de celular 2Ge 3G, ainda não havia sido analisado
na literatura sobre o tema. Neste sentido, foram propostas formulações para a taxa de cruzamento de
nível, duração média de desvanecimento e confiabilidade do sinal na saída do combinador MRCS. O
resultado mais relevante, no entanto, foi uma expressão fechada e simples de implementar computa-
cionalmente para a razão sinal-ruído média na saída do combinador.
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A seguir, os resultados principais obtidos neste trabalho serão listados. Espera-se que as próximas
seções sirvam como uma referência rápida de forma a facilitar o emprego das formulações obtidas.
6.1 Resultados Principais – Probabilidade deOutage Conjunta
A formulação geral para a Probabilidade deOutageConjunta em um sistema limitado por inter-


























































fW(w1, w2, . . . , wN) dwNdwN−1 . . . dwj+1dwj−1 . . . dw1dwj, (2.16)
ondeβi é a restrição para a razão sinal-interferência-mais-ruídodo sinalWi, i = 1, . . . , N , as
constantesKi,j e Ci,j estão definidas em (2.8) efW(·) é a pdf conjunta dos sinaisW1, . . . , WN .






< 1 . (2.17)
A formulação geral (2.16) pode ser estendida de forma a incluir o ruído aditivo através de uma
simples transformação de variáveisWj = Uj + gj(β, n), ondegj(β, n) é definida em (2.26). Assim,


























































fW(u1 + g1, . . . , uN + gN) duNduN−1 . . . duj+1duj−1 . . . du1duj ,
(2.28)
ondegi = gi(a, n).
A integral em (2.16) foi resolvida para um ambiente onde os sinai mutuamente interferentes são
independentes e estão sujeitos a desvanecimento Rayleigh.A expressão fechada para a JOP nesse


























ondeΩi é a potência média do sinali, i = 1, . . . , N .
Caso o ruído aditivo seja considerado, a expressão para a Prob bilidade deOutageConjunta no
ambiente Rayleigh independente é dada por









ondeMni [ · ] é a função geradora de momento deni, definida comoMni [s] = E[esni ], e a função
PĪ0(Ω, β) corresponde à probabilidade que todas as restrições SINR sejam atisfeitas na ausência do
ruído aditivo, sendo dada por (3.13).
6.2 Resultados Principais – MRCS
O MRCS é um esquema de combinação de diversidade no qual a saída deN combinadores por
razão máxima, cada um comMi ramos,i = 1, . . . , N , compõe as entradas de um combinador por
seleção. Considerando as saídas de cada receptor MRC independent s entre si, a taxa de cruzamento










FRj (r) , (4.7)
ondeNRi e FRj (r) são, respectivamente, a taxa de cruzamento de nível e a função distribuição acu-
mulada do sinal na saída do receptor MRCi.
A duração média de desvanecimento do sinal na saída do combinador MRCS, dada a AFD de





T−1Ri (r) . (4.8)
(4.7) e (4.8) são expressões já apresentadas na literatura ([38] e [39] , respectivamente), mas que
podem ser aplicadas diretamente para obter as estatísticasde segunda ordem na saída do combinador
MRCS.
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A razão sinal-ruído média na saída do combinador MRCS em um ambiente Nakagami-m onde
os Mi sinais de entrada do receptor MRCi (i = 1, . . . , N) são i.i.d. com SNR média igual aγ0i,





























Ao longo deste trabalho, foram identificados diversos problemas interessantes cujas soluções se-
riam contribuições relevantes para a área. Algumas destas questões são listadas a seguir.
6.3.1 Probabilidade deOutage Conjunta
• A formulação apresentada para a JOP considera um receptor simple , em que todos os si-
nais interferentes são detectados simultaneamente. Seriaint essante encontrar uma expressão
geral para a Probabilidade deOutageConjunta para um receptor que realiza cancelamento su-
cessivo de interferência [42]. Investigações preliminares mostraram que, conforme esperado,
esta arquitetura de receptor apresenta um desempenho significativamente melhor em termos da
probabilidade deoutageconjunta do que a arquitetura analisada neste trabalho.
• A integral para a JOP (2.16) foi calculada para um ambiente Rayleigh. Uma extensão do
trabalho de grande relevância prática seria encontrar uma expressão aproximada, ou até mesmo
fechada, para a JOP em um ambiente de desvanecimento mais geral, como Nakagami-m.
• Aplicar as expressões obtidas em problemas de dimensionamento de redesmultihop. Esse
trabalho já vem sendo desenvolvido pelo grupo de pesquisa doqual o autor faz parte (Wiss-
Tek/Unicamp) e tem apresentado resultados promissores.
• Analisar as possíveis aplicações da formulação para a Probabilidade deOutageConjunta em
rádio cognitivo. É interessante, por exemplo, verificar como as restriçõesβ podem ser ajustadas
de forma a definir a prioridade entre usuários primários e secundários.
6.3.2 MRCS
• Encontrar expressões para outras estatísticas na saída docombinador MRCS, como probabili-
dade de erro de bit e a função geradora de momento.
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• Formular a SNR média na saída do combinador para um parâmentro de desvanecimentom
qualquer. Investigações preliminares mostraram que isso pode ser feito em termos da Função
de Lauricella [43].
• Recentemente, um novo esquema de diversidade espacial para sistemas com múltiplas antenas
de transmissão denominadoSeleção da Antena Transmissora(TAS, do inglêsTransmist An-
tenna Selection) foi apresentado na literatura. Neste método, seleciona-se como antena trans-
missora aquela que resultará na maior SNR na saída do receptor, considerando que o receptor
combina por razão máxima os sinais recebidos [44, 45]. Surpeendentemente, as formulações
obtidas para a MRCS englobam o TAS como um caso particular, reduzindo-se a ele quando
considera-se que todos os receptores MRC possuem o mesmo número de antenas. É de grande
interesse, portanto, investigar a relação entre ambas as aplicações e verificar se as formula-
ções obtidas neste trabalho introduzem, como caso especial, r sultados novos para a análise do
método TAS.
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Apêndice A
Demonstração Auxiliar
Neste Apêndice, a demonstração que (3.8) simplifica para (3.9) será apresentada. Inicialmente,
o seguinte resultado será provado, válido para qualquer constanteA, considerandoΩi > 0, i =




















Um argumento indutivo será utilizado para demonstrar (A.1). QuandoN = 2, é fácil verificar que
(A.1) é satisfeita, provando, assim, a base da indução. Assumindo que (A.1) é válido paraN = k,
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onde a segunda igualdade segue ao aplicarmos duas vezes a hipótese da indução, concluindo a de-
monstração. A equação (A.1) também é válida quandoΩi = Ωj parai 6= j, e o resultado correspon-











= 1 . (A.2)






















































































































































Finalmente (3.9) segue diretamente ao substituir (A.7) no termo correspondente ao somatório em
(3.8).
Apêndice B
Um Breve Histórico do Trabalho
Desenvolvido
O objetivo desse apêndice é apresentar a trajetória subjacente à elaboração deste trabalho, de
forma que outros alunos que lerem possam se familiarizar como processo de elaboração de um
trabalho teórico na área de comunicações sem fio e as origens desta pesquisa. O autor tomará a
liberdade de, apenas neste apêndice, recorrer ao uso da narrativa informal em primeira pessoa.
Este trabalho não foi realizado na ordem que está apresentado aqui. Apesar dos resultados estarem
dispostos de forma direta, ou seja, uma demonstração do casogeral, seguido por casos particulares, a
direção que o trabalho caminhou foi consideravelmente diferent . Um leitor desavisado pode até vir a
acreditar que inicialmente eu abordei as formas mais geraisdos problemas, visualizando prontamente
cada passo das demonstrações e partindo, então, para os casos particulares. A verdade é que este
trabalho foi fruto de longas horas de tentativa e erro, experimentação e, por vezes, adivinhação.
Apesar dos resultados finais serem justificados através de umsólido embasamento matemático, foram
várias tentativas até que esta forma final fosse obtida. De fato, muitas vezes alguns dos resultados
que, da maneira que estão apresentados aqui, aparentam ser os mais triviais, ou as simplificações que
pareçam ser as mais óbvias, foram frutos de dias, ou até semanas, de esforço e validação.
A formulação para a Probabilidade deOutageConjunta surgiu a partir de uma pesquisa de Douto-
rado [12] onde propõe-se uma formulação analítica para o dimensionamento de redesmultihop. Uma
das questões não respondidas em [12] foi como calcular o efeito da interferência de uma chamada
admitida no sistema em todas as chamadas em andamento e, reciprocamente, o efeito da interferência
gerada pelas chamadas em andamento na chamada admitida. A formulação desse problema corres-
pondia à probabilidade que o sistema de desigualdades (2.1)fosse satisfeito, o que levou à definição
da Probabilidade deOutageConjunta. O objetivo principal era equacionar o efeito do controle de




Ao “atacar” este problema, inicialmente encontrei uma exprssão para a probabilidade de (2.1)
ser satisfeito na média. Este resultado baseava-se na soma de todas as desigualdades para as razões
sinal-interferência-mais-ruído, dando origem a uma condição menos restritiva. Apesar da formulação
resultante não ser exata, ela propiciou uma intuição fundamental para a resolução do problema: seria
necessário combinar as restrições SINR de forma a reescrever o sistema de desigualdades para as
SINR.
A partir disso, e seguindo os conselhos do meu orientador, come ei a estudar a JOP para o caso
mais simplificado possível, onde todas as restrições SINR são idênticas, os sinais são i.i.d. e possuem
uma distribuição Rayleigh e o sistema é limitado por interferência. Adotei várias abordagens para
formular a região de integração para este cenário, sempre utilizando o softwareMathematicapara re-
solver as integrações para o ambiente Rayleigh e verificandoos resultados com simulações realizadas
através do softwareMatlab.
Após diversas tentativas, foi possível formular uma expressão em forma integral considerando três
sinais mutuamente interferentes, cujo cálculo para um ambiente Rayleigh condizia com os resultados
das simulações. Utilizando esta formulação como ponto de partida, encontrei a região de integração
para quatro, cinco e, uma vez identificado um padrão, para um número qualquer de sinais mutuamente
interferentes. Apesar de ser apresentado apenas no final do Capítulo 3, de fato o primeiro resultado
relevante obtido foi a equação (3.14).
Com este resultado em mãos, e novamente seguindo os conselhos do Prof. Michel, fui adiante e
encontrei formulações para o caso onde as restrições SINR são distintas para cada sinal, mas ainda
considerando que os sinais são i.i.d. e Rayleigh. Isso levouà formulação geral apresentada em
(2.16). Ressalto, novamente, que cada passo foi verificado resolvendo-se a integral para o ambiente
Rayleigh e comparando com os resultados das simulações. Em seguida, encontrei expressões para a
JOP considerando o cenário onde os sinais mutuamente interferentes possuem potências distintas mas
as mesmas restrições SINR e, finalmente, para o caso geral apresentado em (3.13). Assim, ao invés
de estudar diretamente o caso mais geral, o problema foi abord d analisando inicialmente diversos
cenários simples e, a partir disso, generalizando as expressões obtidas para cenários mais complexos.
Os demais resultados, como as formulações considerando o ruído aditivo e a condição necessária e
suficiente para uma JOP não-trivial, seguiram diretamente.
A idéia do MRCS, por sua vez, surgiu a partir de uma questão da segunda prova da matéria
“Comunicações Móveis” (a prova era para casa) que cursei no primeiro semestre de 2007. Naquela
ocasião, o Prof. Michel propôs o problema de encontrar a SNR média na saída de uma MSC em
um cenário desoft-handoffconsiderando um ambiente de desvanecimento Rayleigh. Felizmente, eu
consegui resolver a questão e depois generalizar o resultado para o ambiente Nakagami. Reconheço
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que as outras estatísticas (a LCR, AFD e confiabilidade) foram mais simples de obter mas, mesmo
assim, constituem uma análise inédita para um método de combinação de diversidade nunca antes
apresentado na literatura. A história da “questão de prova que virou artigo” assusta, desde então, os
alunos recém-matriculados no curso de Comunicações Móveis.
Resumindo, a grande lição deste trabalho foi: a melhor abordgem para um problema matematica-
mente intrincado em engenharia é tentar resolver o caso maissimples, buscar compreender aintuição
por trás desse resultado e tentar gradativamente generalizá-lo para cenários mais complexos. Essa
afirmação pode parecer óbvia, mas creio que é um método que alunos iniciantes em pesquisa muitas
vezes falham em adotar (o que teria sido o meu caso se não fossea orientação que recebi). Creio
também que um resultado é interessante apenas no limite que oproblema que ele resolve é relevante.
Neste sentido, a ajuda do Prof. Michel foi absolutamente fundamental para identificar e formular os
problemas abordados, assim como para encontrar suas respectivas soluções.
Finalmente, este trabalho pode parecer, à primeira vista, intimidador. Não quero dizer com isso
que a matemática envolvida é muito avançada – muito pelo contrário, com exceção de alguns poucos
momentos, um conhecimento avançado de cálculo e probabilidade básica é o suficiente para enten-
der os resultados apresentados aqui. O que pode intimidar nesta dissertação, conforme descrito por
outros que leram o texto ou os artigos que surgiram do trabalho, é o excesso do uso de expressões
algébricas intrincadas e uma grande quantidade de demonstrações complexas. Admito que também
não acho as demonstrações apresentadas aqui ótimas – certamente existem outras mais compactas
e mais elegantes que levam às mesmas conclusões. No entanto,el s cumprem, no melhor do meu
entendimento, o seu papel: demonstrar os resultados principa s. Espero, sinceramente, que algum dia
um futuro aluno de pós-graduação olhe este trabalho e exclame: “Mas isso é trivial! Basta fazer uma
transformação de variáveis nesta equação!” ou algo do tipo.
Paul Erdös, o famoso matemático húngaro, costumava dizer que De s possui um livro onde to-
das as demonstrações estão escritas. Assim, quando ele via uma demonstração excepcionalmente
elegante, ele exclamava: "Esta é igual ao que está no livro!". Acredito, sinceramente, que um dia
poderei verificar a forma ótima das demonstrações apresentadas aqui.
