Deep convolutional neural networks-based methods have brought great breakthrough in image classification, which provides an end-to-end solution for handwritten Chinese character recognition (HCCR) problem through learning discriminative features automatically. Nevertheless, state-of-the-art CNNs appear to incur huge computational cost and require the storage of a large number of parameters especially in fully connected layers, which is difficult to deploy such networks into alternative hardware devices with limited computation capacity. To solve the storage problem, we propose a novel technique called weighted average pooling for reducing the parameters in fully connected layer without loss in accuracy. Besides, we implement a cascaded model in single CNN by adding mid output to complete recognition as early as possible, which reduces average inference time significantly. Experiments are performed on the ICDAR-2013 offline HCCR dataset. It is found that our proposed approach only needs 6.9 ms for classifying a character image on average and achieves the state-of-the-art accuracy of 97.1% while requires only 3.3 MB for storage.
Introduction
Offline handwritten Chinese character recognition (HCCR) has been a hot research filed over 40 years [1] to deal with the challenges of large number of character classes, confusion between similar characters and great diversity of handwriting style. In the last few years, a lot of traditional approaches With the blooming growth of computational power, massive amounts of training data, and better nonlinear activation function, deep convolutional neural networks have achieved significant improvement in many computer vision tasks. After the application of CNNs in HCCR problem, the progress achieved in the past 5 years has greatly surpassed traditional approaches with a large margin. However, deep convolutional neural networks are always involved with billions of parameters and multiply-add operations. Such huge computational cost and storage requirements still prevent the use of CNN model in portable devices.
In this paper, we proposed an efficient CNN architecture for offline HCCR problem. Our network unified the advantages of compact structure design, cascaded model and quantization. Firstly, we adopt the fire module proposed in SqueezeNet [2] to design an extremely computation and storage efficient CNN architecture. Secondly, a new technique called weighted average pooling was used to reduce the parameters of fully connected layers. Then, we added extra mid output layers to classify most character images with about half computational cost of final output. At last, quantization was conducted at whole network for further compressing. We tested the proposed architecture on ICDAR-2013 offline competition database, and it is found that it only takes 6.9 ms for classifying a character image on average, while achieves a state-of-the-art accuracy of 97.1% in the meanwhile.
The rest of this paper is organized as follows: Section 2 reviews the related works about Offline HCCR and CNN accelerating. Section 3 introduces the details about the proposed architecture, whereas Sect. 4 presents the experimental results, which includes computational cost, inference time and accuracy. The conclusions of this study and our future work are summarized in Sect. 5.
Related works

Offline HCCR
Handwritten Chinese character recognition (HCCR) has received intensive attention since early works in 1980s. The traditional HCCR approach involves three tasks: preprocessing, feature extraction and classification. Shape normalization is the most important part in pre-processing which can reduce the intra-class variations. Researchers have proposed many useful shape normalization methods such as nonlinear normalization, bi-moment normalization, pseudo-2D normalization and line density projection interpolation [3] . For HCCR, the statistical features such as Gabor feature [4] and gradient feature [5] will be more discriminable than structural features that mainly analyze the structure, strokes or parts of characters. The most commonly used models of classifiers include modified quadratic discriminant function (MQDF) [1] , support vector machines (SVM) [6] and discriminative learning quadratic discriminant function (DLQDF) [7] .
Due to the success of deep learning in image classification [8] [9] [10] [11] , the research for offline HCCR has been changed from traditional methods to convolutional neural networks (CNN). Multi-column deep neural networks (MCDNN) [12, 13] was the first application of CNN for offline HCCR. MCDNN trained eight networks using different datasets. All networks had four convolutional layers and two fully connected layers. The best performance of single network achieved an accuracy of 94.47%, outperforming the best traditional method with a significant gap. The accuracy was improved to 95.78% with ensemble of eight networks. In 2013 ICDAR offline competition [14] , a research team from Fujistu developed a CNN-based method and took the winner place with an accuracy of 94.77%. In 2014, they adopted a voting format of four alternately trained relaxation convolutional neural networks (ATR-CNN) [15] , which improved the accuracy to 96.06%. Zhong et al. [16] combined the traditional feature extraction methods with character image as input and adopted the inception architecture proposed in GoogLeNet. They reported an accuracy of 96.35% , 96.64% and 96.74% with single, 4 and 10 ensemble models, respectively, which became the first one beyond human performance. Zhang et al. [17] used the traditional gradient maps as network input and obtained an accuracy of 96.95%. With an additional adaptation layer, the recognition accuracy was further improved to 97.37%, which set new benchmarks for offline HCCR. Xiao et al. [30] adopted low-rank expansion and pruning technique to solve the problems of speed and storage capacity. The recognition of an character image took only 9.7 ms on a CPU while required only 2.3 MB for storage.
Compressing and accelerating
In the early CNN structures, such as AlexNet [8] and VGG [9] , the convolutional layers incur most of the computational cost while the fully connected layers contain the most network parameters. In the last few years, there has been a significant amount of works on compressing the model size and accelerating inference speed. These works can be mainly divided into two categories: compressing pre-trained deep networks and designing compact layers.
For fully connected layers, Chen et al. [18] used the hash function to group weights into limited buckets, where connections in the same bucket share parameter value. Xue et al. [19] applied singular value decomposition (SVD) on the weight matrices in DNN, which reduces the parameters and accelerates the inference time on fully connected layers. Tensor factorization decomposed the weights into several pieces to compute convolutions with small kernels. Max et al. [20] constructed a low-rank basis of filters that are rank-1 in the spatial domain. The 4D kernel matrix is decomposed into a combination of two 3D filters. Lebedev et al. [21] used CP-decomposition to replace the original convolutional layer with a sequence of four convolutional layers with small kernels. Han et al. [22] proposed deep compression which reduces the storage required by AlexNet from 240 to 6.9 MB by combining pruning, weight quantization and Huffman coding. Some works [23, 24] aimed to remove redundant channels on feature maps. Channels pruning did not result in sparse connectivity patterns; thus, special sparse convolution libraries were not needed like Han's method.
Lin et al. [25] proposed a new strategy called global average pooling to replace fully connected layers with no parameters. SqueezeNet [2] replaced 3 × 3 filters with 1 × 1 filters and decreased the number of input channels to 3 × 3 filters to design a very small network. The work in [26] introduced a depthwise separable convolution which only uses 8-9 times less computation than standard con- volutions. Pointwise group convolutions proposed in [27] reduced computational cost in dense 1 × 1 convolutions. BinaryNets [28, 29] constrained the weights and activations to ± 1 and replaced most floating-point multiplications by 1-bit exclusive-NOR operations. Although BinaryNets was able to provide the best compression rate and fastest speed-up, the accuracy dropped a lot when dealing with large CNNs. Forrest et al. [2] proposed a fire module to reduce the parameters and computational cost in standard convolutional layer. As Fig. 1 shows, the fire module consists of tow parts: squeeze layer which has only 1 × 1 filters, expand layer that has a mix of 1 × 1 and 3 × 3 convolutional filters. Squeeze layer produces a feature map with N /8 channels, feeding into an expand layer which outputs two feature map with N /2 channels separately.
A fire module has the computational cost of:
By replacing standard convolutional layer with fire module, we get a reduction in computation (and storage) of:
We adopt the fire module to design our base network, which uses 6-9 times less computation and storage than standard convolutional layer. The full architecture of our base network is shown in Table 1 .
Weighted average pooling
In the early CNN architecture, convolution is performed in the lower layers of the network. For classification, the feature maps of the last convolutional layer are flattened and fed into fully connected layers. Those networks treat the convolutional layers as feature extractors, and the extracted feature is classified with a traditional neural networks. In AlexNet and VGG-nets, extracted features are fed into three fully connected layers: The first two has 4096 neurons, and the third performs 1000-way classification. The number of parameters in the fully connected layers is about nine times more than convolutional layers. Instead of adding fully connected layers on the top of the feature maps, Lin et al. [25] proposed global average pooling (GAP) to replace the traditional fully connected layers in CNN. They took the average of each feature map, and the result was fed directly into the softmax layer. This strategy was used in later networks such as GoogLeNet [10] and ResNet [11] .
However, global average pooling simply aggregated the feature maps that stores the feature computed at each coordinate, which led worse result compared with fully connected layer in HCCR. To avoid the accuracy drop caused by GAP, we added attention mechanism when performing global average pooling. An additional trainable kernel W was added in this layer, and we called this strategy as weighted average pooling (WAP).
The feature vector y was computed as a weighted sum of these feature maps x:
The weight α of each location was computed by
where W was an trainable kernel which has same shape as the feature maps, and α performed like a attention mask. Experiments showed that our method outperforms the global average pooling by a large margin with only a few parameters increased. 
Cascaded model in single CNN
Recalling the development of CNN structure used in HCCR, increasing the layers of CNN model improved classification performance, which leads more computational cost. The first successful CNN model applied in HCCR only had four convolutional layers and two fully connected layers and achieved an accuracy of 94.47% with 170 MFLOPs [13] . And the state-of-art CNN model had 12 layers, which achieved an accuracy of 97.59% with 1.2GFLOPs [30] . It took additional six times multiply-accumulate operations with 3.1% accuracy increase. This inspired us to use shallow networks to recognize the most easy character images with low computational cost, and feed the confusing character images into a deeper network for better performance. The cascaded model completed most classification with shallow network, which is able to reduce the inference time on average. Furthermore, we implemented the cascaded model by adding extra classifiers on the mid layers of a trained deep convolutional neural networks. To the best of our knowledge, GoogLeNet [10] was the first trial to add auxiliary classifiers connected to the layers in the middle of the network. However, these auxiliary output layers were discarded at inference time. In our network, the mid output layers allowed to complete classification with lower computational cost, and the final output ensured that the total model has a good performance. Besides, averaging on different output results could increase the accuracy of final output. We added two mid output layers: Mid-A and Mid-B. Mid-A is located after fire4, which consists of a same fire module like fire5, a weighted average pooling layer and a softmax layer for classification. Mid-B is located after fire6, which consists of a same architecture like Mid-A, except the fire module has a same output like fire7. The architecture is shown in Fig. 2 .
Experiments
Experimental data
We used the offline CASIA-HWDB1.0 (DB1.0) and CASIA-HWDB1.1 (DB1.1) datasets for training our neural network and evaluated our model on the ICDAR-2013 offline competition datasets. All datasets were collected by the Institute of Automation of the Chinese Academy of Sciences. The number of character classes is 3755 (level-1 set of GB2312-80).
Training dataset contains about 2.67 million samples contributed by 720 writers and competitionDB contains about 0.22 million samples contributed by another 60 writers [31] . 
Experimental settings
Within a certain range, increasing the size of the input character image improved recognition accuracy, but led more computational cost. Considering the classification performance and the computational cost, we resized the input characters into 64×64. Since batch normalization was added at all convolutional layers, we initialized the learning rate at 0.1, and then reduced it ×0.1 when the accuracy stops improving. We used stochastic gradient descent algorithm to train our model. The mini-batch was set to 256 with a momentum of 0.9. To avoid overfitting, we added the dropout layer before all softmax layer where the ratio was set to 0.5 for final output and 0.2 for mid output layers. Another regularization strategy we used is the weight decay with L 2 penalty. The multiplier for weight decay was set to 10 −5 during the training process. We conducted the training process on Tensorflow [32] using a GTX TITAN X GPU card.
Comparison of HCCR-FC, HCCR-GAP and HCCR-WAP
We designed three different architectures before performing classification: (1) We flattened the feature maps extracted by the base network, and the resulting vector was fed into a hidden layer which has 1024 neurons (HCCR-FC); (2) We took the average of each feature map (HCCR-GAP); (3) We added an additional trainable kernel W to perform weighted average on each feature map (HCCR-WAP). We evaluated the performance comparison of different classification way on ICDAR-2013 competition dataset. Table 2 shows a comparison of these three models in classification accuracy and number of parameters. The recognition rate with HCCR-GAP we obtained was 96.47%, whereas the recognition rate with HCCR-FC was 96.95%. However, adding a fully connected layer before classification brought additional 33.6 millions parameters. The proposed weighted average pooling achieved a comparable accuracy of 96.91% with only additional 0.03 millions parameters. It can be seen that replacing fully connected layers with global average pooling will cause significant decline on performance. And the proposed weighted average pooling can well balance the number of parameters and model accuracy. 
Training strategy
We trained the proposed architecture in two different ways:
(1) training all classifiers together (joint training); (2) training the final classifiers firstly and fixed the parameters in the base network, then training the extra mid output layers separately. We found that training all classifiers led better performance at mid output layer but worse recognition rate at final classifiers. The details are shown in Table 3 . Since the mid classifier had fewer model capacities, the classification loss of the mid classifier would be greater than the final classifier. Joint training treated all classifiers equally, and the optimization would be primarily focused on the larger loss at mid layers. Compared with the state-of-the-art models, the performance of joint training dropped a lot; thus, we adopt the parameters trained by the second strategy to conduct the later experiments.
Results of cascaded model
After training the model using DB1.0 and DB1.1, we measured the performance of middle output layers and the final output layer on each image of ICDAR-2013 offline competition datasets. We also measured the inference time on CPU by the middle output layers and the final output layer. The experiments were carried out on a PC equipped with 3.6GHz Intel Core i7-6700 and 8GB of memory. Table 4 shows the experimental results including all output layers. Benefits from fire module, the final model achieved an accuracy of 96.91% with only 94M multiply-accumulate operations. It only took 9.2 ms to classify a character image, which is even faster than [30] . It is noteworthy that Mid-A achieves an accuracy of 94.36% with about half computational cost of final model. We used class probabilities as a good criteria for early inference. If the highest class probability exceeded a pre-defined threshold, the recognition was completed. It was no doubt that the smaller the threshold is, more samples will be classified at mid output layers, which means it will take less time to complete inference. The trend that the proportion of the samples with early inference at Mid-A changes with the threshold is shown in Fig. 3 . However, early inference will decrease the chance of a character being correctly classified. To balance the computational cost and the recognition rate, we set the threshold as 0.98, and about 76% of images could be classified at Mid-A. Since the accu- 
Comparison of different methods on ICDAR-2013 competitionDB
To show the superiority of the proposed models, we compare the performances of different models using ICDAR-2013 offline HCCR competition datasets. The results are shown in Table 5 . It can be seen that our cascaded model outperforms all others. Compared with the best results of traditional MQDF-based methods, our model achieved a significant improvement of 4.39%. The work in [30] was the first trial to compress and accelerate CNN model in HCCR. Low-rank expansion was adopted to decompose the convolutional layer for acceleration purposes. It brought about 4× theoretical complexity reduction and 2× actual speed-up in implementation. Besides, an Adaptive Drop-weight technique was proposed for pruning redundant connections, and a k-means clustering algorithm was used to quantize weights. These strategies could compress the network to 1/18 of the original size of the baseline model. Although the methods in [30] have made extraordinary achievements, it still has some drawbacks. When performing global supervised low-rank expansion, the training process was conducted in a layer-by-layer manner, which Human performance [3] 96.13 n/a n/a n/a n/a HCCR-Gabor-GoogLeNet [16] is very time-consuming. And due to the lack of special sparse convolution libraries, the theoretical complexity reduction caused by pruning did not work in actual implementation. Compared with [30] , our approach was simpler and more efficient. Benefits from the fire module and weighted average pooling, our baseline model has the smallest amounts of computational cost and number of parameters before applying compressing algorithm. Then, the use of mid output layer helped to classify most character images with less computational cost, which helped us achieve the fastest inference speed. And averaging the results of Mid-B and final model increased the accuracy by 0.2%, which achieved the state-of-the-art accuracy of 97.14%. Besides, our quantitative approach was more concise and efficient. It did not require pruning and clustering, which means a more convenient way to decode.
Conclusion and future work
In this paper, we designed an efficient CNN architecture for large-scale HCCR involving 3755 classes. We proposed a weighted average pooling to balance the accuracy and the number of parameters. And we implemented a cascaded model in a single CNN by adding extra mid output layers, which reduces the average inference time significantly. These ideas can also be used in online HCCR. In future work, we plan to combine the proposed framework with other compressing methods to further reduce the model size.
