Aerial infrared target tracking is the basis of many weapon systems, especially the air-to-air missile. Till now, it is still challenging research to track the aircraft in the event of complex background. In this paper, we focus on developing an algorithm that could track the aircraft fast and accurately based on infrared image sequence. We proposed a framework composed of a tracker based on correlation filter and a detector based on deep learning, which we call combined tracking and detecting (CTAD). With such collaboration, the algorithm enjoys both the high efficiency provided by correlation filter and the strong discriminative power provided by deep learning. Finally, we performed experiments on three representative infrared image sequences and two sequences from VOT-TIR2016 dataset to quantitatively evaluate the performance of our algorithm. To evaluate our algorithm scientifically, we present the experiments performed on two sequences from AMCOM FLIR dataset of the proposed algorithm. The experimental results demonstrate that our algorithm could track the infrared target reliably, which shows comparable performance with the deep tracker, while running at a fast speed of about 18.1 fps.
Introduction
Infrared (IR) target tracking and detecting play a crucial role in military, video surveillance, and aeronautics applications [1, 2] . In military applications, IR imaging guidance is the development trend of IR guidance technology, which has attracted considerable attention due to its outstanding advantages of strong anti-interference ability, long detection distance, all-weather observations, and high guidance precision [3] . However, in contrast to visual images, IR images generally have low spatial resolution, poor signal-to-noise (SNR) ratios, and lack of textural information (see Figure 1 ) [4] . What is more, the platform used for tracking the aerial target moves so fast, which raises the problems of background motion and low target resolution [5] . Moreover, the development of various IR decoys makes it harder and harder to track the aerial target based on the IR image sequence. Despite significant progress in recent years, it remains a challenging task to find the useful information through the IR image sequence [6] . The tracking of an airborne IR target in a complex combat environment remains a challenging research field for IR imaging guidance.
Extensive work has been done in the area of aerial IR target tracking [3, [6] [7] [8] . Meanwhile, numerous superior trackers have been proposed in visual tracking, especially the deep tracker. When we use some classical algorithms in visible images to track the fighter in the complex background, it could not make us satisfied. Moreover, the infrared decoy develops fast in recent years, which presents the new challenge of tracking the fighter. The main challenge includes varied decoy, deformation, heavy occlusion, out-of-view, and illumination change from rapid maneuvering. The IR images are obtained by sensing the radiation in the IR spectrum, and due to this property, the signature of IR images is quite different from visual images.
In essence, IR target tracking could also be treated as a visual object tracking issue, which plays a crucial role in computer vision and many other domains. Inspired by the excellent performance of the algorithms in the visual object tracking (VOT) challenge, we introduced the superior tracking theory to IR target tracking [9] . The VOT 2017 results show that the mainstream methods of tracking algorithms are mainly divided into three types: the first is the traditional correlation filtering method, the second is based on the convolutional neural network method, and the third is the combination of deep convolution features and traditional collaborative filtering. Among them, the method using deep convolution feature and collaborative filtering is the best. Despite the above-mentioned progress in either speed or accuracy, real-time, high-quality tracking algorithms remain scarce, especially for IR target tracking. Our approach builds on two major observations based on prior work. The first one is deep learning-based techniques benefit from the expressive power of CNN features, which have outperformed previous low-level feature-based trackers [10] . Such algorithms, unfortunately, often suffer from high computational burden and hardly run in real-time. The other is the correlation filter-based trackers easily running at real-time, which also have an acceptable accuracy. To balance the tracking performance and the speed, we propose to build real-time high-accuracy tracker composed of a tracker based on correlation filters (CF) and a detector based on deep learning, which could track the target under the cluttered or even deceptive background. The main contributions of this work include the following:
As our first contribution, we explored the implication of excellent algorithm in IR target tracking, including LSST [11] , TLD [12] , KCF [13] , LCT [14] , C-COT [15] , and ECO [16] . The experiment result is meaningful for the research of aerial target tracking based on IR image sequences. An example of the tracking result was shown in Figure 2 .
Our second contribution is a tracking algorithm called CTAD, which shows comparable performance with the deep tracker, while running at a fast speed of about 18.1 fps, as shown in Figure 3 , for instance.
The third contribution is that we use a detecting algorithm to detect the target when it is lost, which is beneficial for the tracking of the aerial target. As a result, the algorithm is more applicative for the aerial infrared target tracking. The remainder of the paper is organized as follows. In Section 2, we examine the existing literature and explain why we used a structure of combined tracking and a detector . In Section 3, we present the model structure of our approach, and then the details of the algorithm are introduced. In Section 4, we present experimental results and compare it with state-of-the-art algorithms in three representative IR image sequences and two sequences from VOT-TIR2016 dataset. We also present the experiments performed on two sequences from AMCOM dataset of the proposed algorithm. Comprehensive experiments clearly demonstrate that our approach concurrently has excellent performance in both tracking accuracy and speed.
Related Work and Problem Context
In this section, we first present a detailed review of the IR trackers and visual trackers based on the discriminative correlation filter and deep learning. Moreover, we introduced the idea of verification in tracking, which inspired us to design the structure of CTAD.
IR Trackers.
IR sensors/cameras produce images with a low SNR, which causes differences between IR trackers and visual trackers to some extent. In [17] , data received from the autopilot was used to improve the robustness and speed of the target tracking. When the size of the target does not change significantly and ego-motion is small, the exploiting morphological operators could benefit the tracking accuracy. In [6, 18] , morphological filters are used in conjunction with multiscale decomposition and adaptive thresholding techniques to enhance SNR. Mean-shift based approaches are widely used in IR target tracking, as they provide a general optimization solution, which is independent of target features. However, it could not track the target properly when the target is affected by strong sensor ego-motion. In [19] , they compensate the ego-motion using Gabor responses of two consecutive frames and proposed a pseudo-perspective motion model. In [20] , they used a motion prediction metric to identify the occurrence of false alarms, and the tracking performance was improved by target detection based on efficient template matching. Moreover, consistency check and adaptive prediction are also used soon in IR target tracking. In [21] , AM-FM consistency check was used for IR target tracking, which could dramatically improve the performance of challenging infrared data sequences and even the AMCOM forward-looking IR dataset. In [22] , adaptive prediction of initial searching points was used to improve the efficiency and robustness of the tracker. In [23] , histogram-based appearance learning was introduced to IR target tracking. Combined with the adaptive Kalman filter, it also got a good result in the AMCOM IR dataset.
As we can see from above, many scholars have done a lot of work on this problem and made brilliant achievements. At the same time, deep learning has got a state-of-the-art result in both target tracking and detecting. We introduce the research findings of visual trackers to improve the performance of the IR tracker.
Visual Trackers

Discriminative Correlation Filter.
Correlation filters originated from the field of signal processing and was later applied to image classification and other aspects [24] . Correlation is a measure of the similarity of two signals. If the two signals are similar, the correlation value is higher. In the tracking application, it is necessary to design a filter template so that when it acts on the tracking target, it gets the most maximal response. It has shown dominant and impressive results on many object tracking benchmarks [9] . The most impressive advantage of correlation filters is their high speed. In [25] , the correlation filters could deal with 669 figures per second, which raises the speed of tracking algorithm from the real-time level to the highspeed level. Impressed by the state-of-the-art performance of the correlation filters, Henriques et al. [26] improved the tracking performance by extending the correlation filter to multichannel inputs and kernel-based training. It could perform 320 fps using the Histogram of Oriented Gradient. In [13] , it has been extended with kernels and multichannel features, which could get a higher precision. Nevertheless, those methods are limited to only estimating the target translation; they could not track the target properly when the target has significant scale variations. In [27] , they tackled the challenging problem of scale estimation for visual tracking with discriminative correlation filters. The advancement in DCF tracking performance is predominantly attributed to powerful features and sophisticated learning formulations.
For an IR imaging missile, the tracking precision of the final term is much more crucial than the beginning and the middle term. The tracking of the aerial IR target tracking is a long-term tracking issue, so we must consider the changes of appearance. However, long-term tracking is much more difficult than short-term one. With the change of size, characteristics, and appearance of the aerial IR target, the effectiveness of correlation filter could not fit the requirement of aerial IR target tracking completely. Therefore, the deep learning method may give us a new solution.
Deep Trackers.
The performance of visual tracking has vastly improved with the advances of deep learning research [28] . In [29] [30] [31] , the conventional network was used as a feature extractor, and they all adopt correlation filter as their base tracker. MDNet [32] trains a small-scale network by separating domain-specific layers, which shows that the CNN depth feature is indeed used to improve the tracking results. C-COT [15] employs the implicit interpolation method to solve the learning problem in the continuous spatial domain. ECO [16] is an improved version of C-COT in terms of both performance and speed. While these trackers result in high accuracy and robustness, their computational speed could not fulfill the real-time requirement of online tracking [15, 29] .
The state-of-the-art performance of deep trackers benefits from the expressive power of CNN features. However, unfortunately, it often suffers from high computational burden. What is more, the computing power of the missile platform is not comparable with the high-performance GPU, which makes it even impossible to use deep trackers in our application. As a result, the trackers based on deep learning are not a good solution in our application by now.
YOLO: You Only Look
Once. Deep learning model provided a method for learning representations of data with multiple levels of abstraction. It has dramatically improved the state-of-the-art in visual object recognition and many other domains. With the development of the deep learning, the new architectures accelerate the progress of visual object recognition [33, 34] . YOLO is a new approach for object detection which contains a single network, it can be optimized end-to-end directly on detection performance [35] . Unlike the traditional deep learning object detection algorithms [34] , YOLO deals with the object detection as a regression problem. The experiment of the YOLO shows it could process images in a much higher speed. Moreover, the author made modifications to the prior version of YOLO, which made it more and more superior for detecting task.
To improve the accuracy of object positioning and recall rate, the author of YOLO proposes various improvements to the YOLO detection method called YOLO9000 [36] . In this paper, they employ the idea of anchor box in the fast R-CNN to modify the architecture. The output layer was replaced by the fully connected layer, and the ImageNet object classification data was used for training the model. Compared to YOLO, YOLO9000 has greatly improved in terms of recognition type, accuracy, speed, and positioning accuracy.
In [37] , the author makes some changes to the YOLO9000 to make it better. It is a little bigger than last time but more accurate. They produced the multiscale prediction and a better classifier rather than Soft-max. Compared with the two previous versions, the YOLOv3 is more accurate and faster.
Verification in Tracking.
For a long-term tracker, the idea of verification is a crucial and useful approach for improving the performance of the tracker. The TLD tracker is a good example, in which tracking results are validated per frame to decide how learning and/or detection shall progress. Unlike in previous studies, the verification in our algorithm should have the ability to detect the IR target in the event of complex background, especially the infrared decoy. If the tracker could not track the target properly, we need to detect the target again until the target could be tracked rightly.
Despite deep learning trackers obtaining superior performance, they suffer from the heavy computation for extracting deep features from every figure. Motivated by the verification approach and the application of the aerial target, we need to design algorithm considering two issues. On the one hand, the effective verification mechanism is quite necessary. On the other hand, the tracker needs to track the target properly in most cases.
In summary, we proposed an algorithm composed of a tracker based on the structure of the LCT tracker and a deep learning detecting method based on the YOLOv3. As a result, it could take advantage of both deep tracker and high-speed correlation filter.
Methodology
In the following section, we would like to introduce the details of our algorithm called CTAD: a tracker based on the LCT and a detector YOLOv3 used for verifying the tracking result. First, we would like to introduce the framework of our algorithm. Second, we will provide details about the tracker and the detector .
Framework.
The algorithm contains two parts: one is the tracker , and the other is the detector . The two components work together toward real-time and high-accuracy tracking. Illustration of the CTAD is shown in Figure 4 .
(i) The tracker is the core of the algorithm, which is responsible for tracking the target in most of the process. It is responsible for the "real-time" requirement of our application. This tracker was chosen with vast tests using our IR image sequences. The structure of the is based on an algorithm called LCT, which was proposed to address the problem of long-term visual tracking where the target undergoes significant appearance variation and heavy occlusion. Through decomposing the task of tracking into translation and scale estimation of objects, the algorithm improves the accuracy and reliability under complex environment.
(ii) The detector , based on deep learning called YOLOv3, is used as a verification in tracking. The result of YOLOv3 shows that, in most cases, the Mathematical Problems in Engineering method could detect the target even if it contains complex background. In our approach, the detector is used for supporting a new position of the target in a frequency of a still value. To avoid heavy computation, detector only verifies the tracking result in a certain frequency, which means that in most cases the tracker works independently.
In our research, the tracker and the detector work together with necessary interactions to keep tracking the target in acceptable precision and speed. When the tracker could not find any target in the view or it has dealt with more than Δ figures, the tracker sends a request for verification (red solid in Figure 4 .). The detector detects the target in the view at that time and sends the detection result to the tracker . Then, the tracker continues to track the target again. The tracker and detector were initialized in the first frame. When we have used images in the image sequence, the detector starts to work. With the implication of the YOLOv3, the tracker could get a verification. Then, we still use tracker to track the target until the end of the process.
It is worth noting that the CTAD combines two excellent algorithms in tracking and detecting field. The tracking algorithm has been evaluated in our IR image sequence, which could track the target properly even in a complex background. The YOLOv3 is a modified version of the YOLO. Algorithm 1 summarizes the general CTAD framework.
CTAD Implementation
Tracking T: Two Regression Models Based on Correlation
Tracking. We choose the LCT tracker [14] as the base of the tracker in our algorithm based on its superior performance in long-term tracking and numerous implications in our IR image sequences. As a long-term tracking algorithm, the LCT could fit the need for the IR image guidance missile. LCT is a tracker based on DSST [27] , which added the third filter responsible for detecting target confidence. Tracking confidence is quite crucial for aerial target tracking, which needs to be able to reflect the reliability of each tracking result. When the tracking confidence is low to a certain number, we need to detect the target in the view again. In the general formulation, a correlation filter contains a set of training patterns and labels ( 1 , 1 ) , . . . , ( , ), a classifier ( ) is trained by searching the parameters that minimize the regularized risk. When the classifier has a form like ( ) = w + , the issue could be described like this
Here ( , ( )) is a loss function, is a parameter used to control the amount of regularization, and w refers to learning rate, which contains the coefficients of a Gaussian ridge regression [38] . We use ( , ( )) = ( − ( )) 2 as the loss function. We need to find the w, which could get the goal of (1). It could be written like this
Here denotes the mapping to a kernel space. Fast Fourier transformation (FFT) was used to compute the correlation. Then, the object function could be minimized as follows.
The coefficient a is defined by the following equation:
where F denotes the discrete Fourier operator. For a new image with the search window size × , the response map could be obtained from the following function:
wherex denotes the learned target appearance model and ⊙ is the Hadamard product. Therefore, the new position of target is detected by searching for the location of the maximal value ofŷ.
As shown in Figure 5 , there are two regression models based on correlation filters from one single frame. The context model was calculated based both the target and surrounding context into account. As a temporally stable and useful information, it is quite useful to discriminate the target from the background in the case of occlusion. The regression model needs to be capable of dealing with the issue of occlusion, deformation, and abrupt motion. So, the model is updated with a learning rate frame by frame aŝ
where denotes the index of the current frame.
The other discriminative regression model used for estimating the scale of the target from the most reliable tracked targets. Based on the observation of the scale of little change between two consecutive frames, the maximal value ofŷ was used for describing the confidence of the tracking result. To improve the stability of the model, only update the model when max(̂) ≥ . is a predefined threshold.
= arg max (max (̂1) , max (̂2) , . . . , max (̂)) (7) Accordingly, the regression model is updated by (6a) and (6b) when max(̂) ≥ .
Detector D:
YOLOv3. As we know, deep learning could act as state-of-the-art in the detecting task. It could learn very general representations of objects, which is crucial for the tracking of the fighter. Unlike the traditional detection systems that repurpose classifiers to perform detection, where the classifier is run at evenly spaced locations over the entire image with sliding window and region proposalbased techniques [33, 34] , YOLO uses a single convolutional network that simultaneously predicts multiple bounding boxes and class probabilities for those boxes, then trains the network on full images, and directly optimizes detection. The structure has many advantages, such as high speed and robustness. YOLOv3 is the latest version of YOLO, which is one of the most balanced target detection networks for speed and accuracy. Through the integration of various advanced methods, the short board of YOLO series was modified.
Following YOLO 9000, the YOLOv3 predicts bounding box using the anchor boxes. Four coordinates were predicted by network for each boning box ( , , , ℎ ). Once the cell is offset from the top left corner of the image by ( , ), then the bounding box point has width and height, and then the predictions correspond to the following.
The equations above are convenient for the computation of the ground truth value. They predict an objectness score for each boning box using logistic regression. If the bounding box prior overlaps a ground truth object by more than any other bounding box prior, it should be 1. If the bounding box is not the best but does overlap a ground truth object by more than a threshold of 0.5, the prediction will be ignored. Different from the YOLO9000, YOLOv3 will only assign one bounding box prior for each ground truth object. If previous bounding box is not assigned to grounding box objects, the coordinates or category forecast will not cause damage.
Different from the past YOLO, which always struggled with small target, YOLOv3 uses multiscale feature fusion, so the number of bounding boxes is much higher than before. The YOLOv3 is more sensitive for small targets. It predicts boxes at three different scales.
A new network called Darknet53 used for performing feature extraction was proposed, which has 53 convolutional layers. It uses successive 3 × 3 and 1 × 1 convolutional kernel and much more layers than before. The Dark-53 is more powerful than the ResNet-101, as well as the Dark-19. It achieves the highest measured floating-point operations per second and will better utilize the GPU.
In summary, YOLOv3 is a superior detector, which is fast and accurate. In the CTAD, the superior performance will benefit the tracking accuracy of the tracker.
Experimental Results
Implementation Details and Dataset.
Our tracker is implemented in MATLAB and the detector uses TensorFlow on a single NVIDIA GTX 1080 GPU with 4GB memory. The two networks communicated with each other via a TCP-IP socket. The detector is used to verify the tracking module when LCT works nearly all over the tracking process. The detector is based on the YOLOv3, which was trained with a training dataset composed of a sequence of 2200 IR images. And, it contains a new IR image sequence with 1783 images and 154 images from the sequence 1, 120 images from the sequence 2, and 143 images form the sequence 3. When we trained the network of the YOLOv3, we made an iteration of 5000 times.
In order to evaluate performance related to Δ , we change the value of Δ form 20 to 180 during the experiment on twelve IR sequences. The result of the experiment was shown in Figure 6 . In order to find a balance between accuracy and speed, we chose Δ =100 in our algorithm.
We valuated our algorithm CTAD in three representative IR sequences supplied by simulation software used for infrared image processing and two sequences form VOT-TIR2016 dataset. The VOT-TIR2016 dataset are public and available online (http://www.votchallenge.net/vot2016/dataset .html). The simulated sequence lengths varied from 600 to 1100 figures. The individual sequence typically consists of different background (modicum cloud, middling cloud, vast cloud, clear sky), number of decoys, sorts of maneuvers, which pose challenging of interference and scale variations, fast motion.Each IR image sequence contains a complete tracking process. The details of the five image sequences is shown in Table 1 .
Evaluation.
As performance measure, we chosen six kinds of classic tracking algorithm. All the tracking methods are evaluated by two metrics: (i) Precision plot, which shows the percentage of image frames whose tracked location is within the given threshold distance of ground truth. (ii) Success plot, the metric of the success plot evaluates the tracker with bounding box overlap [32] . which shows the given the tracked bounding box and the ground truth bounding box, the overlap score is defined as in the following equation:
where ∪ and ∩ represent the intersection and union operators, | ⋅ | denotes the number of pixels in a region.
The speed of tracking methods is affected by different factors despite the very of the platform. For aircraft tracking, the images sequences change fast as the high speed. The speed of the algorithm is the basis of application requirement. As the length of the image sequence is different, we make an operation of average to make the evaluation more exactly. The fps (figure per second) was calculated with the following equation:
where represent the length of the image sequence, denotes the cost time, denotes the index of the image sequence.
Experiment on the IR Dataset.
The state-of-the-art methods, including TLD, LSST, KCF, C-COT, ECO, LCT were estimated on the dataset above. Those method contain deep trackers, Discriminative Correlation Filter method and machine learning method. All the trackers above were employed in the three image sequences and two sequences form VOT-TIR2016 dataset. We employ one-pass evaluation (OPE) to compare those trackers. Figure 7 shows the success plot and precision plot of our algorithm and six kinds of state-of-the-art trackers in simulated IR sequences and two sequences form VOT-TIR2016 dataset. Our approach shows comparable performance with the deep trackers like C-COT and ECO, while run at a fast speed of about 18.1 fps. Moreover, higher accuracy than traditional correlation filtering method and machine learning methods.
Following the protocol in [39] , we compare the results of all the trackers in this paper in Table 2 , which based on OPE using distance precision rate (DPR) at a threshold of 20 pixels and and overlap success rate (OSR) at an overlap threshold. This table shows that CTAD outperforms other state-of-the-art trackers in most cases, which achieves a DPR 81.1%of and OSR of 75.7%. Although the deep trackers show higher accuracy in some cases, the speed of our approach is about 8.3 times than the deep trackers. Compared with the base-line LCT, our CTAD achieves a higher improvement in many cases, especially when the scale of the target changes severely.
In the experiment, we made a qualitative evaluation of our algorithm and other trackers. Compared with other trackers, our approach could track the aircraft more reliably. Even in the cases of the interference, complex background, fast motion. As showed in Figure 8 , the precision of LCT decrease in the case of heavy scale changing. When we use YOLOv3 to verity the tracking result, the tracking precision could be improved obviously. The precision of ECO is misadventure in the case of the scale of the target changes severely, especially in the sequence 1. The bonding box of C-COT and ECO is usually much smaller than the aircraft, which will threat the tracking performance of the IR imaging missile. KCF could tracking the aircraft reliable at first, however, when the target made moves fast in the figure, it could not track the aircraft effectively.
In order to evaluate our tracker move scientifically, As illustrated in Figure 9 , we compared it with the top 5 trackers of VOT-TIR2016 [40] , SRDCFir [41] , EBT [42] , TCNN [43] , Staple TIR [44] , SHCT. The tracking result of VOT-TIR2016 are public and available online (http://www.votchallenge.net/ vot2016/results.html). Our algorithm has a comparable performance with the top-5 trackers from VOT-TIR2016 on DPR and OSR. As shown in Figure 8 , the sequence VOT-TIR 1 which contain 178 frames, our algorithm ranking third. For the sequence VOT-TIR 2 which contain 1035 frames, it ranking first. From the data from the Table 3 , we could clearly see that, our algorithm has a comparable performance with the top 5 trackers of the VOT-TIR in both accuracy and speed. Especially, when it is a long-term tracking task, our algorithm has a state-of-the-art performance compared with the best tracker of the VOT-TIR2016.
In addition, we also evaluated our algorithm in two sequences from the famous forward-looking infrared (FLIR) dataset named AMCOM. The datasets were available to us in grayscale format and each frame is 128×128 pixels. As illustrated in Figure 10 , we compared the DPR and OSR in AMCOM sequences lwir 1608 and lwir 1913. Our algorithm has excellent performance on location precision and an acceptable OSR. Table 4 shows that the DPR of our algorithm ranks first in sequence lwir 1608. When it comes to sequence lwir 1913, the DPR of our algorithm ranks second. It is worth noting that the OSR of all the trackers using deep features only has ordinary performance in the assess of OSR. This could have been caused by the poor image quality as it is only 128 × 128. With the development of the IR technology in airto-air missile, the image quality has been improved vastly. In the experiment, we also made a qualitative evaluation of our algorithm and other trackers. Figure 11 summarizes qualitative comparisons of CTAD with six state-of-theart trackers on two sequences from AMCOM dataset. In sequence lwir 1608, our algorithm could track the target reliably all the time. When it comes to the sequence lwir 1913, the SNR of the target decreased severely starting from frame 139 as the target made a turn. The low SNR resulted in the tracking failure of the tracker LCT, but our algorithm could still track the target because of the detecting mechanism. The detecting mechanism plays an important role in the case of tracking failure.
Detailed Analysis of CTAD.
CTAD is composed of the tracking and the detector . is required for CTAD to be efficient and accurate most of the time, which has a crucial influence on the performance of CTAD. In our approach, we choose LCT as the tracker based on a large amount of experiment in the IR image sequence. The YOLOv3 is a state-of-the-art detecting method based on the deep learning. Through the study of performance related to different value of the threshold, the Δ , with the development of the deep learning and the visual tracking, it is possible for us to change both the tracking and the detector . As a result, the structure of our approach is flexible, which is suitable for updating in the following research.
As an air-to-air weapon system, the computational capability was severely restricted by the limited space of the weapon. However, the real-time performance is quite crucial for the missile. As a result, we need to balance the relationship between the accuracy and the real-time performance. In our approach, we use a structure combining both deep learning and correlation filters, which could employ both the accuracy of the deep learning method and the high efficiency of the correlation filters. In the research filed of aerial target tracking, the combination framework is a highefficiency solution. Our research is of great significance for the development of the IR imaging missile.
Conclusions
In this paper, we focus on the aerial target tracking for the IR imaging missile. we propose an effective algorithm for infrared target tracking under complex environment. Our algorithm CTAD decomposes target tracking task into two parts, the tracker and the detector . We have evaluated our algorithm with many classical methods in our IR sequences and two sequences from the VOT-TIR dataset. In addition, we also present the experiments performed on an AMCOM dataset of the proposed tracking algorithm. The result shows a comparable performance with the deep tracker, while running at a fast speed of about 18.1 fps. The superior result is due to the advantage of both the deep learning and correlation. Extensive experimental results show that the proposed algorithm performs favorably against the state-of-the-art methods in terms of efficiency, accuracy, and robustness.
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