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Abstract 
Among methods which describe and generate fractal sets we concentrate on two models, 
namely the recurrent sets defined by Dekking and the iterated functions system (IFS) directed by 
languages (here regular languages). The first model uses an endomorphism of a free semigroup, 
an expanding morphism from R” to R”, and maps each letter on a compact subset of UP’. The 
second model combines contractions (from IX’ to (w”) associated with each word (of another free 
semigroup) that is recognized by a finite automata and maps each acceptmg state to a compact 
subset of Iw”. 
We give an algorithm which transforms any description in the first model into a description 
in the second one. So, every picture that is obtained by recurrent set method is proved to 
be obtained by an automata controlled IFS. We show how to build the IFS and the automata 
on two examples expressed in the recurrent model, namely von Koch curve and Kiesswetter 
curve. 
Parmi les mkthodes qui dkcrivent et engendrent des ensembles fractals, on s’inttresse B deux 
modeles, les ensembles rkcurrents d&finis par Dekking et les systimes de fonctions it&es (IFS) 
contn%s par des langages (ici les langages rkguliers). Le premier modtle utilise un endomor- 
phisme du mono’ide libre, un morphisme expanseur de Iw” dans IR” et associe B chaque lettre 
un compact de R”. Le second modt?le compose des contractions assaciies i un mot (d’un autre 
mono’ide libre) reconnu par un automate fini et reprksente chaque Ctat terminal par un compact 
de R”. 
On prksente un algorithme transformant toute description du premier modt?le en une descrip- 
tion du second. On prouve ainsi que toute figure reprksentable dans le modkle des ensembles 
r&currents est reprksentable par un IFS contr61C par automate. On montre la construction de I’IFS 
et de l’automate de contr6le sur deux exemples exprimks dans le modkie recurrent: la courbe de 
von Koch et la courbe de Kiesswetter. 
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0. Introduction 
La gComCtrie fractale [lo] se dtveloppe rapidement comme outil de modklisation de 
phkomknes et d’images non descriptibles par la gkomttrie classique. Dans le cadre des 
images autosimilaires (au sens usuel informel), de nombreuses techniques associent une 
description formelle et un algorithme d’affichage pour obtenir des objets complexes B 
partir de notations remarquablement compactes. L’objectif de cet article est de comparer 
deux modtiles de description de figures autosimilaires. 
Le modkle des courbes et ensembles &currents introduit par Dekking [7] utilise un 
morphisme de monolde libre et une fonction qui, g chaque lettre, associe une figure 
compacte du plan. La convergence est assurke par une condition de contraction. 
Les syst6mes de fonctions ittSes (IFS) [l] constituent probablement le modile 
le plus connu; ils sont composks d’un ensemble de fonctions contractantes et d’une 
loi dirigeant leur composition. L’image obtenue rassemble les transformations d’un 
compact du plan pour des compositions de longueur donnte; l’algorithme d’afichage 
repose soit sur un choix alkatoire des fonctions [l], sur la construction systkmatique 
de tous les mots par graphe dirigl [ 11,9] ou alors sur la composition des contractions 
selon les mots d’un langage reconnaissable simplement [2-4,12]. D’autres modkles 
utilisent des morphismes ou automates g plusieurs dimensions [14, 13,8]; certains sont 
basks sur des grammaires de sortes diverses [ 151. L’approche de [6] est lkgbrement 
diffkrente. 
La comparaison de la puissance d’expression des modkles commence g itre explorie. 
On sait obtenir quelques images classiques dans tous les modkles; pour d’autres, on 
connait les descriptions sous diffirents modkles sans toutefois disposer d’une traduction 
systkmatique des uns aux autres. 
Dans cette problimatique, nous comparons ici la technique des ensembles r&currents 
propoke par Dekking [7] et les fonctions contractantes contreltes par automate fini [2]. 
Dans le premier cas, nous parlerons de D-reprPsentation, et dans le deuxikme cas d’IFS 
automatique ou IFSA ou encore de A-reprtsentation. 
Un article r&cent [S] compare les L-Systbmes et certains IFS contrGl&s par automates; 
il est mentionnk qu’un cas particulier des D-reprlsentations proposkes par Dekking [7] 
peut itre traduit en IFSA contrGlC par automate fini. Nous &tendons ce rksultat 1 tous 
les cas des ensembles ricurrents. Le rksultat principal de cet article est la preuve de 
l’existence d’un algorithme de traduction du premier modtle dans le second. 
La D-reprtsentation donne, pour chaque degrt de r&solution n, une description glo- 
bale d’un ensemble fini de points (l’armature de l’image). Chaque point est codt par 
une occurrence dans un mot fixi: 0, sur un alphabet fini & obtenues par n it&rations 
d’un morphisme 8. 
La A-reprtsentation repose sur une vue plus locale de la mtme armature; g chaque 
point est associt un mot, et cet ensemble L, de mots est l’ensemble des mots de 
longueur n du langage reconnu par l’automate de la reprkentation. Notre algorithme 
associe, g chaque occurrence de lettre dans O,, un mot de l’ensemble L,. Pour ce 
faire, chaque occurrence d’une lettre dans 0, est rep&sent&e par son “a&e” qui, elle, 
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est transform&e en un mot de L,. Cette transformation est locale dans la mesure oh 
elle ne depend que des kltments constituant l’arete. C’est pourquor la transition entre 
ces Clkments peut 2tre d&rite par un automate fmi. De plus, cette transfarmation est 
indhpendante du de@ de r&solution n choisi. 
La premiEre partie dtcrit plus en detail les deux mod3es ktudiis. Dans Ie mod&z de 
Dek?cing, nous nous restreignons aux morphismes du monoide ljbre (Dekking consldtre 
aussi le groupe libre) et, sans perte de glnkralite, aux images dans R2. 
La seconde partie contient 1’tnoncC et la dkmonstration du th6ortme central de tra- 
ductlon. La preuve repose sur un ensemble de lemmes ktudianl les propriCtes de la 
D-reprkentation. L’idte de base est que pour tout n, l’armature de degr6 n est con- 
tenue dans l’armature de degr6 n+ 1. Une dkcomposition de la transformation globale de 
la D-reprksentation met alors en Cvidence un ensemble fini de transformations locales 
qui permettent de construire la A-reprlsentation. 
1. DCfinition des mod&les 
Dans cette section, nous dtfinissons les deux modkles d’image, h savoir les IFS 
contrdlts par automate, et la description de Dekking. Ici, une image est une partie de 
lR2. On notera C. le compact rkduit au point (0,O). 
Use application f de R2 dans lR2 est dite contractante s’il existe une canstante s, 
0 < s < 1, telle que 
vxx, Y E @3 d(f(x),f(y))ds,d(x,y). 
Z-1. A-image: automate $iini et IFS 
Un systsme de fonctions ittrtes (ou IFS) est un ensemble fini Y de fonctions 
contractantes. 
Soit 9 un alphabet, soit 9* le mono’ide libre engendrt par 9 et soit [] une 
application surjective de 9 sur 9. La lettre f est appelee le nom de [f] 
Pour tout mot u = f 1 f2, . . . , f,, de 9*, on note encore [u] la fonctlon (contractante) 
difinie par 
[ul = Lfl1° ... O [f .I. 
L’application u ++ [u] est un morphisme de 9* dans l’ensemble des fonctions de R2 
dans lR2. Par abus de notation, on krira aussi u(C) au lieu de [u](C) pour une partie 
C de R2. 
Soit U une partie de 9-*, et soit C une partie de R2. L’image de C par U est 
l’ensemble 
WC) = u u(C); 
UEU 
on dit que le langage U contrBZe l’image U(C). 
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Le triplet (9,9;, [ 1) est appele IFS nomme. Pour alleger l’ecriture, on notera sim- 
plement Y&, en pricisant l’application [ ] lorsque ce sera necessaire. 
DCfinition 1. Soit 5Q un IFS nomme et soit A = (Q, 9-,40,&F) un automate fini 
deterministe. Pour tout q E Q, on note 
L4(A) = {w E 9* I6(ql),w) = q}. 
Une A-description est un triplet 22 = (py,A,W), oh G?? = {C, 1 q E Q} est une famille 
de parties de iR2. 
La A-image d’ordre k est l’ensemble 
&(w = U (L&q n @)(q. 
6F 
La A-arm&we d’ordre k est I’ensemble 
L’ensemble V est l’ensemble des figures de base. 
Une image Y est A-d&issable ci l’ordre k si et seulement s’il existe une A-description 
d = (Fy,A,V) et un entier k tels que 
Les A-descriptions sont aussi connues sous le terme d’ZFS avec automate. Nous 
appelons ce mod&e le modt?le ZFSA. 
D’apres [4], il existe un compact attracteur unique, limite de la suite des A-images 
d’ordre k des que, pour chaque mot de 9* ttiquetant un circuit du graphe de 
l’automate, le produit des coefficients des fonctions nommees est strictement inferieur 
a 1. Comme toutes les fonctions de 1’IFS sont contractantes, cette condition est 
realiste. 
La limite de tomes les A-images d’ordre k existe done et on l’appelle A-image: 
Une image Y est A-d@nissable si et seulement s’il existe une A-description & = 
(9y,A,V) telle que .X = d(U). 
Avec le mime argument, la limite de toutes les A-armatures d’ordre k existe et on 
l’appelle la A-armature: 
M. Morcrettel Theoretical Computer Science 165 (1996) 325-354 329 
Exemple 1. La courbe de von Koch. 
Nous dkrivons cette figure bien connue en deux &apes: elle est formte d’une figure 
itirte n fois, (le c&G) dtpode trois fois autour d’un triangle Iquilattral. 
.&ape I: le CM. Soit l’alphabet 9 = (d,e,f,g), I’ensembie 9’ et l’application [ ] 
sont donnts dans la Fig. 1 et dtfinissent 1’IFS F y. L’automate A comporte un seul 
itat et reconnait tous les mots. 
Chaque fonction affine contractante de Y est ici la composition d’applications Tc o 
R, o E, oti E, est l’homothktie de rapport r = l/3, R, est la rotation d’angle M (en 
degris) et T: est la translation de vecteur V: 
L’ensemble % contient un seul track, notk C, le segment horizontal de longueur 1: 
C = ((O,O),(l,O)). 
Les fonctions affines nommkes par L(A) fl R2 calculent les seize transformations 
de C formant la A-image d’ordre 2, soit &z(V) tracke en Fig. 2. Les segments sont 
comment&s par les mots de L(A) qui ont permis de les calculer 2 partir de l’unique 
image de base. Cette description d = (99,.4, ‘47), permet de construire le cat& it&C n 
fois et admet la limite bien connue lorsque it + w. 
&ape 2: Le contour du jocon. Un IFS classique ne peut construire la suite des contours 
du flocon, et la figure limite, don&e dans [l], lorsque k + 00, est l’intkieur de la 
courbe fermke. 
Le contrhle par automate permet de tracer exactement les contours du flocon g l’ordre 
souhaitk. 
Nous dkfinissons, pour cel8, deux nouvelles fonctions 
s = Tc< o R,20 o Err, s’ = T,, o R- I2O o E,, 
avec v’, = (0, l), i& = (0.5, d/2). 
[4 = TG~ 0 Ro 0 E, & = (0, o) 
contractantes s, s’: 
id = T;, 0 LX 0 E, ii = (l/3,0) 
[f = T;f 0 R60 0 Er cf = (l/2, a/6) 
Is] = T;, 0 &o E, Gg = (2/3,0). 
Fig. 1. A-description du c6tB de la courbe de van Koch, 
Fig. 2. Track du c8tt de la courbe de van Koch par IFSA 
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Fig. 3. Automate A’ et tract d’ordre 2 du flocon de van Koch par IFSA 
Soit l’alphabet F’ = {a,b,c} u 9, soit 9’ = Y U {s,s’} l’ensemble de fonctions 
contractantes, l’applieation [ ] est &due i F’ par 
[a] = [d], [b] = J, [c] = s’, 
ou la lettre a, non mdispensable, est introduite par symetrie. L’automate A’ comporte 
maintenant deux &tats, associ&s chacun a l’unique figure de base de %‘; 0 est l’kat 
initial, les ktats 0 et 1 sont terminaux. 11 est dessine dans la Fig. 3, avec les tracks des 
mots reconnus de longueur 2. 
L’ensemble L(A’) fl $Pi est {a, b, c}F~-‘. 
1.2. D-image: repkentation d’un morphisme 
On reprend ici les definitions don&es dans [7], en nous limitant a R2. 
Soit d un alphabet fini. Soit V une application qui, a chaque lettre de 8, associe 
un vecteur de R2 et soit 4 une seconde application, associant, a chaque lettre de 6, 
une image compacte de R2. On &tend ces applications a b* par: 
V(uv) = V(u) + Y-(v), I = ,a(#) u T,(Y(v)) (1) 
oh T, est la translation de vecteur V(u). 
On appelle 9 lafoncrion image de la D-representation. 
On appelle V f’ensemble de jgures de base de la D-description defini par V = 
(G I G = -%I). 
Toute let&e a de 8 dont l’image est l’ensemble vide est appelce ierrre uirrurfle. 
L’ensemble des lettres virtue&s est note V. 
Soit 0 : G* + &* un morphisme non effacant (pour lequel le mot image de chaque 
lettre est un mot non vide) et tel que 
@(e) pl V* pour tout entier k. (2) 
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Choisissons V de facon que l’endomorphisme @ de R2 defini par 
V”oe=@oV 
331 
(3) 
soit expanseur (c’est-a-dire que tomes les valeurs propres ont un module superieur 
a 1). 
L’endomorphisme @ est alors inversible, de sorte que 
@-‘o-y_o$=~. 
Le diagramme commutatif suivant illustre ces relations: 
(4) 
b* L [w2 
H 1 1 0 
CT* 7 FP 
Nous supposerons de plus que le morphisme 6 allonge 
Vk,k’ E N, k < k’ -+ l@(e)1 < l@‘(e)l. 
Definition 2. On appelle Sdescription le sextuplet 9 
les mots issus de e: 
est une lettre distinguee, et ou V, 9,O et @ verifient (l), (2), (3). On appelle D-image 
d’ordre k de la lettre e l’image 
9n,(e) = @+(9(@(e))). (5) 
Une image X est D-d@nissabZe B l’ordre k si et seulement s’il existe une 
D-description 9 = (6, e, V, 9,0, @) et un entier k tels que 
La D-armature d’ordre k (ou armature de la D-image d’ordre k) s’obtient en rem- 
placant la fonction 9 par l’application canonique 9’ qui associe l’ensemble C. (le 
point (0,O)) a toute lettre de 6. On la note 9;(e). 
Les D-descriptions sont les modeles de Dekking introduits par [7]. La condition (2) 
est une hypothese essentielle (Theoreme 3.3 de l’article cite) qui assure la convergence 
des Dk-images vers un unique attracteur compact non vide, suivant la metrique de 
Hausdorff dans l’espace des compacts de R2. Cet attracteur est appelt la D-image, 
formellement definie par 
9(e) = ,lirnm 9k(e). 
Une image Y est D-d6finissabZe si et seulement s’il existe une 
(8, e, V”, 9, e, @) telle que X = 9(e). 
D-description 9 = 
De meme, la limite des D-armatures d’ordre k existe et est appelee la D-armature. 
On la note 9’(e) et elle est definie par 
9’(e) = >lrnm 9:(e) 
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Dans le cas des courbes rkurrentes, la D-description ne comporte pas de lettre 
virtuelle et, dans ce cas, l’armature et l’image ont mtme limite. Dans le cas des 
ensembles rkrrents, I’armature et l’image peuvent ctre t&s diffkentes (voir l’ensemble 
de Cantor, Exemple 4.15 de [7]). 
Exemple 2. la D-description de la courbe de von Koch. Nous reprenons les deux 
&tapes. 
Etape 1: le c6tt. L’alphabet d contient huit lettres: 
8 = {s, n,a, w, s’, n’o’, Iv’}, 
s est la lettre distinguke et 0 et T sont dkfinis ci-dessous. 
Le morphisme 8: 
0(n) = no’sn, 6(o) = own'o, B(s) = SIIOW, B(w) = snow, 
0(d) = n’os’n’, t!?(o’) = a’w’na’, Qs’) = s’~‘o’w’, O(w’) = s’n’o’w’ 
La fonction ^I”: 
+?s) = “y(w) = (LJJ), V(n) = (932), Y”(0) = (&-d/2), 
Y(d) = V(w’) = -“f(s), V(d) = -V(o), v-(d) = -Y”(n). 
Pour toute lettre Q de l’alphabet 8, l’application 4 est dtfinie en associant A chaque 
lettre a le segment supportant le vecteur V(a) track A partir de l’origine, soit, par abus 
de langage: 9(a) = V(a). 
Le sextuplet .9 = (8, s, “Y-, 9,19, @) est une D-description du c6tC de la courbe de 
Koch, et 9a,(s) est le k-i6me it&t du cBt& La Fig.4 montre les images 91(s) et 92(s) 
et les armatures associkes, oh chaque point est reprtsentk par un petit disque. 
La construction $3” = (8, e, V,9O, 8, @) de Dekking est ltgkrement diffkente: la 
fonction Y” associe ti chaque lettre une sorte d’autorkfkrence, par exemple 4’(s) est 
l’image du caractkre ‘S’ dans une police graphique. 
La Fig.S montre les Images S:(s) et 3!(s); les armatures (non-dessikes) son1 indepen- 
dantes de la fonctlon image et sent done identiques B celles de la Fig. 4. 
Etape 2: fe joron_ La code km&x s’obticnnt par l’ajoui d’une Iettre e B I’alphabet 
Q, en posant: 
4(e) = V(e) = (O,O), O(e) = do’, 
Comme V/(0(e)) = (0,O) = @(V(e)), le morphisme @ est inchangk et on obtient foute 
la courbe par %(e) pour tout k 2 1. 
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L’imuge d’une lettre est un segment, 
+--A--A 
f3(s)=snow 8( O(s)i = snOwnO’snowt! ‘o.st1oM 
D -image d’txdre 1 D -image d’ordre 2 
Fig. 4. La al-image, la &-image et leurs armatures 
L’image d’une lettre est une lettre. 
0 
L’armature n ‘est pas trac&e 
0 
s N W N 
0 0’ 0 0 
N W s N W N s N W 
D’-image d’ordre 1 D’-image d’ordre 2 
Fig. 5. La ZTJy-image et la 9:-image. 
2. La traduction 
Le but de cet article est de prouver le thkorbme Avant: 
ThCorkme. Soit X une image. Si .X est D-d$nissable, alors X est A-dt!jinissable. 
II existe un algorithme qui ci partir de toute D-description 9 = (b,e, V,_%, 8, @), 
construit une A-description d = (%g,A,V). Pour tout k on a alors 
et kc A-image est &gale Li la D-image: 
d(V) = 9(e), 
La preuve de ce thkorkme se dkcompose en trois parties. 
Dans la premibre partie, on dkfinit la notion d’occurrence et de prtfixe propre; elles 
conduisent A associer, & toute occurrence d’une lettre dans p(e), une aMe qui retrace 
en quelque sorte sa filiation B partir de e. Le langage LO des a&es est introduit et 
caracttrist. 
Dans la deuxibme partie, on construit un IFS nommt %s = (Y’, 9, [ 1) 1 partir de 
la D-description 9, oh chaque application contractante de Y est like B une lettre d’un 
alphabet 9”. Toute arkte correspond ainsi A une composition de fonctions de 1’IFS. 
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A un mot m E 8*(e), m = Ok(e) correspond done un ensemble & d’occurrences; la 
dkfinition suivante introduit des applications qui, g partir d’une occurrence o E 4 de 
la lettre a, reconstituent la d&composition correspondante du mot m = uau (voir Fig.6). 
DCfinition 4. On d&it l’application de Sz dans l’ensemble N des entiers naturels telle 
que: 
K(O) = k pour tout w E s;z, 
On dtfinit trois applications tl : 0 + &‘, p, (T : Sz + d* comme suit: 
VI3 E n, 0 = (K&V), a(0) = a, p(0) = U, 0(W) = u. 
Pour 13 E 0~ On a alors 
B”(“)(e) =p(o)a(w)o(w). 
Le Iemme suivant g&&ilise cette prop&t+ sur tout 52. 
Lemme 1. L’apphcatian K se pralonge ci l’ensemble des occurrences R pour le mor- 
phisme 6 er, pour route occurrence w E 52, on a: 
0 = (p(w), a(w), a(w)) et P’“‘(e) = p(w)a(w)a(w). 
De plus, pour tour k, /‘application p est injective de fik dans b*. 
Preuve. Par dCfinition de s2, pour tout w dans Sz, il existe au moins un entier k tel 
que o E ok. 11 sufit de montrer qu’il est unique. Ceci dtkoule du fait que les mot3 
ok(e) sont tous diGrents. En effet, comme 8 allonge les mots issus de e, on a 
1 = lel < [B(e)\ < . , . < [OkI < . . 
Par ailleurs, le prkfixe u d’une occurrence 0 = (24, a, 0) E fik la caracttrise compllte- 
ment: en effet u esr facteur gauche propre de m = ok(e), a = a(o) est la lettre qui suit 
Fig. 6. Une occurrence o et sa d&composition. 
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immkdiatement u dans m,u E 6* est le facteur droit tel que WI = uau et I’application 
est injective dans l’ensemble Srk. 0 
En consequence, une occurrence co E Q est compktement caractkis~e par la don&e 
de K(W) et de p(w). 
Lemme 2. La D-image d’ordre k s’&_-rit 
Preuve. Rappelons la dtfinition (5): 
kBk(e) = @+(9(@(e))). 
Comme l’image d’un mot est une contraction de l’union des images translatkes de ses 
lettres, en glnkralisant (1) on obtient pour w = (u, a, v): 
9(&e)) = IJ TAX(a)). 
OEQk 
L’union finie autorise la permutation du morphisme Pk et de l’opkatlon d’union, soit: 
gk(e) = /J @-k(rU(9(a))). 
UEDk 
La dkcomposition @(e) = etau est like B une occurrence w de .Qk par la Definition 4 
et le Lemme L, an a done: 
On pourwt en remplaqant le morphisme Pk par la matrlce M’ qui le reprksente 
a,(e) = u MkWW)) = u Mk&,,(-%(~))). 0 
UERI OIEQa 
Z-1.2. L’ensemble 9 et l’ar&e d’une occurrence de Sz 
Dans cette partie, on reconsidke la notion d’occurrence dans le contexte de la suite 
t&s structurCe de mots Ok(e), k E N. La genkse de l’occurrence est r&urn&e dans trois 
s&es, dont la plus importante est Par&e. L’Exemple 3 prtsente ces notions A l’aide 
des Figs. 7 et 8. 
D&&ion 5. L’ensemble des facteurs gauches propres des mots 6(a), pour a E 8, est 
aQp& I’ensemble des prijixes Ph?mentaires de 8 et est not6 9, 
9 = {u 1 O(a) = uu’, a E 8, u’ # E}. 
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SC&MA 
LkENDE 
0 la lettre de 1 ‘occurrence 
II les prelfixes &mentaires 
0 les ancStres 
Fig. 7. Reprkntation arborescente d’une occurrence de 03(s). 
Fig. 8. Schema de I’arste (s,no’,sn) associke B I’occurrence de la Fig. 7. 
On considere l’ensemble 9 comme un alphabet; chaque suite de prefixes elementai- 
res est done a la fois un mot sur S et une suite finie de mots de Q*. 
Le lemme suivant construit pour chaque occurrence w de Q la 1ignPe des ance^tres, 
suite des lettres (bs, . . . , bk) qui m&rent a la lettre ~((0) de l’occurrence au travers de 
leurs remplacements successifs par 8, et la suite des prefixes des ancetres dans les mots 
(Wo),..., O(bk_1)) (les prefixes elementaires formant l’arete) et la suite des prefixes 
principaux dans les mots (0(e), e2(e), . . . , Ok-‘(e)). La Fig. 7 illustre le developpement 
de e3(e) sous forme graphique, on (3 est le morphisme de 1’Exemple 2; le schema 
particularise une occurrence de la lettre o. 
Lemme 3. Soit 0 E &, 0 = (u, a, u). II existe trois suites 
(UO,...,Uk), (PI,...,Pk), (bo,...,bk), 
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avec uJ E 6*, bj E 6 et pj E 9, telles que 
uo = E, b. = e, 
De plus, 
u = ~(...&&pl)p2). . . pk--1)pk. 
Preuve. Par recurrence sur k. 
Pour k = 1, on a Q(e) = m = uav, et u est un prefixe propre de 0(e), present dans 9. 
On pose alors 
241 = p1 = u, bl =a 
et on observe que ut = B(uo)pl, ce qui verifie le lemme pour k = 1. 
On suppose maintenant le resultat etabli pour toute occurrence (u, b, v) d’une lettre 
b dans m = ok(e), pour k > 1, et soit (u’, a, v’) une occurrence dune lettre a dans 
m’ = (jk+t(,) = u’az)‘. 
Comme m’ = 0(m), il existe une occurrence unique (u, b, u) dam le mot m telle que: 
lo(u)I G Iu’l < l@ub)l, 
c’est-a-dire que U’ = @u)u”, oh U” est prefixe propre de 8(b) = d’au”. 
En appliquant l’hypothbse de recurrence sur cette occurrence unique (u, b, u) darts m, 
on obtient Ies trois suites: 
(%>...,uk)> (pl,...,pk), (bo,...,bk) 
avec uJ E B*, bj E 6, et pj E Y telles que 
Uo = E, bo = e, 
uj+l = o(uj)Pj+l, pj+lbj+l prefixe de B(bj) (O<j < k), 
t.dk = u, bk = 6. 
On complete chaque suite au rang k + 1 en posant 
b ktl =a, pk+l = d’, uk+l = d 
et pk+la est un prefixe du mot 0(bk) par construction. On a alors 
Ukfl = o(Uk)pk+l = &u’>u”, Pk+lbk+l Prifixe de ~(&I, 
Comme 
uk+l = &Uk)pk+I 
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et 
uk = @@. . . @@pl )p2). . .)Pk-1 )Pk 
on obtient exactement le rtsultat cherche: 
uk+l = e(&. . . &@l )p2). . .)Pk)Pk+l. 
Pour tout 0 dans 0, la fonction ic foumit l’entier k tel que 0 E !& (Lemme 1). 
La construction des trois suites est done possible pour tout o dans Q. Le lemme 
precedent introduit implicitement une application associant une occurrence o E Qk h la 
deuxieme suite, l’are”te, dont un exemple est isolt en Fig. 8. On la definit 
ci-dessous. 
DCfinition 6. Pour toute occurrence w = (~,a, v) de a dans s2 en notant k = K(O), la 
suite (pi,. . . , pk), fOrIke d’elements de 9, eSt appdke I’Ure^tt? de w; la Suite (q, . , uk) 
est appelee sa suite des pr@ixes, et (bl, . . , , bk) est sa lign&e des andtres. 
On note 71 l’application de C? dans 8* definie par: 
n(w) = (PI, p2,. . . , PK(O)) 
oh (PI,P2,..., Pk) est l’arete de 0. 
On generalise cette application zk en l’application z : Q + g* par: 
Lemme 4. L’application n : Ci --+ P* est injective. 
Preuve. Soient deux occurrences distinctes cc), o’ E R,o E !&,w’ E ai, k # k’, les 
a&es ont alors des longueurs distinctes, respectivement k = K(W) pour o et k’ = K(w’) 
pour o’ et on a done 
7.40) # n(eJ’). 
11 suffit maintenant de montrer que la restriction de rc a fik est injective pour tout k. 
Soit une valeur fixte de k; supposons qu’existent 0,~ E &,w # w’, co = (~,a, v), 
w’ = (u’,a’,v’), telles que zk(w) = Xk(w’) = (~1, pl,..., pk). Le demier resultat du 
lemme precedent donne: 
p(w) = u = e(e(. . .6(6(p,)p2). . pk_l)pk = d = p(d); 
Comme l’application p restreinte b f& est injective (Lemme I), On a W = 0’ Con- 
trairement a l’hypothbe et rc restreinte a fik est injective, ce qui termine. 0 
Exemple 3. Les suites assocites a une occurrence de o dans Q3(s). 
Soit le morphisme 0 de 1’Exemple 2, la Fig. 7 schematise la lignee des ancdtres, la 
suite des prefixes, l’arete et les relations de ces trois suites pour une occurrence d’une 
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lettre o dans e3(s). L’arete est reprise isolement en Fig. 8. Soit le mot 
G(s) = snowno’snown’osnowno’sno’w’no’sn 0 wno’snown’o snow 
L’occurrence w choisie correspond & la 2Fe lettre de 03(s), soulignke dans 1’Ccriture 
du mot ci-dessus et encerclee sur le dessin; w s’ecrit: 
w = (snowno’snown’osnowno’sno’w’no’sn, 0, wno’snown’osnow . . snow). 
L’arbre represente la suite des calculs de @(e), pour j = 1,2,3, avec la convention 
suivante: l’ensemble des sommets situ& a la profondeur j dans l’arbre, forme le mot 
e/(e), lu de gauche a droite. 
La lignee des ancdtres de l’occurrence 
(s, n, s, 0) = (bo, h, h b3 > 
est formee des lettres qui jalonnent le chemin menant de la racine a l’occurrence choisie 
de la lettre o. 
L’arete form&e de prefixes des mots (fI(bo), . . . , B(bk-,)) est: 
(hno’,sn) = (PI, ~2, ~3). 
En termes images, chaque prtfixe elementaire pj est constitue des f&es gauches de 
l’ancetre bj relativement au parent immtdiat bj_1. 
La suite des prefixes principaux dans (G(e), e2(e), . , Ok-‘(e)) est. 
(E,s,snowno’,snowno’snown’osnowno’sno’w’no’sn) = (~0, ~1, ~2,243). 
A chaque niveau j, le prtfixe Uj de l’ancetre b, est le mot qui precede l’ancetre bj 
dans P(e); il est forme de tous les cousins et freres gauches de b, B la profondeur j. 
2.1.3. Le langage des a&es Lo et la bijection 71 avec 52 
Dans cette partie, on definit Lo le langage des aretes, en bijection avec d. On montre 
ensuite que ce langage est prefixiel. Enfin, on ttablit un algorithme qui decide si un 
mot de 8* appartient ou non a Lo; pour toute arete de Lo, l’algorithme reconstruit 
I’occurrence associee et realise ainsi le calcul effectif de l’application 7~‘. 
DCfinition 7. On definit LQ dans S* par: 
Lo = {71(u) 1 w E sz}. 
On appelle LO le langage des aretes de 8. On definit Lek comme l’ensemble des aretes 
de longueur k: 
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Par cette dkfinition, l’application 7t est surjective; on la sait injectrve par le Lemme 4, 
et on a: 
Lemme 5. L’application w est une bijection de 52 sur Lg. 
Lemme 6. Soit une occuyyence w E 52, w = (U, U, v), k = K(w) ef soient (u] , , uk ), 
( ~1,. , pk ), (bl, . . . , bk) leS tYOiS suites associ&es. Pour tout j, i < j < k, 
sent les trois suites associkes ci I’occuyrence mj = (uj, bj,vj) de bI duns @(e). En 
payticulier, pour tout j, 1 < j < k, 
$Wj) = (PI,..., Pj>. 
Preuve. Par rkurrence sur k. Le rtsultat est irnrkdiat pour k = 1. On le suppose 
maintenant Ctabli pour toute occurrence (u’, b, v’) de b dans @(e) et soit (~,a, v) une 
occurrence de a dans ok+‘(e), avec ses suites associkes: 
(Ul,..., Uk+l),h-‘l,..., Pk+l),(bl,...,bk+l). 
Pour j = k + 1, on a immkdiatement C&+1 = o E Q. 
Pour j = k, la preuve du Lemme 3 construit les suites de l’occurrence w’ = (u’, a, u’) 
dans Rk+, en prolongeant les suites de l’occurrence w = (u, 6, u) dans Rk+ I dont elle 
descend (en un certain sens). Les suites 
sent done associttes par construction A l’occurrence (Uk, bk, v’) de b dans ok(e). E&n, 
I’apphcation de l’hypothkse de rkurrence A cette occurrence (Uk, bk, v’) de b dans ok(e) 
doMe Wj E fi pour tout j, 1 < j < k, ce qui termine la preuve du r&s&at principal. 
La demikre partie est une simple tcriture du m6me rksultat en particular&ant l’arcte: 
$mjuj) = (Pl,..., Pj). 0 
Lemme 7. Le langage LO est pr$xiel. 
Preuve. Le caracttke prkfixiel de LR est une application directe du Lemme 6. En effet, 
si une suite p = (PI,... , pk) appatiient i Lo, ah il existe We OCCUnenCe 0 et On sait 
construire une suite d’occurrences Oj, 1 < j < k - 1 ayant pour ar@te (PI,. . . , pj) E LO. 
0 
Lemme 8. Soit une suite p de 9’*, p = (PI,. . . , pk), un algorithme permef de d&cider 
en temps 1inPaire (suivant la longueur du mot p vu dans a*) si p appartient ci Le. 
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i <-- 1; reponse <-- oui; b-0 <-- e; u-0 <-- motvlde; 
repeter 
si est_facteur_gauche_propre (p-i, b-i, teta(b_(l-1)) 
alors 
b_(i+l) <-- lettre_suivante_dans_teta(p_i, b-1); 
u_(i+l) <-- teta(u_i) p_(i+l); 
i <-- i +I; 
sinon 
reponse <-- non; 
JUSqU’a reponse = non ou i = k +2; 
Fig. 9. Proc&dure pour d&cider si une suite de Y* est une a&e. 
Dans ce cas, l’algorithme de d&&ion construit l’occurrence unique n-‘(p) = w = 
(u, a, v) telle que z(w) = p, sa suite des pr+xes (UO, . . . , Uk ) et sa lignie des anc&res 
(bO,..-,bk). 
Preuve. Par recurrence sur k. I1 est clair que p1 est associe a une occurrence dans e(e) 
si et seulement si p1 est un facteur gauche propre de O(e); on a alors une factorisation 
O(e) = plav et on obtient l’unique occurrence (~,,a, v) avec la suite de prefixes (E, pl) 
et (e,a) comme lignee d’ancetres. Le nombre de comparaisons necessaires est au plus 
Cgal h la longueur de p1 et ceci prouve l’assertion pour k = 1. 
Soit maintenant (PI,. . . , pk, pk+l) une suite de k + 1 mots de l’ensemble 9’. D’apris 
le Lemme 6, si la suite (PI,. . . , pk, pk+l) est l’arite d’une occurrence (u,a, v) dans 
ok+‘(e), alors (PI,. . . , pk) est l’arete d’une occurrence (~‘,a’, v’) dans ok(e). Cette 
condition necessaire, portant sur (PI,. . . , pk), est decidable en temps lineaire par hy- 
pothese de recurrence. 
Si la suite (PI,. . , pk) n’est pas me a&e, ah-s la suite (pi,. . . , pkfl ) n’en est pas 
une non plus. 
Si la suite (PI,. . . , pk) est une a&e, alors l’algorithme produit l’occurrence (u’, a’, v’) 
de a dans ok(e), la suite (~0,. . . ,uk) et la lignee des ancetres (bo,. . . , bk). 
La suite (PI,..., pk, pkfl ) est dors une a&e si et settlement si pk+i est facteur 
gauche propre de &bk). La decision demande au plus Ipk+r 1 comparaisons, ce qui 
assure un temps global lineaire en 1~11 + . . . + lpkfl I = I pi vu dans &*. Enfin, si 
pk+i est facteur gauche propre de &bk), il est facile d’en dtduire bk+j et le prefixe 
principal &+I = &&)pk (Lemme 3), ce qui termine la reconstruction de l’occurrence 
W = (Uk+l,bk+l,U”e(Uk)). q 
La Fig. 9 donne une Ccriture plus algorithmique du pro&de de decision. 
2.2. IFS associe d ~3 et son contr6le par Lo 
Dans cette partie on construit un ensemble Y de fonctions contractantes a raison 
d’une fonction par lettre de 9 pour former un IFS .%g. 
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La proposition L exprime la D-armature en contr6lant 1’IFS par le langage Lo; la 
D-image d’ordre k est kgalement obtenue par contr6le de I’IFS. 
2.2.1. IFS associP 2 9 
On considkre l’application notCe s qui, B tout mot u de b*, associe la fonction affine 
S(U) = @-’ 0 T,. 
Pour tout u E &*, la fonction S(U) est contractante. En effet, on sait que @-’ est 
contractante: il exlste un Gel Y, avec 0 < r < 1, tel que 
w-‘(x), Q-‘(y)) < Pd(X, y); 
comme toute translation conserve les distances, on a 
44u)(x),s(u)(y)) 6 r4Tu(x),Tw(Y)) = r4x,.Y), 
et la fonction s(a) est bien contractante. En rappelant que M note la matrice du 
morphisme Q-l, pour tout mot u de &*, on notera A& la ma&ice de la foncrian afine 
S(U), soit: 
On utilisera indiffkremment la notation fonctionnelle ou matricielle suivant le contexte 
DCfinition 8. Soit Y l’ensemble des applications affines contractantes dtfini par: 
Y = {S(U) / u E 9’). 
On note encore [] l’application de g* dans l’ensemble engendrk par composition de 
fonctions de Y dlfinie par: 
[(Pl, p2,. . . >Pk)l =~~Pl~~~~P2~~~~~~~~P~~. 
A partir de ces definitions on a: 
Lemme 9. Le triple1 9& = (9’,Y, [ 1) est un IFS nommi 
2% = (9, Y, [ 1) est I’IFS nommt associi ci 9. 
Exemple 4. Les ensembles 9 et Y pour le morphisme 8 de 1’Exemple 2. Le morphisme 
contractant CD-’ est une homoth~tie de rapport I/3, qu’on note h (c’est la transiormatim 
associ6e au prkfixe vide E). Pour p E 9, hoT, s’tvalue simplement comme T1,3g.Cpj~h_ 
Ainsi, pour le prlfixe n’os’. V(n’os’) = (-1, -6) et s(n’os’) = TC_,,3,_~,,J o h. 
L’ensemble 9 des 19 prkfixes klkmentaires CnumCrk dans l’ordre lexicographique 
est: 
P={ 6, n, no’, no’s, 0, ow, own’, s, sn, sno, 
n’, n’o, n’os’, a’, o’w’, o’w’n, s’, s’n’,s’n’o’). 
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L’ensemble 5‘ de 19 similitudes associees, Cnumert suivant le meme ordre vaut: 
y = th, Twi.ai) O h, TWB,S, 0 h, T(,,3,~5,3) 0 k 
T(~,~.-m oh, T(,/3s-~jh) o h, T(,/,,-~s13, 0 k ~1/3,0) 0 k 
T(~12,~m O hs %3,0) o h7 T(-,16,-dj6) 0 h7 T,,_~313) 0 h, 
h3,-~s13) Oh, bm~) o h, T(-,,,,fi,c) ok T(_,,,,~5,3) 0 h, 
Tt-l/3,0) Ok T(--1,2,-t/q@ 0 k T(-2/3,0) 0 h}. 
2.2.2. Le contr6le de I’IFS 92 par LQ 
On commence par calculer la contribution d’une occurrence o = (u, a, v) (la figure 
elimentaire de l’occurrence) a la Dk-image directement en fonction de son arete z(o) 
et de I’IFS 93. On exprime ensuite la D-armature a partir d’une partition de LOO et la 
D~armature a partir de Lo. 
Lors du calcul de produits matriciels, on usera a plusieurs reprises de la remarque 
suivante: pour toute matrice M’ d’application lintaire, et toute matrice de translation 
XC le produit M’Tc n’est pas commutatif en general, mais la relation suivante permet 
cependant de changer la place de la matrice M’: 
M’T; = T,,.EA4’. (6) 
Pour une occurrence w E Qk, w = (u,a, u) on appelle transformation Plkmentaire 
de l’occurrence l’application de lR2 dans Rz definie par 
MkTu = MkTpCof. 
La figure tlkmentaire de I’occurrence est obtenue en appliquant la transformation 
ilimentaire de l’occurrence a l’image de la lettre de l’occurrence dans R2; elle est 
difinie par: 
MkTu. Y(a) = MkTpco). Y(a(o)). 
Le lemme suivant exprime la transformation ellmentaire d’une occurrence en fonc- 
non de son arete, en montrant que les resultats de deux calculs illustres dans la Fig. 10 
sont Cgaux. Dans ce schema, T note l’ensemble des translations de R2 dans R2 et Yk 
note le sous-ensemble des applications lineaires de R2 dans R* forme par composition 
de k applications de Y. 
Lemme 10. Soient o = (u,a, v) une occurrence de 52, k = K(O) et soit son a&e 
n(o) = (PI,..., pk); la transformation Climentaire de w vhjie: 
MkT, = M,,M,, . ..M., = [n(o)]. 
Preuve. Par ricurrence sur k. 
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Fig. 10. Calculs de la transformation Clkmentaire d’une occurrence w E ok. 
Comme ur = ~1, on obtient immediatemment le resultat pour k = 1: 
MT,, = MTp, = M,, . 
Soit maintenant a &valuer Mk+’ T,,,, . Rappelons la convention poke plus haut: 
T a+1 = Tm+, ). 
Comme V est un morphisme, la relation ~k+t = 13(uk)pjk+l provenant du kmne 3 
donne: 
Ww+1) = r(e(uk 1) + V( P/c+1 ). 
De (4) on tire pour tout mot m de d*: 
@(v(m)) = V&m)) 
soit, en remplacant dans l’egalite precedente: 
V(Q+1) = @(Y(Q)) + v(Pk+l); 
puis, en reportant dans l’expression a Cvaluer: 
Mk+‘T Wf+1 = Mk+‘T ~(~04))+~(Pk+l )a 
En observant que, pour tous les vecteurs U;, $2, 
on obtient: 
Mk+’ T 
uk+ I 
= Mk+’ T 
@mk))T~(Pk+l)~ 
On utilise (6) pour &changer l’occurrence la plus A droite de la matrice M avec la 
premiere translation: 
Mk+‘T - MkT~.~(~(UII))MT~(Pb+l). U!i+1 
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Comme M est la matrice de @-‘,M. @(V(uk)) = T$tcu, = T,, la convention MT, = 
M, simplifie l’expression 
Mk+‘T &+I = MkT,,,MPI+,. 
Par hypothese de recurrence, 
MkT,,, = M,, M,, . . . M,, , 
ce qui mbne exactement a l’expression souhaitee: 
Mk”T Q+I = M,, 62 . . . M,, MB+, . 
Comme M, est la matrice de l’application s(pi) on a finalement: 
Mk+‘T IQ+, = [7-4Q))l. 0 
Exemple 5. Transformation elbmentaire de l’occurrence de 1’Exemple 3. L’occurrence 
de la lettre o (Fig. 7) est telle que 03(e) = uou et son a&e (Fig. 8) vaut (s,no’,sn). 
Alors 
M3 T,, = M,M,,, M,, , 
Ms = T(1/3,0) 0 A, M,,J = Tco,~,3j 0 A, Mm = &,q6) 0 h. 
Lemme 11. Pour tout entier k: 
Q3e) c Dl+l(e) 
et la D-armature s’icrit: 
9’(e) = Lo(e). 
PreUVe. Soit w = (~,a, u) une occurrence de la lettre a dans a,+, la transformation 
Clementaire de l’occurrence est MkTu. 
Soit b la premiere lettre de O(a) = bu’ pour un mot v’ de I*, alors o’ = (O(u), b, v’~(v)) 
est une occurrence de &+I. La transformation elementaire associee a o’ est MkflT~(u). 
La relation (2) simplifie MTe(,,) en T,, et les occurrences o et o’ sont associees a la 
meme transformation eltmentaire MkTu. Le point obtenu par application a C. appartient 
aux armatures 9;(e) et 5BL+r(e). 
Cette propriett est verifite pour toutes les occurrences de Qk et prouve l’inclusion des 
armatures. L’expression de la D-armature comme union en decoule immediatement: 
9’(e) = 2ii1 B;(e) = U 9;(e) = U U [7r(w)].C.. 
kEN kEN FEDS 
En regroupant les occurrences dans Sz, la bijection 7c passe au iangage des aretes et 
on a: 
9’(e) = U [Ho)l.C. = U [PIG = -MC.). 
wEi PELII 
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DCfinition 9. On appelle L, l’ensemble des aretes associees aur occurrences de la lettre 
a, pour a E 8 fix& defini par 
J% = {P I p E L3,4n-‘(p)) = a}. 
On note Lak le sous-ensemble de L, forme des mots de longueur k. 
Pour deux lettres a,a’ E E, a # a’, L, et L,, sont disjoints. La relation 
-bk = u Lak, 
UEB 
difinit done une partition du langage L&. Pour toute occurrence o E 52 on a clairement: 
n(w) E LX(,) et n(Qk) = LBk. 
Le resultat suivant termine cette partie en exprimant la Dk-image comme une 
reprksentation du langage L@k au travers de I’IFS .Y “2. Pour I’essentiel, I’lnumCration 
de ok eSt remplacie par celte du langage L& qui lui est bijectivement 1% par IL. 
Proposition 1. Soit $Kg I’IFS nommP associt ri la D-description 9 et soit %? la famille 
de figures de base de 9, la D,+-image s’hzrit: 
%ce) = u (LO f- sk)(qO) = u Lak(go), 
QEQ aG 
Preuve. Par ie Lemme 2, la D-image d’ordre k s’ecrit: 
Sk(e) = u MkZ-, .9(&(w)). 
oa?k 
L’application directe des transformations elementaires du Lemme 10 aux figures de 
base donne: 
Au travers de la bijection n on peut enumerer le langage L& au lieu de l’ensemble 
Szk, remplacant chaque occurrence par son arete: 
S(c) = u blw~(~-‘(P)))). 
P'ELOL 
Ou encore, en utilisant la partition de _&k suivant les lettres de 6: 
Or, d’aprb les definitions de 1.1 applique a l’ensemble des figures de base 
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%? = {C, 1 C, = Y(a)}, on a 
u [P1(JJ(Q)) = Lak(~a) 
PELL 
et on obtient le resultat final: 
L’ensemble de ces lemmes fondent la construction de la A-description associee a la 
D-description de la partie suivante. 
2.3. Construction efective de la A-dkfinition 
La partie precldente construit la Dk-image comme une union d’images de langages 
par un IFS, dont l’union forme L&. 
Dans cette partie, a partir d’une D-definition 9, on construit d’abord un automate 
dttetministe A, qui reconnait Le. On forme ensuite la A-description ~4 associee a 9 
en assemblant l’automate, I’IFS nommt Fp et la famille % de figures de base: 
Pour tout entier k, on montre l’tgalite: 
On montre enfin que la A-image coincide exactement avec la D-image. 
2.3.1. Automate reconnaissant Lo 
L’automate A utilise d comme ensemble d’etats et analyse les mots de 9*: la lettre 
e distingute dans d definit l’ttat initial et tous les etats sont terminaux. La fonction 
de transition 6 depend ttroitement de la definition de 8 en ce sens qu’il existe une 
transition de l’ttat b h l’etat a (a, b E 8) par la lettre p, p E 9, si et seulement si le 
mot pa (consider& dans &*) est un prefixe de B(b). 
DCfinition 10. Soit un alphabet 8, e une lettre distingde, et un morphisme 
(3 : d + &* non-effacant qui allonge les mots issus de e; soit 9 l’ensemble des 
prefixes tlementaires de 8, consider6 aussi comme alphabet. Soit A = (&,9”, e, 6,s) 
l’automate dont l’ensemble des transitions est 
D’apris la definition precedente, pour b E 8, p E 9 l’ensemble 6(b, p) = {ala, (b, p, a) 
E 6) est vide si p n’est pas un prefixe de 8(b); si p est un prkfixe de B(b),J(b, p) 
contient au plus un element. 
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On a done: 
Lemme 12. L’automate A est d&erministe. 
Exemple 6. Un arc de l’automate construit a partir de 1’Exemple 2. 
Comme on a 0(s) = snow, la presentation graphique de l’automate comprend un arc 
de s a s etiquete par le prefixe vide E, un arc de s a n ttiquett par le prtfixe s, un 
arc de s a o etiquete par le prefixe sn, un arc de s a w etiquete par le prefixe sno. 
L’automate complet est donnt en Fig. 11. 
Lemme 13. On a pour tout a de 8: 
L,(A) = L, 
et done: 
L(A) = LO. 
Preuve. On montre d’abord que tout mot de longueur k de L,(A) appartient a L,, puis 
on montre la rtciproque. Les deux parties de la preuve se traitent par recurrence sur k. 
Un mot de longueur 1 de L,(A) se reduit a une lettre p E 9. Alors, puisque e est 
l’etat initial, il existe une lettre a E 6 tel que (e, p,a) E 6. Par construction, p est un 
prefixe propre de e(e) et il existe u E d* tel que Q(e) = pau, oh p est consider& comme 
\ 1 / s’n’ 
Fig. 11. Automate obtenu par traduction de I’Exemple 2. 
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mot de &*. Le mot p (considere comme mot de 9*) est l’artte d’une occurrence de 
a et appartient aiors a L, 
La premiere assertion est verifiee pour k = 1. 
Soit maintenant f = (PI,. . , pk+l) E L,(A); comme tous ks &its sent terrmnaux, 
on a (PI,..., pk) E L,!(A), pour un certain a’ E 8. 
La suite de mouvements de l’automate reconnaissant f peut s’ecrire: 
J(%(Pl,..., Pk),a’),&a’, Pk+l,a). 
Comme l’hypothese de recurrence s’applique alors au mot (PI,. . . , pk) (tous les etats 
sont terminaux), il existe une occurrence cc) E &, 0 = ua’v d’arete (PI,. . . , pk). Le 
mouvement de l’automate &a’, pk+ 1, a) implique, par definition de 6, qu’il existe II’ E 
b* tel que @a’) = pk+lau’. 
Alors ok+‘(e) = &n)pk+, ado(u) et (Q(u)p, a, v’Q(v)) est une occurrence o’ de a 
dans Qk+’ (e). 
D’apres le Lemme 6, o’ a pour a&e (PI,. . . , pk+] ) qui appartient done a L,. Ceci 
prouve l’inclusion 
L,(A) CL, 
Prouvons l’inclusion reciproque L, CL,(A). 
Soit p dans L, de longueur 1. Alors p est un prtfixe propre de e(e); le triplet 
(e, p, a) appartient done a 6 par construction Le mot p est accessible et, comme tous 
les Ctats sont terminaux, il appartient a L,(A). 
L’inclusion est verifiee pour k = 1. 
Soit maintenant f = (pl,...,pk+l) E La. On pose w = n-'(f)= (u,a,u). Comme 
LO est prefixiel (Lemme 7), (PI,. . . , pk) est l’arete d’une occurrence 0.1’ d’une lettre 
a’; d’apres l’hypothbse de recurrence, ce mot appartient a L,!(A), en arrivant sur l’etat 
a’. 11 reste a montrer que le triplet (a’, pk+],a) appartient a 6. 
Par definition de l’arete, pk+l est un prtfixe propre de &a’) qui s’ecrit &a’) = 
pk+lau pour pk+l consider& dans &* et pour un mot v de b*. Alors (a’, pk+l, a) 
appatiient 6 6 et, Comme tous ks ttats sent terminaux, le mot (PI,. . . , pk+] ) appartient 
bien a L,(A). D’oh l’inclusion et l’egalite: 
L, = L,(A), 
L(A) = u L,(A) = u L, =L+ 0 
lzEff aEl 
Exemple 7. Reconnaissance du langage des aretes LQ de 1’Exemple 2. 
La Fig. 11 donne l’automate A acceptant le langage Lt, de la D-description 
la courbe de Koch. On rappelle que l’alphabet Y, dtcrit dans 1’Exemple 4 
Y’={ E, n, no’, no’s, 0, ow, own’, s, sn, sno, 
n’, n’o, n’os’, o’, o’w’, o’w’n, s’, s’n’, s/do’}. 
du tote de 
vaut: 
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Le tract de l’automate affiche les Ctats de l’ensemble 8 = {n, o,s, w, n’, o’,s’, w’} en 
gras et affiches les prefixes de 9 Ctiquetant les arcs en italique. Le mot vide est note par 
un point. L’ensemble 9’ des fonctions affines est Cgalement donne dans 1’Exemple 4. 
2.3.2. A-description et preuve du thtor2me 
On construit d’abord une A-description a partir de l’automate A et de I’IFS 93, 
puis on prouve l’egalitt des images obtenues pour chaque iteration de numero k. 
DSmition 11. Soit 9 = (8, e, Y, Y,0, @) une D-description, et soit 59 = (9, 9, [ 1) 
I’IFS nomme qui lui est associe. On pose 
d = (Fg,A,V) 
oh A et l’automate de la Definition 10 et 9? est la famille des figures de base de 9. 
Lemme 14. Le triplet d = (Fg,A,%T) est une A-dilfinition. 
La D-description $3 et la A-description d dt$nissent la mgme suite d’images: pour 
tout entier k, 
Preuve. Le premier point est evident d’aprbs la Definition 1: W est une famille de 
parties de R *, Fg est un IFS nomme, l’automate A est deterministe (Lemme 12) et 
reconnait un langage de Y*, ou 9 est l’alphabet de 1’IFS $9. De la Definition 1, 
on tire: 
do@‘) = u (&(A) n gk)(G). 
&l 
La Proposition 1 affirme que: 
gk(e) = u (La n p’)(Co). 
UEB 
D’apris le Lemme 13, on a L, = L,(A) pour tout a dans 6, soit finalement: 
q 
Preuve du thkor&me. Soit X une image D-dtfinissable a l’ordre k, par une 
D-description 9. Alors, on peut construire d, la A-description associee a la 
D-description et le Lemme 14 conclut que X est A-definissable a l’ordre k. 
Le Lemme 14 assure l’egalite terme a terme pour tout entier k et la convergence 
vers une image est assuree dans chacun des deux modeles, ce qui permet le passage a 
la limite: 
9(e) = d(U). 
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Finalement toute image X qui est D-dtfinissable est A-dkfinissable. Une argumentation 
similaire prouve l’igalite des armatures 9’(e) = d’(U). 0 
3. Conclusion 
Nous avons obtenu une traduction de la dkfinition d’images par les courbes et en- 
sembles r&currents dans une dkfinition en IFSA (IFS contr6lts par automates finis). 
La traduction riciproque qui permettrait de construire une D-description B par- 
tir d’une A-description ne peut 6tre obtenue directement par les m2mes techniques. 
L’exemple du flocon de Koch met l’accent sur l’une des difficult&s. Dans ce cas, le 
mtcanisme de traduction ne donne pas la description minimale par IFSA. En effet, dans 
l’exemple I, un automate a un seul Ctat sufflit a construire les A-images du c&t& pour 
k = I, 2,. _ . et un automate 6 deux itats fournit l’image du flocon; la traduction de la 
D-description favec un alphabet i hit Iettres) construite dans I’Exemple 7 fournit un 
automate 2~ huit &tats pour la seule representation du c6d. 
Partant de la A-description minimale 4 ttat unique, on ne peut done transformer par 
simple bijection rtciproque I’ensemble d’ttats de d en alphabet pour 9, 
On s’est 1imitC ici ti l’ktude des D-descriptions construites dans le mondide libre. 
Certains exemples de [7] (des variantes de dragon) utilisent les simplifications du 
groupe libre; cependant, l’auteur remarque dans le m2me article qu’il existe un algo- 
rithme pour traduire toute D-description dans un groupe libre en une D-description 
dans monoi’de libre. En utilisant cet algorithme, nous transformons toute D-description 
en A-description. 
Un rksultat concernant une sous-classe des ensembles rkurrents vient d’itre pub12 
rkcemment. Dans [5], il est mention& sans preuve ditailke que les ensembles r&currents 
de [7] peuvent 6tre considlrks comme des DOL-systkmes, cas particulier de L-systkmes~ 
Puis leur thkorkme 1 montre que tout DOL-systbme uniformbment croissant (c’est h 
dire tels que @ puisse $tre ramerk 1 une homothkthie h kventuellement composire avec 
une rotation) est iquivalent 1 un MRFS (Mutually Recursive Function System) dont le 
systkme d’kquations peut ktre transformt en automate par une construction classique. 
Notre rkultat est plus girkral puisqu’il s’applique Cgalement aux systkmes rlcurrents 
qui ne sont pas nicessairement uniformlment croissants, tel que la courbe de Kiess- 
wetter, Exemple 4.3 de [7]. La Fig. 12 montre que cette image ne peut itre obtenue de 
manike unifomknent croissante, puisqu’un tel mkanisme conserve les angles d’une 
&ape B Ia suivante. 
La D-description de cette courbe est donnke par: 
6 = a,b a est la lettre distinyude, 
Y(a)=V(a)=(I,l) Y(b) = V(b) =(1,-l), 
O(a) = abbb, B(b) = baaa, 
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Fig. 12. Courbe de Kiesswetter. 
D&F 
Fig 13 Automate pour la courbe de Kiesswetter. 
La A-description est donnke par l’alphabet des prkfixes: 
{ZA,B,C,D,~,F} 
associks respectivement au mot vide, puis B a, ab, abb, 6, ba, baa. A titre d’exemple, la 
matrice de la transformation [B], en coordonnkes homogknes est donnke par: 
114 0 112 
MTah = 0 -l/2 0 
0 0 1 
et l’automate est trace en Fig. 13. 
Nous awns obtenu une methode dkterministe de traduction des ensembles rkurrents 
vers les IFS contr6ks par automate, posant ainsi un jalon vers une vue umfke des 
hmalismes dkxivant les figures autwmilaires. 
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