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Preface
In recent years considerable advances have been made in quantitative homogenization
of partial differential equations in the periodic and non-periodic settings. This monograph
surveys the theory of quantitative homogenization for second-order linear elliptic systems in
divergence form with rapidly oscillating periodic coefficients,
Lε = −div
(
A(x/ε)∇),
in a bounded domain Ω in Rd. It begins with a review of the classical qualitative homoge-
nization theory, and addresses the problem of convergence rates of solutions. The main body
of the monograph investigates various interior and boundary regularity estimates (Ho¨lder,
Lipschitz, W 1,p, nontangnetial-maximal-function) that are uniform in the small parameter
ε > 0. Additional topics include convergence rates for Dirichlet eigenvalues and asymptotic
expansions of fundamental solutions, Green functions, and Neumann functions.
In Chapter 1 we present the quantitative homogenization theory for Lε, which has been
well understood since 1970’s. We start out with a review of basic facts on weak solutions
for elliptic systems with bounded measurable coefficients, and use the method of (formal)
asymptotic expansions to derive the formula for the homogenized (or effective) operator
L0. We then prove the classical results on the homogenization of Dirichlet and Neumann
boundary value problems for Lε.
In Chapter 2 we address the issue of convergence rates for solutions and two-scale expan-
sions. Various estimates in Lp and in H1 are obtained without smoothness assumptions on
the coefficient matrix A.
Chapters 3, 4 and 5 are devoted to the study of sharp regularity estimates, which are
uniform in ε > 0, for solutions of Lε(uε) = F . The case of interior estimates is treated
in Chapter 3. We use a compactness method to establish the Lipschitz estimate down to
the microscopic scale ε under the ellipticity and periodicity assumptions. With additional
smoothness assumptions on A, this, together with a simple blow-up argument, leads the
full-scale Ho¨lder and Lipschitz estimates. The compactness method, which originated from
the study of the regularity theory in the calculus of variations and minimal surfaces, was
introduced to the study of homogenization problems by M. Avellaneda and F. Lin [9]. In this
chapter we also introduce a real-variable method for establishing Lp andW 1,p estimates. The
method, originated in a paper by L. Caffarelli and I. Peral [19], may be regarded a refined
and dual version of the celebrated Caldero´n-Zygmund Lemma. As corollaries of interior
estimates, we obtain asymptotic expansions for the fundamental solution Γε(x, y) and its
derivatives ∇xΓε(x, y), ∇yΓε(x, y) and ∇x∇yΓε(x, y), as ε→ 0.
In Chapter 4 we study the boundary regularity estimates for solutions of Lε(uε) = F in
Ω with the Dirichlet condition uε = f on ∂Ω. The boundary Lipschitz estimate is proved by
1
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the compactness method mentioned above. A key step is to prove the Lipschitz estimate for
the so-called Dirichlet correctors. The real-variable method introduced in Chapter 3 is used
to establish the boundary W 1,p estimates. It effectively reduces to the problem to certain
(weak) reverse Ho¨lder inequalities.
In Chapter 5 we prove the boundary Ho¨lder, Lipschitz, and W 1,p estimates for solutions
of Lε(uε) = F in Ω with the Neumann condition ∂uε∂νε = g in ∂Ω. Here we introduce a general
scheme, recently developed by S. N. Armstrong and C. Smart [5] in the study of stochastic
homogenization, for establishing regularity estimates at large scale. Roughly speaking, the
scheme states that if a function u is well approximated by C1,α functions at every scale
greater than ε, then u is Lipschitz continuous at every scale greater than ε.
In Chapter 6 we revisit the problem of convergence rates. We establish an O(ε) error
estimate in H1 for a two-scale expansion involving the Dirichlet correctors and use it to prove
a convergence result for the Dirichlet eigenvalue λε,k. We derive the asymptotic expansions
for the Green function Gε(x, y) and its derivatives, as ε → 0. Analogous results are also
obtained for the Neumann function Nε(x, y).
Chapter 7 is devoted to the study of L2 boundary value problems for Lε(uε) = 0 in
a Lipschitz domain Ω. We establish optimal estimates in terms of nontangential maximal
functions for Dirichlet problems with boundary data in L2(∂Ω) and in H1(∂Ω) as well as
the Neumann problem with boundary data in L2(∂Ω). This is achieved by the method of
layer potentials - the classical method of integral equations. The asymptotic results for
the fundamental solution Γε(x, y) in Chapter 3 are used to obtain the L
p boundedness of
singular integrals on ∂Ω, associated with the single and double potentials. The proof of
Rellich estimates,
(0.0.1)
∥∥∥∂uε
∂νε
∥∥∥
L2(∂Ω)
≈ ‖∇tanuε‖L2(∂Ω),
which are crucial in the use of the method of layer potentials in Lipschitz domains, is divided
into two cases. In the small-scale case, where diam(Ω) ≤ ε, the estimates are obtained by
using Rellich identities and a three-step approximation argument. The proof of (0.0.1) for
the large-scale case, where diam(Ω) > ε, uses an error estimate in H1(Ω) for a two-scale
expansion obtained in Chapter 2. For reader’s convenience we also include a section in
which we prove (0.0.1) and solve the L2 Dirichlet, Neumann and regularity problems in
Lipschitz domains for the case L = −∆.
Part of this monograph is based on lecture notes for courses I taught at several summer
schools and at the University of Kentucky. Much of material in Chapters 6 and 7 is taken from
my joint papers [51, 53] with Carlos Kenig and Fang-Hua Lin, and from [55] with Carlos
Kenig. I would like to express my deep gratitude to Carlos Kenig and Fang-Hua Lin for
introducing me to the research area of homogenization and for their important contribution
to our joint work.
Zhongwei Shen
Lexington, Kentucky
Fall 2017
CHAPTER 1
Elliptic Systems of Second Order with Periodic Coefficients
In this monograph we shall be concerned with a family of second-order linear elliptic
systems in divergence form with rapidly oscillating periodic coefficients,
(1.0.1) Lε = −div
(
A (x/ε)∇) = − ∂
∂xi
[
aαβij
(x
ε
) ∂
∂xj
]
, ε > 0,
in Rd (the summation convention that the repeated indices are summed is used throughout).
We will always assume that the coefficient matrix (tensor)
A(y) =
(
aαβij (y)
)
, with 1 ≤ i, j ≤ d and 1 ≤ α, β ≤ m,
is real, bounded measurable, and satisfies certain ellipticity condition, to be specified later.
We also assume that A is 1-periodic; i.e.,
(1.0.2) A(y + z) = A(y) for a.e. y ∈ Rd and z ∈ Zd.
Observe that by a linear transformation one may replace Zd in (1.0.2) by any lattice in Rd.
In this chapter we present the qualitative homogenization theory for Lε. We start out in
Section 1.1 with basic facts on weak solutions of second-order elliptic systems in divergence
form. In Section 1.2 we use the method of (formal) asymptotic expansions to derive the
formula for the homogenized (or effective) operator L0 with constant coefficients. In Section
1.3 we prove some classical theorems on the homogenization of boundary value problems
for second-order elliptic systems. In particular, we will show that if uε ∈ H10 (Ω;Rm) and
Lε(uε) = F in a bounded Lipschitz domain Ω, where F ∈ H−1(Ω;Rm), then uε → u0 strongly
in L2(Ω;Rm) and weakly in H10 (Ω;R
m), as ε → 0. Moreover, the function u0 ∈ H10 (Ω;Rm)
is a solution of L0(u0) = F in Ω. Section 1.4 is devoted to the qualitative homogenization
of elliptic systems of linear elasticity.
Throughout the monograph we will use C and c to denote positive constants that are
independent of the parameter ε > 0. They may change from line to line and depend on A
and/or Ω. We will use −∫
E
u to denote the L1 average of a function u over a set E; i.e.
−
∫
E
u =
1
|E|
∫
E
u.
1.1. Weak solutions
In this section we review basic facts on weak solutions of second-order elliptic systems
with bounded measurable coefficients. For convenience of reference it will be done in the
context of operator Lε. However, the periodicity condition (1.0.2) is not used in the section.
3
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For a domain Ω in Rd and 1 ≤ p ≤ ∞, let
W 1,p(Ω;Rm) =
{
u ∈ Lp(Ω;Rm) : ∇u ∈ Lp(Ω;Rm×d)
}
.
Equipped with the norm
‖u‖W 1,p(Ω) :=
{
‖∇u‖pLp(Ω) + ‖u‖pLp(Ω)
}1/p
for 1 ≤ p < ∞, and ‖u‖W 1,∞(Ω) := ‖u‖L∞(Ω) + ‖∇u‖L∞(Ω), W 1,p(Ω;Rm) is a Banach space.
For 1 < p < ∞, let W 1,p0 (Ω;Rm) denote the closure of C∞0 (Ω;Rm) in W 1,p(Ω;Rm) and
W−1,p(Ω;Rm) the dual of W 1,p
′
0 (Ω;R
m), where p′ = p
p−1
. If p = 2, we often use the
usual notation: H1(Ω;Rm) = W 1,2(Ω;Rm), H10 (Ω;R
m) = W 1,20 (Ω;R
m), and H−1(Ω;Rm) =
W−1,2(Ω;Rm).
Definition 1.1.1. Let Lε = −div(A(x/ε)∇) withA(y) =
(
aαβij (y)
)
. For F ∈ H−1(Ω;Rm),
we call uε ∈ H1(Ω;Rm) a weak solution of Lε(uε) = F in Ω, if
(1.1.1)
∫
Ω
A(x/ε)∇uε · ∇ϕdx = 〈F, ϕ〉H−1(Ω)×H10 (Ω)
for any test function ϕ ∈ C∞0 (Ω;Rm).
To establish the existence of weak solutions for the Dirichlet problem, we introduce the
following ellipticity condition: there exists a constant µ > 0 such that
‖A‖∞ ≤ µ−1,(1.1.2)
µ
∫
Rd
|∇u|2 dx ≤
∫
Rd
A∇u · ∇u dx for any u ∈ C∞0 (Rd;Rm).(1.1.3)
Observe that the condition (1.1.2)-(1.1.3), which is referred as the V -ellipticity, is invariant
under translation and dilation. In particular, if A = A(x) satisfies (1.1.2)-(1.1.3), so does
Aε = A(x/ε) with the same constant µ.
Lemma 1.1.2. The integral condition (1.1.3) implies the following algebraic condition,
(1.1.4) µ|ξ|2|η|2 ≤ aαβij (y)ξiξjηαηβ
for a.e. y ∈ Rd, where ξ = (ξ1, . . . , ξd) ∈ Rd and η = (η1, . . . , ηm) ∈ Rm.
Proof. Since A is real, it follows from (1.1.3) that
(1.1.5) µ
∫
Rd
|∇u|2 dx ≤ Re
∫
Rd
A∇u · ∇u dx for any u ∈ C∞0 (Rd;Cm).
Fix y ∈ Rd, ξ ∈ Rd and η ∈ Rm. Let
u(x) = ϕε(x)t
−1eitξ·xη
in (1.1.5), where t > 0, ϕε(x) = ε
−d/2ϕ(ε−1(x − y)) and ϕ is a function in C∞0 (Rd) with∫
Rd
ϕ2 dx = 1. Using
∂uβ
∂xj
= iϕεe
itξ·xξjη
β +
∂ϕε
∂xj
t−1eitξ·xηβ,
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we see that as t→∞, ∫
Rd
|∇u|2 dx = |ξ|2|η|2
∫
Rd
|ϕε|2 dx+O(t−1),
Re
∫
Rd
A∇u · ∇u dx =
∫
Rd
aαβij (x)ξiξjη
αηβ|ϕε|2 dx+O(t−1).
In view of (1.1.5) this implies that
(1.1.6) µ|ξ|2|η|2
∫
Rd
|ϕε|2 dx ≤
∫
Rd
aαβij (x)ξiξjη
αηβ|ϕε|2 dx.
Since ϕ2ε(x) = ε
−dϕ2(ε−1(x− y)) is a mollifier, the inequality (1.1.4) follows by letting ε→ 0
in (1.1.6). 
The ellipticity condition (1.1.4) is called the Legendre-Hadamard condition. It follows
from Lemma 1.1.2 that in the scale case (m = 1), the conditions (1.1.3) and (1.1.4) are
equivalent. By using the Plancherel Theorem one may also show the equivalency when
m ≥ 2 and A is constant.
Theorem 1.1.3. Suppose that A satisfies (1.1.2)-(1.1.3). Let uε ∈ H1(Ω;Rm) be a weak
solution of Lε(uε) = F + div(G) in Ω, where F ∈ L2(Ω;Rm) and G = (Gαi ) ∈ L2(Ω;Rm×d).
Then, for any ψ ∈ C10 (Ω),
(1.1.7)
∫
Ω
|∇uε|2|ψ|2 dx ≤ C
{∫
Ω
|uε|2|∇ψ|2 dx+
∫
Ω
|G|2|ψ|2 dx+
∫
Ω
|F ||uε||ψ|2 dx
}
,
where C depends only on µ. 1
Proof. Note that by (1.1.1),
(1.1.8)
∫
Ω
A(x/ε)∇uε · ∇ϕdx =
∫
Ω
F αϕα dx−
∫
Ω
Gαi
∂ϕα
∂xi
dx
for any ϕ = (ϕα) ∈ C∞0 (Ω;Rm). Since uε ∈ H1(Ω;Rm), by a density argument, (1.1.8)
continues to hold for any ϕ ∈ H10 (Ω;Rm). Observe that
(1.1.9)
A(x/ε)∇(ψuε) · ∇(ψuε) =A(x/ε)∇uε · ∇(ψ2uε) + A(x/ε)(∇ψ)uε · ∇(ψuε)
− A(x/ε)∇(ψuε) · (∇ψ)uε + A(x/ε)(∇ψ)uε · (∇ψ)uε,
1The constants C and c in this monograph may also depend on d and m. However, this fact is irrelevant
to our investigation and will be ignored.
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where ψ ∈ C10(Ω). It follows that∫
Ω
A(x/ε)∇(uεψ) · ∇(uεψ) dx
=
∫
Ω
A(x/ε)∇uε · ∇(uεψ2) dx+
∫
Ω
A(x/ε)(∇ψ)uε · ∇(ψuε) dx
−
∫
Ω
A(x/ε)∇(ψuε) · (∇ψ)uε dx+
∫
Ω
A(x/ε)uε∇ψ · uε∇ψ dx
=
∫
Ω
F αuαεψ
2 dx−
∫
Ω
Gαi
∂
∂xi
(
uαεψ
2
)
dx+
∫
Ω
A(x/ε)(∇ψ)uε · ∇(ψuε) dx
−
∫
Ω
A(x/ε)∇(ψuε) · (∇ψ)uε dx+
∫
Ω
A(x/ε)uε∇ψ · uε∇ψ dx,
where we have used (1.1.8) with ϕ = uεψ
2 for the last step. Hence, by (1.1.2)-(1.1.3),
µ
∫
Ω
|∇(uεψ)|2 dx ≤
∫
Ω
A(x/ε)∇(uεψ) · ∇(uεψ) dx
≤
∫
Ω
|F ||uε||ψ|2 dx+ C
∫
Ω
|Gψ||∇(uεψ)| dx+ C
∫
Ω
|Gψ||uε∇ψ| dx
+ C
∫
Ω
|∇(ψuε)||uε||∇ψ| dx+ C
∫
Ω
|uε|2|∇ψ|2 dx.
This yields (1.1.7) by applying the Cauchy inequality
(1.1.10) ab ≤ δa2 + b
2
4δ
,
where a, b ≥ 0 and δ > 0. 
For a ball
B = B(x0, r) = {x ∈ Rd : |x− x0| < r}
in Rd, we will use tB to denote B(x0, tr), the ball with the same center and t times the
radius as B. Let uε ∈ H1(2B;Rm) be a weak solution of Lε(uε) = F + div(G) in 2B, where
F ∈ L2(2B;Rm) and G = (Gαi ) ∈ L2(2B;Rm×d). Then
(1.1.11)
∫
sB
|∇uε|2 dx ≤ C
{
1
(t− s)2r2
∫
tB
|uε − E|2 dx+ r2
∫
tB
|F |2 dx+
∫
tB
|G|2 dx
}
for any 1 < s < t < 2 and E ∈ Rm, where C depends only on µ. The inequality (1.1.11)
is called (interior) Caccioppoli’s inequality. To see (1.1.11), one applies Theorem 1.1.3 to
uε −E and choose ψ ∈ C10(tB) so that 0 ≤ ψ ≤ 1, ψ = 1 on sB, and |∇ψ| ≤ C(t− s)−1r−1.
Theorem 1.1.4 (Reverse Ho¨lder inequality). Suppose that A satisfies conditions (1.1.2)-
(1.1.3). Let uε ∈ H1(2B;Rm) be a weak solution of Lε(uε) = 0 in 2B, where B = B(x0, r)
for some x0 ∈ Rd and r > 0. Then there exists some p > 2, depending only on µ (and d,m),
such that
(1.1.12)
(
−
∫
B
|∇uε|p dx
)1/p
≤ C
(
−
∫
2B
|∇uε|2 dx
)1/2
,
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where C depends only on µ.
Proof. Suppose Lε(uε) = 0 in 2B. It follows from (1.1.11) by Sobolev-Poncare´ inequal-
ity that
(1.1.13)
(
−
∫
sB
|∇uε|2 dx
)1/2
≤ C
t− s
(
−
∫
tB
|∇uε|q dx
)1/q
,
where 1 < s < t < 2 and 1
q
= 1
2
+ 1
d
. This gives a reverse Ho¨lder inequality, which has the
so-called self-improving property. We refer the reader to [37, Chapter V] for a proof of the
property. 
We are interested in the Dirichlet boundary value problem,
(1.1.14)
{Lε(uε) = F + div(G) in Ω,
uε = f on ∂Ω,
and the Neumann boundary value problem,
(1.1.15)

Lε(uε) = F + div(G) in Ω,
∂uε
∂νε
= g − n ·G on ∂Ω,
with non-homogeneous boundary conditions, where the conormal derivative ∂uε
∂νε
on ∂Ω is
defined by
(1.1.16)
(
∂uε
∂νε
)α
= ni(x)a
αβ
ij (x/ε)
∂uβε
∂xj
,
and n = (n1, . . . , nd) denotes the outward unit normal to ∂Ω.
Let Ω be a bounded Lipschitz domain in Rd. The space H1/2(∂Ω) may be defined as the
subspace of L2(∂Ω) of functions f for which
‖f‖H1/2(∂Ω) :=
{∫
∂Ω
|f |2 dσ +
∫
∂Ω
∫
∂Ω
|f(x)− f(y)|2
|x− y|d dσ(x)dσ(y)
}1/2
<∞.
Theorem 1.1.5. Assume that A satisfies (1.1.2)-(1.1.3). Let Ω be a bounded Lipschitz
domain in Rd. Then, for any f ∈ H1/2(∂Ω;Rm), F ∈ L2(Ω;Rm) and G ∈ L2(Ω;Rm×d),
there exists a unique uε ∈ H1(Ω;Rm) such that Lε(uε) = F +div(G) in Ω and uε = f on ∂Ω
in the sense of trace. Moreover, the solution satisfies the energy estimate
(1.1.17) ‖uε‖H1(Ω) ≤ C
{
‖F‖L2(Ω) + ‖G‖L2(Ω) + ‖f‖H1/2(∂Ω)
}
,
where C depends only on µ and Ω.
Proof. In the case where f = 0 on ∂Ω, this follows by applying the Lax-Milgram
Theorem to the bilinear form
(1.1.18) B[u, v] =
∫
Ω
A(x/ε)∇u · ∇v dx
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on the Hilbert space H10 (Ω;R
m). In general, if f ∈ H1/2(∂Ω;Rm), then f is the trace of a
function w in H1(Ω;Rm) with
‖w‖H1(Ω) ≤ C ‖f‖H1/2(∂Ω).
By considering uε − w, one may reduce the general case to the case where f = 0. 
We now consider the Neumann boundary value problem. Let H−1/2(∂Ω;Rm) denote the
dual of H1/2(∂Ω;Rm).
Definition 1.1.6. We call uε ∈ H1(Ω;Rm) a weak solution of the Neumann problem
(1.1.15) with data F ∈ L2(Ω;Rm), G ∈ L2(Ω;Rm×d) and g ∈ H−1/2(∂Ω;Rm), if
(1.1.19)
∫
Ω
A(x/ε)∇uε · ∇ϕdx =
∫
Ω
F · ϕdx−
∫
Ω
G · ∇ϕdx+ 〈g, ϕ〉H−1/2(∂Ω)×H1/2(∂Ω)
for any ϕ ∈ C∞(Rd;Rm).
If m ≥ 2, the ellipticity condition in (1.1.2)-(1.1.3) is not sufficient for solving the Neu-
mann problem. As such, we introduce the very strong ellipticity condition, also called the
Legendre condition: there exists a constant µ > 0 such that
(1.1.20) µ|ξ|2 ≤ aαβij (y)ξαi ξβj ≤
1
µ
|ξ|2
for a.e. y ∈ Rd, where ξ = (ξαi ) ∈ Rm×d. It is easy to see that
(1.1.20) =⇒ (1.1.2)-(1.1.3).
Theorem 1.1.7. Let Ω be a bounded Lipschitz domain in Rd and A satisfy (1.1.20). As-
sume that F ∈ L2(Ω;Rm), G ∈ L2(Ω;Rm×d) and g ∈ H−1/2(∂Ω;Rm) satisfy the compatibility
condition
(1.1.21)
∫
Ω
F · b dx+ 〈g, b〉H−1/2(∂Ω)×H1/2(∂Ω) = 0
for any b ∈ Rm. Then the Neumann problem (1.1.15) has a weak solution uε, unique up to
a constant in Rm, in H1(Ω;Rm). Moreover, the solution satisfies the energy estimate
(1.1.22) ‖∇uε‖L2(Ω) ≤ C
{
‖F‖L2(Ω) + ‖G‖L2(Ω) + ‖g‖H−1/2(∂Ω)
}
,
where C depends only on µ and Ω.
Proof. Using (1.1.20), one obtains
µ
∫
Ω
|∇u|2 dx ≤
∫
Ω
A(x/ε)∇u · ∇u dx
for any u ∈ H1(Ω;Rm). The results follow from the Lax-Milgram Theorem by considering
the bilinear form (1.1.18) on the Hilbert space H1(Ω;Rm)/Rm. 
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1.2. Two-scale asymptotic expansions and the homogenized operator
Let Lε = −div(A(x/ε)∇) with matrix A = A(y) satisfying (1.1.2)-(1.1.3). Also assume
that A is 1-periodic. In this section we use the method of formal two-scale asymptotic
expansions to derive the formula for the homogenized (effective) operator for Lε.
Suppose that L(uε) = F in Ω. Let
(1.2.1) Y = [0, 1)d ∼= Rd/Zd
be the elementary cell for the lattice Zd. In view of the coefficients of Lε, one seeks a solution
uε in the form
(1.2.2) uε(x) = u0(x, x/ε) + εu1(x, x/ε) + ε
2u2(x, x/ε) + · · · ,
where the functions uj(x, y) are defined on Ω× Rd and 1-periodic in y, for any x ∈ Ω.
Note that if φε(x) = φ(x, y) with y = x/ε, then
∂φε
∂xj
=
1
ε
∂φ
∂yj
+
∂φ
∂xj
.
It follows that
(1.2.3)
Lε
(
uj(x, x/ε)
)
= ε−2L0
(
uj(x, y)
)
(x, x/ε) + ε−1L1
(
uj(x, y)
)
(x, x/ε)
+ L2
(
uj(x, y)
)
(x, x/ε),
where the operators L0, L1, L2 are defined by
(1.2.4)
L0(φ(x, y)) = − ∂
∂yi
{
aαβij (y)
∂φβ
∂yj
}
,
L1(φ(x, y)) = − ∂
∂xi
{
aαβij (y)
∂φβ
∂yj
}
− ∂
∂yi
{
aαβij (y)
∂φβ
∂xj
}
,
L2(φ(x, y)) = − ∂
∂xi
{
aαβij (y)
∂φβ
∂xj
}
.
In view of (1.2.2) and (1.2.3) we obtain, at least formally,
(1.2.5)
Lε(uε) = ε−2L0(u0) + ε−1
{
L1(u0) + L
0(u1)
}
+
{
L2(u0) + L
1(u1) + L
0(u2)
}
+ · · · .
Since Lε(uε) = F , by identifying the powers of ε, it follows from (1.2.5) that
(1.2.6) L0(u0) = 0,
(1.2.7) L1(u0) + L
0(u1) = 0,
(1.2.8) L2(u0) + L
1(u1) + L
0(u2) = F.
Using the fact that u0(x, y) is 1-periodic in y, we may deduce from (1.2.6) that∫
Y
A(y)∇yu0 · ∇yu0 dy = 0.
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Under the ellipticity condition (1.1.2)-(1.1.3) and periodicity condition (1.0.2), we will show
that
(1.2.9) µ
∫
Y
|∇yφ|2 dy ≤
∫
Y
A(y)∇yφ · ∇yφ dy for any φ ∈ H1per(Y ;Rm).
See Lemma 1.2.3. It follows that ∇yu0 = 0. Thus u0(x, y) is independent of y; i.e.,
(1.2.10) u0(x, y) = u0(x).
Here and henceforth, Hkper(Y ;R
m) denotes the closure in Hk(Y ;Rm) of C∞per(Y ;R
m), the set
of C∞ and 1-periodic functions in Rd.
To derive the equation for u0, we first use (1.2.10) and (1.2.7) to obtain
(1.2.11)
(
L0(u1)
)α
= − (L1(u0))α = ∂
∂yi
{
aαβij (y)
} ∂uβ0
∂xj
.
By the Lax-Milgram Theorem and (1.2.9) one can show that if h ∈ L2loc(Rd;Rm×d) is 1-
periodic, the cell problem
(1.2.12)
{
L0(φ) = div(h) in Y,
φ ∈ H1per(Y ;Rm),
has a unique (up to constants) solution. In view of (1.2.11) we may write
(1.2.13) uα1 (x, y) = χ
αβ
j (y)
∂uβ0
∂xj
(x) + u˜α1 (x),
where, for each 1 ≤ j ≤ d and 1 ≤ β ≤ m, the function χβj = (χ1βj , . . . , χmβj ) ∈ H1per(Y ;Rm)
is the unique solution of the following cell problem:
(1.2.14)

L0(χβj ) = −L0(P βj ) in Y,
χβj (y) is 1-periodic,∫
Y
χβj dy = 0.
In (1.2.14) and henceforth, P βj = P
β
j (y) = yje
β, where eβ = (0, . . . , 1, . . . , 0) with 1 in the
βth position. Note that the αth component of −L0(P βj ) is ∂∂yi
(
aαβij (y)
)
.
We now use the equations (1.2.8) and (1.2.13) to obtain(
L0(u2)
)α
= F α − (L2(u0))α − (L1(u1))α
= F α(x) + aαβij (y)
∂2uβ0
∂xi∂xj
+ aαβij (y)
∂2uβ1
∂xi∂yj
+
∂
∂yi
{
aαβij (y)
∂uβ1
∂xj
}
= F α(x) + aαβij (y)
∂2uβ0
∂xi∂xj
+ aαβij (y)
∂χβγk
∂yj
· ∂
2uγ0
∂xi∂xk
+
∂
∂yi
{
aαβij (y)
∂uβ1
∂xj
}
.
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It follows by an integration in y over Y that
(1.2.15) −−
∫
Y
[
aαβij (y) + a
αγ
ik (y)
∂χγβj
∂yk
]
dy · ∂
2uβ0
∂xi∂xj
(x) = F α(x)
in Ω.
Definition 1.2.1. Let Â = (âαβij ), where 1 ≤ i, j ≤ d, 1 ≤ α, β ≤ m, and
(1.2.16) âαβij = −
∫
Y
[
aαβij + a
αγ
ik
∂
∂yk
(
χγβj
)]
dy,
and define
(1.2.17) L0 = −div(Â∇).
In summary we have formally deduced that the leading term u0 in the expansion (1.2.2)
depends only on x and that u0 is a solution of L0(u0) = F in Ω. As we shall prove in the
next section, the constant coefficient operator L0 is indeed the homogenized operator for Lε.
Correctors and effective coefficients.
The constant matrix Â is called the matrix of effective or homogenized coefficients. Because
of (1.2.13) we call the 1-periodic matrix
χ(y) =
(
χβj (y)
)
=
(
χαβj (y)
)
,
with 1 ≤ j ≤ d and 1 ≤ α, β ≤ m, the matrix of (first-order) correctors for Lε. Define
(1.2.18) aper
(
φ, ψ
)
= −
∫
Y
aαβij (y)
∂φβ
∂yj
· ∂ψ
α
∂yi
dy
for φ = (φα) and ψ = (ψα). In view of (1.2.14) the corrector χβj is the unique function in
H1per(Y ;R
m) such that
∫
Y
χβj = 0 and
(1.2.19) aper
(
χβj , ψ
)
= −aper
(
P βj , ψ
)
for any ψ ∈ H1per(Y ;Rm).
It follows from (1.2.9) and (1.2.19) with ψ = χβj that
(1.2.20) ‖χβj ‖H1(Y ) ≤ C,
where C depends only on µ.
With the summation convention the first equation in (1.2.14) may be written as
(1.2.21)
∂
∂yi
[
aαβij + a
αγ
ik
∂
∂yk
(
χγβj
)]
= 0 in Rd;
i.e., L1(χβj +P βj ) = 0 in Rd. It follows from the reverse Ho¨lder estimate (1.1.12) and (1.2.20)
that
(1.2.22) ‖∇χβj ‖Lp(Y ) ≤ C0 for some p > 2,
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where p and C0 depend only on µ. This implies that χ
β
j are Ho¨lder continuous if d = 2. By
the classical De Giorgi - Nash theorem, χβj is also Ho¨lder continuous if m = 1 and d ≥ 3. If
m ≥ 2 and d ≥ 3, we may use Sobolev imbedding and (1.2.22) to obtain
(1.2.23) ‖χβj ‖Lq(Y ) ≤ C for some q >
2d
d− 2 .
We further note that by rescaling,
(1.2.24) Lε
{
P βj (x) + εχ
β
j (x/ε)
}
= 0 in Rd
for any ε > 0.
We now proceed to prove the inequality (1.2.9), on which the existence of correctors (χβj )
depends. The proof uses the property of weak convergence for periodic functions.
Proposition 1.2.2. Let {hℓ} be a sequence of 1-periodic functions. Assume that ‖hℓ‖L2(Y ) ≤
C and
−
∫
Y
hℓ(y)dy→ c0 as ℓ→∞.
Let εℓ → 0. Then hℓ(x/εℓ) ⇀ c0 weakly in L2(Ω) as ℓ → ∞, where Ω is a bounded domain
in Rd. In particular, if h is 1-periodic and h ∈ L2(Y ), then
h(x/ε)⇀ −
∫
Y
h weakly in L2(Ω), as ε→ 0.
Proof. By considering the periodic function hℓ −−
∫
Y
hℓ, we may assume that
∫
Y
hℓ = 0
and hence c0 = 0. Let uℓ ∈ H2per(Y ) be a 1-periodic function such that ∆uℓ = hℓ in Y . Let
gℓ = ∇uℓ. Then hℓ = div(gℓ) and ‖gℓ‖L2(Y ) ≤ C‖hℓ‖L2(Y ) ≤ C. Note that
hℓ(x/εℓ) = εℓ div
{
gℓ(x/εℓ)
}
.
It follows that, if ϕ ∈ C10 (Ω),
(1.2.25)
∫
Ω
hℓ(x/εℓ)ϕ(x) dx = −εℓ
∫
Ω
gℓ(x/εℓ) · ∇ϕ(x) dx→ 0,
as εℓ → 0. This is because, if Ω ⊂ B(0, R),∫
Ω
|gℓ(x/εℓ)|2 dx ≤ εdℓ
∫
B(0,R/εℓ)
|gℓ(y)|2 dy
≤ C ‖gℓ‖2L2(Y )
≤ C,
where we have used the periodicity of gℓ for the second inequality and C depends on R.
Similarly,
(1.2.26) ‖hℓ(x/εℓ)‖L2(Ω) ≤ C ‖hℓ‖L2(Y ) ≤ C.
In view of (1.2.25) and (1.2.26) we may conclude that hℓ(x/εℓ)⇀ 0 weakly in L
2(Ω). 
Lemma 1.2.3. Suppose that A = A(y) is 1-periodic and satisfies the ellipticity condition
(1.1.2)-(1.1.3). Then the inequality (1.2.9) holds for any φ ∈ H1per(Y ;Rm).
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Proof. Let uε(x) = εη(x)φ(x/ε), where φ is a 1-periodic function in C
∞(Rd;Rm) and
η ∈ C∞0 (Rd) with
∫
Rd
η2 dx = 1. Since A(x/ε) satisfies the condition (1.1.3), It follows that
(1.2.27) µ
∫
Rd
|∇uε|2 dx ≤
∫
Rd
A(x/ε)∇uε · ∇uε dx.
We now take limits by letting ε→ 0 on both sides of (1.2.27). Using
∇uε(x) = η(x)∇φ(x/ε) + ε∇η(x) · φ(x/ε)
and Proposition 1.2.2, we see that as ε→ 0,∫
Rd
A(x/ε)∇uε · ∇uε dx→ −
∫
Y
A∇φ · ∇φ dy
∫
Rd
η2 dx,∫
Rd
|∇uε|2 dx→ −
∫
Y
|∇φ|2 dy
∫
Rd
η2 dx.
This, together with (1.2.27), yields (1.2.9). 
The following lemma gives the ellipticity for L0.
Lemma 1.2.4. Suppose that A = A(y) is 1-periodic and satisfies (1.1.2)-(1.1.3). Then
(1.2.28) µ|ξ|2|η|2 ≤ âαβij ξiξjηαηβ ≤ µ1|ξ|2|η|2
for any ξ = (ξ1, . . . , ξd) ∈ Rd and η = (η1, . . . , ηm) ∈ Rm, where µ1 depends only on µ (and
d, m).
Proof. The second inequality in (1.2.28) follows readily from the energy estimate ‖χβj ‖H1(Y ) ≤
C, where C depends only on µ. To prove the first inequality, we will show that
(1.2.29) µ
∫
Rd
|∇φ|2 dx ≤
∫
Rd
Â∇φ · ∇φ dx for any φ ∈ C∞0 (Rd;Rm).
As we pointed out earlier, since Â is constant, this is equivalent to the first inequality in
(1.2.28).
To establish (1.2.29), we fix φ = (φα) ∈ C∞0 (Rd;Rm) and let
uε = φ+ εχ
β
j (x/ε)
∂φβ
∂xj
in (1.2.27) and then take the limits as ε→ 0. Using
∇uε = ∇φ+∇χβj (x/ε)
∂φβ
∂xj
+ εχβj (x/ε)
∂
∂xj
∇φβ
= ∇(P βj + χβj )(x/ε)∂φβ∂xj + εχβj (x/ε) ∂∂xj∇φβ
and Proposition 1.2.2, we see that as ε→ 0,∫
Rd
A(x/ε)∇uε · ∇uε dx→ −
∫
Y
A∇(P βj + χβj ) · ∇(P αi + χαi ) dy ∫
Rd
∂φβ
∂xj
· ∂φ
α
∂xi
dx
=
∫
Rd
Â∇φ · ∇φ dx.
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Observe that ∇uε ⇀ ∇φ weakly in L2(Rd;Rm×d). It follows that
µ
∫
Rd
|∇φ|2 dx ≤ lim inf
ε→0
µ
∫
Rd
|∇uε|2 dx
≤ lim
ε→0
∫
Rd
A(x/ε)∇uε · ∇uε dx
=
∫
Rd
Â∇φ · ∇φ dx.
This completes the proof. 
We end this section with a useful observation on the homogenized matrix for the adjoint
operator
L∗ε = −div
(
A∗(x/ε)∇).
Lemma 1.2.5. Let A∗ =
(
a∗αβij
)
denote the adjoint of A, where a∗αβij = a
βα
ji . Then
Â∗ =
(
Â
)∗
. In particular, if A(y) is symmetric, i.e. aαβij (y) = a
βα
ji (y) for 1 ≤ i, j ≤ d and
1 ≤ α, β ≤ m, so is Â.
Proof. Let χ∗(y) =
(
χ∗βj (y)
)
=
(
χ∗αβj (y)
)
denote the matrix of correctors for L∗ε; i.e.
χ∗βj is the unique function in H
1
per(Y ;R
m) such that
∫
Y
χ∗βj = 0 and
(1.2.30) a∗per(χ
∗β
j , ψ) = −a∗per(P βj , ψ) for any ψ ∈ H1per(Y ;Rm),
where a∗per(φ, ψ) = aper(ψ, φ). Observe that by (1.2.19) and (1.2.30),
(1.2.31)
âαβij = aper
(
P βj + χ
β
j , P
α
i
)
= aper
(
P βj + χ
β
j , P
α
i + χ
∗α
i
)
= a∗per
(
P αi + χ
∗α
i , P
β
j + χ
β
j
)
= a∗per
(
P αi + χ
∗α
i , P
β
j
)
= a∗per
(
P αi + χ
∗α
i , P
β
j + χ
∗β
j
)
= â∗βαji ,
for 1 ≤ α, β ≤ m and 1 ≤ i, j ≤ d. This shows that (Â)∗ = Â∗. 
1.3. Homogenization of elliptic systems
We start with a Div-Curl Lemma.
Theorem 1.3.1. Let {uℓ} and {vℓ} be two bounded sequences in L2(Ω;Rd). Suppose that
(1) uℓ ⇀ u and vℓ ⇀ v weakly in L
2(Ω;Rd);
(2) curl(uℓ) = 0 in Ω and div(vℓ)→ f strongly in H−1(Ω).
Then ∫
Ω
(uℓ · vℓ)ϕdx→
∫
Ω
(u · v)ϕdx
as ℓ→∞, for any scalar function ϕ ∈ C10(Ω).
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Proof. By considering
uℓ · vℓ = (uℓ − u) · (vℓ − v)− u · v + uℓ · v + u · vℓ,
we may assume that uℓ ⇀ 0, vℓ ⇀ 0 weakly in L
2(Ω;Rd) and that div(vℓ) → 0 strongly in
H−1(Ω). By a partition of unity we may also assume that ϕ ∈ C10(B) for some ball B ⊂ Ω.
Since curl(uℓ) = 0 in Ω, there exists Uℓ ∈ H1(B) such that uℓ = ∇Uℓ in B and
∫
B
Uℓ dx =
0. It follows that∫
B
(uℓ · vℓ)ϕdx =
∫
B
(∇Uℓ · vℓ)ϕdx
= −〈div(vℓ), Uℓϕ〉H−1(B)×H10 (B) −
∫
B
Uℓ(vℓ · ∇ϕ) dx.
Hence,
(1.3.1)
∣∣∣ ∫
B
(uℓ · vℓ)ϕdx
∣∣∣ ≤ ‖div(vℓ)‖H−1(B)‖Uℓϕ‖H10 (B) + ‖Uℓ‖L2(B)‖vℓ · ∇ϕ‖L2(B).
We will show that both terms in the RHS of (1.3.1) converge to zero.
By Poincare´ inequality,
‖Uℓ‖L2(B) ≤ C ‖uℓ‖L2(B) ≤ C.
Thus,
‖div(vℓ)‖H−1(B)‖Uℓϕ‖H10 (B) → 0.
Using ‖Uℓ‖L2(B) ≤ C, ∇Uℓ = uℓ ⇀ 0 weakly in L2(B;Rd), and
∫
B
Uℓ = 0, we may deduce
that if {Uℓk} is a subsequence of {Uℓ} and converges weakly in L2(B), then it must converge
weakly to zero. This implies that the full sequence Uℓ ⇀ 0 weakly in L
2(B). It follows that
Uℓ ⇀ 0 weakly in H
1(B) and therefore Uℓ → 0 strongly in L2(B). Consequently,
‖Uℓ‖L2(B)‖vℓ · ∇ϕ‖L2(B) ≤ C ‖Uℓ‖L2(B) → 0
as ℓ→∞. This completes the proof. 
The next theorem shows that the sequence of operators {Lℓεℓ} is G-compact in the sense
of G-convergence.
Theorem 1.3.2. Let {Aℓ(y)} be a sequence of 1-periodic matrices satisfying (1.1.2)-
(1.1.3) with the same constant µ. Let Fℓ ∈ H−1(Ω;Rm). Suppose that
(1.3.2) Lℓεℓ(uℓ) = Fℓ in Ω,
where εℓ → 0, uℓ ∈ H1(Ω;Rm), and
Lℓεℓ = −div
(
Aℓ(x/εℓ)∇
)
.
We further assume that
(1.3.3)

Fℓ → F in H−1(Ω;Rm),
uℓ ⇀ u weakly in H
1(Ω;Rm),
Âℓ → A0,
16 1. ELLIPTIC SYSTEMS WITH PERIODIC COEFFICIENTS
where Âℓ denotes the matrix of effective coefficients for Aℓ. Then
(1.3.4) Aℓ(x/εℓ)∇uℓ ⇀ A0∇u weakly in L2(Ω;Rm×d),
A0 is a constant matrix satisfying the ellipticity condition (1.2.28), and u is a weak solution
of
(1.3.5) − div(A0∇u) = F in Ω.
Proof. We first note that since Âℓ → A0 and Âℓ satisfies (1.2.28), so does A0. Also,
(1.3.5) follows directly from (1.3.2) and (1.3.4). To see (1.3.4), we let {uℓ′} be a subsequence
such that
Aℓ′(x/εℓ′)∇uℓ′ ⇀ H weakly in L2(Ω;Rm×d)
for some H ∈ L2(Ω;Rm×d) and show that H = A0∇u. This would imply that the whole
sequence Aℓ(x/εℓ)∇uℓ converges weakly to A0∇u in L2(Ω;Rm×d).
With loss of generality we assume that
(1.3.6) Aℓ(x/εℓ)∇uℓ ⇀ H weakly in L2(Ω;Rm×d)
for some H = (Hαi ) ∈ L2(Ω;Rm×d). Let χ∗ℓ(y) =
(
χ∗βk,ℓ(y)
)
denote the correctors associated
with the matrix A∗ℓ , the adjoint of Aℓ. Fix 1 ≤ k ≤ d, 1 ≤ γ ≤ m and consider the identity
(1.3.7)
∫
Ω
Aℓ(x/εℓ)∇uℓ·∇
(
P γk + εℓχ
∗γ
k,ℓ(x/εℓ)
)
· ψ dx
=
∫
Ω
∇uℓ · A∗ℓ(x/εℓ)∇
(
P γk + εℓχ
∗γ
k,ℓ(x/εℓ)
)
· ψ dx,
where ψ ∈ C10(Ω). By Proposition 1.2.2,
(1.3.8)
∇
(
P γk + εℓχ
∗γ
k,ℓ(x/εℓ)
)
=∇P γk +∇χ∗γk,ℓ(x/εℓ)
⇀∇P γk
weakly in L2(Ω), where we have used the fact
∫
Y
∇χ∗γk,ℓ dy = 0. Since Lℓεℓ(uεℓ) = Fℓ in Ω, in
view of (1.3.6) and (1.3.8), it follows by Theorem 1.3.1 that the LHS of (1.3.7) converges to∫
Ω
(H · ∇P γk )ψ dx =
∫
Ω
Hγkψ dx.
Similarly, note that ∇uℓ ⇀ ∇u and
A∗ℓ(x/εℓ)∇
(
P γk + εℓχ
∗γ
k,ℓ(x/εℓ)
)
⇀ lim
ℓ→∞
−
∫
Y
A∗ℓ
(
∇P γk +∇χ∗γk,ℓ
)
dy
= lim
ℓ→∞
Â∗ℓ ∇P γk
=(A0)∗∇P γk
weakly in L2(Ω), where we have used Proposition 1.2.2 as well as Lemma 1.2.5. Since
Lℓ∗εℓ
{
P γk + εℓχ
∗γ
k (x/εℓ)
}
= 0 in Rd,
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we may use Theorem 1.3.1 again to claim that the RHS of (1.3.7) converges to∫
Ω
(∇u · (A0)∗∇P γk )ψ dx.
As a result, since ψ ∈ C10(Ω) is arbitrary, it follows that
(1.3.9) Hγk = ∇u · (A0)∗∇P γk = A0∇u · ∇P γk in Ω.
This shows that H = A0∇u and completes the proof. 
We now use Theorem 1.3.2 to establish the qualitative homogenization of the Dirichlet
and Neumann problems for Lε. The proof only uses a special case of Theorem 1.3.2, where
Aℓ = A is fixed. The general case is essential in a compactness argument we will use in
Chapters 3 and 4 for regularity estimates that are uniform in ε > 0.
Homogenization of Dirichlet Problem (1.1.14).
Assume that A satisfies the elliptic condition (1.1.2)-(1.1.3) and is 1-periodic. Let F ∈
L2(Ω;Rm), G ∈ L2(Ω;Rm×d) and f ∈ H1/2(∂Ω;Rm). By Theorem 1.1.5 there exists a
unique uε ∈ H1(Ω;Rm) such that
Lε(uε) = F + div(G) in Ω and uε = f on ∂Ω
(the boundary data is taken in the sense of trace). Furthermore, the solution uε satisfies
‖uε‖H1(Ω) ≤ C
{
‖F‖L2(Ω) + ‖G‖L2(Ω) + ‖f‖H1/2(∂Ω)
}
,
where C depends only on µ and Ω.
Let {uε′} be a subsequence of {uε} such that as ε′ → 0, uε′ ⇀ u weakly in H1(Ω;Rm)
for some u ∈ H1(Ω;Rm). It follows readily from Theorem 1.3.2 that A(x/ε′)∇uε′ ⇀ Â∇u
and L0(u) = F + div(G) in Ω. Since f ∈ H1/2(∂Ω;Rm), there exists Φ ∈ H1(Ω;Rm) such
that Φ = f on ∂Ω. Using the facts that uε′ − Φ ⇀ u − Φ weakly in H1(Ω;Rm) and
uε′ − Φ ∈ H10 (Ω;Rm), we see that u − Φ ∈ H10 (Ω;Rm). Hence, u = f on ∂Ω. Consequently,
u is the unique weak solution to the Dirichlet problem,
L0(u0) = F + div(G) in Ω and u0 = f on ∂Ω.
Since {uε} is bounded in H1(Ω;Rm) and thus any sequence {uεℓ} with εℓ → 0 contains a
subsequence that converges weakly in H1(Ω;Rm), one may conclude that as ε→ 0,
(1.3.10)
{
A(x/ε)∇uε ⇀ Â∇u0 weakly in L2(Ω;Rm×d),
uε ⇀ u0 weakly in H
1(Ω;Rm).
By the compactness of the embedding H1(Ω;Rm) ⊂ L2(Ω;Rm), we also obtain
(1.3.11) uε → u0 strongly in L2(Ω;Rm).
Homogenization of Neumann Problem (1.1.15).
Assume that A satisfies the Legendre ellipticity condition (1.1.20) and is 1-periodic. To
establish the homogenization theorem for the Neumann problem, we first show that the
homogenized matrix Â also satisfies the Legendre condition. This ensures that the corre-
sponding Neumann problem for L0 is well posed.
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Lemma 1.3.3. Suppose that A = A(y) is 1-periodic and satisfies the Legendre condition
(1.1.20). Then Â also satisfies the Legendre condition. In fact,
(1.3.12) µ|ξ|2 ≤ âαβij ξαi ξβj ≤ µ1|ξ|2
for any ξ = (ξαi ) ∈ Rm×d, where µ1 > 0 depends only on µ (and d,m).
Proof. The proof for the second inequality in (1.3.12) is the same as in the proof of
Lemma 1.2.4. To see the first, we fix ξ = (ξαi ) ∈ Rm×d and let φ = ξαi P αi , ψ = ξαi χαi . Observe
that by (1.1.20),
âαβij ξ
α
i ξ
β
j = aper(φ+ ψ, φ+ ψ)
≥ µ−
∫
Y
|∇φ+∇ψ|2 dy
= µ−
∫
Y
|∇φ|2 dy + µ−
∫
Y
|∇ψ|2 dy,
where we have also used the fact
∫
Y
∇χαi dy = 0. It follows that
âαβij ξ
α
i ξ
β
j ≥ µ−
∫
Y
|∇φ|2 dy
= µ|ξ|2.
This finishes the proof. 
Let F ∈ L2(Ω;Rm), G ∈ L2(Ω;Rm×d), and g ∈ H−1/2(∂Ω;Rm), the dual ofH1/2(∂Ω;Rm).
Assume that F , G and g satisfy the compatibility condition (1.1.21). By Theorem 1.1.7 the
Neumann problem (1.1.15) has a unique (up to a constant in Rm) solution. Furthermore, if∫
Ω
uε dx = 0, by (1.1.22) and Poincare´ inequality,
‖uε‖H1(Ω) ≤ C
{
‖F‖L2(Ω) + ‖G‖L2(Ω) + ‖g‖H−1/2(∂Ω)
}
,
where C depends only on µ and Ω. Let {uε′} be a subsequence of {uε} such that uε′ ⇀ u0
weakly in H1(Ω;Rm) for some u0 ∈ H1(Ω;Rm). It follows from Theorem 1.3.2 that
A(x/ε′)∇uε′ ⇀ Â∇u0 weakly in L2(Ω;Rm×d).
By taking limits in (1.1.19) we see that u0 is a weak solution to the Neumann problem:
(1.3.13) L0(u0) = F + div(G) in Ω and ∂u0
∂ν0
= g − n ·G on ∂Ω,
and that
∫
Ω
u0 dx = 0, where
(1.3.14)
(
∂u0
∂ν0
)α
= niâ
αβ
ij
∂uβ0
∂xj
is the conormal derivative associated with the operator L0. Since such u0 is unique, we may
conclude that as ε→ 0, uε ⇀ u0 weakly in H1(Ω;Rm) and thus strongly in L2(Ω;Rm). We
also obtain A(x/ε)∇uε ⇀ Â∇u0 weakly in L2(Ω;Rm×d).
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1.4. Elliptic systems of linear elasticity
In this section we consider the elliptic system of linear elasticity Lε = −div
(
A(x/ε)∇).
We assume that the coefficient matrix A(y) =
(
aαβij (y)
)
, with 1 ≤ i, j, α, β ≤ d, is 1-periodic
and satisfies the elasticity condition, denoted by A ∈ E(κ1, κ2),
(1.4.1)
aαβij (y) = a
βα
ji (y) = a
iβ
αj(y),
κ1|ξ|2 ≤ aαβij (y)ξαi ξβj ≤ κ2|ξ|2
for a.e. y ∈ Rd and for any symmetric matrix ξ = (ξαi ) ∈ Rd×d, where κ1, κ2 are positive
constants.
Lemma 1.4.1. Let Ω be a bounded domain in Rd. Then
(1.4.2)
√
2 ‖∇u‖L2(Ω) ≤ ‖∇u+ (∇u)T‖L2(Ω)
for any u ∈ H10 (Ω;Rd), where (∇u)T denotes the transpose of ∇u.
Proof. By a density argument, to prove (1.4.2), which is called the first Korn inequality,
we may assume that u ∈ C∞0 (Ω;Rd). This allows us to use integration by parts to obtain∫
Ω
|∇u+ (∇u)T |2 dx =
∫
Ω
(
∂uα
∂xi
+
∂ui
∂xα
)(
∂uα
∂xi
+
∂ui
∂xα
)
dx
= 2
∫
Ω
|∇u|2 dx+ 2
∫
Ω
∂uα
∂xi
∂ui
∂xα
dx
= 2
∫
Ω
|∇u|2 dx− 2
∫
Ω
uα
∂
∂xα
(
div(u)
)
dx
= 2
∫
Ω
|∇u|2 dx+ 2
∫
Ω
|div(u)|2 dx
≥ 2
∫
Ω
|∇u|2 dx,
from which the inequality (1.4.2) follows. 
Lemma 1.4.2. Suppose A =
(
aαβij
) ∈ E(κ1, κ2). Then
(1.4.3)
κ1
4
|ξ + ξT |2 ≤ aαβij ξαi ξβj ≤
κ2
4
|ξ + ξT |2 for any ξ = (ξαi ) ∈ Rd×d.
Proof. Note that by the symmetry conditions in (1.4.1),
(1.4.4) aαβij = a
βα
ji = a
iβ
αj = a
βi
jα = a
ji
βα = a
ij
αβ = a
αj
iβ .
It follows that for any ξ = (ξαi ) ∈ Rd×d,
aαβij ξ
α
i ξ
β
j =
1
4
aαβij (ξ
α
i + ξ
i
α)(ξ
β
j + ξ
j
β),
from which (1.4.3) follows readily from (1.4.1). 
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It follows from Lemmas 1.4.1 and 1.4.2 that∫
Rd
A∇u · ∇u dx ≥ κ1
4
∫
Rd
|∇u+ (∇u)T |2 dx
≥ κ1
2
∫
Rd
|∇u|2 dx,
for any u ∈ C10(Rd;Rd). This shows that the elasticity condition (1.4.1) implies the ellipticity
condition (1.1.2)-(1.1.3) for some µ > 0 depending only on κ1 and κ2. Consequently, all
results proved in previous sections under the condition (1.1.2)-(1.1.3) hold for the elasticity
system. In particular, the matrix of homogenized coefficients may be defined and satisfies
the ellipticity condition (1.2.28). However, a stronger result can be proved.
Theorem 1.4.3. Suppose that A =
(
aαβij
) ∈ E(κ1, κ2) and is 1-periodic. Let Â = (âαβij )
be its matrix of effective coefficients. Then Â ∈ E(κ1, κ2).
Proof. Let the bilinear form aper(·, ·) be defined by (1.2.18). Observe that
(1.4.5)
âαβij = aper
(
P βj + χ
β
j , P
α
i
)
= aper
(
P βj + χ
β
j , P
α
i ± χαi
)
,
where we have used (1.2.19) and χαi ∈ H1per(Y ;Rd) for the second equality. Since aαβij = aβαji ,
we have aper(φ, ψ) = aper(ψ, φ). It follows that â
αβ
ij = â
βα
ji . Also, using a
αβ
ij = a
iβ
αj and
(1.2.16), we obtain âαβij = â
iβ
αj .
Let ξ = (ξαi ) ∈ Rd×d be a symmetric matrix. Let φ = ξβj P βj and ψ = ξβj χβj . It follows
from (1.4.5) and (1.4.3) that
âαβij ξ
α
i ξ
β
j = aper
(
φ+ ψ, φ+ ψ
)
≥ κ1
4
−
∫
Y
|∇φ+∇ψ + (∇φ)T + (∇ψ)T |2 dy
=
κ1
4
−
∫
Y
|∇φ+ (∇φ)T |2 dy + κ1
4
−
∫
Y
|∇ψ + (∇ψ)T |2 dy,
where we have used the observation
∫
Y
∇χβj dy = 0 for the last step. Since ∇φ = ξ = ξT ,
this implies that
(1.4.6)
âαβij ξ
α
i ξ
β
j ≥
κ1
4
−
∫
Y
|∇φ+ (∇φ)T |2 dy
=
κ1
4
|ξ + ξT |2
= κ1|ξ|2.
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Also, note that by (1.4.5),
âαβij ξ
α
i ξ
β
j = aper
(
φ+ ψ, φ− ψ)
= aper(φ, φ)− a(ψ, ψ)
≤ aper(φ, φ)
≤ κ2|ξ|2,
where we have used the fact aper(φ, ψ) = aper(ψ, φ) and aper(ψ, ψ) ≥ 0. 
As we pointed out earlier, the results for the Dirichlet problem in Section 1.3 hold for
the elasticity operator. Additional work is needed for the Neumann problem (1.1.15), as the
elasticity condition (1.4.1) does not imply the Legendre ellipticity condition.
Let
(1.4.7) R =
{
φ = Bx+ b : B ∈ Rd×d is skew-symmetric and b ∈ Rd
}
denote the space of rigid displacements, with
dim(R) = d(d+ 1)
2
.
Using the symmetric condition aαβij = a
iβ
αj , we see that A(x/ε)∇u · ∇φ = 0 for any φ ∈ R.
Consequently, the existence of solutions of (1.1.15) implies that
(1.4.8)
∫
Ω
F · φ dx−
∫
Ω
G · ∇φ dx+ 〈g, φ〉H−1/2(∂Ω)×H1/2(∂Ω) = 0
for any φ ∈ R.
Theorem 1.4.4. Let Ω be a bounded Lipschitz domain in Rd and A ∈ E(κ1, κ2). As-
sume that F ∈ L2(Ω;Rd), G ∈ L2(Ω;Rd×d) and g ∈ H−1/2(∂Ω;Rd) satisfy the compatibility
condition (1.4.8). Then the Neumann problem (1.1.15) has a weak solution uε, unique up to
an element of R, in H1(Ω;Rd). Moreover, the solution satisfies the energy estimate,
(1.4.9) ‖∇uε‖L2(Ω) ≤ C
{‖F‖L2(Ω) + ‖G‖L2(Ω) + ‖g‖H−1/2(∂Ω)} ,
where C depends only on κ1, κ2 and Ω.
Proof. This again follows from the Lax-Milgram Theorem by considering the bilinear
form (1.1.18) on the Hilbert space H1(Ω;Rd)/R. To prove B[u, v] is coercive, one applies
the second Korn inequality
(1.4.10)
∫
Ω
|∇u|2 dx ≤ C
∫
Ω
|∇u+ (∇u)T |2 dx
for any u ∈ H1(Ω;Rd) with the property that u ⊥ R in H1(Ω;Rd) or in L2(Ω;Rd). We refer
the reader to [63] for a proof of (1.4.10). 
Theorem 1.4.5. Assume that A is 1-periodic and satisfies the elasticity condition (1.4.1).
Let uε ∈ H1(Ω;Rd) be the weak solution to the Neumann problem (1.1.15) with
∫
Ω
uε · φ = 0
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for any φ ∈ R, given by Theorem 1.4.4. Then
(1.4.11)
{
uε ⇀ u0 weakly in H
1(Ω;Rd),
A(x/ε)∇uε ⇀ Â∇u0 weakly in L2(Ω;Rd×d),
where u0 is the unique weak solution to the Neumann problem,
(1.4.12) L0(u0) = F + div(G) in Ω and ∂u0
∂ν0
= g − n ·G on ∂Ω,
with
∫
Ω
u0 · φ = 0 for any φ ∈ R.
Proof. The proof is similar to that for the Neumann problem under the Legendre
ellipticity condition. We point out that Theorem 1.4.3 is needed for the existence and
uniqueness of the Neumann problem (1.4.12) for L0. 
We end this section with some observations on systems of linear elasticity.
Let A(y) =
(
aαβij (y)
) ∈ E(κ1, κ2). Define
(1.4.13) a˜αβij (y) = a
αβ
ij (y) + µδiαδjβ − µδiβδjα,
where 0 < µ ≤ κ1/2. The following proposition shows that A˜ = (a˜αβij ) is symmetric and
satisfies the Legendre ellipticity condition.
Proposition 1.4.6. Let A ∈ E(κ1, κ2) and a˜αβij be defined by (1.4.13). Then a˜αβij = a˜βαji ,
and
(1.4.14) a˜αβij ξ
α
i ξ
β
j ≥ µ|ξ|2
for any ξ = (ξαi ) ∈ Rd×d.
Proof. The symmetry property is obvious . To see (1.4.14), we let ξ = (ξαi ) ∈ Rd×d and
recall that by (1.4.3),
aαβij ξ
α
i ξ
β
j ≥
κ1
4
|ξ + ξT |2.
It follows that
a˜αβij ξ
α
i ξ
β
j ≥
κ1
4
|ξ + ξT |2 + µ|ξ|2 − µξji ξij
=
κ1
2
(|ξ|2 + ξji ξij)+ µ|ξ|2 − µξji ξij
= µ|ξ|2 + 1
2
(κ1
2
− µ
)
|ξ + ξT |2
≥ µ|ξ|2,
where we have used the assumption µ ≤ κ1/2 for the last step. 
Proposition 1.4.7. Let A˜(y) = (a˜αβij ) be defined by (1.4.13). Then
(1.4.15)
∫
Ω
A(x/ε)∇u · ∇ϕdx =
∫
Ω
A˜(x/ε)∇u · ∇ϕdx
for any u ∈ H1loc(Ω;Rd) and ϕ ∈ C∞0 (Ω;Rd).
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Proof. Let u ∈ C∞(Ω;Rd) and ϕ ∈ C∞0 (Ω;Rd). Note that
(1.4.16)
∫
Ω
(
A˜(x/ε)− A(x/ε)
)
∇u · ∇ϕdx = µ
∫
Ω
(δiαδjβ − δiβδjα) ∂u
β
∂xj
· ∂ϕ
α
∂xi
dx
= µ
∫
Ω
div(u) · div(ϕ) dx− µ
∫
Ω
∂uβ
∂xα
· ∂ϕ
α
∂xβ
dx
= 0,
where we have used integration by parts for the last step. By a density argument one may
deduce that (1.4.16) continues to hold for any u ∈ H1loc(Ω;Rd) and ϕ ∈ C∞0 (Ω;Rd). 
Let L˜ε = −div(A˜(x/ε)∇). It follows from Proposition 1.4.7 that if uε ∈ H1loc(Ω;Rd), then
(1.4.17) Lε(uε) = F in Ω if and only if L˜ε(uε) = F in Ω,
where F ∈ (C∞0 (Ω;Rd))′ is a distribution. In view of Proposition 1.4.6 this allows us to treat
the system of linear elasticity as a special case of elliptic systems satisfying the Legendre
condition and the symmetry condition. Indeed, the approach works well for interior regularity
estimates as well as for boundary estimates with the Dirichlet condition. However, we should
point out that since the Neumann boundary condition depends on the coefficient matrix,
the re-writing of the system of elasticity changes the Neumann problem. More precisely, let
∂uε
∂ν˜ε
denote the conormal derivative associated with L˜ε, then(
∂uε
∂ν˜ε
)α
=
(
∂uε
∂νε
)α
+ µnαdiv(uε)− µnβ ∂u
β
ε
∂xα
.
1.5. Notes
Material in Section 1.1 is standard for second-order linear elliptic systems in divergence
form with bounded measurable coefficients.
The formal asymptotic expansions as well as other results in Section 1.2 may be found
in the classical book [15].
Much of the material in Sections 1.3 and 1.4 is more or less well known and may be found
in books [89, 63].

CHAPTER 2
Convergence Rates, Part I
Let Lε = −div(A(x/ε)∇) for ε > 0, where A(y) =
(
aαβij (y)
)
is 1-periodic and satisfies
certain ellipticity condition. Let L0 = −div(Â∇), where Â =
(
âαβij
)
denotes the matrix of
effective coefficients, given by (1.2.16). For F ∈ L2(Ω;Rm) and ε ≥ 0, consider the Dirichlet
problem
(2.0.1)
{Lε(uε) = F in Ω,
uε = f on ∂Ω,
and the Neumann problem
(2.0.2)

Lε(uε) = F in Ω,
∂uε
∂νε
= g on ∂Ω,
uε ⊥ Rm in L2(Ω;Rm),
where f ∈ H1(∂Ω;Rm), and g ∈ L2(∂Ω;Rm). It is shown in Section 1.3 that as ε → 0,
uε converges to u0 weakly in H
1(Ω;Rm) and strongly in L2(Ω;Rm). In this chapter we
investigate the problem of convergence rates in H1 and L2.
In Section 2.1 we introduce the flux correctors and study the properties of an ε-smoothing
operator Sε. Sections 2.2 and 2.3 are devoted to error estimates of two-scale expansions in
H1 for Dirichlet and Neumann problems in a Lipschitz domain Ω, respectively. We will show
that
(2.0.3) ‖uε − u0 − εχ(x/ε)ηεS2ε (∇u0)‖H1(Ω) ≤ C
√
ε‖u0‖H2(Ω),
where ηε is a cut-off function satisfying (2.2.1). Moreover, if A satisfies the symmetry con-
dition A∗ = A, we obtain
(2.0.4) ‖uε−u0−εχ(x/ε)ηεS2ε (∇u0)‖H1(Ω) ≤
C
√
ε
{
‖F‖Lq(Ω) + ‖f‖H1(∂Ω)
}
for (2.0.1),
C
√
ε
{
‖F‖Lq(Ω) + ‖g‖L2(∂Ω)
}
for (2.0.2),
for 0 < ε < 1, where q = 2d
d+1
. The constant C in (2.0.3)-(2.0.4) depends only on the
ellipticity constant µ and Ω.
The O(
√
ε) rate in H1(Ω) given by (2.0.3) and (2.0.4) is more or less sharp. Note that
the error estimates (2.0.3)-(2.0.4) also imply the O(
√
ε) rate for uε − u0 in L2(Ω). However,
this is not sharp. In fact, it will be proved in Sections 2.4 and 2.5 that if Ω is a bounded
Lipschitz domain and A∗ = A, the scaling-invariant estimate
(2.0.5) ‖uε − u0‖Lp(Ω) ≤ Cε‖u0‖W 2,q(Ω),
25
26 2. CONVERGENCE RATES, PART I
holds for p = 2d
d−1
and q = p′ = 2d
d+1
, where C depends only on µ and Ω. Without the
symmetry condition, it is shown that
(2.0.6) ‖uε − u0‖L2(Ω) ≤ Cε‖u0‖H2(Ω),
under the assumption that Ω is a bounded C1,1, domain. In Section 2.6 we address the
problem of convergence rates for elliptic systems of linear elasticity.
No smoothness condition on A will be imposed on the coefficient matrix A in this chapter.
Further results on convergence rates may be found in Chapter 6 under additional smoothness
conditions on A.
2.1. Flux correctors and ε-smoothing
Throughout this section we assume that A = A(y) is 1-periodic and satisfies the V -
ellipticity condition (1.1.2)-(1.1.3). For 1 ≤ i, j ≤ d and 1 ≤ α, β ≤ m, let
(2.1.1) bαβij (y) = a
αβ
ij (y) + a
αγ
ik (y)
∂
∂yk
(
χγβj (y)
)
− âαβij ,
where the repeated index k is summed from 1 to d and γ from 1 to m. Observe that the
matrix B(y) =
(
bαβij (y)
)
is 1-periodic and that ‖B‖Lp(Y ) ≤ C0 for some p > 2 and C0 > 0
depending on µ. Moreover, it follows from the definitions of χβj and â
αβ
ij in Section 1.2 that
(2.1.2)
∂
∂yi
(
bαβij
)
= 0 and
∫
Y
bαβij (y) dy = 0.
Proposition 2.1.1. There exist φαβkij ∈ H1per(Y ), where 1 ≤ i, j, k ≤ d and 1 ≤ α, β ≤ m,
such that
(2.1.3) bαβij =
∂
∂yk
(
φαβkij
)
and φαβkij = −φαβikj.
Moreover, if χ = (χβj ) is Ho¨lder continuous, then φ
αβ
kij ∈ L∞(Y ).
Proof. Since
∫
Y
bαβij dy = 0, there exists f
αβ
ij ∈ H2per(Y ) such that
∫
Y
fαβij dy = 0 and
(2.1.4) ∆fαβij = b
αβ
ij in Y.
Moreover,
‖fαβij ‖H2(Y ) ≤ C ‖bαβij ‖L2(Y )
≤ C.
Define
φαβkij(y) =
∂
∂yk
(
fαβij
)
− ∂
∂yi
(
fαβkj
)
.
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Clearly, φαβkij ∈ H1per(Y ) and φαβkij = −φαβikj. Using ∂∂yi
{
bαβij
}
= 0, we may deduce from (2.1.4)
that ∂
∂yi
{
fαβij
}
is a 1-periodic harmonic function and thus is constant. Hence,
∂
∂yk
{
φαβkij
}
= ∆
{
fαβij
}
− ∂
2
∂yk∂yi
{
fαβkj
}
= ∆
{
fαβij
}
= bαβij .
Suppose that the corrector χ is Ho¨lder continuous. Recall that L1
(
χβj + P
β
j
)
= 0 in Rd.
By Caccioppoli’s inequality,∫
B(y,r)
|∇χ|2 dx ≤ C
r2
∫
B(y,2r)
|χ(x)− χ(y)|2 dx+ C rd.
This implies that |∇χ| is in the Morrey space L2,ρ(Y ) for some ρ > d− 2; i.e.,∫
B(y,r)
|∇χ|2 dx ≤ C rρ for y ∈ Y and 0 < r < 1.
Consequently, bαβij ∈ L2,ρ(Y ) for some ρ > d− 2 and
sup
x∈Y
∫
Y
|bαβij (y)|
|x− y|d−1 dy ≤ C.
In view of (2.1.4), using a potential representation for Laplace’s equation, one may deduce
that
‖∇fαβij ‖L∞(Y ) ≤ C‖fαβij ‖L2(Y ) + C sup
x∈Y
∫
Y
|bαβij (y)|
|x− y|d−1 dy
≤ C.
It follows that φαβkij ∈ L∞(Y ). 
Remark 2.1.2. Recall that if d = 2 or m = 1, the function χ is Ho¨lder continuous. As
a result, we obtain ‖φαβkij‖∞ ≤ C. In the case where d ≥ 3 and m ≥ 2, we have bαβij ∈ Lp(Y )
for some p > 2. It follows that ∇2fαβij ∈ Lp(Y ) for some p > 2. By Sobolev imbedding this
implies that φαβkij ∈ Lq(Y ) for some q > 2dd−2 . We mention that if the coefficient matrix A is in
VMO(Rd) (see (3.0.1) for the definition), then χ(y) is Ho¨lder continuous and consequently,
φ =
(
φαβkij
)
is bounded.
Remark 2.1.3. A key property of φ =
(
φαβkij
)
, which follows form (2.1.3), is the identity:
(2.1.5) bαβij (x/ε)
∂ψα
∂xi
= ε
∂
∂xk
{
φαβkij (x/ε)
∂ψα
∂xi
}
for any ψ = (ψα) ∈ H2(Ω;Rm).
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Let uε ∈ H1(Ω;Rm), u0 ∈ H2(Ω;Rm), and
wε = uε − u0 − ε χ(x/ε)∇u0.
A direct computation shows that
(2.1.6) A(x/ε)∇uε − Â∇u0 − B(x/ε)∇u0 = A(x/ε)∇wε + εA(x/ε)χ(x/ε)∇2u0,
where B(y) =
(
bαβij (y)
)
is defined by (2.1.1). It follows that
(2.1.7)
‖A(x/ε)∇uε − Â∇u0 −B(x/ε)∇u0‖L2(Ω)
≤ C ‖∇wε‖L2(Ω) + C ε ‖χ(x/ε)∇2u0‖L2(Ω)
≤ C ‖∇uε −∇u0 −∇χ(x/ε)∇u0‖L2(Ω) + C ε ‖χ(x/ε)∇2u0‖L2(Ω),
where C depends only on µ. This indicates that the 1-periodic matrix-valued function B(y)
plays the same role for the flux A(x/ε)∇uε as ∇χ(y) does for ∇uε. Since bαβij = ∂∂yk
(
φαβkij
)
,
the 1-periodic function φ =
(
φαβkij
)
is called the flux corrector.
To deal with the fact that the correctors χ and φ may be unbounded (if d ≥ 3 and
m ≥ 2), we introduce an ε-smoothing operator Sε.
Definition 2.1.4. Fix ρ ∈ C∞0 (B(0, 1/2)) such that ρ ≥ 0 and
∫
Rd
ρ dx = 1. For ε > 0,
define
(2.1.8) Sε(f)(x) = ρε ∗ f(x) =
∫
Rd
f(x− y)ρε(y) dy,
where ρε(y) = ε
−dρ(y/ε).
The following two propositions contain the most useful properties of Sε for us.
Proposition 2.1.5. Let f ∈ Lploc(Rd) for some 1 ≤ p <∞. Then for any g ∈ Lploc(Rd),
(2.1.9) ‖g(x/ε)Sε(f)‖Lp(O) ≤ C sup
x∈Rd
(
−
∫
B(x,1/2)
|g|p
)1/p
‖f‖Lp(Oε/2),
where O ⊂ Rd is open,
Ot =
{
x ∈ O : dist(x,O) < t},
and C depends only on p.
Proof. By Ho¨lder’s inequality,
|Sε(f)(x)|p ≤
∫
Rd
|f(y)|pρε(x− y) dy.
This, together with Fubini’s Theorem, gives (2.1.9) for the case O = Rd. The general case
follows from the observation that Sε(f)(x) = Sε(fχOε/2)(x) for any x ∈ O. 
It follows from (2.1.9) that if g is 1-periodic and belongs to Lp(Y ), then
(2.1.10) ‖g(x/ε)Sε(f)‖Lp(O) ≤ C‖g‖Lp(Y )‖f‖Lp(Oε/2),
where C depends only on p. A similar argument gives
(2.1.11) ‖g(x/ε)∇Sε(f)‖Lp(O) ≤ Cε−1‖g‖Lp(Y )‖f‖Lp(Oε/2).
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Proposition 2.1.6. Let f ∈ W 1,p(Rd) for some 1 ≤ p ≤ ∞. Then
(2.1.12) ‖Sε(f)− f‖Lp(Rd) ≤ ε ‖∇f‖Lp(Rd).
Moreover, if q = 2d
d+1
,
(2.1.13)
‖Sε(f)‖L2(Rd) ≤ Cε−1/2‖f‖Lq(Rd),
‖Sε(f)− f‖L2(Rd) ≤ Cε1/2‖∇f‖Lq(Rd),
where C depends only on d.
Proof. Using
f(x+ y)− f(x) =
∫ 1
0
∇f(x+ ty) · y dt
and Minkowski’s inequality, we see that
‖f(·+ y)− f(·)‖Lp(Rd) ≤ |y|‖∇f‖Lp(Rd)
for any y ∈ Rd. By Minkowski’s inequality again,
‖Sε(f)− f‖Lp(Rd) ≤
∫
Rd
‖f(· − εy)− f(·)‖Lp(Rd) ρ(y) dy
≤
∫
Rd
ε|y|ρ(y) dy ‖∇f‖Lp(Rd)
≤ ε ‖∇f‖Lp(Rd),
which gives (2.1.12).
Next, we note that the Fourier transform of Sε(f) is given by ρ̂(εξ)f̂(ξ). By Plancheral’s
theorem and Ho¨lder’s inequality,∫
Rd
|Sε(f)|2 dx =
∫
Rd
|ρ̂(εξ)|2|f̂(ξ)|2 dξ
≤
(∫
Rd
|ρ̂(εξ)|2d dξ
)1/d
‖f̂‖2
Lq′ (Rd)
≤ Cε−1‖f‖2Lq(Rd),
where we have used the Hausdorff-Young inequality ‖f̂‖Lq′ (Rd) ≤ ‖f‖Lq(Rd) in the last step.
This gives the first inequality in (2.1.13). Similarly, using ρ̂(0) =
∫
Rd
ρ = 1, we obtain
‖Sε(f)− f‖L2(Rd) = ‖(ρ̂(εξ)− 1)f̂‖L2(Rd)
≤ C
(∫
Rd
|ρ̂(εξ)− ρ̂(0)|2d|ξ|−2d dξ
)1/(2d)
‖∇̂f‖Lq′ (Rd)
≤ Cε1/2‖∇f‖Lq(Rd),
where we have also used the fact |ρ̂(ξ)− ρ̂(0)| ≤ C|ξ|. 
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We finish this section with some estimates for integrals on boundary layers. Let
(2.1.14) Ωt =
{
x ∈ Ω : dist(x, ∂Ω) < t},
where t > 0.
Proposition 2.1.7. Let Ω be a bounded Lipschitz domain in Rd and q = 2d
d+1
. Then for
any f ∈ W 1,q(Ω),
(2.1.15) ‖f‖L2(Ωt) ≤ Ct1/2‖f‖W 1,q(Ω) and ‖f‖L2(∂Ω) ≤ C‖f‖W 1,q(Ω),
where C depends only on Ω.
Proof. Let x = (x′, xd) ∈ Rd. Using the fundamental theorem of calculus, it is not hard
to show that∫
|x′|<r
|f(x′, s)|2 dx′ ≤ C
r
∫
|x′|<r
∫ r
0
|f(x′, xd)|2 dx′dxd + C
∫
|x′|<r
∫ r
0
|f | |∇f | dx′dxd
for any s ∈ (0, r). It follows that∫ t
0
∫
|x′|<r
|f(x′, s)|2 dx′ds ≤ Ct
r
∫
|x′|<r
∫ r
0
|f(x′, xd)|2 dx′dxd + Ct
∫
|x′|<r
∫ r
0
|f | |∇f | dx′dxd
for any t ∈ (0, r). By covering ∂Ω with coordinate patches, we obtain∫
Ωt
|f |2 dx ≤ Ct
∫
Ω
|f |2 dx+ Ct
∫
Ω
|f | |∇f | dx
≤ Ct‖f‖2L2(Ω) + Ct‖f‖Lq′(Ω)‖∇f‖Lq(Ω),
which, together with the Sobolev inequality ‖f‖Lq′(Ω) ≤ C‖f‖W 1,q(Ω), gives the first inequality
in (2.1.15). To see the second, we note that by a similar argument,∫
∂Ω
|f |2 dσ ≤ C
∫
Ω
|f |2 dx+ C
∫
Ω
|f | |∇f | dx,
which is bounded by C‖f‖2W 1,q(Ω). 
Proposition 2.1.8. Let Ω be a bounded Lipschitz domain in Rd and q = 2d
d+1
. Let
g ∈ L2loc(Rd) be a 1-periodic function. Then, for any f ∈ W 1,q(Ω),
(2.1.16)
∫
Ω2t\Ωt
|g(x/ε)|2|Sε(f)|2 dx ≤ Ct ‖g‖2L2(Y )‖f‖2W 1,q(Ω),
where t ≥ ε and C depends only on Ω.
Proof. We may assume that t is small. Let O = Ω2t \ Ωt. It follows from (2.1.10) that∫
Ω2t\Ωt
|g(x/ε)|2|Sε(f)|2 dx ≤ C‖g‖2L2(Y )‖f‖2L2(Oε/2)
≤ Ct‖g‖2L2(Y )‖f‖2W 1,q(Ω),
where we have used (2.1.15) for the last inequality. 
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2.2. Convergence rates in H1 for Dirichlet problem
Throughout this section we assume that A is 1-periodic and satisfies the V -ellipticity
condition (1.1.2)-(1.1.3). The symmetry condition A∗ = A will be imposed for some sharp
results in Lipschitz domains.
Fix a cut-off function ηε ∈ C∞0 (Ω) such that
(2.2.1)

0 ≤ ηε ≤ 1, |∇ηε| ≤ C/ε,
ηε(x) = 1 if dist(x, ∂Ω) ≥ 4ε,
ηε(x) = 0 if dist(x, ∂Ω) ≤ 3ε.
Let S2ε = Sε ◦ Sε and define
(2.2.2) wε = uε − u0 − εχ(x/ε)ηεS2ε (∇u0),
where uε ∈ H1(Ω;Rm) is the weak solution of Dirichlet problem (2.0.1) and u0 the homoge-
nized solution.
Lemma 2.2.1. Let Ω be a bounded Lipschitz domain in Rd and Ωt be defined by (2.1.14).
Then, for any ψ ∈ H10 (Ω;Rm),
(2.2.3)
∣∣∣ ∫
Ω
A(x/ε)∇wε · ∇ψ dx
∣∣∣
≤ C‖∇ψ‖L2(Ω)
{
ε‖Sε(∇2u0)‖L2(Ω\Ω3ε) + ‖∇u0 − Sε(∇u0)‖L2(Ω\Ω2ε)
}
+ C‖∇ψ‖L2(Ω4ε)‖∇u0‖L2(Ω5ε),
where wε is given by (2.2.2) and C depends only on µ and Ω.
Proof. Since wε ∈ H1(Ω;Rm), it suffices to prove (2.2.3) for any ψ ∈ C∞0 (Ω;Rd). Note
that
A(x/ε)∇wε
= A(x/ε)∇uε − A(x/ε)∇u0 − A(x/ε)∇χ(x/ε)ηεS2ε (∇u0)− εA(x/ε)χ(x/ε)∇
(
ηεS
2
ε (∇u0)
)
= A(x/ε)∇uε − Â∇u0 +
(
Â−A(x/ε))[∇u0 − ηεS2ε (∇u0)]
−B(x/ε)ηεS2ε (∇u0)− εA(x/ε)χ(x/ε)∇
(
ηεS
2
ε (∇u0)
)
,
where we have used the fact
(2.2.4) B(y) = A(y) + A(y)∇χ(y)− Â.
Using
(2.2.5)
∫
Ω
A(x/ε)∇uε · ∇ψ dx =
∫
Ω
Â∇u0 · ∇ψ dx
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for any ψ ∈ C∞0 (Ω;Rm), we obtain
(2.2.6)
∣∣∣ ∫
Ω
A(x/ε)∇wε · ∇ψ dx
∣∣∣ ≤ C ∫
Ω
(1− ηε)|∇u0||∇ψ| dx
+ C
∫
Ω
ηε|∇u0 − S2ε (∇u0)| |∇ψ| dx
+
∣∣∣ ∫
Ω
ηεB(x/ε)S
2
ε (∇u0) · ∇ψ dx
∣∣∣
+ Cε
∫
Ω
|χ(x/ε)∇(ηεS2ε (∇u0))||∇ψ| dx.
Since ηε = 1 in Ω\Ω4ε, by Cauchy inequality, the first term in the RHS of (2.2.6) is bounded
by
C‖∇u0‖L2(Ω4ε)‖∇ψ‖L2(Ω4ε).
Using ηε = 0 in Ω3ε and
‖∇u0 − S2ε (∇u0)‖L2(Ω\Ω3ε) ≤ ‖∇u0 − Sε(∇u0)‖L2(Ω\Ω3ε) + ‖Sε(∇u0)− S2ε (∇u0)‖L2(Ω\Ω3ε)
≤ C‖∇u0 − Sε(∇u0)‖L2(Ω\Ω2ε),
we may bound the second term by
C‖∇u0 − Sε(∇u0)‖L2(Ω\Ω2ε)‖∇ψ‖L2(Ω).
Also, by Cauchy inequality and (2.1.10), the fourth term in the RHS of (2.2.6) is dominated
by
C‖∇u0‖L2(Ω5ε)‖∇ψ‖L2(Ω4ε) + Cε‖Sε(∇2u0)‖L2(Ω\Ω2ε)‖∇ψ‖L2(Ω).
Finally, To handle the third term in the RHS of (2.2.6), we use the identity (2.1.5) to
obtain
(2.2.7)
ηεB(x/ε)S
2
ε (∇u0) · ∇ψ = bαβij (x/ε)S2ε
(
∂uβ0
∂xj
)
∂ψα
∂xi
ηε
= ε
∂
∂xk
(
φαβkij(x/ε)
∂ψα
∂xi
)
S2ε
(
∂uβ0
∂xj
)
ηε.
It follows from (2.2.7) and integration by parts that∣∣∣ ∫
Ω
ηεB(x/ε)S
2
ε (∇u0) · ∇ψ dx
∣∣∣
≤ Cε
∫
Ω
ηε|φ(x/ε)||∇ψ||S2ε(∇2u0)| dx+ Cε
∫
Ω
|∇ηε||φ(x/ε)||∇ψ||S2ε(∇u0)| dx
≤ Cε‖∇ψ‖L2(Ω)‖Sε(∇2u0)‖L2(Ω\Ω2ε) + C‖∇ψ‖L2(Ω4ε)‖∇u0‖L2(Ω5ε),
where we have used Cauchy inequality and (2.1.10) for the second inequality. This completes
the proof. 
The next theorem gives the O(
√
ε) convergence rate in H1.
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Theorem 2.2.2. Assume that A is 1-periodic and satisfies (1.1.2)-(1.1.3). Let Ω be a
bounded Lipschitz domain in Rd. Let wε be given by (2.2.2). Then for 0 < ε < 1 ,
(2.2.8) ‖∇wε‖L2(Ω) ≤ C
{
ε‖∇2u0‖L2(Ω\Ωε) + ‖∇u0‖L2(Ω5ε)
}
.
Consequently,
(2.2.9) ‖wε‖H10 (Ω) ≤ C
√
ε ‖u0‖H2(Ω).
The constant C depends only on µ and Ω.
Proof. Since wε ∈ H10 (Ω;Rm), we may take ψ = wε in (2.2.3). This, together with the
ellipticity condition (1.1.2)-(1.1.3), gives
(2.2.10) ‖∇wε‖L2(Ω) ≤ C
{
ε‖∇2u0‖L2(Ω\Ω2ε) + ‖∇u0 − Sε(∇u0)‖L2(Ω\Ω2ε) + ‖∇u0‖L2(Ω5ε)
}
.
Choose η˜ε ∈ C∞0 (Ω) such that 0 ≤ η˜ε ≤ 1, η˜ε = 0 in Ωε, η˜ε = 1 in Ω\Ω3ε/2, and |∇η˜| ≤ Cε−1.
It follows that
(2.2.11)
‖∇u0 − Sε(∇u0)‖L2(Ω\Ω2ε) ≤ ‖η˜ε(∇u0)− Sε(η˜ε∇u0)‖L2(Rd)
≤ Cε ‖∇(η˜ε∇u0)‖L2(Rd)
≤ C
{
ε‖∇2u0‖L2(Ω\Ωε) + ‖∇u0‖L2(Ω2ε)
}
where we have used (2.1.12) for the second inequality. The estimate (2.2.8) now follows from
(2.2.10) and (2.2.11) Note that, by (2.1.15),
(2.2.12) ‖∇u0‖L2(Ω5ε) ≤ C
√
ε‖u0‖H2(Ω).
The inequality (2.2.9) follows from (2.2.8) and (2.2.12). 
Under the additional symmetry condition A∗ = A, a better estimate can be obtained,
using sharp regularity estimates for L0.
Theorem 2.2.3. Suppose that A is 1-periodic and satisfies (1.1.2)-(1.1.3). Also assume
that A∗ = A. Let Ω be a bounded Lipschitz domain in Rd. Let wε be given by (2.2.2). Then,
for 0 < ε < 1,
(2.2.13) ‖wε‖H10 (Ω) ≤ C
√
ε
{
‖F‖Lq(Ω) + ‖f‖H1(∂Ω)
}
,
where q = 2d
d+1
and C depends only on µ and Ω.
Definition 2.2.4. For a continuous function u in a bounded Lipschitz domain Ω, the
nontangential maximal function of u is defined by
(2.2.14) (u)∗(x) = sup
{
|u(y)| : y ∈ Ω and |y − x| < C0 dist(y, ∂Ω)
}
for x ∈ ∂Ω, where C0 > 1 is a sufficiently large constant depending on Ω. See Section 7.1
for more details on (u)∗.
The proof of Theorem 2.2.3 relies on the following regularity result for solutions of
L0(u) = 0 in Ω.
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Lemma 2.2.5. Assume that A satisfies the same conditions as in Theorem 2.2.3. Let Ω
be a bounded Lipschitz domain in Rd. Let u ∈ H1(Ω;Rm) be a weak solution to the Dirichlet
problem: L0(u) = 0 in Ω and u = f on ∂Ω, where f ∈ H1(∂Ω;Rm). Then
(2.2.15) ‖(∇u)∗‖L2(∂Ω) ≤ C‖f‖H1(∂Ω),
where C depends only on µ and Ω.
Proof. By Lemmas 1.2.4 and 1.2.5, Â satisfies the Legendre-Hadamard ellipticity con-
dition (1.2.28) and is symmetric. As a result, the estimate (2.2.15) follows from [31, 32].
We refer the reader to Chapter 7 for nontangential-maximal-function estimates in Lipschitz
domains. In particular, estimate (2.2.15) is proved for solutions of Lε(uε) = 0 in Ω under
the conditions (1.1.20) and (1.0.2) as well as the Ho¨lder continuity condition on A. 
Proof of Theorem 2.2.3. We start by taking ψ = wε ∈ H10 (Ω;Rm) in (2.2.3). By the
ellipticity condition (1.1.2)-(1.1.3), this gives
(2.2.16) ‖∇wε‖L2(Ω) ≤ C
{
ε‖Sε(∇2u0)‖L2(Ω\Ω3ε)+‖∇u0‖L2(Ω5ε)+‖∇u0−Sε(∇u0)‖L2(Ω\Ω2ε)
}
.
To bound the RHS of (2.2.16), we write u0 = v0 + φ, where
(2.2.17) v0(x) =
∫
Ω
Γ0(x− y)F (y) dy
and Γ0(x) denotes the matrix of fundamental solutions for the operator L0 in Rd, with pole
at the origin. It follows from the singular integral and fractional integral estimates [77] that
(2.2.18)
‖∇2v0‖Lq(Rd) ≤ C‖F‖Lq(Ω),
‖∇v0‖Lp(Rd) ≤ C‖F‖Lq(Ω),
where p = 2d
d−1
and q = p′ = 2d
d+1
. This, together with (2.1.13) and (2.1.15), yields that
ε‖Sε(∇2v0)‖L2(Ω\Ω3ε) ≤ Cε1/2‖∇2v0‖Lq(Rd)
≤ Cε1/2‖F‖Lq(Ω),
and that
‖∇v0‖L2(Ω5ε) ≤ Cε1/2‖∇v0‖W 1,q(Ω)
≤ Cε1/2‖F‖Lq(Ω).
Also, note that by (2.1.13),
‖∇v0 − Sε(∇v0)‖L2(Ω\Ω2ε) ≤ Cε1/2‖∇2v0‖Lq(Rd)
≤ Cε1/2‖F‖Lq(Ω).
In summary we have proved that
(2.2.19) ε‖Sε(∇2v0)‖L2(Ω\Ω3ε) + ‖∇v0‖L2(Ω5ε) + ‖∇v0 − Sε(∇v0)‖L2(Ω\Ω2ε) ≤ Cε1/2‖F‖Lq(Ω).
It remains to bound the LHS of (2.2.19), with v0 replaced by φ. To this end we first note
that L0(φ) = 0 in Ω and φ = f − v0 on ∂Ω. This allows us to apply Lemma 2.2.5. Since
‖v0‖H1(∂Ω) ≤ C‖v0‖W 2,q(Ω) ≤ C‖F‖Lq(Ω),
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where we have used (2.1.15) for the first inequality, we obtain
(2.2.20)
‖(∇φ)∗‖L2(∂Ω) ≤ C
{
‖f‖H1(∂Ω) + ‖v0‖H1(∂Ω)
}
≤ C
{
‖f‖H1(∂Ω) + ‖F‖Lq(Ω)
}
.
It follows that
‖∇φ‖L2(Ω5ε) ≤ Cε1/2‖(∇φ)∗‖L2(∂Ω)
≤ Cε1/2
{
‖f‖H1(∂Ω) + ‖F‖Lq(Ω)
}
.
Next, we use the interior estimate for L0,
|∇2φ(x)|2 ≤ C
rd+2
∫
B(x,r)
|∇φ(y)|2 dy,
where r = dist(x, ∂Ω)/8, and Fubini’s Theorem to obtain∫
Ω\Ωε
|∇2φ(x)|2 dx ≤ C
∫
Ω\Ωε/2
|∇φ(x)|2[dist(x, ∂Ω)]−2 dx
≤ Cε−1
∫
∂Ω
|(∇φ)∗|2 dσ.
Hence,
ε‖Sε(∇2φ)‖L2(Ω\Ω3ε) ≤ Cε‖∇2φ‖L2(Ω\Ω2ε)
≤ Cε1/2‖(∇φ)∗‖L2(∂Ω)
≤ Cε1/2
{
‖f‖H1(∂Ω) + ‖F‖Lq(Ω)
}
.
Finally, we observe that as in (2.2.11),
(2.2.21)
‖∇φ− Sε(∇φ)‖L2(Ω\Ω2ε) ≤ C
{
ε‖∇2φ‖L2(Ω\Ωε) + ‖∇φ‖L2(Ω2ε)
}
≤ Cε1/2
{
‖f‖H1(∂Ω) + ‖F‖Lq(Ω)
}
,
where we have used (2.1.12) for the second inequality. As a result, we have proved that
ε‖Sε(∇2φ)‖L2(Ω\Ω3ε) + ‖∇φ‖L2(Ω5ε) + ‖∇φ− Sε(∇φ)‖L2(Ω\Ω2ε)
≤ Cε1/2
{
‖f‖H1(∂Ω) + ‖F‖Lq(Ω)
}
.
This, together with (2.2.16) and (2.2.19), gives (2.2.13). 
Remark 2.2.6. Since ‖F‖Lq(Ω) = ‖L0(u0)‖Lq(Ω) ≤ C‖∇2u0‖Lq(Ω) and ‖f‖H1(∂Ω) ≤
C‖u0‖W 2,q(Ω), it follows from (2.2.13) that
(2.2.22) ‖wε‖H10 (Ω) ≤ C
√
ε ‖u0‖W 2,q(Ω),
where C depends only on µ and Ω.
We now consider the two-scale expansions without the ε-smoothing.
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Theorem 2.2.7. Assume that A is 1-periodic and satisfies (1.1.2)-(1.1.3). Let Ω be
a bounded Lipschitz domain in Rd. Let uε ∈ H1(Ω;Rm) be the weak solution of Dirichlet
problem (2.0.1) and u0 the homogenized solution. Then, if u0 ∈ W 2,d(Ω;Rm),
(2.2.23) ‖uε − u0 − εχ(x/ε)∇u0‖H1(Ω) ≤ C
√
ε ‖u0‖W 2,d(Ω),
where 0 < ε < 1 and C depends only on µ and Ω. Furthermore, if the corrector χ is bounded
and u0 ∈ H2(Ω;Rm), then
(2.2.24) ‖uε − u0 − εχ(x/ε)∇u0‖H1(Ω) ≤ C
√
ε ‖u0‖H2(Ω),
where 0 < ε < 1 and C depends only on µ, ‖χ‖∞ and Ω.
To prove Theorem 2.2.7, we need to control the L2 norm of χ(x/ε)ψ.
Lemma 2.2.8. Let χ =
(
χαβj
)
be the matrix of correctors defined by (1.2.14). Then
(2.2.25) ‖∇χ(x/ε)ψ‖L2(Ω) ≤ C
{
ε ‖∇ψ‖Ld(Ω) + ‖ψ‖Ld(Ω)
}
for any ψ ∈ W 1,d(Ω), where C depends only on µ and Ω. Moreover, if χ is bounded, then
(2.2.26) ‖∇χ(x/ε)ψ‖L2(Ω) ≤ C(1 + ‖χ‖∞)
{
ε ‖∇ψ‖L2(Ω) + ‖ψ‖L2(Ω)
}
for any ψ ∈ H1(Ω), where C depends only on µ and Ω.
Proof. Let
uε = εχ
β
j (x/ε) + P
β
j (x− x0).
Since Lε(uε) = 0 in Rd, it follows by Theorem 1.1.3 that∫
Rd
|∇uε|2|ϕ|2 dx ≤ C
∫
Rd
|uε|2|∇ϕ|2 dx
for any ϕ ∈ C10(Rd). Thus, if ϕ ∈ C10 (B(x0, 2ε)),∫
B(x0,2ε)
|∇χ(x/ε)|2|ϕ|2 dx ≤ C
∫
B(x0,2ε)
|ϕ|2 + Cε2
∫
B(x0,2ε)
|∇ϕ|2 dx
+ Cε2
∫
B(x0,2ε)
|χ(x/ε)|2|∇ϕ|2 dx.
Let ϕ = ψη˜ε, where ψ ∈ C10 (Rd) and η˜ε is a cut-off function in C10 (B(x0, 2ε)) with the
properties that 0 ≤ η˜ε ≤ 1, η˜ε = 1 on B(x0, ε) and |∇η˜ε| ≤ C/ε. We obtain
(2.2.27)
∫
B(x0,ε)
|∇χ(x/ε)|2|ψ|2 dx ≤ C
∫
B(x0,2ε)
(1 + |χ(x/ε)|2)|ψ|2 dx
+ Cε2
∫
B(x0,2ε)
(1 + |χ(x/ε)|2)|∇ψ|2 dx.
By integrating the inequality above in x0 over R
d we see that
(2.2.28)∫
Rd
|∇χ(x/ε)|2|ψ|2 dx ≤ C
∫
Rd
(1 + |χ(x/ε)|2)|ψ|2 dx+ Cε2
∫
Rd
(1 + |χ(x/ε)|2)|∇ψ|2 dx
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for any ψ ∈ C10(Rd).
If χ is bounded, it follows from (2.2.28) that
‖∇χ(x/ε)ψ‖L2(Ω) ≤ C(1 + ‖χ‖∞)
{
‖ψ‖L2(Rd) + ε ‖∇ψ‖L2(Rd)
}
for any ψ ∈ C10 (Rd). By a limiting argument, the inequality holds for any ψ ∈ H1(Rd). This
gives (2.2.26), using the fact that for any ψ ∈ H1(Ω), one may extend it to a function ψ˜ in
H1(Rd) so that ‖ψ˜‖L2(Rd) ≤ C ‖ψ‖L2(Ω) and ‖ψ˜‖H1(Rd) ≤ C ‖ψ‖H1(Ω) [77].
Finally, recall that if d ≥ 3 and m ≥ 2, |χ| ∈ Lq(Y ) for q = 2d
d−2
. For any ψ ∈ W 1,d(Ω),
we may extend it to a function ψ˜ with compact support in W 1,d(Rd) so that
‖ψ˜‖Ld(Rd) ≤ C ‖ψ‖Ld(Ω), ‖ψ˜‖W 1,d(Rd) ≤ C ‖ψ‖W 1,d(Ω),
and ψ˜(x) = 0 if dist(x,Ω) ≥ 1. In view of (2.2.28) we obtain
‖∇χ(x/ε)ψ‖L2(Ω) ≤ C
{
‖ψ˜‖Ld(Rd) + ε ‖∇ψ˜‖Ld(Rd)
}
≤ C
{
‖ψ‖Ld(Ω) + ε ‖∇ψ‖Ld(Ω)
}
,
using Ho¨lder’s inequality and the fact that
‖χ(x/ε)‖Lq(B(x0,R)) ≤ CRd/q‖χ‖Lq(Y ).
This completes the proof. 
Proof of Theorem 2.2.7. Suppose χ is bounded. To prove (2.2.24), in view of (2.2.22),
it suffices to show that
(2.2.29) ‖εχ(x/ε)∇u0 − εχ(x/ε)ηεS2ε (∇u0)‖H1(Ω) ≤ C
√
ε ‖u0‖H2(Ω).
To this end, we note that the LHS of (2.2.29) is bounded by
Cε‖χ(x/ε)(∇u0 − ηεS2ε (∇u0))‖L2(Ω) + C‖∇χ(x/ε)(∇u0 − ηεS2ε (∇u0))‖L2(Ω)
+ Cε‖χ(x/ε)∇(∇u0 − ηεS2ε (∇u0))‖L2(Ω)
≤ Cε‖∇(∇u0 − ηεS2ε (∇u0))‖L2(Ω) + C‖∇u0 − ηεS2ε (∇u0)‖L2(Ω),
where we have used (2.2.26). Note that
ε‖∇(∇u0 − ηεS2ε (∇u0))‖L2(Ω) ≤ ε‖∇2u0‖L2(Ω) + ε‖∇
(
ηεS
2
ε (∇u0)
)‖L2(Ω)
≤ Cε‖u0‖H2(Ω) + C‖∇u0‖L2(Ω5ε)
≤ C√ε ‖u0‖H2(Ω),
and
‖∇u0 − ηεS2ε (∇u0)‖L2(Ω) ≤ C‖∇u0‖L2(Ω5ε) + ‖∇u0 − S2ε (∇u0)‖L2(Ω\Ω4ε)
≤ C√ε ‖u0‖H2(Ω),
where we also used (2.2.21) for the last inequality.
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To prove (2.2.23) under the assumption u0 ∈ W 2,d(Ω;Rm), we extend u0 to a function u˜0
in W 2,d(Rd;Rm) so that ‖u˜0‖W 2,d(Rd) ≤ C‖u0‖W 2,d(Ω) Observe that
‖εχ(x/ε)∇u0 − εχ(x/ε)S2ε (∇u˜0)‖H1(Ω)
≤ Cε‖χ(x/ε)(∇u0 − S2ε (∇u˜0))‖L2(Ω) + C‖∇χ(x/ε)(∇u0 − S2ε (∇u˜0))‖L2(Ω)
+ Cε‖χ(x/ε)(∇2u0 − S2ε (∇2u˜0))‖L2(Ω)
≤ Cε‖u˜0‖W 2,d(Rd) + C ‖∇u˜0 − S2ε (∇u˜0)‖Ld(Rd)
≤ Cε‖u0‖W 2,d(Ω),
where we have used Ho¨lder’s inequality and (2.2.25) for the second inequality and (2.1.12)
for the last. Also, it follows from (2.1.16) that
‖εχ(x/ε)S2ε (∇u˜0)− εχ(x/ε)ηεS2ε (∇u0)‖H1(Ω) = ε‖χ(x/ε)S2ε (∇u˜0)(1− ηε)‖H1(Ω)
≤ C√ε ‖u˜0‖H2(O)
≤ C√ε ‖u˜0‖W 2,d(Rd)
≤ C√ε ‖u0‖W 2,d(Ω),
where O = {x ∈ Ω : dist(x,Ω) < 1}. As a result, we have proved that
‖εχ(x/ε)∇u0 − εχ(x/ε)ηεS2ε (∇u0)‖H1(Ω) ≤ C
√
ε ‖u0‖W 2,d(Ω).
This, together with (2.2.22), yields the estimate (2.2.23). 
Remark 2.2.9. For ε ≥ 0, let uε ∈ H1(Ω;Rm) be the weak solution to the Dirichlet
problem
(2.2.30) Lε(uε) = Fε in Ω and uε = fε on ∂Ω,
where Fε ∈ H−1(Ω;Rm) and fε ∈ H1/2(Ω;Rm). Then
(2.2.31)
‖uε − u0 − εχ(x/ε)∇u0‖H1(Ω)
≤
C
{√
ε ‖u0‖W 2,d(Ω) + ‖Fε − F0‖H−1(Ω) + ‖fε − f0‖H1/2(∂Ω)
}
,
C
{√
ε ‖u0‖H2(Ω) + ‖Fε − F0‖H−1(Ω) + ‖fε − f0‖H1/2(∂Ω)
}
, if χ is bounded.
To see (2.2.31) one applies Theorem 2.2.7 to the weak solution of Lε(vε) = F0 in Ω with
vε = f0 on ∂Ω and uses Theorem 1.1.5 to estimate ‖uε − vε‖H1(Ω).
2.3. Convergence rates in H1 for Neumann problem
In this section we extend the results in Section 2.2 to solutions of the Neumann problem
(2.0.2). Throughout this section we assume that A satisfies the Legendre ellipticity condition
(1.1.20).
Lemma 2.3.1. Let uε be the solution of (2.0.2) with
∫
Ω
uε dx = 0, and u0 the homogenized
solution. Let wε be defined as in (2.2.2). Then the inequality (2.2.3) holds for any ψ ∈
H1(Ω;Rm).
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Proof. Since wε ∈ H1(Ω;Rm), it suffices to prove (2.2.3) for ψ ∈ C∞(Rd;Rm). Using∫
Ω
A(x/ε)∇uε · ∇ψ dx =
∫
Ω
Â∇u0 · ∇ψ dx
for any ψ ∈ C∞(Rd;Rm), we see that the inequality (2.2.6) continues to hold for any ψ ∈
C∞(Rd;Rm). The rest of the proof is exactly the same as that of Lemma 2.2.1. 
The following theorem gives the O(
√
ε) convergence rate for the Neumann problem.
Theorem 2.3.2. Assume that A is 1-periodic and satisfies (1.1.20). Let Ω be a bounded
Lipschitz domain in Rd. Let wε be the same as in Lemma 2.3.1. Then
(2.3.1) ‖wε‖H1(Ω) ≤ C
{
ε‖∇2u0‖L2(Ω\Ωε) + ε‖∇u0‖L2(Ω) + ‖∇u0‖L2(Ω5ε)
}
for 0 < ε < 1. Consequently, if u0 ∈ H2(Ω;Rm),
(2.3.2) ‖wε‖H1(Ω) ≤ C
√
ε‖u0‖H2(Ω).
The constant C depends only on µ and Ω.
Proof. Since wε ∈ H1(Ω;Rm), by Lemma 2.3.1, we may take ψ = wε in (2.2.3). This,
together with the ellipticity condition (1.1.20), gives
(2.3.3)
‖∇wε‖L2(Ω) ≤ C
{
ε‖∇2u0‖L2(Ω\Ω2ε) + ‖∇u0 − Sε(∇u0)‖L2(Ω\Ω2ε) + ‖∇u0‖L2(Ω5ε)
}
≤ C
{
ε‖∇2u0‖L2(Ω\Ωε) + ‖∇u0‖L2(Ω5ε)
}
,
where the second inequality follows from the same argument as in the proof of Theoem 2.2.2.
By Poincare´ inequality we obtain
‖wε‖H1(Ω) ≤ C‖∇wε‖L2(Ω) + C
∣∣∣ ∫
Ω
εχ(x/ε)ηεS
2
ε (∇u0) dx
∣∣∣
≤ C‖∇wε‖L2(Ω) + Cε‖∇u0‖L2(Ω),
where we have used the fact that
∫
Ω
uε dx =
∫
Ω
u0 dx = 0. Estimates (2.3.1) and (2.3.2) now
follow from (2.3.3). 
The estimates in Theorem 2.3.2 can be improved under the additional symmetry condi-
tion.
Lemma 2.3.3. Assume that
(
Â)∗ = Â. Let u ∈ H1(Ω;Rm) be a weak solution to
the Neumann problem: L0(u) = 0 in Ω and ∂u∂ν0 = g on ∂Ω, where g ∈ L2(∂Ω;Rm) and∫
∂Ω
g dσ = 0. Then
(2.3.4) ‖(∇u)∗‖L2(∂Ω) ≤ C‖g‖L2(∂Ω),
where C depends only on µ and Ω.
Proof. This was proved in [31, 28]. See Chapter 7. 
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Theorem 2.3.4. Suppose that A is 1-periodic and satisfies (1.1.20). Also assume that
A∗ = A. Let Ω be a bounded Lipschitz domain in Rd. Let wε be the same as in Lemma 2.3.1.
Then
(2.3.5) ‖wε‖H1(Ω) ≤ C
√
ε
{
‖F‖Lq(Ω) + ‖g‖L2(∂Ω)
}
,
where q = 2d
d+1
and C depends only on µ and Ω.
Proof. It follows from Lemma 2.3.1 by letting ψ = wε ∈ H1(Ω;Rm) and using (1.1.20)
that
(2.3.6) ‖∇wε‖L2(Ω) ≤ C
{
ε‖Sε(∇2u0)‖L2(Ω\Ω2ε)+‖∇u0−Sε(∇u0)‖L2(Ω\Ω2ε)+‖∇u0‖L2(Ω5ε)
}
.
To prove (2.3.5) under the assumption A∗ = A, it suffices to bound the RHS of (2.3.6) by the
RHS of (2.3.5). We proceed as in the proof of Theorem 2.2.3 by writing u0 = v0 + φ, where
v0 is given by (2.2.17). The terms involving v0 are handled exactly in the same manner as
before. Similarly, to control the terms involving φ, it suffices to bound the L2(∂Ω) norm of
M(∇φ). To do this, we note that
L0(φ) = 0 in Ω and ∂φ
∂ν0
= g − ∂v0
∂ν0
on ∂Ω.
It follows by Lemma 2.3.3 that
‖(∇φ)∗‖L2(∂Ω) ≤ C‖g‖L2(∂Ω) + C‖∇v0‖L2(∂Ω).
Note that ‖∇v0‖L2(∂Ω) ≤ C‖v‖W 2,q(Ω) ≤ C ‖F‖Lq(Ω). Thus,
‖(∇φ)∗‖L2(∂Ω) ≤ C
{
‖g‖L2(∂Ω) + ‖F‖Lq(Ω)
}
.
This completes the proof. 
Theorem 2.3.5. Assume that A is 1-periodic and satisfies (1.1.20). Let Ω be a bounded
Lipschitz domain in Rd. Let uε ∈ H1(Ω;Rm) be the weak solution of the Neumann problem
(2.0.2) with
∫
Ω
uε dx = 0. Let u0 be the homogenized solution. Then, if u0 ∈ W 2,d(Ω;Rm)
and 0 < ε < 1,
(2.3.7) ‖uε − u0 − εχ(x/ε)∇u0‖H1(Ω) ≤ C
√
ε ‖u0‖W 2,d(Ω),
where C depends only on µ and Ω. Furthermore, if the corrector χ is bounded and u0 ∈
H2(Ω;Rm), then
(2.3.8) ‖uε − u0 − εχ(x/ε)∇u0‖H1(Ω) ≤ C
√
ε ‖u0‖H2(Ω)
for any 0 < ε < 1, where C depends only on µ, ‖χ‖∞ and Ω.
Proof. The proof is exactly the same as that of Theorem 2.2.7, where the Dirichlet
boundary condition was never used. 
Remark 2.3.6. For ε ≥ 0, let uε ∈ H1(Ω;Rm) be the weak solution to the Neumann
problem
(2.3.9) Lε(uε) = Fε in Ω and ∂uε
∂νε
= gε, on ∂Ω,
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with
∫
Ω
uε dx = 0, where Fε ∈ L2(Ω;Rm), gε ∈ L2(∂Ω;Rm) and
∫
∂Ω
gε dσ = 0. Then
(2.3.10)
‖uε − u0 − εχ(x/ε)∇u0‖H1(Ω)
≤
C
{√
ε ‖u0‖W 2,d(Ω) + ‖Fε − F0‖H−10 (Ω) + ‖gε − g0‖H−1/2(∂Ω)
}
,
C
{√
ε ‖u0‖H2(Ω) + ‖Fε − F0‖H−10 (Ω) + ‖gε − g0‖H−1/2(∂Ω)
}
, if χ is bounded,
where H−10 (Ω;R
m) denotes the dual of H1(Ω;Rm).
To see (2.3.10), we use
‖uε − u0 − εχ(x/ε)∇u0‖H1(Ω) ≤ ‖vε − u0 − εχ(x/ε)∇u0‖H1(Ω) + ‖uε − vε‖H1(Ω),
where vε is the solution of
Lε(vε) = F0 in Ω and ∂vε
∂νε
= g0,
such that
∫
Ω
vε dx = 0. By Theorem 2.3.5, ‖vε − u0 − εχ(x/ε)∇u0‖H1(Ω) is bounded by
C
√
ε ‖u0‖W 2,d(Ω), and by C
√
ε ‖u0‖H2(Ω) if χ is bounded. Since Lε(uε − vε) = Fε − F0 in Ω
and ∂
∂νε
(uε − vε) = gε − g0 on ∂Ω, by Theorem 1.1.7, we see that
‖uε − vε‖H1(Ω) ≤ C
{
‖Fε − F0‖H−10 (Ω) + ‖gε − g0‖H−1/2(∂Ω)
}
.
2.4. Convergence rates in Lp for Dirichlet problem
In this section we establish a sharp O(ε) convergence rate in Lp with p = 2d
d−1
for Dirichlet
problem (2.0.1), under the assumption that A satisfies (1.1.2)-(1.1.3) and A∗ = A. Without
the symmetry condition we obtain an O(ε) convergence rate in L2.
Lemma 2.4.1. Let Ω be a bounded Lipschitz domain in Rd. Let wε be given by (2.2.2),
where uε is the weak solution of (2.0.1) and u0 the homogenized solution. Assume that
u0 ∈ W 2,q(Ω;Rm) for q = 2dd+1 . Then, for any ψ ∈ C∞0 (Ω;Rm),
(2.4.1)
∣∣∣ ∫
Rd
A(x/ε)∇wε · ∇ψ dx
∣∣∣ ≤ C‖u0‖W 2,q(Ω){ε‖∇ψ‖Lp(Ω) +√ε ‖∇ψ‖L2(Ω4ε)},
where p = q′ = 2d
d−1
and C depends only on µ and Ω.
Proof. An inspection of the proof of Lemma 2.2.1 shows that
(2.4.2)
∣∣∣ ∫
Ω
A(x/ε)∇wε · ∇ψ dx
∣∣∣
≤ C‖∇ψ‖Lp(Ω)
{
ε‖Sε(∇2u0)‖Lq(Ω\Ω3ε) + ‖∇u0 − Sε(∇u0)‖Lq(Ω\Ω2ε)
}
+ C‖∇ψ‖L2(Ω4ε)‖∇u0‖L2(Ω5ε).
Note that ‖∇u0‖L2(Ω5ε) ≤ C
√
ε ‖u0‖W 2,q(Ω) and
‖Sε(∇2u0)‖Lq(Ω\Ω3ε) ≤ C‖∇2u0‖Lq(Ω).
Since u0 ∈ W 2,q(Ω;Rm), there exists u˜0 ∈ W 2,q(Rd;Rm) such that u˜0 = u0 in Ω and
‖u˜0‖W 2,q(Rd) ≤ C‖u0‖W 2,q(Ω).
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It follows that
(2.4.3)
‖∇u0 − Sε(∇u0)‖Lq(Ω\Ω3ε) ≤ ‖∇u˜0 − Sε(∇u˜0)‖Lq(Rd)
≤ Cε‖∇2u˜0‖Lq(Rd)
≤ Cε‖u0‖W 2,q(Ω),
where we have used (2.1.12) for the second inequality. In view of (2.4.2) we have proved
(2.4.1). 
Lemma 2.4.2. Assume that
(
Â
)∗
= Â. Let Ω be a bounded Lipschitz domain in Rd. Let
u ∈ H10 (Ω;Rm) be a weak solution to the Dirichlet problem: L0(u) = G in Ω and u = 0 on
∂Ω, where G ∈ C∞0 (Ω;Rm). Then
(2.4.4) ‖∇u‖L2(Ωt) ≤ Ct1/2‖G‖Lq(Ω),
for 0 < t < diam(Ω), and
(2.4.5) ‖∇u‖Lp(Ω) ≤ C‖G‖Lq(Ω),
where p = 2d
d−1
, q = p′ = 2d
d+1
, and C depends only on µ and Ω.
Proof. Write u = φ + v0, where v0 is defined by (2.2.17). The proof of (2.4.4) is
essentially contained in that of Theorem 2.2.16. To see (2.4.5), we note that by the fractional
integral estimate,
‖∇v0‖Lp(Ω) ≤ C‖G‖Lq(Ω).
To estimate ∇φ, we use the following inequality
(2.4.6)
(∫
Ω
|ψ|p dx
)1/p
≤ C
(∫
∂Ω
|(ψ)∗|2 dσ
)1/2
,
where p = 2d
d−1
, ψ is a continuous function in Ω and (ψ)∗ denotes the nontangential maximal
function of ψ. This gives
‖∇φ‖Lp(Ω) ≤ C‖(∇φ)∗‖L2(∂Ω) ≤ C‖∇v0‖L2(∂Ω)
≤ C‖v0‖W 2,q(Ω) ≤ C‖G‖Lq(Ω),
where we have used Lemma 2.2.5 for the second inequality and (2.1.15) for the third.
Finally, to prove (2.4.6), we observe that for any x ∈ Ω and xˆ ∈ ∂Ω with |x − xˆ| =
dist(x, ∂Ω) = r,
|ψ(x)| ≤ (ψ)∗(y),
if y ∈ ∂Ω and |y − xˆ| ≤ cr. It follows that
(2.4.7)
|ψ(x)| ≤ C
rd−1
∫
B(xˆ,cr)∩∂Ω
|(ψ)∗| dσ
≤ C
∫
∂Ω
(ψ)∗(y)
|x− y|d−1 dσ(y).
Let f ∈ C10 (Ω) and
g(y) =
∫
Ω
|f(x)|
|x− y|d−1dx.
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Note that by (2.4.7),∣∣∣ ∫
Ω
ψ(x)f(x) dx
∣∣∣ ≤ C ∫
Ω
∫
∂Ω
(ψ)∗(y)|f(x)|
|x− y|d−1 dσ(y)dx
= C
∫
∂Ω
M(ψ)g dσ
≤ C‖(ψ)∗‖L2(∂Ω)‖g‖L2(∂Ω)
≤ C‖(ψ)∗‖L2(∂Ω)‖g‖W 1,q(Ω)
≤ C‖(ψ)∗‖L2(∂Ω)‖f‖Lq(Ω),
where q = 2d
d+1
and we have used (2.1.15) for the third inequality and singular integral
estimates for the fourth. The inequality (2.4.6) follows by duality. 
The next theorem gives a sharp O(ε) convergence rate in Lp with p = 2d
d−1
.
Theorem 2.4.3. Assume that A is 1-periodic and satisfies (1.1.2)-(1.1.3). Also assume
that A∗ = A. Let Ω be a bounded Lipschitz domain in Rd. Let uε (ε ≥ 0) be the weak solution
of (2.0.1). Assume that u0 ∈ W 2,q(Ω;Rd) for q = 2dd+1 . Then
(2.4.8) ‖uε − u0‖Lp(Ω) ≤ Cε‖u0‖W 2,q(Ω),
where p = q′ = 2d
d−1
and C depends only on µ and Ω.
Proof. Let wε be given by (2.2.2). For any G ∈ C∞0 (Ω;Rm), let vε ∈ H10 (Ω;Rm) (ε ≥ 0)
be the weak solution to the Dirichlet problem,
(2.4.9) L∗ε(vε) = G in Ω and vε = 0 on ∂Ω.
Define
rε = vε − v0 − εχ(x/ε)ηεS2ε (∇v0),
where ηε is a cut-off function satisfying (2.2.1). Observe that
(2.4.10)
∣∣∣ ∫
Ω
wε ·Gdx
∣∣∣ = ∣∣∣ ∫
Ω
A(x/ε)∇wε · ∇vε dx
∣∣∣
≤
∣∣∣ ∫
Ω
A(x/ε)∇wε · ∇rε dx
∣∣∣ + ∣∣∣ ∫
Ω
A(x/ε)∇wε · ∇v0 dx
∣∣∣
+
∣∣∣ ∫
Ω
A(x/ε)∇wε · ∇
(
εχ(x/ε)ηεS
2
ε (∇v0)
)
dx
∣∣∣
= I1 + I2 + I3.
To estimate I1, we note that by (2.2.22) and (2.2.13),
‖∇wε‖L2(Ω) ≤ C
√
ε ‖u0‖W 2,q(Ω) and ‖∇rε‖L2(Ω) ≤ C
√
ε ‖G‖Lq(Ω),
where we have used the assumption
(
Â)∗ = Â. By Cauchy inequality this gives
(2.4.11) I1 ≤ Cε‖u0‖W 2,q(Ω)‖G‖Lq(Ω).
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Next, to bound I2, we use Lemma 2.4.1 to obtain
(2.4.12)
I2 ≤ C‖u0‖W 2,q(Ω)
{
ε‖∇v0‖Lp(Ω) +
√
ε ‖∇v0‖L2(Ω4ε)
}
≤ Cε‖u0‖W 2,q(Ω)‖G‖Lq(Ω),
where we use Lemma 2.4.2 for the last step.
To estimate I3, we let
ϕε = εχ(x/ε)ηεS
2
ε (∇v0).
Using (2.1.9) as well as the observation ‖∇S2ε (f)‖Lp(Rd) ≤ Cε−1‖f‖Lp(Rd), it is not hard to
show that
ε‖∇ϕε‖Lp(Ω) +
√
ε ‖∇ϕε‖L2(Ω4ε) ≤ Cε‖∇v0‖Lp(Ω) + C
√
ε ‖∇v0‖L2(Ω5ε).
As in the case of I2, by Lemma 2.4.1, this implies that
(2.4.13)
I3 ≤ C‖u0‖W 2,q(Ω)
{
ε‖∇ϕε‖Lp(Ω) +
√
ε ‖∇ϕε‖L2(Ω4ε)
}
≤ C ε ‖u0‖W 2,q(Ω)‖G‖Lq(Ω).
In view of (2.4.10)-(2.4.13) we have proved that
(2.4.14)
∣∣∣ ∫
Ω
wε ·Gdx
∣∣∣ ≤ Cε‖u0‖W 2,q(Ω)‖G‖Lq(Ω),
where C depends only on µ and Ω. By duality this implies that
‖wε‖Lp(Ω) ≤ Cε‖u0‖W 2,q(Ω).
It follows that
‖uε − u0‖Lp(Ω) ≤ ‖wε‖Lp(Ω) + ‖εχ(x/ε)ηεS2ε (∇u0)‖Lp(Ω)
≤ Cε‖u0‖W 2,q(Ω).

Remark 2.4.4. Since p = 2d
d−1
and q = 2d
d+1
, we have
1
q
− 1
p
=
1
d
.
It follows that the estimate (2.4.8) is scaling-invariant. Consequently, the constant C in the
estimate can be made to be independent of diam(Ω), if diam(Ω) is large. Indeed, suppose that
Lε(uε) = L0(u0) in ΩR and uε = u0 on ∂ΩR, where R > 1 and ΩR =
{
x ∈ Rd : x/R ∈ Ω}.
Let vε(x) = uε(Rx) and v0(x) = u0(Rx) for x ∈ Ω. Then
L ε
R
(vε) = L0(v0) in Ω and vε = v0 on ∂Ω.
It follows that
‖vε − v0‖Lp(Ω) ≤ C
( ε
R
)
‖v0‖W 2,q(Ω).
Using 1
q
− 1
p
= 1
d
, by a change of variables, we see that
‖uε − u0‖Lp(ΩR) ≤ Cε‖u0‖W 2,q(ΩR),
where C depends only on µ and Ω.
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The next theorem gives the O(ε) convergence rate in L2 without the symmetry condition,
assuming that Ω is a bounded C1,1 domain. The smoothness assumption on Ω ensures the
H2 estimates for L0.
Theorem 2.4.5. Assume that A is 1-periodic and satisfies (1.1.2)-(1.1.3). Let Ω be a
bounded C1,1 domain in Rd. Let uε ∈ H1(Ω;Rm) (ε ≥ 0) be the weak solution of (2.0.1).
Assume that u0 ∈ H2(Ω;Rm). Then
(2.4.15) ‖uε − u0‖L2(Ω) ≤ Cε ‖u0‖H2(Ω),
where C depends only on µ and Ω.
Proof. The proof is similar to that of Theorem 2.4.3. By Theorem 2.2.2, the estimates
‖wε‖H10 (Ω) ≤ C
√
ε‖u0‖H2(Ω) and ‖rε‖H10 (Ω) ≤ C
√
ε‖v0‖H2(Ω)
hold without the symmetry condition. It follows from the proof of Theorem 2.4.3 that
(2.4.16)
∣∣∣ ∫
Ω
wε ·Gdx
∣∣∣ ≤ Cε‖u0‖H2(Ω)‖v0‖H2(Ω).
Recall that v0 ∈ H10(Ω;Rm) is a solution of L0(v0) = G in Ω. Since Ω is C1,1, it is known that
v0 ∈ H2(Ω;Rm) and ‖v0‖H2(Ω) ≤ C ‖G‖L2(Ω) (see e.g. [61]). This, together with (2.4.16),
gives ∣∣∣ ∫
Ω
wε ·Gdx
∣∣∣ ≤ Cε‖u0‖H2(Ω)‖G‖L2(Ω).
By duality we obtain ‖wε‖L2(Ω) ≤ Cε‖u0‖H2(Ω). Thus
‖uε − u0‖L2(Ω) ≤ Cε‖u0‖H2(Ω) + ‖εχ(x/ε)ηεS2ε (∇u0)‖L2(Ω)
≤ Cε‖uε‖H2(Ω),
which completes the proof. 
2.5. Convergence rates in Lp for Neumann problem
In this section we establish the O(ε) convergence rate in L2 for the Neumann problem
(2.0.2) in a bounded C1,1 domain Ω, under the conditions that A is 1-periodic and satisfies
the Legendre condition (1.1.20). With the additional symmetry condition, the O(ε) rate is
obtained in Lp, with p = 2d
d−1
, in a bounded Lipschitz domain.
Lemma 2.5.1. Suppose that A is 1-periodic and satisfies (1.1.20). Let Ω be a bounded
Lipschitz domain. Let wε be given by (2.2.2), where uε is the weak solution of (2.0.2) and u0
the homogenized solution. Assume that u0 ∈ W 2,q(Ω;Rm) for q = 2dd+1 . Then the inequality
(2.4.1) holds for any ψ ∈ C∞0 (Rd;Rm).
Proof. The proof is exactly the same as that for Lemma 2.4.1. 
The symmetry condition is needed for the following lemma.
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Lemma 2.5.2. Suppose that A is 1-periodic and satisfies (1.1.20). Also assume that
A∗ = A. Let Ω be a bounded Lipschitz domain. Let u ∈ H1(Ω;Rm) be a weak solution to
the Neumann problem: L0(u) = G in Ω and ∂u∂ν0 = 0 on ∂Ω, where G ∈ C∞(Rd;Rm) and∫
Ω
Gdx = 0. Then
(2.5.1) ‖∇u‖L2(Ωt) ≤ Ct1/2‖G‖Lq(Ω),
for 0 < t < diam(Ω), and
(2.5.2) ‖∇u‖Lp(Ω) ≤ C‖G‖Lq(Ω),
where p = 2d
d−1
, q = p′ = 2d
d+1
, and C depends only on µ and Ω.
Proof. The proof is similar to that of Lemma 2.4.2. 
Theorem 2.5.3. Suppose that A and Ω satisfy the same conditions as in Lemma 2.5.2.
Let uε ∈ H1(Ω;Rm) (ε ≥ 0) be the weak solution of the Neumann problem (2.0.2). Then, if
u0 ∈ W 2,q(Ω;Rm),
(2.5.3) ‖uε − u0‖Lp(Ω) ≤ Cε‖u0‖W 2,q(Ω),
where q = p′ = 2d
d+1
and C depends only on µ and Ω.
Proof. The proof of (2.6.12) is similar to that in the case of the Dirichlet boundary
condition, using Theorem 2.3.4, 2.5.1, 2.5.2, and a duality argument.
Fix G ∈ C∞(Rd;Rm) with ∫
Ω
Gdx = 0. Let vε ∈ H1(Ω;Rd) (ε ≥ 0) be the weak solution
to the Neumann problem,
(2.5.4) Lε(vε) = G in Ω and ∂vε
∂νε
= 0 on ∂Ω,
with
∫
Ω
vε dx = 0. As in the case of Dirichlet problem, we may show that∣∣∣ ∫
Ω
wε ·Gdx
∣∣∣ ≤ Cε‖u0‖W 2,q(Ω)‖G‖Lq(Ω),
where wε = uε − u0 − εχ(x/ε)ηεS2ε (∇u0). Using
‖εχ(x/ε)ηεS2ε (∇u0)‖Lp(Ω) ≤ Cε‖u0‖W 2,q(Ω),
we then obtain ∣∣∣ ∫
Ω
(uε − u0) ·Gdx
∣∣∣ ≤ Cε‖u0‖W 2,q(Ω)‖G‖Lq(Ω).
Since
∫
Ω
(uε − u0) dx = 0, by duality, this gives the estimate (2.5.3). 
Without the symmetry condition, as in the case of Dirichlet problem, an O(ε) convergence
rate is obtained in L2 in a C1,1 domain.
Theorem 2.5.4. Assume that A is 1-periodic and satisfies (1.1.20). Let Ω be a bounded
C1,1 domain in Rd. Let uε ∈ H1(Ω;Rm) (ε ≥ 0) be the weak solution of (2.0.1). Assume
that u0 ∈ H2(Ω;Rm). Then
(2.5.5) ‖uε − u0‖L2(Ω) ≤ Cε ‖u0‖H2(Ω),
where C depends only on µ and Ω.
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Proof. The proof is similar to that of Theorem 2.4.5. The details are left to the reader.

2.6. Convergence rates for elliptic systems of elasticity
In this section we study the convergence rates for elliptic systems of linear elasticity. Since
the elasticity condition (1.4.1) implies (1.1.2)-(1.1.3) and the symmetry condition. Results
obtained in Sections 2.2 and 2.4 for the Dirichlet problem hold for the system of elasticity.
Theorem 2.6.1. Assume that A ∈ E(κ1, κ2) and is 1-periodic. Let Ω be a bounded
Lipschitz domain in Rd. Let wε be defined by (2.2.2), where uε is the weak solution to the
Dirichlet problem, Lε(uε) = F in Ω and uε = f on ∂Ω. Then, for 0 < ε < 1,
(2.6.1) ‖wε‖H1(Ω) ≤ C
√
ε
{
‖F‖Lq(Ω) + ‖f‖H1(∂Ω)
}
,
and
(2.6.2) ‖uε − u0‖Lp(Ω) ≤ Cε‖u0‖W 1,q(Ω),
where q = 2d
d+1
, p = 2d
d−1
, and C depends only on κ1, κ2, and Ω.
In the following we extend the results in Sections 2.3 and 2.5 to the Neumann problem,
(2.6.3)

Lε(uε) = F in Ω,
∂uε
∂νε
= g on ∂Ω,
uε ⊥ R in L2(Ω;Rd),
where F ∈ L2(Ω;Rd) and g ∈ L2(∂Ω;Rd) satisfy the compatibility condition (1.4.8), and R
denotes the space of rigid displacements, given by (1.4.7).
Lemma 2.6.2. Let uε be the solution of (2.6.3) and u0 the homogenized solution. Let
wε be defined as in (2.2.2). Then the inequality (2.2.3) holds for any ψ ∈ H1(Ω;Rd).
Proof. The proof is similar to that of Lemma 2.3.1. 
Let
(2.6.4) LpR(∂Ω) =
{
g ∈ Lp(∂Ω;Rd) :
∫
∂Ω
g · φ dσ = 0 for any φ ∈ R
}
.
Lemma 2.6.3. Let u ∈ H1(Ω;Rd) be a weak solution to the Neumann problem: L0(u) = 0
in Ω and ∂u
∂ν0
= g on ∂Ω, where g ∈ L2R(∂Ω). Suppose that u ⊥ R in L2(Ω;Rd). Then
(2.6.5) ‖(∇u)∗‖L2(∂Ω) ≤ C‖g‖L2(∂Ω),
where C depends only on κ1, κ2, and Ω.
Proof. This was proved in [28]. 
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Theorem 2.6.4. Let Ω be a bounded Lipschitz domain in Rd. Let wε be the same as in
Lemma 2.6.2. Then, for 0 < ε < 1
(2.6.6) ‖wε‖H1(Ω) ≤ C
√
ε
{
‖F‖Lq(Ω) + ‖g‖L2(∂Ω)
}
,
where q = 2d
d+1
and C depends only on κ1, κ2, and Ω.
Proof. It follows from Lemma 2.6.2 that
‖∇wε + (∇wε)T‖2L2(Ω)
≤ C‖∇wε‖L2(Ω)
{
ε‖Sε(∇2u0)‖L2(Ω\Ω2ε) + ‖∇u0 − Sε(∇u0)‖L2(Ω\Ω2ε) + ‖∇u0‖L2(Ω5ε)
}
.
We then apply the second Korn inequality,
(2.6.7) ‖u‖H1(Ω) ≤ C‖∇u+ (∇u)T‖L2(Ω) + C
ℓ∑
k=1
∣∣∣ ∫
Ω
u · φk dx
∣∣∣,
where ℓ = d(d+1)
2
and {φk : k = 1, . . . , ℓ} forms an orthonormal basis for R as a subspace of
L2(Ω;Rd). This leads to
‖wε‖H1(Ω) ≤ C
{
ε‖Sε(∇2u0)‖L2(Ω\Ω2ε) + ‖∇u0 − Sε(∇u0)‖L2(Ω\Ω2ε) + ‖∇u0‖L2(Ω5ε)
}
+ C
ℓ∑
k=1
∣∣∣ ∫
Ω
εχ(x/ε)ηεSε(∇u0) · φk dx
∣∣∣
≤ C
{
ε‖Sε(∇2u0)‖L2(Ω\Ω2ε) + ‖∇u0 − Sε(∇u0)‖L2(Ω\Ω2ε)
+ ‖∇u0‖L2(Ω5ε) + ε‖∇u0‖L2(Ω)
}
,
where we have used the assumptions that uε, u0 ⊥ R in L2(Ω;Rd).
Next, we proceed as in the proof of Theorem 2.2.3 by writing u0 = v0 + φ, where v0 is
given by (2.2.17). The terms involving v0 are handled exactly in the same manner as before.
Similarly, to control the terms involving φ, it suffices to bound the L2(∂Ω) norm of (∇φ)∗.
To do this, we note that L0(φ) = 0 in Ω and ∂φ∂ν0 = g− ∂v0∂ν0 on ∂Ω, It follows by Lemma 2.6.3
that
‖M(∇φ)‖L2(∂Ω) ≤ C‖g‖L2(∂Ω) + C‖∇v0‖L2(∂Ω) + C
ℓ∑
k=1
∣∣∣ ∫
Ω
φ · φk dx
∣∣∣.
Note that ‖∇v0‖L2(∂Ω) ≤ C‖v‖W 2,q(Ω) ≤ C ‖F‖Lq(Ω), and∣∣∣ ∫
Ω
φ · φk dx
∣∣∣ = ∣∣∣ ∫
Ω
v0 · φk dx
∣∣∣ ≤ C‖F‖Lq(Ω),
where we have used the fact u0 ⊥ R in L2(Ω;Rd). Thus,
‖(∇φ)∗‖L2(∂Ω) ≤ C
{
‖g‖L2(∂Ω) + ‖F‖Lq(Ω)
}
.
This completes the proof. 
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Theorem 2.6.5. Let Ω be a bounded Lipschitz domain in Rd. Let uε ∈ H1(Ω;Rd) be the
weak solution of the Neumann problem (2.6.3). Let u0 be the homogenized solution. Then,
if u0 ∈ W 2,d(Ω;Rd),
(2.6.8) ‖uε − u0 − εχ(x/ε)∇u0‖H1(Ω) ≤ C
√
ε ‖u0‖W 2,d(Ω)
for any 0 < ε < 1, where C depends only on κ1, κ2, and Ω. Furthermore, if the corrector χ
is bounded and u0 ∈ H2(Ω;Rd), then
(2.6.9) ‖uε − u0 − εχ(x/ε)∇u0‖H1(Ω) ≤ C
√
ε ‖u0‖H2(Ω)
for any 0 < ε < 1, where C depends only on κ1, κ2, ‖χ‖∞ and Ω.
Proof. The proof is exactly the same as that of Theorem 2.2.7, where the Dirichlet
boundary condition was never used. 
We now move to the sharp convergence rate in Lp with p = 2d
d−1
for (2.6.3).
Lemma 2.6.6. Let wε be given by (2.2.2), where uε is the weak solution of (2.6.3) and
u0 the homogenized solution. Assume that u0 ∈ W 2,q(Ω;Rd) for q = 2dd+1 . Then the inequality
(2.4.1) holds for any ψ ∈ C∞0 (Rd;Rd).
Proof. The proof is exactly the same as that for Lemma 2.4.1. 
Lemma 2.6.7. Let u ∈ H1(Ω;Rd) be a weak solution to the Neumann problem: L0(u) =
G in Ω and ∂u
∂ν0
= 0 on ∂Ω, where G ∈ C∞(Rd;Rd) and G ⊥ R in L2(Ω;Rd). Assume that
u ⊥ R in L2(Ω;Rd). Then
(2.6.10) ‖∇u‖L2(Ωt) ≤ Ct1/2‖G‖Lq(Ω),
(2.6.11) ‖∇u‖Lp(Ω) ≤ C‖G‖Lq(Ω),
where p = 2d
d−1
, q = p′ = 2d
d+1
, and C depends only on κ1, κ2, and Ω.
Proof. With Lemma 2.6.3 at our disposal, the proof is similar to that of Lemma 2.4.2.

Theorem 2.6.8. Let Ω be a bounded Lipschitz domain in Rd. Let uε ∈ H1(Ω;Rd) (ε ≥ 0)
be the weak solution of the Neumann problem (2.6.3). Then, if u0 ∈ W 2,q(Ω;Rd),
(2.6.12) ‖uε − u0‖Lp(Ω) ≤ Cε‖u0‖W 2,q(Ω),
where q = p′ = 2d
d+1
and C depends only on κ1, κ2, and Ω.
Proof. The proof of (2.6.12) is similar to that in the case of the Dirichlet boundary
condition, using Theorem 2.6.4, 2.6.6, 2.6.7, and a duality argument.
Fix G ∈ C∞(Rd;Rd) such that G ⊥ R in L2(Ω;Rd). Let vε ∈ H1(Ω;Rd) (ε ≥ 0) be the
weak solution to the Neumann problem,
(2.6.13) Lε(vε) = G in Ω and ∂vε
∂νε
= 0 on ∂Ω,
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with the property that vε ⊥ R in L2(Ω;Rd). As in the case of Dirichlet problem, we have∣∣∣ ∫
Ω
wε ·Gdx
∣∣∣ ≤ Cε‖u0‖W 2,q(Ω)‖G‖Lq(Ω),
where wε = uε − u0 − εχ(x/ε)ηεS2ε (∇u0). Using
‖εχ(x/ε)ηεS2ε (∇uε)‖Lp(Ω) ≤ Cε‖u0‖W 2,q(Ω),
we then obtain ∣∣∣ ∫
Ω
(uε − u0) ·Gdx
∣∣∣ ≤ Cε‖u0‖W 2,q(Ω)‖G‖Lq(Ω).
Since uε, u0 ⊥ R in L2(Ω;Rd), by duality, this gives the estimate (2.6.12). 
2.7. Notes
There is an extensive literature on the problem of convergence rates in periodic homog-
enization. Early results, proved under smoothness conditions on the correctors χ = (χβj ),
may be found in classical books [15, 89, 63]. The flux correctors, defined by (2.1.3), were
already used in [89].
In [40, 41, 87, 88, 90, 66, 64], various ε-smoothing techniques were introduced to treat
the case where χ may be unbounded. In particular, error estimates similar to (2.0.3) were
proved in [90] for solutions of scalar second-order elliptic equations with the Dirichlet or
Neumann boundary conditions. Further extensions were made in [65, 80], where the error
estimate (2.0.3) in H1 was established for a broader class of elliptic systems.
The error estimate (2.0.4) inH1 for two-scale expansions in Lipschitz domains was proved
in [75]. It follows from (2.0.4) that if Lε(uε) = 0 in a bounded Lipschitz domain Ω, then
(2.7.1)

‖∇uε‖L2(Ωε) ≤ C
√
ε‖uε‖H1(∂Ω),
‖∇uε‖L2(Ωε) ≤ C
√
ε
∥∥∥∂uε
∂νε
∥∥∥
L2(∂Ω)
,
where C depends only on µ and Ω. The inequalities in (2.7.1) should be regarded as large-
scale Rellich estimates. Such estimates play an essential role in the study of L2 boundary
value problems for Lε in Lipschitz domains. See Chapter 7 and [54, 55, 75, 36] for details.
The sharp convergence rate (2.0.6) in L2 was obtained in [40, 41, 79, 80]. The duality
method was used first in [79]. Also see related work in [50, 43, 86, 44, 76, 62].
The scale-invariant estimate (2.0.5) is new. A weaker estimate, ‖uε−u0‖Lp(Ω) ≤ Cε‖u0‖H2(Ω),
where p = 2d
d−1
, was proved in [75].
CHAPTER 3
Interior Estimates
In this chapter we establish interior Ho¨lder (C0,α) estimates, W 1,p estimates, and Lip-
schitz (C0,1) estimates, that are uniform in ε > 0, for solutions of Lε(uε) = F , where
Lε = −div(A(x/ε)∇). As a result, we obtain uniform size estimates of Γε(x, y), ∇xΓε(x, y),
∇yΓε(x, y), and ∇x∇yΓε(x, y), where Γε(x, y) denotes the matrix of fundamental solutions
for Lε in Rd. This in turn allows us to derive asymptotic expansions, as ε → 0, of Γε(x, y),
∇xΓ(x, y), ∇yΓε(x, y), and ∇x∇yΓε(x, y). Note that if uε(x) = P βj (x) + εχβj (x/ε), then
∇uε = ∇P βj +∇χβj (x/ε) and Lε(uε) = 0 in Rd. Thus no better uniform regularity beyond
Lipschitz estimates should be expected (unless div(A) = 0, which would imply χβj = 0).
In Section 3.1 we use a compactness method to establish a Lipschitz estimate down
to the microscopic scale ε under the ellipticity and periodicity conditions. This, together
with a simple blow-up argument, leads to the full Lipschitz estimate under an additional
smoothness condition. The compactness method, which originated from the study of the
regularity theory in the calculus of variations and minimal surfaces, was introduced to the
study of homogenization problems by M. Avellaneda and F. Lin [9]. It also will be used
in Chapters 4 to establish uniform boundary estimates for solutions of Lε(uε) = F with
Dirichlet conditions.
In Section 3.2 we present a real-variable method, which originated in a paper by L.
Caffarelli and I. Peral [19]. The method may be regarded as a dual and refined version of the
celebrated Caldero´n-Zygmund Lemma. It is used in Section 3.3 to study the W 1,p estimates
for the elliptic system Lε(uε) = div(G), and reduces effectively the problem to certain
reverse Ho¨lder inequality for local solutions of Lε(uε) = 0. In Section 3.4 we investigate the
asymptotic behaviors of fundamental solutions and their derivatives.
Throughout this chapter we will assume that the coefficient matrix A =
(
aαβij
)
, with
1 ≤ α, β ≤ m and 1 ≤ i, j ≤ d, is 1-periodic and satisfies the V -ellipticity condition
(1.1.2)-(1.1.3). This in particular includes the case of elasticity operators, where m = d and
A ∈ E(κ1, κ2). We will also need to impose some smoothness condition to ensure estimates
at the microscopic scale. We say A ∈ VMO(Rd) if
(3.0.1) lim
r→0
sup
x∈Rd
−
∫
B(x,r)
∣∣∣A−−∫
B(x,r)
A
∣∣∣ = 0.
Observe that A ∈ VMO(Rd) if A is uniformly continuous in Rd. The uniform Ho¨lder and
W 1,p estimates will be proved under the condition (3.0.1). A stronger smoothness condition,
(3.0.2) |A(x)− A(y)| ≤ τ |x− y|λ for any x, y ∈ Rd,
where τ ≥ 0 and λ ∈ (0, 1], will be imposed for uniform Lipschitz estimates.
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A very important feature of the family of operators {Lε, ε > 0} is the following rescaling
property:
(3.0.3)
if Lε(uε
)
= F and v(x) = uε(rx),
then L ε
r
(v) = G, where G(x) = r2F (rx).
It plays an essential role in the compactness method as well as in numerous other rescaling
arguments in this monograph. The property of translation is also important to us:
(3.0.4)
if − div(A(x/ε)∇uε) = F and vε(x) = uε(x− x0),
then − div(A˜(x/ε)∇vε) = F˜ ,
where A˜(y) = A(y + ε−1x0) and F˜ (x) = F (x− x0).
Observe that the matrix A˜ is 1-periodic and satisfies the same ellipticity condition as A. It
also satisfies the same smoothness condition that we will impose on A, uniformly in ε > 0
and x0 ∈ Rd.
3.1. Interior Lipschitz estimates
In this section we prove the interior Lipschitz estimate, using a compactness method. As
a corollary, we also establish a Liouville property for entire solutions of L1(u) = 0 in Rd.
Theorem 3.1.1 (Interior Lipschitz estimate at large scale). Assume that A satisfies
(1.1.2)-(1.1.3) and is 1-periodic. Let uε ∈ H1(B;Rm) be a weak solution of Lε(uε) = F in
B, where B = B(x0, R) for some x0 ∈ Rd and R > 0, and F ∈ Lp(B;Rm) for some p > d.
Suppose that 0 < ε < R. Then
(3.1.1)
(
−
∫
B(x0,ε)
|∇uε|2
)1/2
≤ Cp
{(
−
∫
B(x0,R)
|∇uε|2
)1/2
+R
(
−
∫
B(x0,R)
|F |p
)1/p}
,
where Cp depends only on µ and p.
Estimate (3.1.1) should be regarded as a Lipschitz estimate down to the microscopic scale
ε. In fact, under some smoothness condition on A, the full scale Lipschitz estimate follows
readily from Theorem 3.1.1 by a blow-up argument.
Theorem 3.1.2 (Interior Lipschitz estimate). Suppose that A satisfies (1.1.2)-(1.1.3)
and is 1-periodic. Also assume that A satisfies the smoothness condition (3.0.2). Let uε ∈
H1(B;Rm) be a weak solution to Lε(uε) = F in B for some ball B = B(x0, R), where
F ∈ Lp(B;Rm) for some p > d. Then
(3.1.2) |∇uε(x0)| ≤ Cp
{(
−
∫
B
|∇uε|2
)1/2
+R
(
−
∫
B
|F |p
)1/p}
,
where Cp depends only on p, µ and (λ, τ).
Proof. We give the proof of Theorem 3.1.2, assuming Theorem 3.1.1. By translation
and dilation we may assume that x0 = 0 and R = 1.
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The ellipticity condition (1.1.2-(1.1.3), together with Ho¨lder continuous assumption (3.0.2),
allows us to use the following local regularity result: if −div(A(x)∇u) = F in B(0, 1), where
F ∈ Lp(B(0, 1);Rm) for some p > d, then
(3.1.3) |∇u(0)| ≤ Cp
{(
−
∫
B(0,1)
|∇u|2
)1/2
+
(
−
∫
B(0,1)
|F |p
)1/p}
,
where Cp depends only on µ, p, λ and τ (see e.g. [38]). We may also assume that 0 <
ε < (1/2), as the case ε ≥ (1/2) follows directly from (3.1.3) and the observation that the
coefficient matrix A(x/ε) is uniformly Ho¨lder continuous for ε ≥ (1/2).
To handle the case 0 < ε < (1/2), we use a blow-up argument and estimate (3.1.1). Let
w(x) = ε−1uε(εx). Since L1(w) = εF (εx) in B(0, 1), it follows again from (3.1.3) that
|∇w(0)| ≤ C
{(
−
∫
B(0,1)
|∇w|2
)1/2
+
(
−
∫
B(0,1)
|εF (εx)|p dx
)1/p}
≤ C
{(
−
∫
B(0,ε)
|∇uε|2
)1/2
+ ε1−
d
p
(
−
∫
B(0,1)
|F |p
)1/p}
,
where C depends only on p, µ, λ and τ . This, together with (3.1.1) and the fact that
∇w(0) = ∇uε(0), gives the estimate (3.1.2). 
In the rest of this section we will assume that A satisfies (1.1.2)-(1.1.3) and is 1-periodic.
No smoothness condition on A is needed. The proof uses only interior C1,α estimates for
elliptic systems with constant coefficients satisfying the Legendre-Hadamard condition.
Recall that P βj (x) = xje
β and eβ = (0, . . . , 1, . . . , 0) with 1 in the βth position.
Lemma 3.1.3 (One-step improvement). Let 0 < σ < ρ < 1 and ρ = 1− d
p
. There exist
constants ε0 ∈ (0, 1/2) and θ ∈ (0, 1/4), depending only on µ, σ and ρ, such that
(3.1.4)
(
−
∫
B(0,θ)
∣∣uε(x)−−∫
B(0,θ)
uε −
(
P βj (x) + εχ
β
j (x/ε)
)
−
∫
B(0,θ)
∂uβε
∂xj
∣∣2 dx)1/2
≤ θ1+σmax
{(
−
∫
B(0,1)
|uε|2
)1/2
,
(
−
∫
B(0,1)
|F |p
)1/p}
,
whenever 0 < ε < ε0, and uε ∈ H1(B(0, 1);Rm) is a weak solution of
(3.1.5) Lε(uε) = F in B(0, 1).
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Proof. Estimate (3.1.4) is proved by contradiction, using Theorem 1.3.2 and the fol-
lowing observation: for any θ ∈ (0, 1/4),
(3.1.6)
sup
|x|≤θ
∣∣∣u(x)−−∫
B(0,θ)
u− xj −
∫
B(0,θ)
∂u
∂xj
∣∣∣
≤ C θ1+ρ‖∇u‖C0,ρ(B(0,θ))
≤ C θ1+ρ‖∇u‖C0,ρ(B(0,1/4))
≤ C0 θ1+ρ
{(
−
∫
B(0,1/2)
|u|2
)1/2
+
(
−
∫
B(0,1/2)
|F |p
)1/p}
,
where u is a solution of −div(A0∇u) = F in B(0, 1/2) and A0 is a constant matrix satisfying
the Legendre-Hadamard condition (1.2.28). We mention that the last inequality in (3.1.6)
is a standard C1,ρ estimate for second-order elliptic systems with constant coefficients, and
that the constant C0 depends only on µ and ρ.
Since σ < ρ, we may choose θ ∈ (0, 1/4) so small that 2d+1C0θ1+ρ < θ1+σ. We claim that
the estimate (3.1.4) holds for this θ and some ε0 ∈ (0, 1/2), which depends only on µ, σ and
ρ.
Suppose this is not the case. Then there exist sequences {εℓ} ⊂ (0, 1/2), {Aℓ} satisfying
(1.1.2)-(1.1.3) and (1.0.2), {Fℓ} ⊂ Lp(B(0, 1);Rm), and {uℓ} ⊂ H1(B(0, 1);Rm), such that
εℓ → 0,
−div(Aℓ(x/εℓ)∇uℓ) = Fℓ in B(0, 1),
(3.1.7)
(
−
∫
B(0,1)
|uℓ|2
)1/2
≤ 1,
(
−
∫
B(0,1)
|Fℓ|p
)1/p
≤ 1,
and
(3.1.8)
(
−
∫
B(0,θ)
∣∣∣uℓ(x)−−∫
B(0,θ)
uℓ −
(
P βj (x) + εℓχ
β
ℓ,j(x/εℓ)
)
−
∫
B(0,θ)
∂uβℓ
∂xj
∣∣∣2 dx)1/2 > θ1+σ,
where χβℓ,j denote the correctors associated with the 1-periodic matrix Aℓ. Observe that by
(3.1.7) and Caccioppoli’s inequality, the sequence {uℓ} is bounded in H1(B(0, 1/2);Rm). By
passing to subsequences, we may assume that
uℓ ⇀ u weakly in L
2(B(0, 1);Rm),
uℓ ⇀ u weakly in H
1(B(0, 1/2);Rm),
Fℓ ⇀ F weakly in L
p(B(0, 1);Rm),
Âℓ → A0,
where Âℓ denotes the homogenized matrix for Aℓ. Since p > d, Fℓ ⇀ F weakly in
Lp(B(0, 1);Rm) implies that Fℓ → F strongly in H−1(B(0, 1);Rm). It then follows by The-
orem 1.3.2 that u ∈ H1(B(0, 1/2);Rm) is a solution of −div(A0∇u) = F in B(0, 1/2).
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We now let ℓ→∞ in (3.1.7) and (3.1.8). This leads to
(3.1.9)
(
−
∫
B(0,1)
|u|2
)1/2
≤ 1,
(
−
∫
B(0,1)
|F |p
)1/p
≤ 1,
and
(3.1.10)
(
−
∫
B(0,θ)
∣∣∣u(x)−−∫
B(0,θ)
u− xj −
∫
B(0,θ)
∂u
∂xj
∣∣∣2 dx)1/2 ≥ θ1+σ,
where we have used the observation that uℓ → u strongly in L2(B(0, 1/2);Rm). Here we also
have used the fact that the sequence {χβℓ,j} is bounded in L2(Y ;Rm). Finally, we note that
by (3.1.10), (3.1.6) and (3.1.9),
θ1+σ ≤ C0θ1+ρ
{(
−
∫
B(0,1/2)
|u|2
)1/2
+
(
−
∫
B(0,1/2)
|F |p
)1/p}
< 2d+1C0θ
1+ρ,
which is in contradiction with the choice of θ. This completes the proof. 
Remark 3.1.4. Since
inf
α∈Rd
−
∫
E
∣∣f − α∣∣2 = −∫
E
∣∣∣f −−∫
E
f
∣∣∣2
for any f ∈ L2(E;Rm), we may replace −∫
B(0,θ)
uε in (3.1.4) by the average
−
∫
B(0,θ)
[
uε −
(
P βj (x) + ε χ
β
j (x/ε)
)
−
∫
B(0,θ)
∂uβε
∂xj
]
dx.
The observation will be used in the proof of the next lemma.
Lemma 3.1.5 (Iteration). Let 0 < σ < ρ < 1 and ρ = 1− d
p
. Let (ε0, θ) be the constants
given by Lemma 3.1.3. Suppose that 0 < ε < θk−1ε0 for some k ≥ 1 and uε is a solution
of Lε(uε) = F in B(0, 1). Then there exist constants E(ε, ℓ) =
(
Eβj (ε, ℓ)
) ∈ Rm×d for
1 ≤ ℓ ≤ k, such that if
vε = uε −
(
P βj + εχ
β
j (x/ε)
)
Eβj (ε, ℓ),
then
(3.1.11)
(
−
∫
B(0,θℓ)
∣∣∣vε −−∫
B(0,θℓ)
vε
∣∣∣2)1/2
≤ θℓ(1+σ)max
{(
−
∫
B(0,1)
|uε|2
)1/2
,
(
−
∫
B(0,1)
|F |p
)1/p}
.
Moreover, the constants E(ε, ℓ) satisfy
(3.1.12)
|E(ε, ℓ)| ≤ Cmax
{(
−
∫
B(0,1)
|uε|2
)1/2
,
(
−
∫
B(0,1)
|F |p
)1/p}
,
|E(ε, ℓ+ 1)−E(ε, ℓ)| ≤ C θℓσmax
{(
−
∫
B(0,1)
|uε|2
)1/2
,
(
−
∫
B(0,1)
|F |p
)1/p}
,
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where C depends only on µ, σ and ρ.
Proof. We prove (3.1.11)-(3.1.12) by an induction argument on ℓ. The case ℓ = 1
follows readily from Lemma 3.1.3 and Remark 3.1.4, with
Eβj (ε, 1) = −
∫
B(0,θ)
∂uβε
∂xj
(set E(ε, 0) = 0). Suppose now that the desired constants E(ε, ℓ) exist for all integers up to
some ℓ, where 1 ≤ ℓ ≤ k − 1. To construct E(ε, ℓ+ 1), consider the function
w(x) = uε(θ
ℓx)−
{
P βj (θ
ℓx) + εχβj (θ
ℓx/ε)
}
Eβj (ε, ℓ)
−−
∫
B(0,θℓ)
[
uε −
(
P βj + εχ
β
j (y/ε)
)
Eβj (ε, ℓ)
]
dy.
By the rescaling property (3.0.3) and the equation (1.2.24) for correctors,
L ε
θℓ
(w) = Fℓ in B(0, 1),
where Fℓ(x) = θ
2ℓF (θℓx). Since εθ−ℓ ≤ εθ−k ≤ ε0, it follows from Lemma 3.1.3 and Remark
3.1.4 that
(3.1.13)
(
−
∫
B(0,θ)
∣∣∣w − {P βj + εθ−ℓχβj (θℓx/ε)}−∫
B(0,θ)
∂wβ
∂xj
−−
∫
B(0,θ)
[
w −
(
P βj + θ
−ℓεχβj (θ
ℓy/ε)
)
−
∫
B(0,θ)
∂wβ
∂xj
]
dy
∣∣∣2 dx)1/2
≤ θ1+σmax
{(
−
∫
B(0,1)
|w|2
)1/2
,
(
−
∫
B(0,1)
|Fℓ|p
)1/p}
.
Observe that by the induction assumption,
(3.1.14)
(
−
∫
B(0,1)
|w|2
)1/2
≤ θℓ(1+σ)max
{(
−
∫
B(0,1)
|uε|2
)1/2
,
(
−
∫
B(0,1)
|F |p
)1/p}
.
Also, since 0 < ρ = 1− d
p
,
(3.1.15)
(
−
∫
B(0,1)
|Fℓ|p
)1/p
≤ θℓ(1+ρ)
(
−
∫
B(0,1)
|F |p
)1/p
.
Hence, the RHS of (3.1.13) is bounded by
θ(ℓ+1)(1+σ) max
{(
−
∫
B(0,1)
|uε|2
)1/2
,
(
−
∫
B(0,1)
|F |p
)1/p}
.
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Finally, note that the LHS of (3.1.13) may be written as(
−
∫
B(0,θℓ+1)
∣∣∣∣uε − {P βj + εχβj (x/ε)}Eβj (ε, ℓ+ 1)
−−
∫
B(0,θℓ+1)
[
uε −
(
P βj + εχ
β
j (y/ε)
)
Eβj (ε, ℓ+ 1)
]
dy
∣∣∣∣2 dx)1/2
with
Eβj (ε, ℓ+ 1) = E
β
j (ε, ℓ) + θ
−ℓ −
∫
B(0,θ)
∂w
∂xj
.
By Caccioppoli’s inequality,
|E(ε, ℓ+ 1)− E(ε, ℓ)| ≤ θ−ℓ
(
−
∫
B(0,θ)
|∇w|2
)1/2
≤ Cθ−ℓmax
{(
−
∫
B(0,1)
|w|2
)1/2
,
(
−
∫
B(0,1)
|Fℓ|p
)1/2}
≤ C θℓσmax
{(
−
∫
B(0,1)
|uε|2
)1/2
,
(
−
∫
B(0,1)
|F |p
)1/p}
,
where we have used estimates (3.1.14) and (3.1.15) for the last inequality. Thus we have
established the second inequality in (3.1.12), from which the first follows by summation.
This completes the induction argument and thus the proof. 
We now give the proof of Theorem 3.1.1.
Proof of Theorem 3.1.1. By translation and dilation we may assume that x0 = 0 and
R = 1. We may also assume that 0 < ε < ε0θ, where ε0, θ are constants given by Lemma
3.1.3. The case ε0θ ≤ ε < 1 is trivial.
Now suppose that 0 < ε < ε0θ. Choose k ≥ 2 so that ε0θk ≤ ε < ε0θk−1. It follows from
Lemma 3.1.5 that(
−
∫
B(0,θk−1)
∣∣∣uε −−∫
B(0,θk−1)
uε
∣∣∣2)1/2 ≤ C θk{(−∫
B(0,1)
|uε|2
)1/2
+
(
−
∫
B(0,1)
|F |p
)1/p}
.
This, together with Caccioppoli’s inequality, gives(
−
∫
B(0,ε)
|∇uε|2
)1/2
≤ C
(
−
∫
B(0,ε0θk−1)
|∇uε|2
)1/2
≤ C
{
θ−k
(
−
∫
B(0,θk−1)
∣∣∣uε −−∫
B(0,θk−1)
uε
∣∣∣2)1/2 + θk (−∫
B(0,θk−1)
|F |2
)1/2}
≤ C
{(
−
∫
B(0,1)
|uε|2
)1/2
+
(
−
∫
B(0,1)
|F |p
)1/p}
.
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By replacing uε with uε −−
∫
B(0,1)
uε, we obtain(
−
∫
B(0,ε)
|∇uε|2
)1/2
≤ C
{(
−
∫
B(0,1)
∣∣∣uε −−∫
B(0,1)
uε
∣∣∣2)1/2 + (−∫
B(0,1)
|F |p
)1/p}
,
from which the estimate (3.1.1) follows by Poincare´’s inequality. 
A Liouville property
We end this section by proving a Liouville property for entire solutions of elliptic systems
with periodic coefficients. This is done by using the C1,σ estimates on mesoscopic scales,
given by Lemma 3.1.5. No smoothness condition is imposed on the coefficient matrix A.
Theorem 3.1.6. Suppose that A satisfies (1.1.2)-(1.1.3) and is 1-periodic. Let u ∈
H1loc(R
d;Rm) be a weak solution of L1(u) = 0 in Rd. Assume that there exist constants
Cu > 0 and σ ∈ (0, 1) such that
(3.1.16)
(
−
∫
B(0,R)
|u|2
)1/2
≤ CuR1+σ
for all R > 1. Then
(3.1.17) u(x) = H +
(
P βj (x) + χ
β
j (x)
)
Eβj in R
d
for some constants H ∈ Rm and E = (Eβj ) ∈ Rm×d.
Proof. We begin by choosing σ1 and ρ such that σ < σ1 < ρ < 1. Let ε0, θ be the
positive constants given by Lemma 3.1.3 for 0 < σ1 < ρ < 1. Suppose that k ≥ 1 and
θk+1 < ε0. Let v(x) = u(Rx), where R = θ
−k−ℓ for some ℓ ≥ 1. Note that Lε(v) = 0
in B(0, 1), where ε = R−1. Since ε = θk+ℓ < ε0θ
ℓ−1, in view of Lemma 3.1.5, there exist
constants H(ε, ℓ) ∈ Rd and E(ε, ℓ) = (Eβj (ε, ℓ)) ∈ Rd×d, such that(
−
∫
B(0,θℓ)
∣∣∣v(x)− (P βj (x) + εχβj (x/ε))Eβj (ε, ℓ)−H(ε, ℓ)∣∣∣2 dx)1/2
≤ θℓ(σ1+1)
(
−
∫
B(0,1)
|v|2
)1/2
.
By a change of variables this gives(
−
∫
B(0,θℓR)
∣∣∣u(x)− ε(P βj (x) + χβj (x))Eβj (ε, ℓ)−H(ε, ℓ)∣∣∣2 dx)1/2
≤ θℓ(σ1+1)
(
−
∫
B(0,R)
|u|2
)1/2
.
Since R = θ−k−ℓ, it follows that
(3.1.18) inf
E=(Eβj )∈R
d×m
H∈Rm
(
−
∫
B(0,θ−k)
∣∣∣u− (P βj + χβj )Eβj −H∣∣∣2)1/2 ≤ Cu θℓ(σ1+1) θ(−k−ℓ)(σ+1),
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where we have used assumption (3.1.16). Using the fact that σ1 > σ and θ ∈ (0, 1), we
may let ℓ→∞ in (3.1.18) to conclude that for each k with θk+1 < ε0, there exist constants
Hk ∈ Rm and Ek = (Ekβj ) ∈ Rm×d such that
u(x) = Hk +
(
P βj (x) + χ
β
j (x)
)
Ekβj in B(0, θ
−k).
Finally, note that ∇u =
(
∇P βj +∇χβj
)
Ekβj in Y . Since
∫
Y
∇χβj = 0, we obtain∫
Y
(∇u) dx =
∫
Y
∇P βj · Ekβj dx.
This implies that Ek1βj = E
k2β
j for any k1, k2 large. As a consequence, we also obtain
Hk1 = Hk2 for any k1, k2 large. Hence (3.1.17) holds in R
d for some H ∈ Rm and E =
(Eβj ) ∈ Rm×d. 
Remark 3.1.7. Let u be a weak solution of L1(u) = 0 in Rd. Suppose that there exist
Cu > 0 and σ ∈ (0, 1) such that
(3.1.19)
(
−
∫
B(0,R)
|u|2
)1/2
≤ CuRσ
for any R > 1. By Theorem 3.1.6 the solution u is of form (3.1.17). This, together with
(3.1.19), implies that u is constant.
3.2. A real-variable method
In this section we introduce a real-variable method for Lp estimates. The method, which
will be used to establish W 1,p estimates for Lε, may be regarded as a refined and dual version
of the celebrated Caldero´n-Zygmund Lemma.
Definition 3.2.1. For f ∈ L1loc(Rd), the Hardy-Littlewood maximal function M(f) is
defined by
(3.2.1) M(f)(x) = sup
{
−
∫
B
|f | : B is a ball containing x
}
.
It is well known that the operator M is bounded on Lp(Rd) for 1 < p ≤ ∞, and is of
weak type (1, 1):
(3.2.2) |
{
x ∈ Rd : M(f)(x) > t
}
| ≤ C
t
∫
Rd
|f | dx for any t > 0,
where C depends only on d (see e.g. [78, Chapter 1] for a proof). For a fixed ball B in Rd,
the localized Hardy-Littlewood maximal function MB(f) is defined by
(3.2.3) MB(f)(x) = sup
{
−
∫
B′
|f | : x ∈ B′ and B′ ⊂ B
}
.
Since MB(f)(x) ≤M(fχB)(x) for any x ∈ B, it follows that MB is bounded on Lp(B) for
1 < p ≤ ∞, and is of weak type (1, 1).
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In the proof of Theorem 3.2.3 we will perform a Caldero´n-Zygmund decomposition. It
will be convenient to work with (open) cubes Q in Rd with sides parallel to the coordinate
planes. By tQ we denote the cube that has the same center and t times the side length as Q.
We say Q′ is a dyadic subcube of Q if Q′ may be obtained from Q by repeatedly bisecting
the sides of Q. If Q′ is obtained from Q by bisecting each side of Q once, we will call Q the
dyadic parent of Q′.
Lemma 3.2.2. Let Q be a cube in Rd. Suppose that E ⊂ Q is open and |E| < 2−d|Q|.
Then there exists a sequence of disjoint dyadic subcubes {Qk} of Q such that (1) Qk ⊂ E,
(2) the dyadic parent of Qk in Q is not contained in E, and (3) |E \ ∪kQk| = 0.
Proof. This is a dyadic version of the Caldero´n-Zygmund decomposition. To prove the
lemma, one simply collects all dyadic subcubes Q′ of Q with the property that Q′ ⊂ E and
its dyadic parent is not contained in E; i.e. Q′ is maximal among all dyadic subcubes of Q
that are contained in E. Note that since E is open in Q, the set E \∪kQk is contained in the
union Z of boundaries of all dyadic subcubes of Q. Since Z has measure zero, one obtains
|E \ ∪kQk| = 0. 
Theorem 3.2.3. Let B0 be a ball in R
d and F ∈ L2(4B0). Let q > 2 and f ∈ Lp(4B0)
for some 2 < p < q. Suppose that for each ball B ⊂ 2B0 with |B| ≤ c1|B0|, there exist two
measurable functions FB and RB on 2B, such that |F | ≤ |FB|+ |RB| on 2B,
(3.2.4)
(
−
∫
2B
|RB|q
)1/q
≤ N1
{(
−
∫
4B
|F |2
)1/2
+ sup
4B0⊃B′⊃B
(
−
∫
B′
|f |2
)1/2}
,
(
−
∫
2B
|FB|2
)1/2
≤ N2 sup
4B0⊃B′⊃B
(
−
∫
B′
|f |2
)1/2
+ η
(
−
∫
4B
|F |2
)1/2
,
where N1, N2 > 0, 0 < c1 < 1, and η ≥ 0. Then there exists η0 > 0, depending only on
p, q, c1, N1, N2, with the property that if 0 ≤ η < η0, then F ∈ Lp(B0) and
(3.2.5)
(
−
∫
B0
|F |p
)1/p
≤ C
{(
−
∫
4B0
|F |2
)1/2
+
(
−
∫
4B0
|f |p
)1/p}
,
where C depends only on N1, N2, c1, p and q.
Proof. Let Q0 be a cube such that 2Q0 ⊂ 2B0 and |Q0| ≈ |B0|. We will show that
(3.2.6)
(
−
∫
Q0
|F |p
)1/p
≤ C
{(
−
∫
4B0
|F |2
)1/2
+
(
−
∫
4B0
|f |p
)1/p}
,
where C depends only on N1, N2, c1, p, q, and |Q0|/|B0|. Estimate (3.2.5) follows from
(3.2.6) by covering B0 with a finite number of non-overlapping Q0 of same size such that
2Q0 ⊂ 2B0.
To prove (3.2.6), let
E(t) =
{
x ∈ Q0 : M4B0(|F |2)(x) > t
}
for t > 0.
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We claim that if 0 ≤ η < η0 and η0 = η0(p, q, c1, N1, N2) is sufficiently small, it is possible
to choose three constants δ, γ ∈ (0, 1), and C0 > 0, depending only on N1, N2, c1, p and q,
such that
(3.2.7) |E(αt)| ≤ δ|E(t)|+ |{x ∈ Q0 :M4B0(|f |2)(x) > γt}|
for all t > t0, where
(3.2.8) α = (2δ)−2/p and t0 = C0 −
∫
4B0
|F |2.
Assume the claim (3.2.7) for a moment. We multiply both sides of (3.2.7) by t
p
2
−1 and then
integrate the resulting inequality in t over the interval (t0, T ). This leads to
(3.2.9)
∫ T
t0
t
p
2
−1|E(αt)| dt ≤ δ
∫ T
t0
t
p
2
−1|E(t)| dt+ Cγ
∫
4B0
|f |p dx,
where we have used the boundedness ofM4B0 on Lp/2(4B0). By a change of variables in the
LHS of (3.2.9), we may deduce that for any T > 0,
(3.2.10) α−
p
2 (1− δα p2 )
∫ T
0
t
p
2
−1|E(t)| dt ≤ C|Q0|t
p
2
0 + Cγ
∫
4B0
|f |p dx.
Note that δαp/2 = (1/2). By letting T →∞ in (3.2.10) we obtain
(3.2.11)
∫
Q0
|F |p dx ≤ C|Q0|t
p
2
0 + C
∫
4B0
|f |p dx,
which, in view of (3.2.8), gives (3.2.6).
It remains to prove (3.2.7). To this end we first note that by the weak (1, 1) estimate for
M4B0 ,
|E(t)| ≤ Cd
t
∫
4B0
|F |2 dx,
where Cd depends only on d. It follows that |E(t)| < δ|Q0| for any t > t0, if we choose
C0 = 2δ
−1Cd|4B0|/|Q0|
in (3.2.8) with δ ∈ (0, 1) to be determined. We now fix t > t0. Since E(t) is open in Q0, by
Lemma 3.2.2,
∪kQk ⊂ E(t) and |E(t) \ ∪kQk| = 0,
where {Qk} are (disjoint) maximal dyadic subcubes of Q0 contained in E(t). By choosing δ
sufficiently small, we may assume that |Qk| < c1|Q0|. We will show that if 0 ≤ η < η0 and
η0 is sufficiently small, it is possible to choose δ, γ ∈ (0, 1) so small that
(3.2.12) |E(αt) ∩Qk| ≤ δ|Qk|,
whenever
(3.2.13)
{
x ∈ Qk : M4B0(|f |2)(x) ≤ γt
}
6= ∅.
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It is not hard to see that (3.2.7) follows from (3.2.12) by summation. Indeed,
|E(αt)| = |E(αt) ∩ E(t)|
= |E(αt) ∩ ∪kQk|
≤
∑
k′
|E(αt) ∩Qk′|+ |
{
x ∈ Q0 : M4B0(|f |2)(x) > γt
}
|
≤ δ
∑
k′
|Qk′|+ |
{
x ∈ Q0 : M4B0(|f |2)(x) > γt
}
|
≤ δ|E(t)|+ |
{
x ∈ Q0 : M4B0(|f |2)(x) > γt
}
|,
where the summation is taken only over those Qk′ for which (3.2.13) hold.
Finally, to see (3.2.12), we fix Qk that satisfies the condition (3.2.13). Observe that
(3.2.14) M4B0(|F |2)(x) ≤ max
{
M2Bk(|F |2)(x), Cd t
}
for any x ∈ Qk, where Bk is the ball that has the same center and diameter as Qk. This
is because Qk is maximal and so its dyadic parent is not contained in E(t), which in turn
implies that
(3.2.15) −
∫
B′
|F |2 ≤ Cd t
for any ball B′ ⊂ 4B0 with the property that B′∩Bk 6= ∅ and diam(B′) ≥ diam(Bk). Clearly
we may assume α > Cd by choosing δ small. In view of (3.2.14) this implies that
(3.2.16)
|E(αt) ∩Qk| ≤
∣∣{x ∈ Qk : M2Bk(|F |2)(x) > αt}∣∣
≤ ∣∣ {x ∈ Qk : M2Bk(|FBk |2)(x) > αt4
} ∣∣
+
∣∣{x ∈ Qk : M2Bk(|RBk |2)(x) > αt4
} ∣∣
≤ Cd
αt
∫
2Bk
|FBk |2 dx+
Cd,q
(αt)
q
2
∫
2Bk
|RBk |q dx,
where we have used the assumption |F | ≤ |FBk | + |RBk | on 2Bk as well as the weak (1, 1)
and weak (q/2, q/2) bounds of M2Bk .
By the second inequality in the assumption (3.2.4), we have
(3.2.17)
−
∫
2Bk
|F2Bk |2 dx ≤ 2N22 sup
4B0⊃B′⊃Bk
−
∫
B′
|f |2 + 2η2 −
∫
2Bk
|F |2
≤ 2N22 · γt+ 2η2Cd t,
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where the last inequality follows from (3.2.13) and (3.2.15). Similarly, we may use the first
inequality in (3.2.4) and (3.2.15) to obtain
(3.2.18)
−
∫
2Bk
|RBk |q dx ≤ N q1
{(
−
∫
4Bk
|F |2
)1/2
+ (γt)1/2
}q
≤ N q1Cd,qtq/2.
We now use (3.2.17) and (3.2.18) to bound the right side of (3.2.16). This yields
(3.2.19)
|E(αt) ∩Qk| ≤ |Qk|
{
Cd ·N22 · γ · α−1 + η2 · Cd · α−1 + Cd,q ·N q1 · α−q/2
}
≤ δ|Qk|
{
Cd ·N22 · γ · δ
2
p
−1 + Cd · η20 · δ
2
p
−1 + Cd,q ·N q1 · δ
q
p
−1
}
,
where we have used the fact α = (2δ)−
2
p . Note that since p < q, it is possible to choose
δ ∈ (0, 1) so small that
Cd,qN
q
1δ
q
p
−1 ≤ (1/4).
After δ is chosen, we then choose γ ∈ (0, 1) and η0 ∈ (0, 1) so small that
Cd ·N22 · γ · δ
2
p
−1 + Cd · η20 · δ
2
p
−1 ≤ (1/4).
This gives
|E(αt) ∩Qk| ≤ (1/2)δ|Qk|
< δ|Qk|
and finishes the proof. 
Remark 3.2.4. The fact that L2 is a Hilbert space plays no role in the proof of Theorem
3.2.3. Consequently, one may replace the L2 average in the assumption (3.2.4) by the Lp0
average for any 1 ≤ p0 < q, and obtain(
−
∫
B0
|F |p
)1/p
≤ C
{(
−
∫
4B0
|F |p0
)1/p0
+
(
−
∫
4B0
|f |p
)1/p}
,
for p0 < p < q, in the place of (3.2.5).
An operator T is called sublinear if there exists a constant K such that
(3.2.20) |T (f + g)| ≤ K{|T (f)|+ |T (g)|}.
Theorem 3.2.5. Let T be a bounded sublinear operator on L2(Rd) with ‖T‖L2→L2 ≤ C0.
Let q > 2. Suppose that
(3.2.21)
(
−
∫
B
|T (g)|q
)1/q
≤ N
{(
−
∫
2B
|T (g)|2
)1/2
+ sup
B′⊃B
(
−
∫
B′
|g|2
)1/2}
for any ball B in Rd and for any g ∈ C∞0 (Rd) with supp(g) ⊂ Rd \ 4B. Then for any
f ∈ C∞0 (Rd),
(3.2.22) ‖T (f)‖Lp(Rd) ≤ Cp ‖f‖Lp(Rd),
where 2 < p < q and Cp depends at most on p, q, C0, N , and K in (3.2.20).
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Proof. Let f ∈ C∞0 (Rd) and F = T (f). Suppose that supp(f) ⊂ B(0, ρ). Let B0 =
B(0, R), where R > 100ρ. For each ball B ⊂ 2B0 with |B| ≤ (100)−1|B0|, we define
FB = KT (fϕB) and RB = KT (f(1− ϕB)),
where ϕB ∈ C∞0 (9B) such that 0 ≤ ϕB ≤ 1 and ϕB = 1 in 8B. Clearly, by (3.2.20),
|F | ≤ |FB|+ |RB| in Rd. By the L2 boundedness of T , we have(
−
∫
2B
|FB|2
)1/2
≤ C
(
−
∫
9B
|f |2
)1/2
.
In view of the assumption (3.2.21) we obtain(
−
∫
2B
|RB|q
)1/q
≤ C
(
−
∫
4B
|RB|2
)1/2
+ C sup
4B0⊃B′⊃B
(
−
∫
B′
|f |2
)1/2
≤ C
(
−
∫
4B
|T (f)|2
)1/2
+ C
(
−
∫
4B
|T (fϕB)|2
)1/2
+ C sup
4B0⊃B′⊃B
(
−
∫
B′
|f |2
)1/2
≤ C
(
−
∫
4B
|F |2
)1/2
+ C sup
4B0⊃B′⊃B
(
−
∫
B′
|f |2
)1/2
,
where we have used the L2 boundedness of T in the last inequality. It now follows from
Theorem 3.2.3 (with η = 0) that
(3.2.23)
(∫
B0
|T (f)|p dx
)1/p
≤ C|B0|
1
p
− 1
2
(∫
4B0
|T (f)|2 dx
)1/2
+ C
(∫
4B0
|f |p dx
)1/p
for 2 < p < q. By letting R → ∞ in (3.2.23) and using the fact that T (f) ∈ L2(Rd), we
obtain the estimate (3.2.22). 
We may use Theorem 3.2.5 to show that the Caldero´n-Zygmund operators are bounded
in Lp(Rd) for any 1 < p <∞. Indeed, suppose that T is a Caldero´n-Zygmund operator; i.e.
T is a bounded linear operator on L2(Rd) and is associated with a Caldero´n-Zygmund kernel
K(x, y) in the sense that
T (f)(x) =
∫
Rd
K(x, y)f(y) dy for x /∈ supp(f),
if f is a bounded measurable function with compact support. A measurable function K(x, y)
in Rd×Rd is called a Caldero´n-Zygmund kernel, if there exist C > 0 and δ ∈ (0, 1] such that
|K(x, y)| ≤ C|x− y|−d
for any x, y ∈ Rd, x 6= y, and
|K(x, y + h)−K(x, y)|+ |K(x+ h, y)−K(x, y)| ≤ C|h|
δ
|x− y|d+δ
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for any x, y, h ∈ Rd and |h| < (1/2)|x− y| (see e.g. [78]). Suppose supp(f) ⊂ Rd \ 4B. Then
for any x, z ∈ B,
|T (f)(x)− T (f)(z)| ≤
∫
Rd
|K(x, y)−K(z, y)| |f(y)| dy
≤ C|x− z|δ
∫
Rd\4B
|f(y)| dy
|z − y|d+δ
≤ C sup
B′⊃B
−
∫
B′
|f |.
This implies that
‖T (f)‖L∞(B) ≤ −
∫
B
|T (f)|+ C sup
B′⊃B
−
∫
B′
|f |.
It follows that T satisfies the condition (3.2.21) for any q > 2. Since T is bounded on L2(Rd),
by Theorem 3.2.5, we may conclude that T is bounded on Lp(Rd) for any 2 < p < ∞. The
boundedness of T on Lp(Rd) for 1 < p < 2 follows by duality.
The next two theorems extend Theorems 3.2.3 and 3.2.5 to bounded Lipschitz domains.
Theorem 3.2.6. Let q > 2 and Ω be a bounded Lipschitz domain. Let F ∈ L2(Ω)
and f ∈ Lp(Ω) for some 2 < p < q. Suppose that for each ball B with the property that
|B| ≤ c0|Ω| and either 4B ⊂ Ω or B is centered on ∂Ω, there exist two measurable functions
FB and RB on Ω ∩ 2B, such that |F | ≤ |FB|+ |RB| on Ω ∩ 2B,
(3.2.24)
(
−
∫
Ω∩2B
|RB|q
)1/q
≤ N1
{(
−
∫
Ω∩4B
|F |2
)1/2
+ sup
4B0⊃B′⊃B
(
−
∫
Ω∩B′
|f |2
)1/2}
,
(
−
∫
Ω∩2B
|FB|2
)1/2
≤ N2 sup
4B0⊃B′⊃B
(
−
∫
Ω∩B′
|f |2
)1/2
+ η
(
−
∫
Ω∩4B
|F |2
)1/2
,
where N1, N2 > 0 and 0 < c0 < 1. Then there exists η0 > 0, depending only on N1, N2, c0,
p, q, and the Lipschitz character of Ω, with the property that if 0 ≤ η < η0, then F ∈ Lp(Ω)
and
(3.2.25)
(
−
∫
Ω
|F |p
)1/p
≤ C
{(
−
∫
Ω
|F |2
)1/2
+
(
−
∫
Ω
|f |p
)1/p}
,
where C depends at most on N1, N2, c0, p, q, and the Lipschitz character of Ω.
Proof. We will deduce the theorem from Theorem 3.2.3. Choose a ball B0 so that
Ω ⊂ B0 and diam(B0) =diam(Ω). Consider the functions f˜ = fχΩ and F˜ = FχΩ in 4B0.
Let B = B(x0, r) be a ball such that B ⊂ 2B0 and |B| ≤ (100)−1c1|Ω|. If 4B ⊂ Ω, we simply
choose F˜B = FB and R˜B = RB. If 2B ∩ Ω = ∅, we let F˜B = R˜B = 0. Note that in the
remaining case, we have
Ω ∩ 4B 6= ∅ and 4B ∩ (Rd \ Ω) 6= ∅.
This implies that there exists y0 ∈ ∂Ω such that 4B ⊂ B(y0, 8r). Let B1 = B(y0, 8r) and
define F˜B, R˜B by
F˜B = FB1χΩ and R˜B = RB1χΩ.
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It is not hard to verify that the functions F˜B and R˜B in all three cases satisfy the conditions
in Theorem 3.2.3. As a result the inequality (3.2.25) follows from (3.2.5). 
Theorem 3.2.7. Let q > 2 and Ω be a bounded Lipschitz domain in Rd. Let T be a
bounded sublinear operator on L2(Ω) with ‖T‖L2→L2 ≤ C0. Suppose that for any ball B in
Rd with the property that |B| ≤ c0|Ω| and either 2B ⊂ Ω or B is centered on ∂Ω,
(3.2.26)
(
−
∫
Ω∩B
|T (g)|q
)1/q
≤ N
{(
−
∫
Ω∩2B
|T (g)|2
)1/2
+ sup
Ω⊃B′⊃B
(
−
∫
Ω∩B′
|g|2
)1/2}
where g ∈ L2(Ω) and g = 0 in Ω ∩ 4B. Then, for any f ∈ Lp(Ω),
(3.2.27) ‖T (f)‖Lp(Ω) ≤ Cp ‖f‖Lp(Ω),
where Cp depends at most on p, q, c0, C0, N , K in (3.2.20), and the Lipschitz character of
Ω.
Theorem 3.2.7 follows from Theorem 3.2.6 in the same manner as Theorem 3.2.5 follows
from Theorem 3.2.3. We leave the details to the reader.
3.3. Interior W 1,p estimates
In this section we establish interior W 1,p estimates for solutions of Lε(uε) = F under the
assumption that A satisfies the ellipticity condition (1.1.2-(1.1.3), is 1-periodic, and belongs
to VMO(Rd). In order to quantify the smoothness, we will impose the following condition:
(3.3.1) sup
x∈Rd
−
∫
B(x,t)
∣∣A−−∫
B(x,t)
A
∣∣ ≤ ω(t) for 0 < t ≤ 1,
where ω is a nondecreasing continuous function on [0, 1] with ω(0) = 0.
Theorem 3.3.1 (Inteior W 1,p estimate). Suppose that A satisfies (1.1.2)-(1.1.3) and is
1-periodic. Also assume that A satisfies the VMO condition (3.3.1). Let H ∈ Lp(2B;Rm)
and G ∈ Lp(2B;Rm×d) for some 2 < p < ∞ and ball B = B(x0, r). Suppose that uε ∈
H1(2B;Rm) and Lε(uε) = H + div(G) in 2B. Then |∇uε| ∈ Lp(B) and
(3.3.2)
(
−
∫
B
|∇uε|p
)1/p
≤ Cp
{(
−
∫
2B
|∇uε|2
)1/2
+ r
(
−
∫
2B
|H|p
)1/p
+
(
−
∫
2B
|G|p
)1/p}
,
where Cp depends only on µ, p, and the function ω(t) in (3.3.1).
Theorem 3.3.1 is proved by using the real-variable argument given in the previous sec-
tion. Roughly speaking, the argument reduces the W 1,p estimate to a (weak) reverse Ho¨lder
inequality for some exponent q > p.
Lemma 3.3.2. Suppose that A satisfies (1.1.2)-(1.1.3) and (3.3.1). Let u ∈ H1(2B;Rm)
be a weak solution of L1(u) = 0 in 2B for some B = B(x0, r) with 0 < r ≤ 1. Then
|∇u| ∈ Lp(B) for any 2 < p <∞, and
(3.3.3)
(
−
∫
B
|∇u|p
)1/p
≤ Cp
(
−
∫
2B
|∇u|2
)1/2
,
where Cp depends only on µ, p, and ω(t).
3.3. W 1,p ESTIMATES 67
Proof. This is a localW 1,p estimate for second-order elliptic systems in divergence form
with VMO coefficients. We prove it by using Theorem 3.2.3 with F = |∇u| and f = 0. Let
B′ ⊂ B with |B′| ≤ (1/8)d|B|. Let v ∈ H1(2B′;Rm) be the weak solution to the Dirichlet
problem:
div
(
A0∇v) = 0 in 3B′ and v = u on ∂(3B′),
where
A0 = −
∫
3B′
A
is a constant matrix. Recall that (1.1.2)-(1.1.3) implies (1.1.4). It follows that A0 satisfies
the Legendre-Hadamard ellipticity condition. Let
FB′ = |∇(u− v)| and RB′ = |∇v|.
We will show that FB′ and RB′ satisfy the conditions in Theorem 3.2.3. Clearly, F = |∇u| ≤
FB′ + RB′ on 2B
′. By the interior Lipschitz estimates for elliptic systems with constant
coefficients,
max
2B′
RB′ = max
2B′
|∇v| ≤ C
(
−
∫
3B′
|∇v|2
)1/2
≤ C
(
−
∫
3B′
|∇u|2
)1/2
≤ C
(
−
∫
4B′
|F |2
)1/2
,
where C depends only on µ. Since L1(u) = 0 in 4B′ ⊂ 2B, by the reverse Ho¨lder inequality,(
−
∫
3B′
|∇u|q
)1/q
≤ C
(
−
∫
4B′
|∇u|2
)1/2
,
where C > 0 and q > 2 depend only on µ. Note that u− v ∈ H10 (3B′;Rm) and
div
(
A0∇(u− v)) = div((A0 − A)∇u) in 3B′.
It follows that
µ
(
−
∫
3B′
|∇(u− v)|2
)1/2
≤
(
−
∫
3B′
|(A− A0)∇u|2
)1/2
≤
(
−
∫
3B′
|A− A0|2p′0
)1/2p′0 (
−
∫
3B′
|∇u|2p0
)1/2p0
≤ η(r)
(
−
∫
4B′
|∇u|2
)1/2
,
where p0 = (q/2) > 1 and
η(r) = sup
x∈Rd
0<s<r
(
−
∫
B(x,s)
∣∣∣A−−∫
B(x,s)
A
∣∣∣2p′0)1/2p′0 .
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Hence, (
−
∫
3B′
|FB′ |2
)1/2
≤ C η(r)
(
−
∫
4B′
|F |2
)1/2
.
Finally, we observe that by the John-Nirenberg inequality, if A ∈ VMO(Rd), we have
η(r)→ 0 as r → 0. Moreover, given any η0 ∈ (0, 1), there exists r0 > 0, depending only on
µ and the function ω(t) in (3.3.1), such that 0 ≤ C η(r) < η0 if 0 < r < r0. As a result, if
0 < r < r0, the functions FB′ and RB′ satisfy the conditions in Theorem 3.2.3. Consequently,
the estimate (3.3.3) holds for 0 < r < r0. By a simple covering argument it also holds for
any 0 < r ≤ 1. 
Lemma 3.3.3. Suppose that A satisfies (1.1.2)-(1.1.3) and (3.3.1). Also assume that
A is 1-periodic. Let uε ∈ H1(2B;Rm) be a weak solution of Lε(uε) = 0 in 2B for some
B = B(x0, r). Then |∇uε| ∈ Lp(B) for any 2 < p <∞, and
(3.3.4)
(
−
∫
B
|∇uε|p
)1/p
≤ Cp
(
−
∫
2B
|∇uε|2
)1/2
,
where Cp depends only on µ, p, and ω(t).
Proof. By translation and dilation we may assume B = B(0, 1). The case ε ≥ (1/4)
follows readily from Lemma 3.3.2, as the coefficient matrix A(x/ε) satisfies (3.3.1) uniformly
in ε ≥ (1/2). Suppose now that 0 < ε < (1/4), p > 2, and Lε(uε) = 0 in B(0, 2). By a
simple blowup argument we may deduce from Lemma 3.3.2 that(
−
∫
B(y,ε)
|∇uε|p
)1/p
≤ C
(
−
∫
B(y,2ε)
|∇uε|2
)1/2
for any y ∈ B(0, 1). This, together with Theorem 3.1.1, gives(
−
∫
B(y,ε)
|∇uε|p
)1/p
≤ C
(
−
∫
B(y,1)
|∇uε|2
)1/2
.
It follows that ∫
B(y,ε)
|∇uε|p dx ≤ C εd ‖∇uε‖p/2L2(B(0,2)),
which yields estimate (3.3.4) by an integration in y over B(0, 1). 
Remark 3.3.4. Suppose that A satisfies the same conditions as in Lemma 3.3.3. Let
Lε(uε) = 0 in B = B(x0, r). Then, for any 0 < t < r and σ ∈ (0, 1),
(3.3.5)
(
−
∫
B(x0,t)
|∇uε|2
)1/2
≤ Cσ
(
t
r
)σ−1(
−
∫
B(x0,r)
|∇uε|2
)1/2
,
where Cσ depends only on σ, µ and ω(t) in (3.3.1). This follows from Lemma 3.3.3 and
Ho¨lder’s inequality.
Proof of Theorem 3.3.1. Suppose that Lε(uε) = H + div(G) in 2B0, where B =
B(x0, r0). By dilation we may assume that r0 = 1. We shall apply Theorem 3.2.3 with
q = p+ 1, η = 0,
F = |∇uε| and f = |H|+ |G|.
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For each ball B′ such that 4B′ ⊂ 2B0, we write uε = vε + wε in 2B′, where vε ∈
H10 (4B
′;Rm) is the weak solution to Lε(vε) = H + div(G) in 4B′ and vε = 0 on ∂(4B′). Let
FB′ = |∇vε| and RB′ = |∇wε|.
Clearly, |F | ≤ FB′ +RB′ in 2B′. It is also easy to see that by Theorem 1.1.5,(
−
∫
4B′
|FB′ |2
)1/2
≤ C
(
−
∫
4B′
(
r′|H|+ |G|)2)1/2
≤ C
(
−
∫
4B′
|f |2
)1/2
,
where r′ is the radius of B′. To verify the remaining condition in (3.2.4), we note that
wε ∈ H1(4B′;Rm) and Lε(wε) = 0 in 4B′. It then follows from Lemma 3.3.3 that(
−
∫
2B′
|∇wε|q
)1/q
≤ C
(
−
∫
4B′
|∇wε|2
)1/2
≤ C
(
−
∫
4B′
|∇uε|2
)1/2
+ C
(
−
∫
4B′
|∇vε|2
)1/2
≤ C
(
−
∫
4B′
|F |2
)1/2
+ C
(
−
∫
4B′
|f |2
)1/2
.
By Theorem 3.2.3 we obtain
(3.3.6)
(
−
∫
B
|∇uε|p
)1/p
≤ C
(
−
∫
4B
|∇uε|2
)1/2
+ C
(
−
∫
4B
|f |p
)1/p
for any ball B such that 4B ⊂ 2B0. By a simple covering argument this implies
(3.3.7)
(
−
∫
B0
|∇uε|p
)1/p
≤ C
(
−
∫
2B0
|∇uε|2
)1/2
+ C
(
−
∫
2B0
|f |p
)1/p
≤ C
(
−
∫
2B0
|∇uε|2
)1/2
+ C
(
−
∫
2B0
|H|p
)1/p
+ C
(
−
∫
2B0
|G|p
)1/p
,
where C depends only on µ, p and ω(t) in (3.3.1). 
Consider the homogeneous Sobolev space
W˙ 1,2(Rd,Rm) =
{
u ∈ L2loc(Rd;Rm) : ∇u ∈ L2(Rd;Rm×d)
}
.
Elements of W˙ 1,2(Rd;Rm) are equivalent classes of functions under the relation that u ∼ v if
u−v is constant. It follows from the ellipticity condition (1.1.2)-(1.1.3) and the Lax-Milgram
Theorem that for any f = (fαi ) ∈ L2(Rd;Rm×d), there exists a unique uε ∈ W˙ 1,2(Rd;Rm)
such that Lε(uε) = div(f) in Rd. Moreover, the solution satisfies the estimate
‖∇uε‖L2(Rd) ≤ C ‖f‖L2(Rd),
where C depends only on µ. The following theorem gives the W 1,p estimate in Rd.
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Theorem 3.3.5. Suppose that A satisfies (1.1.2)-(1.1.3) and is 1-periodic. Also assume
that A satisfies the VMO condition (3.3.1). Let f = (fαi ) ∈ C∞0 (Rd,Rm×d) and 1 < p <∞.
Then the unique solution in W˙ 1,2(Rd;Rd) to Lε(uε) = div(f) in Rd satisfies the estimate
(3.3.8) ‖∇uε‖Lp(Rd) ≤ Cp ‖f‖Lp(Rd),
where Cp depends only on µ, p, and the function ω(t).
Proof. We first consider the case p > 2. Let B = B(0, r). It follows from (3.3.2) that
‖∇uε‖Lp(B) ≤ C |B|
1
p
− 1
2 ‖∇uε‖L2(2B) + C ‖f‖Lp(2B)
≤ C |B| 1p− 12 ‖∇uε‖L2(Rd) + C ‖f‖Lp(Rd).
By letting r →∞, this gives the estimate (3.3.8).
The case 1 < p < 2 follows by a duality argument. Indeed, suppose Lε(uε) = div(f) in
Rd and L∗ε(vε) = div(g) in Rd, where uε, vε ∈ W˙ 1,2(Rd;Rm) and f, g ∈ C∞0 (Rd;Rm×d). Then∫
Rd
f · ∇vε dx = −
∫
Rd
A(x/ε)∇uε · ∇vε dx =
∫
Rd
g · ∇uε dx.
Since ‖∇vε‖Lq(Rd) ≤ C ‖g‖Lq(Rd) for q = p′ > 2, we obtain∣∣ ∫
Rd
g · ∇uε dx
∣∣ ≤ C ‖f‖Lp(Rd)‖g‖Lq(Rd).
By duality this yields ‖∇uε‖Lp(Rd) ≤ C‖f‖Lp(Rd). 
Remark 3.3.6. Without the periodicity and VMO condition on A, the estimate (3.3.8)
holds if ∣∣∣1
p
− 1
2
∣∣∣ < δ,
where δ > 0 depends only on µ. This result, which is due to N. Meyers [58], follows readily
from the proof of Theorem 3.3.5, using the reverse Ho¨lder inequality (1.1.12).
The next theorem gives the interior Ho¨lder estimates.
Theorem 3.3.7 (Interior Ho¨lder estimate). Suppose that A satisfies (1.1.2)-(1.1.3) and
(3.3.1). Also assume that A is 1-periodic. Let uε ∈ H1(2B;Rm) and Lε(uε) = F +
div(G) in 2B for some ball B = B(x0, r). Then for p > d,
(3.3.9)
|uε(x)− uε(y)| ≤ Cp
( |x− y|
r
)1− d
p
{(
−
∫
2B
|uε|2
)1/2
+ r2
(
−
∫
2B
|F |p
)1/p
+ r
(
−
∫
2B
|G|p
)1/p}
for any x, y ∈ B, where Cp depends only on µ, p, and ω(t).
Proof. This follows from Theorem 3.3.1 by the Sobolev imbedding,
|uε(x)− uε(y)| ≤ Cp r
( |x− y|
r
)1− d
p
(
−
∫
B
|∇uε|p
)1/p
,
for any x, y ∈ B, where p > d. 
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Remark 3.3.8. It follows from (3.3.9) that if Lε(uε) = div(f) in 2B, then
(3.3.10) ‖uε‖L∞(B) ≤ Cp
{(
−
∫
2B
|uε|2
)1/2
+ r
(
−
∫
2B
|f |p
)1/p}
for p > d.
Remark 3.3.9. The VMO assumption (3.3.1) on the coefficient matrix A is used only in
Lemma 3.3.2 to establish local W 1,p estimates for solutions of L1(u) = 0. Consequently, the
smoothness condition in Theorems 3.3.1 and 3.3.7 may be weakened if one is able to weaken
the condition in Lemma 3.3.2. We refer the reader to [56, 30] and their references for local
W 1,p estimates for elliptic and parabolic operators with partially VMO coefficients.
3.4. Asymptotic expansions of fundamental solutions
Let d ≥ 3. A fundamental solution in Rd can be constructed for any scalar elliptic
operator in divergence form with real, bounded measurable coefficients (see e.g. [42]). In
fact, the construction in [42] can be extended to any system of second-order elliptic operators
in divergence form with complex, bounded measurable coefficients, provided that solutions of
the system and its adjoint satisfy the De Giorgi -Nash type local Ho¨lder continuity estimates;
i.e., there exist σ ∈ (0, 1) and H0 > 0 such that
(3.4.1)
(
−
∫
B(x,t)
|∇u|2
)1/2
≤ H0
(
t
r
)σ−1(
−
∫
B(x,r)
|∇u|2
)1/2
, for 0 < t < r <∞,
whenever L(u) = 0 or L∗(u) = 0 in B(x, r) (see [46]). As a result, in view of Remark 3.3.4,
if A is 1-periodic and satisfies (1.1.2)-(1.1.3) and (3.3.1), one may construct an m×m matrix
Γε(x, y) =
(
Γαβε (x, y)
)
such that for each y ∈ Rd, ∇xΓε(x, y) is locally integrable and
(3.4.2) φγ(y) =
∫
Rd
aαβij (x/ε)
∂
∂xj
{
Γβγε (x, y)
}∂φα
∂xi
dx
for φ = (φα) ∈ C10(Rd;Rm). Moreover, the matrix Γε(x, y) satisfies the size estimate
(3.4.3) |Γε(x, y)| ≤ C |x− y|2−d
for any x, y ∈ Rd and x 6= y, where the constant C depends only on µ and the function ω(t).
Such matrix, which is unique, is called the matrix of fundamental solutions for Lε.
If m=1, the periodicity condition and VMO condition are not needed; constant C in
(3.4.3) depends only on µ. This is also the case for d = 2, where the estimate (3.4.3) is
replaced by ‖Γε(·, y)‖BMO(R2) ≤ C and
(3.4.4)
∣∣∣Γε(x, y)−−∫
B(x,1)
Γε(x, z) dz
∣∣∣ ≤ C{1 + ∣∣ log |x− y|∣∣}
for any x, y ∈ R2 and x 6= y. It is also known that
(3.4.5) |Γε(x, y)− Γε(x, z)| ≤ C|y − z|
σ
|x− y|σ
for x, y ∈ R2 and |y − z| < (1/2)|x− y|, where σ depends only on µ. See [81].
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It can be shown that the matrix of fundamental solutions Γ∗(x, y) =
(
Γ∗αβ(x, y)
)
for L∗ε
is given by
(
Γε(y, x))
T , the matrix transpose of Γε(y, x); i.e.,
(3.4.6) Γ∗αβε (x, y) = Γ
βα
ε (y, x).
By uniqueness and the rescaling property of Lε, one may deduce that
(3.4.7) Γε(x, y) = ε
2−dΓ1(ε
−1x, ε−1y).
Theorem 3.4.1. Suppose that A satisfies (1.1.2)-(1.1.3) and is 1-periodic. Also assume
that A satisfies the Ho¨lder continuity condition (3.0.2). Then, for any x, y ∈ Rd and x 6= y,
(3.4.8) |∇xΓε(x, y)|+ |∇yΓε(x, y)| ≤ C |x− y|1−d,
and
(3.4.9) |∇y∇xΓε(x, y)| ≤ C |x− y|−d,
where C depends only on µ, λ, and τ .
Proof. We first consider the case d ≥ 3. Fix x0, y0 ∈ Rd and r = |x0 − y0| > 0. Let
uε(x) = Γ
β
ε (x, y0), where Γ
β
ε (x, y0) = (Γ
1β
ε (x, y0), . . . ,Γ
mβ
ε (x, y0)). Note that Lε(uε) = 0 in
B(x0, r/2) and by (3.4.3),
‖uε‖L∞(B(x0,r/2)) ≤ Cr2−d.
It follows from the Lipschitz estimates in Theorem 3.1.2 that
‖∇uε‖L∞(B(x0,r/4)) ≤ Cr1−d.
This gives |∇xΓε(x0, y0)| ≤ C |x0 − y0|1−d. In view of (3.4.6), the same argument also yields
the estimate |∇yΓε(x, y)| ≤ C |x− y|1−d. To see (3.4.9), we apply the Lipschitz estimate to
vε(x) = Γε(x, y0)− Γε(x, y1),
where y1 ∈ B(y0, r/4), and use the estimate (3.4.8). It follows that
|∇xΓε(x0, y0)−∇xΓε(x0, y1)| ≤ C
r
max
x∈B(x0,r/4)
|Γε(x, y0)− Γε(x, y1)|
≤ C|y0 − y1|
rd
,
which yields (3.4.9).
Finally, we note that if d = 2, (3.4.8) is a consequence of the interior Lipschitz estimate
and the fact that ‖Gε(·, y)‖BMO(R2) ≤ C. The estimate (3.4.9) follows from (3.4.8) by the
same argument as in the case d ≥ 3. 
In the remaining of this section we study the asymptotic behavior, as ε→ 0, of Γε(x, y),
∇xΓε(x, y), ∇yΓε(x, y), and ∇x∇yΓε(x, y). Let Γ0(x, y) denote the matrix of fundamental
solutions for the homogenized operator L0. Since L0 is a second-order elliptic operator with
constant coefficients, we have Γ0(x, y) = Γ˜0(x− y) and
|∇kΓ˜0(x)| ≤ Ck|x|2−d−k for any integer k ≥ 1.
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Theorem 3.4.2. Suppose that A satisfies the ellipticity condition (1.1.2)-(1.1.3) and is
1-periodic. If m ≥ 2, we also assume A ∈ VMO(Rd). Then, if d ≥ 3,
(3.4.10) |Γε(x, y)− Γ0(x, y)| ≤ C ε |x− y|1−d
for any x, y ∈ Rd and x 6= y.
The proof of Theorem 3.4.2 is based on a local L∞ estimate for uε − u0.
Lemma 3.4.3. Assume that A satisfies the same conditions as in Theorem 3.4.2. Let
uε ∈ H1(2B;Rm) and u0 ∈ C2(2B;Rm) for some ball B = B(x0, r). Suppose that Lε(uε) =
L0(u0) in 2B. Then
(3.4.11) ‖uε − u0‖L∞(B) ≤ C
{
−
∫
2B
|uε − u0|2
}1/2
+ C ε ‖∇u0‖L∞(2B) + C ε r ‖∇2u0‖L∞(2B),
where C depends only on µ and ω(t) in (3.3.1) (if m ≥ 2).
Proof. By translation and dilation we may assume that x0 = 0 and r = 1. Consider
(3.4.12) wε = uε − u0 − εχβj (x/ε)
∂uβ0
∂xj
in 2B. Using Lε(uε) = L0(u0), we see that
(3.4.13)
Lε(uε) = div
((
A(x/ε)− Â)∇u0)+ div(A(x/ε)∇(εχβj (x/ε)∂uβ0∂xj )
)
= div
(
B(x/ε)∇u0
)
+ ε div
(
A(x/ε)χβj (x/ε)
∂
∂xj
∇uβ0
)
,
where B(y) = A(y) + A(y)∇χ(y)− Â. By (2.1.5) we obtain
(3.4.14)
(Lε(wε))α = −ε ∂
∂xi
{[
φαγjik(x/ε)− aαβij (x/ε)χβγk (x/ε)
] ∂2uγ0
∂xj∂xk
}
.
In view of the L∞ estimate (3.3.10) this implies that
(3.4.15) ‖wε‖L∞(B) ≤ C
{(
−
∫
2B
|wε|2
)1/2
+ ε ‖∇2u0‖L∞(2B)
}
,
from which the estimate (3.4.11) follows easily. We point out that under the assumptions on
A in Theorem 3.4.2, the correctors χαβj as well as the flux correctors φ
αβ
jik are bounded. 
Proof of Theorem 3.4.2. Fix x0, y0 ∈ Rd and let r = |x0−y0|/4. It suffices to consider
the case 0 < ε < r, since the estimate for the case r ≥ ε is trivial and follows directly from
the size estimate (3.4.3). Furthermore, by (3.4.7), we may assume that r = 1.
Let f ∈ C10(B(y0, 1);Rm),
uε(x) =
∫
Rd
Γε(x, y)f(y) dy and u0(x) =
∫
Rd
Γ0(x, y)f(y) dy.
By the Caldero´n-Zygmund estimates for singular integrals we have
‖∇2u0‖Lp(Rd) ≤ Cp ‖f‖Lp(Rd) for any 1 < p <∞
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(see e.g. [77, Chapter II]). Also, the fractional integral estimates give
‖∇u0‖Lq(Rd) ≤ C ‖f‖Lp(Rd)
for
1 < p < q <∞ and 1
q
=
1
p
− 1
d
(see e.g. [77, Chapter V]). Let wε be defined by (3.4.12). In view of (3.4.14) and the fact
that wε(x) = O(|x|2−d) as |x| → ∞, we obtain |∇wε| ∈ L2(Rd) and
‖∇wε‖L2(Rd) ≤ C ε ‖∇2u0‖L2(Rd) ≤ C ε ‖f‖L2(Rd).
By Ho¨lder’s inequality and Sobolev imbedding this implies that
‖wε‖L2(B(x0,1)) ≤ C ‖wε‖L2∗(Rd) ≤ C ε ‖f‖L2(Rd),
where 2∗ = 2d
d−2
. Hence,
(3.4.16)
‖uε − u0‖L2(B(x0,1)) ≤ C ε ‖f‖L2(Rd) + C ε ‖∇u0‖L2(B(x0,1))
≤ C ε ‖f‖L2(B(y0,1)).
Note that Lε(uε) = L0(u0) = 0 in B(x0, 3). We may apply Lemma 3.4.3 to obtain
(3.4.17) |uε(x0)− u0(x0)| ≤ C ε ‖f‖L2(B(y0,1)),
where we have used (3.4.16) and the observation that
‖∇u0‖L∞(B(x0,1)) ≤ C ‖∇u0‖L2(B(x0,2)) ≤ C ‖f‖L2(B(y0,1)).
By duality the estimate (3.4.17) yields that
‖Γε(x0, ·)− Γ0(x0, ·)‖L2(B(y0,1)) ≤ C ε.
Finally, since L∗ε
(
Γε(x0, ·)
)
= L∗0
(
Γ0(x0, ·)
)
in B(y0, 3), we may invoke Lemma 3.4.3 again
to conclude that
|Γε(x0, y0)− Γ0(x0, y0)| ≤ C‖Γε(x0, ·)− Γ0(x0, ·)‖L2(B(y0,1))
+ Cε‖∇yΓ0(x0, ·)‖L∞(B(y0,1))
+ Cε‖∇2yΓ0(x0, ·)‖L∞(B(y0,1))
≤ C ε.
This completes the proof. 
Remark 3.4.4. Let d = 2. Suppose that A is 1-periodic and satisfies (1.1.2)-(1.1.3).
Then
(3.4.18) ‖Γε(x, ·)− Γ0(x, ·)− E‖L∞(B(y,r)) ≤ Cε|x− y| ,
for any x, y ∈ R2 and x 6= y, where r = (1/4)|x − y| and E denotes the L1 average of
Γε(x, ·) − Γ0(x, ·) over B(x, r). This follows from the proof of Theorem 3.4.2, with a few
modifications.
As in the case d ≥ 3, we fix x0, y0 ∈ R2 and let r = (1/4)|x0 − y0|. We may assume that
r = 1 and 0 < ε < 1. Let f ∈ C10(B(y0, 1);Rm) with
∫
B(y0,1)
f dx = 0. Define uε and u0 as
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in the proof of Theorem 3.4.2. Using (3.4.5) and the assumption that
∫
B(y0,1)
f dx = 0., we
may show that
uε(y) = O(|y|−σ) as |y| → ∞.
By Caccioppoli’s inequality this implies that |∇wε| ∈ L2(R2). Moreover, by Remark 3.3.6,
there exists some q < 2 such that
‖∇wε‖Lq(R2) ≤ Cε‖∇2u0‖Lq(R2) ≤ Cε‖f‖Lq(R2).
It follows by Ho¨lder’s inequality and Sobolev inequality that
‖wε‖L2(B(x0,1)) ≤ C‖wε‖Lp(R2) ≤ C‖∇wε‖Lq(R2)
≤ Cε‖f‖L2(B(y0,1)),
where 1
p
= 1
q
− 1
2
. As in the proof of Theorem 3.4.2, this leads to
|uε(x0)− u0(x0)| ≤ Cε‖f‖L2(B(y0,1)).
By duality we obtain
‖Γε(x0, ·)− Γ0(x0, ·)− E‖L2(B(y0,1)) ≤ Cε,
where E denotes the L1 average of Γε(x0, y)− Γ0(x0, y) over B(y0, 1). The desired estimate
now follows by Lemma 3.4.3.
The next theorem gives an asymptotic expansion for ∇xΓε(x, y).
Theorem 3.4.5. Suppose that A is 1-periodic and satisfies (1.1.2)-(1.1.3). Also assume
that A satisfies the Ho¨lder continuity condition (3.0.2). Then∣∣∇xΓε(x, y)−∇xΓ0(x, y)−∇χ(x/ε)∇xΓ0(x, y)∣∣ ≤ Cε ln[ε−1|x− y|+ 2]|x− y|d .
More precisely,
(3.4.19)
∣∣ ∂
∂xi
{
Γαβε (x, y)
}
− ∂
∂xi
{
Γαβ0 (x, y)
}
− ∂
∂xi
{
χαγj
}
(x/ε) · ∂
∂xj
{
Γγβ0 (x, y)
}∣∣
≤ Cε ln[ε
−1|x− y|+ 2]
|x− y|d
for any x, y ∈ Rd and x 6= y, where C depends only on µ, λ, and τ .
The proof of Theorem 3.4.5 relies on the following Lipschitz estimate.
Lemma 3.4.6. Assume that A satisfies the same conditions as in Theorem 3.4.5. Sup-
pose that uε ∈ H1(4B;Rm), u0 ∈ C2,η(4B;Rm), and Lε(uε) = L0(u0) in 4B for some ball
B = B(x0, r). Then, if 0 < ε < r,
(3.4.20)
∥∥∂uαε
∂xi
− ∂u
α
0
∂xi
− ∂
∂xi
{
χαβj
}
(x/ε) · ∂u
β
0
∂xj
∥∥
L∞(B)
≤ C r−1
{
−
∫
4B
|uε − u0|2
}1/2
+ C εr−1‖∇u0‖L∞(4B)
+ Cε ln[ε−1r + 2]‖∇2u0‖L∞(4B) + C ε1+λ‖∇2u0‖C0,λ(4B),
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where C depends only on µ, λ, and τ .
Proof. Let wε = uε−u0−εχβj (x/ε)∂u
β
0
∂xj
. It suffices to show that ‖∇wε‖L∞(B) is bounded
by the RHS of (3.4.20). Choose ϕ ∈ C∞0 (3B) such that 0 ≤ ϕ ≤ 1, ϕ = 1 in 2B, and
|∇ϕ| ≤ C r−1, |∇2ϕ| ≤ C r−2. Note that(Lε(wεϕ))α = (Lε(wε))αϕ− aαβij (x/ε)∂wβε∂xj ∂ϕ∂xi − ∂∂xi
{
aαβij (x/ε)w
β
ε
∂ϕ
∂xj
}
.
This, together with (3.4.14), implies that
(3.4.21)
wαε (x) =− ε
∫
3B
∂
∂yi
{
Γαβε (x, y)
}
fβi (y)ϕ(y) dy
− ε
∫
3B
Γαβε (x, y)f
β
i (y)
∂ϕ
∂yi
dy
−
∫
3B
Γαβε (x, y)a
βγ
ij (y/ε)
∂wγε
∂yj
∂ϕ
∂yi
dy
+
∫
3B
∂
∂yi
{
Γαβε (x, y)
}
aβγij (y/ε)w
γ
ε
∂ϕ
∂yj
dy
= I1 + I2 + I3 + I4
for any x ∈ B, where f = (fαi ) and
(3.4.22) fαi (x) =
[
−φαγjik(x/ε) + aαβij (x/ε)χβγk (x/ε)
] ∂2uγ0
∂xj∂xk
.
Using (3.4.8) and (3.4.9), we see that for x ∈ B,
(3.4.23)
|∇x{I2 + I3 + I4}|
≤ Cε
rd
∫
3B
|f |+ C
rd
∫
3B
|∇wε|+ C
rd+1
∫
3B
|wε|
≤ C
r
{
−
∫
4B
|wε|2
}1/2
+ Cε
{
−
∫
4B
|∇2u0|2
}1/2
≤ C
r
{
−
∫
4B
|uε − u0|2
}1/2
+
Cε
r
‖∇u0‖L∞(4B) + C ε ‖∇2u0‖L∞(4B),
where we have used Caccioppoli’s inequality for the second inequality.
Finally, to estimate ∇I1, we write
I1 = −ε
∫
3B
∂
∂yi
{
Γαβε (x, y)ϕ(y)
}{
fβi (y)− fβi (x)
}
dy + ε
∫
3B
Γαβε (x, y)
∂ϕ
∂yi
fβi (y) dy.
It follows that
(3.4.24)
|∇xI1| ≤ C ε
∫
3B
|f(y)− f(x)|
|x− y|d dy +
Cε
rd
∫
3B
|f(y)| dy
≤ C ε
∫
B(x,ε)
|f(y)− f(x)|
|x− y|d dy + C ε ln[ε
−1r + 2]‖f‖L∞(3B).
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Observe that
‖f‖C0,λ(4B) ≤ C ε−λ‖∇2u0‖L∞(4B) + C ‖∇2u0‖C0,λ(4B).
In view of (3.4.24) we obtain
|∇xI1| ≤ C ε‖∇2u0‖L∞(4B) + C ε1+λ‖∇2u0‖C0,λ(4B) + C ε ln[ε−1r + 2]‖∇2u0‖L∞(4B).
This, together with (3.4.23), gives the estimate (3.4.20). 
Proof of Theorem 3.4.5. Fix x0, y0 ∈ Rd and let r = |x0−y0|/8. We may assume that
ε < r, since the estimate for the case ε ≥ r is trivial and follows directly from (3.4.8).
Let uε(x) = Γε(x, y0) and u0 = Γ0(x, y0). Then Lε(uε) = L0(u0) = 0 in B(x0, 4r). Note
that by Theorem 3.4.2, we have
‖uε − u0‖L∞(4B) ≤ C ε r1−d
for d ≥ 3. If d = 2, we may deduce from Remark 3.4.4 that
‖uε − u0 − E‖L∞(4B) ≤ C ε r−1,
where E denotes the L1 average of Γε(·, y0) − Γ0(·, y0) over B(x0, r). Also, since L0 is a
second-order elliptic operator with constant coefficients,
‖∇u0‖L∞(4B) ≤ C r1−d, ‖∇2u0‖L∞(4B) ≤ C r−d and ‖∇2u0‖C0,λ(4B) ≤ C r−d−λ.
It then follows from Lemma 3.4.6 that∥∥∂uε
∂xi
− ∂u0
∂xi
− ∂χ
β
j
∂xi
(x/ε)
∂uβ0
∂xj
∥∥
L∞(B)
≤ C εr−d ln[ε−1r + 2].
This finishes the proof. 
Using (3.4.6), we may deduce from Theorem 3.4.5 that
(3.4.25)
∣∣ ∂
∂yi
{
Γαβε (x, y)
}
− ∂
∂yi
{
Γαβ0 (x, y)
}
− ∂
∂yi
{
χ∗βγj
}
(y/ε) · ∂
∂yj
{
Γαγ0 (x, y)
}∣∣∣
≤ Cε ln[ε
−1|x− y|+ 2]
|x− y|d ,
for any x, y ∈ Rd and x 6= y, where χ∗ = (χ∗βγj ) denotes the matrix of correctors for L∗ε.
The following theorem gives an asymptotic expansion of ∇x∇yΓε(x, y).
Theorem 3.4.7. Suppose that A satisfies the same conditions as in Theorem 3.4.5. Then
(3.4.26)
∣∣ ∂2
∂xi∂yj
{
Γαβε (x, y)
}
− ∂
∂xi
{
δαγxk + εχ
αγ
k (x/ε)
} ∂2
∂xk∂yℓ
{
Γγσ0 (x, y)
} ∂
∂yj
{
δβσyℓ + εχ
∗βσ
ℓ (y/ε)
} ∣∣
≤ Cε ln[ε
−1|x− y|+ 2]
|x− y|d+1
for any x, y ∈ Rd and x 6= y, where C depends only on µ, λ, and τ .
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Proof. Fix x0, y0 ∈ Rd and let r = |x0 − y0|/8. Again, it suffices to consider the case
0 < ε < r. For each 1 ≤ j ≤ d and 1 ≤ β ≤ m, let
uαε (x) =
∂
∂yj
{
Γαβε
}
(x, y0),
uα0 (x) =
∂
∂yℓ
{
Γασ0
}
(x, y0) ·
{
δβσδjℓ +
∂
∂yj
(
χ∗βσℓ
)
(y0/ε)
}
in 4B = B(x0, 4r). In view of (3.4.25) we have
‖uε − u0‖L∞(B(x0,r)) ≤ C ε r−d ln[ε−1 + 2].
Also note that ‖∇u0‖L∞(4B) ≤ C r−d,
‖∇2u0‖L∞(4B) ≤ C r−d−1 and ‖∇2u0‖C0,λ(4B) ≤ C r−d−1−λ.
By Lemma 3.4.6 we obtain∥∥∂uαε
∂xi
−
{
δαγδik +
∂
∂xi
{
χαγk
}
(x/ε)
}
∂uγ0
∂xk
∥∥
L∞(B)
≤ Cε ln[ε
−1r + 2]
rd+1
,
which gives the desired estimate. 
3.5. Notes
The compactness method used Section 3.1 was introduced to the study of homogenization
problems by M. Avellaneda and F. Lin [9, 11]. The uniform interior Ho¨lder and Lipschitz
estimates as well as boundary estimates with Dirichlet condition were proved in [9]. In [13]
a general Liouville property for L1 was proved under some additional smoothness condition
on A.
Theorems 3.2.3 and 3.2.5 are taken from [72, 70] by Z. Shen. The real-variable argument
in Section 3.2 is motivated by a paper [19] of L. Caffarelli and I. Peral. Also see related
work for Lp estimates in [85, 17, 7, 18, 16, 6, 33]).
The matrices of fundamental solutions were studied in [14] and used to prove the W 1,p
estimates in Theorem 3.3.5 as well as a weak (1, 1) estimate. Also see [82] for Lp bounds
of Riesz transforms for second-order elliptic operators with periodic coefficients. Earlier
work on asymptotic behavior of fundamental solutions for scalar equations with periodic
coefficients may be found in [69, 57]. Asymptotic results in Section 3.4 are stronger than
those obtained in [14]. The approach was developed in [53], where the asymptotic behaviors
of Green and Neumann functions in bounded domains were studied (see Chapter 6).
Related work on uniform interior estimates in periodic homogenization may be found in
[45, 34, 67, 62]
CHAPTER 4
Regularity for Dirichlet Problem
This chapter is devoted to the study of uniform boundary regularity estimates for the
Dirichlet problem
(4.0.1)
{Lε(uε) = F in Ω,
uε = g on ∂Ω,
where Lε = −div(A(x/ε)∇). Assuming that the coefficient matrix A = A(y) is elliptic, pe-
riodic, and belongs to VMO(Rd), we establish uniform boundary Ho¨lder and W 1,p estimates
in C1 domains Ω. We also prove uniform boundary Lipschitz estimates in C1,α domains
under the assumption that A is elliptic, periodic, and Ho¨lder continuous. As in the previous
chapter for interior estimates, boundary Ho¨lder and Lipschitz estimates are proved by a com-
pactness method. The boundary W 1,p estimates are obtained by combining the boundary
Ho¨lder estimates with the interior W 1,p estimates, via the real-variable method introduced
in Section 3.2.
We point out that the boundary W 1,p estimates may fail in Lipschitz domains for p
large (p > 3 for d ≥ 3 and p > 4 for d = 2), even for Laplace’s equation [48]. Also, the
C1,α assumption on the domain Ω for boundary Lipschitz estimates is more or less sharp.
In general, one should not expect Lipschitz estimates in C1 domains, even for harmonic
functions. The compactness method we use for the boundary Lipschitz estimates is similar
to that in Section 3.1 for the interior Lipschitz estimates. To control the influence of the
boundary data, a Dirichlet corrector is introduced. The main step in this compactness
scheme is to show that the corrector is uniformly Lipschitz.
Throughout this chapter we will assume that A(y) = (aαβij (y)), with 1 ≤ i, j ≤ d and
1 ≤ α, β ≤ m, is 1-periodic and satisfies the V -ellipticity condition (1.1.2)-(1.1.3). As in the
case of interior estimates studied in the last chapter, the results in this chapter hold for the
systems of linear elasticity.
4.1. Boundary localization in the periodic setting
In this section we make a few observations on the change of coordinate systems by
translations and rotations and their effects on the operator Lε.
Definition 4.1.1. Let Ω be a bounded domain in Rd. We say Ω is Lipschitz (resp. C1)
if there exist r0 > 0, M0 > 0, and {zk : k = 1, 2, . . . , N0} ⊂ ∂Ω such that
∂Ω ⊂
⋃
i
B(zk, r0),
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and for each k, there exist a Lipschitz (resp. C1) function ψk in R
d−1 and a coordinate
system, obtained from the standard Euclidean system through translation and rotation, so
that zk = (0, 0) and
(4.1.1) B(zk, C0r0) ∩ Ω = B(zk, C0r0) ∩
{
(x′, xd) ∈ Rd : x′ ∈ Rd−1 and xd > ψk(x′)
}
,
where C0 = 10
√
d(M0 + 1) and ψk satisfies
(4.1.2) ψk(0) = 0 and ‖∇ψk‖∞ ≤M0.
We will call Ω a C1,η domain for some η ∈ 0, 1], if each ψ = ψk satisfies
(4.1.3) ψ(0) = 0, ‖∇ψ‖∞ ≤M0 and ‖∇ψ‖C0,η(Rd−1) ≤M0.
Here we have used the notation
(4.1.4) ‖u‖C0,η(E) = sup
{ |u(x)− u(y)|
|x− y|η : x, y ∈ E and x 6= y
}
.
Suppose that Lε(uε) = F in Ω, where Ω is a bounded Lipschitz domain. Recall that
if vε(x) = uε(x + x0) for some x0 ∈ Rd, then −div
(
B(x/ε)∇vε
)
= G in Ω˜, where B(y) =
A(y + (x0/ε)), G(x) = F (x + x0), and Ω˜ =
{
x : x + x0 ∈ Ω
}
. It should be easy to verify
that all of our assumptions on A and Ω are translation invariant.
To handle the rotation we invoke a theorem, whose proof may be found in [68], on the
approximation of real orthogonal matrices by orthogonal matrices with rational entries.
Theorem 4.1.2. Let O = (Oij) be a d×d orthogonal matrix. For any δ > 0, there exists
a d× d orthogonal matrix T = (Tij) with rational entries such that
(1) ‖O − T‖ =
(∑
i,j |Oij − Tij |2
)1/2
< δ;
(2) each entry of T has a denominator less than a constant depending only on d and δ.
We now fix P ∈ ∂Ω, where Ω is Lipschitz. By translation we may assume that P is the
origin. There exist r0 > 0 and an orthogonal matrix O such that
Ω1 ∩ B(0, r0) =
{
(y′, yd) ∈ Rd : yd > ψ1(y′)
} ∩ B(0, r0),
where
Ω1 =
{
y ∈ Rd : y = Ox for some x ∈ Ω},
and ψ1 is a Lipschitz function in R
d−1 such that ψ1(0) = 0 and ‖∇ψ1‖∞ ≤M . Observe that
if T is an orthogonal matrix such that ‖T − O‖∞ < δ, where δ > 0, depending only on d
and M , is sufficiently small, then
Ω2 ∩B(0, r0/2) =
{
(y′, yd) ∈ Rd : yd > ψ2(y′)
} ∩ B(0, r0/2),
where
Ω2 =
{
y ∈ Rd : y = Tx for some x ∈ Ω}
and ψ2 is a Lipschitz function in R
d−1 such that ψ2(0) = 0 and ‖∇ψ2‖∞ ≤ 2M . Since
‖O − T‖ ≤ Cd ‖O−1 − T−1‖,
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in view of Theorem 4.1.2, the orthogonal matrix T may be chosen in such a way that T−1 is
an orthogonal matrix with rational entries and NT−1 is a matrix with integer entries, where
N is a large integer depending only on d and M .
Let wε(y) = uε(x), where y = N
−1Tx. Then
−divy
(
H(y/ε)∇ywε
)
= F˜ (y) in Ω3,
where F˜ (y) = N2F (NT−1x),
Ω3 =
{
y ∈ Rd : y = N−1Tx for some x ∈ Ω},
and H(y) =
(
hαβij (y)
)
with
hαβij (y) = TikTjℓa
αβ
kℓ (NT
−1y).
Observe that since NT−1 is a matrix with integer entries, H(y) is 1-periodic if A(y) is 1-
periodic. Also, the matrix H satisfies the ellipticity condition (1.1.2)-(1.1.3) with the same
µ as for A. Moreover, H satisfies the same smoothness condition (VMO or Ho¨lder) as A.
We further note that
Ω3 ∩ B(0, c0r0) =
{
(y′, yd) ∈ Rd : yd > ψ3(y′)
} ∩ B(0, c0r0)),
where ψ3(y
′) = N−1ψ2(Ny
′) and c0 depends only on d and M . As a result, in the study of
uniform boundary estimates for Lε, one may localize the problem to a setting where z ∈ ∂Ω
is the origin and B(z, r0)∩Ω is given by the region above the graph of a function ψ in Rd−1.
More precisely, it suffices to consider solutions of Lε(uε) = F in Dr with boundary data
given on ∆r, where Dr and ∆r are defined by
(4.1.5)
Dr =D(r, ψ)
=
{
(x′, xd) ∈ Rd : |x′| < r and ψ(x′) < xd < ψ(x′) + 10
√
d(M0 + 1)r
}
,
∆r =∆(r, ψ) =
{
(x′, ψ(x′)) ∈ Rd : |x′| < r},
and ψ is a Lipschitz (or C1, C1,η) function in Rd−1. This localization procedure is used in
the proof of several boundary estimates in the monograph. We point out that even if Ω is
smooth, it may not be possible to choose a local coordinate system such that ∇ψ(0) = 0
and A is periodic in the xd direction.
We end this section with a boundary Caccioppoli inequality.
Theorem 4.1.3. Let Ω be a bounded Lipschitz domain in Rd. Suppose that A satisfies
(1.1.2)-(1.1.3). Let uε ∈ H1(B(x0, r)∩Ω;Rm) be a weak solution of Lε(uε) = F +div(f) in
B(x0, r) ∩ Ω and uε = g on B(x0, r) ∩ ∂Ω for some x0 ∈ ∂Ω and 0 < r < r0. Then
(4.1.6)
∫
B(x0,r/2)∩Ω
|∇uε|2 dx ≤ C
r2
∫
B(x0,r)∩Ω
|uε|2 dx+ Cr2
∫
B(x0,r)∩Ω
|F |2 dx
+ C
∫
B(x0,r)∩Ω
|f |2 dx+ C
∫
B(x0,r)∩Ω
|∇G|2 dx,
where G ∈ H1(B(x0, r) ∩ Ω;Rm) and G = g on B(x0, r) ∩ ∂Ω.
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Proof. By considering the function uε − G, one may reduce the general case to the
special case G = 0. In the latter case the inequality is proved by using
µ
∫
Ω
|∇(ϕuε)|2 dx ≤
∫
Ω
A(x/ε)∇(ϕuε) · ∇(ϕuε) dx
and the equation
A(x/ε)∇(ϕuε) · ∇(ϕuε) =A(x/ε)∇uε · ∇(ϕ2uε) + A(x/ε)(∇ϕ)uε · ∇(ϕuε)
− A(x/ε)∇(ϕuε) · (∇ϕ)uε + A(x/ε)(∇ϕ)uε · (∇ϕ)uε,
where ϕ ∈ C10 (B(x0, r)) is a cut-off function satisfying 0 ≤ ϕ ≤ 1, ϕ = 1 on B(x0, r/2) and
‖∇ϕ‖∞ ≤ Cr−1. The argument is similar to that for the interior Caccioppoli’s inequality
(1.1.11). 
4.2. Boundary Ho¨lder estimates
In this section we prove the following boundary Ho¨lder estimate.
Theorem 4.2.1. Suppose that A is 1-periodic and satisfies (1.1.2)-(1.1.3). Also assume
that A satisfies (3.3.1). Let Ω be a bounded C1 domain and 0 < ρ < 1. Suppose that
uε ∈ H1(B(x0, r) ∩ Ω;Rm) satisfies{Lε(uε) = 0 in B(x0, r) ∩ Ω,
uε = g on B(x0, r) ∩ ∂Ω
for some x0 ∈ ∂Ω and 0 < r < r0, where g ∈ C0,1(B(x0, r) ∩ ∂Ω). Then
(4.2.1)
‖uε‖C0,ρ(B(x0,r/2)∩Ω)
≤ Cr−ρ
{(
−
∫
B(x0,r)∩Ω
|uε|2
)1/2
+ |g(x0)|+ r‖g‖C0,1(B(x0,r)∩∂Ω)
}
,
where C depends only on µ, ρ, ω(t) in (3.3.1), and Ω.
Let Dr and ∆r be defined by (4.1.5), where ψ : R
d−1 → R is a C1 function. To quantify
the C1 condition we assume that
(4.2.2)
{
ψ(0) = 0, supp(ψ) ⊂ {x′ ∈ Rd−1 : |x′| ≤ 1} , ‖∇ψ‖∞ ≤M0,
|∇ψ(x′)−∇ψ(y′)| ≤ ω1(|x′ − y′|) for any x′, y′ ∈ Rd−1,
where ω1(t) is a (fixed) nondecreasing continuous function on [0,∞) with ω1(0) = 0. We will
use the following compactness result: if {ψℓ} is a sequence of C1 functions satisfying (4.2.2),
then there exists a subsequence {ψℓ′} such that ψℓ′ → ψ in C1(Rd−1) for some ψ satisfying
(4.2.2).
By a change of the coordinate system and Campanato’s characterization of Ho¨lder spaces,
it suffices to establish the following.
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Theorem 4.2.2. Suppose that A satisfies the same conditions as in Theorem 4.2.1. Let
0 < ρ < 1. Suppose that uε ∈ H1(Dr;Rm) is a solution of Lε(uε) = 0 in Dr with uε = g on
∆r for some 0 < r ≤ 1. Also assume that g(0) = 0. Then for any 0 < t < r,
(4.2.3)
(
−
∫
Dt
|uε|2
)1/2
≤ C
(
t
r
)ρ{(
−
∫
Dr
|uε|2
)1/2
+ r‖g‖C0,1(∆r)
}
,
where C depends only on ρ, µ, ω(t) in (3.3.1), and (M0, ω1(t)) in (4.2.2).
Theorem 4.2.2 is proved by a compactness argument, which is similar to the argument
used for the interior Lipschitz estimates in Section 3.1. However, the correctors are not
needed for Ho¨lder estimates.
Lemma 4.2.3. Let {ψℓ} be a sequence of C1 functions satisfying (4.2.2). Let vℓ ∈
L2(D(r, ψℓ)). Suppose that ψℓ → ψ in C1(|x′| < r) and {‖vℓ‖L2(D(r,ψℓ))} is bounded. Then
there exists a subsequence, which we still denote by {vℓ}, and v ∈ L2(D(r, ψ)) such that
vk ⇀ v weakly in L
2(Ω) for any open set Ω such that Ω ⊂ D(r, ψ).
Proof. Consider the function wℓ(x
′, xd) = vℓ(x
′, xd + ψℓ(x
′)), defined in
D(r, 0) =
{
(x′, xd) : |x′| < r and 0 < xd < 10(M0 + 1)r
}
.
Since {‖wℓ‖L2(D(r,0))} is bounded, there exists a subsequence, which we still denote by {wℓ},
such that wℓ ⇀ w weakly in L
2(D(r, 0)). Let
v(x′, xd) = w(x
′, xd − ψ(x′)).
It is not hard to verify that v ∈ L2(D(r, ψ)) and vℓ ⇀ v weakly in L2(Ω) for any open set Ω
such that Ω ⊂ D(r, ψ). 
Next we prove a homogenization result for a sequence of domains.
Lemma 4.2.4. Let {Aℓ(y)} be a sequence of 1-periodic matrices satisfying the ellipticity
condition (1.1.2)-(1.1.3) and {ψℓ} a sequence of C1 functions satisfying (4.2.2). Suppose
that {
div(Aℓ(x/εℓ)∇uℓ) = 0 in D(r, ψℓ),
uℓ = gℓ on ∆(r, ψℓ),
where εℓ → 0, gℓ(0) = 0 and
(4.2.4) ‖uℓ‖H1(D(r,ψℓ)) + ‖gℓ‖C0,1(∆(r,ψℓ)) ≤ C.
Then there exist subsequences of {Aℓ}, {ψℓ}, {uℓ} and {gℓ}, which we still denote by the same
notation, and a function ψ satisfying (4.2.2), u ∈ H1(D(r, ψ);Rm), g ∈ C0,1(∆(r, ψ);Rm)
and a constant matrix A such that
(4.2.5)

Âℓ → A0,
ψℓ → ψ in C1(Rd−1),
gℓ(x
′, ψℓ(x
′))→ g(x′, ψ(x′)) uniformly for |x′| < r,
uℓ(x
′, xd − ψℓ(x′))⇀ u(x′, xd − ψ(x′)) weakly in H1(D(r, 0);Rm),
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and
(4.2.6)
{
div(A0∇u) = 0 in D(r, ψ),
u = g on ∆(r, ψ).
Moreover, the constant matrix A0 satisfies the ellipticity condition (1.2.28).
Proof. Since {Âℓ} satisfies (1.2.28), by passing to a subsequence, we may assume
that Âℓ → A0, which also satisfies (1.2.28). The remaining statements in (4.2.5) fol-
low readily from (4.2.2) and (4.2.4) by passing to subsequences. To prove (4.2.6), we fix
ϕ ∈ C10(D(r, ψ);Rm). Clearly, if ℓ is sufficiently large, ϕ ∈ C10(D(r, ψℓ);Rm). In view of
Lemma 4.2.3 we may assume that Aℓ(x/εℓ)∇uℓ converges weakly in L2(Ω;Rm×d), where Ω is
any open set such that supp(ϕ) ⊂ Ω ⊂ Ω ⊂ D(r, ψ). Note that {uℓ} converges to u strongly
in L2(Ω;Rm) and weakly in H1(Ω;Rm). By Theorem 1.3.2 we obtain∫
D(r,ψ)
A0∇u · ∇ϕdx = 0.
Hence, div(A0∇u) = 0 in D(r, ψ).
Finally, let vℓ(x
′, xd) = uℓ(x
′, xd + ψℓ(x
′)) and v(x′, xd) = u(x
′, xd + ψ(x
′)). That u = g
on ∆(r, ψ) in the sense of trace follows from the fact that vℓ ⇀ v weakly in H
1(D(r, 0);Rm)
and vℓ = gℓ(x
′, ψℓ(x
′)) on ∆(r, 0). 
Lemma 4.2.5 (One-step improvement). Suppose that A satisfies (1.1.2)-(1.1.3) and is
1-periodic. Fix 0 < σ < 1. There exist constants ε0 ∈ (0, 1/2) and θ ∈ (0, 1/4), depending
only on µ, σ, and (ω1(t),M0) in (4.2.2), such that
(4.2.7) −
∫
D(θ)
|uε|2 ≤ θ2σ,
whenever 0 < ε < ε0,
(4.2.8)
{Lε(uε) = 0 in D1,
uε = g on ∆1,
and
(4.2.9)

g(0) = 0, ‖g‖C0,1(∆1) ≤ 1,
−
∫
D1
|uε|2 ≤ 1.
Proof. Let ρ = (1 + σ)/2. The proof uses the following observation:
(4.2.10) −
∫
Dr
|w|2 ≤ C0 r2ρ for 0 < r < 1
4
,
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whenever
(4.2.11)

div(A0∇w) = 0 in D1/2,
w = g on ∆1/2,
‖g‖C0,1(∆1) ≤ 1, g(0) = 0,∫
D(1/2)
|w|2 ≤ |D1|,
where A0 is a constant matrix satisfying the ellipticity condition (1.2.28). This follows from
the boundary Ho¨lder estimates in C1 domains for second-order elliptic systems with constant
coefficients: (
−
∫
Dr
|w|2
)1/2
≤ C rρ‖w‖C0,ρ(Dr)
≤ C rρ‖w‖C0,ρ(D1/4)
≤ C rρ
{
‖w‖L2(D1/2) + ‖g‖C0,1(∆1/2)
}
.
The constant C0 in (4.2.10) depends only on µ, σ, and (ω1(t),M0) in (4.2.2).
We now choose θ ∈ (0, 1/4) so small that 2C0θ2ρ ≤ θ2σ. We claim that for this θ, there
exists ε0 > 0, depending only on µ, σ, and (ω1(t),M0), such that (4.2.7) holds if 0 < ε < ε0
and uε satisfies (4.2.8)-(4.2.9).
The claim is proved by contradiction. Suppose that there exist sequences {εℓ} ⊂ R+, {Aℓ}
satisfying (1.1.2)-(1.1.3) and (1.0.2), {ψℓ} satisfying (4.2.2), and {uℓ} ⊂ H1(D(1, ψℓ);Rm),
such that εℓ → 0,
(4.2.12)

div
(
Aℓ(x/εℓ)∇uℓ
)
= 0 in D(1, ψℓ),
uℓ = gℓ on ∆(1, ψℓ),
‖gℓ‖C0,1(∆(1,ψℓ)) ≤ 1, gℓ(0) = 0,
−
∫
D(1,ψℓ)
|uℓ|2 ≤ 1,
and
(4.2.13) −
∫
D(θ,ψℓ)
|uℓ|2 > θ2σ.
Note that by Caccioppoli’s inequality (4.1.6), the norm of uℓ in H
1(D(1/2, ψℓ);R
m) is uni-
formly bounded. This allows us to apply Lemma 4.2.4 and obtain subsequences that satis-
fying (4.2.5) and (4.2.6). It follows that∫
D(1/2,ψ)
|u|2 = lim
ℓ→∞
∫
D(1/2,ψℓ)
|uℓ|2
≤ lim
ℓ→∞
|D(1, ψℓ)|
= |D(1, ψ)|,
86 4. REGULARITY FOR DIRICHLET PROBLEM
and
−
∫
D(θ,ψ)
|u|2 = lim
ℓ→∞
−
∫
D(θ,ψℓ)
|uℓ|2 ≥ θ2σ.
In view of (4.2.10)-(4.2.11) we obtain θ2σ ≤ C0 θ2ρ, which is in contradiction with the choice
of θ. This completes the proof. 
Lemma 4.2.6 (Iteration). Assume that A satisfies the same conditions as in Lemma
4.2.5. Fix 0 < σ < 1. Let ε0 and θ be the positive constants given by Lemma 4.2.5. Suppose
that
L(uε) = 0 in D(1, ψ) and uε = g on ∆(1, ψ),
where g ∈ C0,1(∆(1, ψ);Rm) and g(0) = 0. Then, if ε < θk−1ε0 for some k ≥ 1,
(4.2.14) −
∫
D(θk,ψ)
|uε|2 ≤ θ2kσmax
{
−
∫
D(1,ψ)
|uε|2, ‖g‖2C0,1(∆(1,ψ))
}
.
Proof. The lemma is proved by an induction argument on k. Note that the case k = 1
is given by Lemma 4.2.5. Suppose that the lemma holds for some k ≥ 1. Let ε < θkε0. We
apply Lemma 4.2.5 to the function w(x) = uε(θ
kx) in D(1, ψk), where ψk(x
′) = θ−kψ(θkx′).
Since
L ε
θk
(w) = 0 in D(1, ψk)
and θ−kε < ε0, we obtain
−
∫
D(θk+1,ψ)
|uε|2 = −
∫
D(θ,ψk)
|w|2
≤ θ2σmax
{
−
∫
D(1,ψk)
|w|2, ‖w‖2C0,1(∆(1,ψk))
}
= θ2σmax
{
−
∫
D(θ2k ,ψ)
|uε|2, θ2k‖f‖2C0,1(∆(θk,ψ))
}
≤ θ2(k+1)σmax
{
−
∫
D(1,ψ)
|uε|2, ‖f‖2C0,1(∆(1,ψ))
}
,
where we have used the induction assumption in the last step. The fact that {ψk} satisfies
(4.2.2) uniformly in k is essential here. 
We are now ready to give the proof of Theorem 4.2.2.
Proof of Theorem 4.2.2. By rescaling we may assume that r = 1. We may also assume
that 0 < ε < ε0, since the case ε ≥ ε0 follows directly from the well-known boundary Ho¨lder
estimates for second-order elliptic systems in divergence form in C1 domains with VMO
coefficients 1. We further assume that
‖g‖C0,1(∆(1,ψ)) ≤ 1 and
∫
D(1,ψ)
|uε|2 dx ≤ 1.
1This result may be proved by using the real-variable method in Section 3.2. The method reduces the
problem to a local boundary W 1,p estimate for second-order elliptic systems with constant coefficients near
a flat boundary.
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Under these assumptions we will show that
(4.2.15) −
∫
D(t,ψ)
|uε|2 ≤ Ct2σ
for any t ∈ (0, 1/4).
To prove (4.2.15) we first consider the case t ≥ (ε/ε0). Choose k ≥ 1 so that θk ≤ t <
θk−1. Then ε ≤ ε0t < ε0θk−1. It follows from Lemma 4.2.6 that
−
∫
D(t,ψ)
|uε|2 ≤ C −
∫
D(θk−1,ψ)
|uε|2
≤ C θ2kσ
≤ C t2σ.
Next suppose that 0 < t < (ε/ε0). Let w(x) = uε(εx). Then L1(w) = 0 in D(ε−10 , ψε)
and w(0) = 0, where ψε(x
′) = ε−1ψ(εx′). By the boundary Ho¨lder estimates in C1 domains
for the elliptic operator L1, we obtain
−
∫
D(tε−1,ψε)
|w|2 ≤ C
(
t
ε
)2σ{
−
∫
D(ε−10 ,ψε)
|w|2 + ‖w‖2
C0,1(∆(ε−10 ,ψε))
}
.
Hence,
−
∫
D(t,ψ)
|uε|2 ≤ C
(
t
ε
)2σ {
−
∫
D(ε/ε0,ψ)
|uε|2 + ε2
}
≤ Ct2σ,
where we have used the estimate (4.2.15) for the case t = (ε/ε0) in the last step. This finishes
the proof. 
Theorem 4.2.1 follows from Theorem 4.2.2 by Campanato’s characterization of Ho¨lder
spaces: if O is a bounded Lipschitz domain, then
(4.2.16)
‖u‖C0,σ(O) = sup
{ |u(x)− u(y)|
|x− y|σ : x, y ∈ O and x 6= y
}
≈ sup
{
r−σ
(
−
∫
O(x,r)
∣∣u−−∫
O(x,r)
u
∣∣2)1/2 , x ∈ O and 0 < r < diam(O)} ,
where O(x, r) = O ∩ B(x, r) (see e.g. [38, pp.70-72]).
Proof of Theorem 4.2.1. Suppose that Lε(uε) = 0 inB(x0, 2r)∩Ω, uε = g onB(x0, 2r)∩
∂Ω, and (
−
∫
B(x0,2r)∩Ω
|uε|2
)1/2
+ |g(x0)|+ r‖g‖C0,1(∆(x0,2r)∩∂Ω) ≤ 1,
where x0 ∈ ∂Ω and 0 < r < r0. By a change of the coordinate system we may deduce from
Theorem 4.2.2 that for any y ∈ B(x0, r) ∩ ∂Ω and 0 < t < cr,
−
∫
B(y,t)∩Ω)
|uε − uε(y)|2 ≤ C
(
t
r
)2σ
.
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It follows that
(4.2.17) −
∫
B(y,t)∩Ω
∣∣∣uε −−∫
B(y,t)∩Ω
uε
∣∣∣2 ≤ C ( t
r
)2σ
for any y ∈ B(x0, r)∩∂Ω and 0 < t < c r. This, together with the interior Ho¨lder estimate in
Theorem 3.3.7, implies that estimate (4.2.17) holds for any y ∈ B(x0, r)∩Ω and 0 < t < c r.
It then follows by the Campanato characterization of Ho¨lder spaces that
‖uε‖C0,σ(B(x0,r)∩Ω) ≤ C,
which gives the estimate (4.2.1). 
Remark 4.2.7. We may use Lemma 4.2.6 to establish a Liouville property for solutions
in a half-space with no smoothness condition on A. Indeed, assume that A satisfies (1.1.2)-
(1.1.3) and is 1-periodic. Suppose that u ∈ H1loc(Hn(a);Rm),
L1(u) = 0 in Hn(a) and u = 0 on ∂Hn(a),
where a ∈ R and
Hn(a) =
{
x ∈ Rd : x · n < a}
is a half-space with outward unit normal n ∈ Sd−1. Under the growth condition(
−
∫
B(0,R)∩Hn(a)
|u|2
)1/2
≤ CRρ
for R ≥ 1, where ρ ∈ (0, 1), we may deduce that u ≡ 0 in Hn(a).
To see this, by translation, we may assume that a = 0. Let uε(x) = u(ε
−1x), where
ε = θk+ℓ and θ ∈ (0, 1) is given by Lemma 4.2.5. Then Lε(uε) = 0 in Hn(0) and uε = 0 on
∂Hn(0). Choose σ ∈ (ρ, 1). It follows from Lemma 4.2.6 that
−
∫
B(0,θk)∩Hn(0)
|uε|2 ≤ Cθ2kσ −
∫
B(0,1)∩Hn(0)
|uε|2,
if k and ℓ are sufficiently large. By a change of variables, this gives
−
∫
B(0,θ−ℓ)∩Hn(0)
|u|2 ≤ Cθ2kσ −
∫
B(0,θ−ℓ−k)∩Hn(0)
|u|2
≤ Cθ2k(σ−ρ)−2ρℓ,
where we have used the growth condition for the last inequality. Since ρ > σ, we may let
k → ∞ to conclude that u ≡ 0 in B(0, θ−ℓ) ∩ Hn(0) for any ℓ > 2. It follows that u ≡ 0 in
Hn(0).
4.3. Boundary W 1,p estimates
In this section we establish the uniform boundary W 1,p estimates in C1 domains under
the assumption that A is elliptic, periodic, and belongs to VMO(Rd). We will use Bα,p(∂Ω)
to denote the Besov space on ∂Ω with exponent p ∈ (1,∞) and of order α ∈ (0, 1). If Ω is
Lipschitz, the space B1−
1
p
,p(∂Ω) may be identified as the set of functions that are traces on
∂Ω of W 1,p(Ω) functions.
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Theorem 4.3.1. Suppose that A is 1-periodic and satisfies (1.1.2)-(1.1.3). Also assume
that A satisfies (3.3.1). Let Ω be a bounded C1 domain in Rd and 1 < p < ∞. Let
uε ∈ W 1,p(Ω;Rm) be the weak solution to the Dirichlet problem
(4.3.1) Lε(uε) = F in Ω and uε = g on ∂Ω,
where F ∈ W−1,p(Ω;Rm) and g ∈ B1− 1p ,p(∂Ω;Rm). Then
(4.3.2) ‖uε‖W 1,p(Ω) ≤ Cp
{
‖F‖W−1.p(Ω) + ‖g‖
B
1− 1p ,p(∂Ω)
}
,
where Cp depends only on p, µ, ω(t) in (3.3.1), and Ω.
By the real-variable method in Section 3.2, to prove Theorem 4.3.1, it suffices to establish
reverse Ho¨lder estimates for local solutions of Lε(uε) = 0. Since the interior case is already
settled in Section 3.3, the remaining task is to establish the following.
Lemma 4.3.2. Assume that A and Ω satisfy the same conditions as in Theorem 4.3.1.
Let uε ∈ H1(B(x0, r) ∩ Ω;Rm) be a weak solution of Lε(uε) = 0 in B(x0, r) ∩ Ω with uε = 0
on B(x0, r) ∩ ∂Ω, for some x0 ∈ ∂Ω and 0 < r < r0. Then, for any 2 < p <∞,
(4.3.3)
(
−
∫
B(x0,r/2)∩Ω
|∇uε|p
)1/p
≤ Cp
(
−
∫
B(x0,r)∩Ω
|∇uε|2
)1/2
,
where Cp depends only on p, µ, ω(t) in (3.3.1), and Ω.
Proof. We prove (4.3.3) by combining the interior W 1,p estimates in Section 3.3 with
the boundary Ho¨lder estimates in Section 4.2. Let δ(x) = dist(x, ∂Ω). It follows from
Theorem 3.3.1 and Cacciopoli’s inequality that
(4.3.4) −
∫
B(y,cδ(y))
|∇uε(x)|p dx ≤ C −
∫
B(y,2cδ(y))
∣∣∣∣uε(x)δ(x)
∣∣∣∣p dx,
for any y ∈ B(x0, r/2) ∩ Ω, where p > 2 and c > 0 is sufficiently small. Observe that if
|x− y| < c δ(y) for some c ∈ (0, 1/2), then
δ(x) ≤ |x− y|+ δ(y) ≤ 2 δ(y).
Also, since δ(y) ≤ |x− y|+ δ(x) ≤ c δ(y) + δ(x), we have δ(y) ≤ 2 δ(x). By integrating both
sides of (4.3.4) in y over B(x0, r/2) ∩ Ω, we obtain
(4.3.5)
∫
B(x0,r/2)∩Ω
|∇uε|p dx ≤ C
∫
B(x0,3r/4)∩Ω
∣∣∣∣uε(x)δ(x)
∣∣∣∣p dx.
Finally, since uε = 0 on B(x0, r) ∩ ∂Ω, the boundary Ho¨lder estimate in Theorem (4.2.1)
gives
(4.3.6) |uε(x)| ≤ Cσ
(
δ(x)
r
)σ (
−
∫
B(x0,r)∩Ω
|uε|2
)1/2
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for any x ∈ B(x0, 3r/4)∩Ω, where σ ∈ (0, 1). By choosing σ close to 1 so that p(1− σ) < 1
and substituting estimate (4.3.6) into (4.3.5), we see that(
−
∫
B(x0,r/2)∩Ω
|∇uε|p dx
)1/p
≤ C
r
(
−
∫
B(x0,r)∩Ω
|uε|2
)1/2
.
Since uε = 0 on B(x0, r) ∩ ∂Ω, by Poincare´ inequality, this yields (4.3.3). 
Proof of Theorem 4.3.1. First, since g ∈ B1− 1p ,p(∂Ω;Rm), there existsG ∈ W 1,p(Ω;Rm)
such that G = g on ∂Ω and
‖G‖W 1,p(Ω;Rm) ≤ C ‖g‖
B
1− 1p ,p(∂Ω)
.
By considering the function uε −G, we may reduce the general case to the case G = 0.
Next, note that if uε ∈ W 1,p0 (Ω;Rm) is a weak solution of Lε(uε) = F in Ω, and u˜ε ∈
W 1,p
′
0 (Ω;R
m) is a weak solution of L∗ε(u˜ε) = F˜ in Ω, then
〈F, u˜ε〉W−1,p(Ω)×W 1,p′0 (Ω) =
∫
Ω
A(x/ε)∇uε · ∇u˜ε dx = 〈F˜ , uε〉W−1,p′(Ω)×W 1,p0 (Ω).
Thus, by a duality argument, it suffices to prove the estimate (4.3.2) with g = 0 for p > 2.
Finally, let p > 2 and F ∈ W−1,p(Ω;Rm). There exist {f0, f1, . . . , fd} ⊂ Lp(Ω;Rm) such
that
F = f0 +
∂fi
∂xi
and
d∑
i=0
‖fi‖Lp(Ω) ≤ C ‖F‖W−1,p(Ω).
We show that if uε ∈ W 1,20 (Ω;Rm) and Lε(uε) = F in Ω, then
(4.3.7) ‖∇uε‖Lp(Ω) ≤ C
d∑
i=0
‖fi‖Lp(Ω).
This will be done by applying the real-variable argument given by Theorem 3.2.6 (with
η = 0). Let q = p+ 1. Consider two functions
H(x) = |∇uε(x)| and h(x) =
d∑
i=0
|fi(x)| in Ω.
For each ball B with the property that |B| ≤ c0|Ω| and either 4B ⊂ Ω or B is centered on
∂Ω, we need to construct two measurable functions HB and RB that satisfy H ≤ |HB|+ |RB|
on Ω ∩ 2B and condition (3.2.24). We will only deal with the case where B is centered on
∂Ω. The other case is already treated in the proof of interior W 1,p estimates in Section 3.3.
Let B = B(x0, r) for some x0 ∈ ∂Ω and 0 < r < r0/16. Write uε = vε + wε in 4B ∩ Ω,
where vε ∈ W 1,20 (4B ∩ Ω;Rm) and Lε(vε) = F in 4B ∩ Ω. Let
HB = |∇vε| and RB = |∇wε|.
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Then H ≤ HB +RB in 2B ∩ Ω, and by Theorem 1.1.5,(
−
∫
Ω∩2B
|HB|2
)1/2
≤ C
(
−
∫
Ω∩4B
|∇vε|2
)1/2
≤ C
(
−
∫
Ω∩4B
|h|2
)1/2
.
Note that Lε(wε) = 0 in Ω∩ 4B and wε = 0 on 4B ∩ ∂Ω. In view of Lemma 4.3.2 we obtain(
−
∫
Ω∩2B
|RB|q
)1/q
=
(
−
∫
Ω∩2B
|∇wε|q
)1/q
≤ C
(
−
∫
Ω∩4B
|∇wε|2
)1/2
≤ C
(
−
∫
Ω∩4B
|∇uε|2
)1/2
+ C
(
−
∫
Ω∩4B
|∇vε|2
)1/2
≤ C
(
−
∫
Ω∩4B
|HB|2
)1/2
+ C
(
−
∫
Ω∩4B
|h|2
)1/2
.
Thus we have verified all conditions in Theorem 3.2.6 with η = 0. Consequently, we obtain(∫
Ω
|∇uε|p
)1/p
≤ C
{(∫
Ω
|∇uε|2
)1/2
+
(∫
Ω
|h|p
)1/p}
≤ C
d∑
i=0
‖fi‖Lp(Ω)
≤ C ‖F‖W−1,p(Ω).
This completes the proof. 
Let Ω be a bounded Lipschitz domain in Rd. Let x0 ∈ ∂Ω and 0 < r < r0. Suppose
that Lε(uε) = 0 in B(x0, r) ∩ Ω and uε = 0 on B(x0, r) ∩ ∂Ω. It follows from the proof of
Theorem 4.1.3 that
(4.3.8)
(
−
∫
B(x0,sr)∩Ω
|∇uε|2
)1/2
≤ C
(t− s)r
(
−
∫
B(x0,tr)∩Ω
|uε|2
)1/2
,
where (1/2) < s < t < 1 and C depends only on µ and Ω. By Sobolev-Poincare´ inequality
it follows that
(4.3.9)
(
−
∫
B(x0,sr)∩Ω
|∇uε|2
)1/2
≤ C
(t− s)
(
−
∫
B(x0,tr)∩Ω
|∇uε|q
)1/2
,
where q = 2d
d+2
for d ≥ 3, and 1 < q < 2 for d = 2. Consequently, as in the interior case, by
a real-variable argument [37], there exists p¯ > 2, depending only on µ and Ω, such that
(4.3.10)
(
−
∫
B(x0,r/4)∩Ω
|∇uε|p¯
)1/p¯
≤ C
(
−
∫
B(x0,r/2)∩Ω
|∇uε|2
)1/2
.
By the proof of Theorem 4.3.1, the boundary reverse Ho¨lder inequality (4.3.10) and its
interior counterpart (1.1.12) yields the following.
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Theorem 4.3.3. Suppose that A satisfies (1.1.2)-(1.1.3). Let Ω be a bounded Lipschitz
domain. Then there exists δ ∈ (0, 1/2), depending only on µ and Ω, such that for any
F ∈ W−1,p(Ω;Rm) and g ∈ B1− 1p ,p(∂Ω;Rm) with |1
p
− 1
2
| < δ, there exists a unique solution
in W 1,p(Ω;Rm) to the Dirichlet problem: Lε(uε) = F in Ω and uε = g on ∂Ω. Moreover, the
solution satisfies the estimate (4.3.2) with constant C depending only on p, µ and Ω.
Theorem 4.3.3 is due to N. Meyers [58] in the case that Ω is smooth. We point out that
no smoothness or periodicity assumption on A is needed.
4.4. Green functions and Dirichlet correctors
The m×m matrix Gε(x, y) =
(
Gαβε (x, y)
)
of Green functions for the operator Lε in Ω is
defined, at least formally, by
(4.4.1)
{
Lε
(
Gβε (·, y)
)
= eβδy(·) in Ω,
Gβε (·, y) = 0 on ∂Ω,
where Gβε (x, y) = (G
1β
ε (x, y), . . . , G
mβ
ε (x, y)), e
β = (0, . . . , 1, . . . , 0) with 1 in the βth position,
and δy(·) denotes the Dirac delta function with pole at y. More precisely, if F ∈ C∞0 (Ω;Rm),
then
uε(x) =
∫
Ω
Gε(x, y)F (y) dy
is the weak solution in H10 (Ω;R
m) to the Dirichlet problem: Lε(uε) = F in Ω and uε = 0 on
∂Ω.
In the case m = 1 or d = 2, it is known that if Ω is Lipschitz and A satisfies the ellipticity
condition (1.1.2)-(1.1.3), the Green functions exist and satisfy the estimate
(4.4.2) |Gε(x, y)| ≤
{
C |x− y|2−d if d ≥ 3,
C
{
1 + ln(r0|x− y|−1)
}
if d = 2
for any x, y ∈ Ω and x 6= y, where r0 = diam(Ω). See e.g. [42, 81]. If d ≥ 3 and m ≥ 2,
the matrix of Green’s functions can be constructed and |Gε(x, y)| ≤ C |x − y|2−d continues
to hold as long as local solutions of Lε(uε) = 0 and L∗ε(vε) = 0 satisfy the De Giorgi -Nash
Ho¨lder estimates [46]. As a result, in view of the interior and boundary Ho¨lder estimates in
Sections 3.3 and 4.2, we obtain the following.
Theorem 4.4.1. Suppose that A is 1-periodic and satisfies (1.1.2)-(1.1.3). Also assume
that A satisfies the VMO condition (3.3.1). Let Ω be a bounded C1 domain in Rd. Then the
matrix Gε(x, y) of Green functions exists and satisfies the estimate (4.4.2). Moreover,
(4.4.3)

|Gε(x, y)| ≤ C[δ(x)]
σ
|x− y|d−2+σ if δ(x) <
1
4
|x− y|,
|Gε(x, y)| ≤ C[δ(y)]
σ1
|x− y|d−2+σ1 if δ(y) <
1
4
|x− y|,
|Gε(x, y)| ≤ C[δ(x)]
σ[δ(y)]σ1
|x− y|d−2+σ+σ1 if δ(x) <
1
4
|x− y| or δ(y) < 1
4
|x− y|,
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for any x, y ∈ Ω and x 6= y, where 0 < σ, σ1 < 1 and δ(x) = dist(x, ∂Ω). The constant C
depends at most on µ, σ, σ1, ω(t) in (3.0.1), and Ω.
Proof. As we mentioned above, the existence of Green functions and estimate (4.4.2)
follow from the interior and boundary Ho¨lder estimates in Theorems 3.3.7 and 4.2.1, by the
general results in [46, 81]. Suppose that d ≥ 3. To see the first inequality in (4.4.3), we fix
x0, y0 ∈ Rd with δ(x0) < 12 |x0− y0|, and consider uε(x) = Gβε (x, y0). Let r = |x0 − y0|. SinceLε(uε) = 0 in B(z0, r/2) ∩ Ω and uε = 0 on ∂Ω, by Theorem 4.2.1, we obtain
(4.4.4) |uε(x)| ≤ Cσ
(
δ(x)
r
)σ (
−
∫
B(z0 ,r/2)∩Ω
|uε|2
)1/2
for any x ∈ B(z0, r/4) ∩ Ω, where z0 ∈ ∂Ω and δ(x0) = |x0 − z0|. This gives
|Gε(x0, y0)| ≤ C (δ(x0))σ |x0 − y0|2−d−σ.
The second inequality in (4.4.3) follows from the first and the fact that
(4.4.5) G∗αβε (x, y) = G
βα
ε (y, x)
for any x, y ∈ Ω, where G∗ε(x, y) =
(
G∗αβε (x, y)
)
denotes the matrix of Green functions for
the operator L∗ε in Ω. To prove the third inequality, we assume that δ(x) < 14 |x − y| and
δ(y) < 1
4
|x − y|. For otherwise the estimate follows from the first two. We repeat the
argument for the first inequality, but using the second inequality to estimate the RHS of
(4.4.4).
Finally, we note that if d = 2, the argument given above works equally well, provided the
estimate |Gε(x, y)| ≤ C holds in the case δ(x) < (1/2)|x− y|. The latter estimate is indeed
true in the general case (see [81]) 
An argument similar to that used in the poof of Theorem 4.4.1 gives
(4.4.6) |Gε(x, y)−Gε(z, y)| ≤ Cσ |x− z|
σ
|x− y|d−2+σ if |x− z| < (1/2)|x− y|,
and
(4.4.7) |Gε(x, y)−Gε(x, z)| ≤ Cσ |y − z|
σ
|x− y|d−2+σ if |y − z| < (1/2)|x− y|,
for any σ ∈ (0, 1).
Theorem 4.4.2. Assume that A and Ω satisfy the same conditions as in Theorem 4.4.1.
Then, for any σ ∈ (0, 1),
(4.4.8)
∫
Ω
|∇yGε(x, y)|
[
δ(y)
]σ−1
dy ≤ Cσ
[
δ(x)
]σ
,
where Cσ depends only on σ, µ, ω(t) in (3.0.1), and Ω.
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Proof. Fix x ∈ Ω and let r = δ(x)/2. By Ho¨lder’s inequality, Cacciopoli’s inequality,
and estimate (4.4.3),∫
B(x,r)
|∇Gε(x, y)| dy =
∞∑
j=0
∫
2−j−1≤|y−x|<2−jr
|∇yGε(x, y)| dy
≤ C
∞∑
j=0
(
−
∫
2−j−2r≤|y−x|≤2−j+1r
|Gε(x, y)|2 dy
)1/2
(2−jr)d−1
≤ Cr.
It follows that
(4.4.9)
∫
B(x,r)
|∇yGε(x, y)|
[
δ(y)
]σ−1
dy ≤ C rσ.
Next, to estimate the integral on Ω \ B(x, r), we observe that if Q is a cube in Rd with
the property that 3Q ⊂ Ω \ {x} and its side length ℓ(Q) ∼ dist(Q, ∂Ω), then
(4.4.10)
∫
Q
|∇yGε(x, y)|
[
δ(y)
]σ−1
dy ≤ C [ℓ(Q)]σ−1|Q|(−∫
Q
|∇yGε(x, y)|2 dy
)1/2
≤ C [ℓ(Q)]σ−2|Q|(−∫
2Q
|Gε(x, y)|2 dy
)1/2
,
where we have used Cacciopoli’s inequality for the last step. This, together with the third
inequality in (4.4.3), gives
(4.4.11)
∫
Q
|∇yGε(x, y)|
[
δ(y)
]σ−1
dy
≤ C rσ1 [ℓ(Q)]σ+σ2−2|Q|
(
−
∫
2Q
dy
|x− y|2(d−2+σ1+σ2)
)1/2
≤ C rσ1 [ℓ(Q)]σ+σ2−2
∫
2Q
dy
|x− y|(d−2+σ1+σ2)
≤ C rσ1
∫
Q
[δ(y)]σ+σ2−2
|x− y|d−2+σ1+σ2 dy,
where 0 < σ1, σ2 < 1, and we have used the observation that δ(y) ∼ ℓ(Q) for y ∈ 2Q and
|x− y| ∼ |x− z| for any y, z ∈ 2Q.
Finally, we perform a Whitney decomposition on Ω (see [77]). This gives Ω = ∪jQj ,
where {Qj} is a sequence of (closed) non-overlapping cubes with the property that 4Qj ⊂ Ω
and dist(Qj , ∂Ω) ∼ ℓ(Qj). Let
O =
⋃
3Qj⊂Ω\{x}
Qj .
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Note that if y ∈ Ω \ O, then y ∈ Qj for some Qj such that x ∈ 3Qj . It follows that
|y − x| ≤ C ℓ(Qj) ≤ Cδ(x). Hence,
(4.4.12)
∫
Ω\O
|∇yGε(x, y)|
[
δ(y)
]σ−1
dy ≤ C rσ−1,
by the proof of (4.4.9). By summation, the estimate(4.4.11) leads to
(4.4.13)
∫
O
|∇yGε(x, y)|
[
δ(y)
]σ−1
dy ≤ C rσ1
∫
Ω
[δ(y)]σ+σ2−2
(|x− y|+ r)d−2+σ1+σ2 dy.
Since Ω is Lipschitz, the integral in the RHS of (4.4.13) is bounded by
C
∫ ∞
0
∫
Rd−1
tσ+σ2−2
(|y′|+ |t− r|+ r|)d−2+σ1+σ2 dy
′dt
≤ C
∫ ∞
0
tσ+σ2−2
(|t− r|+ r)σ1+σ2−1 dt
≤ C rσ−σ1
∫ ∞
0
tσ+σ2−2
(|t− 1|+ 1)σ1+σ2−1 dt
≤ C rσ−σ1 ,
where we have chosen σ1, σ2 ∈ (0, 1) so that σ1 + σ2 > 1 and σ < σ1 < 1. This, together
with (4.4.13) and (4.4.12), completes the proof. 
Definition 4.4.3. The Dirichlet corrector Φε =
(
Φβε,j
)
for the operator Lε in Ω is defined
by
(4.4.14)
{
Lε(Φβε,j) = 0 in Ω,
Φβε,j = P
β
j on ∂Ω,
where P βj (x) = xje
β for 1 ≤ j ≤ d and 1 ≤ β ≤ m.
In the study of boundary Lipschitz estimates for solutions with the Dirichlet condition,
the function Φβε,j(x)−P βj (x) plays a similar role as εχβj (x/ε) for interior Lipschitz estimates.
Note that Φβε,j − P βj ∈ H10 (Ω) satisfies
Lε
{
Φβε,j − P βj
}
= Lε
{
εχβj (x/ε)
}
in Ω.
Our goal in the rest of this section is to establish the following Lipschitz estimate of Φε.
Theorem 4.4.4. Suppose that A is 1-periodic and satisfies (1.1.2)-(1.1.3). Also assume
that A satisfies the Ho¨lder continuity condition (3.0.2). Let Ω be a bounded C1,η domain.
Then
(4.4.15) ‖∇Φε‖L∞(Ω) ≤ C,
where C depends only on µ, λ, τ and Ω.
The proof of Theorem 4.4.4 uses the estimate of Green functions in Theorem 4.4.2 and
a blowup argument.
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Lemma 4.4.5. Suppose that A and Ω satisfy the same conditions as in Theorem 4.4.1.
For g ∈ C0,1(Ω;Rm), let uε ∈ H1(Ω;Rm) be the solution of the Dirichlet problem: Lε(uε) = 0
in Ω and uε = g on ∂Ω. Then for any x0 ∈ ∂Ω and c ε ≤ r < diam(Ω),
(4.4.16)
(
−
∫
B(x0,r)∩Ω
|∇uε|2
)1/2
≤ C
{
‖∇g‖L∞(Ω) + ε−1‖g‖L∞(Ω)
}
,
where C depends only on µ, ω(t) in (3.0.1), and Ω.
Proof. Let vε = gϕε, where ϕε is a cut-off function in C
∞
0 (R
d) such that 0 ≤ ϕε ≤ 1,
ϕε(x) = 1 if δ(x) ≤ (ε/4), ϕε(x) = 0 if δ(x) ≥ (ε/2), and |∇ϕε| ≤ C ε−1. Note that
(4.4.17) ‖∇vε‖L∞(Ω) ≤ C
{
‖∇g‖L∞(Ω) + ε−1‖g‖L∞(Ω)
}
.
Thus it suffices to estimate wε = uε − vε.
To this end, we observe that Lε(wε) = −Lε(vε) in Ω and wε = 0 on ∂Ω. It follows that
wαε (x) = −
∫
Ω
∂
∂yi
{
Gαβε (x, y)
}
· aβγij (y/ε) ·
∂vγε
∂yj
dy.
Hence,
|wε(x)| ≤ C ‖∇vε‖L∞(Ω)
∫
δ(y)≤ε
|∇yGε(x, y)| dy.
By Theorem 4.4.2,
(4.4.18)
∫
δ(y)≤ε
|∇yGε(x, y)| dy ≤ Cσ [δ(x)]σε1−σ
for any σ ∈ (0, 1). This implies that
‖wε‖L∞(B(Q,2r)∩Ω) ≤ Cσrσε1−σ‖∇vε‖L∞(Ω)
≤ C r‖∇vε‖L∞(Ω),
where we have used the assumption r ≥ c ε. By Caccioppoli’s inequality we obtain
−
∫
B(Q,r)∩Ω
|∇wε|2 ≤ C
r2
−
∫
B(Q,2r)∩Ω
|wε|2 + C ‖∇vε‖2L∞(Ω)
≤ C ‖∇vε‖2L∞(Ω),
which, in view of (4.4.17), gives the desired estimate. 
Proof of Theorem 4.4.4. Let r0 = diam(Ω). The case ε ≥ cr0 follows from the bound-
ary Lipschitz estimates in C1,η domains for elliptic systems in divergence form with Ho¨lder
continuous coefficients [38]. Suppose that 0 < ε < c r0. Fix 1 ≤ j ≤ d and 1 ≤ β ≤ m, let
uε = Φ
β
ε,j(x)− P βj (x)− εχβj (x/ε).
Then Lε(uε) = 0 in Ω and uε = −εχβj (x/ε) on ∂Ω. Under the assumption that A is Ho¨lder
continuous, the corrector ∇χ is Ho¨lder continuous. It then follows from Lemma 4.4.5 that
(4.4.19) −
∫
B(x0,r)∩Ω
|∇uε|2 ≤ C
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for any x0 ∈ ∂Ω and c ε < r < r0. By the interior Lipschitz estimates in Section 3.1,
this implies that |∇uε(x)| ≤ C if δ(x) ≥ ε. Indeed, suppose x ∈ Ω and δ(x) ≥ ε. Let
r = δ(x) = |x− x0|, where x0 ∈ ∂Ω. Then
|∇uε(x)| ≤ C
(
−
∫
B(x,r/2)
|∇uε|2
)1/2
≤ C
(
−
∫
B(x0,2r)∩Ω
|∇uε|2
)1/2
≤ C
Consequently, we obtain
|∇Φε(x)| ≤ C + C ‖∇χ‖∞ ≤ C,
if δ(x) ≥ ε.
The case δ(x) < ε can be handled by a blow-up argument, using the observation
(4.4.20) −
∫
B(x0,2ε)∩Ω
|∇Φε|2 ≤ C,
which follows from (4.4.19). Without loss of generality, suppose x0 = 0 ∈ ∂Ω. Consider
w(x) = ε−1Φβε,j(εx) in Ω
ε = {x ∈ Rd : εx ∈ Ω}. Then L1(w) = 0 in Ωε and w = P βj (x) on
∂Ωε. It follows from the boundary Lipschitz estimates for L1 that
‖∇w‖L∞(B(0,1)∩Ωε) ≤ C
{
1 +
(
−
∫
B(0,2)∩Ωε
|∇w|2
)1/2}
.
By a change of variables, this yields
‖∇Φε‖L∞(B(0,ε)∩Ω) ≤ C
{
1 +
(
−
∫
B(0,2ε)∩Ω
|∇Φε|2
)1/2}
≤ C,
which completes the proof of Theorem 4.4.4. 
Remark 4.4.6. Let ψ : Rd−1 → R be a function such that
(4.4.21)
{
ψ(0) = 0, supp(ψ) ⊂ {x′ : |x′| ≤ 3},
‖∇ψ‖∞ ≤M0 and ‖∇ψ‖C0,η(Rd−1) ≤ M0,
where η ∈ (0, 1) and M0 > 0 are fixed. We construct a bounded C1,η domain Ωψ in Rd with
the following property,
(4.4.22)

D(4, ψ) ⊂ Ωψ ⊂
{
(x′, xd) : |x′| < 8 and |xd| < 100(M0 + 1)
}
,{
(x′, ψ(x′)) : |x′| < 4} ⊂ ∂Ωψ ,
Ωψ \ {(x′, ψ(x′)) : |x′| ≤ 4} depends only on M0.
Let Φε = Φε(x,Ωψ, A) be the matrix of Dirichlet correctors for Lε in Ωψ. It follows from the
proof of Theorem 4.4.4 that
‖∇Φε(·,Ωψ, A)‖L∞(Ωψ) ≤ C,
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where C depends only on µ, λ, τ , and (η,M0) in (4.4.21). Also note that by (2.2.9),
‖Φβε,j(·,Ωψ, A)− P βj (·)‖L2(Ωψ) ≤ C
√
ε.
4.5. Boundary Lipschitz estimates
In this section we establish the uniform boundary Lipschitz estimates in C1,η domains
for solutions with Dirichlet conditions under the assumption that A is elliptic, periodic and
Ho¨lder continuous.
Let ∇tang denote the tangential gradient of g on the boundary.
Theorem 4.5.1. Suppose that A is 1-periodic and satisfies (1.1.2)-(1.1.3). Also assume
that A satisfies (3.0.2). Let Ω be a bounded C1,η domain for some η ∈ (0, 1). Suppose
uε ∈ H1(B(x0, r) ∩ Ω;Rm) is a solution of{Lε(uε) = 0 in B(x0, r) ∩ Ω,
uε = g on B(x0, r) ∩ ∂Ω
for some g ∈ C1,η(B(x0, r) ∩ ∂Ω;Rm), where x0 ∈ ∂Ω and 0 < r < r0. Then
(4.5.1)
‖∇uε‖L∞(B(x0,r/2)∩Ω) ≤ C
{
r−1
(
−
∫
B(x0,r)∩Ω
|uε|2
)1/2
+ rη‖∇tang‖C0,η(B(x0,r)∩∂Ω)
+ ‖∇tang‖L∞(B(x0,r)∩∂Ω) + r−1‖g‖L∞(B(x0,r)∩∂Ω)
}
,
where C depends only on µ, λ, τ , and Ω.
As in the case of interior Lipschitz estimates, Theorem 4.5.1 is proved by a compactness
argument. However, we need to replace εχ(x/ε) by the function Φε(x)− P (x), where Φε is
the matrix of Dirichlet correctors constructed in Section 4.4.
Let Dr = D(r, ψ) and ∆r = ∆(r, ψ) be defined by (4.1.5) with ψ satisfying (4.4.21).
Lemma 4.5.2 (One-step improvement). Let σ = η/4. Let Φβε,j = Φ
β
ε,j(x,Ωψ, A) be
defined as in Remark 4.4.6. There exist constants ε0 ∈ (0, 1/2) and θ ∈ (0, 1/4), depending
only on µ, λ, τ , and (η,M0), such that
(4.5.2)
(
−
∫
Dθ
∣∣uε − Φβε,jnj(0)ni(0)−∫
Dθ
∂uβε
∂xi
∣∣2)1/2 ≤ θ1+σ,
whenever 0 < ε < ε0, {Lε(uε) = 0 in D1,
u = g on ∆1,
and 
(
−
∫
D1
|uε|2
)1/2
≤ 1, ‖∇tang‖C0,2σ(∆1) ≤ 1,
g(0) = 0, |∇tang(0)| = 0.
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Proof. The lemma is proved by contradiction, using Lemma 4.2.4 and the following
observation: if div(A0∇w) = 0 in D(1/2) and w = g on ∆(1/2), where A0 is a constant
matrix satisfying (1.2.28) and |g(0)| = |∇tang(0)| = 0, then
(4.5.3)
∥∥w−xjnj(0)ni(0)−∫
Dr
∂w
∂xi
∥∥
L∞(Dr)
≤ C0 r1+2σ
{
‖w‖L2(D1/2) + ‖∇tang‖C0,2σ(∆1/2)
}
for any r ∈ (0, 1/4), where C0 depends only on µ and (η,M0) in (4.4.21). To see (4.5.3),
we use the boundary C1,2σ estimates in C1,η domains for second-order elliptic systems with
constant coefficients satisfying the Legendre-Hadamard ellipticity condition (1.2.28),
‖∇w‖C0,2σ(D1/4) ≤ C
{
‖w‖L2(D1/2) + ‖∇tang‖C0,2σ(∆1/2)
}
,
to obtain
(4.5.4)
∥∥w − xj −∫
Dr
∂w
∂xj
∥∥
L∞(Dr)
≤ C r1+2σ‖∇w‖C0,2σ(Dr)
≤ C r1+2σ‖∇w‖C0,2σ(D1/4)
≤ Cr1+2σ
{
‖w‖L2(D1/2) + ‖∇tang‖C0,2σ(∆1/2)
}
.
Since ∇tanw(0) = 0, we have
ni(0)
∂w
∂xj
(0)− nj(0) ∂w
∂xi
(0) = 0.
Hence, for x ∈ Dr,∣∣∣∣xj −∫
Dr
∂w
∂xj
− xjnj(0)ni(0)−
∫
Dr
∂w
∂xi
∣∣∣∣
=
∣∣∣∣xjni(0){ni(0)−∫
Dr
∂w
∂xj
− nj(0)−
∫
Dr
∂w
∂xi
}∣∣∣∣
=
∣∣∣∣xjni(0){ni(0)−∫
Dr
(
∂w
∂xj
− ∂w
∂xj
(0)
)
− nj(0)−
∫
Dr
(
∂w
∂xi
− ∂w
∂xi
(0)
)}∣∣∣∣
≤ C|x| −
∫
Dr
|∇w −∇w(0)|
≤ C r1+2σ‖∇w‖C0,2σ(Dr).
This, together with (4.5.4), gives (4.5.3).
Next we choose θ ∈ (0, 1/4), depending only on µ, η and M0, such that
2C0θ
σ{1 + |D(1, ψ)|1/2} ≤ 1.
We will show that for this θ, there exists ε0 > 0, depending only on µ, λ, τ , and (η,M0),
such that the estimate (4.5.2) holds.
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Suppose this is not the case. Then there exist sequences {εℓ} ⊂ R+, {Aℓ} satisfying
(1.0.2), (1.1.2)-(1.1.3) and (3.0.2), {uℓ}, {gℓ} and {ψℓ}, such that εℓ → 0, ψℓ satisfies (4.4.21),{
div(Aℓ(x/εℓ)∇uℓ) = 0 in D(1, ψℓ),
uℓ = gℓ on ∆(1, ψℓ),
(4.5.5)
(
−
∫
D(θ,ψℓ)
∣∣uℓ − Φβ,ℓεℓ,jnℓj(0)nℓi(0)−∫
D(θ,ψℓ)
∂uβℓ
∂xi
∣∣2)1/2 > θ1+σ,
and
(4.5.6)
|gℓ(0)| = |∇tangℓ(0)| = 0,
‖uℓ‖L2(D(1,ψℓ)) ≤ 1, ‖∇tangℓ‖C0,2σ(D(1,ψℓ)) ≤ 1,
where nℓ = (nℓ1, . . . , n
ℓ
d) denotes the outward unit normal to ∂D(1, ψℓ) and
Φβ,ℓεℓ (x) = Φ
β
εℓ
(x,Ωψℓ , A
ℓ).
In view of Lemma 4.2.4, by passing to subsequences we may assume that as ℓ→∞,
(4.5.7)

Âℓ → A,
ψℓ → ψ in C1(|x′| < 4),
gℓ(x
′, ψℓ(x
′))→ g(x′, ψ(x′)) in C1(|x′| < 1),
uℓ(x
′, xd − ψℓ(x′))→ u(x′, xd − ψ(x′)) weakly in L2(D(1, 0);Rm),
uℓ(x
′, xd − ψℓ(x′))→ u(x′, xd − ψ(x′)) weakly in H1(D(1/2, 0);Rm).
Moreover, u is a weak solution of div
(
A∇w) = 0 in D(1/2, ψ) with u = g on ∆(1/2, ψ), and
A is a constant matrix satisfying (1.2.28).
By Remark 4.4.6,
(4.5.8) ‖Φβ,ℓεℓ,j − P βj ‖L2(Ωψℓ) ≤ C
√
εℓ.
This, together with (4.5.7), allows us to take the limit (ℓ→∞) in (4.5.5) to arrive at
(4.5.9)
(
−
∫
Dθ
∣∣u− xjnj(0)ni(0)−∫
Dθ
∂u
∂xi
∣∣2 dx)1/2 ≥ θ1+σ,
where Dθ = D(θ, ψ). Similarly, by (4.5.6) and (4.5.7), we obtain
‖u‖L2(D1) ≤ 1 and ‖∇tang‖C0,2σ(∆1) ≤ 1.
It then follows from (4.5.9) and (4.5.3) that
θ1+σ ≤ C0 θ1+2σ
{
1 + |D(1, ψ)|1/2},
which is in contradiction with the choice of θ. This completes the proof. 
4.5. BOUNDARY LIPSCHITZ ESTIMATES 101
Let ψk(x
′) = θ−kψ(θkx′), where k ≥ 1 and ψ : Rd−1 → R be a C1,η function satisfying
(4.4.21). Let
(4.5.10) Πβ,kε,j (x) = θ
kΦβε
θk
,j(θ
−kx,Ωψk , A).
Then
(4.5.11) L ε
θk
(
Πβ,kε,j
)
= 0 in D(1, ψ) and Πβ,kε,j = P
β
j on ∆(1, ψ).
This will be used in the next lemma.
Lemma 4.5.3 (Iteration). Let σ, ε0 and θ be constants given by Lemma 4.5.2. Suppose
that Lε(uε) = 0 in D(1, ψ) and uε = g on ∆(1, ψ), where g ∈ C1,2σ(∆(1, ψ);Rm) and
|g(0)| = |∇tang(0)| = 0. Assume that ε < θℓ−1ε0 for some ℓ ≥ 1. Then there exist constants
Ekε =
(
Eβ,kε
) ∈ Rm for k = 0, . . . , ℓ− 1, such that
(4.5.12) |Ekε | ≤ Cθ−1J
and
(4.5.13)
(
−
∫
D(θℓ,ψ)
∣∣∣uε − ℓ−1∑
k=0
θσkΠβ,kε,j (x)nj(0)E
β,k
ε
∣∣∣2 dx)1/2 ≤ θℓ(1+σ)J,
where Πβ,kε,j is defined by (4.5.10),
(4.5.14) J = max
{
‖∇tan‖C0,2σ(∆(1,ψ)),
(
−
∫
D(1,ψ)
|uε|2
)1/2}
,
and ψk(x
′) = θ−kψ(θkx′).
Proof. The lemma is proved by an induction argument on ℓ. The case ℓ = 1 follows by
applying Lemma 4.5.2 to uε/J , with
Eβ,0ε = ni(0)−
∫
D(θ,ψ)
∂uβε
∂xi
.
Suppose that Lemma 4.5.3 holds for some ℓ ≥ 1. Consider the function
w(x) = θ−ℓ
{
uε(θ
ℓx)−
ℓ−1∑
k=0
θσk Πβ,kε,j (θ
ℓx)nj(0)E
β,k
ε
}
on D(1, ψℓ). Note that Lθ−ℓε(w) = 0 in D(1, ψℓ) and w(0) = 0. Also, since ∇tanuε(0) = 0
and
∇tanΠβ,kε,j (0)nj(0) = ∇tanP βj (0)nj(0) = 0,
we see that ∇tanw(0) = 0. It then follows from Lemma 4.5.2 that
(4.5.15)
(
−
∫
D(θ,ψℓ)
∣∣∣w − Φβε
θℓ
,j(x,Ωψℓ , A)nj(0)ni(0)−
∫
D(θ,ψℓ)
∂wβ
∂xi
∣∣∣2 dx)1/2
≤ θ1+σmax
{(
−
∫
D(1,ψℓ)
|w|2
)1/2
, ‖∇tanw‖C0,2σ(∆(1,ψℓ))
}
.
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By a change of variables this yields
(4.5.16)
(
−
∫
D(θℓ+1,ψ)
∣∣∣uε − ℓ∑
k=0
θσkΠβ,kε,j (x)nj(0)E
β,k
ε
∣∣∣2 dx)1/2
≤ θℓ+1+σmax
{(
−
∫
D(1,ψℓ)
|w|2
)1/2
, ‖∇tanw‖C0,2σ(∆(1,ψℓ))
}
,
where
Eβ,ℓε = θ
−σℓni(0)−
∫
D(θ,ψℓ)
∂wβ
∂xi
.
Note that by the induction assumption,
(4.5.17)
(
−
∫
D(1,ψℓ)
|w|2
)1/2
≤ θℓσJ.
Also, observe that
‖∇tanw‖C0,2σ(∆(1,ψℓ)) = θ2ℓσ‖∇tanf −
ℓ−1∑
k=0
θσk∇tanΠβ,kε,j nj(0)Eβ,kε ‖C0,2σ(∆(θℓ,ψ))
≤ Jθ2ℓσ
{
1 + Cθ−1
ℓ−1∑
k=0
θσk‖∇tanΠkε,jnj(0)‖C0,2σ(∆(θℓ,ψ))
}
≤ θℓσJ
{
θℓσ + Cθ−1
ℓ−1∑
k=0
θσk‖∇tanPjnj(0)‖C0,2σ(∆(θℓ,ψ))
}
≤ θℓσJ
{
θσ +
C‖n‖C0,2σ(∆(θℓ,ψ))
θ(1− θσ)
}
.
Since ‖∇ψ‖C0,4σ(Rd−1) ≤ M0, by making an initial dilation of the independent variables, if
necessary, we may assume that ψ is such that
θσ +
C‖n‖C0,2σ(∆(1,ψ))
θ(1− θσ) < 1.
This, together with (4.5.16) and (4.5.17), gives the estimate (4.5.13).
Finally, we note that by Caccioppoli’s inequality,
|Eℓε| ≤ C θ−σℓ−1
{(
−
∫
D(1,ψℓ)
|w|2
)1/2
+ ‖∇tanw‖L∞(D(1,ψℓ))
}
≤ C θ−σℓ−1
{
θσJ + ‖∇tanw‖C0,2σ(∆(1,ψℓ))
}
≤ Cθ−1J,
where we have used the fact ∇tanw(0) = 0. The induction argument is now complete. 
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Lemma 4.5.4. Suppose that Lε(uε) = 0 in D1 and uε = g on ∆1. Then
(4.5.18)
(
−
∫
Dr
|∇uε|2
)1/2
≤ C
{(
−
∫
D1
|uε|2
)1/2
+ ‖g‖C1,η(∆1)
}
for any 0 < r < (1/2), where C depends only on µ, λ, τ , and (η,M0).
Proof. Let Φε = Φε(x,Ωψ, A) = (Φ
β
ε,j(x)) and b
β
j =
∂
∂xj
{
gβ(x′, ψ(x′))
}
(0). By consider-
ing the function
uε(x)−
{
uε(0) +
d∑
j=1
Φβε,j(x)b
β
j
}
,
we may assume that |uε(0)| = |∇tanuε(0)| = 0. Under these assumptions we will show that
(4.5.19)
(
−
∫
Dr
|uε|2
)1/2
≤ C r
{(
−
∫
D1
|uε|2
)1/2
+ ‖∇tang‖C0,η(∆1)
}
for 0 < r < (1/2). Estimate (4.5.18) follows from (4.5.19) by Caccioppoli’s inequality.
Let σ, θ and ε0 be the constants given by Lemma 4.5.3. Let 0 < ε < θε0 (the case ε ≥ θε0
follows from the Lipschitz estimates for elliptic systems with Ho¨lder continuous coefficients).
Suppose that
θi+1 ≤ ε
ε0
< θi for some i ≥ 1.
We may assume that 0 < r < θ (the case θ ≤ r < 1/2 is trivial). We first consider the case
ε
ε0
≤ r < θ. Since θℓ+1 ≤ r < θℓ for some ℓ = 1, . . . , i, it follows from Lemma 4.5.3 that
(4.5.20)
(
−
∫
Dr
|uε|2
)1/2
≤ C
(
−
∫
D
θℓ
|uε|2
)1/2
≤ C
(
−
∫
D
θℓ
∣∣uε − ℓ−1∑
k=1
θσkΠβ,kε,j nj(0)E
β,k
ε
∣∣2)1/2 + C ℓ−1∑
k=0
θσk|Ekε |‖Πkε‖L∞(Dθℓ)
≤ θℓ(1+σ)J + CJ
ℓ−1∑
k=0
θσk‖Πkε‖L∞(Dθℓ ),
where
J = max
{‖uε‖L2(D1), ‖g‖C1,η(∆1)}.
Note that Πkε(0) = 0 and by Remark 4.4.6,
‖∇Πkε‖L∞(Dθk ) ≤ C.
This implies that
‖Πkε‖L∞(Dθℓ ) ≤ C θℓ for k < ℓ.
In view of (4.5.20) we obtain estimate (4.5.19) for any r ∈ (ε/ε0, 1).
Finally, to treat the case 0 < r < (ε/ε0), we use a familiar blow-up argument. Let
w(x) = ε−1uε(εx). Then L1(w) = 0 in D(2ε−10 , ψε) and w = ε−1g(εx) on ∆(2ε−10 , ψε), where
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ψε(x
′) = ε−1ψ(εx′). Since |w(0)| = |∇tanw(0)| = 0, by the boundary Lipschitz estimates for
L1,
‖w‖L∞(D(s,ψε)) ≤ C s

(
−
∫
D(2ε−10 ,ψε))
|w|2
)1/2
+ ‖∇tanw‖C0,η(∆(2ε−10 ,ψε))

for 0 < s < (2/ε0). By a change of variables this yields
‖uε‖L∞(D(r,ψ)) ≤ C r
ε−1
(
−
∫
D( 2ε
ε0
,ψ)
|uε|2
)1/2
+ ‖∇tang‖C0,η(∆(1,ψ))

≤ C rJ,
where we have used the estimate (4.5.19) for the case r = (2ε/ε0) in the last inequality. The
proof is now complete. 
We are now in a position to give the proof of Theorem 4.5.1.
Proof of Theorem 4.5.1. By rescaling we may assume that x0 = 0 and r = 1. By a
change of the coordinate system we may deduce from Lemma 4.5.4 that if y ∈ ∂Ω, |y| < (1/2)
and 0 < t < (1/4),(
−
∫
B(y,t)∩Ω
|∇uε|2
)1/2
≤ C
{(
−
∫
B(0,1)∩Ω
|uε|2
)1/2
+ ‖g‖C1,η(B(0,1)∩∂Ω)
}
,
where C depends only on µ, λ, τ , η, and Ω. This, together with the interior Lipschitz
estimate, gives (4.5.1). Indeed, let x ∈ B(0, 1/2) ∩ Ω and t = dist(x, ∂Ω). Choose z ∈
B(0, 1/2) ∩ ∂Ω such that |x− z| ≤ C t. Then
|∇uε(x)| ≤ C
(
−
∫
B(x,t/2)
|∇uε|2
)1/2
≤ C
(
−
∫
B(z,(C+1)t)∩Ω
|∇uε|2
)1/2
≤ C
{(
−
∫
B(0,1)∩Ω
|uε|2
)1/2
+ ‖g‖C1,η(B(0,1)∩∂Ω)
}
,
which completes the proof. 
4.6. Dirichlet problem in C1 and C1,η domains
In this section we establish uniform Ho¨lder estimates and Lipschitz estimates as well as
the nontangential-maximal-function estimates for the Dirichlet problem
(4.6.1)
{Lε(uε) = F in Ω,
uε = g on ∂Ω.
The results for the W 1,p estimates are already given in Section 4.3.
We begin with improved estimates for Green functions.
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Theorem 4.6.1. Suppose that A is 1-periodic and satisfies (1.1.2)-(1.1.3). Also assume
that A satisfies (3.0.2). Let Ω be a bounded C1,η domain for some η ∈ (0, 1). Then the
matrix of Green functions satisfies
(4.6.2) |∇xGε(x, y)|+ |∇yGε(x, y)| ≤ C |x− y|1−d
(4.6.3) |∇xGε(x, y)| ≤ Cδ(y)|x− y|d , |∇yGε(x, y)| ≤
Cδ(x)
|x− y|d ,
and
(4.6.4) |∇x∇yGε(x, y)| ≤ C |x− y|−d
for any x, y ∈ Ω and x 6= y, where C depends only on µ, λ, τ , and Ω.
Proof. Recall that if d ≥ 3, |Gε(x, y)| ≤ C|x− y|2−d. Using Lε
(
Gε(·, y)
)
= 0 in Ω \ {y}
and G∗αβε (x, y) = G
βα
ε (y, x), estimates (4.6.2), (4.6.3), and (4.6.4) follow readily from the
interior and boundary Lipschitz estimates in Sections 3.1 and 4.5. If d = 2 one should
replace the size estimate on |Gε(x, y)| by
|Gε(x, y)−Gε(z, y)| ≤ C if |x− z| < (1/2)|x− y|,
and apply the Lipschitz estimates to uε(x) = Gε(x, y)−G(z, y). 
Theorem 4.6.2 (Lipschitz estimate). Suppose that A and Ω satisfy the same conditions
as in Theorem 4.6.1. Let g ∈ C1,σ(∂Ω;Rm) and F ∈ Lp(Ω;Rm), where σ ∈ (0, η) and
p > d. Then the unique solution in C0,1(Ω;Rm) to the Dirichlet problem (4.6.1) satisfies the
estimate
(4.6.5) ‖∇uε‖L∞(Ω) ≤ C
{
‖g‖C1,σ(∂Ω) + ‖F‖Lp(Ω)
}
,
where C depends only on µ, λ, τ , σ, p, and Ω.
Proof. Let
vε(x) =
∫
Ω
Gε(x, y)F (y) dy.
Then Lε(vε) = F in Ω and vε = 0 on ∂Ω. Note that by (4.6.2),
(4.6.6) |∇vε(x)| ≤ C
∫
Ω
|F (y)|
|x− y|d−1 dy.
By Ho¨lder’s inequality we obtain ‖∇vε‖L∞(Ω) ≤ C ‖F‖Lp(Ω) for p > d. Thus, by subtracting
vε from uε, we may now assume that F = 0 in Theorem 4.6.2. In this case, by covering Ω
with balls of radius c r0, we may deduce from Theorems 4.5.1 and 3.1.2 that
‖∇uε‖L∞(Ω) ≤ C
{
‖∇uε‖L2(Ω) + ‖g‖C1,η(∂Ω)
}
≤ C ‖g‖C1,η(∂Ω),
where we have used the energy estimate
‖∇uε‖L2(Ω) ≤ C ‖g‖H1/2(∂Ω) ≤ C ‖g‖C1(∂Ω).

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Remark 4.6.3. Let vε be the same as in the proof of Theorem 4.6.2. Using the estimate
(4.6.6) and writing
Ω =
∞⋃
j=j0
B(x, 2−jr) ∩ Ω,
where 2−j0r0 ≈ diam(Ω), it is not hard to deduce that
‖vε‖L∞(Ω) ≤ Cρ sup
x∈Ω
0<r<r0
r1−ρ −
∫
B(x,r)∩Ω
|F |,
where ρ ∈ (0, 1). This allows us to replace (4.6.5) by
(4.6.7) ‖∇uε‖L∞(Ω) ≤ C
‖g‖C1,σ(∂Ω) + supx∈Ω
0<r<r0
r1−ρ −
∫
B(x,r)∩Ω
|F |

for any σ, ρ ∈ (0, 1).
Remark 4.6.4. Consider the Dirichlet problem
(4.6.8) Lε(uε) = div(f) in Ω and uε = g on ∂Ω,
where f = (fβi ). Let
(4.6.9) wαε (x) = −
∫
Ω
∂
∂yi
{
Gαβε (x, y)
}
.fβi (y) dy.
Then Lε(wε) = div(f) in Ω and wε = 0 on ∂Ω. Since
wαε (x) = −
∫
Ω
∂
∂yi
{
Gαβε (x, y)
}
.
(
fβi (y)− fβi (x)
)
dy,
it follows that
|∇wε(x)| ≤ C
∫
Ω
|∇x∇yGε(x, y)| |f(y)− f(x)| dy
≤ C ‖f‖C0,ρ(Ω)
∫
Ω
dy
|x− y|d−ρ
≤ C ‖f‖C0,ρ(Ω),
where we have used the estimate (4.6.4). As a result, we obtain the following estimate for
the solutions of (4.6.8),
(4.6.10) ‖∇uε‖L∞(Ω) ≤ C
{
‖g‖C1,σ(∂Ω) + ‖f‖Cρ(Ω)
}
,
under the assumptions that A is periodic, elliptic and Ho¨lder continuous, and that Ω is C1,η.
Recall that for a continuous function u in Ω, the nontangential maximal function is
defined by
(4.6.11) (u)∗(y) = sup
{
|u(x)| : x ∈ Ω and |x− y| < C0 dist(x, ∂Ω)
}
for y ∈ ∂Ω, where C0 = C0(Ω) > 1 is sufficiently large.
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Theorem 4.6.5 (Nontangential-maximal-function estimates). Suppose that A and Ω
satisfy the same conditions as in Theorem 4.6.1. Let 1 < p ≤ ∞. For g ∈ Lp(∂Ω;Rm), let
uε be the unique solution to the Dirichlet problem Lε(uε) = 0 in Ω and uε = g on ∂Ω with
the property (uε)
∗ ∈ Lp(∂Ω). Then
(4.6.12) ‖(uε)∗‖Lp(∂Ω) ≤ Cp ‖g‖Lp(∂Ω),
where Cp depends only on p, µ, λ, τ , and Ω.
Proof. Write
uε(x) =
∫
∂Ω
Pε(x, y)g(y) dy,
where the Poisson kernel Pε(x, y) = (P
αβ
ε (x, y)) for Lε on Ω is given by
(4.6.13) P αβε (x, y) = −ni(y)aγβji (y/ε)
∂
∂yj
{
Gαγε (x, y)
}
for x ∈ Ω and y ∈ ∂Ω, and n = (n1, . . . , nd) denotes the outward unit normal to ∂Ω. In view
of estimate (4.6.3), we have
(4.6.14) |Pε(x, y)| ≤ Cδ(x)|x− y|d ,
and hence
(4.6.15) |uε(x)| ≤ C δ(x)
∫
∂Ω
|g(y)|
|x− y|d dy for x ∈ Ω.
It follows from (4.6.15) that if |x− z| < C0 δ(x) for some z ∈ ∂Ω,
(4.6.16) (uε)
∗(z) ≤ CM∂Ω(g)(z),
where
(4.6.17) M∂Ω(g)(z) = sup
{
−
∫
B(z,r)∩∂Ω
|g| : 0 < r < diam(Ω)
}
is the Hardy-Littlewood maximal function of g on ∂Ω. Since
‖M∂Ω(g)‖Lp(∂Ω) ≤ Cp ‖g‖Lp(∂Ω) for 1 < p ≤ ∞,
the desired estimate ‖M(uε)‖Lp(∂Ω) ≤ Cp ‖g‖Lp(∂Ω) follows readily from (4.6.16). 
Remark 4.6.6 (Agmon-Miranda maximum principle). In the case p = ∞, Theorem
4.6.5 gives
(4.6.18) ‖uε‖L∞(Ω) ≤ C ‖uε‖L∞(∂Ω),
where Lε(uε) = 0 in Ω and C is independent of ε. In particular, let uε = Φβε,j−P βj −εχβj (x/ε),
where (Φβε,j) are the Dirichlet correctors for Lε in Ω. Then Lε(uε) = 0 in Ω and uε =
−εχβj (x/ε) on ∂Ω. It follows from (4.6.18) that ‖uε‖L∞(Ω) ≤ C ε. This yields that
(4.6.19) ‖Φβε,j − P βj ‖L∞(Ω) ≤ Cε.
We end this section with some sharp Ho¨lder estimates in C1 domains under the assump-
tions that A is elliptic, periodic, and belongs to VMO(Rd).
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Theorem 4.6.7 (Ho¨lder estimate). Suppose that A satisfies (1.4.1)-(1.0.2) and belongs
to VMO(Rd). Let Ω be a bounded C1 domain. Let uε be the solution to the Dirichlet problem
(4.6.1). Then
(4.6.20) ‖uε‖Cρ(Ω) ≤ C
{
‖g‖Cρ(∂Ω) + ‖F‖W−1,p(Ω)
}
,
where ρ ∈ (0, 1) and ρ = 1− d
p
.
Proof. By supposition of solutions it suffices to consider two separate cases: (1) g =
0; (2) F = 0. In the first case we use the W 1,p estimates in Theorem 4.3.1 to obtain
‖∇uε‖Lp(Ω) ≤ C ‖F‖W−1,p(Ω). By Sobolev imbedding this implies that
‖uε‖Cρ(Ω) ≤ C ‖F‖W−1,p(Ω),
where ρ = 1− d
p
.
To treat the second case, without loss of generality, we assume that ‖g‖Cρ(∂Ω) = 1. We
need to show that
(4.6.21) |uε(x)− uε(y)| ≤ C |x− y|ρ for any x, y ∈ Ω.
To this end we choose a harmonic function v in Ω such that v = g on ∂Ω. Since Ω is
C1, it is known that such v exists and is unique. Moreover, ‖v‖Cρ(Ω) ≤ C ‖g‖Cρ(∂Ω) = C.
Furthermore, by the boundary Ho¨lder estimates for harmonic functions,
(4.6.22) |∇v(x)| ≤ C[δ(x)]ρ−1.
Let wε = uε − v(x). Then Lε(wε) = −Lε(vε) in Ω and wε = 0 on ∂Ω. Representing wε by
wαε (x) = −
∫
Ω
∂
∂yi
{
Gαβε (x, y)
}
aβγij (y/ε)
∂vγ
∂yj
dy,
we obtain
(4.6.23)
|wε(x)| ≤ C
∫
Ω
|∇yGε(x, y)|
[
δ(y)
]ρ−1
dy
≤ C [δ(x)]ρ,
where we have used the estimate (4.6.22) for the first inequality and Theorem 4.4.2 for the
second. By Caccioppoli’s inequality we also have
(4.6.24)
(
−
∫
B(x,δ(x)/2)
|∇wε|2
)1/2
≤ C
δ(x)
(
−
∫
B(x,3δ(x)/4)
|wε|2
)1/2
+ C
(
−
∫
B(x,3δ(x)/4)
|∇v|2
)1/2
≤ [δ(x)]ρ−1,
where we have used (4.6.23) and (4.6.22) for the last inequality.
Finally, to show (4.6.21), we consider three subcases: (i) |y − x| ≤ δ(x)/4; (ii) |y − x| ≤
δ(y)/4; (iii) |y − x| > δ(x)/4 and |y − x| > δ(y)/4. In the first sub-case, we use the interior
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Ho¨lder estimates to obtain
|uε(x)− uε(y)| ≤ C r
( |x− y|
r
)ρ(
−
∫
B(x,r)
|∇uε|2
)1/2
≤ C |x− y|ρ,
where r = δ(x)/2 and we have used (4.6.24) and (4.6.22). The second case can be handled
in the same manner. In the third case we choose x0, y0 ∈ ∂Ω so that |x − x0| = δ(x) and
|y − y0| = δ(y). Note that
|x0 − y0| ≤ |x− x0|+ |x− y|+ |y − y0| ≤ 9 |x− y|.
Hence,
|uε(x)− uε(y)| ≤ |uε(x)− g(x0)|+ |g(x0)− g(y0)|+ |uε(y)− g(y0)|
≤ C
{
|wε(x)|+ |v(x)− g(x0)|+ |x0 − y0|ρ + |wε(y0)|+ |v(y0)− g(y0)|
}
≤ C
{[
δ(x)
]ρ
+ |x− y|ρ + [δ(y)]ρ}
≤ C |x− y|ρ,
where we have used estimates (4.6.23) and ‖v‖Cρ(Ω) ≤ C. This finishes the proof. 
4.7. Notes
Under the assumption that A is elliptic, periodic, and Ho¨lder continuous, the uniform
boundary Ho¨lder,W 1,p, and Lipschitz estimates with Dirichlet boundary conditions as well as
nontangential-maximal-function estimates were due to M. Avellaneda and and F. Lin [9] (also
see [10, 11, 14]). Our exposition on Ho¨lder, Lipschitz, and nontangential-maximal-function
estimates follows [9] closely. The uniform W 1,p estimates in C1 domains for operators with
periodic VMO coefficients were established in [73]. See also [35, 34]. Theorem 4.4.2 on
Green functions is taken from [74].

CHAPTER 5
Regularity for Neumann Problem
In this chapter we study uniform regularity estimates for the Neumann boundary value
problem,
(5.0.1)

Lε(uε) = F in Ω,
∂uε
∂νε
= g on ∂Ω,
where Lε = −div
(
A(x/ε)∇) and ∂uε
∂νε
denotes the conormal derivative of uε, defined by
(5.0.2)
(
∂uε
∂νε
)α
= nia
αβ
ij (x/ε)
∂uβε
∂xj
.
Our approach is based on a general scheme for establishing regularity estimates at large
scale in homogenization, developed by S.N. Armstrong and C. Smart [5] in the study of
stochastic homogenization. Roughly speaking, the scheme states that if a function uε is
well approximated by C1,α functions at every scale greater than ε, then uε is Lipschitz
continuous at every scale greater than ε. The approach relies on certain (very weak) results
on convergence rates and does not involve correctors in a direct manner. In comparison with
the compactness method used in Chapters 3 and 4, when applied to boundary Lipschitz
estimates, it does not require a-priori Lipschitz estimates for boundary correctors.
We start out in Section 5.1 by establishing a result on the approximation of solutions of
Lε(uε) = F with (partial) Neumann data by solutions of L0(u) = F at large scale. In Section
5.2 we test the scheme in the simple case of boundary Ho¨lder estimates in C1 domains. As
in the case of Dirichlet condition, boundary W 1,p estimates in C1 domains are obtained in
Section 5.3 by combining the boundary Ho¨lder estimates with interior W 1,p estimates in
Chapter 3. In Section 5.4 we prove boundary Lipschitz estimates in C1,α domains, assuming
that A is elliptic, periodic, and Ho¨lder continuous. Section 5.5 is devoted to the study of the
matrix of Neumann functions Nε(x, y). We obtain uniform size estimates for Nε(x, y) and
its derivatives ∇xNε(x, y), ∇yNε(x, y), ∇x∇yNε(x, y). Throughout Sections 5.1-5.5 we shall
assume that A satisfies the Legendre ellipticity condition (1.1.20). In Section 5.6 we discuss
boundary estimates for elliptic systems of linear elasticity with Neumann conditions.
We will be working with local solutions with (partial) Neumann conditions. Let g ∈
L2(B(x0, r) ∩ ∂Ω;Rm) and F ∈ L2(B(x0, r) ∩ Ω;Rm) for some x0 ∈ ∂Ω and 0 < r < r0. We
say uε ∈ H1(B(x0, r) ∩ Ω;Rm) is a weak solution of
Lε(uε) = F in B(x0, r) ∩ Ω and ∂uε
∂νε
= g on B(x0, r) ∩ ∂Ω,
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where F ∈ L2(B(x0, r) ∩ Ω;Rm) and g ∈ L2(B(x0, r) ∩ ∂Ω;Rm), if
(5.0.3)
∫
B(x0,r)∩Ω
A(x/ε)∇uε · ∇ϕdx =
∫
B(x0,r)∩Ω
F · ϕdx+
∫
B(x0,r)∩∂Ω
g · ϕdσ
for any ϕ ∈ C∞0 (B(x0, r);Rm).
5.1. Approximation of solutions at large scale
Throughout this section we assume that A is 1-periodic and satisfies (1.1.20). No smooth-
ness condition on A is needed. Let Dr = D(r, ψ) and ∆r = D(r, ψ) be defined by (4.1.5),
where ψ : Rd−1 → R is a Lipschitz function such that ψ(0) = 0 and ‖∇ψ‖∞ ≤ M0.
The goal of this section is to establish the following.
Theorem 5.1.1 (Approximation at large cale). Suppose that A is 1-periodic and satisfies
(1.1.20). Let uε ∈ H1(D2r,Rm) be a weak solution to
Lε(uε) = F in D2r and ∂uε
∂νε
= g on ∆2r,
where F ∈ L2(D2r;Rm) and g ∈ L2(∆2r;Rm). Assume that r ≥ ε. Then there exists
w ∈ H1(Dr;Rm) such that
L0(w) = F in Dr and ∂w
∂ν0
= g on ∆r,
and
(5.1.1)(
−
∫
Dr
|uε − w|2
)1/2
≤ C
(ε
r
)α{(
−
∫
D2r
|uε|2
)1/2
+ r2
(
−
∫
D2r
|F |2
)1/2
+ r
(
−
∫
∆2r
|g|2
)1/2}
,
where C > 0 and α ∈ (0, 1/2) depend only on µ and M0.
We start with a Caccioppoli inequality for solutions with Neumann conditions.
Lemma 5.1.2 (Caccioppoli’s inequality). Suppose that Lε(uε) = F in D2r and ∂uε∂νε = g
on ∆2r. Then
(5.1.2) −
∫
D3r/2
|∇uε|2 dx ≤ C
r2
−
∫
D2r
|uε|2 dx+ C r −
∫
D2r
|F |2 dx+ C −
∫
∆2r
|g|2 dσ,
where C depends only on µ and M0.
Proof. By rescaling we may assume that r = 1. We first consider the special case g = 0,
for which the proof is similar to that of (1.1.11). Choose ψ ∈ C∞0 (Rd) such that 0 ≤ ψ ≤ 1,
ψ = 1 in D3/2 and ψ = 0 in D2 \D7/4. Note that∫
D2
A(x/ε)∇uε · ∇(ψ2uε) dx =
∫
D2
F · ψ2uε dx.
This, together with the equation (1.1.9), leads to∫
D3/2
|∇uε|2 dx ≤ C
∫
D2
|uε|2 dx+ C
∫
D2
|F |2 dx,
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by Cauchy inequality (1.1.10). The general case may be reduced to the special case by
considering uε− vε, where Lε(vε) = F in D2, ∂vε∂νε = g˜ on ∂D2, and
∫
D2
vε dx = 0. Here g˜ = g
on ∆2 and g˜ is a constant on ∂D2 \∆2, chosen so that
∫
∂D2
g˜ dσ +
∫
D2
F dx = 0. Note that
by Theorem 1.1.7,
‖vε‖H1(D2) ≤ C
{
‖g˜‖L2(∂D2) + ‖F‖L2(D2)
}
≤ C
{
‖g‖L2(∆2) + ‖F‖L2(D2)
}
.
It follows that ∫
D3/2
|∇uε|2 ≤ 2
∫
D3/2
|∇vε|2 + 2
∫
D3/2
|∇(uε − vε)|2
≤ C‖g‖2L2(∆2) + C
∫
D2
|uε − vε|2 + C‖F‖2L2(D2)
≤ C
∫
D2
|uε|2 + C‖F‖2L2(D2) + C‖g‖2L2(∆2),
where we have used (5.1.2) for the special case. 
Remark 5.1.3. Suppose that Lε(uε) = 0 in D2r and ∂uε∂νε = 0 on ∆2r. It follows from the
proof of Lemma 5.1.2 that∫
Dsr
|∇uε|2 dx ≤ C
(t− s)2r2
∫
Dtr
|uε − E|2 dx,
where E ∈ Rm, 1 < s < t < 2, and C depends only on µ and M0. By Poincare´-Sobolev
inequality we obtain (
−
∫
Dsr
|∇uε|2
)1/2
≤ C
(t− s)2
(
−
∫
Dtr
|∇uε|q
)1/q
,
where 1
q
= 1
2
+ 1
d
. As in the interior case, by a real-variable argument (see [38, Theorem
6.38]), this leads to the reverse Ho¨lder inequality,
(5.1.3)
(
−
∫
Dr
|∇uε|p¯
)1/p¯
≤ C
(
−
∫
D2r
|∇uε|2
)1/2
,
where C > 0 and p¯ > 2 depend only on µ and M0. Note that the periodicity of A is not
needed for (5.1.2) and (5.1.3). It is also not needed for the next lemma, which gives a Meyers
estimate [58].
Lemma 5.1.4. Let Ω = Dr for some 1 ≤ r ≤ 2. Let uε ∈ H1(Ω;Rm) (ε ≥ 0) be
a weak solution to the Neumann problem, Lε(uε) = F in Ω and ∂uε∂νε = g on ∂Ω, where
F ∈ L2(Ω;Rm), g ∈ L2(∂Ω;Rm) and ∫
Ω
F dx +
∫
∂Ω
g dσ = 0. Then there exists p > 2,
depending only on µ and M0, such that
(5.1.4) ‖∇uε‖Lp(Ω) ≤ C
{
‖F‖L2(Ω) + ‖g‖L2(∂Ω)
}
,
where C > 0 depend only on µ and M0.
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Proof. Consider the Neumann problem: Lε(vε) = div(f) in Ω and ∂v∂νε = 0 on ∂Ω,
where f ∈ C10(Ω;Rm×d). Clearly, ‖∇vε‖L2(Ω) ≤ C‖f‖L2(Ω). In view of the reverse Ho¨lder
inequality (5.1.3), using the real-variable argument in Section 3.2, one may deduce that
(5.1.5) ‖∇vε‖Lp(Ω) ≤ C‖f‖Lp(Ω),
for any 2 < p < p¯. Since this is also true for the adjoint operator L∗ε, by a duality argument
(see Remark 5.3.6), it follows that
(5.1.6) ‖∇uε‖Lp(Ω) ≤ C
{
‖F‖Lq(Ω) + ‖g‖B−1/p,p(∂Ω)
}
,
for 2 < p < p¯, where 1
q
= 1
p
+ 1
d
and B−1/p,p(∂Ω) denotes the dual of the Besov space
B1/p,p
′
(∂Ω). By choosing p ∈ (2, p¯) close to 2 so that L2(Ω) ⊂ Lq(Ω) and L2(∂Ω) ⊂
B−1/p,p(∂Ω), we see that the estimate (5.1.4) follows from (5.1.6). 
It follows from Theorem 2.3.4 that
(5.1.7) ‖uε − u0‖L2(Ω) ≤ C
√
ε
{
‖F‖L2(Ω) + ‖g‖L2(∂Ω)
}
,
where Ω is a bounded Lipschitz domain. However, this was proved under the symmetry
condition A∗ = A. The next lemma provides a very weak rate of convergence without the
symmetry condition.
Lemma 5.1.5. Let uε ∈ H1(Ω;Rm) (ε ≥ 0) be the weak solution to the Neumann problem
(5.0.1) with
∫
Ω
uε dx = 0, where Ω = Dr for some 1 ≤ r ≤ 2. Then
(5.1.8) ‖uε − u0‖L2(Ω) ≤ Cεσ
{
‖F‖L2(Ω) + ‖g‖L2(∂Ω)
}
for any 0 < ε < 2, where σ > 0 and C > 0 depend only on µ and M0.
Proof. It follows from (2.3.1) that
(5.1.9) ‖uε − u0‖L2(Ω) ≤ C
{
ε‖∇2u0‖L2(Ω\Ωε) + ε‖∇u0‖L2(Ω) + ‖∇u0‖L2(Ω5ε)
}
,
where Ωt = {x ∈ Ω : dist(x, ∂Ω) < t}. To bound the RHS of (5.1.9), we first use interior
estimates for L0 to obtain
(5.1.10) −
∫
B(x,δ(x)/8)
|∇2u0|2 ≤ C
[δ(x)]2
−
∫
B(x,δ(x)/4)
|∇u0|2 + C −
∫
B(x,δ(x)/4)
|F |2
for any x ∈ Ω, where δ(x) = dist(x, ∂Ω). We then integrate both sides of (5.1.10) over the
set Ω \ Ωε. Observe that if |x − y| < δ(x)/4, then |δ(x) − δ(y)| ≤ |x − y| < δ(x)/4, which
gives
(4/5)δ(y) < δ(x) < (4/3)δ(y).
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It follows that∫
Ω\Ωε
|∇2u0(y)|2 dy ≤ C
∫
Ω\Ωε/2
[δ(y)]−2|∇u0(y)|2 dy + C
∫
Ω
|F (y)|2 dy
≤
(∫
Ω
|∇u0|2s dy
)1/s(∫
Ω\Ωε/2
[δ(y)]−2s
′
dy
)1/s′
+ C
∫
Ω
|F (y)|2 dy
≤ ε−1− 1s‖∇u0‖2L2s(Ω) ++C
∫
Ω
|F (y)|2 dy,
where s > 1 and we have used Ho¨lder’s inequality for the second step. Let p = 2s > 2. We
see that
(5.1.11)
ε‖∇2u0‖L2(Ω\Ωε) ≤ Cε
1
2
− 1
p‖∇u0‖Lp(Ω) + Cε‖F‖L2(Ω)
≤ Cε 12− 1p
{
‖F‖L2(Ω) + ‖g‖L2(∂Ω)
}
,
where we have used (5.1.4) for the last inequality. Also, by Ho¨lder’s inequality,
(5.1.12)
‖∇u0‖L2(Ω5ε) ≤ Cε
1
2
− 1
p‖∇u0‖Lp(Ω)
≤ Cε 12− 1p
{
‖F‖L2(Ω) + ‖g‖L2(∂Ω)
}
.
The inequality (5.1.8) with σ = 1
2
− 1
p
> 0 follows from (5.1.9), (5.1.11) and (5.1.12). 
We are now in a position to give the proof of Theorem 5.1.1.
Proof of Theorem 5.1.1. By rescaling we may assume that r = 1. It follows from the
Caccioppoli inequality (5.1.2) and the co-area formula that there exists some t ∈ (1, 3/2)
such that
(5.1.13)
∫
∂Dt\∆2
|∇uε|2 dσ ≤ C
∫
D2
|uε|2 dx+ C
∫
D2
|F |2 dx+ C
∫
∆2
|g|2 dσ.
For otherwise, we could integrate the reverse inequality,∫
∂Dt\∆2
|∇uε|2 dσ > C
∫
D2
|uε|2 dx+ C
∫
D2
|F |2 dx+ C
∫
∆2
|g|2 dσ,
in t over the interval (1, 3/2) to obtain∫
D3/2\D1
|∇uε|2 dx > C
∫
D2
|uε|2 dx+ C
∫
D2
|F |2 dx+ C
∫
∆2
|g|2 dσ,
which is in contradiction with (5.1.2). We now let w be the unique solution of the Neumann
problem:
L0(w) = F in Dt and ∂w
∂ν0
=
∂uε
∂νε
on ∂Dt,
with
∫
Dt
w dx =
∫
Dt
uε dx. Note that
∂w
∂ν0
= g on ∆1, and that by Lemma 5.1.5,
‖uε − w‖L2(D1) ≤ ‖uε − w‖L2(Dt)
≤ Cεσ
{
‖F‖L2(D2) + ‖g‖L2(∆2) + ‖∇uε‖L2(∂Dt\∆2)
}
,
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which, together with (5.1.13), yields (5.1.1). 
5.2. Boundary Ho¨lder estimates
In this section we establish uniform boundary Ho¨lder estimates in C1 domains for Lε with
Neumann conditions. Throughout this section we assume that Dr = D(r, ψ), ∆r = ∆(r, ψ),
and ψ : Rd−1 → R is a C1 function satisfying (4.2.2).
Theorem 5.2.1 (Ho¨lder estimate at large scale). Suppose that A is 1-periodic and satis-
fies the ellipticity condition (1.1.20). Let uε ∈ H1(D2;Rm) be a weak solution of Lε(uε) = 0
in D2 and
∂uε
∂νε
= g on ∆2. Then, for any ρ ∈ (0, 1) and ε ≤ r ≤ 1,
(5.2.1)
(
−
∫
Dr
|∇uε|2
)1/2
≤ Crρ−1
{(
−
∫
D2
|uε|2
)1/2
+ ‖g‖∞
}
,
where C depends only on ρ, µ, and (ω1(t),M0) in (4.2.2).
Proof. Fix γ ∈ (ρ, 1). For each r ∈ [ε, 1], let w = wr be the function given by Theorem
5.1.1. By boundary Cγ estimates in C1 domains for the operator L0,
inf
q∈Rm
(
−
∫
Dθr
|w − q|2
)1/2
≤ (θr)γ‖w‖C0,γ(Dθr)
≤ (θr)γ‖w‖C0,γ(Dr/2)
≤ C0θγ inf
q∈Rm
(
−
∫
Dr
|w − q|2
)1/2
+ Cr‖g‖∞
for any θ ∈ (0, 1/2), where C0 depends only on µ, γ and (ω1(t),M0). This, together with
Theorem 5.1.1, gives
inf
q∈Rm
(
−
∫
Dθr
|uε − q|2
)1/2
≤ inf
q∈Rm
(
−
∫
Dθr
|w − q|2
)1/2
+
(
−
∫
Dθr
|wε − w|2
)1/2
≤ C0θγ inf
q∈Rm
(
−
∫
Dr
|w − q|2
)1/2
+ Cθ
(
−
∫
Dr
|uε − w|2
)1/2
+ Cr‖g‖∞
≤ C0θγ inf
q∈Rm
(
−
∫
Dr
|uε − q|2
)1/2
+ Cθ
(
−
∫
Dr
|uε − w|2
)1/2
+ Cr‖g‖∞
≤ C0θγ inf
q∈Rm
(
−
∫
Dr
|uε − q|2
)1/2
+ Cθ
(ε
r
)α(
−
∫
D2r
|uε|2
)1/2
+ Cr‖g‖∞,
where the constant Cθ also depends on θ. Replacing uε with uε − q, we obtain
(5.2.2) φ(θr) ≤ C0θγ−ρφ(r) + Cθ
(ε
r
)α
φ(2r) + Cθr
1−ρ‖g‖∞
for any r ∈ [ε, 1], where
φ(r) = r−ρ inf
q∈Rm
(
−
∫
Dr
|uε − q|2
)1/2
.
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We now choose θ ∈ (0, 1/2) so small that
C0θ
γ−ρ < (1/4),
which is possible, since γ − ρ > 0. With θ fixed, we choose N > 1 so large that
CθN
−α < (1/4).
It follows that if 1 ≥ r ≥ Nε,
(5.2.3) φ(θr) ≤ 1
4
{
φ(r) + φ(2r)
}
+ Cr1−ρ‖g‖∞.
Finally, we divide both sides of (5.2.3) by r and integrate the resulting inequality in r
over the interval (Nε, 1). This gives∫ θ
θNε
φ(r)
dr
r
≤ 1
4
∫ 1
Nε
φ(r)
dr
r
+
1
4
∫ 2
2Nε
φ(r)
dr
r
+ C‖g‖∞
≤ 1
2
∫ 2
θNε
φ(r)
dr
r
+ C‖g‖∞.
It follows that
(5.2.4)
∫ θ
θNε
φ(r)
dr
r
≤ 2
∫ 2
θ
φ(r)
dr
r
+ C‖g‖∞.
Using the observation that φ(r) ≤ Cφ(t) for t ∈ [r, 2r], we may deduce from (5.2.4) that
φ(r) ≤ Cφ(2) + C‖g‖∞
for any r ∈ [ε, 2]. The estimate (5.2.1) now follows by Caccioppoli’s inequality. 
No smoothness condition on A is needed for (5.2.1). Under the additional VMO condition
(3.3.1), we obtain the following.
Theorem 5.2.2 (Boundary Ho¨lder estimate). Suppose that A is 1-periodic and satisfies
(1.1.20). Also assume that A satisfies (3.3.1). Let Ω be a bounded C1 domain and 0 < ρ < 1.
Let uε ∈ H1(B(x0, r) ∩ Ω;Rm) be a solution of Lε(uε) = 0 in B(x0, r) ∩ Ω with ∂uε∂νε = g on
B(x0, r) ∩ ∂Ω for some x0 ∈ ∂Ω and 0 < r < r0. Then, for any x, y ∈ B(x0, r/2) ∩ Ω,
(5.2.5) |uε(x)− uε(y)| ≤ C
( |x− y|
r
)ρ{(
−
∫
B(x0,r)∩Ω
|uε|2
)1/2
+ r‖g‖
}
,
where C depends at most on ρ, µ, ω(t) in (3.3.1), and Ω.
Proof. By a change of the coordinate system it suffices to show that
(5.2.6) |uε(x)− uε(y)| ≤ C
( |x− y|
r
)ρ{(
−
∫
D2r
|uε|2
)1/2
+ r‖g‖∞
}
for any x, y ∈ Dr, where 0 < r ≤ 1, Lε(uε) = 0 in D2r and ∂uε∂νε = g on ∆2r.
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By rescaling we may assume that r = 1. We may also assume that ε < 1, since the case
ε ≥ 1 follows readily from boundary Ho¨lder estimates in C1 domains for elliptic systems
with VMO coefficients (see e.g. [8, 18]). Under these assumptions we will show that
(5.2.7)
(
−
∫
Dt
∣∣uε −−∫
Dt
uε
∣∣2)1/2 ≤ C tρ{‖uε‖L2(D2) + ‖g‖∞}
for any t ∈ (0, 1/4). As in the case of the Dirichlet condition, the desired estimate follows
from the interior Ho¨lder estimate and (5.2.7), using Campanato’s characterization of Ho¨lder
spaces.
To prove (5.2.7) we first consider the case t ≥ ε. It follows from Poincare´ inequality and
Theorem 5.2.1 that (
−
∫
Dt
∣∣uε −−∫
Dt
uε
∣∣2)1/2 ≤ Ct(−∫
Dt
|∇uε|2
)1/2
≤ C tρ
{
‖uε‖L2(D2) + ‖g‖∞
}
.
Next, suppose that t < ε. Let w(x) = uε(εx). Then L1(w) = 0 in D(1, ψε), where
ψε(x
′) = ε−1ψ(εx′). By the boundary Ho¨lder estimates in C1 domains for L1, we obtain(
−
∫
D(t,ψ)
∣∣uε −−∫
D(t,ψ)
uε
∣∣2)1/2 = (−∫
D( t
ε
,ψε)
∣∣w −−∫
D( t
ε
,ψε)
w
∣∣2)1/2
≤ C
(
t
ε
)ρ{(
−
∫
D(1,ψε)
∣∣w −−∫
D(1,ψε)
w
∣∣2)1/2 + ‖g‖∞
}
= C
(
t
ε
)ρ{(
−
∫
D(ε,ψ)
∣∣uε −−∫
D(ε,ψ)
uε
∣∣2)1/2 + ‖g‖∞
}
≤ C
(
t
ε
)ρ
ερ
{
‖uε‖L2(D2) + ‖g‖∞
}
= C tρ
{
‖uε‖L2(D2) + ‖g‖∞
}
,
where the last inequality follows from the previous case with t = ε. This finishes the proof
of (5.2.7) and thus of Theorem 5.2.2. 
5.3. Boundary W 1,p estimates
In this section we establish the uniform W 1,p estimates for the Neumann problem:
(5.3.1)

Lε(uε) = div(f) + F in Ω,
∂uε
∂νε
= g − n · f on ∂Ω.
Throughout the section we assume that Ω is C1 and that A satisfies (1.1.20), (1.0.2) and
(3.3.1).
Let B−
1
p
,p(∂Ω;Rm) denote the dual space of Besov space B
1
p
,p′(∂Ω;Rm) for 1 < p <∞.
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Definition 5.3.1. We call uε ∈ W 1,p(Ω;Rm) a weak solution of (5.3.1), if
(5.3.2)
∫
Ω
A(x/ε)∇uε · ∇φ dx =
∫
Ω
{
−fαi
∂φα
∂xi
+ F αφα
}
dx+ 〈g, φ〉B−1/p,p(∂Ω)×B1/p,p′ (∂Ω)
for any φ = (φα) ∈ C∞0 (Rd;Rm), where f = (fαi ) and F = (F α).
Theorem 5.3.2. Let 1 < p < ∞. Let g = (gα) ∈ B−1/p,p(∂Ω;Rm), f = (fαi ) ∈
Lp(Ω;Rm×d), and F = (F α) ∈ Lq(Ω;Rm), where q = pd
p+d
for p > d
d−1
, q > 1 for p = d
d−1
,
and q = 1 for 1 < p < d
d−1
. Then, if F and g satisfy the compatibility condition
(5.3.3)
∫
Ω
F · b dx+ 〈g, b〉B−1/p,p(∂Ω)×B1/p,p′ (∂Ω) = 0
for any b ∈ Rm, the Neumann problem (5.3.1) has a unique (up to constants) weak solution.
Moreover, the solution satisfies the estimate,
(5.3.4) ‖∇uε‖Lp(Ω) ≤ Cp
{
‖f‖Lp(Ω) + ‖F‖Lq(Ω) + ‖g‖B−1/p,p(∂Ω)
}
,
where Cp > 0 depends only on p, µ, ω(t) in (3.3.1), and Ω.
The proof of Theorem 5.3.2 is divided into several steps.
Lemma 5.3.3. Let f ∈ Lp(Ω;Rm×d) for some 1 < p < ∞. Then there exists a unique
(up to constants) uε in W
1,p(Ω;Rm) such that Lε(uε) = div(f) and ∂uε∂νε = −n · f on ∂Ω.
Moreover, the solution satisfies the estimate,
(5.3.5) ‖∇uε‖Lp(Ω) ≤ Cp ‖f‖Lp(Ω),
where Cp depends only on p, µ, ω(t) in (3.3.1), and Ω.
Proof. The proof is parallel to that of the same estimate for the Dirichlet problem (see
Section 4.3). Let p > 2. We first observe that if Lε(uε) = Ω∩2B, ∂uε∂νε = 0 in ∂Ω∩2B, where
B is a ball in Rd with the property that |B| ≤ c0|Ω| and either 2B ⊂ Ω or B is centered on
∂Ω, then
(5.3.6)
(
−
∫
Ω∩B
|∇uε|p
)1/p
≤ C
(
−
∫
Ω∩2B
|∇uε|2
)1/2
.
The interior case where 2B ⊂ Ω follows directly from the interior W 1,p estimate in Section
3.3. To handle the boundary case where x0 ∈ ∂Ω, one uses a line of argument similar to that
used in the Dirichlet problem, by combining the interior W 1,p estimates with the boundary
Ho¨lder estimate in Theorem 5.2.2. More precisely, let B = B(x0, r), where x0 ∈ ∂Ω and
0 < r < r0. Note that if x ∈ B(x0, r),
(5.3.7)
−
∫
B(x,δ(x)/8)
|∇uε|p ≤ C
[δ(x)]p
(
−
∫
B(x,δ(x)/4)
∣∣∣uε −−∫
B(x,δ(x)/4)
uε
∣∣∣2)p/2
≤ C
[δ(x)]p
(
δ(x)
r
)ρp(
−
∫
Ω∩2B
|uε|2
)p/2
,
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where ρ ∈ (0, 1) is close to 1 so that p(1 − ρ) < 1. By integrating both sides of (5.3.7) over
the set B ∩ Ω, we obtain ∫
Ω∩B
|∇uε|p ≤ Crd−p
(
−
∫
Ω∩2B
|uε|2
)p/2
.
Let E be the L1 average of uε over the set Ω ∩ 2B. By replacing uε with uε − E in the
inequality above and applying Poincare´ inequality, we obtain (5.3.6).
With the reverse Ho¨lder inequality (5.3.6) at our disposal, we may deduce the estimate
(5.3.5) by Theorem 3.2.7. Indeed, for f ∈ L2(Ω;Rm×d), let Tε(f) = ∇uε, where uε ∈
W 1,2(Ω;Rm) is the unique weak solution to Lε(uε) = div(f) in Ω, ∂uε∂νε = −n · f on ∂Ω, and∫
Ω
uε dx = 0. Clearly,
‖Tε(f)‖L2(Ω) ≤ C ‖f‖L2(Ω),
where C depends only on µ and Ω. Suppose now that f = 0 in Ω \ 2B, where |B| ≤ c0|Ω|
and either 2B ⊂ Ω or B is centered on ∂Ω. Then Lε(uε) = 0 in Ω ∩ 2B and ∂uε∂νε = 0 on
∂Ω ∩ 2B. In view of (5.3.6) we obtain
(5.3.8)
(
−
∫
Ω∩B
|Tε(f)|p
)1/p
≤ C
(
−
∫
Ω∩2B
|Tε(f)|2
)1/2
.
As a result, the operator Tε satisfies the assumptions in Theorem 3.2.7 with constants de-
pending at most on µ, p, ω(t) in (3.3.1), and Ω. This gives (5.3.5) for 2 < p <∞. Note that
the uniqueness for p > 2 follows from the uniqueness for p = 2.
The case 1 < p < 2 may be handled by duality. Let g = (gαi ) ∈ C10(Ω;Rm×d) and vε be a
weak solution in W 1,2(Ω;Rm) of L∗ε(vε) = div(g) in Ω and ∂vε∂ν∗ε = 0 on ∂Ω, where L
∗
ε denotes
the adjoint of Lε. Since A∗ satisfies the same conditions as A and p′ > 2, we have
‖∇vε‖Lp′ (Ω) ≤ C ‖g‖Lp′(Ω).
Also, note that if f = (fαi ) ∈ C10(Ω;Rm×d) and uε is a weak solution in W 1,2(Ω;Rm) of
Lε(uε) = div(f) in Ω with ∂uε∂νε = 0 on ∂Ω, then
(5.3.9)
∫
Ω
fαi ·
∂vαε
∂xi
dx =
∫
Ω
A(x/ε)∇uε · ∇vε dx =
∫
Ω
gαi ·
∂uαε
∂xi
dx.
It follows from (5.3.9) by duality that
‖∇uε‖Lp(Ω) ≤ C ‖f‖Lp(Ω).
By a density argument this gives the existence of solutions in W 1,p(Ω;Rm) for general f in
Lp(Ω;Rm×d). Observe that the duality argument above in fact shows that any solution in
W 1,p(Ω;Rm) with data f ∈ Lp(Ω;Rd×m) satisfies (5.3.5). As a consequence we obtain the
uniqueness for 1 < p < 2. 
Lemma 5.3.4. Let 1 < p <∞ and g ∈ B−1/p,p(∂Ω;Rm) with
(5.3.10) 〈g, b〉B−1/p,p(∂Ω)×B1/p,p′ (∂Ω) = 0
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for any b ∈ Rm. Then there exists a unique (up to constants) uε ∈ W 1,p(Ω;Rm) such that
Lε(uε) = 0 in Ω and ∂uε∂νε = g on ∂Ω. Moreover, the solution satisfies
(5.3.11) ‖∇uε‖Lp(Ω) ≤ C ‖g‖B−1/p,p(∂Ω),
where C depends only on µ, p, ω(t) in (3.3.1), and Ω.
Proof. The uniqueness is contained in Lemma 5.3.3. To establish the existence as well
as the estimate (5.3.11), we first assume that
g ∈ B−1/p,p(∂Ω;Rm) ∩ B−1/2,2(∂Ω;Rm)
and show that the estimate (5.3.11) holds for solutions in W 1,2(Ω;Rm), given by Theorem
1.1.7. By a density argument this gives the existence of solutions in W 1,p(Ω;Rm) for general
g ∈ B−1/p,p(∂Ω;Rm) satisfying (5.3.10).
Let f = (fαi ) ∈ C10(Ω;Rm×d) and vε be a weak solution in W 1,2(Ω;Rm) to
L∗ε(vε) = div(f) in Ω and
∂vε
∂ν∗ε
= 0 on ∂Ω.
Since A∗ satisfies the same conditions as A, by Lemma 5.3.3, we have
‖∇vε‖Lp′(Ω) ≤ C ‖f‖Lp′(Ω).
Note that
(5.3.12)
∫
Ω
fαi ·
∂uαε
∂xi
dx = −
∫
Ω
A(x/ε)∇uε · ∇vε dx
= −〈g, vε〉B−1/p,p(∂Ω)×B1/p,p′ (∂Ω).
Let E denote the L1 average of vε over Ω. Then
(5.3.13)
|〈g, vε〉B−1/p,p(∂Ω)×B1/p,p′ (∂Ω)| = |〈g, vε − E〉B−1/p,p(∂Ω)×B1/p,p′ (∂Ω)|
≤ ‖g‖B−1/p,p(∂Ω)‖vε −E‖B1/p,p′ (∂Ω)
≤ C ‖g‖B−1/p,p(∂Ω)‖vε − E‖W 1,p′(Ω)
≤ C ‖g‖B−1/p,p(∂Ω)‖∇vε‖Lp′ (Ω)
≤ C ‖g‖B−1/p,p(∂Ω)‖f‖Lp′(Ω),
where we have used a trace theorem for the second inequality and Poincare´ inequality for
the third. The estimate (5.3.11) follows from (5.3.12)-(5.3.13) by duality. 
Let 1 < q < d and 1
p
= 1
q
− 1
d
. In the proof of the next lemma we will need the following
Sobolev inequality:
(5.3.14)
(∫
Ω
|u|p dx
)1/p
≤ C
(∫
Ω
|∇u|q dx
)1/q
,
where u ∈ W 1,q(Ω) and ∫
∂Ω
u = 0. Note that by the Sobolev imbedding, (5.3.14) also
holds for q > d and p = ∞. If q = d, it holds for any 1 < p < ∞. To see (5.3.14), by
Poincare´-Sobolev inequality, it suffices to show that
(5.3.15)
∣∣∣ ∫
Ω
u dx
∣∣∣ ≤ C∣∣∣ ∫
∂Ω
u dσ
∣∣∣+ C (∫
Ω
|∇u|q dx
)1/q
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for q > 1, which may be done by using a proof by contradiction.
Lemma 5.3.5. Let 1 < p <∞ and 1 ≤ q <∞, where
(5.3.16) q =

pd
p + d
if p >
d
d− 1 ,
q > 1 if p =
d
d− 1 ,
q = 1 if 1 < p <
d
d− 1 .
Then, for any F ∈ Lq(Ω;Rm), there exists a unique (up to constants) solution uε inW 1,p(Ω;Rm)
to Lε(uε) = F in Ω and ∂uε∂νε = −b on ∂Ω, where b = 1∂Ω
∫
Ω
F . Moreover, the solution satisfies
(5.3.17) ‖∇uε‖Lp(Ω) ≤ C ‖F‖Lq(Ω).
Proof. The uniqueness is contained in Lemma 5.3.3. To establish the existence as well
as the estimate (5.3.17), we first assume F ∈ C10(Ω;Rm). By Theorem 1.4.4 there exists a
unique (up to constants) solution in W 1,2(Ω;Rm) to Lε(uε) = F in Ω and ∂uε∂νε = − 1|∂Ω
∫
Ω
F
on ∂Ω. We will show the solution satisfies (5.3.17). By a density argument this would give
the existence of solutions in W 1,p(Ω;Rm) for general F ∈ Lq(Ω;Rm).
Let f = (fαi ) ∈ C10 (Ω;Rm) and vε ∈ W 1,2(Ω;Rm) be a weak solution to the Neumann
problem: L∗ε(vε) = div(f) in Ω and ∂vε∂νε = 0 on ∂Ω. By Lemma 5.3.3, we have
(5.3.18) ‖∇vε‖Lp′(Ω) ≤ C ‖f‖Lp′(Ω).
Note that
(5.3.19)
∫
Ω
∂uαε
∂xi
· fαi dx =
∫
Ω
A(x/ε)∇uε · ∇vε dx
=
∫
Ω
F · vε dx−
∫
∂Ω
b · vε dσ
=
∫
Ω
F (vε −E) dx,
where b = 1
|∂Ω|
∫
Ω
F and E is the L1 average of vε over ∂Ω. Note that
‖vε − E‖Lq′ (Ω) ≤ C ‖∇vε‖Lp′(Ω) ≤ C ‖f‖Lp′(Ω)
by (5.3.14) and (5.3.18). In view of (5.3.19) we obtain∣∣∣ ∫
Ω
∂uαε
∂xi
· fαi dx
∣∣∣ ≤ ‖F‖Lq(Ω)‖vε − E‖Lq′(Ω)
≤ C ‖F‖Lq(Ω)‖∇vε‖Lp′(Ω)
≤ C ‖F‖Lq(Ω)‖f‖Lp′(Ω).
By duality this gives the estimate (5.3.17). 
We are now in a position to give the proof of Theorem 5.3.2.
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Proof of Theorem 5.3.2. The uniqueness is contained in Lemma 5.3.3. To establish
the existence as well as the estimate (5.3.4), we let vε ∈ W 1,p(Ω;Rm) be a weak solution to
Lε(vε) = div(f) in Ω and ∂vε∂νε = −n · f on ∂Ω. Also, let wε be a weak solution to Lε(wε) = F
in Ω and ∂wε
∂νε
= b on ∂Ω, where b = − 1
|∂Ω|
∫
Ω
F , and zε ∈ W 1,p(Ω;Rm) be a weak solution to
Lε(zε) = 0 in Ω and ∂zε∂νε = g− b on ∂Ω. Let uε = vε+wε+zε. Note that Lε(uε) = div(f)+F
in Ω and ∂uε
∂νε
= g − n · f on ∂Ω. In view of Lemmas 5.3.3, 5.3.4, and 5.3.5, we obtain
‖∇uε‖Lp(Ω) ≤ ‖∇vε‖Lp(Ω) + ‖∇wε‖Lp(Ω) + ‖∇zε‖Lp(Ω)
≤ C
{
‖f‖Lp(Ω) + ‖F‖Lq(Ω) + ‖g‖B−1/p,p(∂Ω)
}
,
where q = pd
p+d
for p > d
d−1
, q > 1 for p = d
d−1
, and q = 1 for 1 < p < d
d−1
. 
Remark 5.3.6. Let Ω be a fixed Lipschitz domain in Rd. We also fix 2 < p < ∞.
Suppose that for any f ∈ C10(Ω;Rm×d), weak solutions in W 1,2(Ω;Rm) to the Neumann
problem,
Lε(vε) = div(f) in Ω and ∂vε
∂νε
= 0 on ∂Ω,
satisfy the W 1,p estimate
‖∇vε‖Lp(Ω) ≤ C0‖f‖Lp(Ω)
for some C0 > 0. Then, for any g ∈ B−
1
p
,p(∂Ω;Rm) satisfying the compatibility condition
(5.3.10), weak solutions to the Neumann problem,
Lε(uε) = 0 in Ω and ∂uε
∂νε
= g on ∂Ω,
satisfy the estimate
‖∇uε‖Lp(Ω) ≤ CC0‖g‖B−1/p,p(∂Ω),
where C depends only on Ω. This follows from the duality argument used in the proof of
Lemma 5.3.4. Similarly, by the duality argument used in the proof of Lemma 5.3.5, for any
F ∈ Lq(Ω;Rm), where 1
q
= 1
p
+ 1
d
, weak solutions in W 1,2(Ω;Rm) to the Neumann problem,
L∗ε(uε) = F in Ω and
∂uε
∂ν∗ε
= b on ∂Ω,
satisfy the W 1,p estimate
‖∇uε‖Lp(Ω) ≤ CC0‖F‖Lq(Ω),
where b = − 1
|∂Ω|
∫
Ω
F and C depends only on Ω.
Remark 5.3.7. Let B = B(x0, r) for some x0 ∈ ∂Ω and 0 < r < r0. Let uε ∈
H1(2B ∩Ω;Rm) be a weak solution of Lε(uε) = 0 in 2B ∩Ω with ∂uε∂νε = g on 2B ∩ ∂Ω. Then
for 2 < p <∞,
(5.3.20)
(
−
∫
B∩Ω
|∇uε|p dx
)1/p
≤ C
r
(
−
∫
2B∩Ω
|uε|2 dx
)1/2
+ C
(
−
∫
2B∩∂Ω
|g|t dσ
)1/t
,
where t = p(d − 1)/d. To see this we apply the estimate (5.3.4) to the function ψuε, where
ψ ∈ C∞0 (2B) is a cut-off function such that ψ = 1 in B and |∇ψ| ≤ Cr−1. A bootstrap
124 5. REGULARITY FOR NEUMANN PROBLEM
argument as well as the Sobolev imbedding B1/p,p
′
(∂Ω) ⊂ Ls(∂Ω), where 1
s
= 1
p′
− 1
p(d−1)
, is
also needed.
5.4. Boundary Lipschitz estimates
The goal of this section is to establish uniform boundary Lipschitz estimates in C1,η
domains for solutions with Neumann conditions. Throughout the section we assume that
Dr = D(r, ψ), ∆r = ∆(r, ψ), and ψ : R
d−1 → R is a C1,η function satisfying the condition
(4.4.21).
Theorem 5.4.1 (boundary Lipschitz estimate at large scale). Suppose that A is 1-
periodic and satisfies the ellipticity condition (1.1.20). Let uε ∈ H1(D2;Rm) be a weak
solution of Lε(uε) = F in D2 with ∂uε∂νε = g on ∆2, where F ∈ Lp(D2;Rm), g ∈ Cρ(∆2;Rm)
for some p > d and ρ ∈ (0, η). Then, for ε ≤ r ≤ 1,
(5.4.1)
(
−
∫
Dr
|∇uε|2
)1/2
≤ C
{(
−
∫
D2
|∇uε|2
)1/2
+ ‖F‖Lp(D2) + ‖g‖L∞(∆2) + ‖g‖C0,ρ(∆2)
}
,
where C depends only on µ, p, ρ, and (M0, η) in (4.4.21).
No smoothness condition on A is needed for the estimate (5.4.1). Under the additional
Ho¨lder continuity condition (3.0.2), we may deduce the full-scale Lipschitz estimate from
Theorem 5.4.1.
Theorem 5.4.2 (boundary Lipschitz estimate). Suppose that A satisfies (1.1.20), (1.0.2)
and (3.0.2). Let Ω be a bounded C1,η domain. Let uε ∈ H1(B(x0, r) ∩ Ω;Rm) be a weak
solution of Lε(uε) = F in B(x0, r)∩Ω with ∂uε∂νε = g on B(x0, r)∩ ∂Ω, for some x0 ∈ ∂Ω and
0 < r < r0. Then
(5.4.2)
‖∇uε‖L∞(B(x0,r/2)∩Ω) ≤ C
{(
−
∫
B(x0,r)∩Ω
|∇uε|2
)1/2
+ r
(
−
∫
B(x0,r)∩Ω
|F |p
)1/p
+ ‖g‖L∞(B(x0,r)∩∂Ω) + rρ‖g‖C0,ρ(B(x0,r)∩∂Ω)
}
,
where ρ ∈ (0, η), p > d, and C depends only on ρ, p, µ, (λ, τ) in (3.0.2), and Ω.
Proof. We give the proof of Theorem 5.4.2, assuming Theorem 5.4.1. By a change of
the coordinate system it suffices to prove that if p > d and ρ ∈ (0, η),
(5.4.3)
‖∇uε‖L∞(Dr) ≤ C
{(
−
∫
D2r
|∇uε|2
)1/2
+ r
(
−
∫
D2r
|F |p
)1/p
+ ‖g‖L∞(∆2r) + rρ‖g‖C0,ρ(∆2r)
}
,
for 0 < r ≤ 1, where Lε(uε) = F in D2r, ∂uε∂νε = g on ∆2r, and C depends only on µ, p, ρ
and (M0, η) in (4.4.21). By rescaling we may assume that r = 1. Note that if ε ≥ 1, the
matrix A(x/ε) is uniformly Ho¨lder continuous in ε. Consequently, the case ε ≥ 1 follows
from the standard boundary Lipschitz estimates in C1,η domains for elliptic systems with
Ho¨lder continuous coefficients.
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We thus assume that r = 1 and 0 < ε < 1. Let w(x) = ε−1uε(εx). Then L1(w) = F˜ in
D˜2,
∂w
∂ν1
= g˜ on ∆˜2, where F˜ (x) = εF (εx), g˜(x) = g(εx), and
D˜r = D(r, ψ˜), ∆˜r = ∆(r, ψ˜), ψ˜(x
′) = ε−1ψ(εx′).
Since 0 < ε < 1, the function ψ˜ satisfies the condition (4.4.21) with the same (M0, η). It
follows from boundary Lipschitz estimates for the operator L1 that
‖∇w‖L∞(D˜1) ≤ C
{
‖∇w‖L2(D˜2) + ‖F˜‖Lp(D˜2) + ‖g˜‖L∞(∆˜2) + ‖g˜‖C0,ρ(∆˜2)
}
.
By a change of variables this leads to
(5.4.4)
‖∇uε‖L∞(Dε) ≤ C
{(
−
∫
D2ε
|∇uε|2
)1/2
+ ε
(
−
∫
D2ε
|F |p
)1/p
+ ‖g‖L∞(∆2ε) + ερ‖g‖C0,ρ(∆2ε)
}
≤ C
{(
−
∫
D2ε
|∇uε|2
)1/2
+ ‖F‖Lp(D2) + ‖g‖L∞(∆2) + ‖g‖C0,ρ(∆2)
}
≤ C
{(
−
∫
D2
|∇uε|2
)1/2
+ ‖F‖Lp(D2) + ‖g‖L∞(∆2) + ‖g‖C0,ρ(∆2)
}
,
where we have used the fact that p > d and ε < 1 for the second inequality and (5.4.1) for
the last.
Using (5.4.4) and translation, we may bound |∇uε(x)| by the RHS of (5.4.4) for any
x ∈ D1 with dist(x,∆1) ≤ cε. Similarly, by combining interior Lipschitz estimates for
L1 with (5.4.1), we may dominate |∇uε(x)| by the RHS of (5.4.4) for any x ∈ D1 with
dist(x,∆1) ≥ cε. This finishes the proof. 
Corollary 5.4.3. Suppose that A satisfies (1.0.2), (1.1.20) and (3.0.2). Let Ω be a
bounded C1,η domain in Rd for some η ∈ (0, 1). Let uε ∈ H1(Ω;Rm) be a weak solution to
the Neumann problem:
(5.4.5) Lε(uε) = F in Ω and ∂uε
∂νε
= g on ∂Ω,
where F ∈ Lp(Ω;Rm), g ∈ Cρ(∂Ω;Rm) for some p > d and ρ ∈ (0, η), and ∫
Ω
F dx +∫
∂Ω
g dσ = 0. Then
(5.4.6) ‖∇uε‖L∞(Ω) ≤ C
{
‖F‖Lp(Ω) + ‖g‖Cρ(∂Ω)
}
,
where C depends only on p, ρ, µ, (λ, τ) and Ω.
Proof. By covering ∂Ω with a finite number of balls {B(xℓ, r0/4)}, where xℓ ∈ ∂Ω, we
may deduce from Theorem 5.4.2 and the interior Lipschitz estimate in Theorem 3.1.2 that
‖∇uε‖L∞(Ω) ≤ C
{
‖∇uε‖L2(Ω) + ‖F‖Lp(Ω) + ‖g‖Cρ(∂Ω)
}
,
which, together with the energy estimate for ‖∇uε‖L2(Ω), gives (5.4.6). 
The rest of this section is devoted to the proof of Theorem 5.4.1.
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Lemma 5.4.4. Suppose that L0(w) = F in Dr and ∂w∂ν0 = g on ∆r for some 0 < r ≤ 1.
Let
I(t) =
1
t
inf
E∈Rm×d
q∈Rm
{(
−
∫
Dt
|w − Ex− q|2
)1/2
+ t2
(
−
∫
Dt
|F |p
)1/p
+ t
∥∥ ∂
∂ν0
(
w − Ex)∥∥
L∞(∆t)
+ t1+ρ
∥∥ ∂
∂ν0
(
w − Ex)∥∥
C0,ρ(∆t)
}
for 0 < t ≤ r, where p > d and 0 < ρ < min {η, 1 − d
p
}
. Then there exists θ ∈ (0, 1/4),
depending only on ρ, p, µ and (η,M0), such that
(5.4.7) I(θr) ≤ (1/2)I(r).
Proof. The proof uses boundary C1,ρ estimates in C1,η domains with Neumann con-
ditions for second-order elliptic systems with constant coefficients. By rescaling we may
assume r = 1. By choosing q = w(0) and E = ∇w(0), we see that for any θ ∈ (0, 1/4),
I(θ) ≤ C θρ‖∇w‖C0,σ(Dθ) + Cθ1−
d
p
(
−
∫
D1
|F |p
)1/p
≤ C θρ
{
‖∇w‖C0,σ(D1/4) +
(
−
∫
D1
|F |p
)1/p}
,
where we have used the assumption ρ < 1− d
p
. It follows from the boundary C1,ρ estimates
for L0 that
‖∇w‖C0,ρ(D1/4) ≤ C
{(
−
∫
D1
|w|2
)1/2
+
(
−
∫
D1
|F |p
)1/p
+
∥∥ ∂w
∂ν0
∥∥
L∞(∆1)
+
∥∥ ∂w
∂ν0
∥∥
C0,ρ(∆1)
}
.
Hence, for any θ ∈ (0, 1/4),
I(θ) ≤ C θρ
{(
−
∫
D1
|w|2
)1/2
+
(
−
∫
D1
|F |p
)1/p
+
∥∥ ∂w
∂ν0
∥∥
L∞(∆1)
+
∥∥ ∂w
∂ν0
∥∥
C0,ρ(∆1)
}
,
where C depends only on µ, ρ, p and (η,M0) in (4.4.21). Finally, since L0(w−Ex− q) = F
in D2 for any E ∈ Rm×d and q ∈ Rm, the inequality above gives
I(θ) ≤ C θρI(1).
The estimate (5.4.7) follows by choosing θ ∈ (0, 1/4) so small that Cθρ ≤ (1/2). 
Lemma 5.4.5. Suppose that Lε(uε) = F in D2 and ∂uε∂νε = g on ∆2, where 0 < ε < 1.
Let
H(t) =
1
t
inf
E∈Rm×d
q∈Rm
{(
−
∫
Dt
|uε − Ex− q|2
)1/2
+ t2
(
−
∫
Dt
|F |p
)1/p
+ t
∥∥g − ∂
∂ν0
(
Ex
)∥∥
L∞(∆t)
+ t1+σ
∥∥g − ∂
∂ν0
(
Ex
)∥∥
C0,σ(∆t)
}
,
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where 0 < t ≤ 1 and 0 < ρ < min{η, 1− d
p
}
. Then, for ε < t ≤ 1,
(5.4.8)
H(θt) ≤ 1
2
H(t) + C
(ε
t
)α{1
t
inf
q∈Rm
(
−
∫
D2t
|uε − q|2
)1/2
+ t
(
−
∫
D2t
|F |p
)1/p
+ ‖g‖L∞(∆2t)
}
,
where θ ∈ (0, 1/4) is given by Lemma 5.4.4, α ∈ (0, 1/2) is given by Theorem 5.1.1, and C
depends only on ρ, p, µ, and (η,M0).
Proof. For each t ∈ (ε, 1], let w = wt be the solution of L0(w) = F in Dt with ∂w∂ν0 = g
on ∆t, given by Theorem 5.1.1. Using(
−
∫
Dθt
|uε −Ex− q|2
)1/2
≤
(
−
∫
Dθt
|uε − w|2
)1/2
+
(
−
∫
Dθt
|w − Ex− q|2
)1/2
for any E ∈ Rm×d and q ∈ Rm, we may deduce that
(5.4.9) H(θt) ≤ I(θt) + 1
θt
(
−
∫
Dθt
|uε − w|2
)1/2
.
Similarly, since(
−
∫
Dt
|w − Ex− q|2
)1/2
≤
(
−
∫
Dt
|uε − w|2
)1/2
+
(
−
∫
Dt
|uε −Ex− q|2
)1/2
,
we obtain
I(t) ≤ H(t) + 1
t
(
−
∫
Dt
|uε − w|2
)1/2
.
This, together with (5.4.9) and the estimate I(θt) ≤ (1/2)I(t) in Lemma 5.4.4, gives
(5.4.10) H(θt) ≤ 1
2
H(t) +
C
t
(
−
∫
Dt
|uε − w|2
)1/2
,
which, by Theorem 5.1.1, yields (5.4.8). 
The proof of the next lemma will be given at the end of this section.
Lemma 5.4.6. Let H(r) and h(r) be two nonnegative, continuous functions on the in-
terval (0, 1]. Let 0 < ε < (1/4). Suppose that there exists a constant C0 such that
(5.4.11) max
r≤t≤2r
H(t) ≤ C0H(2r) and max
r≤t,s≤2r
|h(t)− h(s)| ≤ C0H(2r)
for any r ∈ [ε, 1/2]. We further assume that
(5.4.12) H(θr) ≤ 1
2
H(r) + C0 β(ε/r)
{
H(2r) + h(2r)
}
for any r ∈ [ε, 1/2], where θ ∈ (0, 1/4) and β(t) is a nonnegative, nondecreasing function on
[0, 1] such that β(0) = 0 and
(5.4.13)
∫ 1
0
β(t)
t
dt <∞.
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Then
(5.4.14) max
ε≤r≤1
{
H(r) + h(r)
} ≤ C{H(1) + h(1)},
where C depends only on C0, θ and the function β(t).
We now give the proof of Theorem 5.4.1, using Lemmas 5.4.5 and 5.4.6.
Proof of Theorem 5.4.1. Let uε be a solution of Lε(uε) = F in D2 with ∂uε∂νε = g on
∆2. We define the function H(t) by (5.4.8). It is not hard to see that
(5.4.15) H(t) ≤ CH(2r) if t ∈ [r, 2r]
Next, we define h(t) = |Et|, where Et is the m× d matrix such that
H(t) =
1
t
inf
q∈Rm
{(
−
∫
Dt
|uε −Etx− q|2
)1/2
+ t2
(
−
∫
Dt
|F |p
)1/p
+ t
∥∥g − ∂
∂ν0
(
Etx
)∥∥
L∞(∆t)
+ t1+ρ
∥∥g − ∂
∂ν0
(
Etx
)∥∥
C0,ρ(∆t)
}
.
Let t, s ∈ [r, 2r]. Using
|Et − Es| ≤ C
r
inf
q∈Rm
(
−
∫
Dr
|(Et −Es)x− q|2
)1/2
=
C
r
inf
q1∈Rm,q2∈Rm
(
−
∫
Dr
|(Et −Es)x− q1 + q2|2
)1/2
≤ C
t
inf
q∈Rm
(
−
∫
Dt
|uε − Etx− q|2
)1/2
+
C
s
inf
q∈Rm
(
−
∫
Ds
|uε − Esx− q|2
)1/2
≤ C{H(t) +H(s)}
≤ CH(2r),
we obtain
(5.4.16) max
r≤t,s≤2r
|h(t)− h(s)| ≤ CH(2r).
Furthermore, by (5.4.8),
(5.4.17) H(θr) ≤ 1
2
H(r) + C
(ε
r
)α
Φ(2r)
for r ∈ [ε, 1], where α ∈ (0, 1/2) and
Φ(t) =
{
1
t
inf
q∈Rm
(
−
∫
Dt
|uε − q|2
)1/2
+ t
(
−
∫
Dt
|F |p
)1/p
+ ‖g‖L∞(∆t)
}
.
It is easy to see that
Φ(t) ≤ C{H(t) + h(t)},
which, together with (5.4.17), leads to
(5.4.18) H(θr) ≤ 1
2
H(r) + C
(ε
r
)α {
H(2r) + h(2r)
}
.
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Thus the functions H(r) and h(r) satisfy the conditions (5.4.11), (5.4.12) and (5.4.13). As
a result, we obtain that for r ∈ [ε, 1],
inf
q∈Rm
1
r
(
−
∫
Dr
|uε − q|2
)1/2
≤ C{H(r) + h(r)}
≤ C{H(1) + h(1)}.
By taking E = 0 and q = 0, we see that
H(1) ≤ C
{(
−
∫
D1
|uε|2
)1/2
+ ‖F‖Lp(D1) + ‖g‖L∞(∆1) + ‖g‖C0,ρ(∆1)
}
.
Also, note that
h(1) ≤ C inf
q∈Rm
(
−
∫
D1
|E1x+ q|2
)1/2
≤ C
{
H(1) +
(
−
∫
D1
|uε|2
)1/2}
.
Hence we have proved that for ε ≤ r ≤ 1,
(5.4.19)
inf
q∈Rm
1
r
(
−
∫
Dr
|uε − q|2
)1/2
≤ C
{(
−
∫
D2
|uε|2
)1/2
+ ‖F‖Lp(D2) + ‖g‖L∞(∆2) + ‖g‖C0,ρ(∆2)
}
.
Replacing uε by uε −−
∫
D2
uε in the estimate above and using Poincare´ inequality, we obtain
(5.4.20)
inf
q∈Rm
1
r
(
−
∫
Dr
|uε − q|2
)1/2
≤ C
{(
−
∫
D2
|∇uε|2
)1/2
+ ‖F‖Lp(D2) + ‖g‖L∞(∆2) + ‖g‖C0,ρ(∆2)
}
.
This, together with Caccioppoli’s inequality (5.1.2), gives (5.4.1). 
We end this section with the proof of Lemma 5.4.6.
Proof of Lemma 5.4.6. It follows from the second inequality in (5.4.11) that
h(r) ≤ h(2r) + C0H(2r)
for any r ∈ [ε, 1/2]. Hence,∫ 1/2
a
h(r)
r
dr ≤
∫ 1/2
a
h(2r)
r
dr + C0
∫ 1/2
a
H(2r)
r
dr
=
∫ 1
2a
h(r)
r
dr + C0
∫ 1
2a
H(2r)
r
dr,
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where a ∈ [ε, 1/4]. This implies that∫ 2a
a
h(r)
r
dr ≤
∫ 1
1/2
h(2r)
r
dr + C0
∫ 1/2
a
H(2r)
r
dr
≤ C0
{
H(1) + h(1)
}
+ C0
∫ 1/2
a
H(2r)
r
dr,
which, together with (5.4.11), leads to
H(a) + h(a) ≤ C
{
H(2a) + h(1) +H(1) +
∫ 1
2a
H(r)
r
dr
}
for any a ∈ [ε, 1/4]. By the first inequality in (5.4.11) we may further deduce that
(5.4.21) H(a) + h(a) ≤ C
{
H(1) + h(1) +
∫ 1
a
H(r)
r
dr
}
for any a ∈ [ε, 1].
To bound the integral in the RHS of (5.4.21), we use (5.4.12) and (5.4.21) to obtain
H(θr) ≤ 1
2
H(r) + Cβ(ε/r)
{
H(1) + h(1)
}
+ Cβ(ε/r)
∫ 1
r
H(t)
t
dt
for r ∈ [ε, 1/2]. It follows that
(5.4.22)
∫ θ
αθε
H(r)
r
dr ≤ 1
2
∫ 1
αε
H(r)
r
dr+C
{
H(1)+h(1)
}
+C
∫ 1
αε
β(ε/r)
{∫ 1
r
H(t)
t
dt
}
dr
r
,
where α > 1 and we have used the condition (5.4.13) on β(t) for∫ 1
αε
β(ε/r)
dr
r
=
∫ 1
α
ε
β(t)
t
dt ≤
∫ 1
0
β(t)
t
dt <∞.
Note that by Fubini’s Theorem,∫ 1
αε
β(ε/r)
{∫ 1
r
H(t)
t
dt
}
dr
r
=
∫ 1
αε
{∫ t
αε
β(ε/r)
dr
r
}
H(t)
t
dt
=
∫ 1
αε
H(t)
{∫ 1/α
ε/t
β(s)
s
ds
}
dt
t
≤
∫ 1/α
0
β(s)
s
ds
∫ 1
αε
H(t)
t
dt
≤ 1
4C
∫ 1
αε
H(t)
t
dt,
if α > 1, which only depends on C0 and the function β, is sufficiently large. In view of
(5.4.22) this gives∫ θ
αθε
H(r)
r
dr ≤ 1
2
∫ 1
αε
H(r)
r
dr + C
{
H(1) + h(1)
}
+
1
4
∫ 1
αε
H(t)
t
dt.
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It follows that ∫ θ
αθε
H(r)
r
dr ≤ C{H(1) + h(1)},
which, by (5.4.11) and (5.4.21), yields
H(r) + h(r) ≤ C
{
H(1) + h(1) +
∫ 1
r
H(t)
t
dt
}
≤ C{H(1) + h(1)}
for any r ∈ [ε, 1]. 
5.5. Matrix of Neumann functions
Assume that A is 1-periodic and satisfies the ellipticity condition (1.1.20) and the VMO
condition (3.3.1). Suppose that either Lε(uε) = 0 or L∗ε(uε) = 0 in 2B = B(x0, 2r). It follows
from interior Ho¨lder estimate (3.3.9) that
‖uε‖C0,ρ(B) ≤ Cr−ρ
(
−
∫
2B
|uε|2
)1/2
for any ρ ∈ (0, 1), where C depends only on µ, ρ, and the function ω(t) in (3.3.1). This allows
one to construct an m×m matrix of Neumann functions in a bounded Lipschitz domain Ω
in Rd,
Nε(x, y) =
(
Nαβε (x, y)
)
,
with the following properties:
• For d ≥ 3, one has
|Nε(x, y)| ≤ C|x− y|2−d,
for x, y ∈ Ω with |x− y| < 1
2
dist(y, ∂Ω). If d = 2, then
|Nε(x, y)| ≤ C
{
1 + ln[r0|x− y|−1]
}
,
for any x, y ∈ Ω, where r0 = diam(Ω).
• If F ∈ Lp(Ω;Rm) for some p > d
2
and g ∈ L2(∂Ω;Rm) satisfy the compatibility
condition
∫
Ω
F dx+
∫
∂Ω
g = 0, then
(5.5.1) uε(x) =
∫
Ω
Nε(x, y)F (y) dy +
∫
∂Ω
Nε(x, y)g(y) dσ(y)
is the unique weak solution in H1(Ω;Rm) of the Neumann problem, Lε(uε) =
F in Ω and ∂uε
∂νε
= g on ∂Ω, with
∫
∂Ω
uε dσ = 0.
• Let N∗ε (x, y) denote the matrix of Neumann functions for the adjoint operator L∗ε
in Ω. Then
(5.5.2) N∗ε (x, y) =
(
Nε(y, x)
)T
for any x, y ∈ Ω.
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Theorem 5.5.1. Suppose that A is 1-periodic and satisfies (1.1.20) and (3.3.1). Let Ω
be a bounded C1 domain in Rd. Then, if d ≥ 3,
(5.5.3) |Nε(x, y)| ≤ C|x− y|2−d,
for any x, y ∈ Ω and x 6= y. Moreover, if d ≥ 2,
(5.5.4) |Nε(x, y)−N(z, y)|+ |Nε(y, x)−Nε(y, z)| ≤ C|x− z|
ρ
|x− y|d−2+ρ
for any x, y, z ∈ Ω such that |x − z| < 1
2
|x − y|. The constant C depends at most on µ, ρ,
ω(t) and Ω.
Proof. Since Ω is C1, solutions of Lε(uε) = 0 in B(x0, r)∩Ω with ∂uε∂νε = 0 on B(x0, r)∩
∂Ω, where x0 ∈ ∂Ω and 0 < r < r0, satisfies the estimate
(5.5.5) ‖uε‖C0,ρ(B(x0,r/2)∩Ω) ≤ Cr−ρ
(
−
∫
B(x0,r)∩Ω
|uε|2
)1/2
for any ρ ∈ (0, 1), where C depends only on ρ, µ, ω(t) and Ω. This is a consequence of
Theorem 5.2.2, which also gives (5.5.5) for solutions of L∗ε(uε) = 0 in B(x0, r) ∩ Ω with
∂uε
∂ν∗ε
= 0 on B(x0, r) ∩ ∂Ω. The estimates (5.5.3)-(5.5.4) now follow from general results in
[81] for d = 2 and in [20] for d ≥ 3. 
Using interior and boundary Lipschitz estimates, stronger estimates may be proved in
C1,η domains under the assumption that A is Ho¨lder continuous.
Theorem 5.5.2. Assume that A is 1-periodic and satisfies conditions (1.1.20) and
(3.0.2). Let Ω be a bounded C1,η domain in Rd for some η > 0. Then for any x, y ∈ Ω
and x 6= y,
(5.5.6) |∇xNε(x, y)|+ |∇yNε(x, y)| ≤ C|x− y|1−d,
and
(5.5.7) |∇y∇xNε(x, y)| ≤ C|x− y|−d,
where C depends only on µ, (λ, τ) and Ω.
Proof. Suppose d ≥ 3. Fix x0, y0 ∈ Ω and let r = |x0 − y0|/8. Let uε(x) = Nε(x, y0).
Then Lε(uε) = 0 in B(x0, 4r) ∩ Ω and
∂uε
∂νε
= − 1|∂Ω|Im×m on B(x0, 4r) ∩ ∂Ω,
where Im×m denotes the m×m identity matrix. By the boundary Lipschitz estimate (5.4.2)
it follows that
|∇uε(x0)| ≤ C
r
(
−
∫
B(x0,4r)∩Ω
|uε|2
)1/2
+ C
≤ C
rd−1
,
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where we have used the size estimate (5.5.3) for the last inequality. This gives |∇xNε(x0, y0)| ≤
Cr1−d. Thus we have proved that |∇xNε(x, y)| ≤ C|x−y|1−d. Since the same argument also
yields |∇xN∗ε (x, y)| ≤ C|x− y|1−d, in view of (5.5.2), we obtain
|∇yNε(x, y)| = |∇yN∗ε (y, x)| ≤ C|x− y|1−d.
To see (5.5.7), we note that the boundary Lipschitz estimate gives
|∇xNε(x0, y1)−∇xNε(x0, y2)
}| ≤ Cr−1 max
z∈B(x0,r)∩Ω
|Nε(z, y1)−Nε(z, y2)|
≤ C|y1 − y2|
rd
,
where y1, y2 ∈ B(y0, r). It follows that |∇y∇xNε(x0, y0)| ≤ Cr−d.
Finally, in the case d = 2, we apply the Lipschitz estimate to uε(x) = Nε(x, y0)−Nε(x0, y0)
and use the fact that |Nε(x, y0)−Nε(x0, y0)| ≤ C if |x− x0| < (1/2)|x0 − y0|. 
5.6. Elliptic systems of linear elasticity
A careful inspection of the proof in the previous sections in this chapter shows that
all results, with a few minor modifications, hold for the elliptic system of elasticity. In
particular, we obtain the uniform boundary Ho¨lder and W 1,p estimate in C1 domains as well
as the uniform Lipschitz estimate in C1,η domains.
We start with a Caccioppoli inequality for elliptic systems of elasticity with Neumann
conditions.
Lemma 5.6.1 (Caccioppoli’s inequality). Suppose that A ∈ E(κ1, κ2). Let uε ∈ H1(D2r;Rd)
be a solution of Lε(uε) = F in D2r with ∂uε∂νε = g on ∆2r. Then the estimate (5.1.2) holds
with constant C depending only on κ1, κ2 and M0.
Proof. We follow the same line of argument as in the proof of Lemma 5.1.2. The
special case where g = 0 may be handled in the same manner with help of the second Korn
inequality. To deal with the general case, in view of the proof of Lemma 5.1.2, it suffices to
construct a function g˜ ∈ L2(∂D2;Rd) such that g˜ = g on ∆2,
‖g˜‖L2(∂D2) ≤ C‖g‖L2(∆2) + ‖F‖L2(D2),
and g˜ satisfies the compatibility condition,
(5.6.1)
∫
∂D2
g˜ · φ dσ +
∫
D2
F · φ dx = 0
for any φ ∈ R. To this end, we let
g˜ = α1φ1 + α2φ2 + · · ·+ αNφN on ∂D2 \∆2,
where N = d(d+1)/2, (α1, α2, . . . , αN) ∈ RN is to be determined, and {φ1, φ2, . . . , φN} is an
orthonormal basis of R in L2(D2;Rd). To determine (α1, α2, . . . , αN), we solve the N × N
system of linear equations,∫
∂D2\∆2
(
α1φ1 + α2φ2 + · · ·+ αNφN
) · φj dσ = − ∫
D2
F · φj dx−
∫
∆2
g · φj dσ
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for j = 1, 2, . . . , N . The linear system is uniquely solvable, provided that
(5.6.2) det
(∫
∂D2\∆2
φi · φj dσ
)
6= 0.
To see (5.6.2), let’s assume that it is not true. Then there exists (β1, β2, . . . , βN) ∈ RN \ {0}
such that ∫
∂D2\∆2
|βiφi|2 dσ = βiβj
∫
∂D2\∆2
φi · φj dσ = 0,
which implies that βiφi = 0 on ∂D2\∆2. Since βiφi is a linear function and ∂D2\∆2 cannot be
a hyperplane, we may conclude that βiφi ≡ 0 in Rd. Consequently, β1 = β2 = · · · = βN = 0,
which gives us a contradiction. 
The next theorem is an analogous of Theorem 5.1.1.
Theorem 5.6.2. Suppose that A ∈ E(κ1, κ2) and is 1-periodic. Let uε ∈ H1(D2r,Rd)
be a weak solution of Lε(uε) = F in D2r with ∂uε∂νε = g on ∆2r, where F ∈ L2(D2r;Rd) and
g ∈ L2(∆2r;Rd). Assume that r ≥ ε. Then there exists w ∈ H1(Dr;Rd) such that L0(w) = F
in Dr,
∂w
∂ν0
= g on ∆r, and
(5.6.3)(
−
∫
Dr
|uε − w|2
)1/2
≤ C
(ε
r
)1/2{(
−
∫
D2r
|uε|2
)1/2
+ r2
(
−
∫
D2r
|F |2
)1/2
+ r
(
−
∫
∆2r
|g|2
)1/2}
,
where C depends only on µ and M0.
Proof. The proof is similar to that of Theorem 5.1.1, using Lemma 5.6.1 and estimate
(5.1.8). Note that by (2.6.6), the estimate (5.1.8) holds for σ = 1/2, where Lε(uε) = L0(u0)
in Ω, ∂uε
∂νε
= ∂u0
∂ν0
on ∂Ω, and ∫
Ω
(uε − u0) · φ dx = 0,
for any φ ∈ R. 
Theorem 5.6.3 (Ho¨lder estimate). Suppose that A ∈ E(κ1, κ2) is 1-periodic and satisfies
(3.3.1). Let Ω be a bounded C1 domain in Rd and 0 < ρ < 1. Let uε ∈ H1(B(x0, r)∩Ω;Rd)
be a solution of Lε(uε) = 0 in B(x0, r) ∩Ω with ∂uε∂νε = g on B(x0, r)∩ ∂Ω for some x0 ∈ ∂Ω
and 0 < r < r0. Then estimate (5.2.5) holds for any x, y ∈ B(x0, r/2) ∩ Ω, where the
constant C depends only on µ, ρ, κ1, κ2, and Ω.
Proof. With Theorem 5.6.2 at our disposal, the proof is the same as that for Theorem
5.2.2. 
Theorem 5.6.4 (W 1,p estimate). Suppose that A ∈ E(κ1, κ2) is 1-periodic and satisfies
(3.3.1). Let Ω be a bounded C1 domain in Rd and 1 < p < ∞. Let F ∈ Lq(Ω;Rd),
f ∈ Lp(Ω;Rd×d) and g ∈ B−1/p,p(∂Ω;Rd) satisfy the compatibility condition (1.4.8), where q
given by (5.3.16). Then the Neumann problem (5.3.1) has a solution uε in W
1,p(Ω;Rd) such
that the estimate (5.3.4) holds for some constant Cp depending only on p, κ1, κ2, ω(t) in
(3.3.1), and Ω. The solution is unique in W 1,p(Ω;Rd), up to an element of R.
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Proof. The proof follows the same line of argument used for Theorem 5.3.2. Because
of the compatibility condition (1.4.8), some modifications are needed.
Step One. Consider the Neumann problem:
(5.6.4) Lε(uε) = div(f) in Ω and ∂uε
∂νε
= −n · f on ∂Ω,
which has a unique solution in H1(Ω;Rd) such that uε ⊥ R in L2(Ω;Rd), provided that
f = (fαi ) ∈ L2(Ω;Rd×d) satisfies the compatibility condition∫
Ω
fαi
∂φα
∂xi
dx = 0
for any φ = (φα) ∈ R. The condition is equivalent to
(5.6.5)
∫
Ω
(
fαi − f iα) dx = 0.
As a result, Theorem 3.2.7 can not be applied directly. Rather, we use Theorem 3.2.6 to
show that
(5.6.6) ‖∇uε‖Lp(Ω) ≤ Cp‖f‖Lp(Ω)
for 1 < p <∞.
To this end we fix a ball B with |B| ≤ c0|Ω|. Assume that either 4B ⊂ Ω or B is centered
on ∂Ω. We write uε = vε + wε in Ω, where vε is the unique solution in H
1(Ω;Rd) to the
Neumann problem,
(5.6.7) Lε(vε) = div
(
(f − E)χ4B∩Ω
)
in Ω and
∂vε
∂νε
= −n · (f − E)χ4B∩Ω on ∂Ω,
such that vε ⊥ R in L2(Ω;Rd), where E = (Eαi ) is a constant with
Eαi =
1
2
−
∫
4B∩Ω
(
fαi − f iα)
It is easy to verify that the function (f−E)χ4B∩Ω satisfies the compatibility condition (5.6.5).
Thus,
‖∇vε‖L2(Ω) ≤ C‖f − E‖L2(4B∩Ω) ≤ C‖f‖L2(4B∩Ω),
which leads to
(5.6.8)
(
−
∫
4B∩Ω
|∇vε|2
)1/2
≤ C
(
−
∫
4B∩Ω
|f |2
)1/2
.
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To estimate ∇wε in 2B ∩ Ω, we first consider the case where 4B ⊂ Ω. Since Lε(wε) = 0
in 4B, we may use the interior W 1,p estimate in Theorem 3.3.1 to obtain(
−
∫
2B
|∇wε|p
)1/p
≤ C
(
−
∫
4B
|∇wε|2
)1/2
≤ C
(
−
∫
4B
|∇uε|2
)1/2
+
(
−
∫
4B
|∇vε|2
)1/2
≤ C
(
−
∫
4B
|∇uε|2
)1/2
+ C
(
−
∫
4B
|f |2
)1/2
,
for 2 < p < ∞, where we have used (5.6.8) for the last step. If B is centered on ∂Ω, we
observe that wε satisfies
Lε(wε) = 0 in 4B ∩ Ω and ∂wε
∂νε
= n · E on 4B ∩ ∂Ω.
It follows by Theorem 5.6.3 that
|wε(x)− wε(y)| ≤ Cr
( |x− y|
r
)ρ{(
−
∫
4B∩Ω
|∇wε|2
)1/2
+ |E|
}
for any x, y ∈ 2B ∩ Ω, where 0 < ρ < 1. As in the proof of Theorem 5.3.2, this, together
with the interior W 1,p estimate, yields that(
−
∫
2B∩Ω
|∇wε|p
)1/p
≤ C
{(
−
∫
4B∩Ω
|∇wε|2
)1/2
+ |E|
}
≤ C
{(
−
∫
4B∩Ω
|∇uε|2
)1/2
+
(
−
∫
4B∩Ω
|∇vε|2
)1/2
+ |E|
}
≤ C
{(
−
∫
4B∩Ω
|∇uε|2
)1/2
+
(
−
∫
4B∩Ω
|f |2
)1/2}
.
By Theorem 3.2.6 it follows that(
−
∫
Ω
|∇uε|p
)1/p
≤ C
(
−
∫
Ω
|∇uε|2
)1/2
+ C
(
−
∫
Ω
|f |p
)1/p
for any 2 < p <∞. Using
‖∇uε‖L2(Ω) ≤ C‖f‖L2(Ω) ≤ C‖f‖Lp(Ω),
we obtain (5.6.6) for 2 < p <∞.
Step Two. To prove the estimate (5.6.6) for 1 < p < 2, we use a duality argument. Let
f = (fαi ) ∈ L2(Ω;Rd×d), g = (gαi ) ∈ Lp′(Ω;Rd×d) satisfy the compatibility condition (5.6.5).
Let uε, vε be weak solutions of (5.6.4) with data f, g, respectively. Then∫
Ω
gαi
∂uαε
∂xi
dx =
∫
Ω
A(x/ε)∇uε · ∇vε dx =
∫
Ω
fαi
∂vαε
∂xi
dx.
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Assume that vε ⊥ R in L2(Ω;Rd×d). By Step One, ‖∇vε‖Lp′ (Ω) ≤ C‖g‖Lp′(Ω). It follows that∣∣∣ ∫
Ω
gαi
∂uαε
∂xi
dx
∣∣∣ ≤ C ‖g‖Lp′(Ω)‖f‖Lp(Ω).
By duality this implies that
(5.6.9) ‖∇uε‖Lp(Ω) ≤ C‖f‖Lp(Ω) + C
∣∣∣ ∫
Ω
(∇uε − (∇uε)T )∣∣∣.
We may eliminate the last term in the inequality above by subtracting an element of R from
uε. The duality argument above also gives the uniqueness in W
1,p(Ω;Rd), up to an element
in R. As a result, by a density argument, for any f ∈ Lp(Ω;Rd) satisfying (5.6.6), there
exists a weak solution uε of (5.6.4) in W
1,p(Ω;Rd) such that ‖∇uε‖Lp(Ω) ≤ C‖f‖Lp(Ω). The
solution is unique in W 1,p(Ω;Rd), up to an element of R.
Step Three. Let 1 < p <∞. Consider the Neumann problem
(5.6.10) Lε(uε) = 0 in Ω and ∂uε
∂νε
= g on ∂Ω,
where g ∈ B−1/p,p(∂Ω;Rd) satisfies the compatibility condition
(5.6.11) 〈g, φ〉B−1/p,p(∂Ω)×B1/p,p′ (∂Ω) = 0
for any φ ∈ R. Then there exists a weak solution of (5.6.10) in W 1,p(Ω;Rd), unique up to
an element of R, such that
(5.6.12) ‖∇uε‖Lp(Ω) ≤ C‖g‖B−1/p,p(∂Ω).
This follows from Steps One and Two by a duality argument, similar to that in the proof of
Lemma 5.3.4.
Step Four. Let 1 < p <∞. Consider the Neumann problem
(5.6.13) Lε(uε) = F in Ω and ∂uε
∂νε
= h on ∂Ω,
where F ∈ Lq(Ω;Rd), q is give by (5.3.16), and h ∈ R satisfies the compatibility condition
(5.6.14)
∫
Ω
F · φ dx+
∫
∂Ω
h · φ dσ = 0
for any φ ∈ R. We first show that for any F ∈ L1(Ω;Rd), there exists a unique h ∈ R such
that h satisfies (5.6.14) and
(5.6.15) ‖h‖C1(Ω) ≤ C‖F‖L1(Ω),
where C depends only on Ω. Indeed, let {φ1, φ2, · · · , φN} be an orthonormal basis of R in
L2(Ω;Rd), where N = d(d+1)
2
, and
h = α1φ1 + α2φ2 + . . . αNφN ,
where (α1, α2, . . . , αN) ∈ RN . To find (α1, α2, . . . , αN), we solve the N ×N system of linear
equations
αi
∫
∂Ω
φi · φj dσ = −
∫
Ω
F · φj dx, j = 1, 2, . . . , N,
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which is uniquely solvable, provided that
(5.6.16) det
(∫
∂Ω
φi · φj dσ
)
6= 0.
The proof of (5.6.16) is similar to that of (5.6.2). Suppose it is not true. Then there exists
(β1, β2, · · · , βN) ∈ RN such that
βi
∫
∂Ω
φi · φj dσ = 0.
Let v = β1φ1 + · · ·βNφN ∈ R. Then ∫
∂Ω
|v|2 dσ = 0,
which implies that v = 0 in ∂Ω. Since v is a linear function and ∂Ω is not a hyperplane, we
obtain v ≡ 0 in Rd. By linearly independence of φ1, φ2, . . . , φN in L2(Ω;Rd), this leads to
β1 = β2 · · · = βN = 0 and gives us a contradiction.
With the construction of h, the argument in the proof of Lemma 5.3.4 shows that there
exists a weak solution of (5.6.13) in W 1,p(Ω;Rd), unique up to an element of R, such that
(5.6.17) ‖∇uε‖Lp(Ω) ≤ C‖F‖Lq(Ω).
Step Five. Theorem 5.6.4 follows from steps 1-5 by writing
uε = u
(1)
ε + u
(2)
ε + u
(3)
ε ,
where u
(1)
ε is a solution of (5.6.4) with data f , u
(2)
ε is a solution of (5.6.12) with data g − h,
and u
(3)
ε is a solution of (5.6.13) with data F and h. In view of (5.6.14), the boundary g− h
satisfies the compatibility condition (5.6.11), and by (5.6.17),
‖g − h‖B−1/p,p(∂Ω) ≤ C‖g‖B−1/p,p(∂Ω) + ‖F‖L1(Ω).
It follows that
‖∇uε‖Lp(Ω) ≤ ‖∇u(1)ε ‖Lp(Ω) + ‖∇u(2)ε ‖Lp(Ω) + ‖∇u(3)ε ‖Lp(Ω)
≤ C
{
‖f‖Lp(Ω) + ‖F‖Lq(Ω) + ‖g‖B−1/p,p(∂Ω)
}
.
This completes the proof of Theorem 5.6.4. 
The next theorem gives the boundary Lipschitz estimate for the Neumann problem in a
C1,η domain.
Theorem 5.6.5 (Lipschitz estimate). Suppose that A ∈ E(κ1, κ2) is 1-periodic and
satisfies (3.0.2). Let Ω be a bounded C1,η domain for some η ∈ (0, 1). Let uε ∈ H1(B(x0, r)∩
Ω;Rd) be a weak solution of Lε(uε) = F in B(x0, r)∩Ω;Rd) with ∂uε∂νε = g on B(x0, r)∩ ∂Ω,
for some x0 ∈ ∂Ω and 0 < r < r0. Then the estimate (5.4.2) holds for ρ ∈ (0, 1) and p > d,
where C depends only on ρ, p, κ1, κ2, (λ, τ) in (3.0.2), and Ω.
Proof. With Theorem 5.6.2, the proof is the same as that of Theorem 5.4.2. 
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Corollary 5.6.6. Assume that A and Ω satisfy the same conditions as in Theorem 5.6.5.
Let p > d and ρ ∈ (0, 1). Let uε ∈ H1(Ω;Rd) be a weak solution to the Neumann problem,
Lε(uε) = F in Ω and ∂uε∂νε = g on ∂Ω, where F ∈ Lp(Ω;Rd) and g ∈ Cρ(∂Ω;Rd) satisfy the
compatibility condition (1.4.8). Assume that uε ⊥ R. Then
(5.6.18) ‖∇uε‖L∞(Ω) ≤ C
{
‖F‖Lp(Ω) + ‖g‖Cρ(∂Ω)
}
,
where C depends only on p, ρ, κ1, κ2, (λ, τ) and Ω.
Proof. The proof is the same as that of Corollary 5.4.3. 
5.7. Notes
The boundary Ho¨lder and W 1,p estimates for solutions with Neumann conditions were
proved by C. Kenig, F. Lin, and Z. Shen in [51]. Under the additional symmetry condition
A∗ = A, the boundary Lipschitz estimate for Neumann problems was also established in
[51]. This was achieved by using a compactness method, similar to that used in Chapter 4
for boundary Lipschitz estimates for solutions with Dirichlet conditions. As we pointed out
earlier, the compactness method reduces to the problem to the Lipschitz estimate for the
correctors. In the case of Neumann correctors, the Lipschitz estimate was obtained in [51]
by utilizing the nontangential-maximal-function estimates in [54, 55] by C. Kenig and Z.
Shen for solutions to Neumann problems with L2 boundary data (see Chapter 7). As results
in [54, 55] were proved in Lipschitz domains under the symmetry condition, so did the main
estimates in [51].
The symmetry condition was removed by S. N. Armstrong and Z. Shen in [4], where the
interior and boundary Lipschitz estimates were established for elliptic systems with uniformly
almost-periodic coefficients. The approach used in [4] was developed by S. N. Armstrong and
C. Smart in [5] for the study of large-scale regularity theory in stochastic homogenization.
Also see related work in [39, 3, 1, 2] and their references.
The presentation in this chapter follows closely [75] by Z. Shen, where the boundary
regularity estimates were studied for elliptic systems of elasticity with periodic coefficients.
In particular, Lemma 5.4.6, which improves the analogous results in [5, 4], is taken from
[75].

CHAPTER 6
Convergence Rates, Part II
In Chapter 2 we establish the O(
√
ε) error estimates for some two-scale expansions in
H1 and the O(ε) convergence rate for solutions uε in L
2. The results are obtained without
any smoothness assumption on the coefficient matrix A. In this chapter we return to the
problem of convergence rates and prove various results under some additional smoothness
assumptions, using uniform regularity estimates obtained in Chapters 3-5. We shall be
mainly interested in the sharp O(ε) or near sharp rates of convergence.
We start out in Section 6.1 with an error estimate in H1 for a two-scale expansion
involving boundary correctors. The result is used in Section 6.2 to study the convergence
rates of the Dirichlet eigenvalues for Lε. In Section 6.3 we derive asymptotic expansions, as
ε → 0, of Green functions Gε(x, y) as well as their derivatives ∇xGε(x, y), ∇yGε(x, y), and
∇x∇yGε(x, y), using the Dirichlet correctors. As a corollary, we also obtain an asymptotic
expansion of the Poisson kernel Pε(x, y) for Lε in a C2,α domain Ω. Analogous expansions
are obtained for Neumann functions Nε(x, y) and their derivatives in Section 6.4. Results in
Sections 6.3 and 6.4 are used in Section 6.5 to establish convergence rates of uε − u0 in Lp
and uε − u0 − vε in W 1,p for p 6= 2, where vε is a first-order corrector.
6.1. Convergence rates in H1 and L2
For solutions of Lε(uε) = F in Ω subject to Dirichlet condition uε = f or Neumann
condition ∂uε
∂νε
= g on ∂Ω, it is proved in Chapter 2 that
(6.1.1) ‖uε − u0 − εχ(x/ε)∇u0‖H1(Ω) ≤ C
√
ε ‖u0‖W 2,d(Ω),
where Ω is a bounded Lipschitz domain in Rd . If d ≥ 3 and the corrector χ is bounded, the
estimate (6.1.1) is improved to
(6.1.2) ‖uε − u0 − εχ(x/ε)∇u0‖H1(Ω) ≤ C
√
ε ‖u0‖H2(Ω).
See Theorems 2.2.7 and 2.3.5 Furthermore, the sharp O(ε) rate in L2(Ω) is established in
Sections 2.4 and 2.5,
(6.1.3) ‖uε − u0‖L2(Ω) ≤ C ε ‖u0‖H2(Ω),
if Ω is C1,1. See Theorems 2.4.5 and 2.5.4.
Recall that the Dirichlet corrector Φε =
(
Φβε,j
)
, with 1 ≤ j ≤ d and 1 ≤ β ≤ m, for Lε in
Ω is defined by
(6.1.4) Lε
(
Φβε,j
)
= 0 in Ω and Φβε,j = P
β
j on ∂Ω,
where P βj (x) = xje
β. The following theorem gives the O(ε) rate of convergence in H10 (Ω) for
the Dirichlet problem.
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Theorem 6.1.1. Suppose that A is 1-periodic and satisfies (1.1.2)-(1.1.3). Let Ω be
a bounded Lipschitz domain in Rd. Assume that χ = (χβj ) is Ho¨lder continuous and that
Φε =
(
Φβε,j
)
is bounded (if m ≥ 2). Let uε ∈ H1(Ω;Rm) (ε ≥ 0) be the weak solution of the
Dirichlet problem: Lε(uε) = F in Ω and uε = f on ∂Ω. Then, if u0 ∈ H2(Ω;Rm),
(6.1.5)
∥∥uε − u0 − {Φβε,j − P βj } ∂uβ0∂xj ∥∥H10 (Ω) ≤ C
{
ε+ ‖Φε − P‖∞
}
‖∇2u0‖L2(Ω),
where P = (P βj ) and C depends only on A and Ω.
The proof of Theorem 6.1.1 uses energy estimates and the formula in the following lemma.
Lemma 6.1.2. Suppose that uε ∈ H1(Ω;Rm) and u0 ∈ H2(Ω;Rm). Let
(6.1.6) wε(x) = uε(x)− u0(x)−
{
V βε,j(x)− P βj (x)
} ∂uβ0
∂xj
,
where V βε,j = (V
1β
ε,j , . . . , V
mβ
ε,j ) ∈ H1(Ω;Rm) and Lε
(
V βε,j
)
= 0 in Ω for each 1 ≤ j ≤ d and
1 ≤ β ≤ m. Assume that Lε(uε) = L0(u0) in Ω. Then
(6.1.7)
(Lε(wε))α =− ε ∂
∂xi
{
φαγjik (x/ε)
∂2uγ0
∂xj∂xk
}
+
∂
∂xi
{
aαβij (x/ε)
[
V βγε,k (x)− xkδβγ
] ∂2uγ0
∂xj∂xk
}
+ aαβij (x/ε)
∂
∂xj
[
V βγε,k (x)− xkδβγ − εχβγk (x/ε)
] ∂2uγ0
∂xi∂xk
,
where φ =
(
φαβkij(y)
)
is the flux corrector, given by Lemma 2.1.1.
Proof. Note that
aαβij
(x
ε
) ∂wβε
∂xj
= aαβij
(x
ε
) ∂uβε
∂xj
−aαβij
(x
ε
) ∂uβ0
∂xj
− aαβij
(x
ε
) ∂
∂xj
{
V βγε,k − xkδβγ
}
· ∂u
γ
0
∂xk
− aαβij
(x
ε
){
V βγε,k − xkδβγ
} ∂2uγ0
∂xk∂xj
,
and (Lε(wε))α =(Lε(uε))α − (L0(u0))α − ∂
∂xi
{[
aˆαβij − aαβij (x/ε)
] ∂uβ0
∂xj
}
+
{Lε(V γε,k − P γk )}α · ∂uγ0∂xk + aαβij (x/ε) ∂∂xj
{
V βγε,k − xkδβγ
}
· ∂
2uγ0
∂xi∂xk
+
∂
∂xi
{
aαβij (x/ε)
[
V βγε,k − xkδβγ
] ∂2uγ0
∂xk∂xj
}
.
Using
Lε
(
V γε,k − P γk
)
= −Lε
(
P γk
)
= Lε
{
εχγk(x/ε)
}
,
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and Lε(uε) = L0(u0), we obtain
(6.1.8)
(Lε(wε))α = ∂
∂xi
{
bαβij (x/ε)
∂uβ0
∂xj
}
+ aαβij (x/ε)
∂
∂xj
{
V βγε,k (x)− xkδβγ − εχβγk (x/ε)
}
· ∂
2uγ0
∂xi∂xk
+
∂
∂xi
{
aαβij (x/ε)
[
V βγε,k − xkδβγ
]
· ∂
2uγ0
∂xk∂xj
}
,
where bαβij (y) is defined by (2.1.1). The formula (6.1.7) now follows from the identity
(6.1.9)
∂
∂xi
{
bαβij (x/ε)
∂uβ0
∂xj
}
= −ε ∂
∂xi
{
φαβkij (x/ε)
∂2uβ0
∂xk∂xj
}
,
which is a consequence of (2.1.5). 
Proof of Theorem 6.1.1. Let
wε = uε − u0 −
{
Φβε,j − P βj
} ∂uβ0
∂xj
.
Since Φε is bounded, Lε(Φε) = 0 and u0 ∈ H2(Ω;Rm), one may use the argument in the
proof of Lemma 2.2.8 to show that |∇Φε||∇u0| ∈ L2(Ω). This implies that wε ∈ H10 (Ω;Rm).
It follows from Lemma 6.1.2 that(Lε(wε))α = −ε ∂
∂xi
{
φαγjik(x/ε)
∂2uγ0
∂xj∂xk
}
+
∂
∂xi
{
aαβij (x/ε)
[
Φβγε,k(x)− xkδβγ
] ∂uγ0
∂xj∂xk
}
+ aαβij (x/ε)
∂
∂xj
[
Φβγε,k(x)− xkδβγ − εχβγk (x/ε)
] ∂2uγ0
∂xi∂xk
.
Hence,
(6.1.10)
∫
Ω
|∇wε|2 dx ≤ C ε
∫
Ω
|φ(x/ε)| |∇2u0| |∇wε| dx+ C
∫
Ω
|Φε − P | |∇2u0| |∇wε| dx
+ C
∫
Ω
|∇(Φε − P − εχ(x/ε))| |wε| |∇2u0| dx,
where φ =
(
φαβjik
)
. Since χ is Ho¨lder continuous, φ is bounded. Note that Lε
(
Φε − P −
εχ(x/ε)
)
= 0 in Ω. Thus, by (1.1.7),∫
Ω
|∇(Φε − P − εχ(x/ε))|2|wε|2 dx ≤ C ∫
Ω
|Φε − P − εχ(x/ε)|2|∇wε|2 dx.
This, together with (6.1.10) and Cauchy inequality (1.1.10), gives (6.1.5). 
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Corollary 6.1.3. Let m = 1 and Ω be a bounded Lipschitz domain in Rd. Let uε (ε ≥ 0)
be the same as in Theorem 6.1.1. Then
(6.1.11)
∥∥∥uε − u0 − {Φε,j − xj}∂u0
∂xj
∥∥∥
H10 (Ω)
≤ C ε ‖∇2u0‖L2(Ω).
Consequently,
(6.1.12) ‖uε − u0‖L2(Ω) ≤ C ε ‖u0‖H2(Ω),
where C depends only on µ and Ω.
Proof. In the scalar case m = 1, the corrector χ is Ho¨lder continuous. Also note that
if
vε = Φε,j(x)− xj − εχj(x/ε),
then Lε(vε) = 0 in Ω and vε = −εχj(x/ε) on ∂Ω. Thus, by the maximum principle,
‖vε‖L∞(Ω) ≤ ‖vε‖L∞(∂Ω) ≤ C ε,
which gives
(6.1.13) ‖Φε,j − xj‖L∞(Ω) ≤ C ε.
Thus the estimate (6.1.11) follows from (6.1.5). Finally, since∥∥∥(Φε,j − xj)∂u0
∂xj
∥∥∥
L2(Ω)
≤ C ε ‖∇u0‖L2(Ω),
the estimate (6.1.12) follows readily from (6.1.11). 
Corollary 6.1.4. Suppose that m ≥ 2 and Ω is C1,η for some η ∈ (0, 1). Assume that
A is Ho¨lder continuous. Let uε (ε ≥ 0) be the same as in Theorem 6.1.1. Then,
(6.1.14)
∥∥∥uε − u0 − {Φβε,j − P βj } ∂uβ0∂xj
∥∥∥
H10 (Ω)
≤ C ε ‖∇2u0‖L2(Ω),
where C depends only on A and Ω.
Proof. Under the assumptions that A is Ho¨lder continuous and Ω is C1,η, it follows by
the Agmon-Miranda maximum principle in Remark 4.6.6 that
(6.1.15) ‖Φβε,j − P βj ‖L∞(Ω) ≤ C ε,
which, together with (6.1.5), gives the estimate (6.1.14). 
Remark 6.1.5. Since
∂
∂xi
{
uε − u0 −
{
Φβε,j − P βj
} ∂uβ0
∂xj
}
=
∂uε
∂xi
− ∂
∂xi
{
Φβε,j
}
· ∂u
β
0
∂xj
−
{
Φβε,j − P βj
} ∂2uβ0
∂xi∂xj
,
it follows from (6.1.11) and (6.1.14) that
(6.1.16)
∥∥∥∂uε
∂xi
− ∂
∂xi
{
Φβε,j
}
· ∂u
β
0
∂xj
∥∥∥
L2(Ω)
≤ C ε ‖∇2u0‖L2(Ω),
6.2. CONVERGENCE RATES OF EIGENVALUES 145
where C depends only on A and Ω.
6.2. Convergence rates of eigenvalues
In this section we study the convergence rate for Dirichlet eigenvalues for the operator Lε.
Throughout the section we assume that A is 1-periodic and satisfies the ellipticity condition
(1.1.2)-(1.1.3) and the symmetry condition A∗ = A.
For f ∈ L2(Ω;Rm), under the ellipticity condition (1.1.2)-(1.1.3), the elliptic system
Lε(uε) = f in Ω has a unique (weak) solution in H10 (Ω;Rm). Define TDε (f) = uε. Note that
(6.2.1) 〈TDε (f), f〉 = 〈uε, f〉 =
∫
Ω
A(x/ε)∇uε · ∇uε dx
(if ε = 0, A(x/ε) is replaced by Â), where 〈 , 〉 denotes the inner product in L2(Ω;Rm).
Since ‖uε‖H10 (Ω) ≤ C ‖f‖L2(Ω), where C depends only on µ and Ω, the linear operator TDε is
bounded, positive, and compact on L2(Ω;Rm). With the symmetry condition A∗ = A, the
operator Tε is also self-adjoint. Let
(6.2.2) σε,1 ≥ σε,2 ≥ · · · ≥ σε,k ≥ · · · > 0
denote the sequence of eigenvalues in a decreasing order of TDε . Recall that λε is called a
Dirichlet eigenvalue for Lε in Ω if there exists a nonzero uε ∈ H10 (Ω;Rm) such that Lε(uε) =
λεuε in Ω. Thus, if A is elliptic and symmetric, for each ε > 0, {λε,k = (σε,k)−1} forms the
sequence of Dirichlet eigenvalues in an increasing order for Lε in Ω.
By the mini-max principle,
(6.2.3) σε,k = min
f1,··· ,fk−1
∈L2(Ω;Rm)
max
‖f‖L2(Ω)=1
f⊥fi
i=1,...,k−1
〈TDε (f), f〉.
Let {φε,k} be an orthonormal basis of L2(Ω;Rm), where each φε,k is an eigenfunction as-
sociated with σε,k. Let Vε,0 = {0} and Vε,k be the subspace of L2(Ω;Rm) spanned by
{φε,1, . . . , φε,k} for k ≥ 1. Then
(6.2.4) σε,k = max
f⊥Vε,k−1
‖f‖L2(Ω)=1
〈TDε (f), f〉.
Lemma 6.2.1. . For any ε > 0,
|σε,k − σ0,k| ≤ max
 maxf⊥V0,k−1
‖f‖L2(Ω)=1
〈(TDε − TD0 )f, f〉|, max
f⊥Vε,k−1
‖f‖L2(Ω)=1
〈(TDε − TD0 )f, f〉|
 .
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Proof. It follows from (6.2.3) that
σε,k ≤ max
f⊥V0,k−1
‖f‖L2(Ω)=1
〈TDε (f), f〉
≤ max
f⊥V0,k−1
‖f‖L2(Ω)=1
〈(TDε − TD0 )(f), f〉+ max
f⊥V0,k−1
‖f‖L2(Ω)=1
〈TD0 (f), f〉
= max
f⊥V0,k−1
‖f‖L2(Ω)=1
〈(TDε − TD0 )(f), f〉+ σ0,k,
where we have used (6.2.4). Hence,
(6.2.5) σε,k − σ0,k ≤ max
f⊥V0,k−1
‖f‖L2(Ω)=1
〈(TDε − TD0 )(f), f〉.
Similarly, one can show that
(6.2.6) σ0,k − σε,k ≤ max
f⊥Vε,k−1
‖f‖L2(Ω)=1
〈(TD0 − TDε )(f), f〉.
The desired estimate follows from (6.2.5) and (6.2.6). 
By Theorem 2.4.3,
‖TDε (f)− TD0 (f)‖L2(Ω) ≤ C ε ‖TDε (f)‖H2(Ω),
where Ω is a bounded Lipschitz domain. If Ω is C1,1 (or convex in the case m = 1), the H2
estimate
‖TD0 (f)‖H2(Ω) ≤ C‖f‖L2(Ω)
holds for L0. It follows that
(6.2.7) ‖TDε − TD0 ‖L2→L2 ≤ C ε.
In view of Lemma 6.2.1, this gives
|σε.k − σ0,k| ≤ C ε,
where C depends only on Ω and µ, which leads to
(6.2.8) |λε,k − λ0,k| ≤ C ε(λ0,k)2.
We will see that the convergence estimate in H10 (Ω) in Theorem 6.1.4 allows us to improve
the estimate (6.2.8) by a factor of (λ0,k)
1/2. Note that the smoothness condition on A is not
needed in the scalar case m = 1 in the following theorem.
Theorem 6.2.2. Suppose that A is 1-periodic, symmetric, and satisfies the ellipticity
condition (1.1.2)-(1.1.3). If m ≥ 2, we also assume that A is Ho¨lder continuous. Let Ω be
a bounded C1,1 domain or convex domain in the case m = 1. Then
(6.2.9) |λε,k − λ0,k| ≤ C ε(λ0,k)3/2,
where C is independent of ε and k.
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Proof. We will use Lemma 6.2.1, Corollaries 6.1.3 and 6.1.4 to show that
(6.2.10) |σε,k − σ0,k| ≤ C ε (σ0,k)1/2,
where C is independent of ε and k. Since λε,k = (σε,k)
−1 for ε ≥ 0 and λε,k ≈ λ0,k, this gives
the desired estimate.
Let uε = T
D
ε (f) and u0 = T
D
0 (f), where ‖f‖L2(Ω) = 1 and f ⊥ V0,k−1. In view of (6.2.4)
for ε = 0, we have 〈u0, f〉 ≤ σ0,k. Hence,
c ‖∇u0‖2L2(Ω) ≤ 〈u0, f〉 ≤ σ0,k,
where c depends only on µ. It follows that
(6.2.11) ‖f‖H−1(Ω) ≤ C ‖∇u0‖L2(Ω) ≤ C (σ0,k)1/2.
Now, write
〈uε − u0, f〉 =
〈
uε − u0 −
{
Φβε,ℓ − P βℓ
}∂uβ0
∂xℓ
, f
〉
+
〈{
Φβε,ℓ − P βℓ
}∂uβ0
∂xℓ
, f
〉
.
This implies that for any f ⊥ V0,k−1 with ‖f‖L2(Ω) = 1,
(6.2.12)
|〈uε − u0, f〉| ≤
∥∥∥uε − u0 − {Φβε,ℓ − P βℓ }∂uβ0∂xℓ
∥∥∥
H10 (Ω)
‖f‖H−1(Ω)
+
∥∥∥{Φβε,ℓ − P βℓ }∂uβ0∂xℓ
∥∥∥
L2(Ω)
‖f‖L2(Ω)
≤ Cε‖f‖L2(Ω)‖f‖H−1(Ω) + Cε‖∇u0‖L2(Ω)‖f‖L2(Ω)
≤ Cε‖∇u0‖L2(Ω)
≤ Cε(σ0,k)1/2,
where we have used Corollaries 6.1.3 and 6.1.4 as well as the estimate ‖Φβε,ℓ − P βℓ ‖∞ ≤ Cε
for the second inequality, and (6.2.11) for the third and fourth.
Next we consider the case f ⊥ Vε,k−1 and ‖f‖L2(Ω) = 1. In view of (6.2.4) we have
〈uε, f〉 ≤ σε,k. Hence, c‖∇uε‖2L2(Ω) ≤ 〈uε, f〉 ≤ σε,k. It follows that
(6.2.13) ‖f‖H−1(Ω) ≤ C‖∇uε‖L2(Ω) ≤ C(σε,k)1/2
and
(6.2.14) ‖∇u0‖L2(Ω) ≤ C ‖f‖H−1(Ω) ≤ C (σε,k)1/2,
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where C depends only on µ. As before, this implies that for any f ⊥ Vε,k−1 with ‖f‖L2(Ω) = 1,
(6.2.15)
|〈uε − u0, f〉| ≤
∥∥uε − u0 − {Φβε,ℓ − P βℓ }∂uβ0∂xℓ
∥∥∥
H10 (Ω)
‖f‖H−1(Ω)
+
∥∥∥{Φβε,ℓ − P βℓ }∂uβ0∂xℓ
∥∥∥
L2(Ω)
‖f‖L2(Ω)
≤ Cε‖f‖H−1(Ω) + Cε‖∇u0‖L2(Ω)
≤ Cε(σε,k)1/2
≤ Cε(σ0,k)1/2,
where we have used the fact σε,k ≈ σ0,k. In view of Lemma 6.2.1, the estimate (6.2.10)
follows from (6.2.12) and (6.2.15). 
6.3. Asymptotic expansions of Green functions
Assume that A satisfies the ellipticity condition (1.1.2)-(1.1.3). LetGε(x, y) =
(
Gαβε (x, y)
)
denote the m×m matrix of Green functions for Lε in Ω. Recall that in the scalar case m = 1,
(6.3.1) |Gε(x, y)| ≤
{
C |x− y|2−d if d ≥ 3,
C
{
1 + ln
(
r0|x− y|−1
)}
if d = 2
for any x, y ∈ Ω and x 6= y, where Ω is a bounded Lipschitz domain in Rd, r0 = diam(Ω),
and C depends only on µ and Ω. The estimate in (6.3.1) for d = 2 also holds for m ≥ 2. No
smoothness or periodicity condition is needed in both cases. If A is 1-periodic and belongs
to VMO(Rd), it follows from the interior and boundary Ho¨lder estimates that the estimate
(6.3.1) for d ≥ 3 holds if m ≥ 2 and Ω is C1. Furthermore, if A is Ho¨lder continuous and Ω
is C1,η, it is proved in Chapter 4 that
(6.3.2)
|∇xGε(x, y)|+ |∇yGε(x, y)| ≤ C |x− y|1−d,
|∇x∇yGε(x, y)| ≤ C |x− y|−d
for any x, y ∈ Ω and x 6= y, where C depends only on µ, (λ, τ), and Ω.
In this section we study the asymptotic behavior, as ε → 0, of Gε(x, y), ∇xGε(x, y),
∇yGε(x, y), and ∇x∇yGε(x, y). We shall use G0(x, y) =
(
Gαβ0 (x, y)
)
to denote the m × m
matrix of Green functions for the homogenized operator L0 in Ω.
We begin with a size estimate of |Gε(x, y)−G0(x, y)|.
Theorem 6.3.1. Suppose that A satisfies (1.1.2)-(1.1.3) and is 1-periodic. If m ≥ 2,
we also assume that A is Ho¨lder continuous. Let Ω be a bounded C1,1 domain. Then
(6.3.3) |Gε(x, y)−G0(x, y)| ≤ C ε|x− y|d−1 for any x, y ∈ Ω and x 6= y,
where C depends only on µ, Ω as well as (λ, τ) (if m ≥ 2).
The proof of Theorem 6.3.1, which follows the same line of argument for the estimate of
|Γε(x, y)− Γ0(x, y)| in Section 3.3, relies on some boundary L∞ estimates. Let
(6.3.4) Tr = T (x, r) = B(x, r) ∩ Ω and Ir = I(x, r) = B(x, r) ∩ ∂Ω
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for some x ∈ Ω and 0 < r < r0 = c0 diam(Ω).
Lemma 6.3.2. Suppose that A satisfies the same conditions as in Theorem 6.3.1. As-
sume that Ω is Lipschitz if m = 1, and C1,η if m ≥ 2. Then
(6.3.5) ‖uε‖L∞(Tr) ≤ C‖f‖L∞(I3r) + C −
∫
T3r
|uε|,
where Lε(uε) = 0 in T3r and uε = f on I3r.
Proof. By rescaling we may assume that r = 1. If f = 0, the estimate is a consequence
of (4.2.1). To treat the general case, let vε be the solution to Lε(vε) = 0 in Ω˜ with the
Dirichlet condition vε = f on ∂Ω˜ ∩ ∂Ω and vε = 0 on ∂Ω˜ \ ∂Ω, where Ω˜ is a C1,η domain
such that T2 ⊂ Ω˜ ⊂ T3. By the Agmon-Miranda maximum principle in Remark 4.6.6,
‖vε‖L∞(Ω˜) ≤ C ‖f‖L∞(I3). This, together with
‖uε − vε‖L∞(T1) ≤ C −
∫
T2
|uε − vε|
≤ C −
∫
T3
|uε|+ C ‖f‖L∞(I3),
gives (6.3.5) for the case m ≥ 2. Finally, we observe that if m = 1, the L∞ estimate and
the maximum principle used above hold for Lipschitz domains without smoothness (and
periodicity) condition on A. 
Lemma 6.3.3. Assume that A and Ω satisfy the same conditions as in Lemma 6.3.2.
Let uε ∈ H1(T4r;Rm) and u0 ∈ W 2,p(T4r;Rm) for some d < p <∞. Suppose that
Lε(uε) = L0(u0) in T4r and uε = u0 on I4r.
Then,
(6.3.6)
‖uε − u0‖L∞(Tr) ≤ C −
∫
T4r
|uε − u0|+ C ε ‖∇u0‖L∞(T4r)
+ Cp ε r
1− d
p‖∇2u0‖Lp(T4r).
Proof. By rescaling we may assume that r = 1. Choose a domain Ω˜, which is Lipschitz
for m = 1 and C1,η for m ≥ 2, such that T3 ⊂ Ω˜ ⊂ T4. Consider
wε = uε − u0 − εχβj (x/ε)
∂uβ0
∂xj
= w(1)ε + w
(2)
ε in Ω˜,
where
(6.3.7) Lε
(
w(1)ε
)
= Lε(wε) in Ω˜ and w(1)ε ∈ H10(Ω˜;Rm),
and
(6.3.8) Lε
(
w(2)ε
)
= 0 in Ω˜ and w(2)ε = wε on ∂Ω˜.
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Since w
(2)
ε = wε = −εχ(x/ε)∇u0 on I3 and ‖χ‖∞ ≤ C, it follows from Lemma 6.3.2 that
‖w(2)ε ‖L∞(T1) ≤ C ε ‖∇u0‖L∞(I3) + C −
∫
T3
|w(2)ε |
≤ C ε ‖∇u0‖L∞(I3) + C −
∫
T3
|wε|+ C −
∫
T3
|w(1)ε |
≤ C −
∫
T3
|uε − u0|+ C ε ‖∇u0‖L∞(T3) + C ‖w(1)ε ‖L∞(T3).
This gives
(6.3.9) ‖uε − u0‖L∞(T1) ≤ C −
∫
T3
|uε − u0|++C ε ‖∇u0‖L∞(T3) + C ‖w(1)ε ‖L∞(T3).
To estimate w
(1)
ε on T3, we use the Green function representation
w(1)ε (x) =
∫
Ω˜
G˜ε(x, y)Lε(wε)(y) dy,
where G˜ε(x, y) denotes the matrix of Green functions for Lε in Ω˜. In view of (3.4.14), we
obtain
w(1)ε (x) = ε
∫
Ω˜
∂
∂yi
{
G˜ε(x, y)
}
·
[
φjik(y/ε)− aij(y/ε)χk(y/ε)
]
· ∂
2u0
∂yj∂yk
dy,
where we have suppressed the subscripts for notational simplicity. Since ‖φjik‖∞ ≤ C and
p > d, it follows that
|w(1)ε (x)| ≤ C ε
∫
Ω˜
|∇yG˜ε(x, y)| |∇2u0(y)| dy
≤ C ε ‖∇2u0‖Lp(T4)
(∫
Ω˜
|∇yG˜ε(x, y)|p′ dy
)1/p′
≤ Cp ε ‖∇2u0‖Lp(T4),
where we have used Ho¨lder’s inequality and the observation
(6.3.10) ‖∇yG˜ε(x, ·)‖Lp′(Ω˜) ≤ C.
This, together with (6.3.9), gives the estimate (6.3.6). We point out that the estimate
(6.3.10) follows from the size estimate (6.3.1) and Cacciopoli’s inequality by decomposing Ω
as a union of Ω ∩ {y : |y − x| ∼ 2−ℓ}. 
Proof of Theorem 6.3.1. We first note that under the assumptions on A and Ω in the
theorem, the size estimate (6.3.1) and |∇xG0(x, y)| ≤ C|x− y|1−d hold for any x, y ∈ Ω and
x 6= y. We now fix x0, y0 ∈ Ω and r = |x0 − y0|/8 > 0. For F ∈ C∞0 (T (y0, r);Rm), let
uε(x) =
∫
Ω
Gε(x, y)F (y) dy and u0(x) =
∫
Ω
G0(x, y)F (y) dy.
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Then Lε(uε) = L0(u0) = F in Ω and uε = u0 = 0 on ∂Ω. Note that since Ω is C1,1,
(6.3.11)
‖∇2u0‖Lp(Ω) ≤ Cp ‖F‖Lp(Ω) for 1 < p <∞,
‖∇u0‖L∞(Ω) ≤ Cp r1−
d
p‖F‖Lp(T (y0,r)) for p > d.
The first inequality in (6.3.11) is the W 2,p estimate in C1,1 domains for second-order elliptic
systems with constant coefficients, while the second follows from the estimate |∇xG0(x, y)| ≤
C |x− y|1−d by Ho¨lder’s inequality.
Next, let
wε = uε − u0 − εχβj (x/ε)
∂uβ0
∂xj
= θε(x) + zε(x),
where θε ∈ H10 (Ω;Rm) and Lε(θε) = Lε(wε) in Ω. Observe that by the formula (3.4.14) for
Lε(wε),
‖∇θε‖L2(Ω) ≤ C ε ‖∇2u0‖L2(Ω) ≤ C ε ‖F‖L2(T (y0,r)),
where we have used the fact that χ and φ are bounded. By Ho¨lder and Sobolev inequalities,
this implies that if d ≥ 3,
(6.3.12)
‖θε‖L2(T (x0,r)) ≤ C r ‖θε‖Lq(Ω)
≤ C r ‖∇θε‖L2(Ω)
≤ C ε r1+ d2− dp ‖F‖Lp(T (y0,r)),
where 1
q
= 1
2
− 1
d
and p > d. We point out that if d = 2, one has
‖θε‖L2(T (x0,r)) ≤ Cε r ‖F‖L2(T (y0,r)).
in place of (6.3.12). To see this, we use the fact that the W 1,p estimate holds for Lε for p
close to 2, even without the smoothness assumption on A (see Remark 3.3.6). Thus there
exists some p¯ < 2 such that
‖∇θε‖Lp¯(Ω) ≤ Cε‖∇2u0‖Lp¯(Ω) ≤ C ε ‖F‖Lp¯(T (y0,r)),
which, by Ho¨lder’s inequality and Sobolev inequality, leads to
(6.3.13)
‖θε‖L2(T (x0,r)) ≤ Cr1−
2
q ‖θε‖Lq(T (x0,r)) ≤ Cr1−
2
q ‖∇θε‖Lp¯(Ω)
≤ Cr2− 2p¯‖∇θε‖Lp¯(Ω) ≤ Cε r2−
2
p¯‖F‖Lp¯(T (y0,r))
≤ Cε r‖F‖L2(T (y0,r)),
where 1
q
= 1
p¯
− 1
2
.
Observe that since Lε(zε) = 0 in Ω and zε = wε on ∂Ω, by the maximum principle
(4.6.18),
(6.3.14) ‖zε‖L∞(Ω) ≤ C ‖zε‖L∞(∂Ω) ≤ C ε ‖∇u0‖L∞(∂Ω).
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In view of (6.3.11)-(6.3.14), we obtain
‖uε − u0‖L2(T (x0,r)) ≤ ‖θε‖L2(T (x0,r)) + ‖zε‖L2(T (x0,r)) + C ε r
d
2 ‖∇u0‖L∞(Ω)
≤ ‖θε ‖L2(T (x0,r)) + C ε r
d
2 ‖∇u0‖L∞(Ω)
≤ C ε r1+ d2− dp ‖f‖Lp(T (y0,r)),
where p > d. This, together with Lemma 6.3.3 and (6.3.11), gives
|uε(x0)− u0(x0)| ≤ C ε r1−
d
p‖f‖Lp(T (y0,r)).
It then follows by duality that(∫
T (y0,r)
|Gε(x0, y)−G0(x0, y)|p′ dy
)1/p′
≤ Cp ε r1−
d
p for any p > d.
Finally, since L∗ε
(
Gε(x0, ·)
)
= L∗0
(
G0(x0, ·)
)
= 0 in T (y0, r), we may invoke Lemma 6.3.3
again to conclude that
|Gε(x0, y0)−G0(x0, y0)| ≤ −
∫
T (y0,r)
|Gε(x0, y)−G0(x0, y)| dy
+ C ε ‖∇yG0(x0, ·)‖L∞(T (y0,r))
+ Cp ε r
1− d
p ‖∇2yG0(x0, ·)‖Lp(T (y0,r))
≤ C ε r1−d,
where we have used(
−
∫
T (y0,r)
|∇2yG0(x0, y)|p dy
)1/p
≤ Cp r−2‖G0(x0, ·)‖L∞(T (y0,2r))
≤ Cp r−d,
obtained by using the boundary W 2,pestimates on C1,1 domains for L∗0. 
The next theorem gives an asymptotic expansion of ∇xGε(x, y). Recall that
(
Φαβε,j (x)
)
denotes the matrix of Dirichlet correctors for Lε in Ω.
Theorem 6.3.4. Suppose that A is 1-periodic and satisfies (1.1.2)-(1.1.3). Also assume
that A is Ho¨lder continuous. Let Ω be a bounded C2,η domain for some η ∈ (0, 1). Then
(6.3.15)
∣∣ ∂
∂xi
{
Gαγε (x, y)
}
− ∂
∂xi
{
Φαβε,j (x)
}
· ∂
∂xj
{
Gβγ0 (x, y)
} ∣∣
≤ C ε ln[ε
−1|x− y|+ 2]
|x− y|d
for any x, y ∈ Ω and x 6= y, where C depends only on µ, (λ, τ), and Ω.
The proof of Theorem 6.3.4 relies on a boundary Lipschitz estimate. The argument is
similar to that for the estimate of ∇xΓε(x, y)−∇χ(x/ε) · ∇xΓε(x, y) in Section 3.3.
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Lemma 6.3.5. Suppose that A and Ω satisfy the same conditions as in Theorem 6.3.4.
Let uε ∈ H1(T4r;Rm) and u0 ∈ C2,ρ(T4r;Rm) for some 0 < ρ < η. Assume that Lε(uε) =
L0(u0) in T4r and uε = u0 on I4r. Then, if 0 < ε < r,
(6.3.16)
∥∥∂uαε
∂xi
− ∂
∂xi
{
Φαβε,j
}
· ∂u
β
0
∂xj
∥∥
L∞(Tr)
≤ C
r
−
∫
Ω4r
|uε − u0|+ C ε r−1‖∇u0‖L∞(T4r)
+ C ε ln[ε−1r + 2]‖∇2u0‖L∞(T4r) + C ε rρ ‖∇2u0‖C0,ρ(T4r).
Proof. We start out by choosing a C2,η domain Ω˜ such that T3r ⊂ Ω˜ ⊂ T4r. Let
wε = uε − u0 −
{
Φβε,j − P βj
} ∂uβ0
∂xj
.
Note that wε = 0 on I4r. Write wε = θε+zε in Ω˜, where θε ∈ H10 (Ω˜;Rm) and Lε
(
θε
)
= Lε(wε)
in Ω˜. Since Lε
(
zε
)
= 0 in Ω˜ and zε = wε = 0 on I3r, it follows from the boundary Lipschitz
estimate (4.5.1) that
‖∇zε‖L∞(Tr) ≤
C
r
−
∫
T2r
|zε|
≤ C
r
−
∫
T2r
|wε|+ Cr−1‖θε‖L∞(T2r)
≤ C
r
−
∫
T2r
|uε − u0|+ C ε r−1‖∇u0‖L∞(T2r) + Cr−1‖θε‖L∞(T2r),
where we have used the estimate ‖Φβε,j − P βj ‖L∞(Ω) ≤ C ε. This implies that
‖∇wε‖L∞(Tr) ≤
C
r
−
∫
T2r
|uε − u0|+ C ε r−1‖∇u0‖L∞(T2r) + C‖∇θε‖L∞(T2r),
where we have used ‖θε‖L∞(T2r) ≤ C r‖∇θε‖L∞(T2r). Thus,
(6.3.17)
∥∥∥∂uαε
∂xi
− ∂
∂xi
{
Φαβε,j
}
· ∂u
β
0
∂xj
∥∥∥
L∞(Tr)
≤ C
r
−
∫
T2r
|uε − u0| dx+ Cεr−1‖∇u0‖L∞(T2r)
+ C ε ‖∇2u0‖L∞(T2r) + C ‖∇θε‖L∞(T2r).
It remains to estimate ∇θε on T2r. To this end we use the Green function representation
θε(x) =
∫
Ω˜
G˜ε(x, y)Lε(wε)(y) dy,
where G˜ε(x, y) is the matrix of Green functions for Lε in the C2,η domain Ω˜. Let
fi(x) = −εφkij (x/ε) ∂
2u0
∂xj∂xk
+ aij (x/ε)
[
Φε,k − Pk
] · ∂2u0
∂xj∂xk
,
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where we have suppressed the superscripts for notational simplicity. In view of (6.1.7), we
obtain
θε(x) =−
∫
Ω˜
∂
∂yi
{
G˜ε(x, y)
}
· {fi(y)− fi(x)} dy
+
∫
Ω˜
G˜ε(x, y)aij (y/ε)
∂
∂yj
[
Φε,k − Pk − εχk (y/ε)
]
· ∂
2u0
∂yi∂yk
dy.
It follows that
(6.3.18)
|∇θε(x)| ≤
∫
Ω˜
|∇x∇yG˜ε(x, y)| |f(y)− f(x)| dy
+ C ‖∇2u0‖L∞(Ω4r)
∫
Ω˜
|∇xG˜ε(x, y)|
∣∣∇y[Φε − P − εχ (y/ε) ]∣∣ dy.
To handle the first term in the RHS of (6.3.18), we use |∇x∇yG˜ε(x, y)| ≤ C|x − y|−d and
the observation that
‖f‖L∞(T4r) ≤ C ε ‖∇2u0‖L∞(T4r),
|f(x)− f(y)| ≤ C |x− y|ρ
{
ε1−ρ‖∇2u0‖L∞(T4r) + ε ‖∇2u0‖C0,ρ(T4r)
}
.
This yields that∫
Ω˜
|∇x∇yG˜ε(x, y)||f(y)− f(x)| dy
≤ C ε‖∇2u0‖L∞(T4r)
∫
Ω˜\B(x,ε)
dy
|x− y|d
+ C
{
ε1−ρ‖∇2u0‖L∞(T4r) + ε ‖∇2u0‖C0,ρ(T4r)
}∫
Ω˜∩B(x,ε)
dy
|x− y|d−ρ
≤ C ε ln[ε−1r + 2]‖∇2u0‖L∞(T4r) + C ε1+ρ‖∇2u0‖C0,ρ(T4r).
Finally, using the estimates
|∇xG˜ε(x, y)| ≤ C dist(y, ∂Ω˜) |x− y|−d
and |∇xG˜ε(x, y)| ≤ C |x− y|1−d as well as the observation
(6.3.19)
∣∣∇{Φε,j − Pj − εχj(x/ε)}∣∣ ≤ C min{1, ε [dist(x, ∂Ω˜)]−1},
we may bound the second term in the RHS of (6.3.18) by
C‖∇2u0‖L∞(T4r)
{
ε
∫
Ω˜\B(x,ε)
dy
|x− y|d +
∫
Ω˜∩B(x,ε)
dy
|x− y|d−1
}
≤ C ε ln[ε−1r + 2]‖∇2u0‖L∞(T4r).
We remark that the inequality (6.3.19) follows from the estimate
‖Φε,j − Pj − εχj(x/ε)‖L∞(Ω) ≤ C ε
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and the interior Lipschitz estimate for Lε. As a result, we have proved that
‖∇θε‖L∞(T3r) ≤ C ε ln[ε−1r + 2]‖∇2u0‖L∞(T4r) + Cε1+ρ‖∇2u0‖C0,ρ(T4r).
This, together with (6.3.17), completes the proof of (6.3.16). 
Proof of Theorem 6.3.4. Fix x0, y0 ∈ Ω and r = |x0 − y0|/8. We may assume that
0 < ε < r, since the case ε ≥ r is trivial and follows directly from the size estimates of
|∇xGε(x, y)|, |∇xG0(x, y)| and ‖∇Φε‖L∞(Ω) ≤ C.
Let uε(x) = Gε(x, y0) and u0(x) = G0(x, y0). Observe that Lε(uε) = L0(u0) = 0 in
T4r = T (x0, 4r) and uε = u0 = 0 on I4r = I(x0, 4r). By Theorem 6.3.1,
‖uε − u0‖L∞(T4r) ≤ C ε r1−d.
Also, since Ω is C2,η, we have ‖∇u0‖L∞(T4r) ≤ Cr1−d,
‖∇2u0‖L∞(T4r) ≤ Cr−d and ‖∇2u0‖C0,ρ(T4r) ≤ Cr−d−ρ.
Hence, by Lemma 6.3.5, we obtain∥∥∂uαε
∂xi
− ∂
∂xi
{
Φαβε,j
}
· ∂u
β
0
∂xj
∥∥
L∞(Tr)
≤ C ε r−d ln[ε−1r + 2].
This finishes the proof. 
Let G∗ε(x, y) =
(
G∗αβε (x, y)
)
m×m
denote the matrix of Green’s functions for L∗ε, the adjoint
of Lε. Since A∗ satisfies the same conditions as A, by Theorem 6.3.4,
(6.3.20)
∣∣ ∂
∂xi
{
G∗αγε (x, y)
}
− ∂
∂xi
{
Φ∗αβε,j (x)
}
· ∂
∂xj
{
G∗βγ0 (x, y)
}∣∣
≤ C ε ln[ε
−1|x− y|+ 2]
|x− y|d ,
where Φ∗ε =
(
Φ∗αβε,j (x)
)
m×m
denotes the matrix of Dirichlet correctors for L∗ε in Ω. Using
G∗αβε (x, y) = G
βα
ε (y, x), we obtain
(6.3.21)
∣∣ ∂
∂yi
{
Gγαε (x, y)
}
− ∂
∂yi
{
Φ∗αβε,j (y)
}
· ∂
∂yj
{
Gγβ0 (x, y)
}∣∣
≤ C ε ln[ε
−1|x− y|+ 2]
|x− y|d .
This leads to an asymptotic expansion of the Poisson kernel for Lε on Ω.
Let (hαβ(y)) denote the inverse matrix of
(
ni(y)nj(y)aˆ
αβ
ij
)
m×m
.
Theorem 6.3.6. Suppose that A satisfies the same conditions as in Theorem 6.3.4. Let
Pε(x, y) =
(
P αβε (x, y)
)
m×m
denote the Poisson kernel for Lε in a bounded C2,η domain Ω.
Then
(6.3.22) P αβε (x, y) = P
αγ
0 (x, y)ω
γβ
ε (y) +R
αβ
ε (x, y),
where
(6.3.23) ωγβε (y) = h
γσ(y) · ∂
∂n(y)
{
Φ∗ρσε,k (y)
}
· nk(y) · ni(y)nj(y)aρβij (y/ε),
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and
(6.3.24) |Rαβε (x, y)| ≤
C ε ln[ε−1|x− y|+ 2]
|x− y|d for any x ∈ Ω and y ∈ ∂Ω.
The constant C depends only on µ, λ, τ , and Ω.
Proof. Note that for x ∈ Ω and y ∈ ∂Ω,
(6.3.25)
P αβε (x, y) = −ni(y)aγβji (y/ε)
∂
∂yj
{
Gαγε (x, y)
}
= − ∂
∂n(y)
{
Gαγε (x, y)
}
· ni(y)nj(y)aγβij (y/ε),
where the second equality follows from the fact Gε(x, ·) = 0 on ∂Ω. By (6.3.21), we obtain
(6.3.26)
∣∣P αβε (x, y) + ∂∂n(y){Gασ0 (x, y)} · ∂∂n(y){Φ∗γσε,k (y)} · ni(y)nj(y)aγβij (y/ε)nk(y)∣∣
≤ C ε ln[ε
−1|x− y|+ 2]
|x− y|d .
In view of (6.3.25) (with ε = 0), we have
P αβ0 (x, y)h
βσ(y) = − ∂
∂n(y)
{
Gασ0 (x, y)
}
.
This, together with (6.3.26), gives
|P αβε (x, y)− P αγ0 (x, y)ωγβε (y)| ≤
C ε ln[ε−1|x− y|+ 2]
|x− y|d ,
for any x ∈ Ω and y ∈ ∂Ω, where ωε(y) is defined by (6.3.23). 
We end this section with an asymptotic expansion for ∇x∇yGε(x, y).
Theorem 6.3.7. Let A satisfy the same conditions as in Theorem 6.3.4. Let Ω be a
bounded C3,η domain for some η ∈ (0, 1). Then
(6.3.27)
∣∣ ∂2
∂xi∂yj
{
Gαβε (x, y)
}
− ∂
∂xi
{
Φαγε,k(x)
}
· ∂
2
∂xk∂yℓ
{
Gγσ0 (x, y)
}
· ∂
∂yj
{
Φ∗βσε,ℓ (y)
}∣∣
≤ Cε ln
[
ε−1|x− y|+ 2]
|x− y|d+1
for any x, y ∈ Ω and x 6= y, where C depends only on µ, λ, τ , and Ω.
Proof. Fix x0, y0 ∈ Ω. Let r = |x0 − y0|/8. Since |∇x∇yGε(x, y)| ≤ C|x − y|−d, it
suffices to consider the case 0 < ε < r. Fix 1 ≤ β ≤ m and 1 ≤ j ≤ d, let
uαε (x) =
∂Gαβε
∂yj
(x, y0),
uα0 (x) =
∂
∂yj
{
Φ∗βσε,ℓ
}
(y0) · ∂G
ασ
0
∂yℓ
(x, y0)
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in T4r = Ω ∩ B(x0, 4r). Observe that Lε(uε) = L0(u0) = 0 in T4r and uε = u0 = 0 on I4r. It
follows from (6.3.21) that
(6.3.28) ‖uε − u0‖L∞(T4r) ≤ C ε r−d ln
[
ε−1r + 2
]
.
Since Ω is C3,η, we have ‖∇u0‖L∞(T4r) ≤ Cr−d,
(6.3.29) ‖∇2u0‖L∞(T4r) ≤ Cr−d−1 and ‖∇2u0‖C0,η(T4r) ≤ Cr−d−1−η.
By Lemma 6.3.5, estimates (6.3.28) and (6.3.29) imply that∥∥∥∂uαε
∂xi
− ∂
∂xi
{
Φαγε,k
}
· ∂u
γ
0
∂xk
∥∥∥
L∞(Tr)
≤ C ε ln
[
ε−1r + 2
]
rd+1
.
This gives the desired estimate (6.3.27). 
6.4. Asymptotic expansions of Neumann functions
Throughout this section we will assume that A is 1-periodic and satisfies the ellipticity
condition (1.1.20) and the Ho¨lder continuity condition (3.0.2). Let Nε(x, y) =
(
Nαβε (x, y)
)
denote the m×m matrix of Neumann functions for Lε in Ω. Under the assumption that Ω
is C1,η, it is proved in Chapter 5 that if d ≥ 3,
(6.4.1) |Nε(x, y)| ≤ C|x− y|2−d,
and
(6.4.2)
|∇xNε(x, y)|+ |∇yNε(x, y)| ≤ C|x− y|1−d,
|∇x∇yNε(x, y)| ≤ C|x− y|−d,
for any x, y ∈ Ω and x 6= y, where C depends only on µ, (λ, τ), and Ω. In the case d = 2,
estimates (6.4.2) continue to hold, while (6.4.1) is replaced by
(6.4.3) |Nε(x, y)| ≤ C
{
1 + ln(r0|x− y|−1)
}
,
where r0 = diam(Ω). In this section we investigate the asymptotic behavior, as ε → 0, of
Nε(x, y), ∇xNε(x, y), ∇yNε(x, y), and ∇x∇yNε(x, y). We shall use N0(x, y) =
(
Nαβ0 (x, y)
)
to denote the m×m matrix of Neumann functions for L0 in Ω.
Theorem 6.4.1. Let Ω be a bounded C1,1 domain in Rd. Then
(6.4.4) |Nε(x, y)−N0(x, y)| ≤ C ε ln[ε
−1|x− y|+ 2]
|x− y|d−1
for any x, y ∈ Ω and x 6= y, where C depends only on µ, (λ, τ), and Ω.
As in the case of Green functions, Theorem 6.4.1 is a consequence of an L∞ estimate for
local solutions. Recall that Tr = B(x0, r) ∩ Ω and I(r) = B(x0, r) ∩ ∂Ω, where x0 ∈ Ω and
0 < r < c0 diam(Ω).
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Lemma 6.4.2. Let Ω be a bounded C1,η domain for some η ∈ (0, 1). Let uε ∈ H1(T3r;Rm)
and u0 ∈ W 2,p(T3r;Rm) for some p > d. Suppose that
Lε(uε) = L0(u0) in T3r and ∂uε
∂νε
=
∂u0
∂ν0
on I3r.
Then, if 0 < ε < (r/2),
(6.4.5)
‖uε − u0‖L∞(Tr) ≤ C −
∫
T3r
|uε − u0|+ Cε ln[ε−1r + 2]‖∇u0‖L∞(T3r)
+ Cp ε r
1− d
p‖∇2u0‖Lp(T3r).
Proof. By rescaling we may assume that r = 1. Choose a C1,η domain Ω˜ such that
T2 ⊂ Ω˜ ⊂ T3. Let
wε = uε(x)− u0(x)− εχβj (x/ε)
∂uβ0
∂xj
.
Recall that
(6.4.6) (L(wε))α = −ε ∂
∂xi
{[
φαβjik(x/ε)− aαγij (x/ε)χγβk (x/ε)
] ∂2uβ0
∂xj∂xk
}
.
Using (2.1.3), one may verify that
(6.4.7)
(
∂wε
∂νε
)α
=
(
∂uε
∂νε
)α
−
(
∂u0
∂ν0
)α
− ε
2
(
ni
∂
∂xj
− nj ∂
∂xi
){
φαγjik(x/ε)
∂uγ0
∂xk
}
+ εni
[
φαβjik(x/ε)− aαγij (x/ε)χγβk (x/ε)
] ∂2uβ0
∂xj∂xk
.
We point out that ni
∂
∂xj
−nj ∂∂xi is a tangential derivative on the boundary and possesses the
following property (integration by parts on ∂Ω),
(6.4.8)
∫
∂Ω
(
ni
∂
∂xj
− nj ∂
∂xi
)
u · v dσ = −
∫
∂Ω
u ·
(
ni
∂
∂xj
− nj ∂
∂xi
)
v dσ
for any u, v ∈ C1(Ω). The equality (6.4.8) may be proved by using the divergence theorem
and a simple approximation argument.
Let wε = θε + zε, where
(6.4.9)
(
θε(x)
)α
= ε
∫
Ω˜
∂
∂yi
{
N˜αβε (x, y)
}
·
[
φβγjik(y/ε)− aβσij (y/ε)χσγk (y/ε)
] ∂2uγ0
∂yj∂yk
dy
and N˜ε(x, y) denotes the matrix of Neumann functions for Lε in Ω˜. Since |∇yN˜ε(x, y)| ≤
C|x− y|1−d, it follows by Ho¨lder’s inequality that
(6.4.10) ‖θε‖L∞(T2) ≤ Cp ε‖∇2u0‖Lp(T3) for any p > d.
To estimate zε, we observe that Lε(zε) = 0 in Ω˜ and
(6.4.11)
(
∂zε
∂νε
)α
=
(
∂uε
∂νε
)α
−
(
∂u0
∂ν0
)α
− ε
2
(
ni
∂
∂xj
− nj ∂
∂xi
){
φαγjik(x/ε)
∂uγ0
∂xk
}
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on ∂Ω˜. Let zε = z
(1)
ε + z
(2)
ε , where
(6.4.12)
(
z(1)ε
)α
(x) =
ε
2
∫
∂Ω˜
(
ni
∂
∂yj
− nj ∂
∂yi
){
N˜αβε (x, y)
}
· φβγjik(y/ε)
∂uγ0
∂yk
dσ(y).
For each x ∈ Ω˜, choose xˆ ∈ ∂Ω˜ such that |xˆ− x| = dist(x, ∂Ω˜). Note that for y ∈ ∂Ω˜,
|y − xˆ| ≤ |y − x|+ |x− xˆ| ≤ 2|y − x|.
Hence, |∇yN˜ε(x, y)| ≤ C|y − xˆ|1−d and
|(z(1)ε )α(x)| = ε2
∣∣∣∣∫
∂Ω˜
(
ni
∂
∂yj
− nj ∂
∂yi
){
N˜αβε (x, y)
}
· {fβji(y)− fβji(xˆ)} dσ(y)∣∣∣∣
≤ Cε
∫
∂Ω˜
|f(y)− f(xˆ)|
|y − xˆ|d−1 dσ(y),
where f(y) = (fβji(y)) =
(
φβγjik(y/ε)
∂uγ0
∂yk
(y)
)
. Since
‖f‖L∞(T3) ≤ C‖∇u0‖L∞(T3)
and
|f(y)− f(xˆ)| ≤ Cε−1|y − xˆ|‖∇u0‖L∞(T3) + C |y − xˆ|ρ‖∇u0‖C0,ρ(T3),
where 0 < ρ < η and we have used the fact ‖φβγjik‖C1(Y ) ≤ C, it follows that
|z(1)ε (x)| ≤ Cε‖∇u0‖L∞(T3)
∫
∂Ω˜\B(xˆ,ε)
|xˆ− y|1−d dσ(y)
+ C‖∇u0‖L∞(T3)
∫
B(xˆ,ε)∩∂Ω˜
|y − xˆ|2−d dσ(y)
+ Cε‖∇u0‖C0,ρ(T3)
∫
B(xˆ,ε)∩∂Ω˜
|y − xˆ|1−d+ρ dσ(y)
≤ Cε ln[ε−1 + 2]‖∇u0‖L∞(T3) + Cε1+ρ‖∇u0‖C0,ρ(T3).
By Sobolev imbedding, this implies that
(6.4.13) ‖z(1)ε ‖L∞(T2) ≤ Cε ln[ε−1 + 2]‖∇u0‖L∞(T3) + Cp ε‖∇2u0‖Lp(T3)
for any p > d.
Finally, to estimate z
(2)
ε , we note that Lε(z(2)ε ) = 0 in T2 and
∂
∂νε
{
z(2)ε
}
=
∂uε
∂νε
− ∂u0
∂ν0
= 0 on I2.
It follows from the boundary Ho¨lder estimate (5.2.6) as well as interior estimates that
‖z(2)ε ‖L∞(T1) ≤ C −
∫
T2
|z(2)ε |
≤ C −
∫
T2
|uε − u0|+ Cε‖∇u0‖L∞(T2) + C‖θε‖L∞(T2) + C‖z(1)ε ‖L∞(T2).
160 6. CONVERGENCE RATES, PART II
Hence,
‖uε − u0‖L∞(T1) ≤ C −
∫
T2
|uε − u0|+ Cε‖∇u0‖L∞(T2) + C‖θε‖L∞(T2) + C‖z(1)ε ‖L∞(T2).
This, together with (6.4.10) and (6.4.13), gives the estimate (6.4.5). 
Lemma 6.4.3. Let Ω be a bounded Lipschitz domain in Rd. Let
u(x) =
∫
Ω
g(y)
|x− y|d−1 dy and v(x) =
∫
∂Ω
f(y)
|x− y|d−1 dσ(y).
Then
(6.4.14)
‖u‖L2(∂Ω) ≤ C‖g‖Lq(Ω),
‖v‖Lp(Ω) ≤ C‖f‖L2(∂Ω),
where p = 2d
d−1
, q = p′ = 2d
d+1
, and C depends only on Ω.
Proof. It follows from (2.1.15) that
‖u‖L2(∂Ω) ≤ C‖u‖W 1,q(Ω) ≤ C‖g‖Lq(Ω).
The estimate for v follows from that for u by duality. 
Proof of Theorem 6.4.1. By rescaling we may assume that diam(Ω) = 1. Fix x0, y0 ∈
Ω and let r = |x0 − y0|/8. Since |Nε(x0, y0)| ≤ Cr2−d, we may also assume that 0 < ε < r.
For g ∈ C∞0 (T (y0, r);Rm) and ε ≥ 0, let
uε(x) =
∫
Ω
Nε(x, y)g(y) dy.
Then Lε(uε) = g in Ω, ∂uε∂νε = − 1|∂Ω|
∫
Ω
g on ∂Ω and
∫
∂Ω
uε = 0. It follows that Lε(uε) = L0(u0)
in Ω and ∂uε
∂νε
= ∂u0
∂ν0
on ∂Ω. Let wε = uε(x)−u0(x)− εχβj (x/ε)∂u
β
0
∂xj
. As in the proof of Lemma
6.4.2, L(wε) and ∂wε∂νε are given by (6.4.6) and (6.4.7), respectively. Now, write wε = θε+zε+ρ,
where Lε(zε) = Lε(wε) in Ω,
∫
Ω
zε = 0,
∂zε
∂νε
= −εni
[
F αβjik (x/ε) + a
αγ
ij (x/ε)χ
γβ
k (x/ε)
] ∂2uβ0
∂xj∂xk
on ∂Ω,
and ρ = −∫
∂Ω
{
wε − zε
}
is a constant. Note that
(6.4.15) ‖∇zε‖L2(Ω) ≤ Cε‖∇2u0‖L2(Ω) ≤ Cε‖g‖L2(Ω).
Since
∫
Ω
zε = 0, by the Poincare´ inequality, we obtain ‖zε‖Lp(Ω) ≤ Cε‖g‖L2(Ω), where d ≥ 3
and p = 2d
d−2
. It follows by Ho¨lder’s inequality that
(6.4.16) ‖zε‖L2(T (x0,r)) ≤ Cr
d
2
− d
p‖zε‖Lp(T (x0,r)) ≤ Cεr‖g‖L2(T (y0,r)).
For the case d = 2, in the place of (6.4.15)-(6.4.16), we use a Meyers type estimate to obtain
(6.4.17) ‖∇zε‖Lp¯(Ω) ≤ Cε‖∇2u0‖Lp¯(Ω) ≤ Cε‖g‖Lp¯(Ω)
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for some p¯ < 2. See . This gives
‖zε‖L2(T (x0,r)) ≤ Cr1−
2
q ‖zε‖Lq(Ω) ≤ Cr1−
2
q ‖∇zε‖Lp¯(Ω)
≤ Cεr1− 2q ‖g‖Lp¯(Ω) ≤ Cεr‖g‖L2(T (y0,r)),
where 1
q
= 1
p¯
− 1
2
.
Next, to estimate θε, we observe that Lε(θε) = 0 in Ω,
∫
∂Ω
θε = 0 and
∂θε
∂νε
= −ε
2
(
ni
∂
∂xj
− nj ∂
∂xi
){
F αγjik(x/ε)
∂uγ0
∂xk
}
.
It follows that
θαε (x) = −
ε
2
∫
∂Ω
(
ni
∂
∂yj
− nj ∂
∂yi
)
Nαβε (x, y)
{
F βγjik(y/ε)
∂uγ0
∂yk
}
dσ(y).
Using the estimate |∇yNε(x, y)| ≤ C|x− y|1−d, we obtain
|θε(x)| ≤ Cε
∫
∂Ω
|∇u0(y)|
|x− y|d−1 dσ(y).
In view of Lemma 6.4.3 we see that
‖θε‖Lp(Ω) ≤ Cε‖∇u0‖L2(∂Ω),
where p = 2d
d−1
. By Ho¨lder’s inequality, this gives
(6.4.18) ‖θε‖L2(T (x0,r)) ≤ Cεr
1
2‖∇u0‖L2(∂Ω).
Since
|∇u0(x)| ≤ C
∫
Ω
|g(y)| dy
|x− y|d−1 ,
we may invoke Lemma 6.4.3 again to claim that
‖∇u0‖L2(∂Ω) ≤ C‖g‖Lq(T (y0,r)) ≤ Cr1/2‖g‖L2(T (y0,r)),
where q = 2d
d+1
. In view of (6.4.18) we obtain
‖θε‖L2(T (x0,r)) ≤ Cεr‖g‖L2(T (y0,r)).
This, together with (6.4.16) and the observation
|ρ| ≤ C
∫
∂Ω
{
ε|∇u0|+ |zε|
}
dσ ≤ Cε‖g‖L2(T (y0,r)),
gives
‖wε‖L2(T (x0,r)) ≤ Cεr‖g‖L2(T (y0,r)).
It follows that {
−
∫
T (x0,r)
|uε − u0|2
}1/2
≤ Cεr 2−d2 ‖g‖L2(T (y0,r)).
Since ‖∇u0‖L∞(T (x0,r)) ≤ Cr
2−d
2 ‖g‖L2(Ω) and ‖∇2u0‖Lp(Ω) ≤ C‖g‖Lp(Ω), by Lemma 6.4.2, we
obtain
|uε(x0)− u0(x0)| ≤ Cp εr1−
d
p ln[ε−1r + 2]‖g‖Lp(T (y0,r)),
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where p > d. By duality this gives{
−
∫
T (y0,r)
|Nε(x0, y)−N0(x0, y)|p′ dy
}1/p′
≤ Cp εr1−d ln[ε−1r + 2].
Finally, since
∂
∂νε(y)
{
Nε(x, y)
}
=
∂
∂ν0(y)
{
N0(x, y)
}
= −Im×m|∂Ω| on ∂Ω,
|∇yN0(x, y)| ≤ C|x − y|1−d and ‖∇2yN0(x0, y)‖Lp(T (y0,r)) ≤ Cr
d
p
−d, we may invoke Lemma
6.4.2 again to obtain
|Nε(x0, y0)−N0(x0, y0)| ≤ −
∫
T (y0,r)
|Nε(x0, y)−N0(x0, y)| dy
+ Cεr1−d ln[ε−1r + 2]
≤ Cεr1−d ln[ε−1r + 2].
This completes the proof. 
Definition 6.4.4. For 1 ≤ j ≤ d and 1 ≤ β ≤ m, the Neumann corrector Ψβε,j =
(
Ψαβε,j
)
is defined to be a weak solution of the Neumann problem,
(6.4.19)

Lε
(
Ψβε,j
)
= 0 in Ω,
∂
∂νε
(
Ψβε,j
)
=
∂
∂ν0
(
P βj
)
on ∂Ω,
where P βj = xje
β.
Since solutions of (6.4.19) are unique up to a constant in Rm, to fix the corrector, we
assume that Ψβε,j(x0) = P
β
j (x0) for some x0 ∈ Ω. By the boundary Lipschitz estimate in
Corollary 5.4.3, we see that
(6.4.20) ‖∇Ψβε,j‖L∞(Ω) ≤ C,
where C depends only on µ, (λ, τ), and Ω.
Lemma 6.4.5. Suppose that A is 1-periodic and satisfies (1.1.20) and (3.0.2). Let Ω be
a bounded C1,η domain in Rd. Then for any x ∈ Ω,
(6.4.21) |∇{Ψβε,j(x)− P βj (x)− εχβj (x/ε)}| ≤ Cεδ(x) ,
where δ(x) = dist(x, ∂Ω) and C depends only on µ, (λ, τ), and Ω. Moreover,
(6.4.22) ‖Ψβε,j − P βj ‖L∞(Ω) ≤ Cε ln
[
ε−1r0 + 2
]
,
where r0 = diam(Ω).
Proof. Fix 1 ≤ j ≤ d and 1 ≤ β ≤ m. Let
wε = Ψ
β
ε,j − P βj − εχβj (x/ε)
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Then Lε(wε) = 0 in Ω. Using the formula (6.4.7) with uε = Ψβε,j and u0 = P βj , we obtain(
∂wε
∂νε
)α
= −ε
2
(
ni
∂
∂xj
− nj ∂
∂xi
){
φαγjik(x/ε)
∂uγ0
∂xk
}
on ∂Ω.
It follows that for any x, y ∈ Ω,
wαε (x)− wαε (y) =
ε
2
∫
∂Ω
(
ni
∂
∂zj
− nj ∂
∂zi
)(
Nαβε (x, z)−Nαβε (y, z)
){
φβγjik(z/ε)
∂uγ0
∂zk
}
.dσ(z)
Thus, if |x− y| < (1/2)δ(x),
|wε(x)− wε(y)| ≤ Cε
∫
∂Ω
|∇zNε(x, y)−Nε(y, z)| dσ(z)
≤ Cε|x− y|
∫
∂Ω
dσ(z)
|x− y|d
≤ Cε|x− y|[δ(x)]−1,
where we have used the estimate |∇x∇yNε(x, y)| ≤ C|x − y|−d. This gives the estimate
(6.4.21).
To see (6.4.22), note that ‖∇wε‖L∞(Ω) ≤ C and thus
|∇wε(x)| ≤ Cmin
{ ε
δ(x)
, 1
}
.
This, together with the fact that |wε(x0)| = ε|χ(x0/ε)|, yields (6.4.22) by a simple integration.

The next theorem gives an asymptotic expansion of ∇xNε(x, y).
Theorem 6.4.6. Suppose that A is 1-periodic and satisfies (1.1.20) and (3.0.2). Let Ω
be a bounded C2,η domain for some η ∈ (0, 1). Then, for any ρ ∈ (0, 1),
(6.4.23)
∣∣ ∂
∂xi
{
Nαβε (x, y)
}− ∂
∂xi
{
Ψαγε,j(x)
} · ∂
∂xj
{
Nγβ0 (x, y)
} ∣∣ ≤ Cρ ε1−ρ ln[ε−1r0 + 2]|x− y|d−ρ
for any x, y ∈ Ω and x 6= y, where r0 = diam(Ω) and Cρ depends only on µ, ρ, (λ, τ) and Ω.
We need two lemmas before we carry out the proof of Theorem 6.4.6.
Lemma 6.4.7. Let Ω be a bounded C1,η domain for some η ∈ (0, 1] and
uε(x) =
∫
Ω
∂
∂yj
{
Nε(x, y)
}
f(y) dy
for some 1 ≤ j ≤ d. Then
(6.4.24) ‖∇uε‖L∞(Ω) ≤ C
{
ln[ε−1r0 + 2] + r
η
0
} ‖f‖L∞(Ω) + CεηHε,η(f),
where r0 = diam(Ω) and
Hε,η(f) = sup
{ |f(x)− f(y)|
|x− y|η : x, y ∈ Ω and 0 < |x− y| < ε
}
.
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Proof. For x ∈ Ω, choose xˆ ∈ ∂Ω such that |x− xˆ| = dist(x, ∂Ω). Note that
∂uε
∂xi
=
∫
Ω
∂2
∂xi∂yj
{
Nε(x, y)
} · {f(y)− f(x)} dy
+
∫
∂Ω
{
nj(y)− nj(xˆ)
} · ∂
∂xi
{
Nε(x, y)
} · f(x) dσ(y),
where we have used the fact
∫
∂Ω
Nε(x, y) dσ(y) = 0. This, together with the estimates
|∇xNε(x, y)| ≤ C|x− y|1−d and |∇x∇yNε(x, y)| ≤ C|x− y|−d, gives
|∇uε(x)| ≤ C
∫
Ω
|f(y)− f(x)|
|x− y|d dy + C‖f‖L∞(Ω)
∫
∂Ω
dσ(y)
|y − xˆ|d−1−η
≤ C‖f‖L∞(Ω)
∫
Ω\B(x,ε)
dy
|x− y|d + CHε,η(f)
∫
|y−x|<ε
dy
|y − x|d−η + C‖f‖L∞(Ω)r
η
0
≤ C‖f‖L∞(Ω) ln[ε−1r0 + 2] + CεηHε,η(f) + C‖f‖L∞(Ω)rη0 .
This completes the proof. 
Lemma 6.4.8. Let Ω be a bounded C2,η domain for some η ∈ (0, 1). Suppose that
uε ∈ H1(T3r) and u0 ∈ C2,η(T3r) for some 0 < r < c0r0, where r0 = diam(Ω). Assume that
Lε(uε) = L0(u0) in T3r and ∂uε
∂νε
=
∂u0
∂ν0
on I3r.
Then, if 0 < ε < (r/2),
(6.4.25)
∥∥∂uαε
∂xi
− ∂
∂xi
{
Ψαβε,j
} · ∂uβ0
∂xj
∥∥
L∞(Tr)
≤ C
r
−
∫
T3r
|uε − u0|+ Cεr−1 ln[ε−1r0 + 2]‖∇u0‖L∞(T3r)
+ Cε1−ρrρ ln[ε−1r0 + 2]‖∇2u0‖L∞(T3r) + Cεrρ ln[ε−1r0 + 2]‖∇2u0‖C0,ρ(T3r)
for any 0 < ρ < min(η, τ).
Proof. By rescaling and translation we may assume that r = 1 and 0 ∈ T1. Let
wε = uε − u0 −
{
Ψβε,j − P βj
} · ∂uβ0
∂xj
.
Choose a C2,η domain Ω˜ such that T2 ⊂ Ω˜ ⊂ T3. We now write
wε(x) =
∫
Ω˜
N˜ε(x, y)Lε(wε) dy +
∫
∂Ω˜
N˜ε(x, y)
∂wε
∂νε
dσ(y) +−
∫
∂Ω˜
wε
for x ∈ T2, where N˜ε(x, y) denotes the matrix of Neumann functions for Lε in Ω˜. In
view of the formula for Lε(wε) in Lemma 6.1.2 and formula (6.4.7) for ∂wε∂νε , we have wε =
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w
(1)
ε + w
(2)
ε + c, where c = −
∫
∂Ω˜
wε,
(6.4.26)
w(1)ε (x) =− ε
∫
Ω˜
∂
∂yi
{
N˜ε(x, y)
} · {Fjik(y/ε)} · ∂2u0
∂yj∂yk
dy
−
∫
Ω˜
∂
∂yi
{
N˜ε(x, y)
} · aij(y/ε){Ψε,k(y)− Pk(y)} · ∂2u0
∂yj∂yk
dy
+
∫
Ω˜
N˜ε(x, y) · aij(y/ε) ∂
∂yj
{
Ψε,k(y)− Pk(y)− εχk(y/ε)
} · ∂2u0
∂yi∂yk
dy
and
(6.4.27)
w(2)ε (x) =ε
∫
∂Ω˜
N˜ε(x, y) · ni(y)Fjik(y/ε) · ∂
2u0
∂yj∂yk
dσ(y)
+
∫
∂Ω˜
N˜ε(x, y) ·
{
∂uε
∂νε
− ∂u0
∂ν0
}
dσ(y)
(we have supressed all superscripts for notational simplicity).
To estimate w
(2)
ε in T1, observe that Lε(w(2)ε ) = 0 in Ω˜ and
∂
∂νε
{
w(2)ε
}
= εniFjik(x/ε)
∂2u0
∂xj∂xk
− ε−
∫
∂Ω˜
niFjik(x/ε)
∂2u0
∂xj∂xk
on I2,
where we have used ∂uε
∂νε
= ∂u0
∂ν0
on I2. Since
‖ ∂
∂νε
{
w(2)ε
}‖L∞(I2) ≤ Cε‖∇2u0‖L∞(T3)
and
‖ ∂
∂νε
{
w(2)ε
}‖C0,ρ(I2) ≤ Cε1−ρ‖∇2u0‖L∞T2) + Cε‖∇2u0‖C0,ρ(T2),
it follows from the boundary Lipschitz estimates in Section 5.5 that
‖∇w(2)ε ‖L∞(T1) ≤ Cε1−ρ‖∇2u0‖L∞(T2) + Cε‖∇2u0‖C0,ρ(T2) + C
∫
T2
|w(2)ε − c|
for any constant c. This leads to
‖∇wε‖L∞(T1) ≤ ‖∇w(1)ε ‖L∞(T1) + ‖∇w(2)ε ‖L∞(T1)
≤ C
∫
Ω2
|wε| dx+ C‖∇w(1)ε ‖L∞(T2) + Cε1−ρ‖∇2u0‖L∞(T3)
+ Cε‖∇2u0‖C0,ρ(T3).
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Since |Ψβε,j − P βj | ≤ Cε ln[ε−1M + 2] by Lemma 6.4.5, we obtain
(6.4.28)
∥∥∂uαε
∂xi
− ∂
∂xi
{
Ψαβε,j
} · ∂uβ0
∂xj
∥∥
L∞(T1)
≤ C
∫
Ω2
|uε − u0|+ Cε ln[ε−1M + 2]‖∇u0‖L∞(T3)
+ Cε ln[ε−1M + 2]‖∇2u0‖L∞(T3)
+ Cε1−ρ‖∇2u0‖L∞(T3) + Cε‖∇2u0‖C0,ρ(T3) + C‖∇w(1)ε ‖L∞(T2).
It remains to estimate ∇w(1)ε on T2. The first two integrals in the right hand side of
(6.4.26) may be handled by applying Lemma 6.4.7 on Ω˜. Indeed, let
f(x) = −εFjik(x/ε) · ∂
2u0
∂xj∂xk
− aij(x/ε)
{
Ψε,k(x)− Pk(x)
} ∂2u0
∂xj∂xk
.
Note that ‖f‖L∞(Ω˜) ≤ Cε ln[ε−1r0 + 2]‖∇2u0‖L∞(T3) and
Hε,ρ(f) ≤ Cε1−ρ ln[ε−1r0 + 2]‖∇2u‖L∞(T3) + Cε ln[ε−1r0 + 2]‖∇2u0‖C0,ρ(T3).
It follows by Lemma 6.4.7 that the first two integrals in the right hand side of (6.4.26) are
bounded by
Cε ln[ε−1r0 + 2]
{
ε−ρ‖∇2u0‖L∞(T3) + ‖∇2u0‖C0,ρ(T3)
}
.
Finally, the third integral in (6.4.26) is bounded by
(6.4.29) C‖∇2u0‖L∞(T3)
∫
Ω˜
|∇y
{
Ψε,k(y)− Py(y)− εχk(y/ε)
}|
|x− y|d−1 dy.
Using the estimate
|∇y{Ψε,k(y)− Pk(y)− εχk(y/ε)}| ≤ Cmin
(
1, ε[dist(y, ∂Ω)]−1
)
,
one may show that the integral in (6.4.29) is bounded by Cε
[
ln(ε−1 + 2)
]2
. As a result, we
have proved that
‖w(1)ε ‖L∞(T2) ≤ Cε1−ρ ln[ε−1M + 2]‖∇2u0‖L∞(T3) + Cε ln[ε−1r0 + 2]‖∇2u0‖C0,ρ(T3).
This, together with (6.4.28), yields the desired estimate. 
Proof of Theorem 6.4.6. Since |∇xNε(x, y)| ≤ C|x− y|1−d and |∇Ψβε,j| ≤ C, we may
assume that ε < |x − y| and ρ is small. Fix x0, y0 ∈ Ω, 1 ≤ γ ≤ d and let r = |x0 − y0|/8.
Let uαε (x) = N
αγ
ε (x, y0) and u
α
0 (x) = N
αγ
0 (x, y0). Observe that
Lε(uε) = L0(u0) = 0 in T (x0, r),(
∂uε
∂νε
)α
=
(
∂u0
∂ν0
)α
= −|∂Ω|−1δαγ on I(x0, r).
Also, note that ‖∇u0‖L∞(T (x0,r)) ≤ Cr1−d,
‖∇2u0‖L∞(T (x0,r)) ≤ Cr−d and ‖∇2u0‖C0,ρ(T (x0,r)) ≤ Cr−d−ρ.
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Furthermore, it follows from Theorem 6.4.1 that
‖uε − u0‖L∞(T (x0,r)) ≤ Cεr1−d ln[ε−1r + 2].
Thus, by Lemma 6.4.8, we obtain∥∥∂uαε
∂xi
− ∂
∂xi
{
Ψαβε,j
} · ∂uβ0
∂xj
∥∥
L∞(T (x0,r/3))
≤ Cε1−ρrρ−d ln[ε−1r0 + 2].
This completes the proof. 
Remark 6.4.9. Using N∗αβε (x, y) = N
βα
ε (y, x). Thus, it follows by Theorem 6.4.6 that
for any x, y ∈ Ω and x 6= y,
(6.4.30)
∣∣ ∂
∂yj
{
Nαβε (x, y)
}− ∂
∂yj
{
Ψ∗βσε,ℓ (y)
} · ∂
∂yℓ
{Nασ0 (x, y)}
∣∣ ≤ Cε1−ρ ln[ε−1r0 + 2]|x− y|d−ρ ,
where Ψ∗αβε,j denotes the Neumann corrector for L∗ε in Ω. Fix β and j. Let
uαε (x) =
∂
∂yj
{
Nαβε (x, y)
}
and uα0 (x) =
∂
∂yj
{
Ψ∗βσε,ℓ (y)
} · ∂
∂yℓ
{Nασ0 (x, y)} .
Note that Lε(uε) = L0(u0) = 0 in Ω \ {y} and ∂uε∂νε = ∂u0∂ν0 = 0 on ∂Ω. We may use Lemma
6.4.8 and estimate (6.4.30) to deduce that if Ω is C3,η for some η ∈ (0, 1),
(6.4.31)
∣∣ ∂2
∂xi∂yj
{
Nαβε (x, y)
}− ∂
∂xi
{
Ψαγε,k(x)
} · ∂2
∂xk∂yℓ
{
Nγσ0 (x, y)
} · ∂
∂yj
{
Ψ∗βσε,ℓ (y)
}∣∣
≤ Cρ ε
1−ρ ln[ε−1r0 + 2]
|x− y|d+1−ρ
for any x, y ∈ Ω and ρ ∈ (0, 1), where Cρ depends only on µ, λ, τ , ρ, and Ω.
6.5. Convergence rates in Lp and W 1,p
In this section we establish the convergence rates of solutions uε in L
p(Ω) and error
estimates in W 1,p for two-scale expansions, using the asymptotic expansions of Green and
Neumann functions obtained in Sections 6.3 and 6.4.
We begin with the Dirichlet boundary condition.
Theorem 6.5.1. Suppose that A satisfies the ellipticity condition (1.1.2)-(1.1.3) and is
1-periodic. If m ≥ 2, we also assume that A is Ho¨lder continuous. Let Ω be a bounded C1,1
domain. For F ∈ L2(Ω;Rm) and ε ≥ 0, let uε ∈ H10 (Ω;Rm) be the solution of Lε(uε) = F in
Ω. Then the estimate
(6.5.1) ‖uε − u0‖Lq(Ω) ≤ Cp ε ‖F‖Lp(Ω)
holds if 1 < p < d and 1
q
= 1
p
− 1
d
, or p > d and q =∞. Moreover,
(6.5.2) ‖uε − u0‖L∞(Ω) ≤ C ε
[
ln(ε−1r0 + 2)
]1− 1
d ‖F‖Ld(Ω),
where r0 = diam(Ω).
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Proof. This theorem is a corollary of Theorem 6.3.1. Indeed, by the Green function
representation and estimate (6.3.3),
|uε(x)− u0(x)| ≤ C ε
∫
Ω
|F (y)|
|x− y|d−1 dy, for any x ∈ Ω.
This leads to (6.5.1) for 1 < p < d and 1
q
= 1
p
− 1
d
by the well known estimates for fractional
integrals. The case of p > d and q = ∞ follows readily from Ho¨lder’s inequality. To see
(6.5.2) for ≥ 3, we bound |Gε(x, y) − G0(x, y)| by C|x − y|2−d when |x − y| < ε, and by
Cε|x− y|1−d when |x− y| ≥ ε. By Ho¨lder’s inequality, this gives
|uε(x)− u0(x)| ≤ C
∫
Ω∩B(x,ε)
|F (y)|
|x− y|d−2 dy + Cε
∫
Ω\B(x,ε)
|F (y)|
|x− y|d−1 dy
≤ Cε‖F‖Ld(Ω) + Cε
[
ln
(
ε−1r0 + 2
) ]1− 1
d‖F‖Ld(Ω)
≤ Cε[ ln (ε−1r0 + 2) ]1− 1d‖F‖Ld(Ω).
If d = 2, we bound |Gε(x, y)−G0(x, y)| by C(1 + | ln |x− y||) when |x− y| < ε. The rest is
the same as in the case d ≥ 3. 
Theorem 6.5.2. Suppose that A is 1-periodic and satisfies (1.1.2)-(1.1.3) and (3.0.2).
Let Ω be a bounded C2,η domain and 1 < p < ∞. For F ∈ Lp(Ω;Rm) and ε ≥ 0, let
uε ∈ W 1,p0 (Ω;Rm) be the weak solution of Lε(uε) = F in Ω. Then
(6.5.3)
∥∥uε − u0 − {Φβε,j − P βj }∂uβ0∂xj ∥∥W 1,p0 (Ω) ≤ Cp ε{ ln[ε−1r0 + 2]}4| 12− 1p |‖F‖Lp(Ω),
where r0 = diam(Ω) and Cp depends only on p, µ, λ, τ , and Ω.
Proof. The case p = 2 is contained in Theorem 6.1.4. We will show that for any
1 ≤ p ≤ ∞,
(6.5.4)
∥∥∂uαε
∂xi
− ∂
∂xi
{
Φαβε,j
} · ∂uβ0
∂xj
∥∥
Lp(Ω)
≤ Cε{ln[ε−1r0 + 2]}4| 12− 1p | ‖F‖Lp(Ω).
This, together with ‖Φβε,j − P βj ‖∞ ≤ C ε and the estimate ‖∇2u0‖Lp(Ω) ≤ C‖F‖Lp(Ω) for
1 < p <∞, gives (6.5.3).
To see (6.5.4), we use Theorem 6.3.4 for |x− y| ≥ ε as well as estimates on |∇xGε(x, y)|
and |∇Φε| to deduce that∣∣∂uαε
∂xi
− ∂
∂xi
{
Φαβε,j
} · ∂uβ0
∂xj
∣∣ ≤ C ∫
Ω
Kε(x, y)|f(y)| dy,
where
(6.5.5) Kε(x, y) =
{
ε|x− y|−d ln [ε−1|x− y|+ 2], if |x− y| ≥ ε,
|x− y|1−d, if |x− y| < ε.
It is not hard to show that
sup
x∈Ω
∫
Ω
Kε(x, y) dy + sup
y∈Ω
∫
Ω
Kε(x, y) dx ≤ Cε
{
ln[ε−1r0 + 2]
}2
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This gives (6.5.4) in the case p = 1 or ∞. Since the case p = 2 is contained in Theorem
6.1.4, the proof is finished by using the M. Riesz interpolation theorem. 
Next we turn to the Neumann boundary conditions.
Theorem 6.5.3. Suppose that A is 1-periodic and satisfies (1.1.20) and (3.0.2). Let Ω
a bounded C1,1 domain and 1 < p < ∞. For ε ≥ 0 and F ∈ Lp(Ω;Rm) with ∫
Ω
F = 0, let
uε ∈ W 1,p(Ω;Rm) be the solution to the Neumann problem: Lε(uε) = F in Ω, ∂uε∂νε = 0 on
∂Ω, and
∫
∂Ω
uε = 0. Then
(6.5.6) ‖uε − u0‖Lq(Ω) ≤ Cε ln[ε−1r0 + 2]‖F‖Lp(Ω)
holds if 1 < p < d and 1
q
= 1
p
− 1
d
, or p > d and q =∞, where r0 = diam(Ω). Moreover,
(6.5.7) ‖uε − u0‖L∞(Ω) ≤ Cε
[
ln(ε−1r0 + 2)
]2− 1
d‖F‖Ld(Ω).
Proof. This theorem is a corollary of Theorem 6.4.1. Note that by the estimate (6.4.4),
|uε(x)− u0(x)| ≤
∫
Ω
|Nε(x, y)−N0(x, y)||F (y)| dy
≤ Cε ln(ε−1r0 + 2)
∫
Ω
|F (y)|dy
|x− y|d−1 .
The rest of the proof is the same as that of Theorem 6.5.1. 
Theorem 6.5.4. Suppose that A is 1-periodic and satisfies (1.1.20) and (3.0.2). Let Ω
be a bounded C2,η domain and 1 < p < ∞. For ε ≥ 0 and F ∈ Lp(Ω;Rm) with ∫
Ω
F = 0,
let uε ∈ W 1,p(Ω;Rm) be the solution of the Neumann problem: Lε(uε) = F in Ω, ∂uε∂νε = 0 on
∂Ω, and
∫
∂Ω
uε = 0. Then
(6.5.8)
∥∥uε − u0 − {Ψβε,j − P βj }∂uβ0∂xj ∥∥W 1,p(Ω) ≤ Ct εt‖F‖Lp(Ω)
for any t ∈ (0, 1), where (Ψβε,j) is a matrix of Neumann correctors for Lε in Ω such that
Ψβε,j(x0) = P
β
j (x0) for some x0 ∈ Ω, and Ct depends only on µ, λ, τ , t, p and Ω.
Proof. Since ‖Ψβε,j−P βk ‖L∞(Ω) ≤ Cε ln[ε−1r0+2] and ‖u0‖W 2,p(Ω) ≤ C‖F‖Lp(Ω), in view
of Theorem 6.5.3, it suffices to prove that
(6.5.9)
∥∥∂uαε
∂xi
− ∂
∂xi
{
Ψβε,j
} · ∂uβ0
∂xj
∥∥
Lp(Ω)
≤ Ct εt‖F‖Lp(Ω).
We will prove that the estimate (6.5.9) holds for any 1 ≤ p ≤ ∞. To this end, note that
uε(x) =
∫
Ω
Nε(x, y)F (y) dy, by Theorem 6.4.6,
(6.5.10)
∣∣∂uαε
∂xi
− ∂
∂xi
{
Ψβε,j
} · ∂uβ0
∂xj
∣∣ ≤ Cρ ε1−ρ ln[ε−1r0 + 2] ∫
Ω
|F (y)| dy
|x− y|d−ρ
for any ρ ∈ (0, 1). Note that if ρ < 1 − t, then ε1−ρ ln[ε−1r0 + 2] ≤ Cεt. Estimate (6.5.9)
follows readily from (6.5.10). 
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6.6. Notes
The material in Sections 6.1 and 6.2 is taken from [51] by C. Kenig, F. Lin, and Z. Shen.
Material in Sections 6.3, 6.4 and 6.5 is mostly taken from [53] by C. Kenig, F. Lin, and
Z. Shen. Some modifications are made to cover the two dimensional case and to remove the
symmetry condition for the Neumann problems. Earlier work on asymptotic expansions for
Greens functions and Poisson kernels may be found in [12] by M. Avellaneda and F. Lin.
CHAPTER 7
L2 Estimates in Lipschitz Domains
In this chapter we study the L2 boundary value problems for Lε(uε) = 0 in a bounded
Lipschitz domain Ω. More precisely, we shalll be interested in uniform estimates for the L2
Dirichlet problem
(7.0.1)
 Lε(uε) = 0 in Ω,uε = f ∈ L2(∂Ω) on ∂Ω,
(uε)
∗ ∈ L2(∂Ω),
the L2 Neumann problem
(7.0.2)

Lε(uε) = 0 in Ω,
∂uε
∂νε
= g ∈ L2(∂Ω) on ∂Ω,
(∇uε)∗ ∈ L2(∂Ω),
as well as the L2 regularity problem
(7.0.3)
 Lε(uε) = 0 in Ω,uε = f ∈ H1(∂Ω) on ∂Ω,(∇uε)∗ ∈ L2(∂Ω),
where (uε)
∗ denotes the nontangential maximal function of uε, defined by (4.6.11). We will
call the coefficient matrix A ∈ Λ(µ, λ, τ) if A is 1-periodic and satisfies the Legendre ellipticity
condition (1.1.20) and the Ho¨lder continuity condition (3.0.2). Under the assumptions that
A ∈ Λ(µ, λ, τ) and A∗ = A, we will show that the solutions to (7.0.1), (7.0.2) and (7.0.3)
satisfy the estimates
(7.0.4)
‖(uε)∗‖L2(∂Ω) ≤ C ‖f‖L2(∂Ω),
‖(∇uε)∗‖L2(∂Ω) ≤ C ‖g‖L2(∂Ω),
‖(∇uε)∗‖L2(∂Ω) ≤ C ‖f‖H1(∂Ω),
respectively, where C depends only on µ, λ, τ , and the Lipschitz character of Ω. Since
the Lipschitz character of Ω is scale-invariant, the constant C in (7.0.4) is independent of
diam(Ω). Moreover, in view of the rescaling property (3.0.3) for Lε, these estimates are
scale-invariant and it suffices to consider the case ε = 1.
The estimates in (7.0.4) are established by the method of layer potentials –the classical
method of integral equations. In Section 7.1 we introduce the nontangential convergence in
Lipschitz domains and formulate the Lp boundary value problems for Lε. Sections 7.2-7.4
are devoted to the study of mapping properties of singular integral operators associated
with the single and double layer potentials for Lε. The basic insight is to approximate the
fundamental solution Γ1(x, y) and its derivatives by freezing the coefficients when |x−y| ≤ 1.
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For |x− y| > 1, we use the asymptotic expansions of Γ1(x, y) and its derivatives, established
in Chapter 3, to bound the operators by the corresponding operators associated with L0.
The crucial step in the use of layer potentials to solve L2 boundary value problems in
Lipschitz domains is to establish the following Rellich estimates,
(7.0.5) ‖∇uε‖L2(∂Ω) ≤ C
∥∥∂uε
∂νε
∥∥
L2(∂Ω)
and ‖∇uε‖L2(∂Ω) ≤ C
∥∥∇tanuε∥∥L2(∂Ω),
for (suitable) solutions of Lε(uε) = 0 in Ω, where ∇tanuε denotes the tangential derivatives
of uε on ∂Ω. In Section 7.5 we give the proof of (7.0.5) and solve the L
2 Dirichlet, Neumann,
and regularity problems in a Lipschitz domain in the case L = −∆. This is a classical result,
due to B. Dahlberg, D. Jerison, C. Kenig, and C. Verchota [22, 23, 47, 84], which will be
needed to deal with the general case by a method of continuity. In Section 7.6 we show that
for a general operator Lε, the Rellich estimates in (7.0.5) are more or less equivalent to the
well-posedness of (7.0.2) and (7.0.3).
In Section 7.7 we establish the estimates (7.0.5) in the small scale where diam(Ω) ≤ ε.
This is a local result and the periodicity of A is not needed. If coefficients of A are Lipschitz,
the estimates follow by using Rellich identities. The case where A is only Ho¨lder continuous
is more involved and use a three-step approximate argument. Rellich estimates (7.0.5) for
the large scale where diam(Ω) > ε is proved in Section 7.8. To do this we first use the
small scale estimates to reduce the problem to the L2 estimate of ∇uε on a boundary layer
{x ∈ Ω : dist(x, ∂Ω) < ε}. The latter is then handled by using the O(√ε) error estimates in
H1(Ω) we proved in Chapter 2 for a two-scale expansion.
The proof for (7.0.4) is given in Section 7.9, assuming ∂Ω is connected and d ≥ 3. The
case of arbitrary Lipschitz domains in Rd, d ≥ 2, is treated in Section 7.10. Finally, in
Section 7.11, we prove the square function estimate as well as the H1/2 estimate for solutions
of the Dirichlet problem (7.0.1).
7.1. Lipschitz domains and nontangential convergence
Roughly speaking, the class of Lipschitz domains is a class of domains which satisfy the
uniform interior and exterior cone conditions. This makes it possible to extend the notion of
nontangential convergence and nontangential maximal functions from the upper half-space
to a general Lipschitz domain.
Let ψ : Rd−1 → R be a Lipschitz (continuous) function; i.e., there exists a nonnegative
constant M such that
(7.1.1) |ψ(x′)− ψ(y′)| ≤M |x′ − y′| for all x′, y′ ∈ Rd−1.
It is known that any Lipschitz function is almost everywhere (a.e.) differentiable in the
ordinary sense that for a.e. x′ ∈ Rd−1, there exists a vector ∇ψ(x′) ∈ Rd−1 such that
lim
|y′|→0
|ψ(x′ + y′)− ψ(x′)− < ∇ψ(x′), y′ > |
|y′| = 0.
Furthermore, one has ‖∇ψ‖∞ ≤ M . This is a classical result due to Denjoy, Rademacher
and Stepanov. Recall that a bounded domain Ω in Rd is called a Lipschitz domain if there
exists r0 > 0 such that for each point z ∈ ∂Ω, there is a new coordinate system of Rd,
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obtained from the standard Euclidean coordinate system through translation and rotation,
so that z = (0, 0) and
(7.1.2) B(z, r0) ∩ Ω = B(z, r0) ∩
{
(x′, xd) ∈ Rd : x′ ∈ Rd−1 and xd > ψ(x′)
}
,
where ψ : Rd−1 → R is a Lipschitz function and ψ(0) = 0.
Let Ω be a Lipschitz domain. Then ∂Ω possesses a tangent plane and a unit outward
normal n at a.e. z ∈ ∂Ω with respect to the surface measure dσ on ∂Ω. In the local
coordinate system for which (7.1.2) holds, one has
dσ =
√
|∇ψ(x′)|2 + 1 dx1 · · · dxd−1,
n =
(∇ψ(x′),−1)√|∇ψ(x′)|2 + 1 .
Note that the Lipschitz function ψ in (7.1.2) may be taken to have compact support.
Let r, h > 0. We call Z a cylinder of radius r and height 2h if Z may be obtained from
the set {(x′, xd) ∈ Rd : |x′| < r and − h < xd < h} through translation and rotation. We
will use tZ to denote the dilation of Z about its center by a factor of t. It follows that for
each z ∈ ∂Ω, we may find a Lipschitz function ψ on Rd−1, a cylinder Z centered at z with
radius r and height 2ar, and a new coordinate system of Rd with xd axis containing the axis
of Z, in which
(7.1.3) 10Z ∩ Ω = 10Z ∩ {(x′, xd) ∈ Rd : x′ ∈ Rd−1 and xd > ψ(x′)}
and z = (0, ψ(0)) = (0, 0), where a = 10(‖∇ψ‖∞ + 1). We will call such cylinder Z a
coordinate cylinder and the pair (Z, ψ) a coordinate pair. Since ∂Ω is compact, there exist
M > 0 and a finite number of coordinate pairs{
(Zi, ψi) : i = 1, . . . , N
}
with the same radius r0 and ‖∇ψi‖∞ ≤ M , such that ∂Ω is covered by Z1, Z2, . . . , ZN .
Such Ω is said to belong to Ξ(M,N) 1. The constants M and N , which are translation
and dilation invariant, describe the Lipschitz character of Ω. We shall say that a positive
constant C depends on the Lipschitz character of Ω, if there exist M and N such that
Ω ∈ Ξ(M,N) and the constant can be made uniform for all Lipschitz domains in Ξ(M,N).
For example, there is a constant C depending only on d and the Lipschitz character of Ω
such that |∂Ω| ≤ Crd−10 . By the isoperimetric inequality, we also have |Ω| ≤ Crd0, where C
depends only on d and the Lipschitz character of Ω.
Let h, β > 0. We call Γ a (two-component) cone of height 2h and aperture β if Γ may
be obtained from the set{
(x′, xd) ∈ Rd : |x′| < βxd and − h < xd < h
}
through translation and rotation. Let (Z, ψ) be a coordinate pair and r the radius of Z. For
each z ∈ 8Z ∩ ∂Ω, it is not had to see that the cone with vertex at z, axis parallel to that
of Z, height r and aperture {‖∇ψ‖∞ + 1}−1 has the property that one component is in Ω
1Let Ω be a bounded C1 domain. Then for any δ > 0, there exists N = Nδ such that Ω ∈ Ξ(δ,N).
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and the other in Rd \ Ω. By a simple geometric observation, the cone with vertex at z, axis
parallel to that of Z, height r/2 and aperture {2‖∇ψ‖∞}−1, is contained in the set
(7.1.4) γα(z) =
{
x ∈ Rd \ ∂Ω : |x− z| < α dist(x, ∂Ω)
}
,
if α = α(d,M) > 1 is sufficiently large. By compactness it is possible to choose α > 1,
depending only on d and the Lipschitz character of Ω, so that for any z ∈ ∂Ω, γα(z) contains
a cone of some fixed height and aperture, with vertex at z, one component in Ω and the
other in Rd \ Ω. Such {γα(z) : z ∈ ∂Ω} will be called a family of nontangential approach
regions for Ω.
Definition 7.1.1. Let Ω be a Lipschitz domain and {γα(z) : z ∈ ∂Ω} a family of
nontangential approach regions for Ω. For u ∈ C(Ω), the nontangential maximal function of
u on ∂Ω is defined by
(7.1.5) (u)∗α(z) = sup
{|u(x)| : x ∈ Ω and x ∈ γα(z)}.
We say that u = f on ∂Ω in the sense of nontangential convergence, written as u = f n.t. on
∂Ω, if
(7.1.6) lim
x→z
x∈Ω∩γα(z)
u(x) = f(z) for a.e. z ∈ ∂Ω.
The nontangential maximal function (u)∗α depends on the parameter α. However, the
following proposition shows that the Lp norms of (u)∗α are equivalent for different α’s.
Proposition 7.1.2. Let Ω be a Lipschitz domain and 1 < α < β. Then, for any
u ∈ C(Ω) and any t > 0,
(7.1.7) |
{
z ∈ ∂Ω : (u)∗β(P ) > t
}
| ≤ C |
{
z ∈ ∂Ω : (u)∗α(P ) > t
}
|,
where C depends only on α, β, and the Lipschitz character of Ω. Consequently,
‖(u)∗α‖Lp(∂Ω) ≤ ‖(u)∗β‖Lp(∂Ω) ≤ C ‖(u)∗α‖Lp(∂Ω)
for any 0 < p ≤ ∞.
Proof. Fix t > 0 and let
E =
{
z ∈ ∂Ω : (u)∗α(z) > t
}
.
We will show that there exists a constant c > 0, depending only on α, β, and the Lipschitz
character of Ω, such that
(7.1.8)
{
z ∈ ∂Ω : (u)∗β(z) > t
}
⊂
{
z ∈ ∂Ω : M∂Ω(χE)(z) ≥ c
}
,
where M∂Ω denotes the Hardy-Littlewood maximal operator on ∂Ω. Since M∂Ω is of weak
type (1, 1), the estimate (7.1.7) follows readily from (7.1.8).
To prove (7.1.8), we suppose that z0 ∈ ∂Ω and (u)∗β(z0) > t. Then there exists x ∈ Ω such
that |u(x)| > t and |x−z0| < β dist(x, ∂Ω). Choose y0 ∈ ∂Ω so that r = |x−y0| = dist(x, ∂Ω).
Observe that if y ∈ ∂Ω and |y − y0| < (α− 1)r, we have
|x− y| ≤ |x− y0|+ |y − y0| < αr = α dist(x, ∂Ω).
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This implies that (u)∗α(y) ≥ |u(x)| > t. Thus,
B(y0, (α− 1)r) ∩ ∂Ω ⊂ E.
Finally, we note that |z0 − y0| ≤ |z0 − x|+ |x− y0| < (1 + β)r. It follows that
B(z0, (α+ β)r) ∩ E ⊃ B(y0, (α− 1)r) ∩ E.
Hence,
(7.1.9)
|B(z0, (α+ β)r) ∩ E|
|B(z0, (α + β)r) ∩ ∂Ω| ≥
|B(y0, (α− 1)r) ∩ ∂Ω|
|B(z0, (α+ β)r) ∩ ∂Ω| ≥ c,
where c > 0 depends only on α, β, and the Lipschitz character of Ω. The last inequality in
(7.1.9) follows from the fact that |B(z, r)∩∂Ω| ≈ rd−1 for any z ∈ ∂Ω and 0 < r < diam(Ω).
From (7.1.9) we conclude that M∂Ω(χE)(z0) ≥ c. This finishes the proof of (7.1.8). 
Because of Proposition 7.1.2, from now on, we shall fix a family of nontangential approach
regions for Ω, and suppress the parameter α in the notation of nontangential maximal func-
tions.
The next proposition will enable us to control (u)∗ by (∇u)∗.
Proposition 7.1.3. Let Ω be a Lipschitz domain in Rd, d ≥ 2. Suppose that u ∈ C1(Ω)
and (∇u)∗ ∈ Lp(∂Ω) for some p ≥ 1. Then (∇u)∗ ∈ Lq(∂Ω), where
1 < q <
d− 1
d− 2 if p = 1;
q =
p(d− 1)
d− 1− p if 1 < p < d− 1;
1 < q <∞ if p = d− 1;
q =∞ if p > d− 1.
Proof. Let K = {x ∈ Ω : dist(x, ∂Ω) ≥ δ r0}, where δ > 0 is sufficiently small. We
claim that for any z ∈ ∂Ω,
(7.1.10)
(u)∗(z) ≤ sup
K
|u|+ Cδ
∫
∂Ω
(∇u)∗(y)
|z − y|d−2 dσ(y) if d ≥ 3,
(u)∗(z) ≤ sup
K
|u|+ Cδ,η
∫
∂Ω
(∇u)∗(y)
|z − y|η dσ(y) if d = 2
for any η ∈ (0, 1). The desired estimate for (u)∗ follows readily from the estimates for the
fractional integral
It(f)(z) =
∫
∂Ω
f(y)
|z − y|d−1−t dσ(y)
on ∂Ω. Indeed, it is known that ‖It(f)‖Lq(∂Ω) ≤ C‖f‖Lp(∂Ω), where 1 < p < d−1t and
1
q
= 1
p
− t
d−1
. If f ∈ L1(∂Ω), we have It(f) ∈ Lq,∞(∂Ω) ⊂ Lq1(∂Ω), where q = d−1d−1−t and
q1 < q. We refer the reader to [77, pp.118-121] for a proof of the (L
p, Lq) estimates in the
case of Rd. The results extend readily to ∂Ω by a simple localization argument.
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To prove (7.1.10), we fix z ∈ ∂Ω. By translation and rotation we may assume that P = 0
and (7.1.2) holds. Let x = (x′, xd) ∈ γα(z) and x /∈ K. Note that if z = (x′, s),
|∇u(z)| ≤ inf
{
(∇u)∗(y) : |z − y| < α dist(z, ∂Ω)
}
≤ C
sd−1
∫
y∈∂Ω
|y|≤cs
(∇u)∗(y) dσ(y).
Choose a ∈ R so that (x′, a) ∈ K. It follows that
(7.1.11)
|u(x)| ≤ |u(x′, a)|+
∫ a
xd
|∇u(x′, s)| ds
≤ sup
K
|u|+ C
∫ a
xd
{∫
y∈∂Ω
|y|≤cs
(∇u)∗(y) dσ(y)
}
ds
sd−1
≤ sup
K
|u|+ C
∫
∂Ω
(∇u)∗(y)
|y|d−2 dσ(y),
if d ≥ 3. This gives the first estimate in (7.1.10). In the case d = 2, an inspection of the
argument above shows that one needs to replace 1
|y|d−2
in (7.1.11) by | ln |y|| + 1, which is
bounded by Cη|y|−η. 
Remark 7.1.4. Let u ∈ C1(Ω). Suppose that (∇u)∗ ∈ L1(∂Ω). Then (∇u)∗(z) is finite
for a.e. z ∈ ∂Ω. By the mean value theorem and Cauchy criterion, it follows that u has
nontangential limit a.e. on ∂Ω.
It is often necessary to approximate a given Lipschitz domain Ω by a sequence of C∞
domains {Ωj} in such a manner that estimates on Ωj with bounding constants depending
on the Lipschitz characters may be extended to Ω by a limiting argument. The following
theorem, whose proof may be found in [83] (also see [84]), serves this purpose.
Theorem 7.1.5. Let Ω be a bounded Lipschitz domain in Rd. Then there exist constants
C and c, depending only on the Lipschitz character of Ω, and an increasing sequence of C∞
domains Ωj, j = 1, 2, . . . with the following properties.
(1) For all j, Ωj ⊂ Ω.
(2) There exists a sequence of homeomorphisms Λj : ∂Ω→ ∂Ωj such that
sup
z∈∂Ω
|z − Λj(z)| → 0 as j →∞
and Λj(z) ∈ γα(P ) for all j and all z ∈ ∂Ω, where {γα(z)} is a family of nontan-
gential approach regions.
(3) The unit outward normal to ∂Ωj , n(Λ(z)), converges to n(z) for a.e. z ∈ ∂Ω.
(4) There are positive functions ωj on ∂Ω such that 0 < c ≤ ωj ≤ C uniformly in j,
ωj → 1 a.e. as j →∞, and∫
E
ωj dσ =
∫
Λ(E)
dσj for any measurable set E ⊂ ∂Ω.
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(5) There exists a smooth vector field h ∈ C∞0 (Rd,Rd) such that
〈h(z), n(z)〉 ≥ c > 0 for all z ∈ ∂Ωj and all j.
(6) There exists a finite covering of ∂Ω by coordinate cylinders so that for each coor-
dinate cylinder (Z, ψ) in the covering, 10Z ∩ ∂Ωj is given by the graph of a C∞
function ψj,
10Z ∩ ∂Ωj = 10Z ∩
{
(x′, ψj(x
′)) : x′ ∈ Rd−1}.
Furthermore, one has ψj → ψ uniformly, ∇ψj →∇ψ a.e. as j →∞, and ‖∇ψj‖ ≤
‖∇ψ‖∞.
We will use Ωj ↑ Ω to denote an approximation sequence with properties 1-6. We may also
approximate Ω by a decreasing sequence {Ωj} from outside so that Ω ⊂ Ωj and properties
2-6 hold. Such sequence will be denoted by Ωj ↓ Ω.
Observe that if (u)∗ ∈ L1(∂Ω) and u = f n.t. on ∂Ω, then∫
∂Ω
u(Λj(y)) dσ(y)→
∫
∂Ω
f dσ
by the Lebesgue’s dominated convergence theorem. This, in particular, allows us to extend
the divergence theorem to Lipschitz domains for functions with nontangential limits.
Theorem 7.1.6. Let Ω be a bounded Lipschitz domain in Rd and u ∈ C1(Ω;Rd). Suppose
that div(u) ∈ L1(Ω) and u has nontangential limit a.e. on ∂Ω. Also assume that (u)∗ ∈
L1(∂Ω). Then
(7.1.12)
∫
Ω
div(u) dx =
∫
∂Ω
〈u, n〉 dσ.
Proof. Let Ω be a sequence of smooth domains such that Ωj ↑ Ω. By the divergence
theorem,
(7.1.13)
∫
Ωj
div(u) dx =
∫
∂Ωj
〈u, n〉 dσ.
Since div(u) ∈ L1(Ω), the integral of div(u) on Ωj converges to its integral on Ω. By a change
of variables, one may write the right hand side of (7.1.13) as∫
∂Ω
〈u(Λj(y)), n(Λj(y))〉ωj(y) dσ(y),
where Λj and ωj are given by Theorem 7.1.5. Note that
〈u(Λj(y)), n(Λj(y))〉ωj(y)→ 〈u(y), n(y)〉 for a.e. y ∈ ∂Ω
and
|〈u(Λj(y)), n(Λj(y))〉ωj(y)| ≤ C (u)∗(y).
Thus it follows by Lebesgue’s dominated convergence theorem that the right hand side of
(7.1.13) converges to the integral in the right hand side of (7.1.12). This completes the
proof. 
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Remark 7.1.7. Theorem 7.1.6 also holds for the unbounded domain Ω− = R
d\Ω, under
the additional assumption that u(x) = o(|x|1−d) as |x| → ∞. Since n points away from Ω,
in the case Ω−, (7.1.12) is replaced by
(7.1.14)
∫
Ω−
div(u) dx = −
∫
∂Ω
〈u, n〉 dσ.
We now formulate the Lp Dirichlet and Neumann problems for Lε(uε) = 0 in a Lipschitz
domain Ω.
Definition 7.1.8 (Lp Dirichlet problem). Let Ω be a bounded Lipschitz domain. For
1 < p <∞, the Lp Dirichlet problem for Lε(uε) = 0 in Ω is said to be well-posed, if for any
f ∈ Lp(∂Ω;Rm), there exists a unique function uε in W 1,2loc (Ω;Rm) such that Lε(uε) = 0 in
Ω, (uε)
∗ ∈ Lp(∂Ω), and uε = f n.t. on ∂Ω. Moreover, the solution satisfies
‖(uε)∗‖Lp(∂Ω) ≤ C ‖f‖Lp(∂Ω).
Definition 7.1.9 (Lp Neumann problem). Let Ω be a bounded Lipschitz domain. For
1 < p <∞, the Lp Neumann problem for Lε(uε) = 0 in Ω is said to be well-posed, if for any
g ∈ Lp(∂Ω;Rm) with ∫
∂Ω
g dσ = 0, there exists a function uε in W
1,2
loc (Ω;R
m), unique up to
constants, such that Lε(uε) = 0 in Ω, (∇uε)∗ ∈ Lp(∂Ω), and ∂uε∂νε = g on ∂Ω in the sense of
nontangential convergence:
(7.1.15) lim
x→z
x∈Ω∩γ(z)
ni(z)a
αβ
ij (z/ε)
∂uβε
∂xj
(x) = gα(z) for a.e. z ∈ ∂Ω.
Moreover, the solutions satisfy
‖(∇uε)∗‖Lp(∂Ω) ≤ C ‖g‖Lp(∂Ω).
To formulate the Lp regularity problem, we first give the definition of W 1,p(∂Ω).
Definition 7.1.10. For 1 ≤ p <∞, we say f ∈ W 1,p(∂Ω) if f ∈ Lp(∂Ω) and there exist
functions gjk ∈ Lp(∂Ω) so that for all ϕ ∈ C∞0 (Rd) and 1 ≤ j, k ≤ d,∫
∂Ω
f
(
nj
∂
∂xk
− nk ∂
∂xj
)
ϕdσ = −
∫
∂Ω
gjkϕdσ.
By a partition of unity, one may show that f ∈ W 1,p(∂Ω) if and only if fη ∈ W 1,p(∂Ω)
for any η ∈ C∞0 (B(z, r0)) with z ∈ ∂Ω. Thus, in a local coordinator system where (7.1.2)
holds, f ∈ W 1,p(∂Ω) means that f(x′, ψ(x′)), as a function of x′, is aW 1,p function on the set
{x′ ∈ Rd−1 : |x′| < c r0}. The space W 1,p(∂Ω) is a Banach space with the (scale-invariant)
norm
(7.1.16) ‖f‖W 1,p(∂Ω) = |∂Ω|
1
1−d ‖f‖Lp(∂Ω) +
∑
1≤j,k≤d
‖gjk‖Lp(∂Ω).
If 1 ≤ p < ∞, the set {f |∂Ω : f ∈ C∞0 (Rd)} is dense in W 1,p(∂Ω). Note that gjk = −gkj
and gjj = 0. If f ∈ C10(Rd) and j 6= k, then
(7.1.17) gjk = nj
∂f
∂xk
− nk ∂f
∂xj
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and ∑
1≤j<k≤d
|gjk|2 = |∇f |2 −
∣∣∂f
∂n
∣∣2 = |∇tanf |2,
where ∇tanf = ∇f − 〈n,∇f〉n. One may also deduce from (7.1.17) that
(7.1.18) nℓgjk = nkgjk − njgkl for 1 ≤ j, k, ℓ ≤ d.
By a simple density argument, the compatibility condition (7.1.18) holds for any f ∈
W 1,p(∂Ω).
If the Dirichlet data f is taken from W 1,p(∂Ω) instead of Lp(∂Ω), one should expect the
solution to have one order higher regularity. This is the so-called regularity problem (for the
Dirichlet problem).
Definition 7.1.11 (Lp regularity problem). Let Ω be a bounded Lipschitz domain. For
1 < p <∞, the Lp regularity problem for Lε(uε) = 0 in Ω is said to be well-posed, if for any
f ∈ W 1,p(∂Ω;Rm), there exists a unique function uε ∈ W 1,2loc (Ω;Rm) such that Lε(uε) = 0 in
Ω, (∇uε)∗ ∈ Lp(∂Ω), and uε = f n.t. on ∂Ω. Moreover, the solution satisfies
‖(∇uε)∗‖Lp(∂Ω) ≤ C ‖f‖W 1,p(∂Ω).
The rest of this chapter is devoted to the study of the L2 Dirichlet, Neumann, and
regularity problems for Lε(uε) = 0 in a bounded Lipschitz domain Ω under the assumption
that A is elliptic, periodic, symmetric, and Ho¨lder continuous. Our goal is to establish the
uniform estimates in (7.0.4) with constants C depending at most on µ, λ, τ , and the Lipschitz
character of Ω.
7.2. Estimates of fundamental solutions
Throughout Sections 7.2-7.9, with the exception of Section 7.5, we assume that d ≥ 3.
Let A ∈ Λ(µ, λ, τ) and
Γ(x, y) = Γ(x, y;A) =
(
Γαβ(x, y;A)
)
m×m
denote the matrix of fundamental solutions for the operator L = −div(A∇) in Rd, with pole
at y. Then
(7.2.1)

|Γ(x, y)| ≤ C|x− y|2−d,
|∇xΓ(x, y)|+ |∇yΓ(x, y)| ≤ C|x− y|1−d,
|∇x∇yΓ(x, y)| ≤ C|x− y|−d
for any x, y ∈ Rd and x 6= y, where C depends only on µ, λ and τ (see Section 3.4; note that
Γ1(x, y) = Γ(x, y;A) and Γ0(x, y) = Γ(x, y; Â)). It follows from (3.4.19) and (3.4.25) that
(7.2.2)
∣∣∣ ∂
∂xi
{
Γαβ(x, y;A)
}− {δijδαγ + ∂
∂xi
{
χαγj (x)
}} ∂
∂xj
{
Γγβ(x, y; Â)
} ∣∣∣
≤ C|x− y|−d ln [|x− y|+ 2]
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and
(7.2.3)
∣∣ ∂
∂yi
{
Γαβ(x, y;A)
}− {δijδβγ + ∂
∂yi
{
χ∗βγj (y)
}} ∂
∂yj
{
Γαγ(x, y; Â)
} ∣∣
≤ C|x− y|−d ln [|x− y|+ 2]
for x, y ∈ Rd with |x− y| ≥ 1, where Â is the (constant) matrix of homogenized coefficients.
Let I denote the identity matrix. For brevity estimates (7.2.2) and (7.2.3) may be written
as
(7.2.4)
∣∣∇xΓ(x, y;A)− (I +∇χ(x))∇xΓ(x, y; Â)∣∣ ≤ C|x− y|−d ln [|x− y|+ 2]
and
(7.2.5)
∣∣∇y(Γ(x, y;A))∗ − (I +∇χ∗(y))∇y(Γ(x, y; Â))∗∣∣ ≤ C|x− y|−d ln [|x− y|+ 2],
where (Γ(x, y;A))∗ denotes the matrix adjoint of Γ(x, y;A). These two inequalities give us
the asymptotic behavior of ∇xΓ(x, y;A) and ∇yΓ(x, y;A) when |x− y| is large.
For a function F = F (x, y, z), we will use the notation
∇1F (x, y, z) = ∇xF (x, y, z) and ∇2F (x, y, z) = ∇yF (x, y, z).
The following lemma describes the local behavior of Γ(x, y;A). We emphasize that Γ(x, y;A(x))
denotes the matrix of fundamental solutions for the operator −div(E∇), where E is the con-
stant matrix given by A(x).
Lemma 7.2.1. Let A ∈ Λ(µ, λ, τ). Then
(7.2.6)
|Γ(x, y;A)− Γ(x, y;A(x))| ≤ C|x− y|2−d+λ,
|∇1Γ(x, y;A)−∇1Γ(x, y;A(x))| ≤ C|x− y|1−d+λ,
|∇1Γ(x, y;A)−∇1Γ(x, y;A(y))| ≤ C|x− y|1−d+λ
for any x, y ∈ Rd and x 6= y, where C depends only on µ, λ, and τ .
Proof. Let B = (bαβij ) ∈ Λ(µ, λ, τ). Then for any x, y ∈ Rd,
(7.2.7)
Γασ(x, y;A)− Γασ(x, y;B)
=
∫
Rd
∂
∂zi
{
Γαβ(x, z;A)
}{
aβγij (z)− bβγij (z)
} ∂
∂zj
{
Γγσ(z, y;B)
}
dz.
In view of (7.2.1) we obtain
(7.2.8) |Γ(x, y;A)− Γ(x, y;B)| ≤ C
∫
Rd
|A(z)−B(z)|
|z − x|d−1|z − y|d−1 dz
and
(7.2.9) |∇1Γ(x, y;A)−∇1Γ(x, y;B)| ≤ C
∫
Rd
|A(z)− B(z)|
|z − x|d|z − y|d−1 dz.
To show the first inequality in (7.2.6), we fix x ∈ Rd and let B = A(x). Since
|A(z)− A(x)| ≤ τ |z − x|λ,
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it follows from (7.2.8) that
|Γ(x, y;A)− Γ(x, y;A(x)| ≤ C
∫
Rd
dz
|z − x|d−1−λ|z − y|d−1
≤ C|x− y|2−d+λ.
The second inequality in (7.2.6) follows from (7.2.9) in the same manner.
To prove the third inequality in (7.2.6), note that if E1, E2 are two constant matrices
satisfying the ellipticity condition (1.4.1), then
(7.2.10) |∇N1 Γ(x, y;E1)−∇N1 Γ(x, y;E2)| ≤ C|E1 −E2||x− y|2−d−N ,
where C depends only on µ and N . This follows from (7.2.8). By taking E1 = A(x) and
E2 = A(y), we obtain
(7.2.11) |∇1Γ(x, y;A(x))−∇1Γ(x, y;A(y))| ≤ C|x− y|1−d+λ.
The third inequality in (7.2.6) follows from the second and (7.2.11). 
Remark 7.2.2. It follows from (7.2.8) that if A,B ∈ Λ(µ, λ, τ),
(7.2.12) |Γ(x, y;A)− Γ(x, y;B)| ≤ C‖A−B‖∞|x− y|2−d.
Also, if we fix y ∈ Rd and let B = A(y), the same argument as in the proof of Lemma 7.2.1
yields that
(7.2.13)
|Γ(x, y;A)− Γ(x, y;A(y))| ≤ C|x− y|2−d+λ,
|∇2Γ(x, y;A)−∇2Γ(x, y;A(y))| ≤ C|x− y|1−d+λ,
|∇2Γ(x, y;A)−∇2Γ(x, y;A(x))| ≤ C|x− y|1−d+λ
for any x, y ∈ Rd and x 6= y.
In the rest of this section we will be concerned with the estimate of Γ(x, y;A)−Γ(x, y;B)
when A is close to B in the Ho¨lder space Cλ(Rd). The results are local and will be used in
an approximation argument for domains Ω with diam(Ω) ≤ 1 in Section 7.3.
Lemma 7.2.3. Let R ≥ 1 and A,B ∈ Λ(µ, λ, τ). Then
(7.2.14)
|∇xΓ(x, y;A)−∇xΓ(x, y;B)| ≤ CR‖A− B‖Cλ(Rd)|x− y|1−d,
|∇y∇xΓ(x, y;A)−∇y∇xΓ(x, y;B)| ≤ CR‖A− B‖Cλ(Rd)|x− y|−d
for any x, y ∈ Rd with 0 < |x− y| ≤ R, where CR depends on µ, λ, τ , and R.
Proof. Estimate (7.2.14) follows from (7.2.12) by (local) interior C1,λ estimates. Indeed,
fix x0, y0 ∈ Rd with r = |x0 − y0| ≤ R, and consider u(x) = Γ(x, y0;A) − Γ(x, y0;B) in
Ω = B(x0, r/2). Let w(x) = −Γ(x, y0;B). Then
div(A∇u) = div(A∇w) = div((A− B)∇w) in Ω.
It follows that
|∇u(x0)| ≤ Cr−1‖u‖L∞(Ω) + Crλ‖(A−B)∇w‖C0,λ(Ω)
≤ Cr1−d‖A−B‖Cλ(Rd),
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where C may depend on R. This gives the first inequality in (7.2.14). The second inequality
follows in the same manner by considering v(x) = ∇yΓ(x, y;A)−∇yΓ(x, y;B). 
For A ∈ Λ(µ, λ, τ), define
(7.2.15) Π(x, y;A) = ∇1Γ(x, y;A)−∇1Γ(x, y;A(x)).
Theorem 7.2.4. Let A,B ∈ Λ(µ, λ, τ) and R ≥ 1. Then
(7.2.16) |Π(x, y;A)− Π(x, y;B)| ≤ CR ‖A−B‖Cλ(Rd)|x− y|1−d+λ
for any x, y ∈ Rd with |x− y| < R, where CR depends on µ, λ, τ , and R.
Proof. Let Ω = B(x0, 2R). It follows from integration by parts that for x, y ∈ B(x0, R),
(7.2.17)
Γαδ(x, y;A)− Γαδ(x, y;A(P ))
=
∫
Ω
∂
∂zi
{
Γαβ(x, z;A)
}{
aβγij (P )− aβγij (z)
} ∂
∂zj
{
Γδγ(z, y;A(P ))
}
dz
+
∫
∂Ω
∂
∂zi
{
Γαβ(x, z;A)
}
aβγij (z)nj(z)Γ
γδ(z, y;A(P )) dσ(z)
−
∫
∂Ω
Γαβ(x, z;A)ni(z)a
βγ
ij (P )
∂
∂zj
{
Γγδ(z, y;A(P ))
}
dσ(z),
where P ∈ B(x0, R) and n = (n1, . . . , nd) denotes the unit outward normal to ∂Ω. By taking
the derivative with respect to x on the both side of (7.2.17) and then setting P = x, we
obtain
(7.2.18)
Π(x, y;A) =
∫
Ω
∇x∇zΓ(x, z;A)
{
A(x)− A(z)}∇1Γ(z, y;A(x)) dz
+
∫
∂Ω
∇z∇xΓ(x, z;A)A(z)n(z)Γ(z, y;A(x)) dσ(z)
−
∫
∂Ω
∇xΓ(x, z;A)n(z)A(x)∇zΓ(z, y;A(x)) dσ(z).
To estimate Π(x, y;A)−Π(x, y;B), we split its solid integrals as I1 + I2 + I3, where
I1 =
∫
Ω
{∇x∇zΓ(x, z;A)−∇x∇zΓ(x, z;B)}{A(x)− A(z)}∇1Γ(z, y;A(x)) dz,
I2 =
∫
Ω
{∇x∇zΓ(x, z;B)}{A(x)− A(z)− (B(x)−B(z))}∇1Γ(z, y;A(x)) dz,
I3 =
∫
Ω
{∇x∇zΓ(x, z;B)}{B(x)− B(z)}{∇1Γ(z, y;A(x))−∇1Γ(z, y;B(x))} dz.
It follows from (7.2.14) that
|I1| ≤ CR‖A−B‖Cλ(Rd)
∫
Ω
dz
|x− z|d−λ|z − y|d−1
≤ CR‖A−B‖Cλ(Rd)|x− y|1−d+λ.
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Similarly, by estimates (7.2.1) and (7.2.10),
|I2| ≤C ‖A− B‖C0,λ(Rd)|x− y|1−d+λ,
|I3| ≤C ‖A− B‖∞|x− y|1−d+λ.
Finally, we split the surface integrals in Π(x, y;A)−Π(x, y;B) in a similar manner. Using
the fact that |x − z| ≥ R and |y − z| ≥ R for z ∈ ∂Ω, we may show that they are bounded
by CR‖A− B‖Cλ(Rd). 
Remark 7.2.5. For A ∈ Λ(µ, λ, τ), define
(7.2.19) Θ(x, y;A) = ∇2Γ(x, y;A)−∇2Γ(x, y;A(y)).
Let A,B ∈ Λ(µ, λ, τ) and R ≥ 1. Then
(7.2.20) |Θ(x, y;A)−Θ(x, y;B)| ≤ CR‖A− B‖Cλ(Rd)|x− y|1−d+λ
for any x, y ∈ Rd with |x− y| ≤ R, where CR depends only on µ, λ, τ , and R. The proof is
similar to that of Theorem 7.2.4.
7.3. Estimates of singular integrals
Let Ω be a bounded Lipschitz domain. For A ∈ Λ(µ, λ, τ), consider two maximal singular
integral operators T 1,∗A and T
2,∗
A on ∂Ω, defined by
(7.3.1)
T 1,∗A (f)(P ) = sup
r>0
∣∣ ∫
y∈∂Ω
|y−P |>r
∇1Γ(P, y;A)f(y) dσ(y)
∣∣,
T 2,∗A (f)(P ) = sup
r>0
∣∣ ∫
y∈∂Ω
|y−P |>r
∇2Γ(P, y;A)f(y) dσ(y)
∣∣
for P ∈ ∂Ω.
Theorem 7.3.1. Let f ∈ Lp(∂Ω;Rm) for some 1 < p <∞. Then
(7.3.2) ‖T 1,∗A (f)‖Lp(∂Ω) + ‖T 2,∗A (f)‖Lp(∂Ω) ≤ Cp ‖f‖Lp(∂Ω),
where Cp depends only on µ, λ, τ , p, and the Lipschitz character of Ω.
To establish the Lp boundedness of T 1,∗A , we shall approximate its integral kernel∇1Γ(P, y;A)
by ∇1Γ(P, y;A(P )) when |P − y| ≤ 1, and by (I +∇χ(P ))∇1Γ(P, y; Â) when |P − y| ≥ 1.
The operator T 2,∗A can be handled in a similar manner.
Let M∂Ω denote the Hardy-Littlewood maximal operator on ∂Ω.
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Lemma 7.3.2. For each P ∈ ∂Ω,
(7.3.3)
T 1,∗A (f)(P ) ≤ CM∂Ω(f)(P ) + 2 sup
r>0
∣∣ ∫
y∈∂Ω
|y−P |>r
∇1Γ(P, y;A(P ))f(y) dσ(y)
∣∣
+ C sup
r>0
∣∣ ∫
y∈∂Ω
|y−P |>r
∇1Γ(P, y; Â)f(y) dσ(y)
∣∣,
T 2,∗A (f)(P ) ≤ CM∂Ω(f)(P ) + 2 sup
r>0
∣∣ ∫
y∈∂Ω
|y−P |>r
∇2Γ(P, y;A(y))f(y) dσ(y)
∣∣
+ C sup
r>0
∣∣ ∫
y∈∂Ω
|y−P |>r
∇2Γ(P, y; Â)g(y) dσ(y)
∣∣,
where g is a function satisfying |g| ≤ C|f | on ∂Ω, and C depends only on µ, λ, τ , and the
Lipschitz character of Ω.
Proof. To prove (7.3.3), we fix P ∈ ∂Ω and r > 0. If r ≥ 1, we use the estimate (7.2.4)
and boundedness of ∇χ to obtain∣∣ ∫
|y−P |>r
∇1Γ(P, y;A)f(y) dσ(y)
∣∣
≤ C∣∣ ∫
|y−P |>r
∇1Γ(P, y; Â)f(y) dσ(y)
∣∣+ C ∫
|y−P |>r
ln[|P − y|+ 1]
|P − y|d |f(y)| dσ(y)
≤ C sup
t>0
∣∣ ∫
|y−P |>t
∇1Γ(P, y; Â)f(y) dσ(y)
∣∣+ CM∂Ω(f)(P ).
If 0 < r < 1, we split the set {y ∈ ∂Ω : |y − x| > r} as{
y ∈ ∂Ω : |y − P | > 1
}
∪
{
y ∈ ∂Ω : 1 ≥ |y − P | > r
}
.
The integral of ∇1Γ(P, y;A)f(y) on {y ∈ ∂Ω : |y − P | > 1} may be treated as above. To
handle the integral on {y ∈ ∂Ω : 1 ≥ |y − P | > r}, we use the estimate (7.2.6) to obtain∣∣ ∫
1≥|y−P |>r
∇1Γ(P, y;A)f(y) dσ(y)
∣∣
≤ ∣∣ ∫
1≥|y−P |>r
∇1Γ(P, y;A(P ))f(y) dσ(y)
∣∣+ C ∫
|y−P |≤1
|f(y)|
|y − P |d−1−λ dσ(y)
≤ 2 sup
t>0
∣∣ ∫
|y−P |>t
∇1Γ(P, y;A(P ))f(y) dσ(y)
∣∣+ CM∂Ω(f)(P ).
This gives the desired estimates for T 1,∗A (f). The estimate for T
2,∗
A (f) in (7.3.3) follows from
(7.2.3) and (7.2.13) in the same manner. The details are left to the reader. 
Lemma 7.3.3. Let K(x, y) be odd in x ∈ Rd and homogenous of degree 1− d in x ∈ Rd;
i.e.,
K(−x, y) = −K(x, y) and K(tx, y) = t1−dK(x, y)
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for x ∈ Rd \ {0}, y ∈ Rd and t > 0. Assume that for all 0 ≤ N ≤ N(d), where N(d) > 1 is
sufficiently large, ∇Nx K(x, y) is continuous on Sd−1×Rd and |∇Nx K(x, y)| ≤ C0 for x ∈ Sd−1
and y ∈ Rd. Let f ∈ Lp(∂Ω) for some 1 < p <∞. Define
S1(f)(x) = p.v.
∫
∂Ω
K(x− y, x)f(y) dσ(y)
: = lim
r→0
∫
y∈∂Ω
|y−x|>r
K(x− y, x)f(y) dσ(y),
S2(f)(x) = p.v.
∫
∂Ω
K(x− y, y)f(y) dσ(y),
S1,∗(f)(x) = sup
r>0
∣∣∣ ∫
y∈∂Ω
|y−x|>r
K(x− y, x)f(y) dσ(y)
∣∣∣,
S2,∗(f)(x) = sup
r>0
∣∣∣ ∫
y∈∂Ω
|y−x|>r
K(x− y, y)f(y) dσ(y)
∣∣∣.
Then S1(f)(x) and S2(f)(x) exist for a.e. x ∈ ∂Ω, and
‖S1,∗(f)‖Lp(∂Ω) + ‖S2,∗(f)‖Lp(∂Ω) ≤ CC0‖f‖Lp(∂Ω),
where C depends only on p and the Lipschitz character of Ω.
Proof. By considering C−10 K(x, y), one may assume that C0 = 1. In the special case
where K(x, y) is independent of y, the result is a consequence of the Lp boundedness of
Cauchy integrals on Lipschitz curve [21]. The general case may be deduced from the special
case by using the spherical harmonic decomposition (see e.g. [60]). Note that only the
continuity condition in the variable y is needed for ∇Nx K(x, y). 
Proof of Theorem 7.3.1. This follows readily from Lemmas 7.3.2 and 7.3.3. Note
that if B is a constant matrix satisfying (1.2.28), the fundamental solution Γ(x, y;B) =
Γ(x− y, 0;B) and Γ(x, 0;B) is even in x and homogeneous of degree 2− d in x. Also recall
that M∂Ω is bounded on Lp(∂Ω) for 1 < p ≤ ∞. 
Next we consider two singular integral operators:
(7.3.4)
T 1A(f)(x) = p.v.
∫
∂Ω
∇1Γ(x, y;A)f(y) dσ(y),
T 2A(f)(x) = p.v.
∫
∂Ω
∇2Γ(x, y;A)f(y) dσ(y).
Theorem 7.3.4. Let A ∈ Λ(µ, λ, τ) and Ω be a bounded Lipschitz domain. Let f ∈
Lp(∂Ω;Rm) for some 1 < p <∞. Then T 1A(f)(x) and T 2A(f)(x) exist for a.e. x ∈ ∂Ω, and
‖T 1A(f)‖Lp(∂Ω) + ‖T 2A(f)‖Lp(∂Ω) ≤ Cp ‖f‖Lp(∂Ω),
where Cp depends only on µ, λ, τ , p, and the Lipschitz character of Ω.
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Proof. Let f ∈ C∞0 (Rd;Rm). Write
(7.3.5)
p.v.
∫
∂Ω
∇1Γ(x, y;A)f(y) dσ(y) = p.v.
∫
∂Ω
∇1Γ(x, y;A(x))f(y) dσ(y)
+ p.v
∫
∂Ω
[∇1Γ(x, y;A)−∇1Γ(x, y;A(x))]f(y) dσ(y).
Since
|∇1Γ(x, y;A)−∇1Γ(x, y;A(x))| ≤ C|P − y|1−d+λ,
the second term in the RHS of (7.3.5) exists for any x ∈ ∂Ω. By Lemma 7.3.3, the first term
in the RHS of (7.3.5) exists for a.e. x ∈ ∂Ω. This shows that if f ∈ C∞0 (Rd;Rm), T 1A(f)(x)
exists for a.e. x ∈ ∂Ω. Since C∞0 (Rd;Rm) is dense in Lp(∂Ω;Rm) and the maximal singular
integral operator T 1,∗A is bounded on L
p(∂Ω), we conclude that if f ∈ Lp(∂Ω;Rm), T 1A(f)(P )
exists for a.e. x ∈ ∂Ω. Since |T 1A(f)(P )| ≤ T 1,∗A (f)(P ), it follows by Theorem 7.3.1 that
‖T 1A(f)‖Lp(∂Ω) ≤ Cp ‖f‖Lp(∂Ω). The case of T 2A(f) may be handled in a similar manner. 
Theorem 7.3.5. Let T 1A, T
2
A, T
1
B, and T
2
B be defined by (7.3.4), where A,B ∈ Λ(µ, λ, τ).
Let Ω be a bounded Lipschitz domain with diam(Ω) ≤ 10. Then, for 1 < p <∞,
(7.3.6)
‖T 1A(f)− T 1B(f)‖Lp(∂Ω) ≤ Cp ‖A− B‖Cλ(Rd)‖f‖Lp(∂Ω),
‖T 1A(f)− T 1B(f)‖Lp(∂Ω) ≤ Cp ‖A− B‖Cλ(Rd)‖f‖Lp(∂Ω),
where Cp depends only on µ, λ, τ , p, and the Lipschitz character of Ω.
Proof. Recall that Π(x, y;A) = ∇1Γ(x, y;A)−∇Γ(x, y, A(x)). Write
∇1Γ(x, y;A)−∇1Γ(x, y;B)
= Π(x, y;A)− Π(x, y;B) + {∇1Γ(x− y, 0;A(x))−∇1Γ(x− y, 0;B(x))}.
Since diam(Ω) ≤ 10, it follows from Theorem 7.2.4 that the norm of the operator with integral
kernel Π(x, y;A)−Π(x, y;B) on Lp(∂Ω) is bounded by C‖A−B‖Cλ(Rd) for 1 ≤ p ≤ ∞. By
Lemma 7.3.3, the norm of the operator with integral kernel
∇1Γ(x− y, 0;A(x))−∇1Γ(x− y, 0;B(x))
on Lp(∂Ω) for 1 < p < ∞ is bounded by C‖A − B‖∞. This gives the desired estimate for
‖T 1A(f)− T 1B(f)‖Lp(∂Ω). The estimate for ‖T 2A(f)− T 2B(f)‖Lp(∂Ω) follows from Remark 7.2.5
and Lemma 7.3.3 in the same manner. 
We end this section with some notation and a theorem on nontangential maximal func-
tions. Since we will be dealing with functions on domains
Ω+ = Ω and Ω− = R
d \ Ω
simultaneously, we introduce the following notation. For a continuous function u in Ω±, the
nontangential maximal function (u)∗± is defined by
(7.3.7) (u)∗±(y) = sup
{|u(x)| : x ∈ Ω± and x ∈ γ(y)}
for y ∈ ∂Ω. We will use u±(y) to denote the nontangential limit at y, if it exists, taken from
Ω± respectively. If u is continuous in R
d \ ∂Ω, we define
(u)∗(P ) = max
{
(u)∗+(P ), (u)
∗
−(P )
}
.
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We also use (u)∗ to denote (u)∗+ or (u)
∗
− if there is no possibility of confusion.
For f ∈ Lp(∂Ω;Rm), consider the following two functions:
(7.3.8)
v(x) =
∫
∂Ω
∇1Γ(x, y;A)f(y) dσ(y),
w(x) =
∫
∂Ω
∇2Γ(x, y;A)f(y) dσ(y),
defined in Rd \ ∂Ω.
Theorem 7.3.6. Let Ω be a bounded Lipschitz domain. Let v and w be defined by (7.3.8),
where A ∈ Λ(µ, λ, τ). Then, for 1 < p <∞,
(7.3.9) ‖(v)∗‖Lp(∂Ω) + ‖(w)∗‖Lp(∂Ω) ≤ Cp‖f‖Lp(∂Ω),
where Cp depends only on µ, λ, τ , p, and the Lipschitz character of Ω.
Proof. We first consider the case that A = E is a constant matrix in Λ(µ, λ, τ). Let
u(x) =
∫
∂Ω
∇1Γ(x, y;E)f(y) dσ(y).
Fix z ∈ ∂Ω. Let x ∈ γ(z) and r = |x− z|. Write u(x) = I1 + I2 + I3, where
I1 =
∫
y∈∂Ω
|y−z|≤4r
∇1Γ(x, y;E)f(y) dσ(y),
I2 =
∫
y∈∂Ω
|y−z|>4r
∇1Γ(z, y;E)f(y) dσ(y),
I3 =
∫
y∈∂Ω
|y−z|>4r
{∇1Γ(x, y;E)−∇1Γ(z, y;E)}f(y) dσ(y).
Using |∇xΓ(x, 0;E)| ≤ C|x|1−d and |∇2xΓ(x, 0;E)| ≤ C|x|−d, we obtain
|I1|+ |I3| ≤ C
rd−1
∫
y∈∂Ω
|y−z|≤4r
|f(y)| dσ(y) + Cr
∫
y∈∂Ω
|y−z|>4r
|f(y)|
|y − z|d dσ(y)
≤ CM∂Ω(f)(z).
It follows that
(7.3.10) (u)∗(z) ≤ CM∂Ω(f)(z) + sup
r>0
∣∣ ∫
y∈∂Ω
|y−z|>r
∇1Γ(z, y;E)f(y) dσ(y)
∣∣.
In view of Theorem 7.3.1, this gives ‖(u)∗‖Lp(∂Ω) ≤ C‖f‖Lp(∂Ω).
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We now return to the functions v and w for the general case A ∈ Λ(µ, λ, τ). We claim
that for any z ∈ ∂Ω,
(7.3.11)
(v)∗(z) ≤CM∂Ω(f)(z) + C sup
t>0
∣∣ ∫
y∈∂Ω
|y−z|>t
∇1Γ(z, y, A(z))f(y) dσ(y)
∣∣
+ C sup
t>0
∣∣ ∫
y∈∂Ω
|y−P |>t
∇1Γ(z, y; Â)f(y) dσ(y)
∣∣,
(w)∗(z) ≤ CM∂Ω(f)(z) + C sup
t>0
∣∣ ∫
y∈∂Ω
|y−z|>t
∇2Γ(z, y, A(y))f(y) dσ(y)
∣∣
+ C sup
t>0
∣∣ ∫
y∈∂Ω
|y−z|>t
∇2Γ(z, y; Â)g(y) dσ(y)
∣∣,
where |g(y)| ≤ C|f(y)|, and C depends only on µ, λ, τ , and the Lipschitz character of Ω.
Estimate (7.3.9) follows from (7.3.11) by Lemma 7.3.3. We will give the proof for (v)∗; the
estimate for (w)∗ may be carried out in the same manner.
Fix z ∈ ∂Ω. Let x ∈ γ(z) and r = |x− z|. If r ≥ 1, it follows from (7.2.4) that
|v(x)− (I +∇χ(x))∇U(x)| ≤ C
∫
∂Ω
ln[|x− y|+ 2]
|x− y|d |f(y)| dσ(y)
≤ CM∂Ω(f)(z),
where
U(x) =
∫
∂Ω
Γ(x, y; Â)f(y) dσ(y).
Hence,
|u(x)| ≤ CM∂Ω(f)(z) + C(∇U)∗(z)
≤ CM∂Ω(f)(z) + C sup
t>0
∣∣ ∫
y∈∂Ω
|y−z|>t
∇1Γ(z, y; Â)f(y) dσ(y)
∣∣,
where we have used (7.3.10).
Next suppose that r = |x − z| < 1. We write u(x) = J1 + J2 + J3, where J1, J2, and J3
denote the integral of ∇1Γ(x, y;A)f(y) over
E1 = {y ∈ ∂Ω : |y − z| < r},
E2 = {y ∈ ∂Ω : r ≤ |y − z| ≤ 1},
E3 = {y ∈ ∂Ω : |y − z| > 1},
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respectively. Clearly, |J1| ≤ CM∂Ω(f)(P ). For J2, we use (7.2.6) to obtain
|J2| ≤
∣∣ ∫
E2
∇1Γ(x, y;A(y))f(y) dσ(y)
∣∣+ C ∫
E2
|f(y)|
|x− y|d−1−λ dσ(y)
≤ ∣∣ ∫
E2
∇1Γ(z, y;A(z))f(y) dσ(y)
∣∣+ CM∂Ω(f)(z) + C ∫
E2
|f(y)|
|y − z|d−1−λ dσ(y)
≤ 2 sup
t>0
∣∣ ∫
y∈∂Ω
|y−z|>t
∇1Γ(z, y;A(z))f(y) dσ(y)
∣∣+ CM∂Ω(f)(z).
In view of (7.2.4), we have
|J3| ≤ C
∫
E3
ln[|x− y|+ 2]
|x− y|d |f(y)| dσ(y) + C
∣∣ ∫
E3
∇1Γ(x, y; Â)f(y) dσ(y)
∣∣
≤ CM∂Ω(f)(z) + C sup
t>0
∣∣ ∫
y∈∂Ω
|y−z|>t
∇1Γ(x, y; Â)f(y) dσ(y)
∣∣.
This, together with the estimates of J1 and J2, yields the desired estimate for (v)
∗(z). 
7.4. Method of layer potentials
In this section we fix A = (aαβij (x)) ∈ Λ(µ, λ, τ) and let Lε = −div(A(x/ε)∇).
Definition 7.4.1. Let Ω be a bounded Lipschitz domain and f = (fα) ∈ Lp(∂Ω;Rm)
with 1 < p <∞. The single layer potential Sε(f) = (Sαε (f)) is defined by
(7.4.1) Sαε (f)(x) =
∫
∂Ω
Γαβε (x, y)f
β(y) dσ(y),
where Γε(x, y) = (Γ
αβ
ε (x, y)) is the matrix of fundamental solutions for Lε in Rd. The double
layer potential Dε(f) = (Dαε (f)) is defined by
(7.4.2) Dαε (f)(x) =
∫
∂Ω
nj(y)a
βγ
ij (y/ε)
∂
∂yi
{
Γαβε (x, y)
}
f γ(y) dσ(y).
Observe that both Sε(f) and Dε(f) are solutions of Lε(u) = 0 in Rd \ ∂Ω. Since
(7.4.3) Γαβ(x, y;A∗ε) = Γ
βα(y, x;Aε) = Γ
βα
ε (y, x),
where Aε(x) = A(x/ε), the double layer potential may be written as
(7.4.4) Dαε (f)(x) =
∫
∂Ω
(
∂
∂ν∗ε
{
Γα(y, x;A∗ε)
})γ
f γ(y) dσ(y),
where ∂
∂ν∗ε
denotes the conormal derivative associated with L∗ε. The definitions of single and
double layer potentials are motivated by the following Green representation formula.
Proposition 7.4.2. Suppose that Lε(uε) = F in Ω, where F ∈ Lp(Ω;Rm) for some
p > d. Also assume that (∇uε)∗ ∈ L1(∂Ω) and uε,∇uε have nontangential limits a.e. on
∂Ω. Then for any x ∈ Ω,
(7.4.5) uε(x) = Sε
(
∂uε
∂νε
)
(x)−Dε(uε)(x) +
∫
Ω
Γε(x, y)F (y) dy.
190 7. L2 ESTIMATES IN LIPSCHITZ DOMAINS
Proof. Fix x ∈ Ω and choose r > 0 so small that B(x, 4r) ⊂ Ω. Let ϕ ∈ C∞0 (B(x, 2r))
be such that ϕ = 1 in B(x, r). It follows from (3.4.2) that
uγε (x) = (uεϕ)
γ(x)
=
∫
Ω
aβαji (y/ε)
∂
∂yj
{
Γβγ(y, x;A∗ε)
}
· ∂
∂yi
(uαεϕ) dy
=
∫
Ω
aβαji (y/ε)
∂
∂yj
{
Γβγ(y, x;A∗ε)
}
· ∂
∂yi
{
uαε (ϕ− 1)
}
dy
+
∫
Ω
aβαji (y/ε)
∂
∂yj
{
Γβγ(y, x;A∗ε)
}
· ∂u
α
ε
∂yi
dy
= Iγ1 + I
γ
2 .
Using the divergence theorem and L∗ε
{
Γγ(·, x;A∗ε)
}
= 0 in Rd \ {x}, we obtain
Iγ1 =
∫
∂Ω
ni(y)a
βα
ji (y/ε)
∂
∂yj
{
Γβγε (y, x;A
∗
ε)
}
uαε (ϕ− 1) dσ(y)
= −Dγε (uε)(x),
where we also used the fact that ϕ − 1 = 0 in B(x, r) and ϕ − 1 = −1 on ∂Ω. Similarly,
since L(uε) = F in Ω, it follows from the divergence theorem that
Iγ2 =
∫
∂Ω
Γβγε (y, x;A
∗
ε)nj(y)a
βα
ji (y/ε)
∂uαε
∂yi
dσ(y) +
∫
Ω
Γβγε (y, x;A
∗
ε)F
β(y) dy
= Sγε
(
∂uε
∂νε
)
(x) +
∫
Ω
Γγβε (x, y)F
β(y) dy.
Hence,
uγ(x) = Iγ1 (x) + I
γ
2 (x)
= −Dγε (uε)(x) + Sγε
(
∂uε
∂νε
)
(x) +
∫
Ω
Γγβε (x, y)F
β(y) dy.
We point out that since F ∈ Lp(Ω;Rm) for some p > d, the solution uε ∈ C1(Ω;Rm). This,
together with the assumption that (∇uε)∗ ∈ L1(∂Ω) and uε, ∇uε have nontangential limits,
allows us to apply the divergence theorem on Ω. 
Theorem 7.4.3. Let A ∈ Λ(µ, λ, τ) and Ω be a bounded Lipschitz domain. Let uε(x) =
Sε(f)(x) and vε = Dε(f)(x). Then for 1 < p <∞,
(7.4.6) ‖(∇uε)∗‖Lp(∂Ω) + ‖(vε)∗‖Lp(∂Ω) ≤ Cp ‖f‖Lp(∂Ω),
where Cp depends only on µ, λ, τ , p, and the Lipschitz character of Ω.
Proof. Recall that
(7.4.7) Γε(x, y) = Γ(x, y;Aε) = ε
2−dΓ(ε−1x, ε−1y;A),
where Aε(x) = A(x/ε). Thus, by rescaling, it suffices to prove the theorem for the case
ε = 1. However, in this case, the estimate (7.4.6) follows readily from Theorem 7.3.6. Here
we have used the observation that the rescaled domain {x : εx ∈ Ω} and Ω have the ”same”
Lipschitz characters. 
7.4. METHOD OF LAYER POTENTIALS 191
The next theorem gives the nontangential limits of ∇Sε(f) on ∂Ω. Recall that for a
function w in Rd \ ∂Ω, we use w+ and w− to denote its nontangential limits on ∂Ω, taken
from inside Ω and outside Ω, respectively.
Theorem 7.4.4. Let uε = Sε(f) for some f ∈ Lp(∂Ω;Rm) and 1 < p < ∞. Then for
a.e. x ∈ ∂Ω,
(7.4.8)
(
∂uαε
∂xi
)
±
(x) =± 1
2
ni(x)b
αβ
ε (x)f
β(x)
+ p.v.
∫
∂Ω
∂
∂xi
{
Γαβε (x, y)
}
fβ(y) dσ(y),
where
(
bαβε (x)
)
m×m
is the inverse matrix of
(
ni(x)nj(x)a
αβ
ij (x/ε)
)
m×m
.
Proof. By (7.4.7) and rescaling it suffices to consider the case ε = 1. By Theorem 7.4.3
we may assume that f ∈ C∞0 (Rd;Rm). We will also use the fact that if f ∈ C∞0 (Rd;Rm),
there exists a set F ⊂ ∂Ω such that σ(∂Ω \ E) = 0 and the trace formula (7.4.8) holds for
any x ∈ E and for any constant matrix A satisfying the ellipticity condition (1.2.28) (see
[29, 32]).
Now fix z ∈ E and consider
wα(x) =
∫
∂Ω
Γαβ(x, y;A(z))fβ(y) dσ(y),
the single layer potential for the (constant coefficient) operator −div(A(z)∇). Note that by
(7.2.6) and (7.2.11),
|∇1Γ(x, y;A)−∇1Γ(x, y;A(z))|
≤ |∇1Γ(x, y;A)−∇1Γ(x, y;A(y))|+ |∇1Γ(x, y;A(y))−∇1Γ(x, y;A(z))|
≤ C|x− y|1−d+λ + C|x− y|1−d|y − z|λ
≤ C|z − y|1−d+λ
for x ∈ γ(z) and y ∈ ∂Ω. By the Lebesgue’s dominated convergence theorem, this implies
that
(∇uα)±(z) = (∇wα)±(z) +
∫
∂Ω
{∇1Γαβ(z, y;A)−∇1Γαβ(z, y;A(z))}fβ(y) dσ(y)
= ±1
2
n(z)bαβ(z)fβ(z) + p.v.
∫
∂Ω
∇1Γαβ(z, y;A)fβ(y) dσ(y).
The proof is complete. 
It follows from (7.4.8) that if uε = Sε(f),
(7.4.9) nj
(
∂uαε
∂xi
)
+
− ni
(
∂uαε
∂xj
)
+
= nj
(
∂uαε
∂xi
)
−
− ni
(
∂uαε
∂xj
)
−
;
i.e., (∇tanuε)+ = (∇tanuε)− on ∂Ω. Moreover,
(7.4.10)
(
∂uε
∂νε
)
±
=
(
±1
2
I +Kε,A
)
(f),
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where I denotes the identity operator,
(7.4.11) (Kε,A(f)(x))α = p.v.
∫
∂Ω
Kαβε,A(x, y)f
β(y) dσ(y),
with
(7.4.12) Kαβε,A(x, y) = ni(x)a
αγ
ij (x/ε)
∂
∂xj
{
Γγβε (x, y)
}
.
In particular, we have the so-called jump relation
(7.4.13) f =
(
∂uε
∂νε
)
+
−
(
∂uε
∂νε
)
−
.
Note that by Theorems 7.4.3 and 7.4.4,
(7.4.14) ‖KA,ε(f)‖Lp(∂Ω) ≤ Cp ‖f‖Lp(∂Ω) for 1 < p <∞,
where Cp depends at most on µ, λ, τ , p, and the Lipschitz character of Ω. Let
(7.4.15) Lp0(∂Ω;R
m) =
{
f ∈ Lp(∂Ω;Rm) :
∫
∂Ω
f dσ = 0
}
.
It follows from Lε(uε) = 0 in Ω that∫
∂Ω
(
∂uε
∂νε
)
+
dσ = 0.
Thus, for 1 < p <∞, the operator
(7.4.16) (1/2)I +Kε,A : Lp0(∂Ω;Rm)→ Lp0(∂Ω;Rm)
is bounded; its operator norm is bounded by a constant independent of ε > 0. Also, by The-
orem 7.4.3 and (7.4.9), if f ∈ Lp(∂Ω;Rm) for some 1 < p < ∞, then Sε(f) ∈ W 1,p(∂Ω;Rm)
and
(7.4.17) ‖Sε(f)‖W 1,p(∂Ω) ≤ Cp ‖f‖Lp(∂Ω),
where Cp depends only on µ, λ, τ , p, and the Lispchitz character of Ω.
The next theorem gives the trace of the double layer potentials on ∂Ω.
Theorem 7.4.5. Let w = Dε(f), where f ∈ Lp(∂Ω;Rm) and 1 < p <∞. Then
(7.4.18) w± =
(
∓ (1/2)I +K∗ε,A∗
)
(f) on ∂Ω,
where K∗ε,A∗ is the adjoint operator of Kε,A∗, defined by (7.4.11) and (7.4.12) (with A replaced
by A∗).
Proof. By rescaling we may assume ε = 1. Note that by (7.2.6) and (7.2.13),
|∇1Γ(x, y;A)−∇1Γ(x, y;A(y))| ≤ C |x− y|1−d+λ,
|∇2Γ(x, y;A)−∇2Γ(x, y;A(y))| ≤ C |x− y|1−d+λ.
This, together with the observation ∇1Γ(x, y;A(y)) = −∇2Γ(x, y;A(y)), gives∣∣ ∂
∂xi
{
Γ(x, y;A)
}
+
∂
∂yi
{
Γ(x, y;A)
}∣∣ ≤ C |x− y|1−d+λ.
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Hence, by the Lebesgue’s dominated convergence theorem,
wα±(x) =− vα±(x)
+
∫
∂Ω
nj(y)a
βγ
ij (y)
{
∂
∂yi
{
Γαβ(x, y;A)
}
+
∂
∂xi
{
Γαβ(x, y;A)
}}
f γ(y) dσ(y),
where
vα(x) =
∂
∂xi
∫
∂Ω
nj(y)a
βγ
ij (y)Γ
αβ(x, y;A)f γ(y) dσ(y).
In view of the trace formula (7.4.8), we have
vα±(x) =± (1/2)ni(x)bαβ(x) · nj(x)aβγij (P )f γ(P )
+ p.v.
∫
∂Ω
nj(y)a
βγ
ij (y)
∂
∂Pi
{
Γαβ(x, y;A)
}
f γ(y) dσ(y)
= ±(1/2)fα(x) + p.v.
∫
∂Ω
nj(y)a
βγ
ij (y)
∂
∂Pi
{
Γαβ(x, y;A)
}
f γ(y) dσ(y).
Hence,
wα±(x) =∓ (1/2)fα(x) + p.v.
∫
∂Ω
nj(y)a
βγ
ij (y)
∂
∂yi
{
Γαβ(x, y;A)
}
f γ(y) dσ(y)
=∓ (1/2)fα(x) + p.v.
∫
∂Ω
Kβα1,A∗(y, x)f
β(y) dσ(y),
where Kβα1,A∗(y, x) is defined by (7.4.12), but with A replaced by A
∗. 
Remark 7.4.6. Let f ∈ Lp(∂Ω;Rm) and uε = Sε(f). It follows from the Green repre-
sentation formula (7.4.5),
uε(x) = Sε(g)(x)−Dε(uε)(x)
for any x ∈ Ω, where g = (∂uε/∂νε)+. By letting x→ z ∈ ∂Ω nontangentially, we obtain
Sε(f) = Sε (((1/2)I +Kε,A) (f))− (−(1/2)I +K∗ε,A∗)Sε(f) on ∂Ω.
This gives
(7.4.19) SεKε,A(f) = K∗ε,A∗Sε(f)
for any f ∈ Lp(∂Ω) with 1 < p <∞.
In summary, if 1 < p < ∞ and f ∈ Lp(∂Ω;Rm), the single layer potential uε = Sε(f) is
a solution to the Lp Neumann problem for Lε(uε) = 0 in Ω with boundary data ((1/2)I +
Kε,A)f , and the estimate ‖(∇uε)∗‖Lp(∂Ω) ≤ Cp ‖f‖Lp(∂Ω) holds. Similarly, the double layer
potential vε = D(f) is a solution to the Lp Dirichlet problem in Ω with boundary data
(−(1/2)I+K∗ε,A∗)f , and the estimate ‖(vε)∗‖Lp(∂Ω) ≤ Cp ‖f‖Lp(∂Ω) holds. As a result, one may
establish the existence of solutions as well as the nontangential-maximal-function estimates
in the Lp Neumann and Dirichlet problems in Ω by showing that the operators (1/2)I+Kε,A
and −(1/2)I + K∗ε,A∗ are invertible on Lp0(∂Ω;Rm) and Lp(∂Ω;Rm) (modulo possible finite-
dimensional subspaces), respectively, and by proving that the operator norms of their inverses
are bounded by constants independent of ε > 0. This approach to the boundary value
problems is often referred as the method of layer potentials.
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In the following sections we will show that if Ω is a bounded Lipschitz domain with
connected boundary, the operators
(7.4.20)
(1/2)I +Kε,A : L20(∂Ω,Rm)→ L20(∂Ω,Rm),
−(1/2)I +Kε,A : L2(∂Ω,Rm)→ L2(∂Ω,Rm)
are isomorphisms, under the assumptions that A ∈ Λ(µ, λ, τ) and A∗ = A. More importantly,
we obtain estimates
(7.4.21)
‖((1/2)I +Kε,A)−1‖L20→L20 ≤ C,
‖(−(1/2)I +Kε,A)−1‖L2→L2 ≤ C,
where C depends only on µ, λ, τ , and the Lipschitz character of Ω.
We end this section with a simple observation.
Theorem 7.4.7. Let Ω be a bounded Lipschitz domain with connected boundary and
A ∈ Λ(µ, λ, τ). Then the operators in (7.4.20) are injective.
Proof. Suppose that f ∈ L20(∂Ω;Rm) and ((1/2)I + Kε,A)(f) = 0. Let uε = Sε(f). It
follows from integration by parts that
(7.4.22)
∫
Ω
A(x/ε)∇uε · ∇uε dx =
∫
∂Ω
(
∂uε
∂νε
)
+
· uε dσ.
Since
(
∂uε
∂νε
)
+
= ((1/2)I+Kε,A)(f) = 0 on ∂Ω, we may deduce from (7.4.22) that∇uε = 0 in Ω
and hence uε = b is constant in Ω. Recall that for d ≥ 3, we have |Γε(x, y)| ≤ C |x−y|2−d and
|∇xΓε(x, y)| + |∇yΓε(x, y)| ≤ C |x − y|1−d. It follows that uε(x) = O(|x|2−d) and ∇uε(x) =
O(|x|1−d), as |x| → ∞. As a result, we may use integration by parts in Ω− to obtain
(7.4.23)
∫
Ω−
A(x/ε)∇uε · ∇uε dx = −
∫
∂Ω
(
∂uε
∂νε
)
−
· uε dσ,
where Ω− = R
d \ Ω. Note that∫
∂Ω
(
∂uε
∂νε
)
−
· uε dσ = b ·
∫
∂Ω
(
∂uε
∂νε
)
−
dσ
= −b ·
∫
∂Ω
f dσ = 0,
where we have used the jump relation (7.4.13) and
∫
∂Ω
f dσ = 0. In view of (7.4.23) this
implies that ∇uε = 0 in Ω−. Since Ω− is connected and uε(x) = O(|x|2−d) as |x| → ∞, uε
must be zero in Ω−. It follows that
(
∂uε
∂νε
)
−
= 0 on ∂Ω. By the jump relation we obtain f = 0.
Thus we have proved that (1/2)I +Kε,A is injective on L20(∂Ω;Rm). That −(1/2)I +Kε,A is
injective on L2(∂Ω;Rm) may be proved in a similar manner. 
7.5. Laplace’s equation
In this section we establish the estimates in (7.4.21) and solve the L2 Dirichlet, Neu-
mann, and regularity problems in Lipschitz domains in the case Lε = −∆. This not only
illustrates the crucial role of Rellich identities in the study of boundary value problems in
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nonsmooth domains in the simplest setting, but the results of this section will be used to
handle the operator Lε in the general case. Furthermore, the argument presented in this
section extends readily to the case of second order elliptic systems with constant coefficients
satisfying (1.1.20).
Throughout this section we will assume that Ω is a bounded Lipschitz domain in Rd,
d ≥ 2, with connected boundary. By rescaling we may also assume diam(Ω) = 1.
Lemma 7.5.1. Suppose that ∆u ∈ L2(Ω) and (∇u)∗ ∈ L2(∂Ω). Also assume that ∇u
has nontangential limit a.e. on ∂Ω. Then
(7.5.1)
∫
∂Ω
hini|∇u|2 dσ =2
∫
∂Ω
hi
∂u
∂xi
· ∂u
∂n
dσ +
∫
Ω
div(h)|∇u|2 dx
− 2
∫
Ω
∂hi
∂xj
· ∂u
∂xi
· ∂u
∂xj
dx− 2
∫
Ω
hi
∂u
∂xi
∆u dx,
where h = (h1, . . . , hd) ∈ C10(Rd;Rd), n denotes the outward unit normal to ∂Ω and ∂u∂n =∇u · n.
Proof. We begin by choosing a sequence of smooth domains {Ωℓ} so that Ωℓ ↑ Ω. By
the divergence theorem we have
(7.5.2)
∫
Ωℓ
hini|∇u|2 dσ =
∫
Ωℓ
∂
∂xi
{
hi
∂u
∂xj
∂u
∂xj
}
dx
=
∫
Ωℓ
div(h)|∇u|2 dx+ 2
∫
Ωℓ
hi
∂2u
∂xi∂xj
· ∂u
∂xj
dx.
Using integration by parts, we see that the last term in (7.5.2) equals to
−2
∫
Ωℓ
hi
∂u
∂xi
∆u dx− 2
∫
Ωℓ
∂hi
∂xj
· ∂u
∂xi
· ∂u
∂xj
dx+ 2
∫
∂Ωℓ
hi
∂u
∂xi
· ∂u
∂n
dσ.
This gives the identity (7.5.1), but with Ω replaced by Ωℓ. Finally we let ℓ → ∞. Since
(∇u)∗ ∈ L2(∂Ω) and ∇u has nontangential limit a.e. on ∂Ω, the identity for Ω follows by
the Lebesgue’s dominated convergence theorem. 
Lemma 7.5.2. Under the same assumptions as in Lemma 7.5.1, we have
(7.5.3)
∫
∂Ω
hini|∇u|2 dσ =2
∫
∂Ω
hi
∂u
∂xj
{
ni
∂u
∂xj
− nj ∂u
∂xi
}
dσ
−
∫
Ω
div(h)|∇u|2 dx+ 2
∫
Ω
∂hi
∂xj
· ∂u
∂xi
· ∂u
∂xj
dx
− 2
∫
Ω
hi
∂u
∂xi
∆u dx.
Proof. Let I and J denote the left and right hand sides of (7.5.1) respectively. Identity
(7.5.3) follows from (7.5.1) by writing J as 2I − J . 
Formulas (7.5.1) and (7.5.3) are referred to as the Rellich identities for Laplace’s equation.
They also hold on Ω− = R
d \ Ω under the assumption that ∆u ∈ L2(Ω−), (∇u)∗ ∈ L2(∂Ω)
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and∇u has nontanegntial limit a.e. on ∂Ω. The use of divergence theorem on the unbounded
domain Ω− is justified, as the vector field h has compact support. We should point out that
in the case of Ω−, all solid integrals in (7.5.1) and (7.5.3) need to change signs. This is
because n always denotes the outward unit normal to ∂Ω.
The following lemma will be used to handle solid integrals in (7.5.1) and (7.5.3). Recall
that (∇u)∗ ∈ L1(∂Ω) implies that u has nontangential limit a.e. on ∂Ω.
Lemma 7.5.3. (1) Suppose that ∆u = 0 in Ω and (∇u)∗ ∈ L2(∂Ω). Also assume
that ∇u has nontangential limit a.e. on ∂Ω. Then
(7.5.4)
∫
Ω
|∇u|2 dx ≤ C ∥∥∂u
∂n
∥∥
L2(∂Ω)
‖∇tanu‖L2(∂Ω).
(2) Suppose that ∆u = 0 in Ω− and (∇u)∗ ∈ L2(∂Ω). Also assume that ∇u has non-
tangential limit a.e. on ∂Ω and that as |x| → ∞, |u(x)| = O(|x|2−d) for d ≥ 3 and
|u(x)| = o(1) for d = 2. Then
(7.5.5)
∫
Ω−
|∇u|2 dx ≤ C ∥∥∂u
∂n
∥∥
L2(∂Ω)
‖∇tanu‖L2(∂Ω) +
∣∣ ∫
∂Ω
∂u
∂n
dσ
∣∣ ∣∣−∫
∂Ω
u
∣∣.
Proof. For part (1) we use the divergence theorem and
∫
∂Ω
u dσ = 0 to obtain∫
Ω
|∇u|2 dx =
∫
∂Ω
∂u
∂n
u dσ =
∫
∂Ω
∂u
∂n
{
u−−
∫
∂Ω
u
}
dσ.
Estimate (7.5.4) follows from this by applying the Cauchy inequality and then the Poincare´
inequality. Part (2) may be proved in a similar manner. By interior estimates for harmonic
functions and the decay assumption at infinity, we see that |∇u(x)| = O(|x|1−d) as |x| → ∞.
Hence, ∫
|x|=R
|∇u| |u| dσ→ 0 as R→∞.
This is enough to justify the integration by parts in Ω−. 
Theorem 7.5.4. Suppose that ∆u = 0 in Ω and (∇u)∗ ∈ L2(∂Ω). Also assume that ∇u
has nontangential limit a.e. on ∂Ω. Then
(7.5.6) ‖∇u‖L2(∂Ω) ≤ C
∥∥∂u
∂n
∥∥
L2(∂Ω)
and ‖∇u‖L2(∂Ω) ≤ C ‖∇tanu‖L2(∂Ω),
where C depends only on the Lipschitz character of Ω.
Proof. Let h ∈ C∞0 (Rd;Rd) be a vector field such that h · n ≥ c0 > 0 on ∂Ω. It follows
from (7.5.1) that∫
∂Ω
|∇u|2 dσ ≤ C ‖∇u‖L2(∂Ω)
∥∥∂u
∂n
∥∥
L2(∂Ω)
+ C
∫
Ω
|∇u|2 dx
≤ C ‖∇u‖L2(∂Ω)
∥∥∂u
∂n
∥∥
L2(∂Ω)
+ C
∥∥∂u
∂n
∥∥
L2(∂Ω)
‖∇tanu‖L2(∂Ω),
where we have used (7.5.4) for the second inequality. Since |∇tanu| ≤ |∇u|, this gives the
first estimate in (7.5.6). The second estimate in (7.5.6) follows from the formula (7.5.3) and
(7.5.4) in the same manner. 
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Theorem 7.5.4 shows that for (suitable) harmonic functions in a Lipschitz domain Ω,
the L2 norms of the normal derivative ∂u
∂n
and the tangential derivatives ∇tanu on ∂Ω are
equivalent. This is also true for harmonic functions in Ω−, modulo some linear functionals.
We leave the proof of the following theorem to the reader.
Theorem 7.5.5. Suppose that ∆u = 0 in Ω− and (∇u)∗ ∈ L2(∂Ω). Also assume that
∇u has nontangential limit a.e. on ∂Ω and that as |x| → ∞, |u(x)| = O(|x|2−d) for d ≥ 3
and |u(x)| = o(1) for d = 2. Then
(7.5.7)
‖∇u‖2L2(∂Ω) ≤ C
∥∥∂u
∂n
∥∥2
L2(∂Ω)
+ C
∣∣ ∫
∂Ω
∂u
∂n
dσ
∣∣ ∣∣−∫
∂Ω
u
∣∣,
‖∇u‖2L2(∂Ω) ≤ C ‖∇tanu‖2L2(∂Ω) + C
∣∣ ∫
∂Ω
∂u
∂n
dσ
∣∣ ∣∣−∫
∂Ω
u
∣∣,
where C depends only on the Lipschitz character of Ω.
Let ωd denote the surface area of the unit sphere in R
d. The fundamental solution for
L = −∆ with pole at the origin is given by
(7.5.8)

Γ(x) =
1
(d− 2)wd|x|d−2 for d ≥ 3,
Γ(x) = − 1
2π
ln |x| for d = 2.
For f ∈ Lp(∂Ω) with 1 < p <∞, let
(7.5.9) u(x) = S(f)(x) =
∫
∂Ω
Γ(x− y)f(y) dσ(y)
be the single layer potential for L = −∆. It follows from Section 6.5 that
‖(∇u)∗‖Lp(∂Ω) ≤ Cp ‖f‖Lp(∂Ω)
and
(7.5.10)
(
∂u
∂n
)
+
=
(
(1/2)I +K)f and (∂u
∂n
)
−
=
(− (1/2)I +K)f
on ∂Ω, where K is a bounded singular integral operator on Lp(∂Ω). Also recall that
(∇tanu)+ = (∇tanu)− on ∂Ω. As indicated at the beginning of this section, we will show that
(1/2) +K and −(1/2)I +K are isomorphisms on L20(∂Ω) and L2(∂Ω), respectively.
Lemma 7.5.6. Let f ∈ L2(∂Ω). Then
(7.5.11)
‖f‖L2(∂Ω) ≤ C
{
‖((1/2)I +K)f‖L2(∂Ω) +
∣∣ ∫
∂Ω
f dσ
∣∣} ,
‖f‖L2(∂Ω) ≤ C ‖(−(1/2)I +K)f‖L2(∂Ω),
where C depends only on the Lipschitz character of Ω.
Proof. We first consider the case f ∈ L20(∂Ω). Let u = S(f). The additional assump-
tion on f implies that u(x) = O(|x|1−d) as |x| → ∞, which assures that estimates (7.5.6)
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and (7.5.7) hold for all d ≥ 2. By the jump relation (7.4.13), it also implies that the mean
value of
(
∂u
∂n
)
−
is zero. Thus we may deduce from (7.5.7) that
‖(∇u)−‖L2(∂Ω) ≤ C ‖(∇tanu)−‖L2(∂Ω) = C ‖(∇tanu)+‖L2(∂Ω)
≤ C ∥∥(∂u
∂n
)
+
∥∥
L2(∂Ω)
.
By the jump relation it follows that
‖f‖L2(∂Ω) ≤
∥∥(∂u
∂n
)
+
∥∥
L2(∂Ω)
+
∥∥(∂u
∂n
)
−
∥∥
L2(∂Ω)
≤ C ∥∥(∂u
∂n
)
+
∥∥
L2(∂Ω)
= C ‖((1/2)I +K)f‖L2(∂Ω).
This gives the first inequality in (7.5.11) for the case f ∈ L20(∂Ω). The general case follows
by considering f − E, where E is the mean value of f on ∂Ω.
Similarly, to establish the second inequality in (7.5.11), we use (7.5.6) and (7.5.7) to
obtain ‖(∇u)+‖L2(∂Ω) ≤ C ‖(∇tanu)+‖L2(∂Ω) = C ‖(∇tanu)−‖L2(∂Ω)
≤ C ∥∥(∂u
∂n
)
−
∥∥
L2(∂Ω)
,
where we also used
∫
∂Ω
(∂u/∂n)− dσ = 0. By the jump relation this gives the second inequal-
ity in (7.5.11) for the case f ∈ L20(∂Ω). As before, it follows that for any f ∈ L2(∂Ω),
‖f‖L2(∂Ω) ≤ C ‖(−(1/2)I +K)f‖L2(∂Ω) + C|E|,
where E is the mean value of f on ∂Ω. To finish the proof we simply observe that by the
jump relation, E is also the mean value of (−(1/2)I +K)f on ∂Ω. Hence,
|E| ≤ C ‖(−(1/2)I +K)f‖L2(∂Ω),
which completes the proof. 
It follows readily from Lemma 7.5.6 that (1/2)I + K and −(1/2)I + K are injective on
L20(∂Ω) and L
2(∂Ω), respectively. The lemma also implies that the ranges of the operators
are closed in L2(∂Ω). This is a consequence of the next theorem, whose proof is left to the
reader.
Theorem 7.5.7. Let T : X → Y be a bounded linear operator, where X, Y are normed
linear spaces. Suppose that
(1) X is Banach;
(2) the dimension of the null space {f ∈ X : T (f) = 0} is finite;
(3) for any f ∈ X,
‖f‖X ≤ C ‖Tf‖Y + C
ℓ∑
j=1
‖Sjf‖Yj ,
where Sj : X → Yj, j = 1, . . . , ℓ are compact operators.
7.5. LAPLACE’S EQUATION 199
Then the range of T is closed in Y .
We will use a continuity method to show that ±(1/2)I +K are surjective on L20(∂Ω) and
L2(∂Ω), respectively. To this end we consider a family of operators
(7.5.12) Tλ = λI +K,
where λ ∈ R.
Lemma 7.5.8. If |λ| > 1/2, the operator Tλ : L2(∂Ω)→ L2(∂Ω) is injective.
Proof. Let f ∈ L2(∂Ω) and u = S(f). Suppose that Tλ(f) = 0. Then(
∂u
∂n
)
+
= ((1/2)− λ)f and
(
∂u
∂n
)
+
= (−(1/2)− λ)f.
Note that the first equation above implies f ∈ L20(∂Ω). It follows that u(x) = O(|x|1−d) as
|x| → ∞. By the divergence theorem,
(7.5.13)
∫
Ω±
|∇u|2 dx = ±
∫
∂Ω
u
(
∂u
∂n
)
±
dσ =
(
1
2
∓ λ
)∫
∂Ω
uf dσ.
It follows that ∫
Ω+
|∇u|2 dx+
∫
Ω−
|∇u|2 dx =
∫
∂Ω
uf dσ,∫
Ω+
|∇u|2 dx−
∫
Ω−
|∇u|2 dx = −2λ
∫
∂Ω
uf dσ.
This implies that
2|λ| ∣∣ ∫
∂Ω
uf dσ| ≤ ∣∣ ∫
∂Ω
uf dσ|.
Since 2|λ| > 1, we obtain ∫
∂Ω
uf dσ = 0. Hence, by (7.5.13), |∇u| = 0 in Ω±. Consequently,
by the jump relation (7.4.13), we get f = 0. 
Let h = (h1, . . . , hd) ∈ C10(Rd;Rd). It follows from the trace formula (7.4.8) that if
u = S(f),
hi
(
∂u
∂xi
)
±
= ±1
2
〈h, n〉+Kh(f),
where
Kh(f)(P ) = p.v.
∫
∂Ω
〈y − P, h(P )〉
ωd|Q− y|d f(y) dσ(y).
Observe that
(Kh +K∗h)(f)(P ) = p.v.
∫
∂Ω
〈y − P, h(P )− h(y)〉
ωd|P − y|d f(y) dσ(y).
Since |h(P )− h(y)| ≤ C |P − y|, the integral kernel of Kh +K∗h is bounded by C|y − P |2−d.
This implies that the operator Kh +K∗h is compact on Lp(∂Ω) for 1 ≤ p ≤ ∞.
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Lemma 7.5.9. Let |λ| > 1/2. Then for any f ∈ L2(∂Ω),
‖f‖L2(∂Ω) ≤ Cλ
{‖Tλf‖L2(∂Ω) + ‖(Kh +K∗h)f‖L2(∂Ω) + ‖S(f)‖L2(∂Ω)} ,
where Cλ depends on λ.
Proof. Let f ∈ L2(∂Ω) and u = S(f). Then
|(∇u)+|2 ≥ |
(
∂u
∂n
)
+
|2 = |(1
2
I +K)f |2 = |(1
2
− λ)f + Tλ(f)|2
≥ (1
2
− λ)2|f |2 + (1− 2λ)f Tλ(f).
This, together with the Rellich identity (7.5.1), gives(1
2
− λ) ∫
∂Ω
〈h, n〉|f |2 dσ
≤ (2λ− 1)
∫
∂Ω
〈h, n〉f Tλ(f) dσ + C
∫
Ω
|∇u|2 dx
+ 2
∫
∂Ω
{
1
2
〈h, n〉f +Kh(f)
}{
(
1
2
− λ)f + Tλ(f)
}
dσ.
It follows that
(λ2 − 1
4
)
∫
∂Ω
〈h, n〉|f |2 dσ
≤ Cλ
{
‖f‖L2(∂Ω)‖Tλf‖L2(∂Ω) +
∣∣ ∫
∂Ω
Kh(f) · f dσ
∣∣+ ∫
Ω
|∇u|2 dx
}
.
The desired estimate follows from this and the observation that
2
∫
∂Ω
Kh(f) · f dσ =
∫
∂Ω
(Kh +K∗h)(f) · f dσ
and ∫
Ω
|∇u|2 dx =
∫
∂Ω
∂u
∂n
u dσ ≤ C‖f‖L2(∂Ω)‖S(f)‖L2(∂Ω).

Lemma 7.5.10. If |λ| ≥ 1/2, the operator Tλ : L2(∂Ω)→ L2(∂Ω) has a closed range.
Proof. The case |λ| = 1/2 follows from Theorem 7.5.7 and Lemma 7.5.6. To deal with
the case |λ| > 1/2, we recall that S : L2(∂Ω) → W 1,2(∂Ω) is bounded. Since the imbedding
W 1,2(∂Ω) ⊂ L2(∂Ω) is compact, it follows that the operator S is compact on L2(∂Ω). Since
Kh + K∗h is also compact on L2(∂Ω), in view of Lemma 7.5.9 and Theorem 7.5.7, we may
conclude that Tλ : L
2(∂Ω)→ L2(∂Ω) has a closed range. 
Lemma 7.5.11. Let {E(λ) : λ ∈ I} be a continuous family of bounded linear operators
from X → Y , where X, Y are Banach spaces and I ⊂ C is connected. Suppose that (1) for
each λ ∈ I, E(λ) is injective and its range is closed; (2) E(λ0) is an isomorphism for some
λ0 ∈ I. Then E(λ) is an isomorphism for all λ ∈ I.
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Proof. Let
J =
{
λ ∈ I : E(λ) is an isomorphism}.
Since E(λ) is continuous, it is easy to see that J 6= ∅ is relative open in I. Since I is
connected, we only need to show that J is also relative closed in I.
To this end, let
C(λ) = sup
{ ‖g‖
‖E(λ)g‖ : g ∈ X and g 6= 0
}
.
By the uniform boundedness theorem, C(λ) is finite for all λ ∈ I. Suppose that λj ∈ J and
λj → λ ∈ I. We will show that λ ∈ J . Since
‖g‖ ≤ C(λ)‖E(λ)g‖ ≤ C(λ){‖E(λ)g − E(λj)g‖+ ‖E(λj)g‖}
≤ C(λ)‖E(λj)− E(λ)‖‖g‖+ C(λ)‖E(λj)g‖,
we obtain
(1− C(λ)‖E(λ)−E(λj)‖)‖g‖ ≤ C(λ)‖E(λj)g‖.
It follows that if 1− C(λ)‖E(λj)− E(λ)‖ < 1,
C(λj) ≤ C(λ0)
1− C(λ)‖E(λj)−E(λ)|| .
This shows that {C(λj)} is bounded in R. Now let f ∈ Y . Since E(λj) is an isomorphism,
there exists gj ∈ X such that E(λj) = f . Note that ‖gj‖ ≤ C(λj)‖f‖ and thus {‖gj‖} is
bounded. Also observe that
‖gi − gj‖ ≤ C(λj)‖E(λj)gi −E(λj)gj‖
≤ C(λj)‖E(λj)gi −E(λi)gi‖
≤ C(λ)‖E(λj)− E(λi)‖‖gi‖.
Hence, {gj} is a Cauchy sequence in X . Suppose that gj → g ∈ X . It is not hard to see
that E(λ)g = f . This shows that E(λ) is surjective and thus an isomorphism. 
We are now ready to prove the main theorem of this section.
Theorem 7.5.12. Let Ω be a bounded Lipschitz domain in Rd, d ≥ 2, with connected
boundary. Then operators (1/2)I + K : L20(∂Ω) → L20(∂Ω) and −(1/2)I + K : L2(∂Ω) →
L2(∂Ω) are isomorphisms. Moreover,
(7.5.14)
‖f‖L2(∂Ω) ≤ C‖((1/2)I +K)f‖L2(∂Ω) for f ∈ L20(∂Ω),
‖f‖L2(∂Ω) ≤ C‖(−(1/2)I +K)f‖L2(∂Ω) for f ∈ L2(∂Ω),
where C depends only on the Lipschitz character of Ω.
Proof. By rescaling we may assume diam(Ω) = 1. Note that the estimates in (7.5.14)
follow from Lemma 7.5.6. To show (1/2)+K is an isomorphism on L20(∂Ω), we apply Lemma
7.5.11 to E(λ) = λI + K for λ ∈ I = [1/2,∞). Observe that E(λ) is a bounded operator
on L20(∂Ω) for any λ ∈ R. Clearly, E(λ) is an isomorphism on L20(∂Ω) if λ is greater than
the operator norm of K on L20(∂Ω). By Lemma 7.5.8 (for λ > 1/2) and Lemma 7.5.6 (for
λ = 1/2), λI +K is injective for all λ ∈ I. That the range of λI +K is closed was proved in
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Lemma 7.5.10. It now follows from Lemma 7.5.11 that λI +K is an isomorphism on L20(∂Ω)
for all λ ≥ 1/2.
To show −(1/2)I + K is an isomorphism on L2(∂Ω), we consider E(λ) = λI + K on
L2(∂Ω) for λ ∈ (−∞,−1/2]. The argument is similar to that for the case (1/2)I + K. The
details are left to the reader. 
As we mentioned before, the invertibility of ±(1/2)I +K on L2 leads to the existence of
solutions to the L2 Neumann and Dirichlet problems.
Theorem 7.5.13 (L2 Neumann problem). Let Ω be a bounded Lipschitz domain in Rd,
d ≥ 2, with connected boundary. Then, given any g ∈ L20(∂Ω), there exists a unique (up to
constants) harmonic functions in Ω such that ∂u
∂n
= g n.t. on ∂Ω. Moreover, the solution
may be represented by a single layer potential S(h) with ‖h‖L2(∂Ω) ≤ C ‖g‖L2(∂Ω) and satisfies
the estimate ‖(∇u)∗‖L2(∂Ω) ≤ C ‖g‖L2(∂Ω), where C depends only on the Lipschitz character
of Ω.
Proof. Let g ∈ L20(∂Ω). By Theorem 7.5.12 there exits h ∈ L20(∂Ω) such that ((1/2)I+
K)h = g on ∂Ω and ‖h‖L2(∂Ω) ≤ C ‖g‖L2(∂Ω). Then u = S(h) is a solution to the L2 Neumann
problem for ∆u = 0 in Ω with boundary data g. Moreover,
‖(∇u)∗‖L2(∂Ω) ≤ C ‖h‖L2(∂Ω) ≤ C ‖g‖L2(∂Ω),
where C depends only on the Lipschitz character of Ω.
The uniqueness follows from the Green’s identity. Indeed, suppose that ∆u = 0 in Ω,
(∇u)∗ ∈ L2(∂Ω) and ∂u
∂n
= 0 n.t. on ∂Ω. Note that by Proposition 7.1.3, (∇u)∗ ∈ L2(∂Ω)
implies that (u)∗ ∈ L2(∂Ω). Let Ωj ↑ Ω. By using the Greeen’s identity in Ωj and then the
dominated convergence theorem, we may deduce that∫
Ω
|∇u|2 dx =
∫
∂Ω
∂u
∂n
u dσ = 0.
Hence u is constant in Ω. 
Theorem 7.5.14 (L2 Dirichlet problem). Let Ω be a bounded Lipschitz domain in Rd,
d ≥ 2, with connected boundary. Then, given any f ∈ L2(∂Ω), there exists a unique harmonic
function u in Ω such that u = f n.t. on ∂Ω and (u)∗ ∈ L2(∂Ω). Moreover, the solution may
be represented by a double layer potential D(h) with ‖h‖L2(∂Ω) ≤ C ‖f‖L2(∂Ω) and satisfies
the estimate ‖(u)∗‖L2(∂Ω) ≤ C ‖f‖L2(∂Ω), where C depends only on the Lipschitz character of
Ω.
Proof. By Theorem 7.5.12, the operator −(1/2)I + K is an isomorphism on L2(∂Ω).
By duality the operator −(1/2)I + K∗ is also an isomorphism on L2(∂Ω). Thus, given any
f ∈ L2(∂Ω), there exists h ∈ L2(∂Ω) such that (−(1/2)I +K∗)h = f on ∂Ω. It follows that
u = D(h) is a solution to the L2 Dirichlet problem in Ω with boundary data f . Moreover,
‖(u)∗‖L2(∂Ω) ≤ C ‖h‖L2(∂Ω) ≤ C ‖f‖L2(∂Ω),
where C depends only on the Lipschitz character of Ω.
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To establish the uniqueness, we will show that if ∆u = 0 in Ω, (u)∗ ∈ L2(∂Ω) and u = f
n.t. on ∂Ω, then
(7.5.15)
∫
Ω
|u|2 dx ≤ C
∫
∂Ω
|f |2 dσ.
Consequently, f = 0 on ∂Ω impies that u = 0 in Ω.
To prove (7.5.15), we let {Ωj} be a sequence of smooth domains such that Ωj ↑ Ω. Let
F ∈ C∞0 (Ωj) and w be the solution to the Dirichlet problem: ∆w = F in Ωj and w = 0
on ∂Ωj . Since Ωj and F are smooth, we have w ∈ C∞(Ωj). Note that by the Cauchy and
Poincare´ inequalities,∫
Ωj
|∇w|2 dx = −
∫
Ωj
Fw dx ≤ ‖F‖L2(Ωj)‖w‖L2(Ωj)
≤ C ‖F‖L2(Ωj)‖∇w‖L2(Ωj),
where C does not depend on j. It follows that ‖∇w‖L2(Ωj) ≤ C ‖F‖L2(Ωj).
Next we observe that by Green’s identity,
(7.5.16)
∫
Ωj
uF dx =
∫
Ωj
u∆w dx =
∫
∂Ωj
u
∂w
∂n
dσ,
where we have used the assumption ∆u = 0 in Ω. Also, since w = 0 on ∂Ωj , we may use the
Rellich identity (7.5.3) to obtain∫
∂Ωj
|∇w|2 dσ ≤ C
{∫
Ωj
|∇w| |F | dx+
∫
Ωj
|∇w|2 dx
}
≤ C
∫
Ωj
|F |2 dx.
This, together with (7.5.16), yields∣∣ ∫
Ω
uF dx
∣∣ ≤ ‖u‖L2(∂Ωj)‖∇w‖L2(∂Ωj)
≤ C ‖u‖L2(∂Ωj)‖F‖L2(Ωj).
It follows by duality that
(7.5.17)
∫
Ωj
|u|2 dx ≤ C
∫
∂Ωj
|u|2 dσ.
This gives the estimate (7.5.15) by letting j →∞. 
Finally we consider the L2 regularity problem.
Theorem 7.5.15 (L2 regularity problem). Let Ω be a bounded Lipschitz domain in Rd,
d ≥ 2, with connected boundary. Given any f ∈ W 1,2(∂Ω), there exists a unique harmonic
function u in Ω such that (∇u)∗ ∈ L2(∂Ω) and u = f n.t. on ∂Ω. Furthermore, the solution
satisfies
(7.5.18) ‖(∇u)∗‖L2(∂Ω) + |∂Ω|
1
d−1‖(u)∗‖L2(∂Ω) ≤ C ‖f‖W 1,2(∂Ω),
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where C depends only on the Lipschitz character of Ω.
Proof. Since (∇u)∗ ∈ L2(∂Ω) implies (u)∗ ∈ L2(∂Ω), the uniqueness follows from that
of the L2 Dirichlet problem. One may also prove the uniqueness by using the Green’s identity,
as in the case of the L2 Neumann problem.
To establish the existence, we normalize Ω so that |∂Ω| = 1. First, let us consider the
case where f = F |∂Ω, where F ∈ C∞0 (Rd). Choose a sequence of smooth domains {Ωj}
such that Ωj ↓ Ω with homomorphism Λj : ∂Ω → ∂Ωj , given by Theorem 7.1.5. Let wj be
the solution of the Dirichlet problem: ∆wj = 0 in Ωj and wj = F on ∂Ωj . It follows from
Theorem 7.5.14 that
(7.5.19)
‖(∇wj)∗‖L2(∂Ωj) + ‖(wj)∗‖L2(∂Ωj) ≤ C
{‖∇wj‖L2(∂Ωj) + ‖wj‖L2(∂Ωj)}
≤ C ‖F‖W 1,2(∂Ωj),
where we have used Theorem 7.5.4 for the second inequality. We emphases that the constant
C in (7.5.19) depends only on the Lipschitz character of Ω.
Next we observe that by (7.5.19), the sequence {wj} is bounded in W 1,2(Ω). Thus, by
passing to a subsequence, we may assume that wj converges to w in L
2(Ω). It follows from
the mean value property and interior estimates for harmonic functions that wj → w and
∇wj → ∇w uniformly on any compact subset of Ω. Moreover, w is harmonic in Ω. For
Q ∈ ∂Ω and δ > 0, let
M2δ(u)(Q) = sup
{|u(x)| : x ∈ γα(Q) and dist(x, ∂Ω) ≥ δ}.
Note that by (7.5.19), if j is large,
(7.5.20) ‖M2δ(∇wj)‖L2(∂Ω) ≤ C ‖(∇wj)∗‖L2(∂Ωj) ≤ C ‖F‖W 1,2(∂Ωj).
Since ∇wj → ∇w uniformly on any compact subset of Ω, we see that M2δ(∇wj) converges
to M2δ(∇w) uniformly on ∂Ω. Thus, by letting j →∞ in (7.5.20), we obtain
‖M2δ(∇w)‖L2(∂Ω) ≤ C ‖f‖W 1,2(∂Ω).
We now let δ → 0. By the monotone convergence theorem, this gives ‖(∇w)∗‖L2(∂Ω) ≤
C ‖f‖W 1,2(∂Ω). Let u be the solution of the L2 Dirichlet problem in Ω with boundary data
f . Using
‖(wj − u)∗‖L2(∂Ω) ≤ C ‖wj − f‖L2(∂Ω) ≤ C ‖wj − Fj‖L2(∂Ω) + C ‖Fj − F‖L2(∂Ω) → 0,
where Fj(P ) = F (Λj(P )), we see that wj → u in L2(Ω). As a result, u = w in Ω. This
shows that w = f n.t. on ∂Ω.
Finally suppose that f ∈ W 1,2(∂Ω). We choose a sequences of smooth functions {fj} in
Rd such that ‖fj − f‖W 1,2(∂Ω) → 0 as j → ∞. Let uj be the solution of the L2 Dirichlet
problem in Ω with boundary data fj. We have proved above that
(7.5.21) ‖(uj − uk)∗‖L2(∂Ω) + ‖(∇uj −∇uk)∗‖L2(∂Ω) ≤ C ‖fj − fk‖W 1,2(∂Ω).
It follows that uj converges to u uniformly on any compact subset of Ω and u is harmonic
in Ω. Let k →∞ in (7.5.21). We obtain
‖M2δ(uj − u)‖L2(∂Ω) + ‖M2δ(∇uj −∇u)‖L2(∂Ω) ≤ C ‖fj − f‖W 1,2(∂Ω).
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As before, this leads to
(7.5.22) ‖(uj − u)∗‖L2(∂Ω) + ‖(∇uj −∇u)∗‖L2(∂Ω) ≤ C ‖fj − f‖W 1,2(∂Ω),
by the monotone convergence theorem. Using (7.5.22) and
lim sup
x→P
x∈Ω∩γα(P )
|u(x)− f(P )| ≤ (u− uj)∗(P ) + |fj(P )− f(P )|,
we may conclude that u = f n.t. on ∂Ω. To finish the proof, we observe that ‖(∇u)∗‖L2(∂Ω) ≤
C ‖f‖W 1,2(∂Ω). This follows from the estimate ‖(∇uj)∗‖L2(∂Ω) ≤ C ‖fj‖L2(∂Ω) by the same
argument as in the proof of (7.5.22). 
The next theorem shows that if u is a solution of the Lp regularity problem in Ω, then
∇u has nontangential limit a.e. on ∂Ω.
Theorem 7.5.16. Let u be harmonic in a bounded Lipschitz domain Ω. Suppose that
(∇u)∗ ∈ Lp(∂Ω) for some 1 < p < ∞. Then u and ∇u have nontangential limits a.e. on
∂Ω. Furthermore, one has u|∂Ω ∈ W 1,p(∂Ω) and ‖(∇u)∗‖Lp(∂Ω) ≤ Cp ‖∇u‖Lp(∂Ω), where Cp
depends only on p and the Lipschitz character of Ω.
Proof. Recall that (∇u)∗ ∈ Lp(∂Ω) implies that (u)∗ ∈ Lp(∂Ω) and u has nontangential
limit a.e. on ∂Ω. Let {Ωℓ} be a sequence of smooth domains such that Ωℓ ↑ Ω and Λℓ : ∂Ω→
∂Ωℓ the homomorphisms, given by Theorem 7.1.5. Since (∇u)∗ ∈ Lp(∂Ω), it follows that
{ ∂u
∂xj
◦ Λℓ} is bounded in Lp(∂Ω). Hence, by passing to a subsequence, we may assume that
∂u
∂xj
◦Λℓ converges weakly to gj in Lp(∂Ω) as ℓ→∞. It follows by a limiting argument that∫
∂Ω
u
(
nj
∂ϕ
∂xk
− nk ∂ϕ
∂xj
)
dσ = −
∫
∂Ω
(njgk − nkgj)ϕdσ
for any ϕ ∈ C10(Rd). By definition this implies that u|∂Ω ∈ W 1,p(∂Ω) and
‖∇tanu‖Lp(∂Ω) ≤ C
∑
j
‖gj‖Lp(∂Ω) ≤ C ‖(∇u)∗‖Lp(∂Ω).
Next, to show that ∇u has nontangential limit and ‖(∇u)∗‖Lp(∂Ω) ≤ Cp ‖∇u‖Lp(∂Ω), we
use the Green’s representation formula in Ωℓ:
(7.5.23) u(x) =
∫
∂Ωℓ
Γ(x− y)∂u
∂n
dσ(y)−
∫
∂Ωℓ
∂
∂n(y)
{
Γ(x− y)
}
u(y) dσ(y).
It is easy to see that the second integral in the right hand side of (7.5.23) converges to
D(u)(x) as ℓ→∞. To handle the first integral we write it as∫
∂Ωℓ
Γ(x− Λℓ(y))hℓ(y) dσ(y),
where hℓ(y) = 〈∇u(Λℓ(y)), n(Λℓ(y))〉ωℓ(y). Since {hℓ} is bounded in Lp(∂Ω), by passing to a
subsequence, we may assume that hℓ ⇀ h weakly in L
p(∂Ω). It follows that the first integral
in the right hand side of (7.5.23) converges to S(h)(x) and hence, for x ∈ Ω
(7.5.24) u(x) = S(h)(x)−D(u)(x).
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We claim that if f ∈ W 1,p(∂Ω) and 1 < p <∞, then ∇D(f) has nontangential limit a.e. on
∂Ω and
(7.5.25) ‖(∇D(f))∗‖Lp(∂Ω) ≤ Cp ‖∇tanf‖Lp(∂Ω),
where Cp depends only on p and the Lipchitz character of Ω. Assume the claim for a
moment. We may deduce from (7.5.24) that ∇u has nontangential limit a.e. on ∂Ω and thus
h = 〈n,∇u〉. Moreover,
‖(∇u)∗‖Lp(∂Ω) ≤ Cp
{‖h‖Lp(∂Ω) + ‖∇tanu‖Lp(∂Ω)} ≤ Cp ‖∇u‖Lp(∂Ω).
It remains to prove the claim. Let f ∈ W 1,p(∂Ω) and w = S(f). Observe that
w(x) =
∫
∂Ω
∂
∂n(y)
{
Γ(x− y)
}
f(y) dσ(y) = − ∂
∂xk
∫
∂Ω
Γ(x− y)nk(y)f(y) dσ(y).
It follows that for x ∈ Ω,
∂w
∂xj
= − ∂
2
∂xj∂xk
∫
∂Ω
Γ(x− y)nk(y)f(y) dσ(y)
=
∂
∂xk
∫
∂Ω
∂
∂yj
{
Γ(x− y)
}
nk(y)f(y) dσ(y)
=
∂
∂xk
∫
∂Ω
{
nk
∂
∂yj
− nj ∂
∂yk
}{
Γ(x− y)
}
f(y) dσ(y)
=
∂
∂xk
∫
∂Ω
Γ(x− y)gjk(y) dσ(y),
where gjk =
∂f
∂tjk
and we have used the fact ∆y{Γ(x−y)
}
= 0 for y 6= x in the third equality.
By Theorem 7.4.4 we may conclude that ∇w has nontangential limit a.e. on ∂Ω and
‖(∇w)∗‖Lp(∂Ω) ≤ Cp
∑
j,k
‖gjk‖Lp(∂Ω) ≤ Cp ‖∇tanf‖Lp(∂Ω).
This completes the proof. 
Recall that S : Lp(∂Ω)→W 1,p(∂Ω) is bounded for 1 < p <∞.
Theorem 7.5.17. Let Ω be a bounded Lipschitz domain in Rd, d ≥ 3, with connected
boundary. Then S : L2(∂Ω)→W 1,2(∂Ω) is an isomorphism. Furthermore, we have
‖g‖L2(∂Ω) ≤ C ‖S(g)‖W 1,2(∂Ω)
for any g ∈ L2(∂Ω), where C depends only on the Lipschitz character of Ω. Consequently, the
unique solution of the L2 regularity problem in Ω with data f ∈ W 1,2(∂Ω) may be represented
by a single layer potential S(g), where g ∈ L2(∂Ω) and ‖g‖L2(∂Ω) ≤ C ‖f‖W 1,2(∂Ω).
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Proof. By dilation we may assume that |∂Ω| = 1. Let g ∈ L2(∂Ω) and u = S(g). Then
u(x) = O(|x|2−d) as |x| → ∞. By the jump relation (7.4.13) and Theorems 7.5.4 and 7.5.5,
‖g‖L2(∂Ω) ≤
∥∥(∂u
∂n
)
+
∥∥
L2(∂Ω)
+
∥∥(∂u
∂n
)
−
∥∥
L2(∂Ω)
≤ C
{
‖∇tanu‖L2(∂Ω) + ‖u‖L2(∂Ω)
}
≤ C ‖S(g)‖W 1,2(∂Ω),
where C depends only on the Lipschitz character of Ω.
It remains to show that S : L2(∂Ω) → W 1,2(∂Ω) is surjective. To this end, let f ∈
W 1,2(∂Ω) and u be the unique solution of the L2 regularity problem in Ω with data f , given
by Theorem 7.5.15. Since (∇u)∗ ∈ L2(∂Ω), by Theorem 7.5.16, ∇u has nontangential limit
a.e. on ∂Ω. Thus u may be regarded as a solution to the L2 Neumann problem with data
〈n,∇u〉. It follows from Theorem 7.5.13 that u = S(h1) + β for some h1 ∈ L20(∂Ω) and
β ∈ R.
Finally we recall that the range of the operator (1/2)I+K on L2(∂Ω) is L20(∂Ω). It follows
that there exists h2 ∈ L2(∂Ω) such that h2 6= 0 and
(
(1/2)I + K)(h2) = 0. Let v = S(h2).
Then v is a nonzero constant in Ω. Hence there exists α ∈ R such that β = S(αh2) in Ω.
As a result we obtain u = S(h1 + αh2) in Ω. This finishes the proof. 
7.6. Rellich property
Definition 7.6.1. Let L = −div(A(x)∇) and Ω be a bounded Lipschitz domain with
connected boundary. We say that the operator L has the Rellich property in Ω with constant
C = C(Ω) if
(7.6.1) ‖∇u‖L2(∂Ω) ≤ C
∥∥∂u
∂ν
∥∥
L2(∂Ω)
and ‖∇u‖L2(∂Ω) ≤ C ‖∇tanu‖L2(∂Ω),
whenever u is a solution of L(u) = 0 in Ω such that (∇u)∗ ∈ L2(∂Ω) and ∇u exists n.t. on
∂Ω.
In the previous section we proved that the Laplace operator L = −∆ has the Rellich
property in any Lipschitz domain Ω with constant C(Ω) depending only on the Lipschitz
character of Ω. This was used to establish the invertibility of ±(1/2)I + K on L2(∂Ω) and
consequently solve the L2 Dirichlet and Neumann problems. We will see in this section that
for second-order elliptic operators with variable coefficients, the well-posedness of the L2
Neumann, Dirichlet, and regularity problems in Lipschitz domains may be reduced to the
boundary Rellich estimates in (7.6.1) by the method of Layer potentials and a localization
argument.
The following two theorems are the main results of this section. The first theorem
treats the well-posedness in small scale; the constants C in the nontangential-maximal-
function estimates in (7.6.2) may depend on diam(Ω), if diam(Ω) ≥ 1. The assumptions and
conclusions in the second theorem are scale invariant. As a result, by rescaling, they lead to
uniform L2 estimates in a Lipschitz domain for the family of elliptic operators {Lε}.
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Theorem 7.6.2. Let d ≥ 3 and L = −div(A(x)∇) with A ∈ Λ(µ, λ, τ). Let R ≥ 1.
Suppose that for any Lipschitz domain Ω with diam(Ω) ≤ (1/4) and connected boundary,
there exists C(Ω) depending on the Lipschitz character of Ω such that for each s ∈ (0, 1], the
operator
Ls = −div((sA+ (1− s)I)∇)
has the Rellich property in Ω with constant C(Ω). Then for any Lipschitz domain Ω with
diam(Ω) ≤ R and connected boundary, the L2 Neumann and regularity problems for L(u) = 0
in Ω are well-posed and the solutions satisfy the estimates
(7.6.2) ‖(∇u)∗‖L2(∂Ω) ≤ C
∥∥∂u
∂ν
∥∥
L2(∂Ω)
and ‖(∇u)∗‖L2(∂Ω) ≤ C ‖∇tanu‖L2(∂Ω),
where C depends only on µ, λ, τ , the Lipschitz character of Ω, and R (if diam(Ω) ≥ 1).
Furthermore, the L2 Dirichlet problemfor L∗(u) = 0 in Ω is well-posed with the estimate
‖(u)∗‖L2(∂Ω) ≤ C ‖u‖L2(∂Ω).
Theorem 7.6.3. Let d ≥ 3 and L = −div(A(x)∇) with A ∈ Λ(µ, λ, τ). Suppose that
for any Lipschitz domain Ω with connected boundary, there exists C(Ω) depending on the
Lipschitz character of Ω such that for each s ∈ (0, 1], the operator Ls = −div((sA + (1 −
s)I)∇) has the Rellich property in Ω with constant C(Ω). Then for any Lipshcitz domain
Ω with connected boundary, the L2 Neumann and regularity problems for L(u) = 0 in Ω
are well-posed and the solutions satisfy the estimates in (7.6.2) with a constant C depending
only on µ, λ, τ , and the Lipschitz character of Ω. Furthermore, the L2 Dirichlet problem for
L∗(u) = 0 in Ω is well-posed with the estimate ‖(u)∗‖L2(∂Ω) ≤ C ‖u‖L2(∂Ω).
The uniqueness for the L2 Neumann and regularity problems follows readily from the
Green’s identity,
(7.6.3)
∫
Ω
A(x)∇u · ∇u dx =
∫
∂Ω
∂u
∂ν
· u dσ.
We will use the method of layer potentials to establish the existence of solutions in Theorems
7.6.2 and 7.6.3.
Recall that Ω+ = Ω and Ω− = R
d \ Ω.
Lemma 7.6.4. Let Ω be a bounded Lipschitz domain with r0 = diam(Ω) ≤ R. Suppose
that L(u) = 0 in Ω±, (∇u)∗ ∈ L2(∂Ω), and (∇u)± exists n.t. on ∂Ω. Under the same
assumptions on A as in Theorem 7.6.2, we have
(7.6.4)
∫
∂Ω
|(∇u)±|2 dσ ≤ C
∫
∂Ω
∣∣ (∂u
∂ν
)
±
∣∣2 dσ + C
r0
∫
N±
|∇u|2 dx,∫
∂Ω
|(∇u)±|2 dσ ≤ C
∫
∂Ω
∣∣ (∇tanu)± ∣∣2 dσ + Cr0
∫
N±
|∇u|2 dx,
where
N± =
{
x ∈ Ω± : dist(x, ∂Ω) ≤ r0
}
,
and C depends on the Lipschitz character of Ω and R (if r0 > 1).
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Proof. The proof uses a localization argument. Let ψ : Rd−1 → R be a Lipschitz
function such that ψ(0) = 0 and ‖∇ψ‖∞ ≤M . Let
(7.6.5)
Zr =
{
(x′, xd) ∈ Rd : |x′| < r and ψ(x′) < xd < 10
√
d (M + 1)r
}
,
∆r =
{
(x′, ψ(x′)) ∈ Rd : |x′| < r}.
Suppose that L(u) = 0 in Ω0 = Z3r, (∇u)∗ ∈ L2(∂Ω0), and ∇u exists n.t. on ∂Ω0. Assume
that diam(Z2r) ≤ (1/4). Then for any t ∈ (1, 2), L has the Rellich property in the Lipschitz
domain Ztr with constant C0(Ztr) depending only on M . It follows that
(7.6.6)
∫
∆r
|∇u|2 dσ ≤
∫
∂Ztr
|∇u|2 dσ
≤ C0
∫
∆2r
∣∣∂u
∂ν
∣∣2 dσ + CC0 ∫
∂Ztr\∆tr
|∇u|2 dσ,
where C depends only on µ. We now integrate both sides of (7.6.6) with respect to t over
the interval (1, 2) to obtain
(7.6.7)
∫
∆r
|∇u|2 dσ ≤ C
∫
∆2r
∣∣∂u
∂ν
∣∣2 dσ + C
r
∫
Z2r
|∇u|2 dx.
Finally we choose r = c(M)r0 if r0 ≤ 1 and r = c(M) if r0 > 1. The first inequality in
(7.6.2) follows by covering ∂Ω with {∆i}, each of which may be obtained from ∆r through
translation and rotation. The proof for the second inequality in (7.6.4) is similar. 
Remark 7.6.5. Under the same conditions on A as in Theorem 7.6.3, the estimates in
(7.6.4) hold with constant C independent of R. This is because we may choose r = c(M)r0
for any Ω.
We will use S, D and KA to denote Sε, Dε and KA,ε, respectively, when ε = 1.
Lemma 7.6.6. Let R ≥ 1 and Ω be a bounded Lipschitz domain with connected bound-
ary and diam(Ω) ≤ R. Under the same conditions on A as in Theorem 7.6.2, the operators
(1/2)I + KA and −(1/2)I + KA are isomorphisms on L20(∂Ω;Rm) and L2(∂Ω;Rm), respec-
tively. Moreover,
(7.6.8) ‖((1/2)I +KA)−1‖L20→L20 ≤ C and ‖(− (1/2)I +KA)−1‖L2→L2 ≤ C,
where C depends on the Lipschitz character of Ω and R (if diam(Ω) ≥ 1).
Proof. Let f ∈ L20(∂Ω;Rm) and u = S(f). Then L(u) = 0 in Rd \ ∂Ω, (∇u)∗ ∈ L2(∂Ω)
and (∇u)± exists n.t. on ∂Ω. Also recall that (∇tanu)+ = (∇tanu)− on ∂Ω. Note that
|u(x)|+ |x||∇u(x)| = O(|x|2−d)
as |x| → ∞, for d ≥ 3. It follows from integration by parts that
(7.6.9)
∫
Ω−
A(x)∇u · ∇u dx = −
∫
∂Ω
(
∂u
∂ν
)
−
· u dσ.
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By the jump relation (7.4.13),∫
∂Ω
(
∂u
∂ν
)
−
dσ = −
∫
∂Ω
f dσ = 0.
As in the case of Laplacian, using Poincare´’s inequality on ∂Ω and the Green’s identities
(7.6.9) and (7.6.3), we obtain
(7.6.10)
∫
Ω±
|∇u|2 dx ≤ Cr0
∥∥(∂u
∂ν
)
±
∥∥
L2(∂Ω)
‖∇tanu‖L2(∂Ω).
By combining (7.6.4) with (7.6.10) and then using the Cauchy inequality, we see that
(7.6.11) ‖(∇u)±‖L2(∂Ω) ≤ C ‖∇tanu‖L2(∂Ω) and ‖(∇u)±‖L2(∂Ω) ≤ C
∥∥(∂u
∂ν
)
±
∥∥
L2(∂Ω)
.
It follows that ∥∥(∂u
∂ν
)
±
∥∥
L2(∂Ω)
≤ C ‖∇tanu‖L2(∂Ω) ≤ C ‖(∇u)∓‖L2(∂Ω)
≤ C ∥∥(∂u
∂ν
)
∓
∥∥
L2(∂Ω)
.
By the jump relation this gives
(7.6.12)
‖f‖L2(∂Ω) ≤ C
∥∥(∂u
∂ν
)
±
∥∥
L2(∂Ω)
= C ‖(± (1/2)I +KA)f‖L2(∂Ω)
for any f ∈ L20(∂Ω;Rm). By considering f −−
∫
∂Ω
f , as in the case of Laplace’s equation, we
may deduce from (7.6.12) that
(7.6.13) ‖f‖L2(∂Ω) ≤ C ‖
(− (1/2)I +KA)f‖L2(∂Ω)
for any f ∈ L2(∂Ω;Rm).
Thus, to complete the proof, it suffices to show that (1/2)I + KA : L20(∂Ω;Rm) →
L20(∂Ω;R
m) and −(1/2)I+KA : L2(∂Ω;Rm)→ L2(∂Ω;Rm) are surjective. This may be done
by a continuity method. Indeed, let us consider a family of matrices As = sA + (1− s)I in
Λ(µ, λ, τ), where 0 ≤ s ≤ 1. Note that by Theorem 7.5.12, ±(1/2)I +KA0 are isomorphisms
on L20(∂Ω;R
m) and L2(∂Ω;Rm), respectively. Also observe that for each s ∈ [0, 1], the matrix
As satisfies the same conditions as A. Hence,
‖f‖L2(∂Ω) ≤ C ‖
(
(1/2)I +KAs
)
f‖L2(∂Ω) for any f ∈ L20(∂Ω;Rm),
‖f‖L2(∂Ω) ≤ C ‖
(− (1/2)I +KAs)f‖L2(∂Ω) for any f ∈ L2(∂Ω;Rm),
where C is independent of s. Since
‖As1 −As2‖Cλ(Rd) ≤ C|s1 − s2|‖A‖Cλ(Rd),
it follows from Theorem 7.3.5 that {(1/2)I + KAs : 0 ≤ s ≤ 1} and {−(1/2)I + KAs :
0 ≤ s ≤ 1} are continuous families of bounded operators on L20(∂Ω;Rm) and L2(∂Ω;Rm),
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respectively. In view of Lemma 7.5.11 we may conclude that ±(1/2)+KA are isomorphisms
on L20(∂Ω;R
m) and L2(∂Ω;Rm), respectively. This finishes the proof. 
Remark 7.6.7. Suppose d ≥ 3. Under the same assumptions on A and Ω as in Lemma
7.6.6, the operator S : L2(∂Ω;Rm)→ W 1,2(∂Ω;Rm) is an isomorphism and
(7.6.14) ‖S−1‖W 1,2→L2 ≤ C.
To see this, we let f ∈ W 1,2(∂Ω;Rm) and u = S(f). Note that if d ≥ 3, we have |u(x)| =
O(|x|2−d) and |∇u(x)| = O(|x|1−d), as |x| → ∞, which allow us to use the Green’s identity
on Ω−. It follows from the proof of Lemma 7.6.6 that
‖(∇u)−‖L2(∂Ω) ≤ C ‖∇tanu‖L2(∂Ω) + Cr−10 ‖u‖L2(∂Ω).
This, together with ‖(∇u)+‖L2(∂Ω) ≤ C ‖∇tanu‖L2(∂Ω) and the jump relation, gives
(7.6.15)
‖f‖L2(∂Ω) ≤ C
{
‖∇tanS(f)‖L2(∂Ω) + r−10 ‖S(f)‖L2(∂Ω)
}
≤ C ‖S(f)‖W 1,2(∂Ω).
Hence, S : L2(∂Ω;Rm) → W 1,2(∂Ω;Rm) is injective. A continuity argument similar to that
in the proof of Lemma 7.6.6 shows that the operator is in fact an isomorphism.
Remark 7.6.8. Under the same assumptions on A as in Theorem 7.6.3, the estimates
in (7.6.8) and (7.6.14) (for d ≥ 3) hold with a constant depending on the Lipschitz character
of Ω.
We are now in a position to give the proof of Theorems 7.6.2 and 7.6.3.
Proof of Theorems 7.6.2 and 7.6.3. The existence of solutions to the L2 Neumann
and regularity problems for L(u) = 0 in Ω is a direct consequence of the invertibility of
(1/2)I+KA on L20(∂Ω;Rm) and that of S : L2(∂Ω;Rm)→W 1,2(∂Ω;Rm), respectively. Since
−(1/2)I + KA is invertible on L2(∂Ω;Rm), it follows by duality that −(1/2)I + K∗A is also
invertible on L2(∂Ω;Rm) and
‖(− (1/2)I +KA)−1‖L2→L2 = ‖(− (1/2)I + K∗A)−1‖L2→L2.
This gives the existence of solutions to the L2 Dirichlet problem for L∗(u) = 0 in Ω. Note
that under the conditions in Theorem 7.6.3, the operator norms of
(± (1/2)I +KA)−1 and
S−1 are bounded by constants depending on the Lipschitz character of Ω. As a result the
constants C in (7.6.2) and in ‖(u)∗‖L2(∂Ω) ≤ C ‖u‖L2(∂Ω) depend on the Lipschitz character
of Ω, not on diam(Ω).
As we mentioned earlier, the uniqueness for the L2 Neumann and regularity problems
follows readily from the Green’s identity (7.6.3). To establish the uniqueness for the L2
Dirichlet problem for L∗(u) = 0 in Ω, we construct a matrix of Green’s functions (Gαβ(x, y))
for Ω, where
Gαβ(x, y) = Γαβ(x, y;A)−W αβ(x, y),
and for each β and y ∈ Ω, W β(·, y) = (W 1β(·, y), . . . ,Wmβ(·, y)) is the solution to the L2
regularity problem for L(u) = 0 in Ω with boundary data
Γβ(·, y) = (Γ1β(·, y), . . . ,Γmβ(·, y)) on ∂Ω.
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Since |∇xΓ(x, y;A)| ≤ C |x− y|1−d, by the well-posedness of the L2 regularity problem,
(7.6.16)
(
∇xW β(·, y)
)∗
∈ L2(∂Ω).
Suppose now that L∗(u) = 0 in Ω, (u)∗ ∈ L2(∂Ω) and u = 0 n.t. on ∂Ω. For ρ > 0 small,
choose ϕ = ϕρ so that ϕ = 1 in {x ∈ Ω : dist(x, ∂Ω) ≥ 2ρ}, ϕ = 0 in {x ∈ Ω : dist(x, ∂Ω) ≤
ρ}, and |∇ϕ| ≤ Cρ−1. Fix y ∈ Ω so that dist(y, ∂Ω) ≥ 2ρ. It follows that
uγ(y) = uγ(y)ϕ(y) =
∫
Ω
aαβij (x)
∂
∂xj
{
Gβγ(x, y)
} ∂
∂xi
(
uαϕ
)
dx
= −
∫
Ω
aαβij (x)G
βγ(x, y)
∂uα
∂xi
· ∂ϕ
∂xj
dx
+
∫
Ω
aαβij (x)
∂
∂xj
{
Gβγ(x, y)
}
uα
∂ϕ
∂xi
dx,
where we have used integration by parts and L∗(u) = 0 in Ω for the last equality. This gives
(7.6.17) |u(y)| ≤ C
ρ
∫
Eρ
|G(x, y)| |∇u(x)| dx+ C
ρ
∫
Eρ
|∇xG(x, y)| |u(x)| dx,
where Eρ = {x ∈ Rd : ρ ≤ dist(x, ∂Ω) ≤ 2ρ}. Using G(·, y) = u = 0 on ∂Ω n.t. on ∂Ω as
well as the interior Lipschitz estimate of u, we may deduce from (7.6.17) that
(7.6.18) |u(y)| ≤ C
∫
∂Ω
M13ρ(∇xG(·, y)
) ·M13ρ(u) dσ,
where
(7.6.19) M1t (u)(z) = sup
{
|u(x)| : x ∈ γ(z) ∩ Ω and dist(x, ∂Ω) < t
}
.
Finally, we note that by (7.6.16), M1δ(∇xG(·, y)) ∈ L2(∂Ω) for δ = dist(y, ∂Ω)/9. This,
together with the assumption (u)∗ ∈ L2(∂Ω), shows that
M1δ(∇xG(·, y)) · (u)∗ ∈ L1(∂Ω).
Also, observe that as ρ → 0, M1ρ(u)(z) → 0 for a.e. z ∈ ∂Ω. It follows by the Lebesgue
dominated convergence theorem that the right hand side of (7.6.18) goes to zero as ρ → 0.
This yields that u(y) = 0 for any y ∈ Ω, and completes the proof. 
7.7. Well-posedness for small scales
In this section we establish the well-posedness of the L2 Dirichlet, Neumann, and reg-
ularity problems for L(u) = 0 in a Lipschitz domain Ω in Rd, d ≥ 3, under the ellipticity
condition (1.1.20), the smoothness condition (3.0.2), and the symmetry condition A∗ = A.
The periodicity condition is not needed. However, the constants C may depend on diam(Ω)
if diam(Ω) is large.
Theorem 7.7.1. Let d ≥ 3 and L = −div(A(x)∇). Assume that A = A(x) satisfies the
ellipticity condition (1.1.20), the smoothness condition (3.0.2), and the symmetry condition
A∗ = A. Let R ≥ 1. Then for any bounded Lipschitz domain Ω with connected boundary and
diam(Ω) ≤ R, the L2 Neumann and regularity problems for L(u) = 0 in Ω are well-posed
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and the solutions satisfy the estimates in (7.6.2) with constant C depending only on µ, λ, τ ,
the Lipschitz character of Ω, and R (if diam(Ω) > 1). Furthermore, the L2 Dirichlet problem
for L(u) = 0 in Ω is well-posed with the estimate ‖(u)∗‖2 ≤ C ‖u‖2.
Remark 7.7.2. Note that the periodicity of A is not needed in Theorem 7.7.1. This
is because we may reduce the general case to the case of periodic coefficients. Indeed, by
translation, we may assume that 0 ∈ Ω. If diam(Ω) ≤ (1/4), we construct A˜ ∈ Λ(µ, λ, τ0) so
that A˜ = A on [−3/8, 3/8]d, where τ0 depends on µ and τ . The boundary value problems
for div(A˜∇u) = 0 in Ω are the same as those for div(A∇u) = 0 in Ω. Suppose now that
r0 = diam(Ω) > (1/4). By rescaling, the boundary value problems for div(A∇u) = 0 in Ω
are equivalent to that of div(B∇u) = 0 in Ω1, where B(x) = A(4r0x) and Ω1 = {x ∈ Rd :
4r0x ∈ Ω}. Since diam(Ω1) = (1/4), we have reduced the case to the previous one. Note
that in this case the bounding constants C may depend on r0.
By Remark 7.7.2 it is enough to prove Theorem 7.7.1 under the additional assumption
that diam(Ω) ≤ (1/4) and A is 1-periodic (thus A ∈ Λ(µ, λ, τ)). Furthermore, in view of
Theorem 7.6.2, it suffices to show that if L = −div(A∇) with A ∈ Λ(µ, λ, τ) and A∗ = A
and if Ω is a Lipschitz domain with diam(Ω) ≤ (1/4), then L has the Rellich property in Ω
with constant C(Ω) depending only on µ, λ, τ , and the Lipschitz character of Ω. We point
out that if A is Lipschitz continuous, the Rellich property follows readily from the Rellich
type identities (see Lemma 7.7.5), as in the case of Laplace’s equation. However, the proof
for operators with Ho¨lder continuous coefficients is more involved.
As we pointed out above, Theorem 7.7.1 is a consequence of the following.
Theorem 7.7.3. Let L = −div(A∇) with A ∈ Λ(µ, λ, τ) and A∗ = A. Let Ω be a
bounded Lipschitz domain with diam(Ω) ≤ (1/4) and connected boundary. Then L has the
Rellich property in Ω with constant C(Ω) depending only on µ, λ, τ , and the Lipschitz
character of Ω.
By translation we may assume that 0 ∈ Ω and thus Ω ⊂ [−1/4, 1/4]d. We divide the
proof of Theorem 7.7.3 into three steps.
Step 1. Establish the invertibility of ±(1/2)I + KA under the additional
assumption that
(7.7.1)
{
A ∈ C1([−1/2, 1/2]d \ ∂Ω),
|∇A(x)| ≤ C0
{
dist(x, ∂Ω)
}λ0−1
for any x ∈ [−1/2, 1/2]d \ ∂Ω,
where λ0 ∈ (0, 1].
Clearly, if A ∈ C1([−1/2, 1/2]d), then it satisfies (7.7.1).
We start out with two Rellich type identities for the system L(u) = 0.
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Lemma 7.7.4. Let Ω be a bounded Lipschitz domain. Let A ∈ Λ(µ, λ, τ) be such that
A∗ = A and the condition (7.7.1) holds. Suppose that u ∈ C1(Ω) and L(u) = 0 in Ω. Then
(7.7.2)
∫
∂Ω
〈h, n〉 aαβij
∂uα
∂xi
· ∂u
β
∂xj
dσ =2
∫
∂Ω
(
∂u
∂ν
)α
· ∂u
α
∂xk
hk dσ
+
∫
Ω
div(h) · aαβij
∂uα
∂xi
· ∂u
β
∂xj
dx
+
∫
Ω
hk
∂
∂xk
{
aαβij
}
· ∂u
α
∂xi
· ∂u
β
∂xj
dx
− 2
∫
Ω
∂hk
∂xi
· aαβij
∂uα
∂xk
· ∂u
β
∂xj
dx
and
(7.7.3)
∫
∂Ω
〈h, n〉 aαβij
∂uα
∂xi
· ∂u
β
∂xj
dσ =2
∫
∂Ω
{
nk
∂
∂xi
− ni ∂
∂xk
}
uα · aαβij
∂uβ
∂xj
hk dσ
−
∫
Ω
div(h) · aαβij
∂uα
∂xi
· ∂u
β
∂xj
dx
−
∫
Ω
hk
∂
∂xk
{
aαβij
}
· ∂u
α
∂xi
· ∂u
β
∂xj
dx
+ 2
∫
Ω
∂hk
∂xi
· aαβij
∂uα
∂xk
· ∂u
β
∂xj
dx,
where h = (h1, . . . , hd) ∈ C10(Rd;Rd).
Proof. Using the assumption that L(u) = 0 in Ω and A∗ = A, one may verify that
∂
∂xk
{
hka
αβ
ij
∂uα
∂xi
· ∂u
β
∂xj
}
− 2 ∂
∂xi
{
hka
αβ
ij
∂uα
∂xk
· ∂u
β
∂xj
}
= div(h) · aαβij
∂uα
∂xi
· ∂u
β
∂xj
+ hk
∂
∂xk
{
aαβij
}
· ∂u
α
∂xi
· ∂u
β
∂xj
− 2∂hk
∂xi
· aαβij
∂uα
∂xk
· ∂u
β
∂xj
.
This gives (7.7.2) by the divergence theorem. Let I and J denote the left and right hand sides
of (7.7.2), respectively. The identity (7.7.3) follows by rewritting I = J as I = 2I − J . 
By an approximation argument, Rellich identities (7.7.2) and (7.7.3) continue to hold
under the assumption that L(u) = 0 in Ω, (∇u)∗ ∈ L2(∂Ω), and ∇u exists n.t. on ∂Ω.
Lemma 7.7.5. Let Ω be a bounded Lipschitz domain with connected boundary. Suppose
that 0 ∈ Ω and r0 = diam(Ω) ≤ (1/4). Let A ∈ Λ(µ, λ, τ) be such that A∗ = A and the
condition (7.7.1) holds. Assume that L(u) = 0 in Ω, (∇u)∗ ∈ L2(∂Ω) and ∇u exists n.t. on
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∂Ω. Then
(7.7.4)
∫
∂Ω
|∇u|2 dσ ≤ C
∫
∂Ω
∣∣∂u
∂ν
∣∣2 dσ + C ∫
Ω
(|∇A|+ r−10 )|∇u|2 dx,∫
∂Ω
|∇u|2 dσ ≤ C
∫
∂Ω
|∇tanu|2 dσ + C
∫
Ω
(|∇A|+ r−10 )|∇u|2 dx,
where C depends only on µ and the Lipschitz character of Ω.
Proof. Let h ∈ C10 (Rd;Rd) be a vector field such that supp(h) ⊂ {x : dist(x, ∂Ω) < cr0},
|∇h| ≤ Cr−10 , and 〈h, n〉 ≥ c > 0 on ∂Ω. It follows from (7.7.2) and (7.7.3) that
(7.7.5)
∫
∂Ω
〈h, n〉(A∇u · ∇u) dσ = 2
∫
∂Ω
〈h,∇uα〉
(
∂u
∂ν
)α
dσ + I1,∫
∂Ω
〈h, n〉(A∇u · ∇u) dσ = 2
∫
∂Ω
hka
αβ
ij
∂uβ
∂xj
(
nk
∂
∂xi
− ni ∂
∂xk
)
uα dσ + I2,
where
|I1|+ |I2| ≤ C
∫
Ω
{|∇h|+ |h||∇A|}|∇u|2 dx,
and C depends only on µ. Estimates in (7.7.4) follow from (7.7.5) by the Cauchy inequality
(1.1.10). 
Remark 7.7.6. Let L(u) = 0 in (−1/2, 1/2)d \ Ω. Suppose that (∇u)∗ ∈ L2(∂Ω) and
∇u exists n.t. on ∂Ω. Under the same conditions on Ω and A as in Lemma 7.7.5, we have
(7.7.6)
∫
∂Ω
|(∇u)−|2 dσ ≤ C
∫
∂Ω
|
(
∂u
∂ν
)
−
|2 dσ + C
∫
Ω−∩[−1/2,1/2]d
(|∇A|+ r−10 )|∇u|2 dx,∫
∂Ω
|(∇u)−|2 dσ ≤ C
∫
∂Ω
|(∇tanu)−|2 dσ + C
∫
Ω−∩[−(1/2),1/2]d
(|∇A|+ r−10 )|∇u|2 dx,
where C depends only on µ and the Lipschitz character of Ω. The proof is similar to that of
Lemma 7.7.5.
Lemma 7.7.7. Under the same assumptions as in Lemma 7.7.5, we have
(7.7.7)
∫
∂Ω
|∇u|2 dσ ≤ C
{
1 + r2λ00 ρ
2λ0−2
}∫
∂Ω
∣∣∂u
∂ν
∣∣2 dσ + C(ρr0)λ0 ∫
∂Ω
|(∇u)∗|2 dσ,∫
∂Ω
|∇u|2 dσ ≤ C
{
1 + r2λ00 ρ
2λ0−2
}∫
∂Ω
∣∣∇tanu|2 dσ + C(ρr0)λ0 ∫
∂Ω
|(∇u)∗|2 dσ,
where 0 < ρ < 1 and C depends only on µ, the Lipschitz character of Ω, and (λ0, C0) in
(7.7.1).
Proof. Write Ω = E1 ∪ E2, where
E1 = {x ∈ Ω : dist(x, ∂Ω) ≤ ρr0},
E2 = {x ∈ Ω : dist(x, ∂Ω) > ρr0}.
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Using the condition (7.7.1), we obtain
(7.7.8)
∫
Ω
|∇A||∇u|2 dx ≤ C0
∫
E1
{
dist(x, ∂Ω)
}λ0−1|∇u|2 dx+ C0(ρr0)λ0−1 ∫
E2
|∇u|2 dx
≤ C(ρr0)λ0
∫
∂Ω
|(∇u)∗|2 dσ + C0(ρr0)λ0−1
∫
Ω
|∇u|2 dx.
This, together with (7.7.4) and (7.6.10) for Ω+, gives
(7.7.9)
‖∇u‖2L2(∂Ω) ≤ C
∥∥∂u
∂ν
∥∥2
L2(∂Ω)
+ C(1 + rλ00 ρ
λ0−1)
∥∥∂u
∂ν
∥∥
L2(∂Ω)
‖∇tanu‖L2(∂Ω)
+ C(ρr0)
λ0‖(∇u)∗‖2L2(∂Ω).
The first inequality in (7.7.7) follows from (7.7.9) by the Cauchy inequality (1.1.10). The
proof of the second inequality in (7.7.7) is similar. 
Remark 7.7.8. Let L(u) = 0 in Ω−. Suppose that (∇u)∗ ∈ L2(∂Ω), (∇u)− exists n.t.
on ∂Ω, and |u(x)| = O(|x|2−d) as |x| → ∞. In view of Remark 7.7.6 and (7.6.10) for Ω−, the
same argument as in the proof of Lemma 7.7.7 shows that
(7.7.10)
∫
∂Ω
|(∇u)−|2 dσ ≤ C
{
1 + r2λ00 ρ
2λ0−2
}∥∥(∂u
∂ν
)
−
∥∥2
2
+ C(ρr0)
λ0‖(∇u)∗‖22
+ C(ρr0)
λ0−1
∣∣∣∣−∫
∂Ω
u
∣∣∣∣ ∣∣∣∣∫
∂Ω
(
∂u
∂ν
)
−
dσ
∣∣∣∣ ,∫
∂Ω
|(∇u)−|2 dσ ≤ C
{
1 + r2λ00 ρ
2λ0−2
}
‖(∇tanu)−‖22 + C(ρr0)λ0‖(∇u)∗‖22
+ C(ρr0)
λ0−1
∣∣∣∣−∫
∂Ω
u
∣∣∣∣ ∣∣∣∣∫
∂Ω
(
∂u
∂ν
)
−
dσ
∣∣∣∣ ,
for any 0 < ρ < 1.
The following theorem completes Step 1.
Theorem 7.7.9. Suppose that Ω and A satisfy the conditions in Theorem 7.7.3. We
further assume that 0 ∈ Ω and A satisfies (7.7.1). Then (1/2)I + KA and −(1/2)I + KA
are invertible on L20(∂Ω;R
m) and L2(∂Ω;Rd), respectively, and the estimates in (7.6.8) hold
with a constant C depending only on µ, λ, τ , the Lipschitz character of Ω, and (C0, λ0) in
(7.7.1).
Proof. Let u = S(f) for some f ∈ L20(∂Ω;Rm). Recall that
∫
∂Ω
(
∂u
∂ν
)
−
dσ = 0,
(∇tanu)− = (∇tanu)+, and ‖(∇u)∗‖L2(∂Ω) ≤ C ‖f‖L2(∂Ω). Thus, by the second inequality
in (7.7.10), we obtain
(7.7.11) ‖(∇u)−‖L2(∂Ω) ≤ Cρλ0−11 ‖(∇u)+‖L2(∂Ω) + Cρλ0/21 ‖f‖L2(∂Ω)
for any 0 < ρ1 < 1. Similarly, by the first inequality in (7.7.7),
(7.7.12) ‖(∇u)+‖L2(∂Ω) ≤ Cρλ0−12
∥∥(∂u
∂ν
)
+
∥∥
L2(∂Ω)
+ Cρ
λ0/2
2 ‖f‖L2(∂Ω)
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for any 0 < ρ2 < 1. It follows from the jump relation (7.4.13), (7.7.11) and (7.7.12) that
(7.7.13)
‖f‖L2(∂Ω) ≤
∥∥(∂u
∂ν
)
+
∥∥
L2(∂Ω)
+ ‖
(
∂u
∂ν
)
−
‖L2(∂Ω)
≤ Cρλ0−11 ρλ0−12
∥∥(∂u
∂ν
)
+
∥∥
L2(∂Ω)
+ C
{
ρλ0−11 ρ
λ0/2
2 + ρ
λ0/2
1
}
‖f‖L2(∂Ω).
We now choose ρ1 ∈ (0, 1) and then ρ2 ∈ (0, 1) so that
C
{
ρλ0−11 ρ
λ0/2
2 + ρ
λ2/2
1
} ≤ (1/2).
This gives
(7.7.14) ‖f‖2 ≤ C
∥∥(∂u
∂ν
)
+
∥∥
L2(∂Ω)
= C ‖((1/2)I +KA)f‖L2(∂Ω)
for any f ∈ L20(∂Ω;Rm). The same argument also shows that for any f ∈ L20(∂Ω,Rm),
(7.7.15) ‖f‖L2(∂Ω) ≤ C
∥∥(∂u
∂ν
)
−
∥∥
L2(∂Ω)
= C ‖(− (1/2)I +KA)f‖L2(∂Ω).
The rest of the proof is the same as that of Lemma 7.6.6. 
Remark 7.7.10. Let f ∈ L2(∂Ω;Rm) and u = S(f). It follows from (7.7.7) and (7.7.10)
that
(7.7.16)
‖(∇u)+‖L2(∂Ω) ≤ Cρλ0−11 ‖∇tanu‖L2(∂Ω) + Cρλ0/21 ‖f‖L2(∂Ω),
‖(∇u)−‖L2(∂Ω) ≤ Cρλ0−12 ‖∇tanu‖L2(∂Ω) + Cρλ0/22 ‖f‖L2(∂Ω) + Cr−10 ‖u‖L2(∂Ω)
for any ρ1, ρ2 ∈ (0, 1). This, together with the jump relation, implies
(7.7.17)
‖f‖L2(∂Ω) ≤ C ‖∇tanS(f)‖L2(∂Ω) + Cr−10 ‖S(f)‖L2(∂Ω)
≤ C ‖S(f)‖W 1,2(∂Ω).
Thus S : L2(∂Ω;Rm)→ W 1,2(∂Ω;Rm) is one-to-one. A continuity argument similar to that
in the proof of Lemma 7.6.6 shows that the operator is in fact invertible.
Step 2. Given any A ∈ Λ(µ, λ, τ) and Ω such that A∗ = A, 0 ∈ Ω and
r0 =diam(Ω) ≤ (1/4), construct A˜ ∈ Λ(µ, λ0, τ0) with λ0 and τ0 depending
only on µ, λ, τ , and the Lipschitz character of Ω, such that
(7.7.18) A˜(x) = A(x) if dist(x, ∂Ω) ≤ cr0,
and such that the operators
(7.7.19)
(1/2)I +KA˜ : L20(∂Ω;Rm)→ L20(∂Ω;Rm),
−(1/2)I +KA˜ : L2(∂Ω;Rm)→ L2(∂Ω;Rm),
SA˜ : L2(∂Ω;Rm)→ W 1,2(∂Ω;Rm)
are isomorphisms and the operator norms of their inverses are bounded by
constants depending only on µ, λ, τ , and the Lipschitz character of Ω.
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Lemma 7.7.11. Given A ∈ Λ(µ, λ, τ) and a Lipschitz domain Ω such that diam(Ω) ≤
(1/4) and 0 ∈ Ω. There exists A¯ ∈ Λ(µ, λ0, τ0) such that A¯ = A on ∂Ω and A¯ satisfies the
condition (7.7.1), where λ0 ∈ (0, λ], τ0, and C0 in (7.7.1) depend only on µ, λ, τ and the
Lipschitz character of Ω. In addition,
(
A¯
)∗
= A¯ if A∗ = A.
Proof. By periodicity it suffices to define A¯ = (a¯αβij ) on [−1/2, 1/2]d. This is done as
follows. On Ω we define A¯ to be the Poisson extension of A on ∂Ω; i.e., a¯αβij is harmonic in Ω
and a¯αβij = a
αβ
ij on ∂Ω, for each i, j, α, β. On [−1/2, 1/2]d \Ω, we define A¯ to be the harmonic
function in (−1/2, 1/2)d \Ω with boundary data A¯ = A on ∂Ω and A¯ = I on ∂[−1/2, 1/2]d.
Note that the latter boundary condition allows us to extend A¯ to Rd by periodicity.
Since a¯αβij ξ
α
i ξ
β
j is harmonic in (−1/2, 1/2)d \ ∂Ω, the ellipticity condition (1.4.1) for A¯
follows readily from the maximum principle. By the solvability of Laplace’s equation in
Lipschitz domains with Ho¨lder continuous data there exists λ1 ∈ (0, 1), depending only on
the Lipschitz character of Ω, such that A¯ ∈ Cλ0(Ω) and A¯ ∈ Cλ0([−1/2, 1/2]d \ Ω), where
λ0 = λ if λ < λ1, and λ0 = λ1 if λ ≥ λ1. It follows that A¯ ∈ Cλ0(Rd). Using the well known
interior estimates for harmonic functions, one may also show that
|∇A¯(x)| ≤ C0
{
dist(x, ∂Ω)
}λ0−1 for x ∈ [−3/4, 3/4]d \ ∂Ω,
where C0 depends only on µ, λ, τ , and the Lipschitz character of Ω. Thus we have proved
that A¯ ∈ Λ(µ, λ0, τ) and satisfies the condition (7.7.1). Clearly, (A¯)∗ = A¯ if A∗ = A. 
Let η ∈ C∞0 (−1/2, 1/2) such that 0 ≤ η ≤ 1 and η = 1 on (−1/4, 1/4). Given A ∈
Λ(µ, λ, τ) with A∗ = A, define
(7.7.20) Aρ(x) = η
(
δ(x)
ρ
)
A(x) +
[
1− η
(
δ(x)
ρ
)]
A¯(x)
for x ∈ [−1/2, 1/2]d, where ρ ∈ (0, 1/8), δ(x) = dist(x, ∂Ω) and A¯(x) is the matrix con-
structed in Lemma 7.7.11. Extend Aρ to Rd by periodicity. Clearly, Aρ satisfies the ellipticity
condition (1.4.1) and (Aρ)∗ = Aρ.
Lemma 7.7.12. Let Aρ be defined by (7.7.20). Then
(7.7.21) ‖Aρ − A¯‖∞ ≤ Cρλ0 and ‖Aρ − A¯‖C0,λ0 (Rd) ≤ C,
where C depends only on µ, λ, τ , and the Lipschitz character of Ω.
Proof. Let Hρ = Aρ − A¯. Given x ∈ [−1/2, 1/2]d, let z ∈ ∂Ω such that |x− z| = δ(x).
Since A(z) = A¯(z), we have
|A(x)− A¯(x)| ≤ |A(x)−A(z)| + |A¯(z)− A¯(x)|
≤ C|x− z|λ0 = C{δ(x)}λ0 .
It follows that
|Hρ(x)| ≤ Cθ(ρ−1δ(x)){δ(x)}λ0
= Cθ(ρ−1δ(x))
{
ρ−1δ(x)
}λ0
ρλ0 ≤ Cρλ0 .
This gives ‖Aρ − A‖∞ ≤ Cρλ0 .
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Next we show |Hρ(x) − Hρ(y)| ≤ C|x − y|λ0 for any x, y ∈ Rd. Since ‖Hρ‖∞ ≤ Cρλ0 ,
we may assume that |x − y| ≤ ρ. Note that Hρ = 0 on [−1/2, 1/2]d \ [−3/8, 3/8]d. Thus
it is enough to consider the case where x, y ∈ [−1/2, 1/2]d. We may further assume that
δ(x) ≤ ρ or δ(y) ≤ ρ. For otherwise, Hρ(x) = Hρ(y) = 0 and there is nothing to show.
Finally, suppose that δ(y) ≤ ρ. Then
|Hρ(x)−Hρ(y)| ≤ θ(ρ−1δ(x))|(A(x)− A¯(x))− (A(y)− A¯(y))|
+ |A(y)− A¯(y)||θ(ρ−1δ(x))− θ(ρ−1δ(y))|
≤ C|x− y|λ0 + C{δ(y)}λ0 |x− y| · ρ−1
≤ C|x− y|λ0 + Cρλ0−1|x− y|
≤ C|x− y|λ0.
The proof for the case δ(x) ≤ ρ is the same. 
It follows from Lemma 7.7.12 that for ρ ∈ (0, 1/4),
(7.7.22) ‖Aρ − A¯‖Cλ0/2(Rd) ≤ Cρλ0/2.
Since Aρ = A = A¯ on ∂Ω, we may deduce from Theorem 7.3.5 that
(7.7.23) ‖KAρ −KA¯‖L2→L2 ≤ C‖Aρ − A¯‖Cλ0/2(Rd) ≤ Cρλ0/2
for any ρ ∈ (0, 1/4). Note that by Lemma 7.7.11 and Theorem 7.7.9, the operator (1/2)I+KA¯
is invertible on L20(∂Ω;R
m) and ‖((1/2)I +KA¯)−1‖L20→L20 ≤ C. Write
(1/2)I +KAρ = (1/2)I +KA¯ + (KAρ −KA¯).
In view of (7.7.23), one may choose ρ > 0 depending only on µ, λ, τ , and the Lipschitz
character of Ω so that
‖((1/2)I +KA¯)−1(KAρ −KA¯)‖L20→L20 ≤ 1/2.
It follows that (1/2)I +KAρ is an isomorphism on L20(∂Ω;Rm) and
‖((1/2)I +KAρ)−1‖L20→L20 ≤ 2‖((1/2)I +KA¯)−1‖L20→L20 ≤ 2C.
Similar arguments show that it is possible to choose ρ depending only on µ, λ, τ , and
the Lipschitz character of Ω such that −(1/2)I + K∗Aρ : L2(∂Ω;Rm) → L2(∂Ω;Rm) and
SAρ : L2(∂Ω;Rm)→W 1,2(∂Ω;Rm) are isomorphisms and the operator norms of their inverses
are bounded by constants depending only on µ, λ, τ , and the Lipschitz character of Ω. Let
A˜ = Aρ. Note that if dist(x, ∂Ω) ≤ (1/4)ρ, Aρ(x) = A(x). This completes Step 2.
Step 3. Use a perturbation argument to complete the proof.
Lemma 7.7.13. Let A =
(
aαβij
)
and B =
(
bαβij
) ∈ Λ(µ, λ, τ). Let Ω be a bounded Lipschitz
domain with connected boundary. Suppose that
A = B in
{
x ∈ Ω : dist(x, ∂Ω) ≤ c0r0
}
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for some c0 > 0, where r0 = diam(Ω). Assume that LA = −div(A∇) has the Rellich property
in Ω with constant C0. Then LB = −div(B∇) has the Rellich property in Ω with constant
C1, where C1 depends only on µ, λ, τ , c0, C0, and the Lipschitz character of Ω.
Proof. Suppose that LB(u) = 0 in Ω, (∇u)∗ ∈ L2(∂Ω) and ∇u exists n.t. on ∂Ω. Let
ϕ ∈ C∞0 (Rd) such that |∇ϕ| ≤ Cr−10 , ϕ = 1 on {x ∈ Rd : dist(x, ∂Ω) ≤ (1/4)c0r0}, and
ϕ = 0 on {x ∈ Rd : dist(x, ∂Ω) ≥ (1/2)c0r0}. Let u¯ = ϕ(u− E), where E is the mean value
of u over Ω. Note that(LA(u¯))α = −∂i {aαβij (∂jϕ)(u− E)β}− aαβij (∂iϕ)(∂juβ),
where we have used the fact that LA(u) = LB(u) = 0 on {x ∈ Ω : dist(x, ∂Ω) < c0r0}. It
follows from the proof of (7.4.5) that
(7.7.24)
u¯(x) = SA
(
∂u¯
∂νA
)
−DA(u¯) + v(x)
= w(x) + v(x),
where v satisfies
(7.7.25)
|∇v(x)| ≤ C
∫
Ω
|∇x∇yΓ(x, y;A)| |∇ϕ| |u− E| dy
+ C
∫
Ω
|∇xΓ(x, y;A) ||∇ϕ| |∇u| dy.
This, together with estimates |∇xΓ(x, y;A)| ≤ C |x − y|1−d and |∇x∇yΓ(x, y;A)| ≤ C |x −
y|−d, implies that if x ∈ Ω and dist(x, ∂Ω) ≤ (1/5)c0r0,
(7.7.26)
|∇v(x)|2 ≤ C
rd0
∫
Ω
|∇u|2 dy
≤ Cr1−d0
∥∥ ∂u
∂νB
∥∥
L2(∂Ω)
‖∇tanu‖L2(∂Ω),
where we have used (7.6.10) for the last inequality.
Next, note that LA(w) = 0 in Ω, where w = u¯ − v. Using (7.7.26) and the assumption
(∇u)∗ ∈ L2(∂Ω), we may deduce that (∇w)∗ ∈ L2(∂Ω) and ∇w exists n.t. on ∂Ω. Since LA
has the Rellich property, this implies that
(7.7.27)
‖∇w‖L2(∂Ω) ≤ C0
∥∥ ∂w
∂νA
∥∥
L2(∂Ω)
≤ C
{∥∥ ∂u
∂νB
∥∥
L2(∂Ω)
+ ‖∇v‖L2(∂Ω)
}
≤ C
{∥∥ ∂u
∂νB
∥∥
L2(∂Ω)
+
∥∥ ∂u
∂νB
∥∥1/2
L2(∂Ω)
‖∇tanu‖1/2L2(∂Ω)
}
,
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where we used (7.7.26) in the last inequality. Using (7.7.26) again, we obtain
(7.7.28)
‖∇u‖L2(∂Ω) ≤ C
{
‖∇w‖L2(∂Ω) + ‖∇v‖L2(∂Ω)
}
≤ C
{∥∥ ∂u
∂νB
∥∥
L2(∂Ω)
+
∥∥ ∂u
∂νB
∥∥1/2
L2(∂Ω)
‖∇tanu‖1/2L2(∂Ω)
}
.
The desired estimate ‖∇u‖L2(∂Ω) ≤ C
∥∥ ∂u
∂νB
∥∥
L2(∂Ω)
follows readily from (7.7.28) by the Cauchy
inequality (1.1.10). The proof of ‖∇u‖L2(∂Ω) ≤ C ‖∇tanu‖L2(∂Ω) is similar and left to the
reader. 
Finally we give the proof of Theorem 7.7.3.
Proof of Theorem 7.7.3. By Step 2, there exists A˜ ∈ Λ(µ, λ0, τ0) such that A˜ = A
in {x ∈ Rd : dist(x, ∂Ω) ≤ cr0} and (1/2)I + KA˜ : L20(∂Ω,Rm) → L20(∂Ω,Rm), SA˜ :
L2(∂Ω,Rm) → W 1,2(∂Ω,Rm) are isomorphisms. Moreover, the operator norms of their
inverses are bounded by constants depending only on µ, λ, τ , and the Lipschitz character of
Ω. It follows that the L2 Neumann and regularity problems for L˜(u) = div(A˜∇u) = 0 in Ω
are well-posed and the solutions satisfy ‖(∇u)∗‖L2(∂Ω) ≤ C ‖∂u∂ν ‖L2(∂Ω) and ‖(∇u)∗‖L2(∂Ω ≤
C ‖∇tanu‖L2(∂Ω) with constant C depending only on µ, λ, τ , and the Lipschitz character of
Ω. In particular, the operator L˜ has the Rellich property in Ω with constant C(Ω) depending
only on µ, λ, τ , and the Lipschitz character of Ω. By Lemma 7.7.13 this implies that L has
the Rellich property in Ω with a constant C depending only on µ, λ, τ , and the Lipschitz
character of Ω. The proof is complete. 
7.8. Rellich estimates for large scales
Let ψ : Rd−1 → R be a Lipschitz function such that ψ(0) = 0 and ‖∇ψ‖∞ ≤ M . Recall
that
Zr = Z(r, ψ) =
{
(x′, xd) ∈ Rd : |x′| < r and ψ(x′) < xd < 10
√
d (M + 1)r
}
,
∆r = ∆(ψ, r) =
{
(x′, ψ(x′)) ∈ Rd : |x′| < r
}
.
It follows from Theorem 7.7.3 that if A satisfies the ellipticity condition (1.1.20), the smooth-
ness condition (3.0.2), and the symmetry condition A∗ = A, and if 0 < r ≤ 10, then the
operator L = −div(A∇) has the Rellich property in Ω = Zr with a constant C(Ω) depending
only on µ, λ, τ , and M . In this section we show that the same conclusion in fact holds for
any 0 < r <∞, with C(Ω) independent of r, if A also satisfies the periodicity condition.
For x = (x′, ψ(x′)), let
(w)∗ρ(x) = sup
{
|w(y)| : |y − x| < C|yd − ψ(y′)| and ψ(y′) < yd < ψ(y′) + ρ
}
.
Theorem 7.8.1. Let L = −div(A∇) with A ∈ Λ(µ, λ, τ) and A∗ = A. Suppose that
L(u) = 0 in Z8r for some r > 0, where u ∈ C1(Z8r), (∇u)∗r ∈ L2(∆6r) and ∇u exists n.t. on
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∆6r. Then
(7.8.1)
∫
∆r
|∇u|2 dσ ≤ C
∫
∆4r
∣∣∂u
∂ν
∣∣2 dσ + C
r
∫
Z4r
|∇u|2 dx,∫
∆r
|∇u|2 dσ ≤ C
∫
∆4r
|∇tanu|2 dσ + C
r
∫
Z4r
|∇u|2 dx,
where C depends only on µ, λ, τ , and M .
As we mentioned above, the estimates in (7.8.1) hold for 0 < r ≤ 10 with C =
C(µ, λ, τ,M) > 0. To treat the case r > 10, we shall apply the small-scale estimates
for r = 1 and reduce the problem to the control of integral of |∇u|2 on a boundary layer{
(x′, xd) ∈ Rd : |x′| < r and ψ(x′) < xd < ψ(x′) + 1
}
.
We use the error estimates in H1 for a two-scale expansion obtained in Chapter 2 to handle
∇u over the boundary layer.
Lemma 7.8.2. Suppose that A is 1-periodic and satisfies (1.1.20). Also assume that
A∗ = A. Let u ∈ H1(Z3r) be a weak solution of div(A∇u) = 0 in Z3r with ∂u∂ν = g on ∆3r,
where r > 3. Then
(7.8.2)
∫
|x′|<r
ψ(x′)<xd<ψ(x
′)+1
|∇u|2 dx ≤ C
∫
∆2r
∣∣g|2 dσ + C
r
∫
Z2r
|∇u|2 dx,
where C depends only on µ and M .
Proof. The lemma follows from the error estimate (2.3.5) in Section 2.3. To see this,
we consider the function uε(x) = εu(x/ε) in Ω, where ε = r
−1 < 1,
Ω = Z(t, ψε),
t ∈ (1, 2) and ψε(x′) = εψ(x′/ε). Observe that ψε(0) = 0 and ‖∇ψε‖∞ = ‖∇ψ‖∞ ≤ M . It
follows that the Lipschitz character of Ω depends only on M .
Since Lε(uε) = 0 in Ω, in view of (2.3.5), we obtain
‖∇uε −∇u0‖L2(Ω4ε) ≤ ‖wε‖H1(Ω)
≤ C√ε‖gε‖L2(∂Ω),
where wε is defined by (2.2.2), gε(x) = g(x/ε), and Ω4ε = {x ∈ Ω : dist(x, ∂Ω) < 4ε}.
Moreover, since L0(u0) = 0 in Ω, we may use the nontangential-maximal-function estimate
for the operator L0 to show that
(7.8.3)
‖∇u0‖L2(Ω4ε) ≤ C
√
ε‖(∇u0)∗‖L2(∂Ω)
≤ C√ε‖gε‖L2(∂Ω),
where C depends only on µ and M . It follows that
‖∇uε‖L2(Ω4ε) ≤ C
√
ε‖gε‖L2(∂Ω).
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By a change of variables this yields∫
|x′|<r
ψ(x′)<xd<ψ(x
′)+1
|∇u|2 dx ≤ C
∫
∂Z(tr,ψ)
∣∣∣∂u
∂ν
∣∣∣2 dσ
≤ C
∫
∆2r
|g|2 dσ + C
∫
∂Ztr\∆tr
|∇u|2 dσ
for any t ∈ (1, 2). By integrating the inequality above in t over the interval (1, 2) we obtain
the first inequality in (7.8.2. 
Lemma 7.8.3. Let r > 1. Suppose that A satisfies the same conditions as in Lemma
7.8.2. Let u ∈ H1(Z3r) be a weak solution of div(A∇u) = 0 in Z3r with u = f on ∆3r, where
r > 3. Then
(7.8.4)
∫
|x′|<r
ψ(x′)<xd<ψ(x
′)+1
|∇u|2 dx ≤ C
∫
∆(2r)
∣∣∇tanf |2 dσ + C
r
∫
Z(3r)
|∇u|2 dx,
where C depends only on µ and M .
Proof. As in the case of Lemma 7.8.2, the estimate follows from the error estimate
(2.2.13) by a rescaling argument. Indeed, let uε and Ω be defined as in the proof of Lemma
7.8.2. The same argument shows that
‖∇uε‖L2(Ω4ε) ≤ C
√
ε‖uε‖H1(∂Ω).
Since ∂Ω is connected, by subtracting a constant from uε and using Poincare´ inequality, we
obtain
‖∇uε‖L2(Ω4ε) ≤ C
√
ε‖∇tanuε‖L2(∂Ω).
By a change of variables this gives∫
|x′|<r
ψ(x′)<xd<ψ(x
′)+1
|∇u|2 dx ≤ C
∫
∂Z(tr,ψ)
|∇tanu|2 dσ
≤ C
∫
∆2r
|∇tanf |2 dσ + C
∫
∂Ztr\∆tr
|∇u|2 dσ
for any t ∈ (1, 2). By integrating the inequality above in t over the interval (1, 2) we obtain
the second inequality in (7.8.2). 
Proof of Theorem 7.8.1. We may assume r > 3. By covering ∆r with surfaces balls
of small radius c(M) on {(x′, ψ(x′)) : x′ ∈ Rd−1} and using the first inequality in (7.8.1) on
each small surface balls, we obtain∫
∆r
|∇u|2 dσ ≤ C
∫
∆2r
∣∣∣∂u
∂ν
∣∣∣2 dσ + C ∫
|x′|<r
ψ(x′)<xd<ψ(x
′)+1
|∇u|2 dx.
This, together with Lemma 7.8.2, gives the first inequality in (7.8.1). The second inequality
in (7.8.1) follows from Lemma 7.8.3 in a similar fashion. 
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7.9. L2 boundary value problems
Let Ω be a bounded Lipschitz domain in Rd, d ≥ 3, with connected boundary. In
this section we establish the well-posedness of the L2 Dirichlet, Neumann, and regularity
problems with uniform nontangential-maximal-function estimates for Lε(uε) = 0 in Ω.
Theorem 7.9.1. Suppose that A ∈ Λ(µ, λ, τ) and A∗ = A. Let L = −div(A∇) and Ω
be a bounded Lipschitz domain in Rd, d ≥ 3 with connected boundary. Then the operators
(1/2)I +KA : L20(∂Ω;Rm)→ L20(∂Ω;Rm),
−(1/2)I +KA : L2(∂Ω;Rm)→ L2(∂Ω,Rm),
SA : L2(∂Ω,Rm)→ H1(∂Ω,Rm)
are isomorphisms and the operator norms of their inverses are bounded by constants depend-
ing only on µ, λ, τ , and the Lipschitz character of Ω.
Proof. Suppose that L(u) = 0 in Ω, (∇u)∗ ∈ L2(∂Ω), and ∇u exists n.t. on ∂Ω. Let
z ∈ ∂Ω. It follows from Theorem 7.8.1 by a change of the coordinate system that
(7.9.1)
∫
B(z,cr0)∩∂Ω
|∇u|2 dσ ≤ C
∫
∂Ω
∣∣∣∂u
∂ν
∣∣∣2 dσ + C
r0
∫
Ω
|∇u|2 dx,
where r0 = diam(Ω) and C depends at most on µ, λ, τ and the Lipschitz character of Ω. By
covering ∂Ω with a finite number of balls {B(zk, cr0) : k = 1, · · · , N}, where zk ∈ ∂Ω, we
obtain ∫
∂Ω
|∇u|2 dσ ≤ C
∫
∂Ω
∣∣∣∂u
∂ν
∣∣∣2 dσ + C
r0
∫
Ω
|∇u|2 dx
≤ C
∫
∂Ω
∣∣∣∂u
∂ν
∣∣∣2 dσ + C∥∥∂u
∂ν
∥∥
L2(∂Ω)
‖∇tanu‖L2(∂Ω),
where we have used (7.6.10) for the second inequality. By the Cauchy inequality (1.1.10),
this gives
‖∇u‖L2(∂Ω) ≤ C
∥∥∂u
∂ν
∥∥
L2(∂Ω)
.
The estimate
‖∇u‖L2(∂Ω) ≤ C ‖∇tanu‖L2(∂Ω)
may be proved in a similar manner. Thus we have proved that L has the Rellich property
in any Lipschitz domain Ω with connected boundary, and the constant C = C(Ω) in (7.6.1)
depends only on µ, λ, τ , and the Lipschitz character of Ω. Clearly, the same is true when
A is replaced by sA+ (1− s)I for 0 ≤ s ≤ 1. In view of Remark 7.6.8 this implies that the
operator norms of
(
(1/2)I +KA
)−1
on L20(∂Ω;R
m),
(− (1/2)I +KA)−1 on L2(∂Ω;Rm), and
S−1A : H1(∂Ω;Rm)→ L2(∂Ω;Rm) are bounded by constants depending only on µ, λ, τ , and
the Lipschitz character of Ω. 
Theorem 7.9.2 (L2 Neumann problem). Let Lε = −div(A(x/ε)∇) with A ∈ Λ(µ, λ, τ)
and A∗ = A. Let Ω be a bounded Lipschitz domain in Rd, d ≥ 3 with connected boundary.
Then for any g ∈ L20(∂Ω;Rm), there exists uε ∈ C1(Ω;Rm), unique up to constants, such
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that Lε(uε) = 0 in Ω, (∇uε)∗ ∈ L2(∂Ω) and ∂uε∂νε = g n.t. on ∂Ω. Moreover, the solution uε
satisfies the estimate
‖(∇uε)∗‖L2(∂Ω) ≤ C ‖g‖L2(∂Ω),
and may be represented by a single layer potential Sε(hε) with hε ∈ L20(∂Ω;Rm) and
‖hε‖L2(∂Ω) ≤ C ‖g‖L2(∂Ω).
The constant C depends only on µ, λ, τ , and the Lipschitz character of Ω.
Theorem 7.9.3 (L2 Dirichlet problem). Assume A and Ω satisfy the same conditions
as in Theorem 7.9.2. Then for any f ∈ L2(∂Ω;Rm), there exists a unique uε ∈ C1(Ω;Rm)
such that Lε(uε) = 0 in Ω, (uε)∗ ∈ L2(∂Ω) and uε = f n.t. on ∂Ω. Moreover, the solution uε
satisfies the estimate
‖(uε)∗‖L2(∂Ω) ≤ C ‖f‖L2(∂Ω),
and may be represented by a double layer potential Dε(hε) with ‖hε‖L2(∂Ω) ≤ C ‖f‖L2(∂Ω).
The constant C depends only on µ, λ, τ , and the Lipschitz character of Ω.
Theorem 7.9.4 (L2 regularity problem). Assume A and Ω satisfy the same conditions
as in Theorem 7.9.2. Then for any f ∈ W 1,2(∂Ω;Rm), there exists a unique uε ∈ C1(Ω;Rm)
such that Lε(uε) = 0 in Ω, (∇uε)∗ ∈ L2(∂Ω) and uε = f n.t. on ∂Ω. Moreover, the solution
uε satisfies the estimate
‖(∇uε)∗‖L2(∂Ω) ≤ C ‖∇tanf‖L2(∂Ω),
and may be represented by a single layer potential Sε(hε) with ‖hε‖L2(∂Ω) ≤ C ‖f‖W 1,2(∂Ω).
The constant C depends only on µ, λ, τ , and the Lipschitz character of Ω.
Proof of Theorems 7.9.2, 7.9.3, and 7.9.4. By a simple rescaling we may assume
that ε = 1. In this case the existence of solutions in Theorems 7.9.2, 7.9.3, and 7.9.4 is a direct
consequence of the invertibility of (1/2)I + KA, −(1/2)I +KA, and SA as well as estimates
of the operator norms of their inverses, established in Theorem 7.9.1. The uniqueness for
the L2 Neumann and regularity problems follows readily from the Green’s identity (7.6.3),
while the uniqueness for the L2 Dirichlet problem may be proved by constructing a matrix
of Green functions, as in the proof of Theorems 7.6.2 and 7.6.3. 
Remark 7.9.5. The method of layer potentials also applies to Lipschitz domains Ω whose
boundaries may not be connected. In this case, under the assumption that A ∈ Λ(µ, λ, τ)
and A∗ = A, the operator (1/2)I+KA continues to be an isomorphism on L20(∂Ω,Rm), while
−(1/2)I +KA is an isomorphism on the subspace
L20′(∂Ω;R
m) =
{
f ∈ L20′(∂Ω;Rm) :
∫
∂Ω′j
f dσ = 0 for j = 1, . . . , ℓ
}
,
where Ω′j , j = 1, . . . , ℓ are bounded connected components of Ω− = R
d \ Ω. Also, SA :
L2(∂Ω;Rm)→ H1(∂Ω;Rm) is an isomorphism.
We end this section with some L2 estimates for local solutions with Dirichlet or Neumann
conditions. Recall that if Ω is a bounded Lipschitz domain and u ∈ C(Ω), the nontangential
maximal function (u)∗ is defined by
(u)∗(z) = sup
{
|u(x)| : x ∈ Ω and |x− z| < C0 dist(x, ∂Ω)
}
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for z ∈ ∂Ω, where C0 = C(Ω) > 1 is sufficiently large. Let
(7.9.2)
M1r(u)(z) = sup
{
|u(x)| : x ∈ Ω, |x− z| ≤ r and |x− z| < C0 dist(x, ∂Ω)
}
,
M2r(u)(z) = sup
{
|u(x)| : x ∈ Ω, |x− z| > r and |x− z| < C0 dist(x, ∂Ω)
}
,
where 0 < r < c0 diam(Ω). Clearly,
(7.9.3) (u)∗(z) = max
{
M1r(u)(z),M2r(u)(z)
}
.
Theorem 7.9.6. Let Lε = −div(A(x/ε)∇) with A ∈ Λ(µ, λ, τ) and A∗ = A. Let Ω be a
bounded Lipschitz domain in Rd, d ≥ 3. Assume that Lε(uε) = 0 in B(z, 4r) ∩ Ω for some
z ∈ ∂Ω and 0 < r < c0 diam(Ω).
(1) Suppose thatM1r(∇uε) ∈ L2(B(z, 3r)∩∂Ω;Rm) and ∂uε∂νε = g ∈ L2(B(z, 4r)∩∂Ω;Rm)
n.t. on B(z, 4r) ∩ ∂Ω. Then
(7.9.4)
∫
B(z,r)∩∂Ω
|M1r(∇uε)|2 dσ ≤ C
∫
B(z,3r)∩∂Ω
|g|2 dσ + C
r
∫
B(z,4r)∩Ω
|∇uε|2 dx.
(2) Suppose that M1r(∇uε) ∈ L2(B(z, 3r) ∩ ∂Ω;Rm) and uε = f ∈ W 1,2(B(z, 4r) ∩
∂Ω;Rm) n.t. on B(z, 4r) ∩ ∂Ω. Then
(7.9.5)
∫
B(z,r)∩∂Ω
|M1r(∇uε)|2 dσ ≤ C
∫
B(z,3r)∩∂Ω
|∇tanf |2 dσ + C
r
∫
B(z,4r)∩Ω
|∇uε|2 dx.
(3) Suppose that M1r(uε) ∈ L2(B(z, 3r) ∩ ∂Ω;Rm) and uε = f ∈ L2(B(z, 4r) ∩ ∂Ω;Rm)
n.t. on B(z, 4r) ∩ ∂Ω. Then
(7.9.6)
∫
B(z,r)∩∂Ω
|M1r(uε)|2 dσ ≤ C
∫
B(z,3r)∩∂Ω
|f |2 dσ + C
r
∫
B(z,4r)∩Ω
|uε|2 dx.
The constants C in (7.9.4), (7.9.5) and (7.9.6) depend only on µ, λ, τ , and the Lipschitz
character of Ω.
Proof. We give the proof of (7.9.4). The estimates (7.9.5) and (7.9.6) may be proved
in a similar manner.
Let
Zr =
{
(x′, xd) ∈ Rd : |x′| < r and ψ(x′) < xd < 10
√
d(M + 1)r
}
,
∆r =
{
(x′, ψ(x′)) ∈ Rd : |x′| < r},
where ψ : Rd−1 → R is a Lipschitz function with ψ(0) = 0 and ‖∇ψ‖∞ ≤ M . Suppose that
Lε(uε) = 0 in Z5r, uε ∈ H1(Z5r;Rm), and ∂uε∂νε = g on ∆3r. We will show that
(7.9.7)
∫
∆r
|M1r(∇uε)|2 dσ ≤ C
∫
∆3r
|g|2 dσ + C
r
∫
Z3r
|∇uε|2 dx.
By translation and rotation as well as a simple covering argument, this implies the estimate
(7.9.4). To see (7.9.7), we first assume uε ∈ C1(Z3r;Rm). Let (w)∗Z denote the nontangential
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maximal function of w with respect to the Lipschitz domain Zsr, where s ∈ (2, 3). By
applying the L2 estimate in Theorem 7.9.2 in Zsr, we obtain∫
∂Zsr
|(∇uε)∗Z |2 dσ ≤ C
∫
∂Zsr
∣∣∣∂uε
∂νε
∣∣∣2 dσ
≤ C
∫
∆3r
|g|2 dσ+ ≤ C
∫
∂Zsr\∆3r
|∇uε|2 dσ,
where C depends only on µ, λ, τ , and M . This leads to
(7.9.8)
∫
∆r
|M1r(∇uε)|2 dσ ≤ C
∫
∆3r
|g|2 dσ + C
∫
∂Zsr\∆3r
|∇uε|2 dσ.
The estimate (7.9.7) now follows by integrating both sides of (7.9.8) in s over the interval
(2, 3). Finally, to get rid of the assumption uε ∈ C1(Z(3r), we apply the estimate (7.9.7)
to the function vε(x
′, xd) = uε(x
′, xd + δ) and then let δ → 0+. The proof is finished by a
simple limiting argument. 
7.10. L2 estimates in arbitrary Lipschitz domains
In Theorems 7.9.2, 7.9.3, and 7.9.4, we solve the L2 boundary value problems for Lε(uε) =
0 in Ω, assuming that d ≥ 3 and ∂Ω is a bounded Lipschitz domain with connected boundary.
Although the method of layer potentials may be applied to a general Lipschitz domain in
Rd, d ≥ 2, we will show in this section that the general case follows from the localized L2
estimates in Theorem 7.9.6 by some approximation argument. The method of descending is
used to handle the case d = 2.
Theorem 7.10.1 (L2 Neumann problem). Suppose that A ∈ Λ(µ, λ, τ) and A∗ = A. Let
Ω be a bounded Lipschitz domain in Rd, d ≥ 2. Given g ∈ L20(∂Ω;Rm), let uε ∈ H1(Ω;Rm)
be the weak solution to the Neumann problem: Lε(uε) = 0 in Ω and ∂uε∂νε = g on ∂Ω, given by
Theorem 1.4.4. Then the nontangential limits of ∇uε exist a.e. on ∂Ω, and ‖(∇uε)∗‖L2(∂Ω) ≤
C ‖g‖L2(∂Ω), where C depends only on µ, λ, τ , and the Lipschitz character of Ω.
Proof. By dilation we may assume that diam(Ω) = 1. We may also assume that∫
Ω
uε = 0. Suppose that d ≥ 3. To establish the estimate ‖(∇uε)∗‖L2(∂Ω) ≤ C ‖g‖L2(∂Ω), we
first consider the case uε ∈ C1(Ω). By covering ∂Ω with coordinate cylinders we may deduce
from the estimate (7.9.4) and interior Lipschitz estimates that
(7.10.1)
∫
∂Ω
|(∇uε)∗|2 dσ ≤ C
∫
∂Ω
|g|2 dσ + C
∫
Ω
|∇uε|2 dx
≤ C
∫
∂Ω
|g|2 dσ,
where we have used the energy estimate ‖∇uε‖L2(Ω) ≤ C ‖g‖L2(∂Ω).
Next consider the case g ∈ C∞0 (Rd;Rm). We choose a sequence of smooth domains {Ωℓ}
such that Ωℓ ↓ Ω. Let uε,ℓ ∈ H1(Ωℓ;Rm) be the weak solution to the Neumann problem
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for Lε(uε,ℓ) = 0 in Ωℓ with boundary data g − −
∫
∂Ωℓ
g. Since Ωℓ and g are smooth, we have
uε,ℓ ∈ C1(Ωℓ). It follows from (7.10.1) that
(7.10.2) ‖(∇uε,ℓ)∗‖L2(∂Ω) ≤ C ‖(∇uε,ℓ)∗‖L2(∂Ωℓ) ≤ C ‖g‖L2(∂Ωℓ).
Assume that
∫
Ωℓ
uε,ℓ = 0. Since ‖uε,ℓ‖H1(Ωℓ) ≤ C ‖g‖L2(∂Ωℓ), the sequence {uε,ℓ} is bounded
in H1(Ω;Rm). As a result, by passing to a subsequence, we may assume that uε,ℓ → wε
weakly in H1(Ω;Rm), as ℓ→∞. Note that for any ϕ ∈ C∞0 (Rd;Rm),∫
∂Ωℓ
(
g −−
∫
∂Ωℓ
g
)
· ϕdσ →
∫
∂Ω
g · ϕdσ,∫
Ωℓ\Ω
A(x/ε)∇uε,ℓ · ∇ϕdx→ 0,∫
Ω
A(x/ε)∇uε,ℓ · ∇ϕdx→
∫
Ω
A(x/ε)∇wε · ∇ϕdx,
as ℓ → ∞. This implies that wε ∈ H1(Ω;Rm) is a weak solution of the Neumann problem
for Lε(wε) = 0 in Ω with boundary data g. Since
∫
Ω
wε = 0, we obtain uε = wε in Ω. Using
interior Lipschitz estimates and the observation that uε,ℓ → uε strongly in L2(Ω;Rm), we
may deduce that ∇uε,ℓ → ∇uε uniformly on any compact subset of Ω. In view of (7.10.2)
this yields
(7.10.3) ‖M2δ(∇uε)‖L2(∂Ω) ≤ C ‖g‖L2(∂Ω).
Letting δ → 0 in (7.10.3) and using Fatou’s Lemma, we obtain
‖(∇uε)∗‖L2(∂Ω) ≤ C ‖g‖L2(∂Ω).
Suppose now that g ∈ L20(∂Ω;Rm). We choose a sequence of functions {gℓ} in C∞0 (Rd;Rm)
such that gℓ → g in L2(∂Ω;Rm) and
∫
∂Ω
gℓ = 0. Let vε,ℓ be the weak solution of the Neumann
problem for Lε(vε,ℓ) = 0 in Ω with boundary data gℓ and
∫
Ω
vε,ℓ = 0. Since
‖vε,ℓ − uε‖H1(Ω) ≤ C ‖gℓ − g‖L2(∂Ω) → 0, as ℓ→∞,
by interior Lipschitz estimates, we see that vε,ℓ → uε uniformly on any compact subset of Ω.
Note that
(7.10.4) ‖(∇vε,ℓ)∗‖L2(∂Ω) ≤ C ‖gℓ‖L2(∂Ω).
As before, by a simple limiting argument, this leads to the estimate (7.10.3) and hence to
‖(∇uε)∗‖L2(∂Ω) ≤ C ‖g‖L2(∂Ω).
To show that the nontangential limits of ∇uε exist a.e. on ∂Ω, consider the set
E(T ) =
{
z ∈ ∂Ω : (∇uε)∗(z) ≤ T
}
.
Since (∇uε)∗(z) <∞ for a.e. z ∈ ∂Ω, it suffices to show that ∇uε exist a.e. on E(T ) for each
fixed T > 1. Fix z0 ∈ E(T ) and ρ > 0 small. We construct a bounded Lipschitz domain Ω˜
with connected boundary, such that
Ω˜ ⊂
{
x ∈ Ω : x ∈ γ(z) for some z ∈ E(T )
}
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and
∂Ω˜ ∩ ∂Ω ∩B(z0, ρ) = E(T ) ∩ B(z0, ρ),
where γ(z) =
{
x ∈ Ω : |x − z| < C0 dist(x, ∂Ω)
}
. Note that |∇uε| ≤ T on Ω˜. Let vε be
the solution of the L2 Neumann problem for Lε(vε) = 0 in Ω˜ with boundary data h = ∂uε∂νε ,
given by Theorem 7.9.2. By the uniqueness of weak solutions of the Neumann problem in
H1(Ω;Rm), uε − vε is constant in Ω˜. Since the nontangential limits of ∇vε exist a.e. on ∂Ω˜,
we may conclude that ∇uε exist a.e. on E(T ) ∩ B(Q0, ρ) and hence a.e. on ∂Ω.
Finally, we use the method of descending to treat the case d = 2. Consider the function
vε(x, t) = uε(x) in Ω1 = Ω × (0, 1), a bounded Lipschitz domain in R3. Observe that
vε ∈ H1(Ω1;Rm) is a weak solution of the Neumann problem for(
Lε − ∂
2
∂t2
)
vε = 0 in Ω1,
with boundary data ∂vε
∂νε
= g on ∂Ω× (0, 1), and ∂vε
∂νε
= 0 on Ω×{t = 0} and on Ω×{t = 1}.
It is not hard to see that the desired results for uε in Ω follow from the corresponding results
for vε in Ω1. This completes the proof. 
Theorem 7.10.2 (L2 regularity problem). Suppose that A ∈ Λ(µ, λ, τ) and A∗ = A. Let
Ω be a bounded Lipschitz domain in Rd, d ≥ 2. Given f ∈ H1(∂Ω;Rm), let uε ∈ H1(Ω;Rm)
be the weak solution to the Dirichlet problem: Lε(uε) = 0 in Ω and uε = f on ∂Ω, given by
Theorem 1.1.5. Then the nontangential limits of uε and ∇uε exist a.e. on ∂Ω, uε = f n.t.
on ∂Ω, and
(7.10.5) ‖(∇uε)∗‖L2(∂Ω) + r−10 ‖(uε)∗‖L2(∂Ω) ≤ C
{
‖∇tanf‖L2(∂Ω) + r−10 ‖f‖L2(∂Ω)
}
,
where r0 =diam(Ω) and C depends only on µ, λ, τ , and the Lipschitz character of Ω..
Proof. By dilation we may assume that r0 = 1. The case d = 2 can be handled
by the method of descending, as in the proof of Theorem 7.10.1. We will assume d ≥ 3.
Furthermore, by the approximation argument as well as the argument for the existence of
nontangential limits in the proof of Theorem 7.10.1, it suffices to prove the estimate (7.10.5)
for f ∈ C∞0 (Rd;Rm).
Let {Ωℓ} be a sequence of smooth domains such that Ωℓ ↓ Ω. Let uε,ℓ ∈ H1(Ωℓ;Rm) be
the weak solution of Lε(uε,ℓ) = 0 in Ω with boundary data uε,ℓ = f on ∂Ω. Since Ωℓ and f
are smooth, uε,ℓ ∈ C1(Ωℓ). It follows from Theorem 7.9.6 that
(7.10.6)
‖(∇uε,ℓ)∗‖L2(∂Ωℓ) + ‖(uε,ℓ)∗‖L2(∂Ωℓ)
≤ C {‖f‖H1(∂Ωℓ) + ‖∇uε,ℓ‖L2(Ωℓ) + ‖uε,ℓ‖L2(Ωℓ)}
≤ C ‖f‖H1(∂Ωℓ),
where we have used ‖uε,ℓ‖H1(Ωℓ) ≤ C ‖f‖H1(∂Ωℓ). Hence,
(7.10.7) ‖(∇uε,ℓ)∗‖L2(∂Ω) + ‖(uε,ℓ)∗‖L2(∂Ω) ≤ C ‖f‖H1(∂Ωℓ).
Note that
‖uε,ℓ‖H1(Ω) ≤ ‖uε,ℓ‖H1(Ωℓ) ≤ C ‖f‖H1(∂Ωℓ) ≤ Cf <∞.
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By passing to a subsequence we may assume that uε,ℓ → wε weakly in H1(Ω), as ℓ → ∞.
Clearly, Lε(wε) = 0 in Ω. Since uε,ℓ → wε strongly in L2(Ω), by interior Lipschitz estimates,
uε,ℓ converges to wε uniformly on any compact subset of Ω. This, together with (7.10.7),
implies that
(7.10.8) ‖(∇wε)∗‖L2(∂Ω) + ‖(wε)∗‖L2(∂Ω) ≤ C ‖f‖H1(∂Ω),
by a limiting argument.
Finally, note that the trace operator from H1(Ω;Rm) to L2(∂Ω;Rm) is compact. It
follows that uε,ℓ|∂Ω → wε|∂Ω strongly in L2(∂Ω;Rm), as ℓ → ∞. However, using (7.10.6), it
is not hard to verify that uε,ℓ|∂Ω → f |∂Ω a.e. on ∂Ω. Hence, wε = f on ∂Ω. As a result, by
the uniqueness of the Dirichlet problem, we obtain wε = uε in Ω. In view of (7.10.8) this
completes the proof. 
To handled the L2 Dirichlet problem we first establish two lemmas.
Lemma 7.10.3. Let F ∈ C∞0 (Rd) and
u(x) =
∫
Rd
F (y)
|x− y|d−1 dy.
Let Ω be a bounded Lipschitz domain in Rd, d ≥ 2. Then ‖u‖L2(∂Ω) ≤ C ‖F‖Lp(Rd), where
p = 2d
d+1
and C depends only on the Lipschitz character of Ω.
Proof. By dilation we may assume that diam(Ω) = 1. Choose a vector field h =
(h1, . . . , hd) ∈ C10(Rd;Rd) such that 〈h, n〉 ≥ c0 > 0 on ∂Ω. It follows by the divergence
theorem that
(7.10.9)
c0
∫
∂Ω
|u|2 dσ ≤
∫
∂Ω
〈h, n〉|u|2 dσ
=
∫
Ω
|u|2 div(h) dx+ 2
∫
Ω
u
∂u
∂xi
hi dx.
By Ho¨lder’s inequality this gives
(7.10.10) ‖u‖L2(∂Ω) ≤ C
{
‖u‖Lp′(Ω) + ‖u‖1/2Lp′(Ω)‖∇u‖
1/2
Lp(Ω)
}
.
Note that 1 < p < d and 1
p′
= 1
p
− 1
d
. Thus, by the fractional integral estimates and singular
integral estimates,
‖u‖Lp′(Ω) + ‖∇u‖Lp(Ω) ≤ C ‖F‖Lp(Rd).
which, together with (7.10.10), gives ‖u‖L2(∂Ω) ≤ C ‖F‖Lp(Rd). 
Lemma 7.10.4. Suppose that A ∈ Λ(µ, λ, τ) and A∗ = A. Let Ω be a bounded Lipschitz
domain in Rd, d ≥ 2. Let uε ∈ H1(Ω;Rm) be a weak solution of the Dirichlet problem:
Lε(uε) = 0 in Ω and uε = f on ∂Ω, where f ∈ H1(∂Ω;Rm). Then
(7.10.11)
∫
Ω
|uε|2 dx ≤ C r0
∫
∂Ω
|f |2 dσ,
where r0 = diam(Ω) and C depends only on µ, λ, τ , and the Lipschitz character of Ω.
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Proof. By dilation we may assume that r0 = 1. Choose a ball B of radius 2 such that
Ω ⊂ B. Let Gε(x, y) denote the matrix of Green functions for Lε in 2B. Let F ∈ C∞0 (Ω;Rm)
and
vε(x) =
∫
Ω
Gε(x, y)F (y) dy.
Then vε ∈ C1(2B;Rm) and Lε(vε) = F in Ω. Recall that |Gε(x, y)| ≤ C|x − y|2−d for
d ≥ 3, and |∇xGε(x, y)| ≤ C|x − y|1−d for d ≥ 2. Also, |Gε(x, y)| ≤ C
(
1 +
∣∣ ln |x− y|∣∣) if
d = 2. Hence, by Lemma 7.10.3, ‖vε‖L2(∂Ω) ≤ C ‖F‖L2(Ω) and ‖∇vε‖L2(∂Ω) ≤ C ‖F‖L2(Ω). In
particular, we see that ‖vε‖H1(∂Ω) ≤ C ‖F‖L2(Ω).
Let wε ∈ H1(Ω;Rm) be the weak solution of Lε(wε) = 0 in Ω with wε = vε on ∂Ω. By
Theorem 7.10.2, ∇wε has nontangential limit a.e. on ∂Ω, and
(7.10.12) ‖∇wε‖L2(∂Ω) ≤ C ‖vε‖H1(∂Ω) ≤ C ‖F‖L2(Ω).
Let zε = vε − wε in Ω. Then zε ∈ H10 (Ω;Rm) and Lε(zε) = F in Ω. It follows by the
divergence theorem that
(7.10.13)
∣∣∣∣∫
Ω
uε · F dx
∣∣∣∣ = ∣∣∣∣∫
∂Ω
∂zε
∂νε
· uε dσ
∣∣∣∣
≤ C ∥∥∇zε∥∥L2(∂Ω)‖f‖L2(∂Ω)
≤ C ‖F‖L2(Ω)‖f‖L2(∂Ω).
By duality this gives ‖uε‖L2(Ω) ≤ C ‖f‖L2(∂Ω). 
Theorem 7.10.5 (L2 Dirichlet problem). Let Ω be a bounded Lipschitz domain in Rd,
d ≥ 2. Given f ∈ L2(∂Ω;Rm), there exists a unique uε ∈ C1(Ω;Rm) such that Lε(uε) = 0 in
Ω, uε = f n.t. on ∂Ω, and (uε)
∗ ∈ L2(∂Ω). Moreover, the solution satisfies ‖(uε)∗‖L2(∂Ω) ≤
C ‖f‖L2(∂Ω), where C depends only on µ, λ, τ , and the Lipschitz character of Ω.
Proof. By dilation we may assume that diam(Ω) = 1. The uniqueness follows readily
from Lemma 7.10.4 by choosing a sequence of smooth domains {Ωℓ} such that Ωℓ ↑ Ω.
To establish the existence as well as the nontangential-maximal-function estimate, we first
consider the case d ≥ 3. Choose a sequence of functions {fℓ} in C∞0 (Rd;Rm) such that
fℓ → f in L2(∂Ω;Rm). Let uε,ℓ be the solution to the L2 regularity problem for Lε in Ω with
Dirichlet data fℓ, given by Theorem 7.10.2. By the localized L
2 estimate (7.9.6) we obtain
(7.10.14)
∫
∂Ω
|(uε,ℓ)∗|2 dσ ≤ C
∫
∂Ω
|fℓ|2 dσ + C
∫
Ω
|uε,ℓ|2 dx
≤ C
∫
∂Ω
|fℓ|2 dσ,
where we have used Lemma 7.10.4. Similarly, we have
(7.10.15) ‖(uε,ℓ − uε,k)∗‖L2(∂Ω) ≤ C ‖fℓ − fk‖L2(∂Ω)
for any k, ℓ ≥ 1. By interior Lipschitz estimates this implies that uε,ℓ → uε and ∇uε,ℓ → ∇uε
uniformly on any compact subset of Ω. Clearly, uε ∈ H1loc(Ω;Rm) and Lε(uε) = 0 in Ω. By
232 7. L2 ESTIMATES IN LIPSCHITZ DOMAINS
a limiting argument we may also deduce from (7.10.14) and (7.10.15) that ‖(uε)∗‖L2(∂Ω) ≤
C ‖f‖L2(∂Ω) and
(7.10.16) ‖(uε,ℓ − uε)∗‖L2(∂Ω) ≤ C ‖fℓ − f‖L2(∂Ω).
Next, to show uε = f n.t. on ∂Ω, we observe that
lim sup
x→Q
|uε(x)− f(Q)|
≤ lim sup
x→Q
|uε(x)− uε,ℓ(x)|+ lim sup
x→Q
|uε,ℓ(x)− fℓ(Q)|+ |fℓ(Q)− f(Q)|
≤ (uε − uε,ℓ)∗(Q) + |fℓ(Q)− f(Q)|,
where the limits are taken nontangentially from Ω. This, together with (7.10.16), implies
that uε = f n.t. on ∂Ω.
Finally, we consider the case d = 2. By the approximation argument above, it suffices to
show that if uε is the solution of the L
2 regularity problem for Lε in Ω with f ∈ H1(∂Ω;Rm),
given by Theorem 7.10.2, then ‖(uε)∗‖L2(∂Ω) ≤ C ‖f‖L2(∂Ω). This may be done by the
method of descending. Indeed, consider vε(x1, x2, x3) = uε(x1, x2) in Ω1 = Ω× (0, 1). Since
‖(vε)∗‖L2(∂Ω1) ≤ C ‖vε‖L2(∂Ω1), it follows that
‖(uε)∗‖L2(∂Ω) ≤ C
{‖f‖L2(∂Ω) + ‖uε‖L2(Ω)}
≤ C ‖f‖L2(∂Ω),
where we have used Lemma 7.10.4 for the last inequality. 
Remark 7.10.6. Let A ∈ Λ(µ, λ, τ), A∗ = A, and Ω be a bounded Lipschitz domain.
As in the proof of Theorem 7.6.3, one may construct a matrix of Green functions Gε(x, y) =(
Gαβε (x, y)
)
m×m
for Lε in Ω, where for d ≥ 3,
(7.10.17) Gαβε (x, y) = Γ
αβ
ε (x, y)−W αβε (x, y)
and for each β ∈ {1, . . . , m} and y ∈ Ω, W β(·, y) = (W 1β(·, y), . . . ,Wmβ(·, y)) is the
unique solution of the L2 regularity problem for Lε(uε) = 0 in Ω with Dirichlet data(
Γ1βε (·, y), . . . ,Γmβε (·, y)
)
on ∂Ω. If d = 2, we replace the matrix of fundamental solutions in
(7.10.17) by the matrix of Green functions in a ball B such that Ω ⊂ (1/2)B. Note that
Gε(·, y) = 0 n.t. on ∂Ω and if r < dist(y, ∂Ω)/4,
(7.10.18) M1r(∇xGε(·, y)) ∈ L2(∂Ω),
where the operator M1r is defined in (7.9.2). We claim that if uε is a solution of the L2
Dirichlet problem for Lε(uε) = 0 in Ω, it may be represented by the Poisson integral,
(7.10.19) uε(x) = −
∫
∂Ω
∂
∂νε(y)
{
Gε(y, x)
}
uε(y) dσ(y)
for any x ∈ Ω.
To see (7.10.19), we first assume that uε is a solution of the L
2 regularity problem in Ω.
Let Ωℓ be a sequence of smooth domains such that Ωℓ ↑ Ω. By the Green representation
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formula,
(7.10.20) uε(x) =
∫
∂Ωℓ
Gε(y, x)
∂uε
∂νε
dσ(y)−
∫
∂Ωℓ
∂
∂νε(y)
{
Gε(y, x)
}
uε(y) dσ(y),
where we have used the symmetry condition A∗ = A. Letting ℓ→∞ in (7.10.20) and using
(∇uε)∗ ∈ L2(∂Ω) and the dominated convergence theorem, we see that the first integral in
(7.10.20) converges to zero and the second converges to the right hand side of (7.10.19).
In general, if uε is the solution of the L
2 Dirichlet problem with data f ∈ L2(∂Ω;Rm), we
choose fℓ ∈ C∞0 (Rd;Rm) such that fℓ → f in L2(∂Ω;Rm). Let uε,ℓ be the solution of the
L2 Dirichlet problem in Ω with data fℓ. Then (∇uε,ℓ)∗ ∈ L2(∂Ω) and thus (7.10.19) holds
for uε,ℓ. Since ‖(uε,ℓ − uε)∗‖L2(∂Ω) ≤ C ‖fℓ − f‖L2(∂Ω), it follows that uε,ℓ converges to uε
uniformly on any compact subset of Ω. By letting ℓ → ∞, we may conclude that (7.10.19)
continues to hold for uε.
7.11. Square function and H1/2 estimates
Let Ω be a bounded Lipschitz domain in Rd. For a function u ∈ H1loc(Ω), the square
function S(u) on ∂Ω is defined by
S(u)(x) =
(∫
γ(x)
|∇u(y)|2|y − x|2−d dy
)1/2
for x ∈ ∂Ω, where γ(x) = {y ∈ Ω : |y − x| < (1 + α)dist(x, ∂Ω)} and α = α(Ω) > 1 is
sufficiently large. It is not hard to see that∫
∂Ω
|S(u)|2 dσ ≈
∫
Ω
|∇u(x)|2dist(x, ∂Ω) dx.
In this section we show that solutions to the L2 Dirichlet problem for Lε satisfy uniform
square function estimates and H1/2 estimates.
Theorem 7.11.1. Suppose that A ∈ Λ(µ, λ, τ) and A∗ = A. Let Ω be a bounded Lipschitz
domain and f ∈ L2(∂Ω;Rm). Let uε be the solution of the Dirichlet problem: Lε(uε) = 0 in
Ω and uε = f n.t. on ∂Ω with (uε)
∗ ∈ L2(∂Ω). Then
(7.11.1)
(∫
Ω
|∇uε(x)|2 dist(x, ∂Ω) dx
)1/2
≤ C‖f‖L2(∂Ω),(∫
Ω
∫
Ω
|uε(x)− uε(y)|2
|x− y|d+1 dxdy
)1/2
≤ C‖f‖L2(∂Ω),
where C depends only on µ, λ, τ , and the Lipschitz character of Ω.
Let D be the region above a Lipschitz graph; i.e.,
(7.11.2) D =
{
(x′, xd) ∈ Rd : x′ ∈ Rd−1 and xd > ψ(x′)
}
,
where ψ is a Lipschitz function on Rd−1 such that ψ(0) = 0 and ‖∇ψ‖∞ ≤M0.
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Lemma 7.11.2. Let g ∈ L2(∂D;Rm) and
uε(x) =
∫
∂D
∂
∂yk
{
Γε(x, y)
}
g(y) dσ(y),
where D is given by (7.11.2). Then
(7.11.3)
(∫
D
|∇uε(x)|2 dist(x, ∂D) dx
)1/2
≤ C ‖g‖L2(∂D),
where C depends only on µ, λ, τ , and M0.
Proof. By rescaling we may assume that ε = 1. We first estimate the integral of
|∇u1(x)|2 dist(x, ∂D) on the set
D1 = D + (0, . . . , 1) =
{
(x′, xd) : xd > ψ(x
′) + 1
}
.
This is done by using the asymptotic estimates of ∇x∇yΓ1(x, y) for |x− y| ≥ 1. Indeed, by
Theorem 3.4.7,
|∇x∇yΓ1(x, y)−
(
I +∇χ(x))∇x∇yΓ0(x, y)(I +∇χ∗(y))T | ≤ C ε ln[|x− y|+ 2]|x− y|d+1
for any x, y ∈ Rd and x 6= y, where Γ0(x, y) is the matrix of fundamental solutions for L0.
It follows that
(7.11.4) |∇u1(x)−W (x)| ≤ C
∫
∂D
ln[|x− y|+ 2]
|x− y|d+1 |g(y)| dσ(y),
where W (x) is a finite sum of functions of form
eij(x)
∫
∂D
∂2
∂xi∂xj
{
Γ0(x, y)
}
h(y) dσ(y),
|eij(x)| ≤ C, and |h(y)| ≤ C|g(y)|. Since L0 is a second-order elliptic operator with constant
coefficients, it is known that
(7.11.5)
∫
D
|W (x)|2 dist(x, ∂D) dx ≤ C
∫
∂D
|g|2 dσ
(see e.g. [27]). Let I(x) denote the integral in the RHS of (7.11.4). By the Cauchy inequality,
|I(x)|2 ≤ C ln[dist(x, ∂D) + 2]
[dist(x, ∂D)]2
∫
∂D
ln[|x− y|+ 2]
|x− y|d+1 |g(y)|
2 dσ(y).
This gives
(7.11.6)
∫
D1
|I(x)|2 dist(x, ∂D) dx ≤ C
∫
∂D
|g|2 dσ.
In view of (7.11.5) and (7.11.6) we have proved that∫
D1
|∇u1(x)|2 dist(x, ∂D) dx ≤ ‖g‖2L2(∂D).
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To handle |∇u1| in D \D1, we let
∆r =
{(
x′, ψ(x′)
) ∈ Rd : |x′| < r},
Tr =
{
(x′, xd) ∈ Rd : |x′| < r and ψ(x′) < xd < ψ(x′) + C0r
}
.
We will show that if L1(u) = 0 in the Lipschitz domain T2 and (u)∗ ∈ L2(∂T2), then
(7.11.7)
∫
T1
|∇u(x)|2 |xd − ψ(x′)| dx ≤ C
∫
∆2
|u|2 dσ + C
∫
T2
|u|2 dx,
which is bounded by C
∫
∆2
|(u)∗|2 dσ. By a simple covering argument one may deduce from
(7.11.7) that
(7.11.8)
∫
D\D1
|∇u1(x)|2 dist(x, ∂D) dx ≤ C
∫
∂D
|(u1)∗|2 dσ
≤ C
∫
∂D
|g|2 dσ,
where we have used Theorem 7.3.6 for the last inequality.
Finally, to see (7.11.7), we use the square function estimate for solutions of L1(u) = 0 in
the domain Tr for (3/2) < r < 2,
(7.11.9)
∫
Tr
|∇u(x)|2 dist(x, ∂Tr) dx ≤ C
∫
∂Tr
|u|2 dσ
to obtain
(7.11.10)
∫
T1
|∇u(x)|2 |xd − ψ(x′)| dx ≤ C
∫
∆2
|u|2 dσ + C
∫
∂Tr\∆2
|u|2 dσ.
The estimate (7.11.7) follows by integrating both sides of (7.11.10) in r over the interval
(3/2, 2). We remark that (7.11.9) is a special case of (7.11.1) with ε = 1 and diam(Ω) ≤ C.
Under the conditions that A ∈ Λ(µ, λ, τ) and A∗ = A, the square function estimate (7.11.9)
follows from the double-layer-potential representation obtained in Theorem 7.9.3 for solutions
of the L2 Dirichlet problem for L1, by a T (b)-theorem argument (see e.g. [59, pp.9-11]). This
completes the proof. 
The next lemma shows that for solutions of Lε(uε) = 0 in a Lipschitz domain Ω,
‖uε‖2H1/2(Ω) ≈
{∫
Ω
|∇uε(x)|2 dist(x, ∂Ω) dx+
∫
Ω
|uε(x)|2 dx
}
.
Lemma 7.11.3. Let Ω be a bounded Lipschitz domain with diam(Ω) = 1. Then
(7.11.11) ‖u‖2H1/2(Ω) ≤ C
{∫
Ω
|∇u(x)|2 dist(x, ∂Ω) dx+
∫
Ω
|u(x)|2 dx
}
,
where C depends only on the Lipschitz character of Ω. Moreover, if A ∈ Λ(µ, λ, τ) and
Lε(uε) = 0 in Ω, then
(7.11.12)
∫
Ω
|∇uε(x)|2 dist(x, ∂Ω) dx ≤ C ‖uε‖2H1/2(Ω),
where C depends only on µ, λ, τ , and the Lipschitz character of Ω.
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Proof. We first prove (7.11.11). By a partition of unity we may assume that supp(u) ⊂
B(z, c) ∩ Ω for some z ∈ ∂Ω (it is easy to see that ‖u‖H1(Ω1) is bounded by the RHS of
(7.11.11), if Ω1 ⊂⊂ Ω). By a change of the coordinate system we may further assume that
z = 0 and
Ω ∩ {(x′, xd) : |x′| < 4c and − 4c < xd < 4c}
=
{
(x′, xd) : |x′| < 4c and ψ(x′) < xd < 4c
}
,
where ψ is a Lipschitz function in Rd−1 such that ψ(0) = 0 and ‖∇ψ‖∞ ≤ M0. We will use
the fact that
H1/2(Ω) =
[
L2(Ω), H1(Ω)
]
1/2,2
from real interpolation. Thus, ‖u‖H1/2(Ω) is comparable to the infimum over all functions
f : [0,∞)→ L2(Ω) +H1(Ω) with f(0) = u of
(7.11.13)
(∫ ∞
0
‖t1/2f(t)‖2H1(Ω)
dt
t
)1/2
+
(∫ ∞
0
‖t1/2f ′(t)‖2L2(Ω)
dt
t
)1/2
.
Let f(t) = u(x′, xd + t)θ(t), where θ ∈ C∞0 (R), θ(t) = 1 for |t| ≤ c, and θ(t) = 0 for |t| ≥ 2c.
Clearly, f(0) = u. Also, it is not hard to see that the expression (7.11.13) is bounded by
C
(∫ 2c
0
∫
Ω
{
|∇u(x′, xd + t)|2 + |u(x′, xd + t)|2
}{
|θ(t)|2 + |θ′(t)|2
}
dxdt
)1/2
.
This implies that
‖u‖2H1/2(Ω) ≤ C
∫ 2c
0
∫
|x′|<c
∫ 2c
ψ(x′)
{
|∇u(x′, xd + t)|2 + |u(x′, xd + t)|2
}
dxddx
′dt
≤ C
∫
|x′|<c
∫ 4c
ψ(x′)
{|∇u(x′, xd)|2 + |u(x′, xd)|2} |xd − ψ(x′)| dxddx′
≤ C
{∫
Ω
|∇u(x)|2 dist(x, ∂Ω) dx+
∫
Ω
|u(x)|2 dx
}
.
Next, let uε ∈ H1loc(Ω) be a solution to Lε(uε) = 0 in Ω. To prove (7.11.12), we use the
interior estimate (3.1.2) to obtain
|∇uε(x)| ≤ C
r
(
−
∫
B(x,r/2)
|uε(y)− uε(x)|2 dy
)1/2
≤ Cr d−12
(
−
∫
B(x,r/2)
|uε(y)− uε(x)|2
|y − x|d+1 dy
)1/2
,
where r = dist(x, ∂Ω). It follows that
|∇uε(x)|2 dist(x, ∂Ω) ≤ C
∫
B(x,r/2)
|uε(y)− uε(x)|2
|y − x|d+1 dy
≤ C
∫
Ω
|uε(y)− uε(x)|2
|y − x|d+1 dy.
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Hence, ∫
Ω
|∇uε(x)|2 dist(x, ∂Ω) dx ≤ C
∫
Ω
∫
Ω
|uε(y)− uε(x)|2
|y − x|d+1 dydx
≤ C‖uε‖2H1/2(Ω).

Proof of Theorem 7.11.1. It suffices to show that
(7.11.14)
(∫
Ω
|∇uε(x)|2 dist(x, ∂Ω) dx
)1/2
≤ C ‖f‖L2(∂Ω).
By Lemma 7.11.3 the estimate ‖u‖H1/2(Ω) ≤ C ‖f‖L2(∂Ω) follows from (7.11.14) and the
observation that ‖u‖L2(Ω) ≤ C ‖(u)∗‖L2(∂Ω) ≤ C ‖f‖L2(∂Ω).
By Theorem 7.9.3 the solution uε is given by a double layer potential with a density
function gε and ‖gε‖L2(∂Ω) ≤ C ‖f‖L2(∂Ω). As a result, it suffices to show that the LHS of
(7.11.14) is bounded by C‖g‖L2(∂Ω), if uε is given by
(7.11.15) uε(x) =
∫
∂Ω
∂
∂yk
{
Γε(x, y)
}
g(y) dσ(y)
for some g ∈ L2(∂Ω). Using the estimate |∇x∇yΓε(x, y)| ≤ C|x − y|−d and a partition of
unity, we may further reduce the problem to the estimate
(7.11.16)
∫
Ω∩B(z,cr0)
|∇uε(x)|2 dist(x, ∂Ω) dx ≤ C
∫
∂Ω
|g|2 dσ,
where uε is given by (7.11.15) and supp(g) ⊂ B(z, cr0) ∩ ∂Ω for r0 = diam(Ω) and some
z ∈ ∂Ω. However, the estimate (7.11.16) follows readily from Lemma 7.11.2 by a change of
the coordinate system. This completes the proof. 
We end this section with an error estimate in H1/2.
Theorem 7.11.4. Suppose that A ∈ Λ(µ, λ, τ) and A∗ = A. Let Ω (ε ≥ 0) be a bounded
Lipschitz domain in Rd, d ≥ 2. Let uε be the solution to the Dirichlet problem: Lε(uε) = F
in Ω and uε = f on ∂Ω, where F ∈ L2(Ω;Rd) and f ∈ H1(∂Ω;Rm). Then
(7.11.17) ‖uε − u0 − εχ(x/ε)∇u0‖H1/2(Ω) ≤ Cε‖u0‖H2(Ω),
where C depends only on µ, λ, τ and Ω.
Proof. Let
wε = uε − u0 − εχ(x/ε)∇u0
= w(1)ε + w
(2)
ε ,
where
Lε(w(1)ε ) = Lε(wε) in Ω and w(1)ε = 0 on ∂Ω,
and
Lε(w(2)ε ) = 0 in Ω and w(2)ε = wε on ∂Ω.
By (3.4.14) and the energy estimate,
(7.11.18) ‖w(1)ε ‖H1(Ω) ≤ Cε‖∇2u0‖L2(Ω).
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Note that wε = −χ(x/ε)∇u0 on ∂Ω. Hence, by Theorem 7.11.1,
‖w(2)ε ‖H1/2(Ω) ≤ Cε‖∇u0‖L2(∂Ω),
which, together with (7.11.18), gives
‖wε‖H1/2(Ω) ≤ Cε
{‖∇2u0‖L2(Ω) + ‖∇u0‖L2(∂Ω)}
≤ Cε‖u0‖H2(Ω).

7.12. Notes
The main results in this chapter were proved by C. Kenig and Z. Shen in [55]. In
particular, material in Sections 7.2-7.4, 7.6 - 7.7, and 7.9 are taken from [55]. The treatment
for the large-scale Rellich estimates in Section 7.8, which is different from that in [55], follows
an approach in [75]. The square function estimate in Section 7.11 was proved in [50]. Earlier
work on square function estimates in Lipschitz domains may be found in [24, 27].
There exists an extensive literature on Lp boundary value problems for elliptic equations
and systems in nonsmooth domains. Classical results for Laplace’s equation in Lipschitz
domains, which is presented in Section 7.5 in the case p = 2, may be found in [22, 23, 47,
84, 25]. We refer the reader to [49, 59, 71, 72] for further references. For elliptic operators
with periodic coefficients, the L2 Dirichlet problem in Lipschitz domains for the scale case
(m = 1) was solved by B. Dahlberg, using the method of harmonic measure (unpublished;
a proof may be found in the Appendix of [54]). This extends an earlier work in [10, 9] for
C1,α domains by M. Avellaneda and F. Lin. The well-posedness of the L2 Neumann and
regularity problems in the periodic setting was first obtained by C. Kenig and Z. Shen in
[54] in the case m = 1. In [54, 55] the large-scale Rellich estimates were established by
using integration by parts.
The estimates in (7.0.4) continue to hold for elliptic systems of elasticity. For the L2
Dirichlet problem (7.0.1) and regularity problem (7.0.3), this follows readily from the obser-
vation that the system of elasticity may be rewritten in such a way that the new coefficient
matrix A˜ ∈ Λ(µ, λ, τ) and is symmetric (see the end of Section 1.4). For the L2 Neumann
problem, the results were proved in [36] by J. Geng, L. Song, and Z. Shen.
For the Lp estimates in the periodic setting, the results are known for 1 < p < ∞, if Ω
is C1,α [9, 52]. For a Lipschitz domain Ω, if m = 1 or d = 2, 3, one may establish the Lp
estimate for 2−δ < p <∞ in the case of Dirichlet problem, and for 1 < p < 2+δ in the case
of Neumann and regularity problems. With minor modifications, the method used for the
case of constant coefficients in [25, 26] works equally well in the periodic setting. If m ≥ 2
and d ≥ 4, partial results may be obtained using the approaches in [71, 72].
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