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We introduce a repeater scheme to efficiently distribute multipartite entangled states in a quantum
network with optimal scaling. The scheme allows to generate graph states such as 2D and 3D
cluster states of growing size or GHZ states over arbitrary distances, with a constant overhead per
node/channel that is independent of the distance. The approach is genuine multipartite, and is based
on the measurement-based implementation of multipartite hashing, an entanglement purification
protocol that operates on a large ensemble together with local merging/connection of elementary
building blocks. We analyze the performance of the scheme in a setting where local or global storage
is limited, and compare it to bipartite and hybrid approaches that are based on the distribution of
entangled pairs. We find that the multipartite approach offers a storage advantage, which results in
higher efficiency and better performance in certain parameter regimes. We generalize our approach
to arbitrary network topologies and different target graph states.
I. INTRODUCTION
The distribution of entangled quantum states over
large distances is a central task in quantum information
processing. Initial studies have focused on point-to-point
communication between a sender and a single receiver,
where quantum repeaters [1–10] have been developed to
enable long-distance quantum communication over noisy
channels in the presence of imperfect local control opera-
tions. Recent experimental developments, together with
the promise of exciting applications of quantum technol-
ogy, make large-scale networks or even a full-scale quan-
tum internet a viable possibility. In such networks, not
only the distribution of Bell states –which might be used
for quantum communication between two parties via tele-
portation [11], or for quantum key distribution [12, 13]–
is of relevance, but also the generation of multipartite
entangled states shared among several nodes of the net-
work. This opens the way for applications such as secret
voting and secret sharing [14], conference key agreement
[15–17], clock synchronization [18], or distributed quan-
tum computation [19].
One important aspect in such quantum networks is effi-
ciency - i.e. the required overhead for distributing entan-
gled states shared between the communication partners.
While a direct communication over noisy and lossy chan-
nels suffers from exponentially growing overheads with
the distance (and hence small rates per channel usage),
quantum repeater schemes (see e.g. [1–7]) or transmission
of encoded information [8–10] allow for an efficient gener-
ation of bipartite entangled states between two commu-
nication partners with overheads that scale polynomially
or polylogarithmically with the distance.
Similar schemes have been proposed for the direct dis-
tribution of multipartite entangled states [20, 21], while
in [22] a quantum repeater scheme that is based on the us-
age of multipartite states that are connected and purified
was introduced. While such schemes are in principle ef-
ficient, overheads significantly increase with the distance
and rates are hence limited.
In [23] a solution to this problem was proposed, where
a quantum repeater scheme based on hashing –a de-
terministic entanglement purification protocol that op-
erates on a large ensemble— is used to establish long-
distance quantum communication between a sender and
a receiver with overheads per channel that do not grow
with the distance. A key element in this approach is the
measurement-based implementation of purification and
connection processes [24].
Here, we introduce a similar scheme for the direct
distribution of multipartite entangled states in a long-
distance quantum network. Our scheme is capable of gen-
erating high-fidelity multipartite entangled target states
shared between different nodes of the network with a con-
stant overhead per channel, which is independent of the
distance. To this aim, we combine the idea of so-called
2D quantum repeaters [22] (or multipartite network re-
peaters) with the new type of repeaters based on hashing
[23] in a multipartite setting. We analyze finite-size mul-
tipartite hashing schemes [25–27] which are a central el-
ement in our approach, and provide lower bounds on the
global output fidelity of these entanglement purification
protocols in terms of the number of input copies, initial
fidelities and noise levels on the resource states of the
measurement-based implementation. We illustrate the
overall approach for the generation of 2D and 3D cluster
states of growing size in the network, and also discuss the
distribution of three-party GHZ states. However, the ap-
proach is not limited to regular networks, but can easily
be adapted to other network topologies and different tar-
get states. Note, however, that the schemes we propose
are not optimized for a near-term implementation with a
very small number of resources, but require the storage
and processing of a few hundred copies or more. In turn
we obtain an efficient, scalable scheme that allows for
the transmission of big quantum data in an intrinsically
multipartite way.
We also discuss alternative schemes based on pair-
wise generation of entangled states, which are subse-
quently combined to form the desired multipartite tar-
get state (scheme B), and a hybrid approach that makes
use of bipartite and multipartite elements (scheme C).
We compare these three approaches, and develop opti-
mized strategies to minimize the storage requirements of
stations in the network. We also introduce and discuss
variants of the multipartite protocol that use elementary
building blocks of different size and shape (scheme A).
The multipartite approach (A) offers an advantage over
bipartite and hybrid approaches in this respect, as the
storage requirements per repeater or network node are
smaller. We analyze the performance of the different
schemes with respect to reachable fidelities and obtain-
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2able number of output copies.
To this aim we concentrate on a scenario where the
available quantum memory is limited. This is of practi-
cal relevance in a future quantum network. We consider
the case where the overall storage capacity in the net-
work is bounded, as well as a scenario where each node
in the network has a quantum memory of the same (lim-
ited) size. In both cases, we identify parameter regimes
(reachable target fidelity, channel noise and errors in re-
source states) where scheme (A) is superior to (B) and
(C). We also remark that the hybrid approach (C) per-
forms well in certain settings, and can even be more effi-
cient than the multipartite approach. However, in partic-
ular in three-dimensional networks the storage advantage
of the multipartite approach dominates.
The paper is organized as follows. In Sec. II we sum-
marize basic concepts and required methods. We briefly
review graph states and 2D repeater schemes, as well as
the measurement-based implementation of repeater el-
ements. We also discuss multipartite hashing schemes
and analyze their performance for finite number of input
states. In Sec. III we define the problem setting and
introduce different schemes to generate long-distance en-
tangled states in the network using (A) an intrinsic mul-
tipartite approach, (B) a bipartite approach based on the
distribution of entangled pairs and (C) a hybrid approach
with bipartite and multipartite elements. In particular,
we compare the different schemes in scenarios where the
size of quantum memory is limited in Sec. IV. In Sec.
IV A we consider three-party GHZ states with growing
distance. In Sec. IV B 1 we discuss explicit ways to effi-
ciently obtain cluster states of growing size in networks
with a 2D and 3D geometry and analyse them in a sce-
nario where (i) the local memory per network node or
(ii) the total memory is limited in Sec. IV B 2 and IV B 3
respectively. In case of (ii) memory can be freely dis-
tributed among nodes to optimize performance. Further-
more, we discuss an additional scenario that starts from
only Bell pairs distributed between neighboring parties in
Sec. IV B 4. We provide a generalization of our approach
to arbitrary network topologies and different kinds of tar-
get states in Sec. V, and summarize and conclude in Sec
VI.
II. CONCEPTS
A. Long-distance entangled states and quantum
repeaters
In this paper we focus on the generation of long-
distance entangled states. For bipartite entangled states,
such as Bell-pairs, this problem is addressed via quantum
repeaters. Quantum repeaters were originally designed to
establish Bell states over large distances in the presence of
imperfections. There are various different architectures,
in particular the approach based on quantum error cor-
rection [8] and the one based on iterative entanglement
purification and swapping [1]. In [3] and [28] the need
for two-way communication in the original entanglement-
based quantum repeater [1] was removed. In all these
approaches the local resources grow polylogarithmically
or polynomially with the distance.
The problem of creating graph states in quantum net-
works was adressed in [21, 29–31]. In particular, the work
of [21] shows how to generate long-distance graph states
by generalizing the concept of quantum repeaters to mul-
tipartite entangled states. In [29] different techniques
were proposed for establishing small-scale graph states
where clients need to merge small scale GHZ states for es-
tablishing the target graph states. Finally, [30] proposes
a recursive architecture for quantum repeater networks,
with the aim of creating arbitrary graph states between
its clients, while [31] introduces a modular architecture
that relies on quantum network devices to fullfil arbitrary
graph state requests.
In [22] a generalization of the 1998 quantum repeater
protocol [1] to multipartite states like GHZ or cluster
states, was proposed. It is based on the preparation of
elementary multipartite states, which are generated over
short distances. Subsequently these states are purified
via recurrence protocols. Then they are connected via
measurements, similar to entanglement swapping, in or-
der to obtain the desired multipartite state over a larger
distance. This process is then iterated. The 2D quantum
repeater shares the polynomial scaling of resources with
the original quantum repeater scheme. There is also a
variant of the 2D quantum repeater, where one does not
aim at preparing a multipartite state of fixed size (num-
ber of parties) but rather tries to let the number of parties
grow with the distance [22]. A major insight of [22] was
that there are parameter regimes for the noise in which a
truly multipartite quantum repeater approach performs
better than a bipartite approach (where one would first
establish long-distance Bell pairs which are then used to
create the desired multipartite state).
B. Measurement-based implementation
Measurement-based quantum computation [32–34] is
a scheme for quantum computing which is based on
adaptive single qubit measurements on a resource state.
A prominent resource state for universal measurement-
based quantum computing is the 2D cluster state [33].
The read-in of an unknown input state can be achieved
via Bell measurements, similar to teleportation [11]. Cir-
cuits which contain only Clifford gates and Pauli mea-
surements can be implemented on resource states which
contain only input and output qubits and no interme-
diate qubits. The map described by the circuit is per-
formed solely by the Bell measurements at the read-in.
Many quantum error correcting codes and entanglement
purification protocols have this property.
C. Quantum repeater based on hashing
In [23] a new quantum repeater scheme based on hash-
ing [35] with superior scaling was introduced. The hash-
ing protocol for bipartite entanglement purification op-
erates on a large number of Bell pairs and outputs m =
n(1−S) perfect Bell pairs in the asymptotic limit. Here,
n denotes the number of input pairs and S their entropy.
The protocol has a non-zero yield (ratio of output and
input pairs in the asymptotic limit) in contrast to re-
3FIG. 1. Illustration of the measurement-based implemen-
tation of the bipartite quantum repeater based on hashing.
The initial Bell pairs (blue) are distributed to the neighbor-
ing stations and each station prepares a resource state with
input (red) and output qubits (black). Note that local noise
on the resource states (orange stars) can be shifted to the in-
put states, but noise on the output qubits (blue stars) will
still act on the output of the protocol.
currence protocols [36, 37], where the yield vanishes. In
the novel quantum repeater protocol, the nested levels of
entanglement purification and swapping are replaced by
a single, combined step of entanglement purification via
the hashing protocol [35] and simultaneous swapping of
all pairs. This setup is depicted in Fig. 1. In this way
the scaling of the local resources per transmitted qubit
is reduced from polynomial to constant. We remark that
there are no nested repeater levels in this scheme as the
whole scheme is implemented in a single step.
D. Graph states and the graph state basis
Graph states are a special subset of quantum states
that are associated with mathematical graphs. A graph
G = (V,E) consists of N vertices V and edges E and the
corresponding graph state |G〉 is given by:
|G〉 =
∏
{a,b}∈E
UabCZ |+〉⊗N (1)
with UabCZ = |0〉〈0|(a) ⊗ 1(b) + |1〉〈1|(a) ⊗ Z(b), the con-
trolled phase gate acting on qubits a and b, and |+〉 =
1/
√
2(|0〉+ |1〉). We call a graph state k-colorable if k is
the smallest number of colors needed to color each vertex
in its associated graph such that no two vertices of the
same color are connected by an edge.
The graph state basis is an orthonormal basis that is
defined with respect to a certain graph G:
|µ〉G =
∏
j∈V
(
Z(j)
)µj |G〉 (2)
where µ = (µ1, µ2, . . . , µN ) ∈ {0, 1}N .
For the purpose of this work we concern ourselves with
states diagonal in the graph state basis, which we write
as:
ρ =
∑
µ
λµ |µ〉G〈µ| (3)
This diagonal form can always be achieved by depolar-
ization.
1. Connecting graph states
In this work we will often mention connection opera-
tions to connect graph states. We employ two different
connection operations, one where two qubits are merged
into one, and one where both connection qubits are pro-
jected out.
For the first method one takes two qubits a and b,
which correspond to vertices of the graph states that
we want to connect, and applies the CNOT operation
CNOTa→b = |0〉〈0|(a) ⊗ 1(b) + |1〉〈1|(a) ⊗X(b) with qubit
a as the source and qubit b as the target, followed by a
Z-measurement on qubit b. The resulting state is a graph
state (up to local Clifford corrections) that corresponds
to a graph without vertex b and the neighborhood N ′a
(i.e. all vertices connected to a with an edge) of vertex a
is now given by Na
⋃
Nb −Na
⋂
Nb.
The second kind of connection operation works in a
similar fashion. But first one needs to transform the ini-
tial graph states by applying the local complementation
operation τ (see e.g. [38]) on both qubits a and b, which
are initially not connected by an edge. Then, just as be-
fore, one applies CNOTa→b followed by measuring qubit
b in the Z-basis. Finally, one measures qubit a in the Y
basis. The resulting state is, again, a graph state that
corresonds (up to local Clifford corrections) to a graph
with vertices a and b removed and changed edges accord-
ing to: N ′i = Ni
⋃
Nb−Ni
⋂
Nb for all i that were initially
in Na and N
′
j = Nj
⋃
Na − Nj
⋂
Na for all j in Nb. In
this work we only use this second connection operation
in the context of GHZ states as depicted in Fig. 7, where
its effect can be understood as mapping two n-qubit GHZ
states to a state that is local Clifford-equivalent to a GHZ
state with (2n− 2) qubits.
See [38] for a detailed summary on the properties of
graph states and how noise and other transformations
acting on graph states can be described.
E. Noise model
We model noise via local depolarizing noise (LDN),
which is given by the map D and acts on a qubit with
density matrix ρ in the following way:
D(q)ρ = qρ+ 1− q
4
(ρ+XρX + Y ρY + ZρZ) . (4)
Here the error parameter q ∈ [0, 1] describes the strength
of the noise, q = 1 corresponds to no noise and q = 0
to complete depolarization and X,Y, Z refer to the usual
Pauli matrices. It should be noted that LDN can be
interpreted as a worst case estimate for local noise [39].
We describe the noise that occured during the initial
distribution of the state, for example by sending them
through noisy quantum channels, by LDN with error pa-
rameter q acting on all qubits independently, e.g. a noisy
graph state is described by
n∏
i=1
Di(q) |G〉 〈G| , (5)
where the subindex refers to the qubit on which Di acts
on.
The second source of noise we consider is the imperfec-
tions of the resource states we use for the measurement
based implementation of our schemes. We describe the
noise on the resource states, which are generated locally
4at each party, by LDN with a different error parameter p
acting on all qubits of the resource state.
An important property of LDN is that its location can
be exchanged if it is followed by a Bell projection [40],
i.e.,
P1,2D1(q)ρ = P1,2D2(q)ρ, (6)
where ρ is some density matrix and P1,2 denotes a projec-
tor on one of the four Bell states, acting on qubits 1 and
2. The noise on the input qubits of the resource states
can thus be (formally) shifted to the input states instead
(see Fig. 1).
This allows one to interprete a noisy, measurement-
based implementation of an entanglement purification
protocol or a quantum repeater as additional noise acting
on the input states followed by the perfect protocol and
noise on the output qubits. This is due to the fact that
the resource states for such protocols have only input and
output qubits (see above) and the processing of the in-
put states is performed via Bell measurements. For more
details see [40].
F. Multipartite quantum hashing protocol
Quantum hashing protocols [25, 26, 35, 41–45] are a
type of entanglement purification protocol. They are
based on the quantum analogon of the noiseless coding
theorem [46, 47] and rely on the fact that it is expo-
nentially likely that the input states are in a so-called
likely subspace. One notable feature of the hashing pro-
tocols is that, unlike recursive entanglement purifica-
tion approaches (e.g. [36, 37]), they can determinis-
tically provide a non-zero asymptotic yield. Unfortu-
nately due to the nature of operations required, a gate-
based implementation cannot tolerate any imperfections
in the operations. However, recently it was shown that a
measurement-based implementation makes hashing pro-
tocols practical in the presence of imperfections [24].
The multipartite quantum hashing protocol that we
utilize in this work is described in [25, 26] and works
for graph states. The most prominent difference to the
bipartite case is that to purify a k-colorable graph state
one separate subprotocol for each color is necessary to
obtain all the necessary information [26].
We will briefly describe the basic mechanisms of the
bipartite hashing protocol and discuss how the multipar-
tite hashing protocol differs from the bipartite case and
what challenges arise from them. See Appendix A for
additional details on estimating fidelities.
The bipartite protocol that we consider here [35]
roughly works as follows: Starting from n input copies
of a noisy Bell state ρ with sufficiently high fidelity with
respect to the desired Bell state |Φ+〉, we want to ex-
tract m copies of the perfect |Φ+〉 state. First, the pos-
sible Bell states are encoded as ai = 00, 01, 10, 11 for
|Φ+〉 , |Ψ+〉 , |Φ−〉 , |Ψ−〉 respectively and the coefficients
of ρ⊗n can be interpreted as probabilities of being in a
state corresponding to a bitstring a˜ = a1a2 . . . an. Now
one proceeds to measure random subset parities to de-
termine the string a˜ by applying bilateral CNOT oper-
ations and measuring out some of the copies. This ap-
proach works because one does not have to consider all
possible strings a˜. Since it is exponentially likely that
a˜ will lie in the likely subspace, one only needs to dif-
ferentiate between those strings. It is possible to obtain
m = n(1−S(ρ)− 2δ) output copies this way, where S(ρ)
is the von Neumann entropy of ρ and δ > 0 is allowed to
approach 0 as n tends to infinity. For n → ∞ one can
deterministically obtain a yield of Y = m/n = 1− S(ρ).
For finite n however, there is a chance that the bitstring a˜
either falls outside of the likely subspace or cannot be suc-
cessfully distinguished from other bitstrings in the likely
subspace. This case is especially relevant for this work
as we want to consider scenarios with limited storage ca-
pacities, i.e. small n. One can find a lower bound for
the success probability [23, 27], which leads directly to
a lower bound f(a, n, δ) for the global fidelity, i.e. the
overlap of the output pairs with |Φ+〉⊗m. While δ can be
chosen freely in this context, it is important to consider
that δ is directly connected to the number of output pairs
m.
For the multipartite protocol [25, 26] one can enu-
merate the states in the graph state basis (see (2)) in
a similar way as with the different Bell states previ-
ously. However, the main limitation one faces is that
arbitrary substring-parities cannot be extracted via local
measurements, which is why it is necessary to consider
one separate bitstring for each vertex in the graph, e.g.
a(k) = a
(k)
1 . . . a
(k)
n for the k-th vertex. Information about
all bitstrings corresponding to one color can be extracted
simultaneously, which is why one subprotocol per color is
sufficient. The relevant entropy for a(k) is the entropy of
the k-th bit in the graph state basis vector:
Sk = S(a
(k)) = −λk,0 log2 λk,0 − λk,1 log2 λk,1 (7)
where λk,i =
∑
µj 6=k λµ1...µk−1iµk+1...µN is the probability
that the k-th bit in the graph state basis vector µ equals
i. The whole protocol can only be considered success-
ful if all the separate bitstrings are identified correctly,
therefore we obtain a lower bound for the overall fidelity∏
k f(a
(k), δk). For two-colorable graph states the asymp-
totic yield is given by Y = limn→∞m/n = 1− SA − SB ,
where SA = maxk∈A Sk and SB = maxk∈B Sk for vertices
in colors A and B, respectively.
III. SCHEMES TO ESTABLISH MULTIPARTITE
STATES IN A QUANTUM NETWORK
We consider a quantum network, i.e. a set of spa-
tially separated parties that are connected via quantum
channels. The parties are equipped with storage devices
(quantum memory), and are capable to manipulate their
stored states. We assume that the transmission between
parties takes place via a noisy quantum channel with er-
ror parameter q, while the local manipulation is done
in a measurement-based way. There, we assume noisy
resource states with local noise per qubit specified by er-
ror parameter p. The goal is to establish multipartite
entangled states, specifically some graph states, shared
between all (or some of the) parties. We will consider
this problem in different settings: First, when storage is
unlimited and we are interested in scaling of resources
and overhead only. Second, in a scenario where storage
is limited (either in total, or at each station).
5The schemes we propose here are capable to establish
multiple copies of graph states over arbitrary distance,
with an optimal scaling. The overhead per transmitted
state is only constant. In this sense, our schemes are
a generalization of the 1D repeater scheme of Ref. [23]
that allows one to establish Bell pairs between two dis-
tant parties to arbitrary target states and network ge-
ometries. The key element of our scheme is the genera-
tion of elementary building blocks, which are then pu-
rified via hashing, and merged or connected. In con-
trast to recurrence-based repeater schemes, no nesting
or repeater levels —which lead to polynomial or poly-
logarithmical scaling of resources with the distance— are
required. The fast convergence of the hashing protocol
to maximally entangled states allows one to connect or
merge all elementary building blocks in a single step, and
obtain multiple copies with an overhead per transmitted
qubit that is constant.
These elementary building blocks could be Bell pairs
shared between neighboring parties, or also multi-party
states such as GHZ or cluster states. The crucial ob-
servation here is that the aforementioned properties of
the hashing purification protocol for Bell-pairs, i.e. finite
yield and exponentially fast convergence towards unit fi-
delity, also hold for the multipartite hashing protocol.
Hence these states can be merged or connected in an
arbitrary way. In the following we describe the three
schemes for purifiying multipartite graph states as out-
lined in Sec. I. All schemes have in common that their
ultimate goal is to obtain a fixed multipartite entangled
state after their completion, for example a 3-party GHZ
state shared between distant parties, or a cluster state
shared between all parties of the network. The schemes
differ in the elementary building blocks, i.e. whether they
work with multipartite entangled states (scheme A), or
with bipartite entangled states (schemes B and C). In
addition, the purely bipartite scheme (B) performs pu-
rification and merging/connection in two separate steps,
while in schemes A and C these two steps are performed
simultaneously in a measurement-based implementation.
This is in fact crucial to obtain a scalable scheme. At
intermediate stations the perfect hashing plus connec-
tion/merging is performed on a slightly noisier input
state, and no additional errors are introduced as there
are no output particles. In contrast, when performing
hashing and connection/merging in two steps, additional
noise on output states is introduced, and leads to a (ex-
ponentially) vanishing fidelity when combining multiple
elementary building blocks. The schemes also differ in
their storage requirements, as storing a multipartite state
requires less memory than the storage of Bell pairs shared
between different parties.
A. Scheme A
In scheme A the stations of the network share several
copies of a noisy multipartite entangled state with neigh-
bouring stations. Furthermore, each station prepares a
resource state for the measurement-based implementa-
tion of the hashing protocol for two-colorable graph states
(end nodes), or hashing followed by state merging or state
connection at intermediate nodes. Each station of the
network now couples the copies of the multipartite en-
tangled state to the resource state via Bell-measurements,
thereby purifying the states (see Fig. 2a), and merging
or connecting the output states. As long as the initial fi-
delity (and fidelity of resource states) is sufficiently large,
the protocol deterministically generates several copies of
multipartite entangled target states.
B. Scheme B
In contrast to scheme A all neighbouring stations share
impure Bell-pairs in scheme B. This scheme comprises
the following steps: First, each station prepares several
copies (one for each neighbouring station) of the resource
state for the measurement-based implementation of the
hashing protocol for Bell-pairs. Next, each station cou-
ples the resource states to the impure Bell-pairs via Bell-
measurements, thereby performing the hashing protocol.
Assuming the initial fidelity is sufficiently high, one ob-
tains fewer, but purified copies of Bell-pairs. Finally,
depending on the multipartite target state, the stations
merge or connect the purified Bell-pairs to obtain copies
of the multipartite state (see Fig. 2b). This is done in
a separate step that requires an additional resource state
for the measurement-based connection of the Bell-pairs.
Observe that noise will act in this scenario at two steps:
noise from the hashing protocol, and noise from the merg-
ing operation. In addition, one needs to store qubits cor-
responding to Bell states shared between all neighboring
parties instead, which leads to a larger storage require-
ment for this scheme.
C. Scheme C
Finally we discuss scheme C, which is a combination
of the bipartite and multipartite approach. In particular,
we can obtain a combined resource state for both the bi-
partite hashing protocol and the merging or connection
operation applied afterwards. This state can be readily
obtained by virtually combining the two resource states
via Bell-measurements. This leads to a smaller resource
state which performs both tasks within a single step (see
Fig. 2c). This has the advantage that noise from im-
perfect resource states will act only once, in contrast to
scheme B where noise will act on the output of the pu-
rification protocol twice. Note that the architecture has
to be flexible enough to generate different resource states
depending on the desired graph state to profit from this
advantage in general. The scheme however works with
initial Bell pairs as input states, and hence has the same
memory disadvantage as scheme B when compared to the
truly multipartite scheme A.
D. Scaling of schemes
We now discuss the scaling of the local resources of
the different schemes. We are interested in the scaling
with the distance of the number of qubits which need
to be stored/processed at each repeater station in order
to obtain a target state with a fidelity exceeding a fixed
6(a) Scheme A (b) Scheme B (c) Scheme C
FIG. 2. The figure depicts the different schemes we consider. (a) Starting with multiple copies of a multipartite state (GHZ
states in this example) each station implements the multipartite hashing protocol (marked by the orange box) in a measurement-
based way to obtain fewer copies of that state with higher fidelity. (b) Before the protocol neighboring stations share several
copies of Bell pairs. The stations implement the bipartite hashing protocol (orange boxes) in a measurement-based way to
obtain purified Bell pairs. Then, in a separate step, the stations prepare another resource state for merging the Bell-pairs
(blue box) into the desired multipartite state. (c) The neighboring stations share, like in scheme B, several copies of noisy Bell
pairs. Each station performs the measurement based implementation of the multipartite hashing protocol (orange boxes) or the
hashing protocol combined with the merging operation (purple box) where connections are needed.
value. For the fidelity we choose the global, private fi-
delity Fgp, which is the fidelity of the ensemble of output
target states prior to the action of the noise on the output
qubits of the resource states relative to the desired tensor
product of target states (for more details see [23, 27]).
From this one can already see that scheme B is not scal-
able because for any non-zero value of noise one obtains
Bell pairs with non-unit fidelity. These pairs are then
further processed and the fidelity will drop similar to the
case of swapping imperfect Bell pairs. The situation is
different for scheme A and C, where the purification of
elementary states and their further processing (merging)
are executed in a single, simultaneous step. Here, a lower
bound on the global, private fidelity Fgp can be obtained
from the probability that all hashing protocols in the en-
tire quantum repeater protocol succeed simultaneously.
For a quantum repeater where N states are merged one
obtains
Fgp ≥ (1− αexp(−βnδ2))N ≈ 1−Nαexp(−βnδ2) (8)
for a sufficiently large number n. Here n is the num-
ber of input states of the hashing protocol and α and
β depend on properties of the input states and certain
choices within the hashing protocol. For more details see
Appendix A. One can ensure that Fgp is close to one, i.e.,
Fgp ≥ 1− by choosing n such that Nαexp(−βn1/2) < .
This shows that one has to choose the number of input
states according to N (which is usually related to the
distance) and the desired fidelity. For larger values of
N one will require (logarithmically) larger values of n.
Note, however, that this will also lead to a larger number
of output states m. Thus the overhead, i.e. the ratio
n
m , becomes constant for large n, which is the optimal
scaling.
We emphasize that this result is in contrast to previous
schemes based on recurrence protocols that have polyno-
mially or polylogarithmically scaling overheads.
IV. APPLICATION TO A LIMITED STORAGE
SCENARIO
Here, we address a setting with memory restrictions,
which are crucial to consider for practical implementa-
tions. In particular, we consider a situation where the
memory sizes of the intermediate repeater stations are
limited. This implies that an efficient strategy for mem-
ory usage and consumption needs to be applied to obtain
the target state with highest possible fidelity. Due to the
nature of the hashing protocols, the estimated fidelities
with a limited amount of input copies are only bounds
(see Appendix A).
In Sec. IV A we investigate the application of the mul-
tipartite hashing protocol to GHZ states and discuss the
distribution of a 3-qubit GHZ state over long distances.
Then, in Sec. IV B, we investigate multiple scenarios of
generating two-dimensional and three-dimensional clus-
ter states from smaller building blocks. Since the mem-
ory usage is of utmost importance, we identify building
blocks for cluster states that need to store as few qubits
as possible in section IV B 1.
A. 3-qubit GHZ state
To begin the comparison between multipartite and bi-
partite approaches, we investigate the application of the
multipartite hashing protocol to the 3-qubit GHZ state.
The GHZ state is a truly multipartite entangled state
and furthermore it is local-Clifford equivalent to a two-
colorable graph state (see Fig. 2a), which allows the di-
rect application of the hashing protocol for graph states.
The GHZ state makes for an interesting graph state to
analyze not only because of its simplicity but it is also
at the core of the GHZ based two-dimensional repeater
scheme of [22]. First, we take a look at input states for
which each qubit has been affected by local depolarizing
noise with parameter q. This corresponds e.g. to a situa-
tion where a perfect GHZ or Bell pair is generated locally
by some source, and the states are distributed via noisy
channels to the parties that are involved in the protocol.
Even in this simple model the storage advantage of
employing a multipartite approach becomes apparent.
When relying only on Bell pairs (scheme B), the station,
where the Bell pairs are connected to obtain the final
GHZ state, needs to store twice as many qubits. This
means that for each separate bipartite hashing protocol
between the different parties only half as many copies
(when compared to scheme A) of Bell states will be avail-
able if the storage capacity of the stations is limited.
70 250 500 750
storage at central station
0.0
0.2
0.4
0.6
0.8
1.0
lo
we
r b
ou
nd
 o
n 
Fi
de
lit
y
multipartite (A)
hybrid (C)
fully bipartite (B)
FIG. 3. Reachable fidelities for a 3-qubit GHZ state for
bipartite and multipartite n → 1 hashing protocols with q =
0.98 local depolarizing noise per qubit on the input states.
However, for this particular case the storage advantage is
not sufficient for the multipartite approach to obtain bet-
ter fidelities when using the hashing protocol as a n→ 1
protocol, which is done by choosing δA and δB such that
the number of output copies m = 1. [48]. These results
are depicted in Fig. 3 for a fixed choice of q = 0.98.
When considering imperfect resource states, we can see
an interesting development depending on whether the bi-
partite approach is given the information of what the
target state is before building the resource states (scheme
C), see Fig. 4. If the bipartite approach is not able to
adapt to different output states (scheme B), the states
will need to be connected afterwards, which exposes them
to additional noise. Therefore, the qubits at the station
connected to the two other parties will be affected by
additional noise after the purification has taken place.
If this step is also implemented in a measurement-based
way, the additional noise takes the form of the imperfec-
tions in the extra resource state that needs to be created
to perform the connection. In Fig. 4 it is obvious that
the reachable fidelity of such a bipartite approach that
is oblivious to the final use of their purified states has a
smaller reachable fidelity than the multipartite approach.
If the bipartite approach is allowed to use custom resource
states that implement the bipartite hashing protocol as
well as the connection operation, which we called scheme
C, then the bipartite approach is superior for this case.
1. Restricted error model
We consider a restricted error model for the graph state
version of the GHZ state and n→ 1 protocols. The main
reason why the multipartite approach performs worse is
that a separate protocol is needed for each of the two
colors, which the small storage advantage in this scenario
is not able to overcome. Now, we look at a situation
where the noise only affects one color, namely only Z-
noise acting on the outer two qubits (the qubits at the
dangling ends on the right in Fig. 2a). This situation
could e.g. arise when distributing two qubits of a locally
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FIG. 4. Reachable fidelities for a 3-qubit GHZ state with
imperfect resource states for n → 1 hashing protocols. The
initial states are affected by local depolarizing noise with error
parameter q = 0.99 and the resource state with error param-
eter p = 0.98.
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FIG. 5. Reachable fidelity of a 3-qubit GHZ state for n→ 1
hashing protocols, where the initial states are only effected by
Z-noise with error parameter q = 0.98 on the outer qubits.
This avoids the requirement to use a second subprotocol for
the multipartite protocol.
generated GHZ state via a noisy channel where dephasing
is predominant, and the channel can be described by a
phase-flip channel.
In this case the second protocol is not needed and the
storage advantage immediately translates to higher reach-
able fidelities as shown in Fig. 5.
However, if there is an additional, small amount of X-
noise, also only acting on the outer qubits, it becomes
mandatory to use the second subprotocol. We describe
the action of the noisy channel by:
Eρ = (1− 0.02001)ρ+ 10−5XρX + 0.02ZρZ (9)
In this case with very asymmetric noise, it is important
to distribute the additional input states that we have
available in a n → 1 protocol appropriately among the
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FIG. 6. Reachable fidelity of a 3-qubit GHZ state, where
the outer qubits of the intial states are effected by very biased
noise with 2% Z-noise and 10−3% X-noise . For very asym-
metric noise optimizing how the additional input copies are
distributed can significantly improve performance.
FIG. 7. 2D setup for distributing a long-distance GHZ state
on a triangular network using a scheme based on multpartite
building blocks. The stations (signified by the orange boxes)
implement the multipartite hashing protocol and merge the
states in one step in a measurement-based way.
subprotocols, i.e. choosing the same δ for both subpro-
tocols (i.e. δA = δB) is a bad choice in this case. Fig. 6
illustrates that in such a situation some of the advantage
of the multipartite approach (A) still remains. It high-
lights in particular that much can be gained by optimizing
the distribution of the leftover copies, i.e. the choice of δA
and δB for the different subprotocols. For local depolar-
izing noise, which is symmetric, the improvement gained
by the optimization is negligible.
2. Long-distance GHZ on triangular network
One way we can use the multipartite hashing repeater
scheme is for distributing an entangled state over long dis-
tances. Exemplary we look at distributing a long-distance
GHZ state with repeater stations arranged on a triangu-
lar grid as depicted in Fig. 7, similar to the setup in
[22].
While using the measurement-based implementation,
which combines hashing and connecting the resulting
states into a single step, asymptotically provides a scal-
able and deterministic protocol, in contrast to [22] we
cannot make use of the error detection process from us-
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FIG. 8. Comparing the reachable fidelities of n→ 1 protocols
for the multipartite scheme and the fully bipartite scheme for
different numbers of repeater levels with a storage capacity
of 1600 qubits at each repeater station. The inital states are
affected by local depolarizing noise with error parameter q =
0.99 and the resource states with error parameter p = 0.98 on
each qubit.
ing additional information gained at intermediate steps.
Also, as we consider a scenario with limited storage and
therefore the high amount of GHZ states used leads to
a fidelity estimate by F 3
k
GHZ where k = log2 L of the de-
sired length L in multiples of the elementary distance
between stations on the triangular grid. In the bipartite
(B) and hybrid (C) case one obtains F 2
k+1
bip , which makes
it clear that the advantage the multipartite approach (A)
might have at small distances does not scale well for long
distances. In Fig. 8 one can see that the multipartite
advantage is relevant for a short distances, but loses its
advantage at longer distances.
B. Cluster state
Rather than distributing the same state over longer
and longer distances, one can also consider a setup where
the goal is to generate a state with a growing number of
parties. To illustrate this mode of operation we consider
building up large 2D and 3D cluster states from smaller
building blocks.
1. Building blocks for cluster states
In this section we present an approach for creating a 2D
cluster state by merging smaller building blocks. We will
arrive at two classes of building blocks, which we term
windmill and shifter grid. They have in common that
they reduce the required local storage capacity by a factor
of two as compared to a strategy based on entangled pairs
only.
Let us start with a grid of Bell pairs as shown in Fig.
9a. If all stations merge their respective qubits we ob-
tain a cluster state, which corresponds to the bipartite
strategy. Note that at each node, four qubits need to
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FIG. 9. (a) One can create a cluster state from a grid of
Bell-pairs by merging them (orange rectangles). The num-
bers indicate how many qubits need to be stored at each of the
stations. (b) Optimizing the storage required at the stations
by using multipartite states: For the red qubits (GHZ-states)
and the green qubits (2 colorable graph state) the entangle-
ment distillation protocol for two colorable graph states are
employed. The red numbers indicate where we have reduced
the number of qubits which need to be stored at the station.
be stored. That is, if a station is capable of storing n
qubits, the number of initial copies for the entanglement
distillation protocol is n/4.
However, it is possible to consider different kinds of
initial states to cover the whole grid such that combin-
ing the building blocks still results in a cluster state. In
particular, any set of elementary building blocks that is
obtained by merging some of the initial Bell-pairs in a
grid can be used. Such covers of the cluster state, con-
sisting of possibly several different substructures, can be
highly irregular and one possible choice is shown in Fig.
9b. Already from this example it is apparent that multi-
partite states can effectively reduce the storage capacity
needed by the stations.
Essentially, we have to identify covers that provide
favorable storage requirements, ideally only needing to
store two qubits at the borders of the elementary build-
ing blocks, so one can use n/2 initial copies for the multi-
partite entanglement purification protocol if each station
can store n qubits. This advantage is important as the
fidelity of the output state after entanglement distillation
strongly depends on the available number of initial states.
We follow the idea of identifying possible configurations
using two instead of four qubits at each station and we
obtain two classes that form distinct blocks which are in-
variant under rotations with an angle of pi/2. The idea is
straightforward: one considers four neighboring stations,
each storing four qubits belonging to Bell-pairs connect-
ing them. Then, one merges these four qubits into two,
thereby obtaining a small subgraph. By rotating this
subgraph with an angle of pi/2 four times one obtains a
building block.
Figures 10 and 11 show the windmill and shifted grid
classes of building blocks as well as how these can be ex-
tended to larger building blocks, which have some central
stations that only need to store one qubit per copy. These
approaches can also be extended to 3D cluster states
where we find coverings that use cubes instead of squares.
The windmill blocks need to be modified to fit the 3D
cluster but some stations will need to store 3 qubits per
copy as the neccessary dangling ends cannot be arranged
in a better way. Here, the shifted grid approach shows
(a)
(b)
(c)
FIG. 10. 2D-cluster building blocks in a windmill formation
with a block size of (a) two or (b) four. (c) The blocks can be
connected to a larger cluster state. The connection operations
are performed on the qubits in the rectangles, which are stored
at the same repeater station. Note that only two qubits per
copy need to be stored at each location.
(a)
(b)
(c)
FIG. 11. 2D-cluster building blocks in a shifted grid forma-
tion with a block size of (a) one or (b) four. (c) The blocks
are connected at the corners to form a larger cluster state.
The connection operations are performed on the qubits in the
rectangles, which are stored at the same location.
that it scales very well to higher dimensions as the re-
quired graph states are simply cubes connected at each
corner and only 2 qubits per copy need to be stored at
each station.
2. Construction from smaller blocks
We investigate using different schemes of constructing a
64x64 2D-cluster state with periodic boundary conditions
from smaller building blocks. We compare the approaches
using the windmill and shifted grid building blocks (Fig.
10 and 11 respectively), which are both different vari-
ants of the multipartite approach (scheme A), and the
bipartite approach (scheme B). Again, we use a straight-
forward error model of local depolarizing noise with error
parameter q acting on each qubit of the initial state. In
this section we do not include noisy resource states as
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this only leads to a lower reachable fidelity for the purely
bipartite scheme (B). Note that without imperfections in
the resource states, schemes B and C are equivalent.
First, let us consider a scenario where the storage ca-
pacity per location is limited. The achievable fidelities
for a n→ 100 protocol are depicted in Fig. 12a and 12b.
While for the 2D cluster state the storage advantage is
only a factor of two it is still very relevant.
Alternatively, instead of fixing the number of outputs,
a practical question to ask is how many output pairs we
can expect while still staying above a certain threshold
fidelity. In figures 12c and 12d the achievable number
of output copies while keeping above a global threshold
fidelity of 0.9 is shown. Here it becomes clear that for q
close to 1 the multipartite approaches can deliver more
copies.
The same analysis is also extended to a 3D cluster
states of size 64x64x64. See Fig. 13 for the reachable
fidelities and obtainable output copies in that case. Here
the differences between the windmill and shifted grid
blocks become more pronounced, as the shifted grid ar-
chitecture allows to obtain a storage advantage of factor
three while the windmill blocks only allow to store twice
as many copies as in the bipartite approach. This is the
reason why the shifted grid architecture performs very
well in the three-dimensonal case.
3. Building blocks with globally limited storage
However, if one increases the block sizes, only the few
repeater stations at the edges of the blocks need to store
multiple qubits per copy. This means that if the system is
limited by the total available storage rather than the stor-
age per repeater station, the multipartite approach can
benefit from this. This situation is akin to classical hard
drives that are modular and can be moved to different
servers depending on the requirements. Fig. 14 depicts
the results for a two-dimensional cluster state. Here it
becomes apparent that larger block sizes allow one to ob-
tain an even bigger advantage. Another interpretation
is that since the additional storage is only needed at the
stations at the edge of the blocks, using a multipartite
approach allows one to achieve the same or better result
by only upgrading some of the locations with additional
storage.
Similarly, Fig. 15 shows the results for the 3D cluster
state when the storage capacity is limited globally. Inter-
estingly, increasing the complexity of the building blocks
actually makes them more vulnerable to noise at first as
suddenly there are qubits with six neighbors in the input
state. However, at larger block sizes the overwhelming
storage advantage proves advantageous.
4. Construction directly from Bell pairs
Rather than relying on smaller building blocks, this
model uses only Bell pairs with a noise model that has
a clear physical interpretation. Bell pairs that are dis-
tributed between neighboring parties by sending one of
the qubits through a noisy channel modeled by local de-
polarizing noise. We compare a bipartite approach where
the Bell pairs are purified and then connected to a clus-
ter state in the end and a multipartite approach where
the Bell pairs are connected first, so only one qubit per
site and copy needs to be stored, which consequently is
purified using the multipartite hashing protocol. This in-
termediate step of storing the qubits is sensible for setups
with imperfect storage capabilities because storing the re-
source state for the measurement-based implementation
of the hashing protocol over long time periods is undesir-
able as any noise affecting the output qubits cannot be
corrected.
The error pattern that arises from connecting these
noisy Bell pairs where one qubit has been subject to lo-
cal depolarizing noise with error parameter q can be de-
scribed by the noise channel:
Eab(q)ρ = qρ+ 1− q
3
(
Z(a)ρZ(a) + Z(b)ρZ(b)+
+Z(a)Z(b)ρZ(b)Z(a)
) (10)
acting on every edge of the cluster graph. See Ap-
pendix B for a detailed explanation. So the initial state
for the multipartite entanglement distillation is given by:
∏
{a,b}∈E
Eab(q) |G〉〈G| (11)
where G is the graph associated with the cluster state.
In Fig. 16 the results for both the reachable fidelity and
obtainable output copies for a 2D cluster with dimensions
64×64 are depicted. One can clearly see that considering
the multipartite approach for this scenario is also very
relevant if storage capacities are limited.
V. ARBITRARY NETWORKS AND
GENERALIZATION
The scheme for efficient generation of entangled states
in a network that we have introduced and discussed for
GHZ and cluster states can be generalized to other tar-
get states and network geometries. The key observa-
tion is that entanglement purification protocols for all
graph states exist [26]. This includes recurrence proto-
cols, but also breeding and hashing protocols. The latter
ones allow for entanglement purification of a large en-
semble with constant yield, and can be implemented in
a measurement-based way. The private fidelity [23] one
can reach is arbitrarily close to one, approaching unit fi-
delity exponentially fast with the number of initial copies
while the yield remains constant. This in turn allows one
to connect and to merge arbitrary graph states in such
a way that the final target state is generated with any
desired target fidelity. It is essential that connection or
merging processes are performed in the same step as the
entanglement purification protocol, i.e. a single resource
state implements both tasks. This leads to a drop in fi-
delity of the target state which can be lower bounded by∏
Fi, where Fi are the (global) private fidelities of the
connected or merged states, similarly as in the 1D case
[23]. This can be compensated by using a logarithmically
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FIG. 12. Comparison of numerical results for generating 64×64 cluster states from smaller building blocks with hashing protocols
using different architectures. (a) Reachable fidelities with local storage capacities of 1200 qubits for n → 100 protocols. (b)
Difference in fidelity Fsg − Fbip between the shifted grid architecture Fsg and the bipartite scheme Fbip for n→ 100 protocols.
The red area signifies the parameter regime where the multipartite approach (A) achieves higher fidelities. The advantage of
the multipartite approach for scenarios with low noise and very limited storage becomes apparent. (c) Number of output copies
which can be provided with a fidelity of at least 0.9 with local storage capacities of 1200 qubits. Here the multipartite approach
shows better scaling for low error rates. (d) Difference in obtainable output copies msg −mbip with a fidelity of at least 0.9 by
the shifted grid architecture msg (A) and the bipartite approach mbip (B,C).
larger number of copies, where however the overhead per
produced target state remains constant.
We start with the generalization of states with fixed
number of qubits, but over larger distance as discussed
in Sec. IV A for three-particle GHZ states. In this case
one merges and projects out short-distance states in such
a way that a long-distance state of the same kind is pro-
duced, i.e. self-similar structures of growing scale are
generated. This requires a regular network whose topol-
ogy is associated with the desired target state. This is
called operational mode I in Ref. [22], where an example
for the distribution of a 2D cluster-type state is described.
The essential modification here is that hashing is used for
entanglement purification for all states at once without
nested levels, and is combined with the merging process
in a measurement-based implementation. Some of the
qubits are measured in this scheme, which is also com-
bined with the purification process and implemented in
a single step.
Also the scheme to generate cluster states shared be-
tween all nodes of a 2D square network can be generalized
to networks with arbitrary geometry. This corresponds
to operational mode II in Ref. [22], where again hashing
is used for entanglement purification to obtain a scalable
scheme with constant overhead. The goal is to generate
a graph state that corresponds to the network structure.
Consider as starting point a situation where Bell states
are shared between all nodes of a network that are con-
nected by edges. Notice that this is not the physical
situation we consider, but rather used to illustrate the
construction of elementary building blocks that are used.
As discussed in Sec. IV B 1, we can consider any merging
of Bell pairs, regular or irregular, to generate elementary
building blocks. These elementary building blocks are
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FIG. 13. Comparison of numerical results for generating 64× 64× 64 cluster states from smaller building blocks with hashing
protocols using different architectures. (a) Reachable fidelities with local storage capacities of 1800 qubits for n→ 100 protocols.
(b) Difference in fidelity Fsg−Fbip between the shifted grid architecture Fsg and the bipartite scheme Fbip for n→ 100 protocols.
The red area signifies the parameter regime where the multipartite approach (A) achieves higher fidelities. (c) Number of output
copies which can be provided with a fidelity of at least 0.9 with local storage capacities of 1800 qubits. Here the multipartite
approach shows better scaling for low error rates. Difference in obtainable output copies msg −mbip with a fidelity of at least
0.9 by the shifted grid architecture msg (A) and the bipartite approach mbip (B,C).
then purified and merged. All states generated in this
way are graph states and can be purified via hashing. So
for any choice of elementary building blocks, one obtains
a scalable scheme with constant overhead, similarly as in
the case of 2D and 3D cluster states. One can use small
building blocks that are purified and merged, but also
larger building blocks that are directly purified.
We finally remark that one can also consider the gen-
eration of graph states that do not correspond to the net-
work geometry. There are two different graphs involved:
a graph G corresponding to the network geometry, and a
graph G′ corresponding to the target graph state. There
are multiple ways to generate target graph states. One
strategy is to use all edges in the set E ∩ E′, i.e. the
direct links, and establish the missing edges E′\(E ∩E′)
by using a path formed by subsets of the edges of E.
In particular, if we use the edges on such a path (which
corresponds to a quantum channel) to establish short dis-
tance Bell-pairs, we can generate a virtual Bell-pair for
that missing edge by performing entanglement swapping
on all short distance Bell-pairs. These virtual Bell pairs
can then merged again in an arbitrary way to form ele-
mentary building blocks [49]. Any choice of elementary
building blocks with subsequent entanglement purifica-
tion and merging leads to an efficient, scalable scheme
with constant overhead per generated target state, inde-
pendent of the size and distance of the states.
VI. CONCLUSION AND OUTLOOK
In this work, we introduced a repeater architecture
for distributing multipartite entangled states in a quan-
tum network with optimal scaling. The scheme is based
on the multipartite quantum hashing protocol, where
we make use of its fast convergence and favorable error
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FIG. 14. Comparison of generating 64×64 cluster states from
smaller building blocks when the storage capacity of 1200×642
qubits can be freely distributed among the involved stations.
The multipartite approaches can profit from distributing the
storage for more qubits to critical stations at the edges of
the building blocks while the bipartite protocol cannot. (a)
Reachable fidelities for n → 100 protocols. (b) Number of
output copies that can be provided with a fidelity of at least
0.9.
thresholds in a measurement-based implementation. We
have illustrated that the main elements that make quan-
tum hashing an attractive tool for long distance point-
to-point quantum communication [23], namely constant
overhead per node independent of the distance and non-
zero yield, carry over directly to the application on multi-
partite graph states. Therefore, by applying this concept
to all kinds of graph states we introduced a whole new
class of protocols with optimal scaling. This includes the
generation of long-distance states of few parties in reg-
ular networks, but also states shared between many or
all parties by merging small elementary structures. A
central element is to purify and merge in a single step us-
ing a measurement-based implementation, which leads to
a scalable scheme with favourable error thresholds that
enables one to transmit big quantum data.
We have also analyzed the performance in situations
with limited resources. In particular, we considered sit-
uations where the global or local storage capacities are
limited. In this case we found that using a multipartite or
hybrid scheme offers advantages compared to approaches
based on the distribution of entangled pairs using 1D re-
peaters. In particular, we constructed explicit schemes
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FIG. 15. Comparison of generating 64 × 64 × 64 cluster
states from smaller building blocks when the storage capac-
ity of 1800 × 643 qubits can be freely distributed among the
involved stations. (a) Reachable fidelities for n→ 100 proto-
cols. (b) Number of output copies that can be provided with
a fidelity of at least 0.9.
for generating 2D and 3D cluster states with minimal
storage requirements per node, and also considered how
to generalize this approach to a wide class of target states.
The scheme we propose is based on the usage of a large
number of copies, and hence requires a big infrastructure
that might not be available in the near future.
We however believe that the analysis of network ar-
chitectures with limited storage or other resources is of
practical relevance also for near-term realizations of quan-
tum networks. Also for networks with few nodes or small
storage capacity, genuine multipartite approaches offer a
storage advantage that might be harnessed. In this con-
text, it would be particularly interesting to design net-
work or repeater architectures for small-scale systems.
This requires also the development of new, efficient en-
tanglement purification protocols that operate on a small
or medium number of copies, but offers similar advan-
tages as the large-scale hashing protocols. We will report
on such protocols elsewhere.
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FIG. 16. Comparison of multipartite (A) and bipartite (B,C) approach when distilling 64×64 cluster states generated directly
from Bell pairs shared between adjacent parties where one half of the Bell pair is sent through a depolarizing noise channel
with parameter q. (a) Reachable fidelity for n→ 50 protocols with 800 qubits storage capacity at each station. (b) Difference
in fidelity between the multipartite and the bipartite architecture fmulti − fbip. The red area signifies where the multipartite
approach achieves higher fidelities. (c) Number of output copies which can be provided with a fidelity of at least 0.9 with local
storage capacities of 800 qubits.
[1] H.-J. Briegel, W. Du¨r, J. I. Cirac, and P. Zoller, Phys.
Rev. Lett. 81, 5932 (1998).
[2] T. D. Ladd, P. van Loock, K. Nemoto, W. J. Munro, and
Y. Yamamoto, New Journal of Physics 8, 184 (2006).
[3] L. Hartmann, B. Kraus, H.-J. Briegel, and W. Du¨r, Phys.
Rev. A 75, 032310 (2007).
[4] N. Sangouard, C. Simon, H. de Riedmatten, and
N. Gisin, Rev. Mod. Phys. 83, 33 (2011).
[5] K. Azuma, K. Tamaki, and H.-K. Lo, Nat Commun 6,
6787 (2015).
[6] S. Pirandola, “Capacities of repeater-assisted quantum
communications,” (2016), arXiv:1601.00966.
[7] K. Azuma and G. Kato, Phys. Rev. A 96, 032332 (2017).
[8] E. Knill and R. Laflamme, “Concatenated Quantum
Codes,” (1996), arXiv:quant-ph/9608012.
[9] M. Zwerger, H. J. Briegel, and W. Du¨r, Scientific Reports
4, 5364 (2014).
[10] S. Muralidharan, J. Kim, N. Lu¨tkenhaus, M. D. Lukin,
and L. Jiang, Phys. Rev. Lett. 112, 250501 (2014).
[11] C. H. Bennett, G. Brassard, C. Cre´peau, R. Jozsa,
A. Peres, and W. K. Wootters, Phys. Rev. Lett. 70,
1895 (1993).
[12] A. K. Ekert, Phys. Rev. Lett. 67, 661 (1991).
[13] H.-K. Lo and H. F. Chau, Science 283, 2050 (1999).
[14] M. Hillery, M. Ziman, V. Buzˇek, and M. Bielikova´,
Physics Letters A 349, 75 (2006).
[15] G.-B. Xu, Q.-Y. Wen, F. Gao, and S.-J. Qin, Quantum
Information Processing 13, 2587 (2014).
[16] Z. Sun, J. Yu, and P. Wang, Quantum Information Pro-
cessing 15, 373 (2016).
[17] Z. Sun, C. Zhang, P. Wang, J. Yu, Y. Zhang, and
D. Long, International Journal of Theoretical Physics 55,
1920 (2016).
[18] P. Komar, E. M. Kessler, M. Bishof, L. Jiang, A. S.
Sorensen, J. Ye, and M. D. Lukin, Nat Phys 10, 582
(2014).
[19] R. Beals, S. Brierley, O. Gray, A. W. Harrow, S. Kutin,
N. Linden, D. Shepherd, and M. Stather, Proceedings of
the Royal Society of London A: Mathematical, Physical
and Engineering Sciences 469 (2013).
[20] C. Kruszynska, S. Anders, W. Du¨r, and H. J. Briegel,
Phys. Rev. A 73, 062328 (2006).
[21] M. Epping, H. Kampermann, and D. Bruß, New Journal
of Physics 18, 053036 (2016).
[22] J. Wallno¨fer, M. Zwerger, C. Muschik, N. Sangouard,
and W. Du¨r, Phys. Rev. A 94, 052307 (2016).
[23] M. Zwerger, A. Pirker, V. Dunjko, H. J. Briegel, and
W. Du¨r, Phys. Rev. Lett. 120, 030503 (2018).
[24] M. Zwerger, H. J. Briegel, and W. Du¨r, Phys. Rev. A
90, 012314 (2014).
[25] H. Aschauer, W. Du¨r, and H.-J. Briegel, Phys. Rev. A
71, 012319 (2005).
[26] C. Kruszynska, A. Miyake, H. J. Briegel, and W. Du¨r,
Phys. Rev. A 74, 052316 (2006).
[27] A. Pirker, M. Zwerger, V. Dunjko, H. J. Briegel, and
W. Du¨r, “Simple proof of confidentiality for private quan-
tum channels in noisy environments,” arXiv:1711.08897
[quant-ph].
[28] L. Jiang, J. M. Taylor, K. Nemoto, W. J. Munro, R. Van
Meter, and M. D. Lukin, Phys. Rev. A 79, 032325 (2009).
[29] M. Cuquet and J. Calsamiglia, Phys. Rev. A 86, 042304
(2012).
[30] R. van Meter, J. Touch, and C. Horsman, NII Journal ,
65 (2011).
[31] A. Pirker, J. Wallno¨fer, and W. Du¨r, New Journal of
Physics 20, 053054 (2018).
[32] H. J. Briegel, D. E. Browne, W. Du¨r, R. Raussendorf,
and M. Van den Nest, Nat. Phys. 5, 19 (2009).
[33] R. Raussendorf and H. J. Briegel, Phys. Rev. Lett. 86,
5188 (2001).
[34] R. Raussendorf, D. E. Browne, and H. J. Briegel, Phys.
Rev. A 68, 022312 (2003).
[35] C. H. Bennett, D. P. DiVincenzo, J. A. Smolin, and
W. K. Wootters, Phys. Rev. A 54, 3824 (1996).
[36] C. H. Bennett, G. Brassard, S. Popescu, B. Schumacher,
J. A. Smolin, and W. K. Wootters, Phys. Rev. Lett. 76,
722 (1996).
[37] D. Deutsch, A. Ekert, R. Jozsa, C. Macchiavello,
S. Popescu, and A. Sanpera, Phys. Rev. Lett. 77, 2818
(1996).
[38] M. Hein, W. Du¨r, J. Eisert, R. Raussendorf, M. van den
Nest, and H.-J. Briegel, in Quantum Computers, Al-
gorithms and Chaos, Proceedings of the International
School of Physics ”Enrico Fermi”, Vol. 162 (2006) p.
115–218.
15
[39] F. Kesting, F. Fro¨wis, and W. Du¨r, Phys. Rev. A 88,
042305 (2013).
[40] M. Zwerger, H. J. Briegel, and W. Du¨r, Phys. Rev. Lett.
110, 260503 (2013).
[41] K. Chen and H.-K. Lo, Quantum Info. Comput. 7, 689
(2007).
[42] E. N. Maneva and J. A. Smolin, “Improved two-
party and multi-party purification protocols,” E-print:
arXiv:quant-ph/0003099.
[43] E. Hostens, J. Dehaene, and B. De Moor, Phys. Rev. A
73, 042316 (2006).
[44] S. Glancy, E. Knill, and H. M. Vasconcelos, Phys. Rev.
A 74, 032319 (2006).
[45] E. Hostens, J. Dehaene, and B. De Moor, Phys. Rev. A
74, 062318 (2006).
[46] C. E. Shannon, Bell Syst. Tech. J. 27, 379 (1948).
[47] B. Schumacher, Phys. Rev. A 51, 2738 (1995).
[48] The advantage of looking at the n→ 1 variant is that the
output fidelity directly corresponds to the state fidelity.
However, the usual use case of the quantum hashing pro-
tocol is when multiple output copies are required.
[49] We remark that the elementary building blocks may also
include vertices outside the vertex set V ′ of the target
graph state, e.g. to establish missing edges not in the
set E ∩ E′. For instance, if one wants to establish a 1D
cluster state with additional edges of distance two in a 2D
network, one can establish the additional edges by using
nodes above and below the 1D line.
Appendix A: Fidelity estimation for multipartite
hashing with a finite number of input pairs
Continuing from the introduction in section II F, we
detail how the fidelity estimate for the multipartite quan-
tum hashing protocol is obtained. This estimate is espe-
cially relevant in the case that we consider here, namely
applying the protocol with a limited number of input
copies. Bennet’s inequality to estimate the fidelity of the
bipartite hashing protocol was already used in [23, 27].
While error estimates of the multipartite protocol were
present in those publications, the details of the fidelity es-
timate is the new aspect regarding the multipartite quan-
tum hashing protocol presented in this paper.
The global fidelity of the hashing protocol can be esti-
mated by looking at the probability that the initial states
fullfil the requirements assumed in the formulation of the
protocol. While this gets exponentially more likely as
the number of input copies n grows, we are interested in
precisely the case where n is relatively small.
There are two error sources that might cause the hash-
ing protocol to fail if n is kept finite, which in turn de-
creases the fidelity. First, the bitstring a˜ might fall out-
side the likely subspace. We use Bennett’s inequality to
bound this probability, i.e. the probability that the sam-
ple entropy S˜(a˜) differing from the von Neumann entropy
S(ρ) by more than δ:
P
(∣∣∣S(ρ)− S˜(a˜)∣∣∣ > δ) ≤ 2 exp{−n V
a2
h
(
aδ
V
)}
(A1)
with a = maxi |− log2 λi − S(ρ)|, V =
∑
i λi log
2
2 λi −
S2(ρ) and h(u) = (1 + u) log(1 + u). For sufficiently high
n this expression scales like α exp (−βnδ2) for some α and
β that depend on the input states.
Second, it might not be possible to uniquely identify a˜
after a finite number of parity measurements, even if it
falls into the likely subspace. The probability that any
two different bitstrings show the same result after mea-
suring a random subset parity is 1/2. From the noiseless
coding theorem we know that the likely subspace contains
at most 2n(S(ρ)+δ) states, the probability of not uniquely
identifying a˜ after k steps (consuming k input states) is
smaller than 2n(S(ρ)+δ)−k.
We choose k = n(S(ρ) + 2δ), as suggested in [35], and
obtain for the success probability, i.e. the global fidelity
of all output states being in the desired state:
F ≥ 1−2 exp
{
−n V
a2
h
(
aδ
V
)}
−2−nδ = f(a˜, n, δ) (A2)
Note that in the scenarios we consider one chooses the
number of input qubits n and output qubits m and de-
rives δ:
δ = 1/2 (1− S(ρ)−m/n) (A3)
δ > 0 has to be met in order for the protocol to be viable
with the given parameters, which also directly imposes a
condition on possible values of m.
Now, as mentioned in the main part, for multipartite
states a separate subprotocol is needed for each color of
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the graph and one bitstring per qubit has to be consid-
ered separately. The relevant entropy for the k-th qubit
substring is given by Sk:
Sk = S(a
(k)) = −λk,0 log2 λk,0 − λk,1 log2 λk,1 (A4)
where λk,i =
∑
µj 6=k λµ1...µk−1iµk+1...µN is the probability
that the k-th bit in the graph state basis vector µ equals
i.
For two-colorable graph states we define SA =
maxk∈A Sk and SB = maxk∈B Sk for the vertices with
colors A or B, respectively. Because m/n = 1 − SA −
SB − 2δA − 2δB , only the sum of δA and δB is fixed,
and we have to choose how to distribute these additional
pairs between the subprotocols which can have an impor-
tant effect for some error types (see section IV A 1 ). The
asymptotic yield is given by m/n = 1 − SA − SB as δA
and δB are allowed to approach 0 as n tends to infinity.
We define
fk = 1− 2 exp
{
−nVk
a2k
h
(
akδk
Vk
)}
− 2−nδk (A5)
where ak = maxi |− log2 λk,i − Sk| and Vk =
−λk,0 log2 λk,0 − λk,1 log2 λk,1. If the noise is symmetric
such that all Sk are equal for k ∈ A then also δk = δA have
the same value. However, since all the bitstrings for one
color can be evaluated simultaneously, a smaller Sk means
that for that k δk is automatically chosen larger as even
more copies are used. It holds that δk = δA+(SA−Sk)/2
for k ∈ A. An anologous rule is derived for color B.
Finally, the global fidelity can be estimated by sim-
ply multiplying the success probabilites for the individual
strings:
F ≥
∏
k∈V
fk (A6)
Appendix B: Error model from connected Bell pairs
In Sec. IV B 4 we discuss a model based on Bell pairs
where one qubit has been affected by local depolarizing
noise with error parameter q (as defined in (4)). These
Bell pairs are then connected to a two-dimensional cluster
state. In this section we derive the error pattern on that
cluster state which arises from the noise on the Bell pairs.
One central property of the graph state basis is that
any Pauli-diagonal noise channel can be written as a
combination of correlated Z-noises (see e.g. [38]). We
consider the graph state corresponding to the graph of
two connected vertices 1 and 2 that can be written as
|Gbip〉(1,2) = 1/
√
2 (|0〉1 |+〉2 + |1〉1 |−〉2), which clearly is
local-Clifford equivalent to the standard Bell states. Lo-
cal depolarizing noise acting on one qubit of that graph
state can be described as:
qµ+
1− q
3
(
Z(1)µZ(1) + Z(2)µZ(2) + Z(1)Z(2)µZ(2)Z(1)
)
(B1)
where µ = |Gbip〉〈Gbip|(1,2).
Now we consider the situation where that state is con-
nected to some other graph state |G′〉 with the connection
procedure described in Sec. II D 1 using the qubit that we
label 3 as the point where the bipartite graph state will
be attached to |G′〉. The connection operation is given by
CNOT2→3 = |0〉〈0|(2)⊗1(3) + |1〉〈1|(2)⊗X(3) followed by
a Z-measurement on qubit 3. Applying CNOT2→3 trans-
forms the separate graph states to a new graph state cor-
responding to a graph where the new neighborhood N ′2
of qubit 2 is given by N2
⋃
N3 −N2
⋂
N3.
First, we investigate what effect the noise on |Gbip〉 has
on the resulting state. Z(2) commutes with CNOT2→3
and also has no bearing on the outcome of the Z-
measurement on qubit 3. Furthermore, with the possi-
ble local-Clifford corrections depending on the measure-
ment outcome consist only of applications of Z to various
qubits [38], which, again, commute with the noise pat-
tern. Therefore, the noise pattern on the bipartite state
is applied to the final graph state without any modifica-
tions.
Second, we also need to take into account that the
state |G′〉 itself might be noisy. Again, any Pauli-
diagonal noise on that state can be written as correlated
Z-noises. Therefore it suffices to considers what hap-
pens if qubit 3 is affected by Z-noise. It holds that
CNOT2→3Z(3) = Z(2)Z(3)CNOT2→3. Therefore, Z(3)
translates to Z(2)Z(3) after the CNOT operation is ap-
plied. Again, the outcome of the Z-measurement and
possible correction operations are not affected at all. So
finally, every noise on the initial state |G′〉 that contained
Z(3) translates to the same noise pattern with Z(2) on the
final graph state.
Finally, applying these insights to our specific case
gives rise to the noise pattern in (11).
