The maximum k-coverage problem is a generalized version of covering problems. We introduce the problem formally and analyze its property in relation to the operators of genetic algorithm. Based on the analysis, we propose a new crossover tailored to the maximum k-coverage problem. While traditional n-point crossovers have a problem of requiring repair steps, the proposed crossover has an additional advantage of always producing feasible solutions. We give a comparative analysis of the proposed crossover through experiments.
INTRODUCTION
The maximum k-coverage problem (MKCP) can be considered as a generalized version of covering problems. It was introduced in [9] and has a number of applications to combinatorial optimization problems such as covering graphs by subgraphs, facility location problems, packing and circuit layout design, and scheduling problems.
Let A = (a ij ) be an m × n zero-one matrix and weight w i be given to the i-th row of A for each i. The object of MKCP is to select k columns that cover rows for their weight sum to be maximized. The problem is represented formally as Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. The weight w i can be different according to i, however, we will focus on the case that each w i is set to be the same value in this paper. Then MKCP becomes the problem of finding a solution that covers as many rows as possible using a fixed number of columns.
The NP-hardness of MKCP can be easily induced from the minimum set covering problem [7] . Although there have been studies using genetic algorithms for the minimum set covering problem [1, 4] , MKCP has not been covered until now. MKCP selects a fixed number of columns, and so it is simpler than in other covering problems to represent a solution. The problem not only matches well with genetic algorithm, but also has an interesting inherent property. We analyze the property of the problem and design a problemspecific crossover for genetic algorithm in this paper.
The remainder of this paper is organized as follows. We analyze the property of MKCP in Section 2 and propose a new crossover based on this property in Section 3. In Section 4, we explain an exceptional advantage of using this crossover, i.e., feasibility-preserving. Finally, we present experimental results in Section 5 and make conclusions in Section 6.
CHARACTERISTICS OF MKCP
We can consider as an encoding of the solution for MKCP a length-k integer string whose elements are column indices or a length-n binary string whose elements each represents whether or not the corresponding column is selected. In this study, we focus on the integer string encoding.
Each column of the given matrix A can be considered as a subset composed of column indices with corresponding element 1. For example, (1 0 0 1 0)
T corresponds to {1, 4}. In the following, we will also use this subset representation in addition to the original vector representation. Each subset element is a column index. Hence, the universal set becomes {1, 2, . . . , n}.
In MKCP, we want to find a solution that covers as many elements as possible using a fixed number of subsets. As a property of MKCP, we can easily guess that a good solution of MKCP is composed of subsets which do hardly have common elements each other. We will show this property more clearly through the following simple example. Let k = 2, m = 5, n = 4, and 5 × 4 matrix A be solution coverage coverage size
{2, 3, 4, 5} 4
As expected, the columns of good solutions ((1, 2), (1, 3), and (3, 4)) have fewer common elements than those of relatively bad ones ((1, 4), (2, 3) , and (2, 4)) as follows.
When we are to solve MKCP using genetic algorithm, we need to design genetic operators to produce chromosomes that have as few common elements between genes as possible. We design a new crossover operator based on this point of view. Consider a case that we apply traditional one-point crossover with the first parent (1, 2) and the second one (3, 4) . If the cut-point lies between the first gene and the second one, the offspring would be (1, 4) . The solution (1, 4) covers the rows {1, 2, 3}. However, we rearrange the second parent to be (4, 3) , the offspring becomes (1, 3) and then covers {1, 2, 4, 5}. The column 1 has no common element with the column 3, but has one common element with the column 4. So, it produces better offspring to locate at the same position with the column 1 the column 4 rather than the column 3. This leads that subsets forming the offspring has fewer common elements. In this simple example, we can obtain an intuition that rearranging gene positions for similar genes, i.e., genes whose corresponding columns have many common elements, to be at the same position would be very helpful to solve MKCP using genetic algorithms.
A NEW CROSSOVER
We consider the case of using integer representation as an encoding of a solution. Although a gene has an integer In the above example, the solution (1, 2) actually means
Both of encodings (1, 2) and (2, 1) represent the same solution, so
represents the same solution as the above one. Having this representation in mind will be helpful to understand the concept of a new crossover that we are to define in the following. Now we present a new crossover operator for MKCP according to the property given in Section 2. In the previous section, we inferred that the similarity between the genes at the same position of two parents affects the performance of genetic algorithms. We consider all the permutations of columns for the second parent, and choose one that minimizes the sum of distances between pairs of genes with the same indices. We used the Hamming distance H to measure the similarity between two genes. Let the first parent be x = (x 1 , x 2 , . . . , x k ), and the second parent be y = (y 1 , y 2 , . . . , y k ). We choose the permutation σ * such that
where Σ k denotes the set of all permutations of length k.
We provide an example in Figure 1 . Suppose that the chromosomes (1, 2) and (3, 4) are chosen as two parents. We normalize the second parent (3, 4) . Since k is 2, the number of possible permutations is only 2! = 2. For each 
For the first permutation σ 1 = (1, 2), the normalized second parent is, as it is, (3, 4) . Each gene indicates the column of the given matrix A. Then H(x 1 , y σ 1 (1) ) = 4 and H(x 2 , y σ 1 (2) ) = 2. Their sum is 6. For the second permutation σ 2 = (2, 1), the normalized second parent is (4, 3) . Then H(x 1 , y σ 2 (1) ) = 2 and H(x 2 , y σ 2 (2) ) = 2. Since the sum 4 is smaller than 6, σ 2 = (2, 1) is the optimal permutation.
For this process, it is possible to enumerate all k! permutations and find an optimal one among them. However, for a large k, such a procedure is intractable. Fortunately, Kuhn [10] proposed an efficient way to solve the problem. It is called the Hungarian method. Roughly speaking, starting from the initial unweighted bipartite graph with no edge, the method iteratively modifies edge weights, adds new edges into the bipartite graph, and applies the maximum matching (or minimum covering) in the resultant bipartite graph. It continues the above process until a perfect matching is found. The Hungarian method gives an optimum assignment and it can be implemented in O(k 3 ) time [13] . Regardless of the implementation of the Hungarian method, if we see the Hungarian method as a black box, it just takes a two-dimensional array whose elements are distances between two indices and outputs an optimal assignment which gives the minimum sum.
After rearranging the second parent according to the permutation σ * , we apply a traditional crossover. This method looks similar to normalization in k-ary encoding for grouping problems [11] , but their purposes are quite different. We call this new crossover NH(Normalized by Hamming distance)-Xover. We expect performance improvement through this new crossover.
PRESERVATION OF FEASIBILITY
NH-Xover has another advantage in solving MKCP. Both of the integer encoding and the binary one have the problem of not preserving feasibility when using traditional crossover operators such as one-point or two-point crossover. For each type of encoding, an example that the feasibility is broken by one-point crossover is given in Figure 2 . In (A), the index 3 is duplicated in the offspring. The solution must contain k = 4 column indices, but the offspring of (A) has only 3 indices because the index 3 occupies two genes. Also in (B), the solution must contain four 1s, but the offspring has only three 1s. This violates the condition of a feasible solution.
In general, a repairing step is required if we use traditional crossovers. However, repairing has the effect of mutation so that it may break the building blocks inherited from parents.
When we use NH-Xover instead of the traditional onepoint crossover, repairing is not necessary at all. In the case of using integer encoding, the problem comes from the fact that the common indices in two parents can be in different positions. This fact leads that there can be two same indices in the offspring. NH-Xover naturally makes offspring preserve feasibility. If there are common indices in two parents, the indices are certainly rearranged to be in the same position by the permutation σ * . The following theorem guarantees this fact.
where σ * is the permutation in Equation (1) and p, q ∈ {1, 2, . . . , k}.
Proof. For the proof by contradiction we assume that σ * (p) = q. There exists an index r such that σ * (r) = q. Let σ be the permutation obtained by exchanging the value of σ * (p) and σ * (r) from σ * , i.e.,
This contradicts the definition of the permutation σ * in Equation (1) . Hence, σ * (p) = q. In the proof of the above theorem, triangular inequality is mainly used. Triangular inequality is an essential property for the definition of the distance. NH-Xover uses Hamming distance, but the above theorem still holds when other distances are used instead of Hamming distance. What will happen if we use discrete distance instead of Hamming distance? Discrete distance becomes one if the two solutions is the same, and zero otherwise. It is a very simple distance, but it satisfies all the conditions for the distance including triangular inequality. Interestingly, although discrete distance seems to provide no great meaningful information between two solutions, the feasibility-preserving effect still holds when we use the distance. However, we cannot expect any other effect except aligning the same indices to the same position by using that crossover. Nevertheless, it is obvious that the feasibility-preserving property of crossover is helpful to solve the problem using genetic algorithm. We also implemented the crossover normalized by discrete distance (ND-Xover) and will compare the crossover with NH-Xover in the next section. Figure 4 shows the difference between the normalization by Hamming distance and that by discrete distance. In the case of Hamming distance (see the left side (A)), the distance between the genes 1 and 2 at the first position is equal to the Hamming distance between the first column and the second one. In the case of discrete distance (see the right side (B)), the contents of column that each gene indicates are ignored. It is just one if the two indices are the same, and zero otherwise.
EXPERIMENTS

Genetic Framework
The basic evolutionary model we used is quite similar to that of the CHC [6] . CHC has been applied to various prob- -4  200  1000  2  10  I-5  200  2000  2  10  I-6  200  1000  5  5  I-A  300  3000  2  5  I-B  300  3000  5  5  I-C  400  4000  2  5  I-D  400  4000  5  5  I-E  500  5000  10  5  I-F  500  5000  20  5  I-G  1000 10000  2  5  I-H  1000 10000  5  5 lems in the literature [2, 5, 8, 12, 14] . Let the population size be N . A collection of N/2 pairs is randomly composed, and crossover is then applied to each pair, generating N/2 offspring. Parents and newly generated offspring are ranked and the best N individuals among them are selected for the population in the next generation. In all our experiments, a population size of 400 was used. If the population has no change during k * r * (1.0 − r) generations, it is reinitialized except the best one individual. Here, r is a divergence rate and we set the rate to 0.25. Our GA terminates after 500 generations and outputs the best solution found so far. We performed the experiments by changing only crossover operator under the same genetic framework. The crossovers that were used in experiments are NH-Xover and ND-Xover.
Results
Our experiments were conducted on 11 classes of set covering test instances (a total of 65 instances) with various sizes and densities from OR-library [3] . These test instance sets were originally generated for the set covering problems, but they can also be used for the maximum k-coverage problems. The details of these test instances are given in Table 1 . Note that the density is the percentage of 1s in the given matrix A in the MKCP instance.
We made our experiments on two cases that k = 10 and k = 20. As a measure of performance, we used the percentage gap 100 × |best − output|/best, where the best means the best value found by the authors and the output means the result by the experiment for the instance. The smaller the value is, the smaller the difference from the optimum is, i.e., the smaller, the better.
We compared NH-Xover with ND-Xover. Genetic algorithms using NH-Xover and ND-Xover were performed 30 times. Each GA uses the same population size and terminates after the same number of generations, hence GAs using NH-Xover and ND-Xover perform the same number of evaluations. We show the qualities of the best solutions and the average qualities in Table 1 -4. The best, average values and %-gaps in the tables are the averages over the corresponding instance sets. Table 2 and Table 3 show the best results and the average ones with k = 10. NH-Xover outperformed ND-Xover for all instance sets in both tables. Average results and their average %-gaps from 30 trials. Table 4 and Table 5 show the best results and the average ones with k = 20. For I-F, the solutions found by NH-Xover and ND-Xover always cover all the rows. This is because the density of I-F is too high. So, just with a few number of columns we could easily cover all the rows.
In the results with k = 20, NH-Xover could not dominate ND-Xover only for three instance sets I-A, I-C and I-G among 11 sets. For I-A, NH-Xover was not good for the average results, but better for the best results. We guess that larger search space than in the case that k = 10 may influence to this inconsistency. However, for both of the best and average, average values (see the rows named "Average" in tables) of %-gaps of NH-Xover over all instance sets were better than those of ND-Xover. We can conclude that NHXover shows better performance than ND-Xover from the experimental results.
CONCLUDING REMARKS
In this paper we introduced the maximum k-coverage problem and analyzed the property of the problem. Based on the observed property, we proposed a new crossover that produces offspring which have as few common elements as Average results and their average %-gaps from 30 trials.
possible. The proposed crossover is easily implemented using Hungarian method and has an additional good property of not being necessary to repair for feasibility. We made experiments and compared the results with another feasibilitypreserving crossover. Our new crossover showed better performance for almost all instances. It is expected that the proposed crossover will show better performance when compared with the genetic algorithms using traditional crossovers combined with repair operation since it is hard to preserve the inherent good building blocks. More investigation about such comparison and analysis through experiments are left for further study.
