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Abstrakt 
Bakalářská práce „Návrh a realizace klientské aplikace pro spoluprácí s OPNET 
MODELEREM“ pojednává o snaze přiblížit klienta ke snadnější a kvalitnější 
komunikaci se serverem. Otevřít nové možnosti pro efektní práci v síti. Cílem práce 
je propojit dvě komunikační stanice, které budou spolu komunikovat. OPNET 
komunikuje s externím programem, který přesměruje data do síťové vrstvy. Práce 
popisuje jednotlivé kroky ve vytváření klientského modelu. Součástí práce je úvod do 
simulačního prostředí OPNET Modeler na který navazuje podrobný popis 
naprogramování externí aplikace. 
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Abstract 
The bachelor thesis „Design and realization of client application for cooperation with 
OPNET Modeler“ is about trying to bring a client to easier and better communication 
with the server. Open new opportunities for effective work in the network.  Goal of 
this work is to interconnect two communication stations, which will together 
communivate. OPNET communicates with an external program which redirects the 
data to the network layer. The work describes the individual steps in creating a model 
client. Part of the work is introduction to the OPNET Modeler simulation environment, 
whereupon it is tied together a detailed desciption of programming of an external 
application. 
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Úvod 
 Rozvoj počítačových síti se rozrůstá a je nutné nejen vymýšlet nové aplikace, 
ale taky se snažit vylepšovat samotnou síťovou infrastrukturu. OPNET Modeler (dále 
jen OM) nám umožňuje vytvářet simulace všech síti, na různých úrovních a za 
každých reálných i či uměle vytvořených podmínek. V rámci řešení projektu bude 
moje snaha vytvořit aplikaci, která bude nejen komunikovat v simulačním prostředí, 
ale taky pomocí externího modulu. Tento model se pokusím nastavit tak, aby 
komunikoval přes reálnou síť a tím mohl prověřit pomocí OM síť mezi uživatelem 
(klient) a serverem. Vše bude probíhat na třech úrovních v OM. Nejvyšší úroveň 
představuje podsíť (subnet), kterou tvoří stanice, aktivní síťové prvky a komunikační 
linky. Nižší úroveň je reprezentována uzlovým modelem (node model), který tvoří 
funkční bloky jako zdroj či proces. Poslední je procesní model (process model) kde 
se definují jednotlivé procesy síťového prvku.  
 
 
Obr. 1 :Model sítě 
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1.Teorie komunikace mezi klientem a serverem 
 
1.1 Úvod do problematiky 
Komunikace je založena na architektuře klient-server, které komunikují 
mezi sebou pomocí výměny paketů. Pro komunikaci se musí dodržet stanovené 
podmínky a normy, bez kterých by mohlo dojít k zahlcení cesty. Hlavním 
důvodem vytvoření této komunikace je jednoduchost přístupu k datům. Tím je 
myšleno, že se můžeme odkudkoliv připojit na námi zvolený server. Velmi 
mnoho obchodních aplikaci využívá model klient/server a přenáší data pomocí 
protokolů jako jsou Hypertext Transfer Protokol (HTTP), Domain Name System 
(DNS), Simple Mail Transfer Protokol (SMTP) a jiné. 
 
Klient 
Za klienta můžeme považovat jakoukoliv aplikaci nebo systém, který je 
aktivní a posílá žádosti serveru. Třeba pomocí webového rozhraní si zažádá o 
stránku, která je uložená na webovém serveru. Následně aplikace čeká na 
odpověď, ve které je uložena daná stránka, která po samotnému přenosu 
k danému počítači, kde se zobrazí pomocí prohlížeče jako webová stránka. 
Klient taky využívá prostředky, se kterými je server spjat, např. přístup jak 
k webovým stránkám, samotným souborům, e-mailu, tiskárně tak i k 
samotnému internetu.  
 
Server 
Můžeme ho považovat za pasivního člena sítě. Za serverem se skrývá 
většinou výkonný počítač, který umožňuje uschovat soubory a prostředky pro 
sdílení s dalšími počítači v síti. Naslouchá na síti a následně reaguje na 
příchozí žádosti od autorizovaných klientů tak, že v co nejbližší době jeho 
požadavky obslouží. Hlavní předností serveru je, že data jsou umístěna na 
jednom místě. Takto je lepší možnost soubory účinně kontrolovat a chránit. 
Ochrana dat je velmi důležitá, a proto s využitím serveru jsou chráněna 
silnějším nástrojem. Tím se také snižuje riziko napadení. Velmi důležitá je 
taktéž celková správa celého systému v dané síti.  
 
1.2 OSI model 
Pro standardizaci procesů počítačových síti byl vyvinut model OSI, který 
zahrnuje v sobě sedm vrstev, přičemž každá vrstva má přiděleno přesně 
definované funkce spojené s komunikací. Vyšší vrstva využívá pro svoji činnost 
své nižší vrstvy, se kterou je připojen. Všechny vrstvy tvoří společný celek a 
tudíž nelze žádnou vynechat. První krok přenosu začíná u aplikační vrstvy, kdy 
přijde požadavek od uživatele. Následně aplikační vrstva požádá o vytvoření 
spojení s prezentační vrstvou.  
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Pomocí aplikačního protokolu je řízena komunikace s protějším 
systémem. Další komunikace s nižšími vrstvami je identická. Během celého 
procesu přípravy dat k odeslání se přidává k původní zprávě záhlaví a tímto 
procesem se celá informace zapouzdří pro přenos na fyzické lince a pošle do 
nejbližšího síťového prvku např. přepínač, který následně dál pošle až 
k příjemci [5] 
 
Aplikační vrstva 
Vrstva umožňuje aplikacím přístup k celému komunikačnímu systému. 
Zde se nacházejí aplikační protokoly a služby jako File Transfer Protokol (FTP), 
Domain Name Systém (DNS), Simple Mail Transfer Protokol (SMTP), Post 
Office Protokol version 3 (POP3), Dynamic Host Configuration Protokol (DHCP)  
atd.. 
 
Prezentační vrstva 
Její funkce je zabývat se strukturou dat a transformovat data do takového 
tvaru, kterým aplikace rozumí. Datové struktury se můžou lišit v každém 
komunikačním systému a jsou transformována pro přenos na nižší vrstvě. 
Prezentační vrstva umožňuje přizpůsobení pořadí bajtů, převod kódů a abecedy 
a taky modifikace grafického uspořádaní.  
 
Relační vrstva 
Řídí synchronizaci a organizaci dialogu mezi oběma relačními vrstvami a 
zajišťuje výměnu dat mezi sebou. Je schopna vytvořit a ukončit relační spojení, 
synchronizaci a obnovení spojení. Zde se nachází Secure Socket Layer (SSL), 
Network Basic Input Output System (NetBIOS), AppleTalk, Remote Procedure 
Call (RPC). 
 
Transportní vrstva 
Transportní vrstva zajišťuje komunikaci mezi fyzickými koncovými uzly a 
kvalitu přenosu podle požadavků od vyšších vrstev. Transportní vrstva nabízí 
v sadě protokolu TCP/IP tyto dvě  varianty služeb.  
První představitel, protokol TCP, zajišťuje spolehlivý spojově orientovaný 
přenos dat mezi koncovými uzly. Jedná se o potvrzovaný přenos, u kterého je 
nutné zabezpečit data proti poškození, ztrátě a aby přicházely ve správném 
pořadí. TCP následně dohlíží na intenzitu přenosu a zajišťuje regulaci 
přenosové rychlosti. Využívá se např. u aplikačních protokolů na internetu, www 
stránek, přenosu emailu a přenosu souborů. 
Druhý představitel, protokol UDP, je nespolehlivý nespojově orientovaný 
přenos dat, kdy zpoždění hraje velkou roli. Nedochází ke kontrole doručení ve 
správném pořadí a nevyžaduje potvrzení o přijetí od příjemce. Tím je jakékoliv 
zdržení v uzlech minimální. Jedná se např. o přenosy internetových rádií, u 
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streamovaného videa, přenos digitalizovaného hlasu pomocí Voice over 
Internet Protocol (VoIP) či on-line her. 
 
Síťová vrstva 
Hlavním úkolem je zajištění síťového adresovaní a směrovaní v sítích. 
Zajišťuje spojení mezi systémy, které nesousedí přímo spolu. Využívá se u 
několika vzájemně propojených sítí, ve kterých se zajišťuje přenos dat 
libovolných délek od odesílatele k příjemci. Síťová vrstva taky zajišťuje 
směrovací funkce, kdy data posílá přímo do jiných síti a taky se zajímá o 
správné doručení dat. Typickým představitelem je protokol IP. 
 
Spojová vrstva 
Vrstva formátuje fyzické rámce a přidává jim fyzickou adresu. Jednotlivé 
rámce seřadí a nastaví parametry pro přenos na lince. Zde najdeme všechny 
přepínače a mosty. 
 
Fyzická vrstva 
Je to nejnižší vrstva v OSI modelu, která definuje požadavky na fyzickou 
reprezentaci signálu, na přenosová média a konektory. Dále zajišťuje bitovou 
synchronizaci, vyhodnocení přenosových symbolů atd. Spojení fyzické může 
být taky jednobodové např. u sériové linky nebo mnohobodové jako je např. u 
ethernetu.  
 
1.3 Protokol UDP 
Nejvhodnější volbou pro realizaci klientské aplikace ze zadání 
bakalářské práce je využít protokol UDP. Jedná se o nespolehlivou, 
nespojovanou komunikaci. Posílají se pakety od zdroje k příjemci aniž by 
odesilatel čekal na potvrzení. O správné doručení se stará aplikační vrstva. 
Pomocí portu se identifikuje aplikace na daném počítači. Datovou jednotku tvoří 
IP záhlaví, UDP záhlaví a následně samostatná data. Záhlaví UDP obsahuje 
číslo zdrojového a přijímacího portu, informace o délce datového bloku a 
současně i kontrolní součet. Jeden z důvodů proč volíme mezi protokoly právě 
UDP než TCP je ten, že adresa příjemce nemusí být jednoznačná IP adresa, 
ale taky skupina stanic. Tímto protokolem lze tedy posílat na oběžníky 
(broadcast) a adresné oběžníky (multicast), které rozesílají pakety všem 
zvoleným uživatelům najednou. Použití UDP je ideální způsob v dnešní době 
jak přenášet data v reálném čase. Jedná se o přesun krátkých paketů 
v krátkých intervalech např. u přenosu videa a poslouchání internetového rádia. 
Pokud by jsme použili velké objemy dat, mohlo by to způsobit zahlcení sítě.  
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2 Přenos paketu po ethernetu 
 
2.1 Vlastnosti Ethernetu 
V dnešní době technologie Ethernet pokrývá 80% všech lokálních sítí 
LAN. Jeden z důvodu proč je Ethernet tak rozšířený je ten, že využívá 
jednoduchý protokol, který lze snadno implementovat a taky instalovat v síti. 
Uvedl bych taky nízkou cenu, širokou podporu, standardizace a možnost 
vytvářet nespočet možných zapojení. Jeho vývoj pokročil velmi dopředu, od 
rychlosti 10Mb/s až na dnešních 10Gb/s, který lze využít i v metropolitních 
sítích. Abychom mohli dosáhnout vysokých rychlostí a zamezit chybnosti je 
nutné zvolit kvalitní kabeláž. Vhodným řešením kabeláže pro technologii Giga 
Ethernet je nejpoužívanější osmi žilový UTP kabel kategorie 5e, který bývá 
zakončen konektorem RJ45.  
 
2.2 Paket 
Paket je datová jednotka na síťové vrstvě. Charakteristickou vlastností 
datové jednotky je, že obsahuje data z nejvyšší vrstvy nebo od uživatele. 
Obsahuje hlavičku, ve které jsou všechny informace, které jsou nutné ke 
zpracování uživatelských dat na dané vrstvě. Pokud potřebujeme poslat velký 
objem dat, tak pomocí fragmentace se zpráva rozdělí a uloží do více datových 
jednotek. Každý pak obsahuje hlavičku, ve které je uložen identifikátor zprávy a 
offset, který určuje o kterou část původní zprávy se jedná. Na straně příjemce 
se opět všechny pakety se stejným identifikátorem sejdou a podle offsetu se 
určuje pořadí. Datové jednotky protokolu UDP se nazývají datagramy, a 
protokolu TCP segmenty. Hlavičku tvoří Source port (je to port procesu 
generujícího datagram), Destination port (určuje příjemce pro koho jsou data 
určeny), Length (informuje o délce UDP hlavičky a data vyjádřená v oktetech) a 
Checksum (kontrolní součet). 
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3.OPNET Modeler 
 
3.1 Představení OPNET Modeler 
Pomocí programu OPNET Modeler lze navrhovat, simulovat a následně 
simulovat funkčnost sítí. Tento program využívá své knihovny, ve kterých jsou 
připraveny funkční základní modely, které můžeme využít v návrzích sítí. 
Prostředí je plně grafické a tudíž přehledné pro návrhy.  
Efektivnost práce se zvyšuje pomocí mnoha možností nastavovaní 
atributů daných síťových prvků. Tento nástroj je hlavně určen pro ty, kteří chtějí 
hlouběji prozkoumávat chování síťových protokolů a mechanismů či ověřit 
funkce navrženého síťového prvku bez potřeby fyzické realizace. Testováním 
můžeme nasimulovat reálný stav sítě, chovaní síťových prvků a stavy, které by 
za běžných podmínek nemusely ani nastat. Abychom nemuseli čekat na 
hodinové simulace, celý průběh je zrychlený. Následně můžeme vygenerovat 
rozsáhlé statistiky, které převedeme buď do grafů či souboru ve formátu XML, 
HTML, případně můžeme je předat do tabulek. Pokud bychom potřebovali, 
můžeme pomocí aplikací načíst z tabulky vstupní data. Pro lepší zobrazení 
chodu naší sítě je vhodné si přehrát simulace v prohlížeči animací nebo pomocí 
debugger celou simulaci odkrokovat. 
V OM je možno připojit externí moduly, které můžeme nastavit velice 
flexibilně. OM je multiplatformní a je k dispozici pro operační systém Windows či 
Linux. [1] 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Obr. 2: OPNET Modeler 
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4.Vytvoření simulačního modelu 
 
4.1.Vložení objektů a jejich nastavení 
Založení nového projektu je usnadněno průvodcem, který nás provede 
základním nastavením. Začneme volbou položky File->New z hlavního menu 
vybereme project, který následně výstižně pojmenujeme např. semestralni_proj 
a pak první scénář např. scenario1. Další krok nabízí import dat z externích 
zdrojů. Nám stačí čistý scénář Create empty scenario. Tímto jsme vytvořili nový 
scénář. V následující tabulce můžeme specifikovat geografickou rozlohu 
modelové sítě. Pro náš model stačí Office s rozměry 100x100 s jednotkou 
Meters. V závěru se ještě OM zeptá na výběr technologie pro projekt, vybereme 
ethernet_advanced. Poslední okno je jen již shrnutím kontrolou toho co jsme 
nastavili.  
Tímto se vytvořil projekt a byl spuštěn editor projektu, do kterého 
budeme vkládat objekty z palety objektů. Paleta obsahuje všechny objekty 
seřazené do hierarchické stromové struktury podle různých parametrů.  
Pro náš simulační model budeme potřebovat objekt Application Config, 
který uchycením a přetáhnutím vložíme na plochu. Po něm přidáme objekt Task 
Config, Profile Config. Jako klienta zvolíme objekt ethernet_wkstn_adv. 
Vložením serveru ethernet_server_adv a propojením ho s klientem pomocí 
technologie 100BaseT_adv, budeme testovat počáteční dostupnost OM na 
reálný ethernet. [6] 
 
Obr. 3 : Editor projektu 
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4.1.1 Task Definition- Vytvoření úlohy 
 Slouží pro vytvoření úlohy, kterou můžeme považovat za libovolný paket, 
který lze dopodrobna nastavit  (velikost, způsob posílaní a jiné). 
 
 
Obr. 4: Object- Task Definition 
 
 Pro nastavení vlastnosti úlohy vybereme Task Config a z kontextového 
menu a zvolíme Edit Attributes. Vyskočí okno s nabídkou nastavení atributů. 
Na prvním řádku je možnost změnit původní název „task_def“. Následně 
zvolíme položku Task Specification, kde v poli Value vybereme Edit.  
 
 
 
Obr. 5: Object- Task Config 
 
 V levém spodním rohu vyvolané tabulky přidáme 1 řádek (parametr 
Rows) a nastavíme si parametry paketu. V Task Name si ho pojmenujeme 
např. „paket“, v Connection Policy vybereme Refresh After Task, tím si 
zaručíme aktualizace po každém dotazu, ACE Filename necháme na výchozí 
hodnotě Not Applicable a následně klikneme na Manual Configuration, kde 
zvolíme Edit. 
 
 
Obr. 6: Object- Task Specifiction 
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Tímto se dostáváme do tabulky Manual Configuration, kde můžeme 
definovat jednotlivé fáze dané úlohy. Fáze je určena k poslání jednoho paketu, 
u kterého se posílání pořád opakuje v rámci nastavení podporovaných aplikací 
Application Configuration. Přidáme řádek a nadefinujeme níže uvedené 
parametry.  
 
Definice tabulky 
Phase Name -> paketicek 
- pojmenování fáze např. „paketicek“ 
- statickou skupinu nevyužijeme 
 
Start Phase After-> Application Start 
- nastavíme si, kdy chceme spouštět fázi 
- volíme nezávislé spouštění 
 
Source-> Original Source 
- zvolíme uzel, ze kterého se bude spouštět naše daná fáze 
 
Destination-> Server 
- cílový uzel se kterým budeme komunikovat 
 
Source->Dest Traffic-> Default (…) 
- definujeme komunikační zdroj, pro nás je reprezentantem samotný klient 
 
 
Dest->Source Traffic-> Default (…) 
- definujeme cíl komunikace, což je v našem případě server 
- definujeme reakci na příchozí data (velikost odpovědi, množství 
odpovědi na příchozí pakety, čas požadavku…) 
 
REQ/RESP Pattern-> REQ->RESP… (Serial) 
- určení způsobu posílaní žádostí a následné čekaní na odpovědi 
- komunikujeme pomocí protokolu UDP, proto nám stačí REQ->RESP… 
(Serial) 
 
End Phase When-> Final Response Arrives at Destination 
- ukončení naší fáze 
- čeká na poslední žádost od cíle 
 
Timeout Properties-> Not Used 
- nastavení časovače pro kontrolu trvaní fáze 
- v našem případě nenastavujeme 
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Transport Connection-> Default 
- transportní nastavení 
- využijeme výchozí nastavení 
 
 
 
Obr. 7: Manualní cofigurace 
 
4.1.2 Application Definition- Definice aplikace 
Definice aplikace spouští a řadí vytvořené úlohy. 
 
Obr. 8: Object- Application Definition 
 
Stejně jak u Task Definition, tak i objekt  Application Definition zvolíme 
z kontextového menu položky Edit Attributes.  
 
 
Obr. 9: Objekt- Application Config 
 
Nejdřív objekt pojmenujeme např. „appl_def“. Novou aplikaci přidáme 
v Application Definitions kliknutím u položky Value na Edit. V novém okně 
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přidáme nový řádek, který pojmenujeme „UDP“ a tím jsme přidali novou 
aplikaci. V záložce Description upravíme vlastnosti aplikace. 
 
 
 
Obr. 10: Vytvoření aplikace  
 
 Ve vlastnostech zvolíme vlastní typ přenosu Custom->Edit. 
 
 
 
Obr. 11 Vlastnosti přenosu 
 
V zobrazeném klientském okně je nabídka nastavení pro daný přenos. 
Jako první možnost v tabulce se nabízí úprava vlastností samotného úkolu. 
Vybereme Task Descripction->Edit, kde v následujícím okně přidáme nový 
řádek. Ten pojmenujeme např. „paket“ a součastně jeho parametru Task 
Weight nastavíme na pravděpodobnost s jakou se má aplikace používat „10“. 
Další atributy v klientském okně nabízejí nastavení řazení úlohy. Volíme Task 
Ordering->Serial (Ordered). Z důvodu nespolehlivé nespojované komunikace, 
viz strana 12, nastavíme využití transportního protokolu UDP volbou Transport 
Protocol->UDP. Následující atributy můžeme nechat na výchozím nastavení.  
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Obr. 12: Nastavení druhu aplikace 
 
 
  
Obr. 13: Popis úlohy 
 
4.1.3 Profile Definition- Profil aplikace 
Aplikací můžeme mít více, proto vytvořením profilu můžeme vybrat, které 
aplikace budou spuštěny, s jakou prioritou a jak často se bude opakovat. 
Definujeme profil našeho klienta a připojíme vytvořené úlohy. 
 
 
 
Obr. 14: Object- Profile Definition 
 
V kontextovým menu vybereme Edit Attributes. Tabulku atributů 
pojmenujeme Profile Definition např. prof_def.  
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Obr. 15: Nastavení atributů 
 
Následně přidáme jednu aplikaci, kterou pojmenujeme „UDP_PROF“. 
Operační mód zvolíme sériový (Operation Mode->Serial (Ordered)). Časový 
interval pro zahájení aplikace nastavíme v rozsahu od 100 do 110 (Start Time 
(seconds)->uniform (100,110)). Běh aplikace ukončíme s poslední aplikace 
(Duration (seconds)->End of last Application) a opakovaní necháme 
neomezené (Repeability->Unlimited). V záložce (Applications->Edit) 
nastavíme aplikaci,kterou jsme nadefinovali v profilu. 
  
 
Obr. 16: Nastavení profilu aplikace 
 
 Vybereme aplikaci UDP. Nastavíme dobu spuštění (Start Time Offset 
(seconds)->uniform (5,10)), povolenou dobu trvaní dané aplikace (Duration  
(seconds)->End of Last Task) a neomezené opakování (Repeability-
>Unlimited). 
 
 
Obr. 17: Nastavení aplikace v profilu 
 
 - 21 -
4.1.4 Client- Klient 
 Na straně klienta je třeba nastavit jak požadovanou cílovou stanici, tak i 
podporovaný profil, který jsme nastavili v předchozí kapitole.  
 Pravým kliknutím na objekt Client vyvoláme okno Edit Attributes. 
Nejdříve opět přejmenujeme objekt na „klient“ a dál nastavíme cílovou stanici 
pomocí Applications->Applications: Destination Preferences-> Edit.  
 
 
 
Obr. 18: Klientské atributy 
 
Zde navolíme cílový uzel, se kterým budeme komunikovat. V našem 
případě se jedná o server, se kterým navážeme spojení pro naší aplikaci. 
Nastavíme Application->UDP a Symbolic Name->Server. 
 
 
 
Obr.19: Podporovaný profil 
 
Ještě v tabulce máme parametr Actual Name, ten navolíme pro adresu 
síťového uzlu Name->Office Network.server a součastně zvolíme vyšší prioritu 
pro přednostní obsloužení Selection Weight->10. 
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Obr. 20: Specifikace síťového uzlu 
 
V Applications->Applications: Supported Profiles-> Edit vybereme 
námi definovaný profil UDP_PROF. Zbývající parametry necháme ve výchozím 
nastavení. 
 
 
Obr. 21: Cíl předvolby 
 
4.2 Node Editor- Editor uzlu 
Výchozím modelem v OM pro simulaci byl modul klient připojený na 
ethernetovou síť – ethernet_wtksn_adv. Do jeho modelu jsem přidal dva další 
moduly pro realizaci komunikace s reálným prostředím. 
Standardní modul UDP v modelu uzlu je připojen na nový procesní 
model s názvem udp_interface. K němu je pak připojen další modul extern_appl 
[4]. 
 
Obr. 22: Node Editor- Pro externí aplikaci 
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4.2.1 Modul udp_interface 
Modul slouží k propojení externí aplikace s implementovaným procesním 
modelem UDP vrstvy. Je přímo propojen dvěma datovými linkami s vrstvou 
UDP. V OM lze na kterýkoli procesní model připojit prakticky libovolný počet 
dalších. U přerušení vyvolaném datovým tokem (stream interrupt) je informace 
o zdroji příchozích či odchozích dat uložena ve druhém parametru. Ten je dán 
tzv. stream port, což je jednoznačný identifikátor datového spoje. V grafickém 
rozhraní lze tyto hodnoty zjistit kliknutím pravého tlačítka na procesní model a 
pak klinutím na položku Show Connectivity. Tyto hodnoty je pak dobré si v 
hlavičkovém souboru převést na pojmenované konstanty. Ty pak využijeme 
v procesu SEND u modulu udp, neboť zde přesměrujeme pakety do rozhraní 
udp_interface pomocí vloženého příkazu output_strm=4;. Vnitřní struktura 
modulu udp_interface je velmi podobná struktuře standardního modulu UDP 
vrstvy. Skládá se z pěti různých stavů: 
 
- INIT 
- IDLE 
- SEND 
- RECEIVE 
- SYSTEM 
 
Modul obsahuje hlavičkové soubory s deklaracemi funkcí API jak pro 
komunikaci do UDP (udp_api.h) tak i pro práci s IP adresami (ip_addr_v4.h). 
#include <udp_api.h> 
#include <ip_addr_v4.h> 
 
Je nutné definovat konstanty pro identifikaci stream portu a zároveň definovat 
podmínky pro přechod mezi samotnými stavy procesu. 
#define UDPSTRM 0 // rozhrani do UDP vrstvy 
#define EXTPSTRM 1 // rozhrani do aplikacni vrstvy 
#define CONTROL_CMD 7 // preruseni pro ridici prikaz 
 
#define SEND_PACKET (op_intrpt_type() == OPC_INTRPT_STRM && \ 
 op_intrpt_code() == EXTPSTRM)   
#define RECEIVE_PACKET (op_intrpt_type() == OPC_INTRPT_STRM && \ 
 op_intrpt_code() == 0) 
#define RECEIVE_COMMAND (op_intrpt_type() == OPC_INTRPT_REMOTE \ 
 && op_intrpt_code() == CONTROL_CMD) 
 
OM nezná kód funkcí z hlavičkového souboru udp_api.h, proto je nutno 
dodeklarovat externí soubor ip_addr_v4 (menu File – Declare external files...),  
Ici* ici_p; 
Packet* externi_paket; 
Packet* rcv_packet 
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Přidáme navíc proměnné pro deklaraci lokálních proměnných. K uložení 
ukazatele na ICI rozhraní slouží proměnná Ici. V době simulace je využit nový 
typ proměnné  packet, ve které je uložen ukazatel na virtuální pakety. 
 
INIT 
Prvotní stav do kterého se proces dostane hned po začátku simulace. 
Jedná se o stav nevynucený (unforced), tzn. že po vykonání kódu proces 
samovolně nepřechází do dalšího stavu. Důvodem je, že na začátku simulace 
dostávají ostatní procesní modely speciální signál přerušení a je potřeba, aby 
proces tento signál nechápal jako součást simulace, ale při jeho příchodu 
teprve přešel do stavu IDLE. 
Vlastní kód tohoto stavu se stará o získáni identifikátoru procesního 
modelu UDP vrstvy a o vytvoření Interface Control Information (ICI), který 
předává informaci mezi procesy OPNET a zasílá příkazy do UDP. 
 
IDLE 
Stav do kterého se proces vrací, pokud nezpracovává žádné požadavky 
a po každém provedeném požadavku. Neobsahuje žádný kód a je to stav 
nevynucený (unforced). 
 
SEND 
Do tohoto stavu se proces dostane, pokud dojde k tzv. stream interrupt. 
Je to přerušení způsobené příchodem datového toku, v tomto případě toku od 
procesu extern_int. 
Získám zde ukazatel na datový paket (má formát pole hodnot typu int) a 
z něj potom data týkající se odeslání paketu (lokální port, cílový port a cílová 
adresa). Tyto informace nastavím do ICI a pošlu datový tok (stream) do UDP. 
Jelikož je tento proces vynucený (forced), vrací se po vykonání svého kódu zpět 
do stavu IDLE. 
 
RECEIVE 
Tento stav slouží ke zpracování příchozích dat. Podmínka pro přechod 
do tohoto procesu je podobná jako v případě stavu SEND, pouze datový tok 
musí přicházet z procesu UDP. Stejně jako stav SEND se i tento stav po 
vykonání kódu vrací do stavu IDLE. 
Proces slouží pouze k přijetí paketu od procesu UDP a jeho přeposlání 
do procesu extern_int. 
 
SYSTEM 
Přijme-li proces vzdálené přerušení a jeho kód odpovídá řídícímu 
příkazu, je splněna podmínka makra RECEIVE_COMMAND (viz výše zdrojový 
kód hlavičkového souboru) a proces se dostane do tohoto stavu. 
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Proces zajišťuje požadavek na zaregistrování nového UDP portu v 
rozhraní UDP. Z přerušení získám ukazatel na přidružené ICI a z něj hodnotu 
portu, který chci registrovat. Tu vyplním do ICI pro přerušení do UDP a vyvolám 
vzdálené přerušení procesu UDP. Z ICI pak zjistím status, zda byl příkaz 
úspěšný. I tento stav je vynucený, tudíž se po vykonání kódu vrací zpět do 
stavu IDLE. 
 
4.2.2 Modul rozhraní do externí aplikace 
Teď je třeba vytvořit rozhraní sloužící k propojení simulace v OM s 
externí aplikací. Toto rozhraní je realizováno samostatným modulem extern_int, 
který je propojen s modulem udp_interface viz. obr. 22. 
Tento procesní model má k sobě přiřazen ESD Model, který slouží 
k popisu interakce mezi OM a externí aplikaci. V tomto modelu je možné 
definovat jednotlivá rozhraní, pomocí kterých proces komunikuje s externí 
aplikací. Prvním parametrem je název rozhraní, druhým je typ předávaných dat 
(integer, double, pointer, bit atd.). Dalším parametrem je směr, kterým budou 
data přenášena. Jsou tři směry přenosu: 
- OPNET to Cosim (kosimulace)(data se přenášejí z OPNETu do externí 
aplikace) 
-  Cosim to OPNET (přenos dat z externí aplikace do OPNETu)  
- bidirectional (možnost obousměrného přenosu dat) 
 
OM nabízí ještě parametr dimension. Pokud je hodnota tohoto parametru 
u rozhraní větší než nula, tak dané rozhraní představuje pole proměnných 
daného typu a je tedy možné přes něj poslat více proměnných najednou. V 
případě jednorozměrných rozhraní je při poslání proměnné na rozhraní 
přepsána hodnota, která v něm byla uložená předtím. 
Dalším nastavitelným parametrem ESD Modelu je hodnota v poli 
Simulator description. Slouží k zadání jména souboru typu simulation 
description, ve kterém je naprogramována samotná externí aplikace. V tomto 
případě je celá kosimulace kompilována pomocí funkcí z OM. Pokud má toto 
pole hodnotu NONE, používá se ke kompilaci externí kompilátor. V hlavičkovém 
souboru tohoto procesu je nutné deklarovat strukturu pro uložení dat, která 
budou posílána do externí aplikace. Deklarace vypadá následovně: 
typedef struct { 
 int src_port;   //cislo zdrojoveho portu 
 int checksum;   //kontrolni soucet 
 int dest_port;   //cislo ciloveho portu 
 int length;   //delka datove casti paketu 
                } tfield;  // struktura pro ulozeni hlavicky paketu 
 
typedef struct { 
tfield *field;   //ukazatel na strukturu obsahujici data  
    z hlavicky paketu 
               } tdata;  //struktura pro ulozeni dat  
pro externi aplikaci 
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 Do položky pro uložení globálních proměnných (State variables) je nutno 
připsat: 
Esys_Interface  DataValueIn; 
Esys_Interface    DataValueOut; 
Struktura tohoto modelu je podobná jako struktura udp_interface viz. 
obr.23. Popis jednotlivých stavů je následující: 
 
INIT 
INIT je počáteční stav, který nemusí čekat na další signál a ihned po 
vykonání kódu přechází do dalšího procesu. Jeho kód osahuje příkazy pro 
získání ID jednotlivých ESYS rozhraní ze jmen, která jsou uvedena v ESD 
Modelu. Jejich hodnoty se ukládají do globálních proměnných, protože jejich 
hodnota je neměnná a budou se používat po celou dobu simulace. 
Child=op_pro_create("child_process",OPC_NIL)//vytvoreni child processu 
op_pro_invoke (Child, OPC_NIL);     // volani child procesu 
op_intrpt_schedule_process(Child,op_sim_time(),1);//oznameni  
o přerušeni do child procesu 
 
IDLE 
Pouze výchozí stav pro procesy jak u modulu udp_interface. Neobsahuje 
žádný kód a proces v něm setrvává tak dlouho, dokud nedojde k nějakému 
přerušení. 
 
PORT_INIT 
Zajišťuje požadavek externí aplikace na registraci UDP portu. Je-li 
splněna podmínka v makru PORT_REQUEST, proces do něj přechází. K tomu 
dochází při přerušení z modulu rozhraní pro externí aplikaci a zároveň při 
vyvolání rozhraní s ID odpovídajícím hodnotě proměnné command. 
V jeho kódu nejprve získám ukazatel na rozhraní, ze kterého přerušení 
přišlo, a poté z něj přečtu data. Vytvořím ICI a nastavím u něj hodnotu portu, 
který chci registrovat. Pro testovací účely jsem zvolil prozatimní pevnou 
hodnotu portu 5000. Nakonec pošlu přerušení do procesu udp_interface s 
přiřazeným ICI. 
 
DATA_IN 
Tento stav zpracovává data přicházející z externí aplikace a po 
zpracování je posílá dál do modulu OPNETu. Nejprve z rozhraní získá velikost 
příchozích dat a poté ukazatel na pole dat v paměti. Všechny položky tohoto 
pole uloží do nově vytvořeného neformátovaného OPNET paketu. Paket poté 
odešle do procesu udp_interface. 
data_packet_in = op_pk_create(0);   //vytvoreni prazdneho paketu  
op_pk_send(data_packet_in,UDPSTRM); //odeslani skrz datovy tok (stream)  
printf("posilam data do UDP\n"); 
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DATA_OUT 
Stav DATA_OUT zpracovává data přicházející v podobě OPNET paketů 
z modulu udp_interface a posílá je na rozhraní pro externí aplikaci. K tomuto 
účelu využívá tzv. child process. Délka dat se vytáhnou z příchozího paketu a 
poté je vytvořeno pole v paměti o této délce. Data se překopírují do tohoto pole 
a paket se zruší. Nakonec je naplněna datová struktura pro child process a ten 
je vytvořen a spuštěn s touto strukturou jako s parametrem. 
 
temp_packet destroy(temp_packet); //zruseni paketu z udp_interface 
Child = op_pro_create ("child_process", OPC_NIL);//vytvoreni child 
procesu 
op_pro_invoke (Child, OPC_NIL);  //volani child procesu 
op_intrpt_schedule_=op_pk_get(op_intrpt_strm());//ziskani paketu 
   z preruseni 
op_pk_ process (Child, op_sim_time(), 1); 
 
 
 
Obr. 23: Externí aplikace 
 
4.2.3 Child process 
Child process je počítačový proces vytvořený dalším procesem 
(mateřským), ze kterého dědí jeho strukturu. Ta obsahuje všechny potřebné 
informace pro zápis na rozhraní a s nimi i samotná data, která budou na 
rozhraní napsány. Ze struktury předané rodičovským procesem (extern_int) 
získám ID rozhraní, na která se mají posílat data a pak samotná data k 
odeslání. Na rozhraní se zapisuje nejen délka dat a ukazatel na pole dat, ale 
také port, pro který jsou data určena. To proto, aby externí aplikace věděla, na 
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který port má data posílat. Jeden proces může v sobě obsahovat více 
samostatných procesů.  
Pro zápis dat na rozhraní s externí aplikaci slouží child process, který je 
vytvořen a volán procesem DATA_OUT. Stavový model tohoto procesu 
obsahuje jen dva stavy, START a EXEC. Přechody mezi těmito stavy nejsou 
nijak podmíněny. To znamená, že při přijetí přerušení dojde k přechodu do 
stavu EXEC a po vykonání jeho kódu se proces opět vrací do stavu START. 
Stav START neobsahuje žádný kód a stav EXEC obsahuje následující příkazy: 
 
data = (MY_DATA *) op_pro_parmem_access ();  //ziskani dat predanych  
z rodicovskeho procesu 
 
op_esys_interface_value_set (data->ValueOut, \ 
OPC_ESYS_NOTIFY_NEVER,data->data_out,0); //pouziti parametru pro 
zapis na rozhrani 
op_esys_interface_value_set (data->SizeOut, \ 
 OPC_ESYS_NOTIFY_NEVER,data->data_delka,0); 
op_esys_interface_value_set (data->PortOut, \ 
 OPC_ESYS_NOTIFY_IMMEDIATELY,data->port,0); 
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5. Externí aplikace 
 
5.1 Vytvoření externí aplikace 
Pro komunikaci mezi OM a externí aplikací použijeme kosimulaci, ve 
které je externí aplikace přilinkována k OM jako knihovna. Využijeme 
dynamickou knihovnu s příponou .dll, ve které je uložen externí kód aplikace. 
Tento typ knihovny je nahrán do operační paměti jen tehdy, pokud ji v dané 
chvíli používáme. V opačném případě je knihovna uložena na disku. Samotné 
nastavení kosimulace se provádí v Simulation Deskriptor, který je nutno 
přilinkovat k ESD modelu. 
start_definition 
 platform:    windows 
 use_esa_main: yes 
 kernel:      development 
 bitness:     32bit 
 dll_lib:     inputdll.dll 
end_definition  
 
Simulator Deskriptor 
platform -> windows 
- nastavení operačního systému, pod kterým kosimulace poběží  
 
use_esa_main->yes 
- určení zda jde o externí aplikaci přilinkovanou k OPNETu 
- při hodnotě no by šlo o vetší externí program, ve kterém by byla zahrnutá 
simulace 
 
kernel->development 
- nastavení simulačního jádra do vývojářského módu 
- využívá konzolu pro kontrolu programu pro kontrolu chyb a následně pro 
samotné ladění programu 
 
bittness->32bit 
- OPNET běží pod 32-bitovým jádrem operačního systému 
 
dll_lib->inputdll.dll 
- dynamická knihovna, která obsahuje kód externí aplikace 
- tento kód se musí následně uložit do OPNETovského adresáře  
sys -> pc_intel_and_win -> bin 
 
Při příchodu dat na rozhraní ESYS se zavolá funkce callback. Volaní 
callback funkce projde nepřímo ze zařízení aplikace do .dll funkce a nazpět. 
Jedinou nevýhodou této funkce je, že po jejím zavolání zablokuje volajícího, 
který nemůže reagovat na přerušení, které bylo vyvolané funkcí 
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Esa_Interface_Value_Set. Využijeme child process, který zapíše na rozhraní 
informace pro zápis dat a hlavní proces ext_appl se vrátí do IDLE. Současně 
s callback funkcí se spustí funkce esa_main, která inicializuje kosimulaci a je 
volaná při simulaci OM. Tuto funkci voláme pouze funkcemi Esa_Init a 
Esa_Load. Pro zavolání obou dynamických knihoven, musí v hlavičce programu 
být příkaz extern „C“ DLLEXPORT, jinak by externí program neměl přistup 
k funkcím uvnitř knihovny.  
Kód funkce esa_main obsahuje mimo jiné inicializace socketů pro 
spojení přes fyzickou síť a registrace callback funkce. Funkce ve svém 
argument zahrnuje ESYS rozhraní pro přiřazení callback funkce, která je volána 
tehdy, pokud se na vstupu OM objeví data. Pro start simulace funkce esa_main 
obsahuje funkci Esa_Execute_Until, která předá řízení z externí aplikace do 
OM. Funkce callback bude volána OM vždy při příchodu dat na ESYS rozhraní, 
které k ní bylo přiřazeno funkcí Esa_Callback_Register. Ta zajistí přenos dat 
mezi klientem a OM.  
 
5.2 Programování externí aplikace 
Pro spojení dvou komunikačních stanic je nutné vytvořit duplexní kanál. 
Síťovou komunikaci tvoří funkce z hlavičkových souboru winsock.h a 
winsock2.h, které využívají sockety pro vytvoření kanálu.  
Programování samotné externí aplikace je nutné provést v programu, 
který umožní kontrolu a následně kompilaci kódu. Kód byl zapsán pomocí 
jazyku C++ v nástroji Visual Studio 2005 od firmy Microsoft. Po spuštění tohoto 
programu vytvoříme nový projekt File->New->Project, který zároveň 
pojmenujeme jako input.cpp a přiřadíme typ projektu Win32 Application. Nutné 
je ještě nastavit typ aplikace. Ta se nastaví v záložce Application Setting, kde 
zaškrtneme volbu dynamické knihovny dll a taky volbu čistého projektu Empty 
Project . Po dokončení průvodce a vytvoření projektu, je nutné přidat externí 
soubor s kódem inputdll.c. To provedeme v okně Solution Explorer v záložce 
Source Files->Add Existing Item. Pro kompilace funkčního programu je nutné, 
aby projekt využil knihovny s funkcemi, které provedou kosimulaci. Tyto 
knihovny je nutné přidat do seznamu adresářů knihoven adresáře v nastavení 
Tools->Options. V záložce Projects->VC++ Directories vybereme Include files 
z nabídky Show directories for. Po kliknutí na volný řádek vybereme cestu ke 
knihovně include, která se nachází v Opnetovských knihovnách 
../OPNET/sys/include. Tento krok provede ještě jednou pro Library files, který 
se nachází v ../OPNET/sys/pc_intel_win32/lib. Externí aplikaci lze teď již zapsat 
do připraveného projektu. 
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Obr. 24: Přidání knihoven 
 
Výběr z externí aplikace: 
extern "C" DLLEXPORT 
void callback(void *state_ptr, double time, va_list vararg) 
 { 
: 
int sock;    //promenna pro socket 
int port = 5000;   //promenna pro port 
struct sockaddr_in dest;  //promenna pro vytvoreni socketu 
dest.sin_family = AF_INET; 
dest.sin_port = htons(port); 
dest.sin_addr.s_addr = inet_addr("127.0.0.1"); //zde je nutno  
      nastavit IP adresa serveru 
: 
} 
 
extern "C" DLLEXPORT //exportovana fce esa_main 
int esa_main(int argc, char *argv[], int stat) 
{ 
: 
WSAStartup(0x0101,&ws);    //inicializiace 
WSAStartup 
Esa_Init(argc, argv, ESAC_OPTS_NONE, &esaHandle);
 //inicializace ESA 
Esa_Load(esaHandle, ESAC_OPTS_NONE);//nacteni modulu simulace 
//ziskani ID rozhrani data_value_out 
if((callback_interface=Esa_Interface_Get(esaHandle,"top. 
sub.klient.ext_appl. 
out_data_value"))== ESAC_INTERFACE_NULL)  
 { 
: 
} 
Esa_Interface_Callback_Register(esaHandle,&status, 
callback_interface,callback, 
(EsaT_Interface_Array_Callback_Proc)NULL,(void *)NULL); 
 Esa_Execute_Until(esaHandle,&status,5000,ESAC_UNTIL_EXCLUSIVE, 
&cas, &udalost); 
 : 
} 
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Kód externí aplikace na začátku programu obsahuje přilinkované 
knihovny pro sockety (winsock2.h) využívané OS Windows pro sestavení 
komunikačního kanálu. Přilinkovaná knihovna esa.h (external system access) 
se stará o řízení kosimulace. Pomocí příkazu #pragma comment využívá 
knihovny opsim.lib a opsim_opt, které obsahují těla funkcí. 
 Pro vytvoření socketu využijeme funkci callback, která vyvolá inicializaci 
proměnných  ve struktuře sockaddr_in. Ta obsahuje třídu dest. a různé metody. 
Jedna z metod sin_family určí s jakými adresami se komunikuje. Nastavením 
na AF_INET bude vytvořený socket pracovat s adresami typuIPv4. Další 
metodou je sin_port, který využívá funkci htons, která nastaví číslo portu, na 
kterém bude poslouchat. Zvolil jsem hodnotu port číslo 5000, neboť na tomhle 
portu pracuje VPN (Virtual Private Network), která slouží k propojení několika 
počítačů prostřednictvím (veřejné) nedůvěryhodné počítačové sítě. Poslední 
metoda sind_addr.s_addr slouží pro uložení IP adresy. Zvolená IP adresa musí 
odpovídat serveru, na kterém poběží serverová aplikace. Je ji nutné před 
samotnou kosimulaci změnit z výchozí hodnoty, která nastavená na localhost. 
Funkce socket vytvoří kanál na kterém aplikace bude komunikovat. Argumenty 
funkce socket jsou AF_INET (má stejnou proměnnou, jako má metoda family) a 
SOCK_DGGRAM (využije UDP protokol, který je nespojově orientovaný). Za 
podmínky, že by se socket nevytvořil a tím nastala chyba ve vytvoření kanálu, 
je program ošetřen hlášením o chybě a pomocí funkce ESA_terminate je 
ukončen. Po sestavení spojení mezi oběma komunikačními stanicemi dochází 
pomoci funkce sendto k odesílání dat na vybraný socket. Argumenty funkce 
sendto jsou proměnná sock (ukazatele na socket), textový řetězec „FIN“(je 
argument toho co se bude odesílat), hodnoty 10 a 0(velikost odeslaných dat), 
proměnná sockaddr&dest (struktura a data) a na konci funkce vymezení 
velikosti struktury v paměti. Pokud vše proběhlo v pořádku, data byla odeslána 
pomocí funkce Esa_Interface_Value_Set do OM a funkce closesocket uzavře 
spojení. V případě, že během přenosu dat návratová hodnota zahlásí chybu, 
program bude ihned ukončen pomoci funkce Esa_Terminate.   
 Pro funkci esa_main vycházíme ze standardní funkce main, kde 
argumenty jsou proměnná argc (počet argumentu), ukazatel argv[] (uložení 
jednotlivých argumentů)  a proměnná stat (inicializace kosimulace). Tělo 
esa_main obsahuje funkce volané OM během kosimulace.  
Volané funkce jsou [7]:  
WSAStartup 
- inicializace socketů při komunikaci přes fyzické rozhraní 
 
ESA_Init 
- vykonává hlavní inicializace ESA knihovny 
- zřizuje OM prostředí podle vybraných argumentů 
- v proměnné esaHandle se vytvoří identifikátor  každé simulace 
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Esa_Load 
- nahraje a uloží simulaci do pamětí společně s přidruženými soubory 
- po inicializaci knihoven v OM je nutné nahrát simulaci (modely, schránku 
s objekty) 
 
Esa_Interface_Get 
- funkce vytvoří a zaplní pole identifikačním rozhranním 
- rozhraní je ukazatelem z interface ID 
- pokud návratová hodnota je nulová, funkce Esa_Terminate ukončí 
program 
 
Esa_Interface_Callback_Register 
- registruje callback funkci, když OM kód určí hodnotu předepsaného 
rozhraní  
- argumentem funkce jsou: ID simulace,ukazatel na ESYS rozhraní, název 
callback funkce  
 
Esa_Execute_Until 
- umožňuje OM simulaci zpracovat více událostí najednou 
- během kosimulace OM simuluje vše v jednom kusu 
- může ovládat velikosti jednotlivých kusů 
- vrací řízení kosimulace zpět do OM, přičemž simulace má svoje vlastní 
ID. 
- každá simulace je časově omezena.  
 
Po dokončení psaní kódu je nutné celý program zkompilovat Build->Build 
Solution. Výsledkem bude bezchybná kompilace s výstupním dynamickou 
knihovnou, kterou je nutné zkopírovat do adresáře 
../OPNET/sys/pc_intel_win32/bin. Teď by již měla simulace spolupracovat 
s externí aplikaci, kdy linker využije naprogramovanou knihovnu.  
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6 Simulace síťového modulu 
Simulace se spouští v menu DES – Configure/Run Discrete Event 
Simulation nebo pomocí tlačítka  umístěného na panelu nástrojů.  
Dostaneme se do okna pro konfiguraci spuštění simulace, které je 
zobrazeno na obr.25 
 
 
Obr. 25: Nastavení simulace 
 
V položce Duration lze nastavit čas simulace, tj. čas, který uplyne 
v nasimulovaném systému v průběhu simulace. V menu u něj lze vybrat 
časovou jednotku (sekundy, minuty, hodiny, dny, týdny). 
Položka Seed slouží k popisu simulace náhodného chování simulované 
aplikace. Její hodnota je typu integer a reprezentuje náhodnou posloupnost 
čísel. Její přednastavená hodnota je 128. 
V poli Values per statistic se nastavuje, kolik hodnot v průběhu simulace 
nasbírají nadefinované statistiky. 
Update interval udává počet simulovaných sekund, po jejichž uplynutí 
simulace předává zprávy o svém průběhu.  
Do položky Comments je možné zadat vlastní komentář. 
V tomto okně je rovněž možné nastavit spuštění debuggeru. To se provádí 
v rozbalovacím menu Execution v levé části okna kliknutím na položku OPNET 
Debugger. Po zaškrtnutí pole Use OPNET Simulation Debugger se zpřístupní 
nabídka pro ODB skript mode a  ODB skript name, pomocí kterých lze nastavit 
použití skriptových souborů, aby se minimalizoval vstup z klávesnice během 
simulace. 
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Při běhu kompilace se spuštěným debuggerem se v konzoli vypisují 
hlášení o průběhu simulace a je možné debuggeru přes příkazový řádek 
zadávat příkazy viz. obr. 26. 
 
Obr. 26: Kompilace 
 
 Po skončené kompilaci externího kódu je možno odsimulovat 
komunikaci. Rozbalíme strom s nabídkou prvků v node modelu např. top->sub-
>klient->ext_appl  
 
Obr. 27: Animace komunikace 
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Po skončení kompilace je možno pomocí animace sledovat průběh 
komunikace mezi stanicemi. Paket vycházející z aplikace projde všemi bloky až 
do externí aplikace. Tam čeká na potvrzení pro odeslaní paketu na druhou 
stanici. S potvrzením se objeví paket na serveru vycházející z externí aplikace a 
zároveň se potvrzený paket vrací do udp_interface, kde se následně zahodí. 
Tím je zaručeno, že proběhla komunikace mezi oběma stanicemi. 
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7 Závěr 
 
Cílem projektu bylo seznámit se s možnostmi simulace v OPNET 
Modeleru a následně upravit uzel do takové podoby, kdy pomocí přidané 
externí aplikace jsme schopni komunikovat v reálné síti. Toho bylo docíleno 
přidání dvou modulu, pomocí nichž byla komunikace přesměrovaná na vstup do 
reálné sítě a přidáním externí aplikace. 
Na počátku bylo nutné vytvořit v OPNETu model procesu, který bude 
komunikovat s UDP procesem. To nám umožní vytvořit aplikaci, která pro svoji 
komunikaci využívá UDP vrstvu. Následně přidal jsem dva modulu a v nich 
jsem upravil výchozí stavy tak, aby mohla probíhat komunikace mezi uzly. 
Přilinkováním externího souboru k OPNETu jsem docílil toho, že využil funkce 
v ní uložené k nastavení parametrů pro komunikaci s reálnou síti.  
Uvádím rozbor problematiky s možností návrhu datových sítí. Dále se 
pak zaměřuji na komunikační vlastnosti klienta i serveru. Komunikaci v OSI 
modelu jsem popsal jednoduše. Zaměřil jsem se hlavně na popis protokolu 
UDP, který je konkrétním představitelem protokolu transportní vrstvy a pro 
projekt je nevhodnější.  
V praktické části práce jsem popsal návrh a postup sestavení 
simulačního modelu v OPNET Modeleru. V první části je uveden podrobný 
popis sestavení modelu i popis dalších podpůrných funkcí. V další části textu je 
popsán postup pro přidání externí aplikace v uzlu pro naši klientskou aplikaci. 
Popis obsahuje vytvoření procesu, programování a přilinkovaní externí aplikace 
k simulaci OM. V kapitole simulace síťového modulu je popsáno běh celého 
systému. 
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9 Seznam zkratek  
DNS- Domain Name System  
DHCP- Dynamic Host Configuration Protocol 
FTP- File Transfer Protocol 
HTML- HyperText Markup Language  
HTTP- Hypertext Transfer Protocol 
ICI- Interface Control Information 
IP- Internet Protocol 
OSI model- Open Systems Interconnection model 
OM- OPNET Modeler 
POP3- Post Office Protocol version 3 
RPC- Remote procedure call 
SMTP- Simple Mail Transfer Protocol 
SSH- Secure Shell 
SSL- Secure Sockets Layer' 
TCP- Transmission Control Protocol 
UDP- User Datagram Protocol 
UTP- Unshielded Twisted Pair 
XML- eXtensible Markup Language 
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11.Přílohy 
 
A Externí aplikace 
#include <winsock2.h> 
#include <windows.h> 
#include <string.h> 
#include "esa.h" 
 
#pragma comment(lib,"ws2_32.lib") 
#pragma comment(lib,"opsim.lib") 
#pragma comment(lib,"opsim_opt.lib") 
 
// globalni promenna kvuli callback fci 
EsaT_State_Handle esaHandle; 
 
extern "C" DLLEXPORT 
void callback(void *state_ptr, double time, va_list vararg) 
 { 
   // promenne pro OPNET 
   int status; 
   EsaT_Interface opnet_interface; 
    
   // promenne pro externi aplikaci 
   int sock; // promenna pro socket 
   int port = 5000; // promenna pro port 
   struct sockaddr_in dest; // promenna pro vytvoreni socketu 
 
   dest.sin_family = AF_INET; 
   dest.sin_port = htons(port); 
   dest.sin_addr.s_addr = inet_addr("127.0.0.1");//zde patri  
IP adresa serveru 
 
   sock = socket(AF_INET, SOCK_DGRAM, 0); 
 
   if(sock < 0) 
   { 
  MessageBox(NULL,"Chyba pri vytvareni socketu.","Error",0); 
  Esa_Terminate(esaHandle, ESAC_TERMINATE_NORMAL); 
  return ; 
   } 
 
status=sendto(sock,"FIN",10,0,(struct sockaddr*)&dest, 
sizeof(dest)); 
 
   closesocket(sock); 
 
   if(status < 0) 
   { 
// neuspech 
  MessageBox (NULL,"Chyba pri odesilani","Error",0);  
  Esa_Terminate(esaHandle, ESAC_TERMINATE_NORMAL); 
  return ; 
   } 
 
   opnet_interface=Esa_Interface_Get(esaHandle,"top.sub.klient. 
ext_appl.data_in_value"); 
   Esa_Interface_Value_Set(esaHandle,&status,opnet_interface, 
ESAC_NOTIFY_IMMEDIATELY); 
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   return ; 
 } 
 
extern "C" DLLEXPORT // exportovana fce esa_main 
int esa_main(int argc, char *argv[], int stat) 
  { 
    // promenne pro OPNET 
    EsaT_Interface callback_interface; 
 int status; 
 double cas; 
 int udalost; 
  
 //inicializiace WSAStartup 
 WSADATA ws; 
 WSAStartup(0x0101,&ws); 
 
  //inicializace ESA 
Esa_Init(argc, argv, ESAC_OPTS_NONE, &esaHandle); 
 
//nacteni modulu simulace 
Esa_Load(esaHandle, ESAC_OPTS_NONE); 
 
 // ziskani ID rozhrani data_value_out 
if((callback_interface=Esa_Interface_Get(esaHandle, 
"top.sub.klient.ext_appl.out_data_value"))==ESAC_INTERFACE_NULL) 
 { 
   MessageBox(NULL,"Chyba pri ziskavani ID interface","Error",0); 
   Esa_Terminate(esaHandle, ESAC_TERMINATE_NORMAL); 
   return 1; 
 } 
 
Esa_Interface_Callback_Register(esaHandle,&status, 
callback_interface,callback, 
(EsaT_Interface_Array_Callback_Proc)NULL,(void*)NULL); 
  
 Esa_Execute_Until(esaHandle,&status,5000,ESAC_UNTIL_EXCLUSIVE, 
&cas, &udalost); 
 
return 0; 
  } 
 
 
B CD/DVD příloha 
 
CD/DVD disk obsahuje elektronickou verzi bakalářské práce (*pdf) a funkční 
simulační program. 
