The implementation of satellite-based Doppler 
A search and rescue orbiting satellite system lhas been suggested as a means for locating distress signals from downed aircraft, small boats, overland expeditions, etc. [1] [2] [3] [4] . Positioning with this system would be accomplished using emissions from emergency locator transmitters (ELT), now available on most U.S. aircraft. An essential requirement of the system is that the location of ELT emissions be determined to within a few kilometers using data obtained during a single pass of a 700-1200-km altitude satellite.
One specific mission proposal [5] involves the incorporation of search and rescue mission instruments on a TIROS-N satellite in a circular, 850-km-altitude, polar orbit. The instruments would be capable of detecting and locating ELTs operating at 121. 5 which it will be necessary to send rescue parties to two widely separated locations, thus increasing the cost of each rescue. Tile ambiguity problem, the distinguishing of the correct from the spurious solution, is the subject of this paper.
The problem arises in other applications. An example is the proposed satellite-aided coastal surveillance in support of the recently imposed 200-mi fishing limit [6] . This system would require a single-pass Doppler positioning capability. Also, Green [7] has analyzed the ambiguity problem in the course of a comprehensive treatment of the NIMBUS-TWERLE experiment. But he does not attempt to derive the optimal decision procedure. In addition, the technique recommended for computing the probability of a correct decision which relies on a cumulative F distribution is incorrect.
In what follows it is shown that the residual sets of the two solutions have different statistical properties and that this fact can be exploited to develop a simple quadratic form test which is the most powerful in the sense that it maximizes the probability of a correct decision.
Numerical examples are given in which the power of the test is computed for situations that are relevant to the design of a satellite-aided search and rescue system.
Least-Squares Residuals
The least square residuals are the differences between the measured Doppler frequencies and those computed using a transmitter positioned at the least-squares minimum. Obviously, if no noise or other error sources were present, the residuals at the correct solution would all be zero. Those at the spurious minimum, however, would not ordinarily vanish. This is because the rotation of the Earth disturbs the symmetry, except for the special case where the satellite orbit lies in the equatorial plane. The magnitudes of these residuals depend on many factors, among which are the inclination of the satellite orbit, the latitude of the ground transmitter, its distance from the satellite ground track, and the number and span of Doppler measurements. Typical magnitudes, converted to corresponding values of range rate, are tens of meters per second for a full pass of data, down to a meter per second for a few data points taken over part of the satellite pass.
Ail important property of the residuals resulting from the rotation of the Earth is that an interchange of the transmitter and the spurious minimum results in a set of residuals that are the negatives of the original ones. This property, whlich results from the near symmetry of the two mninima with respect to the satellite orbit, is readily verified by numerical simulations.
In practice the residuals at the true minima cannot be expected to vanish. The presence of error sources such as short-term oscillator stability and receiver noise produces a Doppler measurement error that can be modeled as nonnally distributed noise. Systematic error sourses such as oscillator drift over the duration of the satellite pass will also exist. Because of the near symmetry of the true and spurious minima, the two sets of residuals already present, zeros at the true minimum and those induced by Earth rotation at the spurious minimum, are both mnodified by the addition of the set of error residuals produced by these error sources. If the latter are sufficiently large. the presence of Earth rotation residuals in one or the other of the two composite sets is not easy to detect. If the two sets of residuals are differenced, however, the effects of noise and drift subtract out, and one is left with a set of residuals caused by Earth rotation alone. Because of the property mentioned in the preceding paragraph, these residual differences by themselves provide no clue to the location of the true minimum, as the same differences are obtained regardless of which side of the satellite ground track the transmitter is on. Nevertheless, if this set of differences is considered to be a known signal, and attention is focused on the residuals of either one of the two least-squares solutions, the problem of resolving the ambiguity reduces to that of deciding on the presence of absence of a given signal in noise, the treatment of which is well known [10] which influence the functional relationship between y and x . If the estimates of these parameters are uncertain to a significant extent, this fact inust be taken into account in obtaining an optimal estimate x of x. Let z be an estimate of z Then z = z + a, E() = O0, E(cmo')=P (2) where P is full rank and of is normally distributed. The functional relationship between y, x , and z can be expressed as y =4'(x, z ). The left side of (6) can be used as a new nominal and the process can be repeated until a convergence criterion is satisfied. By employing the usual linearity assumptions one can show that the left side of (6) is an optimal estimator of x in the sense that the trace of its covariance is a minimum [9 ] . We require the first-and second-order statistics for the a posteriori residuals of the least-squares filter when the iteration process converges to a correct solution. Assume that the nominal value xN used as an initial guess for the least-squares iteration process is sufficiently close to x that the first-order Taylor series expansion represented by (4) is valid. Then by combining (4) with (6) 
Assume that x is a good estimate of x and rewrite (8) as
dom vector and since the range space of A is of rank 3, it follows that the M-dimensional covariance matrix C is of a) reduced rankM -3. These facts are summarized in the following theorem.
b)
Theorem: Assume that a least-squares process has been c) implemented to solve the single-pass Doppler positioning problem and that the process has converged to a point d) near the true transmitter position. Assume also that the equation of condition (4) 
Then a first-order Taylor series expansion about x and i yields
Hence R is a linear function of a normal random variable and
(1 a)
(1 lb)
By combining (9) 
Hence the first-and second-order statistics for the a posteriori residuals of the spurious solution are
In fact the covariance matix C of R is of reduced rank.
This can be seen by focusing attention on (10) . Because of the interpretation of the least-squares reduction process as a projection operator [9] The covariance matrix of the residuals for the spurious solution given by (1 6b) has the same form as the covariance matrix for the residuals of the true solution as given by (1 lb Imagine an experiment whose first step is to choose either random variable £ or random variable Cs with probability 0.5 for each choise. Next obtain a realization V from whichever random vector was chosen at the first step. The probability structure of the experiment can be described as follows: Define a two-point random variable x as x = 0 if random vector £ is chosen and x = 1 if random vector £s is chosen. The outcome of the experiment can be described as a two tuple (V, x) where the value of x describes the chosen probability law and where V is the realization. From (10), (15) , and (17a), (17b), it is seen that random vectors £ and Cs are linear functions of normal random vectors. Since they are also full rank they are normally distributed. Hence the joint probability density func- The Neyman-Pearson Lemma [10] asserts that in the case of simple alternative hypotheses, a maximum likelihood criterion is the most powerful test for accepting or rejecting the null hypothesis. An (10) and (15 
on side a of the satellite subtrack as the correct transmitter position if and only if (35) 
The reasoning employed from (17) to (27) is again applicable and we have the following result.
Theorem: Assume that the least-squares solution to the single-pass Doppler positioning problem has been implemented and that solutions of either side of the satellite subtrack have been obtained. Let ra and rb be the residual sets of the two solutions. Assume that the uncertainty associated with parameters defined by (2) have been ignored in the least-squares reduction process. Then the most powerful test for ambiguity resolution is obtained by choosing the solution on side a of the satellite subtrack as the correct transmitter position if and only if where the required probability is P if P > 0.5 and 1-P if P<0.5.
An entirely different approach which also derives the above result is given in the Appendix.
If the systematic error sources defined by (2) are neglected in the least-squares reduction process, the residual statistics are different from those given by (1 la), (1 lb) and(I6a),(16b), Hence for this situation the above theorem is invalid. The most powerful test for this case can be obtained by noticing that if the uncertainties implied by (2) where C0 is defined by (40b).
It would be inconsistent to ignore systematic error sources in a least-squares data reduction and then include their effects in an effort to resolve ambiguity. Hence it is unlikely that the test implied by (43) would be implemented in practice. However, the test is of use in providing a bound on the probability of ambiguity resolution in the presence of different types and magnitudes of systematic error sources.
Computing Power of Test

7)
Suppose that an optimal least-squares estimator defined by (6) has been implemented to determine transmitter position from a single pass of Doppler data. Inequality (35) provides the most powerful test for ambiguity resolution. The power of the test is the probability of inequality (35) 3) being satisfied when the correct solution is on side a.
From (10) , (15) , and (16a), it follows that With regard to determining the power of the test it will be seen that the sign ambiguity is irrelevant. We will assume the positive sign. Inequality (35) can now be rewritten as Co-, U = U.
(48 Hence inequality (47) is equivalent to x < (UT , 5-' U0/2/2.
(49,
The power of the test can be obtained by computing the right side of inequality (49) and consulting a tabulation of the cumulative normal distribution for the probability of standard normal variable not exceeding the number in question. If no systematic error sources are present and if the data moise is uncorrelated and of constant variance, inequality (49) reduces to
where a is the standard deviation of the data noise.
Numerical Example
To illustrate the application of (50), an example was chosen that is relevant to the design of the satellite-aided search and rescue system to be tested using the TIROS-N satellite [1 2] . A circular satellite orbit with a radius of 7200 km and an inclination of 98.70 was simulated. The latitude of the transmitter was about 360N, and the distance from the satellite subtrack was chosen so that the satellite elevation was 200 at the time of closest approach.
The range-rates that would be measured in such a configuration using 1-min intervals between observations over a span of 3 min were calcultated and are listed in the second column of both Table I and Table II . The first column in each of these tables, the time of observation, is given relative to the time of closest approach of the satellite to the transmitter, which occurs at the second range-rate observation.
Because of economic considerations, the limiting source of error in a search and rescue system is likely to be the frequency stability of the emergency transmitter which is the only part of the system to be manufactured in large quantities. As an example of stabilities that can be obtained, consider the TWERLE balloon transmitters, which had short-term stabilities of better than one part in 108/s. This value corresponds to a range-rate error noise of 3 m/s for a Doppler frequency measurement of 1-s duration, and a standard deviation of this magnitude was used to generate the noise listed in the third column of Table I . The effect of a linear drift on one part in 108 over 15 min [14] was neglected because it resulted in residuals that were negligible compared to those caused by Earth rotation. Simulated range-rate observations were formed by adding the range-rates in the second column to the corresponding noise values in the third. Using these simulated observations a least-squares position location algorithm was used to solve both for the minimum near the transmitter position and also for the false minimum on the opposite side of the satellite subtrack. The residuals of the least-squares fits to these minima are listed in the fifth and fourth columns of Table I , respectively. The vector U appearing in (50), which is defined in (44) as the difference between the residuals at the false minimum and those at the minimum near the true position, is listed in the last column. The fundamental test (35) in this case happens to give the correct results since the sum of the squares of the fourth column 23.51 exceeds that of the fifth column 8.92. Substituting the residual differences in the last column into (50), the right side of (50) is equal to 0.311 which, consulting a table of cumulative normal distribution, yields a value of 62 percent for the power of the test, a low value. To obtain a higher value, the number of Doppler points measured must be increased, the 3-min observation span lengthened, or the transmitter stability improved. In Table II The paper provides a formula for computing the power of the most powerful test. The power of the test is a function of the data noise, the number and distribution of the data points, the transmitter latitude, the maximum elevation of the data points, the transmitter latitude, and the maximum elevation of the satellite pass relative to the transmitter position. Numerical examples are included in which the power of the test is computed for situations that are relevant to the design of a satellite-aided search and rescue system.
Alternative Derivation
The probability that the true position x of the transmitter lies in a given region A when a particular series y of range rates are observed is given by [13] (Al) P [x' in A lYI = i lp(v)I f P|Ix) p(x) dx where p(x) is the marginal probability density of x, p(y |x)
is the conditional probability density of y given x, and p(v) is the marginal probability density of y Q (see (1) ). It follows that the conditional probability of y given x is [13] are absent from the right-hand side of (A7) because the condition that xA is a maximum of the exponential function is equivalent to requiring that these terms vanish.
Also, the quantities y -f(xA ) appearing in (A7) can be recognized as the residualsRA of the weighted leastsquares fit to y of f(xA ). Assuming 
