Abstract-We consider a stochastic inventory system with general piecewise linear ordering cost. The cumulative demand is modeled as a Brownian motion process. The ordering cost function is neither convex nor concave; it may not be monotone; and it is not even necessarily continuous, and it includes most ordering cost functions studied in the literature, e.g., economies-of-scale or dis-economies of scale, all-unit discount or incremental discount, and multiple setup costs, as special cases. In addition to ordering cost, the system incurs the usual holding/shortage cost, and the objective is to minimize the average system cost per unit of time. Despite the complexity in the ordering cost function, we show that an optimal control policy is very simple: it is either an (s, S) policy or a one-sided singular control policy.
I. INTRODUCTION

A. Motivation
I
N THIS paper, we study a continuous-review stochastic inventory system with a general piecewise linear ordering cost function. Specifically, for an order quantity z ≥ 0, the ordering cost c(z) takes the following form: There exist some cost break points Q i , i = 0, 1, . . . , n, with 0 = Q 0 < Q 1 < · · · < Q n −1 < Q n = ∞, such that the ordering cost is K i + c i z when the order quantity z is between Q i−1 and Q i , i = 1, 2, . . . , n, where K i ≥ 0 and c i > 0. We assume that the ordering cost function c(z) is lower semi-continuous, 1 and it takes value at the breaking point Q i either according to the linear function in the left interval or the right interval. The lower semi-continuity implies that at each break point Q i , c(Q i ) takes the smaller value of K i + c i · Q i and K i+1 + c i+1 · Q i , hence ordering cost function c(·) can be expressed as
where 1 A is the indicator function. i.e., it takes value 1 if A occurs and 0 otherwise, and for any real numbers a and b, we let a ∧ b = min{a, b}.
The cost structure in (1) is quite general: First, any lower semi-continuous ordering cost function can be approximated arbitrarily closely by such piecewise linear functions; and second, it includes many examples of practical interest as well as most of the Brownian stochastic inventory systems studied in the literature as special cases. The following are some examples and they have been studied in numerous papers in the research literature.
1) The first class of practically important ordering cost function is the all-unit quantity discount cost, which is given by (1) with
. . , n and
See Fig. 1 . For example, the H. J. Heinz Company, a grocery supplier, offers all-unit quantity discounts to its customers as follows: the customers who order more than 42,000 pounds will receive a discount for unit product cost; see Altintas et al. [3] . 2) The second important class of ordering cost is the incremental quantity discount cost, which is given by (1) when where the parameters satisfy c 1 > c 2 > · · · > c n > 0. See Fig. 2 . Incremental discount scheme is an often observed sales strategy in practice. For example, many retail stores utilize the "buy one get the second 50% off" policy. See Lu et al. [28] for a similar example from Drugstore.com.
3) The third class of ordering cost included in (1) is the constant unit cost with increasing setup cost, i.e., c 1 = c 2 = · · · = c n = c > 0, and
See Fig. 3 . For example, Safeco Corporation, a company in Texas, uses this cost structure in handling and storing of a hazardous waste material; see Bigham [7] . Motivated by various applications, several non-linear ordering cost functions have been studied in the stochastic inventory control literature. For example, Hadley and Whitin [18] study cost function (2) in an EOQ setting, Jucker and Rosenblatt [23] consider the same cost function in a single-period stochastic inventory model (i.e., the newsvendor problem), and Federgruen and Lee [15] analyze (2) in a finite-horizon deterministic inventory control problem. Altintas et al. [3] consider finiteand infinite-horizon periodic-review stochastic inventory models with all-unit quantity discount (2) and show that the optimal inventory control policy can be very complicated. Porteus [31] , [32] considers a periodic-review inventory system with concave ordering cost such as (3) , and he proves that a generalized (s, S) policy is optimal under the assumption that the demand distribution belongs to the class of densities that are finite convolutions of uniform and/or exponential densities. Chao and Zipkin [11] , Caliskan-Demirag et al. [9] and Alp et al. [2] study periodicreview stochastic inventory problems whose ordering costs are special cases of (4), and the authors characterize the structure of the optimal ordering policies. In general, it is known that the structure of the optimal policies for periodic-review inventory systems with piece-wise linear ordering cost is very complex.
In this paper, we consider a continuous-review stochastic inventory control problem with ordering cost given by (1) , and the cumulative demand is modeled as a Brownian motion process with positive drift. Assuming that the holding and shortage cost rate function h(x) of inventory level x is weakly quasiconvex, we study the optimal inventory replenishment policy that minimizes the average system cost per unit time. We show that an optimal control policy for this complex inventory model is actually quite simple. That optimal inventory control policy is shown to be either an (s, S) policy or a one-sided singularcontrol policy (critical-number policy), and the latter is possible only when K 1 = 0. In proving the optimality of the policy, we first establish a lower bound for the long-run average cost under any admissible policy, and then identify a candidate policy whose average cost achieves the lower bound. This allows us to conclude that the specified policy is optimal.
This paper contributes to the research literature by identifying a large class of stochastic inventory systems that possesses a simple optimal control policy, and it generalizes and unifies the earlier studies on optimal control of Brownian inventory systems.
B. Literature Review
In this subsection, we first briefly review some related inventory models with various ordering costs, and then discuss the related works on Brownian inventory systems.
In the classic periodic-review inventory system, studied in Scarf [33] , a fixed ordering cost and a constant variable cost is assumed, and an (s, S) policy is proved to be optimal. Numerous works have been published since then to extend the ordering cost function, including the several papers discussed in the previous subsection. Lippman [26] studies a nondecreasing and subadditive ordering cost, and shows that at each period i, it is optimal to bring the inventory level to some number S i if the initial inventory is less than s i and to order nothing if it is higher than some levelȳ i ; hereȳ i > s i . However, the author does not characterize the optimal decision for the interval (s i ,ȳ i ]. Furthermore, Chan et al. [10] consider the modified all-unit discount cost function and demonstrate that there exists a zero-inventory-ordering policy such that its total cost is no more than 4/3 times the optimal cost. Li et al. [25] study an inventory model with batch ordering and truckload discounts, and provide an efficient dynamic programming algorithm. Lu and Song [27] analyze an inventory system with a fixed cost and a piecewise linear convex variable cost, and fully characterize the optimal policy for the single-period problem and partially characterize the optimal policy for the multiple-period problem. Fox et al. [16] study a periodic-review inventory system with dual suppliers. The ordering cost for this system can be written as a piece-wise linear function, and the authors characterize the structure of the optimal ordering policy. Notice that the ordering costs in [10] , [25] , [27] , [33] , [16] are all special cases of our cost function (1) .
There exists an extensive literature on the study of Brownian inventory systems as well. Most of these studies assume that ordering cost is given by a fixed cost plus a linear cost. The Brownian inventory model is first studied by Bather [4] , who considers such an inventory system and proves that an (s, S) policy is optimal under long-run average cost criterion. Sulem [34] and Benkherouf [5] prove that (s, S) policy is still optimal under discounted cost criterion. Wu and Chao [36] show that an (s, S) policy is optimal for a production/inventory system with finite production capacity under long-run average cost criterion. Several authors have studied two-sided impulse control problems in which both increment and decrement of inventory levels are allowed and they show that a (d, D, U, u) policy is optimal; see e.g., [13] , [14] , [20] , [30] . In particular, Harrison and Taksar [21] and Taksar [35] study a two-sided singular control problem under discounted cost criterion and long-run average cost criterion respectively, and show that an optimal policy is a (d, u) policy, under which the inventory level is kept in the interval [d, u] . Recently, Yao et al. [37] and He et al. [22] study some special ordering cost functions of (3) and (4) respectively. Yao et al. [37] consider a continuous concave ordering cost model (3) and shows that an (s, S) policy is optimal when the admissible policies are limited in a large class of policies for which there exists a finite number M , such that the policy does not place an order when the inventory level exceeds M , while He et al. [22] study a piece-wise ordering cost function given by (4), and they show that an (s, S) policy is optimal under the assumption that the holding/shortage cost function is strictly convex. Indeed, Brownian motion models have been used to approximate demand processes in inventory/production systems in many papers; see e.g., Gallego [17] , Bradley [8] , and Allon and Van Mieghem [1] , among others.
This paper generalizes and unifies the line of research on optimal control of Brownian inventory systems by showing that, for the optimal ordering/replenishment of Brownian inventory systems, all the results extend to arbitrary lower semi-continuous ordering cost functions.
C. Discussion
Before concluding this section, we point out that the assumption of lower semi-continuity of ordering cost function is necessary to ensure the existence of optimal control policy. Indeed, if the ordering cost function is not lower semi-continuous, then optimal control policy for the inventory system may not exist.
As a simple example, consider two ordering cost functions: i) c(z) = 2500 + z for z ∈ [0, 100] and c(z) = 2500 + 1000z for z ∈ (100, ∞); and ii) c(z) = 2500 + z for z ∈ [0, 100) and c(z) = 2500 + 1000z for z ∈ [100, ∞). Note that these two ordering cost functions differ only at a single point z = 100, and that cost function i) is lower semi-continuous, while cost function ii) is not. Suppose the demand process is a Brownian motion process with parameters μ = 1, σ 2 = 2, and the holding and backlogging cost rate function is h(x) = |x|. The objective is to minimize the average ordering and holding/backlogging cost.
We first consider the same problem but with ordering cost function c(z) = 2500 + z1 {z >0} . The optimal policy for this problem can be computed using Theorem 1 of , and it is (s * , s * + Q * ) with s * = −51.01 and Q * = 100.02. It can be seen that under ordering cost function i), the optimal policy is to order 100 units whenever the inventory drops to − 51. This is intuitive because of the high variable cost for z > 100.
However, if the ordering cost function is ii), then whenever the level drops to − 51, it wishes to order a quantity that is as close to 100 as possible, but not 100. This is because, the variable cost for ordering 100 is much higher than that for ordering a quantity lower than 100. This shows that the optimal policy does not exist for ordering cost function ii).
The rest of this paper is organized as follows. In Section II, we present the inventory model and the main results of this paper. In Section III, we analyze two special classes of policies, (s, S) policy and singular control policy, in Subsection III-A and III-B respectively, and discuss their candidacy for optimality in Subsection III-C. In Section IV, we first establish a lower bound for all admissible policies, and then identify one policy from those discussed in Section III that achieves the lower bound, thus proving its optimality among all admissible policies. Finally, we conclude this paper in Section V.
II. MODEL AND RESULT
First, we introduce the notations and assumptions used in this paper. Let B = {B t : t ≥ 0} be a standard Brownian motion process defined on a probability space (Ω, F , P ). Let {F t ; t ≥ 0} be a filtration, i.e., a nondecreasing familty of sub-σ-fields of F , under which B is martingale (see e.g., Section 1.1 of Karatzas and Shreve [24] ). Consider an inventory system in which the netput inventory process at time t without any control, i.e., the difference between the nominal supply process and the demand process, is given by
where X 0 = x is the initial inventory level, μ > 0 and σ are the drift and variance parameter, respectively.
We define a control policy ϕ as a stochastic process {Y t : t ≥ 0}, and Y t denotes the cumulative ordering quantity up to time t. For each sample path, Y t is nondecreasing, right continuous on t ∈ [0, ∞), and has left limits. Furthermore, Y t is F t -measurable for each t ≥ 0. A control policy satisfying these is called admissible, and we let Φ be the set of all admissible policies. Under a given admissible policy ϕ = {Y t : t ≥ 0}, the inventory level at time t is
where, by convention, we set Z 0− = X 0 = x and Z 0 = X 0 + Y 0 .
We divide the control process {Y t : t ≥ 0} into two parts: jump part and continuous part. Specifically, let T n be the time of the n th jump of Y with order quantity ξ n = ΔY T n = Y T n − Y T n − > 0, and we set T 0 = 0 and ξ 0 ≥ 0 by convention. Let N t be the number of jumps (replenishments) up to time t excluding the possible jump at T 0 = 0. That is, 
There are two types of costs in this inventory system: ordering cost and holding/shortage cost. Whenever the system orders an amount of z, an ordering cost c(z), given by (1), is incurred; and when the inventory level is z, it incurs a holding/shortage cost at rate h(z). We assume that the ordering cost function (1) is subadditive, i.e.,
If this is not satisfied, then the inventory manager can place multiple orders of smaller quantities at the same time, instead of an order with larger quantity, to incur a lower ordering cost. We assume that h : R → [0, ∞) satisfies the following conditions. See e.g., [37] . 
e) There exist scalars p > 0 and q ∈ R such that h(x) ≥ −px + q for all x ∈ R. Under an admissible policy ϕ ∈ Φ with initial inventory level Z 0− = x, the long-run average cost for the inventory system is
where E x stands for conditional expectation given that the initial inventory level is x. We aim to find an admissible policy ϕ * ∈ Φ that attains the minimum average cost, i.e.,
The following is the main result of this paper.
Theorem 1:
Assume h satisfies Assumption 1 and c(·) is given by (1). Then, there exists a policy ϕ * = (s * , S * ) with s * ≤ S * that is optimal among all admissible policies for the Brownian inventory system with general piece-wise linear ordering cost, where the case s * = S * stands for a one-sided singular control policy at s * and it is possible only when K 1 = 0. The result in Theorem 1 is in sharp contrast with that of periodic-review stochastic inventory system with piece-wise linear ordering cost: For the latter, the optimal policy is extremely complex, but for Brownian inventory model with a general piecewise linear ordering cost, the optimal control policy is exceedingly simple, it has an optimal policy that is either an (s, S) or a one-sided singular control policy.
The main insight of the result in this paper is that, when the product is infinitely divisible and ordering frequency can be high, its optimal control policy is very simple even when the ordering cost function, such as those practical examples discussed in Subsection I-A, is very complex. The result suggests that a simple heuristic policy should work well for periodic-review inventory systems with frequent ordering and small demand sizes. In addition, we will show later that the optimal policy parameters in Theorem 1 can be selected from a finite number (at most n) of values; see (17) . Hence, they can be computed efficiently.
To prove Theorem 1, we first establish a lower bound for the average cost of any admissible policy, in Theorem 2. Then, we identify a policy that achieves the lower bound, thus establishing the optimality of the specified policy among all admissible policies. To that end, we first analyze the behavior of any given (s, S) policy and any given singular control policy, in Subsection III-A and III-B respectively, and select among them the best one as a candidate for the optimal policy in Subsection III-C. Then in Section IV we prove the optimality of the identified policy by showing that it achieves the lower bound established in Theorem 2.
III. ANALYSIS OF TWO CLASSES OF POLICIES
In this section, we study the average cost functions under an (s, S) and under a one-sided singular control policy (we shall simply refer to it as a singular control policy), and select the best one among them as a candidate for an optimal policy. Under an (s, S) policy, whenever the inventory level is lower than s, the inventory level is immediately raised to S; while under a singular control policy with critical number s, the inventory level is kept no less than s. These two classes of policies are studied in Subsection III-A and III-B respectively, and we show how to select the best one among them in Subsection III-C.
A. Analysis of (s, S) Policies
In this section, we analyze the average cost of the inventory system operating under an (s, S) policy with s < S. Under a given (s, S) policy, the inventory level process {Z(t) : t ≥ 0} is a regenerative process if a cycle is defined as the duration between two successive times at which the inventory level hits s. Denote the random duration of a cycle by τ . By renewal theory, the long-run average cost under an (s, S) policy is equal to the ratio of the expected cost (including ordering cost and holding/shortage cost) during one cycle and the expected length of one cycle, i.e.,
where
and λ = 2μ/σ 2 . In (6), c(S − s) is ordering cost and
is the expected holding/shortage cost in one cycle, and E S [τ ] = (S − s)/μ is the expected length of one cycle. Refer to [37] for more discussions. We note that for an (s, S) policy, the long run average cost does not depend on the initial condition, therefore we can drop the first argument of AC in (6) . For convenience, define Q = S − s and let γ(s, Q) denote the long-run average cost AC(s, (s, S)). Then (6) can be rewritten as
We will find the best values of s and S by solving the following problem
The reason why we use "inf" not "min" is that the minimizer Q may not exist in the open interval (0, ∞). Let Λ be the set of minimizers of G(·), i.e.,
In the following lemma, we present the properties satisfied by the optimal s = s(Q) for given order quantity Q. Lemma 1: We have the following properties: a) G(x) is differentiable, weakly quasi-convex and lim |x|→∞ G(x) = ∞, and Λ is a convex and compact set. b) For any Q > 0, there exists an s(Q) ∈ R that minimizes γ(s, Q) and also satisfies i) 
It follows from the cost function c(
To solve (11), we will first solve
in Proportion 1 below, where we define s(Q) = x * when Q = 0. LetQ i be defined such that
Note thatQ i may take value at the break point, and it may happen that c(Q i ) = K i + c iQi , i.e.,Q i / ∈ Ξ i , thus the minimizer of inf Q ∈Ξ i γ i (s(Q), Q) may not exist. In fact, we can show that if some i ∈ {1, 2, . . . , n} satisfies c(Q i ) = K i + c iQi , then inf Q ∈Ξ i γ i (s(Q), Q) cannot be the minimum average cost for our problem; see Lemma 2.
Proposition 1: For any i ∈ {1, 2, . . . , n}, there exists a minimizerQ i for (12) 
Remark 2:
i) The result in Proposition 1 is intuitive and is similar to Lemma 4 in [37] . It can be seen from the derivative of
where the derivative of s(Q) is obtained by the Implicit Function Theorem for the strictly quasi-convex case, and for the general weakly quasi-convex case it can be obtained as in Section 6 of [37] . ii) Q n = ∞ implies that
(13) This will be used in the proof of Theorem 1. It follows from Corollary 1 that if K 1 = 0, thenQ 1 = 0. However, (s, S) policy with S − s =Q 1 = 0 is not a classical (s, S) policy. Indeed, in the periodic-review inventory control literature, the corresponding policy is known as base-stock policy, and in stochastic control theory, it is called a singular control policy. In the next subsection, we analyze the average cost function of the inventory system operating under an arbitrarily given singular control policy.
B. Analysis of Singular Control Policies
In this subsection, we study the average cost operating under one-sided singular control policy with a lower barrier s, and investigate the relationship between the average cost of a singular control policy and the average cost of an (s, S) policy.
Under a singular control policy with lower barrier s ∈ R, no control is exercised until the inventory level Z t drops to s, and when the inventory level drops to s, a minimum amount is ordered to keep the inventory level staying at or above s. The amount of inventory ordered is known as the regulator. See Harrison [19] . For convenience we refer to this policy as singular control policy s.
Mathematically, let C be the set of all continuous functions on [0, ∞). For any η ∈ C with η 0 ≥ s, there exists a unique pair (z, y) ∈ C 2 such that y 0 = 0 and y is nondecreasing,
y strictly increases only when z = s.
If the initial point η 0 < s, then this policy first orders quantity s − η 0 to bring the inventory level to s at time zero, and then follows the case with η 0 ≥ s after that. For a detailed discussion, refer to Harrison [19] . Thus, under a singular control policy, from §2.2 in [19] , we have
where a − = max(0, −a). This shows that the inventory level Z t is a regulated Brownian motion process with drift −μ < 0 and variance parameter σ, and a reflection lower boundary at s. Note that Y t represents the cumulative ordering quantity up to time t, which is a non-decreasing process. For convenience, we refer to any point t at which Y t strictly increases as an ordering time. Let γ(s, 0) denote the average cost of a singular control policy s.
Under a singular control policy s, the number of points at which Y t strictly increases, or ordering times, on [0, T ] is infinite with positive probability for any T > 0. This implies that a singular control policy cannot be optimal if K 1 > 0 as it gives an infinite average cost. Thus, in this subsection we focus on the case that K 1 = 0.
When K 1 = 0, the average cost of the inventory system is readily computed using the steady state distribution of Z t as t → ∞ (see e.g., §6.6 p. 102 in [19] ), and it is given by
where G is defined in (7) and recall that c 1 is the first cost parameter in ordering cost function (1). Thus, it follows from the definition of Λ in (9) that, for any x * ∈ Λ,
Furthermore, we have the following proposition to present the relationship between average costs under (s, S) policies and that under a singular control policy x * ∈ Λ. Proposition 2: If K 1 = 0, then we have
(15) By Proposition 1, Corollary 1 and Proposition 2, we conclude that if K 1 = 0, then the long-run average cost under singular control policy x * ∈ Λ is lower than the average cost of the inventory system operating under any (s, S) policy with c(S
C. Analysis of Candidate Policies
In this subsection, we choose a best policy among the classes of (s, S) and singular control policies, and we will show in the next section that this policy is actually optimal among all admissible policies.
Recall thatQ i is the minimizer for (12) . Define
And for each i ∈Π, we must have either
, which implies i ∈ Π and leads to contradiction. The following lemma provides some useful properties. Lemma 2:
The lemma above shows that the long-run average cost of the inventory system operating under any (s, S) policy with c(S − s) = K i + c i (S − s), i ∈Π, is larger than the average cost of the system under an (s, S) policy with c(S − s) = K π (i) + c π (i) (S − s), π(i) ∈ Π. Thus, we only need to search for the best one from those (s, S) policies that satisfy c(S − s)
and (s * , S * ) be a policy such that
Then, we have the following proposition. 
IV. OPTIMAL POLICIES
In this section, we first establish a lower bound for the longrun average cost under any admissible policy. Then, we show that the policy identified in the last section achieves the lower bound, thus proving its optimality.
Theorem 2: Let f : R → R be a continuously differentiable function with f absolutely continuous, and γ a constant. Suppose f and γ satisfy the following conditions:
where a 0 and a 1 are positive numbers and m is a positive integer. Then, we have AC(x, ϕ) ≥ γ for any initial inventory level x ∈ R and any admissible policy ϕ ∈ Φ.
To prove Theorem 2, we need the following lemma. Lemma 3: For any admissible policy ϕ ∈ Φ, there exists a sequence of admissible policies {ϕ ∈ Φ : = 1, 2, . . .} such that
where Φ = {ϕ ∈ Φ : Z t ≤ for any ordering timet}.
This result shows that the minimum average cost for the original problem can be approached by that of a sequence of problems in which the inventory levels at ordering times are restricted to be upper bounded. Using Lemma 3, we only need to prove Theorem 2 holds for ϕ ∈Φ, whereΦ = ∪ ∞ =1 Φ . This approach has been applied in [22] .
Following the definitions of s(Q) in Lemma 1 andQ i in Proposition 1, we define s = min{s(Q i ) : i ∈ {1, 2, . . . , n}} and
Let
and
See Fig. 5 for an illustration. To prove the main result of this paper, we need the following lemma.
Lemma 4: We have 
where the last equality follows from the definition of G in (7). If z < s, then
where the first inequality follows from G (s) ≤ 0 because of Lemma 1 a) and s ≤ x * , x * ∈ Λ, and the last inequality follows from Assumption 1b) and s ≤ x * < 0 (see Lemma 1c)). To verify (21), we consider two cases, 0 < z 1 − z 2 ≤S − s and z 1 − z 2 >S − s, separately. If 0 < z 1 − z 2 ≤S − s, then we let
We have
where the first inequality follows from Fig. 5 ) and b 1 − b 2 = z 1 − z 2 ≤S − s, the second equality follows from the definition of G * in (25) and b 1 − b 2 = z 1 − z 2 , and the last inequality follows from (19) .
If
, and it satisfiesS > s > b 3 . We have
where the first inequality follows from G * (x) ≥ G * (s) ≥ G * (y) for any x ∈ [S, ∞) and y ∈ [s,S] (see Fig. 5 ), the second equality follows from the definition of G * in (25) and z 1 − z 2 =S − b 3 , the second inequality follows from (13) and
* , x * ∈ Λ, the third inequality follows from c(Q n ) ≤ K n + c nQn , the forth inequality follows from (19) , and the last inequality follows
The last condition, (22) , follows from Assumption 1c) and the definition of G * in (25) . This completes the verification of the conditions in Theorem 2 and the proof of Theorem 1.
V. CONCLUSION
In this paper, we study a continuous-review stochastic inventory model with general piece-wise linear ordering cost and weakly quasi-convex holding/shortage cost, and the objective is to minimize the long-run average system cost. The ordering cost is very general, it does not need to be convex or concave, and it does not have to be monotone or continuous. Despite the generality of ordering cost, we prove that an optimal control policy is very simple; it is either an (s, S) policy or a singular control policy with a lower barrier. The approach adopted in this paper is lower bound approach, which first establishes a lower bound for the long-run average cost for any admissible policy, and then identifies a policy that achieves the lower bound.
The demand process in this paper is modeled as a Brownian motion. One possible research direction is to consider more general demand processes, such as Lévy processes. In [6] the authors study an inventory system with fixed plus linear ordering cost and compound Poisson and diffusion demands. Assuming that the jump sizes follow exponential distribution, the authors use variation inequality approach to establish the optimality of an (s, S) policy. It will be an interesting future research to investigate inventory systems with more general ordering cost function when the demand process is modeled as a jumpdiffusion process.
In the inventory control problem studied in this paper, the controller can only raise the inventory level (and that is depleted by random demand). One potential extension of our model is to allow the options of increasing the inventory level (by ordering) or decreasing the inventory level (by withdrawing). Such models have been studied in the literature in the context of cash management with fixed plus linear adjustment costs, see e.g., Neave [29] , Constantinides and Richard [12] , and Chapter 6 of Harrison [19] . We believe that our approach applies to the optimal cash management problem with general piece-wise linear cost function. It is expected that under some quite general conditions, an optimal control policy is determined by four critical numbers.
APPENDIX A PROOF OF LEMMA 1
The first part, a), follows from Lemma 2 in [37] that under Assumption 1, G(x) is differentiable, weakly quasi-convex and
We now prove b). Given Q, the optimal s satisfies
This implies i) of b).
For ii), we assume for a Q > 0,
which contradicts the definition of s(Q). Thus, we must have s(Q) < max{x : x ∈ Λ}. The proof for s(Q) + Q > min{x :
x ∈ Λ} is similar and is omitted. We next prove iii) by contradiction. Assume that for
As a result,
which creates a contradiction. Thus, G(s(Q)) must be nondecreasing in Q. Furthermore, it follows from G(s (Q) 
We then prove c). Consider x * ∈ Λ that satisfies G (x * ) = 0. We show that G (x) > 0 for any x ≥ 0, which implies x * < 0. For any x ≥ 0, we have
where the inequality follows from Assumption 1. The proof of Lemma 1 is thus complete.
APPENDIX B PROOF OF COROLLARY 1 1) Since Q 0 = 0, we have
It follows from Proposition 1 a) thatQ 1 = Q 0 = 0 if and
which, together with Proposition 1, yieldsQ n < ∞.
APPENDIX C PROOF OF PROPOSITION 2
Taking derivative with respect to Q yields
where the second equality follows from (28) , and the inequality follows from G( Lemma 1) . Thus, we have the first equality in (15) . It remains to prove the second equality in (15) . We have
where the second equality is due to Lemma 1a) and the L'Hôpital's rule, and the third one is due to G( 
Then clearly j ∈Π for j = i, i − 1, . . . , π(i) + 1. We will show that for any j = i, i − 1, . . . , π(i) + 1, it holds that
If π(i) defined in (29) To prove (16), we note that
where the equality follows from the definition ofQ i , the second inequality follows from c(Q i ) = K i−1 + c i−1Qi < K i + c iQi , and the other inequalities follow from, for
Here, the second equality follows from (30) , the first inequality follows from thatQ j −1 is the minimizer of SinceQ n < Q n = ∞, (16) can be proved similarly and we omit the details.
APPENDIX E PROOF OF PROPOSITION 3
The proof is divided to two cases based on K 1 = 0 and K 1 = 0. If K 1 = 0, then for any s ∈ R and Q ≥ 0, we have
where the second equality follows from (8), (11) and (14), the third equality follows from (16), the forth equality follows from (15) , the definition ofQ i andQ i ∈ Ξ i for i ∈ Π, and the last equality follows from (17) . The proof for the case K 1 = 0 is similar except that we do not need to consider the case Q = 0. Thus, the details are omitted.
APPENDIX F PROOF OF LEMMA 3
The proof is similar to that of Theorem 3 in [22] . Specifically, the construction of ϕ is the same as that in Theorem 3 of [22] . However, most analyses for (23) are different due to the arbitrary ordering cost in this paper. Therefore, and for completeness, we present the details below.
For any given policy ϕ ∈ Φ, we construct ϕ for = 1, 2, . . .. Let ϕ = {Y t : t ≥ 0}, where Y t denotes the cumulative ordering quantity up to time t under ϕ . Let Y ,c be the continuous part of Y , and N t be the number of jumps by ϕ up to time t. Then, under policy ϕ , the inventory level is
Let T = {t ≥ 0 : ΔY t > 0} denote the set of jump epochs of ϕ. We construct ϕ as follows. ii-1)
By this construction, we have Z t ≤ for any ordering time t, i.e., ϕ = {Y t : t ≥ 0} ∈ Φ . Let 
Then we have
First, we analyze the holding/shortage cost. By the construction i)-ii), we have Z t ≤ Z t when Z t ≥ 0 and Z t = Z t when Z t < 0. Thus, Assumption 1 implies
which means that ϕ incurs less holding/shortage cost than ϕ does. Next, we consider ordering cost. Without loss of generality, we assume > 2Q n −1 since we are only concerned with the limit in (23) . Let
We want to show that for any T > 0, we have
Notice that
First, in type ii-2) jumps, we have
Furthermore, for ii-3) type of jumps, we have
and > 2Q n −1 implies that for t ∈ T 3 ,
Thus, we have
where the first equality follows from (35)- (38), and the inequality follows from the definition of C max in (33) . We next prove
By the construction, we have Y T ≥ Y T , which together with
and t∈T 2 ΔY t = t∈T 2 ΔY t , implies that
where the first inequality follows from Y 
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