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MULTIVARIABLE MOMENT PROBLEMS
GELU POPESCU
Abstract. In this paper we solve moment problems for Poisson transforms and, more gen-
erally, for completely positive linear maps on unital C∗-algebras generated by “universal” row
contractions associated with F+n , the free semigroup with n generators. This class of C
∗-algebras
includes the Cuntz-Toeplitz algebra C∗(S1, . . . , Sn) (resp. C
∗(B1, . . . , Bn)) generated by the cre-
ation operators on the full (resp. symmetric, or anti-symmetric)) Fock space with n generators.
As consequences, we obtain characterizations for the orbits of contractive Hilbert modules over
complex free semigroup algebras such as CF+n , C[z1, . . . , zn], and, more generally, the quotient
algebra CF+n /J , where J is an arbitrary two-sided ideal of CF
+
n .
All these results are extended to the generalized Cuntz algebra O(∗ni=1G
+
i ), where G
+
i are the
positive cones of discrete subgroups G+i of the real line R. Moreover, we characterize the orbits
of Hilbert modules over the quotient algebra C ∗ni=1 G
+
i /J , where J is an arbitrary two-sided
ideal of the free semigroup algebra C ∗ni=1 G
+
i .
1. Introduction and Preliminaries
Let Hn be an n-dimensional complex Hilbert space with orthonormal basis e1, e2, . . . , en,
where n ∈ {1, 2, . . . } or n =∞. We consider the full Fock space of Hn defined by
F 2(Hn) :=
⊕
k≥0
H⊗kn ,
where H⊗0n := C1 and H
⊗k
n is the (Hilbert) tensor product of k copies of Hn. Define the left
creation operators Si : F
2(Hn)→ F
2(Hn), i = 1, . . . , n, by
Siψ := ei ⊗ ψ, ψ ∈ F
2(Hn).
The noncommutative analytic Toeplitz algebra F∞n (resp. noncommutative disc algebra An)
is the weakly-closed (resp. the non-selfadjoint norm-closed) algebra generated by S1, . . . , Sn
and the identity. These algebras were introduced in [23] (see also [24]) in connection with
a multivariable noncommutative von Neumann type inequality. Let F+n be the free semigroup
with n generators g1, . . . , gn and neutral element g0. The length of α ∈ F
+
n is defined by |α| := k,
if α = gi1gi2 · · · gik , and |α| := 0, if α = g0. We also define eα := ei1 ⊗ ei2 ⊗ · · · ⊗ eik and eg0 = 1.
It is clear that {eα : α ∈ F
+
n } is an orthonormal basis of F
2(Hn). If T1, . . . , Tn ∈ B(H) (the
algebra of all bounded linear operators on the Hilbert space H), define Tα := Ti1Ti2 · · ·Tik , if
α = gi1gi2 · · · gik and Tg0 := I.
Let C∗(S1, . . . , Sn) be the C
∗-algebra generated by S1, . . . , Sn, the extension through compacts
of the Cuntz algebraOn (see [10]). A map µ : C
∗(S1, . . . , Sn)→ B(H) is called Poisson transform
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on the Cuntz-Toeplitz algebra C∗(S1, . . . , Sn) if it is a unital completely positive linear map such
that
µ(AX) = µ(A)µ(X), for any X ∈ AnA
∗
n and A ∈ An.
Notice that µ|An is a completely contractive representation of the noncommutative disc algebra
on the Hilbert space H. It was shown in [26] that µ : C∗(S1, . . . , Sn) → B(H) is a Poisson
transform if and only if there is a row contraction T := [T1, . . . , Tn], i.e.,
T1T
∗
1 + · · · + TnT
∗
n ≤ I,
such that
µ(f) = µT (f) := lim
r→1
Kr(T )
∗[f ⊗ I]Kr(T )
(in the uniform topology of B(H)), where the Poisson Kernel Kr(T ) : H → F
2(Hn) ⊗ H,
0 < r < 1, is defined by
Kr(T )h :=
∑
γ∈F+n
eγ ⊗
(
r|γ|∆r(T )T
∗
γ h
)
,
and ∆r(T ) := (I −
∑n
i=1 r
2TiT
∗
i )
1
2 . In this case we have
µT (SαS
∗
β) = TαT
∗
β , α, β ∈ F
+
n .
According to the noncommutative dilation theory for row contractions (see [22], [26]), µT |A
∗
n
is a subcoisometric representation on A∗n. On the other hand, if [T1, . . . , Tn] is a row isometry,
then µT is a ∗-representation of the Cuntz-Toeplitz algebra C
∗(S1, . . . , Sn).
In the particular case when TiTj = TjTi, for any i, j = 1, . . . , n, a similar result is true (see [26])
if we replace the left creation operators Si, i = 1, . . . , n, by their compressions Bi := PF 2s Si|F
2
s ,
i = 1, . . . n, to the symmetric Fock space F 2s ⊂ F
2(Hn). In this commutative setting, a linear
map ρ : C∗(B1, . . . , Bn)→ B(H) is a Poisson transform if and only if there is a row contraction
T := [T1, . . . , Tn] with commuting entries, such that
ρ(BαB
∗
β) = TαT
∗
β , α, β ∈ F
+
n .
We refer to [26] for more information on noncommutative (resp. commutative) Poisson trans-
forms. The commutative case was extensively studied by Arveson in [6], where the creation
operators B1, . . . , Bn on the symmetric Fock space F
2
s are realized as multiplication operators
by z1, . . . , zn (a system of coordinate functions for C
n) on the reproducing kernel Hilbert space
with reproducing kernel Kn : Bn × Bn → C defined by
Kn(z, w) :=
1
1− 〈z, w〉
Cn
,
where Bn is the open unit ball of C
n.
Recently, the Poisson transforms have played a very important role in multivariable operator
theory (see [26], [27], [28], [29], [6], [7], [8], [9], [2]). Moreover, they were essentially used in [3]
and [4] to prove interpolation results of Nevanlinna-Pick type for the unit ball of Cn.
Let CF+n be the complex free semigroup algebra generated by F
+
n . Any n-tuple T1, . . . , Tn of
bounded operators on a Hilbert space H gives rise to a Hilbert (left) module over CF+n in the
natural way
f · h := f(T1, . . . , Tn)h, f ∈ CF
+
n , h ∈ H,
and T := [T1, . . . , Tn] is a row contraction iff H is a contractive CF
+
n -module, i.e.,
‖g1 · h1 + · · ·+ gn · hn‖
2 ≤ ‖h1‖
2 + · · ·+ ‖hn‖
2, h1, . . . , hn ∈ H.
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We remark that each row contraction T corresponds to a unique contractive Hilbert modules
over the free semigroup algebra CF+n , and to a unique Poisson transform µT . A similar result
holds true in the commutative case when the contractive Hilbert modules are considered over
C[z1, . . . , zn], the complex unital algebra of all polynomials in n commuting variables (see [26],
[28], [6], [7]). Recently, the curvature invariant for Hilbert modules over C[z1, . . . , zn] (resp.
CF+n ) was introduced and studied in [7] (resp. [28] and [15]). The Poisson transforms played a
crucial role in connection with numerical invariants associated with Hilbert modules over CF+n ,
the complex free semigroup algebra generated by the free semigroup on n generators (see [28] and
[29]). We refer to [5], [20], [21] for basic facts concerning operator spaces and their completely
positive (c.p.) (resp. bounded) maps.
In this paper we continue the study of Poisson transforms and, more generally, completely
positive linear maps on unital C∗-algebras generated by “universal” row contractions, in con-
nection with their moments. Our objective is to obtain analogues of some classical moment
problems [1] in our multivariable setting.
We consider moment problems associated with any subset Σ ⊂ F+n which is admissible in the
sense that if αβ ∈ Σ, then β ∈ Σ. A map L : Σ→ B(H) (or its linear extension L : CΣ→ B(H))
is called operator-valued moment map for Poisson transforms (resp. c.p. maps) on C∗(S1, . . . , Sn)
if there is a Poisson transform (resp. c.p. map) µ : C∗(S1, . . . , Sn)→ B(H) such that
L(p(g1, . . . , gn)) = µ(p(S1, . . . , Sn))L(g0)
for any polynomial p(g1, . . . , gn) in CΣ := {
∑
aσσ : aα ∈ C, σ ∈ Σ}. We call µ a representing
Poisson transform (resp. c.p. map) for L.
In Section 2, we solve the operator-valued (resp. vector-valued) moment problem for Poisson
transforms on the Cuntz-Toeplitz algebra C∗(S1, . . . , Sn). As consequences, we obtain necessary
and sufficient conditions for the existence of a Poisson transform (resp. ∗-representation) with
prescribed restrictions. We also obtain a characterization for the orbits {f · h : f ∈ F+n },
h ∈ H, of contractive Hilbert modules over CF+n , and show how to construct contractive Hilbert
modules with prescribed orbits. More precisely, we characterize the orbits {Tσh : σ ∈ F
+
n }
generated by row contractions [T1, . . . , Tn], Ti ∈ B(H), and h ∈ H. On the other hand, we
obtain a characterization of the orbits of the ∗-representations of the C∗-algebra C∗(S1, . . . , Sn).
In Section 3, we solve the operator-valued (resp. vector-valued) moment problem for Poisson
transforms on C∗-algebras C∗(B1, . . . , Bn) generated by universal row contractions [B1, . . . , Bn]
satisfying the commutation relations
BjBi = λjiBiBj , 1 ≤ i < j ≤ n,
where λji ∈ C, 1 ≤ i < j ≤ n. We remark that if λji = 1 (resp. λji = −1), 1 ≤ i < j ≤ n, then
B1, . . . , Bn are the creation operators on the symmetric (resp. anti-symmetric) Fock space. As a
consequence (when λji = 1), we characterize the orbits {f · h : f ∈ Z
+
n }, h ∈ H, of contractive
Hilbert modules over C[z1, . . . , zn]. On the other hand, the classical operatorial trigonometric
moment problem [1] is extended to the commutative semigroup Z+n . More precisely, we solve
the operator-valued trigonometric moment problem for completely positive linear maps on the
C∗-algebras C∗(B1, . . . , Bn) described above (see Theorem 3.3).
In Section 4, we present moment problems for quotients of the free semigroup algebra CF+n .
Given a set Ph of homogeneous polynomials in CF
+
n , we show that there is a universal row
contraction [B1, . . . , Bn] such that p(B1, . . . , Bn) = 0 for any p ∈ CF
+
n . Then we solve the
moment problem for Poisson transforms on the unital C∗-algebra generated by B1, . . . , Bn, and
the identity. This provides a characterization for the orbits of contractive Hilbert modules over
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the quotient algebra CF+n /Jh, where Jh is the two-sided ideal generated by Ph. On the other
hand, we solve the operator-valued trigonometric moment problem for completely positive linear
maps on C∗(B1, . . . , Bn) (see Theorem 4.4).
Finally, in Section 5, we show that all of our moment type results can be extended to the
generalized Cuntz algebra O(∗ni=1G
+
i ), where G
+
i are the positive cones of discrete subgroups
Gi of the real line R. Moreover, we characterize the orbits of contractive Hilbert modules over
the quotient algebra C ∗ni=1 G
+
i /J , where J is an arbitrary two-sided ideal of the free semigroup
algebra C ∗ni=1 G
+
i . We mentioned that the generalized Cuntz algebra O(∗
n
i=1G
+
i ) coincides
with the C*-algebra generated by the left regular representation of the free proguct semigroup
∗ni=1G
+
i , when n ≥ 2 and at least one subgroup Gi is dense in R (see [11]). These algebras were
studied by many authors (see for example [14], [10], [12], [13], [19], [11], [16], and [17]).
2. Moment problems for the free semigroup F+n
Let Σ be an arbitrary set. An operator-valued function K : Σ×Σ→ B(H) is called Hermitian
kernel if K(τ, σ) = K(σ, τ)∗. It is said to be positive semidefinite (K ≥ 0) provided that∑
σ,τ∈Σ
〈K(σ, τ)h(τ), h(σ)〉 ≥ 0
for all finitely supported functions h : Σ → H. If K1,K2 are operator-valued kernels on Σ we
say that K1 ≤ K2 if and only if K2 −K1 is positive semidefinite.
In this section we consider moment problems associated with any subset Σ ⊂ F+n which is
admissible in the sense that if αβ ∈ Σ, then β ∈ Σ. A few examples that are of interest are the
following:
(i) Σ = F+n is the full moment problem;
(ii) Σ = {σ ∈ F+n : |σ| ≤ m}, m ∈ Z
+, is the truncation of order m;
(iii) Σpi = {σ ∈ F
+
n : ϕ(σ) ∈ Π}, where Π is an admissible set for Z
+
n (see Section 3), is the
abelian truncation;
(iv) Σ = {gi1gi2 · · · gik , gi2 · · · gik , . . . , gik , g0} is the truncation generated by ω := gi1gi2 · · · gik ,
where ij ∈ {1, . . . , n}.
A map L : Σ → B(H) (or its linear extension L : CΣ → B(H)) is called operator-valued
moment map for Poisson transforms on C∗(S1, . . . , Sn) if there is a Poisson transform µ :
C∗(S1, . . . , Sn)→ B(H) such that
L(p(g1, . . . , gn)) = µ(p(S1, . . . , Sn))L(g0)
for any polynomial p(g1, . . . , gn) in CΣ := {
∑
aσσ : aα ∈ C, σ ∈ Σ}. We call µ a representing
Poisson transform for L. For each admissible set Σ ⊂ F+n , we define
(2.1) ΛΣ := {(α, β) : α, β ∈ F
+
n , αβ ∈ Σ}.
Notice that if (α, β) ∈ ΛΣ and σ ≤ α, i.e., α = στ for some τ ∈ F
+
n , then (α\σ, β) ∈ ΛΣ, where
α\σ := τ . If τ 6= g0, denote σ < α. We associate with each map L : Σ → B(H) the Hermitian
kernels Kj : ΛΣ × ΛΣ → B(H), j = 1, 2, defined by
(2.2) K1((α, β), (σ, γ)) := L(αβ)
∗L(σγ)
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and
(2.3) K2((α, β), (σ, γ)) :=

L(β)∗L((σ\α)γ), if α ≤ σ
L((α\σ)β)∗L(γ), if σ < α
0, otherwise .
Notice that K1 is a positive semidefinite kernel. The main result of this section is the fol-
lowing operator-valued moment problem for Poisson transforms on the Cuntz-Toeplitz algebra
C∗(S1, . . . , Sn).
Theorem 2.1. Let Σ ⊆ F+n be an admissible set and let L : Σ → B(H) be an operator-valued
map. Then L is a moment map for Poisson transforms on the C∗-algebra C∗(S1, . . . , Sn) if and
only if K1 ≤ K2.
Proof. Assume that µ : C∗(S1, . . . , Sn)→ B(H) is a representing Poisson transform for L. Since
µ|An is multiplicative, we have, for any (α, β) ∈ ΛΣ,
L(αβ) = µ(Sαβ)L(g0) = µ(Sα)L(β).
Let [V1, . . . , Vn] be the minimal isometric dilation of the row contraction [µ(S1), . . . , µ(Sn)] on a
Hilbert space K ⊃ H (see [22]). If f : ΛΣ →H is finitely supported, then we have∑
(α,β),(σ,γ)∈ΛΣ
〈K1((α, β),(σ, γ))f(σ, γ), f(α, β)〉
= ‖
∑
(α,β)∈ΛΣ
L(αβ)f(α, β)‖2
= ‖
∑
(α,β)∈ΛΣ
µ(Sα)L(β)f(α, β)‖
2
= ‖PH
∑
(α,β)∈ΛΣ
VαL(β)f(α, β)‖
2
≤ ‖
∑
(α,β)∈ΛΣ
VαL(β)f(α, β)‖
2.
Since V1, . . . , Vn are isometries with orthogonal ranges and PHVω|H = µ(Sω), ω ∈ F
+
n , we infer
that
∑
(α,β),(σ,γ)∈ΛΣ
〈VσL(γ)f(σ, γ), VαL(β)f(α, β)〉 =
∑
α≤σ
〈Vσ\αL(γ)f(σ, γ), L(β)f(α, β)〉
+
∑
σ<α
〈L(γ)f(σ, γ), Vα\σL(β)f(α, β)〉
=
∑
α≤σ
〈µ(Sσ\α)L(γ)f(σ, γ), L(β)f(α, β)〉
+
∑
σ<α
〈L(γ)f(σ, γ), µ(Sα\σ)L(β)f(α, β)〉
=
∑
(α,β),(σ,γ)∈ΛΣ
〈K2((α, β), (σ, γ))f(σ, γ), f(α, β)〉.
Therefore K1 ≤ K2 and the direct implication is proved.
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Conversely, assume K1 ≤ K2. Let H
ΛΣ be the linear space of all finitely supported functions
from ΛΣ to H. Since K2 ≥ K1 ≥ 0, we can define a semidefinite form on H
ΛΣ by
〈f, g〉K2 :=
∑
(α,β),(σ,γ)∈ΛΣ
〈K2((α, β), (σ, γ))f(σ, γ), f(α, β)〉H .
For each i = 1, . . . , n, define Vi : H
ΛΣ →HΛΣ by Vif = ϕ, where, for any (α, β) ∈ ΛΣ,
(2.4) ϕ(α, β) =
{
f(γ, β), if α = giτ
0, otherwise .
Define Λ0 := {(τ, β) ∈ ΛΣ : giτβ ∈ Σ} and notice that
K2((giτ, β), (giτ
′, γ)) = K2((τ, β), (τ
′, γ)),
if (giτ, β), (giτ
′, γ) ∈ ΛΣ. Notice that if f is supported on Λ0, then
〈Vif, Vif〉K2 =
∑
(τ,β),(τ ′,γ)∈Λ0
〈K2((giτ, β), (giτ
′, γ))ϕ(giτ
′, γ), ϕ(giτ, β)〉H
=
∑
(τ,β),(τ ′,γ)∈Λ0
〈K2((τ, β), (τ
′, γ))f(τ ′, γ), f(τ, β)〉H
= 〈f, f〉K2 .
On the other hand, if f is supported on ΛΣ\Λ0, then 〈Vif, Vif〉K2 = 0.
Let K denote the Hilbert space completion of HΛΣ/N , where N is the subspace of null vectors
in the seminorm 〈·, ·〉K2 . Now, Vi can be extended to a partial isometry on K, which we denote
also by Vi. Notice that the range of Vi is contained in the closed span of functions supported on
{(α, β) ∈ ΛΣ : α = giτ for some τ ∈ F
+
n }.
According to the definition of K2, we have
K2((giτ, β), (gjτ
′, γ)) = 0 if i 6= j.
Hence, the partial isometries Vi, i = 1, . . . , n, have orthogonal ranges and therefore,
(2.5) V1V
∗
1 + · · · + VnV
∗
n ≤ I.
Define X : HΛΣ →H by
(2.6) Xf :=
∑
(α,β)∈ΛΣ
L(αβ)f(α, β), f ∈ HΛΣ .
Notice that, since K1 ≤ K2, we have
‖Xf‖2H = ‖
∑
(α,β)∈ΛΣ
L(αβ)f(α, β)‖2H
=
∑
(α,β),(σ,γ)∈ΛΣ
〈K1((α, β), (σ, γ))f(σ, γ), f(α, β)〉H
≤
∑
(α,β),(σ,γ)∈ΛΣ
〈K2((α, β), (σ, γ))f(σ, γ), f(α, β)〉H
= 〈f, f〉K2 .
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Therefore, X extends to a contraction from K to H, which we denote also by X. We need to
show that, if σ ∈ Σ, h ∈ H, then
(2.7) X∗L(σ)h = ψ(g0,σ),h,
where
ψ(g0,σ),h(α, β) :=
{
h, if α = g0, β = σ
0, otherwise .
Indeed, for any f ∈ HΛΣ , we have
〈f,X∗L(σ)h〉K2 = 〈Xf,L(σ)h〉H
=
∑
(ω,η)∈ΛΣ
〈L(ωη)f(ω, η), L(σ)h〉H
=
∑
(ω,η)∈ΛΣ
〈K2((g0, σ), (ω, η))f(ω, η), h〉H
=
∑
(α,β),(ω,η)∈ΛΣ
〈K2((α, β), (ω, η))f(ω, η), ψ(g0 ,σ),h(α, β)〉H
= 〈f, ψ(g0,σ),h〉K2 .
Now, define Ti := XViX
∗ ∈ B(H), i = 1, . . . , n. Since X is a contraction and relation (2.5)
holds we infer that
(2.8) T1T
∗
1 + · · · + TnT
∗
n ≤ I.
Using relation (2.7), we deduce that for any σ ∈ Σ, h ∈ H,
(2.9) ViX
∗L(σ)h = ψ(gi,σ),h,
where
ψ(gi,σ),h(α, β) :=
{
h, if α = gi, β = σ
0, otherwise .
By relations (2.7) and (2.6), we obtain
TiL(σ)h =
{
L(giσ)h, if giσ ∈ Σ
0, otherwise .
Now, it is clear that this relation implies
(2.10) TωL(g0)h = Ti1 · · ·TikL(g0)h = L(gi1 · · · gik)h,
for any ω := gi1 · · · gik ∈ Σ and h ∈ H. Hence, TωL(g0) = L(ω) for any ω ∈ Σ.
Let µ : C∗(S1, . . . , Sn)→ B(H) be the Poisson transform associated with the row contraction
[T1, . . . , Tn]. Since µ(Sα) = Tα, α ∈ F
+
n , relation (2.10) implies
L(p(g1, . . . , gn)) = µ(p(S1, . . . , Sn))L(g0)
for any polynomial p(g1, . . . , gn) in CΣ. The proof is complete. 
Corollary 2.2. Let M be a subspace of a Hilbert space H and let Σ ⊆ F+n be an admissible set.
Given a map Γ : Σ → B(M,H), there is a Poisson transform µ : C∗(S1, . . . , Sn)→ B(H) such
that
Γ(p(g1, . . . , gn)) = µ(p(S1, . . . , Sn)Γ(g0)
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for any polynomial p(g1, . . . , gn) in CΣ, if and only if K1 ≤ K2, where the kernels K1,K2 are
associated with the operator-valued map L : Σ→ B(H) defined by
L(σ) := Γ(σ)PM, σ ∈ F
+
n ,
where PM is the orthogonal projection from H onto M.
In particular, if Γ(g0) is the inclusion of M into H, then we obtain necessary and sufficient
conditions for the existence of a Poisson transform µ : C∗(S1, . . . , Sn)→ B(H) with prescribed
restriction to M, i.e.,
Γ(p(g1, . . . , gn)) = µ(p(S1, . . . , Sn)|M
for any polynomial p(g1, . . . , gn) in CΣ.
Now, we can obtain a vector-valued version of Theorem 2.1. A map M : Σ → H (or its
linear extension M : CΣ → H) is called vector-valued moment map for Poisson transforms on
C∗(S1, . . . , Sn) if there is a Poisson transform µ : C
∗(S1, . . . , Sn)→ B(H) such that
M(p(g1, . . . , gn)) = µ(p(S1, . . . , Sn))M(g0)
for any polynomial p(g1, . . . , gn) in CΣ. We call µ a representing Poisson transform for M . We
associate with each map M : Σ→H the hermitian kernels Kj : ΛΣ ×ΛΣ → C, j = 1, 2, defined
by
(2.11) K3((α, β), (σ, γ)) := 〈M(σγ),M(αβ)〉
and
(2.12) K4((α, β), (σ, γ)) :=

〈M((σ\α)γ),M(β)〉 , if α ≤ σ
〈M(γ),M((α\σ)β)〉 , if σ < α
0, otherwise.
Theorem 2.3. Let Σ ⊆ F+n be an admissible set and let M : Σ→H be a map with values in a
Hilbert space. Then M is a vector-valued moment map for Poisson transforms on C∗(S1, . . . , Sn)
if and only if K3 ≤ K4.
Proof. In Corollary 2.2, take M := span{M(g0)} and let Γ(g0) be the inclusion of M into H.
The result follows noticing that, in this particular case, K1 ≤ K2 if and only if K3 ≤ K4. 
As mention in the introduction, in the particular case when Σ = F+n , Theorem 2.3 provides a
characterization for the orbits {f · h : f ∈ F+n }, h ∈ H, of contractive Hilbert modules over
CF+n . In what follows, we will characterize the orbits of ∗-representations of the Cuntz-Toeplitz
algebra C∗(S1, . . . , Sn).
Theorem 2.4. Let Σ ⊆ F+n be an admissible set and let L : Σ → B(H) be an operator-valued
map. Then there is a ∗-representation π : C∗(S1, . . . , Sn)→ B(E), E ⊃ H, such that
(2.13) L(p(g1, . . . , gn)) = π(p(S1, . . . , Sn)L(g0)
for any polynomial p(g1, . . . , gn) in CΣ, if and only if K1 = K2.
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Proof. If π : C∗(S1, . . . , Sn) → B(E) is a a ∗-representation on a Hilbert space E ⊃ H, then
π(gi), i = 1, . . . , n, are isometries with orthogonal ranges. Then, for any (α, β), (σ, γ) ∈ ΛΣ and
h, h′ ∈ H, relation (2.13) implies
〈K1((α, β), (σ, γ))h, h
′〉 = 〈L(σγ)h,L(αβ)h′〉
= 〈π(Sσ)L(γ)h, π(Sα)L(β)h
′〉
=

〈π(Sσ\α)L(γ)h,L(β)h
′〉, if α ≤ σ
〈L(γ)h, π(Sα\σ)L(β)h
′〉, if σ < α
0, otherwise
= 〈K2((α, β), (σ, γ))h, h
′〉.
Therefore K1 = K2 and the direct implication is proved.
Conversely, assume K1 = K2. Following the proof of Theorem 2.1, it is easy to see that, in
this case, the operator X : K → H is an isometry and Ti := XViX
∗, i = 1, . . . , n, are now
partial isometries with orthogonal ranges. Moreover, the initial space of Vi is the closed span of
functions supported on
Λ0 := {(τ, β) ∈ ΛΣ : giτβ ∈ Σ}.
Taking into account the definition of the isometry X (see (2.6)), we deduce that the initial space
of Ti is
span{L(σ)h : giσ ∈ Σ, h ∈ H}.
Let [W1, . . . ,Wn] be the minimal isometric dilation of [T1, . . . , Tn] on a Hilbert space E ⊃ H.
Since Ti is a partial isometry, it is clear that Wix = Tix when x is in the initial space of Ti.
Hence
(2.14) WiL(σ)h = TiL(σ)h
if giσ ∈ Σ and h ∈ H. Let π : C
∗(S1, . . . , Sn) → B(E) be the ∗-representation generated by
π(Si) = Wi, i = 1, . . . , n. Fix an arbitrary element ω := gi1 . . . gik in Σ. Since Σ is admissible,
the elements gi2 . . . gik , gi3 . . . gik , . . . , gik , and g0 are in Σ. A repeated application of the relations
(2.14) and (2.10) shows that
WωL(g0)h =Wi1 · · ·WikL(g0)h
=Wi1 · · ·Wik−1TikL(g0)h =Wi1 · · ·Wik−1L(gik)h
· · · · · ·
= L(gi1 · · · gik)h.
Therefore, π(Sω)L(g0) = L(ω) for any ω ∈ Σ, which completes the proof. 
Given L : Σ → B(H), where Σ is an admissible set in F+n , define the Hermitian kernels
K ′1,K
′
2 : Σ×Σ→ B(H) by setting K
′
1(σ, τ) := L(σ)
∗L(τ) and
K ′2(σ, τ) :=

L(τ\σ), if σ ≤ τ
L(σ\τ)∗, if τ < σ
0, otherwise.
Remark 2.5. K1 = K2 if and only if K
′
1 = K
′
2.
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Proof. If K1 = K2, then by setting β = γ = g0 in relations (2.2) and (2.3), we infer K
′
1 = K
′
2.
Conversely, assume K ′1 = K
′
2. Using the observation that ωσ ≤ ωα if and only if σ ≤ α, we infer
that K ′1(ωσ, ωα) = K
′
1(σ, α) for any ωσ, ωα ∈ Σ, and K
′
1(giσ, gjα) = 0 if i 6= j and giσ, gjα ∈ Σ.
Now, using these relations, it is easy to see that, for any (α, β), (σ, γ) ∈ ΛΣ,
K1((α, β), (σ, γ)) = K
′
1(αβ, σγ)
=

K ′1(β, (σ\α)γ), if α ≤ σ
K ′1((α\σ)β, γ), if σ < α
0, otherwise
= K2((α, β), (σ, γ)),
which completes the proof. 
Consequently, one can reformulate Theorem 2.4 in terms of the kernels K ′1 and K
′
2. We
should mention that one can also get an analogue of Corollary 2.2 for ∗-representations of
C∗(S1, . . . , Sn). Moreover, as a particular case, we obtain the following vector-valued version of
Theorem 2.4.
Theorem 2.6. Let Σ ⊆ F+n be an admissible set and let M : Σ→H be a map. Then there is a
∗-representation π : C∗(S1, . . . , Sn)→ B(E), E ⊃ H, such that
M(p(g1, . . . , gn)) = π(p(S1, . . . , Sn)M(g0)
for any polynomial p(g1, . . . , gn) in CΣ, if and only if K3 = K4.
We associate with each map M : Σ → H the hermitian kernels K ′j : Σ × Σ → C, j = 3, 4,
defined by
(2.15) K ′3((α, σ) := 〈M(σ),M(α)〉
and
(2.16) K ′4((α, σ) :=

〈M(σ\α),M(g0)〉 , if α ≤ σ
〈M(g0),M(α\σ)〉 , if σ < α
0, otherwise.
One can easily prove a result similar to Remark 2.5 for the kernels K ′3,K
′
4, and reformulate
Theorem 2.6 in terms of these new kernels. We leave this task to the reader.
3. Moment problems for the commutative semigroup Z+n
Let Z+ be the set of nonnegative integers and
Z+n := {k = (k1, . . . , kn) : kj ∈ Z
+, j = 1, . . . , n}.
If k = (k1, . . . , kn) ∈ Z
+
n , we denote |k| := k1 + · · ·+ kn, and if T := (T1, . . . , Tn), Ti ∈ B(H), is
an n-tuple of operators, then we set T k := T k11 · · ·T
kn
n . Let C[z1, . . . , zn] be the complex unital
algebra of all polynomials in n commuting variables. For any Π ⊂ Z+n , denote
C[Π] := {p ∈ C[z1, . . . , zn] : p =
∑
k∈Π
akz
k},
MULTIVARIABLE MOMENT PROBLEMS 11
where zk := zk11 · · · z
kn
n . Identifying each k ∈ Π with z
k we can consider Π as a subset of C[Π].
The set Z+n is endowed with the product order ≪. We call a set Π ⊂ Z
+
n admissible if k ∈ Π,
m ∈ Z+n , and m≪ k, imply m ∈ Π. A few examples that are of interest are the following:
(i) Π = Z+n is the full moment problem;
(ii) Π = {k ∈ Z+n : |k| ≤ m}, m ∈ Z
+, is the truncation of order m;
(iii) Π = {k ∈ Z+n : k≪m} is the truncation of order m ∈ Z
+
n .
(iv) Π = {k = (k1, . . . , kn) ∈ Z
+
n : card{j : kj 6= 0} ≤ p}, p ∈ Z
+.
A map Γ : Π → B(H) (or its linear extension Γ : C[Π] → B(H)) is called operator-valued
moment map for Poisson transforms on the Toeplitz algebra C∗(B1, . . . , Bn) if there is a Poisson
transform ρ : C∗(B1, . . . , Bn)→ B(H) such that
(3.1) Γ(
∑
akz
k) = ρ(
∑
akB
k)Γ(0)
for any polynomial
∑
akz
k in C[Π], where B := (B1, . . . , Bn). We call ρ a representing Poisson
transform for Γ.
There is a canonical homomorphism ϕ of F+n = Z
+ ∗ · · · ∗ Z+ onto Z+n such that it is the
identity on each Z+. Notice that if Π is an admissible set for Z+n , then
Σpi := {σ ∈ F
+
n : ϕ(σ) ∈ Π}
is an admissible set for F+n . We associate with each map Γ : Π→ B(H) a map LΓ : Σpi → B(H)
by setting LΓ(σ) := Γ(ϕ(σ)), σ ∈ Σpi.
Theorem 3.1. Let Π be an admissible set in Z+n and let Γ : Π → B(H) be an operator-valued
map. Then Γ is a moment map for Poisson transforms on the Toeplitz algebra C∗(B1, . . . , Bn)
if and only if K1 ≤ K2, where the kernels K1 and K2 are associated with the admissible set
Σpi ⊂ F
+
n and the map LΓ : Σpi → B(H), as defined by (2.2) and (2.3).
Proof. Assume ρ : C∗(B1, . . . , Bn)→ B(H) is a representing Poisson transform for Γ. According
to (3.1), for any (α, β) ∈ ΛΣpi , we have
LΓ(αβ) = Γ(ϕ(α) + ϕ(β))
= ρ(Bϕ(α)+ϕ(β))Γ(0)
= ρ(Bϕ(α))ρ(Bϕ(β))Γ(0)
= ρ(Bϕ(α))Γ(ϕ(β))
= µ(Sα)LΓ(β),
(3.2)
where µ : C∗(S1, . . . , Sn)→ B(H) is the noncommutative Poisson transform associated with the
row contraction [ρ(B1), . . . , ρ(Bn)], i.e.,
(3.3) µ(SαS
∗
β) = ρ(B
ϕ(α)Bϕ(β)
∗
), α, β ∈ F+n .
Therefore, µ is a representing Poisson transform for LΓ. According to Theorem 2.1, we infer
that K1 ≤ K2.
Conversely, assume that K1 ≤ K2. Following the proof of Theorem 2.1, we find the operators
Ti ∈ B(H), i = 1, . . . , n, defined by Ti := XViX
∗ with property that
T1T
∗
1 + · · · + TnT
∗
n ≤ I.
Due to the definition of X (see (2.6)), its range is included in the subspace
M := span{LΓ(σ)h : σ ∈ Σpi, h ∈ H}.
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Hence, we have
(3.4) Ti|M
⊥ = 0, i = 1, . . . , n.
On the other hand, according to the definition of Ti, if σ ∈ Σpi and h ∈ H, then
TiTjLΓ(σ)h =
{
LΓ(gigjσ)h, if gigjσ ∈ Σpi
0, otherwise.
Similarly, we have
TjTiLΓ(σ)h =
{
LΓ(gjgiσ)h, if gjgiσ ∈ Σpi
0, otherwise.
Due to the definition of Σpi, gigjσ ∈ Σpi if and only if gjgiσ ∈ Σpi. On the other hand, according
to the definition of LΓ, we have LΓ(gigjσ)h = LΓ(gjgiσ)h, and therefore TiTj |M = TjTi|M.
Now, using relation (3.4), we get
TiTj = TjTi, i, j = 1, . . . , n.
Since [T1, . . . , Tn] is a row contraction with commuting entries, according to Theorem 9.2 from
[26], there is a unique Poisson transform ρ : C∗(B1, . . . , Bn)→ B(H) such that
(3.5) ρ(BkBm∗) = T kTm∗, k,m ∈ Z+n ,
where T := (T1, . . . , Tn). For each k = (k1, . . . , kn) ∈ Π, let ωk := g
k1
1 · · · g
kn
n ∈ F
+
n and notice
that ϕ(ωk) = k. Moreover, if k ∈ Π, then ωk ∈ Σpi and, according to (2.10), we have
(3.6) LΓ(ωk) = µ(Sωk)LΓ(g0),
where µ : C∗(S1, . . . , Sn)→ B(H) is the noncommutative Poisson transform associated with the
row contraction [T1, . . . , Tn]. Using the definition of LΓ and relations (3.5), (3.6), we obtain
ρ(Bk)Γ(0) = T k11 · · ·T
kn
n LΓ(g0)
= µ(Sωk)LΓ(g0) = LΓ(ωk)
= Γ(k),
for any k ∈ Π. The proof is complete. 
Let us remark that an analogue of Corollary 2.2 holds also in this commutative case. We
associate with any map N : Π → H a map MN : Σpi → H by setting MN (σ) := N(ϕ(σ)),
σ ∈ Σpi. One can obtain a vector-valued version of Theorem 3.1. The proof is similar to that of
Theorem 2.3 and uses Theorem 3.1. We should omit it.
Theorem 3.2. Let Π be an admissible set in Z+n and let N : Π→H be a map with values in a
Hilbert space. Then N is a vector-valued moment map for Poisson transforms on the Toeplitz
algebra C∗(B1, . . . , Bn) if and only if K3 ≤ K4, where the kernels K3 and K4 are associated with
the admissible set Σpi ⊂ F
+
n and the map MN : Σpi →H, as defined by (2.11) and (2.12).
Notice that, in the particular case when Π = Z+n , Theorem 3.2 provides a characterization for
the orbits {f · h : f ∈ Z+n }, h ∈ H, of contractive Hilbert modules over C[z1, . . . , zn].
A B(H)-valued semispectral measure on T := {z ∈ C : |z| = 1} is a linear positive map from
C(T), the set of continous functions on the unit circle, into B(H). Since C(T) is commutative µ
is completely positive. The truncated operatorial trigonometric moment problem asks if, given
the operators Ak ∈ B(H), k = 0, 1, . . . ,m, (A0 = I), there exists a semispectral measure on T
such that Ak = µ(e
ikt), k = 0, 1, . . . ,m. The answer is provided in terms of the positivity of an
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associated Toeplitz operator. See [1] for more information on the classical moment problem. A
non-commutative analogue of this problem was obtained in [25] for the Cuntz-Toeplitz algebra
C∗(S1, . . . , Sn).
In what follows we will find a multivariable commutative analogue of this problem. The place
of the multiplication by eit is taken by the operators B1, . . . , Bn on the symmetric Fock space
F 2s (Hn), and the place of C(T) is taken by the Toeplitz algebra C
∗(B1, . . . , Bn). The Fourier
coefficients of a map Φ from C∗(B1, . . . , Bn) into B(H) are given by the evaluations Φ(B
k),
k ∈ Z+n .
Theorem 3.3. Let Π be an admissible set in Z+n and let Γ : Π → B(H) be an operator-
valued map with Γ(0) = I. Then Γ is a moment map for a completely positive linear map
Φ : C∗(B1, . . . , Bn)→ B(H) if and only if the kernel K : Σpi × Σpi → B(H) given by
K(σ, τ) :=

Γ(ϕ(τ\σ)), if σ ≤ τ
Γ(ϕ(σ\τ))∗, if τ < σ
0, otherwise
is positive semidefinite.
Proof. Assume Φ : C∗(B1, . . . , Bn) → B(H) is a completely positive map such that Φ(B
k) =
Γ(k) for any k ∈ Π. Let γ : C∗(S1, . . . , Sn) → C
∗(B1, . . . , Bn) be the Poisson transform
associated with the row contraction [B1, . . . , Bn], i.e., γ(SαS
∗
β) = BαB
∗
β, α, β ∈ F
+
n . Then
Φ ◦ γ : C∗(S1, . . . , Sn)→ B(H) is a completely positive map such that (Φ ◦ γ)(I) = I and
(3.7) (Φ ◦ γ)(Sσ) = Φ(Bσ) = Γ(ϕ(σ)), σ ∈ Σpi.
By Stinespring’s theorem [30], there is a Hilbert space K ⊃ H and a ∗-representation π of
C∗(S1, . . . , Sn) on K such that
(3.8) (Φ ◦ γ)(A) = PHπ(A)|H, A ∈ C
∗(S1, . . . , Sn).
Notice that the operators Vi := π(Si), i = 1, . . . , n, are isometries with orthogonal ranges.
Hence, and using relations (3.7) and (3.8), we infer that
PHV
∗
σ Vτ |H =

PHπ(τ\σ)|H, if σ ≤ τ
PHπ(σ\τ)
∗|H, if τ < σ
0, otherwise
= K(σ, τ).
Therefore, if f : Σpi →H is a finitely supported function, then∑
σ,τ∈Σpi
〈K(σ, τ)f(τ), f(σ)〉 =
∑
σ,τ∈Σpi
〈Vτf(τ), Vσf(σ)〉
= ‖
∑
τ∈Σpi
Vτf(τ)‖
2 ≥ 0.
Conversely, suppose the kernel K is positive semidefinite and define a semidefinite form on
HΣpi , the space of all finitely supported functions from Σpi to H, by
(3.9) 〈f, ψ〉K :=
∑
σ,τ∈Σpi
〈K(σ, τ)f(τ), ψ(σ)〉.
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Let K be the Hilbert space completion of HΣpi/N where N is the subspace of null vectors in the
seminorm determined by (3.9). Since K(g0, g0) = I, the Hilbert space H imbeds isometrically
in K by identifying h with the equivalence class of the function σ 7→ δg0(σ)h, where δg0(σ) = 1
if σ = g0, and 0 otherwise. For each i = 1, . . . , n, define Ti : K → K by
(3.10) (Tif)(t) :=
∑
σ∈Σpi
δgiσ(t)f(σ)
for any f ∈ HΣpi and t ∈ Σpi. Notice that Ti is a partial isometry and its range is contained in
the closed span of functions supported on
Ri := {σ ∈ Σpi : σ = giτ for τ ∈ Σpi}.
The definition of K implies that the subspaces Ri, i = 1, . . . , n, are pairwise orthogonal.
Therefore, [T1, . . . , Tn] is a row contraction. Define
E :=
∨
τ∈F+n , i,j=1,...,n
Tτ (TiTj − TjTi)K
and G := K⊖E . Since the subspace E is invariant under each Ti, i = 1, . . . , n, it follows that G
is invariant under each T ∗i , i = 1, . . . , n. Notice that according to (3.10), for any f ∈ H
Σpi , we
have
(3.11) [(TiTj − TjTi)f ](t) =
∑
σ∈Σpi
[δgigjσ(t)− δgjgiσ(t)]f(σ).
Hence, if f ∈ HΣpi and h ∈ H, we have
〈h, Tτ (TiTj − TjTi)f〉K
=
∑
ω,t∈Σpi
〈
K(t, ω)δg0(ω)h,
∑
σ∈Σpi
[δτgigjσ(t)− δτgjgiσ(t)]f(σ)
〉
H
=
∑
σ∈Σpi
〈K(τgigjσ, g0)h, f(σ)〉H −
∑
σ∈Σpi
〈K(τgjgiσ, g0)h, f(σ)〉H,
if both τgigjσ and τgjgiσ are in Σpi, and 0 otherwise. Due to the definition of the set Σpi, we
have that τgigjσ ∈ Σpi if and only if τgjgiσ ∈ Σpi. Moreover, in this case, due to the definition
of K, we get K(τgigjσ, g0) = K(τgjgiσ, g0). Hence, 〈h, Tτ (TiTj − TjTi)f〉K = 0 for any τ ∈ F
+
n
and f ∈ HΣpi . Therefore, h is orthogonal to E , which shows that H ⊂ G.
Define T ′i := PGTi|G, i = 1, . . . , n. Since G is invariant under each T
∗
i , i = 1, . . . , n, and
[T1, . . . , Tn] is a row contraction, we deduce that [T
′
1, . . . , T
′
n] is also a row contraction and
T ′iT
′
j = T
′
jT
′
i , for any i, j = 1, . . . , n.
Now, for any σ ∈ Σpi and h, h
′ ∈ H ⊂ G, we have
〈T ′σh, h
′〉K = 〈Tσh, h
′〉K
=
∑
ω,t∈Σpi
〈
K(t, ω)δσ(ω)h, δg0(t)h
′
〉
H
= 〈K(g0, σ)h, h
′〉H
= 〈Γ(ϕ(σ))h, h′〉H.
(3.12)
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Let µ : C∗(B1, . . . , Bn) → B(G) be the Poisson transform associated with the row contraction
[T ′1, . . . , T
′
n], i.e.,
(3.13) µ(BkBm∗) = T ′
k
T ′
m∗
, for any k,m ∈ Z+n .
Let Φ : C∗(B1, . . . , Bn) → B(H) be the compression Φ(A) := PHµ(A)|H, A ∈ C
∗(B1, . . . , Bn).
Clearly Φ is a unital completely positive linear map. Using relations (3.12) and (3.13), we deduce
that
〈Φ(Bk)h, h′〉H = 〈PHµ(B
k)h, h′〉H
= 〈T ′
k
h, h′〉K
= 〈Γ(k)h, h′〉H,
for any k ∈ Π and h, h′ ∈ H, where B := (B1, . . . , Bn). Therefore, Φ(B
k) = Γ(k) for any k ∈ Π.
The proof is complete. 
Consider λji ∈ C, 1 ≤ i < j ≤ n, and let Jλ be the WOT-closed, two-sided ideal of F
∞
n
generated by {ej ⊗ ei − λjiei ⊗ ej : 1 ≤ i < j ≤ n}. Denote NJλ := F
2(Hn) ⊖ JλF
2(Hn),
and Bi := PNJλSi|NJλ, i = 1, . . . , n. According to [4] (see Example 3.3), if [T1, . . . , Tn] is a row
contraction satisfying the commutation relations
(3.14) TjTi = λjiTiTj, 1 ≤ i < j ≤ n,
then there is a unique Poisson transform Φ : C∗(B1, . . . , Bn) → B(H) such that Φ(BαB
∗
β) =
TαT
∗
β , α, β ∈ F
+
n . Therefore, [B1, . . . , Bn] is the universal row contraction satisfying (3.14).
Notice that, by (3.14), for any m ∈ Z+n and σ ∈ F
+
n such that ϕ(σ) = m, there is a unique
“signature” ǫ(σ) ∈ C (which can be expressed in terms of λji [4]) such that Tσ = ǫ(σ)T
m. Now
define
LΓ(σ) := ǫ(σ)Γ(z
m), where m ∈ Z+n , σ ∈ F
+
n , ϕ(σ) = m.
Using this definition for LΓ, all the results of this section can be extended to this more general
setting, with slight adjustments of the proofs. Let us remark that if λji = 1 (resp. λji = −1),
1 ≤ i < j ≤ n, then B1, . . . , Bn are the creation operators on the symmetric (resp. anti-
symmetric) Fock space.
4. Moment problems for quotients of the free semigroup algebra CF+n
Let Ph be a set of homogeneous polynomials in CF
+
n . We recall that p =
∑m
j=1 ajαj ,
aj 6= 0, is a homogeneous polynomial if |αj | = |α1| for any j = 1, . . . ,m. Let J be the
WOT-closed, two-sided ideal of F∞n generated by the polynomials {p(S1, . . . , Sn) : p ∈ Ph}.
Denote NJ := F
2(Hn) ⊖ JF
2(Hn), and define Bi := PNJSi|NJ , i = 1, . . . , n. Throughout this
section, C∗(B1, . . . , Bn) (resp. An) is the C
∗-algebra (resp. non-selfadjoint norm closed algebra)
generated by B1, . . . , Bn and the identity.
Using the results from [26] and [4], we can prove the following result. We only sketch the
proof.
Theorem 4.1. A map µ : C∗(B1, . . . , Bn) → B(H) is a Poisson transform if and only if
there is a row contraction [T1, . . . , Tn], Ti ∈ B(H), with p(T1, . . . , Tn) = 0 for any homogeneous
polynomial p ∈ Ph, such that
µ(BαB
∗
β) = TαT
∗
β , α, β ∈ F
+
n .
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Proof. Suppose [T1, . . . , Tn], Ti ∈ B(H), is a row contraction with p(T1, . . . , Tn) = 0 for any
p ∈ Ph. Let Kr(T ) be the Poisson kernel associated with T := [T1, . . . , Tn], as defined in the
introduction. Then, for any homogeneous polynomial p =
∑m
j=1 ajαj ∈ Ph, ω, β ∈ F
+
n , and
k, h ∈ H, we have
〈Kr(T )k, Sωp(S1, . . . , Sn)eβ ⊗ h〉 = r
|α1|+|ω|+|β|〈k, Tωp(T1, . . . , Tn)Tβh〉 = 0.
Since the noncommutative analytic Toeplitz algebra F∞n is the WOT-closure of the polynomials
in S1, . . . , Sn, I, it is easy to see that
〈Kr(T )k, fp(S1, . . . , Sn)g ⊗ h〉 = 0
for any f ∈ F∞n , g ∈ F
2(Hn), and p ∈ Ph. Now, it is clear that Kr(T )k ∈ NJ ⊗H for any k ∈ H
and 0 < r < 1. According to Remark 3.2 from [4], there is a Poisson transform µ satisfying the
required conditions. The converse is straightforward. 
We say that a set Σ ⊂ F+n is compatible with p =
∑m
j=1 ajαj ∈ CF
+
n if, for any ω, β ∈ F
+
n , we
have either
(4.1) {ωα1β, . . . , ωαnβ} ⊂ Σ, or {ωα1β, . . . , ωαnβ} ∩ Σ = ∅.
A pair (Σ,Λ), Λ ⊂ CF+n , is called admissible if Σ is an admissible set in F
+
n and compatible with
each p ∈ Λ.
Remark 4.2. If Σ = F+n or Σ = {α ∈ F
+
n : |α| ≤ k}, k ∈ Z
+, then the pair (Σ,Ph) is
admissible for any set Ph ⊂ CF
+
n of homogeneous polynomials. Moreover, (F
+
n ,Λ) is admissible
for any set Λ ⊂ CF+n .
Let Ph ⊂ CF
+
n be a set of homogeneous polynomials and let Jh be the two-sided ideal of CF
+
n
generated by Ph, i.e.,
Jh = {
k∑
j=1
xipiyi : xi, yi ∈ F
+
n , pi ∈ Ph, k ≥ 1}.
Consider the quotient algebra CF+n /Jh and denote by pˆ the coset corresponding to p ∈ CF
+
n ,
i.e., pˆ = p + Jh. Notice that if q is any representative of the coset pˆ, then q(B1, . . . , Bn) =
p(B1, . . . , Bn), where B1, . . . , Bn are defined as above. Hence, the map Φ : CF
+
n /Jh → An
defined by Φ(pˆ) := p(B1, . . . , Bn) is a homomorphism.
Theorem 4.3. Let (Σ,Ph) be an admissible pair and let Lˆ : Σ/Jh → B(H) be an operator-valued
map. Then there is a Poisson transform ρ : C∗(B1, . . . , Bn)→ B(H) such that
(4.2) Lˆ(pˆ) = ρ(p(B1, . . . , Bn))Lˆ(gˆ0), pˆ ∈ CΣ/Jh,
if and only if the following conditions hold:
(i) If p =
∑m
j=1 ajαj ∈ Ph and ω, β ∈ F
+
n are such that {ωα1β, . . . , ωαmβ} ⊂ Σ, then
(4.3)
m∑
j=1
ajLˆ(ω̂αjβ) = 0.
(ii) K1 ≤ K2, where the kernels K1 and K2 are associated, as in (2.2) and (2.3), with the
admissible set Σ and the map L : Σ→ B(H) defined by L(σ) := Lˆ(σˆ), σ ∈ Σ.
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Proof. Let ρ : C∗(B1, . . . , Bn) → B(H) be a Poisson transform satisfying (4.2). Then, for any
(α, β) ∈ ΛΣ, we have
L(αβ) = Lˆ(α̂β) = ρ(Bα)Lˆ(βˆ) = µ(Sα)L(β),
where µ : C∗(S1, . . . , Sn) → B(H) is the Poisson transform associated to the row contraction
[ρ(B1), . . . , ρ(Bn)]. Hence, µ is a representing Poisson transform for the map L and, according
to Theorem 2.1, we have K1 ≤ K2. On the other hand, if p =
∑m
j=1 ajαj ∈ Ph and ω, β ∈ F
+
n
are such that {ωα1β, . . . , ωαmβ} ⊂ Σ, then
∑m
j=1 aj(ωαjβ) is in CΣ and relation (4.2) implies
m∑
j=1
ajLˆ(ω̂αjβ) = ρ(Bω)ρ(
m∑
j=1
ajBαj )ρ(Bβ)Lˆ(gˆ0).
Since
∑m
j=1 ajBαj = 0, relation (4.3) is satisfied.
Conversely, as in the proof of Theorem 2.1, we can find the operators Ti ∈ B(H), i = 1, . . . , n,
with the following properties:
(i) [T1, . . . , Tn] is a contraction;
(ii) TiL(σ)h =
{
L(giσ)h, if giσ ∈ Σ
0, otherwise;
(iii) Ti|M
⊥ = 0, where M is the closed linear span of all vectors L(σ)h, where σ ∈ Σ and
h ∈ H.
Let p =
∑m
j=1 ajαj ∈ Ph, σ ∈ Σ, and h ∈ H. Since (Σ,Ph) is an admissible pair, we have either
{α1σ, . . . , αmσ} ⊂ Σ, or {α1σ, . . . , αmσ} ∩ Σ = ∅. Using the above properties, we obtain
m∑
j=1
ajTαjL(σ)h =

m∑
j=1
ajL(αjσ)h, if {α1σ, . . . , αmσ} ⊂ Σ
0, otherwise;
Using relation (4.3) and the property (iii), we deduce
∑m
j=1 ajTαj = 0, i.e., p(T1, . . . , Tn) = 0 for
any p ∈ Ph. According to Theorem 4.1, there is a Poisson transform ρ : C
∗(B1, . . . , Bn)→ B(H)
such that ρ(BαB
∗
β) = TαT
∗
β , α, β ∈ F
+
n . Now, it is easy to see that, if ω ∈ Σ, then
Lˆ(ωˆ) = L(ω) = TωL(g0) = ρ(Bω)Lˆ(gˆ0).
Therefore, relation (4.2) is satisfied. This completes the proof. 
As in Section 2, one can obtain a vector-valued version of Theorem 4.3. This provides a
characterization for the orbits of contractive Hilbert modules over the quotient algebra CF+n /Jh,
where Jh is the two-sided ideal generated by Ph. A more general result is presented in Section
5.
In what follows, we solve the operator-valued trigonometric moment problem for completely
positive linear maps on the C∗-algbras C∗(B1, . . . , Bn) described above.
Theorem 4.4. Let (Σ,Ph) be an admissible pair and let Lˆ : Σ/Jh → B(H) be an operator-valued
map with Lˆ(gˆ0) = I. Then there is a completely positive linear map Φ : C
∗(B1, . . . , Bn)→ B(H)
such that
(4.4) Lˆ(pˆ) = Φ(p(B1, . . . , Bn)), pˆ ∈ CΣ/Jh,
if and only if the following conditions hold:
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(i) If
∑m
j=1 ajαj ∈ Ph and ω, β ∈ F
+
n are such that {ωα1β, . . . , ωαmβ} ⊂ Σ, then
m∑
j=1
ajLˆ(ω̂αjβ) = 0.
(ii) The kernel K : Σ× Σ→ B(H) given by
K(σ, τ) :=

L(τ\σ), if σ ≤ τ
L(σ\τ)∗, if τ < σ
0, otherwise
is positive semidefinite, where the map L : Σ→ B(H) is defined by L(σ) := Lˆ(σˆ), σ ∈ Σ.
Proof. Assume there is a completely positive linear map Φ : C∗(B1, . . . , Bn)→ B(H) such that
(4.4) holds. If p =
∑m
j=1 ajαj ∈ Ph, then p(B1, . . . , Bn) = 0. Moreover, if ω, β ∈ F
+
n are such
that {ωα1β, . . . , ωαmβ} ⊂ Σ, then
m∑
j=1
ajLˆ(ω̂αjβ) = Φ[Bωp(B1, . . . , Bn)Bβ ] = 0.
On the other hand, let γ : C∗(S1, . . . , Sn)→ C
∗(B1, . . . , Bn) be the Poisson transform associated
with the row contraction [B1, . . . , Bn]. Then Φ ◦ γ : C
∗(S1, . . . , Sn) → B(H) is a completely
positive map such that (Φ ◦ γ)(I) = I and
(Φ ◦ γ)(Sσ) = L(σ), σ ∈ Σ.
Now, as in the proof of Theorem 3.3, we can prove that the kernel K is positive semidefinite.
Conversely, assume K ≥ 0 and relation (4.3) holds. This part of the proof is similar to that
of Theorem 3.3. Let us follow that proof and mention only the necessary changes. First, the
subspace E should be defined by
E :=
∨
τ∈F+n , p∈Ph
Tτp(T1, . . . , Tn)K.
According to (3.10), for any f ∈ HΣ and p =
∑m
j=1 ajαj ∈ Ph, we have
[p(T1, . . . , Tn)f ](t) =
∑
σ∈Σ
 m∑
j=1
ajδαjσ(t)
 f(σ).
Hence, if τ ∈ F+n and h ∈ H, then we deduce
〈h, Tτp(T1, . . . , Tn)f〉K =
∑
σ∈Σ
m∑
j=1
a¯j〈K(ταjσ, g0)h, f(σ)〉H
=
∑
σ∈Σ
〈
m∑
j=1
a¯jL(ταjσ)
∗h, f(σ)
〉
H
,
if {ωα1β, . . . , ωαmβ} ⊂ Σ, and 0 otherwise. Here we used the fact that the pair (Σ,Ph) is
admissible. By (4.4), we have
∑m
j=1 ajL(ταjσ) = 0. Therefore, H ⊂ G := K ⊖ E . Now,
define T ′i := PGTi|G, i = 1, . . . , n, and notice that [T
′
1, . . . , T
′
n] is a row contraction such that
p(T ′1, . . . , T
′
n) = 0 for any p ∈ Ph. According to Theorem 4.1, there is a Poisson transform
µ : C∗(B1, . . . , Bn)→ B(G) associated with [T
′
1 . . . , T
′
n]. Let Φ : C
∗(B1, . . . , Bn)→ B(H) be the
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compression Φ(A) := PHµ(A)|H, A ∈ C
∗(B1, . . . , Bn). It is clear that Φ is a unital completely
positive linear map. On the other hand, it is easy to see that
〈Φ(Bα)h, h
′〉H = 〈PHµ(Bα)h, h
′〉H = 〈Tαh, h
′〉K
=
∑
ω,t∈Σpi
〈
K(t, ω)δα(ω)h, δg0(t)h
′
〉
H
= 〈K(g0, α)h, h
′〉 = 〈L(α)h, h′〉H
= 〈Lˆ(αˆ)h, h′〉H
for any α ∈ Σ and h, h′ ∈ H. The proof is complete. 
5. Moment problems for the free product semigroup ∗ni=1G
+
i
Let Gi be any discrete subgroups of the real line R, and let G
+
i denote the positive cones
G+i := Gi ∩ [0,∞). We assume that at least one subgroup Gi is dense in R. The left regular
representation of the free product semigroup ∗ni=1G
+
i is a semigroup of isometries λ(g) on the
Hilbert space ℓ2(∗ni=1G
+
i ) with orthonormal basis {ξg : g ∈ ∗
n
i=1G
+
i }, given by
λ(g)ξσ = ξgσ, g, σ ∈ ∗
n
i=1G
+
i .
The reduced semigroup C∗-algebra C∗r (∗
n
i=1G
+
i ) is the C*-algebra generated by the left regular
representation of ∗ni=1G
+
i . In this new setting, the noncommutative disc algebra A := A(∗
n
i=1G
+
i )
is defined [11] as the norm-closed algebra generated by the left regular representation.
Consider representations Ti of G
+
i as semigroups of contractions on a common Hilbert space
H such that
(5.1)
n∑
i=1
Ti(gi)Ti(gi)
∗ < I, gi ∈ G
+
i \{0}.
Such representations (uniquely) determine a contractive representation of the free product semi-
group ∗ni=1G
+
i by sending an element σ = g1g2 . . . gk, where gj ∈ G
+
ij
, to the contraction
T (σ) := Ti1(g1)Ti2(g2) . . . Tik(gk),
and T (g0) = I, where g0 denotes the neutral element of ∗
n
i=1G
+
i . The generalized Cuntz algebra
O(∗ni=1G
+
i ) was defined in [11] as the universal C
∗-algebra generated by isometric representations
Vi of the semigroups G
+
i satisfying condition (5.1). Extending some results of Douglas [14] and
Cuntz [10], it was proved in [11] (see also [12], [13], [19], [11], [16], [17]) that if n ≥ 2, then the
C∗-algebra generated by Vi does not depend on the choice of the isometric representations Vi.
Therefore O(∗ni=1G
+
i ) = C
∗
r (∗
n
i=1G
+
i ). When n = 1, we set O(G
+) := C∗r (G
+).
A map µ : O(∗ni=1G
+
i )→ B(H) is called Poisson transform on the generalized Cuntz algebra
O(∗ni=1G
+
i ) on the Hilbert space H if it is a unital completely positive linear map such that
µ(AX) = µ(A)µ(X), for any X ∈ AA∗ and A ∈ A.
According to [11], a map µ is a Poisson transform on O(∗ni=1G
+
i ) if and only if there are con-
tractive representations Ti of G
+
i on a common Hilbert space H satisfying the condition (5.1),
and such that
µ(λ(σ)λ(τ)∗) = TσT
∗
τ , σ, τ ∈ ∗
n
i=1G
+
i .
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As in the previous sections, a set Σ ⊂ ∗ni=1G
+
i is called admissible if αβ ∈ Σ implies β ∈ Σ. The
following result is an extension of Theorem 2.1 to generalized Cuntz algebras.
Theorem 5.1. Let Σ ⊆ ∗ni=1G
+
i be an admissible set and let L : Σ→ B(H) be an operator-valued
map. Then there is a Poisson transform µ : O(∗ni=1G
+
i )→ B(H) such that
(5.2) L(
∑
aσσ) = µ(
∑
aσλ(σ))L(g0)
for any polynomial
∑
aσσ ∈ CΣ if and only if K1 ≤ K2, where the kernels K1,K2 are defined
as in (2.2) and (2.3).
Proof. Assume that µ : O(∗ni=1G
+
i ) → B(H) is a Poisson transform satisfying (5.2) and let
Ti(gi) := µ(λ(gi)), gi ∈ G
+
i . Notice that Ti are contractive representations of G
+
i on H satisfying
condition (5.1). According to [11] (see also [31], [18], and [22] for important particular cases
obtained before), there is a Hilbert space K containing H and isometric representations Vi of
G+i on K such that
(i)
∑n
i=1 Vi(gi)Vi(gi)
∗ < I for all gi ∈ G
+
i \{0}.
(ii) Vi(gi)
∗|H = Ti(gi)
∗ for all gi ∈ G
+
i , 1 ≤ i ≤ n.
Notice that if V is the representation of ∗ni=1G
+
i associated with Vi, and σ, τ ∈ ∗
n
i=1G
+
i are two
elements such that neither is a multiple of the other, then V (σ) and V (τ) are isometries with
orthogonal ranges. Now, the proof of the direct implication is an extension of that of Theorem
2.1.
For the converse, we only sketch a proof. Assume K1 ≤ K2. The representations Vi of G
+
i
are defined by Vi(gi)f = ϕ, where ϕ is given by (2.4). It is easy to see that Vi(gi) is a partial
isometry and Vi(gi)Vi(g
′
i) = Vi(g
′
i)Vi(gi) for any gi, g
′
i ∈ G
+
i . Moreover, Vi(Gi\{0}) has range
contained in the closed span of functions supported on
Ri := {(α, β) ∈ ΛΣ : α = giτ for gi ∈ Gi\{0}, τ ∈ ∗
n
i=1G
+
i }.
The definition of K2 guarantees that the subspaces Ri are pairwise orthogonal. Hence the
representations Vi, i = 1, . . . , n, satisfy condition (5.1). Define the representation Ti of G
+
i on
H by
Ti(gi) := XVi(gi)X
∗ if gi ∈ G
+
i \{0},
and Ti(0) := I, where the operator X is given by (2.6). Clearly the representations Ti also
satisfy condition (5.1) and
Ti(gi)L(σ)h = L(giσ)h
if giσ ∈ Σ, gi ∈ G
+
i , and h ∈ H. Hence T (ω)L(g0) = L(ω), ω ∈ Σ, where T is the contractive
representation of ∗ni=1G
+
i associated with Ti. Let µ : O(∗
n
i=1G
+
i ) → B(H) be the Poisson
transform associated with Ti. Since µ(λ(σ)) = T (σ), σ ∈ ∗
n
i=1G
+
i , we infer that L(ω) =
µ(λ(ω))L(g0), ω ∈ Σ, and the proof is complete.

We remark that all the results of Section 2 hold true in this new setting. To get the analogues
just replace C∗(S1, . . . , Sn) by the generalized Cuntz algebra O(∗
n
i=1G
+
i ). The proofs remain
essentially the same. Let us mention that an analogue of the classical trigonometric moment
problem for O(∗ni=1G
+
i ) was obtained in [11].
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Concerning the commutative case, let us first remark that there are nontrivial contractive
representations T :
∏n
i=1G
+
i → B(H) such that Ti := T |G
+
i satisfies condition (5.1). Indeed,
define the subspace M of ℓ2(∗ni=1G
+
i ) by setting
M :=
∨
ω,σ,τ∈∗ni=1G
+
i
λ(ω)[λ(σ)λ(τ) − λ(τ)λ(σ)]ℓ2(∗ni=1G
+
i ),
where λ is the left regular representation of the free product semigroup ∗ni=1G
+
i on ℓ
2(∗ni=1G
+
i ).
Notice that the subspace N := ℓ2(∗ni=1G
+
i )⊖M is invariant under each λ(ω)
∗, ω ∈ ∗ni=1G
+
i . Let
Ψ :
∏n
i=1G
+
i → B(N ) be given by
Ψ(g) := PNλ(g1) · · · λ(gn)|N , g = (g1, . . . , gn) ∈
n∏
i=1
G+i .
It is clear now that Ψ is a nontrivial representation satisfying the inequality (5.1). Notice that
in the particular case when G+i = N, i = 1, . . . , n, the C
∗-algebra generated by {Ψ(g) : g ∈∏n
i=1G
+
i } coincides with the Toeplitz algebra C
∗(B1, . . . , Bn), where B1, . . . , Bn are the creation
operators on the symmetric Fock space.
The commutative semigroup
∏n
i=1G
+
i is endowed with the product order ≪. We denote by
g0 its neutral element. A set Π ⊂
∏n
i=1G
+
i is called admissible if g ∈ Π and f ≪ g imply f ∈ Π.
There is a canonical homomorphism ϕ of ∗ni=1G
+
i onto
∏n
i=1G
+
i such that it is the identity on
each G+i . Notice that if Π is an admissible set for
∏n
i=1G
+
i , then
Σpi := {σ ∈ ∗
n
i=1G
+
i : ϕ(σ) ∈ Π}
is an admissible set for ∗ni=1G
+
i . We associate with each map Γ : Π → B(H) another map
LΓ : Σpi → B(H) by setting LΓ(σ) := Γ(ϕ(σ)), σ ∈ Σpi.
Theorem 5.2. Let Π ⊆
∏n
i=1G
+
i be an admissible set and let Γ : Π → B(H). Then there is a
contractive representation T :
∏n
i=1G
+
i → B(H) satisfying the condition (5.1) such that
(5.3) Γ(g) = T (g)Γ(g0), g ∈ Π,
if and only if K1 ≤ K2, where the kernels K1 and K2 are associated with the admissible set
Σpi ⊂ ∗
n
i=1G
+
i and the map LΓ : Σpi → B(H), as defined by (2.2) and (2.3).
Proof. Assume T :
∏n
i=1G
+
i → B(H) is a contractive representation satisfying conditions (5.1)
and (5.3). As in the proof of Theorem 5.1, there is an isometric representation V of ∗ni=1G
+
i on
a Hilbert space K ⊃ H which dilates the contractive representation of ∗ni=1G
+
i associated with
Ti := T |G
+
i , i = 1 . . . , n. For any (α, β) ∈ ΛΣpi , we have
LΓ(αβ) = Γ(ϕ(α) + ϕ(β))
= T (ϕ(α))Γ(ϕ(β))
= PHV (α)LΓ(β).
(5.4)
Now, as in the proof of Theorem 2.1, one can show that K1 ≤ K2.
Conversely, assume K1 ≤ K2. Following the proof of Theorem 2.1 (see also Theorem 5.1),
we find representations Ti of G
+
i on H defined by Ti(gi) := XVi(gi)X
∗, gi ∈ G
+
i , such that the
condition (5.1) holds and
Ti(gi)LΓ(σ)h =
{
LΓ(giσ)h, if giσ ∈ Σpi
0, otherwise.
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Moreover, due to the definitions of Σpi, LΓ and K2, we infer that
Ti(gi)Tj(gj) = Tj(gj)Ti(gi), gi ∈ G
+
i , gj ∈ G
+
j .
Let T :
∏n
i=1G
+
i → B(H) be the representation associated with Ti. If g = (g1, . . . , gn) ∈ Π and
h ∈ H, then we have
Γ(g)h = LΓ(g1 · · · gn)h
= T1(g1) · · · Tn(gn)LΓ(g0)h
= T (g)Γ(g0)h.
The proof is complete.

If Π ⊆
∏n
i=1G
+
i is an admissible set, we associate with any map N : Π → H another map
MN : Σpi → H by setting MN (σ) := N(ϕ(σ)), σ ∈ Σpi. As in Section 3, one can use Theorem
5.2 to obtain the following vector-valued moment problem.
Theorem 5.3. Let Π be an admissible set in
∏n
i=1G
+
i and let N : Π → H be a map. Then
there is a contractive representation T :
∏n
i=1G
+
i → B(H) satisfying condition (5.1) such that
N(g) = T (g)N(g0), g ∈ Π,
if and only if K3 ≤ K4, where the kernels K3 and K4 are associated with the admissible set
Σpi ⊂ ∗
n
i=1G
+
i and the map MN : Σpi →H, as defined by (2.11) and (2.12).
In what follows we solve the operator-valued moment problem for Poisson transforms on the
generalized Cuntz algebra O(∗ni=1G
+
i ), satisfying polynomial identities. The result provides, in
particular, a characterization for the orbits of contractive Hilbert modules over the quotient
algebra C ∗ni=1 G
+
i /J , where J is a two-sided ideal of the free semigroup algebra C ∗
n
i=1 G
+
i .
First, let us show that, in general, there are nontrivial representations Ψ of C ∗ni=1 G
+
i /J such
that
(5.5)
n∑
i=1
Ψ(gˆi)Ψ(gˆi)
∗ ≤ I, gi ∈ G
+
i \{0}.
Define the subspace MJ of ℓ
2(∗ni=1G
+
i ) by setting
MJ :=
∨
ω∈∗ni=1G
+
i ,
∑
aσσ∈J
λ(ω)
[∑
aσλ(σ)
]
ℓ2(∗ni=1G
+
i ).
Clearly, the subspace NJ := ℓ
2(∗ni=1G
+
i ) ⊖ MJ is invariant under each λ(ω)
∗, ω ∈ ∗ni=1G
+
i .
Notice that if NJ 6= C, then the map Ψ : C ∗
n
i=1 G
+
i /J → B(NJ) given by
Ψ(
∑̂
aσσ) := PNJ
(∑
aσλ(σ)
)
|NJ
is a nontrivial representation of C ∗ni=1 G
+
i /J , satisfying (5.5).
Theorem 5.4. Let (Σ, J) be an admissible pair where Σ ⊂ ∗ni=1G
+
i and J is a two-sided ideal of
C ∗ni=1G
+
i . Let Lˆ : Σ/J → B(H) be an operator-valued map. Then there is a Poisson transform
µ : O(∗ni=1G
+
i )→ B(H) such that
(i) µ(
∑
aσλ(σ)) = 0 for any
∑
aσσ ∈ J , and
(ii) Lˆ(
∑̂
aσσ) = µ(
∑
aσλ(σ))Lˆ(gˆ0), for any
∑̂
aσσ ∈ CΣ/J ,
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if and only if the following conditions hold:
(iii) If
∑m
j=1 ajαj ∈ J and ω, β ∈ ∗
n
i=1G
+
i are such that {ωα1β, . . . , ωαmβ} ⊂ Σ, then
(5.6)
m∑
j=1
ajLˆ(ω̂αjβ) = 0.
(iv) K1 ≤ K2, where the kernels K1 and K2 are associated, as in (2.2) and (2.3), with the
admissible set Σ and the map L : Σ→ B(H) defined by L(σ) := Lˆ(σˆ), σ ∈ Σ.
Proof. Let Lˆ : Σ/J → B(H) be such that the conditions (i) and (ii) hold. For any α ∈ Σ, we
have
L(α) = Lˆ(αˆ) = µ(λ(α))Lˆ(gˆ0) = µ(λ(α))L(g0).
According to Theorem 5.1, we deduce that K1 ≤ K2. Moreover, if
∑m
j=1 ajαj ∈ J and ω, β ∈ F
+
n
are such that {ωα1β, . . . , ωαmβ} ⊂ Σ, then
m∑
j=1
ajLˆ(ω̂αjβ) = µ(λ(ω))µ
 m∑
j=1
ajλ(αj)
µ(λ(β))Lˆ(gˆ0) = 0.
Conversely, assume the conditions (iii) and (iv) hold. As in the proof of Theorem 5.1, we
define the representations Ti of G
+
i on H satisfying the condition (5.1), the relation
Ti(gi)L(σ)h =
{
L(giσ)h, if giσ ∈ Σ
0, otherwise,
and T (ω)|M⊥ = 0, ω ∈ ∗ni=1G
+
i \{g0}, where M is the closed span of all vectors L(σ)h with
σ ∈ Σ and h ∈ H. Hence, we get L(ω) = T (ω)L(g0) for any ω ∈ Σ. On the other hand, since
(Σ, J) is an admissible pair, if
∑m
j=1 ajαj ∈ J , σ ∈ Σ, and h ∈ H, then m∑
j=1
ajT (αj)
L(σ)h =

m∑
j=1
ajL(αjσ)h, if {α1σ, . . . , αmσ} ⊂ Σ
0, otherwise.
Now, using relation (5.6), we deduce
∑m
j=1 ajT (αj) = 0 for any
∑m
j=1 ajαj ∈ J . Consider
µ : O(∗ni=1G
+
i )→ B(H) to be the Poisson transform associated with the representation T . Now,
it is easy to see that, if ω ∈ Σ, then
Lˆ(ωˆ) = L(ω) = TωL(g0) = µ(λ(ω))Lˆ(gˆ0).
The proof is complete. 
Let us remark that the Poisson transform µ of Theorem 5.4 gives rise to a homomorphism
Ψ : C ∗ni=1 G
+
i /J → B(H) by setting
Ψ(
∑̂
aσσ) := µ(
∑
aσλ(σ)),
which satisfies inequality (5.5). The conditions (i) and (ii) of the same theorem can be written
as Lˆ(f) = Ψ(f)Lˆ(gˆ0) for any f ∈ CΣ/J . Moreover, the homomorphism Ψ give rise to a Hilbert
module over C ∗ni=1 G
+
i /J in the natural way f · h := Ψ(f)h, f ∈ C ∗
n
i=1 G
+
i /J , and h ∈ H.
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Finally, we shoud mention that, as in Section 2, a vector-valued version of Theorem 5.4 can
easily be obtained. This provides a characterization for the orbits of Hilbert modules over
C ∗ni=1 G
+
i /J .
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