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ABSTRACT
This paper investigates the active sampling for estima-
tion of approximately bandlimited graph signals. With the
assistance of a graph filter, an approximately bandlimited
graph signal can be formulated by a Gaussian random field
over the graph. In contrast to offline sampling set design
methods which usually rely on accurate prior knowledge
about the model, unknown parameters in signal and noise
distribution are allowed in the proposed active sampling
algorithm. The active sampling process is divided into two
alternating stages: unknown parameters are first estimated
by Expectation Maximization (EM), with which the next
node to sample is selected based on historical observations
according to predictive uncertainty. Validated by simulations
compared with related approaches, the proposed algorithm
can reduce the sample size to reach a certain estimation
accuracy.
Index Terms— Graph Signal Processing, Active Sam-
pling, Expectation Maximization
I. INTRODUCTION
Sampling is a fundamental problem in graph signal pro-
cessing [1], [2]. For some large networks, it is costly or
impractical to acquire the exact signal value on each node.
Instead, the entire signal has to be recovered or estimated
from the observations on a portion of nodes under smooth-
ness assumption. There has been plenty of research on the
sampling of bandlimited [3]–[9] or approximately bandlim-
ited [9]–[11] graph signals, including noise-free sampling for
reconstruction [3]–[6], [9] and noisy sampling for estimation
[7]–[11].
Focusing on the scenario with sampling noise, from a
statistical view, optimal sample selection is to minimize
the estimation error in expectation. In another perspective,
graph signal sampling can also be regarded as pool-based
active semi-supervised learning. Current sampling methods
are mostly offline [7], [8], in which sampling set is designed
in advance taking into account only graph structure. These
approaches are usually not applicable without accurate prior
knowledge about the distribution of signal and noise. To
reduce the reliance on prior knowledge, we try to intro-
duce online active learning [12] to the sampling of graph
signals, turning sampling into a sequential decision process.
Involving historical observations, unknown parameters of the
underlying model can be gradually estimated in the process
of sampling, and subsequent samples can be chosen based
on the latest estimation results.
In fact, online active learning has been applied to graph-
aware classification [13]–[16]. These active sampling algo-
rithms select samples online taking into account both graph
structure and previously obtained labels, yet they can not
apply directly to continuous graph signals. [9] considers
the active semi-supervised learning for continuous graph
signals, yet it is offline batch-mode without using any label
information.
In this paper, the online active sampling of continuous
graph signals with sampling noise is considered under a
Bayesian framework. We propose an active sampling algo-
rithm for approximately bandlimited graph signals where
the exact statistical properties of the signal and noise are
unknown. Parameter estimation and node selection are in-
tegrated into a unified Bayesian framework. At each step,
EM algorithm [17, Sec.11.2] is first used to estimate the
unknown parameters in the signal and noise distribution.
Then the node with largest predictive variance, that is, the
node whose value we are most uncertain about, is selected
to be sampled at the next step. Making full use of historical
observations, the proposed algorithm is expected to reduce
the number of samples required to reach a certain estimation
accuracy.
II. SYSTEM MODEL
Consider a time-invariant signal f ∈ RN defined on anN -
vertex undirected connected graph G. From a Bayesian view,
f is approximately bandlimited formulated by the following
Gaussian random field over the graph
p (f |α) = N
(
0, α−1H−2
)
∝ exp
(
−
α
2
fTH2f
)
, (1)
where H is a unit-gain high-pass graph filter [1], and α is
a parameter.
This is a generalized form of that in [18]. H can be an
FIR [19] or IIR [20] filter, the cut-off frequency of which can
be regarded as the approximate bandwidth of f . The term
fTH2f = ‖Hf‖2
2
represents the energy of out-of-band
components of the signal. According to (1), larger fTH2f
results in lower probability, restricting the high-frequency
energy of the signal to a relatively low level.
As for α, the larger α is, the more rapidly the probability
drops as fTH2f increases. In some sense, α governs the
approximation degree of f to a bandlimited graph signal,
and is relevant to the smoothness in the vertex domain.
In contrast to batched sampling, here we consider an active
sampling process where only one node is sampled at each
time. Suppose that at time t, the n-th node is sampled and
the observed signal value is y(t). The observation model at
time t is
y(t) = ψT (t)f + w(t) , (2)
where ψT (t) is the sampling vector, a row vector with the
n-th entry equal to 1 and the others equal to 0, and w(t) is
Gaussian sampling noise with zero mean and precision β
p (w(t) |β) = N
(
0, β−1
)
. (3)
Let vector ys(t) = (y(1), · · · , y(t))
T
be the historical
observations up to time t. According to (2),
ys(t) = Ψ(t)f +w(t) , (4)
where Ψ(t) is a M × N sampling matrix whose rows are
sampling vectors ψT (1), · · · , ψT (t), and sampling noise
w(t) follows a joint distribution
p (w(t) |β) = N
(
0, β−1I
)
. (5)
In this paper, high-pass graph filter H in the signal prior
(1) is assumed to be given, while parameter α and noise
precision β are considered unknown.
Under this framework, the core problem is: at each time
t, how to estimate α and β and then decide the next node to
sample (at time t+1) based on historical observations ys(t),
in order to better estimate the signal f with less samples.
III. ALGORITHM
At each time t, the next node to sample is decided based
on historical observations ys(t) (andΨ(t)). According to the
uncertainty sampling criterion in active learning [12, Ch.2],
a reasonable strategy is to evaluate the predictive distribution
p
(
y |ψT ,Ψ(t),ys(t)
)
with different sampling vectors ψT ,
and then select the node with maximum predictive variance
to sample at next step.
Unknown parameters α and β, both of great importance
for estimation and prediction, are updated sequentially using
the EM algorithm [17, Sec.11.2].
III-A. Signal Estimation and Prediction
We first discuss the estimation of f and the prediction of
the observed signal value on each node based on historical
observations under a Bayesian framework, which form the
basis for hyperparameter estimation and sample selection.
For brevity, the time index (t) of Ψ, ys are omitted.
Given α, β, Ψ and ys, the posterior distribution of f can
be calculated by
p (f |Ψ,ys, α, β) =
p (ys |Ψ,f , β) p (f |α)∫
p (ys |Ψ,f , β) p (f |α) df
. (6)
The signal prior p (f |α) is Gaussian as given in (1), and
making use of (4) and (5), the likelihood p (ys |Ψ,f , β) is
also Gaussian
p (ys |Ψ,f , β) = N
(
Ψf , β−1I
)
. (7)
Consequently, the posterior distribution of f takes a Gaus-
sian form, with mean and covariance [21, Sec.10.6]
E [f |Ψ,ys, α, β] = β
(
αH2 + βΨTΨ
)−1
Ψ
Tys , (8)
Cov [f |Ψ,ys, α, β] =
(
αH2 + βΨTΨ
)−1
. (9)
Subsequently, we can predict the observed signal value on
each node by evaluating the predictive distribution
p
(
y |ψT ,Ψ,ys, α, β
)
=
∫
p
(
y |ψT ,f , β
)
p (f |Ψ,ys, α, β) df , (10)
in which p (f |Ψ,ys, α, β) is the posterior distribution (8)-
(9), and according to (2) and (3),
p
(
y |ψT ,f , β
)
= N
(
ψTf , β−1
)
. (11)
Thus the predictive distribution is still Gaussian, with mean
and variance
E
[
y |ψT ,Ψ,ys, α, β
]
= ψT E [f |Ψ,ys, α, β] , (12)
Var
[
y |ψT ,Ψ,ys, α, β
]
= ψT Cov [f |Ψ,ys, α, β]ψ
+ β−1. (13)
III-B. Uncertainty Sampling
Consider the situation where any node is allowed to
be sampled multiple times. According to the uncertainty
sampling criterion [12, Ch.2], we should scan through all
the nodes, and sample the one whose observed signal value
is in greatest uncertainty.
In the proposed method, predictive variance is regarded
as a measurement of uncertainty. Thus, the sampling vector
at time t+ 1 is designed by
ψT (t+ 1) = argmax
ψT∈S
Var
[
y |ψT ,Ψ(t),ys(t), α, β
]
, (14)
where S =
{
eTn , n = 1, 2, · · · , N
}
is the set of all possible
sampling vectors.
In implementation, (14) can be achieved by searching for
the greatest diagonal element in the posterior covariance
matrix (6), which reduces the computational complexity of
our algorithm.
By employing this method, we can avoid sampling the
nodes whose value we are already confident about, and focus
our attention on only those we find confusing.
III-C. Estimation Using EM
As illustrated above, unknown parameters α and β are of
major significance in sample selection. So every time before
choosing the next sampling node, α and β should first be
re-estimated based on historical data.
A naive idea is to estimate these hyperparameters by max-
imizing the likelihood p (ys(t) |Ψ(t), α, β). However, direct
optimization is intractable. EM algorithm [17, Sec.11.2] is
introduced in our method to estimate αˆ and βˆ, and thereby
obtain the posterior distribution of the signal.
Still for brevity, time indices (t) are omitted. And let k
be the iteration index inside EM.
In E step, we fix αˆ and βˆ, and update the posterior
distribution of f as
qk (f |Ψ,ys) = p
(
f |Ψ,ys, αˆk−1, βˆk−1
)
. (15)
According to (8)-(9),
µk−1 , E
[
f |Ψ,ys, αˆk−1, βˆk−1
]
= βˆk−1
(
αˆk−1H
2 + βˆk−1Ψ
T
Ψ
)−1
Ψ
Tys , (16)
Ck−1 , Cov
[
f |Ψ,ys, αˆk−1, βˆk−1
]
=
(
αˆk−1H
2 + βˆk−1Ψ
T
Ψ
)−1
. (17)
In M step, αˆ and βˆ are updated by
αˆk, βˆk = argmax
α,β
E
f |Ψ,ys,αˆk−1,βˆk−1
[ln p (f ,ys |Ψ, α, β)] ,
(18)
where according to the product rule of probability,
p (f ,ys |Ψ, α, β) = p (ys |Ψ,f , β) p (f |α) . (19)
By (1) and (7), we have
ln p (f ,ys |Ψ, α, β) =
N
2
lnα+
M
2
lnβ −
α
2
fTH2f
−
β
2
(ys −Ψf)
T
(ys −Ψf)
+ const, (20)
where M = t is the current sample size, and ’const’ denotes
terms that are independent of α and β.
It is obvious that the target function in (18) is concave
with respect to α and β. To maximize it, take the partial
derivatives and set them to zero. The M-step updates of αˆ
and βˆ are
αˆk =
N(
tr (H2Ck−1) + µTk−1H
2µk−1
) , (21)
βˆk =
M(
(ys −Ψµk−1)
T
(ys −Ψµk−1) + tr (ΨTΨCk−1)
) .
(22)
Repeat the E and M steps until convergence, and we will
obtain the maximum likelihood (ML) estimation of α and
β, and the latest posterior distribution of f as well.
Then we can implement the sampling strategy in sub-
section III-A and III-B by replacing α and β with their
estimation αˆ and βˆ.
In conclusion, the complete process of the proposed active
sampling method is given in Algorithm 1.
Algorithm 1 Active sampling algorithm for approximately
bandlimited graph signals
1: t = 0, M = 0
2: Ψ(0) = empty matrix, ys(0) = empty vector
3: Initialize αˆ(0), βˆ(0)
4: Choose the first sampling node index n arbitrarily
5: ψT (1) = eTn
6: while M < Mmax do
7: t← t+ 1
8: Sample the selected node and obtain observation y(t)
9: Ψ(t) =
(
Ψ(t− 1)
ψT (t)
)
, ys(t) =
(
ys(t− 1)
y(t)
)
10: M ←M + 1
11: k = 0, αˆ0 = αˆ(t− 1), βˆ0 = βˆ(t− 1)
12: while αˆ, βˆ not converge do
13: k ← k + 1
14: Update µk−1, Ck−1 by (16) (17)
15: Update αˆk, βˆk by (21) (22)
16: end while
17: αˆ(t) = αˆk, βˆ(t) = βˆk
18: Update the posterior distribution by (8) (9)
19: Design the next sampling node by (14)
20: if the stopping condition in (23) is reached then
21: break
22: end if
23: end while
24: Ouput the MMSE estimation as (8)
The sampling process continues until reaching the maxi-
mum sample size, or if the scalarized posterior covariance,
normalized by the estimated signal energy, is less than a
certain threshold c > 0
tr
(
Cov
[
f |Ψ,ys, αˆ, βˆ
])
fˆT fˆ
≤ c, (23)
which means the signal estimation is reliable enough.
IV. SIMULATION
In this section, the proposed active sampling algorithm is
applied to various synthetic approximately bandlimited graph
signals to evaluate its performance.
Two representative graphs are used in our experiments:
G1: a small world graph generated from the Watts-Strogatz
model [22] with 300 nodes, mean node degree 6 and rewiring
probability 0.1, and G2: a random geometric graph [23], [24]
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Fig. 1. Graph signals for simulation and their spectrums
with 300 vertices randomly placed in a 1 by 1 square and
edge weights assigned via a Gaussian kernel
wij =


exp
(
d(i, j)2
σ2
)
, if d(i, j) ≤ r
0, otherwise
(24)
where wij denotes the weight between node i and node j,
d(i, j) denotes the Euclid distance between them, r = 0.1
and σ = 0.05.
Signals are generated from the prior distribution (1), where
H is designed to be FIR [19], the frequency response of
which is displayed in Fig. (1a) (1b), and α is set to be 10 and
0.1 for G1 and G2 respectively. Sampling noise is additive
i.i.d Gaussian (3). For each graph, we pick two different
β such that the signal-noise ratios (SNR) are 15dB and
10dB. 100 signals are generated for each scenario to evaluate
the average performance of each method. Fig. 1 shows two
instances of the graph signals used in our simulations.
Note that existing design-of-experiments(DOE)-type sam-
pling methods cannot apply to the scenario where α and β
are unknown. The proposed algorithm is mainly compared
with random sampling (and estimating signal f in the same
way as proposed) in the simulations. In fact, there are also
non-statistical approaches such as Perraudin’s non-uniform
sampling based on local uncertainty [11] (M1) and Anis’s
heuristic algorithm to maximize the cut-off frequency [9]
(M2), the results of which are also displayed here.
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(c) G2, α = 0.1, SNR = 15dB
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(d) G2, α = 0.1, SNR = 10dB
Fig. 2. Simulation results
Fig. 2 displays the simulation results, where relative esti-
mation error is defined as
err =
‖fˆ − f‖2
‖f‖2
. (25)
We can see that the performance of the proposed algorithm
is significantly better than random sampling regardless of
the graph type, signal smoothness and noise power within a
certain range. The proposed method requires less samples
to reach a given estimation accuracy. This validates the
rationality and effectiveness of our effort to involve active
learning to gradually estimate the parameters in the sampling
process and decide the subsequent sampling nodes based on
the latest model.
V. CONCLUSION
In this paper, an active sampling algorithm is proposed
for approximately bandlimited graph signals without prior
knowledge about the exact distribution of the signal and
noise. By implementing this active sampling strategy, possi-
bly less nodes are required to be sampled to reach the same
estimation accuracy.
A more general case may be considered in our further
research where the high-pass graph filter H in the signal
prior is also unknown. The active sampling of bandlimited
graph signals with unknown bandwidth will be studied as
well.
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