Abstract. In discussing time slicing approximations of Feynman's path integrals, one can use stationary phase method for some oscillatory integrals over a space of large dimension. Previously estimates of remainder term of such stationary phase method were given in [2] and [6] . In the present note an improved remainder estimate is given for such stationary phase method. The estimate is sharp enough to give us the second term of semiclassical asymptotic expansion if it is applied to Feynman path integrals of some kind discussed in [6] and [4] . See our forthcoming paper [3] .
Introduction
The set GðDÞ of all piecewise classical paths g D associated with D makes a smooth manifold and the map g D ! ðx Jþ1 ; x J ; . . . ; x 1 ; x 0 Þ is a global coordinate system under our assumption of the potential (1.1) if jDj a d where d satisfies (1.4) .
We always assume in the following that T a d. We call a division D 0 of the interval ½0; T coarser than the division D if D is a refinement of D 0 .
For the sake of convenience we say that D itself is coarser than D. Let 0 ¼ j 0 < j 1 < Á Á Á < j s < j sþ1 ¼ J þ 1 be any subsequence of f0; 1; . . . ; J; J þ 1g. Then
is a division of ½0; T coarser than D. If D 0 is coarser than D, then there is a natural inclusion GðD 0 Þ H GðDÞ. We denote the set of all piecewise classical paths by G, i.e., G ¼ 6 D GðDÞ=@, where @ is the identification relation defined by the inclusion mapping. In other words, G is the inductive limit of GðDÞ with respect to the inclusion. It is clear that G is a dense subset of the Sobolev space we denote SðT j ; T jÀ1 ; x j k ; x j kÀ1 Þ, if we give stress on T j and T jÀ1 . A piecewise classical time slicing approximation to Feynman path integral with the integrand aðgÞ is an oscillatory integral I ðD; S; a; nÞðx Jþ1 ; x 0 Þ ð1:12Þ
where n ¼ 2ph À1 with Planck's constant h. See Feynman [1] . If the amplitude aðg D Þ satisfies good conditions, we can apply the stationary phase method to this integral. The main term is rather well known. But there are a very few works describing behaviour of the remainder term of it if J becomes very large. We tried this in [2] , [6] and Tsuchida [7] treated the case that electro-magnetic fields are involved. The aim of the present paper is to obtain a better information of the behaviour of the remainder term. However we do not discuss the e¤ect of vector potentials.
Let D 0 be a division coarser than D. Then using the inclusion GðD 0 Þ H GðDÞ, we can consider the restriction i
We explain how coordinate expression of i
To do so we give some notational conventions. For any pair of integers j a k we denote a block of variables ðx k ; x kÀ1 ; . . . ; x j Þ by x ½k; j and denote P k m¼j S m ðx m ; x mÀ1 Þ by S k; j ðx ½k; jÀ1 Þ. If j ¼ k, we set x ½k; j ¼ x j . Associated with the division (1.9) we divide variables ðx Jþ1 ; x J ; . . . ; x 1 ; x 0 Þ into blocks of variables:
Let k be one of k ¼ 1; 2; . . . ; s þ 1. We denote by
the critical point of the mapping
In other words, for any m satisfying j kÀ1 þ 1 a m a j k À 1, x Ã m is the solution of the system of equations with respect to ðx j k À1 ; x j k À2 ; . . . ; x j kÀ1 þ1 Þ:
Clearly, x Ã ½ j k À1; j kÀ1 þ1 is a function of the end points ðx j k ; x j kÀ1 Þ. Replacing x ½ j k À1; j kÀ1 þ1 with x Ã ½ j k À1; j kÀ1 þ1 for all k ¼ 1; 2; . . . ; s þ 1 in f D ðx Jþ1 ; x J ; . . . ; x 1 ; x 0 Þ, we obtain the coordinate expression of ði
Let S Ã j k ; j kÀ1 þ1 ðx j k ; x j kÀ1 Þ denote the critical value of (1.13). Then we know
We set
where Hess means the Hessian at the critical point x Ã ½ j k À1; j kÀ1 þ1 .
In the statement of our main theorem we use the following particular divisions of the interval ½0; T coarser than D: For k ¼ 1; 2; . . . ; J þ 1
By definition Dð1Þ ¼ D and DðJ þ 1Þ is nothing but the interval ½0; T itself without any dividing point between 0 and T. Any classical path g in GðDðJ þ 1ÞÞ is determined by two end points gð0Þ ¼ y and gðTÞ ¼ x and it is denoted by g Ã ðx; yÞ. Functional f ðgÞ evaluated at g Ã ðx; yÞ will be denoted by f ðg Ã ðx; yÞÞ or f ðg Ã Þ. We always assume in this note that T a d. We discuss oscillatory integral (1.12) for an arbitrary fixed division D of ½0; T given by (1.6). It sometimes happens in application that the amplitude of (1.12) depends on some parameter l A R N with some natural number N. We assume in this note the following 
as far as ja j j a K, for j ¼ 0; j 1 ; . . . ; j s ; J þ 1.
Our main theorem is rðD; n; x Jþ1 ; x 0 Þj a C K A MðKÞ ð1 þ jlj þ jx Jþ1 j þ jx 0 jÞ m ;
as far as ja 0 j; ja Jþ1 j a K.
Remark 1. As we remarked in (1.16), S Ã Jþ1; 1 ðx Jþ1 ; x 0 Þ ¼ SðT; 0; x Jþ1 ; x 0 Þ. Before proving this theorem we give a review of the case J ¼ 1 in section 2 as a preparation. The main theorem will be proved in section 3. In doing so, we will use a previously known remainder estimate of stationary phase method over a space of large dimension, which was proved in [2] in the case m ¼ 0 and stated by N. Kumano-go [6] in the case of m > 0. But since the discussion of [6] was too sketchy, we will give a little more detailed discussion in the Appendix for the convenience of the reader.
The case of J ¼ 1
In this section we restrict ourselves to the case of the simplest division
Let S 1 ð y; zÞ and S 2 ðx; yÞ be actions as in (1.11). We discuss the following integral with parameter l: It follows from these and the estimate ( We have
Now we discuss the oscillatory integral (2.1). We abbreviate fðT 2 ; T 1 ; x; yÞ to f 2 ðx; yÞ and fðT 1 ; T 0 ; y; zÞ to f 1 ð y; zÞ. We set
Then we write We have 
where HessðS 2 þ S 1 Þ means the Hessian of S 2 þ S 1 with respect to y at its critical point y Ã . It is known by the stationary phase method [2] , [5] that We wish to obtain a little more detailed informations on b l ðn; x; zÞ. We begin with the case that the amplitude a 1 1. Then we have the following
ðx; zÞ DðS 2 þ S 1 ; x; zÞ In the case of more general a l we consider the di¤erence
which is the oscillatory integral (2.1) with the amplitude a l ðx; y; zÞ replaced by a l ðx; y; zÞ À a l ðx; y Ã ; zÞ. We have
On the other hand we have from (2.7)
where I d stands for the unit matrix. From (2.6) and (2.5), Q ¼ H À1 can be written
where any derivative of any entry of the matrix P ¼ Pðx; y; zÞ is bounded. We have
We have thus
Since Q is a symmetric matrix, we have
ðq y a l Þðx; yy þ ð1 À yÞ y Ã ; zÞdydy:
Integrating the right hand side of this by parts, we have
; n ðx; zÞ:
Apply the stationary phase method (2.8) to the right hand side of (2.12). Then we obtain Then we obtain Theorem 2. We have We can write
where wðx; zÞ and all its derivatives are uniformly bounded because of (2.5).
Corollary 1. We may write
Here r l ðn; x; zÞ and R l ðn; x; zÞ depend also on t 2 , t 1 but we do not write the dependency explicitly for the sake of simplicity. We have the following estimates: For any K b 0 there exist positive constants C K and MðKÞ such that if jaj a K and jbj a K we have 
It is clear that Theorem 1 follows from the following theorem. 
where D x j stands for the Laplace operator with respect to x j . For any K b 0 there exist an integer MðKÞ b 0 and a constant C K > 0 such that if ja 0 j a K and ja Jþ1 j a K, we have
Proof of Theorem 3 is rather long. We first integrate the right hand side of the above (3.1) with respect to x 1 and next integrate it with respect x 2 and so on. We proceed step by step in this way. At each step we apply the result of the previous section and apply Theorem 4 of the appendix. We explain each step in some detail.
Step 1. We integrate the right hand side of (3.1) with respect to x 1 . Applying Corollary 1 of previous section, we obtain We do not discuss I 1; 0 any further in step 1 and leave it to step 2 but we discuss the terms I 1; 1 , I 1; 2 and I 1; 3 further. By our Assumption 1 the function DðS 2; 1 ; x 2 ; x 0 Þ À1=2 ði D Dð2Þ ðD x 1 a l ÞÞðx Jþ1 ; . . . ; x 2 ; x 0 Þ satisfies Assumption 2 in the appendix. Applying Theorem 4 in the appendix to I 1; 1 (see also section 9 of [6] ), we obtain the following:
Dð1Þ
DðJþ1Þ ðDðS 2; 1 ;
Here we used also relations i as far as ja Jþ1 j a K and ja 0 j a K. Now we discuss I 1; 2 . We first perform integration with respect to variables ðx Jþ1 ; . . . ; x 3 Þ in (3.10) and afterwards we do integrate with respect to x 2 , because the function r 1 ðx Jþ1 ; . . . ; x 2 ; x 0 Þ depends on ðx 2 ; x 0 Þ in a complicated way while it depends rather simply on ðx Jþ1 ; . . . ; x 3 Þ. We wish to apply Theorem 4 of the appendix to the integral with respect to ðx Jþ1 ; . . . ; x 3 Þ. So we shall show that the function r 1 ðx Jþ1 ; . . . ; x 2 ; x 0 Þ, considered as a function of ðx Jþ1 ; . . . ; x 2 Þ with parameter x 0 satisfies Assumption 2 of the appendix. Di¤erentiating (3.6) under integral sign and applying (2.16) and (2.17) to it, we obtain the following estimates: For any K b 0 there exist positive constants C and MðKÞ such that for a J ; . . . ; a 2 ; a 0 with ja j j a K Moreover for any sequence of integers
we replace x ½ j 1 À2; 3 ; x ½ j 2 À2; j 1 þ1 ; . . . ; x ½JÀ1; j s of (3.6) by x Ã ½ j 1 À2; 3 ; x Ã ½ j 2 À2; j 1 þ1 ; . . . ; x Ã ½JÀ1; j s and di¤erentiate it under integral sign. Thus for any sequence of multiindices a j with length ja j k j a K there holds the inequality q
And for any sequence of integers
there holds q
We have thus shown that the function r 1 satisfies Assumption 2 of the appendix. Now we apply Theorem 4 of the appendix and obtain that as far as ja Jþ1 j a K, ja 2 j a K and ja 0 j a K.
We apply the result of the previous section to obtain
For any K there exist constants MðKÞ and C such that for any a 0 , a Jþ1 with ja 0 j a K, ja Jþ1 j a K we have
Similarly, we have
For any K there exist constants MðKÞ and C such that for any a 0 and a Jþ1 satisfying ja 0 j a K, ja Jþ1 j a K, we have
Step 1 ends here.
Step 2.
Next we discuss I 1; 0 . We integrate the right hand side of (3.8) with respect to x 2 . Applying the corollary 1 of the previous section to it, we obtain n 2pit 3 d=2 n 2piT 2 d=2 ð3:14Þ This equality and integration of (3.14) with respect to ðx J ; x JÀ1 ; . . . ; x 3 Þ yields 
We do not discuss I 2; 0 any further in Step 2 and we leave it to Step 3 but we discuss I 2; 1 , I 2; 2 and I 2; 3 further in Step 2. By Assumption 1 we can apply Theorem 4 of the appendix to the right hand side of (3.16) and obtain that Apply Theorem 4 of the appendix to the right hand of (3.17) and (3.18). Then we have
For any K there exist constants MðKÞ and C K such that for any a 0 , a Jþ1 with ja 0 j a K, ja Jþ1 j a K we have Step 2 ends here.
Step J.
Continuing this process J times, we finally obtain that
where 
Proposition 2.8 of [2] says that
Dð jÞ DðJþ1Þ DðS j; 1 ; x j ; x 0 Þ À1 ;
where we set S
Dð jÞ
1 ; x Jþ1 ; x 0 Þ À1=2 pðD; n; x Jþ1 ; x 0 Þ þ qðD; n; x Jþ1 ; x 0 ÞÞ with pðD; n;
Dð jÞ a l ÞÞðx Jþ1 ; x 0 Þ and qðD; n;
For any K b 0 there exist MðKÞ and C K such that if ja 0 j a K and ja Jþ1 j a K, we have
This proves Theorem 3. Therefore, Theorem 1 has been proved.
Appendix
In the appendix we fix a division of the interval ½0; T
We discuss the following oscillatory integral:
where a l ðx Jþ1 ; x J ; . . . ; x 1 ; x 0 Þ is a function of class C y ðR dðJþ2Þ Þ with parameter l. We assume that
Although it is not assumed that the phase function is the action of a path, it is assumed in accordance with (2. The following important property holds for this phase function.
In order to write down the assumption on the amplitude function we make a preparation. For any pair of integers j a k we denote a block of variables ðx k ; x kÀ1 ; . . . ; x j Þ by x ½k; j as in the previous sections. And x Ã ½k; j denotes the critical point of the function
We choose d > 0 so small that
Then if T ¼ P Jþ1 j¼1 t j a d, the critical point x Ã ½k; j is unique and x Ã ½k; j is a smooth function of ðx kþ1 ; x jÀ1 Þ for any j < k. We denote the critical value by S Ã kþ1; j ðx kþ1 ; x jÀ1 Þ.
Associated with the sequence j 0 ¼ 0 < j 1 < Á Á Á < j s < j sþ1 ¼ J þ 1 we divide variables ðx Jþ1 ; x J ; . . . ; x 0 Þ into blocks of variables: ðx Jþ1 ; x ½ j sþ1 À1; j s þ1 ; x j s ; x ½ j s À1; j sÀ1 þ1 ; x j sÀ1 ; . . . ; x ½ j 1 À1; x j 0 þ1 ; x 0 Þ Replacing x ½ j k À1; j kÀ1 þ1 in a l ðx Jþ1 ; x J ; . . . ; x 1 ; x 0 Þ with x Ã ½ j k À1; j kÀ1 þ1 for all k ¼ 1; 2; . . . ; s þ 1, we obtain
which is a function of ðx Jþ1 ; x j s ; . . . ; x j 1 ; x 0 Þ. Now we write down the assumptions for the amplitude function. Let m be a non-negative number. We call an amplitude function a l ðx Jþ1 ; x J ; . . . ; x 1 ; x 0 Þ m-admissible if the following assumption holds.
Assumption 2. Let m be a non-negative number. For any K b 0 there exist positive constants A K and X K such that for any sequence
and for any sequence of multi-indices a j k with ja j k j a K there holds the inequality q
and for any sequence of integers
and for any sequence of multi-indices a j k with that ja j k j a K there holds the inequality q
The aim of this appendix is to give the proof of the following theorem. Here DðS Jþ1; 1 ; x Jþ1 ; x 0 Þ is the same as (1.17).
The special case m ¼ 0 of this theorem was proved in [2] . The general case of m > 0 was stated and used in [6] and [4] . The following discussion is a modification of that in [2] .
First we integrate the integral (4.1) with respect to x 1 and apply the stationary phase method (2. We now go back to the remainder term R 1 ða l Þ of (4.5). We leave the variable x 2 untouched and integrate R 1 ða l Þ with respect to x 3 . We have We integrate S 3 R 1 ða l Þ with respect to x 4 but do not integrate R 3 R 1 ða l Þ with respect to x 4 and integrate it with respect to x 5 beforehand, i.e., we leave integration of R 3 R 1 ða l Þ with respect x 4 until later stage. In this way we continue further. The rule is the following: Integrate with respect x j and we apply the stationary phase method to get the main part and the remainder term. We integrate the main part further with respect to x jþ1 . But we do not integrate the remainder term with respect to x jþ1 and integrate it with respect to x jþ2 beforehand, i.e., we skip integration of the remainder term with respect to the variable x jþ1 and leave it untouched until later stage of the proof, because the remainder term is complicated. Continuing the process in this way, we finally obtain 
The summand is ðx j m ; x j mÀ1 Þ:
Taking the advantage of (4.2) and applying the estimate (2.8) of § 2 repeatedly, we obtain the following We apply H. Kumano-go-Taniguchi theorem (cf. Theorem 13 of Kumanogo [6] ) to (4.7) and use the above lemma. Then we obtain 
