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The present SINDA computer program has evolved from the  CINDA-3G 
program, which i n  turn evolved from the  CINDA program, etc. 
major program revision an updated user  manual w a s  generated, but a more 
in-deptb presentation of programming considerations and the  theore t ica l  
development of the  numerous subroutkes  w e r e  not generated. This SINDA 
program manual represents a preliminary e f f o r t  t o s f i l l  some of t he  exis t ing 
void by describing the  progrkm s t ruc ture ,  by identifying the  major fumt ions  
of each processor rout ine with a functional flow chart ,  and by a more 
in-depth mathematical descr ipt ion of t he  numerical solut ion subroutizes. 
It is not the  in t en t  of t h i s  engineering-program manual, however, t o  pra- 
vide su f f i c i en t  de ta i led  information f o r  a user t o  make nodificarfons 
andlor additions t o  t h e  exis t ing subprograms. 
With each 
x i i i  




A = array 
A = area 
(A/ Q) ij 
conduction coef f ic ien t  between nodes i 
9 aij 
I _- 
= e f fec t ive  r a t i o  of cross-seeticnal area t o  dis tance 
between nodes f and j .  
= rad ia t ion  f ac to r  between nodes i and. j (composed of 
rad ia t ion  interchange f ac to r  and area) 
ij 
b 
= capacity of i t h  node - ci - 
= C / A t ,  capacity of i t h  node divided by time-step 
= 1 - DN (allows ce r t a in  f rac t ion  of "old" temperature ci i DD 
t o  be included a s  pa r t  of temperature change f o r  
current  time-step, r e f e r  t o  Section 6.2.5.1) 
DN f D W A  (user control  constznt,  r e f e r  t o  Sections 6.2.5.1 
_ .  
and 6.2.3.2) 
F,FX,F2 = mcltiplying € z c + , Q ~ ~ ,  e i t h e r  user cons ta t s  o r  literals, 
r e f e r  t o  Tables 6.2-1, 6.2-2 and 6.2-3). 
= a + ab (Ti 2 2  + T.)(Ti -4- T.)  
ij i j  i j  J J 
G 
- aij o r  obij, conduction o r  rad ia t ion  coef f ic ien t .  'k 
k = thermal conductivity 
L a literal multiplying f a c t o r  
N = number of var iab le  temperature nodes (NNA + NND) 
NNA = number of arithmetic-nodes 









-= res i s tance  
= t o t a l  number of nodes 
= impressed heat  load i n t o  the  i t h  node 
= time 
= time-step 
= (TIME@ + TIME1J)/2.0, mean time 
= temperature (OF o r  OR) 
= (Ti+  T.)/2.0, mean temperature (OF o r  OR) 
J 
1 - 1  - .  
< - .  
f .  
X, 51 = coordinate 




G Gij/Ciy refer t o  equation 6.3-7 
3-1 
8 Ls factor t h a t  ranges from 0 t o  1/2 (refer t o  equation 6.2-7) 
= 28 (used in subroutine CNVAFtB) 
= rad ia t ion  interchange f ac to r  including inter- 
(5 = Stefan-Boltzm&n constant (.I714 x Btu/hr O R  f t  ) 
. 'ij 
r e f l ec t ions  between nodes i and j. 
4 2  
, weighting f ac to r  (equation 6.3-13) Atn T 
n At*-l + A t n  
i 
(A :t ) Xnterpolated value of a r ray  A using t as the  independent var iable  m m 
(Ai: Ti) 11 II It If I 1  11 11 I1 I1 
tf 11 81 11 If n 11 11 






Xnterpolated value of the  b iva r i a t e  a r ray  A using Ti and tm 
as independent variables.  
Interpolated value of t he  riate ar ray  A using Tm and tm 
as independent variables.  
b 
Subscripts 
i = i t h  node 
j = j t h  node 
i j  
f $11 = updating of i t h  temperature, source, atc. at time- 
= between nodes i and j 
s t e p  n. 
L k  = updating of i t h  temperature, etc. at kth i t e r a t ion .  
i j  ,n = updating of coeff ic ient  between nodes i and j at  
time-step n 
i j  Yk = updating of coeff ic ient  between nodes i and j a t  
k th  i t e r a t i o n  
m = mean 
- 2  a 
1.2.1 Control constants ( re fer  to Sections 6.2.3.31 and 6.2.3.2) 
ARZXCA = allowable arithmetic node relaxat ion t'emperature change 
$RLxCC = calculated maxhuia arithmetic node relaxat ion temperature change 
ATMPCA = allowable arithmetic node temperature change 
ATMPCC = calculated maximum arithmetic node temperature change 
BACKUP = back switch 
BALENG = specif ied system energy balance 
CSGFAC = tine-step f ac to r  
C S ~ U  = maximum value of Ci/C eij 
i j  
CSGMIN = minimum value of Ci/C G 
CSGRAL = allowable range between CSGMIN and CSGMAX 
DAWA = arithinetic node danping f ac to r  
D W D  = diffusion node damping f ac to r  
DRLXCA = allowa3le diffusion node relaxat ion temperature change 
DRLXCC = calculated diffusion nod2 relaxat ion temperature change 
DTIMEH = allowable maxhun rfme-step 
DTIHEI = saec i f ied  time-ste-, f o r  i a p l f c i t  s o l u t i o w  
DTIMEL = allowable minimum time-gtep 
DTIMETJ = contains computed time-step 
DTMPCA = allowable diffusion node temperature change 
DTMPCC = calculated maximum diffusion node temperature change 
ENGBAL = calculated system energy balance 
ITEST = contains dummy integer  constant 
JTEST = contains dummy integer  constant 
KTEST = contains dummy integer  constant 
W A C  = number of i t e r a t i o n s  f o r  l inear ized lumped parameter system, 
CIWSM only. 
LINECT = l i n e  counter locat ion f o r  program output 
L@$PCT = contains number of i t e r a t i o n s  performed 
NfiCfiPY = contains no copy switch f o r  matrix users 
NL$@P 
@PEITR = output each i t e r a t i o n  s w i t c h  
PAGECT = page counter locat ion for program output 
= number of specif ied i t e r a t i o n  loops 
1 - 3  
XTEST = 
STEST =: 
T m  = 
TINEN = 














m K  = 
f3a?wRD= 
CNQUIK -- 
contains duma~ f loa t ing  point constants 
c o n t a b s  dummy f loa t ing  point constants 
( T M @  + TIMEN)/2.0, mean time f o s  computational iJrtenral 
TI%IEN + DTI&ETJ, new t i m e  at the  end of computational interval 
problem stop time 
old time a t  the start of the  computational interval 
contains dummy f loa t ing  point constants 
contains dummy f loa t ing  point constants 
contains dummy f loaeing po&t constants 
Numerical Solution Routines ( re fer  t:, Sections 6 . 3  - 6.5) 
steady state routine,  r e f e r  t o  Section 6.5,3. 
steady state routine,  r e f e r  t o  Section 6.5 .2  
steady state routine,  r e f e r  t o  Section 6 .5 .3  
implici t  routine,  r e f e r  t ect ion 6.4.1 
exp l i c i t  routine,  refer t ect ion 6 .3 .4  
exp l i c i t  routine,  r e f e r  t o  Section 6 . 3 . 3  
exp l i c i t  routine,  r e f e r  t o  Section 6 . 3 . 2  
exp l i c i t  roc t i r e ,  refer t o  Section 6.3.1 
impl ic i t  rourine, r e f e r  t o  Section 6 . 4 . 2  
exp l i c i t  routine,  r e f e r  t o  Section 6.3 .1  
ex?l ic i t  routine,  r e f e r  t o  Section 6 .3 .5  
CNVARB = i m p l i c i t  routine,  r e f e r  t o  Section 6 .4 .3  
1.2.3 Options (used in Tzb 6.2-1 - 6.2-3) 
B N  = - Bivariate - Interpolat ion Variable 
DIT = gouble - Interpolation with zime 
DIV =Double - Interpolation - Variable 
DPV = - Double - Polynomial - Variable 
DTV = - Double interpolat ion with xime and - Temperature as xar iab les  
SIT = - Single Lnterpolation with xime as var iab le  
SIV = - Single - Interpolation - Variable 
SPV = - Single - Polynomial - Variable 
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1.2.4 Routines _c_ and Subroutines of Preprocessor 
SIWDA = rout ine tha t  spec i f ies  overlay of preprocessor t o  system al locator .  
PREPR6 = makt rout ine f o r  preprocessor; i n i t i a l i z e s  cocnters and FQIF-TRAN 
log ica l  uni ts ;  sets length of dynamic storage a r ray  and csn t ro ls  
major logic. 
ALPINT = subroutine t h a t  accepts an integer  i n  alphanumeric foxlrat and 
converts it t o  integer format; determines r e l a t i v e  nwnber of 
t h i s  ac tua l  numberand converts it back t o  alphanumeric format. 
BLKCRD = siibroutine that formats t h e  f i v e  generated F(6RTW' routines 
(SINDA, EXECTN, VARBLl, VARBL2, and @UTCAL) i n  SO7 wwd blocks. 
C(Z1DERD =-Subroutine tha t  reads and checks the  block header cards f o r  t h e  
dota blocks. 
CCbNVRT = subroutine tha t  converts Holler i th  data  t o  Integer data. 
DATARD = subroutine tha t  scans the  data  block card images under an A 
format and determines appropriate format t o  reread the! card 
images. 
ERRXES = subroutine t h a t  p r in t s  most of the  e r ro r  messages generated 
within the  data  blocks. 
FINDRM = subroutine tha t  moves t h e  data i n  the  dynilrnic storage a r ray  
e i t h e r  up o r  down by 100 words. 
GENLNK = subroutine that generates t he  dr iver  (FgRTRAN rout ine named 
SINDA) f o r  the  user 's  program. 
GENUK = subroutine t h a t  generates user constants. 
INC@RE = subroutine tha t  reads data in to  the  dynamic storage a r ray  f o r  
t he  parameter-runs option. 
MXTpIFN = subroutine tha t  processes data f o r  the  "m" option (converts card 
images from mixed FpIRTRAN/SINDA notation t o  FBRTRAN notation. 
N@DEDA = subroutine t h a t  processes data  f o r  node and conductor data  
blocks. 
PCS2 = subroutine that packs the F@RTRAN addresses f o r  the  array and 
constants locat ions reqj i red by the  second pseudo-compute 
sequence. 
PRESUB = subroutine t h a t  reads and checks the  block header cards f o r  the  
operations blocks and generates , the non-executable FORTRAN 
cards f o r  each of the operations blocks v i a  a c a l l  t o  BL'XCRD. 
1 - 5  
PSZUD# = subroutine tha t  fonns t he  f i r s t  and second pseudo-compute 
sequences. 
QD&*A = subroutine that checks and processes all data  input i n  the  source 
data block. 
RELACT = subroutine tha t  f inds  the  r e l a t i v e  node numbers from the  ac tua l  
node number;' computes the  FORTRAN address €or arrays and user 
constants from the  ac tua l  number. 
SEARCH = subroutine tha t  r e t a ins  a r e l a t i v e  number f o r  nodes, conductors, 
user constants, and arrays,  given the actual number. 
SETFMT = subroutine tha t  processes the  card f o r  the "new format" option; 
that is, it sets up the  format f o r  da ta  cards as specif ied by 
the cards with an "N" i n  column one. 
S m A 4  = subroutine t h a t  reads and processes the user input cards from 
the operations blocks. 
SKIP = subroutine that is used when a problem is RECALLED; i t  posi t ions 
the  tape t o  the  proper problem as specif ied on the Sirsz card of 
the  da ta  deck. 
SPLIT = subroutine that reads the  data  from the  P 3 C a L  t ape  and s p l i t s  
i the  RECALL 2nfomatfrjn onto the proper data "tape" and t h e  
dictionary "tape. 
SQUEEZ = subroutine tha t  compresses the  specif ied data groups in the  
dynamic storage array. 
STFlFB = subroutine that f i l l s  out a card image i n  a r ray  KBLK with 
Holler i th  blanks. 
THPCKK = subroutine t h a t  checks the input from the data blocks f o r  t h e  
correct  type (integer,  f l oa t ing  point, o r  alphanumeric. 
WRTDTA = subroutine t h a t  writes the  program da ta  "tape" i n  t h e  format 
required by INPUTT o r  INPUTG, 
WRTPMT = subroutine tha t  writes the  required data f o r  parameter runs \ 
on t he  parameter "runs" "tape" and the dictionary "tape. " 
WRTBLK = subroutine t h a t  wr i tes  the 507 word blocks contained in  array 
KBLK on the  program FdRTRAN "tape." 
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1.2.5 Others 
SfMlA = Systems Improved Numerical Differencing Analyzer 
LPCS = Long Pseudo-Compute Sequence 
SPCS = Short Pseudo-Compute Sequence 
LPCS2 
PCSI. = Pseudo-Compute Sequence One 
= Pseudo-Compute Sequence Two 
= elapsed time from-last printout 
= Second b n g  Pseudo-Compute Sequence 
- PCS2 
TSUM 
TPRINT = time of last printout. 
1 - 7  
2, WCKGROGND ON SITU’IIA 
*I 
The o r ig ina l  CINDA (Chrysler 
Analyzer) computer program w a s  developed 
the  Aerospace Physics Branch of Chrysler 
Improved Numerical Differencing 
by the  Thermodynamics Section of 
Corporation Space Division a t  
NASA Michoud Assembly Fac i l i t y  and w a s  coded i n  FORTRAN-I1 and FAP f o r  t he  
lBN-7094 computers. 
engineering arid programing e f fo r  
t y p e  programs and studied several in-depth. 
t he  storage and addressing of 
solut ion and the  systems features  which allowed the  re -u t i l i za t ion  of core 
storage area and brought i n to  core only those ins t ruc t ions  necessary for 
the  solut ion of a par t icu lar  problem. 
t h a t  automatically optimized the  u t i l i z a t i o n  of computer core space w a s  
developed. This meant the  generatio 
addressing, packing features ,  peripheral  tape s torage un i t s  and overlay 
features.  
CINDA w a s  the product of an intensive 
t surveyed nmerous t 
The foundation f o r  CINLiA w a s  
information required only f o r  t h e  network,  
A systems compiler computer program 
f an integrated operation of r e l a t i v e  
CfHDA evolved i n t o  CIllDA-3G2 which was  developed by t h e  s a m e  
group t h a t  generated CINDA k-ith a major portion of the  work done under 
contract NASA/MSC NAS9-7043. CIMIA-3G represented (essent ia l ly)  a com- 
p l e t e  rework of CINIjA in  order t o  take advantage of the  improved systems 
software and machine speeds of t he  3rd generation computers. 
unsuitable f o r  standard operation on th i rd  generation computers s ince  it 
was v i r t u a l l y  a self-contained program having i ts  own ’Update, Monitor and 
CINDA was 
Compiler. 
(writ ten i n  FORTRAN) which accepted the  user input data  and t h e  block data 
input. The user input data  w a s  converted i n t o  advanced FORTRAN language 
subroutines and block da ta  input w a s  passed onto the  system FORTRAN Com- 
p i l e r .  
required, but the  increased speed and improved software of the  t h i r d  
generation machines more than compensated f o r  t he  double pass.  
On the  other hand, CINDA-3G consisted of a preprocessor 
This required a double pass on da ta  where previously only one w a s  
/ 
SfNDA3 (Systems Improved Numerical Differencing Analyzer) was  
developed by the  Heat Transfer and Thermodynamics Department of TRW Systems 
Group, Redondo Beach. Most of t he  improvements and subroutine additions 
t o  CINDA-3G w a s  done as par t  of the  NASAiMSC contract NAS 9-8389, 
* Superscripc numbers r e f e r  t o  the  Li te ra ture  c i t ed  i n  the  Reference Sectlcn. 
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en t i t l ed ,  "Developent of Dig i ta l  Computer program f o r  Them1 Betwork 
; Correction." Pragrarnming and systems integratiozl were directed to t he  
UNXVAC-1108 computer. 
SINDA r e l i e d  qu i t e  heavily on CINDA-3G and Zata deck compatibility 
was rigorously followed; as a r e s u l t ,  CfNBA-3G data decks should, i n  t he  
main, be d i r ec t ly  o p e r a t i c m l  on t h e  SINDA program although some differences 
exist. 
O A - 3 G ,  whereas the  propert ies  are updated within the numkrical solut ion 
For example, propert ies  are updated before VARIABLES L c a l l  in 
rout ines  a f t e r  VARIABLES 1 call  i n  S I m A .  
STNDA and CINDA-36 are: (1) e i h i n a t i o n  wherever possible of assembly 
language coding; 
in data  input; 
evaluation of nonlinear network elements; and (4) additiolral subroutines 
such as STEP ( sens i t iv i ty  analysis)  and KALgBS-KALFIL (Kalman f i l t e r i n g ) .  
Most of the changes and addi t ions t o  CINDA-3G w e r e  required i n  order t o  
The primary differences between 
(2) increased mnemonic options t o  a id  the  program user 
( 3 )  inclusion of a second pseudo computer sequence fo r  
i n t eg ra t e  the  thermal network correction subroutine package in to  the  i ,
exis t ing CINCA-3G program. 
During t h e  development of S I m A  a number of useful improvements 
As a re su l t ,  m d i f i c a t i o n s  t o  SfbXA w e r z  made a par t  of 
1 
3ecaae apparent. 
t h e  NASA/MSC contract NASA 9-10435 en t i t l ed ,  "Development of an Advanced 
SLNDA Thermal Analyzer System." These changes tha t . inc lude  a var iab le  
input format, simplified parameter runs, and generated user constants 
w e r e  made by t h e  same group t h a t  developed SINDA. 
reported i n  an updated SIhTDA users  
These h?rovernents are 
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3.1 SINIlA Operating System 
S I ~ A  is more l ike  ul operating system rather than appl icat ions 
S I ~ A  is p r a g r a e d  as a preprocessor -in order t o  aCcOxnodate program. 
the  desired operations relative t o  overlay fea tures ,  
dynamic s torage a l loca t ion  and subroutine l i b r a r y  file, but y e t  be 
-written in FQRTRAN. 
ion with 2 l i b r a r y  of numerous and varied subroutines,’’ 
ca l led  in  any desired sequence but ye t  operate  i n  ~!n intagrated manner. 
The preprocessor reads the  input data,  assigns r e l a t i v e  numbers, packs 
t h i s  infjormation, forns a pseudo-compute sequence(s) (which w i l l  be described 
b r i e f ly  in a later paragraph of t h i s  sect ion and is described i n  more 
d e t a i l  in Section 4, ca l led  Preprocessor), and writes t h e  operations 
blocks on a peripheral  un i t  as FQRTRAN source lm-guagr with a l l  of t he  
da ta  values dimensioned exactly i n  labeled cokon. 
sh i f ted  t o  the  system FgRTRAN compiler which compiles the  constructed 
subroutines and en ters  execution. The FgRTRAN a l loca tor  has access t o  the  
S a i A  subroutine l i b ra ry  and loads only those subroutirpes cdled by the  
problem being processed. 
da t a  packing, 
This preprocessor operates i n  an in t eg ra l  fash- 
which may be 
I 
In turn,  &ntpols are 
As a r e s u l t  of t h i s  type of systems operation SINDA is extremely 
dependent upon the  systems software. However, once the program is  
operational on a pa r t i cu la r  cemputer, the  user-prepared problem data  deck 
can be  confined t o  t h e  control  cards and deck set-up requirements a t  a 
par t icu lar  ins ta l la t ion .  
It should be recognized tha t  the use of a preprocessor provides 
a computer with a l a rge  capabi l i ty  and considerable f l e x i b i l i t y ,  but 
because of t h e  numerous options t h a t  are generally offered, user instruc- 
t ions  are more d i f f i c u l t  than other thermal analyzer-type programs which 
have less f l e x i b i l i t y .  
3.2 U s e  of Lumped-Parameter Concept 
U s e  of SINDA is based on a lumped pa rme te r  representation of a 
This means tha t  SINDA does not  solve a set of p a r t i a l  physical system. 
d i f f e r e n t i a l  equations that: represents a d i s t r i b u t i v e  system, but r a the r  
SIWA numerically solves a set of ordinary (and i n  general) nonlinear 
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d i f f e r e n t i a l  equations that represent lumped parameter system. The 
procedure f o r  t h e  formulation and the  numerical solut ions of the lumped 
parameter equations are reported extensively i n  l i t e r a t u r e  and bas ic  
considerations are presented i n  Section 5. 
on the.pseudo compute sequence it is convenient t o  ind ica te  a general  set 
of ordinary l i n e a r  d i f f e r e n t i a l  heat  
For the  discussion t o  follow 
lance equations, 
(3.2-1) 
i = 1,2,...,N (number of var iab le  temperatures) 
T = constant,N < j 5 p - j 
where, Ci = t he  i t h  nodal capacity 
q i  
i j  
= the  heat  load i n t o  node i (impressed) 
= t he  conduction coef f ic ien t  between nodes i and j [= k a 
_ .  
t = time 
Suppose an implici t  numerical method as discussed i n  Section 5.2.2 of 
, ehis manual i s  chosen; t h e  impl ic i t  f i n i t e  difference form becomes a f t e r  
i - l e t t i n g ,  
dTi/dt = - T i,n ) / A t ,  Tj =5 Tj,n+l and Ti Ti,n+l, 
P 
1 - = qi + ‘ aij ‘Tj,n+l Ti,n+l - ‘i - A t  ‘Ti,n+l Ti ,n  j=l 
where, T = temperature a t  time point t i , n  n 
= temperature at  t i m e  point t Ti , n+l n +  A t  
A t  = time-step 
Rearrangemen t of equation (3.2-2) yields ,  
(3.2-2) 
i = l,Z,...,N 
T = constant, N < j - < p 
j ?n 
where, Ci = C . / A t ,  average capacity of node i over A t  time-step 
3.3 Pseudo-Compute Sequence (PCS) 
I 
A pseudo-compute sequence as generated by the  S1NDA.preprocessor 
is a list of numbers t h a t  indicates the  posi t ion of required data  values 
in various arrays such as conductance, temperature and capacitance. This 
meaning w i l l  become clearer by formulating equation (3.2-3) i n  a matrix 
form. The matrix formulation i s  straightforward s ince temperatures a t  
time-step n+l are the unkrio.tczns and terns on t h e  r igh t  s i d e  of equation 
(3.2-3) represent t he  forcing function.. L e t  us expand equation (3.2-3) t o  
show t h i s ,  
. . 0 
P P 
'%1 T1 ,n-!-ieaN2 T2 n+19 . ' (%l+ j =1 aNj)TN,n+l = q N + z  N T NYn + j,N+l C "Nj Tj,n 
Thus t h e  matrix form of equation (3.2-3) becomes, 
where, 
. $  = 
P 
c (Ei + a 1, -al2 ,..., -a 1N j =2 13 
D 
5#1 
5 , n+l 




(3. 3-3) 1 Y T +  N,n j=Wl j-W-1 P c j=N+l  
(3.3-1) 
(3 3-2) 
The matrix represented by equation (3.3-2) appears t o  be a f u l l  
matrix (very small number of elemer,ts .that are zero), but i n  r e a l i t y  most 
sf tbe  off-diagmal  elements are zero. Thus, i f  equation (3.2-3) was t o  
be solved by a matrix inversion technique, a l l  elements including zeros 
must be stored. 
of nodes), the  required number of data locations would vary as $ and the  
computer time required f o r  matrix inversica would be proportional t o  2. 
The exp l i c i t  and iterative implici t  numerical methods (refer t o  
Section 5) of solving equation (3.2-1) lend themselves f o r  optimizing the  
data storage area required and €or reducing the  solut ion t i m e .  
conductors are numbered and re la ted  t o  
indicated i n  Table (3.2-l), re tent ion of adjoining node nmber  €or each 
conductor provides a means of ident i fying element posi t ion i n  the  coef f ic ien t  
matrix. 
t ion  example pictured i n  Figure (3.3-1). 
Since the  numb.er of elements var ies  as I? (N is the  number 
If t h e  
the appropriate adjoining nodes as 




Figure 3.3-1; Thermal Circui t  €or a One-Dimensional System 
I 
The set of equations-associated with the  problem of Figure (3.3-1) 





By cornparing the  element posit ion of equation (3.3-5) with the  
tabular ident i f ica t ion  i n  Table (3.2-1) it is seen that: elements with zero 
values need not be stored. 
composite of capacitance and off-diagonal conductors. 
The main diagonal term-is never zero and is a 
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Table (3.2-1) Tabular Ident i f ica t ion  of Conductor 
and Adjoining Node Numbers 
Conductance it3 Adjoining 
G# N# N# 
Number Node Node Number Comment 
1 1 2 G1 is cpnductor #2. between 
nodes 1 and 2. 
1 2 1 G 1  is  conductor #1 between 
2 2 3 62 is conductor #2 between 
nodes 2 a d  1. . 
nodes 2 and 3.  
0 . 0 
4 5 4 G4 is conductor #4 between 
nodes 5 and 4 .  
It is of i n t e r e s t  t o  note t h a t  the use of a pseudo-compute sequence 
l 
is only one of a number of ways t o  s t o r e  data e f f i c i en t ly .  For e-ple, 
T R W  T U 5  does not employ a pseudo-conqute sequence because of other user 
requirements. However, from a da ta  storage standpoint, i t  appears t ha t  
the use of a pseudo-compute sequence u t i l i z e s  computer core most e f f ic ien t ly .  
More than one pseudo-compute sequence is formed by SINDA. Both a 
so-called long (LPCS) and a so-called short  (SPCS) pseudo-compute sequence 
as used in  CINDA-3G2 are formed 
(LPCS2) required f o r  thermal ne 
de ta i led  discussion of these pseudo-compute sequences w i l l  be presented in S ~ C -  
t ion  4 . 6 ,  but is  of i n t e r e s t  here  to  indicate  the  charac te r i s t ics  of these 
"sequences " 
addition a second long pseudo-compute 
orrect ion is a l so  formed i n  SIMIA. A 
3.3.1 Long Pseudo-Compute Sequence (LPCS) 
A long pseudo-conpute sequence i d e n t i f i e s  the posit ion and 
value of a l l  off-diagonal elements of t he  coeff ic ient  matrix. 
by operating on adjoining node numbers which have been assigned relative 
This is done 
node numbers by the preprocessor. 
sequent ia l ly  i n  ascending numerical order, the  conductor and adjoining node number 
are searched u n t i l  node one is found with the conductor number and t h e  
other adjoining node number stored i n  a s ingle  core location. 
several indicators  are s tored  i n  t h i s  s ing le  core location. 
Since nodal temperatures are calculated 
In addition, 
These 
indicators are : 
able); (2) var G ( indicates  the  input of a conductor as a variable) ;  (3) rad 
(fndicates the  input of a radiat ion conductance); (4) Q (indicates 
h p u t  0 f . a  source in the source da ta  block); (5) one-way (indicates the input 
of a Qne-way conductor); and ( 6 )  last G ( indicates  the  last conductor t o  a 
par t icu lar  node). 
(1) var C (indicates the input of il capacitor as a vari- 
the  
Order of indicator  storage is indicated in Table (3.3-2). 
Search is continued until. a l l  node-one's have been located and 
charac te r i s t ics  processed. The pr  edure i s  repeated f o r  a l l  node-two's 
and 80 Earth sequeat ia l ly  u n t i l  a l l  nodes have been processed. 
important consideration of a LPCS is the  encounter of each conductor of 
t h e  coefffcfent matxk twice. 
the  erample shown in Table (3.3-1) is given in Table (3.3-2). A pseudo- 
campure sequence starts with node one a d  advances the  node number by one 
each t h e  a las t  conductor indicato ( l a s t  G) is passed. The conductor 
and node numbers iden t i fy  the  posi t ion of the  conductor value i n  an array 
sf conductor values and the posi t ion of the  temperature, capacitor and 
suurce values i n  a r r ays  of temperature, capacitor and source values 
respectively. 
The 
Formation of a pseudo-compute sequence f o r  
I 
A long pseudo-compute sequence is well-suited f o r  "successive 
paint" i t e r a t i o n  (refer t o  Section 5.2.2 for a discussion of t h i s )  of t he  
implici t  f i n i t e  difference equations because a l l  elements of the  coef f ic ien t  
matrix are ident i f ied.  
processed and a new value of temperature obtained, the  new temperature 
can then be used in the calculat ion procedure of succeeding rows. 
Thus, when a row of the  coeff ic ient  matrix is 
. -  
3,3,2 Short Pseudo-Compute Sequence (SPCS) 
The short  pseudo-compute sequence i d e n t i f i e s  each conductor only 
once and s ince the  coef f ic ien t  matrix (equation 3.3-1) is symmetrical, a l l  
spars i ty  and off-diagonal elements of the  coeff ic ient  matrix are accounted 
for .  The node being processed and the  adjoining node number reveal 
temperature- and source-value locations.  
f o r  the example i n  Table (3.3-1) is  formed in Table (3.3-3). 
a minus sign on the i n i t i a l l y  encountered other-adjoining nodes, these nodes 
are not recognized on a second encounter. 
The short  pseudo-compute sequence 
By placing 
A short  pseudo-compute sequence 
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Table (3.3-1) Fxanple of Conductor Connections 
Conductor No. Adjoining Node Numbers 







3 1 4 







Table (3.3-2) Long Pseudo-Compute Sequence (LPCS) 
for the Example of Table (3-3-1) 
G# One- Node .11: 
Searched G C G way Stored 
1 2 1 
1 2 3 
3. 1 3 4 
2 1 1 
2 4 3 
2 1 5 4 
3 2 1 
3 4 2 
3 I 6 4 
4 5 2 
4 1 6 3 
Node No.  L a s t  var var rad Q 
_ -  
Table (3.3-3) Short Pseudo-Compute Sequence (SPCS) 
for the Fxample of Table (3.3-1) 
Node No. Last var var rad Q G# One- Node # 
Searched G G G way Stored 
1 1 2 
1 2 3 
1 1 3 4 
2 4 3 
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0 
i s  well-suited Eor e x p l i c i t  numerical solut ions methods which c a f w l a t e  t h e  
1 
flow through the  conductor, add it to the  source locat ion of the  node 
belng processed and subtract  it from the  source locat ion for t he  adjoining 
node. The SPCS can be  used f o r  implici t  methods of solut ion but the "block" 
iterative procedure (refer t o  Section5.2.2 f o r  a discussion of t h i s )  must be 
used since succeeding rows of conductor and adjoining node numbers do not 
contain the  necessary element info-mation. 
3.3.3 Saxmf Long Pseudo-Compute Sequence (LPCs2) 
The second long pseudo-compute sequence (LPCSZ) as a user  input 
option f l ags  a non-linear conductor between two diffusion nodes t w i c e ;  
LPCS f l ags  the  non-linear conductor only one. 
thermal network correction of a sparse  network by the  use of subroutine 
KAFIL ( re fer  t o  Reference 3 or 6). 
3.3.4 Pseudo-Compute Sequeace One (PCS 1) and Pseudo-Compute Sequence 
LPCS2 is required f o r  t he  
Two (PCS 2)  
PCS 1 and PCS 2 are not  user options but are f ixed in te rna l ly .  
The contents of PCS 1 and PCS 2 are governed by the  user input of LPCS, 
SPCS o r  ';IpC52). 
adjoining node locat ions) ,  two non-linear type indicators ,  and an impressed 
source indicator-  
second pseudo-compute sequence (PCS 2) which contains integer  addresses 
or relative constant and array s t a r t i n g  locat ions necessary f o r  evaluation 
of temperature varying coef f ic ien ts  and time varying coef f ic ien ts  f o r  
sources. 
t h e  preprocessor s to re s  the  values as extended user constants and 
supplies the  r e l a t i v e  constant address t o  the  second pseudo-compute 
sequence. 
PCS 1 ccnraios two relat5ve addresses (conductor and 
Indicators are keyed through a simple counter t o  a 
When t h e  input data  contain l i teral  values i n  S I V  type c a l l s ,  
Detailed discussion on PCS 1 and PCS 2 is  presented i n  Section 4.6. 
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3.4 Data Logist ics  
3.4.1 R e Z a t  ive Numbers 
Both the long and shor t  pseudo-compute sequences requi re  the  
storage of only the  f i n i t e  values i n  the  coef f ic ien t  matrix, thereby 
taking advantage of matrix spars i ty .  
is used, t h e  advantage of symmetry is accounted for .  
same constant value may share  the  same conductor number and value. 
storage eff ic iency of t h e  pseudo-compute sequences requires  the  sequent ia l  
numbering of the  nodes and the conductors. Since the  numbering of thermal 
math-models is  a r b i t r a r y  and not sequential ,  t h e  SINDA program assigns 
r e l a t i v e  nmbers . ( s t a r t i ng  - from one, sequent ia l  arid ascending) t o  the  
If the shor t  pseudo-compute sequence 
Conductors with the  
The 
ac tua l  numbers of t he  incoming node data, conductor data, constants da ta  
and array data  i n  the order received. Thus, numbers not used i n  the  
actual nwbering system are ne i ther  i den t i f i ed  nor required. 
3.4.2 Storage Requirements and D y n a m i c  StoraFe Allocation 
All numerical solut ion subroutines require  three  locat ions for 
each diffusion node da ta  (temperature, capacitance and source), two 
locations f o r  each ar i thmetic  node data  (temperature and source), one 
location f o r  each boundary data (temperature) and one locat ion for each 
conductor value. 
to th ree  locat ions p e r  node may be required f o r  t he  s torage of temperatures 
and temperature differences;  
Section 6.2.7) used i n  t h e  impli steady state’ routines (except 
CINDSS) requires th ree  locations 
depends upon the  problem. For ach in t e rna l  diffusion and 
arithmetic node of 
nodalization w i l l  be connected with only th ree  being unique; 
diffusion node (or ar i thmetic  node) i n  a three-dimensional conduction system 
requires  from six t o  n ine  storage locations f o r  da ta  values (temperature, 
capacitance, source, t h ree  conductors and up t o  three intermediate locat ions) .  
Now each of the  conductors f o r  t he  shor t  pseudo-compute sequence requires  
a s ing le  core locat ion t h a t  contains t w o  integer  values (conductor and 
adjoining node numbers) and s ix  indicators  ( r e fe r  t o  Section 3.3.1 f o r  
description).  
In  addi t ion intermediate da ta  storage ranging from zero 
acceleration of convergence (reZer t o  
ge requirements f o r  conductances 
a three-dimensional conduction system with rectangular- 
thus, each 
Each of the conductors between var iable  temperatures f o r  the 
lmg pseudo-compute sequence requires  two core locat ions s ince  the  con- 
ductors are used t w i c e  during t h e  computarional process. 
each i n t e rna l  node OS a three-dimensional conduction system w i l l  require  
s-ix data  addressing locations f o r  the long pseudo-compute sequence a d ,  
on fhe average, t h ree  data addressing locat ions f o r  t he  short  pseudo- 
ccmpte sequence. 
'Ill?is means tha t  
l 
Thus f o r  a three-dimensional conduction system (no radiat ion) ,  
the number of required core locat ions per node can vary from nine  (tempera- 
ture, capacitance, source, t h ree  e conductors and three  data addressing 
locations) t o  f i f t e e n  (temperat pacitance, source, s i x  conductors 
and s i x  data  addressing locat ions)  exclusive of the second pseudo-compute 
sequence which is required f a r  var iab le  coeff ic ients ,  capacitance and 
sources 
The, user must a l loca t e  an ar ray  of data locat ions which is  t o  be 
used f o r  i n t emedMte  data  s torage and i n i t i a l i z e  the  a r ray  s tar t  and length 
indLcators. 
access t o  t h i s  a r ray  and t h e  start and length indicators.  
routine execution a check on the 
and length indicator  are updated 
subroutine tha t  requires  intermediate storage,  the  ca l led  subroutine 
r e p e a t s  t he  check and update procedure. Whenever any subroutine terminates 
its operation, the  start and length 
values. 
subroutines t o  share  a common working area. 
3.5 Order of Computation 
Each subroutine that requires  intermediate storage area has 
During a sub- 
1 
iciency of space i s  made and s tar t  
f a subroutine calls upon azother 
d ica tors  are returned t o  t h e i r  entry 
This  process is termed "Dynamic Storage Allocation" and allows 
A network data deck cons is t s  of four data blocks (node, conductor, 
constants, and array) ,  one opt io  ata block (source) and four operations 
blocks which are preprocessed by 
P(8RTRAN compiler. 
blocks. 
and OUTPUT CALLS: the  SINDA preprocessGr constructs these blocks in to  
individual subroutines with the  entry names EXECTN, VAR3L1, VARBL2 and 
@UrU, respectively. After a successful FBRTRAH compilation, control  is 
passed t o  the  EXECTN subroutine. 
depends on the  sequence of subroutine calls placed i n  the  EXECUTIBN block 
preprocessor and passed on t o  the  system 
Non-network problems require  no node o r  conductor da ta  
The operations blocks are named EXEGUTIflN, VARIABLES 1, VARIABLES 2 
This means tha t  t he  order of computation 
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by the program user. No other  
called upon by the user e i the r  
operations blocks are performed unless 
d i r e c t l y  by name o r  ind i rec t ly  through a 
subroutine call. 
Section 6 in te rna l ly  cal l  upon VARBLl, V W L 2  and @JTCP;L; 
order of computatior, €or these rout ines  5s s i m i l a r  with the primary 
dffferenee bek-g the  numerical solut ion method. 
of the numerical solut ion routiaes,  as w e l l  as a de ta i led  description of 
'each is presented i n  Section 6. 
The numerical solut ion subroutines described i n  
The in t e rna l  
A general flow diagram 




4. I General Description 
The SINDA preprocessor reads and analyzes the  user  input deck 
and from t h i s  information constructs 
requirements . 
a grogran t a i lo red  to  t h e  user 's  
The r a t iona le  f o r  a preprocessor is f l e x i b i l i t y  and speed. 
F l ex ib i l i t y  is achieved by providing the  user  with a l i b r a r y  of rout ines  
t o  solve problems, manipulate data,  and p r i n t  selected values. 
t h e  user  may insert non-SIMIA rout ines  i n t o  the  constructed program. 
(defined here  as m i n i m a l  execution time) is achieved by s t ruc tur ing  the  
da t a  in- an e f f i c i e n t  manner. 
I n  addition, 
Speed 
The SImA preprocessor cons is t s  of t h i r t y  rout ines  with seven 
overlay l inks.  A l l  of t h e  rout ines  are wr i t ten  in  FgRTRAN except f o r  one 
assembly language rout ine  which writes a "tape" i n  a format acceptable to  
the  FBRTRAN compiler. 
major options i n  the  type of problem to be solved and t h e  form of t h e  
da ta  t o  be used. 
logic" of the  preprocessor. 
major l og ic  of the  preprocessor and i ts  in t e r f ace  with the  user  program. 
I 
These rout ines  provide the  user with a'number of 
Henceforth these  major options are designated as "major 
See Figure 4.1-1 f o r  a flow chart  of t he  
The major l o g i c  cons is t s  of the  f i v e  following options: (1) NASA 
MSC EDIT feature;  (2) RECALL option; (3) generation of a THERMAL 
problem; (4) generation of a GENERAL problem; (5) and PARAMETER RUXS 
option. 
below. 
The primary fea tures  of each i t e m  of t he  major l og ic  i s  discussed 
(1) FBIT feature:  The f i r s t  card of the  deck is checked f o r  
t he  user  request of t h e  EDIT feature .  
is requested t h e  input "tape" is changed from the  system 
input "tape" t o  the  EDIT "tape" 
' t o  subroutine EDIT f o r  processin 
made to t he  THERMAL o r  GENERAL sect ion as specif ied by the 
data  on the  EDIT "tape." 
If the  EDIT fea ture  
control  is t ransferred 
On return. a branch is 
I f  t h e  EDIT f ea tu re  has not been 
requested , the  
(2) RECALL option: 
user request of 
check f o r  RECALL i s  made. 
The f i r s t '  card of the  deck is  checked f o r  
t he  RECALL option. .If t h e  RECALL option 
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Form pseudo-compute sequence 
write i t  on "tape" 
Write users mailz program 
Terminate preprocessor 
Compile the five 
F@RTP\AN routines 
from " tape"  & 
any load 6r go 
subrou t ines  
Read data and 
ic t  ionaries  
Figure 4.1-1. SINDA Preprocessor - Major Logic 
and In te r face  with the  User Specified Problem 





is requested, control  io t ransferred to subroutine SPLIT f o r  pro- 
cessing. 
I f  the  RECALL option b s  not  been requested, t he  second card of 
the  deck is checked f o r  t he  type of problem, THEW! o r  GENERAL. 
T H m  problem: 
noted, t he  t i t l e  block is  read, the  data  blocks are read and pro- 
cessed, the  pseudo-compute sequmce is  formed, the  dr iver  f o r  t he  
user program (SINDA) is  wr i t ten  on "tape," the  operations blocks 
are read and pracessed and t h e i r  F@RTRAN equivalents are wr i t ten  
On re turn  a branch is made to  the  PARMETER RUNS section. 
"he type of pseudo-compute sequence requested is 
II -on tape," and f i n a 1 . l ~  a check is nade f o r  t he  user requests of 
the  PARAMETER RUNS option. 
GENERAL problem: 
except tha t  only constants data and ar ray  data of the  data  blocks 
are read and processed; a pseudo-compute sequence is not 
formed. 
PARAMETER RUNS option: 
the FAXA?%TER BUBS option. 
requested, the  appropriate data  blocks are read and processed. . 
I f  no t ,  the  preprocessor is ters inated.  
This sect ion is iden t i ca l  t o  a TlIEXELkL problem 
A check is made f o r  the  user requrest of 
I f  t he  P&WSTER XUNS option is 
Description of SINDA preprocessor rout ines  is presented in  the 
t o  follow. Terminology used i n  the descr ipt ion is l i s t e d  and 
defined i n  Table 4.1-1. 
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Table (4.1-1) Terminology Used i n  Description of 
SIMlA Preprocessor Rautines 
(I) DATA BLOCKS: The f i v e  user  input blocks which contain da ta  ra ther  
than instruct ions;  these DATA BLOCKS are NODE DATA, CBhiDUCTOII DATA, 
CONSTANTS DATA, ARRAY DATA aad the opt ional  blocks SOURCE DATA. 
(2) OPERATIONS BLOCKS: The four  user  input blocks which contain instruc- 
t i ons  on problem solut ion,  as opposed t o  data  contained i n  the DATA 
BLOCKS. 
VAXIABLES 2 and @YTPUT CALLS. 
These OPERATIONS BLOCKS are EXECUTIgN, VARIABLES 1, 
(3) Non-fatal error:  An e r r o r  t h a t  does not terminate the  preprocessor 
immediately. *That  is, the  preprocessor w f l l  c o n t h u e  scanning the  
remaining cards of t h e  input deck €or errors .  However, t he  user 
program w i l l  no t  be executed. 
(4) F a t a l  error:  An e r r o r  that terminates the  run immediately. 
(5) N/A: Means g o t  2 p l i c a b l e .  
(6) "TAPE": 
s torage device. That is, any piece of computer hardware, excluding 
t h e  cen t r a l  processor, on which data  can be s tored and retr ieved.  
three most fami l ia r  examples are: magnetic tape, drum and disk. 
Dictionary: A list of the  actual SINDA numbers i n  r e l a t i v e  order. 
For example, t he  ac tua l  node number corresponding t o  the  kth 
relative node number is t h e  kth i t e m  of the  node number dictionary.  
Data group: A da ta  group composed of the  per t inent  information 
extracted from a par t i cu la r  da ta  block. For example, t he  two groups 
derived from t h e  constants data are: t h e  user constants numbers and 
t h e  user constants values. 
The t e n  "tape" in quotes is used t o  s ign i fy  any external  
The 
(7) 
(8 )  
( 9 )  B i t  manipulation: Terminology tha t  i m p l i e s  t h e . a b i l i t y  to  s t o r e  and 
access information within a computer word. 
ca l led  packing and unpacking. 
This capabi l i ty  is a l so  
(10) Routine: A general  term used t o  describe any program element. 
(11) Subroutine: A spec ia l  type of pro element t h a t  i s  ca l l ab le  f ron  
a routine. 
(12) Fixed constants: The term used i n  the preprocessor f o r  control  constants. 
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4.2 Description of Subroutines 
> .  
Sections 4.2.1 through 4.2,30 below describe the 30 rout ines  
of t h e  SINDA preprocessor. 
computer under the  EXEC II operating system; it should be understood, 
however, t h a t  much of t h e  information is machine-dependent and is depen- 
dent upon t he  f a c i l i t i e s  operating system. 
SINDA [Section 4.2.1) and the  element named PREPR@ (Section 4.2.2) are not 
subroutines i n  the  technical sens e word; hence, these two elements 
are refer red  t o  by t h e  mre general term "routine." 
The descriptions are based on the  UNIVAC 1108 
Note t h a t  t h e  e l e m e n t  named 
Each element of the preprocessor is described by the  fol lowing- '  
eleven s u b t i t l e s  : 
(1) I SUBROUTINE NAME - t h i s  spec i f ies  t h e  name of t he  element, 
(2) PROGRAMMIEG LANGUAGE - This may be F#RTRAN, ASM, o r  MAP. FBRTRAI? 
. implies F@RTRAN V, ASM stands f o r  assembly language (some- 
times.calLed SLEUTH 11) and MAP i s  a spec ia l  language which 
defines t h e  overlay structure.  
(3) PURPOSE - This gives a br ie f  s tement of t he  funct ional  
capab i l i t i e s  of t h e  elexwnt . 
(4) RESTRICTIONS - This gives an indicat ion of where t h e  input 
parameters come from, t h e  form of the  input parameters and 
the  placement of t he  output parameters. 
(5) "TAPES" USED - This represents a list of each FdRTRAN l og ica l  
unit referenced within t h i s  elementi 
( 6 )  SPECIAL FEATURES - This spec i f ies  programming fea tures  t h a t  a r e  
unique t o  a par t i cu la r  machine. 
(7) OTHER SUBROUTINES CALLED - This represents  a list of t he  
external references. 
(8) CALLING SEQUENCE - This gives  a L i s t  of the  subroutine arguments, 
i f  any, and a br ie f  discussion of t h e i r  use. 
ERROR PROCEDURES - This discusses the  s t eps  taken when an e r ro r  (9)  
is encountered. 
(10) STORAGE REQUIRED - This gives the  o c t a l  and decimal s torage 
required f o r  t h i s  element. 
(11) LABELED COMMON - This represents a l ist  of each labeled comon 
name used i n  t h i s  element. 
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4.2,1 ROUTINE NAME: SIEJT3A 
PROGRAlAMING LANGUAGE: MAT 
PUWOSE: This routine specifies the overlay structure of the preprocessor 





SPECXAL FEATURES: N/A 
OTHER SUBROUTINES USED: 
CALLING SEQUENCE: N/A 
ERROR PROCEDURES : 
STORAGE REQUIRED: N/A 
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4.2.2 XOUTINE NAME: PREPRfd 
PROGRAMMING LANGUAGE: FgRTRAN 
FURPOSE: This rout ine is the  main rout ine  (i.e., the  dr iver)  f o r  the  pze- 1 
processor. It i n i t i a l i z e s  the counters m d  FORTRAN log ica l  un i t s ,  sets the 
length or" the  dynamic storage array, and controls  the major logic.  
major l og ic  includes: (1) the  EDIT fea ture  (NASA NSC only); (2) the  
R E W L  of a s tored problem; ( 3 )  setup of a new user problem; ( 4 )  and 
preprocessor termination procedures. 
The 
RESTRICTIONS : N/A 
"TAPES8' USED: 
System input "tape" 
System output "tape" 
Problem data "tape" 
Problem FORTRAN "tape" 
Dictionary "tape" 
Parameter runs "tape" 
Recall "tape" 










and t he  problem FORTRAN un i t  (LB4P) are flagged t o  s top before the  data  
scan begins i n  the  event tha t  a system e r ro r  terminates the  preprocessor 
prematurely. 
for a RECALL problem the  problem FORTRAN un i t  must not be  wr i t ten  on. 
OTIW. SUBROUTINES USED: C@DERI), , PRESUB, PSE3JD#, SIND.44, S P L I T  and 
WRTBLK. 
System e r ro r  te rmhat ion  - 'the problem data uni t  (LB3D) 
The reason the  problem data  un i t  is flagged t o  s top  is t h a t  
CALLIMG SEQUENCE: N/A 
ERROR PROCEDURES: 
flags named ERDATA, PRJBGRM, and ENTIRUN. 
common block named DATA. 
while reading t h e  data  blocks, while PRfJGRM performs the  same function f o r  
the operations blocks. See Section 4 . 7 . 2 .  
STORAGE REQUIRED: 
L U E L E D  COMMON: BUCKET, CRDBLK, DATA, L@GIC, PL#GIC, and TAPE. 
The e r ro r  termination procedures are controlled by three  
The three f l a g s  are in the  lzbeled 
ERDATA is used t o  f l a g  non-fatal e r ro r s  encountered 
443 o c t a l  words = 291 decimal words. See Section 4.7.1. 
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4*2*3 SUBZtOUTIEJE N M :  D I N T  
' ~ O S E :  This  subroutine accepts an teger  i n  the  alphanumeric forraat PAI,  
* and converts i t  t o  integer  format, determines the  relative number of t h i s  
actual number, and converts 
format of the  form mAL. 
RESTRZCTIONS! 
t h e  relative number back to an alphanumeric 
The input and output is transmitted v i a  the labeled common 
block named C=4GE(see Section 4 . 3 ) .  
of the ten decimal d ig i t s .  
''TA3.?ES'' USED: Systun  output "tape" 
The input must consis t  exclusively 
SPECIAL FEATURES: None 
OT)l[EIc SUBROUTINES USED: SEARCH 
WLIEG SEQUENCE: A L P I ~ ( K L E T , L S T , I E N D , J )  
KLET is zn integer  var iab le  tha t  indicates  which dict ionary 
is t o  be used f o r  converting ac tua l  t a  relative. 
is the  s t a r t i n g  locat ion of the  alphanumeric integer .  
is the  ending locat ion of the  alphanumeric integer ,  
p o b t s  t o  the last  locat ion i- 1 of the  converted integer.  






number in the  dictionary list, an e r r o r  message w i l l  be  issued and t h e  
relative operations blocks e r r o r  f l a g  (PRfiGRM) w i l l  be set t o  1.0. 
STORAGE REQUIRED: 
LABELEI) COMMON: BUCKBT, CIMAGE, DATA PaINT, and TAPE. 
665 o c t a l  words = 437 decimal words. See Section 4.7.1. 
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4,2,4 SUBROUTINE NAME: BLKCRD 
PROGFUMMING LANGUAGE : I ; @ R T W  
PURPOSE: This subroutine formats the  f i v e  generated FgRTRAN r o u t h e s  . 
(SINDA, EXECTN, VARBLl, VAR3L2, and BUTCA'L) i n  507 word blocks, which axe 
acceptable t o  the  FaRTRAN compiler. This information is s tored in labeled 
common black CRDBLK, array n K .  
f d m a t  is found i n  UNIVAC 1108, EXEC 11, Programmers Reference Manual, 
UP-4058 C, Appendix D.4 ent i t led ,  Program Elements on Magnetic Tape (via 
A complete discussion of the  required tape 
CUR) 
RESTRICTIONS: 
It is  transmitted e i t h e r  through t h e  a r ray  IMAGE i n  labeled corn011 CRDBLK, 
o r  through "tape" INTERN. 
"TAPES" USEE: - In te rna l  scratch "tape" IKTERN 
The input is Holler i th  card images with a 14A6 format. 
SPECIAL FEATURES: None 
OTHER SUBROUTINES USED: STFFB and WRTBLK 
CAIlLING SEQUENCE: BLKCRD 
ERROR PROCEDURES: none 
STORAGE REQUIRED: 
% 
753 o c t a l  words = 491 decilhal words. See Section 4.7.1. 
LABELED COMMON: CRDBLK and TAPE. 
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4.2.5 SUBROUTINE NAME: C@DERD 
PROGRAMMING LANGUAGE: F@RTRAN 
PUBPOSE: This subroutine reads and checks the block header cards f o r  t he  
data blocks. It a l s o  performs t h e  following functions: (1) the  second 
data  card of t he  deck is checked f o r  a thermal o r  general problem, and i f  
It is a thermal problem t h e  type of pseudo-compute sequence specif ied is 
. noted; (2) the  t i t l e  block is read and processed; (3) 'the ac tua l  a r ray  
and constant numbers from the  automated options are converted in to  FBRTRAN 
addresses; and ( 4 )  the  parameter run block header cards are read and 
checked. 
RESTRICTIONS : None 
"TAPES USED: System input "t N I N  
System output "tape" NgUT- 
1 F@RTRAN V reread 30 
SPECIAL FEATURES: 
manipulation. 
GALLING SEQVEMCE: CBDEREI 
ERROR PROCEDURES: In  general, the  o r s  checked €or i n  t h i s  subroutine 
are of the f a t a l  type; f o r  example ata blocks out of order. The r e s u l t  
of a f a t a l  e r ro r  is tha t  the  f a t a l  e r ro r  flag (ENDRUN) is set t o  1.0 and 
control  is returned t o  PREPRO d i a t e  termination. 
STORAGE REQUIRED: 3213 o c t a l  1675 words decimal. See Section 
The FgRTRAN V intrinsic function FLD i s  used €or b i t  
-4.7-1. 
LABELED CONMON: BUCKET, DATA, PLQGIC, and TAPE. 
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4.2.6 SUBROUTINE NAME: C@IF?RT 
PROGRAMMING LANGUAGE: FflKTRAN 
-- PURPOSE: 
RESTRICTIONS: The Holler i th  da t  be contained i n  one word and can- 
sist of only the  ten decimal d i g i t  
This subroutine converts Holler i th  data  to  integer  data. 
“TAPES” USED: None 
SPECIAL FEATURES: 
manipulatiox . 
The FgRTkAN V i n t r i n s i c  funct im FLD is used f o r  b i t  
OTHER SUBROUTINES USED: ERRMES 
CALLING SEQUENCE: C@7VRT(IST,IEND,ITI,CRDEFUX) 
PST is  t h e  pointer  t o  the  f i r s t  b i t  of t h e  f i r s t  character.  
IEMI is the  pointer t o  the  f i r s t  b i t  of the  last character.  
IT@ is  the  word containing the  Hol le r i th  da ta  on entry and 
the  in teger  number on return.  
CRDERR I s  a log ica l  e r r o r  f l a g  which is set t r u e  i f  an e r ro r  
is eccountered during the  conversion. 
. ERROR PROCEDURES: I f  a non-integer is encountered, an e r ro r  message is 
printed and CRDERR is set to  t rue.  
- SZORtlGE REQUIRED: 150 oc ta lwords  = 104 decimal words. See Section 4.7.1. 
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PURPQSE: 
format and determines the  appropriate format. (of the  form Fn, In, o r  An) 
to reread t h e  card image. 
This subroutine scans t h e  data  block card images under an A 
The card es axe then reread under the  
. generated format. In addition, t he  constants data  block 8nd the  a r ray  
data  block are processed. 
RESTRICTIONS: None 
"TAPES" USED: System input "tape' 
S y s t a  output "tape" N#UT 
FflRTRAN V reread 30 
SPECIAI, FEATUXES: The FORTRAN i c  function FIJI is used f o r  b i t  
rnanipula t ion. 
0"EB.R SUBROUTIfG3S USED: EZBlCE GENUK, NgDEDA (and its ent ry  
polnt C%NDDA), SETFNT, SQUEEZ, and TITCIIK. 
CALLWG SEQVENCE : EATiUD 
ERROR PROCEDURES: A l l  e r ro r s  c f o r  in t h i s  subroutine are non-fatal. 
An e r ro r  message is printed 
the data  blocks error f l a g  ( 
STORAGE REQUIRED: 
t 
e rna l ly  o r  fr.om subroutine ERRMES and 
5344 o c t a l  words = 2788 decimal words. See Section 4.7.1. 
lA.€ELED COMMON: BUCKET, CBECHD, DATA, FLAGS, L#GIC, lpL@GIC, P#INT, and 
TAPE. 
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4.2.8 SUBROUTINE NAME: E2XMES 
PROGRAMMPEG LANGUAGE: F@RTRAN 
PURPOSE: 
generated within the  da t a  blocks. 
RESTRICTIONS: None 
This slrbroutine p r i n t s  most of t h e  e r r o r  messages t h a t  can be  
"TAPES" USED: System output "'tape" N@UT 
SPECLAL FEATURES: None 
OTHER SUBROUTINES USED: 
CALLIXG SEQUENCE: 
System subroutine E X I T  
ERRMES (JUMP, I, J, K) 
JUMP is an integer  t h a t  points  t c  t h e  appropriate e r r o r  message 
via a computed G@ TO statement 
:I K are da ta  words which allow a maximum of t h ree  pr inted da ta  words per error message. 
ERROR PROCEDURES: If the number of e r r o r  messages printed exceeds 199, 
t he  preprocessor is terminated by a call t o  MIT. 
STORAGE REQUIRED: 
LABELED COMMON: DATA and TAPE 
2166 o c t a l  words = 1142 decimal words. See Section 4.7.1, 
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4.2 * 9 SUBROUTINE NAME: - FINDX-3 
PROGRAMMING LANGUAGE: FQ)RTRAN 
PURPOSE: 
e i t h e r  up o r  down by 100 words. 
groups of da ta  t h a t  are no longer needed. 
RESTRICTIONS : None 
This subroutine moves the  da ta  i n  t h e  dynamic s torage a r ray  
In the  process i t  m y  d e l e t e  ce r t a in  
"TAPES" USED: System output "tape" N@UT 
SPECIAL FEATURES: None 
OTaER SUBROUTINES USED: SQUEEZ, and system subroutine EXIT. 
W I N G  SEQUENCE:- FINLXM(LgCN(6,M) 
LaCNfl i s  a pointer  t o  a portion of t he  dynamic s torage a r ray  
where the  da ta  group tha t  needs more room resides .  
M is t h e  address where t h e  next da ta  value is t o  be 
stored. 
B E O R  PROCEDURES: 
is printed and t h e  preprocessor is t e rmka ted  via CALL EXIT. 
STORAGE REQUIRED: 
LABELED COMMON: BUCKET LgGIG P@INa, and TAPE. 
If t he  dynamic s torage a r ray  is  full, an e r r o r  message 
1 
407 o c t a l  words = 263 decimal words. See  Section 4.7.1. 
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4.2-10 SUBROUTINE NAME: GENLNK 
GROGMNMING LANGUAGE: Ff#R'ICRPIN 
PU'RPOSE: This 
SINDA, for the 
RESTRICTIONS : 
"TAPES" USED: 
-- subroutine generates the driver, FORTRAN routine name and 
user's program. 
None 
Internal Scratch "tape" IEJTERN 
SPECIAL FUTURES: None . 
OTHFR SUBROUTINES USED: B L K O  
CALLING SEQUENCE : GENLbX 
EXROR PRQCEDURES: None 
LABELED COIMON: - CRDBLK, DATA, LaGIC, PLflGIC, and TAPE. 
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PROGRAMMING LANGUAGE: FgRTRAN 
PTJRFOSE: 
RESTRICTIONS: 
CHECKD and the  output data  (i.e., t h e  generated user constants) is put 
i n t o  array B i n  labeled common BUCKET. 
This subroutine is used t o  generate user  constants. 
The input data is taken from array T W  i n  labeled Common 
"TAPES" USED: None 
SPECIAL FEATURES: None 
OTBER SUBROUTINES USED: EBE?EES, , and TMCHK. 
CALLING SEQUENCE: GENUK(1wRDS) 
rwRDS is t he  number of words t o  be processed iC array TEMP. 
The input da ta  is checked and i f  an e r ro r  is found, ERRQR PROCEDURES: 
control  is t ransferred t o  subroutine ERRMES. 
STORAGE REQUIRED: 
LABELEI) COMMON: BUCKET, CIiECW, . DATA 
451 oc ta lwords  = 297 d e c i m l  words. See Section 4.7.1. 
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PURR3SE: This subroutine reads dat 
the parameter runs option, 
RESTRPCTXONS : None 
o t h e  dynamic storage array far 
"TAPES" ,USED: Dictionary "tape" ZUTl 
Parameter h s  *'tape" LUT3 
SPECIAL. FEATURES: None 
O'JZZR SUBROUTINES USED: None 
G m I N G  SEQUENCE : INC@RE (HTEST) 
ITEST i s  an integer flag which determines the data group 
group to be read. 
_. STOWAGE REQUIRED: 600 octal words = 384 decimal W Q S ~ S .  See Section 4.7.1. 
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4.2-13 SUEROUTENE ?UME: MXTglFN 
PROGRAMMIMG- LANGUAGE : F 8 R T W  
PURPOSE: 
i t  coaverts card israges from mixed FgRTRAN/SINDA notation to FgRTRAN 
notat ion. 
RESTRICTIONS: The input (array IMLL) and output (array JH@LL) are both 
in labeled common CIMAGE and th 
from array JH@LL is copied to array IMAGE under a 14A6 format for pro- 
'Ifhis subroutine processes the data for the "M" option. That is, 
re both i n  an 80AI format. The F f i R T W  
cessing by the F$I?D&W compiler. 
"TAPES*' USED: - None 
SPECIAL FEATURES: The FORTRAN 
manipulation. 
function FLD is used for b i t  
__. OTBElz SGBROUTLNES USEJ3: 
CALLING SEQUENCE: MXT@FN 
ERROR PROCEDURES: None 
STORAGE REQUIRED: 522 octal wo decimal words. See Section 4 .7 .1 .  
LABELED COMMON: -
ALPINT and BLKCRD 
CIMAGE and CRDBL 
, 
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4.2.14 SUBKOTJTINE NAME: N@DEDA 




aad the  processed data  are s tored i n  the  dynamic storage array. 
This subroutine processes the  data f a r  t he  node and conductor 
The input is received via labeled common GHECE[D: ar ray  TEMP 
?lX"S" USED: None 
SPECIAL FEATURES: 
Also, the  FgRTRAN V i o t r i n s i c  function FLD is used f o r  b i t  manipulation. 
OTHER SUBROUTINES USED: 
This subroutine has a second entry point named C@NDDA. 





is a f l a g  which indicates  which 
9, and 10 of the  data card) t he  
is the  number of data  values i n  
processed. 
_ -  
code option (columns 8, 
user has selected.  
a r ray  T D P  t o  be 
E8ROR PROCEDUIIES : If an e r r o r  is detected while scanning the  input data,  
control  is t ransferred t o  subroutine IBRMZS. . 
STOIiAGE REQUIRED: 7030 octa  
LABELED COlQ4OEs: BUCKET, CHECKD, DATA, FLAGS, and PldINT. 
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PURPOSE: 
constants locations required by t h e  pseudo-compute sequence. 
This subroutine packs t h e  FflRTRAN addresses f o r  t h e  a r ray  and 
_I EESTRICTIOE: None 
"TAPES" LI USED: None 
SPECIAL FUTURES: - The FflIPTMN V i n t r i n s i c  function FLD is used f o r  b i t  
1 laanipulat ion. 





ERROR PROCEDURES : 
STORAGE REQUIRED: 
LABELED COMMON: 
P C S 2  (IB, IPCS,LITA) 
is the word in the  dynamic storage array where the  
addresses are found. 
is t h e  word i n t o  which the  addresses are packed. 
is a f l a g  t h a t  is set t o  1 i f  the  a r ray  address w a s  
input as a l i teral  and therefore  has been added t o  
the constants data. 
None 
54 o c t a l  words = 44 decimal words. 
None 
See Section 4.7.1. 
. 
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4.2.16 SUBROUTIHE m: - PEU3SUB 
PKWPAM@IING LANGUAGE : F0RTRAN 
PURFOSE: This subroutine reads and checks t h e  -lock ,.eader cards f o r  the  
operations 
of t he  operations blocks via a call  t o  BLKCRD. 
RESTRICTIONS : None 
blocks and generates t he  non-executable F0RTRAN cards f o r  each 
"TPiPES" USED: System input - "tape" N I N  
System output "tape" NfiUT 
SPECIAL' FEATURES: None 
OTHER SGBROUTIHES USED: BLKCRD 
GALLING SEQUENCE: PRESUB(N) 
N. is an integer  from 1 t o  4 kL.icI. indicates  which opera- 
tiom block is being processed. 
I f  t he  card read is not t he  correct  block header card, ERROR PROCEDURES: 
an e r ro r  message is  pr inted and the f a t a l  e r r o r  f l a g  is  set t o  1.0. 
STORAGE REQUIRED: 
WIBELED COMMON: 
200 o c t a l  words = 128 decimal words. See Section 4.7.1. 
CRDBLK, DATA, LfiGIC, and TAPE. 
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4.2.17 SUBROUTINE NAME: P S W  
u_1 PRQGMING MXXJAGE: F~~L'RLW 
't 
PURPOSE: 
sequence. See Section 4 .8 .  
HZESTRICTIONS: The necessary input is extracted from the  dynamic storage 
array and t he  output (the two ps mpute sequences) is placed j_ll t h e  
dynamic storage array.  
This subroutine f o m  the  f i r s t  and second pseudo-compute 
- "TAPES" USED: N@RT 
S-PXCIAL FEATURES: The FgRTRAN V i n t r i n s i c  function FLD is used f o r  b i t  
manipulation. 
OTHER SUBROUTINES USED: FINDRM, PCS2 and WRTDTA. 
CALLING SEQGENCE: PSEXDg 
-- ERROR F'ROCEDUPZS: 
compute sequences, an e r r o r  message will be printed and the  non-fatal 
error flag (ERDATA) is set t o  1.0. 
I If an error is  encountered while forming the  pseudo- I 
1 
i 
STORAGE REQUIRED: 2244 o c t a l  words = 1188 decimal words. See Section 4.7.:. 
LABELED COMMON: BUCKET, DATA, LeGIC, PL@GIC, and TAPE. 
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4.2.18 SUBROUTINE ,W-HE : QDATA 
PROGK&BMING LANGUAGE: F@RTBAdJ 
PURPOSE: This subroutine check rocesses a l l  da ta  input ln t he  source 
data block, 
RESTRICTIONS: The input is rece 
common CHECKE). The processed d 
from t h e  ca l l ing  sequence and labeled 
placed in  the dpamie s torage array.  
"TAPES*' USED: None 
- SPECIPiL FEATURES: __.
manipufat ion. 
The FORTRAN V i n t r i n s i c  function FLD is used f o r  b i t  
OTHEE SUBROUTINES USED: ERRMES, FINI)RH, RELACT, and "YPCHK. 
CALLING SEQUENCE: QDATA(C@DE,IWRITS) 
C@DE is t he  three letter option from columns 8 ,  9, and 10 
of the  data card. 
is the  number of words in array TEMP t o  be processed. 
I 
IWRDS 
ERXOR PROCEDURES: If an e r ror  is encountered, contra1 is t raasfer red  t o  
subroutine BR8MES. 
STORAGE REQUIRED: 1655 octa lwords  = 941 decimal words. Sea Section 4.7.1. 
LABELED COMMON: BUCKET, CHECKD, and P@INT. 
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IPRDGRBMMING LARGOAGE: F @ R m  
SuRPoSE: 
node number. 
user constants from t h e  ac tua l  number. 
This subroutine f inds  t h e  relative node number from t h e  ac tua l  
In addition, i t  computes the  F@RTRAN address for ar rays  and 
RESTRSCTIONS: "his Subrout ed in conjunction with t h e  da ta  
blocks 
"TAFES" USED: None 
SPECIAL FUTURES: The F$RTaAN V 
manipulation. 
QTBER SUBROUTIWE USED: ERRMES 
CALLING SEQUENCE: RELACT(K,MM,J,JJ) 
s ic  function FLD is used €or b i t  
R determines the  path through t h e  program via a computed 
C@ T@ statement. 
J J 1 are print 
ERROR PROCEDURES: In t he  
t ransferred t o  subroutine 
variables f o r  subroutine ERRMES. 
event an e r r o r  is encountered, control  i s  
ERRMES 
MM is t he  actual. number on entry, and the  FgRTRAN address 
cr. return.  1 
STORAGE REQUIRED: 
LABELED COMMON: BUCKET, DATA, and P@II?T. 
311 oc ta lwords  = 201 decimal words. See Section 4.7.1. 
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PURPOSE: This subroutine returns  a relative n k b e r  fox nodes: conductors, 
user coristants, and arrays,  given the  ac tua l  nmber. 
RESTRICTIONS: 
blocks. 
This subroutine is used ik conjunction with the  operations 
"TAE'ES" USED: None 
SPECIAL FFATURES: 
manipulzi t ion. 
OTEEX SUBROUTINES  US^: PIcjne 
CALLING SEQUENCE: SEARCH(N,IA,NDIM,LtdC). 
The FbRTRAN V i n r r i n s i c  f-unction FLD is used f o r  b i t  
N is t h e  actual number. 
IA is t he  f i r s t  word of the  dictionary of ac tua l  numbers 
to be searched. 
NDXH is  the  number of words of LA t o  be searched. 
ERROR PROCEDURS: 
dictionary,  L$C is set t o  zero. 
STORAGE REQUIRED: 101 o c t a l  = 65 decimal words. See Section 4.7.1. 
LABELED COMMON: None 
If the  input ac tua l  number .is not fomd i n  the  
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4.2.21. ZKBRMTTINE N M :  SETFMT 
PROGlXANMING LARGIJAGGE : F(5RTRAN 
PURPOSE: 
that is, it sets up t h e  format f o r  da ta  cards as specif ied by the  cards 
with a N in column one. 
RESTRICTIQNS: The inputloutput is passed through the  ca l l i ng  
sequence argument. 
5 
This subroutine processes the  cards for the  "new format" option; 
''TAPES" USED: FflRTRAN V reread 30 
SPECIAL FEATURES: None 
OTKER SUBROUTINES USED: None 
CALLING SEQUENCE: SETFMT(JUMP,B) 
JUNP is an integer  f l a g  t h a t  determines the  path through 
I the code, 
is an array which contains the  card images. B 
EXROR PROCEDURES: None 
STOKU-E aQlZu'L"rrol): 221 o c t a l  words = 145 decimal words. See Section 4,7,1. 
LABELED COMMON: None 
, 
4.2.22 SUBROUTLME NBME: : SINDA4 
PROGRBMMING LANGUAGE: F@RTRAN 
PURPOSE_: This sub rou tbe  reads and processes the  user Znput cards from the  
. operations blocks. 
RESTRICTIONS: 
- "TAPES" USED: 
N o n e  
Systen input "tape" MIN 
System output - "tape" N ~ U T  
11 Xnternal scra tch  tape" INTERN 
FfiRTRAN V reread 30 
SPECIAL FEATURES : None 
- O m E R  SUBROUTINES USED: 
CALLING SEQUENCE: - SINDA4(NAME) 
-
BLKCRD, MXTgE'N, and SEARCH. 
NAME is an integer  f l a g  tha t  tel ls  the  subroutine which 
operations block is  being processed. 
In the  event an e r r o r  is  encountered while processing EXROR PROCZDURES: ly
the operationoblocks,  an e r ro r  message is printed and the  e r r o r  f l a g  
PROGBM is set t o  1.0. 
STORAGE REQUIRED: 2372 o c t a l  wor = 1274 decimal words. See Section 4.7-1. 
LABnED COMMON: BUCKET, ClEIAGE RDBLK, DATA, L#GIC, PL@GIC, P g I N T ,  and 
TAPE. 
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PURPOSE: It 
positions the tape to the proper problem as specif ied on the first card 
of the data deck. 
RESTRICTIONS: The &:a is read tape R. There is no output. 
"TAPES" USZD: BECALL "tape" 
This subroutine is used when a problem is being XEWLed. 
SPECIAL FEATURES: - None 
OT&F;R SUBROUTINES USED: None 
CALLING SEQUENCE: SKIP 
ERROR PROCEDURES: None 
STORAGE REQUIRED: 
LABELED COMMON: TAPE 
324 octal words = 212 decimal words. See Section 4.7.1. 
I _ -  
I 
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PROGRAMMIHG MGUAGE: F @ R T M  
PlJlWOSE: 
the RECALL information onto data "tape" (LB3D) and the 
dictionary "tape" (LUT1). 
RESTRICTIONS: The input is f "tape" and the output is  
placed on the program data "tape," 
parameter mns "tape. It 
"TAPES" USED: RECALL "tape" LUT7 
Program data "tape" LB3D 
This s u b r o u a e  reads the data f r o m  the REGALL tape and s p l i t s  
dictionary "tape," and the 
R i c t  ionary "tape" LuTl 
Parameter runs "tapet1 . LUT3 
SPECIAL FM~JRES: None 
QTRER SUBROUTINES CALLED: S 
CALLING SEQUENCE: SPLIT (ID) 
ID is  the RECALL name punched i n  the first card of the  
data deck. 
ERROX PROCEDURES: None 
STORAGE REQUIRED: 746 octal wo 486 decimal words. See Section 4.7.1. 
LABELED COMMON: BUCKET, DATA, and 
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4.2.25 SUBROUTINE NW-: SQUEEZ 
EROGRAIHMING LANGUAGE: F#RTRAN 
PURPOSE: This subroutine compresses the specified data groups in  the 
dynamic storage array. 
data groups sequentially in the dynamic storage array. 
RESTRICTIGNS: None 
"TAPES" USED: None 
The compression is  accomplished by placing the 
SPECIEAIL, FEATURES: None 
OTKER SUBROUTINES USED: Elme 
W I N G  SEQUENCE: SQUEEZ(fST,Z 
IST is  the data group number where the compression is to 
start. 
is the l a s t  data group number f o r  th is  compression. 
_ -  
IEM) 
ERROR PROCEDURES: None 
STORAGE REQUIRED: 115 octal  decimal words. S e e  Section 4.7.1. 
TUBELED CCIMHON: BUCKET a d  P@L;?JT 
I' . 
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4.2.26 SUBROUTIXE NAME: ST??FB 
PROGRAMMING LANGUAGE: F$RTFW 
PUKPOSE: This subroutine fills out a card image i n  array KBLK with 
Holler i th  blanks. 
RESTRICTIONS: The pointers  t o  the  words t o  set t o  blank are i n  the  
ca l l ing  sequence, and the  array containing 
common C ~ B L K .  
''TAPES" USED: None 
the  card images is i n  labeled 
SPECLAI; FUTURES: None 
OTHER SaBROUTINES USED: None 
CALLING SEQUENCE : STFFB ( I ,  J) 
1 is the  f i r s t  work i n  KBLK t o  set to  blank. 
J is t h e  last  word in KBTX t o  set t o  blank. 
EXOR PROCEDURES : None 
STORAGE REQUI3ED: 
LABELED COImON: CRDBLR. 
41 o c t a l  words = 33 decimal words. See Section 4.7.1. 
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4-2.27 SUBROUTINE N W :  TPPCHK 
i 
' PROERAMKING LANGUAGE: Ff6RTRAN 
PgRPoSQ 
eorrect  type; type means in teg  t i ng  point, or alphanumeric. Also, 
i t  regulates the conversion of 
via a call  t o  C@RRT. 
RESTRICTIONS: The fnput and o t ransferred through the ca l l i ng  
sequence arguments and labeled c o m m  GHECKD. 
"TAPES" USEE: Xone 
SPECIAL FEATURES: The FBRTRAN 
w i p u l a t  ion. 
OTflER SUBROUTINES USED: 
This subroutine checks the input from the  data blocks for the  
*s and K's €or t h e  automated options 
t r i n s i c  function FLD is used f o r  b i t  
CcdNVRT and ERRMES 
. CALLING SEQUENCE: TYPCElK(JUMP, I=, J) 
_ .  
JUNP indicates  w h a t  type t h e  word should be. 
/' 
iwR tells  subroutine ERRE4fS which e r ro r  message to  p r i n t  
if t h e  word is not of t he  type indicated by JUMP. 
is a pointer  t o  the  word type in ar ray  Kr"LFX. 3 
3BU?OR PROCEDURES: If a word is not  o 
t ransferred t o  subroutine ERRMES t o  p 
l og ica l  f l a g  CwI)EfhR is set t o  true, 
STORAGE REQUIRED: 
LABELED COMMON: CHECKD 
he proper t s e  control is 
t an e r ro r  message and the 
233 o c t a l  words = 155 decimal words. See Section 4.7.1, 
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4.2.28 SUBROUTINE wax: WRWA 
PRfIGRAHMING LANGUAGE: F#RTRAN 
--- PURPOSE: 
required by INPUTT or INPUTG. 
RESTRICTIONS: The data to be 
This subroutine writes the program data "tape'" in the format 
en on "tape" is found in the dynsmic 
. storage array. 
"TAPES" USED: Program data "tape" LB3D 
SPECIAL F E A m S :  Eone 
7 OTHER SUBROUTINES USED: None 
CALLING SEQUENCE: WRTDTA(JUMP) 
m is an integer f lag that indicates which data block to 
write and what format to use. 
_ -  
ERROR PROCEDURES : None 
- STORAGE REQUIRED: 645 octal words 421 decimal words. See Section 4 .7 .1 .  
4.2.29 SUBROUTINE N M E :  WR- 
P R O G W I N G  LANGUAGg: FSbRTRA-N 
PURPOSE: 
runs on the p a r a m e t e r  r m s  "tape" and writes the dictionary "tape." 
RESTRICTIONS: 
the dynamic storage array. 
"TAPES" USED: D i c t i o n a r y  "tape" LUTl  
P a r a m e t e r  runs "tape" LUT3 
' i -  
This subroutine writes the data that fs needed'for p a r a m e t e r  
The i n f o r m a t i o n  that is written on the "tapes" is found i n  
SPECIAL FEATURES: None 
- OTHER SUBROUTINES USED: N o n e  
CALLING SEQUENCE: WRTPMT(JUMP) 
JUMP is an integer f l a g  tha t  indicates t o  WRTPMT w h i c h  set 
of inforination t o  write. 
ERROR PROCEDURES: None 
STORAGE REQUIRED: 401 octal w o r d s  57 decimal w o r d s .  See Section 4.7.1. 
. LABELED COMMON: BUCKET, DATA, LlbGIC, Pf l INT,  arid TAPE. 
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4 e 2.30 SUBROUTINE N W  WRTB?X 
PROGRAMMING LAEGUAGE: Assembly Language 
PUR?OSE: 
KBM on the program FgRTRAN "tape." 
~BSTRICTIONS : None 
"TNES" USED: Program F @ R W  ' LB4P 
This subroutine -writes the 507 word blocks contained in array 
SPECIAL FEATURES: None 
OTREK SUBROUTXNES USED: None 
CALLING SZQUENCE: WRTBLK 
ERROR PROCEDURES : None 
STORAGE REQUIRED: 14 octal words = 12 decimal words. See  Section 4 .7 .1 .  
JABELED COMMON: CRDBLK 
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4.3 LABELED C@MJ!@N VARIABLES 
The SINDA preprocessor uses n ine  labeled common blocks t o  pass 
data  and f l a g s  between the  various subroutines. 
i n  a lphabet ical  order, are : 
Labeled common names, 
BUCKET CHECKED C IMAGE 
CRDBLK DATA FLAGS 
LOGIC PLOGIC POINT 
Note t ha t  t h e  UNIYAC 1108 version does not u t i l i z e  blank common. 
The two sect ions tha t  follow give: 1) a map of the  labeled common usage by 
subroutine name and by overlay l ink ;  
used within each labeled common block; 
4.3.1 Labeled Common Map 
2) a def in i t ion  of t h e  var iables  
and 3) dynamic storage s t ructure .  
The map below gives t h e  labeled common name, a list of t he  over- 
l ay  l i nks  tha t  use i t  by l i n k  number and a l is t  of t he  rout ines  tha t  use i t .  
LABELED C@MM@N gVERLAY ROUTINE 
NAME LINK NAMES NAMES 





























0 ,  1, 3, 4 
0, 1;2, 4 
0, 1, 2 ,  3, 4 ,  5 ALPINT 
DATARII 
GENLINK 
I N C ~ R E  
PREP€@ 




















0 ,  1, 2, 3, 4, 5 ALPINT 




P S E U M  
S K I P  
WRTDTA 


























S I N D A ~  
S P L I T  
WRT?MT 
4.3.2 W.f kni t ion of Labeled CQIUIBOII F'ariab3.e~ 
' (3) 
Labeled common name BUCKET. 
BUCKET is t h e  dynamic s torage array (see Section 4 . 3 . 3 ) .  
Labeled common name CHECK33 
CEECKD is used t o  temporarily s t o r e  and check t h e  user 's  
input da ta  
VARIABLE NAME DESCRIPTION 
TEMP (35) 
or  ITEMP 
A temporary s torage array,  which contains 
the  user 's  input data  as read from the  
data cards. 
A temporary s torage array used to  s t o r e  a 
copy of TEMP when the  user I s  generating 
data.  
An indicator  used to  check the  data  array 
which contains one of the following 
numbers : 
XGEN (35) 
o r  IGEN 
KFLFX (35) 
1 = f loa t ing  point number 
0 = integer  number 
-1 = Holler i th  word 
CRDERR A l og ica l  f lag :  Set t rue  i f  and on 
an e r r o r  w a s  found on the data  card now 
being processed. 
Labeled common name CIMAGE 
CINAGE i s  used to  s t o r e  and manipulate Holler i th  card images 
f o r  t he  'M' option. 
VARIABLE NAME DESCRIPTION 
IH@LL (80) The input card image, read under a2 80Al 
format 
JHgLL(160) "he constructed card image, a l so  an 80A1 
format. 
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Labeled common 











t o  construct t he  f ive generated P@ERb@l 
DESCRIPTION - 
A log ica l  f l a g  tha t  s igna ls  the start 
o€ a new rout ine i f  set t o  true.  
A l og lca l  f l a g  t h a t  s igna ls  t he  end of 
a routine. 
A l og ica l  f l a g  tha t  tells the  program 
t o  copy the  card image (14A6) found in  
IMAGE t o  the  next avai lable  s l o t  i n  KBLK. 
Is a counter whose value is the  next 
ava i lab le  word i n  KBLK. 
An array tha t  contains FflRTRAN card 
images of the  generated routines. 
An array t h a t  contains one card image t o  
be copied in to  XBLK. 
name DATA 
DATA is used to  s t o r e  the counters tha t  ind ica te  ( to  the  
program) how many of each data  type has been encountered. 
In addition, it contains th ree  e r ro r  f lags .  



















number of diffusion nodes. 
number of arithmetic nodes. 
number of boundary nodes. 
t o t a l  number of nodes. 
number of linear conductors. 
number of rad ia t ion  conductors 
t o t a l  number of conductors. 
number of user constants. 
number of added constants from 
automated options in  the  node data 
block. 
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W A T A  
PRgGRAM 
LSEQl 
The nimber of added constants from t h e  
automated options i n  the  conductor da t a  
block. 
The t o t a l  number of constants. 
The t o t a l  number of words used in t h e  array 
data  block. 
The non-fatal e r ro r  f l a g  f o r  t h e  data  
blocks. 
has -been found. 
fsRDATA # 0.0 means an err 
The non-fatal e r ro r  f l a g  for t he  opera- 
tlons blocks. 
e r r o r  condition. 
The f a t a l  e r ro r  f l a g  f o r  the  preprocessor. 
ENllRuN # 0.0 s igna ls  the  program t o  terminate 
immediately. 
The length of t he  f i r s t  pseudo-compute 
sequence , 
PR@GRAM + 0.0 ind ica tes  an 
1 
LSEQ2 The length of the  second pseudo-compute 
sequence. 
A l og ica l  f l a g  set t o  t r u e  i f  t h e  user  
is requesting the  long pseudo-compute 
sequence. 
(6) Labeled common name FLAGS 
FLAGS contains three  f l a g s  t h a t  are used t o  go t o  the  proper 
block of coding i n  subroutine NfbDEDA. 
VARIABLE NAME DESCRIPTION 
LEAP Used with the  GEN option, 
NfbNLIN Flags a set af  multiply connected con- 
ductors as radiat ion,  i f  set t o  true.  
Determines path when multiply connected 
conductors require  more than one data  
eard. 
INDX 
(7) Labeled common name LBGIC 
LflGIC contains a number of l og ica l  f l a g s  and the  f i f t y  
f ixed constants. 












Set  to  t r u e  i f  any node da ta  w a s  processed. 
Set t o  t r u e  i f  any conductor da ta  
w a s  processed. 
Set to  t r u e  i f  any user  constants w e r e  
processed 
Set to t r u e  i f  any ar ray  data w a s  processed. 
Debug p r i n t  f lag ,  set t o  t r u e  i f  t he re  is 
an a s t e r i s k  i n  column 80 of t h e  BCD 3 
THERMAL/GENERAL card. 
An in teger  t h a t  spec i f i e s  which da ta  
block is bef ig  processed. 
The ar ray  t h a t  contains the  f ixed 
(control ) constants . 
KTPRNT Optional p r i n t  f l a g  for a l is t  of relative 
versus ac tua l  user constant numbers, S e t  
time i f  there  i s  an a s t e r i s k  i n  column 80 
of t h e  BCD 3CoNSTANTS DATA card. 
Optional p r i n t  f l a g  f o r  a list of ac tua l  
a r ray  numbers versus FgRTRAN addr 
t r u e  i f  there  is  an a s t e r i s k  in co 
of t he  BCI) 3-Y DATA card. 
Set t r u e  f o r  a general  problem. 
Se t  true i f  any da ta  w a s  process 




(8) Labeled common name PMGIC 
PLbGIC contains a number of l o g i c a l  f l a g s  that are used i n  
conjunction with parameter  runs. 
VARIABLE NAME DESCRIPTION 
PmIm Set t r u e  f o r  initial parameters run. 
PARFIN 
PN@DE 
P a m  
PCQ~NST 
Set true f o r  final parameters run. 
Set t r u e  i f  node data  w a s  processed. 
Set  true i f  conductor da ta  w a s  processed. 
Set t r u e  i f  user constants da ta  w a s  
processed. 





Set true i f  array data  w a s  processed. 
Set true if a new title w a s  input. 
Contains t he  alphanumeric xord INITIAL 
o r  FINAL t o  be used as the  run iden t i f i ca t ion  
on "tape" LB3D. 
Labeled c a m n  name P%INT 
P@INT is used in conjunction with dynamic storage a r ray  
BUCKET. See Section 4.3.3. 
J3ynamic Storage Structure 
Dynareic storage represents one of the  techniques of maximizing 
problem s i ze  with a coEputer with f i n f t e  core. 
dataset is placed sequentially in to  one array end-to-end. 
eliminates the  wasted core hherenf:  with the  t r ad i t i ona l  system of 
dimensioning each var iab le  a t  some f ixed length. However, the p r i ce  
paid for the addi t ional  cure is the  ex t ra  t i m e  required to  compute the  
address of a variable.  
In dynamic storage each 
This 
The SINDA preprocessor used th ree  arrays to  s t o r e  and address 
the  data  sets. 
This ar ray  resides i n  labeled commo 
dimeasioned depends on the s y s t e m t  computer f a c i l i t y  uses. A t  
NASA MSC approximately 30,000 words are al located t o  B. 
labeled common PeINT there  are two arrays named LflC and LEN, each 
dkensioned at  20. 
1% data  set and LEN (I) contains the  length of the  I& data set. 
The d a t a  sets are s tored i n  an array named 3, o r  I B ,  o r  BB. 
T. The length a t  which B c a ~  be
In addition, i n  
L$C (I) contains t h e  s t a r t t n g  locat ion ik B f o r  t h e  
The information below gives, in d e t a i l ,  the  contents of t he  
dynamic storage a r ray  f o r  each da ta  block as it e x i s t s  j u s t  a f t e r  t he  data  
block has bees processed. 
(1) Node da ta  block 
data set 1: 
b i t  1, 
bit 2, 
b i t s  16-35, 
4 
automated option f l a g  
Q from S@URCE 




data  set 2: 
b i t s  8-35, 
da ta  set 3: 
b i t s  0-35, 
da ta  sez 4: 
b i t s  0-5 
b i t  6, 
b i t s  7-20, 
b i t  21, 
b i t s  22-35, 
data set 5: 
b i t s  0-35, 
temperatarre value 
capacitance value 
non-linear capacitance type 
l i teral  a r ray  f l a g  
ac tua l  a r ray  number 
literal constant f l a g  
ac tua l  constant number 
literals encountered in  4. 
(2) Source d s t a  block 
da ta  set 2 (first word of group): 
b i t s  0-5, source option type 
b i t s  6-20, relative node number 
b f t s  21-35, nQt used 
data set 2 (second word of group): 
b i t s  0-5, not  used 
b i t  6, l i teral  a r ray  f l a g  
b i t s  7-20, actual a r ray  number 
b i t  21, l i teral  constant f l a g  
b i t s  22-35, ac tua l  constant number 
data set 3: 
b i t s  0-35, literals encountered in  2 
(3) Conductor da ta  block 
data set 6: 
b i t s  0-35, actual conductor number- 
da ta  set 7: 
. b i t  0, 3tLTlti connections f l a g  
b i t  1, rad ia t ion  f l a g  
b i t  2, automated option f l a g  
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“ I  . 
b i t s  3-5, not  used 
b i t  6, 
b i t s  7, 20, r e l a t i v e  node number NA 
b i t  21 
1 way f l a g  for NA 
1 way f l a g  €or NB 
b i t s  22-35, 
data set 8:  
bAts 0-35, 
data set 9 :  
b i t s  0-5, 
b i t  6, 
” b i t s  7-20, 
b i t  21, 
b i t s  22-35, 
relative node nuuiber NB 
conductance value 
conductor option type 
l i teral  array f l a g  
ac tua l  array number 
l i teral  constant f l a g  
ac tua l  constant number 
da ta  set 10: 
b i t s  0-35, literals encountered h 9 
(4) Constants data  block 
daea set 11: 
b i t s  0-35, ac tua l  constant number 
da ta  set 12: 
b i t s  0-35, 
( 5 )  Array data  block 
data set 13: 
b i t s  0-35, actual array number 
data set 14: 
bits 0-35, ar ray  length 
data set 15: 
b i t s  0-35, 
(6)  Pseudo-compute sequences 
da ta  set 16 (1st pseudo-compute sequence): 
b i t  0, last conductor f l a g  
b i t  1, automated capacitance f l a g  
bit  2, automated conductance flag 
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data  
b i t  3, radiat ion conductance f l a g  
b i t  4, 
b l t s  5-20, relative conductor number 
b i t  21 
b i t s  22-35, 
set 17 (second pseudo-compute sequence): 
b i t s  0-4, automated option type 
b i t  5, not  used 
b l t s  6-21, 
b i t  22, not  used 
b i t s  23-35, relative constant number 
Q from source block f l a g  
1 way conductor f l a g  
relative adjoining node number 
FgRTRAN address f o r  a r ray  
The b i t  numbering convention above conforms t o  the  UNIVAC 
standard notation, where each 36 b i t  word is numbered 0 through 35 from 
l e f t  t o  r igh t .  
manner: 0 means NO, and 1 means YES. I f  the  l i teral  a r ray  f l a g  o r  t he  
l i teral  constant f l a g  is set t o  1, then the b i t s  immediately t o  the  r i g h t  
of t he  f l a g  do not  contain the  actual. array o r  constant number. Instead, 
they contain a pointer  t o  the  next da ta  set where the literal value is 
stored. In those data  sets tha t  s t o r e  information f o r  the  automated 
options it  is sometimes necessary to  use more than one word per option. 
When t h i s  is  the  case, t h e  automated option type ( b i t s  0-5) is set t o  0. 
Each of t he  I b i t  f l a g s  above is  querried i n  the  following 
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4.4 SiNDA "Tapes" and Their Formats 
1 The SINDA program i n  its normal operating mode u t i l i z e s  s i x  
"tapas." 
mahing one contains the  program; i t  is assigned via control  cards. The 
s to re  and r e c a l l  options requi re  one addi t iona l  "tape'f each and the  NASA 
edie fea ture  requires two addi t iona l  "tapes." 
contain information on the  f i v e  normal SINDA "tapes." 
4.4.1 
Five of these "tapes" are assigned by the  program and t h e  re- 
The following paragraphs 
LB3D - Program D a t a  "Tape" 
This "tape" is set up by the preprocessor (WRTDTA) and read 
by INPUTT, for a thermal problem, o r  INPUTG, for a general  problem, j u s t  
p r io r  t o  performing t h e  ins t ruc t ions  of t h e  execution block. 
of t h i s  un i t  are: 
The contents 
Problem ident i f ica t ion .  
WRITE (LB3D)RUNID 
T i t l e  information (20 words). 
WRITE (L33D) (TITLE (I), X=l, 20) 
The number of: diffusion nodes, arithmetic nodes, and t o t d  
nodes; followed by a temperature value f o r  each node; then 
a capacitance value f o r  each diffusion, i f  any. 
WRITE(LB3D)NND,NNA,NNT, (T(I), I=l,NNT) 
IF(NND.GT.O)WRITE(LB3D) (C(1) ,I=l,NND) 
The t o t a l  number of conductors followed by a conductor value 
for each one. 
WRITE (LB3D) NGT, (G (I), 1=1 ,NGT) 
The t o t a l  number of user eon 
constant values; then the  user constant's values, i f  any. 
WRITE (LB3D) NCT, (FIXC ( I ) ,  1=1,50) 
IF  (NGT.GT .0) mITE (LBJD) (K(1) , 
The t o t a l  number of a r rays  an 
data; then the  a r ray  values, i f  any. 
WRITE (L B3D) NAT , LENA 
I F  (LENA. GT .O)WRITE (A ( I )  , I=l, LENA) 
are followed by the  50 control  
ra l l  length of t h e  array 
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(7) The, Zengchs of the g i r s t  and second pseudo-compute sequences, 
followed by the  data f o r  the f i r s t  peudo-compute sequeace; 
then the  data  f o r  the  second pseudo-compute sequence, i f  any. 
kTRITE(LB3D)LSEQl,LSEQ2, (P1 (I), I=l,LSEQf) 
XF(LSEQ2.GT. O)WiTE(LB3D) (P2 ( I ) ,  I=l,LSEQ2) 
Note tha t  (3), (4), and (7) above apply only t o  a thermal problem. 
- 4.4.2 L%P - Program FgRTRAN "TI.;pe" 
This "tape" is especial ly  formatted i n  507 word blocks as 
Where: required by the  FflRTRAN compiler. 
mRD 1 on the  f i r s t  block of each rout ine contains the  name 
of the  routine. 
1nRD 2 contains the  in teeer  num3er of card images in the  
block. 
_ .  
WRDS 3 - 506 contain the  card images 
WRD 507 is set to +O except on the  last block of each 
rout ine where it  is set t o  -0. 
4.4 .3  INTERN - Preprocessor Scrazch "'Tape" 
Generally INTW is used t o  pass card hiages t o  subroutine 
BLKCRD under a 14A6 format. 
4 . 4 . 4  LUTl - Dictionary "Tape" 
This "tape" contains a list of the  ac tua l  SlMlA numbers i n  a 
relative order. That is, the  actual node number corresponding t o  the 
kth relative node number is the  kth i t e m  of t he  node number dictionary. 
The format of t h i s  "tape" is: 
(1) The t o t a l  number of nodes, followed by an ac tua l  node number 
f o r  each node. 
WRITE(LUTl)NNT, (NN(I), I=l,NNT) 
The t o t a l  number of conductors, followed by the  list of ac tua l  
conductor numbers. 
(2) 
WRITE(LUT~)NGT, (NG(I) I = ~ , ~ G T )  
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(3) The mmber of user constants, the total nimber of c c m s t a t s ,  
followed by a llst of the  actual constsnt numbers, 
WRITE[LUYI)NhlC,NCT, (=<I) ,I=l,MCT) 
\ 
(4) The t o t a l  number of arrays followed by a list of the ac tua l  
a r ray  numbers, shen t he  t o t a l  number of arrays followed by a 
list of t h e  length or' each array. 
WRITE{LUTl.)NAT, (NA(1) , I= l ,MT)  
WRITE&UTl)NAT, (LA (I), 1=1 ,HAT) 
LuT3 - Parameter R ~ S  "Tape" 
This '*tape" contains some data from' the o r ig ina l  problem. 
is required by the initial parameters capabili ty.  




(1) The original title. 
WRITE(UTT3) (TITLE(L), X=1,20$ - 
A list of or ig ina l  temperature and capacitance values. (2) 
- - -  
. WRITE(LUTJ)NM), (T(I),I=l,NNT) 
nF(NNff.GT.O)WRITE(LUT3) (C(1) , I=l,NND) 
A list of t he  original. conductor values. 
WRITE<L?J"3) (G(I), I=l,NGT) 
L i s t s  of the original f ixed and user constants. 
WRITE&UT3)MJC,NCT, (FIXC(I), 1=1,50) 
IF<NGT,GT.O)WRITE(LUT3) @(I), I=l,NCT) 
(3) 
(4) 
( 5 )  The original ar ray  values. 
WRITE fLUT3 ) MT, LENA 
IF (LENA ,GT 0 )  VRITE (LUT3) (A (I), 
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4.5 Overlay Structure  
The SINDA preprocessor has an overlay s t ruc tu re  composed of a 
m a i n  l i n k  (designated LINRO below) which is always i n  core and f i v e  subfinks 
(designated LINKl, LINK2, LINK3, LIMC4, LINKS, and LINKG below) which over- 



















Note tha t  t h e  f i r s t  subroutine l i s t e d  above i n  each of the  sub- 
l i nks  serves as the  dr iver  f o r  t ha t  sublink and it is a l so  the  subroutine 
cal led from PREPR(6. 
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Another approach to overlay specification is  to think of each 
l ink as a functional unit, hate the graph below. 
, 
i 
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4.6 Structure  of Pseudo-Compute Seque5ces 
4.6.1 Descriptions 
The use and s t ruc tu re  of the  two pseiado-compute sequences 
generated by t h e  SINDA preprocessor appear t o  be ra ther  confusing and 
mysterious. 
d i f f i c u l t i e s .  Suppose t h a t  an element G between nodes i and j is t o  be 
iden t i f i ed  f o r  t he  i t h  node; by specifying e x p l i c i t l y  i , j ,  and k the  
element is completely defined. On t he  other  hand, SITU'DA e x p l i c i t l y  
spec i f ies  j and k but i is implici t  i n  the D@-L$@P; 
pseudo-compute sequence (PCS) arises. Confusion a l so  arises from the  lack 
of information regarding the  need for the  (PCS) and the  d i f f i c u l t i e s  i n  
reading t h e  packed infomation.  I n  short ,  t he  PCS as used in SINDA is  
simply two lists of relative numbers which are ordered i n  a spec i f i c  
manner. The two lists of r e l a t i v e  numbers form t he  hear t  of the  PCS, 
although other  information per t inent  t o  the  conputztion must a l so  be 
considered . 
The term "pseudo" i t s e l f  leads t o  immediate in te rpre ta t ion  
k 
hence, t h e  descr ipt ion 
The PCS is  necessarybecause the  da ta  as h p u t  by the  user does 
. not lend i t s e l f  e f f i c i e z t l y  t o  the  coqmtat ional  capabilities of F$RTW. 
A s  a result, the  preprocessor scans the  user input data  and places t h e  
r e l a t i v e  numbers ( F @ R T W  addresse 
the  data  w i l l  be used at  a later t 
solut ion rolitine. 
in to  an ar ray  in the  order i n  which 
by t h e  user selected numerical 
Packing of t he  data is a technique tha t  conserves computer 
storage by placing two o r  more pieces of information i n  one computer word. 
'This allows the  user t o  execute a l a rge r  problem than the  one tha t  can 
be accommodated i f  t he  t r ad i t i ona l  one computer word f o r  each piece of 
information approach. 
is an increase i n  execution t i m e  required f o r  the  extract ion of information 
each time it is  used. 
4.6.2 Structure of PCSl 
The penalty f o r  t h i s  l a rge r  problem capabi l i ty  
The f i r s t  PCS, designated PCS1, contains the  following information: 
f 
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. . -- 4 -  
I 
b i t  0 
bi;: 1 
b i t  2 
b i t  3 radiat ion G f l a g  
b i t  4 
b i t s  5-20 relative G number 
last G fer t h i s  node f l a g  
automated C option flag 
sutonated G option f l a g  
P 
Q from source data f l a g  
@ 
b i t  21  
b i t s  22-35 
1 way G f l a g  
relative adjoining node number 
The 36 b i t s  of each computer word are numbered 0 through 35 from l e f t  t o  
r ight .  A l l  of the  1 b i t  f l a g s  are set such that 0 m e a n s  N8 and 1 means 
YES. 
PCSl is ;tored i n  an a r ray  named NSQl and is ordered by rela- 
t ive node number. That is, f o r  r e l a t i v e  node number 1 the  conductor data  
is scanned and each t i m e  a conductor connected t o  node nuaber 1 is 
encountered t h e  PCSl h f o m t i o n  is  stored i n  RSQI. 
conductor data  has Seen scanned, t he  0 b i t  of t he  latest word o f  PCSl 
information is set t o  1. 
numbers 2, 3, etc., m t f l  a l l  diffusion and i l r i thnet ic  nodes have been 
When a l l  of t h e  
This process is repeated €or r e l a t i v e  node 
processed, 
the  user on the  BCD 3TXERMAL card, 
nodes only sbce  arithmetic nodes are always formed under the  long option. 
The difference between the  long PCS and t h e  shor t  PCS is tha t  in t he  
long PCS, each conductor w i l l  be l i s t e d  t w i c e ,  whereas in the  short  PCS 
each conductor w i l l  be l i s t e d  once This assumes the  conductor connects 
two dif€usion nodes. If one o r  both of t he  nodes is arithmetic,  then 
the conductor w i l l  be l i s t e d  t w i c e ,  and i f  one of t he  nodes is a boundary 
the  conductor w i l l  only be l i s t e d  once. 
number k which connects diffusion nodes i t o  j, where i < j .  
PCS would oontain t h e  k, j information f o r  the  processing of node i, and 
the  k , i  information f o r  t h e  processing of node j; 
PCS would only contain the  k,j informtion. 
advantage of requiring less computer storage than the  long PCS, but a 
?CS1 w i l l  be famed iis e i t h e r  long short  as specif ied by 
This option is applied t o  diffusion 
For example, given conductor 
The long 
whereas, t he  shor t  
The short  PCS thus has the  
block iterative method ( r e fe r  t o  Section 5.2.2) must be used; 
t he  short  PCS requires  more i t e r a t i o n s  t o  converge than the  successive 
point iterative ( r e fe r  t o  Section 5.2 .2)  method which requires  t h e  long 
PCS , 
i n  general, 
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4.6.3 Structure  of P>2!! 
The second PCS is  desbgncted PCS2. The followiag information 
is stored whenever b i z  1, bit 2 , o r  b i t  4 of PGSl is set to one. 
b i t s  0-4 zutomated option code 
b i t  5 r o t  used 
b i t s  6-21 P$RTI1AN address of the ar ray  o r  relative 
b i t  22 
coustant number. 
no t  used 
b i t s  23-35 relat ive cons tan t n d e r  
If the  automated option is a doublet type, l i k e  D N ,  and therefore  requires  
two words t o  s t o r e  the  in€ormat2on, the  automated option code on the  
second word is set t o  zero. In the  event that more than one of t h e  
f l a g  b i t s  ( b i t s  1, 2, o r  4) of PCSl is set EO one, then the following 
order is imposed on PCSZ: 
the  source block information second and f i n a l l y  the  conductor inforination. 
the  capacitance information is s tored f i r s t ,  
The PCSZ information is  s tored in  a r ray  n a e d  NSQ2. This 
a r ray  is the  same under t he  long PCSl ox t h e  short PCSl s ince  automated 
conductors are only flagged on t h e i r  f i r s t  encourrter. 
4.7 Other Information 
This sect ion contains miscellaneous infcrmation that may be  of 
interest t o  t h e  user. 
4.7.1 Subroutine Lengths 
The storage required by a pa r t i cu la r  rout ine w i l l  vary depending 
on the  type of computer and the  system being used. 
given in  Section 4.2 are based on compiler l i s t i n g s  made on 23 January 1971 
at Jacobi Computation Center.* The machine is a UNIVAC 1108 with a highly 
modified system. 
computer instruct ions,  constants, and simple variables.  
The rout ine lengths 
The numbers represent t he  sum of the  computer storage f o r  
4.7.2 Maximum Thermal P r o b l a  Size and M a x i m u m  Data Value S i z e  
A shor t  formula f o r  estimating t h e  maximum thermal problem s i z e  
that can be run on SINDA, and a list of the  maximum s i z e  of t h e  various 
da ta  values is given below. 
* Now ca l led  Computation and Systems Corporation, Los Angeles, California. 
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Estlnatim, of MaxirnUm .Problem Size - 






- L E N m  
is t h e  t o t a l  number of nodes. 
is t h e  t o t a l  number of conductors. 
is the t o t a l  number of constants (user 
constants plus literals f r m  automated options). 
is t h e  number of autoinated options specified.  
i s  t he  length of t he  dynamic storage array as 
set in rout ine PREPR@. 
Maximum Size of Data Values 
A c t u a l  node number 
Core s torage 
P r i n t  out 
Relative node number 
Core s torage  
Temperature 






Core Storage - + IO3& 
Core s torage  2% 
Relative conductor number 
A c t u a l  user constants number 
Core s torage  32,767 
Automated opt ions 16,383 
Relative user constants number 
Core storage 32,767 
Automated options 8,191 
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A c t u a l  a r ray  number 
Core storage 
Automated options 
P r in t  out 
Relative ar ray  number 
&re storage 
Automated options 











6 characters  
Note t h a t  some of the  max ima ,  such as the  relative conductor 
number of Z35-l, are s t r i c t l y  academic since the  dynamic storage array 
is considerably smaller than the  indicated maximum data  value size .  
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5. REVIEW OF LUMPED PP&AMETER EQ3ATIOMS AND 3ASIC hTuM@RICAL SBLIJTTOPJS 
The use of SfXDA as mentioned i n  a previous sect ion is based on 
I 
e! lumped parameter representation of a physical system. ' 
numerically a set of ordinary (in general nonlinear) d i f f e r e n t i a l  equations 
that represent t h e  t rans ien t  behavior of a lumped parameter system o r  a 
set of nonlinear a lgebraic  equations representing steady state conditions. 
Numerous numerical solut ion techniques are reported in l i t e r a t u r e ;  
of these are l i s t e d  i n  t h e  Reference Section. These numerical methods 
are based on f i n i t e  difference algorithms as opposed t o  finite element 
For methods which have received considerable a t t en t ion  recently.  
problems . _.-  that are generally encountered i n  spacecraft  thermal design, use 
of t h e f i n i t e  element method appears to be inappropriate because of t he  
nonl inear i ty  presented with radiat ion heat t r ans fe r  and because of 
complex geometric cocfigurations, 
Variations of the  basic  f in i t e .d i f€e rence  algorithms are numerous 
Tius SINDA solves  
a few 
25- 23 
because no single numerical solut ion technique is optimum f o r  all the  
endless types of thermal problems t h a t  can be encountered. 
because of t he  nonl inear i ty  of t h e  problems, a spec t f i c  set of c r i t e r i o n s  
t o  ind ica te  solut ion accuracy and s t a b i l i t y  is  not avai lab le  and does not  
appear t o  be  forthcoming. 
awkward and confused posi t ion of not knowing which subroutine t o  use i f  a 
choice is available.  
no choice, as a r e s u l t ,  user decision is not  necessary. SINllA represents  
a computer program 
providing a number of numerical solut ion methods. 
Furthermore, 
As a resu l t ,  the  user  i s  placed i n  a ra ther  
Some thermal analyzer-type computer programs allow 
a t  t h e  other-extreme of user decision f l e x i b i l i t y  by 
The in t en t  of t h i s  Section 5 is  t o  review and formulate the  basic  
numerical solut ion methods with the  presentation (from an engineering stand- 
point)  of t h e  cha rac t e r i s t i c s  of each SINDA numerical solut ion rout ine 
deferred t o  Section 6. 
perspective relative t o  accurate  temperature predict ion of a physical 
system, d i f f i c u l t i e s  associated with lumped-parameter representation are 
discussed here. 
In  addition to place t h e  use of SIMlA i n  a proper 
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5.1 - -  hmped Parameter Representation 
Eeduction of a d i s t r i b u t i v e  (physical) system t o  a lumped system 
which c m  be  represented as azl equ5valent thermal network is a r a the r  impor- 
phase of t h e m 1  analysis ,  From a temperature accuracy standpoint 
Iuapr-trg (or nodalization) of t h e  physical. system may be f a r  more important 
t'km a numerical solut ion technique t h a t  is used i n  a computer program. The 
latter is often given undue a t t en t ion  with apparent ignorance of other  e r r o r  
sources which may be f a r  more important. 
meter representation is  not  intended fox presentation here  since t he  subject  
material. is  extensively covered i n  technical  l i t e r a t u r e ,  but it is convenient 
f o r  conrinuity to  ind ica t e  bas ic  considerations. 
A gerieral discussion on lumped para- 
For simple geometries and l i n e a r  problems, i t  is ra ther  
straightforward t o  solve the  p a r t i a l  d i f f e r e n t i a l  equatioas of t h e  rype, 
- =  'T aV2T f Q a t  
where, CL = thermal d i f f u s i v i t y  (k/C) 
T = temperature 
Q = source 
a2 a2 
2 +- ax ay2 
- (two dimensional) 
(5.1-1) 
Numerous ana ly t i ca l  so lu t ions  of (5.1-1) f o r  d i f f e ren t  types of 
F i n i t e  difference 3 0 , 3 1  boundary conditions and geometries are available.  
algorithms formed d i r e c t l y  from the  p a r t i a l  d i f f e r e n t i a l  equations are 
also abundantly reported i n  l i t e r a t u r e .  l2 9 l4 
formulations w e r e  generally developed f o r  well-defined geometries and 
synmetrical d iscre t iza t ion .  For these problems, t h e  so-called nodal 
connections o r  res i s tances  are immediately ava i lab le  and, in general, 
automatically generated by the  compter  program. 
lumped parameter representat ion does not ex i s t .  For these types of 
problems, inaccuracies due t o  truncation and solut ion s t a b i l i t y  are 
spec i f ica l ly  established. 
These f i n i t e  difference 
Thus, t he  need f o r  a 
. 
For complex geometries and nonlinear problems such as those t h a t  
include thermal radiat ion exchange, ana ly t i ca l  solut ions of thermal 
problems are limited.  32 * 34 As a r e s u l t ,  it is a common p rac t i ce  because 
of prac t i ca l  considerations t o  nodalize a physical system d i r e c t l y  with- 
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out undue consideration of inaccuracies. 
heat flow between two c o m e c t h g  nodes by u s h g  the bas i c  network buildlag 






where, R represents  an e f f ec t ive  res i s tance  between adjoining nodes i3 
& a n d  j. 
It should be par t icu lar ly  noted here  tha t  fiINDA employs t h e  
concept of conductance in l i e u  of resistance which 2s mmmon with most 
network-type computer programs. Thus t he  heat flow is represented as: 
(5.1-3) 
where, G - %I is the  conductance between node i and node j, 
The proper value of G fo r  R ) f o r  an a rb i t r a ry  nodalixation 
ij ij 
is (and shculd be) of concern t o  t h e  user but because of t he  multitude of 
var iab les  t h a t  must be  considered, any discussion here would be incomplete. 
An excellem article on asymmetrical f i n l t e  difference networ& is 
presented i n  Reference 35. 
5.1.1 Some Thoughts on Lumped Parameter Errors 
Reduction of a physical system to  a topological model consisting 
of a network with r e s i s t o r s  and capacitors requires  considerable engineering 
judgment. 
and schedule constraints .  
desired are of ten  used. This does not  necessar i ly  m e a n ,  however, t ha t  the  
use of a l a rge  number of ncdes will always y i e ld  realistic r e s u l t s  s ince the 
uncertaint ies  of t h e  input parameters can be appreciable?6 
More of ten  than not, nodal s i z e  of a model is governed by budget 
As a r e su l t ,  the  d i sc re t e  areas l a rge r  than 
Spat ia l  truncation e r ro r s  are controlled by select ing the  g r id  size 
so t ha t  nonlinear temperature d is t r ibu t ions  l i e  within required accuracy by 
linear interpolat ion between nodal points, and t h a t  var ia t ion  of temperature- 
dependent propert ies  over the volume of each node is  within required limits 
of the average values determined f o r  the nodal point. 
linear temperature d is t r ibu t ion  assumed f o r  the  lumped-parameter equations . 
(equation 5.1-6) leads t o  a s p a t i a l  truncation e r ro r  of t he  order Q(b ) only 
if all nodes are symetrically 10cated.~'  If a non-uniform g r id  is used, t h e  
accuracy of computation is only O ( b ) .  
inherent in  the  mathematical model and beyond user control  once inputted in to  
The assumption of 
2 
Spat ia l  truncation e r ro r s  are thus 
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SINDA. Far a two-dimensional p r ~ b l @ ~ ~  with symmetrical gr ids ,  elne s p a t i d l  
truncation e r ro r  can be  expressed for typfcal  e x p l i c i t  and i q l l c i t  methods 
i 
Temperature d i s t r ibu t ion  other  than l i n e a r  can a l so  be f o m ~ L t t e d ; ~ *  however, 
most thermal analyzer-type computer program such as d9 and iacluding 
SINDA are based on t h e  linear assumption. 
Time truncation e r ro r s  are d i r ec t ly  dependent upon the  tixne-step 
since the  e r r o r  for t h e  typical e x p l i c i t  and impl ic i t  method is, 
h t  ;3*T E P  --- 
a t 2  
(5.1-5) 
Normally t h e  time s t e p  is dependent upon a particular criterion chosen by 
t h e  user. 
will be given f o r  each numerical solut ion rout ine within the  SIMlA sub- 
rout ine l ib rary .  ' 
A more de ta i led  discussion on user control  of t he  time s t e p  
b o t h e r  approximation e r r o r  which is due t o  d iscre t iz ing  is the  
assumption of constant t ad ios i ty  for t h e  d i sc re t e  areas. 
be expecrcd t o  affect t h e  level &d d is t r ibu t ion  of temperature. 
m a l y s i s  of thermal radiat ion exchange has received considerable a t t en t ion  
in recent years because of its importance in  spacecraft  thermal design.' 




between a gray d i f f e r e n t i a l  area p a r a l l e l  t o  a gray i n f i n i t e  plane is 
examined in Reference 43; 
t o  be reasonable f o r  t h i s  geometry and f o r  the evaluation of t he  ove ra l l  
heat f l ux  calculations.  
t h e  assumption of ynifonn l o c a l  heat  f lux  appears 
A method of analysis su i t ab le  f o r  engineering 
applications is developed in  Reference 50 f o r  computing l o c a l  radiant  f l ux  
and l o c a l  temperature of opaque surfaces  in a space environment. 
evaluating the  v a l i d i t y  of commonly used simplified methods of radiant  heat 
t ransfer  analysis  is reported i n  Reference 48. 
improving the  understanding and prediction of orb i t ing  spacecraft  thermal 
performance is presented i n  References 46 and 49. A method presented i n  
Reference 51 provides a means of evaluating the  uncertaint ies  associated 
with thermal radiat ion exchange. 
1969) on radiat ion exchange between surfaces and i n  enclosures, the  reader 
should consult Reference 52. 
A study 
A study directed at 
For an excellent s t a t u s  review (as of 
5 - 4  
2"? 
I 
The above discussion merely serves t o  ind ica te  that  considerable 
care niust'be gLven when nodalizing a physical systen and t h a t  t he  numerical I 
I 
evaluation 
~ o t a l  temperature e r ro r  context;. 
numerical solut ion must be  placed in  a proper perspective. 
5.1.2 Lumped-Parameter Equations 
of t h e  f i n i t e  difference equetions must be considered from the  
This means tha t  user a t t en t ion  tu  a given 
Using t h e  network building biock as expressed by equation (5.1-3) 
the  lumped parameter system is iden t i f i ed  as a set of ordinary non-linear 
d i f f e r e n t i a l  equations by tzking a heat balance as an i t h  node, 
4 P P 
(Tj - T.) + C abij(Tj - 1 -=-[q. ci I. + jar c aij 
1 j=l d t  






= t he  conduction coeff ic ient  between nodes i and j ;  it  
may be a function of t i m e  and temperature 
= the  radiat ion coeff ic ient  between nodes i and j ;  it 
may be a function of time and temperature 
the  i t h  nodal capacity which may be a function of 
the  heat  in to  node i and mzy be a function of time and 
Stefan-Boltzmann constant 
Coefficients a ij and bij are SINDA input quant i t ies  with the  
temperature f ac to r  of equation (5.1-6) calculated in te rna l ly  by the  program. 
Both a 
discussion in a later paragraph. 
coeff ic ients ,  a and b . . ,  provides considerable program f l e x i b i l i t y ,  but 
at  the  same time user generation of these input quant i t ies  presents,  i n  
some instances, ra ther  d i f f i c u l t  engineering judgment decisions. 
Radiation coeff ic ient  b.. is, i n  essence, a radiat ion inter- 
and b.. may be variables.  Conductance updating is a subject f o r  i j  XJ 
The user requirement t o  input t he  
i j  =J 
IJ 
change fac tor ,  3 53 -55 
Generation of t h i s  quantity ana ly t ica l ly  can be qui te  d i f f i c u l t  and 
(also known as s c r i p t  F) between nodes i and j .  ij ' 
inaccurate. A number of methods and computer programs (see, f o r  example, 
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Reference 56) are ava i lab le  f o r  evaluating t h e  shape f ac to r s  which 
represent an important pa r t  of determining s c r i p t  F. 
of s c r i p t  B is normally through the  use of t he  Monte Carlo technique, 
but a recent development u t i l i z e s  a matrix formulation f o r  determining the  
s c r i p t  F in an enclosure containing surfaces with a rb i t r a ry  emission and ’ 
re f lec t ion  charac te r i s t ics .  57 , 58  
in Reference 59 . 
A d i r ec t  generation 
49 
An experimental technique is reported 
5.2 Basic F i n i t e  Difference Formulations 
The various numerical solution techniques d i f f e r  &I t he  f i n i t e  
difference formulations f o r  t he  time-derivative ( r e fe r  t o  equation 5.1-6); 
since the  thermal equation is of t h e  parabolic type, the  t rans ien t  heat 
t ransfer  problems are of t he  in i t ia l  value type. This means t h a t  a t  some 
time point,- t =,nAt (n is the  number of time steps,  At) a l l  values of Ti 
are known. Thus. 
L n , n+l 
. (5.2-1) 
i = l,Zs...,N 
represents t he  time in t e rva l  between t = nAt and t = (n+l)At where t&E+l 
It is apparent t ha t  t he  se lec t ion  of t he  proper value t o  (dT /dt)tn,n+l i , n  
cannot be exp l i c i t  and its se lec t ion  i d e n t i f i e s  one numerical method from 
another. 
d i f f e r e n t i a l  equation are avai lable ,  two general c l a s s i f i ca t ions  are 
Although many f i n i t e  difference formulations of the  parabolic 
. commonly denoted as e x p l i c i t  o r  implicit .  These numerical methods are 
the  reader should r e f e r  t o  Reference12 well-docuhented i n  l i t e r a t u r e ;  
f o r  a comprehensive discussion on various f i n i t e  difference approximations. 
Explicit  methods a l so  discussed i n  References 14, 17, 19 and 20, among 
others,  are step-by-step i n  time and equations. 
Expl ic i t  methods include: 
(1) Forward-dif f erence exp l i c i t  approximation’2, l4 
This is an E u l e r  method tha t  computes temperatures in a 
step-by-step fashion. 
places an upper l i m i t  on the  time increment. 
subroutines CNFRWD, CNFRDL and &FAST f a l l  within t h i s  
The requirement of s t a b i l i t y  
SINDA 
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c r t e g u q .  
allows t h e  u3er t o  specify t h e  mininum t i m e  s t e p  to  be 
taken.. Refer t o  Sections 6*3.1 and 6.3.2 for de ta i l s .  
Dufort-Frankel approximation’ 9 l2 9 ” 
The Dufort and Frankel f i n i t e  difference formulation is a 
th ree  level formula t h a t  appears t o  be unconditionally 
s table .  SINDA subroutine CMDUmT uses the  Dufort-Frankel 
f i n i t e  difference algorithm (refer to Section 6.3.4 for a 
de ta i led  discussion). 
CNFUT is a llladlfied version o f  CNFlZMD which 
Exponential approxiination ‘s 17 
!J%e exponential approximation is found by .integrating the  
heat balance equations a f t e r  making l i nea r  and constant 
coef f ic ien t  assumptions. 
s t a b l e  f o r  linear systems but may be unstable f o r  30me 
types of nonlinear problems. 
employs this method and is discussed zt length i n  Section 6 .3 .3 .  
U t e r n a t  in& d i r e c t  ion approximt ions’ ’ 
This method is unconditionally 
SXNDA subroutine CNFJrSN 
This technique employs two formulations, one on odd t i m e  
l eve l s  and the other  on even t i m e  levels and is uncondi- 
t i ona l ly  s table .  
The impl ic i t  f i n i t e  difference formulations require  a simultaneous 
computational procedure. In  addition to  Refereace 12 ,  impl ic i t  methods 
are a lso  discussed in  References 8 ,  10, 17, and 20, among others. I m p l i c i t  
snethods include: 
Backward difference impl ic i t  approximation12 
The backward difference weights only the  f lux  term a t  
t = (n+l)At. A s  a r e s u l t ,  t he  method is  s t a b l e  f o r  a l l  
values of A t .  
and is deta i led  i n  Section 6.4.1. 
SINDA subroutine CNBACK employs t h i s  method 
Crank-Nico 1 son app rox im t ion8 
The Crank-Nicolson method uses the  ar i thmetic  average of 
t he  heat  f l u x  at  the  two time levels, t = nAt and 
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t (n+l )At .  The method is unconditionally s table .  S I D A  
CNFWBK uses t h i s  method and is discussed in Section 6.4.2. 
Steady state ana lys is  a l s o  reqnires  an impl ic i t  method of 
solution. SINDA steady state subroutines are ca t led  CINDSS, CIM)SL and 
CrpTDSM which are de ta i l ed  in  Sections 6.5.1, 6.5.2, and 6.5.3. 
502.1 Forward F i n i t e  Difference Explicit Method 
By replacing the first der iva t ive  of temperature with respect t o  
the ,  dT/dt, with the forward' first difference quotient,  equation (5.1-6) 
Decomes , 
t = nAt 
i = l,Z,...,N 
T = constant, N < j < p - j ,n 
where, t h e  second subscr ip t  on T represents  t h e  time l e v e l  such t h a t  
= Ti (XlAt) *i,n 
Equation (5.1-6) is represeated i n  the form expressed by equation 
(5,103) by Petting, 
G = a + ob ( T i  + $)(Ti + Tj) (5  . 2-2) 
ij i j  i3 
IC is interefiting t o  note that t h e  f i n i t e  difference form of (5.1-6) (and 
thus 5.2-fi represents a second central-difference quotient of V T ( re fer  t o  2 
(5.1-1). 
The computational procedure f o r  t he  forward difference formulation 
is ra ther  straightforward since only a s ing le  unknown temperature at  each 
time s tep,  T = nAt f o r  each equation is present. Note t h a t  t he  averaging 
of dTi/dt) assigns a weighting f ac to r  t o  the  heat f l u x  terms only (terms on 
the r igh t  s i d e  of equation (5.1-6) at t = nAt). Along with the  computational 
simplicity,  however, is t h e  s t a b i l i t y  constraint  which places an upper 
l i m i t  on the  time increment, A t ,  that can be used i n  the  numerical pro- 
cedure, The s t a b i l i t y  c r i t e r i o n  f o r  t he  e x p l i c i t  f ini te  difference method 
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is (for the mst l imi t ing  node),'** l4 
€5.2-3) 
P 
i j  
At < Gi/ C G 
j-1 
i = 1,2,...,N 
A modified s t a b i l i t y  c r i t e r i o n  t h a t  allows f o r  a l a rge r  t h e  s t ep  
which results in a conditionally s t a b l e  temperature f o r  the  most l imi t ing  
node is reported in  Reference 23. 
govern t h e  maximum t i m e  s t ep  t h a t  can be used, it is thus pa r t i cu la r ly  
important that a user gives some a t t en t ion  t o  those f ac to r s  that compose 
the  condition of s t a b i l i t y  when nodalizing a physical system. 
Since the  s t a b i l i t y  c r i t e r i o n  w i l l  
- In the  discussion presented so f a r ,  arithmetic nodes (nodes with 
no heat capacity) have not  been mentioned. Normally, t he  computational 
procedure treats ar i thmetic  nodes separately from the  diffusion nodes; 
arithmetic-node temperatures are solved implici t ly .  
t he  general procedure w i l l  be presented in  a later paragraph as w e l l  as in 
Section 6 which discusses the  various SINDA numerical solut ion routines.  
Detailed discussion on 
5.2.2 Impl ic i t  F i n i t e  Difference Method 
The i m p l i c i t  d i f ference equations can be cmst ruc ted  f o r  heat  
t r ans fe r  problems in many ways (see, f o r  e m p l e ,  References 12 and 20). 
Replacement of equation (5.1-6) with the  backward time difference 
y ie lds  , 
P P 
= q i + G a  (T - ) +  C ob 
j=l i j .  j ,n+l  Ti,n+l j =1 
(5.2- 4) 
i = 1,2,...,N 
= constant, N < j < p *j ,n+l - 
Ti,n = Ti (nAt) 
The computational procedure f o r  t h e  backward difference formula- 
t i o n  must necessar i ly  be  re-iterative because of t he  need t o  solve a set of 
simultaneous non-linear equations. 
In view of t h e  importance of i t e r a t i o n  techniques (such as method of 
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successive approximation), it m y  be of interest t o  formulate eqxxation (5 .2-4)  
into an ixterative form. 
t i on  (5.2-4) and solye the resultant expression f o r  T 
recurrent equation f o r  a given time increment, A t ,  and time-step, n, 
- 
I f  we  Pet Ci/At E Ci, use equation (5.2-2) i n  equa- 
t h i s  y i e lds  the  i,n+l'  
(5.2-5) 
- 
i = Iy2,...,N - 
where, Ciyk = Ciyk/bt 
(5.2-6) 
T = constant, j 2 P 
j ,k - 
a and bij are shown k -- k th  i t e r a t i o n  (note tha t  Ci,k, qi,k, 
t o  be updated every ?-teration; 
quant i t ies  once each time-step) 
%j 
SINDA rout ines  update these 
The i terative pa t te rn  is i n i t i a t e d  by assuming "old" temperatures 
(Ti,k and Tj,k) on the r igh t  s i d e  of equation (5.2-5) t o  evaluate a "new" 
set of temperatures (Ti, kt-l 1 on rhe l e f t  s i d e  of the equation (5.2-5); 
t h i s  s ing le  set of calculat ions represents an i t e r a t ion .  
of the  "old" temperatures (Ti,k) on the r i g h t  s i d e  of equation (5.2-5) 
with the  j u s t  calculated "new" set of temperatures (T 
i t e r a t i o n  can be made. 
By replacing a l l  
), a second i, k+l 
The i t e r a t i o n  procedure is  continued unt i l  a 
termination c r i t e r i o n  such as the  number of i t e r a t i o n s  o r  the  maximum 
absolute difference between Ti,k and Ti,k+l is l e s s  than some prespecified 
value has been s a t i s f i e d .  
shown t o  be updated every i t e r a t ion .  
block" i t e r a t i o n  s ince  the  "old" temperatures on the  r i g h t  s i d e  are 
replaced i n  a "block" (a set of temperatures) fashion with the 'hew" 
It should be noted tha t  Gij, Ci and q.  are 
1 
This iterative process is termed 
11 
temperatures. 
Another iterative technique is t o  u t i l i z e  on the  r igh t  s ide  of 
equation (5.2-5) each "new" temperature as soon as it  is calculated.  This 
iterative method is termed "successive point" i t e r a t i o n  and appears t o  . 
yield solut ions about 25% f a s t e r  than the "block" i t e r a t i o n  method, 
Equation (5.2-5) can be expressed i n  a "successive point" form 
as follows: 
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-- i P 
'i,k Ti,k 4- 3'1 ,' G i j , k  T j,k+l + ' G i j , k  Tj,k + 'i,k 'i 
(5.2-7 - Ti,k+l - P 
is ,k Ci+ c e 3-1 
3 .  where, G.. = a  xj,k i j , k  -+ Obij,k (<,% Ti,k'(Tj,fi Ti,k) 
( % - k i f  j z i a n d I t = Z c f l i f  j < i )  
updated every i te ra t ion)  
- -  
- The iterative method as used i n  SINDA follows a fixed, pre- 
determined sequence of operations in  contrast  with a relaxat ion procedure 
which is a l so  one of successive approximations but is not processed out i n  
a predetermined sequence. 
t he  node with the maximum temperature difference between the "old" and 
the  "new." Prom a programing standpoint, the  search operation requires 
as much computational time as the temperature calculat ion i t s e l f .  
5.2.3 Steady Sta t e  Method 
The relaxat ion procedure seeks and operates on 
Standard steady state equaticns follows d i r e c t l y  from equation 
(5.2-5) f o r  block i t e r a t i o n  o r  from equation (5.2-7) f o r  successive point 
i t e r a t i o n  by l e t t i n g  = 0 in these equations. The comments made i n  
Section 5.2.2 are equally applicable here. 
i .  
5.2.4 Some Comments 
The f inite difference expressions presented i n  t h i s  Section 5.2 
represent standard formulations and thus do not show computational tech- 
niques and artifices which are used, some more o r  some less, i n  a l l  programs. 
SINDA numerical solut ion routines contain many computational fea tures  (many 
o r ig ina l  with J. D. Gaski) which enhance problem solut ion,  The various com- 
putat ional  aspects of t he  numerical solut ion methods as used in  the  SINDA 
routines are discussed in  ra ther  lengthy d e t a i l  i n  Section 6. 
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6.1 Objective and Presentation Fomat 
SINIlA has avai lable  t o  the  user a number of numerical solut ion 
A br ie f  description of routines which employ various numerical methods. 
these rout ines  with t h e  required S I D A  input quant i t ies  and format are 
contained in t h e  SINDP, users ~ n a n u a l ; ~ s ~ a  general review of numerical methods 
was presented i n  Section 5. Unfortunately, t h e  br ie f  description is not  
suf f ic ien t  f o r  a casual SIMlA user t o  make a se lec t ion  decision from among 
several rout ines  t h a t  are avai lable  and f o r  a ser ious user t o  f u l l y  under- 
stand the computational procedure as w e l l s  t o  understand the  r o l e  of t he  
various cont ro l  constants tha t  are employed i n  each routine. 
It is  the  in t en t  of t h i s  sect ion t o  f i l l  wherever possible and 
p rac t i ca l  t h e  descr ipt ion void that present ly  ex i s t s  with the  numerical 
solut ion rout ines  by de ta i l ing  the  cha rac t e r i s i t c s  of each. 
i n t en t  here  to  provide su f f i c i en t  de ta i led  information f o r  a user t o  maka 
nodifications and/or additions t o  t h e  ex is t ing  subprograms, but ra ther  t o  
provide information t h a t  w i l l  a i d  t h e  user i n  assessing the  various 
numerical solut ion mut ines  a d  in evzluatkig the numerical resu l t s .  
It is not  the 
Each of the numerical solut ion rcjutines is deta i led  f.. ~ o m  a i 
theore t ica l  as w e l l  as from a computational s tmdpoint .  
and t h e i r  r o l e  are described and indicated i n  a step-by-step verbal  flow 
computational procedure. Details of many of t he  numerous computational 
checks have purposely been omitted because of the  complex interact ions.  
Control constants 
Minute d e t a i l s  of each routine can be obtained only from the  individual 
computer l i s t i n g s ;  a computer l i s t i n g  of each of the SfNDA numerical 
solution rout ines  is presented in Appedices A, B and C. General computa- 
t i ona l  procedure and, features  that apply t o  most, i f  not a l l  of t he  SINDA 
numerical solut ion rout ines  are assembled i n  a s ingle  sect ion (6.2) i n  
order t o  eliminate undue repet i t ian.  
heavily dependent upon, and coupled to, the  general descr ipt ion of 
Section 6.2. 
t rans ien t  with- t h e  latter subcategorized as a a i c i t  o r  impl ic i t  in order 
t o  a l l o w  f o r  an order ly  presentation as w e l l  as t o  simplify fu tu re  additions. 
The description of each rout ine is 
The routines have been categorized as steady state o r  
i 
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6.? General Computational. Procedure and Features 
Each of t h e  SINDA numerical solut ion routines employs a pa r t i cu la r  
f i n i t e  difference approximation of t he  lumped parameter heat balance equa- 
tions. I n  s p i t e  of t h e  uniqueness of each routine,  portions of t he  crimguta- 
t i ona l  procedure used i n  each are similar. Also, many of the  rout ines  have 
ident ica l  features  such as t h e  accelerat ion of convergence and t he  use of 
control constants, 
repe t i t ious  material. I n  some - a c e s  material presented here  is repeated 
i n  the discussion of a par t icu lar  numerical solution routine. 
As a re su l t ,  it is convenient t o  place in t h i s  sect ion 
6.2.1 Order of Computation 
It w a s  reported i n  Section 3.5 tha t  the order of computation depends 
on the sequence of subroutine calls placed i n  the  EXECUT1Q)N block by the  
program user. No other  operations block is perforxed unless ca l led  upon 
by the user e i the r  d i r e c t l y  by name o r  ind i rec t ly  from subroutines which 
in te rna l ly  cal l  upon them. 
upon operations blocks VARIABLES 1, VARIABLES 2, and Q)UTPUT CALLS. 
i n t e rna l  order of computation €or these numerical solut ion routines is  
similar with the primary difference betgeen one rout ine and another being 
the  f i n i t e  difference approximation employed i n  a par t icu lar  routine.  
flow diagram indicating the  general  order of computation f o r  t he  numerical 
solut ion routines is depicted in Figure 6.2-1. 




6.2.1.1 F i n i t e  Difference Algorithm 
Although each of t he  SINDA numerical solut ion routines employs a 
par t icu lar  f i n i t e  difference approximation which is de ta i led  f o r  each 
numerical solut ion routine,  t he  computational pattern is similar, Within 
the box depicted as F\ i n  Figure 6.2-1, solut ion of the  f i n i t e  
difference algorithm occurs. 
solutions follows one of two pat terns:  
difference methods; and (2) one for impl ic i t  f i n i t e  difference methods; 
steady state solutions follow c lose ly  t h e  implici t  pat tern.  
flow pictures  are depicted i n  Figure 6.2-2; d e t a i l s  within the flow pictures  
are different  f o r  each rout ine and are described separately under the  indi- 
vidual SINpA numerical solut ion routines ( re fer  t o  Sections 6.3 - 6.5). 
The computational sequence f o r  t rans ien t  
(1) one fo r  e x p l i c i t  f i n i t e  
Both numerical 




Calculate time s t ep  
Variables 1 operation 
Solve f i n i t e  difference 
algorithm 
Variables 2 operations 
Output calls operations 
Modify t i m e  control  
Erase i t e r a t i o n  
~~ 
Check Reverse d i rec t ion  i f  
Backup nonzero 
Relaxation criteria not  
no t  m e t  
Time o r  temp change 
0 
0 too l a rge  
Backup nonzero 
Not time t o  p r i n t  
Problem stop t i m e  
not reached 
A Implicit  routines , 
B Implici t  routines,  
i t e r a t i o n  loops 
once p e r  time-step loop 
Figure (6.2-1) General Order of Computation 
f o r  Numerical Solution Routines 
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I =?LICIT METHOD I 
Diffusion Nodes 
kUpdate propert ies  each t i m e -  
s t e p  C i ,  qi and Gk 
( dif  f us ion-dif f us ion,  
diffusion-arithmetic). 
Solve expl ic i t  d i f  E erence 
algorithm f o r  d i f fus ion  














kUpdate propert ies  once each 
t ime-s tep  C . ,  qi and Gk 
(diffusion-aiffusion, 
diffusion-arithmetic). 
Iterate NLggP-times, update 
Gij ( radiat ion)  and solve 
impl ic i t  di f ference algorithm 




Update propert ies  once each t i m e -  
s t e p  q i  and Gk (arithmetic- 
ar i thmetic) .  
Iterate NLflOP-times, update G i j  
( radiat ion)  and solve steady 
state algorithm f o r  arithmetic- 
Ti,n+l'  node temperatures, 
* For CINDA -36 users,  i t  should be noted tha t  t he  updating of propert ies  occurs  
within the  numerical solut ion rout ine a f t e r  VARIABLES 1 c a l l .  CINDA-3G 
evaluates the  var iab le  propert ies  before VARIABLES 1 call .  
Figure 6.2-2. Numerical Computational Pat tern f o r  Explicit  
and F i n i t e  Difference Algorithms 
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6.2.1.2 =dating of Oprionally Specified Propertieg 
6ptionall-y specif ied propert ies  are defined here  as those items 
whlch result i n  pointers  being sef ii3 the  second pseudo compute sequence 
(refer  t o  Section 3 . 3 . 4 ) -  
are ava i lab le  f o r  d i f f e ren t  types of var iab le  p r ~ p e r r i e s . ~ ,  
are updated i n  a l l  SINDA n-merical  solution rout ines  the same way. 
is used here in l i e u  of s t a t i n g  tha t  opt ional ly  specif ied propert ies  are t i m e  
and/or temperature varying properties since source da ta  nay be spec i f ied  t o  
be constant. 
The renu optional  r e f e r s  t o  mnemonic options tha t  
The propert ies  
This def in i t i on  
The poin ters  are set by one o r  more of t h e  following user input 
q w t  i t i e s  : 




A l l  data,  qi, entered i n  the  SOURCE DATA BLOCK: 
A l l  coef f ic ien ts ,  Gk, specif ied as 
DATA BLOCK. It should be noted here tha t  the  texm cce f f i c i en t  as 
used here requires  amplification. The conductance, G , may bc 
€or cofiduction o r  f c r  radiat ion;  t h a t  is, 
f(T) o r  f ( t ,T )  i n  CONDUCTOR 
i j  
G E Gk = a (for conduction conductmce) 
ij i j  
G = ab (T 2 + $)(T + T.) ( for  rad ia t ion  conductance) 
13 i j i J i J  
Thus, no te  tha t  t he  calculated conduction conductance G is 
i d e n t i c a l  t o  the  updated Gk, whereas f o r  t h e  calculated rad ia t ion  
conductance only Ob is equivalent t o  the  updated G 
The type of opt ional  propert ies  is iden t i f i ed  by the  in teger  scored 
i.l 
i S  k' 
in t he  f i r s t  s ix b i t s  of t h e  second pseudo ccmpute sequence which indicates  
t o  t h e  program which option is in  e f f ec t .  
and described f o r  the  th ree  categories of input quan t i t i e s  i n  Table 6.2-1 
for capacitance, Table 6.2-2 f o r  impressed source, and Table 6.2-3 f o r  
coef f ic ien ts  with the  def in i t ion  of symbols l i s t e d  in  Table 6.2-4. 
Optional property types are l i s t e d  
4.2.2 Operations Blocks 
In a previous paragraph, it w a s  mentioned tha t  the sequence of 
subroutine calls placed i n  the  EXECUTION block by t h e  user determines the  
6 - 5  
TABLE 6.2-1 OPTIONALLY SPECIFIED CAPACITANCE EXPRESSIONS 
Opt ion ZY.32 Expression 






= F1(Ai:TI) + F2(A::Ti) 





= Fl(A i :Ti) + F2(L) 4 
5 ci = F(AP:T~) 
= F1(Ai:Ti) + F2 (A;:Ti) ‘i 6 
= F1 (L) + F2 (Ap: Ti) ci DPV 7 
DPV = F1(AP:Ti) + P2(L) c-i 8 
Ci = F(A b :Ti, BIV 9 
Notation: Refer to Table 6.2-4. 
TABLE 6.2-2 OPTIONALLY SPECIFIED WRXSSEE SGGRCE EXPXESSIONS 
Express ion Opt ion xYZ2 
blznk I P i  = qi + F 






i = qi + F(A :t ) 
DIT 4 = qi + F1(A1:tm) i + F2(Ai:tm) 
= qi + Fl(A i :t ) + F2(A2:Ti) i 
= q. + F1(L) + F2(Ai:tm) 
= qi + F1(Ai:t ) + F2(L) 




qi 1 m  
= q + Fl(L) + F2(Ai:Ti) 
= qi + F1(Ai:tm) + F2(L) 
DTV 8 qi i 
qi DTV 9 
Notation: Refer to Table 6.2-4. 
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Table 6,2-3. Optionaily Specified Coefficient Expressions 
€or Coriduction an6 Radiation faoemonic 
Options 322 S iQ9 
7 SIV - 
SIV 2 
BIV (conduction) 3 
Gk = F(A i :Tm) 
Gk = F(A i :Ti) 
= LO/I~.O/FI(A~:T~) + ~ . o / F ~ ( A  i cc ) I  
'k 2' j 
(radiation) Gk = IF1 (Al i: Ti) 1 CF2 i : Tj 1 
= 1.O/[l.O/Fl(L) + I.O/FZ(A i :TjII 
Gk D N  (conduction) 4 
i = [Fl(L)][FZ<A :T4)] 
= l.O/[l.O/Fl(A':TL) + 1.O/F2(L)I 
Gk J (radiation) 
Gk DIV (conduction) 5 
(radiation) Gk = [Fl(A i :TI)][F2(L)I 
SPV 6 G~ = F(A~:T,> 
SPV 7 I Gk = F(A P .  :Ii) 
= 1. O/ [ l.O/FI (q: T. 1 + l.O/F2 (A;: Tj I 
= IF1 (q: Ti) 1 CF2 (A: : Tj 1 
% 1 DPY (conduction) 8 
(radiation) 
9 5 = I.O/[~.O/FI(L) + ~.o/F~(A~:T 11 j DPV (conduction) 
(radiation) Gk = [F1(L)][F2(AP:Tj)] 
= l.O/[l.O/F1(Ap:Ti) + l.O/FZ(L)] Gk 
'k = [F1(Ap:Ti)] [ F2 (L) 1 
DPV (conduction) 10 
(radiation) 
b 
Gk = F(A :Tm, trn) BIV 11 
SIV 12 
SPV 13 
i Gk = F(A :T ) 3 
G~ = F(A%T 
j 
Notation: Refer to Table 5.2-4; note Gk E obij (for radiation) 
- (for conduction) 
= "ij 
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T&Xe 6.2-4. Definit ion of Symbols f o r  Tables 6-2-1 -- 6.2-3 
1 
Sylnbols Tlef i n i t i o n  
'i 
F, Fl, F2 
Capacitance of i t h  node. 
Multiplying fac tors ,  e i t h e r  user constants or l i teral  
6 (==a ) Conduction coeff ic ient .  
Gk(=ab ) Ibdiat ion coef f i c i e n t  . 
13 
i j  
L' A literal multiplying factor.  
K a t  load i n t o  the  i t h  node. (impressed) 
At Time-st ep 
Mesn time, (TIHE@ 4- TIMEN)/2.0 
Mean temperature, (Ti + Tj)/2.0 
Ia tergolated value of a r ray  A using tm as the  hdependent var iable .  
'm 
' (A':tm) 
Interpolated value of a r ray  A using Ti as the independent variable.  (A i :Ti) 
(Ab:T,, tm> Interpolated value of the  b iva r i a t e  a r ray  A using Ti and tm as  
(A :T % t,) as 
independent variables.  
Interpolated value of t h e  b iva r i a t e  a r ray  A using Tm and t 












- Bivariate S t e r p o l a t i o n  Variable 
- Double - Interpolat ion with xime as var i ab le  
- Double Lnterpolation Variable 
- Double - Polynomial xa r i ab le  
- Double in te rpola t ion  with X h e  and Il_emperature as Variables 
- Single In te rpola t ion  with Time as va r i ab le  
- Single - Interpolat ion Variable 
- Single - Polynomial Ear iab le  
Subser i p  t s 
Indicates  the i t h  node. 
Indicates t h e  j t h  node. 
Indicates two (array) 
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order of computation. Operations blocks number four,  EXECUTION, VARIABLES 1, 
VARIABLES 2, and OUWUT CALLS. 
the  SINDA Users ~ a n u a ~ ~ *  
routines a re  concerned may be of pa r t i cu la r  i n t e re s t .  
6.2.2.1 EXECUTION Operations Block 
These operations blocks a r e  described i n  
but t h e i r  r o l e  insofar  as t he  numerical solut ion 
The EXECUTION operations block provides tkuser considerable 
f l e x i b i l i t y  i n  the use of SINDA c a l l s  and FgRTRAN operations. 
of S1NI)A calls and FgRTRAN operations are innumerable s ince the user is  
ac tua l ly  programing, 
VAKIABLES 2-and $!JUTPUT W L S  are performed each i t e r a t i o n  o r  on the  output 
call  interval .  
u t i l i z e s  and generates non-changing constants, the  operation should be 
placed i n  t h e  FXECUTION block (pr ior  t o  the numerical solut ion call) so 
t ha t  it w i l l  be performed only once and thus eliminate repe t i t ious  non- 
changing calculations.  
i n  the EXECUTION operations block. Note, however tha t  a constant impressed 
Combinations 
Now a l l  ins t ruc t ions  contained i n  the VARIABLES 1, 
Thus, i f  an operation being performed i n  VARIABLES 1 
Operations of t h i s  type are conveniently performed 
source should be placed i n  the  optional source data block f o r  SINDA and 
VARIABLES 1 block f o r  CINDA-3G. 
6.2.2.2 VARI-ABLES 1 Operations Block 
The VARIABLES 1 operations block provides the  user with a 
means of specifying at a point i n  the computational sequence, as shown i n  
Figure 6.2-1, the evaluation of nonlinear network elements, coef f ic ien ts  
and boundary values not considered by the  various mnemonic codes u t i l i z e d  
for node, conductor and source data. It is seen from Figure 6.2-1 tha t  
VARIABLES 1 operations occur j u s t  p r io r  t o  entering the  numerical solut ion 
phase i n  order t o  def ine the  network completely. 
6.2.2.3 VARIABLES 2 Operations Block 
VARIABLES 2 operations are post-solution operations i n  contrast  
t o  t he  VARIABLES 1 operations which are pre-solution operations as shown 
in Figure 6.2-1. 
the  charac te r i s t ics  of t h e  numerical solut ion and make corrections.  For 
example, the  heat flow from one node t o  another can be evaluated o r  a 
temperature(s) determined without material phase change can be corrected 
t o  account f o r  the  phase change by using the VARIABLES 2 operations block. 
VARIABLES 2 provides the  user with a means to  examine 
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6.2.2',4 O U P U T  CALL Operations Blc;ck 
I 
The OuTpeTT CALL operations block provides the user with a means of 
calling a ~ y  desired subroutine with the  operation performed on the  output 
interval .  In addition to various subroutines €or pr int ing output, severs1 
plot t ing subrclutines are a ~ a i l a b l e . ~  ' 
5.2.3 Control Constants 
Control constants number forty-nine and have alphanumeric names. 
Conttol constant values are communicated through program common t o  spec i f i c  
su3routines which requi re  them, Whencves possible, control constant values 
not  specif ied are set in te rna l ly  t o  acceptable values. 
t r o l  constant value is not specif ied,  an appropriate e r r o r  message is prislted 
and the program terminated, 
employs a number of control  constants which f a l l  under the  categories as: 
(1) user specified; (2) optional ly  user specified; (3) in te rna l ly  set by 
program; and ( 4 )  dummy. These control  constants are l i s t e d  alphabetically 
with a br ief  description of each i n  Section 6.2.3.1 followed by a de ta i led  
description of user specif ied control  constants i n  Section 6.2.3.2; 
~ a l u e s  cf rhese control coastants th-zt must be specif ied o r  are optioiially 
specified f o r  each SINDA numcrical solution routine are indicated i n  
Table 6.2-5. 
discussion of each SINDA numerical solut ion routine. 
I f  a required con- 
Each of the  SP?JIIA numerical solution routines 
nomind. 
I 
Specification of these control constants is detai led under the  
6.2.3.1 Alphabetical Lis t ing and Brief Description of Control Constants 
ARLXCA (control constant 19) 
Maximum ar i thmetic  node relaxation temperature change allowed 
between i t e r a t ions ;  
Specification is required f o r  the implici t  and steady state 
routines (except C1NI)SM) and i f  not specif ied an e r ro r  
message is  printed i f  the  number of arithmetic nodes i s  greater  
than zero, Specification is not required for  exp l i c i t  rou,tines 
and i f  not specif ied,  ARLXCA is set t o  l.E+8. 
t h i s  check occurs a f t e r  each i t e r a t ion .  
ARZXCC (control constant 30) 
?faximum arithmetic node relaxation temperature change calculated 
by program; ARLXCC - < ARLXCA check is made. 
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C S G m x  
(control constant 11) 
Maxiram arithmetic node temperature change allowed between 
tPme s teps  for t r ans i en t  routines; 
specif ied number of i t e ra t ions .  
t o  be - < 0.0, A'DPCA is set t o  l.E+8. 
(control constant 15) 
the  check occurs a f t e r  the 
I f  not  specif ied o r  i f  specif ied 
Maximum ar i thmetic  temperature change calculated by program; 
ARMPCC - < ATMPCA check i s  made. 
(control constant 1 2 )  
Bzckup switch t h a t  i s  checked a f t e r  VARIABLES 1 and VARIABLES 2 
calls. In i c i a l i zed  a t  zero. I f  specif ied t o  be non-zero, t he  
completed time s t ep  is erased and repeated. 
(control cons tan t 33) 
A user specif ied system energy balance to  be maintained; 
control constant is presently used only i n  CINDSM. 
specified,  an e r ro r  message w i l l  be printed.  
t h i s  
I f  not 
(control constant 4 )  
Time s tep  f ac to r  f o r  exp l i c i t  rout ines  except CNFAST. 
specif ied o r  i f  Specified to  be less than 1.0, CSGFAC is set 
in te rna l ly  t o  1.0. 
(control constant 23) 
I f  not 
kximum value of Ci/C Gij; 
the  thermal network and is calculated only by the output sub- 
routines,  CSGDMP and RCDUMP. 
t h i s  value a ids  i n  the checkout of 
CSGMIN (control constazzt 17)  
Minimum value of Ci/C Gij; 
computational time s t e p  f o r  exp l i c i t  methods of solution. 
If CSGMIN is calculated t o  be 20.0, an e r ro r  message is printed.  
t h i s  value is used t o  l i m i t  the  









(control constant 24) 
Allowable xmge between CSGMIN and CSGMAX: 
is not present ly  used but is includsd f o r  fu tu re  considerations. 
(control constant 9) 
t h i s  control. constant 
Ari tbet ic-node damping f ac to r  f o r  a l l  numerical solut ion routines;  
if net specified,  o r  i f  specif ied t o  be C 0.0, DAMPA is set t o  1.0. 
(Refer t o  equation 6.2-6,) 
- 
(control constant 10) 
Diffusion node damping f ac to r  f o r  impl ic i t  and steady state routines;  
if not  specif ied o r  is  specif ied t o  be 5 0.0, DAVD is set t o  1.0. 
(Refer t o  equation 6.2-20.) 
(control constant 26) 
Maximum diffusion node relaxat ion temperature change allowed between 
i t e r a t i o n s  f o r  i m p l i c i t  and steady state routines;  t h i s  check occurs 
after each i t e r a t ion .  I f  n o t  specif ied an e r ro r  message w i l l  be 
pr inted when the  number of diffusion nodes is  grea te r  than zero. 
(control constant 27) 
Maximum diffusion node relaxation temperature change calculated by 
t h e  program; DRLXCA - < DRLXCC check is made. 
(control constant 8 )  
Maximum t i m e  s tep  allowed; a p p l i e s  t o  t rans ien t  routines. I f  
not  specif ied o r  i f  specified to  be - < 0.0, DTIMEH is set to  
1; E-8. 
(control constant 22) 
Specified t i m e  s tep  f o r  implici t  solut ions;  
a~ e r ro r  message w i l l  be printed and the "run" terminated. 
(control cons tan t 2 1) 
Minimum t i m e  s tep  allowed f o r  e x p l i c i t  routines.  
i f  not specif ied,  
I f  not specif ied 
f o r  CNFAST, an er ror  message w i l l  be printed and the  "run" 
terminated. If DTIMEU is less than DTIMEL the  routines w i l l  
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' I  tezmhate w i t h  an  e r r o r  message, except f o r  CNFAST which w i l l  
do 2 steady state solut ion on the  offending node. 
routines DTIMEL is  i n i t i a r i y s e t  at  0.0 in te rna l ly .  
For all. 
DTIMEU (control constant 2 )  
Contains time s tep  used in computational procedure. 
DTMPCA . (control constant 6 )  
Maximum di f fus ion  node temperature change allowed between 
time s teps  f o r  t r ans i en t  routines. 
specif ied t o  be - < 0.0, D I M P C A i s  set t o  1.E-t.8. 
If no t  specif ied o r  if 
DTMPCC (control  constant 15) 
Xaximum d i f fus ion  node temperature change calculated by program; 
DTMPCA - c DTMPCC check is made. 
ENGBAL (control constant 32)  
Calculated energy b a l m c e  of t he  system; 
i n  CINDSM. 
LAXFAC (control constant 4 9 )  
presently used only 
) 
Specified number of i t e r a t i o n s  t o  be performed on a l inear ized  
system with no updating of elements during a set of LAXFAC itera- 
tions f o r  CINDSM only; i f  not specif ied,  an e r ro r  message is 
pr inted and the  "run" terminated. 
LINECT .(control constant 2 8 )  
A l i n e  counter locat ion f o r  program output ( integer) .  
Ld(bPCT (control constant 20) 
Contains number of i t e r a t ions  performed ( integer) .  
HlllCbpY (control constant 34)  
Contains t he  no copy switch f o r  matrix users.  
(control cons tan t 5 ) 
Number of specif ied i t e r a t i o n  loops. Must be Specified f o r  tne 
steady state and implici t  routines;  
NLlllflP 
i f  not specif ied,  an 
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e r r o r  message is p r h t e d  and t h e  "run" is terminated. 
spec i f ica t ion  €on: solut io2 of the arithmetic nodes in t h e  
explicit routines;  
Optional 
is not  specified,  NL@P is set t o  in teger  1, 
~PEXTR (control constant 7) 
Output each i t e r a t i o n  i f  $PEXTR is specif ied t o  be non-zero; 
not specif ied,  dPEITR is set at zero. 
off during a run, 
i f  
May be switched on and 
@UTPUT (control constant 18) 
Time interval for ac t iva t ing  Q5UTPUT CALLS of t rans ien t  routines;  
if not  specif ied,  e r ro r  message is printed and the  "run" terminated. 
May be addressed by user and modified during a run i n  VARIABLES 2. 
Can be  used in steady state routines f o r  a series of steady state 
solut ions.  
PAGECT (control constant 29) 
A page counter location f o r  program output ( integer) .  
TIMEM (control constant 143 
TW-EG + TIMEN_ 
2.0 Mean time f o r  a computation in te rva l ;  TIME34 = 
TLMEN (control constant 1) 
New time a t  the  end of the  computational in te rva l .  
TIMEN = TINE0 + DTIMEU. 
TLMENI) (control constant 3) 
Probleni s top  time for t rans ien t  analysis.  
all routines;  
terminated. 
a run. 
Must be > TIME@ f a r  
i f  not, an error message is printed and "run" 
Hay be addressed by t h e  user and modified during 
T W $  (control constant 13) 
Old time a t  t h e  start: of t h e  computational in te rva l .  
used as t he  problem start time and may be  negative; 
specif ied,  TL?fE@ is set a t  zero. 
Also 
i f  no t  
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ITEST, JTEST, =EST, LTEST, PjITEST (control constants 39, 40, 41, 42 
and 43, respectively) 
Conta.in dummy in teger  constants. 
RTEST, STEST, TTEST, UTEST, VTEST (control constants 44, 45,  46, 47, 
and 48, respectively) 
Contain dummy f loa t ing  point constants. 
(Control constant 31) 
Problem type indicator ,  0 = THERMAL SPCS, 1 = THERMAL LPCS, 
2 = GENERAL. 
(Control constant 35) 
Contains relative node number of CSGMIN. 
(Control constant 36) 
Contains relative node number of D W C C .  
(Control constznt 37) 
Contains relative node number of AWECC. 
(Control constant 38) 
Contains relative node number of ATMPCC. 
6.2.3.2 User Specified and Optionally User Specified Control Constants 
The avai lab l i ty -of  control  constants which must be specif ied o r  
which can optionally be spec i f ied  provides the user with considerable 
f l e x i b i l i t y  t o  al ter the  computational criteria and hence the  calculated 
temperatures. On the  o ther  hand, t h i s  f l e x i b i l i t y  presents t he  user with 
the  problem of imputting control  constant values i f  the  nominal values are 
not sui table .  
on control  constant values based on ra ther  l imited da ta  presently avai lable ,  
but i t  should be recognized that su i t ab le  values t o  be used are dependent 
011 the problem t o  be solved and often a trade-off must be made between 
An attempt w i l l  be made here to  provide some guidelines 
accuracy and computational time, This normally can be Dbtained only 
through the use of the numerical solution routines,  
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ARLXCA (Allowable - Arithmetic Node'Relaxafioxi'T&m$erature Change) 
This cont ro l  cocstant must be specif ied Tor the  i m p l i c i t  rout ines  
i f  any ar i thmetic  node is present and f o r  t h e  steady state rout ines  except 
CLTJDSM. For t h e  e x p l i c i t  solution routines,  ARLXCA may be opt ional ly  
specified; 
a m.ximum temperature change convergence c r i t e r i o n  f o r  the  arithmetic nodes; 
i f  not specif ied M n C A  is set t o  1.E+8. ARLXCA represents 
ABLXCA is checked each iterative step.  It is used in conjunction with 
control constant NLO(dp. 
iterative s t e p  terminates the  arithmetic node temperatures calculat ion f o r  
tha t  time-step with computation proceeding on t o  the  next one. Typically, 
an ARUCA value is 0.01, but its value is  dependent upon the  magnitude of 
expected-temperatures. 
temperatures i n  t h e  hundreds. 
seventh d i g i t  accuracy. 
an ARLXCA value < .0001 w i l l  always r e s u l t  in  NL(d@P i t e r a t i o n s  being 
Sat isfact ion of e i t h e r  NL@@P o r  ARLXCA during any 
The 0.01 value tries f o r  5th d i g i t  accuracy f o r  
An ARLXCA value of 0.0001 would t r y  f o r  
Since the  computer w i l l  not y ie ld  8 d i g i t  accuracy, 
performed. 
ATMPCA (Allowable A r i t h m e t i c  Node Temperature Change) 
This control  constant may be optionally specif ied by t h e  user f o r  
the  impl ic i t  rout ines  a d  f o r  the  e x p l i c i t  routines except CNFAST. 
specified,  ATMPCA is in te rna l ly  set at l.E+8. ATMPCA represents an 
I f  not 
allowable arithmetic-node temperature change c r i t e r ion  between one time- 
s tep  and another with the  calculated temperature change stored i n  control 
constant ATMPCC. I f  t h e  maximum arithmetic-node temperature change is  
greater  than ATMPCA, t h e  time-step, A t ,  is  shortened to ,  
At = .95 * A t  (ATMPCA/AWCC) 
and the arithmetic-node and diffusion-node temperatures re-set t o  former 
values. 
Specification of ATMPCA prevents a rapid temperature change between time- 
s teps  w i t h  t he  value t o  be specif ied dependent upon the  problem. Thus, the  
user should estimate the  number of time-steps and the  range of t he  tempera- 
The computational procedure is repeated with the  smaller time-step. 
ture t o  arrive at  a reasonable value. 
problems an ATMPCA of about 10°F is typical.  
For typ ica l  spacecraft-type thermal 
6 - 17 
BACKUP (Backup Switch) -
Control constant BAC-KUP provides the  SINDA user with t h e  means 
to  u t i l i z e  any thermal numerical solut ion subroutine as a predictor  program. 
A l l  of t he  numerical solut ion subroutines set control  constant BACKUP 
to  zero, j u s t  p r io r  t o  the call on VARIABLES 2. 
re turn from VARIABLES 2. a nonzero check on BACKUP is  made. If BACKUP is 
nonzero, a l l  temperature calculat ions f o r  the  j u s t  completed time-step 
are eliminated, t he  old temperatures (temperatures calculated a t  t h e  
previous the - s t ep )  are placed in the  temperature locat ions and t h e  
control  is routed to  ttze start of t h e  computational sequence. 
Then immediately after the  
It should be noted. that  the  user must provide the  necessary 
check and c r i t e r ion  i n  VARIABLES 2 i f  the  i t e r a t ion  is t o  be repeated. 
Thus, i f  the i t e r a t i o n  i s  t o  be repeated, BACKUP must be nonzero and a 
c r i t e r ion  tha t  can 3e m e t  i n  subsequent passes established. 
c r i t e r ion  may require  the  correction of a parameter used by the  network 
solution. Further, i f  o ther  calls in VARIABLES 2 are not t o  be performed 
FgRTRAN 
For example, the 
instruct ions must be generated t o  bypass these calls. 
It should be note4 tha t  BACKUP is  sometimes checked a f t e r  ") 
VARIABLES 1. 
BACKUP check after VARIABLES 1 is planned f o r  fu ture  additions of spec ia l  
boundary calculation subroutines . 
However, f o r  t he  present t h i s  use should be ignored since 
BALENG (User: Specified System Energy BalanceJ 
This control  constant is presently used i n  t h e  steady s ta te  
routine CINDSM but not in t he  other  SINDA numerical solut ion routines,  
BALENS must be specified,  otherwise the  "run" is terminated with an 
e r ro r  message printout;  t h e  value of BALENG is a c r i t e r ion  tha t  represents 
an acceptable ne t  energy balance (energy i n  minus energy out) of t h e  system 
3x1 the  calculation of steady state temperatures. 
depends upon t h e  magnitude of system energy under consideration. 
guideline 112% of the  t o t a l  energy in to  the system (including heat flow 
from the  boundary) is a reasonable value. 
CSGFAC (Time S t e p  'Factor) 
A value f o r  BALENG 
A s  a 
This control constant may be optionally specif ied by the  user 
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for t he  e x p l i c i t  rout ines  except CHFAST m d  it provides t h e  user  with some 
control on t h e  compute t ime-step as indicated i n  Section 6 . 2 . 4 .  I f  CSGFAC 
is not specif ied o r  is specif ied t o  be  less than one by the  user,  i t  is 
in te rna l ly  set a t  1.0. For strbroutines CNF'RWD and CNFRI)L which are con- 
d i t iona l ly  s t a b l e  CSGFAC is a divisor;  
is used to obtain higher accuracy. For subroutines CNEXPN, CNDUFR and 
CNQUIK, which are unconditionally s t ab le ,  CSGFAC is a mul t ip l ie r  ( re fer  t o  
page 6-24);  
computational time. 
than one is not  allowed f o r  CNEXPN, CNDUFR and CNQUIK? The reason f o r  
t h i s  is tha t  it is more accurate t o  use CNFRWD (or CNFKDL) i f  a smaller 
a value of CSGFAC grea te r  than one 
a value of CSGFAC greater  than one is  used t o  decrease t h e  
A question may be raised, why a value of CSGFAC l e e s  
time-step than t h e  one associated with CSGFAC equal t o  one is  desired. 
DAMPA (Damping Factor f o r  Arithmetic Nodes) 
Th'is control  constant may be opt ional ly  specif ied f o r  a l l  of the  
SINU numerical solut ion routines; 
- < 0.0, DAMPA is  set t o  1.0. 
i f  not specif ied,  of i f  specif ied t o  be 
In t h e  development of the  f i n i t e  difference 
expressions as reported i n  technical  l i t e r a t u r e ,  l i t t l e  ( i f  any) mention is 
=de about t he  so-called dmping fac tor .  The damping f ac to r  does nothing 
more than t o  allow a ce r t a in  f rac t ion  (1.0 - DAMPA) of the  "old" temperature 
(temperature at  the  previous time-step o r  i t e r a t i o n )  to be included as pa r t  
of t h e  temperature change €or the  current  time-step o r  i t e r a t ion .  The 
value to be used is dependent upon t h e  problem and t o  some extent upon the  
routine. 
has been used with CINDSL f o r  a thermal radiation-dominated problem. 
general, a choice f o r  DAMPA becomes a t r ia l  and e r r o r  procedure. 
used only with arithmetic nodes ( re fer  t o  equation 6.2-6) .  
m?€PZ) (Diffusion Node Damping Factor) 
Typically, a value of 0.6  is used but a value as small as 0.01 
In  
DAMPA is  
This control  constant may be  opt ional ly  specif ied f o r  t he  impl ic i t  
and steady state routines;  
DAMPD is set t o  1.0. 
i f  not specif ied o r  i f  specif ied t o  b e  5 0.0, 
DAMPD serves the  same purpose f o r  t he  d i f fus ion  nodes 
as DAMPA provides f o r  the  arithmetic nodes ( r e fe r  t o  equation 6.2-21) ,  
DRIWCCA (Allowable Diffusion-Node Relaxation Temperature Change) 
This control  constant must be specif ied f o r  t he  impl ic i t  rout ines  
and f o r  the  steady state rout ines  except CINDSM. DRLXCA serves t h e  same 
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p-zrpose for  the diffusion-nodes as control constant A W C A  Goes f o r  t he  
arithmetic nodes. 
D W a .  
tbt it provides greater computational f l ex ib i l i t y ,  
t 
Thus, t h e  discussion 811 PJ?LXCA equally holds true f o r  
The reason €or t h i s  is Im: may be asked, why A R I X A  and DIUXCA? 
D r n E  Cp.faxhnm Time-Step., Allowed) 
This control  constant m y  be  opt ional ly  spec i f ied  €or t h e  e x p l i c i t  
and t h e  G p l i c f t  routines.  
durbg the  computational process. 
sh@e large and a s ing le  small computational time-step during an output in te rna l  
by specifying DT3cEEIEH as a f r ac t ion  of t he  output in te rva l .  
specs i ed ,  DTIMESis  set t o  1.OE+8. 
DT3BEI 
D'IIIKITSI represents t he  maximum tine-step allowed 
One use of DTIMEH is t h e  prevention of a 
If DTINEH is not  
(Specffied Time-Step for Implicit  Routines) 
This cont ro l  constant must be specif ied f o r  the  implici t  rout ines  
a d  is not used by the  other  routines. I f  not  specif ied,  the  "run" tera ina tes  
with an error  message p r b t o u t .  
is a rb i t r a iy ,  but t h e  governing c r i t e r i o n  should be m i n b m  computational 
t h e  +*th sa t i s f ac to ry  temperature accuracy. 
be specif ied in conjunction with control  constant NL$@P which represents  the  
maxhtm plumber of computational i t e r a t i o n s  allowed during each time-ste2. Since 
each i t e r a t i v e  calculat ion is es sen t i a l ly  equivalent t o  a time-step calcula- 
t ion,  DTIMEI should be normally grea ter  than WL@@P*CSGMIN, where CSGNIN is  
the t h e - s t e p  used i n  t h e  e x p l i c i t  routines. If savings i n  computational 
tints cannot be m e t  with t h e  s a m e  accuracy by using the impl ic i t  routines,  
it 3s more reasonable t o  use t h e  exp l i c i t  routines. 
DTIHEL @in%num Time-Step Allowed) 
DTIMEI represents a specif ied time-step and 
1 This neans t h a t  DTPZI should 
This cont ro l  constant must be specif ied f o r  subroutine CNFAST and 
is optional €or o the r  e x p l i c i t  solut ion routines. 
CNFAST, the  "run" terminates with an e r ro r  message pr intout .  
seas  t he  minimMt time-step allowed; 
CIVP&ST, i f  t he  calculated time-step is less than DTIMEL, t he  "run" terminates 
with an er ror  message printout.  
If not specif ied for 
DTIMEL repre- 
f o r  a l l  the  e x p l i c i t  rout ines  except 
For subroutine CNFAST, if t h e  calculated 
tbe - s t ep  of any node, as expressed by Ci/CG 
i j  
t h  DTIIMEL, t he  temperature of t he  nodes not sa t i s fy ing  DTIMEL are calculated 
and stored in CSGMIN, is less 
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using the steady state equations without computational i t e r a t i o n s  
(refer  t o  Section 6.3.3 f o r  d e t a i l s  on rke CNFAST routine). 
pose of th i s  control  constant for GN3'kxS% is t o  shorten the comptttational 
time; 
diffusion nodes w i l l  receive the  steady state equations without itera 
As a result, t he  temperature inzccuracies can be  expected t o  be  lzrge.  
DTMBCA 
The pur- 
t h e  danger i n  its use is t h a t  with a l a rge  DTLPIEI, a l a rge  number of 
(Allowable Diffusion Uode Temperature Ghanp,e) 
This control  eonstznt may be  opt ional ly  specif ied by t h e  user for 
the  impl ic i t  rout ines  and f o r  t h e  exp l i c i t  rout ines  except CNFAST. DTMPCA 
represents a diffusion-node temperature change c r i t e r ion  between one time- 
step and another. 
stored in D'IWPCC is g rea t e r  than DTMPCA, the  time-step is shortened to ,  
I f  the ~tlaxFmum diffusion-node teniperature change which is  
At = .95 * A t  (DTMl?CA/DTMPCC) 
and t he  difhsion-node and a r i the t i c -node  tmpera tures  re-set t o  f O r m e r  
values, 
step. 
constant DRYTCA provides the  ari thmetic nodes. 
LtXGAi: 
me computational procedure is repeated with the  smaller time- 
D W G A  serves t h e  same purpose f o r  t he  d'iffusion nodes as control  
(Number of I t e r a t ions  f o r  Linearized Lumped Parameter System) 
LAXFAC is  used only in the  steady state rout ine CINDSM and repre- 
sents  the number of i t e r a t i o n s  t o  be performed on a linear lwnped parameter 
system w i t h  no updatirzg of elements during a set of LAXFAC i t e r a t ions .  The 
system elements are re-evaluated f o r  t he  new set of temperatures and i n  
turn temperatures are recalculated f o r  another set of LAXFAC i t e r a t i o n s  
with a more severe relaxat ion c r i te r ion .  The number of i t e r a t i o n s  w i l l  not 
exceed control  constant NLeW which represents the  t o t a l  nuuber of itera- 
tions. NL@@P will not  b e  m e t  oiily i f  re laxat ion criteria are m e t  during an 
iterative loop and between iterative loops and i f  t he  system energy balance 
88 stored in 3ALmG is s a t i s f i e d  (refer to  Section 6.5.3 f o r  d e t a i l s ) .  
r n $ P  (Number of I t e r a t i o n  Loops) 
This control  constant must be specif led f o r  t h e  impl ic i t  and t h e  
steady state routines;  
e r ro r  message printout.  
routines since it is used f o r  the  arithmetic nodes; 
is set to  1- 
i f  not specif ied,  the  "run" terninates  with an 
NL@%P may be  opt ional ly  specif ied f o r  t he  exp l i c i t  
i f  not  specif ied,  NL&lP 
The value of NL@(bP t o  b e  used depends upon the problem 
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t o  be solved. 
equal t o  several  hundred, whereas f o r  a t rans ien t  problem t h e  implici t  
routines NL#@ should be specif ied as discussed f o r  control  constant 
DTIMEI. 
a su i t ab le  value of NL@@P. 
For a steady state problem it  is  not  unususl t o  have NL#@P 
', 
In general, a tr ial  and e r r o r  procedure is required t o  arrive a t  
OUTPUT (Time In t e rva l  f o r  Activating $UTPUT CALLS) 
. This control  constant must be specif ied for a l l  numerical solut ion 
routines except steady state rout ines  s ince  the  f i r s t  t h e - s t e p  used is 
generally set EO Q)UTPUT. The inpPtt value is l e f t  t o  the  judgment of t he  
user. Normally, t h e  output interval is gauged by the  length of t he  run and 
the expected temperature response charac te r i s t ics .  
the  output i n t e rva l  l i e s  between CSGMIN and CSGMAX, with @JTPUT being 
several times l a rge r  than CSGMIN. 
obtained from the output subroutines CSGDMP and RCDUMP. 9 Stabrorttines 
CSGDMP and RCDUMP are designed t o  a i d  i n  the  checkout of thermal problem 
data decks and should be used before making a t rans ien t  computer run. 
As a "rule-of-thumb" 
The values of CSGMIN and CSGMAX can be 
TIMEND (Problem Stop Time)  
The use of this control  constant is self-explznatory. For the  
subroutines as they are present ly  coded, TIMEND must be specif ied 8 s  l a rge r  
than TIMI@, otherwise an e r r o r  message is pr inted and the  
For the exp l i c i t  routines,  i f  TIMEND is not la rger  than TINE# a time-step 
of zero w i l l  r e s u l t  and the  "TIME STEP TOO SMALL" e r r o r  message w i l l  be 
printed. The impl ic i t  rout ines  w i l l  p r i n t  the  errcir message, "TRANSIENT 
TIME NOT SPECIFIED." 
criteria,but the run is not to be terminated, t h i s  can be accommodated by 
se t t i ng  TIMEND=TIME@ when t h e  criteria is m e t .  
TIME# 
"run" terminated. 
I f  a solut ion is  t o  be terminated by t h e  use of a 
(llO1d" Time o r  Problem S ta r t  Time) 
This cont ro l  constant represents t he  "old" time o r  the  problem 
start time f o r  t h e  t rans ien t  routines.  
0.0. 
set t o  negative. 
If not  specif ied,  TIMEgl is set t o  
An important consideration in  the use of TIME@ is t h a t  TIME@ may be  
6.2.4 Time-Step Calculations 
Each numerical solut ion routine requires  the  use of a t h e - s t e p  
that depends upon many considerations, such as the  output interval, the  end 
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of t h e  problem t h e ,  the s t a b i l i t y  c r i t e r i o n  for e x p l i c i t  routines,  etc. 
In s p i t e  of t he  unique solut ion procedure of each of t he  numerical so lu t ion-  
routines,  t h e  overa l l  time-step calculat ion procedure f o r  the  t rans ien t  
routines i s  e s sen t i a l ly  ident ical ,  The numerous time-step checks, as w e 3 1  
as the  se lec t ion  of the time-step, are indicated below (for  def in i t ion  of 
control  constants r e f e r  to Section 6.2.3): 
(1) Check t h a t  elapsed time, t, does not  exceed problem end the .  
If: TIME@ + 0UTPUT > TIMEND 
Set: 0UTPUT = TIMEM) - TIME@ 
TDB@ is the  o ld  time 
@JTPUT is the output time in t e rva l  
TIMEND is the problem stop time 
(2) Set i n i t i a l  time-step, A t ,  which i s  s tored i n  DTIMEU (control 
constant f o r  time-step). The in i t ia l  time s t ep  f o r  t he  SIHRA 







EXPLICIT W A S T  
IMPLICIT (%BACK 
IMPLICIT W h B K  






DTIMEL (minimum time-step allowed) 







If :  
Set: 
If :  
IMPLICIT WARB DTIMEI 
A t  (stored in DTIMEU) against  maximum allowable time-step. 
DTIMEU > DTIMEH 
DTIMEU = DTIMEH 
sum of elapsed rime since last printout,  TSUM, and the- 
DTIMEU, against  @UTPUT. 
TSUM 4- DTIMEU > @UTPUT 
A t  =: QlllTPUT - TSUM 
TSUM i- A t  < @UTPUT 
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and if :  TSUM + 2@r) 3 %UTPUT 
Set: A t  1 /2  (OUTPUT - TSUM) 
( 5 )  Store 
(6) Check DTIMPU against  rzinimcrm allowable time-step. 
If: DTIMEU < D T W L  
Result: An error message is printed and the "run" terminated 
except f o r  CNFAST, CNBACX, CNn4EK and CNVARB. 
(7) Set new time (TIMEN) 
Set: T W  = TPRINT + TSTJM + At 
TPRINT is t h e  time of t he  l as t  pr intout .  
TSUM is t he  time from the  last pr intout .  
(8) S e t  mean time (TIMEM) 
Set: TINEM = i / 2  (TIMEN + TIME$> 
( 9 )  Calculate (or specify) time-step, 
The calculated (or specif ied)  tine-step fo r  the SIXDA numerical 
rout ines  is as follows: 



















0.95 * CSGMIN/CSGFAC 
0.95 * CSGMIN/CSGFAC 
0.95 * CSGMIN * CSGFAC 
0.95 * CSGMIN * CSGFAC 
0.95 * CSGMIN * CSGFAC 




CSGMIN = Ci/CG 
where: Ci is the capacitance of the i t h  node 
(minimum value, i = 1,2,. . .,NND) i3 
G 
is t h e  time-step f ac to r  (see above). 
is the conductance from node i t o  node j 
53 
CSGFAC 
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(10) It should be recogdzed tb t  individual rout ines  may have s l i g h t  
var ia t ions  t o  the  time-step calculations.  
6.2.5 Computation of Temperatures 
The ac tua l  calculation of temperatures, be i t  f o r  diffusion nodes 
o r  f o r  arithmetic nodes, reprasents the  end result of a long computational 
procedure with many checks and criteria. Nevertheless, i f  one confines the  
-discussion to the D8 loops of nodal types, a ra ther  compact but general 
More d e t a i l s  are presented i n  t h e  computational pat tern becones apparent. 
individual sect ions describing each numerical solut ion routine. (Sections 
6"3 - 5.5) 
6.2.5.1 ~ Trausient Expl ic i t  Routines 
For t he  exp l i c i t  routines the  diffusion and arithmetic nodes a r e  
Diffusion-node temperatures are calculated exp l i c i t l y ,  t reated separately.  
whereas the  arithmetic-node temperatures are computed implici t ly .  
means t h a t  a t  each time-step an iterative loop is set-up f o r  t h e  ar i thmetic  
nodes; 
- Diffusion-Xode Tmperatures  
This 
none is required fo r  the  diffusion nodes. 
Calculation of the  diffusion-node temperatures follows the  
VARIABLES 1 ~"2.4; 
D@-L@@P (I = 1, NND) on the diffusion nodes is established. 
t h e  comptat ional  pat tern is: 
The functions associated with the  var iab le  capacitance Ci, the  
i j  
var iab le  impressed source q , and the  var iab le  coef f ic ien ts  Gk (a 
f o r  conduction and ab f o r  radiat ion) ,  between diffusion-diffusion 
and diffusion-arithmetic nodes are updated a t  the  beginning of each 
time-step. These functional types are described i n  Section 6.2.1.2 
and the  computational pattern is  indicated in  the  flow char t  of 
Figure 6.2-3. 
i 
i S  
Using the  updated Ci, qi and Gk, the  branch heat flow sum, Qsi, 
and conductance sum X , are calculated ( r e fe r  f o r  example t o  flow 
char t  of Figure 6.3-1). 
i 
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5* 
Obtain type, array and 
Evaluate second function 
* Variable capacitance (ci), 
impressed source (qi), or 
variable coefficient (ek). 
Figure 6.2-3. Evaluation of Nonlinear Capacitance, 
Source or Conductance 
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P 
j=l Gi j , n  0 j , n  - Ti,n) + *i,n 
P xi = c 
3-1 
where P "  
G 
i j  rn 
(6.2-1) 
(6.2-2) 
t o t a l  number of nodes; 
opt ional ly  specif ied ( re fer  t o  Table 6.2-1 - 6.2-4) 
a + o b  
n = t b e - s t e p  o ld  
+ T  1 2 2 'Tj + Ti,n)(Tj,n i , n  ,n i j ,n  rn 
P 
i=l 
is computed and t h e  smallest value 
i j  ,n 
S t a b i l i t y  c r i t e r i o n  Ci/ C G 
is s tored in cont ro l  constant CSGMIN. 
sessage is printed and the  "run" terminated. 
I f  CSGMIN 5 O . O y  an e r r o r  
Diffusion-node temperatures are calculated by usir,g the  appropriate 
f i n i t e  difference expression associated with each 
routine. These rout ines  and algorithms are iden t i f i ed  as: 
CNFRID and CNFmL (Section 6.3.1), uses standard forward- 
difference algorithm. 
ClS'JiST (Sectlor? 6.3.21, uses a modified CE@RWD computatioaai 
procedure t o  decrease the  computational t i m e .  
CNEWN (Section 6.3.3), uses the  exponential predict ion method. 
CNDUFR (section 6.3.4), uses DuFort-Frankel method. 
CNQUIK (Section 6.3.5), uses half  DuFort-Frankel and half  
exponential prediction metnod. 
Symbolically, t he  expression f o r  the diffusion-node temperatures may 
be written as, 
A t  Qsi 
= T  + Ti,n+l i , n  ci (6.2-3) 
Except f o r  CNFAST the  maximum diffusion-node temperature change 
which is s tored i n  DTMPCC is checked against  t he  allowable diffusion node 
temperature change which may b e  specif ied by the  user via t he  control  
constant DTMPCA ( i f  no t  specif ied DTMPCA = 1.0E-l-8). I f  DTMPCA is not  
s a t i s f i ed ,  the time-step is  decreased to ,  
A t  = .95 * A t  (DTMPCA/DTMPCC) 
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and a11 temperatures re-set t o  f o m e r  values. 
53 repeated with t h e  smaller time-step. 
recalculation of diffusion-node temperatures. 
The computational procedure 
) CXE'AST does not  allow f o r  t he  
Calculation of t h e  arithmetic-node temperatures always follows the  
computation of t h e  diffusion-node temperatures and uses "successive point" 
i t e r a t ion .  The computational pa t te rn  is as follows: 
Arithmetic-node damping f ac to r s  DN and DD are established. 
DN = DAMPA (optionally specif ied user constant, i f  not  specif ied 
DAMPA = 1.0; 
change) 
f a c t o r  for the  current time-step temperature 
DD = 1.0 - DN ( fac tor  t h a t  allows a certain f r ac t ion  of t h e  "old" 
temperature t o  be  included as pa r t  of t h e  temperature change 
f o r  t h e  current  time-step) 
I 
Iterative D@-L@@P (K=l,NL@@P) is  established (NL@$P is the number of 
i t e r a t i o n s  specif ied by the  user, i f  not specif ied,  NL@@P = 1). 
D@-Lsb@ (I=NND, NNI? + W) f o r  the  aritlhinetic nodes is established. ; 
Impressed source qi and coef f ic ien t  Gk (aij f o r  conduction and 
ab f o r  rad ia t ion)  are updated once f o r  each time-step. i d  
Using t h e  updated Gk and qi, t h e  branch heat  flow sum Qsi and 
the  conductance sum Xi are calculated ( r e fe r  t o  flow char t  of 
Figure 6.3-2). 
P 
Q,, = G i j , n  (Tj,k - T  i,k 1 j=1 
(6.2-4) 
(6.2-5) 
Arithmetic node temperatures are calculated f o r  each iterative loop 
by using the  following "successive point" expression, which is employed 
in a l l  of t h e  routines,  
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vhere , i = (NNTH1), (rJEW12),..., (NND + b W )  
T = constant, (NND + NNA) < j 5 p 
j ,k 
p = t o t a l  number of nodes 
= temperature a t  kth i t e r a t i o n  %.k n n 
i j  ,n (Ti,& Tfll~'(~j ,R 4- Ti,k) 
( a s k  i f  j - > i and R=HI i f  j < i) 
= a  f ab 
i j r n  i j , n  
G 
and b mean updating at  time-step, n )  
(aij ,n i j  ,n. 
qi, aij, bij = optionally specif ied (refer  t o  Tables 6.2-1 - 6.2-4) 
DN 2 DAMPA (arithmetic node damping f ac to r )  
DD = 1.0 - DN 
The max imum arithmetic-node relaxat ion temperature change is 
calculated and checked against  the allowable arithmetic-node relaxat ion 
temperature change which may be specif ied via the control  constant ARLXCA, 
This  re laxat ion convergence check is made during each iterative s t e p  calcu- 
l a t i o n  and is used i n  conjunction with control  constant NL(&8P. 
of e i t h e r  ARLXCA o r  NL&3P during any iterative s t e p  terminates the  arithmetic- 
node temperature calculat ion.  
Sa t i s fac t ion  
For each time s tep ,  except f o r  CNFAST, the  maximum arithmetic-node 
temperature change which is s tored in control  constant ATMPCC is checked 
against  t h e  allowable arithmetic-node temperature change which may be 
specif ied via t h e  control  constant ATMPCA ( i f  no t  specif ied,  ATMPCA = l.OE+8). 
If ATMPCA is not  s a t i s f i e d ,  the  time-step is decreased to ,  
At = .95*At(ATMPCA/ATMPCC) 
and a l l  temperatures re-set t o  former values. 
is repeated with the  smaller time-step. 
t i on  of arithmetlc-node temperatures, 
The computational procedure 
CNFAST does not  allow f o r  recalcula- 
6.2.5.2 Transient Impl ic i t  Routines 
Both diffusion-node and arithmetfc-node temperatures are calculated 
by "successive point" i t e r a t ion .  Although these calculat ions are performed 
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CP the  s a m e  iterative pass, d i f fus ion  node tmperattzres are evzluated on its 
e m  computational loop using a specif ied algorithm associate6 with a par t ic-  
zihr i n p l i c i t  routine. Calculation of the  arithmetic-node temperatures is 
also done on its own computational loop and is iden t i ca l  i n  a l l  t he  impl ic i t  
routines. As a matter of fact, arithmetic-node temperatures are calculated 
‘ 
in the  same manner in  a l l  t h e  SfNDA numerical solut ion routines.  U s e  of a 
separate computational loop f o r  t h e  d i f fas ion  nodes permits the  extrapolation 
of diffusion-node temperatures provided accelerat ion of convergence c r i t e r i o n  
is m e t  ( re fer  t o  Section 6.2.7). 
Diffusion-Node Temperatures 
In o r d e r - t o  f a c f i i t a t e  t h e  discussion t o  follow on the computa- 
tional procedure, it is convenient t o  examine the  forward-backward f i n i t e  
difference expression. 13 
( b .  2-7) (Ti,k+l - - ‘i A t  - Tforward -h - ’) Tbackward 
where: f3 = f ac to r  with range 0 - -  < f3 < 1/2 
I 
4 ) (6.2-9) 
P P 
Tbackward - ‘i,n * j+l C a.. q , n  (T j ,k+l  -T i,k+l O b i j  (Tj ,Hl -Tiyk+l  j =l 
i = 1,2,..*,N 
T * T  = constant, N < j 5 p 
k = kth i t e r a t i o n  within a given time-step. 
j d  j,k+l 
n = n th  t h e - s t e p ;  
a.. ,b..  = optionally specif ied (refer t o  Tables 6.2-1 -- 6.2-4) ‘iYqiy 13 1J 
Any value of 6 less than one y ie lds  an impl ic i t  set of equations 
which must be solved simultaneously. For values of f3 less than o r  equal t o  
one-blf equation (6.2-7) represents  an unconditionally s t a b l e  set of equa- 
t ions,  whereas values of f3 grea ter  than one-half y i e lds  a set of equations 
with conditional s t a b i l i t y .  
The standard impl ic i t  algorithm used i n  subroutine CNBACK follows 
d i r ec t ly  from equation (6.2-7) by l e t t i n g  B = 0, whereas the  Crank-Nicolson 
method used i n  subroutine CNFWBK follows by l e t t i n g  f3 = 1/2. Subroutine 
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CNVARB uses a var iab le  f ac to r  which is based upon the  r a t i o  of CSGMIN/DT-IXJ%; 
this r a t i o  is in t e rna l ly  calculated i n  CPND', ( re fer  t o  Section 6.4.3.2). i, 
In order to simplify the presentation, the Pollowing notat ion is used. 
For CNBACK (B = 0): 
- + c  T (6.2-10) Qi - qi ,n  i , n  i,n 
i P 
T i j , n  j , k  T + C G  
- 
j =i+l 
Qsum - %+ ' Gij ,n  j ,k+l  j 31 
P 
C a , .  - 
U ~2 - Gsum - 'i,n + j=1 
= a  + ob T3 




(!t = k, if j > i urd R = k+l, i f  j < i) - 
from i t h  node, ca l l ed  r a d i a t k n  d a p i n g  ( re fer  t o  
Section 6.2.6 for de ta i l s )  
= 0, i f  radiat ion is not present 
1 For CNFWBK (B = F)  (note equation (6.2-7) is multiplied by 2): 
- P 
2qi,n + Xi,,, TiYn + Z a (T. - T ) j=l i j , n  j , ~ k  i,n 
4 ,  
P + C ab i j , n  (T? j ,n  - Ti,n 
j=1 




G = same as equation (6.2-13) 
(41) ave 
i j  ,n 
= same as equation (6.2-14) 
For CNVARB (variable 8') (note t h a t  equation (6.2-7) is mult ipl ied by 2, 
so t h a t  8 '  = 2B now ranges, 0 B' 1.0): 
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P 
1 + C 03.. (T4 -T4 
X J , ~  j , n  i , n  
- - 
Qi - 2qi,n+ 2Ci,n Ti,n+' aij,n(Tj,n-Tt,n j=I 
P 
''I aij,n i , n  j=1 
G =: 2 E + (2.0 - 
Stnn 
G = same as equation (6.2-13) 
i j  ,n 
loss from i t h  
Section 6.2.6 
node, ca l led  radiat ion damping ( re fer  to 
f o r  d e t a i l s )  
= 0, i f  radiat ion is not  present 




B ~.O*CSGMIN/DTINEU (range allowed, 0 - < 8' - < 1.0) 
, 1 TjIn; T3,k = coI-nstant, N < j 5 p (p is the t o t a l  number of nodes) 
n = n t h  the-s tep ;  k = kth i t e r a t i o n  
Ci, qi, a.., bij = may be opt ional ly  specif ied ( re fer  t o  Tables 6.2-1 - 6.2-4) =J 
Cslculation of t he  diffusien-node temperatures follows VARIABLES 1 
call; the  computational pa t te rn  is: 
Iterative D$-L$i?$P ( lc l=l ,NLOOP) f o r  the t o t a l  nodal system is established. 
F i r s t  Iterative Loop: 
W-LOOP (I=l,NNI)) on d i f fus ion  nodes is established. 
The functions associated with the  var iab le  capacitance Ci, t he  
var iab le  impressed source qi, and the  var iab le  coef f ic ien ts  Gk (aij 
f o r  conduction and ab 
and diffusion-arithmetic nodes are updated once f o r  each time-step. 
These functional types are described i n  Section 6.2.1.2 and t h e  com- 
putat ional  pa t te rn  is indicated in  the flow chart  of Figure 6.2-3. 
f o r  radiat ion)  between diffusion-diffusion 
i j  
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AI1 knowpl quan t i t i e s  (those evaluated at time-step n) are summed and 
are iden t i f i ed  by the  symS01 Qi (e.quations 6.2-10, 6.2-15 and 6.2-17). 
CSGNIN is evaluated. 
Badiation damping is used; 
the i t h  node i s  evaluated (refer  t o  Section 6.2.6). 
For CNVARB, e’= 2.0*CSGMIN/DTlMEU is calculated.  
average radiat ion heat loss ,  (qi)ave, from 
The diffusion-node temperatures are calculated by “successive point” 
i t e r a t i o n  (actual ly  CNBACR and CNFW3K have s l i g h t l y  d i f f e ren t  f i r s t  
iterative pa t te rn  than CNVARH but the difference is no t  s ign i f icant ) .  
%,k+l DD*Ti,k + DN* [Q, - (qi)aveI/Gsum (6.2-21) 
DN RAMPD (use specif ied diffusion node damping fac tor ,  
i f  not specified,  DAMPD = 1.0) 
DD 1.0 - DN 
For CNVARB, t he  dlffusion-node relaxat ion temperature change is 
calculated; 
Second and Succeeding Iterative Loops: 
I 
maximum value is  s tored  i n  DRLXCC. 
With t h e  iterative loops after t h e  f i r s t ,  those quant i t ies  C i s  41’ and 
Gk which w e r e  updated during t h e  first i t e r a t i o n  are held constznt. 
Diffusion-node temperatures are found by using equation (6.2-21). 
The diffusion-node relaxation temperature change is calculated and the  
maximum value s tored i n  DRLXCC. 
Check of DRLXCC against  DRLXCA (allowable maximum d i f  fusion-node ‘relaxa- 
t ion temperature change) is made a f t e r  t he  arithmetic-node temperature 
calculations.  
Each t h i r d  i t e r a t ion ,  a check on solut ion convergence is made; 
vergence is occurring 
is made ( re fer  t o  Section 6.2.7). 
i f  con- 
linear extrapolation t o  accelerate convergence 
Arithmetic-Node Temperatures ( i f  any) 
During the  f i r s t  iterative loop the  impressed source qi and 
coeff ic ient  G (a  €or conduction and ab f o r  radiation) between arithmetic- 
arithmetic nodes are updated once each’time-step. On every loop, arithmetic- 
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k i j  i j  
node temperzitures 
finite difference 
are calcdated using "successive point" i t e r a t ion .  
algorithm is presented i n  Section 6.2.5.1 (equation 6.2-6). 
The 
The arithmetic-node relaxat ion temperature change is calculated 
and the maximum is s tored  in .MUXCC. 
During Each Iterative Loclp After &he F i r s t  
Both DRLXCC and &XCC are checked against  DRLXCA and ARLXCA, 
respectively,  I f  both RRLXCA and ARLXCA are sa t i s f i ed ,  the i t e r a t i o n  
ceases. 
If L%%PCT equals NL%%P t he  message "RELAXATION CRITERIA NOT MET" 
is printed, 
Both the calculated maximum diffusion-node and arithmetic-node 
temperature change (stored i n  DTMPCC and ATMPCC, respectively) are checked 
against  the corresponding allowable temperature change s tored in DTMPCA 
and ATMPCA. I f  DTMPCA is not s a t i s f i ed ,  the tisiie-step is decreased to ,  
A t  = ,95*At(DTMPCA/DTM3?CC) 
and a l l  temperatures re-set to former values. 
is repeated with t h e  smaller time-step. 
The computational procedure 
I f  ATMPCA is not  s a t i s f i e d ,  the time-step is  decreased to ,  
A t  = .95*At (AWCA/AIIMPCC) 
and a l l  temperatures re-set t o  former values. 
is repeated with t h e  smaller time-step. 
6.2.5.3 Steady S t a t e  Routines 
The computational procedure 
Diffusion nodes and arithmetic nodes are t rea ted  separately i n  
CIEJDSS and CINDSL even though from a physical standpoint a d i s t inc t ion  
between diffusion nodes (nodes with capacitance) and arithmetic nodes (nodes 
with no capacitance) doesn't exist. 
the  diffusion nodes and another set of control constants fo r  arithmetic 
nodes are similar t o  those used in  the  t rans ien t  routines. No d i s t inc t ion  
in the  type of nodes is made i n  CINDSM. 
Thus, the  set of control  constants f o r  
The computational procedure t o  be discussed appl ies  only t o  CINDSS 
and CINDSL:' CINI)SM is considerably d i f fe ren t  ( refer  t o  Section 6.5.3). 
6 - 34 
Diffusion-gode Temperatures (nodes speci-fied with capacitance even thou& 
the prcblem is steady s t a t e )  I
An iterative D$$-Lb@P (KL=I,NL$3@P) is established. 
Within t h i s  iterative loop a D@-L#$$P (I=l,NND) on the  diffusion 
nodes is  made. The functions associatedwith the impressed source q and the  
var iab le  coef f ic ien ts  Gk (aij f o r  conduction and ab..  f o r  radiatfon) between 
di3fusion-diffwion and diffusion-arithmetic nodes are updated each i t e r a t ion .  
i 
1J 
Diffusion-nada twp&ratures  are calculated using "black" i t e r a t i o n  
f o r  CINDSS and "successive point" i t e r a t i o n  f o r  CIhiDSL. 
"Block" i t e r a t i o n  (CINDSS) : 
P 
= DD*TiSk + DN* ( i , k  + j:l i j , k  'j,k) 
Ti;k+l P 
(6.2-22 1 
DN = DAME9 (diffusion-node daztphg factor! 
DD = 1.0 - DN 
i = 1,2,...,NND (number of diffusion nodes) 
k = kth i te ra t ion ;  p = t o t a l  number of nodes 
9 , a . "¶b i j  = optionally specif ied t o  Tables (6.2-1 - 6.2-4) 
i 1J 
T = constant, (NND + NNA) < j - < p (NNA is the  number 
j ,k 
of a r i t h m e t i c  nodes 
Successive point" i t e r a t i o n  (CINDSL) : 0 
(6.2-23) 
i P 
(qi,k jI, Gij ,k *j ,k+l  -b G . .  T j=i+l 1j ,k j ,k = DD*T + DN* 
Ti, k+l i ,k  P 
j-1 GijSk 
2 2 
i j , k  ' T j S R  i- Ti,k)(Tj,II Ti,k) = a  + ob i j , k  i j , k  G 
( & k i f  j L i a n d R = k + l i f  j < i )  
DN =DAMPD 
DD = 1.0 - DN 
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i = I, 2, ..., (NND + NNB) 
k 9i kth iteration; p = total number of nodes 
qi, azjy b 
T 
= optionally specffied to Tables (6.2-1 - 6.2-4) 
= constant, (hW + IWA) < j - < p ( A m  is the total ij 3 ,k 
number of aritketic nodes) 
Dif fusion-node relaxation temperature change is calculated and 
the maximum is stored in DRLXCC. 
.Arithmetic-Node Temperatures (nodes specified with no capacitance) 
Within this iterative D@-L@@P a D@-L@@P (I=NNT)s1, NND + NNA) is 
established. 
The functions associated with impressed source p and variable i 
for conduction and b for radiation) between k (aij ij coefficients G 
arithmetic-arithmetic nodes are updated each iteration. 
Arithmetic-node temperatures are calculated using "successive 
point" iteration. 
(6 2 - 2 4 ]  
P P 
+ c e.. 
bi,k 4- j!.Gijsk --I Tj,k+l =i+l 
P 
= AD*Ti,k + AN* Ti, k+l 
(2 = k if j 2 i and R = k+l if j < i) 
AN 
AD = 1.0 - AN 
i = (NXD-i-l), (NNDtZ), . . , (NND + NNA) (number of 
= DAMPA (arithmetic-node damping factor) 
arithmetic nodes) 
k = kth iteration 
P = total number of nodes 
T = Constant, (NND + NNA) < j 2 p 
j ,k 
The arithmetic-node relaxation temperature change is calculated 
and the maximum value is stored in ARLXCC. 
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During Each Iterative Loop 
Both DRLXCC and ARLXC@ are checked against  DRLXCA and ARLXCA, 
respec the ly .  If both relaxat ion criteria, DRLXCA and ARLXCA, are s a t i s f i e d ,  
the  i t e r a t i o n  ceases. 
If both relaxat ion criteria, DRLXCA and ARLXCA, are not  m e t  with 
NT.,@@P i t e ra t ions ,  the  message "ITERATION COUNT EXCEEDED, NL@@P = It is 
printed. 
Energy balance of the  system is calculated and is s tored i n  con- 
trol constant ENGBAL. 
6.2.6 Radiation Damping 
Radiation damping denotes an averaging of radiat ion heat l o s s  
technique used t o  prevent o r  m i n b i z e  l a rge  temperature osc i l la t ions .  
method is current ly  employed i n  only the  i m p l i c i t  routines. 
is or ig ina l  with J. D. Gaski is based upon p rac t i ca l  and computational con- 
siderations.  
o sc i l l a t ions  indicates  the  efr'ectiveness of t h e  approach. 
This 
The technique which 
Solution of numerous problems without l a rge  temperature 
The rad ia t ion  averaging technique is  r e l a t ive ly  simple conceptually 
and ra ther  eas i ly  iilcorporated in t he  riumerfcal solut ion routines. 
putational pa t te rn  is such t h a t  t he  diffusion nodes are encountered sequen- 
t i a l l y .  L e t  the  encountered node be the  i t h  node. A check is  made f o r  the  
The corn- 
presence of a radiat ion coeff ic ient ,  Gk = obij, t o  t he  i t h  node. 
more radiat ion connections is present, the  radiat ion heat loss, (qi)rl, from 
the  i t h  node is  calculated based upon the previous temperature T 
I f  one or 
i , k *  
'qi)rl - ' Obij ,n  T4 i , k  
J- 
(6.2-24) 
where, j = a l l  radiat ion connections t o  node i 
n = n t h  time-step 
k = kth i t e r a t i o n  
Using (qiIrl, a second temperature (T ) i , k  2' is found as follows: 
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where, - 3. P 
* C a  i j , n  Tj ,k  + C a . .  T 12 ,* j ,k+l j=i+l j=1 Qsm = ‘i Ti,n + qi ,n  
- P 
= C i +  C a 
GSWn j-1 i j  ,n 
(6.2-2 6 )  
(6.2-27) 
Note t h a t  i n  the  evaluation of (Ti,k)2, t he  damping f ac to r  DAMPI) is not used. 
Note fur ther  that G does not  contain Cab.. T3 s ince  i t  is accounted f o r  i n  
SuIll LJ,n i , k  
t he  rad ia t ion  loss term, (qilrl. j 
Now a second rad ia t ion  heat loss based on (Ti,k)2 is found, 
(6.2-28) 
Equations (6 .2-24)  and (6 .2-28)  are then averaged, 
This average rad ia t ion  heat loss fron a2 i t h  node is used i n  the  
i 
diffusion-node f i n i t e  difference algorlthin as follows, i 
(6.2-30) 
where, DN = DAMPD 
DD = 1.0 - DN 
(qi’ave = average rad ia t ion  heat loss (equation 6.2-29)  
= of t h e  form shown by equation (6 .2-26) .  The ac tua l  
QS, 
expression depends upon algorithm. Equation (6 .2-26)  
is f o r  t he  standard impl ic i t  method. 
The reason behind the  use of (qiIave is t h a t  i f  t he  in i t ia l  
is too la rge ,  t he  heat loss from t h e  i t h  node, (qiIrl temperature T 
would then be too large.  
( q i ) r l  
of (qi)rl and (qi)r2 would be much c loser  t o  the  t r u e  heat loss from t h e  
i , k  
A s  a r e s u l t  the  evaluation of (Ti,k)2 with 
would y ie ld  a temperature tha t  is too low. Thus, the  averaging of 
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i t h  node. 
averaging 
6.2.7 
is too small then (Ti,k)2 would be too large; the  If Ti,k 
scheme still holds tme. 
Acceleration of Convergence by Extrapolation Technique 
Several of t he  S I D A  numerical solut ion rout ines  use an extrapola- 
t ion  technique t o  accelerate convergence of the  i t e r a t i v e  procedure. 
exerapolation techaique is used in  the  implici t  rout ines  CHBACK, CNPWBK, 
and CNVARB f o r  the i t e r a t i v e  temperature solut ion of t h e  diffusion nodes, 
but is not  used f o r  the  i t e r a t i v e  temperature solut ions of the zrithrcetic 
nodes. 
CINDSL and C1NI)SM for t h e  iterative temperature solut ion of 'both the  
diffusion and the arithmetic nodes, 
6-2.7.1 Extrapolation Technique 
The 
The extrapolation method is a l so  used in the  steady state rout ines  
The extxapolation is  based on a zero temperature difference con- 
d i t i on  which is defined t o  be a point where the  temperature change of a 
pa r t i cu la r  node over two successive i t e r a t i o n s  i s  zero. 
equations are developed as follows: 
The governing 
Consider t he  temperatures of an i t h  node a t  three  successive 
i t e r a t i o n s  as sho-m in F f g ~ r e  6.2-4a. 
assumed t o  be successively decreasing (or increasing),  be denoted as, 
L e t  these temperatures, which are 
Ti, k-2 ' Ti, k-1 and Ti,k 
where, k is t h e  present i t e r a t i o n  
k-1 is the  previous i t e r a t i o n  
k-2 is two i t e r a t i o n s  before the  kth i t e r a t i o n  
By taking the  differences , 
- 
ATi,k-l - Ti,k-2 - Ti,k-l 
ATi,k - Ti,k-l i , k  - T  - 
and p lo t t ing  these temperature differences as a function of i t e r a t ions ,  
t he  i t e r a t i v e  point of zero temperature difference can be found by linear 
extrapolation as shown i n  Figure 6.2-4b. 
the  l i n e  is found by using the  point, ATi,k a t  I = k and the slope, 
The corresponding expression f o r  
) / (k-(k-l)), t o  yield,  - ATi,k-l 
i 
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j 
k-2 k-1 k 
No. of Iterations, 1 
Figure 6.2-42. Temperature (ith) vs. No. of Iterations 
k-l k K 
No. of Iterations, I 
Figure 6.2-4b. Temperature Difference vs. No. of Iterations 
m I 
I 
I I I---- e 
k-1 k K 
No. of Iterations, I 
Figure 6.2-4c.  Extrapolation of Temperature (ith) to New Value 
Figure 6.2-4.  Method of Extrapolation to Accelerate Convergence 
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where, 1 = i t e r a t i o n s  
(6.2-31 ) 
Since a t  the zero temperature difference condition, ATi,I = 0 ,  the expression 
for t he  extrapolated i t e r a t ions ,  Re = (K - k), is found to  be, 
Ke = - ATi k/ (ATi,k - ATiykwl 1 (6 c 2-32 1 
9 
-Now, by extrapolat ing t h e  l ine establ ished by t h e  temperatures, Ti,k-l.and 
T t o  the line I = K, as shorn i n  Figure 6.2-4c, t h e  extrapolated tenpera- 
t u re  TiSK is found. 
i , k  
The expression is readi ly  found. t o  be, 
)(I - k) (6  .) 2-33 ) Ti,f = Ti ,k  + (’p b,k - Ti,k-l 
Sirice I = K and K - k = Ke, equation (6.2-33) becomes, 
(6.2-34 ) 
6.2.7 I 2 E o g r m i n g  Considerations 
Each appl icable  node is t e s t ed  a t  the  completion of each t h i r d  
i t e r a t i o r  t o  determine i f  the  extrapolation method should be applied. 
K 
since t h e  e r r o r  function is  diverging. 
than zero, a new temperrzture is calculated based on equation (6.2-34); hsw- 
ever, t o  avoid problems associated with a nearly-zero s lope of t he  l i n e  
representing the  temperature difference vs. number of i t e r a t i o n s  ra la t ion-  
ship (Figure 6.2-4b), Ke, is set t o  a number K otherwise, K could be a 
very l a r g e  number. For the  impl ic i t  routines,  CNBACK, CNFWBK, and CNVARB, 
Km = 10. 
rout ine CINDSM a c r i t e r i o n  based upon the maximum temperature is used. 
If 
is calculated t o  be less than o r  equal t o  zero, extrapolation is  neglected c: 
If H is calculated t o  be grea te r  e 
m’ e 
For t h e  steady state r au t ine  CINDSL K = 8 and f o r  steady s ta te  m 
6.2.7.3 Routines Using Acceleration of Convergence 
SINDA numerical solut ion rout ines  that employ t h e  accelerat ion 
of convergence fea tures  are: 
CINDSL, CINDSM Steady state rout ines  
CNEACK, CNFWBK, WART3 T r a n s i e n t  impl ic i t  rout ines  
6.2.7.4 Comment on Acceleration of Convergence 
Neither an extensive study on the  value of t h e  accelerat ion 
convergence f ea tu re  has been made, nor .has  one been reported, but t he  
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J.1 
\i l h i t e d  r e s u l t s  presently ava i lab le  hclZcate t h a t  f o r  the  steady state 
rout ine CIM)SE, the  number of i t e r a t i o n s  is reduced approximately 20%. 
Results are not avai lable  f o r  the impl ic i t  routines. 
A study of the  accelerat ion of convergence f ea tu re  is made 
d i f f i c u l t  because t h e  method is not a user option i n  the  applicable SINDA 
numerical solution routines.  Thus, the  user must be su f f i c i en t ly  versed 
with the routines i n  order to d e l e t e  the  acceleration of convergence 
feature. 
6.2.8 Other Character is t ics  of the  SINDA Numerical Solution Routines 
6.2.8.1 Units 
SINDA, as presently coded, requires t ha t  t he  temperatures must be 
specif ied i n  degrees Fahrenheit (OF) s ince  the conversion f ac to r  t o  obtain 
degrees absolute is in t e rna l ly  set at 460.0. 
must be consistent with OF (or OR). 
. coded do not p e r m i t  t h e  use of a the r  uni ts .  
This means tha t  the un i t s  
The execution routines as presently , 
! 
6.2.8.2 General Comments on Computational Features 
b y  of the  computational features  such as radiat ion damping are 
or ig ina l  with J. D. Gaski. 
p rac t i ca l  "gut-feel" development w a s  o f ten  used i n  l i e u  of a sophisticated 
mathematical approach; the  features ,  i n  general, appear t o  m e e t  the  
intended objectives. 
solution routines are computationally similar;  within a par t icu lar  numerical 
solution class expl ic i t ,  impl ic i t  o r  steady state, the computational 
s5milarity is  even more pronounced. 
pat terns  are broken f o r  no par t icu lar  reason other  than the  programmer's 
whim. 
No theo re t i ca l  proofs are offered s ince a 
It should be par t icu lar ly  noted tha t  the  numerical 
Y e t  on the  other  hand, s imi l a r i t y  of 
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6.3 - Transient Expl ic i t  Solution Routines 








Conditionally s t a b l e  e x p l i c i t  forward difference.  
Requires short pseudo-compute sequence (SPCS). 
Iden t i ca l  t o  0 except t h a t  t he  long pseudo- 
compute sequence (LPCS) is  required, 
Modified CNFRWI) f o r  sccelerated forward differencing. 
Requires short  pseudo-compute sequence (SPCS). 
Unconditionally s t a b l e  e x p l i c i t  di f ferenciag using 
exponential prediction. 
Requires short  pseudo-compute sequence (SPCS). 
Unconditionally s t ab le  e x p l i c i t  differencing using 
Wor t -Frankel  method. 
Requires short  pseudo-compute sequence (SPCS). 
Unconditionally s t a b l e  e x p l i c i t  differencing using 
a combination of  half  CNMPN and half  CNDUFR. 
Requires shor t  pseudo-compute sequence (SPCS). 
I 
A deta i led  descr ipt ion of each e x p l i c i t  rout ine is  presented on 
the  pages t o  follow with heavy re l iance  upon the  general descr ipt ion of 
Section 6.2. A br ie f  description of these rout ines  is summarized f i r s t .  
CNFRWD uses an exp l i c i t  forward differencing algorithm and 
requires  t h e  shor t  pseudo-compute sequence (SPCS). The e x p l i c i t  method 
is characterized by computational s implici ty  and s t a b i l i t y  l imi ta t ions .  
Since the  allowable time-step is governed by the smallest time constant 
of t h e  network, care must be  given in  reducing the  physical system t o  a 
reasonable lumped-parameter model.. Arithmetic-node temperatures are 
calculated by "successive point" i t e r a t ion .  
CNFRDL is iden t i ca l  t o  CNFRWD except t h a t  CNFRDL requires  the  
long pseudo-compute sequence instead of the  shor t  pseudo compute sequence. 
CNFRDL requires  s l i g h t l y  less solut ion time than CNFRWD but the  difference 
is not  s ign i f icant ;  CNFRDL does require  more core storage, however. 
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CNPAST represents  a modified CNFRWD with the modi f i cz tbns  
intended t o  decrease t h e  computational t i m e .  
canstant DTDEL which contains the  m h h u m  time-step allowed is used as a 
A user specif ied control  
c r i t e r ion  f o r  i so l a t ing  those diffusion nodes tha t  are t o  receive t h e  
steady state calculations.  
nodes can present considerable accuracy problems. 
A l a r g e  pocket of i n t e rna l ly  converted diffusion 
C N M P N  uses an unconditionally s t a b l e  exp l i c i t  method with the  
in t en t  t o  reduce computatiocal t i m e  a t  the  expense of temperature accuracy. 
'if accuracy is an important consideration, another rout ine such as CNFRWD 
would be a be t t e r  choice. As a note  of i n t e r e s t ,  CNMPN solut ions tend t o  
lag i n  t i m e  t he  t r u e  solutions.  
CHEUFR uses the  unconditionally s t a b l e  DuFort-Frankel method 
with the  in ten t  t o  reduce computational t i m e  by using time-steps grea te r  
than those allowed with t h e  conditionally s t a b l e  e x p l i c i t  methods. 
accuracy may be compromised. 
true solutions.  
Agaix 
CNDUFR solut ions tend t o  lead in  time the  : 
CNQUIK uses half  CNMPN and half  CNDUFR. Why? Since CNMPN 
I ' solut ions tend t o  l a g  i n  time and GNDUFR solut ions tend t o  lead in t i m e ,  a 
combination may y ie ld  b e t t e r  solutions.  Preliminary r e s u l t s  indicate  t h a t  
CNQUIK solut ions are more accurate  than e i t h e r  CNExqN o r  ClJIXIFR f o r  t h e  
same computational time. 
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S.3.l Subroutines : CNFRhi and CIWRDI; 
6.3.1.1 G e n e r a l  Comments 
Subroutines CNFRWI) and CNFRnL are numerical solut ion rout ines  
thz t  use t h e  forward f i n i t e  difference e x p l i c i t  approximation12r l4 of the  
parabolic d i f f e r e n t i a l  equation. 
that CNFRDL requires  t h e  shorr  pseudo compute sequence (SPCS) whereas 
-~wftDL. requires  t h e  long pseudo compute sequence (LPCS). 
both routines becomes apparent when i t  is understood t h a t  i f  a steady 
state numerical so lu t ion  routine is followed by a transient numerical 
solution routine,  both rcjutlnes must hzve consis tent  PCS (LPCS o r  SFCS). 
As a z o t e  of interest, each arithmetic rzode receives the  long pseudo 
compute sequence (LPCS) but this is done in t e rna l ly  by t h e  program. 
CWRWD and CNFRDL are iden t i ca l  except 
The need f o r  
The forward f i n i t e  difference e x p l i c i t  method as used in CNFRWD 
snd W R D L  is t h e  conventional %der  method tha t  nei ther  provides a check 
on the accuracy nor does it provide any scheme.of correction once the  
temperature values are calculated except f o r  t h e  erithmetic nodes which 
zre re i t e r a t ed  NLP)@P-times. 
putat5onal s h p l i c i t y  am3 s t a b i l i t y  l + h i t a t i o n s  with t h e  temperature 
e r ro r  a t  any t i m e  point being of t he  order A t ,  O(At), provided the  s t a b i l i t y  
c r i t e r ion  is sa t i s f i ed .  For a rapidly.changing boundary condition, such 
as a heat source, there  is no assurance t h a t  t he  calculated temperatures 
are accurate during the  t ransient  period, pa r t i cu la r ly  near the  s tar t  of 
the transient, even though t h e  s t a b i l i t y  c r i t e r i o n  is sa t i s f i ed .  Since 
the allowable time s t ep  is governed by the smallest time constant of t h e  
network, care must be given in reducing the  physical system to a lumped- 
parameter model. Nonlinearity due t o  the  presence of thermal radiat ion 
exchange o r  temperature-time varying coef f ic ien ts  can lead t o  numerical 
solution d i f f i c u l t i e s ;  
d i f f i c u l t i e s .  
of which can be  opt ional ly  specified by the  user t o  a f f e c t  t he  numerical 
results. 
The e x p l i c i t  method is characterized by corn- 
the  presence of arithmetic nodes can a l so  present 
These rout ines  o f f e r  a number of control  constants many 
Even with the  experience gained through the  use of these 
routines, no realistic criteria can be s t a t e d  except f o r  t h e  qua l i t a t ive  
guidelines indicated above. It is thus recommended t h a t  the  user  becomes 
famil iar  with various control  Constants and t h e i r  role .  The presentation 
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to follow is Intended to provide the b s t r u c t i o u a l  information. 
5.3.1.2 
I 
F in i r e  DiffereLce Approximation and Computational A3xorithm 
The f o r w r d  finite difference e x p l i c i t  formulation of t h e  
lumped parameter heat balance equations was presented i n  Section 5.2.1. 
For convenience, t he  expression is repeated here. 
4 
i d  
P P 
= - C a.. - T ) + C Ob.. (Tj,n - T  ‘Tj.,n+l - Ti,n) 
A t  . ‘i,n j=l i j  ‘Tj,n i , n  j=l Kl 
(From equation 5.2-1 of Section 5.2.1) 
where, i = 1,2, . . . ,N 
T = constant, N < j p 
3 ,n 
p = t o t a l  nmbea: of nodes 
A t  = the-step 
n = n th  time-step 
P 
- T  1 (6 . 3-1) 
Qi,n + j =1 G i j , n  (Tj.,n i , n  
The algorithmasused i n  t h e  subroutines f o r  t h e  diffusion nodes and f o r  
t he  arithmetic nodes may be expressed as follows. 
Diffusion Nodes 
P 
Ti,n+l = . T  i , n  + k [  ci Qi ,n  + G G  j=l (6.3-2) 
where, n = nth  time-step 
At = time-step ( r e fe r  t o  Section 6.2.4) 
i = 1,2,...,NND (number of diffusion nodes) 
= constant, (NND + M A )  < j - < p (NNA is the  number of T 
j ,n 
arithmetic nodes and p is the  t o t a l  number of nodes) 
Ci, qi, a.. , b. .  = may be optionally specif ied ( re fer  t o  
1J 15 
Tables 6.2-1 through 6.2-4). 
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Arithmetic Nodes ( i f  any) 
where, k = 
. 'i rq.,a..,b 1 zj i j  
DN 5 
. DD 
kth i t e r a t i o n  loop; 
= optional ly  specified (refer t o  Tables 6.2-1 - 6.2-4) 
constant, (NND i- NNA) < j < p ( N U  is t he  number of 
i = (NND i- 2) , (NM) + 21, , (NND i- NNA) 
- 
ar i thmetic  nodes 2nd p 
DANPA (arithmetic node 
1.0 - DN 
a.. + ab..  2 i  
1 J  ~n xj  ,n 'Tj ,I, 
is the  t o t a l  number of nodes) 
damping fac tor ,  r e f e r  t o  Section 6.2.3.2) 
n 
(9, = k, i f  j - > i and R = k+l, i f  j < i) 
6.3.1.3 Comments on t he  Computational Procedure 
The important s t e p s  of t he  computational procedure used in 
subroutines CNFEWD and CNFRDL are indicated In Table 6.3-1. For a 
Oetailed step-by-step computetional description, the  user  mst examine the  
computer l i s t i n g s  f o r  CNFRWD and CNFRDL presented ia Appendix A, but some 
general computational d e t a i l s  are given in  Section 6.2.5.1. 
and CNFRDL use essent ia l ly  the  same computational s teps  with the  difference 
occurring i n  the  calculat ion of the  diffusion-node temperatures as shown 
Zn the  flow chart  of Figure 6.3-1; 
arithmetic-node temperatures is shown i n  Figure 6.3-2. 
chart of CNFRWD and CNFRDL is'shown in Figure 6.3-3. 
between CNFRWD and CNFRDL is due t o  t h e  use of the  shor t  pseudo-compute 
30th CNFRWD 
a flow chart  f o r  t h e  calculat ion of t he  
A functional flow 
The difference 
sequence (SPCS) by CNFRWD and the use of t h e  long pseudo-compute sequence 
(LPCS) by CNFRDL. 
All diffusion-node temperatures are calculated by a two-pass 
operation p r io r  t o  the  calculation of t he  arithmetic node temperatures. 
On t h e  f i r s t  pass  t h e  pseudo-compute sequence f o r  t h e  diffusion nodes is 
addressed and the  heat flow is calculated and the  d i rec t ion  determined f o r  
each conductor encountered; the  appropriate heat flow and conductance 
summations are performed. Refer t o  Section 6.2.5.1 f o r  more d e t a i l s  on 
t h e  computational procedure. 
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The s t a b i l i t y  c r i t e r i o n  of each.diffusion node is calculated 
and f&e miaiinum value is p l a r d i n  control  constant CSGIL-IN. 
used (stored in  control  constant DTIMEU) is  calculated as 95% of CYGMIN 
divided by control constant CSGFAC which is set at  1.0 unless spec i f ied  
l a rge r  by the  user, 
If me t h e - s t e p  w f l l  pass the  output t h e  point rhe t h e - s t e p  is set  t o  
lie on the  output time point; i f  two tjlme-steps w i l l  pass the  output time 
polslt, the time-step is set so t h a t  t h e  end of the  two time-steps w i l l  l i e  
ora the  output time point. 
If DTfMEu exceeds RTIMEH, DTIMEU is set equal t o  DTTMEH, and if DTlMEU is 
less than DTIMEL, t h e  "run" is terminated. 
I zero i f  not  specif ied and DTII?IEI.I is set t o  l,Ol3+8 i f  not  specified.  
maxinntnt diffusion node temperature change over a time-step is placed in 
control constant DTMPCC and is checked against  the allowable diffusion node 
temperature change s tored i n  t h e  opt ional ly  user spec i f ied  control  constant 
The time-step 
A "look ahead" fea ture  is w e d  when DTIMEU is calculated.  
D T m  is checked against  both DTIEBH and DTIMEL. 
DTIMEL is i n t e rna l ly  set t o  
The 
DTMPCAwhich is not specif ied is set t o  1.0E+8. 
DTMPCA, DTIMmT is shortened and the calculat ions repeated. Refer t o  
If DTMJ?CC is l a r g e r  than 
Secticm 6.2.4 f o r  de t a i l ed  procedure on time-step calculat ion.  
i 
J The user may iterate t h e  ar i thmetic  node c a l c u l z t ~ o n s  during a 
t h e - s t e p  by specifying control constant NL@@P and ad jus t  t he  so lu t ion  by 
the  use of ARLXCA. 
iteration is placed 3x1 control  constant ARLXCC and is checked against  t h e  
arithmetic node temperature change c r i t e r i o n  s tored i n  ARLXCA. 
of e i t h e r  NL@@P o r  ARLXCA terminates the  iterative process f o r  t h a t  time-step. 
If the  arithmetic node i t e r a t i o n  count exceeds NL@@P the  r e s u l t s  are retained 
The maximum ar i thmetic  node temperature change over an 
Sa t i s fac t ion  
and computation proceeds without user  no t i f ica t ion .  The maximum arithmetic 
node temperature change over t h e  time-step is stored in  control  constant 
ATMPCC and is checked against  t h e  allowable temperature change s tored i n  
ATMPCLI. 
The user may a l so  specify the  cont ro l  constant DAMPA in  order t o  dampen 
possible osc i l l a t ion  due t o  nonl inear i t ies .  
I f  l a rger ,  the  time-step is shortened and t h e  calculat ion repeated. 
6.3.1.4 Control Constants 
Control constants #UTPUT and TIMEND (> TIME@) must be  specified 
as indicated in  Table 6.2-5 and described in Section 6.2 .3 .2 ;  
2 " ~ u n " w i l 1  terminate with an e r r o r  message. The function of opzionally 
otherwise t h e  
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I 
\ specif ied control '  constaats .F-XXCA, ATMPCA, BACKUP, CSGFAC, D W A ,  DTIMEH, 
DTIIEL, DTMPCA, NLfiOP, and T m @  is described i n  Section 6.2.3.2. 
par t icu lar ly  tha t  TIME6 m y  be set negative and tha t  NL@$P is  set t o  one 
if not specified.  
Note I 
I 
6.3.1.5 Error and O t h e r  Messages 
If control  constants @UTPUT and TIMEND are not specif ied,  t h e  
following e r ro r  message w i l l  be printed f o r  each, 
QUTPUT "N@ @JTPUT INTERVAL" 
TIMEND "TIME STEP T@@ SMALL" 
The reason f o r  t he  TIMEND er ror  message is tha t  a d i r ec t  check on TIMEND 
is not  made; 
t he  coding. 
the  r e su l t an t  e r ror  message j u s t  happens t o  be a quirk in 
If the  shor t  pseudo-compute sequence SPCS is not  specif ied,  
t he  e r ro r  message w i l l  be, 
"CWFRWD REQUIRES SHORT PSE'UDfl-COMPUTE SEQUENCE" 
If the  long pseudo-compute LPCS is not  specified,  t he  e r ro r  
message w i l l  be, 
"CNFRDL REQUIRES LONG PSEUIX)-COMPUTE SEQUENCE" 
If the  dynamic storage a l loca t ion  is not  su f f i c i en t  
(NDIM C (NND + NNA)), che message will be, 
I 1  - L#CATIONS AVAILAELE~~ 
Note tha t  t he  number pr inted w i l l  be negative indicating the  addi t ional  
s torage locat ions required. 
If tlie time-step used is less than the  time-step allowed 
(DTIMEL) which may be optionally specif ied by the  user, the  message w i l l  be, 
"TIEIE STEP T@@ SMALL" 
If C S W N L  0, the  message pr inted will be, 
"CSGMIN ZER@ or NEGATIVE" 
Checks on t h e  control constants, t he  pseuclo-compute sequence and 
the dynamic storage a l loca t ion  a re  made i n  the  following sequence with the 
"run" terminating i f  a s ing le  check i s . n o t  s a t i s f i ed ,  
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@UTPUT, pseudo-compute sequence, dynamic storage locations 
It should be particuJ-arly noted tkat no message is  printed i f  
ABLXCA i s  not sat i s f ied  with NT&bP iterations; 
optionally specified control constants. 
ARLXCA and HL@@P are 
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Table 6.3-1. Basic Contputetionel Steps €or CWKWD 21x3 CNFRDL 
1. Specificat- of control  constants (a11 control  constants are pre-set t o  
zero). 
required f o r  C-MFXWD and LPCS f o r  CNFRDL. 
nornlnal valxxes and Section 6.2.3.2 f o r  description.)  
Sufficiency check on dynamic storage. 
diffusion nodes and NNA = arirhmetfc nodes). 
Control constaEts @BTPUT and TlMEND must be specified.  SPCS is 
(Refer t o  Table 6.2-4 f o r  
Requirements = NND + mTA (FWD = 2. 
3. Setting and/or calculation of time-step, A t .  (Refer t o  Section 6.2.4 
4. 
5.  Calling of V-LES 1. (Refe r  t o  Section 4.2.2.2.) 
6. Checking of ZMXUl?. (Refer to Section 6.2.3.2.) 
for deta i led  procedure.) 
Sett ing of source and diffusion node dynamic storage locat ions a t  zero. 
7. Calculation of diffusion-node temperatures. (Refer to Section 6.2.5.1 
f o r  descr ipt ion and t o  flow chart  of Figure 6.3-1.) 
Diffusion-node temperatures are calculated by using: ( re fer  t o  Section 
6.3.1.2. ) 
- 
Ti,n+l - Ti,n * ATi,n I 
8. Erasure of dhl temperature calculations f o r  latest time-step i f  allow- 
ab le  temperature change c r i t e r ion  DTMPCA is  not s a t i s f i e d  and recalcula- 
tion of temperatures with reduced time-step. 
9. Calculation of arithmetic-node temperatures; i f  t he  number of i t e r a t ions  
equals NLII)@P t h e  temperatures are retained without user modification. 
(Refer t o  Section 6.2.5.1 for description and t o  flow chart  of Figure 6.3.2) 
Erasure of d l  temperature calculations f o r  latest  time-step i f  allowable 
temperature change c r i t e r ion  ATMPCA is  not s a t i s f i e d  and recalculat ion 
of temperatures with reduced time-step. 
Sett ing of BACKUP t o  0.0 and the  ca l l ing  of VARIABLES 2. 
If BACKUP is nonzero, temperatures are re-set to  former values and the 
computational procedure repeated. 
12. Advancing of t i m e ,  checking of t i m e  t o  p r in t ,  and the  pr int ing a t  t h e  
output in t  erwal . 




Checking f o r  problem end-time s tored in user specif ied control constant . 
TIMEND. 
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Figure 6.3-1. QSUM and GSUM for "Block" Diffusion-Node 
Temperature Calculation, CNFRWD and CNFRDL 
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if necessar 
Figure 6.3-2. Calculation of Arithmetic-Node 
Temperatures by "Successive" Point Iteration 
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n 
n 
Compute AWCC 1 
Figure 6.3-3. . Functional Flow Chart €or CNFRWD and CNFRDL 
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6.3.2 Subroutine: CXFAST 
6.3.2.1 General. Comments 
Subroutine CNFAST, which requires the short  pseudo compute sequence 
(SPCS) represents a modified CNFlRwD with the  nodif ieat ions intended t o  
decrease the  computational t i m e .  
t i on  of control  constant DTIMEL which represents the  m i n i m u m  time-step 
dlcwed i n  addition t o  control constant @UTPUT. 
t i m e  and adequate temperature values as the objective,  t he  computatimal 
procedure is  simplified.  
eliminated and temperature nodes with CSGMIN less than the  allowable rime- 
step,  DTINEL, are calculated using t h e  steady state equations. 
U s e  of CNFAST requires a user specifica- 
With minimuin computational 
A number of checks on control constants 8re 
Although experience an the  use of GETFAST is  ra ther  l imited at chis  
t h e ,  it is  clear t h a t  the  user specif ied DTIMEL should be su f f i c i en t ly  
s m a l l  t ha t  only a small number of the  diffusion nodes shoulc! receive the 
steady state equations. 
during a time-step and thus are not  t rea ted  computationally the  same as che 
other  user-specified arithmetic nodes. 
verted diffusion nodes would lead t o  l a rge  temperature inaccuracies. 
6.3.2.2 
These steady state equations are compiited only once 
A la rge  pocket of in te rna l ly  con- 
F i n i t e  Difference ApproxTmation and Conrputational A l g o r i t h  
The f i n i t e  difference expressions f o r  CNFAST are the  same zs those 
indicated i n  Section 6.3.1.2 f o r  subroutines CNFRWB and CNFRDL, but the  
application of these equations i n  the  computation procedure is  d i f fe ren t .  
Dif f usion Nodes 
If t h e  user specif ied control  constant, DTIMEL, which represents 
the  maximum time-step allowed as specif ied by the  user  is less than o r  equal 
t o  CSGMIN, t he  diffusion node temperature is calculated as, 
where, At = 
ci,qi,aij ’bij - 





T i , n  + Ci [.i,n + C G 6.3-4)  
time-step ( refer  t o  Section 6.2.4); n = n t h  time-step 
optionally specif ied ( r e fe r  t o  Tables 6.2-1 - 6.2-4) 
1,2,.. .,NND (of diffusion nodes with DTIMEL - < CSGMIN) 
constant, (NND + NNA) < j p (NNA is the  number of 
arithmetic nodes and p is the  t o t a l  number of nodes) 
a + T  1 2 2 i j  ,n + abij ,a ‘Tj ,n + Ti,n)(Tj  ,n i , n  
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If DTDEL > CSGMIN, the  time-step is set a t  DTIMEL aud t h e  
; <iffusion node temperature calculated with no i t e r a t i o n s  as, 
P 
(",n + j ~ l  G i j , n  (Tj ,n - ~ i , n  
Ti,n+l P 




where, n,ineans t h e  n t h  time-step 
i l,2,. . (. ,NM) (number of diffusion nodes with D T W L  > C S W N )  
Arithmetic Nodes (if any) 
The arithmetic-node temperatures are calculated in  the same manner 
as Zn CNIFRWD (Section 6.3.1.2) o r  r e f e r  t o  Section 5.2.3 f o r  f i n i t e  difference 
algorithm . 
6.3.2.3 Comments on the  Computational Procedure 
The important s teps  of the computational procedure used i n  
subroutine CNFAST are indicated 3n Table 6.3-2 and a functional flow chart  
li is shown in Figure 6.3-4. For a deta i led  computatioaal description, t he  
user shoitld examine the  computer l i s t i n g  for CP?FAST i n  Apirendix A, but some 
general computatimal d e t a i l s  are presented in Section 6.2.5.1. The compu- 
t a t i ona l  
difference being the  use of DTIMEL which represents the  user specif ied 
minimum time-step allowed. 
proceed exactly as in CNFRWD u n t i l  the  check with DTIMEL is made. 
(CSGMIN of a node) DTIMEL, t h e  diffusion node temperature calculat ion is 
ident ica l  t o  CNFRWD. I f  DTIMEU (CSGMIN of a node) < DTLMEL, the diffusion 
node receives the  steady state calculation. 
procedure is similar t o  t h e  one used i n  CNFRWD with the  m j o r  
The time-step calculat ions s tored in DTIMEXJ 
I f  DTLMEU 
Control constants DTMPCA which contains the  allowable diffusion- 
' node temperature change and ATMPCA which contains the  arithmetic-node 
temperature ciange are not  checked in  CNFAST. 
shortened and temperature calculat ions repeated. 
computational, procedure follows those of CNFRWD (Section 6.3.1.3). 
Thus time-steps are not  
The remainder of t he  
6.3.2.4 Control Constants 
Control constants DTR-iEI,, @UTPUT and TIMEND @TIME@) must be 
' specified as indicated ' in  Table 6.2-5 and described i n  Section 6.2.3.2; 
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I 
i otherwise the  "run" will terminate with an e r r o r  message. 
optionally specif ied control  c m s t a n t s  ARLXCA, 3ACKI.JP, DAMPA, DTIMEH, NL@@P 
and TTME# 5s described i n  Section 6.2.3.2. 
previous paragraph, the  user should take considerable amount of caution 
in specifying DTIMEL i n  order t o  prevent l a rge  pockets of nodes tha t  receive 
The function a €  
As mentioned before i n  a 
the  steady state equation without r e i t e r a t ion .  Note a l so  tha t  TIME0 
.may be set negative and tha t  NL&bP is set t o  one if not specified.  
6.3.2.5 Error and Other Messages 
If control  constants DTI%IEL, 0UTPUT and TIMEND are not  specif ied,  
t he  following e r ro r  message w i l l  be pr inted f o r  each, 
DTZMEL "'N0 hyTIMEL" 
(6UTPUT *%@ @JTPUT INTERVAL" 
TIMEND no message 
A d i r ec t  check on TIMEND is not made; an ind i rec t  message is printed for 
the  other e x p l i c i t r o u t i n e s  but is not output f o r  CNFAST. 
If t h e  short  pseudo-compute sequence SPCS is not  specif ied,  t he  
e r ro r  message w i l l  be, 
"CNE'MT REQUIRES SHORT PSEUDO-COMPUTE SEQUENCE" 
If t h e  dynamic storage a l loca t ion  is not  su f f i c i en t  (NDIM e NND), 
the message w i l l  be, 
LOCATIONS AVAILABLE" I1 
P 
Note tha t  t h e  number printed w i l l  be negative indicat ing the  addi t ional  
storage locat ions required. 
If CSGMINL 0, the message printed w i l l  be, 
%/SK ZER0 o r  NEGATIVE" 
Checks on t he  control constants, thepseudo-compute sequence 
and the  dynamic s torage al locat ion are made in  the  following sequence, 
with the run terminating i f  a s ing le  check is not  s e t i s f i e d ,  
#UTPUT, DTIMEL, pseudo-compute sequence , and dynamic 
s torage locations.  
It should be par t icu lar ly  noted t h a t  no message is pr inted i f  
ARLXCA is not  s a t i s f i e d  with #$P i t e r a t ions ;  ARLXCA and NL00P are 
optionally specif ied control  constants. 














Table 6.3-2. Basic Computational S teps  f o r  CNFAST 
Specification of control  constants. 
and TIMEND must be specified.  
Table 6.2-5 f o r  values  and Section 6.2.3.2 f o r  descriptions.)  
Sufficiency check on dynamic storage. Requirements = N K i  (hW = 
diffusion nodes). 
Sett ing and/or calculat ion of time-step, A t .  
f o r  detai led procedure.) 
Note tha t  i n i t i a l  tine-step equal DTIMEL and subsequent time-step is the  
l a rge r  of CSGMIN o r  DTIMEL. 
Set t ing of source and diffusion node dynamic s torage locat ions t o  zero. 
Calling of VARIABLES 1. 
Checking of BACKUP. 
Calculation of diffusion-node temperatures. 
for description.) 
s ince diffusion nodes with CSGMIN less than D T W L  receive steady s t a t e  
calculat ion ( re fer  t o  Section 6.3.2.2.) 
I f  DTINEL CSGMIN, the node temperature is calculated as, 
Control constants DTIMEL, @JTPUT 
SPCS is required f o r  CNFAST. (Refer t o  
(Refer t o  Section 6.2.4 
(Refer to  Section 6.2.2.2 f o r  description.)  
(Refer t o  Section 6.2.3.2 f o r  description.)  
(Refer t o  Section 6.2.5.1 
Calculation d i f f e r s  from the  other  exp l i c i t  rout ines ,  
! 
- T  ) + q  T i , n i l  = T  i , n  i k [ ;  ci j,l G i j , n  'Tj,n i , n  
i 





equals NL@@P the temperatures are retained without user no t i f ica t ion .  
(Refer to  Section 6.2.5.1 f o r  de ta i l s . )  
Calling of VARIABLES 2. 
Advancing of time, checking of time t o  p r in t ,  and the  pr in t ing  at  the  
the output interval .  
Calling of @UTPUT CALLS. 
Checking f o r  problem end-time s tored i n  user specif ied control  constant 
TIMEND 
arithmetic-node temperatures i f  t he  number of i t e r a t i o n s  
(Refer t'o Section 6.2.2.3 f o r  description.)  
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I f  DTLZI1L < CSGHIN c o m p u t e  diffusion-node temperature by 
If DTIMEL > CSGMIN compute diffusion-node temperature by 
explic5t difference method; 
Update time  
Figure 6 . 3 - 4 .  Functional Flow C h a r t  f o r  CNFAST 
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' 6.3.3.1 General. Coments 
Subroutine CNEXPN is an exp l i c i t  rout ine based upon the  exponential 
prediction method;' 9 '' 
s i z e  time-steps and requires  t h e  short  pseudo-compute sequence (SPCS). 
i n f i n i t e  time-step reduces the  t rans ien t  equation t o  a steady state one. 
Although the  method is unconditionally s tab le ,  s t a b l l i t y  should not be con- 
fused with accuracy, Comparison of several  numerical methods, including the  
exponential approximation, 
t h e  nrethod being unconditionally s t ab le  permits any 
An 
is given i n  Reference 17. 
I f  accuracy is an important consideration, time-steps should not  
be l a rge r  than those taken with the  standard e x p l i c i t  method such as used 
in CNFRWD. 
savings i n  computational time can be affected with the  use of a l a rge  time- 
step.  It should be noted tha t  the  same savings i n  computational time may be  
possible with the  impl ic i t  routines.  A s  another note of i n t e re s t ,  C N W N  
solut ions have a tendency t o  l a g  i n  time the true temperatures. 
I f  high accuracy is  not an importmt consideration, considerable 
-., 6.3.3.2 F in i t e  Difference Approximation and Conputational Algorithm 
Bif fusion Nodes 
The expression f o r  t he  numerical method used in subroutine CNEXPN 
for solving the  diffusion-node temperatures m y  be derived from the  heat 
balance equation (5.1-6). 
P 
(Ti  - Tz)] (equation 
j -1 j=l i j  5.1-6 of 
ij (Tj - Ti) + C ob d t  Ci 
Section 5) 
i = 1,2,...,N 
3 T = constant, N < j 5 p 
2 2  If G = a + ob (T + Ti)(Tj + Ti) equation (5.1-6) becomes, 
ij ij i j  j 
P 
d t  Ci qi + C G.. =J (Tj - Til] 
j -1 
(6.3-6) 
i =  1,2,...,N 
T = constant, N < j 5 p 
j 
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If we fu r the r  let  Gij, qi and T. be  invariant with t i m e  and 
J 
temperature, eqiiation (6 .3-6)  may be integrated ra ther  eas i ly  t o  yield, 
where, n = n th  time-step; i =  1, 2, ..., NND (number of diffusion nodes) 
is the  number of arithmetic 
nodes) 
,q ,a..,b 'i i ij i j  = may be optionally speclf ied ( re fer  t o  Tables 6.2-1 - 6.2-4)  
T = constant, (NND 4 WA) < j p (NNA 
nodes and p is  the  t o t a l  number of 
j ?n 
P 
C G..  
i ,n C 
'=I =J,n 
a = J  
El 
A t  = time-step ( r e fe r  t o  Section 6 . 2 . 4 )  
n n 
Computationally equation (6 .3-7)  is applied to  the diffusion nodes. 
It should be noted tha t  the  form of equation (5.3-7) represents a "block" 
change i n  temperatures s ince  the  evaluation of T i ,n+l i,n' 
Arithmetic Nodes ( i f  any) 
is based upon T 
Arithmetic-node temperatures are calculated in  the  sane manner as 
in CNFRtJI) (Section 6 . 3 . 1 . 2 )  o r  r e f e r  t o  Section 5 .2 .3  f o r  f i n i t e  difference 
algorithm. 
6.,3.3.3 Comments on the  Computational Procedure 
The important s teps  of the  computational procedure used i n  sub- 
rout ine CNEXPN are indicated in  Table 6.3-3 and a functional flow chart  is  
shown in Figure 6.3-5.  
examination of t h e  CNEXPN computer l i s t i n g  which is presented i n  Appendix A 
but some general  computational d e t a i l s  are given i n  Section 6 . 2 . 5 . 1 .  
computational process of subroutine CNEXPN is  e s sen t i a l ly  iden t i ca l  t o  
CNFRWD with the  difference being the  f i n i t e  difference expression used f o r  
the calculat ion of the  diffusion nodes and the  time-step which is calculated 
as CSGMZN*CSGFAC i n  l i e u  of CSGMINJCSGFAC. 
A detai led computational procedure requires the  
The 
The "look ahead'' fea ture  f o r  
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t t h e - s t e p  calculat ion as w e l l  as a check with DTIMEH, DTfMEL and DTMPCA is 
iden t i ca l  t o  CNFRWD. 
the  diffusion nodes and u t i l i z e  NL@@P, AXLXCA, and D M A  in exactly the  
Same way as CNFRHB. 
appl ies  here except f o r  t h e  differences indicated above. 
6.3.3.4 Control Constants 
Temperatures of arithmetic nodes are calculated after 
The verbal  flow description of CMFRlJD (Section 6 . 3 . 1 . 3 )  
Control constants @uTPUT and TIMEND (> TIME@) must be specif ied 
as indicated i n  Table 6.2-5 and described i n  Section 6 . 2 . 3 . 2 ;  
t he  "run" w i l l  terminate with an e r ro r  message. 
Specified control  constants AFZXCA, ATMFCA, BACKUP, CSGFAC, DAMPA, D T m H ,  
PTIMEL, DTMPCA, NLfdflP, and TIME@ is described i n  Section 6 . 2 . 3 . 2 .  
should take par t icu lar  care i n  the  se lec t ion  of CSGFAC s ince  too l a rge  of 
a time-step would lead t o  grossly inaccurate temperatures even though the  
solut ion is  s table .  
NF,@@P is set t o  one i f  no t  specified.  
otherwise 
The function of opt ional ly  
The user 
Note a l so  that TIME@ may be set negative and t h a t  
6.3.3.5 Error and Other Messages 
;I If control  constants $UTPUT end TIMEND are not  specified,  t h e  
following e r ro r  message w i l l  be pr inted €or each, 
fbUTPUT "Nfl @UTPUT INTERVAL" 
TIMEMD "TIME STEP T@fl SMALL" 
The reason f o r  the  TIMEM) e r r o r  message is t h a t  a d i r e c t  check on TIMENI) 
is not made; t he  r e su l t an t  e r ro r  message j u s t  happens t o  be a quirk in t h e  
coding. 
If t he  sho r t  pseudo-compute sequence SPCS is not  specif ied,  t h e  
error message w i l l  be, 
"CNEZPN REQUIRES SHORT PSEUDO-COMPUTE SEQUENCE" 
ff t he  dynamic s torage al locat ion is not  su f f i c i en t  
.NDIM < (NND + NNA)), t he  message w i l l  be, 
LOCATIONS AVAILABLE" 
Note t h a t  the  number pr in ted  w i l l  be negative 
storage locations required. 
w 
indicat ing the  addi t iona l  
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If t h e  time-step used is less than the  time-step allowed 
(DTINEL) which m y  be optionally specif ied by the  user,  t he  message w i l l  be, 
"TIC433 STEP T&# SHALL" 
If GSGMIN 0 ,  the  message pr inted will be, 
"CSGMIN ZER@ or NEGATIVE" 
Checks on t h e  control constants, t he  pseudo-compute sequence and 
the dynamic storage a l loca t ion  are made in the  following sequence with the  
rtln terminating i f  a s ing le  check is not  s a t i s f i e d ,  
$UTPUT, pseudo-compute sequence, dynamic storage locations,  
It should be par t icu lar ly  noted t h a t  no message is printed i f  
P m C A  is not s a t i s f i e d  with NL@(bP i t e r a t ions ;  
opt ional ly  specif ied control. constants, 
A W C A  and NL@@P are 
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Tzble 6.3-3. Basic Computational Steps f o r  CNEXPN 
1. Specification of control  constants. Control constants k%J”UT and TIXEND 
must be specified.  SPCS is required f o r  CNEXPN. 
f o r  values and Section 6.2.3.2 €or description.) 
Sufficiency check on dynamic storage. 
diffusion nodes and NNA = arithmetic nodes). 
f o r  de ta i led  procedure.) 
Set t ing of source and diffusion node dynamic storage locat ions t o  zero. 
(Refer t o  Table 6.2-5 
2. 
3. Sett-ing andlor calculat ion of time-step, A t .  (Refer t o  Section 6.2.4 
4. 
5. Calling of VARIABLES 1. 
6. Checking of BAGKUP. (Refer t o  Section 6.2.3.2 f o r  description.)  
7 .  Calculation of diffusion-node temperatures. (Refer t o  Section 6.2.5.1 
Requirements = NND + IQL4 (NND = 
Calculated time-step = 0.95 * CSGMIN * CSGFAC. 
(Refer t o  Section 6.2.2.2 f o r  description.)  








Diffusion-node temperatures are calculated by using ( r e fe r  t o  
Section 6 . 3 . 3 . 2 ) ,  
P 
-anAt + c G.. T -01 A t  ‘i,n j=l i j , n  j , n (  
P 
i j  ,n 
C G  
j=l 
1 - e  = T. e * +  Ti,n+l 1,n 
where, P 
Erasure of a l l  temperature calculat ions f o r  latest time-step i f  allowable 
temperature change c r i t e r ion  DTMPCA is not s a t i s f i e d  and recalculat ion 
of temperatures with reduced time-step, 
Calculation of arithmetic-rxode temperatures. I f  t he  number of i t e r a t i o n s  
equal NLf#(bP, the  temperatures are retained without user  no t i f i ca t ion  
Erasure of a l l  temperature calculations f o r  latest time-step i f  allowable 
temperature change c r i t e r i o n  ATMPCA is not s a t i s f i e d  and recalculat ion . .  
of temperatures with reduced time-step, 
Calling of VARIABLES 2 and checking of BACKUP. 
and 6.2.3.2 f o r  description.) 
Advancing of time, checking of time t o  pr in t ,  and the  pr int ing at  the  
output interval .  
Calling of gUTPUT CALLS. 
Checking f o r  problem end t h e  stored in user specif ied control  constant 
TIMEND. 
(Refer t o  Section 6.2.2.3 
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zero, i n i r i a f i z e  
Figcre 6.3-5. Functional Flow Chart for CNEXPN 
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6.3.4 Subroutine: CNDUFR 
6.3.4.1 General Comments 
Subroutine CNDUFR is 
uses an unconditionally s t a b l e  
DuFort-Frankel method replaces 
an e x p l i c i t  nmerical solut ion rout ine  tha t  
DuFort-Frankel method. 3 9 '' The 
t h e  present temperature of t he  node being 
operazed on by the average of f u t u r e  and past temperatures in the  forward 
differencing equation, In  subroutine CNDUFR t he  present temperature of the  
node being operated on is replaced by a time-weighted average of fu tu re  and 
past  temperatures. CNDUFR requires  the  short  pseudo-compute sequence (SPCS). 
The in t en t  of an unconditionally s t ab le  rout ine such as CIWUFR 
is the reduction cf computational t i m e  by using time-steps grea te r  than 
those allowed with the  conditionally s t ab le  exp l i c i t  methods as constrained 
by the  s t a b i l i t y  c r i t e r ion .  
lengthened time-step.. 
However, less accuracy can be expected with a 
The time-step controlled with control  constant CSGFAC 
. represents a user decision that is d i f f i c u l t  and must be aided by a t r ia l  
and error  procedure. 
Examination of several CNDUFR solutions reveals a tendency t o  
1 lead 2.n tine the  t r u e  temperatures. 
6 - 3 - 4 2  Fin i t e  Difference Approximation and Computational Algorithm 
Diffusion Nodes 
The DuFort-Frankel e x p l i c i t  f i n i t e  difference expressiong 3 12* l7 
f o r  calculating the  diffusion-node temperatures may be readi ly  determined 
as follows: 
U s i n g  t he  staadard exp l i c i t  f i n i t e  difference expression, 
T = constant,N 
l e t t i n g  the present temperature, Ti,*, be replaced by 
temperature, Ti,n+l , and p a s t  temperature, Ti,n-l, 
j ,n 
- T  1 i ,n (6 .3-8)  
< 3  I P  
the  average of fu ture  
(6 .3-9)  
6 - ' 6 6  
where, A t i  = Ati+l, i = 1,2,...,M (equal time-steps) 
and defining, 
- 
Ci = C / A t  (refer t o  Section 6.2.4 f o r  discussion on A t )  (6.3-18) i 
equation (6.3-8) can be expressed as, 
- P 
+ C G . .  (2 TjYn: - 1 
+ qi,n i=l IJ Y D  
C i , n  + E G i j , n  
T 'i,n i,n-1 
(6.3-11) =i Ti,n+l - 
j=1 
i = 1,2,. ..,3 
*i,n-l* 
where, 
L e t  
In CNDUFR t h e  present temperature, TiYn, of equation (6.3-8) is replaced 
by a weighted average of fu ture  temperature, and past  temperature, Ti ,n+ls 
The weighting is based on unequal time-steps. 
- t (present time-step) - Atn - tn+l n 
= Atn-l 




EquatLon (6.3-8) becomes,. 
- (6.3-15) 
( E  - C G  Ti,n+l - c -1: i ,n  n-1 i , n  j-1 
where, i = 1,2, ...,NND (number of diffusion nodes) 
T = constant, (NM) + NNA) < j L p  (NNA is the  number of arithmetic 
j rn 
nodes and p is  t h e  t o t a l  number of nodes) 
(T2 + T2 )(Tj  + T ) 
+ Obij,n j , n  i ,n rn i , n  
G = a.. 
ij 1J ,n 
Ciyq a..,bij = may be opt ional ly  specified ( re fer  t o  Tables 6.2-1 - 6.2-4) iy 1J 
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In CNDUFR, equation (6.3-15) is applied t o  the  diffusion nodes 
tr?lth t h e  computational procedure being a "block" change in temperature from 
ozes t h e - s t e p  t o  another. 
A r i t h m e t i c  Nodes (if any) 
Arithmetic-node temperatures are calculated in t h e  same manner 
as in CNFRWD (Section 6.3.1.2) o r  r e f e r  t o  Section 5.2.3 f o r  the  f i n i t e  
diff3rence algorithm. 
6.3.4.3 Comments on the  Computational Procedure 
The h p o r t a n t  s t eps  of the  camputation procedure used i n  sub- 
rout ine CNDWR are indicated in Table 6.3-4 and a functional flow chart  
As shown in Figure 6.3-6. 
A2pendix A but some general computational d e t a i l s  are given in Section 6.2.5.1. 
The computational procedure f o r  CMlUFR follows the CNEWN computational 
pattern,  but with t h e  temperatures of the  diffusion nodes calculated by 
the DuFort-Frankel method of the  exponential prediction method. 
sigziificant difference is tha t  WUFR must provide f o r  two sets of Fast 
temperatures which are required €or Wort-Frankel  algorithm; two time- 
s teps  for consecutive time-step calculations are a l so  required. 
A computer l i s t i n g  of CNDUFR is found i n  
Another 
Otherwise, 
checks m-d control  constant use are ident ica l to  CNEXPN. 
flow description of Section 6.3.1.3 applies d i r ec t ly  except f o r  t he  
dkfferences indicated above. 
Thus, t he  verbal 
6.3.4.4 Control Constants 
Contra1 constants @ITPUT and TIMEND (> TIME@) must be 
spet:ffied as indicated i n  Table 6.2-5 and described in  Section 6.2.3.2; 
otherwise the  "run" will. terminate with an e r ro r  message. The function 
of optionally specif ied control  constants ARLXCA, ATMPCA, BACKUP, CSGFAC, 
DAMPA, DTIMEH, DTIMEL, DTMPCA, NL@@P, and TIME% is described i n  
Section 6.2.3.2. 
of CSGFAC since too la rge-of  a time-step would lead t o  grossly inaccurate 
temperatures even though the  solut ion is s table .  
may be set negative and that NLbaP is set to  one i f  not  specified.  
The user should take par t icu lar  care i n  the se lec t ion  
Note a l so  tha t  TIME@ 
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6,3.4.5 Error and Other >!r?ssages 
If control  constants @UTPUT and TIMEND are not specif ied,  t he  
following e r ro r  message w i l l  be pr inted f o r  each, 
* 0UTPUT 
TIMEND ''TIME STEP T8fi SE4ALL" 
The reason f o r  t h e  TIMEMI) e r r o r  message is  that a d i r e c t  check on TD€XNL) 
is not  made; 
the  coding. 
t he  resu l tan t  e r ro r  message j u s t  happens to be a quirk in 
If the  shor t  pseudo-compute sequence SPCS is not specif ied,  the  
e r ror  message w i l l  be, I 
"WUE'R REQUIRES SHORT PSEUDO-COMPUTE SEQUENCE" 
If t h e  dynamic storage al locat ion is not  su f f i c i en t  
(NDIM < ( 2 * W  + mA)), t he  message w i l l  be, 
LOCATIONS AVAILABLE" *? 
__I 
Note tha t  the  number pr inted w i l l  be negafive indicat ing the  addi t ional  
storage locat ions required. 
If t he  time-step used i s  less than the  time-step allowed (DTIMEL), 
which may be opt ional ly  specif ied by t h e  user,  the rnessage will be, 
''TZME STEP T 8 8  SMALL" 
If CSGMIN - < 0, t h e  message printed w i l l  be, 
"CSGMIN Zmfi o r   NEGATIVE^^ 
Checks on t h e  control  constants, the  pseudo-compute sequence and 
the dynamic s torage a l loca t ion  are made in t h e  following sequence with the 
run terminating i f  a s ing le  check is not  s a t i s f i e d ,  
#UTPUT, pseudo-compute sequence, dynamic s torage locat ions 
It should be par t icu lar ly  noted t h a t  no message is  pr inted if 
ARLXCA is not  s a t i s f i e d  with NL168P i t e r a t ions ;  
optionally specif ied control  constants. 
ARLXCA and NLfi16P are 
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Table 6.3-4,  Basic Computational Steps f o r  CWDII.FR 
1, Setting of control  constants to nominal values. Control constants 
SPCS is required f o r  CNDUFR. 
Requirements = 2*NND 4- NNA 
@TWT and TIMEND must be specified.  
(Refer t o  Table 6.2-5 f o r  values and Section 6.2.3.2 f o r  description.)  
Sufficiency check on dynamic storage. 
(NNI) = diffusion nodes and NNA = arithmetic nodes). 
f o r  de ta i led  procedure.) 
Sett ing of source and diffusion node dynamic s torage locat ions t o  zero. 
2. 
3. Setting and/or calculat ion of time-step, A t .  (Refer t o  Section 6.2.4 
4. 
5. Calling of VARIABLES 1. 
6. Checking of BACKUP. (Refer t o  Section 6.2.3.2 f o r  description.)  
7. Calculation of difftision-node temperatures. (Refer t o  Section 6.2.5.1 
Calculated time-step = 0.95*CSGMIN*CSGFAC. 
(Refer t o  Section 6.2.2.2 f o r  description.)  
f o r  description.)  
Diffusion-node temperatures 
Section 6.3.4.2), 
are calculated by using ( re fer  t o  
- P P 
- C G. .  ) + C  G i j  ,n Tj ,n + q i , n ,  
- C G  1 
‘n Ti,n-l (Ci,n j =1 1J rn j=1 = 
Tir n+l - - P 
i j  ,n c - T  j -1 i , n  n-1 (‘i,n 
8. Erasure of a l l  temperature calculat ions f o r  latest time-step i f  
allowable temperature change c r i t e r ion  DTME’CA is not s a t i s f i e d  and 
temperature recalculat ion with reduced time-step. 
9. Calculation of arithmetic-node temperatures; i f  t he  number of itera- 
t ions  equal NL@@P, the  temperatures are retained without user 
no t i f i ca t ion  ( r e fe r  t o  Section 6.2.5.1 f o r  de t a i l s ) .  
Erasure of arithmetic-node temperatures f o r  latest  time-step i f  allowable 
temperature change c r i t e r i o n  ATMPCA is not  s a t i s f i e d  and temperature 
recalculat ion with reduced time-step. 
Calling of VARIABLES 2 and checking of BACKUP. 
and 6.2.3.2 f o r  description.)  
output interval .  
10. 
11. 
12. Advancing of time, checking of time t o  p r in t ,  and the  pr in t ing  a t  the  
13. Calling of @UTPUT CALLS. 
14. 
(Refer t o  Section 6.2.2.3 
8 Checking f o r  problem end time stored i n  user specif ied control  constant 
TIMEND. 
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Compute CSGMIN, compute diffusior--node temperatures I by DuFort-Frankel method; cornpure DDCFCC 
Undo diffusion-node 
temperature computat Compute arithmetic-node temperatures 
Update qi & Gk once each time-step. 
t i m e  to print 
Figure 6.3-6.  Functional Flow Chart for CNDUFR 
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6.3.5 Subrouthe: CNQUSK 
' 6.3.5.1 GeEeral Comments - 
Subroutine CNQUIK is a numerid solut ion rout ine  that 'uses an 
algor%thm composed of half  DuFort-Frakel method9* 12* 37  and half 
exponential predict ion method. 's l7 CNQIJLX requires  t h e  short  pseudo- 
compute sequence (SPCS); characteristics of subroutines CNDUFR and CNEXPN, 
as described & Section 6.3.3 and 6.3.4, also aDply t o  CSQUXK. 
Why CNQUIR? Examinzition of CNDUFR and CNEXPN solut ions reveals 
that CNDUFR has a tendency t o  y i e l d  temperatures which lead tJx t r u e  tempera- 
tures, whereas CMEXPN has a tendency t o  lag t h e  t r u e  temperatures. 
it: was theorized t h a t  a combination of CNIXJFR and CNEXPN should y i e ld  a 
more accurate  solut ion than e i t h e r  one. 
CNQUIK is more accurate than either CNDUFR or CNEXPN with approximately 
the same solution time. 
combhation of the  DuFort-Frankel and exponential predict ion is probably 
possible than the  ha l f  and half  used in CNQUIK. 
Thus, 
Pre l imhary  results indica te  that 
It can a l s o  be theorized tha t  a more accurate 
However, a de ta i led  
study w i l l  be required before a realistic evaluation of CNQUIK can be made. 
j 6.3.5.2 F b i t e  Difference Approximation and Computational Algorithm 
Diffusion Nodes 
Subroutine CNQUIK uses a nwcerical solut ion a lgor i thn  compose4 
of half DuFort-Frankel and half  exponential prediction. 
temperature of the  d i f fus ion  nodes is calculated by using, 
That is the 
Ti,n+l = 6CNDUFR + TCNEXPN (6.3-16) 
NDUFR P 
(equation 6.3-15 of Section 6.3.4.2) . 
P 
(equation 6.3-7 of Section 6.3.3.2) 
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nth  t he-st ep 
1,2, ...,NND (number of diffusion nodes) 
constant, (NNI) -+ NNAA) < j 5 p (NNA is t h e  number of 
arithmetic nodes and p is t h e  t o t a l  number of nodes) 
P 
2 + T  )(Ti + T  
i j ,n  (Ti,n j,n ,n j r n  
a + ub 
ij rn 
= optionally aij ' specif ied (refer to Tables 6.2-1 - 6.2-4) 
C,/At  (refer t o  Section 6.2.4 f o r  discussion of A t )  
Aritfiictetic Nodes (if any) 
Temperatures of arithmetic nodes 
as i n  GNmW'D (Secticn 0.3.1.2) or refer t o  
difference algorithm. 
are calculated i n  the  s a m e  manner 
Section 5.2.3 €or the f i n i t e  
6.3.5.3 Comments on the  Computational Procedure 
The important s teps  of t h e  computational procedure used in sub- 
rout ine CNQUIK are indicated i n  Table 6.3-5 and a funct ional  flow chart  is 
shown i u  Figure 6.3-7. A computer l i s t i n g  of CNQUIK is found in Appendix A. 
'General computational d e t a i l s  are given i n  Section 6.2. The computational 
procedure f o r  CNQUIK follows CNEaPN o r  CNDUFR with the  diffusion-node 
temperatures calculated with the  half  Wor t -Frankel  and half  exponential 
prediction algorithm being the  only difference, Arithmetic-node tempera- 
tu res  are calculated in t h e  same manner as the  other  SINDA exp l i c i t  
routines. 
are the  same as CNEXPN o r  CNDUFR. 
Section 6.3.1.3 appl ies  d i r ec t ly  except f o r  t he  differences indicated 
above , 
Note tha t  the time-step is calculated as CSGMINJLCSGFAC and checks 
Thus, t he  verbal  flow description of 
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6,3.5.4 Control Constants 
i 
Control constants @UTPUT an0 TlMEND ( >  TIHE#) must be specif ied 
as indicated i n  Table 6.2-5 and described i n  Section 6.2.3.2; 
the  " m " w i l 1  terminate with an e r ro r  message. 
spcc%fied control constants ARLXCA, ATHPCA, BACKUP, CSGFAC, DAMPA, DTIMEH, 
DTIMEL, D W C A ,  NL@P, and TIHE# is described i n  Section 6.2.3.2,  Again, 
caution must be exercised in  the  se lec t ion  of CSGFAC since too l a rge  of a 
t h e - s t e p  would lead t o  grossly inaccurate temperatures even though the  
solut ion is  stable.  
NLgfiP is set t o  one i f  not specified.  
otherwise 
The function of opt ional ly  
Note also t h a t  TIME@ may be set negative and t h a t  
6.3.5.5 Error and Other MessaLeg 
If control  constants @UTPUT and TllJlEND are not  specified,  t he  
following er ror  message w i l l  be pr inted €or each, 
#UTPUT W@ #UTPUT I N T ~ V A L ~ I  
TIMEND "TIME STEP TO# SMALL" 
The reason f o r  the TIMEND er ror  message is that a d i r ec t  check on TIMEND 
1 is not made; the resu l tan t  e r ro r  message just happens t o  be a quirk i n  
the  coding. 
If the  short  pseudo-compute SPCS is not  specif ied,  the  e r ro r  
message w i l l  be, 
"CNQUIK REQUIRES SHORT PSEUDO-COMPUTE SEQUENCE" 
If t he  dynamic storage al locat ion is not su f f i c i en t  
(NDIM < (2*NND 4- NNA), t h e  message w i l l  be, 
LOCATIONS AVAILABLE!' 11 - 
Note tha t  the  number printed w i l l  be negative indicat ing the addi t ional  
storage locations required. 
If t he  time-step used is less than the time-step allowed (DTIMEL), 
which may be optionally specif ied by the  user, t he  message w i l l  be, 
"TIME STEP TOO SMALL" 
If CSGMIN - < 0, the message printed w i l l  be, 
"CSGMIN ZER@ o r  NEGATIVE" 
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Checks on the control constants, the pseudo-compute sequace 
1 and the dynamic storage allocation are made in the following sequence with 
the run termirrating i f  a single check is not sat isf ied,  
!&JTPI.JT, pseudo-compute sequence, dynamic storage locations. 
It should be  particularly noted that no mp,ssaae is  printed i f  
ARLXCA is not sat isf ied with NLQIOP iterations; 
optionally specified control constants. 
W C A  and NL&8P are 
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Tzhle 6.3-5. &sic Computational Steps fa r  CNQUIK 
$ 
1. Specification of control  eons tmts .  Coztrol constants @UTPUT and 
X m  must be specified.  
Table 6.2-5 for values and Sectior, 6.2.3.2 f o r  description.) 
Sufficiency check on dynamic storage, 
(NND = diffusion nodes and NNA = arithmetic nodes). 
Sett ing and/or calculat ion of time-step, A t .  
for detailed procedure.) 
Sett ing of source 2nd diffusion node dynamic storage locations t o  zero. 
SPCS is required f o r  GNEXPN. (Refer t o  
Requirements = 2(NND) 4- W A  2. 
3. 
4, 
5. Calling of VARIABLES 1. 
6.  Checking of BACKUP. (Refe r  t o  Section 6.2.3.2 f o r  description.) 
7. Calculation of diffusion-node temperatures, (Refer t o  Section 6.2.5.1 
(Refer t o  Section 6.2.4 
Calculated time-step = 0.95*CSGMIN*CSGFAC. 
(Refer t o  Section 6.2.2.2 fo r  description.) 
for description.) 
Diffusion-node temperatures are calculated by using ( re fer  t o  
Section 6.3.5.2), 
)/2.0 - Ti,n+l - (TCmuFR + TmExPN 
(Refer to equation 6.3-17, Section 6.3.5.2.) 
8. Erasure of a l l  zmperature  caleulatlons f o r  latest time-step i f  
allowable temperature change cr i te r ion  DTMPCA is  not s a t i s f i e d  and 
temperature recalculat ion with reduced time-step. 
i t e r a t ions  equal NL@#P, t he  tesperatures are retained without user 
not i f icat ion.  (Refer to  Section 6.2.5.1 f o r  de ta i l s . )  
Erasure of 
a b l e  temperature change c r i t e r ion  ATMPCA is not s a t i s f i e d  and tempera- 
t u r e  recalculation with reduced time-step. 
Calling of YARMLES 2 and checking of BACKUP. 
6-2.2.3 and 6.2.3.2 f o r  description,)  
output i n t e rva l  . 
1 
9. Calculation of az i the t ic -node  temperatures; ff t he  number of 
10. a l l  temperature calculations fox la tes t  time-step i f  allow- 
11, 
12. Advancing of time, checking o f  t i m e  t o  p r in t ,  and the  pr in t ing  a t  t h e  
13, Calling of @ITPUT CALLS. 
14. 
(Refer t o  Section 
Checking for problem end t i m e  s tored in user  specif ied control  constant 
TIMEND. 
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]t Check smd! set control constants I 
zero; init ialrze 
Compute CSGMZN; compute diffusion-node temperatures 
by half %ruFort-Frankel and half exponential . 
Figure 6.3-7. Functional Flow Chart for CNQUIK 
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j 6.4 Trasleat I m p l i c i t  Solution Routines 
j 
SINDA h p l i c i t  solut ion routines number three; these rout ines  
ar@ i d m t i f i e d  as f O l h W S :  8 
CN3ACK Impl ic i t  backward difference method. 
Requires long pseudo-compute sequence (LPCS). 
CNFWBK Implici t  forward-backward differencing, using 
Crank-Nicolson method. 
Requires long pseudo-compute sequence ( U C S ) .  
CNVAfcB Combination of CNBACK and CNFWBK. 
Requires long pseudo-compute sequence (WCS). 
Implicit  methods generally tend t o  be  more accurate than e x p l i c i t  
methods and are unconditionally s t a b l e  as are some e x p l i c i t  methods. 
implici t  methods t h e  time-step is specif ied in contrast  t o  the  calculated 
time-steps of e x p l i c i t  methods with theix s t a b i l i t y  c r i te r ion .  
consideration i n  t h e  use of i m p l i c i t  methods is tha t  t he  time-step DTIMEI 
should be specif ied i n  conjunction with control  constant: NLMP which 
represents t h e  maximum number of computational i t e r a t i o n s  during each time- 
step. 
time-step calculat ion for an e x p l i c i t  method, the  combination of DTIMEI and 
NL%$P f u r  a given time period should be set less than the  t o t a l  number of 
time-steps used by the  e x p l i c i t  method f o r  t he  same time period, i f  com- 
putat ianal  time is to be reduced; 
time-step the  maxhum number of i t e r a t ions  is required. 
i t e r a t i o n s  are required during a time-step, t he  temperature accuracy is 
affected but t he  magnitude would depend upon the value used f o r  t he  maximum 
allowable relaxat ion temperature change criteria, ARUCA and DRLXCA. It 
should be noted i f  NL@$P i t e r a t i o n s  are required during a time-step, t h e  
message "RELAXATION CRITERIA NOT MET" is printed. 
With 
An importaat 
Since each iterative calculat ion is essen t i a l ly  equivalent t o  a 
t h i s  of course assumes t h a t  during each 
I f  t h e  NL@@P 
A deta i led  descr ipt ion of each impl ic i t  routine,  as presented 
on the  pages to follow, relies on the  general descr ipt ion of Section 6.2. 
brief description of these rout ines  is summarized f i r s t .  
B 
CNBACK uses t h e  standard backward differencing algorithm and 
requires the  long pseudo-compute sequence (LPCS). The time-step must be 
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specif ied via cont ro l  constant MJ'IMEZ and used in corijmcltiun with t h e  con- 
t r o l  constant NL@@P. CNEAGK uses the accelerat ion af convergence feature .  
CNFWBK uses the  Crank-Nicolson algorithm which is composed of 
half forward differencing and half backxard differencing. 
tend t o  be  more accurate  than CNBAGK solutions with approxiuately 25% less 
i t e r a t ions ;  
CNE'WBK solut ions 
however CNFWBK solut ions have "bloTvn" on occasions. 
CWLW uses a combination of forward differencing and backward 
differencing. Unlike CNFWBK which is half  and ha l f ,  GNVARB uses a var iab le  
beta f ac to r  which ranges from 0 to 1. 
somewhere between forward differencing and backward differencing. 
Thus CNVARB uses a method that is 
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6,4.1 Scbrotrtine: CNEACE 
6.4.1.1 General Comments 
I 
Subroutine CNBACK is an implici t  rout ine t h a t  uses the  standard 
Sacba rd  difference expression and requires t h e  long pseudo-compute (LPCS). 
The-step must be specif ied vfa DTIMZI otherwise the "run" w i l l  terminate 
with e r ro r  message printout.  The time-step value is a rb i t r a ry  but t h e  
user should consider DTIMEI i n  conjunction with the  control  constant NL%c6P 
which represents the  maximum number of computational i t e r a t i o n s  during each 
time-step (refer  t o  Section 6.2.3.2 f o r  description).  
Implicit  methods tend t o  be more accurate than e x p l i c i t  methods 
and are unconditionally s tzb le ,  but implici t  solut ions of ten o s c i l l a t e  at 
start up o r  boundary s tep  changes when heat t ransfer  by radiat ion is 
present, CNBACK i n t e rna l ly  controls  sudden radiat ion heat t ransfer  
changes by an averaging technique which is termed "radiation damping" ( r e fe r  
. t o  Section 6 . 2 . 6  f o r  de t a i l s ) .  This automatic damping has been very effec- 
t i v e  i n  many solut ions t h a t  have been examined and lessens the  need f o r  t h e  
use of DAMPD and DAMPA, 
6.4.1.2 FiEite  Difference Aproxht ion  and Computatiozzl Algorithm 
9 
The numerical so lu t ion  algorithm used in  subroutine CNBACK is  
the  standard backward-diff erence expression12 9 139 l7 which may be expressed 
as : 
+ P a b i j  (Tj,n+l 4 - Ti,n+l 4 ,  j-1 
(equation 5.2-5 of Saction 5.2.2) 
i =  3.,2,...,N 
T = constant, N < j p 
j ,n+l 
T -i ,n E Ti(nAt) 
The computational procedure f o r  t he  backward difference formula- 
tion must necessar i ly  b e  re-iterative because of t he  need t o  solve a set of 
slmultaneous nonlinear equations. 
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Diffusion Nodea e 
Diffusion node temperatures are solved by "successive point" 
i t e r a t i o n  but d i f f e r s  from the a r i t h e t i c - n c d c  temperature calculat ion 
because of t he  capacitance term and t h e  use of "radiation damping" ( r e fe r  
to  Section 6.2.5.2). 
Ti,k+l = DD* Ti,k 
+ DN* 
- i P 
i j  ,n 'j ,k - ('i'ave 'i,n Ti ,n  + %,n "jc =I Gi j ,n  Tj,k+l .=i+l + c e  
where, i = 1,2, . . . ,NND 
n = n th  time-step 
k = kth  i t e r a t i o n  
DN = DAMPD (diffusion-node damping f ac to r )  
DD = 1.0 - DN 
(2 = k i f  j P and R = k+l i f  j < i )  G = a  + ab.. T3 i j Y n  i j , n  = ~ , n  j,2 
Ci, qi,aij ,bij = o p t i m a l l y  specified (refer  to Tables 6.2-1 - 6.2-4) 
I - / A t  ( A t  = time s tep,  r e f e r  t o  Section 6.2.4) 'i,n - 'i,n 
4 P = C ab..  [(Ti,k) i- (T:,k)2]/2.0, average heat loss from 
(qi'ave j=l ,n 
the  i t h  node (refer  t o  Section 6.2.6 on radiat ion damping f o r  
d e t a i l s )  
Details on the  computational procedure f o r  impl ic i t  routines are 
presented i n  Sections 5.2.2 and 6.2.5.2. 
Arithmetic Nodes 
Arithmetic-node temperatures are calculated iden t i ca l ly  the  same 
in a l l  the  SINDA numerical solution routines. 
Section 6.3.1.2 o r  Section 6.2.5.2 f o r  the f i n i t e  difference algorithm. 
6.4.1.3 
Thus, r e f e r  t o  e i t h e r  
Comments on the  Computational Procedure 
The important s teps  of t he  computational procedure used i n  sub- 
rout ine CNBACK are indicated in Table 6.4-1. For a de ta i led  step-by-step 
computational description, the user must examine the  computer l i s t i n g  f o r  
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CN3ACK in  Appendix By but some general  computational d e t a i l s  are given i n  
Section 6.2.5.2, A funct ional  flow char t  of CNBACK is sho*mi in Figure 6.4-1. 
Both dlffuskn-node temperatures and arithmetic-node temperatures 
are calculated by "successive point" i t e ra t ion .  
diffusion-node temperatures which are decreasing over two time-steps are 
extrapolated i n  an'attempt t o  accelerate convergence ( r e fe r  t o  Section 6.2.7). 
Temperature convergence is exarnined during each time-step by checking DRLXCC 
and BRJXCC against  t he  user  control  constants DRLXCA ( fo r  diffusion nodes) 
and ARLXCA ( for  arithmetic nodes), respectively. If temperatures have not 
converged with NL@@P i t e r a t ions ,  t he  message "RELAXATION CRITERIA NOT WT" 
is printed. 
itFations allowed during each time-step. 
Each t h i r d  i t e r a t ion ,  
Coarrol constant NL;@QIP is used t o  specify the maximum number of 
VARIABLES 1 and VARIABLES 2 are performed only once f o r  each time- 
Since t h i s  subroutine is h p l i c i t ,  the user must specify the  time- step. 
s tep  to  be used through the  control  constant DT-I i n  addition t o  control  
constant TT%I'EMD and $UTPUT. 
calculat ion used i n  CNFRIJD is also employed i n  CNBACK as are checks for 
maximum allowable t h e - s t e p  DTiMEH, maxhum allowable temperature change 
between tke-steps, D m c A  (diffusion nodes) and A W C A  ( a r i t hne t i c  nodes). 
The minimum time-step DTIMEL is  not  checked however. 
can be achieved through t h e  use of t he  control constants D W D  and D - W A  
The hook ahead fea ture  €or  the  tin?€-step 
Damping of solut ions 
but "radiation damping" ( r e fe r  t o  Section 6.2.69 used by CNBACK lessens the  
need €or the  damping f ac to r s  DAMPD and DAMPA. 
6,4.1,4 Control Constants 
Control constants ARZXCA, DRLXCA, DTIMEI, NL#@P, @UTPUT, and 
TIMEND must be specif ied as indicated 2n Table 6.2-5 and as described i n  
Section 6.2.3.2; 
message, 
BACKUF, DAMPA, DAMPD, DTIMEH, DTMPCA, and TIME@ is  described i n  
Section 6.2.3.2. 
otherwise "run" w i l l  terminate with an appropriate e r r o r  
The function of opt ional ly  specified control  constants A W C A ,  
Specification of time-step DTLMEI should be done i n  conjunction 
with control  constant NL#@P which represents the maximum number of com- 
putat ional  i t e r a t i o n s  during each time-step. 
t ion  is essent ia l ly  equivalent t o  a time-step calculat ion f o r  an e x p l i c i t  
Since each iterative calcula- 
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method, t he  combbation of DTIMET, and NL@@P €or a given time period should 
be less than t h e  t o t a l  number of time-steps by the  e x p l i c i t  method f o r  the  
same period. Note a l s o  t h a t  TIME$ may be set negative. 
ARLXCA and DRTJCA depends upon t h e  problem but a cypical value i s  0.1. 
Specif icat ion of 
6.4.1.5 Error and Other Messages 
If cont ro l  constants W C A ,  DRLXCA, DTIMEI, ML@@P, @UTPUT and 












"N# PUTPUT INTERVAL" 
"TRANSIENT TIME N@T SPECIFIED" 
If the  long pseudo-compute sequence LPCS is  not specif ied,  t h e  
e r ro r  message w i l l  be, 
"CNBACR REQUIRES LONG PSEIIDO-COMI?UTE SEQUENCE" 
I f  t he  dynamic s torage a l loca t ion  is not su f f i c i en t  
(NDIM < (3*NND + MNA + IGTB)), the message w i l l  be, 
LOCATIONS AVAILABLE" It  
Note that t h e  number pr inted w i l l  be negative indicat ing the  addi t ional  
storage locat ions required. 
If CSGMIN 5 0 ,  t h e  following message w i l l  be printed,  
"CSGMIN ZER@ o r  NEGATIVE" 
I f  e i t h e r  ARLXCA o r  DRLXCA is not s a t i s f i e d  with NL@@P i t e r a t ions ,  
t he  following message w i l l  be printed, 
"RELAXATI@N CRITERIA N@T MET" 
Checks on the control  constants, t h e  pseudo-compute sequence 
and t h e  dynamic s torage a l loca t ion  are made i n  the  following sequence with 
the  "run" terminating i f  a s ing le  check is not s a t i s f i e d ,  
NLddP, TIMEND, @UTPUT, ARLXCA, DTIMEI, DRLXCA, LPCS and dynamic 
s torage al locat ion.  
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Table 6.4-1. Basic Computational Steps f o r  CNBACK 
E, Specification of control  constants. Control constants ARZXCA ( i f  
HHA > 0), DRLXCA (if NND > O), DTIPEI,  NL@@P, GUTPUT 
( T m  > TIME#) must be specified.  (Refer t o  
Table 6.2-5 f o r  values and Section 6.2-3.2 €or description.)  
Sufficiency check on dynamic storage. 
(NNI) = diffusion nodes, 
f o r  detai led procedure.) 
and TlMENI) 
LPCS is required. 
2. 
3. Sett ing and/or calculat ion of time-step, A t .  (Refer t o  Section 6.2.4 
4. Sett ing of iterative @ loop, 1 t o  NL@@P. 
5. Setting of source loca t ions  t o  zero. 
Requirements = 3*NND + NNA $. NNB 
NNA. = asi thet ic  nodes and NXB = boundary nodes). 
Time-step = DTINEI. 
6. Calling of Variables 1. 
7. Checking of BACKUP. (Refer t o  Section 6.2.3.2 f o r  description.)  
8. 
(Refer t o  Section 6.2.2.2 f o r  description.)  
Diffusion-node temperature calculations,  f i r s t  i t e r a t i o n  only: 
Evaluation of q is 1 
Damping of rad ia t ion  heat transfer.  (Refer t o  Section 6.2.5.2.) 
Calculation of diffusion-node temperature, 
C .  and Gk. 
The computational algorithm depends upon the presence of rad ia t ion  
heat t ransfer ,  but the method of solut ion is  the  standard impl ic i t  
algorithm ( r e fe r  t o  Section 6.2.5.2). 
9. Conversion of t o  degrees Rankine. 
t 
10. Diffusion-node temperature calculations,  successive i t e r a t i o n s  a f t e r  f i r s t .  
Repeating of s t e p  8, except tha t  qi+ Ci and G 
Calculation of Dx3xCC. 
are not  updated. k 
11. Acceleration of convergence every th i rd  i t e r a t i o n  i f  linear extrapola- 
t i on  is m e t  ( r e f e r  t o  Section 6.2.7). 
12. Conversion of T 
13. Calculation of arithmetic-node temperatures, second and succeeding 
i te ra t ions ;  
f i r s t  i t e r a t i o n  ( r e fe r  t o  Section 6.2,5.2 f o r  de t a i l s ) .  
t o  degrees Fahrenheit. i, k+l 
arithmetic-node temperatures are not calculated on the  
14. Conversion of temperatures t o  degrees Rankine. 
15. Checking of ARLXCA and DRLXCA f o r  convergence and @PEITR f o r  output. 
If both ARIXCA and DRLXCA are sa t i s f i ed ,  i t e r a t i o n s  during a time-step 
ceases, otherwise NL@(IIP i t e r a t i o n s  are performed. 
Checking of ATMPCA and D W C A .  I f  e i t he r  one is  not s a t i s f i e d  time-step 
is shortened, previous temperatures erased, and temperatures recalculated 
for shortened time-steps ( r e fe r  t o  Section 6.2.5.2). 
Conversion of temperatures back t o  degrees Fahrenheit. 
Calling of VARIABLES 2 and checking of BACKUP ( re fe r  t o  Section 6.2.2.3 
and 6.2.3.2). 




19. Advancing of time, checking of time t o  p r in t ,  and the  pr in t ing  of t he  
20. Calling of @JTPUT CALLS, 
21, Checking f o r  problem end t i m e  stored in  control  constant TIMENI). 
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ion-node temperatures 
Dd NKD LddPS: Ci, qi, Gk are not updated; damp rediaticn; 
algortthm; comFute D W C C  
1 - evaluate diffusion-node teqeratures using standard implicit 
kcelerst ion of convergence every thir; itera:la%. 
6-4-1. Functional F l o w  Chart f o r  CNBACK 





6.4.2*1 General Comments 
Subroutine CNEWBK is an implici t  numerical solut ion rout ine t h a t  
uses t h e  Crank-Nocolson algorithm. ' 9  The long pseudo-compute sequence 
(WCS) is required and the  nodal temperatures (both diffusion and arithmetic) 
are solved by "successive point" i t e r a t h n s .  The i t e r a t i o n  looping, con- 
vergence c r i t e r i a  and other  control  constant checks are iden t i ca l  t o  CNBACK. 
Time-step must be spec i f ied  via control  constant DTIFIEI. 
ar i thmetic  temperature ca lcu la t ions  may be damped through the  use of D M D  
and DAMPA, respectively.  Thermal radiat ion heat  t r ans fe r  is uniquely 
Diffusion and 
"handled" v i a  a so-called "radiation damping" ( re fer  t o  Section 6.2.6) , 
and acceleration of convergence ( re fer  ta Section 6.2.7) is a lso  avai lable  
in CNFWBK. 
W W B K  solut ions which are based on a half forward differencing 
aid a half backward differencing method tend t o  be more accurate than CNBACK 
solut ions with approximately the  s a m e  solut ion time. 
6.4.2.2 F i n i t e  Difference Approximation and Coinputational Algorithm 
The numerical so lu t ion  algorithm used i n  subroutine CNEWBK is the  
'1 
Crank-Nicolson method, which is half forward differencing and half  backward 
differencing, and may be expressed as: 
1 'i,n+1 - Ti,n) I ci at = T (Tforward + Tbackward 
4 4 P P = + C a  (T Tfarward , 'i,n j=l i j , n  j ,n-  Ti,n) + j =1 abij,n(Tj,n- Ti,n) 
(6.4-2) 
(6 .4-3)  
) (6 .4 -4 )  4 
P P 
i j  ,n 'Tj ,n+l- Ti,n+l ) +  C ab j-1 i j  ,n ,n-i-l- 'i,a+l 
+ C a  - Tbackward 'i,n j=l 
IT = n t h  time-step 
i = 1,2, ..., N 
p = t o t a l  number of nodes 
T *  = constant, N < j 5 p j,n' 'j,n+I 
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The conputational procedure f o r  t he  forward-backward difference 
fornulation must be re-iterar5ve because of the need t o  solve a set of 
simultaneotis nonlinear equations. 
siroilar t o  that used in  CNBACK. 
Diffusion-Nodes 
The p a t t e r n  of computation is very 
Diffusion code temperatures are solved by '"successive point" 
i t e r a t i o n  but t h e  algorithm d i f f e r s  from the  algorithm used in CNBACK 
because of the  addi t ional  terms a r i s ing  from the  forward difference 








T + C a.. (Tj,n - Ti,n) 




n t h  time-step; 
optionally specif ied ( r e fe r  t o  Tables 6.2-1 - 6.2-4) 
DANPD (diffusion-node damping fac tor )  
1.0 - DN 
C / A t  (At = time-step) 
i ,n  
4 4 [.(Ti,k) + (T. C ab 
i j  ,n 
i t h  node (refer t o  Section 6.2.6 on radiat ion damping 
for de ta i l s )  
k = kth i t e r a t i o n  
) 11'2.0, average heat loss from i , k  2 
(Note t ha t  the known quant i t ies  at time-step, n, are indicated by Qi, 
equation 6.4-7. ) 
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Arithmetic Nodes 
Axithetic-riode temperatures are calculated identically the same 
in all  the SINDA numerical solution routines. 
6.3.1.2 or Section 6.2.5.2 for the finite difference algorithm. 
Thw, refer to Section 
6.4.2.3 Comments on the Computational Procedure 
The important steps of the computational procedure used in sub- 
routine CNFWBK are indicated in Table 6.4-2, For a detailed step-by-step 
computational description, the user must examine the computer listing for 
GNFWBK in Appendix B, but some general computational details are given in 
Section 6.2.5.2. A functional flow chart of CNFWBK is shown in Figure 6 . 4 - 2 .  
The computational flow pattern €or CNFWBK is identical to CNBACK 
with the only difference between the routines being the diffusion-node 
temperature finite-difference algorithm. On the first iteration only the 
source locations zeroed out and the present temperatures stored, VARIABLES 1 
is called and variable C. 
G (diffusion-diffusion and diffusion-arithmekic) evaluated. A l l  quantities 
which are evaluated at t;ime, tn,.are summed in accordance with equations 
(6.4-6) and (6.4-81. 
tures calculated; 
on the first iteration. 
impressed source q and variable coefficients 
1, i 
i 
CSGMIN is evaluated aad the diffusion-node tempera- 
note the arithmetic-node temperatures are not calculated 
On the second and succeeding iterations the quantities Ci, qi and 
Gk (diffusion-diffusion and diffusion-arithmetic) are not updated. 
Diffusion-node temperatures are calculated and DRLXCC determined. Every 
third iteration, if a diffusioiillode temperature is converging, a linear 
extrapolation to accelerate convergence is performed (refer to Section 6.2.7). 
If arithmetic nodes are encountered,'the appropriate qi and Gk (for arithme- 
tic nodes) are evaluated once per time-step. Arithmetic-node temperatures 
are calculated and ARLXCC determined. 
Control constants DRZXCC and AELXCC are checked against DRLXCA and 
BRLXCA, respectively each time-step; if both criteria are satisfied the 
iterations cease, otherwise the iterations continue NL@@P times and the 
message "'RELAXATION CRITERIA NOT MET" is printed. 
Diffusion-node and arithmetic-node temperature changes between 
' time-steps are calculated and stored in DTMPCC and ATMPCC, respectively. 
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ff D W C G  > DllPlZPCA OF i f  A W C C  
are erased and the  time-step shortened ( r e fe r  t o  Section 6.2.5.2). 
ATMFCCL, t he  j u s t  completed calculations 
6.4.2.4 Control Constants 
The control  constants f o r  CXFWBK are used i n  exactly t h e  same 
way as used in  CNBACK. 
QhJTPUT, and TIMEN% must be specifieci a5 indicated i n  Table 6.2-5 and as 
Control constants ARLXCA, DRLXCA, DTXMEI, NLbBP, 
. described i n  Section 6.2.3.2; otherwise "m" w i l l  terminate with an 
appropriate e r r o r  message. 
constants ATMPCA, BACKUP, DAMPA, DAMPD, DTIMEH, DTMPCA, and TIME# is 
described i n  Section 6.2.3.2. 
The function of opt ional ly  specif ied control 
Specification of time-step DTIMEI should be done i n  conjunction 
with control  constant NLQI6P which represents t he  maximum number of cem- 
putat ional  i t e r a t i o n s  during each time-step. 
t i on  is es sen t i a l ly  equivalent to  a time-step calculat ion f o r  an exp l i c i t  
method, t he  combination of DTIMEI and NL@@P f o r  a given time period should 
be less than the  t o t a l  number of time-steps by the  e x p l i c i t  method f o r  t h e  
same time period. 
of ARLXCA and DRLXCA depends upon the  problem but a typ ica l  value is 0.1. 
Since each iterative calcula- 
Note a l so  t h a t  TINE@ may be set negative. Specification 
6.4.2.5 Error and Other Messages 
If control  constants ARLXCA, DRLXCA, DTIMEI, NL#@P, @UTPUT and 
TIMEND are not specif ied the following e r r o r  message w i l l  be printed f o r  
each, 
ARLXCA 'IN@ ABLXCA" 
@UTPUT "N8 @UTPUT INTERVAL" 
TIMEND "TBANSIENT TIME N@T SPECIFIED" 
If t h e  long pseudo-compute sequence LPCS is not specified,  t he  
e r ro r  message w i l l  be, 
''CNFWBK REQUIRES L@NG PSEUD#-C#MPUTE SEQUEXCE" 
If t h e  dynamic storage a l loca t ion  is  not su f f i c i en t  
(NDB < (3* NND + NNA + NNB)), t he  message w i l l  be, 
LOCATIONS AVAILABLE" 0 - 
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Bote t h a t  the number presented w i l l  be negative indicat ing the  addi t ional  
storage locat ions required. 
! 
If CSGMIN 5 0, t h e  following message will be printed,  
"CSGMIN ZER@ OR NEGATIVE" 
If e i t h e r  ARIXCA o r  DRIXCA is not s a t i s f i e d  wlth NTd(bP i t e r a t ions ,  
the following message will be printed,  
"'REWIXATI%N CRITERIA N(bT MET" 
Checks on the  control  Constants, t h e  pseudo-compute sequence and 
the  dynamic storage a l loca t ion  are made i n  the  following sequence with 
the  "run" terminating i f  a s ing le  check is not s a t i s f i e d ,  
NLOOP, TIMEND, OUTPUT, ARLXCA, DTLXEI, DRLXCA, LPCS and 
dynmic s torage al locat ion.  
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.T;;ble 6.4-2. %sic Couputational Steps for CNFITBK 
Specification of control  coEstants. 
MA > 0), IXUXCA ( i f  E N D  3 01, DTIMEI, NLaflP, @ U V U T  and TIMENO 
(TIMlEM) > TIMEO) nust  be specified. 
Table 6.2-5 f o r  values and Section 6 .2 .3 .2  f o r  description. 
Sufficiency check on dynade storage. 
Requirements = 3*NND + NNA 4- ?;TNB (NND = diffusion nodes, Z'WA = ar i thmetic  
nodes and BTH3 = boundary nodes) 
Sett ing and/or calculat ion of t he - s t ep ,  At. (Refer t o  Section 6.2.4 
f o r  de ta i led  procedure.) The-step = DTIMEI. 
Setting of Iterative Dg loop, 1 t o  M;@@P. 
Sett ing of source locat ions t o  zero. 
Calling of Variables 1. 
Checking of BACKUP. 
Diffusion-node temperature calculations,  f i r s t  i t e r a t i o n  only. Evalua- 
t ion of q i s  Ci and Gk. 
Section 6 . 2 . 5 . 2 . )  Calculat5on of diffusion-rtode temperature. The com- 
putat ional  algorithm depends upon the  presence of radiat ion heat trans- 
f e r ,  but t h e  method of solat ion i s  the  Crank-Nicofson algorithm (half 
forward and half  backward, r e f e r  t o  Section 6 . 2 . 5 . 2 ) .  
Conversion of T 
Diffusiori-mdc temperature calculation, successive i t e r a t ions  a f t e r  
first. Repeating of s tep  8 except tha t  q i r C i  and Gk are not updated. 
Calculation of DRLXCC. \ 
Acceleration o€ convergence every th i rd  i t e r a t i o n  i f  l i nea r  extrapola- 
tion is m e t  ( re fe r  t o  Section 6 . 2 . 7 ) .  
Conversion of T 
Calculation of arithmetic-node temperatures, second and succeeding 
i te ra t ions ;  
first i t e r a t i o n  ( re fer  t o  Section 6.2.5.2 €or de t a i l s ) .  
Conversion of temperatures t o  degrees Rankine. 
Checking of ARLXCA and DRLIIGA f o r  convergence and OPEITR f o r  output. 
Zf both ARLXCA and DRLXCA are sa t i s f i ed ,  
s tep cease, otherwise NL$@P i t e r a t ions  are performed. 
Checking of ATMPCA and DTMPCA. 
s tep  is shortened, previous temperatures erased, and temperatures 
recalculated f o r  shortened t k e - s t e p s  ( refer  t o  Section 6 . 2 . 5 . 2 ) .  
Conversion of temperatures back t o  degrees Fahrenheit. 
Calling of VARIABLES 2 and checking of BACKUP ( refer  t o  Section 6 .2 .2 .3  
and 6 . 2 . 3 . 2 ) .  
Control constants ARLXCA ( i f  
LPCS is required. (Refer t o  
(Refer to Section 6 .2 .2 .2  f o r  description.)  
(Refer t o  Section 6 .2 .3 .2  f o r  description.)  
Dankping of radiat ion heat t ransfer .  (Refer t o  
t o  OR (Rankine). i, k+l 
t o  degrees Fahrenheit. i , k+l 
arithmetic-node temperatures are not  calculated on t h e  
i t e r a t ions  during a time- 





5 .  
6 .  
7 .  














Advancing of t i m e ,  checking of time t o  p r in t ,  and the pr int ing of the  
output interval. 
Calling of @UTPUT CALLS. 
Checking f o r  problem end-the stored i n  user specif ied control  constant 
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117 Prtnt if fi?EITR # 0 
L 
Db NND W0PS; evaluaer p i ,  C:, $; damp radiation; 
calculate CSGHIN: evaluate diffosion-node temperatures 
using Crank-Bieolson algorithin; convert temperatures 
to degrees Ranxine 
L 
DO ?LD L$$i'S; Ci, qi, Ck a:e not u-Catsd; - evaluate diffusion-none tezoeratures using 
algorithm; compute DRLXCC. - 
3 
Acceleration of ccnvergence every third iteration 
~~ - ~~~~ ~ ~ 
Convert tec.pcratures to dqrees Fahrenheit 
R$ &%A LB8PS; evaluate qi and Gk once only each time-step: 
calcuiare nrithnetic-node temperatures; compute AGwiCC. 









Call VARIABLES 2 L'pdate :ime 
6.4-2, Functional Flow Chart f o r  CNFWBK 
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6.4 .3  Subroutine: CNVA.?.? 
0.4.3.1 General Comments 
Subroutine CWAR3 uses an implicit finite difference algorithm 
thar: is a composition of forward-differencing and backward-differencing. 
The yroportion of forward to backward to be used is calculated internally 
by using a weighting factor, 8, that is dependent upon the ratio of the 
explicit stability criterion as stored in the control constant GSGMIN 
df-vided by the computational time-step stored in DTIMEIT. The weighting 
factor can vary each time-step but is constrained to range, 0 5 8 5 1/2 
(refer to Section 6.2.5.2 or Section 6 . 4 . 3 . 2 ) .  
the Crank-Nicolson half-forward and half-backward expression, whereas a 
6 of zero yields the standard backward-difference expression. 
A f3 of one-half yields 
E,xcept for the weighting factor, f3, the computational procedure 
and the use of the various control constants in CNVARB is essentially 
identical to subroutine CNFGIBH. 
Solution characteristics should be very similar to CFlFWBK 
solutions with expectation that CNVAR.3 solutions would be more optimum in 
terms of accuracy and solution time. 
to verify or refute the expected advantages of CNVARB solutions. 
6.4 .3 .2  
Solutions are not presently available 
\ 
Finite Difference Approximation and Computational Algorithm 
The numerical solution algorithm used %n subroutine C N V m  is 
a combination of forward-differencing and backward-differencing wirh the 
weighting of each determined by the ratio of control constants CSGMIN/DTIMEU. 
The combination forward-backward differencing with weighting 
can be expressed as: 
i = lsZ, ..., N 
P = nth time-step 
B = weighting factor (0 < 8 11/2) 
T o  j,n' Tj,n+l = constant, N < j 5 p 
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If equation 
(at time-step, n) and 
t h e  algorithm used i n  
i (6-4-9)  is mmsltiplied by 2.0 and the  known quant i t ies  
t h e  unknown quant i t ies  ( a t  time-step, n+l) separated, 
G"NVARB may be obtained readily.  
Diffusion Nodes 
Dif fusion-node temperatures are solved by "successive point" 
i t e r a t ion ,  The f i n i t e  d i f fe rence  iterative form as used in CNVARB can 
be found by multiplying equation (6.4-9) by 2.0 and by using appropriate 
time-step, n, and i t e r a t i o n ,  k subscripts.  
P 
j -1 i , n  
+ 8' a , .  (T - T ) + C Ob.. 
i j , n  - j , n  i ,n  j =1 
(6.4-13) 
(6.4-14) 
(9, = k, i f  j i and R = k+l, i f  j < i )  
(2.0-B') 4 + (Ti,kl21 4 
O b i j , n  2 j -1 
(6.4-15) 
average heat  loss from the  i t h  node, ca l led  radiat ion 
damping ( r e fe r  t o  Section 6.2.6 f o r  d e t a i l s )  
O , i f  r ad ia t ion  is not present 
B'= 2.0*CSGMIN/DTIMEU (range allowed, 0 
n = nth time-step; 
B'L 1.0, note  B'  = 28) 
k = kth i t e r a t i o n  
,q.,a..,b.. = optional ly  specif ied (refer t o  Tables 6.2-1 - 6.2-4) 'i 3. 13 -1J - 
"i,n Ci,n/At 
i = 1,2,...,NND 
= constant, (NM) + NNA) < j < p (p is the  t o t a l  number of - T j ,n;  Tj,k 
nodes and NNA is t he  number of arithmetic nodes) 
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- kxithmetic Nodes 
Arithmetic nodes are calculated in the  sane manner in a l l  t h e  
SiNI3A numerical solut ion routines. 
r e f e r  t o  e i t h e r  Section 6.3.1.2 o r  Section 6.2 .5 .2 .  
6 .4 .3 .3  
For the f i n i t e  difference algorithm 
Comments on t h e  Computational Procedure 
The h p o r t a n t  s t e p s  of t he  computational procedure used in sub- 
-routine CNVARB are indicated in  Table 6.4-3.  For a de ta i led  step-by-step 
computational description, t he  user must examine the  computer l i s t i n g  fo r  
W A R B  i n  Appendix B, but some general  computational d e t a i l s  are given i n  
Section 6 . 2 . 5 . 2 .  A functional flow chart of CMTARB is shown in Figure 6.4-3.  
The computational flow pa t te rn  f o r  CNVARB is very similar t o  
the  s l i g h t  difference is shown i n  the  flow chart  of CXEWBK o r  CNBACK; 
Figure 6.4-3 .  
impl ic i t  rout ines  is  the  use of a var iab le  beta,  @',which is calculated 
in t e rna l ly  by the  routine. 
Ci, t he  impressed source q 
duction and ab 
sequent calculat ion of difius2on-node temperatures i n  subsequent i t e r a t ions  
The bas ic  difference between CNVARB and t h e  other  two 
Thtis, t he  updating of the var iab le  capacitance 
and the  var iab le  coef f ic ien ts  (a f o r  con- 
f o r  radiat ion)  during the  f i r s t  i t e r a t i o n  and the  sub- 
i i j  
i j  
are iden t i ca l  t o  CNFWBK except f o r  t h e  f i n i t e  difference algorithm. 
of the  var ious control  constants and checks are ident ica l  t o  CNFSJBK. 
U s e  
6.4.3.4 Control Constants 
Control constants f o r  CNVARB are used in exactly the  same way as 
used in  CNFWBK. 
and TIMENI) must be specif ied as indicated in Table 6.2-5 and as described 
in Section 6 . 2 . 3 . 2 ;  
e r ro r  message. 
ATMPCA, BACKUP DAMPA, DAMPD, DTIMEH, DTMPCA and TIME@ is described i n  
Section 6.2 .3 .2 .  
Control constant ARLXCA, DRLXCA, DTIMEI, NL@@P, @UTPUT, 
otherwise "run" w i l l  terminate with an appropriate 
The function of opt ional ly  specif ied control  constants 
6.4.3.5 Error and Other Messages 
I f  control  constants ARLXCA, DRLXCA, DTIMEI, NL@@P, gUTPUT and 
TIMEND are not specif ied,  the following e r r o r  message w i l l  be pr inted f o r  
each, 
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TfMEND "TRANSIENT TIME NflT SPECIFIED" 
I f  the long pseudo-compute sequence LPCS is not  specif ied,  t h e  
e r ro r  message w i l l  be, 
"CNVAR3 REQUIXES LgNG PSEIJDfl-CflMPUTE SEQUENCE" 
If the  dynamic storage. a l loca t ion  is  not su f f i c i en t  
(WIM < (3*NND + NNA + NNB)), t he  e r ro r  message w i l l  be, 
I? L$CATIOMS AVAILABLE" 
Note tha t  the number p r e s a t e d  w i l l  be negative indicat ing the  addi t ional  
. storage locations required, 
I f  CSGMIN i 0, the following message w i l l .  be printed,  
\ '"CSGMIN zm$ KEGATNE~~ 
/ 
If e i t h e r  ARLXCA or  DRLXCA is not s a t i s i f e d  with NLfldP i t e r a t ions ,  
t he  following message w i l l  be  printed,  
"RELAXATION CRITWIA N@T MET" 
Checks on the  control  constants, the  pseudo-compute sequence 
and the  dynamic storage a l loca t ion  are made i n  the  following sequence 
with the  "run" terminating i f  a s ing le  check is  not s a t i s f i e d ,  
NL@@P, TIMEm,#UTPUT, ARLXCA, LPCS and dynamic storage 
al locat ion.  





















Table 6.4-3. Basic Computational Steps f o r  CNVARB 
Specification of cont ro l  constants. 
NHA > 0 )  , DRLXCA ( if  NND > 0) , DTDIEI, NL@@P, $UTPUT and TIMEND 
(TIMXND > TIME@) m u s t  be specified.  
Tablt 6.T-5 f o r  values and Section 6.2.3.2 f o r  description.)  
Control constants ARLXCA ( i f  
UPCS is required. (Refer t o  
Sufficiency check on dynamic storage. 
(NND = diffusion nodes, NNA = arithmetic nodes and NNB = boundary nodes). 
Set t ing and/or calculat ion of time-step, A t .  (Refer t o  Section 6.2.4 
f o r  de t a i l ed  procedure.) Time-step = DTIMEI. 
Set t ing of iterative D@ loop, 1 t o  NL@$P. 
Requirements = 3*NM) 4- NNA 4- NNB 
Sett ing of source locat ions to  zero. 
Calling of Variables i (refer  t o  Section 6.2.2.2 f o r  descr ipt ion) .  
Checking of BACIW? ( refer  t o  Section 6.2.3.2 f o r  description).  
Diffusion-node temperature calculations,  f i r s t  i t e r a t i o n  only. 
Checking of s t a b l e  s t a b i l i t y  criteria. 
Calculation of weighting fac tor  B'= 2.0*CSGMIN/DTIMFU. (0 B ' t  1.0) 
Conversion of temperatures t o  degrees Rankine. 
Damping of rad ia t ion  heat t r ans fe r  ( r e fe r  to  Section 6.2.5.2). 
Calculation of diffusion-node temperatGres using forward-backward 
Calculation of DRLXCC. 
algorithm with var iable  beta  (6') . 
Diffusion-node temperature calculat ions,  successive i t e r a t i o n s  a f t e r  
firs=. 
Calculation of DRLXCC. 
Acceleration of convergence every th i rd  i t e r a t i o n  i f  l i n e a r  extrapolation 
c r i t e r i o n  is m e t  ( r e f e r  to  Section 6.2.7). 
Conversion of T 
Calculation of arithmetic-node temperatures every i t e r a t i o n  ( r e fe r  t o  
Section 6.2.5.2 f o r  de t a i l s ) .  
Conversion of temperatures t o  degrees Rankine. 
Checking of ARLXCA and DRLXCA f o r  convergence and @PEITER f o r  output. 
If bath ARLXCA and DRLXCA are s a t i s f i e d ,  i t e r a t i o n s  during a time-step 
cease, otherwise NL$@P i t e r a t ions  are perfomed. 
Checking of ATMPCA and D W C A ,  
s t ep  is shortened, previous temperatures erased, and temperatures 
recalculated f o r  shortened time-steps ( r e fe r  t o  Section 6.2.5.2). 
Conversion of temperatures back t o  degrees Fahrenheit. 
Calling of VARIABLES 2 and checking of BACKUP (refer t o  Section 6.2.2.3 
and 6.2.3.2). 
Advancing of time, checking of time t o  p r in t ,  and the  pr in t ing  of the 
output in te rva l .  
Calling of @UTPUT CALLS. 
Checking f o r  problem end time stored in user specif ied control  constant 
Repeating of s tep  8 except thgt  q i ,  C i  and Gk are xmt updated- 
t o  degrees Fahrenheit. i , k-t-1 
If e i t h e r  one is not s a t i s f i e d  time- 
TIMEFJD. 
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I 
Princ i f  OPEITR f 0 L'
D@ ?TA LBQFS: evaluate 4: and Gk once only each 
time-step; calculate arithmetic-node temperatures; 






If tine t o  prfnr 
c . l~  I wxtr. 
Figure 6 .4 -3 .  Functional Flow Chart 
€or CWARB 
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6.5 Steady S ta t e  Numerical Solution Routines 
S1:NDA steady state numerical solut ion rout ines  number three.  
These steady state rout ines  are iden t i f i ed  as follows: 
CINDSS Block iterative method 
Requires shor t  pseudo-compute sequence (SPCS) 
CINI)SL Successive point iterative method 
Requires long pseudo-compute sequence (LPCS) 
CINDSM Modified CINDSL f o r  radiation-dominated problems 
Requires long pseudo-compute sequence (LPCS) 
A deta i led  description of steady state rout ines  is presented iz 
t he  pages t o  follow with l i b e r a l  reference t o  materials presented i n  
Section 6.2. A br ie f  descr ipt ion of these rout ines  follows. 
CINDSS which uses the shor t  pseudo-compute sequence (SPCS) w a s  
the  f i r s t  steady state rout ine  developed f o r  SINDA (via CINDA and CIhBA-3G); 
as a re su l t ,  some of the  fea tures  conrained i n  subsequent steady state 
routines a r e n o t  used i n  CINDSS. 
following a stea.dy state analysis ,  CPNDSS must be used with a t rans ien t  
rout ine that a l so  requires  SPCS. The "block" i t e r a t i v e  method ( r e fe r  t o  
Section 5.2.3) used by CINDSS should lend i t s e l f  t o  some types of problems 
I f  a t rans ien t  analysis  i s  t o  be performed 
4 4  which are highly norilinear with terms such as G.. (Tj - Ti). With "block" 
=J 
i t e r a t ion ,  both T.  and Ti are changed simultaneously. 
is based upon a temperature re laxat ion c r i t e r ion  s tored i n  DRIXCA f o r  
diffusion nodes and ARLXCA f o r  arithmetic nodes. 
Solution convergence 
J 
CINDSL requires  the  long pseudo-compute sequence (LPCS) and uses 
the  "successive point" i t e r a t i o n  method ( r e fe r  t o  Section 5.2.3). Any 
t ransient  analysis  rou t ine  coupled with CINDSL must require  LPCS. 
time f o r  CINDSL is less than CINDSS; as a r e s u l t ,  it is used more of ten  
Solution 
than CINDSS. 
problem can present convergence d i f f i c u l t i e s  unless considerable amount of 
damping is used. For example, a radiation-dominated problem contains many 
Ob.. (Tj - Ti>. 
T not  f o r  a given conductor; as a r e s u l t ,  the  r e su l t an t  heat flow 
calculat ion could present d i f f i c u l t i e s  because of l a rge  change i n  values. 
CINDSL has the  accelerat ion of convergence feature ,  whereas CINDSS does not. 
A major problem with CINDSL is t h a t  a highly nonlinear 
With "successive point" i t e r a t ion ,  T. may be updated and 
=J J 
i 
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Solution convergence is based upon temperature relaxation criterion stored 
In DRLXCA for diffusion nodes and ARLXCA for arithmetic nodes. 
is the latest addition to the SINDA library of steady 
; 
CINDSM 
s tate  routines. 
"successive point" iteration. 
solve radiation-dominated problems. 
system energy criterion stored in BALENG. 
CINDSM requires thebng pseudo-compute sequence and uses 
The routine w a s  specifically developed to 
Solution convergence is based upon 
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6.5.1 Subroutine: CINDSS 
6.5.1.1 General Comments 
Subroutine CINDSS is  a steady state rout ine tha t  requires  t h e  
short  pseudo-compute sequence (SPCS) and ignores the  capacitance values of 
diffusion nodes t o  ca lcu la te  steady state temperatures. Diffusion nodes are 
solved by a "block" iterative method as discussed i n  Section 6.5.2.3, whereas 
arithmetic nodes are solved by a "successive point" iterative method a l so  
discussed i n  Section 6.5.2.3. 
not necessary; as a matter of f ac t ,  solut ions w i l l  be achieved more quickly 
i f  a l l  diffusion nodes are specif ied as arithmetic.  
nodes i n  a steady state solut ion allows €or the  d i r e c t  use of the  t rans ien t  
model. 
For steady state solut ions diffusion nodes are 
The use of diffusion 
A series of steady state solut ions a t  various points i n  a t i m e  
period can be accomplished by specifying control  constants TIMEN and $%JTPUT. 
@JTPUT is  used both as the  output i n t e rva l  and the  computational in te rva l .  
The instruct ions with the  appropriate call are made i n  VARIABLES 1 to  modify 
boundary conditions with time. 
The CINDSS ca l l  can be followed by a call. t o  one of the  t rens ien t  
solution subroutines which has the  same short  pseudo-conpute sequence 
requirements such as CNFRWD. 
becomes the i n i t i a l  conditions f o r  t he  t rans ien t  analysis.  
t o  remember that control  Constants specif ied f o r  the  steady state rout ine 
w i l l  be used by the  t rans ien t  rout ine unless i n i t i a l i z e d  t o  the  desired 
values. 
steady s ta te- t ransient  problem, the user must specify t h e i r  values i n  the  
execution block a f t e r  t he  steady state cal l  and p r io r  t o  the  t rans ien t  
analysis call. 
fea ture  as discussed in  Section 6.2.7. 
In t h i s  manner the  steady state solut ion 
It is important 
Since CINDSS u t i l i z e s  control constants TIMEND and @JTPUT f o r  the  
CINDSS does not u t i l i z e  the accelerat ion of convergence 
Solution convergence is based upon a temperature re laxat ion 
c r i t e r ion  s tored i n  control  constants DRLXCA f o r  diffusion nodes and ARLXCA 
f o r  arithmetic nodes. 
DRLXCA and ARLXCA. 
indicate  d i f fe ren t  values f o r  DRLXCA and ARLXCA. A method t o  ind ica te  the  
accuracy of the  "converged" temperatures is not  presently avai lable .  
Normally, i den t i ca l  values are specif ied f o r  both 
Suff ic ient  information is not  presently ava i lab le  t o  
It 
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should also be noted t h a t  "converged'* temperatures could have l a r g e  system 
h energy unbalance. 
6.5.1.2 F i n i t e  Difference Approximation and Computational Alporithm 
The steady state heat  balance equation at  the  i t h  node may be 
readi ly  expressed as, 
P 4 P ( T i  - T,) = 0 q i +  C a (Tj - Ti) + C obij z jx l  i j  j=1 (6.5-1) 
i = 1,2,..,N 
T = constant, i? < j 5 p s 
Equation (6.5-1) represents  i3 set of nonlinear a lgebraic  equations 
t o  be solved simultaneously. 
specif ied as diffusion (nodes with capacitance even though a steady state 
solut ion is  desired) by the  "block" i t e r a t i o n  method and temperatures of 
nodes specif ied as arithmetic (no capacitance) by the  "successive point" 
i t e r a t f o n  method, two successive approximation algorithms are used. 
Since C1M)SS solves temperature of nodes 
-.. 
Diffusion Nodes (Zf any) 
,I 
Ti , k+l 
P 
DN * (qi,k + C G . .  T ) 
I J , ~  S ,k  
i j  ,k 
= DD* TiSk + i-1 
P 
C G  
j =l 
(6.5-2) 
where, k = kth i t e r a t ion ;  i = 1,2,. . . ,NND (number of diffusion nodes) 
qi,aij 'bij = may be opt ional ly  specif ied ( re fer  t o  Tables 6.2-1 - 6.2-4) 
T = constant, (NND + NNA) < j - < p (NNA is the  number of ar i thmetic  
j ,k 
nodes and p is  t h e  t o t a l  number.of nodes) 
2 2 
+ ab.. q , k  'Tj,k + Ti,k)(Tj ,k  + Ti,k)  
DN 5 DAMPD (diffusion node damping f ac to r )  
DD = 1.0 - DN 
G ij,h = a.. 1J ~k 
Arithmetic Nodes ( i f  any) 
i P 
Ti,k+l = AD* TiYk + 
- 
i j , k  Tj,k' T + C G  AN* (qi ,k .' G i j , k  j ,k+l  j=i+l J=1 
P 
i j , k  C G  j=l 
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where, k = 
ANr 
A D =  
kth i t e r a t i o n ;  i = (NND $. l ) ,  (rUr;n, + 2) ,  . . . , (NND -k NNA) 
optTonally specified ( re fer  t o  Tables 6.2-1 - 6.2-4) 
constant, (NND + NNA) < j p (NNA is the number of 
arithmetic nodes and p is the  t o t a l  number of nodes 
n n 
DAMPA ( a r i t b e t i c  node damping fac tor )  
1.0 - AN 
6.5.1.3 Comments on the  Computational Procedure 
The important s teps  of t he  computational procedure used i n  the  
steady state. subroutine CINDSS are indicated i n  Table 6.5-1. 
procedural description, the  user must examine the computer l i s t i n g  f o r  CINDSS 
in  Appendix C, but some general computational d e t a i l s  are given i n  Section 
6.2.5.3. The 
user is required t o  specify the maximum number of i t e r a t i o n s  t o  be per- 
For a de ta i led  
A functional flow chart  of CINDSS is shown i n  Figure 6.5-1. 
formed via control  constant NLMP and the  diffusion-node temperature change 
relaxat ion criteria DRLXCA and the  arithmetic-node temperature change 
criteria ARLXCA. The i t e r a t ions  continue unt i l  e i t h e r  NL@$P is s a t i s f i e d  
or both DRLXCA and iARLxCA are sa t i s f i ed ,  I f  DRLXCA and ARLXCA are not 
s a t i s f i e d  with NLflBP i t e ra t ions ,  an appropriate message is printed. 
VARIABLES 1 and BUTPUT CALLS are performed a t  the start and VARIABLES 2 and 
@JTPUT CALLS are performed upon completion. 
diffusion nodes and DAMPA f o r  arithmetic nodes are so-called damping f ac to r s  
which are mul t ip l ie rs  of the  "new" temperatures; 
(or 1.0 - DAMPA) is a mult ipl ier  f o r  the  "old" temperatures. 
weighting of "old" and "new" temperatures is useful f o r  damping osc i l l a -  
t ions  due t o  nonl inear i t ies .  For nonlinear systems, t he  damping f ac to r s  
are specif ied t o  be less than one. I f  not specified,  t he  damphg fac to r  
is set t o  1.0. As a point of interest, it appears t ha t  i f  a l i n e a r  system 
is to be solved, the  convergence could be accelerated by using the  damping 
fac tor  grea te r  than one. The diffusion nodes receive a "block" i t e r a t ion ,  
whereas the  a r i t h m e t i c  nodes receive a "successive point" i teratFon; 
accelerat ion features  are not u t i l i zed .  
Control constants D W D  f o r  
the  f ac to r  1.0 - DAMPD 
This 
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6.5-1.4 Control Constants 
i 
Control constant NL@@P must be specif ied and control  constants 
MUXCA and DRLXCA must be specif ied i f  NNA > 0 and NM) > 0, respectively; 
otherwise "run" w i l l  terminate with an appropriate e r ro r  ncessage. 
Constants DAMPA and DAMPD may be opt ional ly  specif ied am0a.g others.  
constant charac te r i s t ics  are tabulated in Table 6.2-5 and description of 
these control  constant is  presented i n  Section 6.2.3.2. 




accuracy of solution. 
appears that a t r i a l  and e r ro r  procedure is the  only p rac t i ca l  way of 
determining realistic control  constant values. 
Since the type of problem w i l l  influence accuracy, it 
6.5.1.5 Error and Other Messages 
If control constants ARLXCA, DRWlCA and NL@@P are not specif ied,  
the  following er ror  message w i l l  be printed f o r  each, 
ARLXCA *'I?@ ARLXCA" 
DRLXCA "Nb DIILXCA" 
NL@BP "N@ NL@@P" 
i f  the short  pseudo-compute sequence SPCS is not specif ied,  the  
1 
er ror  message w i l l .  be, 
"CINDSS REQUIRES SH@RT PSEUDO-C@MPUTE SEQUENCE" 
I f  the  dynamic storage a l loca t ion  is  not  suf f icent  (NDIM < NND) 
will be, 
LbCATIONS AVAILABLE" It  
Note that the number pr inted w i l l  be negative indicating the addi t ional  
storage locations required. 
If both temperature change relaxation criteria ARLXCA and DRLXCA 
are not m e t  with NL@bP i t e r a t ions ,  the  message w i l l  be, 
11 
"ITERATIC6N C@UNT EXCEEDED, LflflPCT = -
Checks on t h e  control  constants, t he  pseudo-compute sequence, 
and the dynamic storage a l loca t ion  are made in  the  following order with the  
"run" terminating i f  a s ing le  check is not s a t i s f i ed .  
NL@@P, ARLXCA, DRLXCA, SPCS, and dynamic storage al locat ion.  















Table 6.5.1. &sic Computational Ste?s fo r  CIlTljSS 
Specification of control  constants. 
DRLXCA ( i f  NND > 0) and NL&bP must be specified.  
(Xefer t o  Table 6.2-5 f o r  vslues and Section 6.2.3.2 f o r  description.)  
Sufficiency check on dynamic storage. Requirements =i NND (3ND = 
diffusion nodes). 
Set t ing of TIMEN f o r  first i t e r a t i o n  and succeeding i te ra t ions .  
Control constsnts ARZXCA ( i f  NNA > O), 
SPCS is required. 
TIMEN = TIME@, f i r s t  i t e r a t i o n  
TIMEN = TIME@ + @UTPUT, succeeding i t e r a t i o n s  
Set t ing of iterative loop f o r  a l l  nodes, kl = 1, NLQ1#P 
Sett ing of source locations t o  zero. 
Calling of VARIABLES 1 ( refer  to  Section 6.2.2.2 f o r  description).  
Calculation of d i f  fusion-node temperatures by "block" i t e r a t i o n  i f  
NND > 0 ( re fer  t o  sect ions 6.2.5.3 and 6.5.1.2). 
DN = DAMPD and DD = 1.0 - DN 
Calculation of D W C C .  
Calculation of arithmetic-node temperatures by "successive point" 
i t e r a t i o n  i f  NNA > 0 (refer  t o  Sections 6.2.5.3 and 6.5.1.2). 
i P 
Ti, k+l = AD* Ti,k + 
AN* (qi,k + ' G i j , k  T j ,k+l  + Gij ,k  Tj,k' 
j =1 j =i+l 
P 
AN = D W A  
AD i= 1.0 - DAMPA 
Calculation of ARLXCC. 
Checking of DRIXCC and ARLXCC against  t he  relaxat ion criteria DRLXCA 
and ABLXCA, respectively,  f o r  convergence. 
are s a t i s f i e d ,  i t e r a t i o n s  cease, otherwise NL@@P i t e r a t i o n s  are 
performed. 
I f  both ARLXGA and DRLXCA 
Calculation of system energy balance which is s tored i n  ENGBAL. 
C a l l  VARIABLES 2 and QUTCAL, p r i n t  ENGBAL and L@@PCT. 
Check i f  TIMEND = TIMEN. 
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1 Set.al1 sources to zero I 
Call VARmLES 1 
Update q4, G k  (diffusion-diffusion, diffusion- 
arithmetic); compute diffusion-node temperatures 
by block rteration method 
Print message 
Calculate energy balance 1 
Figure 6.5-1. Functional Flow Chart for CINDSS 
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6.5.2 Subroutine: CINDSL 
6.5.2.1 General Comments 
Subroutine CINDSL is a steady state rout ine t h a t  requires  t h e  
long pseudo-compute sequeace (LPCS). Both diffusion- and arithmetic-node 
temperatures are calculated by a "successive point" i t e r a t i o n  computational 
technique. 
accelerate convergence. 
solut ions than CINDSS, but nonlinear problems such as those with radiat ion 
heat t r ans fe r  can pose considerable convergence d i f f i c u l t i e s  unless a l a rge  
Every t h i r d  i t e r a t i o n  a l5near extrapolation is performed t o  
C1NI)SL generally y ie lds  s ign i f i can t ly  f a s t e r  
amount of damping (low values of DAMPA and DWD) is imposed. 
A series of steady state solut ions at various poin ts  in  time can 
be generated by specifying control constar,ts TIMEM) and @UTPUT. 
is used both as the  output interval and the  computation in te rva l ;  
requires  appropriate calls i n  VARIABLES 1 t o  modify boundary conditions 
with time. 
@UTPUT 
t h i s  
CINDSL can be  followed by a call t o  one of the  t rans ien t  numerical 
solut ion rout ines  which have the  same LPCS requirements. 
m n e r  the  steady state solut ions become the  i n i t i a l  conditions f o r  t he  
Used i n  t h i s  
t rans ien t  analysis.  
TIMEND and @UTPUT f o r  t he  coupled steady s ta te - t rans ien t  problem, the  user 
must specify the  values of TIMEM) and @UTPUT i n  the  execution block a f t e r  
Note tha t  since CINDSL u t i l i z e s  control  constants 
the steady s ta te  call  and p r io r  t o  t h e  t rans ien t  ana lys i s  call .  
Solution convergence is based upon a temperature re laxat ion 
c r i t e r ion  s tored i n  control  constants DRLXCA f o r  diffusion nodes and ARLXCA 
f o r  arithmetic nodes. Normally, i den t i ca l  values ard specif ied f o r  both 
DRLYCA and ARLXCA f o r  lack  of anything be t t e r .  
f o r  diffusion nodes and DAMPA f o r  arithmetic nodes are merely mul t ip l ie rs  
of rtnew" 
mul t ip l ie r  of t he  "old" temperatures. Normally, these damping f ac to r s  are 
specif ied t o  be less than 1.0, but f o r  a l i n e a r  system the  convergence 
probably could be accelerated by using a damping f ac to r  grea te r  than one. 
6.5.2.2 
The damping f ac to r s  DAMPD 
temperatures and the  fac tor  1.0 - DAMPD (or 1.0 - DAMPA) is a 
F i n i t e  Difference Approximation and Computational Algorithm 
The set of steady state heat balance equations, 
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T = constarit N < j < p - 3 
is solved by a re - i t e r a t ive  scherne ca l l ed  a "successive point" i t e r a t i v e  
method here. 
solved i n  t h i s  manner. 
&hat control constant DAMPD 
constant DAMPA is  used with arithmetic nodes. 
Both diffusion-ode and arithmetic-node tenperatures are 
The only difference between the  two algorithms bs 
is  used with diffusion nodes and control  
. Diffusion Nodes ( i f  any) 
i P 
T + C G  i j,k Tj ,k 1 j =i+l ('1,k + .' G i j , k  j ,k+l 3 =1 = DD* Ti,k + DN* (6.5-4) 
'i,k+l P 
- 
where , i = 1,2, .. . ,NND; k = kth  i t e r a t i o n  I 
cq,aij,b.. = may be opt ional ly  specif ied ( re fer  to Tables 6.2-1 - 6.2-4) 
lJ 
T = constant, (NND + NNA) j - < p (NNA is the  number of ar i thmetic  j ,k 
I nodes 
DN = DAEIPI) 
DD = 1 .0  - 
i j , k  i j , k  
G = a  
and p is the  t o t a l  number of nodes) 
(diffusion-node damping f ac to r )  
DN 
+ ob i j , k  (T2 j r R  + T2 i,k)(Tj,R + Ti,k) 
(R = k i f  j i and R = ki-1 i f  j < i )  
Arithmetic Nodes (if any) 
P P 
=1 
('iYk + jz  Gi j ,k  T j , k+ l  + G G  j3i+l i j , k  Tj,k 1 
= AD* TiYk + AN* (6.5-5 
T A y k + l  P 
\ 
where, i = (NND + l),(NND + 2),...,(NND 4- NNA) 
may be opt ional ly  specif ied ( r e fe r  t o  Tables 6.2-1 - 6.2-4) 
constant (NND + NNA) < j 
nodes and p is the  t o t a l  number of nodes) 
DAMPA (arithmetic-node damping f ac to r )  
1.0 - AN 
p (NNA is  the  number of arithmetic 
(a = k i f  J i and R = k+l i f  j < 1) 
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6.5.2.3 Comments on the  Computational Procedure 
B e  important s teps  of t he  computational procedure used i n  
t h e  steady state subroutine CINDSL are indicated i n  Table 6.5-2. 
detai led procedural description, t h e  user must examine t h e  computer 
listing f o r  CINDSL in Appendix C, but some general  computational d e t a i l s  
are given i n  Section 6.2.5.3. 
i n  Figure 6.5-2, 
For a 
A funct ional  flow chart  of CINDSL is shown 
The computational pat tern of CINDSL is  very similar t o  CINDSS 
with the  differences being that CIM)SL uses the  long pseudo-compute 
sequence, whereas CINDSS uses the  shor t  pseudo-compute sequence, and t h a t  
O S L  contains the  acceleration convergence fea ture ,  whereas CINDSS does 
not. 
t o  be performed via control  constant NLQ)Q)P and the  diffusim-node tempera- 
t u r e  change relaxat ion criteria DRLXCA and t h e  arithmetic-node temperature 
change relaxat ion criteria ARLXCA. 
NLld@P is s a t i s f i e d  o r  both DRLXCA and ARLXCA are sa t i s f i ed .  
AIUXCA are not s a t i s f i e d  with NL@@P, an appropriate message is printed. 
The user is required t o  specify the  m a x i m u m  number of i t e r a t i o n s  
The i t e r a t i o n s  continue u n t i l  e i t h e r  
I f  DRLXCA and 
Acceleration of convergence is  performed every t h i r d  i t e r a t i o n  if a 
temperature is converging over two time-steps. 
6.5.2.4 Control Constants 
Control constant NL##P must be spec i f ied  and control  constants 
ARLXCA and DRLXCA must be specif ied i f  NNA > 0 and NI?D > 0, respectively; 
otherwise "run" w i l l  terminate with an appropriate e r ro r  message. 
constants DAMPA and DAMPD may be opt ional ly  specif ied among others. 
Control 
Con- 
t r o l  constant cha rac t e r i s t i c s  a r e  tabulated i n  Table 6.2-5 and description 
of these cont ro l  constants is presented i n  Section 6.2.3.2. Specification 
of W&@P is  dependent upon the values of ARLXCA and DRLXCA and thus the  
accuracy of t he  solution. 
accuracy, it appears t ha t  a trial and e r ro r  procedure is t h e  only p rac t i ca l  
wag of determining realist ic control constant values. 
Since the  type of problem w i l l  influence 
6.5.2.5 Error and Other Messages 
If control  constants ARLXCA, DRLXCA and NL@#P are not  Specified, 
the  following e r r o r  message w i l l  be pr inted f o r  each, 
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ff the long pseudo-compute sequence LPCS is not specified, 
the error message will be, 
"'C1NI)SL REQUIRES LbNG PSEUD@-COWUTE SEQUENCE" 
If the dynamic storage allocation is not sufficient, 
(NDIM < 2* (NNA + NND) ) , the message will be, 
I? LflCATIONS AVAILARLE" 
Note that the number printed will be negative indicating the additional 
storage locations required. 
?I t t ~ 0 1 6 ~ ~ ~  = and ENGBkL = 
If both temperature change relaxation criteria, ARLXCA and 
BRIXCA, are.not met with NLb@P iteratiom, the message will be, 
0 "ITERATIbN C073NT EXCEEDED, LbBPCT = 
Checks on the ccntrol constants, the pseudo-compute sequence, 
and the dynamic storage allocation are made in the following order with 
1 
the "run" terminating if a single check is not satisfied. 
NL@P, ARLXCA, DRLXCA, LPCS, and dynamic storage allocation. 
\ 
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Table 6.5.2 Basic Computational Steps f o r  CINDSL 
Speci f i ia t ion  of control  constants. 
W A  > 0), DRUCA (if NNI) > 0 )  and HLJdflP must be specif ied,  
required. 
dexcription. 1 
Sufficiency check on dynamic storage. 
(NND = di f fus ion  nodes and RX4 = arithmetic nodes). 
Sett ing of TMEN f o r  f i r s t  and succeeding i te ra t ions .  
Control constants =.CA ( i f  
LPCS is  
(Refer t o  Table 6.2-5 f o r  values and Section 6.2.3.2 f o r  
Requirements = 2* (NND + NNA) 
TlMEN = TIME@, f i r s t  i t e r a t i o n  
TIMEN = TIME0 + @UTPUT, succeeding i t e r a t i o n s  
Set t ing of iterative loop f o r  a l l  nodes, kl = 1, NL@@P. 
Sett ing of source locat ions t o  zero. 
Calling of VARIABLES 1 (refer  t o  Section 6.2.2.2 f o r  description).  
Calculation of diffusion-node temperatures by "block" i t e r a t i o n  i f  

















DD* Ti,k + 
D'* (qi,k + .: G i j , k  Tj,k+l .e:+l G i j , k  Tj,k) - J-1 
P 
DN = D W D  and DD = 1.0 - DN 
Calculation of DRLXCC. 
Calculation of a r i the t i c -node  temperatures by "successive point" 
i t e r a t i o n  i f  NNA > 0 (refer t o  Sections 6.2.5.3 and 6.5.1.2). 
P 
Calculation of ARLXCC. 
Checking of DRLXCC and ARLXCC against  t he  relaxat ion criteria DRLXCA 
and ARLXCA, respectively,  f o r  convergence. I f  both ARLXCA and DRLXCA 
are sa t i s f i ed ,  i t e r a t i o n s  cease, otherwise NLOOP i t e r a t i o n s  are 
performed. 
Acceleration of convergence each th i rd  i t e r a t ion ,  i f  linear extrapola- 
t i on  c r i t e r i o n  is m e t  ( refer  t o  Section 6.2.7). 
Calculation of system energy balance which is s tored i n  ETJGBAL. 
Call VARIABLES 2 and #UTCAL, p r i n t  ENGBAL and L@@PCT. 
Check i f  TIMEND = TIMEN. 
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Iterative L@@P I K l  = 1, NL@@P 




1 Calf VARIABLES 2 I 
I Gdll dUTPUT C-ALLS I 
Figure 6.5-2 Functional Flow Chart for CINDSL 
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6.5.3 Subroutine: CINDm 
6.5-3.1 General Comments 
Subroutine CINDSM is  a steady state rout ine spec i f ica l ly  generated 
fur radiat ion dominated problem. 
sequence (LPCS) and is  considerably d i f f e ren t  from CINDSL. C1NI)SM is  
based on t h e  use of pseudo l inea r  equations which are the  r e s u l t  of 
Linearizing t h e  rad ia t ion  conductors. 
the  "successive point" method with LAXFAC i t e r a t ions .  
CINDSM requires the  long pseudo-compute 
These equations are solved by using 
Updating of t h e  
propert ies  as w e l l  as the  l inearized conductors occur outs ide of t he  
iterative loops. 
continually tightened unt i l  e i the r  t h e  NL&bP i t e r a t i o n s  o r  the  systein 
energy balance c r i t e r i o n  stored k~ ULENG has been sa t i s f ied .  
Temperature convergence is based on a c r i t e r i o n  t h a t  is 
The accelerat ion of convergence by linear extrapolation as used 
i n  .CINr3SX is es sen t i a l ly  the  sane as used i n  the other  SINDA numerical 
solution routines,  but i n  l i e u  of l imi t ing  the  extrapolation by an allowable 
slope value ( r e fe r  t o  Section 6.2.7) t he  maximum temperature change of the  
network on t h e  last i t e r a t i o n  is used as the  allowable value. 
Information avai lable  a t  t h i s  tine indicates  tha t  each problem 
appears t o  have an optimum combination of NL#@l', DAMPD, and LAXFAC values. 
An NT,@@P of 100, a DAMPD of 0.5 and a UXFAC of 10 has been successfully 
applied t o  spacecraft  problems with rad ia t ion  domination, but the  solut ion 
time is ra the r  long. 
6.5.3.2 F i n i t e  Difference Approximation and Computational Algorithm 
The set of steady state heat balance equations, 
P P 4 4  
qi + C a (Tj -Ti) + C ab (Tj - Ti) j-1 5s j=l is 
i = 1,2,...,N 
T = constant, s 
i s  solved by a re-iterative "successive point" method 
4 4  (Tj - Ti) e 
i j  
Lhea r i za t ion  is achieved by l e t t i n g - a b  
2 2  
= ab ('Ej 4- Ti) (Tj + Ti). This yie lds  % ij 
= o  
a f t e r  l inear izat ion.  
Gr (Tj - Ti) with 
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(G. 5-6) 
Diffusion and Arithmetic Nodes 
No d i s t inc t ion  is made between diffusion and arithmetic nodes. 
As a resu l t ,  t he  following algorithm appl ies  t o  both types of nodes, 
i P 
i j , L  Tj,d T + C G  
+ ,, G i j , L  j ,k+l  j=i+l 
(6.5-7) 3S.l T, = DD* T, + DN* 
where, i =  1,2,...,(WD + XNA); 
k = kth  i t e r a t i o n  
L = before each LAXFAC i t e r a t i v e  loop 
p = t o t a l  number of nodes 
T = constant, (NND + NNA) < j 5 p j ,k 
DN = DAMPD (diffusion-node damping fac tor ;  DAMPA is  not  used) 
DD = 1.0 - DAMPD 
2 + Ti,L>(Tj,L + Ti,&) i j , L  + O b i j , L  'Tj,L 
2 = a  
G i j , L  
(Gij,L is updated once before each W A C  iterative loop 
NNA = number of a r i t h m e t i c  nodes 
NND = number of diffusion nodes 
9 i , a i j  ' b i j  = may be opt ional ly  specif ied ( re fer  t o  Tables 6.2-1 - 6.2-4) 
6.5.3.3 Comments on the  Computational Procedure 
A de ta i led  step-by-step computational procedure as used i n  the  
steady state rout ine CINDSM is presented i n  Table 6.5-3. 
detai led procedural description, the user must examine the  computer 
For a more 
l i s t i n g  in Appendix C. A functional: flow chart  tha t  is  compatible with 
the  step-by-step descr ipt ion of Table 6 - 5 3  is shown i n  Figure 6.5-3. 
CINDSM is considerably d i f fe ren t  from e i t h e r  CINDSS o r  CINDSL 
because of the  use of a var iab le  convergence c r i t e r ion  which is in t e rna l ly  
updated. 
RALENG are the  ul t imate  criteria. 
Overall, from a t o t a l  system basis ,  control  constants NLfi@P and 
It should be par t icu lar ly  noted here tha t  unlike CINDSS o r  
The CINDSL, which use both DAMPA and DAMPD, CINDSM uses only DAMPD. 
reason f o r  t h i s  is tha t  CINDSM does not treat the nodal types as diffusion 
or arithmetic. 
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6.5.3.4 Cor?trol Constant 
Control constants BALENG, LAXFAC AND NL@$P must be specif ied;  
otherwise the  "run" w i l l  terminate w2th an appropriate e r ro r  message. 
Control constant DAMPD may be opt ional ly  specif ied among others.  
constant cha rac t e r i s t i c s  are tabulated i n  Table 6.2.5 and descr ipt ion of 
these control  constants is presented in  Section 6.2.3.2. 
BaLENG, LAXFAC and NLOOP appears t o  be  a t r ia l  and e r ro r  procedure. 
6.5.3.5 Error and Other Messages 
Control 
Specification of 
I f  control  constants BALENG, W A C ,  and NL@@P are not  specif ied,  




I f  the  long pseudo-compute sequence .LPCS is not  specif ied,  
the e r ro r  message w i l l  be, 
"CINDSM REQUIRES LONG PSEUD@-C@R?UTE SEQUENCE" 
I f  t he  dynamic storzge a l loca t ion  is not  su f f i c i en t ,  
(NDIM < (3* NNA + 3* NM) + NGT)), t he  message w i l l  be, 
LOCATIONS AVAILABLE" ?I - 
Note tha t  t he  number pr inted w i l l  be negative indicat ing the addi t ional  
storage locat ions required. 
If e i t h e r  NL$@P i t e r a t i o n s  has been made o r  i f  ENGBAL - K BALENG, the  
following message is  printed,  
?I -- "L#@PCT = , and ENGBAL 
Checks on the  control  constants, t he  pseudo-compute sequence 
\ 
and the  dynamic s torage a l loca t ion  are made in  the  following order with 
the ' h n "  terminating if a s ing le  check is  not  s a t i s f i e d ,  
NLB@P, LPCS, BALENG, LAXFAC and dynamic s torage al locat ion.  







Table 6.5.3. Basic Computational Steps f o r  C I B " M  
Specification of control  constants. Control constants BALENG, LAXFAC 
and NL#$P must be specified.  
is required. 
description. ) 
Sufficiency check on dynamic storage, 
(NND = diffusion nodes, NNA = arithmetic nodes and NGT = t o t a l  number 
of conductars). 
Setcing of TINW f o r  the  first and succeeding i te ra t ions .  
The long pseudo-compute sequence (LPCS) 
(Refer ro Table 6.2-5 f o r  values and Section 6.2.3.2 f o r  
Requirement = 3* (NND + NNA) + NGT 
T'LEIEN = TIME@, f i r s t  i t e r a t i o n  








. -  . . - _  . .  
in CIND-SM 
NZ@@P/WAC (both NL@@P and W A C  are specif ied by 
the  user) 
.05 ( i n i t i a l  value used i n  CINDSM as the  allowable 
t: emp era t ure  chang e) 
.05/NeAX (a number used in  reducing RELAX f o r  a t i gh te r  
c r i te r ion)  
.a01 (a value of RELAX used in  CINDSM f o r  a t i g h t e r  
c r i te r ion)  
.001/5 (a subsequent value of RELAX f o r  a t i gh te r  
c r i t e r ion )  
DANPD (damping fac tor  f o r  a l l  nodes; DAMPA is not  used) 
Updating of var iables  and l inear iza t ion  of radiat ion . 
Variable qi and % are evaluated by c a l l ~ g  subroutine N@NLIN. 
Linearization means tha t  the  radiat ion exchange expressed as ab 
Normally, G i j  would be updated each i t e r a t i o n  as done in  CINDSS 
or CINDSL, but i n  CINDSM G i j  is not updated within the D@-L@pI)P 
(kl = 1,LAXFAC) but is updated outs ide of the  loop. 
Iterative D&L#@P (kl = 1 , W A C )  is established. 
4 4  
(T.-Ti). ij J 
Temperatures of a l l  nodes are calculated by "successive point" i t e r a t i o n  
with no damping. 
i P 
i j  Tj,k 
+ C G  
- 'i +- j z  =1 Gij Tj,k+l j=i+l 
Ti ,k+l P (6.5-5) 
ij j=l 
C G  
where, G i j  = ai + U b i j  ( T j  + T$)(Tj + Ti ) (q i  and G i j  are not updated 
during the  LAXFiC i t e r a t ions )  
Check on temperature convergence. Temperatures have converged if, 
- I < RELAX (= .OS) ITl,k+l Ti ,k  max - 
If temperatures have converged, the  computation goes out of the  
i t e r a t i o n  loop t o  s t e p  (7). 
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Table 6.5.3. (continued) 
Every t h i r d  i t e r a t i o n ,  acceleration of convergence is  attempted i f  
fbear extrapolat ion c r i t e r ion  is m e t  ( r e f e r  t o  Section 6.2.7). 
I t e r a t ion  ceases i f  LaxFAC i t e r a t ions  have been performed or i f  t h e  
temperatures have converged. 
7. Check on Nwuz i t e r a t ions .  
If in s t ep  (6) the  number of i t e r a t ions ,  LOOPCT 2 NLAX, the  computa- 
t i ona l  procedures go t o  s tep  (9). However, i n  s tep  (6) i f  the number 
of i t e r a t i o n s  LOOPCT < NLAX, then a set of temperature calculat ions 
is made using "successive point" method with a damping f ac to r  and no 
i t e r a t ions ,  
i P 
where, DN = DAWD (diffusion node damping factor ;  
Allowable temperature change c r i t e r i o n  RELAX is  reduced to, 
note  DAMPA is not  used) 
= constant Gi j 
RELAX .05 - (.05/NLAX) 
and computational procedure goes t o  s tep  (5). 
c r i te r ion .  
Temperatures have converged i f ,  
8. Repetition o f  s teps  (5) through (7) except f o r  tenperature convergence 
- f < RELAX (= .OS - .05/NLAx) ITi,lc+l Ti ,k  max - 
9. Assuming s t e p  (7) has been s a t i s f i e d ,  L@@PCT is checked against  hZ@@P. 
I f  LOOPCT NLOOP, the  computation proceeds t o  s tep  (12). 
If LOOPCT < NLOOP computation proceeds to  s t e p  (10)- 
10, Reduce RELAX to .001. 
11, Check on temperature convergence, 
If ITi,,&l - Ti ,k  1 - < RELAX (= ,001) go t o  s t e p  (1.2). 
ITi,k+l - Ti ,k  1 > RELAX (= .001), LAXFAC is reduced t o  
LAXFAC = NL@@P - L@QIPCT, 
and s t eps  (5) through (If) are repeated. 
Compute system energy balance and s t o r e  in control  constant ENGBAL. 
I f  L@QIPCT - > LAXFAG (or iginal  user input value),  go t o  s t e p  (15) 
against  BEENG. 
If  ENGBAL 5 BALENG, go t o  s tep  (14) 
If ENGBAL > BALENG, RELAX is set to,  RELAX = .OOl/S, and s t e p s  (5) 
through (14) are repeated with the new RELAX values. 
12. 
13. 
14. I f  LOOPCT < LAXFAC (original. user input value),  ENGBAL is checked 
15. Print ENGBAL; call VARIABLES 2; c a l l  f8UTCAL; check i f  TIMEND = TIME@. 
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. 
[ Check and set control mnst~nts-1 
6.5-3. Fumtional Flow Chart for CINDSM 
f 
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