Abstract. The multiplicity of a point in the joint numerical range
Introduction
Let C n×n be the set of n × n complex matrices. The classical numerical rang of A ∈ C n×n is
It is the image of the unit sphere Ax. Toeplitz-Hausdorff theorem asserts that W (A) is a compact convex set [9] . When n = 2, W (A) is an elliptical disk (possibly degenerate) [9] , known as the elliptical range theorem.
A point ξ ∈ W (A) is called an extreme point if ξ is not in any open line segment that is contained in W (A). A point ξ ∈ W (A) is a sharp point if ξ is the intersection point of two distinct supporting lines of W (A) [9, p.50] . We have the following inclusions for W (A), which are proper in general:
{sharp points} ⊆ {extreme points} ⊆ {boundary points}.
Donoghue [7] showed that sharp points of W (A) are eigenvalues of A. Indeed the following is a characterization of the sharp points. In general M ξ is not a subspace but it is homogeneous. Thus the span of M ξ , denoted by M ξ , satisfies M ξ = M ξ + M ξ := {x + y : x, y ∈ M ξ }. Stampfli [14, Lemma 2] showed that M ξ is a subspace of C n if ξ is an extreme point. Embry [8] established the converse and some related results. We remark that the results of Dongonhue, Stampfli, and Embry are for any bounded linear operator on a complex Hilbert space. Now consider for each ξ ∈ W (A)
i.e., w A (ξ) is the maximal number of linearly independent vectors x ∈ S n−1
such that x * Ax = ξ. We call w A (ξ) the multiplicity of ξ. It is well known that W (A) is a line segment [α, β] if and only if A is essentially Hermitian, in which case w A (ξ) = n for any ξ ∈ (α, β). With this fact, one can deduce from Theorem 1.2 that w A (ξ) = n for any relative interior point ξ ∈ W (A), thus provides an affirmative answer to a question of Uhlig in [15, p.18 ].
We will study multiplicities of relative interior points and some characterizations of extreme points and sharp points of two variations of the classical numerical range.
Joint numerical range of three Hermitian matrices
Let H n be the set of n × n Hermitian matrices. Let A = A 1 + iA 2 be the Hermitian decomposition of A ∈ C n×n , where A 1 , A 2 ∈ H n . Since
Given A 1 , . . . , A k ∈ H n , Au-Yeung and Poon [1] and other authors, for example, Binding and Li [4] , Au-Yeung and Tsing [3] , Li and Poon [10] , considered the following generalization of W (A):
which is a joint numerical range of A 1 , . . . , A k . We remark that W (A) can be viewed as W (A 1 , A 2 , 0). Au-Yeung and Tsing [2] proved that
is an ellipsoid (possibly degenerate) when n = 2 (see [6] for a conceptual reason).
To simplify notation, given
and may not be a constant. The lower bound n − 2 is best possible. 
The proof of (b) is similar to that of (a).
(2) The statement is trivial for n = 3. Suppose that n ≥ 4 and let
and hence there would exist a unit vector y ∈ u, v, w and f (y) = ξ. Write y = αu + βv + γw for α, β, γ ∈ C. Notice that α and γ cannot be both zero, otherwise f (y) = f (v) = ξ. Then y, x 1 , . . . , x k would be linearly independent, a contradiction.
The following example shows that the bound n − 2 is best possible.
Example 2.3. Let n ≥ 3 and
It is known that
and the origin, where
is the unit ball in R 3 and it is not hard to deduce (a) and (b), and (c) can be obtained by direct computation:
Evidently an extreme point
is a boundary point. However, a boundary point is not necessarily an extreme point. For 
Notice that W ξ is homogenous so that 
is (i) a flat convex set containing ξ as a relative interior point, or (ii) a line segment, then
(iii) a flat convex set S in which ξ is not a relative interior point of S, then
Proof. (1) Evidently all extreme points of W (A 1 , A 2 , A 3 ) are boundary points. Suppose that ξ is a boundary point of W (A 1 , A 2 , A 3 ) . Since W (A 1 , A 2 , A 3 ) is convex [2] , there is a supporting plane P of
is an extreme point of the classical numerical range W (Â) (a line segment), whereÂ := p 1 A 1 + p 2 A 2 + p 3 A 3 . So η must be a maximal or minimal eigenvalue of the Hermitian matrixÂ. Thus M η (Â) is an eigenspace ofÂ. In addition if ξ is an extreme point of
Suppose that ξ is a boundary point and W ξ is a subspace of C n . If ξ were not an extreme point, there would exist distinct α, A 2 , A 3 ) and ξ would be contained in the convex hull of the ellipsoid W (Â 1 ,Â 2 ,Â 3 ). Since ξ is a boundary point of W (A 1 , A 2 , A 3 ), this forces W (Â 1 ,Â 2 ,Â 3 ) to be an elliptical disk (possibly degenerate but not a point since α = β). Hence ξ ∈ W (Â 1 ,Â 2 ,Â 3 ) and by Theorem 2.2(1), there would exist two linearly independent unit vectors x, y ∈ u, v such that f (x) = f (y) = ξ. But W ξ is a subspace and clearly x, y ∈ W ξ . So u ∈ u, v = x, y ⊆ W ξ and we would have α = f (u) = ξ which is absurd.
(2) Suppose that ξ is a non-extreme boundary point. Let P be a supporting plane of W (A 1 , A 2 , A 3 ) at ξ. Referring to the first paragraph of the proof of (1), M η (Â) is an eigenspace ofÂ and
On the other hand, pick arbitrary z ∈ P ∩ W (A 1 , A 2 , A 3 ) with z = ξ.
is a flat convex set in which ξ is an interior point, then there exists z = z and ξ ∈ (z, z ) ⊆ P ∩ W (A 1 , A 2 , A 3 ) . Pick x ∈ W z and x ∈ W z . Clearly x, x are linearly independent since z = z . LetÂ 1 ,Â 2 ,Â 3 be the compressions of A 1 , A 2 , A 3 onto x, x respectively. As an ellipsoid containing z, z , W (A 1 , A 2 , A 3 ) onto the hyperplane H (spanned by p = (p 1 , p 2 , p 3 ) and (q 1 , q 2 , q 3 )) that is orthogonal to the line L. So L is projected into a point η ∈ H. Hence η is an extreme point of
must be degenerate. Thus by Theorem 2.2(1b), there are two linearly independently vectors
u, v ∈ x, x ∩ S n−1 such that f (u) = f (v) = ξ. But x ∈ x, x = u, v ⊆ W ξ + W ξ = W ξ . So W z ⊆ W ξ for all z ∈ P ∩ W (A 1 , A 2 , A 3 ). So we have the other inclusion W ξ ⊇ ∪ z∈P ∩W (A 1 ,A 2 ,A 3 ) W z . (ii) If P ∩ W (A 1 , A 2 ,A(i), W (Â 1 ,Â 2 ,Â 3 ) ⊆ W (A 1 , A 2 , A 3 )
is a line segment and apply Theorem 2.2(1b). (iii) Project
Corollary 2.7. Let A 1 , A 2 , A 3 ∈ H n with n ≥ 4 and ξ ∈ W (A 1 , A 2 , A 3 ). If w A 1 ,A 2 ,A 3 (ξ) = 1, then ξ is an extreme point.
Example 2.8. With respect to Theorem 2.6(2)(iii) it is possible that there is only one supporting plane P at ξ such that S := P ∩W (A 1 , A 2 , A 3 ) is a flat convex set and ξ is not in the relative interior of S ⊆ R 3 . For example, if 
is the convex hull of the cylinder
and L. The point ξ := (1, 0, 0) ∈ K lies on the edge of the flat portion
but is not an extreme point. The vector 1, i, 0) ,
For any point η := (t, 0, 0) for 0 < t < 1, W η is not contained in W ξ . So (2.3) does not hold though (2.2) is true.
Joint numerical range of two real symmetric matrices
Brickman [5] (also see [12] ) studied the real analog of the numerical range of A ∈ C n×n :
and proved that V (A) is convex when n ≥ 3. In addition V (A) is an ellipse (possibly degenerate) when n = 2. Indeed [12] 
So convexity of W (A) follows from the convexity of V (Â) when n ≥ 2. Clearly
so that we can restrict our study to symmetric A. [12] and in particular, if n ≥ 3, then W (A) = V (A).
See [13] for an interesting unified treatment for W (A), W (A 1 , A 2 , A 3 ) and V (A); [11] for more general notions in the context of semisimple Lie algebras; and [10] for related results.
The following is a list of some basic properties of V (A), similar to those of W (A).
Lemma 3.1. Let A ∈ C n×n be symmetric.
( 
The following result and its proof are similar to Theorem 2.2. (2) The statement is trivial for n = 3. Suppose n ≥ 4 and ξ ∈ Int R V (A). Suppose on the contrary that v A (ξ) = k < n − 2. Let g : S n−1 R → C be the map defined by
, u, v are linearly independent. Since k < n − 2, there is w ∈ S n−1 R and w ∈ u, v, x 1 , . . . , x k . LetÂ denote the compression of A onto the three dimensional subspace u, v, w . Since V (Â) is convex, there would exist a unit vector y ∈ u, v, w and g(y) = ξ. Write y = αu + βv + γw for α, β, γ ∈ R. Notice that α and γ cannot be both zero, otherwise g(y) = g(v) = ξ. But then y, x 1 , . . . , x k would be linearly independent, a contradiction.
The following example shows that the lower bound n − 2 is best possible and v A (ξ) may not be a constant. Definition 3.5. Let A ∈ C n×n be symmetric and ξ ∈ V (A). We define
The ideas of conical points in [4] can be applied to V (A) since V (A) can be identified as the joint numerical range of A 1 and A 2 :
where A = A 1 +iA 2 and A 1 and A 2 are real symmetric matrices. Adapting the approach in [4] yields the following result. We now provide a different proof and remark that the approach applies to Theorem 2.5. 
Since ξ is not contained in the compact convex set conv V (B), ξ is a sharp point of V (A).
Conversely suppose that ξ is a sharp point of V (A). Without loss of generality, we may assume that ξ = a 11 otherwise we perform an orthogonal similarity on A. For each i = 2, . . . , n, the 2 × 2 princi-
is a sharp point, V (A i ) must be a line segment (possibly degenerate). By Lemma 3.3, a 1i = a i1 must be zero. Thus A = ξ ⊕Â, wherê A ∈ C (n−1)×(n−1) is symmetric, and in particular ξ is an eigenvalue of A. So V (A) = conv {ξ, V (Â)}. Since ξ is a sharp point, ξ is not contained in the relative interior of conv V (Â). So ξ is either in V (Â) or not (even whenÂ ∈ C 2×2 with V (Â) an ellipse). If ξ ∈ V (Â), it forces that ξ ∈ conv V (Â) since ξ is a sharp point and we are done. Otherwise, repeat the argument onÂ to arrive at the desired conclusion.
Similar to W (A 1 , A 2 , A 3 ), Theorem 1.2(1) cannot be extended to V (A) by observing Example 3.4 with n = 3: V 0 is a 1-dimensional subspace, but 0 is not an extreme point of the unit disk V (A).
Theorem 3.7. Let A ∈ C n×n be symmetric with n ≥ 3 and ξ ∈ V (A). Then (1) ξ is an extreme point if and only if ξ is a boundary point and V ξ is a subspace of R n .
(2) if ξ is a non-extreme boundary point, then
where L is the supporting plane of V (A), passing through ξ. In this case
Proof.
(1) All extreme points of V (A) are boundary points. Suppose 
