In an earlier paper the author introduced the statistic η π as a measure of the "mixing time" or "time to stationarity" in a finite irreducible discrete time Markov chain with stationary distribution {p j } and m ij as the mean first passage time from state i to state j of the Markov chain. This was shown to be independent of the initial state i with η i = η for all i, minimal in the case of a periodic chain, yet can be arbitrarily large in a variety of situations. In this paper we explore the variance of the mixing time v i , starting in state i.
Introduction
Let P = [p ij ] be the transition matrix of a finite irreducible, discrete time Markov chain {X n }, (n ≥ 0), with state space S = {1, 2,…, m}. It is well known that such Markov chains have a unique stationary distribution {π j }, (1 ≤ j ≤ m), that, in the case of a regular (finite, irreducible and aperiodic) chain, is also the limiting distribution of the Markov chain ([10, Theorem 7.1.2]). Let π π π π T = (π 1 , π 2 , ... ,π m ) be the stationary probability vector of the Markov chain.
Let T ij be the first passage time random variable from state i to state j, i.e. T ij = min{ n ≥1 such that X n = j given that X 0 = i}, so that T ii is the "first return to state i". Let Thus, we first sample from the stationary distribution {π j } to determine a value of the random variable Y, say Y = j. We then observe the Markov chain, starting at a given state i and achieve "mixing" at time T = n when X n = j for the first such n ≥ 1. i.e., conditional upon Y = j, T = T ij , the first passage time from state i to state j, (or return to state j when i = j). The finite state space restriction, under irreducibility conditions, ensures the finiteness of the "mixing time" (a.s), with a finite expectation. starting at state i, and showed that η i = η, a constant independent of i, the starting state. Since the average time to mixing does not depend on which state the Markov chain commences, we pose the following question: Is there some particular state that could be more desirable as a starting point? The distributions of the mixing times, starting from different states could possibly have some widely different characteristics, even though they have the same mean. In this paper we derive expressions for the variances v i , of the mixing times starting in each state i and then explore the possibility of choosing some particular state that say minimises the variances v i of the mixing times over the state space S. The existence of such a state would certainly be desirable from the view of eliminating any widely varying mixing times providing some tighter bounds on the time to mixing. In Section 2 we develop some new results for the second moment and the variances of the first passage times in a Markov chain based upon the use of generalized matrix inverses in solving systems of linear equations. These results are used in Section 3 to derive expressions for the variances of the mixing times starting in a particular state. In Section 4 we apply the results to general two-state and three-state Markov chains, in the latter model focusing on a variety of special cases. The paper contains many new results and opens up an area of research, in particular the application of the results to more general Markov chains. 2 2 be the first and second moments of the first passage times from state i to state j in an irreducible finite Markov chain with transition matrix P.
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Moments of the first passage times
In earlier papers ( [6] , [11] , [12] ), we have shown that generalized inverses (g-inverses) of the Markovian kernel I -P have useful properties in determining the mean first passage times. It is well know that the solution of equations of the form of Eqn. (2.1) can be effected using g-inverses of I -P, (see e.g. [10] and [11] ). Any g-inverse of I -P has the form 
Theorem 2.1. M satisfies the matrix equation
(I -P)M = E -PM d ,(2.G = [I -P + tu T ] -1 + ef T + gπ π π π
GE -E(GΠ
) d D = M -[I -G + EG d ]D.
Corollary 2.3.2. Under any of the following three equivalent conditions,
Post-multiplication by e, since π π π π T e = = = = 1 , , , , yields as given initially in [13, Theorem 4.4.7] and G = T = Z -Π, Meyer's group inverse of I -P, (with Te = 0 and g = 0) as given in [14, Theorem 3.3] .
Elemental expressions for the m ij follow from Theorem 2.3 as follows. 
2 2 = + − Now take diagonal elements, using Lemma 2.2, to obtain 
Taking the diagonal elements, and noting that
(2.13)
Proof: Eqn.(2.11) follows from Eqn.(2.9) by observing that GΠ = Geπ π π π Τ = eπ π π π Τ =Π and
Eqn.(2.12) follows directly from Eqn.(2.9) as it has been shown ( [11, Theorem 6.3] ) that for all g-inverses G of I -P, (I -Π)G(I -Π) is invariant and is in fact T, the group inverse of I -P. Closed form expresssions for M (2) have been derived by Kemeny and Snell [13] (using Z, the fundamental matrix), Meyer [14] (using T the group inverse) and Hunter [10] , [11] and [12] . The only presentations using arbitrary g-inverses of I -P are those of Hunter [10] and [11] . In [7] general techniques, using generalized inverses of I -P, for finding the higher moments of the first passage times were also discussed.
The results given by the following theorem are however new and offer possible computational advantages.
Theorem 2.5. If G is any g-inverse of I -P, then
is of the form AX = C, where A = I -P, X = M (2) and C is known. Consistent equations of this form can be solved using any g-inverse of A, A -, with the general solution given by X = A -B + (I -A -A)U, where U is an arbitrary matrix (see [11] , Corollary 3.1.1]. (The consistency condition, A -AC = C, can be shown to be satisfied.)
Thus the general solution of Eqn.(2.7), with G is any g-inverse of I -P, is given by [2] that there are potential accuracy problems in using such closed forms where it is pointed out that "the first thing that needs to be done is to compute Z. The majority of the work is to compute π π π π and to do a matrix inversion." Further " There are three sources of numerical error. The first is the algorithm to compute π π π π. The second occurs in computing the inverse of (I -P -Π); this matrix may have negative elements, and this can cause round-off errors when the inverse is evaluated. The third is the matrix multiplication in Eqn. (2.5) ; the matrix multiplying D may have negative elements. Now we consider the additional work to compute M (2) , and the additional numerical errors that might occur. There are three matrix multiplications that are required, two of which involve at least one diagonal matrix. … In each of these multiplications there is a matrix with (possibly) negative elements, which may introduce round-off errors." In [1] it is noted that "Deriving means and variances of first passage times from either the fundamental matrix Z or the group generalized inverse T leads to a significant inaccuracy on the more difficult problems." The authors then conclude that "for this reason, it does not make sense to compute either the fundamental matrix or the group generalized inverse unless the individual elements of those matrices are of interest." However the only closed form expressions utilized in the literature for finding M and M (2) , thus far, have been expressions involving Z and T.
Corollary 2.5.1 provides a much simpler form for the computation of M ( ) 2 if one is prepared to restrict attention to the class of g-inverses of I -P that have the property Ge = ge. While Z and T both satisfy this restriction we can take advantage of much simpler forms of such g-inverses. We explore some further consequences of this observation in Example 2.1, below. 
Elemental expressions for m ij
( ) 2 can be found from Eqn.(2.14). If A = [a ij ] then EA d = [a jj ]. Corollary 2.5.3. If G = [g ij ] then m g g m m g g ij ik jk kj k m ij ij ij jj () ( ) ( ) 2 12 = − − + − + = ∑ δ( ( ) . ( ) mα α π π T T T d M M = =e ( ) . Π (2.28) Further, α α = ( ) Π M d e and
if G is any g-inverse of I -P, then
Eqn.(2.29) follows by noting that if Λ is a diagonal matrix and a T = e T Λ then a = Λe. An alternative derivation also follows from Eqn.(2.10) by noting that α α = ( )
The equivalence follows by noting that Elemental expressions for the α j follow either from the expressions of Corollary 2.5.6
for α α T , or from the expressions of Corollary 2.3.3 for the m ij .
Corollary 2.5.7. If G = [g ij ] is any g-inverse of I -P, then
(2.32)
Some expressions in Cor 2.5.7 can be found directly by matrix-vector multiplications.
Eqn.(2.34) is consistent with the observation from Eqn.(2.13) that
The variances of the first passage times T ij can be derived as
Example 2.1: Special case
The simplification of expressions for M and M (2) when Ge = e has been demonstrated. In [4] it was shown that matrix
T ] -1 has many desirable characteristics. In particular it was shown that for such a matrix 
Thus, following one matrix inversion, (actually only the b-th row for the stationary distribution), one can find the stationary probabilities and the mean first passage times.
The efficiency of such a procedure is clear in that the inaccuracies alluded to in [1] and [2] are reduced to a minimum with the requirement that only an accurate package to compute a single matrix inverse (of a matrix whose elements do not need to be computed in advance) is required.
We consider using the matrix G = G eb to also find expressions for M M 
1
We explore an application in Example 4.2. ❑ 3
Variances of the mixing times
In [3] the "mixing matrix" was defined as
3)
If Ge = ge then The irreducibility of the finite state Markov chain with transition matrix P implies ([10, Theorems 6.1.5 and 6.1.6]) that η η η η is the right eigenvector corresponding to the eigenvalue λ = 1 and thus η η η η = ηe, for some η. Thus η i = η , for all i = 1, 2, ..., m.
The following theorem summarises and extends the results given in [3] for expressions for η.
Theorem 3.2. If G = [g ij ] is any g-inverse of I -P,
Further, if Ge = ge, = L e.
Theorem 3.4. If G is any g-inverse of I -P, then
.
= L e, Eqn.(3.17) follows from Eqn.(3.14) utilizing the results that − η e The following key result now follows using the expressions for η η
and η η η η given by Theorems 3.2 and 3.4. 
Theorem 3.5. If G is any g-inverse of I -P, then
e e e e Π , this requires If -1≤ d < 1, the Markov chain is irreducible with a unique stationary distribution given by π π 1 2
If -1< d < 1, the Markov chain is regular and this stationary distribution is in fact the limiting distribution. If d = -1 the Markov chain is irreducible periodic, period 2.
Every g-inverse of I -P can be expressed as G(t, u) + ef Τ + gπ π π π Τ (see [10] , [11] ) where
For the above two-state Markov chain The mean first passage time matrix
where 
, we deduce that 
Graph 1: Expected time to mixing
To find the second moment mixing matrix first observe that
, and hence 
The second moments of the mixing times, η η The variances of the mixing times, starting in state i, are given by ν i where Note that as a → 0 and b → 0 both of the variances ν 1 and ν 2 → ∞ but one needs to consider how the limit is approached since the difference ν 1 -ν 2 can approach → ∞ or → -∞ or be equal (and both → ∞ ). In these situations the MC is tending to an absorbing MC and close to being reducible. The expected time to mixing in such a chain can also be arbitrarily large, as considered in [3] .
Note that the minimum variances of the mixing times (ν 1 = 0.25, ν 2 = 0.25) occur when a = b = 1, (with a minimum of 0.25) with the expected mixing time also at a minimum of η = 1.5. Let
The Markov chain, with the above transition matrix, is irreducible (and hence a stationary distribution exists) if and only if
It is easily shown that the stationary probability vector is ( , , ) ( , , ) π π π ,where π π π π Τ t ≠ 0, u Τ e ≠ 0, can be taken as a g-inverse of I -P. It can be shown that any g-inverse of I -P can be can be expressed as G(t, u) + ef T + gπ π π π T . (see [9] , [10] .)
In [3] we showed that for the above three-state Markov chain that if One of the simplest g-inverses of I -P that we can take is 
Using G, as defined above, the mean first passage time matrix can be found using Eqn. 
, (as also derived in [3] ).
Define κ 1 = ∆ 2 τ 21 + ∆ 3 τ 31 , κ 2 = ∆ 1 τ 12 + ∆ 3 τ 32 , κ 3 = ∆ 1 τ 13 + ∆ 2 τ 23 and note that
yielding, for the first row, after simplification, 
We now compute the remaining g ij 
Substitution in Eqn.(2.38), yields for i ≠ j,
The explicit elemental expressions for the mean first passage times in a general threestate Markov chain given by Eqns. (4.1) and (4.2) are new results.
Alternatively, using G, as above,
, and Eqn.(2.11), yields, after simplification, By evaluating each element of GM it can be shown, upon simplification: 
. The common row sums of L lead to the expected "time to mixing",
V m m ij ij ij ji kj ij ji ij
In Hunter [3] it was shown that for all three-state irreducible Markov chains, η ≥ 2, with η = 2 achieved by "the minimal period 3" case (See Case 1 to follow.). 
, where The expression given by Eqn. (4.5) shows that variability between the variances of the mixing times is explained by the elements of the vector β β β β, i.e. ∆ρ τ ρ τ ρ 
To choose a starting state to minimise the variance of the mixing time, select state 1, for example, if both ν 1 ≤ ν 2 and ν 1 ≤ ν 3 .
Because of the high dimension of the parameter space (a 2 , a 3 , b 1 , b 3 , c 1 and c 2 ) , the verification and establishment of regions where such general inequalities are satisfied are better considered in special cases. We look at a selection of the special cases considered in the earlier paper [3] . In this particular case, the distribution of the mixing time has a simple derivation. In particular, given X 0 = i, T = k , (k = 1, 2, 3) with probability 1/3, for all such i. (Each of the states 1, 2, or 3 are sampled according to the stationary distribution of the Markov chain -each with probability 1/3. Since the chain cycles through all the states, the state sampled will be reached from the starting state i in either 1, 2 or 3 steps (each with the same probability of 1/3). Thus yielding the above results for η η ν ν (2) and . In this case, the symmetry of the transition matrix does not provide any opportunity for η η (2) Then 
and hence that
In [3] we showed 2 ≤ η ≤ 2. It is difficult to give simple forms for the β i , and the differences between the β i . We have however computed values of β i for a, b and c = 0.1(0.1)0.9, and determined the particular state i where the minimum β i , and hence ν i , occurs. For each such a, b, c combination, Table 1 
implying that the Markov chain is equivalent to independent trials on the state space S = {1, 2, 3}. It is easily shown that η = 3, η η η η (2) = {3 + 2(ρ 1 + ρ 2 + ρ 3 )}e, and ν ν ν ν = 2{ρ 1 + ρ 2 + ρ 3 − 3}e. As to be expected, the variances of the mixing times starting in any state are constant with ν i = 2{ρ 1 + ρ 2 + ρ 3 − 3} ≥ 6. The minimum variance of 6 occurs when a 2 = a 3 = 1/3. When a + b + c → 0 then bc + ca + ab → 0, but the behaviour of η depends upon the rates of convergence and can be large. In this situation the Markov chain resides for a large number of transitions in each state so that there is little movement implying that the mixing time can become excessively large.
For any situation the mean time to mixing does not depend on the starting state, but we explore scenarios in order to determine the appropriate starting state under the condition that the variance of the mixing time is minimised. We use expression (4.5) giving explicit expressions for ν ν ν ν in terms of elements of β β β β. Table 2 displays the relevant starting state. Where multiple entries are given any such listed state can be used as they provide the same minimum variance.
Note that the regions for the appropriate starting state are not simple in form but some inequalities can be deduced, from the calculations underpinning Table 2 , to assist in the derivation of some "rules of thumb" for determining the starting state.
If a < b then either ν 1 < ν 3 or ν 2 < ν 3 which implies that one should not start in state 3. Similarly, if b < c, never start in state 1 while if c < a, never start in state 2.
If ∆ -a ≤ -0.09 then either ν 1 < ν 2 or ν 3 < ν 2 which implies that one should not start in state 2. Similarly, if ∆ -b ≤ -0.09, never start in state 3 while if ∆ -a ≤ -0.09, don't start in state 1.
If a 2 -bc ≤ -0.10 then either ν 1 < ν 3 or ν 2 < ν 3 implying that one should not start in state 3. sets (a, a, a) .
Variances of mixing times in Markov chains
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One typically assumes some sense of stability in the Markov chain around such a parameter set where the stationary distribution displays stability with π π π π T = (1/3, 1/3, 1/3) and mean time to mixing of η = 1 + (1/a). 
