In distributed real-time machine learning of smart sensing equipment, training speed and training accuracy are two hard-to-choose trade-off performance measures directly influenced by the design of distributed machine learning algorithms. And it will influence effort of smart sensing equipment directly. We take the model aggregation method of distributed machine learning as a starting point. Due to the loss of accuracy caused by the direct averaging of the parameter average method, we developed the loss function weight reorder stochastic gradient descent method (LR-SGD). LR-SGD uses the loss function value to determine the weight of the work nodes when aggregating the model parameters, and it improves the performance of the parameter average method for nonconvex problems. As shown in the experiment results, our algorithm can improve the training accuracy by a maximum of approximately 0.57% for the Bulk Synchronous Parallel (BSP) model and approximately 6.30% for the Stale Synchronous Parallel (SSP) model.
I. INTRODUCTION
With the development of smart sensing equipment, the amount of data is incredibly increased. Traditional machine learning is becoming increasingly powerless when dealing with so large amounts of data. In this situation, distributed machine learning framework for real-time smart sensing equipment were developed. In recent years, more and more household smart sensing equipment have appeared like cameras, infrared sensor, speech recognition device, etc. The data from these equipment need to be trained by distributed
The associate editor coordinating the review of this manuscript and approving it for publication was Honghao Gao . machine learning framework to make them more suitable for people. Compared with traditional machine learning training in single PCs, distributed machine learning can fully exploit the resources of high-performance computing clusters. Generally, current distributed machine learning models are implemented through parameter servers, and in such models a parameter server and several work nodes are trained. The parameter server collects the training parameters from the work nodes and merges them into a global parameter set. After merging, the parameter server sends the data to work nodes. Every work node contains part of the training data used to train the local parameters. The work nodes synchronize with the parameter server when the synchronization condition VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ is reached and receive global parameters from the parameter server. Distributed machine learning has 3 application scenarios: too many calculations, too much training data and too large of a model. In the situation of too many calculations, shared memory parallelism and distributed memory parallelism strategies can decompose the calculation. For too much training data, we can divide the data set into several subsets and assign them to multiple work nodes for training. Every work node trains an isomorphism submodel among nodes through its own training data. To guarantee the consistency of the global model, all of the nodes communicate with other nodes according to certain rules. When the scale of the model is too large, we can divide the model to several parallel parts and assign them to multiple work nodes. Compared with data parallelism, each node holds different submodels of the global model. Strong dependence occurs among nodes, meaning that some output from the submodels may represent an input of another submodel. Such a scenario requires considerable communication to guarantee the correctness of the global model. However, slow training speeds caused by too much training data are common situations [1] . Thus, data parallelism is a widely used parallel mode.
The application of distributed machine learning has led to new study areas and distributed machine learning algorithms. Due to the data dependency of traditional machine learning algorithms, such as the Stochastic Gradient Descent (SGD), Coordinate Descent (CD), and Conjugate Gradient (CG) algorithms, the calculation of the next iteration requires the results of the last iteration and an algorithm that can be trained rapidly and accurately must be developed.
Certain research results have already been obtained for data parallel areas in a distributed machine learning framework. Zinkevich et al. [2] proposed the synchronized stochastic gradient descent algorithm (SSGD), which uses the BSP model and parameter average strategy. Although the training accuracy of the SSGD is high, it always syncs after updating mini-batches. Therefore, models with a larger scale have higher communication costs, which may lead to slow training. McDonald et al. [3] proposed the Model Average method in which each working node performs multiple iterations on the local model based on local training data until the local model converges or the number of local iterations exceeds the set threshold, and then it performs model global averaging and distributes the results to each working node as a new one. The local model, which is characterized by a reduced communication frequency, can speed up the training time when communication takes a relatively large time; however, the model may not be successfully converged when it is nonconvex. Researchers has been researching on mobile computing for some time. Gao et al. [4] - [6] did research about quality and quantitative verification of services under the circumstance of mobile equipment. Yin et al. [7] - [9] purposed mobileterminal-oriented QoS Prediction method.
To resolve these existing problems associated with data parallelism algorithms in distributed machine learning framework, we propose a stochastic gradient descent method based on weight loss function reordering (LR-SGD), which can effectively improve the training accuracy of the BSP and SSP models without affecting the training time. Chapter 2 of this paper will introduce work related to distributed machine learning. Chapter 3 will introduce the theoretical basis and algorithm concepts underlying the LR-SGD. Chapter 4 will introduce the experiment for the proposed method and experimental results. Chapter 5 presents a summary and outlook.
II. RELATED WORK A. MESSAGE PASSING INTERFACE
A Message Passing Interface (MPI) is a communication protocol for programming parallel computers. Both point-topoint and collective communication are supported [10] . The MPI is a message-passing application programmer interface that includes protocol and semantic specifications for how its features must behave in any implementation. The MPI's goals are high performance, scalability, and portability [11] , and it remains the dominant model used in high-performance computing today. Most MPI implementations consist of a specific set of routines directly callable from C, C++ and other languages. In this paper, we implement distributed machine learning with the C++ version of MPI and Caffe.
B. DISTRIBUTED MACHINE LEARNING
The wide use of distributed systems has facilitated the development of distributed machine learning. At present, academia and industry have performed considerable research in various fields of distributed machine learning. Xing E P developed the distributed machine learning system Petuum based on a parameter server [12] , and it can be flexibly combined with single machine algorithms and supports SSP; thus, it can achieve async parallel algorithms. Microsoft [13] developed Multiverso based on a parameter server, and it uses a message-driven service model and uses a thread pool to process requests in parallel. Similarly, Multiverso can support simultaneous or asynchronous parallel algorithms.
The industry has made considerable improvements to the first-generation parameter server. The second-generation parameter server is also called the Application-Specific parameter server. Google's Jeff Dean [15] developed Dist-Belief, which is the predecessor framework of TensorFlow, in 2012.
C. PARAMETER SERVER
Smola and Narayanamurthy [14] of Carnegie Mellon University proposed the parallel topic models architecture in 2010, and it takes advantages of the idea of a parameter server. Parallel topic models are currently considered firstgeneration parameter servers, and the architecture design is relatively primitive and not designed for distributed machine learning. Moreover, the communication overhead has not been optimized. DistBelief can be used for very large-scale deep learning network training. The global model is stored in the parameter server, and the computing nodes do not communicate with each other but rather communicate indirectly through the parameter server. Compared to the original parametric server architecture, DistBelief can be extended to a more versatile and flexible framework. In addition, it has a certain degree of generalization ability.
In 2013, Mu et al. [16] proposed the third-generation parameter server, namely, the general parameter server framework. The Common Parameter Server framework encapsulates reusable or functionally similar logic, i.e., Ease of use, Efficiency, Elastic Scalability, Fault Tolerance and Durability. Thus, researchers can focus only on the core logic that needs attention and improve the versatility of the distributed machine learning framework.
D. MODEL AGGREGATION METHOD
Aggregation is a logic unique to distributed machine learning. To achieve multimachine collaborative training, the mode and timing of synchronous aggregation of data must be set by each computing node to maximize the efficiency of distributed training. The model aggregation methods is mainly divided into two types: aggregation methods based on model addition and aggregation methods based on model integration.
1) AGGREGATION METHODS BASED ON MODEL ADDITION
Aggregation methods based on model addition is a common aggregation method in distributed machine learning, and it is mainly used for data parallelism. Aggregates are generated based on all model addition, partial model addition and decentralized aggregation.
After uploading all local models at the working node, aggregation based on all model addition directly performs simple averaging or other strategies, such as model averaging (MA) [3] using the direct averaging aggregation method, the MA improved strategy BMUF (Blockwise Model-Update Filtering) [17] , which introduces the concept of momentum to speed up the update. Zhang et al. [18] proposed the Elastic Average Stochastic Gradient Descent (EASGD) method, which adds an elastic mechanism to linearly add the model mean of the work nodes to the parameters of the current parameter server, thereby maintaining the diversity of the working nodes.
Aggregation based on partial model addition can address situations in which slow nodes slow down the overall training progress caused by the different performance of work nodes, which means that the global parameter update is performed immediately after one or several nodes with fast training speeds complete the transmission. The number of iterations of the slow node and the number of iterations of the fast node may differ by a set threshold. In related work, Chen et al. [19] implemented a synchronous stochastic gradient descent method with backup nodes. When certain nodes update slowly, backup nodes will replace them to continue training.
Decentralized aggregation can avoid situation in which the failure or network jam of central node causes system failure. Lian et al. [20] developed the decentralization-based algorithm D-PSGD, which can achieve linear acceleration ratio and has an algorithm convergence rate that is the same as the centralized aggregation algorithm.
2) AGGREGATION METHOD BASED ON MODEL INTEGRATION
The aggregation method based on model integration is divided into aggregation based on output summation and aggregation based on voting. In aggregation based on output summation, every work node only trains a part of the model and sends it to the parameter server, which then integrates all local models into a global model and sends them back to work nodes. However, a problem of model size explosion occurs when there are too many work nodes. Sun et al. [21] proposed the ensemble-compression model aggregation method, which can compress the global model to a local model by Knowledge Distillation [22] , [23] . Aggregation based on voting needs a decision tree. In this field, Meng et al. [24] studied the distributed training method PV-tree based on voting. PV-tree can converge faster than traditional decision tree parallelism methods, and its accuracy is almost equivalent to that of single-machine models.
III. MAIN WORK
To address the loss of precision caused by merging parameters in the parameter server in the overall synchronous parallel model and the delayed synchronous parallel model, we proposed the stochastic gradient descent method based on weight loss function reordering (LR-SGD). The training accuracy can be improved without affecting the training speed. This chapter systematically analyzes the LR-SGD from a theoretical perspective. training to multimachine and multinode distributed training, it is necessary to use appropriate distributed machine learning algorithms to achieve efficiency. When using these computing resources, the global training task is divided into local training tasks that are suitable for simultaneous execution on each training node.
As shown in Figure 2 , multiple computer nodes perform small-scale training at the same time; therefore, distributed machine learning can significantly reduce the time required for training. The distributed training algorithm leads to an obvious problem in which the training accuracy will be affected while the training speed is significantly improved; however, the degree of influence depends entirely on the design of the distributed machine learning training algorithm.
The stochastic gradient descent method uses a random method to randomly sample the data:
where i t is the data label sampled in the tth round and f i t (w i ) is the loss function value of the model w i with respect to the i t training data. In a distributed environment [2] , a common idea is to use data parallelism to run a single-machine algorithm on each node, while the training data for each node are a subset of the global data.
Due to data parallelism, the model aggregation method is the average all of the parameters from the working nodes, that is, the general parameter average.
B. LOSS FUNCTION WEIGHT REORDER STOCHASTIC GRADIENT DESCENT
To address the loss of precision caused by BSP and SSP when using the parameter averaging method, this paper proposes a stochastic gradient descent method based on loss function weight reordering. By sorting the loss value of the local model of each process, the loss value is obtained. Larger loss values account for a smaller weight for the average parameter, and a smaller loss value accounts for a larger weight, thereby reducing the loss of precision of the parameter average method. As shown in Figure 3 , the parameter average method is a strategy adopted when each computing process synchronizes parameters with the parameter server. The concept underlying Divide training data into I 1 , · · · , I m and send to work node k 1 , · · · , k m 2. In every node, perform tasks in parallel 3.
Select a group of samples S k t ∈ I randomly from the training data 4.
Calculate
If the sync condition is reached 7.
end if 9. while algorithm converges this method is to upload the local parameters of each node to the parameter server and then add the parameters of each process and then average them. This method is simple, convenient, and easy to implement, although a disadvantage is that the data partitioned by some processes may have local characteristics, which are not common features of the complete data set, and the local model trained by this part of the data may not be applicable to the global model. In addition, if the local model of most computing processes falls into local optima and the local model of a small part of the computing process jumps out of the local optima, then according to the parameter averaging strategy, the partial local model that has jumped out of the local optima will be pulled back to the local optimal solution; therefore, the method is weak when the problem is nonconvex.
For the above problems, we proposed the Loss Function Weight Reorder Stochastic Gradient Descent (LR-SGD), which determines the contribution that should be add to the current global model by calculating the loss function value of each computing process. As shown in Figure 4 , suppose that there are 4 calculation processes. When uploading parameters to the parameter server, each calculation process also uploads the loss value of the local model. The height of the blue rectangle in the figure represents the size of the loss value. A larger loss value corresponds to a greater height, and vice versa.
Algorithm 2 Loss Function Weight Reorder Stochastic Gradient Descent
Input: Training data set I Output: Parameters after training w T 1. Divide training data into I 1 , · · · , I m and send to work node k 1 , · · · , k m 2. In every node, perform tasks in parallel 3.
Update parameters
Weight every node wt k = 1/L f S k t w k t 7.
If the sync condition is reached 8.
end if 10. while algorithm converges After receiving the parameters of each computing process and the loss value, the parameter server sorts all local models according to the size of the loss value from small to large and then weights the average of all local model parameters with the reciprocal of the loss value as the weight. In the global model, try the local model with better quality (smaller loss value) should account for a larger weight.
For example, as shown in Figure 5 , we suppose that the yellow points are parameters from the working nodes in some iteration steps, the red point A is the global optimum, B is a maximum value, and C is the local optimum. The model may fall into the local optimum if the parameter average method is used. When using the LR-SGD, the two right-side yellow points present lower loss function values than the others; thus, the results after averaging may possibly jump out from the local optimum and fall into the global optimum.
C. THEORETICAL PROOF
The convergence of the LR-SGD algorithm will be demonstrated in this section.
Simplify the problem [25] : Prove that there is a monotonic function F(x), ∃x = θ , 
F (x) is the mathematical expectation of the random variable Q = Q(x) for a given x; therefore, the problem of (1) can be rewritten to achieve the following:
Since F (x) is monotonous and (3) is established, the following can be derived:
Let {a n } be a positive constant sequence, and
Simultaneously, defining a nonstationary Markov chain {x n }, the initial value x 1 is an arbitrary constant and satisfies
x n+1 − x n = a n (α − y n )
where y n is a random variable that satisfies
Define t n that satisfies
Equation (9) shows that we should find the condition that makes true. lim n→∞ t n = 0 (10) Therefore, (2) is established. That is, regardless of the initial value x 1 , as n increases, t n may always lead to convergence. From (7) , we can know that
Let
Therefore, from (11) there is t n+1 − t n = a 2 n e n − 2a n d n (14) From (5), we can see that
From (4), the following can be derived:
0 ≤ e n ≤ (C + |α|) 2 < +∞ From the above two formulas and (6), the convergence of positive term series a 2 n e n can be derived. Item by item addition is then performed (14):
Since t n+1 ≥ 0 and there is n j=1 a j d j ≤ 1 2
the positive series a n d n (17) converges; therefore, the limit of (15) lim n→∞ t n = t 1 + ∞ n=1 a 2 n e n − 2 ∞ n=1 a n d n = t
exists and t ≥ 0. Now, suppose that there is a nonnegative constant sequence {b n } to achieve d n ≥ b n t n , ∞ n=1 a n b n = ∞
From the first part of (19) and the convergence of (17), we know that ∞ n=1 a n b n t n < ∞
From the second part of (20) and (19), we know that for ∀ > 0, there must be a large enough N to make t n < when n > N . Since the known limit lim n→∞ t n = t exists, we easily know that t = 0. That is, (1) is achieved. 
IV. EXPERIMENTS AND RESULTS

A. EXPERIMENTAL ENVIRONMENT
The experiments conducted in this paper are all running on distributed computing clusters. The hardware configuration is as follows.
The software configuration is as follows. The hyper parameter setting is shown in the table below.
Training is distributed in GPU and CPU. GPU is used to train the model, and CPU is used to collect and aggregate data in different nodes. Computing workers are set from 1 to 8 because our computing clusters have 8 GPUs in 4 nodes.
B. EXPERIMENTAL RESULTS
The analysis of the experimental results is based on BSP and SSP. To reduce fluctuations in the training results caused by the randomness of data partitioning, this method uses multiple training and averaging methods. The experimental data are Cifar-10, with a total of 60,000 pictures, with 50,000 included in the training set and 10,000 included in the test set. The network model is VGG-16. The algorithm trains until convergence or specifies the number of iteration thresholds. The benchmark is run based on the parameter average method. Figure 5 and 6 compare the training accuracy of the LR-SGD with the parameter average strategy under an increase in the number of processes using the BSP model. Figure 6 shows that due to the characteristics of same training schedule of every process under the BSP model, even if the number of calculation processes is too high, significant differences will not occur in the parameters between each process. However, the LR-SGD still has an optimization effect when a large number of processes are run because performance differences and training data differences may occur between the nodes where the process is located, thus resulting in certain process parameters and other processes that still have certain gaps. The overall trend of the data is a decrease in the accuracy rate as the number of processes increases because as the number of processes increases, the training data held by each process decreases. A lower amount of training data leads to worse model parameters trained for each process. Moreover, as the accuracy decreases, a certain fluctuation in the data occurs because the data held by each process are randomly divided; therefore, even if the number of processes is the same, the result of each training run will be different. From the results, the LR-SGD can solve the problem in this scenario. The overall accuracy is improved by approximately 0.55% and the maximum difference is 0.57%.
1) LR-SGD EXPERIMENT RESULTS WITH THE BSP MODEL
2) LR-SGD EXPERIMENTAL RESULTS WITH THE SSP MODEL
The figure below compares the training accuracy of the LR-SGD with the parameter average strategy under an increase in the number of processes using the SSP model. As shown in Figure 7 , since the processes run asynchronously under SSP, the parameters between the processes are quite different and may differ by several iterations. Using the parameter averaging method in this scenario leads to a large loss of precision. The loss function and the parameter difference between the processes are large. The averaging of the parameters of all processes will not erase the error caused by parameter fluctuations, which causes certain parts of the model parameters to be lower than that before averaging. In other words, the accuracy of the partial model parameters with a better original training effect is reduced. The results show that the LR-SGD method can address the above situation. The accuracy is improved by approximately 6.30% on average, and the maximum difference is 4.64%.
We counted and compared the training time of the LR-SGD and benchmark. As shown in Figure 8 and Figure 9 , the training time of the BSP is almost 4000 seconds, which is much slower than the 1100 seconds of the SSP with the same number of processes. This finding is because the BSP needs to wait for all of the parameters of slow processes to sync. However, the decreasing trend of the LR-SGD is similar to that of the parameter average method.
From section III we can know, LR-SGD did not change the communication structure or increase other computing requirements. Therefore, the LR-SGD can improve the training accuracy without reducing the training speed.
V. CONCLUSION
Distributed machine learning algorithms are the key to the training of distributed machine learning framework for realtime smart sensing equipment. Although model aggregation using the parameter averaging method is relatively simple and easy to understand, it has great drawbacks. For example, it cannot well address nonconvex problems and may fall into local optima.
In this paper, a stochastic gradient descent method based on loss function weight reordering is proposed to address the loss of precision. The experimental results show that the training accuracy is improved under the BSP and SSP strategies and the improvement of the SSP is significant. This means smart sensing equipment can be more efficiently used, especially in a wider scenario like industry producing, city governing and so on.
The stochastic gradient descent method based on weight function reordering of loss function proposed in this paper is an improved version of the parameter averaging method. Many other model aggregation methods have been studied by other scholars in the field of distributed machine learning algorithms, and they present different results in various scenarios. In a future study, we will combine the algorithm proposed in this paper with other model aggregation methods to achieve optimized training accuracy in various smart sensing equipment application scenarios. JUE WANG is currently working as an Associate Professor with the Supercomputing Center, Chinese Academy of Science. The motivation behind his work is to improve soft systems by increasing the productivity of programmers and by increasing software performance on modern architectures, including many cores clusters and GPU.
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