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Resum 
 
Realitat Augmentada es una tecnologia basada en el processament de imatges i la visió de 
computador per fer una fusió entre el món real i virtual. El sistema proporciona a  l’usuari en 
temps real la superposició de la informació captada en el món real amb informació que és 
generada a través d’un sistema que compta amb el contingut de la informació que capta el 
dispositiu en aquell mateix moment, dades de ubicació i orientació del usuari.  
Aquesta Tesis proporciona informació sobre la historia de  la tecnologia i l’estat actual en la 
qual es troba a nivell de mercat. Esta centrada en la composició del sistema i les dificultats 
que existeixen actualment per a la implementació de la RA, fixant-se en els problemes de 
alineació de les imatges del món real amb els objectes que es virtualitzen. Aquest problema 
converteix  l’objectiu de buscar la immersió del usuari en el món mixt en un factor clau de la 
Tesis. 
MonDecor, es una aplicació de disseny d’interiors per seleccionar els mobles d’un catàleg 
específic d’un proveïdor. L’aplicació necessita que primer es configuri un entorn virtual per 
poder representar posteriorment en RA la habitació dissenyada en l’espai establert.  D’aquesta 
manera, convertim l’aplicació en una plataforma adient per poder presentar els resultats dels 
problemes que hi ha a l’hora de registrar i posicionar els objectes virtuals en 3D  des d’un 
dispositiu mòbil basat en sistemes de RA. 
L’aplicació necessita tenir en compte l’entorn, ubicació/orientació del usuari i una guia visual 
per poder crear una sala virtual de mobles i fusionar-la amb el món real. Els resultats 
obtinguts han sigut testejats amb dues tecnologies, Marcadors i sense Marcadors (Marker and 
Markerless based AR), presentades com a solució del problema existent.  
El mètode de Marcadors, utilitza imatges com a marcadors, una vegada reconeguts per el 
sistema presenta un objecte 3D virtual superposat amb el món real, creant d’aquesta manera 
una realitat mixta. 
El mètode sense Marcadors, utilitza els sensors inercials del dispositiu mòbil per poder 
determinar la direcció i l’angle en el qual sestà movent el mòbil, d’aquesta manera 
determinarà on ha de presentar els objectes superposats en el món real. 
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Overview 
 
 
Augmented Reality is a technology based on image processing and computer graphics 
employed to merge a real world with virtual images. The system provides the user a real-time 
video feed with overlapped information generated by a computer based system taking into 
account the content of the video, the location and orientation of the user.  
This Master Thesis provides the background information and state of the art of AR systems. It 
focuses on the system composition and the difficulties found in their implementation. 
Especially, the issues arised while aligning the real world images with the virtualized ones. 
Such problem becomes a key factor to achieve the user immersive experience. 
MonDecor application is presented as indoor room design application to select furniture from 
a manufacturer/reseller catalogue. The application requires to configure a virtual 
environment to be represented in an empty room as AR system. This application, then, 
becomes a perfect platform to present the problems of registering and tracking the location 
of virtual 3D objects observed in a mobile device based AR system. 
The application requires to take into account the environment, the user location/orientation 
and visual aids to deploy a furnish virtual room and merge it with the real world. Results 
obtained from the implementation of both techniques, Marker and Markerless based AR 
methods, are presented as potential solutions for applications currently developed in 
different customer environments. 
Marker based AR method employs markers represented by images that, when is recognized 
by the system it displays a virtual object 3D overlapped with the real world creating a mixed 
reality. 
Markerless based AR method uses inertial sensors embedded in the mobile device to 
determine the direction and the angle of the device movement. Therefore, the system knows 
where to overlap the 3D objects in real world. 
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INTRODUCTION 
 
Augmented Reality is a technology designed to combine a real world image 
feed with an overlapping virtual world. Such overlap of virtual elements 
increases the amount of information provided to the user (thus the name). 
 
The development and market of portable devices has increases exponentially 
during the last years. The apparition of components of higher quality permits the 
manufacturers to produce devices, especially mobile phones, designed to 
enrich the user experience. These devices may include technology such as 
cameras, GPS, accelerometers, gyroscopes and Internet access providing a 
perfect technological support for AR applications. 
 
The existence of such portable devices at the reach of a massive number of 
potential users, has pushed the development and apparition of AR applications 
to cover different purposes in environment such as industry, military, 
entertainment or educational. As the AR applications are made accessible to 
more users, new applications arise to cover needs in those environments. 
 
Currently developed AR applications, still, have to deal with the difficulty of 
providing a stable sensation when merging real and virtual world. The merging 
effect, achieved by overlapping two 2D images (real and virtual), relies on the 
perspective of the camera view.  
 
The virtual image displayed must take into account the position, orientation and 
scale with respect the real objects falling in the view of the camera. Any 
incorrect allocation of the virtual object on the screen breaks the user’s 
sensation of a fully merged real and virtual world (AR’s aim). 
 
This Master Thesis is focused on studying and designing a solution to 
overcome such AR limitation in order to enhance the user’s AR experience. The 
results of the study have been presented as AR application intended for design 
and furnishing of indoor environments. 
 
 
Motivation 
 
The main motivation to carry out this Master Thesis is based on the 
development of a practical and plausible AR application for potential customer 
such as furniture manufacturers or resellers. 
 
AR application and technology is within a stage of nearly matured technology 
and in the breach of becoming a highly demanded market for all sorts of users.  
 
The future demand is dependent on the newly developed AR applications and 
their acceptance by the society. Therefore, the solution found in this Master 
Thesis could become a crucial breakpoint in AR application development. 
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Secondary, it provides me the challenge to acquire and enhance programming 
skills in C# while using specific software development environments for VR and 
AR applications (Unity and Vuforia). 
 
 
Document Organization 
 
The project and motivation are presented in Introduction chapter. 
 
First chapter presents the state of the art of AR technologies. 
 
The second chapter contains the basic concepts to provide knowledge to 
understand the overall project. 
 
The Third chapter is focused on the main problem of AR tracking and 
registering virtual objects, and the solution approached. 
 
The fourth chapter presents the different technologies used for developing the 
application created in the project. 
 
Chapter fifth and sixth, explain the application created and its design. 
 
Chapter seventh details the work plan of the Master Thesis. 
 
Finally, the conclusions and environmental impact are in the eight chapter. 
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CHAPTER 1. STATE OF THE ART 
 
During the recent years, the number of AR application has grown mainly due to 
the abundance of portable devices users (smartphones and tablets) which 
made the technology more accessible. There are, even, wearable devices such 
as HoloLens which provide the AR experience with minimum intrusion on the 
user’s task at hand. 
 
AR was developed before that we thought about it, the first AR simulator was 
created in 1962, Morton Heilig, a photography director created a motorcycle 
simulator called Sensorama, displaying images, sounds, vibrations and smell. 
Since then, AR systems have been improved and adapted by different 
investigators and developer, thus there is not a single author, to AR available 
today. 
 
In 2009 is created the official logo of AR with the purpose of the standardization 
of the technology.  
 
 
 
Figure 1.1 - Hype Cycle for Emerging Technologies, 2016 
 
Figure 1.1 presents the results of the Hype Cycle of Emerging Technologies of 
2016 [11]. 
  
Gartner Inc. reveals that there are three technology trends regarding, 
transparently immersive experiences, the perceptual smart machine age, and 
the platform revolution are the technologies that offer new experiences with 
unrivalled intelligence to the user. 
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AR falls within transparently immersive experiences group, where technology is 
more focused on the human aspect, introducing transparency between people, 
businesses and things.  
 
Recalling Gartner Hype Cycle status classification, AR is at a critical 
acceptance point, called “Through of Disillusionment”. Technologies within this 
range have no hidden consumer expectations, technology is almost fully 
developed and the number of investors in its research is few. At this point, the 
AR manages to fulfil the expectations defined by the market or it is forgotten. 
 
Regardless the critical situation, Gartner Inc. predicts there are going to be 100 
million of virtual reality consumers and one out of five retailers will implement 
AR on their webpages by the end of 2017. This ensures AR as a technology 
trend along 2017. 
 
 
1.1. Augmented reality apps in the market 
 
Most of AR applications available nowadays are focused on entertainment 
games such as Pokemon GO. Pokemon Go is based on the geolocalization of 
the user to detect the “presence” of a Pokemon. Then, the user can visualize it 
by using the camera in the portable device. Note that the object presented to 
the user does not take into account the position or orientation of the user. 
 
There are AR applications designed to visualize virtual objects within an indoor 
environment. One example includes a decoration application with a web-based 
furniture catalogue. The user can select the furniture piece and add it to the 
camera view. This application, similarly to Pokemon Go, does not take into 
account the position and orientation of the user nor the object display scale. 
Therefore, the user has no way to perceive the “real” dimensions of the objec t 
within the room. 
 
This master thesis treats the problems of tracking and registering virtual objects 
without using GPS signals. The virtual object’s data is saved within the device 
to reproduce its orientation, position and scale so the user maintains the sense 
of reality. 
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CHAPTER 2. BASIC CONCEPTS 
 
This Master Thesis is based on the prime problem of registering and tracking 
virtual objects and adapts them to the user point of view. These virtual objects 
are presented within two possible environments: a mixed real/virtual view (AR) 
or a totally immersive view (VR).  
 
For this reason, it is compulsory to provide basic knowledge regarding these 
two technologies for the reader to fully understand the difficulties of the project’s 
objective. This information is provided in the following subsections. 
 
 
2.1. Virtual Reality (VR) 
 
Virtual Reality is achieved by generating a virtual world using informatics 
systems. The user is virtually (no physically) allocated in this world and provided 
with capacities to travel or interact with it using different pieces of gear. 
Examples of these apparatus include glasses, helmets, gloves and suits. Each 
one of them provides sensor coverage and interaction functionality with different 
grades of intensity, making the virtual world more or less real to the user. 
 
There are two main branches of VR depending on the grade of user’s 
immersion in the virtual world and the available interactions with it: 
 
 Non-immersive Virtual Reality: The user is presented in a virtual world 
within a computerized system such a mobile device, tablet or computer. 
The user has a “window” where he can control an avatar to travel and 
interact with this virtual world. Non-immersive VR is commonly used on 
video-games that do not require special hardware. 
 
 Immersive Virtual Reality: The Immersive VR is achieved using 
peripheral objects like helmets and gloves so the user has a first person 
experience. The user no longer experiences the virtual world through an 
avatar and assumes the virtual world has totally replaced the real world. 
 
Nowadays, the VR is used in fields like: 
 
 Educational medicine (simulating operations) 
 Education and training (pilots, astronauts, soldiers) 
 Psychology (treatment of phobias) 
 Entertainment (Games, 3D Cinema) 
 CAD (Computer Aided Design) 
 
Ideally, VR should be able to provide stimulus for all human senses (sight, 
hearing, touch, taste and smell) so the user has no way to differentiate the 
virtual world from the real one. Only two senses are being coped, sight and 
hearing, as the rest of the senses are either not possible to manage or too 
expensive to achieve it. 
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In this Project the non-immersive VR is used, being possible the interaction with 
the objects in 2D and 3D, placing them in the predefined plane. 
 
 
2.2. Augmented Reality (AR) 
 
In 1997 Ronald Azuma in a Survey of AR defined it as a system with the 
following three characteristics:  
 
 Combines real and virtual elements 
 Interactive in real time registering in 3D. 
 Technology that overlap virtual objects to the real world, giving the users 
a view of the real world enhanced by virtual information. 
 
AR has to deal with three important issues: 
 
 Display technology: The virtual objects are combined with the real 
world. From this point of view, we can find display technologies: video 
see-through, optical see-through and projector solutions. 
   
 Interaction technology: Display technologies are close related to 
displays, for instance, touch screen is the more common technology to 
interact with virtual objects. Other interaction technologies are: speech 
recognition, eye tracking and gesture recognition. 
   
 Tracking technology: That includes virtual object registration and user 
tracking (location and orientation). 
 
o Virtual object registration: Related with know where virtual objects 
should be located in the real world. Is possible to find different 
technologies that help to locate virtual objects in real world, like 
markers (that implies image processing) or GPS based location. 
 
o User tracking: Refers to location and orientation of the user in real 
world giving the basic information to the system in order to decide 
which virtual objects should be shown in the user’s field of view. In 
this case, we can find systems that use inertial sensors and GPS 
sensors for user tracking, but the information can be get using 
markers. 
 
Currently, it is possible to find a variety of AR devices with different 
combinations of these three technologies. Depending on how far they are from 
the user’s eyes we can find retinal devices, head mounted devices, hand held 
devices and projector devices. The closest to the user eye’s the better virtual 
integration and user experience. 
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2.2.1. AR composing elements 
 
AR seeks a combinational view of a real-world environment with an overlapped 
virtual objects. Such view is intended to be accomplished in real-time and space 
(now and at the location of the user). 
 
The user employs a device to view the real world mixed with the virtual objects 
to it, thus “augmenting” the information on the real world with a virtual one. The 
technique enhances the perception and interaction of the real world without 
replacing it. 
 
In order to achieve the enhancement of the real world with virtual entities, it is 
necessary to implement a system composed by the following elements: 
 
 Camera: Any device capable to capture the reality and transform it 
into information that the application can use. Normally, the information 
captured is in the form of a video stream. 
 
 Screen: Device that displays the combination of the real world 
information with the virtual elements computed. The most common 
used is an image screen display. 
 
 Software: Program specially designed to calculate virtual information 
to be displayed on the screen and mix it with the real world 
information obtained from the camera. 
 
 Activator: The AR application recognizes an element of the real 
world (activator) and display the virtual information associated to the 
specific activator. The activator can be a QR code, marker, image o 
GPS signal send by the device. 
 
 
2.2.2. AR complexity levels 
 
Depending on the capabilities of the AR system, it is possible to differentiate 
between levels of complexity. Each new level overcomes a limitation on the 
previous one. It is not necessary to say, that more complex system require 
higher computational capabilities and less system aids. 
 
These levels of complexity are arranged as follows: 
 
 0 Level (Physical World Hyper Linking): Applications hyperlink 
information in the real world by using activators such as barcodes and 
QR codes. These physical marks contain the link towards web based 
content and are activated by scanning it. There is no 3D register. 
 
 1 Level (Marker Based AR): The application uses physical marks 
like black&white images or schematic drawings. When the marks are 
scanned, the application manages to generate a 3D model and 
superpose it to the images obtained from the real world. 
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 2 Level (Markerless AR): These applications no longer depend on 
physical markers. They are substituted by geolocalized information 
obtained by a GPS receiver and compass build within the device. 
Both elements provide the information required to situate the user and 
his/her orientation towards the real world. Based on this information, 
the virtual elements are calculated and superposed to the images 
from the real world. 
 
 3 Level (Augmented Vision):  Applications at this level require of 
technological support such as HoloLens or high-tech contact lenses. 
The virtual information provided to the user is fully contextualized and 
practically does not require user input. 
 
Nowadays, the AR is used in different fields like: 
 
 Educational projects, as a support tool to reinforce learning 
 Entertainment (videogames) 
 Simulation (simulation of flights and land routes) 
 Emergency and military services (showing evacuation guides, map 
information) 
 Architecture (virtualizing destroyed historic buildings) 
 
 
2.3. Goals 
 
The main purpose of this Master Thesis is to study and develop a solution to the 
registration and tracking of 3D objects visualized, to achieve an immersive AR 
using mobile device. 
 
The study and implementation of the solution has been planned into different 
phases, which are described as follows. 
 
 
2.3.1. Study and technology selection 
 
It has been analysed the different approaches of the different AR systems 
available in the market, along with the most commonly used devices. Taking 
into account the timeframe required for the implementation, it has been decided 
a point between off-the-shelf components and totally custom made applications. 
 
The elements available selected to implement the solution are: 
 
 Mobile Samsung Galaxy S6 Edge (Android Operative System) 
 Cardboard VR Google Glasses 
 Laptop Toshiba Satellite: 
 
o Processor: Intel Core™ i7-5500U 
o RAM: 8 GB 
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o Graphics Card: Intel HD Graphics 5500 
o OS: Windows 10 (64 bits) 
 
Based on the previous selection, the implementation of the solution has been 
divided into two stages. 
 
 
2.3.1.1. Virtual world creation 
 
This goal would require a substantial amount of time, as there is no prior 
knowledge on the implementation of virtual environments or the tools to achieve 
it. AR relies on virtual objects created within a virtual environment. Thus, it is 
compulsory to understand the creation and dynamics of virtual elements within 
a virtual world. 
    
 
2.3.1.2. AR Visualization 
 
Once the familiarization with virtual worlds is achieved, the next step is to 
manage to superpose it to the information obtained from the real world. The 
models and dynamics created on the previous stage are used now to enhance 
the information obtained by the camera of the mobile device. 
 
As it is described in CHAPTER 3, the core of the Master Thesis is to achieve to 
keep track of virtual elements in the AR environment which requires the 
comparison and implementation of different approaches until a suitable. 
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CHAPTER 3.  3D VIRTUAL OBJECTS TRACKING AND 
REGISTRATION 
 
This section contains a description of the problems found in AR applications 
focusing on their complexity and constraints. It also provides the explanation for 
the two approaches followed to solve the problem. Finally, the most adequate 
solution for the virtual object registering and tracking problem is fully detailed. 
 
 
3.1. The problem 
 
The most important problem in AR applications is found on the alignment of two 
separate worlds (real and virtual) without impairing their landmarks. It is the AR 
application that requires recognizing and matching coherently the axis of real 
and virtual world. If a mismatch exists in the coordinates, it is impossible to 
represent virtual objects coherently with the AR application view. 
 
Normally, AR applications maintain the same view during their use, thus the 
virtual objects are set relatively to the current view. If the user changes the 
position or orientation of the camera, the relative position is distorted and the 
object no longer seems integrated in the real world. 
 
There are approaches which rely on GPS coordinates and compass 
information. The information is feed to the application which can estimate the 
current user’s view and adapt the virtual world overlapping accordingly. Such 
solution is no longer suitable within indoors environment as the GPS signal is 
not reliable for such computation.  
 
Therefore, it is necessary to implement a system that relies on image 
processing to find features in the real world captured images and use 
algorithms to predict which is the user position and orientation. Subsections 3.2 
and 3.3 contain the experimentation followed to exploit pattern recognition to 
overcome the user’s position and orientation problem. 
 
In the section below are explained the first steps done for study the possible 
solutions to apply. 
 
 
3.1.1. First steps (Creating a virtual room) 
 
In order to validate the solutions approached in this project, it is necessary to 
implement a virtual environment to create and allocate virtual objects. These 
objects are used later on the AR application to prove the registering and 
tracking techniques. The proposed environment represented by the floor of a 
virtual room (shown in Figure 3.1). 
 
 
3D Virtual objects tracking and registering                                                                                                                      11 
 
 
Figure 3.1 - Predefined space 
 
 
The virtual room, designed in a Unity framework, relies on the ratio between the 
real world dimensions (m) and Unity dimensions (units). For the purpose of the 
project, it was defined a room 45 units long by 50 units width, with a conversion 
ratio of 10 units equal 1 m. Bear in mind that X axis is used for width and Y for 
depth/length. 
 
 
 
 
Figure 3.2 - Design of the room (2D view) 
 
 
Once the environment is created and the conversion ratio defined, it is easy to 
create virtual models that match the real world aspect ratio (1 m: 10 units). An 
example composition of virtual furniture (already scaled) is shown in Figure 3.2. 
The same composition is shown in Figure 3.3 by using a 3D representation. 
 
50 
45 
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Figure 3.3 - Design of the room (3D view) 
 
 
Once the virtual environment is created and tested for use, it is necessary to 
continue towards the AR application. Such progression would have to deal with 
the problems discussed in this master thesis. 
 
As it was explained in section 2.2.2, there are only three levels that deal with 
virtual objects registration from which only two have been tested: Marker Based 
AR and Markerless AR. The latter being preferable as it eliminates the need of 
using markers for each virtual object found in the AR environment. 
 
 
3.2. Marker Based AR Solution 
 
Marker Based AR employ objects represented by an image/test which is 
recognizable by the system. Whenever a scanned object is identified, it is 
replaced by its equivalent 3D virtual object and inserted in the AR view. If the 
system losses sight of the marker, the 3D object is removed from the view. 
 
In order to achieve the marker substitution, it is required to build a catalogue 
associating markers and 3D models. In this project, it has been used the 
Targets used in Vuforia to build the catalogue. Later, the Targets are imported 
into the Unity project and added to its database. 
 
Targets are created by using Target Manager in the developer web of Vuforia 
(https://developer.vuforia.com/) A screenshot of the web page is shown in 
Figure 3.4. 
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Figure 3.4 - Vuforia Image Target Import 
   
 
Whenever a Target is imported into the Target Manager, it rates the image/text 
by using star marks. The higher the rating, the easier is for the Tracker to 
recognize the Target. On the contrary, more resources and time are required to 
distinguish the Target and thus less efficient/realistic is the application. Such 
rating varies on the number of images and the resemblance between them 
imported into the database. Once the database is completed, it can be 
downloaded to be used in the Unity environment. 
 
Once in the Unity environment, it is necessary to associate every virtual object 
with a Target in the database. The Unity Inspector provides additional 
information regarding Vuforia database as how many Targets can be 
recognized within one scene. Figure 3.5 shows the Unity Inspector context 
menu indicating that the number of recognizable Targets is 3. 
 
 
 
 
Figure 3.5 - Configuration of Vuforia behaviour 
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The last step while associating Targets and 3D models is to convert the real 
dimensions of the Target into Unity dimensions. Thus, a Target of 56cm width 
and 45cm long is translated into 5,6 and 4,5 units respectively. 
 
Once the importing/association process is finished, the 3D objects are located 
on top of the centre of each recognized Target. The only remaining parameter 
to be feed to the system is the orientation of the 3D object. 
 
 
3.2.1. Marker Based AR problems 
 
Marker Based AR systems have to deal with 3 different limitations when 
recognizing Targets and representing 3D objects: 
 
 Pattern size: One of the analysis made to the Marker Based approach 
was focused on the required size of Targets. Small Targets can be lost of 
sight due to the relative distance between the Target and the camera. If 
the application losses sight, it can no longer allocate the 3D object and 
disappears from the scene. After different try outs, it was found that the 
selected Target required a 90x50cm size in order to maintain the scene 
composition. A suitable dimension comparison with a mobile device of 5 
inches is shown in Figure 3.6. 
 
 
 
 
Figure 3.6 - Comparison size between pattern and mobile Device 
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 Pattern position: Marker Based AR applications do not require prior 
information regardless the position and orientation of the user, as 3D 
models are directly located on top of the Targets. Still, it is required from 
the user to allocate the Targets taking into account the correct image and 
location within the room. Otherwise, the composition of the virtual room is 
not represented correctly overlapping the real world room. 
 
In order to overcome this limitation, it is implemented a user guidance to 
pick the correct Target and its location respect the borders of the 
real/virtual room. The information is shown as in the following Figure 3.7. 
 
 
 
 
Figure 3.7 - Position information pattern 
 
 
 Patterns Database – Different patterns has to be imported and proved 
before implementation, so the system can have difficulties between them 
if the images of patterns are similar. Vuforia Software gives information 
to the user indicating that the can be a confusion between patterns. 
 
 Vuforia Rating: The Rating presented by the Target Manager presents 
an important role while building the scene. Targets with low rating are 
difficult to track as the distance between the camera and the target 
increases. This is an important limitation as the user wants to have a 
broader view of the scene and takes several steps back. Low rated 
Targets would be no longer recognizable by the Tracker and its 
associated 3D object removed from the scene (disrupting the 
composition). Thus, it is necessary to employ Target catalogue with high 
rating targets. 
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Bearing in mind the limitation of the system and their relative solution, the 
application of Marker Based AR has been implemented and tested. The results 
obtained are detailed in 3.2.2 
 
 
3.2.2. Marker Based AR results 
 
This section contains a series of figures depicting the scenario to test the Mark 
Based AR application, beginning with the virtual room composition shown in 
Figure 3.8. The selected furniture composition (set at the centre of the room) 
comprises two chairs and a table. 
 
 
 
 
Figure 3.8 - Design of virtual world 
 
 
Using the application guidance, the Targets are allocated in the real room 
accordingly. Then, it is used MonDecor to visualize the room and execute 3D 
object allocation. The result scene is shown in Figure 3.9. 
 
 
 
 
Figure 3.9 - AR visualization of design 
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The composition was perceived as suitable to produce an idea of how the real 
composition would look like. Still, Figure 3.10 was taken in order to compare the 
real object with the virtual represented object to prove it.  
 
 
 
 
Figure 3.10 - Comparison between real objects and virtual objects 
 
 
The results obtained from the Marker Based AR visualization tag a good 
solution to overcome the registering and tracking of 3D objects in indoors 
environment. The major disadvantage of this solution is the size (greater than 
an A4 sheet of paper) of the Targets to be recognizable by the application in a 
broad overview of the scene.  
 
 
3.3. Markerless AR Solution 
 
Markerless AR applications do no use Targets to allocate the 3D objects; they 
rely on the information provided by the inertial sensors embedded in the 
portable device to determine the direction and angle of movement. Virtual 
objects are allocated and relatively positioned with respect to a virtual centre of 
coordinates. 
 
In this particular case, the objects are set on the floor of the virtual room, being 
the centre of the floor room as the (0,0,0) coordinate. All virtual objects 
introduced into the scene are allocated and oriented with respect such centre of 
coordinates. 
 
Therefore, when an object is added in the scene, the position of the object from 
the centre of the scene is divided per 50 or 45 depending which axis are looking 
for. If the object will not be child of the floor, the translation is not needed. 
 
With the previous clarification, now it is possible to calculate the position of the 
object in AR world, calculated with the following formula, to do the translation in 
real world measurement: 
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𝑋𝐴𝑥𝑖𝑠 = 𝑋_𝑝𝑜𝑠𝑡𝑖𝑜𝑛 𝑖𝑛 𝑉𝑅 ∗ 𝑋_𝑆𝑐𝑎𝑙𝑒  𝑉𝑅  
𝑦𝐴𝑥𝑖𝑠 = 𝑌_𝑝𝑜𝑠𝑡𝑖𝑜𝑛 𝑖𝑛 𝑉𝑅 ∗ 𝑌_𝑆𝑐𝑎𝑙𝑒  𝑉𝑅  
 
 
Based on the conversion ratio used for Unity dimensions, it is possible to 
calculate its counterpart location in the real world. Thus, an object with 
coordinates (12.5, 0, 19.35) within the Unity environment is translated to (1.2, 0, 
1.9) meters with respect the centre of the real room. 
 
Bear in mind that the formula does not take into account height locations as all 
objects are set on the virtual floor (y = 0). 
  
Once the whole composition is build, it is necessary to input the initial location 
of the user, in the test has been predefined a user fixed positon, so the whole 
scene can be configured and allocated accordingly. Figure 3.11 shows the initial 
user position. 
 
 
 
 
Figure 3.11 - Fixed user position 
 
 
Once allocated in the expected position, the user configures the AR camera to 
set up the matching centre coordinates of the real and virtual world. Take into 
account the height of the camera with respect the floor level; otherwise the 
objects are represented with a height offset. In other words, the scene is 
perceived as objects floating in the room. 
 
 
 
 
Figure 3.12 - Camera configuration 
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3.3.1. Markerless AR problems 
 
Markerless AR applications deal with three mayor difficulties, which are:  
 
 User position: The representation of the virtual scene highly depends 
on the initial configuration of the camera position. If initial configuration 
does not match with the real one, the scene is perceived as “off”, losing 
completely the AR experience targeted. An example of such experience 
is shown in Figure 3.13. 
 
 
 
 
Figure 3.13 - Erroneous user position 
 
 
 User Height: One of the most difficult parameter to track is the 
visualization height as users will use the application accordingly to their 
visual height. Taller users are likely to perceive the scene as floating 
objects in the room.  
 
 Inertial sensors: The inertial sensors take the rotational movement of 
the device whenever a movement is detected at the AR camera. 
Normally such rotation is made to see the complete scene around the 
user. If such movements are made rapidly, it is possibly to lose precision 
on the movement and the relative position of the user with respect the 
virtual origin to shift.  
 
As all objects are allocated based on such origin, the scene loses the 
capability to correctly allocate the objects. This problem magnifies with 
compositions displayed in bigger rooms (perception shift increases). 
 
Markerless AR application approach has been analysed and tested, taking into 
account these limitations and how to overcome them. The result of such 
analysis is presented in 3.3.2. 
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3.3.2. Markerless AR results 
 
This section contains a series of figures depicting the scenario to test the 
Markerless AR application, beginning with the virtual room composition shown 
in Figure 3.14. The selected furniture composition (set at the centre of the room) 
comprises four chairs, a table and a sofa. 
 
 
 
 
 
Figure 3.14 - Design of 2D virtual world 
 
 
Using the application guidance, the user is allocated in the real room 
accordingly. Then, it is used MonDecor to visualize the room and execute 3D 
object allocation. The result scene is shown in Figure 3.15. 
. 
 
 
 
 
Figure 3.15 - AR visualization of design 
 
 
AS we can see in Figure 3.15, the scale of the object is a little bit different with 
the scale of Marker Based AR solution, this is because of the position of the 
user is not taken exactly as in the program has configured. 
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Figure 3.16 - Comparison between real objects and virtual objects 
 
 
Figure 3.16 shows a small error on scale visualization in comparison with the 
Marker Based AR approach. Thus, it is presented the importance of introducing 
correct parameters in the initial camera position configuration in the Markerless 
AR. 
 
Markerless AR solves the limitations found when using Targets to allocate 3D 
objects. It is required less participation from the user to set up the environment, 
thus enhancing the experience of the AR application. The drawback is found in 
the difficulty to maintain a correct configuration of the relative position of the 
user. The size of the room and the initial position play a very important role to 
achieve the AR perception (location and scale of 3D objects). 
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CHAPTER 4. Implementation 
 
This chapter contains the description of the different technologies and Software 
Development kits (SDKs) used in the development of the MonDecor application.  
 
 
4.1. Android 
 
Android is an operating system based on a Linux Kernel. It was designed for 
mobile devices with touch screen, such as smartphones, tablets, smartwatches 
or televisions. At the beginning was deployed by Android Inc., company that 
Google financially backed until 2005 then Google bought the enterprise. 
 
Android was presented in 2007 to a company consortium of 
telecommunications hardware and software. The consortium, the Open Handset 
Alliance foundation, was aimed to achieve open standards for mobile devices. It 
was not until 2008 when came out the first mobile device (HTC Dream) with an 
Android operating system installed. Nowadays, the number of Android based 
devices sold is greater than Windows Phone and IOS combined. 
 
 
4.2. Unity 
 
The software development kit used for MonDecor application for this project is 
Unity. Unity is a multiplatform environment created by Unity Technologies to 
develop video games and interactive 3D content for PC, consoles and mobile 
devices. This section contains the basic concepts of the SDK and other aspects 
taken into account while developing the MonDecor application. 
 
 
4.2.1. Development Application View 
 
The application is presented with a main screen, where five different 
windows/views are available: 
 
 Project window: Displays all the project coded resources ready for their 
use. Whenever an object, image, scene, etc. is imported into the project, 
it will appear in the project window. These resources can be easily 
ordered and made available to facilitate the game or application being 
developed. 
 
 Scene view: Each scene represents a different level or section within the 
game. Developers can choose the presentation of the scene as a 2D or 
3D.  Navigation and edition of the scene is available when the view is 
active. An example of edition would be dragging an object from the 
project view into the scene and later modify its characteristics from the 
inspector window. 
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 Inspector window – Allows the developer to view and edit all the 
properties of the selected object, like position, rotation, and material or 
attach a script. 
 
 Hierarchy window: It represents, in text form, the hierarchy of every 
object within the scene. This hierarchy shows the relation between 
objects. 
 
 Tool bar: Allows the developer to access and check the essential 
working features of the application. It contains basic tools to manipulate 
the scene view and objects within it. Other available control commands 
include play, pause and stop the application and a layout menu where a 
layer can be associated to an object.  
 
 
4.2.1.1. Objects within Unity 
 
There are several important type of objects to take into account during the 
development of a game or application. These objects are described as: 
 
 GameObject: Characters, props and scenery are represented by a 
GameObject. A GameObject behaves as a container for components. 
These components are the ones that implement the real functionality of 
the GameObject. 
 
 
 
 
Figure 4.1 - Transform component 
  
     
All GameObjects have a Transform component attached to them. This 
component contains variables such as orientation, position and scale 
within the game.  
Figure 4.1 shows the available parameters within a Transformation 
component. 
 
 
 
 
 
 
 
//Activate GameObject 
gameObject.SetActive(true); 
 
//Deactivate GameObject 
gameObject.SetActive(false); 
  
Code 4.1 - Activate/Deactivate GameObject via Script 
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All GameObjects can be temporally removed from the scene by marking 
them as inactive. There are several ways to achieve this: 
 
 Using a script as shown in Code 4.1 
 Or, through the Inspector view as shown in Figure 4.2 
 
 
  
 
Figure 4.2 - Activate/Deactivate GameObject via Inspector 
 
 
Bear in mind that following the hierarchy of objects, a parent marked as 
inactive will mark all its children as inactive as well. 
 
 Camera: The camera is used to display the scene from the player/users’ 
point of view. At least one instance of this element must be present; 
otherwise the application won’t show anything during runtime. 
 
 Canvas: The Canvas represents the area where all User Interface (UI) 
elements are available. Canvas is composed by a GameObject including 
the canvas component and its children (other elements within the UI). 
Some examples of these children include button, text, images, scrollbars, 
etc. 
 
The area available for the Canvas is shown in rectangle within the scene 
view. Elements can be easily allocated and linked to the Canvas 
component. Communication between the UI elements and the 
applications is made through the EventSystem object. 
 
 Scripts: The Scripts are GameObjects which allow developers to modify 
components, control movements/interactions of other GameObjects and 
trigger actions as a response to User inputs. 
 
Unity is ready to support two programming languages: C# and 
UnityScript. The latest was designed specially to be used in Unity 
developments and modelled based on JavaScript. Current project is 
focused on C# as a programming language. 
 
All Scripts are created following the same structure shown in Code 4.2 
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It is possible to distinguish two different sections: 
 
 Start method: This method is called upon the starting of the 
application. It contains the code to set up the application and have 
its resources ready for use. 
 
 Update method: The Update method is called whenever a new 
frame is required. Therefore, all actions/movements must be 
contained within this method, so the status of the object can be 
updated over the time within the application lifecycle. 
 
 
4.3. Vuforia 
 
Vuforia is a SDK for AR applications and contains tools to anchor virtual 
elements to Targets. These Targets can either be text or images which are 
easily identify and tracked by the code library. The SDK is capable to provide 
information regarding the Targets which would be used later by MonDecor. 
 
The SDK is available for different operating systems such as Windows™, 
MacOs and Linux 
 
 
4.3.1.  Vuforia architecture 
 
Vuforia applications are based on AR systems with the following elements: 
 
 Camera: Captures images of the real world and, with it, potential targets 
to anchor virtual elements identified by the Tracker. Vuforia SDK 
supports the following digital eyewear devices: 
 
using UnityEngine; 
using System.Collections; 
 
public class MainPlayer : MonoBehaviour { 
 
    // Use this for initialization 
    void Start () { 
 
    } 
 
    // Update is called once per frame 
    void Update () { 
 
    } 
} 
 
Code 4.2 - Script structure 
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o Optical See-Through: Allowing using Epson Moverio BT-200, 
ODG R-7 and Microsoft HoloLens. 
 
o Video See-Through: Allowing using Samsung Gear VR and 
Google Cardboard. 
 
In this project is used the eyewear type video see-through using Google 
Cardboard. 
 
 Database: Contains the Target collection used by the Tracker. The 
Target Manager provides the access to edit the collection as necessary. 
 
 Targets: Physical elements used to be recognized by the Tracker. These 
Targets function as anchors for virtual objects and are divided into two 
categories: 
 
o Image targets: Any sort of images like photographs, posters, cards 
or book covers fall into this category. 
 
o Word targets: Text elements comprising simple or complex 
constructions. Recognition of text elements can be configured to 
detect single words or characters. 
 
 Tracker: The Tracker processes the images taken by the Camera and 
labels real world Targets by finding coincidences in the Database. 
 
Figure 4.3 contains the complete architecture in a Vuforia based application. It 
depicts the Target recognition support provided by the Tracker. 
 
 
 
 
Figure 4.3 - Vuforia architecture 
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The whole process begins by capturing the scene (real world) using the 
camera. The images captured are pre-processed (reducing its resolution) and 
feed to the Tracker. Then, the Tracker looks for Targets by matching elements 
within the image with the collection available in the Database. If there are any 
matches, the information is transferred to the application to render the virtual 
elements to the Targets identified. The combination of the scene (real world) 
and the rendered virtual elements provides the complete AR application view. 
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CHAPTER 5. MonDecor Project 
 
This section presents the development of an application to aid in the design and 
decoration of indoor environments with the use of a portable device as a tool by 
overlapping virtual furniture on an empty room.  
 
The user is offered two different kinds of visualization capabilities: Augmented 
Reality (AR) and Virtual Reality (VR). Both of them, allow the user to select and 
place models of virtual furniture and get a close idea of how the room would 
look like with the real pieces of furniture. Such tool would be suitable for 
customers using a catalogue from the furniture store or the sellers to reduce the 
furniture stock within the shop. 
 
MonDecor offers an application which permits the end user to design the 
contents of a room. This application would provide features which are not 
available in other applications already on the market, therefore becoming an 
“all-in-one” solution. The only requirement from the user is to provide the 
application with the models of the furniture/appliances from the manufacturer. 
 
 
5.1.  MonDecor Application 
 
MonDecor application was born for the need to seek a solution of the problem 
with AR to perceive the real dimensions of an object within indoor 
environments. 
 
MonDecor is presented as a mobile application for indoor furbishing designs. It 
contains a catalogue of furniture and an environment to set up the room 
composition. The catalogue of virtual furniture is downloaded along the 
application; thus it is not necessary data communication once it is installed. 
 
Mondecor offers different functionalities to the user by its UI: 
 
 2D/3D view: The complete scene can be seen in the screen in 2D or 3D 
view. 
 
 Access/Selection of Virtual furniture: A complete catalogue of furniture is 
provided to the used by clicking new model button. 
 
 Touch/hold/slide: Virtual elements can be moved, rotated and resized by 
interacting with the image presented on the screen. 
 
 AR view: The complete scene can be rendered to be seen in a screen or 
by using 3D support glasses Google Cardboard. 
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5.2.  Use of case 
 
Here is an example of a use case that emulates a real case of a user who 
wants to decide which furniture he wants to buy using MonDecor application. 
 
A 35 years old man called Max, has rented out an apartment. The apartment is 
empty, so Max needs to buy some furniture to make it cozy. 
 
Currently, there is a new application in Google play that gives you the possibility 
to design the rooms with all the furniture catalogue (beds, sofas, chairs, lamps, 
etc.). 
 
Max has the chance to design all his rooms in 2D view and 3D also, setting the 
furniture in the chosen place and by editing the furniture colour from the 
manufacturer patterns. Along the design process, Max can take different 
screenshots to decide his final design for his different rooms. 
 
Once the final design has been chosen, he has the possibility to see it in AR 
from the mobile device on the screen or by using Google cardboard glasses in 
order to have a more immersive visualization of the room and his design. 
Furthermore, when Max sees his design in real world, he can decide if this is 
really the option that he prefers at the end, and he is still able to modify again 
the design of the models or the furniture models. 
  
In the end, Max has made his choice on the final design after seeing his own 
room as he was really in it due to the immersive experience with AR. Max called 
to store to have an appointment and buy the furniture straight away. That 
means saving time to the salesman to assist other costumers and sell more 
products. 
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CHAPTER 6. Application Design 
 
MonDecor application is constructed so the user can move from the virtual 
environment (virtual room and furniture) to the AR representation of configured 
room disposition/Target configuration. This section contains the information 
regarding the different scenes implemented in the Unity environment, how the 
user navigates within the scene and between scenes. 
 
The implemented scenes and the potential transitions between scenes are 
shown in Figure 6.1. 
 
 
 
 
 
 
Figure 6.1 - Scene interaction 
 
 
The scenes objectives are depicted as follows:  
 
 Start_Scene: Contains the presentation for the initialization of 
MonDecor. 
 
 VR_Scene: Contains the virtual room representation and the tools to 
add, modify and remove virtual furniture from the virtual room. 
 
 AR_Scene: Virtual room is removed to capture the real world and 
represent the configured disposition of virtual furniture (AR 
representation) taking into account markers or Camera configuration. 
 
The allowed actions within each scene are fully described in the following 
subsections. 
 
 
6.1.  Virtual scenario 
 
Once the user presses the START button on the Start_Scene, it is lead towards 
the VR_scene. Figure 6.2 presents the contents of the VR_scene. This scene 
contains the virtual representation of a 5x4,5 m floor room, where the user can 
allocate the virtual furniture pieces.  
 
 
 
 
 
 
 
 
 
Start_Scene VR_Scene AR_Scene 
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Figure 6.2 - VR Scenario 
 
The screen offers the user different actions available by pressing the icons on 
display. These actions are: 
 
 Add a piece of furniture (1) 
 Take a screen shoot (2) 
 Change room view to 3D representation (3) 
 Change room view to 2D representation (4) 
 Change to AR 3D representation using cardboard glasses (5) 
 Change to AR in portable device (6) 
 Exit the application (7) 
 
Only actions from 1 to 4 maintain the user within the VR_ scene, the rest either 
transit towards the AR_Scene or exit the application. Therefore, the latter are 
explained in another subsection. 
 
The first action available is activated by pressing the Add piece of furniture 
which expands a lateral submenu with virtual furniture catalogues. Once the 
selected catalogue is pressed, the first item or last selected element is 
presented to the user in a preview screen with relevant information regarding 
the virtual piece (Model, Reference number and physical dimensions). Then, 
the user can choose to move through the catalogue (1), examine current item 
by changing zoom, rotate or stop automatic rotation), select current item (2) or 
discard current item and return to the catalogue menu. The options explained 
are shown in Figure 6.3. 
1 
2 
3 4 5 6 7 
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Figure 6.3 - Model button transaction options 
 
 
Once the piece is selected, the user returns to the virtual room with all added 
pieces of furniture. Whenever the user selects a piece of furniture within the 
virtual room, a red line appears surrounding the piece of furniture. Then, the 
piece can be moved around the virtual room floor by dragging it towards the 
desired position.  
1 2 
Application Design                                                                                                                                                             33 
 
 
Figure 6.4 - Model selected  
 
 
Selection of a furniture piece, also, enables a new set of actions for the user as 
shown in Figure 6.4. These actions are resumed as: 
 
 Clone: Creates a copy of current piece of furniture. 
 
 Rotate: Rotates current furniture 90º clockwise. 
 
 Edit: Activates a pop-up with the manufacturer colour palette for current 
furniture piece. 
 
 Delete: Removes current selected item from the virtual room 
 
Once the virtual scene is completed, or at an intermediate stage, the user can 
generate a screenshot of the virtual room current representation by pressing the 
Screenshot Icon Figure 6.5. A pop-up menu requests the name for the current 
screenshot to be saved in a folder by pressing the Save button or discard the 
current screenshot by pressing the Cancel button. All saved screenshots are 
accessible by the device picture gallery application. 
 
 
 
   
 
Figure 6.5 - Screenshot button 
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The user can change the virtual room representation, to take screenshots or 
edit the room configuration, by selecting either 2D or 3D Icon. The current 
selected mode is shown by the shaded status of the icon Figure 6.6.  
 
The 2D representation maintains an eagle view of the virtual room floor, 
enabling camera movements parallel to the floor. In contrast, 3D view permits 
the user to allocate the camera at any angle above the floor level to visualize it. 
 
Distance limits from the room floor have been set in order to prevent the user 
from losing sight of it in both virtual representations. 
 
 
    
 
Figure 6.6 - Change view 2D to 3D 
 
 
Once, the final design is decided the user has to options to see it in RA, using 
Google cardboard glasses or directly in the portable device. In next section AR 
Scenario is explained the application options of the AR scene. 
 
 
6.2.  AR scenario 
 
The AR scenario is reached by selecting either AR or Cardboard support 
glasses. The aim of the scene is to present the configured virtual world in an AR 
environment. Depending on whether an AR or Cardboard support glass 
representation is selected the visual effect differs. 
 
The first presents the configured scene through AR visualization where the user 
moves the mobile device to visualize the real world images with the overlapped 
virtual world information. The sensation provided to the user is similar as 
watching the real world through a window/magnifying lens revealing the virtual 
world when placing the view accordingly.    
 
The other AR view (3D AR) is designed to use a cardboard glasses support to 
hold the mobile phone in front of the user’s eyes. The visualization of the scene 
is divided into two nearly identical AR representations matching the holes in the 
glasses. This visualization benefits from human visual capabilities/limitations to 
create a 3D effect on 2D images (screen images). The experience of the user is 
intensified as he/she is placed inside the overlapping reality of real and virtual 
worlds (no window sensation). 
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Figure 6.7 - AR Scenario 
 
 
Regardless of the AR configuration, the user is presented the same set of 
available actions as follows: 
 
 Take Screenshot (1): Similar to VR representation, the user can save a 
screenshot of current view into folder. 
 
 Return to VR (2): The user stops the AR visualization and returns to the 
VR representation of the room. 
 
 Exit (3): The user stops the application from running. 
 
1 
2 
3 
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CHAPTER 7. Work Plan 
 
This section contains the work plan followed while developing MonDecor 
application. It has been dividing into different stages and tasks associated to 
each stage: 
 
 Proposal of project development: It includes meetings with project 
manager to define objectives and technologies to be used in the 
implementation stage. 
 
 Technology study: It includes the period of time and tasks carried out to 
learn and practice with the technologies selected in the previous stage 
 
 Design and implementation of AR app: The stage includes the design 
of the architecture of the MonDecor application and the steps followed to 
implement all its components 
 
 Solution analysis: This stage comprises the execution of the tests to 
prove the results and resilience of the application to solve the 
problematic proposed.  
 
 Project documentation: Stage where all the information gathered in 
previous stages is formatted and presented in the Master Thesis. 
 
Table 7.1 contains the amount of manpower hours dedicated by the student in 
the development of the project. The whole project has required an overall 
amount of four and a half months. 
 
 
Phase  Hours  
Proposal of project development 88 
Technology study 98 
Design and implementation of AR app 125,5 
Solution analysis 117 
Project documentation 85 
Total 513,5 
 
Table 7.1 - Hours per phase 
 
  
As it is appreciated in the time report, the two stages that required more effort 
are “Design and implementation” and “Solution analysis”. Such commitment is 
due to the difficulty to implement a first version of the AR application and later to 
stabilize its operation. Once it has been implemented a stable application, it has 
been tested several approaches to overcome the registering and tracking of 3D 
objects.  
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CHAPTER 8. Conclusions 
 
This Master Thesis has been focused in solving the AR problems with tracking 
and registering virtual 3D models in virtual world, achieving an experience of 
immersion in the mixed world for the user. 
 
First of all, there has been pondered a solution based on a Marker-based 
tracking, where it must be taken into account different features as: 
 
 Pattern: A good pattern has to be chosen to have a fast recognition by 
the tracker, even though it has to be larger than a A4 sheet of paper and 
it has to be checked there is not confusion between patterns. 
 
 Position: To have a good tracking and registering of the 3D model, it is 
so important to know where to place the pattern in real world.  
 
 Created models: The item has to be created with the right scale, 
therefore when it is placed in real world; the visualization is not going to 
be the real one. 
 
Results obtained in the test done are a good solution to get over the prime 
issues of registering and tracking. Visualizing the 3D models in the proper 
position even though the camera moves around, once the marker has been 
tracked the model appears perfectly scaled and positioned in real world. 
 
Since the disadvantage spotted in Marker-based tracking is the size of the 
patterns another solution has been tested. 
 
Markerless tracking method has been considered as a solution to avoid the 
disadvantage of Marker-based tracking considering the important aspects to 
have the correct visualization of mixed world as: 
 
 User position and height: The user has to be exactly in the same 
position where the application has been placed to view the 3D objects. 
Otherwise the items are not going to be placed in the correct position. 
The height of the user has to be considered, in another way, the 
perspective showed in the device is going to be erroneous. 
 
The result acquired in the new test solves the first limitations using the markers, 
however, the fact that the inertial sensors implied to give the correct movements 
of the users are not so powerful at least. The relative position of the 3D models 
is difficult to maintain and could make the perception of the user worst. 
 
It can be concluded that the initial goals of this Master Thesis has been 
successfully managed to solve the main problem of AR visualization, taking as 
a final result the use of Marker-based tracking to have a total immersion in AR. 
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8.1. Environmental Impact 
 
It might seem that this project does not have a significant impact on the 
environment. However, it does have an effect on energy saving, which is an 
important factor in environmental sustainability.  
 
MonDecor has the possibility to access to models of the furniture’s from the 
manufacturer, to see it in real-time and in real scale. Thus, many unnecessary 
travels in vehicles that consume fossil fuels are avoided for go to the furniture 
shops to decide which model the user prefers, reducing environmental pollution. 
 
 
8.2. Future improvements 
 
Some improvements can be made once the project is completed: 
 
 Improvement of Markerless tracking method, so the project was focused 
on Marker-based tracking method and the tests with the second method 
has been devoted little time. Therefore, if the method is studied with 
more accuracy and using other devices with better inertial sensors, the 
perception problems could be solved. 
 
 To develop the application in IOS system to test it. 
 
 To download the furniture catalogue from the cloud, such as the 
application only has nine furniture models, the application weight is 
acceptable. Therefore, a complete furniture catalogue makes the 
application too weight for been downloaded into mobile device. 
 
 Improve the application created for test the solutions, giving options as 
(save project, languages options, access to photo gallery, immersion in 
VR, interaction with AR, etc.) 
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