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a b s t r a c t
We consider the following activation process: a vertex is active either if it belongs to a
set of initially activated vertices or if at some point it has at least k active neighbors (k
is identical for all vertices of the graph). Our goal is to find a set of minimum size whose
activation will result in the entire graph being activated. Call such a set contagious. We give
new upper bounds for the size of contagious sets in terms of the degree sequence of the
graph. In particular, we prove that if G = (V , E) is an undirected graph then the size of
a contagious set is bounded by

v∈V min{1, kd(v)+1 } (where d(v) is the degree of v). Our
proof techniques lead to a new proof for a known theorem regarding induced k-degenerate
subgraphs in arbitrary graphs.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Consider the following activation process. We have an undirected graph G = (V , E) and a parameter k ≥ 1. Initially,
each vertex is either active or inactive. Let A0 = A be the set of initially active vertices. For every t > 0 set
At+1 = At ∪ {v ∈ V : |N(v) ∩ At | ≥ k}
where N(v) is the set of neighbors of v. We say that A is contagious if ⟨A⟩k = t At = V . The aforementioned activation
process is often referred to as k-neighbor bootstrap percolation. It was introduced by Chalupa et al. [11] in the context of
disordered magnetic systems, and has since been extensively studied, mostly in the case where A is chosen randomly, on
the lattice [8,6,5], and on various other graphs, such as hypercubes [4,7], trees [9] and random graphs [10,16,17]. In addition,
such processes have attracted attention recently as they are related to the study of diffusion processes of ideas, products
and trends within social networks [12,19,18,14].
Given G = (V , E) set
m(G, k) = min{|A| : ⟨A⟩k = V }.
Finding the size of a smallest contagious set is computationally hard: it is NP-hard to find a minimum size contagious set or
even find an approximate solution [18,12]. Recall that an approximation algorithm for a minimization problem on graphs
achieves f (n) approximation if for n-vertex graphs, it returns a solution that is of size at most f (n)opt where opt is the
minimal solution. To the best of our knowledge, no algorithm achieving approximation significantly better than Ω(n) for
m(G, k) is known.
In this work we give upper bounds on m(G, k) in terms of the degrees of the vertices of the graph G. We apply a
probabilistic idea and prove (Theorem 2.1) that there is always a contagious set of size at most

v∈V min{1, kd(v)+1 }. It
is easy to see that this bound is tight for certain graphs (consider nl disjoint cliques of size l). The idea behind the proof is to
examine for each vertex v the vertices that occur in the first max{k, |N(v)| + 1} locations in the order induced by a random
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permutation on {v}∪N(v). Similar ideas were previously used to give lower bounds on the size of maximal independent set
of graphs in terms of the degrees [3,20,15] as well as in algorithms for finding independent sets [13] (an independent set is a
set of vertices that spans no edge). In addition, it turns out that the contagious set A constructed in the proof of Theorem 2.1
has the property that G(A), the graph induced on A, is k-degenerate (see the beginning of next section for the definition
of k-degenerate graphs). This implies a different proof of a result due to [2] concerning the existence of large induced d-
degenerate graphs in arbitrary graphs. Finally, our result implies that if the minimal degree of G = (V , E) is Ω(|V |), then
one can find a contagious set of minimum cardinality in polynomial time by exhaustive search since there is a contagious set
of constant size. To the best of our knowledge, it was unknown whether this problem admits a polynomial time algorithm
when the graph is very dense (e.g., has minimal degree which is linear in the number of vertices).
Theorem 2.1 was discovered independently by [1]. The authors in [1] mention that their probabilistic construction can
be derandomized using the method of conditional probabilities [3]; however, they do not provide a description of their
algorithm (nor do they consider the connection between the contagious set constructed in the proof of Theorem 2.1 and
k-degenerate graphs). Here we provide a simple deterministic algorithm achieving the same bounds as in Theorem 2.1. This
algorithm gives a constructive proof of Theorem 2.1.
2. The main result
All graphs in thiswork are undirected. For a graphGwedenote its vertex set by V (G) and its edge set by E(G). Theminimal
degree of G is denoted by δ(G). In what follows we omit the dependence on Gwhen it is clear from the context. The degree of
a vertex v is denoted by d(v). A graph G is d-degenerate if in every induced subgraph of G there is a vertex of degree smaller
than d.
Theorem 2.1. Let G be an undirected graph. Then there is a contagious set of size at most

v∈V min{1, kd(v)+1 }. Furthermore,
one can find such a set in deterministic polynomial time.
Proof. Consider a permutation σ chosen uniformly at random from the set of all permutations of V where V = {v1, . . . , vn}.
Let Li (1 ≤ i ≤ k) be the set of all vertices that appear in the ith location among themselves and their neighbors, where the
order between vertices is determined by the order in which they appear in the random permutation (Li might be empty for
certain i’s and certain permutations but this does not affect the proof). For v ∈ V , v belongs to Li with probability 1d(v)+1
if i ≤ d(v) + 1 and 0 otherwise. Hence, v ∈ ki=1 Li with probability min{1, kd(v)+1 }. By the linearity of expectation, the
expected size of L =ki=1 Li isv∈V min{1, kd(v)+1 }. Activate all vertices in L. Every vertex either belongs to L, or has at least
k neighbors that are activated and hence is activated as well. By standard expectations arguments we have established the
existence of a contagious set whose size is at most

v∈V min{1, kd(v)+1 }.
Finally we prove that one can find such a set deterministically. Consider the following algorithm:While there is a vertex
of degree at least k, choose among all vertices of degree at least k, one withminimal degree and delete it. When all vertices
are of degree strictly smaller than k, stop and return these vertices as the set to be activated. Note that this algorithm runs
in polynomial time. Denote the set of vertices that this algorithm activates by I .
Clearly I is contagious (the vertices not in I are activated in an order that is the reverse of the order in which they were
deleted).
It remains to prove that |I| ≤ v∈V min{1, kd(v)+1 }. We apply similar ideas to those used in [2,15]. For an undirected
graph, G = (V , E), denotev∈V min{1, kd(v)+1 } by w(G). We show that w(G) will not increase as vertices are deleted from
G during the iterations of our algorithm. When the algorithm terminates,w(G(I)) = |I| (where G(I) is the graph induced by
the vertices of I , the set activated by our algorithm). Hence |I| ≤ w(G), as required.
If all vertices are of degree at most k− 1 then |I| = w(G) and we are done. Otherwise, let u be a vertex that is deleted in
the first iteration, with d(u) = γ . Denote u’s neighbors with degree at least k by {u1, . . . , ul} (this set may be empty). Since
the contribution of the neighbors of uwith degrees at most k− 1 is identical in bothw(G) andw(G \ {u}), we have
w(G \ {u}) = w(G)− k
γ + 1 +
l
i=1

k
dG(ui)
− k
dG(ui)+ 1

= w(G)− k
γ + 1 +
l
i=1
k
dG(ui)(dG(ui)+ 1)
≤ w(G)− k
γ + 1 +
γ k
γ (γ + 1) = w(G).
A simple inductive argument shows that w(G) does not increase through the execution of this algorithm, concluding the
proof. 
The following corollary immediately follows from Theorem 2.1:
Corollary 2.2. If G satisfies δ ≥ k− 1 and |V | = n then
m(G, k) ≤ kn
δ + 1 .
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It is easy to see that the set L defined in the proof induces a k-degenerate graph. To see this, assume that the permutation
of the vertices is u1, . . . , un where ui = vπ−1(i). Then, if {ui1 , . . . , uil} ⊆ L with i1 < i2 < · · · < il, uil has degree smaller
than k in the subgraph induced by {ui1 , . . . , uil}, proving the claim. Hence, Theorem 2.1 implies:
Theorem 2.3 (Theorem 1.3 of [2]). For every graph G, and every integer k, there exists a k-degenerate induced subgraph H of G
with |V (H)| ≥v∈V min{1, kd(v)+1 }.
This proof of the aforementioned theorem is different and somewhat shorter than the one appearing in [2].
Our algorithms imply an O( n
δ
) approximation algorithm for m(G, k). An interesting question is that of whether there
exists an efficient nϵ approximation algorithm for finding the size of the minimal contagious set in a graph for some fixed
0 < ϵ < 1.
Acknowledgments
We thank Shiri Chechik, Uri Feige, Elchanan Mossel and Inbal Talgam for useful discussions as well as the anonymous
referees for their helpful comments.
References
[1] E. Ackerman, O. Ben-Zwi, G.Wolfovitz, Combinatorialmodel and bounds for target set selection, Theoretical Computer Science 411 (2010) 4017–4022.
[2] N. Alon, J. Kahn, P. Seymour, Large induced degenerate subgraphs, Graphs and Combinatorics 3 (1) (1987) 203–211.
[3] N. Alon, J. Spencer, The Probabilistic Method, John Wiley and Sons, 2008.
[4] J. Balogh, B. Bollobás, Bootstrap percolation on the hypercube, Probability Theory and Related Fields 134 (2006) 624–648.
[5] J. Balogh, B. Bollobás, H. Duminil-Copin, R. Morris, The sharp threshold for bootstrap percolation in all dimensions, Transactions of the American
Mathematical Society (in press).
[6] J. Balogh, B. Bollobás, R. Morris, Bootstrap percolation in three dimensions, Annals of Probability 37 (2009) 1329–1380.
[7] J. Balogh, B. Bollobás, R. Morris, Majority bootstrap percolation on the hypercube, Combinatorics, Probability and Computing 18 (1–2) (2009) 17–51.
[8] J. Balogh, G. Pate, Random disease on the square grid, Random Structures and Algorithms 13 (3–4) (1998) 409–422.
[9] J. Balogh, Y. Peres, G. Pete, Bootstrap percolation on infinite trees and non-amenable groups, Combinatorics, Probability and Computing 15 (2006)
715–730.
[10] J. Balogh, B.G. Pittel, Bootstrap percolation on random regular graphs, Random Structures and Algorithms 30 (1–2) (2007) 257–286.
[11] J. Chalupa, P.L. Leath, G.R. Reich, Bootstrap percolation on a Bethe lattice, Journal of Physics C: Solid State Physics 12 (1979) L31.
[12] N. Chen, On the approximability of influence in social networks, SIAM Journal on Discrete Mathematics 23 (5) (2009) 1400–1415.
[13] U. Feige, D. Reichman, Recoverable values for independent sets, in: ICALP, 2011.
[14] J. Goldenberg, B. Libai, E. Muller, Using complex systems analysis to advance marketing theory development: modeling heterogeneity effects on new
product growth through stochastic cellular automata, Academy of Marketing Science Review (2001).
[15] J. Griggs, Lower bounds on the independence number in terms of the degrees, Journal of Combinatorial Theory, Series B 34 (1) (1983) 22–39.
[16] S. Janson, On percolation in random graphs with given vertex degrees, Electronic Journal of Probability 14 (2009) 1087–1096.
[17] S. Janson, T. Luczak, T. Turova, T. Vallier, Bootstrap percolation on the random graph Gn,p , Annals of Applied Probability (in press).
[18] D. Kempe, J. Kleinberg, E. Tardos,Maximizing the spread of influence through a social network, in: 9th ACMSIGKDD Intl. Conf. on KnowledgeDiscovery
and Data Mining, 2003.
[19] J. Kleinberg, Cascading behavior in networks: algorithmic and economic issues, in: N. Nisan, T. Roughgarden, E. Tardos, V.V. Vazirani (Eds.), Algorithmic
Game Theory, Cambridge University Press, 2007 (Chapter 24).
[20] V.K. Wei, A lower bound on the stability number of a simple graph, Bell Laboratories Technical Memorandum, No. 81-11217-9, 1981.
