Abstract. In this paper we completely classify all the special CM modules corresponding to the exceptional curves in the dual graph of the minimal resolutions of all two dimensional quotient singularities. In every case we exhibit the specials explicitly in a combinatorial way. Our result relies on realizing the specials as those CM modules whose first Ext group vanishes against the ring R, thus reducing the problem to combinatorics on the AR quiver; such possible AR quivers were classified by Auslander and Reiten. We also give some general homological properties of the special CM modules and their corresponding reconstruction algebras.
Introduction
For a finite subgroup G ≤ SL(2, C) the McKay Correspondence [McK80] gives a 1-1 correspondence between the non-trivial representations of G and the exceptional curves on the minimal resolution of C 2 /G, thus linking the geometry of the variety C 2 /G with the representation theory of G. However when G ≤ GL(2, C) it is no longer true that the geometry of C 2 /G and the representation theory of G are linked in such a simple manner since there are now more representations than exceptional curves. Put more coarsely the representation theory is too 'big' for the geometry, and to regain a 1-1 correspondence we need to throw away some representations.
This problem led Wunram [Wun88] to develop the idea of a special representation so that after passing to the non-trivial special representations the 1-1 correspondence with the exceptional curves is recovered. However the definition of a special representation is homological since it is defined by the vanishing of the dual of a certain vector bundle on the minimal resolution. To be able to explicitly say what the non-trivial special representations are for any non-cyclic subgroup of GL(2, C) has been a hard open question; without knowing what the special representations are it is certainly difficult (though not impossible) to describe their structure.
The representation theory of Cohen-Macaulay modules was initiated by Auslander and Reiten. They developed powerful theory based on the homological methods, which reveals the hidden structure of the category of Cohen-Macaulay modules in terms of Auslander-Reiten duality and almost split sequences, and enables us to visualize the category by combinatorial structure of Auslander-Reiten quivers. On the other hand, geometric methods in the representation theory of Cohen-Macaulay modules, initiated by Artin and Verdier [AV85] , often provides us with certain important classes of CM modules directly from the minimal resolutions of singularities, and the geometric structure of exceptional curves on the minimal resolutions is transfered into the categorical structure of certain CM modules. For Gorenstein quotient surface singularities, the geometric methods fit quite nicely with the homological methods since they provide us with all CM modules. For non-Gorenstein quotient surface singularities, the geometric methods provide us with only special CM modules, and their
The second author was supported by the Cecil King Travel Scholarship, and would like to thank both the London Mathematical Society and the Cecil King Foundation. meaning was much less understood from a homological viewpoint. In this paper, we shall give several homological characterization of special CM modules, then give a complete classification of them. The problem is how to deduce the vanishing of the higher cohomology of the dual of a certain vector bundle on a space we don't really understand, and in this paper we solve this via two simple counting arguments on a noncommutative ring. The first counting argument uses a new characterization of the specials in terms of the syzygy functor. By laddering on the AR quiver we can easily compute syzygies, and so this forms one method to deduce if a module is special or not. Alternatively, the second second counting argument relies on the new homological characterizations of the specials as those CM modules whose first Ext group vanishes against the ring of invariants. By AR duality this means we have reduced the problem to counting homomorphisms in the stable category of CM modules, which again is easy to compute.
In fact our new characterizations of the specials works in greater generality, namely for all rational normal surfaces. What is somewhat remarkable is that although these may have infinitely many isomorphism classes of indecomposable CM modules, there are only ever finitely many indecomposable objects arising as first syzygies of CM modules, and so they are 'syzygy finite'.
In [Wem07] (and subsequent work [Wem08a] , [Wem08b] ) the main object of study is the endomorphism ring of the special CM modules, the so called reconstruction algebra. It was discovered that the reconstruction algebra is intimately related to the geometry and gives a correspondence with the dual graph of the minimal resolution complete with self-intersection numbers via its underlying quiver. In this paper we show, via a modified argument of Auslander [Aus71] , that for any rational normal surface X the global dimension of the corresponding reconstruction algebra is always 2 or 3. Furthermore the value is 2 precisely when X is Gorenstein, i.e. a rational double point. This proof not only generalises [Wem07] but is also philosophically better since the definition of special CM module is homological so we should not have to pass down to generators and relations to prove homological properties.
Since the geometry is unaffected by factoring out by pseudoreflections, in this paper we can (and will) assume our groups to be small, thus we can make use of the classification of such groups by Brieskorn [Bri68] .
We now describe the structure of this paper in more detail -in Section 2 we give the new homological characterisations of the specials and use them to prove that the global dimension of the corresponding reconstruction algebras is either two or three. In Section 3 we describe the two counting arguments that shall be used in the proofs in later sections, and in the remainder of the paper we classify the specials for all small finite subgroups of GL(2, C).
We remark that the special CM modules are also known for type A by results of Wunram [Wun87] and Type D by the upcoming thesis of Nolla de Cellis [NdC08] .
Homological properties of special Cohen-Macaulay modules
In the rest let R be a complete local Cohen-Macaulay ring with dimR = d and ω a canonical module of R. For X ∈ mod(R), we put depth X := min{i ≥ 0 | Ext i R (R/J R , X) = 0}. We often use the equality
We call X (maximal) Cohen-Macaulay if depth X = d. We denote by CM(R) the category of Cohen-Macaulay R-modules. We often use the fact that the category CM(R) is closed under extensions, which follows immediately from the definition.
We have a duality (−) * := Hom R (−, R) : add R R → add R R. For any X ∈ mod(R), we take a projective resolution
Define Tr X ∈ mod(R) by an exact sequence 0 → X * → P * 0 f * → P * 1 → Tr X → 0. This gives a duality Tr : mod(R) ∼ − → mod(R) called Auslander-Bridger transpose [AB69] . We have a syzygy functor Ω : mod(R) → mod(R).
For a subcategory C of mod(R), we denote by Ω C the subcategory of mod(R) consisting of X ∈ mod(R) such that there exists an exact sequence 0 → X → P → Y → 0 with Y ∈ C, P ∈ add R R.
Definition 2.1. We call X ∈ mod(R) n-torsionfree if Ext i R (Tr X, R) = 0 for any 0 < i ≤ n. We denote by Fn the category of n-torsionfree R-modules.
Put Xn := {X ∈ mod(R) | Ext Moreover we have the following relationship between Cohen-Macaulay modules and n-torsionfree modules.
We also have the following property.
Lemma 2.5. Let X ∈ CM(R) and Y ∈ mod(R). If R is an isolated singularity, then Ext i R (Tr X, Y ) is a finite length R-module for any i > 0. Proof. For any non-maximal prime ideal p of R, we have that X p is a projective R p -module. Thus we have In the rest of this section we assume that dimR = 2. Since R is normal, CohenMacaulay R-modules are exactly reflexive R-modules. Thus we have two dualities
The aim of this section is to study the following classes of Cohen-Macaulay Rmodules.
We denote by SCM(R) the category of special CM R-modules.
Let us start with giving several homological characterizations of special CohenMacaulay modules.
Theorem 2.7. For X ∈ CM(R), the following conditions are equivalent.
(a) X ∈ SCM(R).
Proof. (a)⇔(b) By Lemma 2.2, we have an exact sequence
By Lemma 2.5 we have that Ext i R (Tr X, ω) is a finite length R-module for i = 1, 2. Since Hom R (X * , ω) ∈ CM(R), we have (X ⊗ R ω)/torsion = Im f . Thus X is special if and only if Im f ∈ CM(R) if and only if Ext
by applying (−) * to (1). Applying (−) * to (1), we have (1) since each terms is reflexive by (c). This implies Ext 1 R (X, R) = 0. (d)⇒(e) Take a projective resolution P 2 → P 1 → P 0 → X → 0. Applying (−) * , we have an exact sequence 0 → X * → P * 0 → P * 1 → P * 2 . Thus X * ∈ ΩCM(R).
(e)⇒(c) Take an exact sequence 0 → X * → F → Y → 0 with Y ∈ CM(R) and
Taking a mapping cone, we have an exact sequence 0 → P * 0 → F ⊕ Ω Tr X → Y → 0. This implies Ω Tr X ∈ CM(R).
We have the following description of categories in terms of n-torsionfreeness.
Proof. (a)(b) This was stated in Proposition 2.3.
(c) This is shown in Theorem 2.7(a)⇔(d).
We have the following equivalences.
Corollary 2.9.
Proof. We can improve Theorem 2.7 and Corollary 2.9 by using a geometric argument. The result (b) below also generalizes [MS04, Th. 3 ] to the non-Gorenstein case.
Theorem 2.10. Let R be a rational surface singularity.
(a) SCM(R) and ΩCM(R) contain only finitely many isoclasses of indecomposable objects. 
where r is the rank of M . After dualizing the above we get
Taking the appropriate pullback gives us a diagram 0 0
Since the singularity is rational the middle horizontal sequence splits giving E = O 2r , and so we have a short exact sequence In the rest of this section, we study homological properties of the reconstruction algebras, i.e. the endomorphism algebra of additive generators in SCM(R). We have the following result.
Theorem 2.11. Assume ΩCM(R) = add M and put Λ := End R (M ).
(a) If R is Gorenstein, then gl.dim Λ = 2. All simple Λ and Λ op -modules have projective dimension 2.
, which has projective dimension 3.
We need the following observation.
Proposition 2.12. Let M ∈ CM(R) be a generator. Then CM(R) = add R M holds if and only if gl.dim End R (M ) = 2 holds.
Proof. Put Λ := End R (M ). We have a fully faithful functor
For any X ∈ CM(R), we can take an exact sequence 0 → X → P 1 → P 0 with P 0 , P 1 ∈ add R R. Applying Hom R (M, −), we have an exact sequence
Since Hom R (M, P i ) ∈ add Λ Λ and gl.dim Λ = 2, we have Hom R (M, X) ∈ add Λ Λ. Since the functor Hom R (M, −) : mod(R) → mod(Λ) is fully faithful and restricts to an equivalence add R M ∼ −→ add Λ Λ, we have X ∈ add R M . Thus CM(R) = add R M . Now we give another key observation. This kind of result was used in the study of Auslander's representation dimension [Aus71, EHIS] . Proposition 2.13. Let M ∈ CM(R) be a generator and Λ := End R (M ). Then the following conditions are equivalent.
(a) gl.dimΛ ≤ 3.
(b) For any X ∈ CM(R), there exists an exact sequence
with M i ∈ add R M such that the following sequence is exact.
Proof. We have an equivalence Hom R (M, −) : add R M → add Λ Λ of categories.
(b)⇒(a) For any Y ∈ mod Λ, take a projective resolution P 1
Thus we have pd Λ Y ≤ 3.
(a)⇒(b) For any X ∈ CM(R), there exists an exact sequence 0 → X → F 1 → F 0 with F i ∈ add R R. Put Z := Hom R (M, X). Since we have an exact sequence
Take a projective resolution P : 0
Since M is a generator, M is exact. Thus M gives the desired sequence.
We also need the following easy observation.
Lemma 2.14. If 0 → Z → Y → X → 0 is an exact sequence with X ∈ CM(R) and Y ∈ ΩCM(R), then we have Z ∈ ΩCM(R).
Proof. Since Y ∈ ΩCM(R), there exists an exact sequence 0 → Y → P → W → 0 with W ∈ CM(R) and P ∈ add R R. Then we have a commutative diagram
of exact sequences. We have V ∈ CM(R) by the right vertical sequence, and the middle horizontal sequence shows that Z is a syzygy of V ∈ CM(R). Now we prove Theorem 2.11. First we show gl.dim Λ ≤ 3. We only have to show that M in Theorem 2.11 satisfies the condition (b) in Proposition 2.13. For any X ∈ CM(R), take an exact sequence
we have that f is surjective. By Lemma 2.14, we have Y ∈ ΩCM(R). Consequently we have shown gl.dim Λ ≤ 3.
We finish proof by deciding the precise value of gl.dim Λ. If R is Gorenstein, then ΩCM(R) = CM(R). Thus we have gl.dim Λ = 2 by Proposition 2.12.
If R is not Gorenstein, then ω / ∈ ΩCM(R). Thus ΩCM(R) is strictly smaller than CM(R). We have gl.dim Λ = 3 by Proposition 2.12.
Now let S = Hom R (M, X)/J CM(R) (M, X) be a simple Λ-module with indecomposable non-free X ∈ ΩCM(R). Take an exact sequence
Lemma 2.14, we have Y ∈ ΩCM(R). Thus we have a projective resolution
and we have pd Λ S ≤ 2.
Immediately we have the following result. Proof. We have add N * = ΩCM(R) by Corollary 2.9. Since End R (N ) = End R (N * ) op , the assertion follows from Theorem 2.11.
Combinatorics on Auslander-Reiten quivers
Throughout this section, let R be a complete local normal domain of dimension two. Again we denote by CM(R) the category of maximal Cohen-Macaulay R-modules. Composing dualities, we have mutually quasi-inverse equivalences 
Also let us recall the following classical results [Aus78, Yos90] .
(a) For any indecomposable non-projective object X ∈ CM(R), there exists an exact sequence
(called an almost split sequence) such that the following sequences are exact on CM(R).
(called a fundamental sequence) such that the following sequences are exact on CM(R).
Recall that the AR quiver A(CM(R)) of CM(R) is defined as follows.
• Vertices of A(CM(R)) are isoclasses of indecomposable objects in CM(R).
• For indecompsable objects
• For any indecomposable object X ∈ CM(R), we draw a dotted arrow from X to τ X. It is well-known that d XY coincides with the multiplicity of X in θY , and with that of Y in θ − X.
In the rest of this section, we shall give methods to calculate the following datum for X, Y ∈ CM(R) by using the AR quiver of R.
(
For this, we have to consider more general classes of categories including CM(R) and CM(R).
Let C be an additive category. We call C a τ -category [Iy05a] if the following conditions are satisfied.
(a) C is Krull-Schmidt, i.e. any object in C is isomorphic to a finite direct sum of objects whose endomorphism rings are local. (b) For any object X ∈ C, there exists a complex
with right minimal morphisms µ X and ν X contained in J C such that the following sequences are exact.
(c) For any object X ∈ C, there exists a complex
We call the complex (3) (respectively, (4)) a right τ -sequence (respectively, left τ -sequence). The following fact is shown in [Iy05a] .
• If X ∈ C is indecomposable, then either τ X = 0 (respectively, τ − X = 0) holds or τ X (respectively, τ − X) is also indecomposable. By Theorem 3.2, the category CM(R) of maximal Cohen-Macaulay R-modules is a τ -category.
For a τ -category C such that C /J C is k-linear Hom-finite, we define the AR quiver A(C) by the same way as A(CM(R)).
• Vertices of A(C) are isoclasses of indecomposable objects in C.
• For indecomposable objects X, Y ∈ C, we put
Let us recall a method to calculate dim k C(X, Y ) for each X, Y ∈ C following [Iy05a] . One of the key result is the following existence theorem of ladders [Iy05a, Th. 3.3, 4.1], which was first proved by Igusa-Todorov for special cases [IT84] . 
holds for any Y ∈ C.
We know dim k C(X, Y ) by (b) if we calculate the terms Y n explicitly. By (5), we have
We denote by K 0 (C) the Grothendieck group of the additive category C. Thus K 0 (C) is the free abelian group generated by isoclasses of indecomposable objects in C. Any X ∈ K 0 (C) can be written uniquely as X = X + − X − for X + , X − ∈ C such that X + and X − have no non-zero common direct summand. We have an equality
The following recursion formula [Iy05a, Th. 7 .1] follows immediately from (6) and the fact that Y n and U n−1 have no non-zero common direct summand for any n ≥ 1.
Theorem 3.4. Under the circumstances in Theorem 3.3, we have
We refer to [Iy05b, 1.4 ] for the following easy observation.
Proposition 3.5. Let C be a τ -category and C ′ a full subcategory of C.
is given by removing all vertices corresponding to indecomposable objects in C ′ from A(C).
For example, the stable categories CM(R) and CM(R) are τ -categories. We can apply the above observation to calculate dim k Ext
where the left and right hand sides are identified. The counting argument begins as follows:
Step 1:
Step 2: Y 1
Step 3: Y 2
Step 4: Y 3
Continuing in this fashion we see
which after identifying CM modules gives us the following picture:
From this we read off that the specials are precisely those which sit in the following positions in the AR quiver:
Associated to the left ladder in Theorem 3.3, we call a commutative diagram
Theorem 3.6. Let R be a two dimensional quotient singularity and C = CM(R).
Proof. (i) We shall construct a commutative diagram
in CM(R) with a n ∈ J CM(R) as follows.
Let a 0 := 0 : A 0 := X → B 0 := 0. When we have a morphism a n ∈ J CM(R) , we write a n = bn cn : A n ≃ C n ⊕ I n → B n , where I n is a maximal summand of A n contained in add ω. Since b n ∈ J CM(R) , we have a commutative diagram
This gives a commutative diagram
Let a n+1 : A n+1 → B n+1 be a maximal direct summand of the two-termed complex
, and the assertion follows.
(ii) From our construction, the sequence
is isomorphic to a direct sum of an almost split sequence of C n and a complex
(iii) By (ii), the image of the commutative diagram (7) under the functor CM(R) → CM(R) = C is an extended left ladder of X in the τ -category C. Thus we have
in C for any n. On the other hand, using (ii) and the commutative diagram (7), one can inductively show that
is an exact sequence for any n ≥ 0.
Since R is representation-finite, we have J m C = 0 for sufficiently large m. Then A m ≃ Y m = 0 and Z m = 0 hold in C. Hence we have A m ∈ add ω and
To illustrate how to calculate the syzygy, consider the group D 14,9 . The AR quiver of
where we have illustrated the module V 4 whose syzygy we would like to compute. To do this, proceed as follows: Step 1
Step 2
Step 3
Step 4
Now in
Step 5 below R absorbs a 1, and then the calculation continues Step 5 Step 6
Continuing in this fashion we get
from which we read off that there is a short exact sequence
Classification of the Specials
The theory of rational normal surfaces is by and large dictated by the following piece of combinatorial data:
There is an easy algorithm to find Z f given by Laufer [Lau72] , which we illustrate in two examples below. Firstly, consider the dual graph
We shall denote this by . To calculate Z f , first try the smallest element
In this paper we shall denote this by Z f = 1 1 1 1 . Now if we change this example slightly and consider the dual graph 2 2 2 2 the above fails since now Z r ·E 2 = 1 0. But
for all exceptional E i and so we deduce that Z f = 
Thus the fundamental cycle dictates the ranks of the special CM modules.
In this paper we use the Brieskorn [Bri68] classification of finite small subgroups of GL(2, C), but with the notation from Riemenschneider [Rie77] . The classification can be stated as follows:
, 11 mod 12 with the matrices
where ε t is a primitive t th root of unity. Note that in this notation E 6 = T 1 , E 7 = O 1 and E 8 = I 1 . Notice that the three families of type T, O and I are one-parameter families which naturally split into subfamilies depending on the conditions in the right hand side of the table. Each subfamily depends on one parameter, and in each subfamily there is precisely one value of that parameter for which the fundamental cycle Z f is not reduced; for all other values it is. Consequently the proof of each subfamily splits into two -we firstly verify the non-reduced Z f case, and then prove the generic case. In each subfamily the two situations are quite different. 
It's easy to see that
For the one-dimensional representation ρ t define
The following classification of the special CM modules in this case is well known:
There are many different proofs of this fact, so we do not go out of our way in this paper to give another one. We do however note that our counting argument recovers another way to determine the specials in type A given by Ito [Ito02] using combinatorics of the G-Hilbert scheme. Ito's result works only for cyclic groups (the toric case): let us explain in an example why our counting argument recovers her method. Consider the group 1 17 (1, 10) then the AR quiver is R S10 S3 S13 S6 S16 S9 S2 S12 S5 S15 S8 S1 . . .
where there is lots of identification. We begin by placing a 1 in the place of τ −1 R = S 11 and begin counting:
Thus we read off that the specials are precisely those CM modules which do not lie in the region covered by 1's. But this is precisely the region denoted
6. Type D
In this section we consider the groups D n,q with 1 ≤ q < n and (n, q) = 1. To this combinatorial data we again associate the Hirzebruch-Jung continued fraction expansion of n q , namely n q
and the corresponding i-series i 0 = n > i 1 = q > . . . > i N = 1 > i N +1 = 0. By [Bri68, 2.11] the dual graph of the minimal resolution of C 2 /D n,q is
where the α's come from the the Hirzebruch-Jung continued fraction expansion of n q , and so Z f is either
In either case denote the number of 2's in Z f to be ν. By [Wun88] there are N + 2 − ν non-trivial rank 1 indecomposable special CM modules and ν rank 2 indecomposable special CM modules. Thus once we exhibit these numbers of special CM modules, we have them all.
By [AR86] the AR quiver of R = C[[x, y]] Dn,q splits into cases. Firstly if n − q is odd then there are two cases
where the dotted segment is just the AR quiver for BD 4·q , the binary dihedral group of order 4q, and there are n − q dotted segments. The left and right hand side of the picture are identified. For completeness we mention that the case q = 2 is again slightly different, but for the groups D n,2 either n = 3 in which case D 3,2 = BD 4·2 inside SL(2, C), or n > 3 in which case all the specials are all one-dimensional; either way we understand the specials and so we can ignore the q = 2 case. Note also that in all cases when n − q is odd that there are no twists in the AR quiver. When n − q is even (which by (n, q) = 1 forces q odd) the AR quiver looks very similar, but now there is a twist:
Again there the dotted segment is just the AR quiver for BD 4·q and there are n − q dotted segments, but now the left hand side and the right hand side of the picture are identified with a twist. We do not illustrate the twist fully as it is only the twist in the R position that is important from the viewpoint of the proofs in this section; for full details of the twist see [AR86] . Note that since the three cases the AR quivers are very similar the proofs in this section which use the counting argument are all the same, but care should be taken in the n − q is even case, due to the twist.
Let us now define some rank 1 and rank 2 CM modules as follows. Denote the rank 1 CM modules W + , W − and for each 1 ≤ t ≤ i ν+1 + ν(n − q) − 1 = q − 1 the rank 2 indecomposable CM module V t by the following positions in the AR quiver
i.e. all the V t lie on the diagonal leaving the vertex R, whilst W + and W − are the two rank 1 CM modules at the bottom of the diagonal.
Furthermore for every 1 ≤ t ≤ n − q define the rank 1 CM module W t by the following position in the AR quiver:
i.e. they all live on the non-zero zigzag leaving R. Note that when n − q is even the picture changes slightly since the position of R on the right is twisted, but even then R = W n−q else (xy) n−q is an invariant. Thus all the W t are mutually distinct. The following is known: Thus if n > 2q (i.e. ν = 0) there is nothing left to prove since the above theorem gives all the specials. We do however need to take care of the case n < 2q, when rank 2 indecomposable specials can occur.
Theorem 6.2. Consider the group D n,q with n < 2q, then for all 0 ≤ s ≤ ν − 1, V i ν+1 +s(n−q) is special. Furthermore these are all the rank 2 indecomposable CM modules.
Proof. Trivially ⊕ ν−1 s=0 V i ν+1 +s(n−q) is a CM module; we aim to show that its first syzygy is ⊕ ν−1 s=0 Hom R (V i ν+1 +s(n−q) , R) then by Theorem 2.7 it follows that each V i ν+1 +s(n−q) is special. We do this by laddering on the AR quiver, as shown in Section 3. If ν = 1 this is an easy extension of the example given in Section 3; the ν = 2 case is similarly easy. Hence assume that ν = 3. To illustrate this technique let us first prove the theorem in a specific example. Consider the group D 23,18 -the continued fraction expansion of 23 18 is [2, 2, 2, 3, 3] and so ν = 3, i ν+1 = i 4 = 3 and n − q = 5. Consequently we consider V 3 , V 8 and V 13 . To compute the syzygy of the sum of these, start with
where we have circled the positions of V 3 , V 8 and V 13 only for clarity; the circles do not effect the counting. Now count backwards by the laddering rules in Section 3. 
where the dotted lines in the above picture simply illustrate the patten; they do not effect the laddering argument. From this we read off that there is a short exact sequence
proving V 3 , V 5 and V 13 are special. Now for the general case, notice that for any D n,q with ν = 3 the proof is identical to the above: for practical purposes we only illustrate the pattern:
where there are two sizes of box: the smaller is (n − q) × (n − q) whereas the other is i ν × (n − q). Notice that i ν = i ν+1 + (n − q) and so the boxes always stay within the AR quiver. Care should be taken over the twist when n − q is even, but careful analysis shows that the proof remains the same.
For any D n,q with ν = 4 it is clear how this game continues: again for practical purposes we only illustrate the pattern:
where again there are two sizes of box: the smaller is (n − q) × (n − q) whereas the other is i ν × (n − q). Again since i ν = i ν+1 + (n − q) the boxes always stay within the AR quiver. Continuing in this fashion proves the theorem for ν ≥ 3. These are all the rank 2 indecomposable specials since (as explained above) there are precisely ν of them.
Remark 6.3. In this section we have assumed Wunram's results to obtain the classification of the specials; in particular we have assumed knowledge of the dual graph of the minimal resolution to get the correct number of special CM modules with the correct dimensions. Note that our counting argument described in Section 3 can be used to classify the specials without assuming any of the geometry, but the proof is very hard to write down and involves splitting into many cases, so we refrain from doing it. In all remaining sections we never assume any of the geometry as the counting argument gives us the answer without requiring it.
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where there are precisely m repetitions of the original E 6 shown in dotted lines, and the free module is denoted by R. The left and right hand sides of the picture are identified, and there is no twist in this AR quiver. When performing calculations we shall not draw the arrows.
For the group T m with m ≡ 3 mod 6 the underlying AR quiver is the same as the AR quiver for the other T m above, just that there are now twists. The best way to see this is via an example -for the group T 3 the AR quiver is w6  w5  w4  w3  w2  w1  R  w8  w7  w6   v6  v5  v4  v3  v2  v1  v0  v8  v7   u1  v0  u0  v8  u2  v7  u1  v6  u0  v5  u2  v4  u1  v3  u0  v2  u2  v1  u1   R  v3  w8  v2  w7  v1  w6  v0  w5  v8  w4  v7  w3  v6  w2  v5  w1  v4  R   w3  w2  w1  R  w8  w7  w6  w5  w4  w3 where the dotted lines now show what used to be the length of the repetition. The right and left hand sides of the picture are identified. Notice that inside each segment we have the same CM modules, in fact in each column of each segment there are the same CM modules, just that they are rotated in each piece, giving a twist to the AR quiver. For full details see [AR86] . Before splitting into subfamilies to prove the results, it is necessary to control what we call the free expansion:
Definition 7.1. For a given vertex M in the AR quiver, define the free expansion leaving M to be the counting argument described after Proposition 3.5 but without taking into account the ring R, i.e. treat R as any other vertex, and count at the vertex R as one does at every other vertex.
Because the free expansion does not take into account R, the numbers become larger and larger. In type T, since the underlying AR quivers are the same in all cases the free expansion can be verified in one proof, but beware of the possible twist when using this lemma:
Lemma 7.2. Consider the free expansion from τ −1 R and choose t ≥ 3. Then between columns 12(t − 2) − 1 and 12(t − 2) + 10 the free expansion looks like
Furthermore after column 10 there are no more zeroes.
Proof. Proceed by induction. The t = 3 case can be done by inspection:
.
For the induction step, since the statement in the lemma satisfies the counting rules we just need to verify the induction at the end point. But by the counting rules this is trivial.
The case m ≡ 1. In this subfamily we have m = 6(b − 2) + 1. In the case T 1 = E 6 ≤ SL(2, C) there is nothing to prove since all CM modules are special. The case m ≡ 3. In this subfamily we have m = 6(b − 2) + 3. where there are precisely m repetitions of the original E 8 shown in dotted lines, and the free module is denoted by R. The left and right hand sides of the picture are identified, and there is no twist in this AR quiver. Because the AR quiver is the same in all subfamilies and there is no twist, proofs become easier than type T.
Lemma 8.1. Consider the free expansion from τ −1 R and choose t ≥ 3. Then between columns 24(t − 2) − 1 and 24(t − 2) + 22 the free expansion looks like t-2 t-2 t-2 t-1 t-2 t-2 t-1 t-1 t-2 t-1 t-1 t-1 2t-4 2t-4 2t-4 2t-3 2t-3 2t-4 2t-3 2t-2 2t-3 2t-3 2t-2 2t-2 3t-6 3t-6 3t-5 3t-5 3t-5 3t-5 3t-4 3t-4 3t-4 3t-4 3t-3 3t-3 4t-8 2t-4 4t-8 2t-4 4t-7 2t-3 4t-7 2t-4 4t-7 2t-3 4t-6 2t-3 4t-6 2t-3 4t-6 2t-3 4t-5 2t-2 4t-5 2t-3 4t-5 2t-2 4t-4 2t-2 3t-6 3t-5 3t-6 3t-5 3t-5 3t-4 3t-5 3t-4 3t-4 3t-3 3t-4 3t-3 2t-4 2t-3 2t-4 2t-4 2t-3 2t-3 2t-3 2t-3 2t-3 2t-2 2t-2 2t-3 t-1 t-2 t-2 t-2 t-1 t-2 t-1 t-2 t-1 t-1 t-1 t-2 Proof. Proceed by induction. The t = 3 case can be done by inspection:
. . . 1 0 0 1 1 0 1 1 1 1 1 1 2 1 1 2 2 1 2 2 2 . . 1 1 0 1 2 1 1 2 2 2 2 2 3 3 2 3 4 3 3 4 4 . . 1 1 1 1 2 2 2 2 3 3 3 3 4 4 4 4 5 5 5 5 6 6 . . . 1 1 1 0 1 1 2 1 2 1 2 1 3 2 3 1 3 2 4 2 4 2 4 2 5 3 5 2 5 3 6 3 6 3 6 3 7 4 7 3 7 4 8 4 . 1 0 1 1 2 1 2 2 3 2 3 3 4 3 4 4 5 4 5 5 6 5 6 1 0 0 1 1 1 1 1 2 2 1 2 3 2 2 3 3 3 3 3 4 4 3 1 0 0 0 1 0 1 0 1 1 1 0 2 1 1 1 2 1 2 1 2 2 2 1 23 46
The case m ≡ 1. In this subfamily we have m = 12(b − 2) + 1. In the case O 1 = E 7 ≤ SL(2, C) (i.e. b = 2) there is nothing to prove since all CM modules are special. Thus we just need deal with the case b ≥ 3 
Notice that not only do the CM modules circled have zero Ext against the ring, but also every other CM module has non-zero Ext. Thus the CM modules circled are precisely the specials. Proof. Continuing the calculation in the statement, by Lemma 8.1 there are no zeroes in the free expansion after the right hand side. Now the free expansion continues until it reaches R, which is a distance of 24(b−2)+8 away from τ −1 R. Thus by Lemma 8.1 we have
Now the calculation continues by repeating the segment within the dotted lines, until it reaches R as follows:
. . . Proof. Continuing the calculation in the statement, by Lemma 8.1 there are no zeroes in the free expansion after the right hand side. Now the free expansion continues until it reaches R, which is a distance of 24(b−2)+12 away from τ −1 R. Thus by Lemma 8.1 we have -52b-24b-42b-23b-3 b-1 3b-32b-23b-2 b 2b-1 b-1 2b-1 b 2b b b+1 1 b+1 b b+2 2 3 132423132423132423132423132 3b-4 2b-2 3b-3 2b-1 2b-2 b 2b-1 b+1 b 2 b+1 3 2 2 3 3 2 2 3 3 2 2 3 3 2 2b-2
Now the calculation continues by repeating the segment within the dotted lines, until it reaches R as follows:
... where there are precisely m repetitions of the original E 8 shown in dotted lines, and the free module is denoted by R. The left and right hand sides of the picture are identified, and there is no twist in this AR quiver. As in type O the AR quiver is the same in all subfamilies and there is no twist, making proofs a little easier. As in previous sections before we proceed case by case it is necessary to control the free expansion of the AR quiver:
Lemma 9.1. Consider the free expansion from τ −1 R and choose t ≥ 3. Then between columns 60(t − 2) − 1 and 60(t − 2) + 58 the free expansion looks like 2t-4 2t-4 2t-4 2t-4 2t-3 2t-4 2t-4 2t-3 2t-4 2t-3 2t-3 4t-8 4t-8 4t-8 4t-7 4t-7 4t-8 4t-7 4t-7 4t-7 4t-6 4t-7 6t-12 3t-6 6t-12 3t-6 6t-12 3t-6 6t-11 3t-5 6t-11 3t-6 6t-11 3t-5 6t-11 3t-6 6t-11 3t-5 6t-10 3t-5 6t-10 3t-5 6t-10 3t-5 5t-10 5t-10 5t-9 5t-10 5t-9 5t-9 5t-9 5t-9 5t-8 5t-9 5t-8 4t-8 4t-8 4t-7 4t-8 4t-8 4t-7 4t-7 4t-7 4t-7 4t-7 4t-7 3t-6 3t-5 3t-6 3t-6 3t-6 3t-5 3t-5 3t-5 3t-6 3t-5 3t-5 2t-4 2t-3 2t-4 2t-4 2t-4 2t-4 2t-3 2t-3 2t-4 2t-4 2t-3 t-1 t-2 t-2 t-2 t-2 t-2 t-1 t-2 t-2 t-2 t-1 0  1  2  3  4  5  6  7  8  9  10  11 12 13  14 15 16  17 18  19 20 2t-4 2t-3 2t-3 2t-3 2t-3 2t-3 2t-3 2t-3 2t-2 2t-3 2t-3 4t-7 4t-6 4t-6 4t-6 4t-6 4t-6 4t-6 4t-5 4t-5 4t-6 4t-5 6t-10 3t-5 6t-10 3t-5 6t-9 3t-4 6t-9 3t-5 6t-9 3t-4 6t-9 3t-5 6t-9 3t-4 6t-8 3t-4 6t-8 3t-4 6t-8 3t-4 6t-8 3t-4 5t-8 5t-8 5t-8 5t-7 5t-8 5t-7 5t-7 5t-7 5t-7 5t-6 5t-7 4t-6 4t-6 4t-7 4t-6 4t-6 4t-6 4t-5 4t-6 4t-6 4t-5 4t-5 3t-4 3t-5 3t-5 3t-5 3t-4 3t-4 3t-4 3t-5 3t-4 3t-4 3t-3 2t-3 2t-3 2t-3 2t-4 2t-3 2t-2 2t-3 2t-3 2t-3 2t-3 2t-2 t-2 t-1 t-2 t-2 t-1 t-1 t-2 t-1 t-2 t-1 t-1 2t-2 2t-3 2t-2 2t-2 2t-3 2t-2 2t-2 2t-2 4t-5 4t-5 4t-4 4t-5 4t-5 4t-4 4t-4 4t-4 6t-8 3t-4 6t-7 3t-3 6t-7 3t-4 6t-7 3t-3 6t-7 3t-4 6t-7 3t-3 6t-6 3t-3 6t-6 3t-3 5t-6 5t-6 5t-6 5t-6 5t-5 5t-6 5t-5 5t-5 4t-5 4t-5 4t-5 4t-5 4t-4 4t-4 4t-5 4t-4 3t-4 3t-4 3t-4 3t-3 3t-3 3t-3 3t-4 3t-3 2t-2 2t-3 2t-3 2t-2 2t-2 2t-2 2t-2 2t-3 t-1 t-2 t-1 t- Proof. Proceed by induction. The t = 3 case can be done by inspection: 2 2 2 2 3 2 2 3 2 3 3 2 3 3 3 3 3 3 3 4 3 3 4 3 4 4 3 4 4 4 4 4 4 4 5 5 4 5 5 5 6 5 5 6 6 6 6 6 6 7 7 6 7 7 7 8 7 7 8 8 8 3 6 3 6 3 6 3 7 4 7 3 7 4 7 3 7 4 8 4 8 4 8 4 8 4 8 4 9 5 9 4 9 5 9 4 9 5 10 5 10 5 10 5 10 5 10 5 11 6 11 5 11 6 11 5 11 6 12 6 12 6 5 5 5 6 5 6 6 6 6 7 6 7 7 7 7 8 7 8 8 8 8 9 8 9 9 9 9 10 9 10 10 4 4 5 4 4 5 5 5 5 5 5 6 6 5 6 6 6 7 6 6 7 7 7 7 7 7 8 8 7 8 3 3 4 3 3 3 4 4 4 3 4 4 5 4 4 4 5 5 5 4 5 5 6 5 5 5 6 6 6 5 6 2 3 2 2 2 2 3 3 2 2 3 3 3 3 2 3 4 3 3 3 3 4 3 3 3 4 4 4 4 3 0 2 1 1 1 1 1 2 1 1 1 2 1 2 1 1 2 2 1 2 1 2 2 2 1 2 2 2 2 2 1 59 118
The case m ≡ 1. In this subfamily we have m = 30(b − 2) + 1. For the group I 1 = E 8 (i.e. b = 2) there is nothing to prove since all CM modules are special. 1 1 1 0 1 1 1 1 1 0 Proof. Continuing the calculation in the statement, by Lemma 9.1 there are no zeroes in the free expansion after the right hand side. The free expansion continues until it reaches R which is a distance of 30(b − 2) away from τ −1 R, thus by Lemma 9.1 we have -12 3b-6 6b-12 3b-6 6b-123b-65b-10 2b-4 5b-103b-65b-102b-45b-103b-65b-102b-44b-82b-44b-82b-44b-82b-44b-82b-44b-82b-4 5b
completing the proof.
The case m ≡ 7. In this subfamily we have m = 30(b − 2) + 7. 1 1 0 1 1 1 1 0 1 1 1 1 0 1 1 1 1 0 1 1 0  . . . . . . . 1 1 1 0 1 1 1 0 1 1 2 1 1 0 1 1 1 0 1 1 2 1 1 0 1 1 1 0 1 1 2 1 1 0 1 1 1 0 1 1 1 0 0  . . . 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 Proof. Continuing the calculation in the statement, by Lemma 9.1 there are no zeroes in the free expansion after the right hand side. The free expansion continues until it reaches R which is a distance of 30(b − 2) + 12 away from τ −1 R, thus by Lemma 9.1 we have
4b-7 4b-7 3b-5 3b-6 4b-7 3b-5 3b-5 3b-5 2b-4 3b-5 3b-5 2b-3 6b-113b-66b-113b-56b-103b-55b-92b-45b-93b-55b-92b-45b-93b-55b-82b-34b-72b-44b-72b-34b-72b-44b-72b-34b-62b-3 5b-9 5b-9 4b-7 5b-9 4b-7 4b-7 4b-7 4b-7 3b-5 4b-7 3b-5 3b-5 3b-5 4b-7 4b-7 3b-6 4b-7 4b-7 3b-5 3b-5 3b-6 3b-5 3b-5 3b-5 2b-3 2b-4 3b-5 2b-4 3b-6 3b-5 3b-5 2b-3 2b-4 2b-4 3b-5 2b-3 2b-3 -52b-33b-4 b-1 2b-3 b-2 2b-3 b-1 2b-3 b-2 2b-3 b-1 2b-2b-1b-1 0 b-1b-1b-1 0 b-1b-1b 1 1 0 1 1 1 0 1 1 0 1 1 0 1 1 0 1 1 0 1 0 0 1 0  . . . . 1 1 0 1 1 1 2 1 1 2 1 1 2 1 1 2 1 1 2 1 1 1 0 1 1 Proof. Continuing the calculation in the statement, by Lemma 9.1 there are no zeroes in the free expansion after the right hand side. The free expansion continues until it reaches R which is a distance of 30(b − 2) + 20 away from τ −1 R, thus by Lemma 9.1 we have
4b-7 4b-6 3b-5 3b-5 4b-6 3b-5 3b-5 3b-4 2b-3 3b-5 3b-4 2b-3 6b-103b-56b-103b-56b-103b-55b-82b-35b-83b-55b-82b-35b-83b-55b-82b-34b-62b-34b-62b-34b-62b-34b-62b-34b-62b-3 5b-8 5b-8 4b-7 5b-8 4b-6 4b-7 4b-6 4b-6 3b-5 4b-6 3b-4 3b-5 3b-4 4b-7 4b-6 3b-5 4b-7 4b-6 3b-5 3b-5 3b-4 3b-5 3b-5 3b-4 2b-3 2b-3 3b-5 2b-3 3b-5 3b-5 3b-5 2b-3 2b-3 2b-3 3b-5 2b-3 2b-3 1 1 0 1 1 1 2 1 1 2 2 2 1 1 2 2 2 1 1 2 2 2 1 1 2 1 1 1 0 1 1 0  . . . . . . . 1 1 1 0 1 1 1 0 1 1 2 1 2 1 2 1 2 1 2 1 3 2 3 1 2 1 2 1 2 1 3 2 3 1 2 1 2 1 2 1 3 2 3 1 2 1 2 1 2 1 2 1 2 1 1 0 1 1 1 0 1 1 1 0 Proof. Continuing the calculation in the statement, by Lemma 9.1 there are no zeroes in the free expansion after the right hand side. The free expansion continues until it reaches R which is a distance of 30(b − 2) + 24 away from τ −1 R, thus by Lemma 9.1 we have
4b-6 4b-6 3b-5 3b-5 4b-6 3b-4 3b-4 3b-5 2b-3 3b-4 3b-4 2b-2 6b-103b-56b-93b-46b-93b-55b-82b-35b-83b-55b-82b-35b-73b-45b-72b-34b-62b-34b-62b-34b-62b-34b-52b-24b-52b-3 5b-8 5b-8 4b-6 5b-8 4b-6 4b-6 4b-6 4b-6 3b-4 4b-6 3b-4 3b-4 3b-4 4b-6 4b-7 3b-5 4b-6 4b-6 3b-4 3b-5 3b-5 3b-4 3b-4 3b-4 2b-3 2b-3 3b-5 2b-4 3b-5 3b-4 3b-4 2b-3 2b-4 2b-3 3b-4 2b-2 2b-3
completing the proof. Proof. Continuing the calculation in the statement, by Lemma 9.1 there are no zeroes in the free expansion after the right hand side. The free expansion continues until it reaches R which is a distance of 30(b − 2) + 32 away from τ −1 R, thus by Lemma 9.1 we have
4b-6 4b-5 3b-4 3b-5 4b-5 3b-4 3b-4 3b-3 2b-3 3b-4 3b-3 2b-2 6b- 93b-56b-93b-46b-83b-45b-72b-35b-73b-45b-72b-35b-73b-45b-62b-24b-52b-34b-52b-24b-52b-34b-52b-24b-42b-2 5b-7 5b-7 4b-6 5b-7 4b-5 4b-6 4b-5 4b-5 3b-4 4b-5 3b-3 3b-4 3b-3 4b-6 4b-5 3b-5 4b-6 4b-5 3b-4 3b-4 3b-4 3b-4 3b-4 3b-3 2b-2 2b-3 3b-4 2b-3 3b-5 3b-4 3b-4 2b-2 2b-3 2b-3 3b-4 2b-2 2b-2
1 1 1 1 2 0 1 2 0 2 1 0 2 1 1 1 1 2 2 2 2 3 2 1 3 2 2 3 1 2 3 2 2 2 2 3 1 3 2 3 1 3 2 4 2 3 1 3 2 3 1 3 2 4 2 3 1 3 2 3 1 3 2 4 2 3 1 3 2 3 1 3 2 3 3 2 3 3 2 3 3 2 3 3 2 3 3 2 3 b+1 2 2 3 1 2 3 2 2 2 2 2 3 2 1 3 2 2 1 1 1 1 1 1 1 2 1 1 1 1 2 1 1 1 1 2 1 1 1 1 2 1 1 1 1 2 1 0 1 1 1 1 0 1 1 1 1 0 1 1 1 1 0 . . . . 1 1 0 1 1 1 2 1 1 2 2 2 2 2 2 3 3 2 2 2 3 3 2 2 2 3 3 2 2 2 3 3 2 2 2 3 3 1 1 2 2 2 1 1 2 2 2 1 1 2 2 2 1 1 . .. . . . . 111011101121212121213231323132424242313242424231324242423132424242313242423121213231212121323121212132312121 . . . 1 0 1 1 1 1 2 1 2 2 2 2 3 2 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 2 3 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 . . 1 0 0 1 1 1 1 1 1 2 2 1 2 2 2 3 2 2 2 3 3 2 2 2 3 3 2 2 2 3 3 2 2 2 3 3 2 1 2 3 2 1 1 2 2 2 1 1 2 2 2 1 1 2 2 . . 1 0 0 0 1 1 1 0 1 1 2 1 1 1 2 2 2 1 1 2 3 2 1 1 2 3 2 1 1 2 3 2 1 1 2 3 2 0 1 2 3 1 0 1 2 2 1 0 1 2 2 1 0 1 2 2 . 0 1 1 0 1 0 1 1 1 0 1 1 1 1 1 0 Proof. Continuing the calculation in the statement, by Lemma 9.1 there are no zeroes in the free expansion after the right hand side. The free expansion continues until it reaches R which is a distance of 30(b − 2) + 36 away from τ −1 R, thus by Lemma 9.1 we have
4b-5 4b-6 3b-4 3b-5 4b-5 3b-3 3b-4 3b-4 2b-2 3b-3 3b-3 2b-2 6b-83b-46b-83b-46b-83b-45b-72b-35b-73b-45b-62b-25b-63b-45b-62b-24b-52b-34b-52b-24b-42b-24b-42b-24b-42b-2 5b-7 5b-7 4b-5 5b-7 4b-5 4b-5 4b-5 4b-5 3b-3 4b-5 3b-3 3b-3 3b-3 4b-6 4b-6 3b-4 4b-5 4b-5 3b-4 3b-4 3b-4 3b-3 3b-3 3b-4 2b-2 2b-2 3b-5 2b-3 3b-4 3b-3 3b-4 2b-3 2b-3 2b-2 3b-3 2b-2 2b-3 Proof. Continuing the calculation in the statement, by Lemma 9.1 there are no zeroes in the free expansion after the right hand side. The free expansion continues until it reaches R which is a distance of 30(b − 2) + 44 away from τ −1 R, thus by Lemma 9.1 we have
4b-5 4b-4 3b-4 3b-4 4b-4 3b-3 3b-3 3b-3 2b-2 3b-3 3b-2 2b-1 6b-83b-46b-73b-36b-73b-45b-62b-25b-63b-45b-62b-25b-53b-35b-52b-24b-42b-24b-42b-24b-42b-24b-32b-14b-32b-2 5b-6 5b-6 4b-5 5b-6 4b-4 4b-5 4b-4 4b-4 3b-3 4b-4 3b-2 3b-3 3b-2 4b-5 4b-5 3b-4 4b-5 4b-4 3b-3 3b-4 3b-3 3b-3 3b-3 3b-2 2b-2 2b-2 3b-4 2b-3 3b-4 3b-3 3b-3 2b-2 2b-3 2b-2 3b-3 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 Proof. Continuing the calculation in the statement, by Lemma 9.1 there are no zeroes in the free expansion after the right hand side. The free expansion continues until it reaches R which is a distance of 30(b − 2) + 56 away from τ −1 R, thus by Lemma 9.1 we have 2b-2 2b-2 2b-2 2b-2 b-1 2b-2 2b-1 b-1 2b-2 b b-1 2b-1 b 4b-4 4b-4 4b-4 3b-3 3b-3 4b-3 3b-2 3b-3 3b-2 2b-1 3b-2 3b-1 2b-1 6b-63b-36b-63b-36b-63b-35b-52b-25b-53b-35b-42b-15b-43b-35b-42b-14b-32b-24b-32b-14b-22b-14b-22b-14b-22b-1 5b-5 5b-5 4b-4 5b-5 4b-3 4b-4 4b-3 4b-3 3b-2 4b-3 3b-1 3b-2 3b-1 4b-5 4b-4 3b-3 4b-4 4b-3 3b-3 3b-3 3b-2 3b-2 3b-2 3b-2 2b-1 2b-1 3b-4 2b-2 3b-3 3b-2 3b-3 2b-2 2b-2 2b-1 3b-2 2b-1 2b -1  2b  2b  2b  2b  b+1  b+1  2b+1  b+2  b+1 b+2 3 b+2 3b-1 b 3b-12b-1 3b b+13b 2b-1 3b b+12b+1 b 2b+1 b+1 2b+2 b+1 2b+2 b+1 2b+2b+1b+3 2 b+3b+1b+4 3 b+4 3b -1  2b  3b-1 2b+1  2b  2b+1  2b+1  b+2  2b+1  b+3  b+2  b+3  b+3  3b-1  2b  2b-1  2b  b+1  2b  2b+1  b+1  b+1  b+2  b+2  b+2  b+2  3  2b 2b where now the dotted segment repeats until it reaches R:
... 
Summary of the Classification
In type O denote
. . . In the following theorem we include the description of the dual graph of the minimal resolution for completeness; the classification of the dual graphs is due to Brieskorn [Bri68, 2.11]. 
