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UNIFORMIZER OF THE FALSE TATE CURVE EXTENSION OF Qp
SHANWEN WANG AND YIJUN YUAN
Abstract. In this article, we study the canonical expansion of the primitive pn-th root of unity
ζpn in p-adic Mal’cev-Neumann field Lp for n ≥ 1. More precisely, we give the explicit formula
for the first ℵ0 terms of the expansion of ζpn and as an application, we use it to construct a
uniformizer of K2,m = Qp
(
ζp2 , p
1/pm
)
with m ≥ 1.
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1. Introduction
1.1. Motivation. Let p ≥ 3 be a prime number. For an integer n ≥ 1, let µpn be the group of
primitive pn-th roots of unity and we fix a compatible system ǫ = (ζpn ∈ µpn)n≥0 of primitive p
n-th
root of unity (i.e., for any l ≤ n, we have ζp
l
pn = ζpn−l). For n ≥ m ≥ 0 two integers, we denote
by Kn,m Qp
(
µpn , p
1/pm
)
the false Tate curve extension of Qp, which is a finite Galois extension of
Qp of degree ϕ(p
n)pm. Let Γ be the Galois group of Qcyclp = ∪nKn,0 over Qp and let Γ
FT be the
Galois group of K∞ = ∪nKn,n over Qp. Both of them are p-adic Lie groups.
2010 Mathematics Subject Classification. 11B73, 11C08, 11D88, 11P83, 11S20, 11T22, 11Y40, 12E30, 12F10,
41A58 .
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Let
E˜+ = lim
←−x 7→xp
OCp = {(x
(n))n≥0 : x
(n) ∈ OCp , (x
(n+1))p = x(n)}
be the ring of characteristic p with respect to the addition (x(n)) + (y(n)) = limi→+∞(x
(n+i) +
y(n+i))p
i
and the multiplication (x(n)) ∗ (y(n)) = (x(n)y(n)). In particular, ǫ = (ζpn)n≥0 ∈ E˜
+. Let
π¯ = ǫ − 1 and let E+Qp = Fp[[π¯]] be the subring of E˜
+. We denote by E˜ = E˜+[ 1p¯i ], which is the
completion of the algebraic closure of the field EQp = E
+
Qp
[ 1p¯i ], and by E the separable closure of
EQp . The field E˜, E and EQp are equipped with a natural action of Frobenius ϕ by raising to the
p-th power.
Let π = [ǫ]− 1, AQp = W (EQp) =
{
+∞∑
n=−∞
anπ
n : an ∈ Zp, a−n → 0
}
and let BQp = AQp
[
1
p
]
be
the fraction field of AQp . The ring AQp and BQp are endowed with natural actions of ϕ and Γ given
by the formulae ϕ(π) = (π + 1)p − 1 and γ(π) = (1 + π)χ(γ) − 1 for γ ∈ Γ. An étale ϕ-module over
BQp is a finite dimensional BQp -vector space M equipped with a semi-linear action of ϕ such that
there exist a ϕ-stable AQp -lattice N satisfying ϕ
∗N = N . Then there is an equivalence of categories
(1.1) {p-adic representation of Gal(E/EQp)} → {étale ϕ-modules over BQp}.
The theory of field of norms of Fontaine and Wintenberger1 [FW79b, FW79a, Win83] tells us
that
N
cycl
Qp
= lim
←−NKn+1,0/Kn,0
Kn+1,0 = {(x
(n))n≥0 : x
(n) ∈ Kn,0 and NKn+1,0/Kn,0(x
(n+1)) = x(n)}
is a field of characteristic p with respect to the addition
(x(n)) + (y(n)) = lim
i→+∞
NKn+i,0/Kn,0(x
(n+i) + y(n+i))
and the multiplication (x(n)) ∗ (y(n)) = (x(n)y(n)), called the field of norms of Qcyclp /Qp. Moreover,
the absolute Galois group of NcyclQp is isomorphic to HQp = Gal(Q¯p/Q
cycl
p ). The ring homomorphism
from NcyclQp to E˜ by sending (x
(n)) to (y(n)) with y(n) = limi→+∞(x
(n+i))p
i
induces an isomorphism
between NcyclQp and EQp . An étale (ϕ,Γ)-module over BQp is an étale ϕ-module over BQp endowed
with a semi-linear action of Γ commuting with ϕ. Then combining the equivalence of categories
(1.1) and the theory of field of norms, we have an equivalence of categories:
(1.2) D : {p-adic representation of Gal(Q¯p/Qp)} → {étale (ϕ,Γ)-modules over BQp}.
Using this equivalence of categories, one can compute the Galois cohomology of a p-adic rep-
resentation of Gal(Q¯p/Qp) via the cohomology of (ϕ,Γ)-modules. This has been realized by Herr
[Her98, Her00]. Building on this fact, we can use (ϕ,Γ)-module to describe the Iwasawa cohomology.
More precisely, for any p-adic representation V , one has an isomorphism of Zp[[Γ]]⊗Qp-module
H1Iw(Qp, V )
∼= D(V )ψ=1,
where ψ is the left inverse of ϕ. This isomorphism plays an important role in the study of commu-
tative Iwasawa theory via the (ϕ,Γ)-modules.
In 2004, J. Coates, T. Fukaya, K. Kato, R. Sujatha, and O. Venjakob [CFK+05] proposed a
program of the non-commutative Iwasawa theory. In view of the important role played by the theory
of (ϕ,Γ)-modules in commutative Iwasawa theory, it is natural to ask if there is an analogy of the
1 A theorem of Sen ensures that our extension is an strictly arithmetic profinite extension.
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(ϕ,Γ)-module theory in the non-commutative situation. The first interesting case can be the tower
of the false Tate curve extension of Qp. In [TR11], Ribeiro introduced the notion of cohomology of
(ϕ,ΓFT)-module. But this definition seems very difficult to describe the non-commutative Iwasawa
cohomology. The more direct way is to imitate the theory of field of norms of Fontaine and
Wintenberger in this case and rebuild the whole theory, one surprising obstruction is that we
even don’t know how to make explicitly a norm-compatible system of uniformizers of the tower
{Kn,m}n≥m≥0.
Recently, there are some attempts to attack this problem. In [Viv04], Viviani gave a uniformizer
of K1,m:
π1,m =
1− ζp∏m
i=1 p
1
pi
.
If we denote by v1,m the p-adic valuation on K1,m normalized by v1,m(p) = p
m(p − 1). Then
v1,m(1 − ζp) = p
m and v1,m(p
1
pm ) = p− 1 which are coprime to each other. Thus one can use the
Bézout theorem to construct a uniformizer in this case. Bellemare and Lei [BL20] expand an idea
of the user “Mercio" on the website Stackexchange and construct a uniformizer for the field K2,1
and they explain the reason why their method can’t go further. In this article, we extend an idea
of Lampert (cf. [hl]) to construct a uniformizer of K2,m with m ≥ 1.
1.2. Main results.
Convention. Let k be a positive integer number that coprimes to p. By abuse of notations,
we will not distinguish the symbol of k-th primitive root ζk in F¯p and its Teichmuller lifting in
O
Q˘p
= W (F¯p), the ring of Witt vectors over F¯p.
As we observed in the case K1,m, if one can find an algebraic integer of Kn,m with valuation
coprime to p, then we can use Bézout theorem to construct a uniformizer of Kn,m.
David Lampert in his paper [Lam86] gave the p-adic expansion of ζp2 without a proof
2. The
formula appearing in his paper indicates (cf. [hl]) that there is a chance to construct the desired
algebraic integer. This leads us to study the canonical expansion of the primitive root of unity ζpn
in the p-adic Mal’cev-Neumann field Lp. On the other hand, Kedlaya[Ked01] used a transfinite
induction to prove the algebraic closeness of the p-adic Mal’cev-Neumann field Lp. We expand
Kedlaya’s proof into a transfinite Newton’s algorithm in Section 2. Using this algorithm, we prove
an explicit formula for the first ℵ0-coefficients of canonical expansion of the p
n-th primitive root of
unity in Lp for every n ≥ 2 (cf. Theorem 3.3 of local cite):
Theorem. Let ζ
(i)
pn =
∑
xi∈Q
[αxi ]p
xi be the i-th approximation of ζpn in the transfinite Newton algo-
rithm for all n ≥ 2. Then we have
ζ
(i)
pn =

i∑
k=0
(−1)kn
[k!] ζ
k
2(p−1)p
k
pn−1(p−1) , for 0 ≤ i ≤ p− 1,
ζ
(p−1)
pn +
i−p+n∑
l=n
(−1)nζ2(p−1)p
1
pn−2(p−1)
− 1
pl , for i ≥ p.
In other words, we have
ζpn =
p−1∑
i=0
(−1)in
[i!]
ζi2(p−1)p
i
pn−1(p−1) +
∞∑
i=n
(−1)nζ2(p−1)p
1
pn−2(p−1)
− 1
pi +O
(
p
1
pn−2(p−1)
)
.
2Lampert claimed at [hl, hs] that the expansion in his paper is incorrect.
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We give an analogous proposition for ζp in Section 3.4 and discuss the properties of Galois conju-
gates of ζpn in Section 3.5. Finally, using this expansion, we construct a uniformizer of K2,m (cf.
Theorem 3.25 of local cite):
Theorem. (1) The element
π2,1 :=
(
p
1
p
)−1(
ζp2 −
p−1∑
k=0
1
[k!]
ζk2(p−1)p
k
p(p−1)
)
is a uniformizer of K2,1.
(2) For m ≥ 2, the element
π2,m :=
(
p
1
pm
)−pm−1p−1 (
ζp2 −
p−1∑
k=0
1
[k!]
ζk2(p−1)p
k
p(p−1) −
m∑
l=2
ζ2(p−1)p
1
p−1−
1
pl
)
is a uniformizer of K2,m.
Remark 1.1. If one can give the explicit formula for the second ℵ0-coefficients of canonical expan-
sion of the pn-th primitive root of unity in Lp, then it is possible that our strategy can go further to
find a uniformizer in more general case.
2. Transfinite Newton algorithm
2.1. Classical Newton algorithm. In this section, we assume that (K, v) is a valued field with
value group Q.
Definition 2.1 (Newton polygon). Let J(T ) =
n∑
i=0
an−iT
i ∈ K[T ] be a nonzero polynomial. For
0 ≤ i ≤ n, we denote by (i, v(ai)) ∈ N × R¯, where R¯ = R ∪ {+∞}. If ai = 0, (i, v(ai)) is regarded
as Y+∞, the point at infinity of the positive vertical axis.
(1) Define the Newton polygon Newt(J) of J(x) as the lower boundary of the convex hull of
the points (i, v(ai)) for i = 0, · · · , n.
(2) The integers m such that (m, v(am)) are vertices of Newt(J) are called the breakpoints,
and the largest breakpoint less than n is denoted by mJmax.
(3) Given two adjacent breakpoints mJ1 < m
J
2 , denote by s
J
m1 =
v(a
mJ
2
)−v(a
mJ
1
)
mJ2−m
J
1
, the slope
of constituent segment of Newt(J) with endpoints (mJ1 , v(amJ1 )) and (m
J
2 , v(amJ2 )). The
largest slope is denoted by sJmax = s
J
mJmax
=
v(an)−v(amJmax
)
n−mJmax
. If (n, v(an)) = Y+∞ (i.e.
an = 0)
3, we regard sJmax =∞. Thus, s
•
max is a map from K[T ] to Q ∪ {∞}.
We will omit the superscript J if there is no confusion.
2.2. The p-adic Mal’cev-Neumann field Lp. Let OQ˘p = W (F¯p) be the ring of Witt vectors
over F¯p and let Lp be the p-adic Mal’cev-Neumann field OQ˘p((p
Q)) (cf. [Poo93, Section 4]). Every
element α of Lp can be uniquely written as
(2.1)
∑
x∈Q
[αx]p
x, where [·] : F¯p →W (F¯p) is the Teichmuller representative.
3Notice that if m is a breakpoint, then (m, v(am)) = Y+∞ ⇔ m = n and an = 0.
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For any α =
∑
x∈Q
[αx]p
x ∈ Lp, we set Supp(α) = {x ∈ Q : αx 6= 0}, which is well-orderd by the
definition of Lp. Thus, we can define the p-adic valuation vp by the formulae:
vp(α) =
{
inf Supp(α), if α 6= 0;
∞, if α = 0
.
The field Lp is complete for the p-adic valuation and it is also algebraically closed. Moreover, it is
the maximal complete immediate extension4 of Qp.
Remark 2.2. Lp is spherical complete and Cp is not spherical complete. The field Cp of p-adic
complex numbers can be continuously embedded into Lp.
Given α ∈ Lp, for x ∈ Q, we denote the coefficient of p
x in the expansion of α by [Cx(α)] ∈ OQ˘p .
This gives a map
C : Q× Lp → F¯p; (x, α) 7→ Cx(α).
The following lemma summaries the basic properties of the map C.
Lemma 2.3. For every x, y ∈ Q and α, β ∈ Lp, we have
(1) if vp(α) > x, then Cx(α) = 0;
(2) Cx(p
−yα) = Cx+y(α);
(3) for every u¯ ∈ F¯p and u = [u¯] ∈ OQ˘p , we have u¯Cx(α) = Cx(uα);
(4) if vp(α), vp(β) ≥ x, then Cx(α) ± Cx(β) = Cx(α± β).
2.3. Transfinite Newton algorithm. Let P (T ) = a0T
n + a1T
n−1 + · · · + an ∈ Lp[T ] be a
polynomial with an 6= 0. For any u ∈ O
∗
Lp
, set
Pu(T ) = P (T + up
sPmax),
where sPmax is the maximal slope of the Newton polygon of P .
Lemma 2.4. Let P (T ) = a0T
n+ a1T
n−1+ · · ·+ an ∈ Lp[T ] be a polynomial with an 6= 0. For any
u ∈ O∗Lp , we write Pu(T ) =
n∑
i=0
bn−iT
i.
Then one has:
(1) If k ∈ N is less or equal to the maximal breakpoint mPmax of the Newton polygon Newt(P ),
then the Newton polygons Newt(Pu) and Newt(P ) are identical;
(2) If mPmax < k ≤ n, then the point (k, vp(bk)) is on or above Newt(P ), in other words, we
have
vp(bk) ≥ vp(amPmax) + s
P
max(k −m
P
max).
Proof. For simplification of notations, we set s = sPmax and m = m
P
max. We calculate the p-adic
valuation of
bk =
k∑
j=0
ak−j
(
n− k + j
j
)
ujpsj.
Note that vp
(
ak−j
(
n−k+j
j
)
ujpsj
)
= vp(ak−j) + sj.
4A valued field extension (E,w) of (F, v) is an immediate extension, if (E,w) and (F, v) have the same residue
field. A valued field (E,w) is maximally complete if it has no immediate extensions other than (F, v) itself.
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(1) Suppose k ≤ m is a breakpoint of Newt(P ). If j > 0, one observes
vp(ak−j) + sj = vp(ak) + j
(
s−
vp(ak)− vp(ak−j)
k − (k − j)
)
.
Since s is the maximal slope of Newt(P ) and i is a breakpoint, one has
vp(ak)−vp(ak−j)
k−(k−j) < s. In
other words, for all j > 0, we have vp
(
ak−j
(
n−k+j
j
)
ujpsj
)
> vp(ak). As a consequence, in this case,
we have vp(bk) = vp(ak).
Now suppose that k < m is not a breakpoint of Newt(P ). Let mP1 < m
P
2 be two adjacent
breakpoints of P such that mP1 < k < m
P
2 . We claim that: for all 0 ≤ j ≤ k, we have
(2.2) vp(ak−j) + sj ≥ (k −m
P
1 )smP1 + vp(amP1 ).
This claim implies that
vp(bk) ≥ (k −m
P
1 )smP1 + vp(amP1 ),
i.e. the point (k, vp(bk)) is on or above Newt(P ).
In the following, we prove the claim (2.2). Since smP1 < s, one has
sj − (k −mP1 )smP1 ≥ smP1 (m
P
1 − (k − j)).
(a) If k − j = mP1 , we have
vp(ak−j) + sj = vp(amP1 ) + sj ≥ vp(amP1 ) + smP1 j = vp(amP1 ) + smP1 (k −m
P
1 ).
(b) If k − j < mP1 , we have
sj − (k −mP1 )smP1
mP1 − (k − j)
≥ smP1 ≥
vp(amP1 )− vp(ak−j)
mP1 − (k − j)
.
(c) If k − j > mP1 , one has
vp(ak−j)− vp(amP1 )
(k − j)−mP1
≥ smP1 ≥
smP1 (k −m
P
1 )− sj
(k − j)−mP1
.
(2) The second assertion follows from the same discussion.

Definition 2.5. For any polynomial P (T ) = a0T
n + a1T
n−1 + · · · + an ∈ Lp[T ], we define a
polynomial
ResP (T ) =
n−mPmax∑
k=0
C0
(
an−kp
−vp(amPmax
)−s(n−mPmax−k)
)
T k ∈ F¯p[T ],
called the residue polynomial associated to P (T ).
Proposition 2.6. Let P (T ) = a0T
n+ a1T
n−1+ · · ·+ an ∈ Lp[T ] be a polynomial with an 6= 0 and
ResP (T ) ∈ F¯p[T ] its residue polynomial. Let c ∈ F¯p be a root of ResP (T ) with multiplicity q. We
set
P[c](T ) = P (T + [c]p
sPmax) =
n∑
i=0
bn−iT
i.
Then we have:
(1) n− q is a breakpoint of Newt
(
P[c]
)
;
(2) in the range x ≤ n− q, Newt(P ) is identical with Newt
(
P[c]
)
;
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(3) the remaining slope(s) of Newt
(
P[c]
)
are strictly greater than s.
Proof. Set s = sPmax and m = m
P
max. Recall that, since m is the maximal breakpoint of the Newton
polygon Newt(P ), for m ≤ n− k, we have
vp(an−kp
−vp(am)−s(n−m−k)) = vp(an−k)− vp(am)− s(n−m− k) ≥ 0.
Thus C0
(
an−kp
−vt(am)−s(n−m−k)
)
∈ F¯p is the result of an−kp
−vp(am)−s(n−m−k) modulo the positive
power of p.
Let ResP (T + c) =
n−m∑
k=0
κn−kT
k, then we have
κn−k =
n−m∑
i=n−k
C0
(
an−ip
−vp(am)−s(n−m−i)
)( i
n− k
)
ci−(n−k)
=
k−m∑
j=0
C0
(
p−vp(am)−s(k−m)ak−jp
sj
)(n− k + j
j
)
cj .
(2.3)
By the basic properties of the map Cx(α) (cf. Lemma 2.3), we have
(2.3) =
k−m∑
j=0
(
n− k + j
j
)
cjCvp(am)+s(k−m)
(
ak−jp
sj
)
=
k−m∑
j=0
(
n− k + j
j
)
Cvp(am)+s(k−m)
(
[cj ]ak−jp
sj
)
(2.4)
A similar argument in the proof of (2.2) in Lemma 2.4 shows that:
vp(ak−j) + sj
{
> vp(am) + s(k −m), if j > k −m
≥ vp(am) + s(k −m), if j ≤ k −m
.
Again by Lemma 2.3, for j > k −m, we have Cvp(am)+s(k−m)
(
[cj ]ak−jp
sj
)
= 0, and
(2.4) =
k∑
j=0
(
n− k + j
j
)
Cvp(am)+s(k−m)
(
[cj ]ak−jt
sj
)
= Cvp(am)+s(k−m)
 k∑
j=0
(
n− k + j
j
)
cjak−jt
sj

= Cvp(am)+s(k−m)(bk).
Since am = bm, one can conclude that, for 0 ≤ k ≤ n−m, the coefficient κk of T
n−k in ResP (T+c)
equals to Cvp(bm)+s(k−m)(bk). Since B(0) 6= 0, T
q has non-zero coefficient in ResP (T + c), i.e. we
have
κn−q = Cvp(bm)+s(n−q−m)(bk)(bn−q) 6= 0.
On the other hand, we have vp(bn−q) ≥ vp(bm) + s(n− q −m). Thus we have
vp(bn−q) = vp(bm) + s(n− q −m).
If k > n− q, the coefficient κk of T
n−k in ResP (T + c) is 0, thus vp(bk) > vt(bm) + s(k −m).

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This proposition plays an important role in the following transfinite Newton algorithm:
Algorithm 1 transfinite Newton algorithm for Lp
INPUT: A non-constant polynomial f(T ) ∈ Lp[T ]
OUTPUT: A root of f(T ) in Lp
function Newton((f))
r← 0
smax ← 0,mmax ← 0, c← 0
ResΦ(T )← 0
Φ(T )← f(T ) ⊲ We denote the coefficient of T i in Φ as bn−i,where n = deg(Φ).
while Φ(0) 6= 0 do
mmax ← m
Φ
max
smax ← s
Φ
max
ResΦ(T )←
n−mmax∑
k=0
Cvp(bm)+smax(n−mmax−k)(bn−k)T
k
c← any root of ResΦ(T ) in F¯p
r ← r + [c] · psmax
Φ(x)← Φ(x+ [c] · psmax)
end while
return r
end function
3. Application to the expansion of ζpn (n ≥ 2)
Unless specifically stated, we assume n ∈ N≥2 in this section. Let ζpn be a root of the p
n-th
cyclotomic polynomial Φpn(T ) =
p−1∑
k=0
T p
n−1k, whose Newton polygon is a segment with slope 0 and
with maximal breaking point (0, 0). In this section, we apply the transfinite Newton algorithm to
determine the first ℵ0-coefficients of the canonical expansion ζpn =
∑
x∈Q
[αx]p
x in Lp, with αx ∈ F¯p.
3.1. Statement of the result and sketch of the proof. The 0-th residue polynomial of Φpn(T )
is A0,n(T ) =
p−1∑
k=0
T p
n−1k and we choose the canonical element 1 ∈ F¯p in the set of its roots. Then
the first approximation polynomial
Φ(1,n)(T ) =
p−1∑
k=0
(T − 1)p
n−1k,
which has pn−1(p − 1) roots of the same valuation vp(ζpn − 1) =
1
ϕ(pn) =
1
pn−1(p−1) > 0. As a
consequence, Newt
(
Φ(1,n)
)
has only one segment, with the maximal breakpoint (m1,n = 0, 0) and
slope s1,n =
1
pn−1(p−1) . Thus the first residue polynomial is
A1,n(T ) = T
pn−1(p−1) + 1 = (T p−1 + 1)p
n−1
∈ Fp[T ],
which has z1,n = (−1)
nζ2(p−1) ∈ F¯p as a root
5 with multiplicity q1 = p
n−1.
5We will explain in Section 3.5 that why we add the sign (−1)n to the root.
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0 pn−1(p− 1)
1
Figure 3.1. Newt
(
Φ(1,n)
)
We summary the above discussion for the initial terms in the following proposition.
Proposition 3.1. One has:
(1) s0,n = 0 ∈ Q, z0,n = 1 ∈ F¯p;
(2) s1,n =
1
pn−1(p−1) , z1,n = (−1)
nζ2(p−1) ∈ F¯p and the multiplicity of z1,n = (−1)
nζ2(p−1) in
A1(T ) is q1,n = p
n−1.
In conclusion one has ζ
(1)
pn = Λ1,n.
Remark 3.2. We can parallelly prove that ζp = 1− ζ2(p−1)p
1
p−1 + o
(
p
1
p−1
)
.
The following theorem gives the explicit formula for the first ℵ0-coefficients of the canonical
expansion ζpn in Lp.
Theorem 3.3. Let ζ
(i)
pn =
∑
xi∈Q
[αxi ]p
xi be the i-th approximation of ζpn in the transfinite Newton
algorithm for every n ≥ 2. Then we have
ζ
(i)
pn =

i∑
k=0
(−1)kn
[k!] ζ
k
2(p−1)p
k
pn−1(p−1) , for 0 ≤ i ≤ p− 1,
ζ
(p−1)
pn +
i−p+n∑
l=n
(−1)nζ2(p−1)p
1
pn−2(p−1)
− 1
pl , for i ≥ p.
In the rest of this paragraph, we sketch the proof of this theorem and leave the technical details
of each steps in next sections. We denote the formule on the right hand side of the theorem by Λi,n
and the i-th approximation polynomial of ζpn by
(3.1) Φ(i,n)(T ) = Φpn
(
T + ζ
(i−1)
pn
)
=
pn−1(p−1)∑
k=0
b
(i,n)
pn−1(p−1)−kT
k ∈ Lp[T ].
Moreover, we denote by Ai,n(T ) ∈ F¯p[T ] the residue polynomial of Φ
(i,n)(T ).
By the transfinite Newton algorithm, it is crucial to determine the following data:
(1) The maximal slope si,n of the Newton polygon of Φ
(i,n)(T ), which gives the support of the
desired expansion,
(2) The residue polynomial Ai,n(T ), whose root zi,n ∈ F¯p with multiplicity qi,n gives the coef-
ficient αsi,n of the desired expansion.
To prove the theorem, one only needs to check that the supports and the coefficients in the i-th
step do coincide with those of Λi,n. The strategy of the proof is the following:
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(1) Describe the initial terms (cf. Proposition 3.1): in fact, we have s0,n = 0, s1,n =
1
pn−1(p−1) ,
z0,n = 1 and z1,n = (−1)
nζ2(p−1) with multiplicity q1,n = p
n−1.
(2) Induction on i for 2 ≤ i ≤ p − 1. Assume that, for 1 ≤ j ≤ i − 1, we have ζ
(j)
pn = Λj,n.
In other words, the maximal slope sj,n of the Newton polygon Newt
(
Φ(j,n)
)
of the j-th
approximation polynomial is jpn−1(p−1) and the j-th residue polynomial Aj,n(T ) has a root
zj,n =
(−1)jn
j! ζ
j
2(p−1) ∈ F¯p with multiplicity qj,n = p
n−1. We describe the Newton polygon
of the i-th approximation polynomial Φ(i,n)(T ) as follows.
By the induction hypothesis and Proposition 2.6, for 1 ≤ j ≤ i− 1, the Newton polygon
of Φ(j,n)(T ) and Φ(j+1,n)(T ) are identical in the range x ≤ pn−1(p− 1)− qj = p
n−1(p− 2).
Therefore the Newton polygons Newt
(
Φ(i,n)
)
and Newt
(
Φ(1,n)
)
are identical in the range
x ≤ pn−1(p− 2), and pn−1(p− 2) is a breakpoint of the Newton polygon Newt
(
Φ(i,n)
)
. As
a result, we only need to consider Newt
(
Φ(i,n)
)
in the range pn−1(p−2) ≤ x ≤ pn−1(p−1).
In other words, we need to estimate the p-adic valuation of b
(i,n)
pn−1(p−1)−k for 0 ≤ k ≤ p
n−1.
By the transfinite Newton algorithm and the assumption ζ
(i−1)
pn = Λi−1,n, we can obtain
the formulae for the coefficients b
(i,n)
pn−1(p−1)−k of the i-th approximation polynomials Φ
(i,n)
with 0 ≤ k ≤ pn−1 and their p-adic valuation can be calculate by the estimation of the
p-adic valuation of Λp
n−1
i−1,n−1 and Λ
pn
i−1,n−1 established in Section 3.3 (cf. Proposition 3.18
and Proposition 3.19 respectively), which relies on the arithmetic properties of incomplete
exponential Bell polynomial studied in Section 3.2.
(a) If k = 0, we have
b
(i,n)
pn−1(p−1) =
p−1∑
l=0
Λlp
n−1
i−1,n =
Λp
n
i−1,n − 1
Λp
n−1
i−1,n − 1
.
By Proposition 3.18 and Proposition 3.19, we have
b
(i,n)
pn−1(p−1) =
(−1)i−1
i! ζ
i
2(p−1)p
1+ ip−1 + o
(
p1+
i
p−1
)
i−1∑
l=1
(−1)l
[l!] ζ
l
2(p−1)p
l
p−1 +O
(
p1+
1
p(p−1)
)
=
(−1)i−1
i! ζ
i
2(p−1)p
1+ ip−1 + o
(
p1+
i
p−1
)
−ζ2(p−1)p
1
p−1 +O
(
p
2
p−1
)
=
(−1)i
i!
ζi−12(p−1)p
1+ i−1p−1 + o
(
p1+
i−1
p−1
)
.
(b) If 1 ≤ k ≤ pn−1, we have
b
(i,n)
pn−1(p−1)−k =
p−1∑
l=1
(
pn−1l
k
)
Λp
n−1l−k
i−1,n
=
p−1∑
l=1
(
pn−1l
(−1)k−1
k
+O(pn)
)
Λp
n−1l−k
i−1,n
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=
(−1)k−1pn−1
kΛki−1,n
p−1∑
l=1
lΛp
n−1l
i−1,n +O(p
n).
Together with the elementary identity
p−1∑
l=1
lΛp
n−1l
i−1,n =
pΛp
n
i−1,n
Λp
n−1
i−1,n−1
− Λp
n−1
i−1,n
Λp
n
i−1,n−1
(Λp
n−1
i−1,n−1)
2
, we
obtain
b
(i,n)
pn−1(p−1)−k =
(−1)k−1pn−1
kΛki−1,n
(
pΛp
n
i−1,n
Λp
n−1
i−1,n − 1
− Λp
n−1
i−1,n
Λp
n
i−1,n − 1
(Λp
n−1
i−1,n − 1)
2
)
+O(pn).
One can use again the estimation of the p-adic valuation of Λp
n
i−1,n − 1 and Λ
pn−1
i−1,n − 1
in Section 3.3 to deduce that
vp
(
b
(i,n)
pn−1(p−1)−k
)
= vp
(
(−1)k−1pn−1
kΛki−1,n
pΛp
n
i−1,n
Λp
n−1
i−1,n − 1
)
=
{
n− vp(k)−
1
p−1 ≥ 1 +
i−1
p−1 , 1 ≤ k < p
n−1;
1− 1p−1 , k = p
n−1,
(3.2)
and
C p−2
p−1
(
b
(i,n)
pn−1(p−1)−pn−1
)
= C p−2
p−1
(
(−1)p−1pn−1
pn−1Λp
n−1
i−1,n
pΛp
n
i−1,n
Λp
n−1
i−1,n − 1
)
= −ζ−12(p−1).(3.3)
In conclusion, the Newton polygon of the i-th approximation polynomial Φ(i,n) has three
breakpoints: 0, pn−1(p− 2) and pn−1(p− 1), with maximal breakpoint mi,n = p
n−1(p− 2)
and maximal slope
si,n =
vp
(
b
(i,n)
pn−1(p−1)
)
− vp
(
b
(i,n)
pn−1(p−2)
)
pn−1(p− 1)− pn−1(p− 2)
=
i
pn−1(p− 1)
.
The i-th residue polynomial
Ai,n(T ) = −ζ
−1
2(p−1)T
pn−1 +
(−1)i
i!
ζi−12(p−1)
has zi,n =
(−1)in
i! ζ
i
2(p−1) as a root with multiplicity qr = p
n−1.
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0 pn−1(p− 2) pn−1(p− 1)
1− 1p−1
1 + i−1p−1
Figure 3.2. Newt
(
Φ(i,n)
)
, 2 ≤ i ≤ p− 1
(3) Induction on i ≥ p for ζ
(i)
pn . For the initial term i = p, the transfinite Newton algorithm
and the results proved in the previous steps imply that:
(a) The Newton polygons Newt
(
Φ(p,n)
)
and Newt
(
Φ(p−1,n)
)
are identical in the range
x ≤ pn−1(p− 2);
(b) pn−1(p− 2) is a breakpoint of Newt
(
Φ(p,n)
)
.
Therefore, we only need to consider Newt
(
Φ(p,n)
)
in the range pn−1(p−2) ≤ x ≤ pn−1(p−
1), i.e. to estimate the p-adic valuation of b
(p,n)
pn−1(p−1)−k for 0 ≤ k ≤ p
n−1. We express
b
(p,n)
pn−1(p−1)−k in terms of Λp−1,n as following:
b
(p,n)
pn−1(p−1)−k =

p−1∑
l=0
Λlp
n−1
p−1,n =
Λp
n
p−1,n−1
Λp
n−1
p−1,n−1
, if k = 0;
(−1)k−1pn−1
kΛkp−1,n
(
pΛp
n
p−1,n
Λp
n−1
p−1,n−1
− Λp
n−1
p−1,n
Λp
n
p−1,n−1
(Λp
n−1
p−1,n−1)
2
)
+O(pn), if 1 ≤ k ≤ pn−1.
Again using the estimation of the p-adic valuation of Λp
n−1
p−1,n−1 and Λ
pn
p−1,n−1 in Section 3.3,
we have
(a)
b
(p,n)
pn−1(p−1) =
ζ2(p−1)p
2+ 1p−1−
1
p +O
(
p2+
1
p−1
)
−ζ2(p−1)p
1
p−1 +O
(
p
2
p−1
) = −p2− 1p + o(p2− 1p),
(b)
vp
(
b
(p,n)
pn−1(p−1)−k
)
= n− vp(k)− vp
(
Λp
n−1
p−1,n − 1
)
= n− vp(k)−
1
p− 1
for k = 1, · · · , pn−1 − 1,
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(c)
b
(p,n)
pn−1(p−2) = (1 + o(1))
(−1)p
n−1−1p
−ζ2(p−1)p
1
p−1 +O
(
p
2
p−1
) = −ζ−12(p−1)p p−2p−1 + o(p p−2p−1).
In other words, the valuation of b
(p,n)
pn−1(p−1)−k is given by
vp
(
b
(p,n)
pn−1(p−1)−k
)
=

2− 1p , if k = 0;
n− vp(k)−
1
p−1 , if 1 ≤ k < p
n−1;
p−2
p−1 , if k = p
n−1,
and the coefficient of b
(p,n)
pn−1(p−1) at 2 −
1
p equals −1, the coefficient of b
(p,n)
pn−1(p−2) at
p−2
p−1
equals −ζ−12(p−1).
Notice that the segment Lp,n with endpoints(
pn−1(p− 2), vp
(
b
(p,n)
pn−1(p−2)
))
=
(
pn−1(p− 2),
p− 2
p− 1
)
and (
pn−1(p− 1), vp
(
b
(p,n)
pn−1(p−1)
))
=
(
pn−1(p− 1),
2p− 1
p
)
has slope
1
pn−1
(
2−
1
p
−
p− 2
p− 1
)
=
1
pn−2(p− 1)
−
1
pn
and, for all k ∈ {1, 2, · · · , pn−1 − 1},
n− vp(k)−
1
p− 1
≥
p− 2
p− 1
+
(
1
pn−2(p− 1)
−
1
pn
)((
pn−1(p− 1)− k
)
− pn−1(p− 2)
)
.
In conclusion, Lp,n is the segment of the Newton polygonNewt
(
Φ(p,n)
)
with maximal slope
sp,n =
1
pn−2(p−1) −
1
pn . Therefore we have
Ap,n(T ) = −ζ
−1
2(p−1)T
pn−1 − 1,
which has zp,n = (−1)
nζ2(p−1) as a root with multiplicity qp,n = p
n−1.
Now let i ≥ p + 1. Suppose, for all 2 ≤ l ≤ i − 1, the theorem holds. i.e. we have
ζ
(i−1)
pn = Λi−1,n and qi−1,n = p. Similar to the previous case, by induction we may assume
Newt
(
Φ(i,n)
)
and Newt
(
Φ(1,n)
)
are identical when x ≤ pn−1(p− 2). Therefore, we reduce
to consider Newt
(
Φ(i,n)
)
in the range pn−1(p− 2) ≤ x ≤ pn−2(p− 1).
By the induction hypothesis ζ
(i−1)
pn = Λi−1,n, we get
b
(i,n)
pn−1(p−1)−k =

p−1∑
l=0
Λlp
n−1
i−1,n =
Λp
n
i−1,n−1
Λp
n−1
i−1,n−1
, if k = 0;
(−1)k−1pn−1
kΛki−1,n
(
pΛp
n
i−1,n
Λp
n−1
i−1,n−1
− Λp
n−1
i−1,n
Λp
n
i−1,n−1
(Λp
n−1
i−1,n−1)
2
)
+O(pn), if 1 ≤ k ≤ pn−1.
Again using the estimation of the p-adic valuation of Λp
n
i−1,n−1 and Λ
pn−1
i−1,n−1 in Section 3.3,
we have
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(a)
b
(i,n)
pn−1(p−1) =
ζ2(p−1)p
2+ 1p−1−
1
pi−p+1 +O
(
p2+
1
p−1
)
−ζ2(p−1)p
1
p−1 +O
(
p
2
p−1
) = −p2− 1pi−p+1 + o(p2− 1pi−p+1 ),
(b)
vp
(
b
(i,n)
pn−1(p−1)−k
)
= n− vp(k)− vp
(
Λp
n−1
p−1,n − 1
)
= n− vp(k)−
1
p− 1
, for k = 1, · · · , pn−1 − 1,
(c)
b
(i,n)
pn−1(p−2) = (1 + o(1))
(−1)p
n−1−1p
−ζ2(p−1)p
1
p−1 +O
(
p
2
p−1
) = −ζ−12(p−1)p p−2p−1 + o(p p−2p−1).
In other words, the valuation of b
(i,n)
pn−1(p−1)−k is given by
vp
(
b
(i,n)
pn−1(p−1)−k
)
=

2− 1pi−p+1 if k = 0;
n− vp(k)−
1
p−1 , if 1 ≤ k < p
n−1;
p−2
p−1 , if k = p
n−1,
and the coefficient of b
(i,n)
pn−1(p−1) at 2 −
1
pi−p+1 equals to −1, the coefficient of b
(i,n)
pn−1(p−1) at
p−2
p−1 equals to −ζ
−1
2(p−1). Notice that the segment Li,n with endpoints(
pn−1(p− 2), vp
(
b
(i,n)
pn−1(p−2)
))
=
(
pn−1(p− 2),
p− 2
p− 1
)
and (
pn−1(p− 1), vp
(
b
(i,n)
pn−1(p−1)
))
=
(
pn−1(p− 1), 2−
1
pi−p+1
)
has slope
1
pn−1
(
2−
1
pi−p+1
−
p− 2
p− 1
)
=
1
pn−2(p− 1)
−
1
pi−p+n
and, for all k ∈ {1, 2, · · · , pn−1 − 1},
n− vp(k)−
1
p− 1
≥
p− 2
p− 1
+
(
1
pn−2(p− 1)
−
1
pi−p+n
)((
pn−1(p− 1)− k
)
− pn−1(p− 2)
)
.
We conclude that Li,n is the segment of Newt
(
Φ(i,n)
)
with maximal slope
si,n =
1
pn−2(p− 1)
−
1
pi−p+n
.
Therefore we have
Ai,n(T ) = −ζ
−1
2(p−1)T
pn−1 − 1,
which has zi,n = (−1)
nζ2(p−1) as a root with multiplicity qi,n = p
n−1.
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0 pn−1(p− 2) pn−1(p− 1)
p−2
p−1
2− 1pi−p+1
Figure 3.3. Newt
(
Φ(i,n)
)
, i ≥ p
3.2. Bell polynomials and Stirling numbers of the second kind. In this paragraphe, we
introduce the notion of incomplete exponential Bell polynomials and Stirling numbers of the second
kind, whose arithmetic properties will be used to estimate the p-adic valuation of Λp
n−1
i,n − 1 and
Λp
n
i,n − 1 in Section 3.3.
Generalities. The Bell polynomials are used to study set partitions in combinatorial mathematics.
Let αl = (j1, j2, · · · , jl) ∈ N
l be a multi-index. We denote its norm by |αl| = j1 + j2 + · · ·+ jl and
its factorial by αl! =
∏l
k=1 jk!. Let x = (x1, · · · , xl) be a l-tuple of formal variables. The power of
a multi-index αl of x is defined by
x
αl :=
l∏
i=1
xjii .
Definition 3.4. For integer numbers n ≥ k ≥ 0, the incomplete exponential Bell polynomial
with parameter (n, k) is a polynomial given by
Bn,k(x1, x2, . . . , xn−k+1) :=
∑
αn−k+1=(j1,··· ,jn−k+1)∈N
n−k+1
|αn−k+1|=k,
n−k+1∑
i=1
iji=n
n!
αn−k+1!
(
x1
1!
, · · · ,
xn−k+1
(n− k + 1)!
)αn−k+1
.
With multinomial theorem, the incomplete exponential Bell polynomial can also be defined in
terms of its generating function (cf. [Com74, P.134 Theorem A]):
(3.4)
1
k!
∑
m≥1
xm
tm
m!
k = ∑
n≥k
Bn,k(x1, · · · , xn−k+1)
tn
n!
, k = 0, 1, 2, · · · .
From the algebraic point of view, the Bell polynomials can be computed using its generating
function. In particular, if k is small or closed to n, the Bell polynomial Bn,k(x1, · · · , xn−k+1) is
easy to compute:
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Lemma 3.5. • Bn,k(x1, · · · , xn−k+1) =
xn, if k = 1;1
2
n−1∑
t=1
(
n
t
)
xtxn−t, if k = 2.
• Bn,k(x1, · · · , xn−k+1) =

(x1)
n, if k = n;(
n
2
)
(x1)
n−2x2, if k = n− 1;(
n
3
)
(x1)
n−3x3 + 3
(
n
4
)
(x1)
n−4(x2)
2, if k = n− 2.
The special values of the incomplete exponential Bell polynomial at the points (1, · · · , 1) and
(
r︷ ︸︸ ︷
1, · · · , 1, 0, · · · , 0), called Stirling numbers of the second kind and r-restricted Stirling numbers of
the second kind (cf. [KLM16, Mez14]) respectively. More precisely, we have the following definition.
Definition 3.6.
(1) For integer numbers n ≥ k ≥ 0, the Stirling number of the second kind is defined by{
n
k
}
= Bn,k(1, 1, · · · , 1);
(2) For integer numbers n ≥ k ≥ 0 and positive integer r, the r-restricted Stirling number
of the second kind is defined by{
n
k
}
≤r
=

{
n
k
}
, if n− k + 1 ≤ r;
Bn,k(
r︷ ︸︸ ︷
1, · · · , 1, 0, · · · , 0), otherwise.
Using the generating function formula (3.4) for Bell polynomials, one has:
Lemma 3.7 (Generating function). For k ∈ N, then we have
(1)
1
k!
∑
m≥1
tm
m!
k = ∑
n≥k
{
n
k
}
tn
n!
;
(2)
1
k!
(
r∑
m=1
tm
m!
)k
=
rk∑
n=k
{
n
k
}
≤r
tn
n!
.
By comparing (3.4) and the second assertion of Lemma 3.7, we have:
Corollary 3.8. If n ≥ rk + 1, then we have
{
n
k
}
≤r
= 0. Therefore we can rewrite the second
assertion of Lemma 3.7 as
1
k!
(
r∑
m=1
tm
m!
)k
=
∞∑
n=k
{
n
k
}
≤r
tn
n!
, k = 0, 1, 2, · · · .
We denote by (x)n = x(x − 1)(x − 2) · · · (x − n + 1) the falling factorials, which form a basis
of the Q-vector space Q[x]. The Stirling numbers of the second kind may also be characterized as
the coordinate of powers of the indeterminate x with respect to the basis consisting of the falling
factorials (cf. [Com74, Page 207 Theorem B]) : If n > 0, one has
(3.5) xn =
n∑
m=0
{
n
m
}
(x)m.
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Corollary 3.9.
n∑
k=1
(−1)k−1(k − 1)!
{
n
k
}
=
{
0, n ≥ 2;
1, n = 1.
Proof. When n = 1 the assertion follows from direct calculation.
When n ≥ 2, since
(
x
k
)
=
(
x−1
k−1
)
x
k and
{
n
0
}
= 0, by (3.5) we know that
n∑
k=1
{
n
k
}(
x− 1
k − 1
)
(k − 1)! = xn−1.
By setting x = 0, we have
n∑
k=1
{
n
k
}(
−1
k − 1
)
(k − 1)! = 0,
where
(
−1
k−1
)
= (−1)k−1. 
Arithmetic properties. Now we establish several lemmas related to the arithmetic properties of
(restricted) Stirling numbers of the second kind. The first lemma (cf. Lemma 3.10) summarizes
several well-known facts about the arithmetic properties of binomial coefficients, and the other
lemmas (cf. Lemma 3.11, Lemma 3.12, Lemma 3.13 and Lemma 3.14) characterize the mod p
congruence properties of some special (restricted) Stirling numbers of the second kind, which will
be used in Proposition 3.16, Proposition 3.17, Proposition 3.15 and Proposition 3.19.
Lemma 3.10. Let p ≥ 3 be a prime number and a, b ∈ N be two natural numbers such that a ≥ b.
If n is an integer satisfying 1 ≤ n ≤ p− 1 and k is a positive integer, then we have
(1) vp(
(
pn
a
)
) = n− vp(a);
(2)
(
pk
n
)
≡ pk (−1)
n−1
n mod p
2;
(3)
(
ap
bp
)
≡
(
a
b
)
mod p2.
Proof. The first and the second assertions are well-known. The third assertion assertion can be
found in [Gri18, Theorem 1.6]. 
Lemma 3.11. Let p be an odd prime number. For a integer k that 1 ≤ k ≤ p, one has{
p− 1 + k
p
}
≡
{
1, if k = 1 or p;
0, otherwise
(mod p).
Proof. By [CM10, Theorem 5.2], we have{
n
apm
}
≡

(n−apm−1
p−1 −1
n−apm
p−1
)
, if n ≡ a (mod p− 1),
0, otherwise.
(mod pm)
for positive integers n, a,m that m ≥ 1, a > 0 and n ≥ apm. The assertion follows by taking
n = p− 1 + k and a = m = 1 in the above formula. 
Lemma 3.12. Let p an odd prime number and r an integer number satisfying 1 ≤ r < p− 1, then
one has {
r + p
p
}
≤r
= Br+p,p(1, · · · , 1, 0) ≡ 0 mod p.
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Proof. If r = 1, then p+ 1 ≥ 1 · p+ 1 and the result follows from Corollary 3.8.
Now we suppose r ≥ 2. By [Cvi11, (1.3)], one has the following identity:
Bn,k(x1, · · · , xn−k+1) =
1
x1
·
1
n− k
n−k∑
α=1
(
n
α
)(
(k + 1)−
n+ 1
α+ 1
)
xα+1Bn−α,k(x1, · · · , xn−α−k+1).
Let n = r + p, k = p and at =
{
1, if t ≤ r;
0, if t > r.
Then, one has
{
r + p
p
}
≤r
=Br+p,p(a1, · · · , ar+1)
=
1
r
r∑
α=1
(
r + p
α
)(
(p+ 1)−
r + p+ 1
α+ 1
)
xα+1Br+p−α,p(a1, · · · , ar−α+1)
=
1
r
r−1∑
α=1
(
r + p
α
)(
(p+ 1)−
r + p+ 1
α+ 1
){
r + p− α
p
}
.
Since α+ 1 ≤ r < p− 1 and 1 < r − α+ 1 < p− 1, by Lemma 3.11, we have{
r + p− α
p
}
≡ 0 (mod p).
As a consequence, we have {
r + p
p
}
≤r
≡ 0 (mod p).

Lemma 3.13. Let i be an integer that 1 ≤ i ≤ p− 1 and k ∈ Z>0. Then for any integer l ≥ k, we
have
vp
(
k!
l!
{
l
k
}
≤i
)
≥ 0.
Proof. For j ∈ N>0, we set δj =
{
1, if j ≤ i;
0, otherwise.
Recall that the incomplete exponential Bell
polynomial is defined as following:
Bl,k(x1, x2, . . . , xl−k+1) =
∑
αl−k+1=(j1,··· ,jl−k+1)∈N
l−k+1
|αl−k+1|=k,
l−k+1∑
t=1
tjt=l
l!
αl−k+1!
(
x1
1!
, · · · ,
xl−k+1
(l − k + 1)!
)αl−k+1
,
and the i-restricted Stirling numbers of the second kind
{
l
k
}
≤i
is the special value of Bl,k at the
point δ = (δj)1≤j≤l−k+1. For α = (j1, · · · , jl−k+1) ∈ N
l−k+1, we set
Fl,k,i(α) =
(
k
j1, · · · , jl−k+1
)(
δ1
1!
, · · · ,
δl−k+1
(l − k + 1)!
)α
.
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Then we have
k!
l!
{
l
k
}
≤i
=
∑
α=(j1,··· ,jl−k+1)∈N
l−k+1
|α|=k,
l−k+1∑
t=1
tjt=l
Fl,k,i(α),
and it enough to prove vp(Fl,k,i(α)) ≥ 0 for all α in the above formula, which follows from the
following discussions on the range of i:
(1) Suppose l − k + 1 ≤ i < p. We have vp
(
δm
m!
)
= vp(δm) = 0 for all 1 ≤ m ≤ l − k + 1.
Therefore,
vp(Fl,k,i(α)) = vp
((
k
j1, · · · , jl−k+1
))
−
l−k+1∑
m=1
jmvp(m!) = vp
((
k
j1, · · · , jl−k+1
))
≥ 0.
(2) Suppose i < l − k + 1. For α = (j1, · · · , jl−k+1) ∈ N
l−k+1, if there exists m such that
i < m ≤ l− k + 1 and jm > 0, then Fl,k,i(α) = 0. If ji+1 = · · · = jl−k+1 = 0, then
vp(Fl,k,i(α)) = vp
((
k
j1, · · · , jl−k+1
))
−
i∑
m=1
jmvp(m!) = vp
((
k
j1, · · · , jl−k+1
))
≥ 0.

Lemma 3.14. For n ∈ N≥2, 1 ≤ s ≤ p− 1 and sp
n−2 ≤ t ≤ pn−1 − 1, we have
(spn−2)!
t!
{
t
spn−2
}
≤p−1
≡
{
0 mod p, if pn−2 ∤ t
s!
(t/pn−2)!
{
t/pn−2
s
}
mod p, if pn−2 | t.
Proof. When n = 2, the assertion follows from the fact t− s+ 1 ≤ p− 1 and
{
t
s
}
≤p−1
=
{
t
s
}
.
Suppose n ≥ 3. For 1 ≤ s ≤ p− 1 and spn−2 ≤ t, we set us,t = min{t− sp
n−2 + 1, p− 1}. By
the definition of restricted Stirling number of the second kind, we have
(spn−2)!
t!
{
t
spn−2
}
≤p−1
=
∑
α=(j1,··· ,jus,t )∈N
us,t
|α|=spn−2,
us,t∑
m=1
mjm=t
(
spn−2
j1, · · · , jus,t
)(
1
1!
, · · · ,
1
us,t!
)α
.
By separating this sum into two parts, we can write
(spn−2)!
t!
{
t
spn−2
}
≤p−1
=
∑
α=(j1,··· ,jus,t)∈(p
n−2N)
us,t
|α|=spn−2,
us,t∑
m=1
mjm=t
(
spn−2
j1, · · · , jus,t
)(
1
1!
, · · · ,
1
us,t!
)α
+
∑
α=(j1,··· ,jus,t)∈N
us,t\(pn−2N)us,t
|α|=spn−2,
us,t∑
m=1
mjm=t
(
spn−2
j1, · · · , jus,t
)(
1
1!
, · · · ,
1
us,t!
)α
.
If α = (j1, · · · , jus,t) ∈ N
us,t\
(
pn−2N
)us,t
, then, by the facts
(
spn−2
jm
)
is a factor of
(
spn−2
j1,··· ,jus,t
)
for all
1 ≤ m ≤ us,t and
(
spn−2
jm
)
is divided by p if pn−2 ∤ jm, we have
(
spn−2
j1,··· ,jus,t
)(
1
1! , · · · ,
1
us,t!
)α
is divided
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by p. Therefore, we have
(3.6)
(spn−2)!
t!
{
t
spn−2
}
≤p−1
=
∑
α=(j1,··· ,jus,t)∈(p
n−2N)
us,t
|α|=spn−2,
us,t∑
m=1
mjm=t
(
spn−2
j1, · · · , jus,t
)(
1
1!
, · · · ,
1
us,t!
)α
+O(p).
By replacing jm with ĵm := jm/p
n−2 and replacing α with α̂ :=
(
ĵ1, · · · , ĵus,t
)
, we can rewrite (3.6)
as
(3.7)
(spn−2)!
t!
{
t
spn−2
}
≤p−1
=
∑
α̂=(ĵ1,··· ,ĵus,t)∈N
us,t
|α̂|=s,
us,t∑
m=1
mĵm=t/p
n−2
(
spn−2
ĵ1pn−2, · · · , ĵus,tp
n−2
)((
1
1!
)pn−2
, · · · ,
(
1
us,t!
)pn−2)α̂
+O(p).
Notice that we have the identity(
spn−2
ĵ1pn−2, · · · , ĵus,tp
n−2
)
=
(
ĵ1p
n−2 + · · ·+ ĵus,tp
n−2
ĵ1pn−2
)(
ĵ2p
n−2 + · · ·+ ĵus,tp
n−2
ĵ2pn−2
)
· · ·
(
ĵus,tp
n−2
ĵus,tp
n−2
)
,
and by applying the formula
(
ap
bp
)
≡
(
a
b
)
(mod p2) (cf. Lemma 3.10) to this identity, we obtain(
spn−2
ĵ1pn−2, · · · , ĵus,tp
n−2
)
=
(
ĵ1 + · · ·+ ĵus,t
ĵ1
)(
ĵ2 + · · ·+ ĵus,t
ĵ2
)
· · ·
(
ĵus,t
ĵus,t
)
+O(p)
=
(
s
ĵ1, · · · , ĵus,t
)
+O(p).
Additionally, for all m ∈ {1, · · · , us,t}, we have(
1
m!
)ĵmpn−2
=
(
1
m!
)ĵm
+ O(p).
Therefore, we can rewrite (3.7) as
(3.8)
(spn−2)!
t!
{
t
spn−2
}
≤p−1
=
∑
α̂=(ĵ1,··· ,ĵus,t)∈N
us,t
|α̂|=s,
us,t∑
m=1
mĵm=t/p
n−2
(
s
ĵ1, · · · , ĵus,t
)(
1
1!
, · · · ,
1
us,t!
)α̂
+O(p).
If pn−2 ∤ t, then the summation above is void and consequently vp
(
(spn−2)!
t!
{
t
spn−2
}
≤p−1
)
≥ 1.
It remains to deal with the case pn−2 | t. By setting t = t̂pn−2 with s ≤ t̂ ≤ p− 1, we have
(spn−2)!
t!
{
t
spn−2
}
≤p−1
=
(spn−2)!
(t̂pn−2)!
{
t̂pn−2
spn−2
}
≤p−1
.
We conclude our assertion in this case by the following discussion on the relation between t̂ and s.
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(1) If t̂ = s, we have
(spn−2)!
(t̂pn−2)!
{
t̂pn−2
spn−2
}
≤p−1
= 1 =
s!
t̂!
{
t̂
s
}
.
(2) If t̂ > s, we have t̂pn−2 − spn−2 + 1 ≥ pn−2 + 1 > p− 1. Therefore us,t̂pn−2 = p− 1 and
(spn−2)!
(t̂pn−2)!
{
t̂pn−2
spn−2
}
≤p−1
=
∑
α̂=(ĵ1,··· ,ĵp−1)∈Np−1
|α̂|=s,
p−1∑
m=1
mĵm=t̂
(
s
ĵ1, · · · , ĵp−1
)(
1
1!
, · · · ,
1
(p− 1)!
)α̂
+O(p).
If there exists p− 1 ≥ r > t̂− s+ 1 that jr 6= 0, then
1ĵ1 + · · ·+ (p− 1)ĵp−1 ≥ 1 · (s− 1) + r > t̂,
which contradicts to the condition that
p−1∑
m=1
mĵm = t̂. Therefore ĵr = 0 for all r > t̂− s+1.
As a consequence,
(spn−2)!
(t̂pn−2)!
{
t̂pn−2
spn−2
}
≤p−1
=
∑
α̂=(ĵ1,··· ,ĵt̂−s+1)∈N
t̂−s+1
|α̂|=s,
t̂−s+1∑
m=1
mĵm=t̂
(
s
ĵ1, · · · , ĵt̂−s+1
)(
1
1!
, · · · ,
1
(t̂− s+ 1)!
)α̂
+O(p)
=
s!
t̂!
{
t̂
s
}
+O(p).

The main technical propositions. In this paragraph, we establish our main technical propositions
(cf. Proposition 3.15, Proposition 3.16 and Proposition 3.17) using the arithmetic properties of
(restricted) Stirling numbers of the second kind.
Proposition 3.15. For n ∈ N≥2, we have(
p−1∑
l=0
(−1)ln
l!
ζl2(p−1)p
l
pn−1(p−1)
)pn−1
− 1 =
p−1∑
l=1
(−1)l
[l!]
ζl2(p−1)p
l
p−1 + ζ2(p−1)p
1+ 1
p(p−1) +O
(
p1+
1
p−1
)
.
Proof. Let λn = (−1)
nζ2(p−1)p
1
pn−1(p−1) and we rewrite left handside of the equality as
(3.9)
(
p−1∑
l=0
(−1)ln
l!
ζl2(p−1)p
l
pn−1(p−1)
)pn−1
− 1 =
(
p−1∑
l=1
λln
l!
)pn−1
+H(n),
where H(n) =
pn−1−1∑
j=1
(
pn−1
j
)(p−1∑
l=1
λln
l!
)j
.
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Note that vp
((
pn−1
j
)(p−1∑
l=1
λln
l!
)j)
= n− 1− vp(j) +
j
pn−1(p−1) and the condition
n− 1− vp(j) +
j
pn−1(p− 1)
< 1 +
1
p− 1
implies vp(j) = n− 2. We can rewrite H(n) as
(3.10)
p−1∑
s=1
(
pn−1
spn−2
)(p−1∑
l=1
λln
l!
)spn−2
+O
(
p1+
1
p−1
)
.
Using Lemma 3.10, one can further simplify it as
H(n) =
p−1∑
s=1
(
p
s
)(p−1∑
l=1
λln
l!
)spn−2
+O
(
p1+
1
p−1
)
.
Applying the generating function formulae for restricted Stirling numbers of the second kind, we
obtain
H(n) =
p−1∑
s=1
(
p
s
)
(spn−2)!
∞∑
t=spn−2
{
t
spn−2
}
≤p−1
λtn
t!
+O
(
p1+
1
p−1
)
=
p−1∑
s=1
(
p
s
) ∞∑
t=spn−2
(
(spn−2)!
t!
{
t
spn−2
}
≤p−1
)
λtn +O
(
p1+
1
p−1
)
.(3.11)
By Lemma 3.13, we know that (sp
n−2)!
t!
{
t
spn−2
}
≤p−1
has non-negative valuation. Note that we have
vp(λn) =
1
pn−1(p−1) and for t ≥ p
n−1, we have vp(λ
t
n) ≥
1
p−1 . Thus we can assemble the terms with
t ≥ pn−1 of H(n) into the error term:
(3.12) H(n) =
p−1∑
s=1
(
p
s
) pn−1−1∑
t=spn−2
(
(spn−2)!
t!
{
t
spn−2
}
≤p−1
)
λtn +O
(
p1+
1
p−1
)
.
We denote by t̂ = tpn−2 . By Lemma 3.14, we obtain
H(n) =
p−1∑
s=1
(
p
s
) p−1∑
t̂=s
(
s!
t̂!
{
t̂
s
})
λt̂p
n−2
n +O
(
p1+
1
p−1
)
.
By exchanging the order of the summations and using the second assertion of Lemma 3.10, we have
H(n) =p
p−1∑
t̂=1
λt̂p
n−2
n
t̂!
t̂∑
s=1
(−1)s−1(s− 1)!
{
t̂
s
}
+O
(
p1+
1
p−1
)
=pλp
n−2
n +O
(
p1+
1
p−1
)
,
(3.13)
where the last equality follows from Corollary 3.9.
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For the term
(
p−1∑
l=1
λln
l!
)pn−1
, by multinomial theorem, one has
(
p−1∑
l=1
λln
l!
)pn−1
=
∑
j1,··· ,jp−1∈N
j1+···+jp−1=p
n−1
(
pn−1
j1, · · · , jp−1
) p−1∏
l=1
(
λln
l!
)jl
.
If j1, · · · , jp−1 < p
n−1, then we have
vp
((
pn−1
j1, · · · , jp−1
) p−1∏
l=1
(
λln
l!
)jl)
=vp
((
pn−1
j1, · · · , jp−1
))
+
p−1∑
l=1
ljlvp(λn)
≥1 +
1
pn−1(p− 1)
p−1∑
l=1
1 · jl
=1 +
1
p− 1
.
If there exists a l ∈ {1, · · · , p− 1} such that jl = p
n−1, one calculates(
λln
l!
)pn−1
=(−1)lζl2(p−1)p
l
p−1
1
(l!)pn−1
= (−1)lζl2(p−1)p
l
p−1
(
1
[l!]
+O(p)
)
=
(−1)l
[l!]
ζl2(p−1)p
l
p−1 +O
(
p1+
1
p−1
)
.
In conclusion, we have(
p−1∑
l=1
λln
l!
)pn−1
=
p−1∑
l=1
(
λln
l!
)pn−1
+O
(
p1+
1
p−1
)
=
p−1∑
l=1
(−1)l
[l!]
ζl2(p−1)p
l
p−1 +O
(
p1+
1
p−1
)
.
Combining with (3.9) and (3.13), we have(
p−1∑
l=0
(−1)ln
l!
ζl2(p−1)p
l
pn−1(p−1)
)pn−1
− 1
=
(
p−1∑
l=1
λln
l!
)pn−1
+H(n)
=
p−1∑
l=1
(−1)l
[l!]
ζl2(p−1)p
l
p−1 + ζ2(p−1)p
1+ 1
p(p−1) +O
(
p1+
1
p−1
)
,
as expected. 
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Proposition 3.16. For n ∈ N≥2, we have(
p−1∑
l=0
(−1)l
l!
ζl2(p−1)p
l
p−1
)p
− 1 = O
(
p2+
1
p−1
)
.
Proof. Let θn = −ζ2(p−1)p
1
p−1 , then by the generate function of the restricted Stirling number of
the second kind we have
(3.14)
(
p−1∑
l=0
θln
l!
)p
− 1 =
p∑
j=1
(
p
j
)(p−1∑
l=1
θln
l!
)j
=
p∑
j=1
(
p
j
) ∞∑
k=j
j!
k!
{
k
j
}
≤p−1
θkn.
Notice that
vp
((
p
j
)(
j!
k!
{
k
j
}
≤p−1
)
θkn
)
≥ 1− vp(j) +
k
p− 1
,
by assembling terms with valuation equal or greater than 2 + 1p−1 , we can rewrite (3.14) as(
p−1∑
l=0
θln
l!
)p
− 1 =
p−1∑
j=1
(
p
j
) p−1∑
k=j
j!
k!
{
k
j
}
≤p−1
θkn +
2p−2∑
k=p
p!
k!
{
k
p
}
≤p−1
θkn.
By the definition of restricted Stirling number of the second kind and changing the order of sum-
mations, we can further reduce this to(
p−1∑
l=0
θln
l!
)p
− 1 =
p−1∑
k=1
θkn
k!
k∑
j=1
(
p
j
)
j!
{
k
j
}
+
2p−2∑
k=p
p!
k!
{
k
p
}
θkn
=p
p−1∑
k=1
θkn
k!
k∑
j=1
(−1)j−1(j − 1)!
{
k
j
}
+
2p−2∑
k=p
p!
k!
{
k
p
}
θkn +O
(
p2+
1
p−1
)
.
By Corollary 3.9,
p
p−1∑
k=1
θkn
k!
k∑
j=1
(−1)j−1(j − 1)!
{
k
j
}
= pθn.
On the other hand, since vp(p!) = vp(k!) = 1 for k = p, · · · 2p− 2, by Lemma 3.11 we have
p!
k!
{
k
p
}
=
{
O(p), if p < k ≤ 2p− 2;
1 +O(p), if k = p,
and consequently (
p−1∑
l=0
θln
l!
)p
− 1 = pθn + θ
p
n +O
(
p2+
1
p−1
)
= O
(
p2+
1
p−1
)
.

Proposition 3.17. Let p be a prime and let 1 ≤ i < p − 1 be an integer. For 1 ≤ l ≤ i + 1 an
integer, we set
Gi(l) =
(
l∑
k=1
(−1)k−1(k − 1)!
{
l
k
}
≤i
)
+
p · l!
(l + p− 1)!
{
l + p− 1
p
}
≤i
.
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Then we have Gi(l) =
{
−1 +O(p), if l = i+ 1;
O(p), if l ≤ i.
Proof. We rewrite Gi(l) as following:
Gi(l) =

l∑
k=1
(−1)k−1(k − 1)!
{
l
k
}
+
{
p−1+l
p
}
p·l!
(l+p−1)! , if l ≤ i;
i+1∑
k=1
(−1)k−1(k − 1)!
{
i+1
k
}
≤i
+ p·(i+1)!(i+p)!
{
i+p
p
}
≤i
, if l = i+ 1.
Recall that, the Corollary 3.9 says
n∑
k=1
(−1)k−1(k − 1)!
{
n
k
}
=
{
0, n ≥ 2;
1, n = 1.
• Suppose l ≤ i. If l = 1, then one has
Gi(1) = 1 +
{
p
p
}
1
(p− 1)!
≡ 0 mod p.
If 1 < l ≤ i < p− 1, by Lemma 3.11 and Corollary 3.9, one has
Gi(n) = 0 +
{
p− 1 + l
p
}
p · l!
(l + p− 1)!
≡ 0 mod p.
• Suppose l = i+ 1, by Lemma 3.12 and Corollary 3.9, one has
Gi(i+ 1) =
i+1∑
k=1
(−1)k−1(k − 1)!
{
i+ 1
k
}
≤i
+
p · (i+ 1)!
(i+ p)!
{
i+ p
p
}
≤i
.
For 2 ≤ k ≤ i+ 1, one has
{
i+1
k
}
≤i
=
{
i+1
k
}
, therefore
Gi(i + 1) =(−1)
1−1(1− 1)!
{
i+ 1
1
}
≤i
+
i+1∑
k=2
(−1)k−1(k − 1)!
{
i+ 1
k
}
+
{
i+ p
p
}
≤i
p · (i + 1)!
(i + p)!
=0− (−1)1−1(1− 1)!
{
i+ 1
1
}
+
i+1∑
k=1
(−1)k−1(k − 1)!
{
i+ 1
k
}
+O(p)
p(i + 1)!
(i+ p)!
=− 1 + 0 +O(p)
=− 1 +O(p).

3.3. Estimation of Λp
n−1
i,n − 1 and Λ
pn
i,n − 1. Let n ∈ N≥2. Recall that we set
Λi,n =

i∑
k=0
(−1)kn
[k!] ζ
k
2(p−1)p
k
pn−1(p−1) , for 0 ≤ i ≤ p− 1,
Λp−1,n +
i−p+n∑
l=n
(−1)nζ2(p−1)p
1
pn−2(p−1)
− 1
pl , for i ≥ p.
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As indicated in Section 3.1, for i ∈ N>0 and 0 ≤ k ≤ p
n−1, we can describe the coefficients
b
(i,n)
pn−1(p−1)−k of the i-approximation polynomial Φ
(i,n) by the following formulae
b
(i,n)
pn−1(p−1)−k =

Λp
n
i−1,n−1
Λp
n−1
i−1,n−1
, if k = 0;
(−1)k−1pn−1
kΛki−1,n
(
pΛp
n
i−1,n
Λp
n−1
i−1,n−1
− Λp
n−1
i−1,n
Λp
n
i−1,n−1
(Λp
n−1
i−1,n−1)
2
)
+O(pn), if 1 ≤ k ≤ pn−1.
This leads us to estimate the p-adic valuation of Λp
n−1
i,n − 1 and Λ
pn
i,n − 1 in Proposition 3.18 and
Proposition 3.19 respectively. In general, we obtain the estimation by induction, but since the
formula for Λi,n in the ranges 1 ≤ i < p − 1 and p − 1 ≤ i are different, the statements will be
separated into two parts.
Proposition 3.18. Let n ∈ N≥2.
(1) If 1 ≤ i < p− 1, we have
Λp
n−1
i,n − 1 =
i∑
l=1
(−1)l
[l!]
ζl2(p−1)p
l
p−1 +O
(
p1+
1
p(p−1)
)
.
(2) If p− 1 ≤ i, we have
Λp
n−1
i,n − 1 =
p−1∑
l=1
(−1)l
[l!]
ζl2(p−1)p
l
p−1 + ζ2(p−1)p
1+ 1p−1−
1
pi−p+2 +O
(
p1+
1
p−1
)
.
Proof. We prove this lemma by induction on i.
(1) If i = 1, then we have
Λp
n−1
1,n − 1 =
(
1 + (−1)nζ2(p−1)p
1
pn−1(p−1)
)pn−1
− 1 =
pn−1∑
k=1
(
pn−1
k
)
(−1)knζk2(p−1)p
k
pn−1(p−1)
=− ζ2(p−1)p
1
p−1 +O
(
p1+
1
p(p−1)
)
.
Suppose the lemma is true for j with 1 ≤ j ≤ i− 1 ≤ p− 3. Then, we have
Λp
n−1
i,n − 1 =
(
Λi−1,n +
(−1)in
[i!]
ζi2(p−1)p
i
pn−1(p−1)
)pn−1
− 1
=Λp
n−1
i−1,n − 1 +
pn−1−1∑
k=1
(
pn−1
k
)
Λp
n−1−k
i−1,n
(−1)ikn
[i!]k
ζik2(p−1)p
ik
pn−1(p−1) +
(−1)inp
n−1
[i!]pn−1
ζip
n−1
2(p−1)p
i
p−1
=Λp
n−1
i−1,n − 1 +
(−1)i
[i!]
ζi2(p−1)p
i
p−1 +O
(
p1+
i
p−1
)
.
Therefore, the induction hypothesis allows us to conclude this case.
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(2) If i = p− 1, then we have
Λp
n−1
p−1,n − 1 =
(
p−1∑
l=0
(−1)ln
[l!]
ζl2(p−1)p
l
pn−1(p−1)
)pn−1
− 1
=
(
p−1∑
l=0
(−1)ln
l!
ζl2(p−1)p
l
pn−1(p−1) +O
(
p
1+ 2
pn−1(p−1)
))pn−1
− 1
=
pn−1∑
j=0
(
pn−1
j
)(p−1∑
l=0
(−1)ln
l!
ζl2(p−1)p
l
pn−1(p−1)
)pn−1−j(
O
(
p
1+ 2
pn−1(p−1)
))j− 1.
(3.15)
For 1 ≤ j ≤ pn−1, we observe that
(
pn−1
j
)(p−1∑
l=0
(−1)ln
l!
ζl2(p−1)p
l
pn−1(p−1)
)pn−1−j(
O
(
p
1+ 2
pn−1(p−1)
))j
= O
(
p
n−1−vp(j)+j+
2j
pn−1(p−1)
)
.
Since vp(j) ≤ n− 1 and j ≥ 1, we know that
n− 1− vp(j) + j +
2j
pn−1(p− 1)
> 2,
and thus (3.15) can be written as
Λp
n−1
p−1,n − 1 =
(
p−1∑
l=0
(−1)ln
l!
ζl2(p−1)p
l
pn−1(p−1)
)pn−1
− 1 +
pn−1∑
j=1
O
(
p2
)
=
(
p−1∑
l=0
(−1)ln
l!
ζl2(p−1)p
l
pn−1(p−1)
)pn−1
− 1 +O
(
p2
)
.
By Proposition 3.15, we have(
p−1∑
l=0
(−1)ln
l!
ζl2(p−1)p
l
pn−1(p−1)
)pn−1
− 1 =
p−1∑
l=1
(−1)l
[l!]
ζl2(p−1)p
l
p−1 + ζ2(p−1)p
1+ 1
p(p−1) +O
(
p1+
1
p−1
)
.
As a consequence, we obtain
Λp
n−1
p−1,n − 1 =
p−1∑
l=1
(−1)l
[l!]
ζl2(p−1)p
l
p−1 + ζ2(p−1)p
1+ 1p−1−
1
p +O
(
p1+
1
p−1
)
.
(3) Now we suppose the formulae holds for all j with p− 1 ≤ j ≤ i− 1, i.e.
Λp
n−1
j,n − 1 =
p−1∑
l=1
(−1)l
[l!]
ζl2(p−1)p
l
p−1 + ζ2(p−1)p
1+ 1p−1−
1
pj−p+2 +O
(
p1+
1
p−1
)
.
UNIFORMIZER OF THE FALSE TATE CURVE EXTENSION OF Qp 28
One has
Λp
n−1
i,n − 1 =
(
Λi−1,n + (−1)
nζ2(p−1)p
1
pn−2(p−1)
− 1
pn−p+i
)pn−1
− 1
=Λp
n−1
i−1,n − 1 +
(
(−1)nζ2(p−1)p
1
pn−2(p−1)
− 1
pn−p+i
)pn−1
+
pn−1−1∑
k=1
(
pn−1
k
)
Λp
n−1−k
i−1,n
(
(−1)nζ2(p−1)p
1
pn−2(p−1)
− 1
pn−p+i
)k
.
(3.16)
Notice that for every k ∈ {1, · · · , pn−1 − 1},
vp
((
pn−1
k
)
Λp
n−1−k
i−1,n
(
(−1)nζ2(p−1)p
1
pn−2(p−1)
− 1
pn−p+i
)k)
= (n−1)−vp(k)+
k
pn−2
(
1
p− 1
−
1
pi−p+2
)
.
Thus, the condition with variable k
vp
((
pn−1
k
)
Λp
n−1−k
i−1,n
(
(−1)nζ2(p−1)p
1
pn−2(p−1)
− 1
pn−p+i
)k)
< 1 +
1
p− 1
implies k = pn−2. Since Λi−1,n = 1 +O
(
p
1
pn−1(p−1)
)
, we have(
pn−1
pn−2
)(
(−1)nζ2(p−1)p
1
pn−2(p−1)
− 1
pn−p+i
)pn−2
Λp
n−1−pn−2
i−1,n
=p
(
(−1)n−2(−1)nζ2(p−1)p
1
p−1−
1
p2−p+i
)(
1 +O
(
p
1
pn−1(p−1)
))pn−2(p−1)
+O
(
p2
)
=ζ2(p−1)p
1+ 1p−1−
1
p2−p+i
(
1 +
p−1∑
r=1
(
p− 1
r
)
O
(
p
r
pn−1(p−1)
))pn−2
+O
(
p2
)
=ζ2(p−1)p
1+ 1p−1−
1
p2−p+i
(
1 +O
(
p
1
pn−1(p−1)
))pn−2
+O
(
p2
)
.
(3.17)
Notice that(
1 +O
(
p
1
pn−1(p−1)
))pn−2
=1 +
pn−2∑
r=1
(
pn−2
r
)
O
(
p
r
pn−1(p−1)
)
=1 +
pn−2∑
r=1
O
(
p
n−2−vp(r)+
r
pn−1(p−1)
)
=1 +O
(
p
1
p(p−1)
)
,
Since 1 + 1p−1 −
1
p2−p+i +
1
p(p−1) > 1 +
1
p−1 for all i ≥ p, we can rewrite (3.17) as
ζ2(p−1)p
1+ 1p−1−
1
p2−p+i
(
1 +O
(
p
1
p(p−1)
))
+O
(
p2
)
=ζ2(p−1)p
1+ 1p−1−
1
p2−p+i +O
(
p1+
1
p−1
)
.
Thus, by assembling the terms of valuation ≥ 1 + 1p−1 in (3.16), we obtain
Λp
n−1
i,n − 1 =Λ
pn−1
i−1,n − 1 +
(
(−1)nζ2(p−1)p
1
pn−2(p−1)
− 1
pn−p+i
)pn−1
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+ ζ2(p−1)p
1+ 1p−1−
1
p2−p+i +O
(
p1+
1
p−1
)
=Λp
n−1
i−1,n − 1− ζ2(p−1)p
1+ 1p−1−
1
p1−p+i
+ ζ2(p−1)p
1+ 1p−1−
1
p2−p+i +O
(
p1+
1
p−1
)
.
Finally, combine with the induction hypothesis, we obtain
Λp
n−1
i,n − 1 =
p−1∑
l=1
(−1)l
[l!]
ζl2(p−1)p
l
p−1 + ζ2(p−1)p
1+ 1p−1−
1
pi−p+1 +O
(
p1+
1
p−1
)
− ζ2(p−1)p
1+ 1p−1−
1
p1−p+i + ζ2(p−1)p
1+ 1p−1−
1
p2−p+i +O
(
p1+
1
p−1
)
=
p−1∑
l=1
(−1)l
[l!]
ζl2(p−1)p
l
p−1 + ζ2(p−1)p
1+ 1p−1−
1
p2−p+i +O
(
p1+
1
p−1
)
.

Proposition 3.19. Let n ∈ N≥2.
(1) For 1 ≤ i < p− 1, we have
Λp
n
i,n − 1 =
(−1)i
(i+ 1)!
ζi+12(p−1)p
1+ i+1p−1 + o
(
p1+
i+1
p−1
)
.
(2) For i ≥ p− 1, we have
Λp
n
i,n − 1 = ζ2(p−1)p
2+ 1p−1−
1
pi−p+2 + O
(
p2+
1
p−1
)
.
Proof. (1) Recall that by Proposition 3.18, for 1 ≤ i < p− 1, we have
Λp
n−1
i,n =
i∑
l=0
(−1)l
[l!]
ζl2(p−1)p
l
p−1 + O
(
p1+
1
p(p−1)
)
.
Let Λ˜i,n =
i∑
l=0
(−1)l
l! ζ
l
2(p−1)p
l
p−1 =
i∑
l=0
θln
l! , with θn = −ζ2(p−1)p
1
p−1 . By 2 of Lemma 3.7, for
1 ≤ k ≤ p, we have
(
Λ˜i,n − 1
)k
=
(
i∑
l=1
θln
l!
)k
=
ik∑
l=k
k!
l!
{
l
k
}
≤i
θln
We remark that vp(θn) =
1
p−1 , vp(Λ˜i,n) = 0 and
Λ˜i,n − Λ
pn−1
i,n =
i∑
l=0
(−1)l
(
1
l!
−
1
[l!]
)
ζl2(p−1)p
l
p−1 +O(p1+
1
p(p−1) ).
For all 0 ≤ l ≤ i < p− 1, we have vp(l!− [l!]) ≥ 1; thus we have
Λ˜i,n − Λ
pn−1
i,n =
i∑
l=1
O
(
p1+
l
p−1
)
+O
(
p1+
1
p(p−1)
)
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and we can rewrite Λp
n
i,n − 1 as following:
Λp
n
i,n − 1 =
(
Λp
n−1
i,n
)p
− 1 =
(
Λ˜i,n +O
(
p1+
1
p(p−1)
))p
− 1 = Λ˜pi,n − 1 +O
(
p2+
1
p(p−1)
)
.
We reduce to estimate the p-adic valuation of Λ˜pi,n − 1. On the other hand, we have
(3.18) Λ˜pi,n − 1 =
p∑
k=1
(
p
k
)
(Λ˜i,n − 1)
k =
p∑
k=1
(
p
k
) ik∑
l=k
k!
l!
{
l
k
}
≤i
θln.
By Lemma 3.13, we have vp
(
k!
l!
{
l
k
}
≤i
)
≥ 0 for any k, l ∈ N. Thus we can rewrite (3.18)
by assembling the terms with valuation > 1 + i+1p−1 :
Λ˜pi,n − 1 =o(p
1+ i+1p−1 ) +
i+1∑
l=1
θln
l!
l∑
k=1
(
p
k
)
k!
{
l
k
}
≤i
+
p+i∑
l=p
p!
l!
{
l
k
}
≤i
θln
=o
(
p1+
i+1
p−1
)
+ p
i+1∑
l=1
θln
l!
l∑
k=1
(−1)k−1(k − 1)!
{
l
k
}
≤i
− p
i+1∑
l=1
p!
(l + p− 1)!
{
l + p− 1
p
}
≤i
θln
=o
(
p1+
i+1
p−1
)
+ p
i+1∑
l=1
θln
l!
(
l∑
k=1
(−1)k−1(k − 1)!
{
l
k
}
≤i
+
l!p
(l + p− 1)!
{
l + p− 1
p
}
≤i
)
,
(3.19)
where the last equality follows from −(p− 1)! ≡ 1 mod p. Let
Gi(l) =
(
l∑
k=1
(−1)k−1(k − 1)!
{
l
k
}
≤i
)
+
p · l!
(l + p− 1)!
{
l + p− 1
p
}
≤i
.
Together with Proposition 3.17, we have
Λ˜pi,n − 1 =o
(
p1+
i+1
p−1
)
+ p
i+1∑
l=1
Gi(l)
θln
l!
=o
(
p1+
i+1
p−1
)
+ p
(
i∑
l=1
O(p)
θln
l!
+ (−1 +O(p))
θi+1n
(i+ 1)!
)
=o
(
p1+
i+1
p−1
)
+ p
(
o(p)−
θi+1n
(i+ 1)!
+O
(
p1+
i+1
p−1
))
=o
(
p1+
i+1
p−1
)
− p
θi+1n
(i+ 1)!
=
(−1)i
(i+ 1)!
ζi+12(p−1)p
1+ i+1p−1 + o
(
p1+
i+1
p−1
)
.
As a consequence, we have
Λp
n
i,n − 1 =
(−1)i
(i+ 1)!
ζi+12(p−1)p
1+ i+1p−1 + o
(
p1+
i+1
p−1
)
.
(2) Now suppose i ≥ p− 1.
Let Λ˜p−1,n =
p−1∑
l=0
(−1)l
l! ζ
l
2(p−1)p
l
p−1 =
p−1∑
l=0
θln
l! , with θn = −ζ2(p−1)p
1
p−1 . By Proposition 3.18,
we have
Λp
n−1
i,n − Λ˜p−1,n
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=
p−1∑
l=0
(−1)lζl2(p−1)
(
1
[l!]
−
1
l!
)
p
l
p−1
+ ζ2(p−1)p
1+ 1p−1−
1
pi−p+2 +O
(
p1+
1
p−1
)
=ζ2(p−1)p
1+ 1p−1−
1
pi−p+2 +O
(
p1+
1
p−1
)
.
Therefore, we have
Λp
n
i,n − 1 =
(
Λp
n−1
i,n
)p
− 1 =
(
Λ˜p−1,n + ζ2(p−1)p
1+ 1p−1−
1
pi−p+2 +O
(
p1+
1
p−1
))p
− 1
=Λ˜pp−1,n − 1 +
p∑
k=1
(
p
k
)
Λ˜p−kp−1,n
(
ζ2(p−1)p
1+ 1p−1−
1
pi−p+2 +O
(
p1+
1
p−1
))k
=Λ˜pp−1 − 1 + Λ˜
p−1
p−1,n
(
ζ2(p−1)p
2+ 1p−1−
1
pi−p+2 +O
(
p2+
1
p−1
))
+
p∑
k=2
(
p
k
)
Λ˜p−kp−1,n
(
ζ2(p−1)p
1+ 1p−1−
1
pi−p+2 +O
(
p1+
1
p−1
))k
=Λ˜pp−1,n − 1 + Λ˜
p−1
p−1,nζ2(p−1)p
2+ 1p−1−
1
pi−p+2 +O
(
p2+
1
p−1
)
.
(3.20)
Since Λ˜p−1p−1,n = 1+ O
(
p
1
p−1
)
, we may simplify (3.20) as
Λp
n
i,n − 1 = Λ˜
p
p−1,n − 1 + ζ2(p−1)p
2+ 1p−1−
1
pi−p+2 +O
(
p2+
1
p−1
)
.
By Proposition 3.16 we have Λ˜pp−1,n − 1 =
(
p−1∑
l=0
θln
l!
)p
− 1 = O
(
p2+
1
p−1
)
, therefore
Λp
n
i,n − 1 = ζ2(p−1)p
2+ 1p−1−
1
pi−p+2 +O
(
p2+
1
p−1
)
,
as expected.

3.4. Expansion of ζp. Instead of using the Newton algorithm directly, we explore the canonical
expansion of ζp in Lp by using the expansion of ζp2 :
Proposition 3.20. The cananical expansion of ζp is given as following: ζp =
∞∑
k=0
[ck]p
k
p−1 , with
ck ∈ Fp2 for all k ∈ Z≥0. In particular, for 0 ≤ k ≤ p− 1, we have ck = (−1)
k ζ
k
2(p−1)
k! .
Proof. The first assertion, as a direct consequence of Lemma 3.21, is proved by Lampert (cf.
[Lam86]). Since ζpp2 is a primitive p-th root, we may assume ζ
p
p2 = ζ
r
p for some r ∈ {1, 2, · · · , p− 1}.
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On one hand, we calculate
(3.21)
(
ζp2
)p
=
(
p−1∑
k=0
ζk2(p−1)
[k!]
p
1
p(p−1) +O
(
p
1
p−1−
1
p2
))p
=
p−1∑
k=0
(
ζk2(p−1)
[k!]
p
1
p(p−1)
)p
+ o(p)
=
p−1∑
k=0
(−1)k
ζk2(p−1)
[k!]
p
k
p−1 + o(p).
On the other hand, since ζp = 1− ζ2(p−1)p
1
p−1 + o
(
p
1
p−1
)
(cf. Remark 3.2 of local cite), we have
(3.22) ζrp =
(
1− ζ2(p−1)p
1
p−1 + o
(
p
1
p−1
))r
= 1− [r]ζ2(p−1)p
1
p−1 + o
(
p
1
p−1
)
.
By comparing (3.21) and (3.22), we know that r = 1 and consequently
ζp = ζ
p
p2 =
p−1∑
k=0
[
(−1)k
ζk2(p−1)
k!
]
p
k
p−1 + o(p).

Lemma 3.21. Let p ≥ 3 be a prime number. Then we have Qp(ζp) = Qp
(
ζ2(p−1)p
1
p−1
)
.
Proof. Since Qp
(
ζ2(p−1)p
1
p−1
)
and Qp(ζp) have the same degree over Qp, we only need to show
Qp
(
ζ2(p−1)p
1
p−1
)
⊆ Qp(ζp). It is enough to show x
p−1 =
(ζp−1)
p−1
−p has a solution in Qp(ζp).
By Remark 3.2, we have
(ζp − 1)
p−1
−p
= −p−1
(
1− ζ2(p−1)p
1
p−1 + o
(
p
1
p−1
)
− 1
)p−1
= 1 + o
(
p0
)
;
thus we may set
(ζp−1)
p−1
−p = 1+M , where M is in the maximal ideal of Qp(ζp). Since
( 1
p−1
k
)
∈ Zp,
the binomial series (1 +M)
1
p−1 =
∞∑
k=0
( 1
p−1
k
)
Mk converges in Qp(ζp). 
3.5. Galois conjugates of ζpn . In this section we mainly concern about two questions:
(1) For a fixed n ≥ 2, can we distinguish all primitive pn-th roots by the first ℵ0 terms of their
expansions in Lp?
(2) Is our choice of tower of primitive pn-th roots {ζpn}n≥2 compatible with the action of Galois
group, i.e. ζpn =
(
ζpn+1
)p
for all n ≥ 2?
Let Jn be the least positive reduced residue systemmodulo p
n. Then we have µpn =
{
ζmpn
∣∣m ∈ Jn}.
For any elements α in Lp, we denote by ℵ0(α) the first ℵ0 terms of its expansion.
Theorem 3.22. Let n ≥ 2 be an integer. We fix a residue system modulo p in Jn and denote it
by Rn := {m0 = 1,m1, · · · ,mp−2} . Then
(1) For every m ∈ Jn, there exists unique mt ∈ Rn that ℵ0
(
ζmpn
)
= ℵ0
(
ζmtpn
)
.
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(2) By rearranging m0,m1, · · · ,mp−2 properly, we can get p−1 different candidates of primitive
pn-th root of unity, with the first ℵ0 terms given by
ℵ0
(
ζmkpn
)
=
p−1∑
i=0
(
ζkp−1(−1)
nζ2(p−1)
)i
[i!]
p
i
pn−1(p−1) +
∞∑
j=n
ζkp−1(−1)
nζ2(p−1)p
1
pn−2(p−1)
− 1
pj ,
and
ζmkpn = ℵ0
(
ζmkpn
)
+O
(
p
1
pn−2(p−1)
)
.
Proof. Since the residue polynomial Ai,n of the i-th approximation polynomial Φ
(i,n) of ζpn has
only one distinct root for all i ≥ 2, ℵ0(ζpn) is completely determined once we fixed the choice of
z1,n, i.e. the root of A1,n(T ) =
(
T p−1 + 1
)pn−1
. Therefore, by choosing different roots of A1,n(T ),
i.e. ζkp−1(−1)
nζ2(p−1), k = 0, 1, · · · , p−2, we get p−1 different Galois conjugates of ζpn . Since every
primitive pn-th root of unity has the form ζapn with a ∈ Jn, we may write them as ζ
m˜0
pn , · · · , ζ
m˜p−2
pn ,
with m˜0 = 1, m˜1, · · · , m˜p−2 ∈ Jn. By rearranging them properly, we can apply Theorem 3.3 to
write
ℵ0
(
ζm˜kpn
)
=
p−1∑
i=0
(
ζkp−1(−1)
nζ2(p−1)
)i
[i!]
p
i
pn−1(p−1) +
∞∑
j=n
ζkp−1(−1)
nζ2(p−1)p
1
pn−2(p−1)
− 1
pj ,
with
ζm˜kpn = ℵ0
(
ζm˜kpn
)
+O
(
p
1
pn−2(p−1)
)
,
where m˜0 = 1, m˜k ∈ Jn for all 0 ≤ k ≤ p− 2.
Let m ∈ Jn. If m ≡ m˜t (mod p) for some 0 ≤ t ≤ p − 2, we can set m = m˜t + pr with r ∈ Z,
then ζmpn = ζ
m˜t
pn
(
ζppn
)r
. Set
(
ζppn
)r
= ζhpn−1 for some positive integer number
6 h. By Proposition 3.1
and Remark 3.2, we have ζpn−1 = 1 +O
(
p
1
pn−2(p−1)
)
for all n ≥ 2. Thus we have
(
ζppn
)r
= 1 +
h∑
k=1
(
h
k
)
O
(
p
k
pn−2(p−1)
)
= 1 +O
(
p
1
pn−2(p−1)
)
.
Therefore,
ζmpn = ζ
m˜t
pn
(
1 +O
(
p
1
pn−2(p−1)
))
= ζm˜tpn +O
(
p
1
pn−2(p−1)
)
,
and ℵ0
(
ζmpn
)
= ℵ0
(
ζm˜tpn
)
. As a consequence, {m˜0, · · · , m˜p−2} is a residue system modulo p in Jn,
and if a, b ∈ Jn, then ℵ0
(
ζapn
)
= ℵ0
(
ζbpn
)
if and only if a ≡ b (mod p). This proves both assertions.

As we discussed in the proof of the above theorem, for t1, t2 ∈ Jn, ℵ0
(
ζt1pn
)
= ℵ0
(
ζt2pn
)
if and only
if
C 1
pn−1(p−1)
(
ζt1pn
)
= C 1
pn−1(p−1)
(
ζt2pn
)
.
Note that we have
C 1
pn−1(p−1)
(ζpn) = C 1
pn−1(p−1)
(
ζppn+1
)
= (−1)nζ2(p−1),
the second question arised at the beginning of this paragraph can be partially answered:
6Be careful! We haven’t proved ζppn = ζpn−1 yet, so here we can not take h = r directly.
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Corollary 3.23. For every n ≥ 2, we have ℵ0(ζpn) = ℵ0
(
ζppn+1
)
.
Remark 3.24. It is natural to ask if ζpn = ζ
p
pn+1 is true, for all n ≥ 2. Since we only made ℵ0
term of ζpn explicit, any identity without error term losts preciseness. However, if we know the full
expansion of ζpn , we can make the full compatible system ǫ = (ζpn ∈ µpn)n≥0 of explict primitive
pn-th root of unity.
3.6. Uniforminzer of K2,n. In this section, we use the expansion of ζp2 to get a uniformizer of
K2,n:
Theorem 3.25. (1) The element
π2,1 :=
(
p
1
p
)−1(
ζp2 −
p−1∑
k=0
1
[k!]
ζk2(p−1)p
k
p(p−1)
)
is a uniformizer of K2,1.
(2) For m ≥ 2, the element
π2,m :=
(
p
1
pm
)−pm−1p−1 (
ζp2 −
p−1∑
k=0
1
[k!]
ζk2(p−1)p
k
p(p−1) −
m∑
l=2
ζ2(p−1)p
1
p−1−
1
pl
)
is a uniformizer of K2,m.
Proof. By Theorem 3.3, we know that
ζp2 =
p−1∑
k=0
1
[k!]
ζk2(p−1)p
k
p(p−1) +
∞∑
k=2
ζ2(p−1)p
1
p−1−
1
pk +O
(
p
1
p−1
)
.
Therefore
vp(π2,1) = vp
(
∞∑
k=2
ζ2(p−1)p
1
p−1−
1
pk +O
(
p
1
p−1
))
−
1
p
=
1
p− 1
−
1
p2
−
1
p
=
1
p2(p− 1)
= e−1K2,1/Qp
and similarly vp(π2,m) =
1
pm+1(p−1) = e
−1
K2,m/Qp
for m ≥ 2.
To see that π2,1 ∈ K2,1, we can write
1
[k!]ζ
k
2(p−1)p
k
p(p−1) as
(
1
[k!]p
− kp
)(
ζ2(p−1)p
1
p−1
)k
and conse-
quently π2,1 ∈ Qp
(
ζp2 , ζ2(p−1)p
1
p−1
)
. By Lemma 3.21, this field is exactly K2,1. Similarly, we have
π2,m ∈ K2,m for all m ≥ 2, which finishes the proof. 
Remark 3.26. We warn the reader that when doing calculation, one should always make sure that
the selection of ζp2 and ζ2(p−1) are compatible, i.e. ζp2 = 1 + ζ2(p−1)p
1
p(p−1) + o
(
p
1
p(p−1)
)
.
Remark 3.27. Another method proposed by Lampert without proof (cf. [hl]) to construct a uni-
formizer of K2,2 (which can be generalized to arbitrary K2,m easily) is to consider the following
sequence7: 
z1 :=ζp2 − 1− p
1
p ,
z2 :=z
p−1
1 + p
1
p − p
2p−1
p2 ,
zn+1 :=z
p−1
n −
([
Cvp(zn)(zn)
]
pvp(zn)
)p−1
, for n = 2, 3, · · · .
7We modifiy Lampert’s original idea slightly to simplify the result.
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Then we can prove by keeping track of Supp(zn) that zN ∈ K2,2 for some N ≤ p with p
3(p−1)vp(zN )
a integer satisfying p3(p − 1)vp(zN ) ≡ −p+ 1 (mod p
2). The uniformizer follows from modifying
some power of zN with powers of p
1/p and ζp2 − 1 by Bézout lemma.
For example, when p = 7, this algorithm gives a uniformizer of K2,2:
π =


((((ζ49 − 1− 71/7)6 + 71/7 − 713/49)6 + 7)6 + 743/7
)6
+ 737
6 + 71555/7

6
+ 71333

55988
755987/7(ζ49 − 1)
111973 .
This method avoids choosing suitable ζ2(p−1), but it produces more complicated result which re-
quires much more effort to prove.
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