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Abstract—Real-world signals typically span across multiple
dimensions, that is, they naturally reside on multi-way data
structures referred to as tensors. In contrast to standard “flat-
view” multivariate matrix models which are agnostic to data
structure and only describe linear pairwise relationships, we
introduce the tensor-valued Gaussian distribution which caters
for multilinear interactions – the linear relationship between
fibers – which is reflected by the Kronecker separable struc-
ture of the mean and covariance. By virtue of the statistical
identifiability of the proposed distribution formulation, whereby
different parameter values strictly generate different probability
distributions, it is shown that the corresponding likelihood
function can be maximised analytically to yield the maximum
likelihood estimator. For rigour, the statistical consistency of the
estimator is also demonstrated through numerical simulations.
The probabilistic framework is then generalised to describe the
joint distribution of multiple tensor-valued random variables,
whereby the associated mean and covariance exhibit a Khatri-
Rao separable structure. The proposed models are shown to serve
as a natural basis for gridded atmospheric climate modelling.
Index Terms—Gaussian, Khatri-Rao separability, Kronecker
separability, maximum likelihood estimation, tensors.
I. INTRODUCTION
Tensor data structures are gaining increasing prominence in
modern Data Analytics, especially in relation to the Big Data
paradigm where, equipped with the power of their underlying
multilinear algebra, they provide a rich analysis platform
for making sense from multidimensional data. In particular,
tensor decompositions have experienced a surge in popularity
owing to their role as high-dimensional generalisations of the
“flat-view” linear algebra paradigms, an example of which is
the tensor-valued higher-order singular value decomposition
(HOSVD), a generic extension of the ordinary matrix SVD.
The tensor data domain is amenable to such generalisations of
standard matrix signal processing and machine learning tools
[1], [2], [3], [4], [5]. Real-world applications of tensors include
those in chemometrics [6], fluid mechanics [7], geostatistics
[8], magnetic resonance imaging [9], psychometrics [10],
statistical mechanics [11], MIMO communications [12] and
biomedical applications [13].
In addition, the analysis of tensor-valued data through mul-
tilinear algebra has been an enabling tool for solving critical
information representation and storage bottlenecks, namely the
curse of dimensionality. However, while multilinear algebra
assumes some form of deterministic relation between data
entries, the interactions between real-world observables are
typically causal and probabilistic, including practical situations
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where even deterministic information is contaminated with
random noise, missing or unreliable entries. This makes the
existing multilinear models inadequate for such scenarios,
since the associated probability density functions are not yet
well defined for tensor-valued data. The consideration of
tensor-valued tools within a rigorous probabilistic framework
would therefore offer a number of important advantages:
(i) Possibility for statistical and hypothesis testing through
the likelihood function;
(ii) Opportunity to introduce Bayesian inference methods;
(iii) Ability to employ class-conditional densities for classifi-
cation tasks;
(iv) A framework to assess the degree of novelty of a new
data point, and input variable selection;
(v) A rigorous probabilistic framework to deal with missing
data values;
(vi) Straightforward consideration of a mixture of probabilis-
tic models.
While this has naturally motivated the developments of prob-
abilistic tensor-valued models, owing to the ambiguity in the
problem formulation, a wide range of solutions have been
proposed. The tensor-valued Gaussian processes were first
proposed in [14] as a means of obtaining a probabilistic
variant of the Tucker decomposition which can handle missing
data entries. The work in [15] further proposed a hierarchical
Bayesian extension to the Tucker decomposition. The basic
properties of the distribution, such as the marginal and condi-
tional distributions, moments, and characteristic function, were
later derived in [16]. However, all these methods are, in some
sense, extensions of the matrix-valued Gaussian distribution
with Kronecker separable covariance matrix [17], [18], [19].
Several remaining issues need to be addressed prior to
a more widespread application of the class of probabilistic
tensor-valued models. For example, existing parameter esti-
mation procedures for tensor-valued Gaussian distributions are
iterative, such as the expectation-maximization algorithm [14],
[20] or the block coordinate descent [21], [15], [22], [23],
also referred to as the flip-flop algorithm. Such techniques
are susceptible to local maxima and do not guarantee global
optimality. A closely related topic is that of covariance matrix
estimation with the Kronecker separable structure [24]. Two
asymptotically efficient estimation solutions have been pro-
posed, the first being a variant of the well-known alternating
maximization technique, while the second method is based
on covariance matching principles. However, these estimators
were derived only for the Kronecker product of two matrices,
and were not considered within the tensor-valued setting.
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2This all points out that there is a need for a general class
of estimators, derived in a closed-form in the tensor domain,
which would guarantee global optimality of probabilistic esti-
mation procedures. In this way, the problem with the existing
models which do not impose multilinear assumptions on the
structure of the mean would be resolved, a critical issue for a
complete characterisation of tensor-valued random variables.
To this end, we derive a rigorous form of the tensor-valued
Gaussian distribution and introduce its corresponding maxi-
mum likelihood estimator in a closed-form. This is achieved
through a novel statistically identifiable formulation of the dis-
tribution, whereby different values of the parameters generate
strictly different probability distributions; this allows for the
underlying likelihood function to be maximised analytically,
unlike the existing formulations. Moreover, we extend the
proposed probabilistic framework to account for the joint
distribution of multiple tensor-valued random variables.
The rest of this paper is organized as follows. Section II
provides a comprehensive introduction to multilinear algebra.
Section III describes the underpinning Kronecker separable
mean and covariance properties exhibited by tensor-valued
random variables. The proposed tensor-valued Gaussian dis-
tribution and its maximum likelihood estimator are introduced
in Section IV. The multivariate tensor-valued distribution is
derived in Section V. An intuitive example of the proposed
model applied to gridded atmospheric temperature modelling
is provided in Section VI.
II. PRELIMINARIES
We follow the notation employed in [1], whereby scalars
are denoted by a lightface font, e.g. x; vectors by a lowercase
boldface font, e.g. x; matrices by a uppercase boldface font,
e.g. X; and tensors by a boldface calligraphic font, e.g. X .
The order of a tensor defines the number of its dimensions,
also referred to as modes, i.e. the tensor X ∈ RI1×···×IN has
N modes and K =
∏N
n=1 In elements in total.
Tensors can be reshaped into mathematically tractable
lower-dimensional representations (unfoldings) which can be
manipulated using standard linear algebra. The vector unfold-
ing, also known as vectorization, is denoted by
x = vec(X ) ∈ RK (1)
while the mode-n unfolding (matricization), denoted by
X(n) ∈ RIn×
K
In , is obtained by reshaping a tensor into a
matrix in the form
X(n) =
[
f
(n)
1 , f
(n)
2 , . . . , f
(n)
K
In
]
(2)
where the column vector, f (n)i ∈ RIn , is referred to as the i-th
mode-n fiber. Fibers are a multi-dimensional generalization of
matrix rows and columns.
The operation of mode-n unfolding can be viewed as a
rearrangement of the mode-n fibers as column vectors of
the matrix, X(n), as illustrated in Figure 1. Notice that the
considered order-3 tensor, X , has alternative representations
in terms of mode-1 (left panel), mode-2 (middle panel) and
mode-3 fibers (right panel), that is, its columns, rows and tubes.
n = 1 n = 2 n = 3
X
X(n)
Fig. 1: Mode-n matrix unfolding, X(n), of an order-3 tensor,
X , as a rearrangement of the mode-n fibers, f (n)i .
A. Tensor products
The Kronecker product between the matrices A ∈ RI×I
and B ∈ RJ×J yields a block matrix
A⊗B =
 a11B · · · a1IB... . . . ...
aI1B · · · aIIB
 ∈ RIJ×IJ (3)
The Khatri-Rao product between two block matrices with M
row and column partitions, A ∈ RMI×MI and B ∈ RMJ×MJ ,
yields the block matrix A©∗B ∈ RMIJ×MIJ , with the (i, j)-th
block given by
A ©∗ B =

A11 ⊗B11 · · · A1M ⊗B1M
...
. . .
...
AM1 ⊗BM1 · · · AMM ⊗BMM
 (4)
The partial trace operator of a block matrix with M row and
column partitions, A ∈ RMI×MI , yields the block matrix
ptr (A) ∈ RM×M , with the (i, j)-th block given by
ptr (A) =
 tr (A11) · · · tr (A1M )... . . . ...
tr (AM1) · · · tr (AMM )
 (5)
The mode-n product of the tensor X ∈ RI1×···×IN with the
matrix U ∈ RJn×In is denoted by
Y = X ×n U ∈ RI1×···×In−1×Jn×In+1×···×IN (6)
and is equivalent to performing the following steps:
1: X(n) ← X . Mode-n unfold
2: Y(n) ← UX(n) . Left matrix multiplication
3: Y ← Y(n) . Re-tensorize
For convenience, we denote the sequence of Kronecker prod-
ucts of the matrices U(n) ∈ RIn×In by
N⊗
n=1
U(n) = U(1) ⊗ · · · ⊗U(N) ∈ RK×K (7)
and the sequence of Khatri-Rao products of the block matrices
with M row and column partitions, U(n) ∈ RMIn×MIn , by
N
©∗
n=1
U(n) = U(1) ©∗ · · · ©∗ U(N) ∈ RMK×MK (8)
The sequence of outer products of the vectors u(n) ∈ RIn is
3denoted by
N◦
n=1
u(n) = u(1) ◦ · · · ◦ u(N) ∈ RI1×···×IN (9)
The sequence of mode-n products between the tensor X and
the matrices U(n) ∈ RJn×In is denoted by
Y = X N×
n=1
U(n) = X ×1U(1)×2 · · ·×N U(N) ∈ RJ1×···×JN
(10)
This operation can also be expressed in the mathematically
equivalent vector and matrix representations, that is
y =
Å
1⊗
n=N
U(n)
ã
x ∈ RL (11)
Y(n) = U
(n)X(n)
Ñ
1⊗
i=N
i 6=n
U(i)T
é
∈ RJn× LJn (12)
where L =
∏N
n=1 Jn. Figure 2 illustrates the sequence of
mode-n products of an order-3 tensor with matrices U(n).
Y = U(1)
X U(2)
U(3)
Fig. 2: Sequence of mode-n products for n = 1, 2, 3.
B. Tensor-valued statistical operators
For clarity, we shall first introduce the notation for the
first- and second-order tensor-valued statistical operators. The
operation of taking the expectation of a random tensor, X , is
equal to the element-wise expectation, which yields the mean
tensor M = E {X}. The variance of X is then defined as
var {X} = E {‖X −M‖2} = E {‖S‖2} (13)
that is, the expected squared Frobenius norm of the centred
tensor variable, S = X −M. Using the mode-n unfolding
representation in (2) based on fibers, we can now define the
mode-n fiber covariance through the total expectation theorem
[25] as follows
cov
¶
f (n)
©
= Ei
¶
cov
¶
f
(n)
i
©©
= E
¶
S(n)S
T
(n)
©
(14)
where Ei{·} denotes the expectation over the indices i. We
also denote this operation by cov
{
X(n)
} ≡ cov {f (n)}.
III. KRONECKER SEPARABLE STATISTICS
In standard multivariate data analysis, multiple measure-
ments are collected at a given trial, experiment or time instant,
to form a vector-valued data sample, x ∈ RK . An assumption
inherently adopted in statistical modeling is that the variables
are described by the probability distribution, x ∼ N (m,R),
which implies that the mean vector, m ∈ RK , and covariance
matrix, R ∈ RK×K , are unstructured. However, if the vari-
ables have a natural tensor representation, then it is desirable,
and even necessary, to assume that the mean and covariance
exhibit a more structured form motivated by physical consid-
erations. It then naturally follows that the statistical properties
of tensor-valued random variables are directly linked to those
of separable Gaussian random fields – the continuous-space
counterpart of tensors – introduced in the next section.
A. Separable Gaussian random fields
A Gaussian random field in an N -dimensional orthogonal
coordinate system is given by x : RN 7→ R, and is described
by the coordinate-dependent distribution
x(z) ∼ N (m(z), σ2(z)) (15)
where z = {z(1), ..., z(N)} ∈ RN is an N -dimensional
coordinate vector, and z(n) ∈ R is the n-th axis coordinate.
Furthermore, such a random variable is equipped with a
covariance operator, denoted by σ : RN × RN 7→ R, which
yields
σ(z1, z2) = cov {x(z1), x(z2)} (16)
where σ(z, z) ≡ σ2(z). A random variable is said to exhibit
a separable mean and covariance structure if and only if the
mean and covariance operators are linearly separable, that is
m(z) =
N∏
n=1
m(n)(z(n)), ∀z ∈ RN (17)
σ(z1, z2) =
N∏
n=1
σ(n)(z
(n)
1 , z
(n)
2 ), ∀z1, z2 ∈ RN (18)
where m(n) : R 7→ R and σ(n) : R × R 7→ R are the mean
and covariance operators specific to the n-th coordinate axis.
Remark 1. Real-world examples of fields in N -dimensional
coordinates that are typically analysed using signal processing
and machine learning techniques include:
(i) meteorological measurements in the longitude × latitude
× altitude space;
(ii) colored pixels in the column × row × (R, G, B) space;
(iii) time-frequency multichannel signals which reside in the
time × frequency × channel space.
Remark 2. Orthogonal coordinate systems that are most
commonly found in Physics and Engineering include the
Cartesian, spherical polar, and cylindrical polar systems. While
the reason to prefer orthogonal coordinates over general curvi-
linear coordinates is their simplicity, complications typically
arise when coordinates are not orthogonal, for instance, in
orthogonal coordinates problems can be solved by separation
of variables, which reduces a single N -dimensional problem
into N single-dimensional problems. Tensors are naturally
endowed with this powerful property.
Remark 3. A function that is linearly separable in a given
coordinate system need not remain separable upon a change of
the coordinate system. This asserts that the coordinate system
used for tensorizing a sampled field should be chosen so as
to match the properties of the underlying physics. We next
introduce the necessary tensorization condition to guarantee
separability, which we refer to as topological coherence.
4B. Topologically coherent tensorization
The collection of K samples of a separable Gaussian ran-
dom field in an N -dimensional orthogonal coordinate system,
x : RN 7→ R, admits the topologically coherent tensor
representation, X ∈ RI1×···×IN , if and only if
[X ]i1...iN = x(z(1)i1 , ..., z
(N)
iN
), in ∈ N, z(n)in ∈ R (19)
Figure 3 illustrates the tensorization of samples from a field
on a 3-D coordinate system to form an order-3 tensor.
Remark 4. Consider an order-2 tensor, X ∈ RI1×I2 , sampled
from the field, x : R2 7→ R, on a 2D polar coordinate system.
Then, X is topologically coherent if [X ]i1i2 = x(z(r)i1 , z
(θ)
i2
),
where z(r)i1 and z
(θ)
i2
denote respectively the radial and angular
coordinates. Notice that if, in turn, the tensor were sampled
using a lattice on the 2D Cartesian coordinate system, then it
would be topologically incoherent.
( 1 , 1 , 1 )
...
...
...
...
( I1 , 1 , 1 )
( 1 , 2 , 1 )
...
...
...
...
( I1 , 2 , 1 )...
...
...
...
( 1 , I2−1, I3)......... ...
( I1 , I2−1, I3)
( 1 , I2 , I3)...
...
...
...
( I1 , I2 , I3)
1
2
...
I1
1 2 · · · I2
12
· · ·
I3
Fig. 3: Topologically coherent tensorization of samples using
their 3-dimensional coordinates.
C. Kronecker separable statistics
Consider a tensor, X ∈ RI1×···×IN , which has been coher-
ently sampled from a separable Gaussian field. By virtue of
the statistical properties of separable Gaussian random fields
in (17)-(18), it then follows that statistical properties of the
scalar-valued entries of X are also separable, that is
E {[X ]i1···iN } =
N∏
n=1
m
(n)
in
(20)
cov {[X ]i1···iN , [X ]j1···jN } =
N∏
n=1
σ
(n)
injn
(21)
where m(n)i is the mean parameter associated with the i-th
coordinate along the n-th mode of X , and similarly, σ(n)ij
is the covariance parameter associated with the i-th and j-th
coordinates along the n-th mode.
By jointly considering all of the elements in X , it can be
shown that the mean and covariance structures exhibit the
following Kronecker separable properties [19], [15]
E {x} = 1⊗
n=N
m(n) (22)
cov {x} = 1⊗
n=N
R(n) (23)
cov
{
X(n)
}
=
(
N∏
i=1
i 6=n
tr
Ä
R(i)
ä)
R(n) (24)
where m(n) ∈ RIn and R(n) ∈ RIn×In are respectively the
mode-n mean and covariance parameters. With reference to
(20)-(21), we have that [m(n)]i = m
(n)
i and [R
(n)]ij = σ
(n)
ij .
Remark 5. Intuitively, the mean structure in (22) is char-
acterised by the parameter, m(n), which describes the mean
of the fibres in the n-th mode. This contrasts the element-
wise based mean implied by the standard multivariate Gaus-
sian distribution. Similarly, the covariance structure in (23)
is parametrized in terms of linear fiber-to-fiber (multilinear)
covariances, R(n), which contrasts the linear pairwise based
definition of the covariance in the multivariate Gaussian
model.
Remark 6. A reshaping of the Kronecker separable mean in
(22) reveals that the tensor-valued representation of the tensor
mean exhibits a rank-1 canonical polyadic decomposition
(CPD) structure of the form
E {X} = N◦
n=1
m(n) (25)
Figure 4 shows the CPD structure of the order-3 tensor mean.
M = m(1)
m(2)
m(3)
Fig. 4: CPD structure of the order-3 tensor mean, M.
Example 1. To illustrate a physical interpretation of the
Kronecker separability property of the mean in (22) and
(25), consider the order-2 tensor-valued random variable,
X ∈ R10×10, which exhibits a separable deterministic mean,
M ∈ R10×10, in the sense that M is given by the outer
product of two single-dimensional vectors, m(1),m(2) ∈ R10,
as illustrated in Figure 5. The Kronecker separability arises
because the vector representation of M = m(1) ◦m(2) can be
written as
m = vec(M) = m(2) ⊗m(1) (26)
Example 2. To provide an intuitive perspective on the for-
mulation of the covariance structure in (23) (which is less
obvious), consider an order-2 tensor-valued variable, X ∈
R2×2, which consists of 4 scalar-valued random variables,
a, b, c, d ∈ R, as illustrated in Figure 6. Notice that X
has alternative representations in terms of its mode-1 fibers,
f
(1)
i ∈ R2, and mode-2 fibers, f (2)i ∈ R2, that is, in terms of
its columns and rows.
X
a c
b d
f (2)
T
1
f (2)
T
2
f (1)1 f
(1)
2
= = =
Fig. 6: The order-2 tensor, X, represented in terms of its
scalar-valued entities, {a, b, c, d}, and mode-1 and mode-2
fibers.
5(a) Tensor mean, M =m(1) ◦m(2) ∈ R10×10.
(b) m(1) ∈ R10. (c) m(2) ∈ R10.
Fig. 5: The Kronecker separable mean of an order-2 tensor
variable, X ∈ R10×10. (a) The tensor mean, M ∈ R10×10. (b)
The mode-1 mean component, m(1) ∈ R10. (c) The mode-2
mean component, m(2) ∈ R10.
The tensor, X, can also be described using its vector and
mode-n unfolded representations, as shown in Figure 7.
x
a
b
c
d
= X(1) f
(1)
1 f
(1)
2
= X(2) f
(2)
1 f
(2)
2
=
Fig. 7: The vector (left panel), mode-1 unfolding (middle
panel) and mode-2 unfolding (right panel) representations of
the order-2 tensor, X in Figure 6.
The mean of the vector representation of X is given by
E {x} =

ma
mb
mc
md
 (27)
with its mean parameters taking the form
m(1) =
ñ
m
(1)
1
m
(1)
2
ô
(28)
m(2) =
ñ
m
(2)
1
m
(2)
2
ô
(29)
where, m(n)i = [m
(n)]i. The separability condition on the
mean therefore asserts that
E {x} = m(2) ⊗m(1) =

m
(2)
1 m
(1)
1
m
(2)
1 m
(1)
2
m
(2)
2 m
(1)
1
m
(2)
2 m
(1)
2
 (30)
In turn, the covariance of each representation is given by
cov {x} =

σ2a σab σac σad
σab σ
2
b σbc σbd
σac σbc σ
2
c σcd
σad σbd σcd σ
2
d
 (31)
cov
¶
f (1)
©
=
ñ
σ
(1)
11 σ
(1)
12
σ
(1)
21 σ
(1)
22
ô
(32)
cov
¶
f (2)
©
=
ñ
σ
(2)
11 σ
(2)
12
σ
(2)
21 σ
(2)
22
ô
(33)
where, σ(n)ij = [cov
{
f (n)
}
]ij denotes the covariance between
the i-th and j-th elements of the mode-n fibres, whereby
σ
(n)
ii ≡ σ(n)2i . The separability condition on the covariance
then asserts that
cov {x} = cov
¶
f (2)
©
⊗ cov
¶
f (1)
©
(34)
that is
cov {x}=

σ
(2)
11 σ
(1)
11 σ
(2)
11 σ
(1)
12 σ
(2)
12 σ
(1)
11 σ
(2)
12 σ
(1)
12
σ
(2)
11 σ
(1)
12 σ
(2)
11 σ
(1)
22 σ
(2)
12 σ
(1)
12 σ
(2)
12 σ
(1)
22
σ
(2)
12 σ
(1)
11 σ
(2)
12 σ
(1)
12 σ
(2)
22 σ
(1)
11 σ
(2)
22 σ
(1)
12
σ
(2)
12 σ
(1)
12 σ
(2)
12 σ
(1)
22 σ
(2)
22 σ
(1)
12 σ
(2)
22 σ
(1)
22

(35)
Figure 8 further illustrates this concept, and shows that
within the unstructured multivariate representation (left panel)
each pairwise covariance parameter is distinct. In turn, the
Kronecker separable representation (right panel) significantly
reduces the number of parameters required to describe the
entire covariance structure, as indicated by a distinct colour
assigned to each distinct parameter.
For instance, σ2a = σ
(2)
11 σ
(1)
11 asserts that the variance of a,
which resides in the first column and first row of X, is equal
to the product of the variance parameters associated with the
first row and first column. Similarly, σac = σ
(2)
12 σ
(1)
11 asserts
that the covariance between variables a and c is equal to the
product of the covariance parameter shared by the first and
second columns, σ(2)12 , where a and c respectively reside, scaled
by the variance parameter associated with the first row, σ(1)11 ,
where both variables reside.
a c
b d
σac
σab σcd
σbd
σbc
σad
σ2a σ
2
c
σ2b σ
2
d
a c
b d
σ(2)12σ
(1)
11
σ(2)12σ
(1)
22
σ(2)11σ
(1)
12 σ
(2)
22σ
(1)
12
σ(2)12σ
(1)
12
σ(2)11σ
(1)
11 σ
(2)
22σ
(1)
11
σ(2)11σ
(1)
22 σ
(2)
22σ
(1)
22
Fig. 8: Illustration of the covariance of a 2D tensor, X ,
based on the unstructured multivariate case (left panel) and
the Kronecker separable case (right panel). Each distinct
parameter is highlighted in a distinct color.
6D. Parameter reduction through Kronecker separability
Observe that the unstructured mean vector, m ∈ RK ,
contains K distinct parameters, whereas its Kronecker sep-
arable counterpart, ⊗1n=N m(n), reduces to
∑N
n=1 In < K
parameters.
Similarly, the unstructured covariance, R ∈ RK×K ,
consists of 12
(
K2 +K
)
distinct parameters, whereas its
Kronecker separable counterpart, ⊗1n=N R(n), reduces to
1
2
∑N
n=1
(
I2n + In
)
parameters.
Remark 7. The Kronecker separability conditions in (22)-
(23) provide a rigorous and parsimonious alternative to the
classical unrestricted estimate of m and R, which is unstable
or even unavailable if the dimensions of a data tensor are large
compared to the sample size.
Example 3. Consider a symmetric order-N tensor with all
modes of the same dimension, that is, In = I for all modes
n, thereby containing K = IN elements in total. Then,
the number of distinct parameters given by the unstructured
multivariate Gaussian model and by its Kronecker separable
counterpart reduce respectively to
ηmulti =
1
2
(
I2N + 3IN
)
, η tensor =
N
2
(
I2 + 3I
)
(36)
Notice that with an increase in the order of the tensor, N , the
ratio of the respective distinct parameters, η tensorη multi , approaches
zero in the limit for all I > 1, that is
lim
N→∞
η tensor
ηmulti
= 0, I > 1 (37)
Figure 9 illustrates the immediate reduction in parameters
resulting from an increase in the order of the tensor, N , which
demonstrates the utility of tensor-valued models for alleviating
the curse of dimensionality.
2 3 4 5 6 7 8 9 10
I
0.0
0.2
0.4
0.6
0.8
1.0
η tensor
ηmulti
N = 1
N = 2
N = 3
N = 4
N = 5
Fig. 9: The ratio of distinct parameters between the structured
tensor model and the classical unstructured model, η tensorη multi , for
a varying mode dimensionality, I , and tensor order, N .
IV. TENSOR-VALUED GAUSSIAN DISTRIBUTION
The Gaussian distribution has become a ubiquitous statis-
tical model for describing the mean and covariance struc-
ture of random variables observed across a broad variety
of disciplines. The material in Section III will now serve
as background to derive the tensor-valued extension of the
Gaussian distribution, which can be used to describe the mean
and covariance structure of multidimensional signals.
A. Related work
It has already been established that the tensor-valued ran-
dom variable, X ∈ RI1×···×IN , exhibits a Gaussian distri-
bution, defined by the tensor mean, M ∈ RI1×···×IN , and
mode-n covariance, R(n) ∈ RIn×In , if and only if its vector
representation, x ∈ RK , is distributed according to [15]
x ∼ N
Å
m,
1⊗
n=N
R(n)
ã
(38)
where m = vec(M). With the condition in (38), it is
straightforward to show that the probability density function
of X is given by
p(X ) =
exp
î
− 12 (x−m)T
(⊗1n=N R(n)−1) (x−m)ó
(2pi)
K
2 det
1
2
(⊗1n=N R(n))
(39)
The maximum likelihood (ML) estimator of the order-2 tensor
(matrix) Gaussian parameters was first introduced in [21],
and has been recently extended to the order-N tensor-valued
case in [15]. The estimator is obtained by maximizing the
associated log-likelihood of observing T samples, denoted by
X (t) ∈ RI1×···×IN , under the distribution in (39), that is
L =
T−1∑
t=0
ln p
(
X (t)
∣∣∣M, {R(n)}Nn=1) (40)
The stationary points necessary to determine the ML estimator
are obtained upon setting the derivatives of L with respect to
each parameter to zero.
The expression for the stationary point with respect to the
tensor mean, M, can be rearranged to yield the sample mean
M = 1
T
T−1∑
t=0
X (t) (41)
In turn, the stationary point obtained with respect to each
mode-n covariance parameter, R(n), does not lead to an
estimator in closed-form. An iterative procedure based on the
block coordinate descent algorithm [21], [26], often referred
to as the flip-flop algorithm, is therefore employed to approach
the ML estimate of R(n), given by
R(n) =
In
TK
T−1∑
t=0
S(n)(t)
Ñ
1⊗
i=N
i 6=n
R(i)−1
é
ST(n)(t) (42)
where S(n) is the mode-n unfolding of the centred tensor-
valued random variable, S = X −M.
It is important to notice that there exist several issues with
the existing formulation of the tensor Gaussian distribution:
(i) The global optimality of the iterative scheme in (42) is
not guaranteed with respect to the composition ⊗1n=N R(n). It
is well known that the general class of alternating and cascaded
schemes proposed for tensor-valued estimation problems, such
as the alternating least squares [27], [28] and tensor least mean
square [29], exhibit only local optimality. Global optimality
can only be attained by evaluating the stationary point of L
with respect to ⊗1n=N R(n), as opposed to parallel evaluations
of R(n) for each n = 1, ..., N ;
7(ii) The estimates, R(n), are non-identifiable, whereby
different values of the parameters may generate equivalent
probability distributions. Since the identifiability condition is
absolutely necessary for the ML estimator to be statistically
consistent [30], we can immediately conclude that the esti-
mates obtained from the flip-flop algorithm are statistically in-
consistent with respect to R(n) for all n. With this formulation,
only the composition, ⊗1n=N R(n), can be uniquely identified
[21]. To see this, notice that an iterative solution can only
estimate R(n) up to a multiplicative constant, e.g. by defining
Θ(n) = aR(n) and Θ(m) = 1aR
(m), for any a 6= 0, we obtain
the same composition, since Θ(n) ⊗ Θ(m) = R(n) ⊗ R(m)
and so both estimates yield the same Kronecker product.
(iii) The tensor mean, M, does not exhibit the separability
property in (25), which is required for a rigorous definition
of a tensor-valued variable which represent the discrete-space
counterpart of the continuous separable Gaussian field.
B. The proposed statistically identifiable formulation
To resolve the aforementioned issues, we propose a new
representation-invariant formulation of the tensor-valued prob-
ability distribution, based on the following rationale:
(i) The variance of the random tensor, X , is invariant to the
data representation, that is, for both the original data tensor
and any of its unfoldings we have
var {X} = var {x} = var {X(n)} , ∀n (43)
since the representations contain the same data entries. Con-
sequently, the mode-n covariance parameters, R(n), should
exhibit the same Frobenius norm for all modes n. This
contrasts the distribution formulation employed in [21], [15]
which assumes that the variances at different modes can differ.
In other words, in the existing formulation, the parameters
R(n) are unconstrained.
A first step to resolving the non-identifiability issue is to
dissociate the magnitude of the variance from the covariances
parameters, {R(n)}Nn=1. This is achieved by introducing the
mode-n matrices, Θ(n) ∈ RIn×In , and the variance parameter
σ2 ∈ R, to yield
1⊗
n=N
R(n) = σ2
Å
1⊗
n=N
Θ(n)
ã
(44)
where
σ2 = var {X} = tr
Å
1⊗
n=N
R(n)
ã
(45)
A physically meaningful condition is to enforce the trace of
the so introduced parameters, {Θ(n)}Nn=1, to have unit value,
that is, tr
Ä
Θ(n)
ä
= 1, ∀n.
Intuitively, Θ(n) can be thought of as the covariance density
at the n-th mode, whereby its (i, j)-th element describes the
percentage of the total variance, σ2, assigned to the covariance
between the i-th and j-th elements of the mode-n fiber,
as shown in the sequel. Moreover, the unit-trace condition
satisfies the definition in (45).
(ii) A rigorous definition of the tensor Gaussian variable,
based on the statistical properties of separable Gaussian fields,
requires the mean to be separable, as in (25). Based on the
arguments in point (i), we allow the mean to exhibit the
following separable structure
m = α
Å
1⊗
n=N
µ(n)
ã
(46)
where α ∈ R is a positive scaling factor, and the vectors
µ(n) ∈ RIn are constrained to be unit vectors, i.e. ‖µ(n)‖ = 1
for all n. In the tensor representation, this becomes
M = α
(
N◦
n=1
µ(n)
)
(47)
In the following, we show that the distribution formulation is
statistically identifiable if and only if we employ the proposed
model in (47), as opposed to the existing model in (25) where
the vectors, m(n), are unconstrained.
With the proposed distribution formulation, the Kronecker
separability properties of the mean and covariance reduce to
E {x} = α
Å
1⊗
n=N
µ(n)
ã
(48)
cov {x} = σ2
Å
1⊗
n=N
Θ(n)
ã
(49)
cov
{
X(n)
}
= σ2Θ(n) (50)
with the conditions tr
Ä
Θ(n)
ä
= 1 and ‖µ(n)‖ = 1 for all n.
Therefore, the probability density of the vector representation
is described according to
x ∼ N
Å
α
Å
1⊗
n=N
µ(n)
ã
, σ2
Å
1⊗
n=N
Θ(n)
ãã
(51)
C. Drawing samples from the distribution
To draw a tensor-valued sample, X ∈ RI1×···×IN , from the
distribution in (51), we must first generate a sample from the
Gaussian distribution, w ∼ N (0K×1, IK), to obtain
x = α
Å
1⊗
n=N
µ(n)
ã
+ σ
Å
1⊗
n=N
Θ(n)
1
2
ã
w (52)
where (·) 12 denotes the Cholesky factorization. The sample x
is then reshaped into the tensor X ∈ RI1×···×IN .
Remark 8. The authors in [23] have also considered a tensor-
valued Gaussian model with a structured mean of the form
M = A N×
n=1
Bn (53)
However, the maximum likelihood estimates are obtained
through an iterative algorithm. For rigour, our proposed model
assumes that M is a rank-1 tensor, which is motivated by
the physical properties of Gaussian random fields, and the
constituent parameters, α and {µ(n)}Nn=1, can be obtained
analytically as shown in the sequel.
Remark 9. Independently, the authors in [31] proposed
similar formulations for the covariance structure within the
context of tensor-valued empirical Bayesian inference. The
extension of Stein’s loss function was considered to derive
the biased estimator of {R(n)}Nn=1, and the parametrization
{σ2, {Θ(n)}Nn=1}, with det
Ä
Θ(n)
ä
= 1, ∀n, was employed.
The solution method is analogous to the flip-flip algorithm.
8Owing to the non-convexity of the space of unit-determinant
matrices, the authors in [31] propose a stochastic approxima-
tive solution which employs the space of unit-trace symmetric
positive definite matrices, which is convex. This finding,
although derived from a different perspective and employed
in a different context, complements and supports the results
demonstrated herein. Of particular relevance to this work is the
suggestion in [31] that the unit-trace condition serves as the
basis of a general solution method for tensor-valued problems.
D. Maximum likelihood estimator
To derive the maximum likelihood (ML) estimates of the
proposed parameters, consider the log-likelihood of T samples
being distributed according to (51), that is
L =
T−1∑
t=0
ln p
(
x(t)
∣∣∣α, {µ(n)}Nn=1, σ2, {Θ(n)}Nn=1)
= −TK
2
ln
(
2piσ2
)− N∑
n=1
TK
2In
ln
Ä
det
Ä
Θ(n)
ää
− 1
2σ2
T−1∑
t=0
(x(t)−m)T
Å
N⊗
n=1
Θ(n)−1
ã
(x(t)−m) (54)
where m = α
(⊗1n=N µ(n)).
The stationary point of L with respect to the mean param-
eters, m = α
(⊗1n=N µ(n)), yields the sample mean
α
Å
1⊗
n=N
µ(n)
ã
=
1
T
T−1∑
t=0
x(t) (55)
The optimal estimates of the constituent parameters, in the
minimum mean square error sense, are given by the best rank-
1 tensor approximation of the sample mean tensor, that is
1
T
T−1∑
t=0
X (t) = α
(
N◦
n=1
µ(n)
)
(56)
which is, in essence, a rank-1 canonical polyadic decomposi-
tion (CPD). It is important to highlight that existing techniques
for evaluating the best rank-1 CPD from a generic rank-
R tensor cannot guarantee global optimality of the solution.
However, for rank-1 tensors, the best rank-1 CPD can be
evaluated explicitly using the multilinear singular value de-
composition [32], [33], whereby α is the CPD core value and
µ(n) is the mode-n CPD factor. Notice that in this way the
unit-vector property of µ(n) is also satisfied.
Upon introducing the centred tensor variable
S(t) = X (t)− α
(
N◦
n=1
µ(n)
)
(57)
the stationary point of L with respect to
Ä
⊗1n=N Θ(n)
ä
yields
the globally optimum estimator
1⊗
n=N
Θ(n) =
1
Tσ2
T−1∑
t=0
s(t)sT(t) (58)
with s(t) = vec(S(t)). By imposing the unit-trace condition,
tr
Ä
Θ(n)
ä
= 1, ∀n, and using properties of the Kronecker
product trace [34], we find that tr
Ä
⊗1n=N Θ(n)
ä
= 1. There-
fore, by evaluating the trace of the LHS and RHS of (58), we
can directly determine the ML estimator of σ2, which is of
the form
σ2 =
1
T
T−1∑
t=0
sT(t)s(t) (59)
Next, upon rearranging the condition in (50), we obtain
Θ(n) =
1
Tσ2
T−1∑
t=0
S(n)(t)S
T
(n)(t) (60)
Remark 10. With regard to the Kronecker separable first- and
second-order moments in (20)-(21), we can show that with the
proposed formulation we obtain
E {[X ]i1...iN } = α
N∏
n=1
[µ(n)]in (61)
cov {[X ]i1...iN , [X ]j1...jN } = σ2
N∏
n=1
[Θ(n)]injn (62)
E. Conditions for identifiability, uniqueness and consistency
A consistent estimator is one that converges in probability to
the true value as the sample size, T , approaches infinity, for all
possible values. To establish the consistency of an estimator,
the following conditions are sufficient [30]: (i) identifiability
of the model; (ii) compactness of the parameter space; (iii)
continuity of the log-likelihood function; (iv) dominance of the
likelihood function. Under the assumptions that the observa-
tions,X (t), are i.i.d. and that the law of large numbers applies,
the conditions for compactness, continuity and dominance
hold, and are only mild conditions.
In turn, the condition for the identifiability is absolutely
necessary for the ML estimator to be consistent, as the
identifiability condition asserts that the log-likelihood has a
unique global maximum [35]. The importance for consistency
of an ML estimator, as it reaches the global maximum, has
practical implications. Namely, iterative maximization proce-
dures may typically converge only to a local maximum, but
the consistency results only apply to the global maximum
solution. Therefore, under the mild conditions stated above,
if the proposed estimator is unique, it is also consistent.
To this end, we show that the ML estimator for the mode-n
covariance density matrix, Θ(n), is unique if and only if the
number of i.i.d. random samples, T , drawn from (51) satisfies
T > max
Å
I21
K
, · · · , I
2
N
K
ã
(63)
which is consistent with Theorem 3.1 from [22]. Taking the
rank of the LHS and RHS of (60), we obtain
rank
Ä
Θ(n)
ä
= rank
(
1
Tσ2
T−1∑
t=0
S(n)(t)S
T
(n)(t)
)
=(T − 1)K
In
(64)
Since Θ(n) is positive definite, we must have that
rank
Ä
Θ(n)
ä
= In. It then follows that the condition T >
I2n
K ,∀n, is necessary for the estimator to be consistent. The
condition for consistency therefore reduces to (63).
9Example 4. The statistical consistency of the proposed ML
estimators were verified empirically. The sampling procedure
derived in Section IV-C was employed to generate T order-3
tensor-valued samples, X (t) ∈ R2×3×4, from the proposed
tensor-valued Gaussian distribution, parametrized as follows
x ∼ N
Å
α
Å
1⊗
n=3
µ(n)
ã
, σ2
Å
1⊗
n=3
Θ(n)
ãã
(65)
The procedure was implemented using our own Python
Higher-Order Tensor ToolBOX (HOTTBOX) [36]. The param-
eters of the distribution were chosen arbitrarily so as to satisfy
the unit-vector property of µ(n) and the unit-trace property of
Θ(n) for all n. The estimation variance was defined as
var
¶
θˆ
©
= E
¶
‖θˆ − θ‖2
©
(66)
where θˆ is the estimate of the true parameter θ, and was
evaluated for each parameter using sample lengths, T , in the
range [1, 105]. The results were averaged over 1000 indepen-
dent Monte Carlo simulations and are displayed in Figure 10.
The asymptotic convergence exhibited by the proposed ML
estimators to their true value with increasing sample length,
T , therefore verifies their statistical consistency.
Remark 11. Notice that for X (t) ∈ R2×3×4, the ML
estimates can even be computed with T = 1 samples since
from (63) we have that T = 1 > max
(
4
24 ,
9
24 ,
16
24
)
.
Remark 12. The maximum likelihood estimators of the vari-
ance and covariance parameters of the Gaussian distribution
are biased, however, a multiplication of the estimates by the
factor TT−1 , referred to as Bessel’s correction, yields unbiased
estimators. We therefore employed Bessel’s correction in Ex-
ample 4 to ensure the ML estimates were unbiased.
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Fig. 10: The variance of empirical parameter estimation as a
function of the sample size, T , for the proposed ML estimator,
computed over 1000 independent realisations.
V. MULTIVARIATE TENSOR-VALUED GAUSSIAN
DISTRIBUTION
After having established statistical properties of tensor-
valued Gaussian random variables, a natural next step is to de-
fine the joint probability density function of multiple univariate
tensor-valued Gaussian random variables, X 1,X 2, ...,XM ∈
RI1×···×IN , where the marginal distribution with respect to
each variable, X i, takes the form as in (39). To this end, we
first show that the density function of the joint distribution is
not an obvious extension of the univariate tensor-valued case,
and proceed to show that the multivariate covariance matrix
does not exhibit the Kronecker separability property, but is
instead Khatri-Rao separable.
For clarity, we begin by extending the non-identifiable
version of the distribution formulation in (38) to the multi-
variate tensor case, and then derive its identifiable counterpart,
whereby different values of the parameters strictly generate
different probability distributions.
Consider an order-N tensor-valued Gaussian random vari-
ables, X i ∈ RI1×···×IN , for i = 1, ...,M , with each variate
described according to the marginal distribution (in the vector
form)
xi ∼ N
Å
1⊗
n=N
m
(n)
i ,
1⊗
n=N
R
(n)
ii
ã
(67)
The tensor-valued variables, X i, can be stacked together
to form a multivariate tensor-valued random variable, Z ∈
RI1×···×IN×M , of order (N +1). In the vector representation,
this amounts to forming the vector, z ∈ RMK , as follows
z =

x1
x2
...
xM
 (68)
that is, z = vec(Z), where each vector is given in (67).
Since each constituent random variable, xi, is Gaussian
distributed, then so too is z, that is, z ∼ N (mz,Rzz). As
such, the mean vector, mz ∈ RMK , exhibits the following
block matrix structure
mz =

⊗1n=N m(n)1
⊗1n=N m(n)2
...
⊗1n=N m(n)M
 (69)
However, the structure of Rzz ∈ RMK×MK is less obvious.
From the separability property of Gaussian random fields in
(18), it follows that cov {xi,xj} = ⊗1n=N Rij is Kronecker
separable for all i, j, which leads to the formulation in (70)
Rzz =

⊗1n=N R(n)11 ⊗1n=N R(n)12 · · · ⊗1n=N R(n)1M
⊗1n=N R(n)21 ⊗1n=N R(n)22 · · · ⊗1n=N R(n)2M
...
...
. . .
...
⊗1n=N R(n)M1 ⊗1n=N R(n)M2 · · · ⊗1n=N R(n)MM
 (70)
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The multivariate tensor mean and covariance parameters in
(69)-(70) can be equivalently expressed through the following
Khatri-Rao products
mz =
1
©∗
n=N
m(n)z , Rzz =
1
©∗
n=N
R(n)zz (71)
where m(n)z ∈ RMIn and R(n)zz ∈ RMIn×MIn are respectively
the multivariate tensor mode-n mean and covariance parame-
ters, defined as
m(n)z =

m
(n)
1
m
(n)
2
...
m
(n)
M
 , R(n)zz =

R
(n)
11 R
(n)
12 · · · R(n)1M
R
(n)
21 R
(n)
22 · · · R(n)2M
...
...
. . .
...
R
(n)
M1 R
(n)
M2 · · · R(n)MM

(72)
Therefore, the vector representation, z ∈ RMK , is distributed
according to
z ∼ N
Å
1
©∗
n=N
m(n)z ,
1
©∗
n=N
R(n)zz
ã
(73)
which asserts that the joint probability density function of the
tensor-valued random variables X 1, ...,XM is given by
p(Z) =
exp
[
− 12 (z−mz)T
Ä
©∗ 1n=N R(n)zz
ä−1
(z−mz)
]
(2pi)
MK
2 det
1
2
Ä
©∗ 1n=N R(n)zz
ä
(74)
where mz =
Ä
©∗ 1n=N m(n)z
ä
.
With the above derived properties of the multivariate tensor-
valued distribution we obtain the following result.
Proposition 1. The multivariate tensor-valued random vari-
able, z ∈ RMK , is said to exhibit a Khatri-Rao separable
statistics if and only if the following properties hold
E {z} = 1©∗
n=N
m(n)z (75)
cov {z} = 1©∗
n=N
R(n)zz (76)
cov
{
Z(n)
}
=
(
N
i=1
i6=n
ptr
Ä
R(i)zz
ä)
©∗ R(n)zz (77)
where  denotes the Hadamard (element-wise) product. With
reference to the constituent tensor-valued random variables,
the separability properties in (76)-(77) reduce to the following
cov {xi,xj} =
1⊗
n=N
R
(n)
ij (78)
cov
{
Xi(n),Xj(n)
}
=
(
N∏
k=1
k 6=n
tr
Ä
R
(k)
ij
ä)
R
(n)
ij (79)
Remark 13. As shown in Section IV-A for the univariate
tensor-valued case, the proposed multivariate tensor-valued
Gaussian distribution described by the second-order statistics
in (78)-(79) is non-identifiable, whereby different values of the
parameters may generate equivalent probability distributions,
and therefore the parameters cannot be estimated analytically.
A. The statistically identifiable formulation
Following the establishment of the analytical framework for
tensor-valued probability distribution in Section IV, we now
introduce the identifiable counterpart of the proposed multi-
variate tensor-valued distribution in (74), whereby different
values of the parameters strictly generate different probability
distributions, based on the following rationale.
The expected inner product between pairwise tensor-valued
random variables, X i and X j , is invariant to the data repre-
sentation, that is
E {〈X i,X j〉} = E {〈xi,xj〉} = E
{〈Xi(n),Xj(n)〉} (80)
for all n, and for both the direct data format and any vector
or matrix tensor unfolding. We can therefore dissociate the
expected inner product scale, σij = E {〈X i,X j〉}, from
the mode-n covariance matrices, R(n)ij , by introducing the
parameter Θ(n)ij ∈ RIn×In to yieldÅ
1⊗
n=N
R
(n)
ij
ã
= σij
Å
1⊗
n=N
Θ
(n)
ij
ã
(81)
where
σij = tr
Å
1⊗
n=N
R
(n)
ij
ã
(82)
To obtain an identifiable parametrization we must also impose
the unit-trace property on the introduced matrices, that is,
tr
Ä
Θ
(n)
ij
ä
= 1, ∀n, so as to resolve the scaling ambiguity
arising in Kronecker products described in Section IV-A.
Remark 14. Intuitively, Θ(n)ij can also be viewed as the
covariance density at the n-th mode, whereby it describes the
percentage of the total covariance, σij , assigned to each pair
of mode-n fibers. Moreover, the unit-trace condition satisfies
the definition in (82).
Furthermore, the separability property of the mean of X i in
the identifiable formulation, given by Mi = αi
Ä
◦Nn=1 µ(n)i
ä
,
also applies herein.
By jointly considering the parameters, αi, µ
(n)
i , σij and
Θ
(n)
ij , for all i, j = 1, ...,M and n = 1, ..., N , we can now
form the matrices
αz =

α1
α2
...
αM
 ∈ RM (83)
µ(n)z =

µ
(n)
1
µ
(n)
2
...
µ
(n)
M
 ∈ RMIn (84)
Σzz =

σ21 σ12 · · · σ1M
σ21 σ
2
2 · · · σ2M
...
...
. . .
...
σM1 σM2 · · · σ2M
 ∈ RM×M (85)
11
Θ(n)zz =

Θ
(n)
11 Θ
(n)
12 · · · Θ(n)1M
Θ
(n)
21 Θ
(n)
22 · · · Θ(n)2M
...
...
. . .
...
Θ
(n)
M1 Θ
(n)
M2 · · · Θ(n)MM
 ∈ RMIn×MIn
(86)
so that the proposed distribution is formulated as follows
z ∼ N
ÅÅ
αz
1
©∗
n=N
µ(n)z
ã
,
Å
Σzz
1
©∗
n=N
Θ(n)zz
ãã
(87)
The multivariate tensor probability density function then be-
comes
p(z) =
exp
[
− 12 (z−mz)T
Ä
Σzz©∗ 1n=N Θ(n)zz
ä−1
(z−mz)
]
(2pi)
K
2 det
1
2
Ä
Σzz©∗ 1n=N Θ(n)zz
ä
(88)
where mz =
Ä
αz ©∗ 1n=N µ(n)z
ä
.
Remark 15. For M = 1, the proposed multivariate tensor-
valued probability distribution in (88) reduces to the univariate
tensor-valued probability distribution in (51).
With the proposed identifiable formulation, the Khatri-Rao
separability properties of multivariate tensor-valued random
variable, z ∈ RMK , are given by
E {z} =
Å
αz
1
©∗
n=N
µ(n)z
ã
(89)
cov {z} =
Å
Σzz
1
©∗
n=N
Θ(n)zz
ã
(90)
cov
{
Z(n)
}
=
Ä
Σzz ©∗ Θ(n)zz
ä
(91)
With reference to the constituent tensor-valued random vari-
ables, the Khatri-Rao separability properties of the covariance
simplify to
E {xi} = αi
Å
1⊗
n=N
µ
(n)
i
ã
(92)
cov {xi,xj} = σij
Å
1⊗
n=N
Θ
(n)
ij
ã
(93)
cov
{
Xi(n),Xj(n)
}
= σijΘ
(n)
ij (94)
B. Maximum likelihood tensor-valued estimator
Since multivariate tensor-valued Gaussian probability dis-
tribution is a natural extension of the univariate tensor-valued
case, this gives us the opportunity to employ the proposed
relationships in (93)-(94) to obtain the ML estimators
σij =
1
T
T−1∑
t=0
sTi (t)sj(t) (95)
Θ
(n)
ij =
1
Tσij
T−1∑
t=0
Si(n)(t)S
T
j(n)(t) (96)
where σ2i ≡ σii. Furthermore, the ML estimation procedure
for determining αi and {µ(n)i }Nn=1 is equivalent to that for
univariate tensor-valued variables, that is, they are obtained
from the rank-1 multilinear SVD of the sample mean tensor
1
T
∑T−1
t=0 X i(t).
VI. APPLICATIONS TO ATMOSPHERIC CLIMATE ANALYSIS
In this section, we demonstrate the ability of the proposed
probabilistic model in (51) to statistically characterise atmo-
spheric climate data. We modelled the ECMWF ReAnalysis
(ERA5) dataset [37], which provides global estimates of
atmospheric, land and oceanic climate variables in time, as a
tensor-valued Gaussian random variable. We considered daily
temperature measurements, each recorded at 00:00 GMT, at
a horizontal resolution of 31 km for 20 altitude levels within
the troposphere, ranging from the surface up to an altitude of
11 km. Each sample at a time instant t naturally takes the form
of an order-3 tensor, X (t) ∈ RI1×I2×I3 , where I1 = 721,
I2 = 1440 and I3 = 20 denote respectively the number of
latitude, longitude, and altitude grid points. We considered
samples ranging in the period 2019-10-01 to 2019-10-31, i.e.
T = 31 daily tensor-valued samples, thereby forming of an
order-4 tensor, D ∈ RI1×I2×I3×T , as illustrated in Figure 11.
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Fig. 11: Construction of the order-4 data tensor. Each sample,
X (t) ∈ RI1×I2×I3 , consists of temperature measurements in
the longitude × latitude × altitude space at a time instant t.
The statistical analysis was implemented using our own
Python Higher-Order Tensor ToolBOX (HOTTBOX) [36].
The sample mean, 1T
∑T
t=1X (t), and its associated mean
parameters, α and {µ(n)}3n=1 in (51), were evaluated and
are shown in Figure 12(a). Observe that the mode-1 CPD
factor, µ(1), conveys the expected variation of temperature in
the latitude dimension, whereby the maximum temperature is
observed at the equator. The mode-2 CPD factor associated
with the variation of temperature in the longitude dimension,
µ(2), conveys the diurnal temperature variation, that is, the
difference in temperature between regions in day and night
time. Similarly, the mode-3 CPD factor, µ(3), depicts the
expected decrease in atmospheric temperature with an increase
in altitude, which arises from the radiation and convection
behaviours typically observed in the troposphere.
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Fig. 12: First-order statistical description of the atmospheric
temperature. (a) Sample mean tensor with its rank-1 CPD
factors, {µ(n)}3n=1. (b) Rank-1 mean tensor reconstructed
from the CPD factors in (a), α(◦3n=1 µ(n)).
Remark 16. The rank-1 mean tensor M = α(◦3n=1 µ(n))
was constructed and is shown in Figure 12(b). The rank-1
representation explains 99.99% of the variance in the sample
mean, thereby demonstrating the suitability the tensor-valued
model for describing the data. The main advantage of the
model is the reduction of the number of parameters required
to characterise the mean, which reduces I1I2I3 = 20, 764, 800
parameters in 1T
∑T
t=1X (t) to (1 + I1 + I2 + I3) = 2, 182
parameters in α(◦3n=1 µ(n)).
To describe the variation of atmospheric temperature in
time with respect to the mean, we computed the mode-n
covariance density matrices, {Θ(n)}Nn=1, and displayed their
leading eigenvalues and leading two eigenvectors in Figure 13.
Observe that the sources of maximum temperature variation in
time along the latitude, longitude and altitude dimensions are
associated with changes in the global temperature, since all
entries in the eigenvector are of the same sign. Furthermore,
we can observe that temperature variation in time along the
latitude and longitudes dimensions are also governed by many
location-specific and idiosyncratic factors, as seen from the
their flat eigenvalue spectrum. This may owe to geography-
specific factors, such as the average humidity, the regime of
winds or the proximity to large bodies of water. In contrast,
the temperature variation in time along the altitude dimension
is mostly governed by the global temperature change, since the
leading eigenvalue explains more than 75% of the variance.
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Fig. 13: The leading eigenvalues, {λ(n)i }10i=1 (left panel) and
the leading two eigenvectors, {u(n)i }3i=1, (right panel) of the
mode-n covariance density matrix Θ(n). (a) Latitude (n = 1).
(b) Longitude (n = 2). (c) Altitude (n = 3).
VII. CONCLUSIONS
A statistically identifiable formulation of the tensor-valued
Gaussian distribution has been proposed which, unlike existing
solutions, exhibits the desired Kronecker separable statistics.
For rigour, the proposed model has been used to derive the
associated log-likelihood function which admits an analytical
maximum and corresponds to a statistically consistent max-
imum likelihood estimator. The so introduced probabilistic
framework has been generalised to describe the joint distri-
bution of multiple tensor-valued random variables, which is
characterised by Khatri-Rao separable statistics. It has been
shown that in this way the relationships in high-dimensional
data can be separated and distilled in a compact and physically
meaningful manner. The results are supported by an intuitive
example applied to real-world global atmospheric temperature
data, computed using our own Python toolbox for tensor
analysis [36].
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