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Abstract
A diﬃculty in the design of automated text summarization algorithms is in the objective evaluation.
Viewing summarization as a tradeoﬀ between length and information content, we introduce a technique
based on a hierarchy of classiﬁers to rank, through model selection, diﬀerent summarization methods.
This summary evaluation technique allows for broader comparison of summarization methods than the
traditional techniques of summary evaluation. We present an empirical study of two simple, albeit widely
used, summarization methods that shows the diﬀerent usages of this automated task-based evaluation
system and conﬁrms the results obtained with human-based evaluation methods over smaller corpora.1
1This report describes research done at the Center for Biological & Computational Learning, which is in the Department
of Brain & Cognitive Sciences at MIT and which is aﬃliated with the McGovern Institute of Brain Research and with the
Artiﬁcial Intelligence Laboratory.
This research was sponsored by grants from: Oﬃce of Naval Research (DARPA) Contract No. N00014-00-1-0907, Oﬃce of
Naval Research (DARPA) Contract No. N00014-02-1-0915, National Science Foundation (ITR/IM) Contract No. IIS-0085836,
National Science Foundation (ITR/SYS) Contract No. IIS-0112991, and National Science Foundation-NIH (CRCNS) Contract
No. IIS-0085836.
Additional support was provided by: AT&T, Central Research Institute of Electric Power Industry, Center for e-Business
(MIT), DaimlerChrysler AG, Compaq/Digital Equipment Corporation, Eastman Kodak Company, Honda R&D Co., Ltd., ITRI,
Komatsu Ltd., The Eugene McDermott Foundation, Merrill-Lynch, Mitsubishi Corporation, NEC Fund, Nippon Telegraph &
Telephone, Oxygen, Siemens Corporate Research, Inc., Sumitomo Metal Industries, Toyota Motor Corporation, WatchVision
Co., Ltd., and The Whitaker Foundation.
1
1 Introduction
Evaluation of text summaries can be divided into two main trends, those that attempt to evaluate the
quality of the summaries (“ideal” based), and those that assess performance in a given task (“task-based”).
As currently applied, both methods require human evaluation of the documents and the summaries. The
ideal based evaluation regards human-made summaries as the target in the comparison with automatic
summaries. However, as “there is no single correct summary” [4], diﬀerent experts might summarize the
same article diﬀerently therefore, “agreement between human judges becomes an issue” [8]. On the other
hand, task-based methods require human evaluators to process the information in order to accomplish a task
(often “categorization” or “reading comprehension”). In this case the diﬃculty lies in translating the results
into ranking of the summaries. Both methods are thoroughly reviewed in the TIPSTER2 project. Attempts
to compare diﬀerent methods using these evaluation tools concluded that improvements are required in order
to establish diﬀerences between summarizers [10]. For the “ideal” based analysis Hongyan et al [10] suggested
that the binary precision and recall measures are too sensitive to provide a robust evaluation, and, for the
task-based analysis, the measures used do not translate to any indicative measure of quality.
Among the various attempts to improve these evaluation techniques, D. Marcu [14] emphasizes the need
for evaluating not only the actual output (summaries) but the underlying assumptions of the method as
well. In this paper, extending Marcu’s position, we replace the a posteriori human judgment by an a priori
judgment, and evaluate summaries by the amount and level of detail of the information from the original
document they contain. Instead of evaluating summaries, we ask human experts to do two things, ﬁrst deﬁne
a set of labels that applies to the whole corpus of documents, and, second, describe the documents with
this set of labels. We describe a new technique to evaluate summaries based on this labelling. We train a
hierarchy of classiﬁers to become an expert in the evaluation of these labels for diﬀerent representations of
the documents, each a diﬀerent summary, and use model selection to ﬁnd the summarizer that describes
best the original labelling conditional on user’s preferences. The ﬁnal result is a quantitative comparison
between diﬀerent summarizers in terms of information content and level of detail. Our results in comparing
two simple summarization methods show that this procedure agrees with the results of previous work using
less quantitative evaluation methods.
The paper is organized as follows: section 2 introduces the formalism and implementation of the evaluation
system and its implementation. Section 3 introduces the methodology for performing controlled experiments
on document summarizers and presents teh result of a comparison between lead-based and headline based
sentence selection. Section 4 discusses the validity of the results obtained and the main critiques to this
approach to summary evaluation.
2 An automated task-based evaluation system
Formalization
We describe each summary by a triple:
〈length, information content, level of detail〉.
In order to evaluate information content and the level of detail, we deﬁne a strict partial order Q with binary
relations O = {,,=} over the level of detail of the questions qi ∈ Q. Where qi  qj implies that qi ∈ Q is
a question corresponding to the same topic as qj ∈ Q but with a higher level of detail. The partial order Q
corresponds to a set of questions agreed upon by a set of human experts, and depends on the data and the
coverage of the information desired. For each document in the corpus, a group of experts assigns a yes/no
value to each question q ∈ Q. Accordingly, each document is characterized by a set of pairs{〈qyes(0) , qno(0)〉, 〈qyes(0,0), qno(0,0)〉, 〈qyes(0,0,0), qno(0,0,0)〉, 〈qyes(0,1), qno(0,1)〉, · · · , 〈qyes(1) , qno(1)〉 · · ·}, (1)
2http://www.itl.nist.gov/iaui/894.02/related projects/tipster/
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where q(0)  q(0,1), and q(0) and q(1) are not comparable, and qyes(0) is the proportion of experts having
answered yes to the question q(0). We call the characterization of a document xj through equation (1)
the label of the document, and identify it by the letter yj . We further ask each human expert to ensure
consistency in his/her judgment in such a way that the following condition holds:
qi = no =⇒ q = no ∀q  qi (2)
Diﬀerent groups of experts are called to evaluate the same set of questions Q on the same documents once
summarized. The level of agreement between their judgment and the judgment of the ﬁrst group of experts is
an indication of the accuracy of the summary. The ﬁnal user shall decide among the summarizers the one that
provides the desired balance between the three parameters in the triple 〈length, information content, level of detail〉3.
This viewpoint describes a hierarchical (task-based) categorization system (equation (1) can easily be
translated into a tree-like graph through a Hasse diagram with a  element), in which documents are allowed
to belong to several categories (branches in the hierarchy) and describe information through diﬀerent levels
of detail (depth in the hierarchy). This is a typical information retrieval situation.
Model Selection
The description of the task-based evaluation by a partial order Q and several groups of experts allows
for an eﬃcient implementation of an automated evaluation system using machine learning techniques. Once
the corpus has been labeled by a group of human experts we partition the corpus into three sets: training
(T ), 1st validation (V1), and 2nd validation (V2) (for the moment we make no assumptions about how the
documents are represented in the corpus). A set of classiﬁers, each replying to a binary question qi, is trained
on T and its parameters are iteratively tuned on V1, to produce a hierarchy of classiﬁers. At this stage,
this hierarchy can be considered as an expert in the evaluation of the label of documents belonging to this
corpus.
Diﬀerent summarizers produce diﬀerent representations of the same corpus. Each can be used to train
a hierarchy of classiﬁers. Measuring the performance of each hierarchy on the corresponding represen-
tation of the set V2 will translate into a ranking of the summarizers, closely related to the choice of
〈length, information content, level of detail〉. This procedure, namely, model selection through a valida-
tion set, is the same that we applied to tune the parameters of the classiﬁers with V1.
Implementation
We build a set of classiﬁers following the structure of the partial order Q. Classiﬁers C0i , i = 1, ..,m are
trained to reply to each question q(i) ∈ Q, i = 1, ..,m in the ﬁrst level of the hierarchy. The classiﬁers are
tuned with the 1st validation set V1 to minimize the number of false negatives. Informally, this is equivalent
to recast the classiﬁcation problem as:{
0 : Inconclusive, 1 : qi = “clearly′′no
}
. (3)
The word clearly implies that the classiﬁer output will be 1 when its reply to the question qi is no with a
probability higher than 1−δ. In this case, the consistency requirement imposed on the human evaluators (2)
makes processing qj  qi unnecessary. On the other hand, if the reply is inconclusive, there are two options:
• reﬁne the result from C0i for question qi with an additional classiﬁer C1i ,
• assume qi = yes and explore qj  qi.
Formally, a classiﬁer Cki that sees the document xj with real label yj applies the following decision criteria
fCki (x) =
{
1 P (qi = no | xj , θCki ) > τ,
0 otherwise.
(4)
3Note that in this formalization, the concept of ideal summary has become a relative measure of the choice of the values
of the triple 〈length, information content, level of detail〉. Thus allowing for diﬀerent choices of summarizers based on user
preferences.
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where θCki represents the parameters of classiﬁer C
k
i , and the Threshold τ ∈ R is set to ensure
P (yj{qi} = yes|fCki (xj) = 1) ≤ δ ∀xj ∈ V1. (5)
The procedure for training classiﬁers for questions qj  qi is analogous to the one detailed for the ﬁrst layer
of the hierarchy.
Remarks
The labeling of the classes adopted in equation (3) is a direct consequence of the choice of δ in equation
(5).The choice of a small value for δ makes classes in questions qj  qi more balanced and prevents errors
from propagating across the structure. Similar strategies have been applied to real-time object detection in
[20].
A side eﬀect of the choice of a small δ is the high value of the quantity
P (yj{qi} = no|fc(xj) = inconclusive). (6)
In fact, the hierarchy is mostly concerned on discarding clearly negative samples. This may result in a high
over-labeling4 of each sample. In order to prevent over-labeling, additional classiﬁers Cji may be nested for
each question qi to evaluate the samples considered inconclusive by the classiﬁer C
j−1
i .
Nesting classiﬁers has the eﬀect of producing a two-dimensional hierarchy. The ﬁrst dimension takes care
of the depth of information, or, level of detail through the partial order Q; the second dimension is produced
by nesting classiﬁers for each question qi. It is responsible for the accuracy of the classiﬁers in their joint
reply to the question qi. In the limit, the two-dimensional hierarchy should yield a system that classiﬁes
samples with an accuracy bounded by δ, the depth of the hierarchy, and the number of nested classiﬁers per
layer.
Evaluation measure
We benchmark performance on the hierarchy of classiﬁers using “soft” precision and recall measures 5 on
the class probability output of each classiﬁer. As noted before, and in [10], binary (“hard”) precision and
recall measures deﬁned on the class output do not provide suﬃcient resolution.
Given the probability output (PCki ) of the classiﬁer C
k
i for question qi on the sample xj , we deﬁne the
following quantities:
M ij =
{
PCki yj{qi} = yes,
0 otherwise
, U ij =
{
1− PCki yj{qi} = yes,
0 otherwise
, Oij =
{
PCki yj{qi} = no,
0 otherwise
Soft precision and recall of the labelling of sample xj result from the equalities:
precisionmethod(xj) =
∑
qi∈Q M
i
j∑
qi∈Q(M
i
j + O
i
j)
(7)
recallmethod(xj) =
∑
qi∈Q M
i
j∑
qi∈Q(M
i
j + U
i
j)
(8)
To compare visually diﬀerent distributions we use quantile plots of the F-measure introduced in [19] and
used in [8]:
F =
(β2 + 1)× precision× recall
β2precision+ recall
(9)
As noted in [1] for the usual choice β = 1, the F measure becomes the harmonic mean of the precision and
recall distributions.
4We deﬁne over-labeling as assigning a yes value to questions qi that are really negative in the original label y.
5the “soft” precision and recall measures deﬁned here attempt to solve the same problems outlined in [8], but diﬀer in the
implementation.
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User preferences
We now examine the role in the evaluation measure of the triple 〈length, information content, level of detail〉.
User preferences can be introduced in the previous reasoning by properly weighting each question in the eval-
uation measure. The following is an example of a customized precision measure
precisionmethod(xj) =
∑
qi∈Q wi ·M ij∑
qi∈Q wi · (M ij + Oij)
, (10)
where wi are the weights assigned by the user to each question.
3 Empirical analysis
We propose an alternate view on the problem of summarization through machine learning formalism, that
will allow us to introduce a method of performing controlled experiments to compare document summarizers.
3.1 Machine learning in text summarization
There is a large body of methods to automatically compose summaries [13], and several diﬀerent ways of
grouping these methods (M. Kan and K. McKeown [12], Sparck Jones [11]). However, these groupings are
independent from the evaluation techniques, which do not make any distinction between them [10].This
makes it diﬃcult to evaluate the speciﬁc improvements each summarization method incorporates.
Dissecting the problem into smaller steps has often been useful to reason about the similarities among
a priori diﬀerent methods. Hence we propose a partition of the summarization problem, similar to what is
described in [11], which will make comparison of diﬀerent methods suitable for identifying key implementation
choices.
We consider text summarization as a three step procedure
1. Inference or construction of a model of the text,
2. Feature selection, that is selection of units of content,
3. Compilation of the selected units of content.
The inference step characterizes each document in terms of a set of latent variables that may account for
syntax, lexical cohesion [7], segmentation [9], and/or statistics [21] of the document. The goal of the second
step is to choose the subset of units of content identiﬁed in the inference step, that best describes the
entire document up to a certain predetermined precision. The last step (compilation) recombines the units
of content of the document into a reader-friendly version, and often requires natural language processing
(NLP) techniques. Table 1 shows mappings of three known text summarization methods into these three
steps.
For each step, the choices of representation, the assumptions, and the goal, deﬁne the ﬁnal summarization
algorithm. Therefore, controlled experiments to compare diﬀerent algorithms with diﬀerent implementation
choices for each step are necessary to rank the key advances each algorithm incorporates.
3.2 Results
Having introduced our categorical evaluation system and a methodology for performing controlled experi-
ments to compare summarization methods, in this section we analyze the diﬀerences between two widely
used summarization techniques: lead-based summarization and headline based summarization. Despite its
simplicity, lead-based summarization has been found to be the best summarizer for news stories [5], and this
sole fact justiﬁes studying it and comparing it to its closest relative, headline-based summarization.
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Table 1: Examples of known algorithms as described by our dissection of text summarization
Step Representation Assumptions Algorithm
Lexical
Chains
summa-
rization
[2]
Inference Word sequence Lexical Cohesion, Distance
metric in wordnet [6].
Greedy strategy with word
’memory’, lexical chain
pruning.
Feature se-
lection
Sentences, lexi-
cal chains
Important sentences are the
highest connected entities
Sentence scoring through
lexical chains
Compilation Sentences Independence between units
of content
Display selection in order of
appearance
Lead-
Based
Inference None
Feature se-
lection
Sentences Important sentences are lo-
cated at the beginning of
document [4],[5]
Pick the ﬁrst n sentences
Compilation Sentences Independence between units
of content
Display selection in order of
appearance
Headline-
Based
Inference None
Feature se-
lection
Sentences and
words
Important sentences contain
words used in the headline [4]
Evaluate word co-
occurrence with headline
and select the n topmost
sentences
Compilation Sentences Independence between units
of content
Display selection in order of
appearance
Data:
Reuters Corpus; Volume 1: English Language, 1996-02-20 to 1997-08-19. Released on: 2000-11-03. For-
mat Version: 1. Correction Level:0. http://about.reuters.com/researchandstandards/corpus/.
We divided the corpus into a Training set (T : October 96, 71708 documents) and two validation sets (V1:
November 96, 67737 documents; V2: March 97, 64954 documents). The hierarchical categories of the corpus
provided the questions for the partial order Q. The ﬁrst two layers of the hierarchy were used (4 categories
in 1st layer and 37 in the 2nd). The hierarchy of classiﬁers was trained using maximum entropy on a “bag of
words” representation [15] of the summaries analyzed. The documents in the Reuters’ Corpus come in XML
format, and sentences (so called here due to its length and unity of content) come in between paragraph
marks (<p>...</p>). Stopwords were removed from the documents in all the experiments that follow.
3.2.1 Lead Based vs Headline based
We compare lead based and headline based summarization, as deﬁned in table 1. From the analysis in section
3.1, this comparison shall determine which feature selection method is better in the absence of additional
steps.
Headline based
The headline based method for sentence selection assesses the similarity between each sentence of the
document and the headline, and selects those sentences ranked above certain threshold of similarity. We
consider a measure of similarity between two sentences based on a measure of co-occurrence of words modiﬁed
from [1], frequently used in document retrieval and document clustering 6:
c(φi, φh) =
Ni,h
2
Ni + Nh − Ni,h2
(11)
6Other measures of similarity were analyzed, in particular, mutual information was discarded because it required an expo-
nential number of computations to compare the superset of the words used in each sentence and the headline
6
where Ni and Nh stand for the number of words that occur in φi and φh respectively. And Ni,h is the count,
with repetition, of the words that occur in both. The threshold for selection was set according to a cross
validation method to an 80% of agreement yielding summaries of 2.5 sentences in average (including the
headline), a signiﬁcant reduction from the average number of sentences in the full document: 11.
Lead based
The lead based method of sentence selection, selects the ﬁrst N sentences of the document. For the sake
of this comparison, N as set to 2,to match the average number of sentences selected by headline based
summarization. Additional experiments showed high insensitivity to changing the value of N between 1 and
4, even when N was set speciﬁcally for each document to match the number of sentences chosen by headline
based summarization for teh same document.
Results
Figure 1 shows the distribution of the F-measure (9) in the V2 set for lead based, headline based, and the
full text representations of the corpus. Additionally, we performed a Kolmogorov Smirnov (K-S) statistical
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Figure 1: Comparison of the distribution of documents in V2 for lead based, headline based, and full text represen-
tations. (a) On the entire hierarchy, (b) on the ﬁrst layer, (c) on the second layer.
test [17], to do pairwise comparisons of the distributions of the F-measure on the diﬀerent representations
of the documents shown in ﬁgure 1. Lead based is signiﬁcantly diﬀerent from the rest with p < 1e− 16, and
headline based and full text are diﬀerent with p = 6e− 4.
3.2.2 Random Sentence Selection
In order to show the eﬀectiveness of the evaluation method in diﬀerent conditions, ﬁgure 2 compares lead
based and headline based summarization against random sentence selection. As training and testing with
a random selection of sentences would yield no information about the quality of the summaries, for this
experiment, the hierarchy of classiﬁers was trained on the full text representation of the documents and
tested against each of the alternate representations. This explains the low individual performances. Figure
2 shows that both lead and headline based summarizers equally outperform random selection.
3.2.3 An attempt at improving Headline Based
The fact that lead based, a method for sentence selection independent from the content of the document
outperforms headline based selection, as shown in the previous sections is intriguing. The following two
hypothesis may contribute to explain that result:
• The documents, news stories, are written to stretch the main information in the ﬁrst lines. The strict
telegraphic writing style of the news stories seems to support that hypothesis.
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Figure 2: Comparison of the distribution of documents in V2 for lead based, headline based, and random selection
models. The hierarchy was trained on the full text representation. The number of sentences selected for each
document and summarization algorithm was given by the number of sentences selected by the headline based criteria
on each document.(a) On the entire hierarchy, (b) on the ﬁrst layer, (c) on the second layer.
• The comparison in the headline based selection algorithm is empoverished by the lack of a consistent
model of language. The statistical comparison lacks the ability to relate diﬀerent words that refer to
the same concept.
Looking at the disection of the summarization problem from the beginning of section 3 we introduce a model
of language in the inference step of headline based summarization, and thus examine the second hypothesis.
Obviously, the lead based criteria for sentence selection would not beneﬁt from such an inference step.
Model of Language
We consider language as a method to express ideas (I) in the form of an structured discourse. In this
model, words w appear as the only observables (i.e. random instances) of an idea:
P (wj |Ii) = P (Ii|wj)P (wj)
P (Ij) (12)
Each word must represent at least one idea
∃ i | P (wj |Ii) 	= 0 (13)
and if more than one, its meaning shall depend on the context surrounding the word. The context must be
fully determined by the ideas preceding the current one, thus verifying
P (It) =
∑
I1,...,It−1
P (It|I1, ..., It−1)P (I1, ..., It−1) (14)
where It is the idea being analyzed at time t, and I1, ..., It−1 represents a sequence of ideas from the distri-
bution of all possible sequences of ideas of length t − 1. Note the use of script letters to represent actual
random variables such as ideas and non-script letters to represent possible values an idea may take.
Equations (12), (13), (14) describe our abstraction for deﬁning a language.
Meaning Inference
Let us consider a document as a ﬁnite sequence of words that results from random sampling with probability
P (wj |It)
8
from the distribution of the corresponding sequence of ideas; t reﬂects the relative order in which the idea
occurred in the text and wj is a given word in our vocabulary.
For convenience we assume that context presents the Markov property, so equation (14) becomes:
P (It) =
∑
I)
P (It|It−1)P (It−1) (15)
equation (15) turns the model for sequences of ideas into a Markov model. Since ideas are only observed
through words, the model of language we propose is a Hidden Markov Model (HMM)[18], and meaning of
the words can be inferred through the maximum a posteriori (MAP) hidden state sequence
P (I1...In|w1, ...wn) (16)
or the sequence of maximum a posteriori hidden states
P (It|w1, ...wn)∀t ∈ 1, .., n (17)
where Ii is the meaning associated with the position t in the text and wi, the word observed at that position.
The inference of the sequence of ideas (the states of our HMM), will couple each word in the document
with an idea7. Replacement of words by ideas in the original document will allow to increase the similarities
between sentences for the headline based algorithm for sentence selection.
Note that tracking the words coupled with each idea in the sequence will yield the thread of an idea,
similar to the lexical chains described in [2].
Two options are preferred to train the Hidden Markov model:
1. Estimate a Hidden Markov Model from a set of documents parsed as sequences of “known” words.
This may be achieved through the EM algorithm.
2. Learn both the structure of the Hidden Markov Model and its parameters. By either best-ﬁrst merge
[16], entropic learning [3], or applying some form of clustering or latent analysis on the graph deﬁned
by a word co-occurrence matrix.
We chose the EM algorithm because, despite its disadvantages (it requires to ﬁx the number of ideas ≡
states; it is only guaranteed to converge to a local minima; is diﬃcult to scale to large vocabulary sizes), the
other two options, namely, structure and parameter learning, require a prohibitive number of calculations
for a large vocabulary as that of English Language.
Parameters
We trained an HMM assuming 20 states ( Ideas) over a vocabulary including the 90th percentile (1186
words) of our training set once all stopwords had been removed. The EM algorithm was fed with a topology
favoring self-transitions and ended when the ratio of change in the loglikelihood went below 10−4.8
Results
Figure 3, compares all the representations introduced so far, and shows that the introduction of the hidden
markov model in the so called ’augmented’ headline based summarizer did not produce any improvement.
The explanation for that may be found in the strict “telegraphic” style of Reuters’s news.
7Words that are unknown to our HMM will not be coupled with an idea. This bares some similarity with human under-
standing of documents: ignoring the meaning of a word does not prevent always from understanding the document.
8The choice to use a low number of ideas (20) aimed to increase similarity between sentences with lower rates of matching
words. The parameters for the HMM were decided after examination of HMMs of 10, 20, 50 and 100 states trained on diﬀerent
initial conditions and diﬀerent vocabulary sizes (50th, 60th 70th and 80th percentiles), and the choice was made for the HMM
that minimized loglikelihood over a validation set.
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Figure 3: Comparison of the distribution of documents in V2 for lead based, headline based, and augmented headline
based selection models. The hierarchy was trained on each summarizer’s training set. The number of sentences
selected for each document and summarization algorithm was given by the number of sentences selected by the
augmented headline based criteria on each document.(a) On the entire hierarchy, (b) on the ﬁrst layer, (c) on the
second layer.
4 Discussion
These results conﬁrm that lead-based summarization outperforms headline based summarization, and its
slightly more sophisticated form including a model for language for news articles. This was expected, as
lead-based summarization has been shown to outperform complex summarization methods [5] for news
stories, and it was already explained then by their particular writing style. The poor performance of the
augmented headline based summarization can be explained by the particular writing style of Reuters’ news
stories, too tailored for a quick read through lead-based analysis (from both computers and human readers).
And brings up the possible inadequacy of news stories for comparison of diﬀerent summarizers. Additionally,
these results conﬁrm the common intuition that summaries are better suited for communicating information
with a low level of detail than for communicating detailed facts (compare, for example, ﬁgures 1(c) and 1(b).
In general, the results presented in section 3 show that it is possible to compare diﬀerent summarization
methods quantitatively, and incorporate a controlled experiment methodology in the comparison. Indeed,
the strategy of pushing the human expertise backwards in the comparison procedure, has made possible
comparison of summarization methods over larger corpora.
Nonetheless, there are at least three possible critiques to our evaluation approach. The ﬁrst relates to
its inadequacy to evaluate all the details in the compilation step. Although this method does not attempt
to evaluate the style of the ﬁnal summary, it has been recently suggested [22] that human performance in
categorization of documents where all structural information has been removed is noticeably high.
The second critique relates to the inﬂuence of the performance of the classiﬁers on the ﬁnal measure. High
performance on the individual classiﬁers might be required to detect diﬀerences between more complex sum-
marization techniques than the ones analyzed here. This is analogous to requiring a high degree of expertise
from human evaluators asked to decide among two high quality summaries. In our hierarchy of classiﬁers, the
choice of the set of questions upper bounds the accuracy of the description of the documents; and the develop-
ment of a two-dimensional hierarchy should allow the performance of the hierarchy become arbitrarily close to
that upper bound. As mentioned above, user preferences also play a role in the choice of the best summarizer,
and our hierarchy handles them in choice of the triple 〈length, information content, level of detail〉.
The third critique emphasizes the inability of this approach to gage highly speciﬁc information. The
evaluation method presented here is only able to assess how close may two summarization methods agree
to classify documents under a possibly broad set of categories deviced by experts. However, this set of
categories being common to all the documents makes document speciﬁc information fall beyond its analytical
capabilities. For the sake of an example consider a classiﬁer trained to detect when a news story references
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a meeting between any two personalities, (call it meeting detector), thinking of increasing the number of
classiﬁers to account for all possible (or at least the most relevant) meetings between speciﬁc personalities
is simply absurd. Instead, complementing the meeting detector with an NLP system able to determine who
met, and if that information is still available in the summary, remains a more interesting option. Note
that, following with the example, the meeting detector is already able to determine if information about the
meeting has been lost, thus NLP techniques naturally complement this categorical evaluation system to gain
speciﬁcity on the analysis of the documents and summaries.
5 Conclusions
We have formalized a task-based summary evaluation system as a model selection problem. Our evaluation
technique consists of a hierarchy of classiﬁers that quantiﬁes diﬀerences between summaries by evaluating
their content and level of detail. In practice, we shift human expertise to an earlier step of the process allow-
ing processing of larger corpora. Additionally, the description of the summarization problem introduced in
section 3.1, combined with our automated task-based evaluation system, allows performing controlled exper-
iments to identify the choices of implementation that make summarization algorithms successful. During the
empirical analysis it has been noticed that the analysis of news stories, usual focus for most summarization
algorithms, may suﬀer from its particular writing style, as it tends to give certain advantage to seemingly
unstructured methods such as lead-based summarization.
The analysis of classiﬁcation tasks involving multiple classes and multiply labeled documents poses a
challenge for the application of machine learning to information retrieval. Our approach is of interest not
only for the evaluation of summarization techniques, where our automated task-based evaluation system
conﬁrms results obtained in previous work through human evaluation, but also for more general information
retrieval tasks. This is the case of tasks requiring the analysis of documents that belong simultaneously to
multiple diﬀerent categories, eg. categorization of web sites and e-mail classiﬁcation.
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