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Abstract
We analyze quantum no-scale regimes (QNSR) in perturbative heterotic
string compactified on tori, with total spontaneous breaking of supersymmetry.
We show that for marginal deformations initially at any point in moduli space, the
dynamics of a flat, homogeneous and isotropic universe can always be attracted
to a QNSR. This happens independently of the characteristics of the 1-loop effec-
tive potential V1-loop, which can be initially positive, negative or vanishing, and
maximal, minimal or at a saddle point. In all cases, the classical no-scale struc-
ture is restored at the quantum level, during the cosmological evolution. This
is shown analytically by considering moduli evolutions entirely in the vicinity of
their initial values. Global attractor mechanisms are analyzed numerically and
depend drastically on the sign of V1-loop. We find that all initially expanding
cosmological evolutions along which V1-loop is positive are attracted to the QNSR
describing a flat, ever-expanding universe. On the contrary, when V1-loop can
reach negative values, the expansion comes to a halt and the universe eventually
collapses into a Big Crunch, unless the initial conditions are tuned in a tiny re-
gion of the phase space. This suggests that flat, ever-expanding universes with
positive potentials are way more natural than their counterparts with negative
potentials.
∗thibaut.coudarchet@ens-lyon.fr, herve.partouche@polytechnique.edu
†Unité mixte du CNRS et de l’Ecole Polytechnique, UMR 7644.
1 Introduction
To account for an extremely small cosmological constant, a natural starting point in super-
gravity is the class of no-scale models [1]. The latter describe the spontaneous breaking of
local supersymmetry at a scale M that parameterizes a flat direction of a positive semi-
definite potential. In perturbative string theory in d dimensions, this setup can be realized
at tree level by coordinate-dependent compactification [2, 3], which implements the Scherk-
Schwarz mechanism [4]. The magnitude of the supersymmetry breaking scale measured in
σ-model frame, M(σ), can be restricted to be lower than the string scale Ms, for Hagedorn-
like instabilities [3, 5] to be avoided. However, quantum effects lift in general the classical
flat directions. At 1-loop, supposing for simplicity that there is no non-trivial mass scale
lower than M , a contribution of order (nF − nB)Md to the effective potential is generated,
where nF and nB are the numbers of massless fermionic and bosonic degrees of freedom. In
this case, a mechanism responsible for the stabilization of M would generically yield a large
cosmological constant. For this reason, the theories satisfying nF = nB, which are some-
times referred as “super no-scale models”, have attracted attention [6–8], since their 1-loop
effective potentials turn out to be exponentially suppressed. In some models, the potentials
can even vanish exactly at 1-loop, at specific points in moduli space [9]. However, even in
these instances, the smallness of the potential happens to be invalidated once Higgs masses
lower than M are introduced [7, 8], and/or generic higher order loop corrections are taken
into account [10].
Alternatively, one may not assume the stabilization of the supersymmetry breaking scale.
In this case, the motion of M induced by the effective potential may be analyzed in a cos-
mological framework [11,12], and eventually at finite temperature [12–15]. One of the main
motivations of [11] was to find conditions (which we extend in the present paper) for flat,
homogeneous and isotropic expanding universes to be allowed by the dynamics. In this
reference, the analysis is done by taking into account a reduced set of fields, namely the vol-
ume vol of the torus involved in the Scherk-Schwarz supersymmetry breaking, the dilaton φ
and the scale factor a of the universe. For convenience, the degrees of freedom associated
with ln(vol) and φ are implemented by two canonical fields Φ and φ⊥. They are orthogonal
linear combinations, where Φ is the “no-scale modulus” which satisfies M ≡ eαΦMs, with α
a normalization factor. The history of the universe described by a flat Friedmann-Lemaître-
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Robertson-Walker (FLRW) metric proves to depend drastically on the sign of the 1-loop
effective potential1:
• For nF ≥ nB, up to time reversal, the evolution is ever-expanding. At initial and late
times, it is driven by the kinetic energies of Φ and φ⊥, which dominate over the quantum
effective potential. As a result, the cosmological solution converges in both limits to classical
ones, which are characterized by exact no-scale structures with free scalars Φ and φ⊥.2 For
this reason, the universe is said to be at early and late times in “quantum no-scale regime”
(QNSR). It is only during an intermediate era that connects both QNSRs that the effective
potential is relevant. The latter may even induce a transient period of acceleration.
• For nF < nB, up to time reversal, three different histories can be encountered. In
two of them, the universe starts with a Big Bang dominated by the total energy (kinetic
plus potential) of Φ. Then, it may forever expand by entering in QNSR, or it may reach a
maximum size, before collapsing into a Big Crunch again dominated by the total energy of
the no-scale modulus. In the third kind of trajectories, the universe starts with a Big Bang
in QNSR, reaches a maximal size and then collapses as before in a Big Crunch dominated
by the total energy of Φ.
The goal of the present work is to improve the analysis of Ref. [11] by taking into account
the dynamics of other moduli fields. To be specific, we consider the heterotic string com-
pactified on a torus, where the Scherk-Schwarz spontaneous breaking of all supersymmetries
involves a single internal direction Xd. The latter is large, forM(σ) to be lower thanMs. Due
to the underlying maximally supersymmetric structure of the setup, all classical marginal
deformations can be interpreted as Wilson lines yIΥ, I ∈ {d, . . . , 9}, Υ ∈ {d, . . . , 25}. In
Sect. 2, we first present the generic expression of the 1-loop effective potential obtained by
switching on small deformations of any background (that has initially no non-trivial mass
scale below M). The Wilson lines associated with each gauge group factor can be massive,
massless or tachyonic. Then, we focus on a specific configuration to be analyzed in great
details, where the moduli of the internal directions Xd and Xd+1 are allowed to vary, while
all other deformations are frozen at extrema of the effective potential.
1Technically, similar analyzes involving scalar fields with exponential potentials can be found in Ref. [16].
They can be realized at tree level in string theory, with backgrounds involving compact hyperbolic internal
spaces, S-branes or non-trivial fluxes [17].
2These limit solutions become exact trajectories in the super no-scale models i.e. when nF − nB = 0.
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Sect. 3 is devoted to the derivation of exact results in the framework of the above simple
model. Beside Φ, the effective potential depends on φ⊥, which is no longer a free field, and on
three Wilson lines yd,d+1, yd+1,d and yd+1,d+1. Physically, yd+1,d+1 parameterizes a Coulomb
branch, and |yd+1,d+1|Ms is a contribution to the σ-model frame mass of the component fields
belonging to supermultiplets charged under the gauge group. When |yd+1,d+1|Ms  M(σ),
supermultiplets are light and their Kaluza-Klein (KK) towers of states along the large direc-
tion Xd contribute effectively to the 1-loop potential. In this case, yd,d+1 (or a combination of
all three Wilson lines when yd+1,d+1 is not exactly vanishing) plays the role of a phase, which
determines whether it is the fermions or the bosons within these charged supermultiplets
that acquire a mass by the supersymmetry breaking mechanism. The exact kinetic terms of
the model are also presented.
QNSRs compatible with weak string coupling are described in this setup in Sect. 4. They
involve the scale factor a, the scalars Φ, φ⊥, and the Wilson lines yd,d+1, yd+1,d, yd+1,d+1 which
at this stage are restricted to be small perturbations of the initial background. Both types
of regimes are considered, namely expanding eras t→ +∞ or Big Bangs t→
>
tBB, where t is
cosmic time and tBB a constant. Their existence is shown, regardless of the sign of nF − nB
and whether the small Wilson lines are massive, massless or tachyonic at 1-loop. Compared
to Ref. [11], a novelty is that the moduli space metric is curved, which implies non-canonical
kinetic terms. We find that this fact imposes a new condition for the universe to be in QNSR:
The scale M(σ) of supersymmetry breaking measured in sigma-model frame must increase
as t→ +∞ or t→
>
tBB. As a result, the regimes are valid until M(σ) reaches Ms, when new
stringy effects are expected to arise. Moreover, the new constraint reduces drastically the
phase space where the system in QNSR can evolve. For instance, it reduces it by a factor
of about 170 for d = 4. However, this does not mean that the initial conditions that yield
such regimes must be tuned within very narrow ranges, due to possible global attraction
mechanisms.
In Sect. 5, all results valid for small Wilson lines are checked by numerical simulations,
in the case of the QNSR t → +∞. Moreover, it turns out that the quadratic kinetic terms
are exact for arbitrary yd,d+1 and yd+1,d, as long as yd+1,d+1 is restricted to vanish. In Sect. 6,
we use this fact to simulate large deformations of the initial background parameterized by
the Wilson lines yd,d+1, yd+1,d. When the effective potential is positive, we find that for
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arbitrary initial conditions (up to time reversal), the universe expands and is attracted to
the QNSR t → +∞. On the contrary, when the potential is negative, for the universe to
be in QNSR t → +∞, its initial conditions must sit in the tiny phase space associated
with this regime. Otherwise, the initially growing scale factor reaches a maximal size before
collapsing. Altogether, these remarks suggest that in order to describe expanding universes
in the framework we have considered, naturalness favors models having more fermions than
bosons in their light spectra, nF − nB ≥ 0.
Our concluding remarks are given in Sect. 7, while technical derivations can be found in a
long but self-content Appendix. The latter describes the implementation of continuous and
discrete Wilson lines in an heterotic toroidal partition function, the spontaneous breaking of
supersymmetry, and generic formulas for the effective potential.
2 1-loop effective potential
The notion of QNSR in string theory was introduced in Ref. [11], in the context of the
heterotic string compactified on tori, where the total spontaneous breaking of supersymmetry
is implemented by a stringy Scherk-Schwarz mechanism. However, beside the scale factor of
the universe, only the dynamics of the dilaton and that of the internal volume involved in
the breaking of supersymmetry were taken into account. In order to remedy this fact, we
consider in this section features about the dependence of the 1-loop effective potential on all
moduli fields. We restrict our analysis to the case where the breaking of supersymmetry is
induced along a single internal direction.
Marginal deformations
To be specific, we consider a Minkowskian heterotic background in dimension d ≥ 3,3 with
internal space T 10−d,
R0,d−1 × T 10−d , (2.1)
where the total spontaneous breaking of supersymmetry is induced by a coordinate-dependent
compactification along the direction Xd. The gauge symmetry group arising in this no-scale
model from the Kac-Moody algebra realized on the right-moving bosonic side of the string
3The equations of motion and solutions we will derive in Sect. 4 are formally valid for arbitrary real
dimension d > 2. Cosmological evolutions in 2 dimensions could be find by taking the limit d→ 2+.
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is G26−d, where gauge groups of rank r will in general be denoted Gr. At this stage, the
background sits at a specific point of the Narain lattice moduli space [18]
SO(10− d, 26− d)
SO(10− d)× SO(26− d) , (2.2)
whose real dimension is (10 − d) × (26 − d). This manifold can be parameterized by the
internal metric GIJ , the antisymmetric tensor BIJ , I, J ∈ {d, . . . , 9}, and the Wilson lines
YIJ , J ∈ {10, . . . , 25}. However, all of these (10−d)×(26−d) moduli fields can be interpreted
from a KK point of view as the components along T 10−d of 10-dimensional vector bosons in
the Cartan subalgebra of G26−d. Thus, they can be viewed as Wilson lines, and it is natural
to split the associated degrees of freedom into initial background values (G+B)(0)IJ , Y
(0)
IJ and
arbitrary Wilson line deformations4
(G+B)IJ =
(
(G+B)dd (G(0) +B(0))dj +
√
2 ydj
(G(0) +B(0))id +
√
2 yid (G(0) +B(0))ij +
√
2 yij
)
,
YdJ = Y (0)dJ + ydJ , YiJ = Y
(0)
iJ + yiJ , i, j ∈ {d+ 1, . . . , 9}, J ∈ {10, . . . , 25}. (2.3)
In our conventions, yIΥ, I ∈ {d, . . . , 9}, Υ ∈ {d, . . . , 25}, is the Wilson line along XI of the
U(1) Cartan generator arising from the right-moving bosonic coordinate Υ. In particular,
factors
√
2 are introduced in components of the matrix (G + B) to account for the conven-
tional length
√
2 of the roots of the simply laced Lie groups. In this setup, the scale of
supersymmetry breaking measured in σ-model frame can be defined as the KK mass
M(σ) =
√
GddMs , (2.4)
where GIJ ≡ (G−1)IJ . As long as Gdd is at least slightly larger than 1, in which case
M(σ) ' Ms/
√
Gdd, no scalar field can be tachyonic at tree level, i.e. there is no possibility
for a Hagedorn-like instability to take place [5]. Moreover, the gauge symmetry G26−d is
spontaneously broken to U(1)× G25−d.
Higgs instabilities may however occur at the quantum level. In fact, if the classical no-
scale structure guaranties M(σ) and all other marginal deformations y’s to be flat directions
4Notations used in the core of the paper are slightly different from those used in the Appendix. The
antisymmetric tensor B stands for B+∆B in Appendices A.4–A.6. Moreover, in Eq. (A.25), Y (0)dJ is denoted
ηRJ , the arbitrary origin of the fields YiJ is chosen so that Y
(0)
iJ = 0, and the continuous Wilson lines are
denoted with upper indices “R”.
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of a positive semi-definite tree-level potential [1], this is no longer the case when perturbative
corrections are taken into account. As described extensively in the Appendix, a non-trivial
effective potential V(σ)1-loop is already generated at 1-loop. Assuming that M(σ) is lower than
the string scale Ms, and that the spectrum in the initial background has no mass scale
below M(σ),5 the generic form of V1-loop for small Wilson line deformations is [7, 8]
V(σ)1-loop = (nF − nB) vdMd(σ)
+Md(σ)
vd−2
2pi
25∑
Υ=d+1
cΥ
[
(d− 1)y2dΥ +
1
Gdd
9∑
i=d+1
y2iΥ
]
+ · · ·
+O
(
(cMsM(σ))
d
2 e−2picMs/M(σ)
)
, (2.5)
where the ellipses stand for higher order interactions in y’s. In this expression, nB and nF
are the numbers of massless bosonic and fermionic degrees of freedom in the undeformed
background, while vd is a dressing coefficient that accounts for the towers of associated KK
modes arising from the large supersymmetry breaking compact direction Xd,
vd =
Γ(d+12 ) ζ(d+ 1)
2d−1 pi 3d+12
(
1− 12d+1
)
. (2.6)
In the last line, cMs is the lowest mass scale above M(σ). When the former is much larger
than the latter, all states that are not in the above mentioned KK towers yield exponentially
suppressed contributions. We see that the scalars yid, i ∈ {d + 1, . . . , 9}, are massless.
Moreover, for all Cartan generator Υ ∈ {d+1, . . . , 25}, the coefficient cΥ determines whether
the Wilson lines yIΥ, I ∈ {d, . . . , 9}, are massive, massless or tachyonic at 1-loop.6 Actually,
decomposing G25−d into simple Lie groups and U(1) factors as follows,
G25−d =
∏
λ
G(λ)rλ where
∑
λ
rλ = 25− d , (2.7)
the Wilson lines yIΥ, I ∈ {d, . . . , 9}, where Υ takes values corresponding to the Cartan
generators of G(λ)rλ , share a common coefficient cΥ ≡ cG(λ)rλ . The latter is related to the
quadratic charges of the representations R(λ)B and R(λ)F of the massless bosons and fermions
charged under G(λ)rλ in the initial background (see Eq. (A.78)),
cG(λ)rλ
= 8
(
CR(λ)B
− CR(λ)F
)
. (2.8)
5Relaxing this hypothesis amounts to shifting Wilson lines by small constant backgrounds, thus inducing
tadpoles in Eq. (2.5).
6Strictly speaking, the notion of “mass” here is a misnomer when M(σ) is treated as a dynamical field, in
which case all terms in Eq. (2.5) are interactions.
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By switching on small y-deformations of the background we started with, some charged and
initially massless states acquire Higgs masses lower than M(σ). This reduces the dimension
(but not the rank) of the gauge symmetry, which enters a Coulomb branch.
Example 1
To illustrate the above generalities, let us consider the supersymmetric E8 × E ′8 heterotic
string compactified on T 10−d. Taking Gdd  1, the gauge symmetry arising from the right-
moving sector is G26−d = U(1) × G9−d × E8 × E ′8. When we sit at a point in moduli space
where G9−d is maximally enhanced i.e. contains no U(1) factor, the model presents only
two scales, namely the KK mass M(σ) and the much greater string scale Ms. As reviewed
in Appendices A.1–A.3, denoting a ∈ Z2 the fermionic number, the simplest choice of im-
plementation of the Scherk-Schwarz breaking of supersymmetry along the large compact
direction Xd induces KK masses7 12aM(σ) to all initially massless degrees of freedom. As a
result, the no-scale model has no massless fermions, nF = 0, and its mass coefficients are
positive, cG(λ)rλ = 8CR(λ)B . For instance, one obtains for G9−d = SU(2)
9−d
nB = 8
[
d− 2 + dim
(
U(1)× SU(2)9−d × E8 × E ′8
)]
= 8 (522− 2d) ,
cSU(2) = 8× C[3]SU(2) = 8× 2 = 16 for the 9− d SU(2) factors ,
cE8 = 8× C[248]E8 = 8× 30 = 240 for E8 and E ′8 . (2.9)
This yields a negative effective potential and no Higgs instabilities for the y-fields at the
quantum level.
Example 2
For massless fermions to be present in the no-scale model, a more sophisticated choice of
supersymmetry breaking must be considered8. For instance, one can define a charge γ ∈ Z2
in terms of which the affine character of E8 can be divided into SO(16) ones,
1
2
∑
γ,δ∈Z2
(
θ¯[γδ ]
η¯
)8
= O¯16 + S¯16 . (2.10)
In this relation, γ = 0 leads to the unit character O¯16, while γ = 1 corresponds to the spinorial
one S¯16. At the massless level, this amounts to splitting the adjoint representation of E8
7The representative of a ∈ Z2 in {0, 1} is understood.
8In the notations of Appendix A.6, this can be done by switching on discrete Wilson lines, as in
Eq. (A.54), (A.55).
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into adjoint and spinorial representations of SO(16), [248]E8 = [120]SO(16) ⊕ [128]SO(16). As
seen in Appendix A.4, it is possible to implement a Scherk-Schwarz supersymmetry breaking
that induces KK masses9 12(a+γ+γ
′)M(σ) to all initially massless degrees of freedom, where
γ′ ∈ Z2 is the charge similar to γ but associated with E ′8. As in Example 1, the fermions
acquire masses if they belong to supermultiplets with γ + γ′ even. The situation is however
reversed when γ + γ′ is odd, since it is the bosons which become massive. As a result,
the mechanism breaks spontaneously all supersymmetries as well as the gauge symmetry
E8×E ′8 → SO(16)×SO(16)′. The gauge group G9−d can be chosen as before to be SU(2)9−d.
However, it is instructive to also consider Coulomb branches G9−d = SU(2)9−d−s × U(1)s,
s ∈ {0, . . . , 9− d}, when the masses of the non-Cartan gauge bosons are greater than M(σ),
for Eq. (2.5) to be valid. In this case, we obtain
nB = 8
[
d− 2 + dim
(
U(1)× SU(2)9−d−s × U(1)s
)
+ 120 + 120
]
= 8 (266− 2d− 2s) ,
nF = 8 (128 + 128) = 8× 256 ,
cSU(2) = 8× C[3]SU(2) = 8× 2 = 16 for the 9− d− s SU(2) factors ,
cU(1) = 0 for the s U(1) factors of G9−d ,
cSO(16) = 8× (C[120]SO(16) − C[128]SO(16)) = 8 (14− 16) = −16 for SO(16) and SO(16)′ .
(2.11)
We see that nF − nB = 8(2d+ 2s− 10), which is greater or equal to 0 for d ≥ 5 and can
be positive, negative or null for d = 3 and 4. However, the Wilson lines of SO(16)×SO(16)′
are all tachyonic at 1-loop and Higgs instabilities may arise.
Example 3
We are naturally invited to reconsider Example 2 after Higgs transition, in the Coulomb
branch where SO(16)×SO(16)′ → U(1)16. Again, we assume the masses of the 2×112 non-
Cartan gauge bosons to be greater than M(σ), for Eq. (2.5) to be applicable. Since all states
in the spinorial representations [128]SO(16) and [128]SO(16)′ are also massive, we automatically
obtain vanishing mass coefficients cU(1)’s for the 16 Cartan U(1)’s. Moreover, we are back
to a configuration where nF = 0, and the effective potential is necessarily negative. In fact,
we could have reached the same point in moduli space by considering the Coulomb branch
9The representative of a+ γ + γ′ ∈ Z2 in {0, 1} is understood.
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in Example 1, where E8 × E ′8 → U(1)16.
The above 3 simple examples illustrate the fact that at the quantum level, local stability
(eventually marginal) of the Wilson lines (CR(λ)B ≥ CR(λ)F , for all λ) and non-negativity of
the effective potential (nF ≥ nB) are conditions that are easily in contradiction. Actually,
it would be interesting to clarify whether they may be compatible. However, insofar as in
the present paper we are interested in flat FLRW cosmological evolutions where the effective
potential is dominated by the kinetic energies of moduli fields, it happens that the sign of
nF − nB as well as those of the mass coefficients cG(λ)rλ ’s do not play significant roles in the
existence of QNSRs. Before showing this in Sect. 4 in an heterotic context we will now
describe, we signal that global attractor mechanisms are nonetheless sensitive to the signs,
as will be seen in the numerical simulations of Sect. 6.
A specific setup
Before y-deformation, we consider from now on a background to be studied in great details,
R0,d−1 × S1SS(Rd)× S1(Rd+1 = 1)× T 8−d , (2.12)
where the index SS signals a supersymmetry breaking coordinate-dependent compactification
along the circle of radius Rd ≡
√
Gdd  1. Note that the block-diagonal form of the internal
space metric does not say anything about the antisymmetric tensor, so that we may choose
2B(0)d,d+1 = ηRd+1 ∈ Z , G(0)d,d+1 = 0 , G(0)d+1,d+1 = 1 . (2.13)
Altogether, these data imply the gauge symmetry group generated by the right-moving
sector to be factorized as G26−d = U(1)× G1 × G8−d × G16.10 In the decompactification limit
Rd → +∞, where supersymmetry is restored, our choice of radius Rd+1 ≡
√
G
(0)
d+1,d+1 = 1 for
the second circle implies an SU(2) enhancement of the gauge symmetry (in 5 dimensions).
However, as explained at the end of Appendix A.4, two cases can arise at finite Rd, depending
on the parity of the “discrete Wilson line” ηRd+1 ≡ 2(G(0) + B(0))d,d+1 ∈ Z (see Eq. (A.36)).
When ηRd+1 is even, all fermionic degrees of freedom of the supermultiplets in the adjoint
representation of SU(2) acquire a mass 12M(σ). In this case, the enhancement of the gauge
symmetry is preserved, and G1 = SU(2). On the contrary, when ηRd+1 is odd, the spontaneous
10This is clear for B(0)d,d+1 = 0 mod 2 but remains true for arbitrary real B
(0)
d,d+1, as will be described in
details in Sect. 3.
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breaking operates simultaneously on supersymmetry and on the SU(2) gauge symmetry. In
practice, the bosonic degrees of freedom of the SU(2) non-Cartan supermultiplets acquire
a mass 12M(σ). As a result, only the Cartan gauge symmetry is preserved, G1 = U(1), and
the latter is coupled to the massless fermions belonging to the non-Cartan supermultiplets
of charges ±√2. In all instances, the mass coefficients are given by
ηRd+1 = 0 even =⇒ G1 = SU(2) , cG1 = 8× C[3]SU(2) = 8× 2 = 16 ,
ηRd+1 = 0 odd =⇒ G1 = U(1) , cG1 = −8× C±√2 = −8× 2 = −16 . (2.14)
Our goal being to switch on moduli fields in order to study their dynamics later on, we
will make further assumptions for the sake of simplicity. We suppose that the undeformed
background (2.12) does not introduce mass scales below M(σ). As already mentioned in
Footnote 5, this ensures that the 1-loop potential does not induce tadpoles for the y-fields.
This can be realized by considering maximally enhanced gauge groups G8−d × G16 or points
in their Coulomb branches where the non-Cartan generators have masses aboveM(σ). Under
these conditions, it is consistent to freeze to 0 the Wilson lines of G8−d×G16 along S1SS(Rd)×
S1(Rd+1 = 1)× T 8−d, as well as those of U(1)× G1 along T 8−d. In fact, the configuration
yI,d+2 ≡ · · · ≡ yI,25 ≡ 0, I ∈ {d, . . . , 9} , yid ≡ yi,d+1 ≡ 0, i ∈ {d+ 2, . . . , 9} , (2.15)
solves trivially the equations of motion of the associated degrees of freedom, even when the
1-loop potential is included in the effective supergravity. Given these restrictions, we are
left with non-trivial Wilson lines yd,d+1, yd+1,d, yd+1,d+1, which are those of U(1)× G1 along
the compact directions Xd and Xd+1. For small deformations, the effective potential then
becomes:
V(σ)1-loop = (nF − nB) vdMd(σ)
+Md(σ)
vd−2
2pi cG1
[
(d− 1)y2d,d+1 +
y2d+1,d+1
Gdd
]
+ · · ·
+O
(
(cMsM(σ))
d
2 e−2picMs/M(σ)
)
. (2.16)
Of course, if M(σ) acquired a vacuum expectation value, it would be very artificial to impose
Eq. (2.15) and expand V(σ)1-loop at yd,d+1 = yd+1,d = yd+1,d+1 = 0, when cG(λ)rλ < 0 for some λ’s.
However, as already announced, the situation happens to be drastically different in a QNSR.
Before observing this fact for cG1 = −16 in Sect. 4, we find instructive to make explicit the
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ellipses in Eq. (2.16), by presenting the exact expression of V(σ)1-loop valid for arbitrary Wilson
lines yd,d+1, yd+1,d, yd+1,d+1.
3 Exact formulas
In this section, we would like to have a better idea of the global structure of the “reduced”
moduli space parameterized by the continuous Wilson lines yd,d+1, yd+1,d, yd+1,d+1. In par-
ticular, we will describe periodicity properties of the effective potential, as well as the exact
kinetic terms.
Effective potential
For arbitrary deformations, the expression of the 1-loop effective potential V(σ)1-loop is ob-
tained by applying the generic formula Eq. (A.52), derived in Appendix A.5. Up to the
O
(
(cMsM(σ))
d
2 e−2picMs/M(σ)
)
exponentially suppressed terms, V(σ)1-loop can be written as a sum
over a finite number of KK towers of states associated with the large compact direction Xd
(along which they have vanishing winding numbers, nd = 0). These KK towers are those
characterized by mass scales denoted M′L0 that are lower than the KK i.e. supersymme-
try breaking scale M(σ). They always appear in groups of 8, due to the degeneracy arising
from the left-moving supersymmetric side of the string. For the initial background satisfying
Eqs (2.12), (2.13), they can be listed as follows:
(i) The 8 KK towers at right-moving oscillator level `R = 0, whose right-moving quantum
numbers are a given root of SU(2), and that are neutral under G8−d × G16. For each root

√
2,  ∈ {−1, 1}, the momentum and winding numbers along T 8−d are
md+1 = −nd+1 = − , mi = ni = 0 , i ∈ {d+ 2, . . . , 9} . (3.1)
These towers arise in the Neveu-Schwarz sector of the 32 extra right-moving worldsheet
fermions, ~aR = ~0.
(ii) The 8 KK towers at oscillator level `R = 0, whose right-moving quantum numbers
are a given root or weight11 vector (of length equal to
√
2) of a representation of G8−d, and
11In the notations of Eq. (A.36), non-adjoint representations of G8−d exist when some of the discrete
Wilson lines ηRj ∈ Z, j ∈ {d+ 2, . . . , 9}, are odd. In this case, G8−d may contain U(1) factors coupled to
fermions, with non-trivial charges we still refer as weight vectors’ components.
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that are neutral under G1 × G16. They have non-trivial momentum and winding numbers
along T 8−d and arise in sector ~aR = ~0.
(iii) The 8 KK towers at oscillator level `R = 0, whose right-moving quantum numbers
are a given root or weight vector (of length equal to
√
2) of a representation of G16, and that
are neutral under G1×G8−d. They have trivial momentum and winding numbers along T 8−d
and arise in any sector ~aR.
(iv) The 8×24 KK towers at oscillator level `R = 1 that are neutral under G1×G8−d×G16.
They have trivial momentum and winding numbers along T 8−d and arise in sector ~aR = ~0.
Due to our restriction on the allowed non-trivial Wilson line deformations, Eq. (2.15),
all KK towers (ii)–(iv) have characteristic massesM′L0 = 0 (see Eq. (A.50)) and “phases”
ζd = 0. Defined in Eq. (A.48), ζd actually determines the relative weights of the bosonic
and fermionic modes within a given KK tower. The non-trivial Wilson lines yd,d+1, yd+1,d,
yd+1,d+1 however impact the characteristic masses and phases of the 8× 2 KK towers (i). In
total, the 1-loop effective potential given in Eq. (A.52) takes the specific form
V(σ)1-loop =
(
nF − nB + (−1)ηRd+1 8× 2
)
vdM
d
(σ)
− (−1)ηRd+1 8× 2 2M
d
(σ)
(2pi) 3d+12
∑
m˜d
cos
(
2pi(2m˜d + 1)z
)
|2m˜d + 1|d+1 F
(
2pi|2m˜d + 1| M
M(σ)
)
+O
(
(cMsM(σ))
d
2 e−2picMs/M(σ)
)
. (3.2)
In this formula, the definition of the function F can be found in Eq. (A.51), we have intro-
duced z instead of ζd for notational convenience, and the non-trivial characteristic mass is
denotedM,
z =
√
2
(
yd,d+1 − yd,d+1 + yd+1,d√
2
(
1 +
√
2 yd+1,d+1
) yd+1,d+1
)
, M =
√
2 |yd+1,d+1|Ms√
1 +
√
2 yd+1,d+1
. (3.3)
If it is physically natural to use M(σ) and yd,d+1, yd+1,d, yd+1,d+1 to parameterize the classical
moduli space, it is however a matter of convention. Another choice may be to consider the
“volume” Gdd as the remaining degree of freedom independent of yd,d+1, yd+1,d, yd+1,d+1, in
terms of which the supersymmetry breaking scale satisfies
M2(σ) ≡ GddM2s =
M2s
Gdd
(
1− (yd,d+1 + yd+1,d)
2
2Gdd (1 +
√
2 yd+1,d+1)
) . (3.4)
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Some remarks about Eq.(3.2) are in order:
• The dependence in Wilson lines of V(σ)1-loop involves only two combinations of fields, z
andM. Thus, a flat direction exists at 1-loop.
• The expansions of the cosine and function F for small arguments contain exclusively
even powers. However, depending on d, only a finite number of monomials can be summed
term by term. At order z2 andM2, summing over m˜d and restricting to the quadratic terms
in Wilson lines, one obtains the approximate result (2.16).
• Due to the factor |2m˜d+1|d+1 in the denominator, as well as the exponential suppression
of the function F for large argument, the discrete sum in Eq. (3.2) is numerically very close
to that restricted to m˜d = 0 and −1. The error introduced this way in the sum is about 1%
or (much) less.
• The potential is 1-periodic in z. A half-period shift z → z + 12 flips the sign of the
second line in Eq. (3.2).
• The mass M, which characterizes as a whole each KK tower (i), depends only on
yd+1,d+1, due to an exact cancellation of the contributions of yd,d+1 and yd+1,d in the general
expression (A.50). This is remarkable, since the mass of each KK mode (see Eq. (A.46))
does depend on the three Wilson lines.
• For instance in the case ηRd+1 even, when M = 0 i.e. yd+1,d+1 = 0, the lightest KK
masses and z (for example in the range [−12 , 12 ]) satisfy
m2 =
(
a
2 − |z|
)2
M2(σ) , z =
√
2 yd,d+1 . (3.5)
For z = 0, the associated states are the massless SU(2) non-Cartan gauge and scalar bosons
(a = 0) and their fermionic superpartners (a = 1) of masses 12M(σ). As a result, the second
line of Eq (3.2) cancels the contribution 8× 2 in the first line. The situation is reversed for
z = ±12 , for which the fermions are massless and the bosons massive, so that the role of the
second line of Eq (3.2) is to shift nF → nF + 8× 2 in the first line. When z varies between
these two extreme cases, the KK towers do not contain massless states. Their absolute
contributions are lower and actually vanish for z = ±14 . In fact, when |z| ∈ (0, 12 ], the gauge
symmetry is in the Coulomb branch, SU(2)→ U(1). On the contrary, when ηRd+1 is odd, a is
replaced with 1−a in the mass formula of Eq. (3.5) and the roles of bosons and fermions are
reversed. In particular, for z = ±12 , the second line of Eq (3.2) simply shifts nB → nB +8×2.
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• When yd+1,d+1 is switched on, the dependence of z and thus V1-loop on yd+1,d becomes
non-trivial. For instance, in the neighborhood of the undeformed background, yd+1,d appears
at lowest order in Eq. (3.2) in the interaction term
−Md(σ)
vd−2
2pi cG1 (d− 1)
√
2 yd+1,d yd,d+1 yd+1,d+1 . (3.6)
Thus, even if it is still massless, it is not identified anymore with the flat direction of the
1-loop potential.
• The function F is even, positive, shaped like a bell centered at the origin, and expo-
nentially suppressed for large a argument. As a result, when M is non-vanishing but still
smaller than M(σ), the magnitude (at fixed phase z) of the contributions of the 8 × 2 KK
towers (i) is lowered. In fact, yd+1,d+1 induces a small Higgs mass, so that the towers do not
contain massless modes, even for z = 0 or 12 mod 1, and the gauge theory always sits in the
Coulomb branch SU(2) → U(1). WhenM is greater than M(σ), the Higgsing is large and
we are free to omit the second line of Eq. (3.2).12 In this case, the Wilson lines yd,d+1, yd+1,d,
yd+1,d+1 are flat directions, up to exponentially suppressed terms.
Kinetic terms
At tree level, imposing the restriction (2.15), the massless degrees of freedom allowed to have
non-trivial homogeneous and isotropic backgrounds13 are the graviton, the dilaton and the
complex moduli
T = Bd,d+1 + i
√
GddGd+1,d+1 −G2d,d+1 , U =
Gd+1,d + i
√
GddGd+1,d+1 −G2d,d+1
Gdd
. (3.7)
Splitting the dilaton into a constant plus a dynamical field, φdil ≡ 〈φdil〉 + φ, the Einstein
frame metric is defined as gµν = e−
4
d−2φGµν and the classical effective action of the above
degrees of freedom reduces to their kinetic terms,
Stree =
1
κ2
∫
ddx
√−g gµν
[Rµν
2 −
2
d− 2 ∂µφ∂νφ+
∂µT ∂ν T¯
(T − T¯ )2 +
∂µU∂νU¯
(U − U¯)2
]
. (3.8)
In our conventions, the signature of the metric is (−,+, · · · ,+), Rµν is the Ricci tensor and
κ2 = e2〈φdil〉/Md−2s is Einstein’s constant. To make contact with the arbitrary Wilson lines
12At the transition, i.e. when M is slightly greater than M(σ), omitting the second line should be
accompanied by fixing c =M in the last one.
13In dimension d = 4, we also impose the axion field dual to the spacetime antisymmetric tensor to be
constant.
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yd,d+1, yd+1,d, yd+1,d+1, the following dictionary can be used,
Gd+1,d+1 = 1 +
√
2 yd+1,d+1 ,
Gd,d+1 =
1√
2
(yd,d+1 + yd+1,d) ≡ hd,d+1 ,
Bd,d+1 =
ηRd+1
2 +
1√
2
(yd,d+1 − yd+1,d) . (3.9)
Moreover, the supersymmetry breaking scale measured in Einstein frame is dressed with a
dilaton factor and can be redefined in terms of the so-called “no-scale modulus” Φ,
M ≡ e 2d−2φM(σ) ≡ eαΦMs , where αΦ = 2
d− 2 φ+ ln
√
Gdd , α =
√
d− 1
d− 2 . (3.10)
Noticing that the kinetic terms of T and U yield, among other things, a contribution
−12(∂ ln
√
Gdd)2, it is natural to relate the latter to −12(∂ ln
√
Gdd)2 by using the identity
GddGdd =
1 +
√
2 yd+1,d+1
1 + f , where f =
√
2 yd+1,d+1 −
h2d,d+1
Gdd
. (3.11)
In this way, the kinetic terms of φ and ln
√
Gdd can be combined into those of Φ and an
“orthogonal” combination φ⊥,
√
d− 1φ⊥ = 2φ− ln
√
Gdd . (3.12)
In total, we ultimately find
Stree =
1
κ2
∫
ddx
√−g
[R
2 −
1
2(∂Φ)
2 − 12(∂φ⊥)
2
− Ω14 G
dd
(
(∂yd,d+1)2 + (∂yd+1,d)2
)
− Ω24 (∂yd+1,d+1)
2 + Ω3
]
, (3.13)
where we have defined
Ω1 =
1
1 +
√
2 yd+1,d+1
, Ω2 =
1− h
4
d,d+1
G2
dd
(1 + f)2 ,
Ω3 =
∂yd+1,d+1
2
√
2
(
∂
(h2d,d+1
Gdd
) 1− h2d,d+1
Gdd
(1 + f)2 +
∂Gdd
Gdd
h2d,d+1
Gdd
1
(1 +
√
2 yd+1,d+1)(1 + f)
)
. (3.14)
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Local marginal deformations
With exact formulas for the potential and kinetic terms at hand, we can make precise the
notion of “small Wilson lines deformations” used in Sect. 2, for the backgrounds satisfying
Eqs (2.12), (2.13) and (2.15):
|yd+1,d+1| 
√
Gdd  1 , |yd,d+1|  1 , |yd+1,d|  1 . (3.15)
Our goal being to study the dynamics of moduli fields, the restriction on yd+1,d+1 implies
M  M(σ) so that the three Wilson lines are not flat directions. The conditions on yd,d+1
and yd+1,d imply |hd,d+1|  1. Noticing that
Ω3 =
Gdd
2
√
2
∂yd+1,d+1 ∂h
2
d,d+1 + · · · , (3.16)
where the ellipses stand for at least quartic terms in Wilson lines, it is then consistent
at leading order to set (Ω1,Ω2,Ω3) = (1, 1, 0) in the kinetic terms. Moreover, the cubic
interaction (3.6) and higher order ones in the potential can also be neglected, compared to
the quadratic mass terms in Eq. (2.16).
4 Quantum no-scale regimes
Our goal in this section is to show that QNSRs do exist when the dynamics of marginal
deformations of the internal space are taken into account. Indeed, we will find conditions
under which such regimes can be reached in the setup described at the end of Sect. 2.
When the assumptions (3.15) are fulfilled, the 1-loop effective action in Einstein frame
can be written as
S1-loop =
1
κ2
∫
ddx
√−g
[R
2 −
1
2(∂Φ)
2 − 12(∂φ⊥)
2
− G
dd
4 (∂yd,d+1)
2 − G
dd
4 (∂yd+1,d)
2 − 14(∂yd+1,d+1)
2 + · · · − κ2V1-loop
]
, (4.1)
where the potential is given by,
V1-loop = edαΦMds
[
(nF − nB) vd + vd−22pi cG1
(
(d− 1)y2d,d+1 +
y2d+1,d+1
Gdd
)]
+ · · · . (4.2)
In the kinetic terms, the ellipses correspond to 2-derivatives, cubic and higher order terms
in Wilson lines yd,d+1, yd+1,d, yd+1,d+1, while in V1-loop they stand for cubic and higher order
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interactions, or exponentially suppressed corrections when c/
√
Gdd  1. In the following,
we will neglect all of these subdominant contributions.
Equation for a
Focusing on homogeneous and isotropic cosmological evolutions in flat space, we consider a
metric and scalar field ansatz
ds2 = −N(x0)2(dx0)2 + a(x0)2
(
(dx1)2 + · · ·+ (dxd−1)2
)
,
Φ(x0) , φ⊥(x0) , yd,d+1(x0) , yd+1,d(x0) , yd+1,d+1(x0) . (4.3)
The equations of motion for the lapse function N and scale factor a take the following forms,
in the gauge N ≡ 1 which defines cosmic time x0 ≡ t,
1
2 (d− 1)(d− 2)H
2 = K + κ2V1-loop , (4.4)
(d− 2)H˙ + 12 (d− 1)(d− 2)H
2 = −K + κ2V1-loop , (4.5)
where H ≡ a˙/a and the kinetic terms are
K = 12 Φ˙
2 + 12 φ˙
2
⊥ +
Gdd
4 y˙
2
d,d+1 +
Gdd
4 y˙
2
d+1,d +
1
4 y˙
2
d+1,d+1 . (4.6)
Interested in QNSRs, we eliminate K between Eqs (4.4) and (4.5),
1
d− 1
(ad−1)··
ad−1
≡ H˙ + (d− 1)H2 = 2
d− 2 κ
2V1-loop , (4.7)
and look for cosmological evolutions satisfying either
a(t) −→
t−t+→+∞
+∞ or a(t) −→
t−t−→0+
0 , (4.8)
for some constants t±, with the effective potential dominated by H2. To be specific, we
assume the solutions to satisfy
κ2Mds e
dαΦ = O
(
H2
aK±
)
(4.9)
in the above limits, where ±K± > 0 are constants to be determined. The t − t+ → +∞
asymptotic regime describes an ever-expanding universe, while t − t− → 0+ corresponds to
a Big Bang arising at t = t−. Of course, contracting evolutions in QNSR may also be found
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by time reversal. Under these hypotheses, and supposing a power law behavior of the scale
factor, Eq. (4.7) can be integrated once,
C± − 1
H
= −(d− 1)(t− t±)
(
1 +O
( 1
aK±
))
. (4.10)
Without loss of generality, the constant C+ can be absorbed in a redefinition of t+, while
C− has to vanish for a(t) to vanish at t−. Integrating a second time, one obtains
a = A (t− t±) 1d−1
(
1 +O
( 1
aK±
))
, (4.11)
where A > 0 is a not yet specified constant. Up to the subdominant term O(1/aK±), the
time-dependence of the scale factor is by no way surprising since a negligible potential energy
implies the evolution of the universe to be driven by the moduli kinetic energies, i.e. a cosmic
fluid of energy density ρ and pressure P satisfying ρ ∼ P .
Equation for yd+1,d
At quadratic order in Wilson line deformations, yd+1,d has a vanishing potential but a
non-canonical kinetic term. Thus, its equation of motion is that of a free field, with non-
conventional friction term,
y¨d+1,d +
[
(d− 1)H + (lnGdd)·
]
y˙d+1,d = 0 , (4.12)
which yields
y˙d+1,d =
2 cd+1,d
ad−1Gdd
, (4.13)
where cd+1,d is an integration constant. A consequence of Eq. (4.11) is that the l.h.s. of
Friedmann equation (4.4) is
1
2 (d− 1)(d− 2)H
2 = d− 22(d− 1)
A 2(d−1)
a2(d−1)
(
1 +O
( 1
aK±
))
, (4.14)
while the kinetic and potential terms in the r.h.s. satisfy
K ≥ c
2
d+1,d
a2(d−1)Gdd
, |κ2V1-loop|  H2 . (4.15)
For these facts to be consistent, we proceed by assuming a power law behavior
Gdd ∼ G (t− t±)J± , (4.16)
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for some coefficient ±J± > 0 to be determined, and a constant G > 0. In this case, the
kinetic term of yd+1,d is subdominant in K,
H2O1 ≡ O
(
Gddy˙2d+1,d
)
= O
(
c2d+1,d
A 2(d−1)
H2
Gdd
)
 K = O(H2) . (4.17)
In the end, we obtain
yd+1,d ' y(0)d+1,d −
Cd+1,d
J±(t− t±)J± , where Cd+1,d =
2 cd+1,d
A d−1G , (4.18)
and the second integration constant satisfies |y(0)d+1,d|  1.
Notice that in the QNSR t − t+ → +∞, the initial hypothesis (4.9) implies M to drop.
This is also the case for the QNSR t − t− → 0+, if |K−|d−1 > 2. On the contrary, Eq. (4.16)
implies the supersymmetry breaking scale measured in σ-model frame, M(σ), to rise and
formally tend to infinity, when t − t+ → +∞ (or t − t− → 0+). This means that in the
QNSRs, t should not exceed some maximal value tf (or reach values below tf) such that
Gdd(tf) = c2. After (or before) tf , the exponential terms in the effective potential (2.16) are
no more suppressed.14
Equation for yd+1,d+1
In order to determine yd+1,d+1 in the QNSRs, one can insert in its equation of motion,
y¨d+1,d+1 + (d− 1)Hy˙d+1,d+1 + 2vd−2
pi
cG1κ
2Mds
edαΦ
Gdd
yd+1,d+1 = 0 , (4.19)
the behaviors of (d − 1)H ∼ 1/(t − t±), Gdd ∼ G (t − t±)J± and edαΦ ∼ #H2/aK± . For
cG1 > 0, the generic solution of the differential equation can be expressed in terms of Bessel
functions of the first kind, J0, and second kind, Y0,
yd+1,d+1 = C J0
 L
(t− t±) 12 (J±+
K±
d−1 )
+ C ′ Y0
 L
(t− t±) 12 (J±+
K±
d−1 )
 , (4.20)
where L > 0 and the arbitrary C, C ′ are constants. For cG1 < 0, the Bessel functions are
“modified” into I0 and K0. In both cases, the value of L is irrelevant when taking the limit
t− t+ → +∞ or t− t− → 0+, and we obtain
yd+1,d+1 ' Cd+1,d+1 ln t− t±
t0 − t± , (4.21)
14When c = O(1), Hagedorn-like transitions may even occur when Gdd = O(1).
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where Cd+1,d+1 and t0 are constants. Notice that this logarithmic behavior is not in con-
tradiction with the smallness of yd+1,d+1 we have assumed in Eq. (3.15). This follows from
the fact that in a QNSR, |yd+1,d+1|/
√
Gdd decreases, due to the power-dependence of Gdd
in time. Physically, the supersymmetry breaking scale in σ-model frame M(σ) grows faster
than the Higgs mass |yd+1,d+1|Ms.
Before proceeding, it is instructive to use
y˙d+1,d+1 ∼ Cd+1,d+1
t− t± , (4.22)
in order to evaluate the mass term,
O
(
κ2Mds
edαΦ
Gdd
yd+1,d+1
)
= O
(
Hy˙d+1,d+1
1
aK±Gdd
ln t− t±
t0 − t±
)
≡ Hy˙d+1,d+1O2 . (4.23)
With this result, Eq. (4.19) becomes
y¨d+1,d+1 + (d− 1)Hy˙d+1,d+1
(
1 +O2
)
= 0 , (4.24)
which can be integrated once to yield the more accurate result
y˙d+1,d+1 =
2 cd+1,d+1
ad−1
(
1 +O2
)
, where Cd+1,d+1 =
2 cd+1,d+1
A d−1
. (4.25)
Equation for yd,d+1
As before, one can solve the equation of motion of yd,d+1,
y¨d,d+1 +
[
(d− 1)H + (lnGdd)·
]
y˙d,d+1 +
2vd−2
pi
(d− 1) cG1κ2Mds
edαΦ
Gdd
yd,d+1 = 0 , (4.26)
after substituting H, Gdd and edαΦ with their limit behaviors. For cG1 > 0, the generic
solution turns out to be expressed in terms of Bessel functions of the first kind,
yd,d+1 =
C
(t− t±)
J±
2
Jk
 L
(t− t±) 12 (J±+
K±
d−1 )
+ C ′
(t− t±)
J±
2
J−k
 L
(t− t±) 12 (J±+
K±
d−1 )
 , (4.27)
where k = J±/(J±+ K±d−1). For cG1 < 0, the Bessel functions are “modified”, Jk, J−k → Ik, I−k.
In the limit t− t+ → +∞ or t− t− → 0+ we are interested in, this leads to
yd,d+1 ' y(0)d,d+1 −
Cd,d+1
J±(t− t±)J± ≡ y
(0)
d,d+1(1 + O˜1) , (4.28)
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where y(0)d,d+1 and Cd,d+1 are integration constants, with |y(0)d,d+1|  1. Alternatively, one can
write
y˙d,d+1 ∼ 2 cd,d+1
ad−1Gdd
, where Cd,d+1 =
2 cd,d+1
A d−1G . (4.29)
The kinetic energies of yd,d+1 and yd+1,d are thus of same order,
H2O1 ≡ O
(
Gddy˙2d,d+1
)
= O
(
c2d,d+1
A 2(d−1)
H2
Gdd
)
 K = O(H2) . (4.30)
Equation for φ⊥
Once Wilson lines are taken into account, the scalar φ⊥ is no longer a free field. Due to the
fact that
Gdd = e 2αΦ e−
2√
d−1φ⊥ , (4.31)
φ⊥ couples non-trivially to kinetic and mass terms, and its equation of motion is highly
non-linear,
φ¨⊥ + (d− 1)Hφ˙⊥ = − G
dd
2
√
d− 1
(
y˙2d,d+1 + y˙2d+1,d
)
− vd−2
pi
√
d− 1 cG1κ
2Mds
edαΦ
Gdd
y2d+1,d+1 . (4.32)
However, up to a numerical factor, the two terms in the r.h.s. show up respectively in K
and κ2V1-loop. We have already seen that the former is of order H2O1, while the second is of
order
H2O3 ≡ O
(
κ2Mds
edαΦ
Gdd
y2d+1,d+1
)
= O
(
H2
aK±
y2d+1,d+1
Gdd
)
 H2 . (4.33)
For reasons that will become clearer later, it is useful to explain the term O1. Assuming
φ˙⊥ = O(H), we define the constant C⊥ such that
1
a2(d−1)
∼ C⊥(d− 1)Hφ˙⊥ , (4.34)
and write Eq. (4.32) in the following form,
φ¨⊥ + (d− 1)Hφ˙⊥
(
1 + 2C⊥√
d− 1
c2d,d+1 + c2d+1,d
Gdd
+ · · ·+O3
)
= 0 (4.35)
where the ellipses stand for subdominant contributions in the O1 term. Integrating once, we
obtain
φ˙⊥ =
√
2 c⊥
ad−1
(
1 + 2C⊥√
d− 1
c2d,d+1 + c2d+1,d
J±Gdd
+ · · ·+O3
)
, (4.36)
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where c⊥ is an arbitrary constant. Using the above result, Eq. (4.34) is consistent and we
can identify
C⊥ =
1√
2 c⊥A d−1
. (4.37)
Equation for Φ
The treatment of the no-scale modulus Φ can be similar. Its equation of motion,
αΦ¨ + (d− 1)HαΦ˙ = −dα2κ2Mds V1-loop +
Gdd
2
(
y˙2d,d+1 + y˙2d+1,d
)
+ vd−2
pi
cG1κ
2Mds
edαΦ
Gdd
y2d+1,d+1 ,
(4.38)
can be linearly combined with Eq. (4.7) to eliminate the term proportional to V1-loop. One
obtains(
αΦ˙ + α
2
2 d(d− 2)H
)·
+ (d− 1)H
(
αΦ˙ + α
2
2 d(d− 2)H
)
=
Gdd
2
(
y˙2d,d+1 + y˙2d+1,d
)
+ vd−2
pi
cG1κ
2Mds
edαΦ
Gdd
y2d+1,d+1 , (4.39)
which is an equation whose form is identical to that of φ⊥. Thus, assuming Φ˙ = O(H), we
can proceed in a similar way to obtain
αΦ˙ + α
2
2 d(d− 2)H =
cΦ
ad−1
(
1− 2CΦ
c2d,d+1 + c2d+1,d
J±Gdd
+ · · ·+O3
)
, (4.40)
where cΦ is an arbitrary constant and
CΦ =
1
cΦA d−1
. (4.41)
Friedmann constraint
We started our discussion by solving Eq. (4.7) for the scale factor a(t), which introduced
two integration constants A and t± in the solution (4.11). However, Friedmann differential
equation (4.4) being only first-order, it can be used to fix A in terms of the other parameters.
To reach this goal, we first collect all results found for the scalar fields to write the total
kinetic energy as
K = 18 d
2(d− 2)2α2H2 − 12 d(d− 2)H
cΦ
ad−1
+
c2Φ
2α2 + c
2
⊥ + c2d+1,d+1
a2(d−1)
+
c2d,d+1 + c2d+1,d
a2(d−1)Gdd
(CK + · · · ) +H2O3 +
c2d+1,d+1
a2(d−1)
O2 , (4.42)
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where
CK = 1 +
1
J±
√ 2
d− 1
2c⊥
A d−1
− 2
α2
cΦ
A d−1
+ d
α2
 . (4.43)
In the expression of K, all terms in the first line are O(H2). In the second line, the contri-
bution proportional to 1/(a2(d−1)Gdd) and H2O3 arise from the kinetic terms of yd,d+1 and
yd+1,d, as well as the subdominant contributions of those associated with φ⊥ and Φ. More-
over, the last term, which is the subdominant part of the kinetic energy of yd+1,d+1, can be
compared to the other contributions by noticing that
c2d+1,d+1
a2(d−1)
O2 = O
(
H2C 2d+1,d+1
)
O2 = O
 H2
aK±
y2d+1,d+1
Gdd
1
ln
(
t−t±
t0−t±
)
 = H2 O3
ln
(
t−t±
t0−t±
) . (4.44)
The latter being dominated by H2O3, it can be omitted in Eq. (4.42). In a similar spirit,
the 1-loop effective potential can be written as
V1-loop = edαΦMds
[
(nF − nB) vd + vd−22pi cG1(d− 1)y
(0)2
d,d+1(1 + O˜1)
]
+H2O3 . (4.45)
Finally, we may follow Ref. [11] by defining
τ ≡ (d
2 − 4)(d− 1)
2dcΦ
Had−1 = (d
2 − 4)
2dcΦ
(ad−1)· , (4.46)
in terms of which the l.h.s. of Friedmann equation (4.4) and the dominant terms O(H2)
of K combine into a suitable form. The result is
− d
2c2Φ
2(d− 1)(d+ 2)
P(τ)
a2(d−1)
= κ2Mds edαΦ
[
(nF − nB) vd + vd−22pi cG1(d− 1)y
(0)2
d,d+1(1 + O˜1)
]
+
c2d,d+1 + c2d+1,d
a2(d−1)Gdd
(CK + · · · ) +H2O3 , (4.47)
where P is a quadratic polynomial,
P(τ) = τ 2 − 2τ +
(
1− 4
d2
)(
1 + 2α2
c2⊥ + c2d+1,d+1
c2Φ
)
. (4.48)
In the limits we are interested in, the behavior (4.11) of the scale factor implies τ to
converge to a constant,
τ = τ0
(
1 +O
( 1
aK±
))
, where τ0 =
d2 − 4
2d
A d−1
cΦ
, (4.49)
and P(τ) to satisfy
P(τ) = P(τ0) +O
( 1
aK±
)
. (4.50)
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Thus, for Eq. (4.47) to be consistent, two conditions must be fulfilled:
(i) τ0 must be a root of P . In this instance only, instead of being O(H2), the l.h.s. of
Eq.(4.47) satisfies
− d
2c2Φ
2(d− 1)(d+ 2)
P(τ)
a2(d−1)
= O
(
H2
aK±
)
. (4.51)
(ii) We must have
O
(
H2
aK±
)
 c
2
d,d+1 + c2d+1,d
a2(d−1)Gdd
(CK + · · · ) , O
(
H2
aK±
)
 H2O3 , (4.52)
for our initial defining assumption of a QNSR to be true, Eq. (4.9).
Condition (i) requires the discriminant of P to be positive, which amounts to having(
c⊥
γccΦ
)2
+
(
cd+1,d+1
γccΦ
)2
≤ 1 , where γc =
√
2
(d− 1)(d+ 2) . (4.53)
In this case, the value of A , which appears in the definition of τ0, is determined up to a
sign ,
A =
[
2d
d2 − 4 (1 +  r) cΦ
] 1
d−1
, (4.54)
where cΦ > 0 is required and r defined as
r = 2
d
√
1−
(
c⊥
γccΦ
)2
−
(
cd+1,d+1
γccΦ
)2
. (4.55)
In condition (ii), the inequality that involves O3 is always satisfied, as follows from the
decrease in |yd+1,d+1|/
√
Gdd, (see Eq. (4.33)). However, the other constraint may be more
intriguing. If CK 6= 0, it would imply ±J± > ±K±d−1 , which would restrict the choices of
integration constants characterizing the QNSRs (see the next paragraph). However, such a
reduction of the set of solutions should not occur, since we have already solved all differential
equations and the only remaining piece of information captured by Friedmann equation must
be the value of A . As we will now check, CK actually does vanish. Moreover, all implicit
contributions in Eq. (4.52) in the dots should respect the inequality, without imposing further
constraints on the existence of QNSRs, as will be checked numerically in Sects 5 and 6.
Determination of K± and J±
Using the value of A , Eq. (4.40) yields
dαΦ˙ ∼ −
(
2 +  r(d
2 − 4)
2(1 +  r)
)
1
t− t± , (4.56)
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where the overall coefficient is to be identified with −(2 + K±
d−1), as follows from Eq. (4.9).
The fact that ±K± > 0 fixes  = ±, and we obtain
edαΦ ∼ e
dαΦ±
[Ms(t− t±)]2+
K±
d−1
, where K± = ±r(d
2 − 4)
2(1± r) (4.57)
and Φ± is an integration constant.
The coefficient J± can be determined in a similar way by using the linear relation between
(lnGdd)·, Φ˙ and φ˙⊥. The result is
J± =
d
α2
((
1− α2
√
2
d− 1
c⊥
cΦ
)1− 4
d2
1± r − 1
)
, (4.58)
which leads as anticipated to CK = 0. With the expression of J±, we are ready to solve the
only non-trivial consistency condition for QNSRs to exist. The points
(
c⊥
γccΦ
,
cd+1,d+1
γccΦ
)
of the
disk of radius 1, Eq. (4.53), compatible with the constraint
±J± > 0 (4.59)
sit outside an ellipse(
c⊥
γccΦ
− u1 + v
)2
+ v1 + v
(
cd+1,d+1
γccΦ
)2
≥ v(1 + v)2 (1 + v − u
2) ,
where u = − 2√
d+ 2
, v = d
2
d+ 2 . (4.60)
As shown in Fig. 1(a), for arbitrary dimension d > 2, this ellipse is located in the interior
of the disk and is tangential to it at c⊥
γccΦ
= u. The points in the left crescent
(
c⊥
γccΦ
≤ u
)
allow a QNSR t − t+ → +∞, while those in the right crescent
(
c⊥
γccΦ
≥ u
)
yield a regime
t− t− → 0+. In reality, the left crescent is more tiny than the one shown on the qualitative
Fig. 1(a). Its width at cd+1,d+1
γccΦ
= 0 is 3–11 · 10−3 for 3 ≤ d ≤ 9, and actually vanishes when
d→ 2+. Thus, we have r ' 0 in the left crescent, so that Md and H2 evolve approximately
at the same cosmological speed.
Finally, we can make some remark about Cd+1,d+1, which is related to cd+1,d+1 in Eq. (4.25)
and must be small, as required by our assumption on yd+1,d+1 given in Eq. (3.15). If the left
and right crescents allow Cd+1,d+1 to be as small as desired, its maximal value is reached for(
c⊥
γccΦ
,
cd+1,d+1
γccΦ
)
= (0, 1), which yields
|Cmaxd+1,d+1| =
√
2(d+ 2)
d− 1
d− 2
d
. (4.61)
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Figure 1: The points ( c⊥γccΦ , cd+1,d+1γccΦ ) of the disk of radius 1 that yield a QNSR t − t+ → +∞ sit in the
left crescent of figure (a). Those in the right crescent lead to a QNSR t− t− → 0+. The former are always
perturbative, while the latter are compatible with weak string coupling when d ≥ 3 if ( c⊥γccΦ , cd+1,d+1γccΦ ) is also
located in the shaded era of figure (b).
This expression being of order 1, it is consistent as a limiting case.
Perturbative condition
At this stage, we have found time-dependent fields that extremize the 1-loop effective action
in the limit t− t+ →∞ or t− t− → 0+. To make sense, however, this analysis requires string
perturbation theory to be valid in these regimes. Expressing φ˙ as a linear combination of Φ˙
and φ˙⊥, one obtains
e2dα
2φ ∼ e
dαΦ± ed
√
d−1φ⊥±
[Ms(t− t±)]
P±
d−1
, (4.62)
where φ⊥± is the constant arising by integration of Eq. (4.36) and
P± =
K±
(1− 4
d2 ) r
[
r ±
( 4
d2
−
(
1− 4
d2
)√
2(d− 1) c⊥
cΦ
)]
. (4.63)
The QNSR t − t+ → +∞ happens to be perturbative, since P+ > 0 is always satisfied
when the point
(
c⊥
γccΦ
,
cd+1,d+1
γccΦ
)
sits in the left crescent in Fig. 1(a). For the regime t−t− → 0+,
string perturbation theory is valid when P− < 0. If d ≥ dc ' 2.90, this condition is satisfied
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for c⊥
γccΦ
≥ u˜ or when
(
c⊥
γccΦ
,
cd+1,d+1
γccΦ
)
sits in the interior of an ellipse(
c⊥
γccΦ
− u˜1 + v˜
)2
+ v˜1 + v˜
(
cd+1,d+1
γccΦ
)2
≤ v˜(1 + v˜)2 (1 + v˜ − u˜
2) ,
where u˜ = 2
(d− 2)√d+ 2 , v˜ =
d2
(d− 2)2(d+ 2) . (4.64)
As shown in Fig. 1(b), this second ellipse is inside the disk of radius 1 and tangential to it
at c⊥
γccΦ
= u˜. As a result, the right part of the right crescent in Fig. 1(a) yields perturbative
QNSRs t − t− → 0+. If 2 < d < dc, u˜ being greater than 1, the condition P− < 0 is true
only inside the ellipse (4.64), which now sits entirely in the interior of the disk. However,
the intersection of this perturbative domain with the right crescent of in Fig 1(a) is always
non-empty. It is only in the limit d→ 2+, where the ellipse (4.64) vanishes, that the QNSRs
t− t− → 0+ are always formal because non-perturbative (unless we fine tune
(
c⊥
γccΦ
,
cd+1,d+1
γccΦ
)
to be exactly (0, 0)).
To summarize, the QNSRs we have found in arbitrary dimension d > 2 depend on
5 velocity parameters cΦ > 0, c⊥, cd+1,d+1, cd,d+1, cd+1,d, 5 zero modes Φ±, φ⊥±, t0, y(0)d,d+1,
y
(0)
d+1,d, and the last constant t± arising by integration of the scale factor. Therefore, they are
limit behaviors of generic solutions, even if the left crescent in Fig. 1(a) is tiny.
5 Simulations of QNSRs at small Wilson lines
From now on, we study numerically the dynamics of the scale factor a, no-scale modulus Φ
and scalar φ⊥, in the presence of the moduli fields yd,d+1, yd+1,d, yd+1,d+1. Our goal in the
present section is to check the validity of QNSRs described in Sect. 4, where the Wilson lines
implement small deformations of the initial background. We fix in the analysis the spacetime
dimension to be d = 4 and focus only on the expanding solutions where t → +∞ (we set
t+ = 0). In all simulations, we take 〈φdil〉 = 0 so that κ2 = 1/M2s , thus identifying the Planck
mass with the string scale. This has the advantage of matching the weak string coupling
condition with the negativity of φ. Once the range of time compatible with perturbation
theory is identified, it is always possible to restore a sensible value of the Planck mass by
shifting the dilaton zero-mode.
As can be seen in Eq. (4.57), one feature of the QNSR t→ +∞ is that the supersymmetry
breaking scale M always drops. If this may be expected when V1-loop is positive, it may be
27
counterintuitive when it is negative, sinceM climbs the potential in this case. Moreover, the
behaviors of yd,d+1 and yd+1,d+1 are independent of the fact that these moduli are massive
or tachyonic at 1-loop. To check these striking properties, we simulate solutions of the
differential equations of Sect. 4, which are valid for small Wilson lines deformations. This is
done for 4 initial backgrounds characterized by different signs for nF − nB and cG1 :
(i) nF − nB > 0, cG1 > 0: This case can be achieved in Example 2 of Sect. 2. For d = 4
and s = 4, the right-moving gauge group is U(1) × G1 × U(1)4 × SO(16) × SO(16)′, where
G1 = SU(2), which corresponds in the setup described below Eq. (2.12) to ηR5 even. In this
model, one obtains nF − nB = 8× 6 and cG1 = 8× 2.
(ii) nF − nB > 0, cG1 < 0: To flip the sign of cG1 , it is enough to choose ηR5 odd in
setup (i). This yields G1 = U(1), with nF − nB = 8× 10 and cG1 = −8× 2.
(iii) nF − nB < 0, cG1 > 0: This case can be realized in Example 1 of Sect. 2. The
right-moving gauge group for d = 4 is U(1) × G1 × SU(2)4 × E8 × E ′8, where G1 = SU(2),
which corresponds to ηR5 even. This leads to nF − nB = −8× 514 and cG1 = 8× 2.
(iv) nF − nB < 0, cG1 > 0: To flip the sign of cG1 , one can take ηR5 odd in setup (iii).
This yields G1 = U(1), nF − nB = −8× 510 and cG1 = −8× 2.
To set initial conditions adapted to our purpose, we proceed as follows:
• We consider the case analyzed in Ref. [11], where no y-deformation is implemented.
All trajectories that reach a QNSR t → +∞ are characterized by two constants c⊥0, cΦ0
(defined as c⊥ and cΦ in the present work) such that
∣∣∣ c⊥0
γccΦ0
∣∣∣ < 1. In order to allow the
Wilson lines to vary, we take c⊥0, cΦ0 for the expression of J+ in Eq. (4.58) evaluated at
(c⊥, cΦ, c55) = (c⊥0, cΦ0, 0) to be positive. This imposes ≈0.9941 <
∣∣∣ c⊥0
γccΦ0
∣∣∣ < 1, thus reducing
the allowed range of this ratio by approximately a factor of 170.
• In the presence of Wilson lines, we define dynamical quantities
cdyn⊥ =
ad−1√
2
φ˙⊥ , c
dyn
Φ = ad−1
(
αΦ˙ + α
2
2 d(d− 2)H
)
, cdyn55 =
ad−1
2 y˙55 , (5.1)
which are expected to converge to the constants c⊥, cΦ and c55 introduced in Sect. 4.
• For the initial conditions at t = 0, we set a(0) to be of order 1 and cdyn⊥ (0) = c⊥0 to
fix φ˙⊥(0). We also take cdynΦ (0) = cΦ0, which can be translated into Φ˙(0) by the knowledge
of H(0). The latter, which we take to be positive, is determined by Friedmann equation
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at t = 0, for a given choice of Φ(0) and initial conditions for the Wilson lines. To ensure that
the evolution of the system starts close to the QNSR expected to arise at late times, Φ(0) is
chosen for the quantity
τdyn ≡ (d
2 − 4)(d− 1)
2dcdynΦ
Had−1 , (5.2)
which is inspired by Eq. (4.46), to be at t = 0 very close to the asymptotic value it would
reach when no Wilson lines are introduced. To be specific, this means
τdyn(0) ' 1 + r0, where r0 = 2
d
√
1−
(
c⊥0
γccΦ0
)2
, (5.3)
as follows from Eqs (4.49) and (4.54). The choice of φ⊥(0) is of order 1 and such that the
range of cosmic time compatible with weak string coupling and M(σ)(t) < cMs is large in
the simulations.
• The remaining initial conditions are those of the Wilson lines: y45(0), y˙45(0), y54(0),
y˙54(0) and y55(0), y˙55(0). Their absolute values are chosen small enough (compared to 1
and Ms) for the trajectory of
(
cdyn⊥
γcc
dyn
Φ
,
cdyn55
γcc
dyn
Φ
)∣∣∣∣
t
to be entirely in the left crescent in Fig. 1(a).
The motion of this point is expected to converge to
(
c⊥
γccΦ
, c55
γccΦ
)
, when t→ +∞.
Due to Eq. (4.7), whether (ad−1)· increases of decreases with time is determined in full
generality by the sign of V1-loop. In order to discriminate when the universe is in QNSR, the
most decisive criterion is the asymptotic behavior of the scale factor, Eq. (4.11), which must
satisfy
(ad−1)· −→ A d−1 , when t→ +∞ . (5.4)
In all cases (i)–(iv), the numerical simulation confirms the above convergence to a constant,
either upward or downward depending on the sign of the potential i.e. nF − nB. The plots
in Fig. 2 show the evolutions of (ad−1)· as a function of t for the backgrounds (i) and (iv).
The curves in models (ii) and (iii) are qualitatively similar to those obtained respectively
in cases (i) and (iv).
Solving the system of differential equations makes sense as long as the weak coupling
condition is fulfilled, φ(t) < 0, and the supersymmetry breaking scale measured in σ-model
frame is small,
√
Gdd(t) < c. It turns out that the numerical evolutions of φ, ln(Gdd) and
y55 as functions of t present similar features when cG1 > 0 i.e. in models (i) and (iii), and
when cG1 < 0 i.e. in models (ii) and (iv). The only qualitative difference may occur at early
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0.69646
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Figure 2: Convergence of (ad−1)· towards its limit A d−1, in cases (i) and (iv). The evolution is monoton-
ically increasing or decreasing, depending on the sign of nF − nB.
times, where y55 may oscillate when it is massive, cG1 > 0. The curves are shown in Fig. 3
in cases (i) and (iv), where the cosmic times above which the simulations cannot be trusted
are respectively tf ' 10110M−1s and tf ' 10185M−1s , for c = 1. The fact that φ, ln(Gdd) and
y55 depend asymptotically linearly on ln(tMs) proves that the velocities Φ˙, φ˙⊥ and y˙55 are
inversely proportional to cosmic time, i.e. that
(cdyn⊥ , c
dyn
Φ , c
dyn
55 ) −→ (c⊥, cΦ, c55) , when t→ +∞ . (5.5)
In particular, we can identify from Eq. (4.16) the limit reached by the dynamical quantity
Jdyn ≡ t (lnGdd)· = t
(
2
α
Φ˙− 2√
d− 1 φ˙⊥
)
−→ J+ > 0 , when t→ +∞ . (5.6)
-10
10
-10
10
φ φ
ln(Gdd)
ln(Gdd)
103y55
103y55
(i) (iv)
Figure 3: The behaviors of the dilaton φ (gray curves), ln(Gdd) (dotted curves) and 103y55 (black curves) as
functions of cosmic time (in logarithmic scale) are asymptotically linear in cases (i) and (iv). The evolutions
can be trusted as long as φ(t) < 0 and ln
(
Gdd(t)
)
< 0, for c = 1. Oscillations of y55 may occur at early
times when it is massive, cG1 > 0.
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What remains to be checked are the behaviors of y45 and y54, as well as the smallness of
all Wilson lines. Fig. 4 shows y45(t), y54(t) and y55(t)/
√
Gdd(t) simulated in model (i) (which
is similar to (iii)) and in model (iv) (which is similar to (ii)). As predicted in Sect. 4 when
-0.1
0.1
0.1y55√
Gdd
y55√
Gdd
y45
y45
y54 y54
(i) (iv)
Figure 4: Convergences of the Wilson lines y45 (gray curves) and y54 (dotted curves) to constants, and of
y55/
√
Gdd to 0, in cases (i) and (iv). Oscillations of y45 and y55 may occur when they are massive, cG1 > 0.
J+ > 0, all curves converge to constants,
y45 −→ y(0)45 , y54 −→ y(0)54 ,
y55√
Gdd
−→ 0 , when t→ +∞ , (5.7)
while their upper and lower bounds are small, in the sense of Eq. (3.15). Let us stress again
that even when cG1 < 0, contrary to common sense, the tachyonic scalars y45 and y55 do
not induce large destabilizations of the backgrounds, when the universe enters the QNSR
regime. These remarks complete our numerical validation of the existence of the QNSR
t→ +∞, demonstrated in the previous section. Note however that even if the solutions can
be trusted all the way until tf , the universe enters the QNSR only after a certain duration,
as can be seen in all Figs 2–4. During this transient period, the dynamics is affected by the
effective potential, as shown on Figs 3 and 4. In fact, when cG1 > 0 i.e. case (i) and (iii),
the Wilson lines y45 and y55 are massive and oscillate around minima of V1-loop. It is only
when the universe enters the QNSR that the potential is dominated by the canonical kinetic
energies of Φ, φ⊥ and y55, so that not only y54 but also y45 freeze at arbitrary values, while
Φ, φ⊥ and y55 behave logarithmically with cosmic time. On the contrary, when cG1 < 0 i.e.
case (ii) and (iv), the tachyonic Wilson lines y45 and y55 do not oscillate during the early
transient regime.
Before proceeding, we would like to provide comments on the first constraint appearing
in Eq. (4.52), for a QNSR to be reached. As was argued below Eq. (4.55), it is expected to
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be trivial, a fact that implies CK to vanish, which we have verified analytically in Sect. 4.
In fact, when a QNSR yields ±J± > ±K±d−1 > 0, the kinetic terms of yd,d+1 and yd+1,d, as
well as all terms subdominant compared to 1 in the parentheses appearing in Eqs (4.36)
and (4.40) are all individually dominated by V1-loop. However, when ±K±d−1 > ±J± > 0, it is
remarkable that the leading contributions of these terms cancel one another, so that CK = 0.
To check that this cancellation is actually exact, we have varied the initial conditions of our
simulations of the QNSR t → +∞, for the characteristic point
(
c⊥
γccΦ
, c55
γccΦ
)
to explore all of
the left crescent in Fig. 1(a). This means that the condition for the existence of the QNSR
t→ +∞ is J+ > 0, and nothing more.
6 Global attractor mechanisms
The numerical validation of the QNSR t→ +∞ in presence of small Wilson line deformations
being established, we would like to consider possible global attractor mechanisms. Our aim
is to see whether it is possible to relax, at least in come cases, the constraint of imposing the
trajectories to be entirely in the tiny phase space described in the previous sections. It turns
out that the kinetic terms in Eq. (3.13) become quadratic in Wilson lines, when yd+1,d+1 is
identically frozen at the origin. As a result, the action (4.1) is exact in yd,d+1 and yd+1,d,
provided we set yd+1,d+1 ≡ 0 and use the full 1-loop effective potential,
V1-loop =
(
nF − nB + (−1)ηRd+1 8× 2
)
vdM
d
− (−1)ηRd+1 8× 2 2M
d
(2pi) 3d+12
∑
m˜d
cos
(
2pi(2m˜d + 1)
√
2 yd,d+1
)
|2m˜d + 1|d+1 F (0) + · · · , (6.1)
where the ellipses stand for the exponentially suppressed contributions we neglect as be-
fore. In the following, we use this fact to simulate numerically the 1-loop dynamics of the
scale factor a, no-scale modulus Φ and scalar φ⊥, in the presence of arbitrary Wilson lines
deformations yd,d+1 and yd+1,d of the initial background.
We will find that the sign of V1-loop plays a critical role. Depending on the integer nF−nB,
the latter can be fixed,
(−1)ηRd+1 (nF − nB) ≥ 0 =⇒ (−1)ηRd+1V1-loop ≥ 0 for all yd,d+1 ,
(−1)ηRd+1 (nF − nB) ≤ −32 =⇒ (−1)ηRd+1V1-loop ≤ 0 for all yd,d+1 , (6.2)
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or varying,
−31 ≤ (−1)ηRd+1 (nF − nB) ≤ −1 =⇒ the sign of V1-loop varies with yd,d+1 . (6.3)
Note that since yd,d+1 is allowed to explore a large range of values during its evolution, there
is no need to consider separately the cases ηRd+1 even or odd. For instance, in spacetime
dimension d = 4 we consider from now on, a half-period shift
√
2 y45 →
√
2 y45 + 12 maps into
each other backgrounds (i) and (ii) which have V1-loop > 0 for all y45, or (iii) and (iv) which
have V1-loop < 0 for all y45.
In the simulations, we take as initial conditions y45(0), y54(0), a(0) and c⊥0 ≡ cdyn⊥ (0),
cΦ0 ≡ cdynΦ (0) to be of order 1. This fixes φ˙⊥(0) and Φ˙(0), provided H(0) (which we take to
be positive) or equivalently τdyn(0) (see Eq. (5.2)) is known. The latter is related to Φ(0)
via Friedmann equation at t = 0, which we write in the following form
− d
2c2Φ0
2(d− 1)(d+ 2)
P0
(
τdyn(0)
)
a(0)2(d−1) =
Gdd(0)
4 y˙45(0)
2 + G
dd(0)
4 y˙54(0)
2 + V1-loop
(
Φ(0), y45(0)
)
,
(6.4)
where P0 is the degree two polynomial
P0(τ) = τ 2 − 2τ +
(
1− 4
d2
)(
1 + 2α2 c
2
⊥0
c2Φ0
)
. (6.5)
We impose the Wilson lines’ kinetic terms at t = 0 to be of the order of
∣∣∣V1-loop(Φ(0), y45(0))∣∣∣.
This fixes y˙45(0) and y˙54(0), once we make our choices for Φ(0) and φ⊥(0). The latter is
determined a posteriori for the numerical simulation to satisfy the conditions of weak string
coupling and low supersymmetry breaking scale M(σ), for a long period of cosmic time. The
last initial data Φ(0) is equivalent to choosing τdyn(0):
• When V1-loop
(
Φ(0), y45(0)
)
> 0, Eq. (6.4) imposes∣∣∣∣∣ c⊥0γccΦ0
∣∣∣∣∣ < 1 and 1− r0 < τdyn(0) < 1 + r0 , (6.6)
where r0 is defined in Eq. (5.3). We have already studied in Sect. 5 the case where
τdyn(0) ' 1 + r0, which corresponds to a cosmological evolution starting almost in QNSR
t → +∞. Thus, we will consider the two remaining qualitatively different types of initial
conditions (a) and (b), defined as follows:
(a) For τdyn(0) ' 1, the cosmological evolution is generic, in the sense that the initial
kinetic energies of Φ, φ⊥, y45 and y54 as well as the potential are all of the order of H(0)2.
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(b) For τdyn(0) ' 1− r0, the potential and Wilson lines’ kinetic energies are small com-
pared to H(0)2. This is clear by looking at Eq. (6.4), whose l.h.s. vanishes in the limit
τdyn(0)→
>
1− r0. As a result, the motion of the Wilson lines and the effective potential be-
come irrelevant and the cosmological evolution is expected to approach that of the classical
theory, with frozen Wilson lines, i.e. (ad−1)· ≡ 2dcΦ0
d2−4 (1− r0) [11].
• When V1-loop
(
Φ(0), y45(0)
)
< 0, the r.h.s. of Eq. (6.4) can be negative or positive. In
the former case, τdyn(0) is arbitrary if
∣∣∣ c⊥0
γccΦ0
∣∣∣ ≥ 1, while it must satisfy τdyn(0) > 1 + r0
or τdyn(0) < 1 − r0 if
∣∣∣ c⊥0
γccΦ0
∣∣∣ < 1. When the r.h.s. of Eq. (6.4) is positive, condition (6.6)
applies.
In the models where V1-loop is negative for some/all y45, which are illustrated by the
backgrounds (iii) or (iv), we find that the numerical simulations yield the following scenario:
The universe expands, reaches a maximal size and then collapses into a Big Crunch, unless
the initial conditions are tuned so that the whole trajectory sits inside the tiny phase space
that yields the ever-expanding QNSR t → +∞, as described in Sect. 5. Notice that in
Ref. [11], where the dynamics of the Wilson lines is not taken into account, the initially
expanding cosmological solutions arising when V1-loop < 0 are also either attracted to the
QNSR t → +∞, or lead in the end to a Big Crunch. However, we emphasize again that
in this case, the attraction to the QNSR follows from initial conditions chosen in a much
larger space, namely
∣∣∣ c⊥0
γccΦ0
∣∣∣ < 1, τdyn(0) > 1 + r0. In other words, the dynamics of internal
moduli fields provides a severe source of instability for a flat, expanding universe, when the
quantum potential can reach negative values.
To describe a flat, expanding universe, the numerical simulations show that the models
where V1-loop ≥ 0 for all y45 are much more appealing, due to a global attraction mechanism
to the QNSR t → +∞. Fig. 5(a) presents the temporal evolution of (ad−1)· obtained in
Example (ii) which has ηR5 odd, for initial conditions of type (a). The potential being
positive, the curve is monotonically increasing, and turns out to converge to a constant, as
in Eq. (5.4). Note the existence of several inflection points, which are not numerical artefacts.
Actually, by choosing initial values of type (b), a structure of plateaux appears, as shown
in Fig. 5(b). The latter are longer and longer and, after a finite number of steps, the last
one is endless. Comments on this peculiar dynamics will be given at the end of the section.
In any case, this phenomenon is the way the trajectory evolves, in order to converge to the
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straight line encountered in the extreme initial condition τdyn(0)→
>
1− r0.
1
5
1
5
(a) (b)
Figure 5: Convergence of (ad−1)· towards its limit A d−1 in model (ii), for initial conditions (a) or (b).
Moving from case (a) to (b), a structure of plateaux appears.
To figure out when string perturbation theory is valid and M(σ) < cMs, we plot in Fig. 6
the dilaton and ln(Gdd) as functions of time. The constraints φ(t) < 0 and ln(Gdd(t)) < ln c
determine the ranges of time [ti, tf ] where the simulations can be trusted. In model (ii),
with c = 1, an example of initial conditions (a) yields [ti, tf ] = [105M−1s , 1059M−1s ], while
for initial values of type (b) we obtain [ti, tf ] = [106M−1s , 1065M−1s ]. In both simulations, the
final asymptotes are reached before tf . At late times (in logarithmic scale), the linearity of
-10
5
-10
5
φ φ
ln(Gdd) ln(Gdd)
(a) (b)
Figure 6: The behaviors of the dilaton φ (gray curves), ln(Gdd) (black curves) as functions of cosmic time
(in logarithmic scale) are asymptotically linear in model (ii), for initial conditions of type (a) or (b). The
evolutions can be trusted as long as φ(t) < 0 and ln
(
Gdd(t)
)
< 0, for c = 1.
the plots and the positivity of the slope of ln(Gdd) show the convergences
(cdyn⊥ , c
dyn
Φ ) −→ (c⊥, cΦ) and Jdyn −→ J+ > 0 , when t→ +∞ . (6.7)
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Fig. 7 details the evolution of Jdyn(t), which describes a transient regime of damped os-
cillations between positive and negative values, followed by a stabilization at a positive
constant J+. In view of our analysis in Sect. 4, the sign of J+ suggests that the trajectory
-0.6
0.2
-1.5
1
(a) (b)
Figure 7: Convergence of Jdyn towards a positive value J+ in model (ii), for initial conditions of type (a)
or (b).
of the point
(
cdyn⊥
γcc
dyn
Φ
, 0
)
enters the left crescent in Fig.1(a). This is confirmed by the upper
plots in Fig. 8. Even if the initial value c⊥0
γccΦ0
is far above the tiny range [−1,≈−0.9941],
the ratio c
dyn
⊥
γcc
dyn
Φ
is inexorably attracted to this interval, where it stabilizes. The lower plots
in Fig. 8 zoom the entrance and freezing of c
dyn
⊥
γcc
dyn
Φ
in the range.
The remaining numerical behaviors to be described are those of the Wilson lines. The
upper plots in Fig. 9 show the evolutions of y45(t) and y54(t), which converge to con-
stants y(0)45 , y
(0)
54 . Due to Eq. (4.13), which is exact when y55 ≡ 0, the curve y54(t) is monotonic.
This however may not be the case for y45(t), which is not a free field. Actually, accentuating
the plateaux structure i.e. in case (b), the magnitudes of both velocities y˙45, y˙54 drop during
the transient eras of quasi static (ad−1)·, and y45 may even stop and go backward. Notice
that these effects are consistent with the fact that in the limit τdyn(0)→
>
1− r0 of the initial
conditions, the Wilson lines are expected to become static, y˙45 ≡ y˙54 ≡ 0.
Since
√
2 y45 can be very large, its convergence to
√
2 y(0)45 is more accurately accounted for
by the effective potential, which is 1-periodic. As shown in the lower plots in Fig. 9, V1-loop
vdMd
oscillates over time between 80 and 48, which are the values of nF − nB in backgrounds (ii)
and (i), when they are not deformed. For initial conditions of type (b), we see that before√
2 y45 starts freezing, its kinetic energy is larger than the potential, since
√
2 y45 evolves
quickly, passing easily the maxima and minima. This does not last, however, and
√
2 y45
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1
-1
-0.9941
-1
-0.9941
(a) (b)
(a) (b)
Figure 8: Attraction of cdyn
γccdyn
towards the tiny range [−1,≈−0.9941] in model (ii), for initial conditions of
type (a) or (b) (upper plots). The ratio stabilizes once it enters the interval (lower plots).
ends up oscillating around a minimum, until it stabilizes at a random value close to it. The
last fluctuations are those described in Sect. 5, in the massive case in Fig. 4(i). As a result,√
2 y(0)45 ' 2k + 1, where k ∈ Z, i.e. the dynamics has driven spontaneously the system
from the initial state (ii) to a slightly deformed background (i). Remarkably, soon after
y45 is stabilized, we have checked that its remnant kinetic energy starts again to dominate
over the potential, and their ratio even tends to infinity (!). In the notations used at the
end of the previous section, the case at hand leads to K+
d−1 > J+ > 0, which is nevertheless
compatible with the stability of the cosmological solution. Concerning the modulus y54, its
monotonicity and the fact that it is a flat direction of the potential when y55 ≡ 0 imply its
stabilization not to be preceded by oscillations, and its limit value y(0)54 to be fully arbitrary.
As described for y45, the remnant kinetic energy of y54 is greater than V1-loop right before and
soon after its stabilization process. On the contrary, as seen in the lower plot in Fig. 9(a),
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Figure 9: Convergence of y45 (black curves) and y54 (gray curves) to their limits y(0)45 and y(0)54 in model (ii),
for initial conditions of type (a) or (b) (upper plots). If the curve y54(t) is always monotonic, that of y45(t)
may not be so in case (b). The final value y(0)45 is random in case (a), while it is close to a minimum of
V1-loop in case (b), due to the existence of damped oscillations (lower plots).
the attraction of y45 to the neighborhood of a minimum of V1-loop turns out to be inefficient
for generic initial conditions of type (a). This is due to the fact that as soon as the Wilson
line cannot pass the next maximum of the potential, it freezes.
To summarize, the simulated cosmological evolutions in model (ii) are attracted to the
QNSR t → +∞, for both initial conditions (a) and (b). The asymptotic behaviors are
reached in a finite number of steps, more visible in case (b), where the dynamics can be
described as follows:
• The plateaux present in Fig. 5(b) are characterized by almost constant (ad−1)·.
• At the beginning of each plateau, the kinetic energy of y45 and y54 is lower than the
effective potential. The motion of these moduli is slowing down, especially for y45 whose
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time-derivative may change sign. As a result, the universe enters an approximate QNSR
(see Ref. [11] for the limit case of frozen Wilson lines, which yields a global attraction to the
QNSR t→ +∞).
• However, except at the last step, Jdyn reaches negative minimum values at the beginning
of each plateau, as seen in Fig. 7(b). As a result, the domination of the potential over
the Wilson lines’ kinetic energies does not last. When the latter become greater than the
canonical kinetic energies of Φ and φ⊥, the approximate QNSR is destabilized and (ad−1)·
leaves its current plateau.
• We have checked analytically that there is no power-like asymptotic solution that
describes an ever-expanding flat universe, dominated by the Wilson lines’ kinetic energies.15
Thus, y45 and y54 have to release their kinetic energies to the rest of the system, so that
the universe is again attracted to an approximate QNSR. In other words, (ad−1)· has moved
from one plateau to the next.
• This process of climbing steps ends when the system enters a plateau where Jdyn is
positive. In this case, the Wilson lines’ kinetic energies may soon dominate over the effective
potential (when K+
d−1 > J+), but never over the canonical kinetic energies of Φ and φ⊥
(because J+ > 0). As a result, the universe remains in QNSR for good.
For generic initial conditions of type (a), even if the plateaux of (ad−1)· and the slowdowns
of the Wilson lines are less pronounced, the correspondence between the negative minima
of Jdyn and the transient dominations of the potential over the kinetic energies of y45 and
y54 remains valid.
7 Conclusion
In this work, we have shown that the notion of QNSR introduced in Ref. [11] for toy models
involving only the scale factor a, the supersymmetry breaking scale M ≡ eαΦ and the
dilaton φ can be extended to full string theories. This has been done at the 1-loop level in
toroidally compactified heterotic string at weak coupling, where a Scherk-Schwarz mechanism
involving a single internal direction Xd breaks spontaneously all supersymmetries. The key
15Power-like limit behaviors describing a Big Crunch (or Big Bang) dominated by the Wilson lines’ kinetic
energies however exist.
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point is the presence of a bunch of marginal deformations:
√
Gdd and φ, which are equivalent
to the canonical no-scale modulus Φ and scalar φ⊥, and the Wilson lines ydΥ, yid, yiΥ, for
Υ ∈ {d + 1, . . . , 25}, i ∈ {d + 1, . . . , 9}. If we have analyzed in great details the dynamics
involving the moduli where Υ = i = d+1, our results should be more general. In the QNSRs
describing an ever-expanding universe or a Big Bang, the kinetic energies of Φ, φ⊥, yiΥ are
expected to dominate over those of ydΥ, yid and the effective potential V1-loop. As a result, the
classical no-scale structure is restored at the quantum level during the cosmological evolution
of the flat universe.
The existence of the QNSRs is independent of the characteristics of V1-loop. Denoting the
values at t = 0 of the scale factor and moduli fields as a(0) and (Φ(0), φ(0), y(0)), the initial
time derivatives (Φ˙(0), φ˙(0), y˙(0)) can always be set in a phase space region for the universe
to be attracted to a QNSR. This turns out to be the case whether V1-loop(Φ(0), φ(0), y(0)) is
positive, negative or null, as well as maximal, minimal or at a saddle point.
Global effects, however, depend drastically on the sign of V1-loop. We have “shown nu-
merically” in dimension 4 that when y45 and y54 vary arbitrarily, while keeping y55 frozen at
a point of extended light spectrum, the initially growing universes always end in the QNSR
a → +∞, provided V1-loop ≥ 0 for all y45. Allowing all y-deformations to be dynamical,
we expect this attraction to be true when the trajectory does not explore regions in mod-
uli space where V1-loop < 0.16 As noticed before, this sufficient condition is not necessary,
when the initial conditions are tuned in tiny intervals. On the contrary, when an initially
growing cosmological evolution does not converge to the QNSR a → +∞, which requires
V1-loop to reach negative values, the simulated expansion of the scale factor comes to a halt
and the universe eventually collapses. In Ref. [11], such a Big Crunch can be realized in two
ways: With the QNSR a → 0 (by applying time reversal on the Big Bang solution), or as
an evolution dominated by the no-scale modulus kinetic and potential energies. As noticed
in Footnote 15, taking into account the Wilson lines’ dynamics, the kinetic energies of the
scalars ydΥ, yid may also dominate. It would be interesting to extend the analysis of the
system to derive an overview of all possible limit behaviors of the solutions and associated
attractor mechanisms.
16In any case, the evolutions along which V1-loop ≥ 0 are ever-expanding, due to the monotonicity of
(ad−1)· > 0 (see Eq. (4.7)), which forbids H to vanish.
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An important consequence of the above remarks is that a flat expanding universe is more
naturally described by a model with positive potential, while Big Crunch solutions arise in
most cases when the potential is negative. This result is in the spirit of Refs [12–15], where
hot universes are considered, i.e. when finite temperature T is switched on in addition to
the implementation of the spontaneous breaking of supersymmetry. In this case, when the
zero-temperature effective potential is positive, the trajectory of the flat universe at finite T
is attracted to an expanding solution satisfying proportionality properties [12,14],
1
a(t) ∼ #
M(t)
Ms
∼ # T (t)
Ms
∼ # e2α2φ(t) ∼ #
(tMs)
2
d
. (7.1)
The above asymptotic evolution is said to be “radiation-like”, due to the state equation
ρtot ∼ (d− 1)Ptot satisfied by the total energy density ρtot and pressure Ptot present in the
universe. The latter take into account the thermal contributions derived from the 1-loop free
energy, as well as the kinetic energy of the no-scale modulus Φ. On the contrary, when the
zero-temperature 1-loop potential is negative, the universe at finite T collapses into a Big
Crunch, where temperature effects tend to be screened, T/M → 0.
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Appendix: Moduli dependence of the effective potential
For the present work to be self-content, let us review how discrete deformations responsible
for the total spontaneous breaking of supersymmetry, as well as continuous Wilson lines,
can be introduced in maximally supersymmetric heterotic string. Our final goal is to derive
an expression of the effective potential valid when the supersymmetry breaking scale is low,
compared to the string scale Ms.
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A.1 The deformations
In the 1-loop partition function, the relevant deformed conformal block to be considered
turns out to be
Z[~a,~b,G,B, ~Y ] =
√
detG
τ
10−d
2
2
∑
m˜d,...,m˜9
nd,...,n9
e
− pi
τ2
(m˜I+nI τ¯)(G+B)IJ (m˜J+nJτ)
× eipinI ~YI ·(~b−m˜J ~YJ )
4∏
A=1
θ
[
aLA−2nIY LIA
bLA−2m˜IY LIA
]
(τ)
25∏
J=10
θ¯
[
aRJ−2nIY RIJ
bRJ−2m˜IY RIJ
]
(τ¯) , (A.1)
where sums over repeated indices I, J ∈ {d, . . . , 9} are understood. Our notations are as
follows:
• The first line is the contribution of the zero modes of the 10−d bosonic coordinates com-
pactified on a torus, whose metric and antisymmetric tensor are GIJ , BIJ , I, J ∈ {d, . . . , 9}.
Written in Lagrangian form, this expression involves a discrete sum over the integers m˜I and
winding numbers nI .
• In the second line, the holomorphic Jacobi θ functions arise from the partition functions
θ/η of the 4 complex left-moving fermions of the superstring, where η is the Dedekind func-
tion17. In their brackets, aLA and bLA, A ∈ {1, . . . , 4}, define their boundary conditions before
deformation, along the cycles z → z+1 and z → z+τ of the genus-1 worldsheet parameterized
by z and of Teichmüller parameter τ ≡ τ1 + iτ2. Similarly, the antiholomorphic θ¯ functions
arise from the contributions θ¯/η¯ associated with the 16 complex right-moving fermions of
the bosonic string, with boundary conditions before deformation determined by aRJ and bRJ ,
J ∈ {10, . . . , 25}. In the derivation to come, ~a ≡ (~aL,~aR) and ~b ≡ (~bL,~bR) can have ar-
bitrary real entries. However, modular invariance of the entire model imposes constraints
on the set of values they can take. For instance, in our maximally supersymmetric case of
interest, we have aL1 = · · · = aL4 and bL1 = · · · = bL4 . However, we will keep the 4-components
of ~aL and ~bL independent, since this can be useful when dealing with non-maximally super-
symmetric models. (See Ref. [8] for an example in 4 dimensions realizing the N = 2 → 0
spontaneous breaking.)
• Beside the torus moduli (G + B)IJ , we introduce deformations of the left- and right-
17Our conventions for θ and η functions can be found in Ref. [19].
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moving (super)-conformal theories,
Y LIA , Y
R
IJ , I ∈ {d, . . . , 9} , A ∈ {1, . . . , 4} , J ∈ {10, . . . , 25} . (A.2)
For the holomorphic supercurrent to be preserved, the left-moving ones are quantized [2],
Y LIA ∈ Z. Thus, different choices of Y LIA’s yield different models. On the contrary, the right-
moving Y RIJ ’s are arbitrary marginal deformations. In each given model, they are moduli
fields that can be interpreted as Wilson lines along T 10−d of a rank 16 gauge group G16.
• In the second line of Eq. (A.1), the overall phase uses the following definition of scalar
product: For two vectors ~v ≡ (~vL, ~vR) and ~w ≡ (~wL, ~wR) in R4,16, we write
~v · ~w = ~vL · ~wL − ~vR · ~wR =
4∑
A=1
vLAw
L
A −
25∑
J=10
vRJw
R
J . (A.3)
The phase is introduced for the following modular transformations of the entire conformal
block to be independent of ~YI ≡ (~Y LI , ~Y RI ):
τ → −1
τ
⇐⇒
 (nI , m˜I)→ (nI , m˜I)S(aLA, bLA)→ (aLA, bLA)S , (aRJ , bRJ )→ (aRJ , bRJ )S
τ → τ + 1⇐⇒
 (nI , m˜I)→ (nI , m˜I)T(aLA, bLA)→ (aLA, bLA + aLA − 1) , (aRJ , bRJ )→ (aRJ , bRJ + aRJ − 1)
where S =
(
0 −1
1 0
)
, T =
(
1 1
0 1
)
. (A.4)
Thus, any 1-loop partition function, which is modular invariant for ~YI = ~0, I ∈ {d, . . . , 9},
remains consistent when arbitrary Y -deformations are switched on.
Another way to write Eq. (A.1) clarifies the spectrum interpretation of the conformal
block, at the cost of obscuring the modular transformation τ → −1/τ . It is obtained by
inserting in Z[~a,~b,G,B, ~Y ] the definition of the θ functions in terms of a sum over N ∈ Z,
θ[ab ](τ) =
∑
N
q
1
2 (N−a2 )2e−bipi(N−
a
2 ), where q ≡ e2ipiτ , (A.5)
and applying a Poisson summation over the integers m˜d, . . . , m˜9. The result is the Hamilto-
nian form [20],
Z[~a,~b,G,B, ~Y ] = ∑
md,...,m9
nd,...,n9
∑
~N
e−ipi
~b· ~Q q
1
4 [PLI GIJPLJ +2( ~QL+nI ~Y LI )2] q¯
1
4 [PRI GIJPRJ +2( ~QR+nI ~Y RI )2],
(A.6)
43
where we have defined ~N ≡ ( ~NL, ~NR), GIJ ≡ (G−1)IJ and
PLI = mI − ~YI · ~Q−
1
2
~YI · nJ ~YJ + (B +G)IJnJ , I ∈ {d, . . . , 9} ,
PRI = mI − ~YI · ~Q−
1
2
~YI · nJ ~YJ + (B −G)IJnJ ,
~Q ≡ ( ~QL, ~QR) = ~N − ~a2 . (A.7)
The genus-1 partition function of a model takes the following form
Z[G,B, ~Y ] = 1
τ
d−2
2
2
1
η12 η¯24
1
|Ξ|
∑
~a,~b∈Ξ
C
[
~a
~b
]
Z[~a,~b,G,B, ~Y ] , (A.8)
where Ξ is the set of spin structures ~a and ~b take, |Ξ| is the cardinal of Ξ, and C
[
~a
~b
]
are
complex numbers of modulus 1, so that Z[G,B,~0] is modular invariant. Expanding
1
η12 η¯24
= 1
q
1
2 q¯
∑
`L,`R≥0
cL`Lc
R
`R
q`L q¯`R , (A.9)
we obtain
Z[G,B, ~Y ] = 1
τ
d−2
2
2
1
|Ξ|
∑
~a,~b∈Ξ
∑
~N
C
[
~a
~b
]
e−ipi
~b· ~Q ∑
`L,`R≥0
cL`Lc
R
`R
∑
md,...,m9
nd,...,n9
q
1
4M
2
L/M
2
s q¯
1
4M
2
R/M
2
s , (A.10)
in terms of left- and right-moving squared masses
M2L = M2s
[
PIG
IJPJ + 2( ~QL + nI ~Y LI )2 + 4`L − 2
]
,
M2R = M2s
[
P¯IG
IJ P¯J + 2( ~QR + nI ~Y RI )2 + 4`R − 4
]
. (A.11)
In Eq. (A.10), the sum over~b ∈ Ξ divided by |Ξ| implements the generalized GSO projection.
Since
q
1
4M
2
L/M
2
s q¯
1
4M
2
R/M
2
s = e2ipiτ1
M2
L
−M2
R
4M2s e
−piτ2M
2
L
+M2
R
2M2s , (A.12)
invariance under τ1 → τ1 + 1 implies
M2L −M2R
4M2s
≡ mInI + 12
(
~Q2 + 1
)
+ `L − `R ∈ Z , (A.13)
for all states that survive the GSO projection. Among them, the physical ones are those
which contribute to the integral over τ1 ∈ [−12 , 12 ] i.e. whose squared masses satisfy M2 =
M2L = M2R.
44
A.2 The SO(32) and E8 × E′8 heterotic string
As a warm up, let us recover the massless spectrum of the SO(32) and E8 × E8 heterotic
string compactified on T 10−d. In the former case, the partition function is obtained with
Ξ =
{
(4, 16)-tuples (a, . . . , a; γ, . . . , γ) , where a, γ ∈ Z2
}
=⇒ |Ξ| = 22 ,
C[a;γb ;δ ] = (−1)a+b+ab ,
~Y LI = ~0 , ~Y RI = ~0 , I ∈ {d, . . . , 9} . (A.14)
The lightest physical states have, on the left-moving side, `L = 0 and PLI = 0, I ∈ {d, . . . , 9}.
The sector a = 0 yields spacetime bosons, whose charges ~QL are the weights of the 8v
vectorial representation of the SO(8) affine Lie algebra, while a = 1 leads to fermions in
the 8s spinorial representation. All are massless. On the right-moving side, this implies
γ = 0. Moreover, at oscillator level `R = 1, we have PRI = 0, I ∈ {d, . . . , 9}, and ~QR = ~0,
corresponding to cR1 = 24 modes. For `R = 0, the charges ~QR are either the roots of
G16 = SO(32) with PRI = 0, I ∈ {d, . . . , 9}, or ~QR = ~0 with 12PRI GIJPRJ = 2. In the latter
case, the modes have charges equal to the roots of a gauge group G10−d of rank 10 − d.
Writing 24 = (d− 2) + (10− d) + 16, the massless states are organized as follows,
(8v ⊕ 8s)⊗
(
[d− 2]⊕ AdjG10−d ⊕ AdjG16
)
, (A.15)
corresponding to a supergravity multiplet in d dimensions, coupled to a vector multiplet in
the adjoint representation of G10−d × G16.
The 1-loop partition function of the E8 × E ′8 heterotic strings is realized with
Ξ =
{
(4, 8 + 8)-tuples (a, . . . , a; γ, . . . , γ, γ′, . . . , γ′) , where a, γ, γ′ ∈ Z2
}
=⇒ |Ξ| = 23 ,
C[a;γ,γ′b ;δ, δ′ ] = (−1)a+b+ab ,
~Y LI = ~0 , ~Y RI = ~0 , I ∈ {d, . . . , 9} . (A.16)
The left-moving side of the lightest physical states is identical to that encountered in the
SO(32) case. It is massless, which implies (γ, γ′) 6= (1, 1) on the right-moving side. At
oscillator level `R = 1, there are again cR1 = 24 modes with PRI = 0, I ∈ {d, . . . , 9}, and
~QR = ~0 (implying (γ, γ′) = (0, 0)). For `R = 0, the charges ~QR in the sector (γ, γ) = (0, 0)
are either the roots of SO(16) × SO(16)′ with PRI = 0, I ∈ {d, . . . , 9}, or ~QR = ~0 with
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1
2P
R
I G
IJPRJ = 2, corresponding to states whose charges are the roots of a gauge group G10−d.
For (γ, γ′) = (1, 0) or (0, 1), ~QR is a weight of the spinorial representation of SO(16) or
SO(16)′ with PRI = 0, I ∈ {d, . . . , 9}. Noticing that the adjoint of E8 can be decomposed
into the adjoint plus spinorial representation of SO(16), [248]E8 = [120]SO(16) ⊕ [128]SO(16),
the massless spectrum is given in Eq. (A.15), with G16 = E8 × E ′8.
A.3 Spontaneous supersymmetry breaking and Wilson lines
The spontaneous breaking of all supersymmetries can be realized by a suitable choice of dis-
crete left-moving deformations. For instance, for a stringy Scherk-Schwarz [2, 3] mechanism
implemented along a single internal direction Xd, we can take
Y LIA = δId δA1 , Y RIJ arbitrary , I ∈ {d, . . . , 9} , A ∈ {1, . . . , 4} , J ∈ {10, . . . , 25} , (A.17)
in terms of which the conformal block in Eq. (A.1) becomes
√
detG
τ
10−d
2
2
∑
m˜d,...,m˜9
nd,...,n9
e
− pi
τ2
(m˜I+nI τ¯)(G+B)IJ (m˜+nIτ) e−ipi(m˜da
L
1−ndbL1 +m˜dnd)
× e−ipinI ~Y RI ·(~bR−m˜J ~Y RJ )
4∏
A=1
θ
[
aLA
bLA
]
(τ)
25∏
J=10
θ¯
[
aRJ−2nIY RIJ
bRJ−2m˜IY RIJ
]
(τ¯) . (A.18)
Compared to Z[~a,~b,G,B, (~0L, ~Y R)], a pure phase appears in the first line. Consistently,
the latter is invariant under the modular transformations (A.4). The key point is that it
depends on aL1 , which determines the Neveu-Schwarz (aL1 = 0) or Ramond (aL1 = 1) boundary
condition of the light cone worldsheet fermions ψ2, ψ3, i.e. the bosonic or fermionic nature
of the states. By Poisson summation, the momentum along the direction Xd being shifted
by aL1 /2, the boson/fermion degeneracy is lifted.
To see how this works explicitly, we consider the Hamiltonian form given in Eq. (A.6).
It is convenient to write the latter using redefined internal metric, antisymmetric tensor and
Wilson lines,
(G′ +B′)IJ =
(
4(G+B)dd 2(G+B)dj
2(G+B)id (G+B)ij
)
, ~Y ′Rd = 2~Y Rd , ~Y ′Ri = ~Y Ri , i, j ∈ {d+ 1, . . . , 9} ,
(A.19)
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as well as new momenta, winding numbers and indices N ′’s,
m′d = 2(md −NL1 ) + aL1 − nd , m′i = mi , i ∈ {d+ 1, . . . , 9}
n′d =
nd
2 , n
′
i = ni ,
N ′L1 = NL1 + nd , N ′LA = NLA , N ′RJ = NRJ , A ∈ {2, 3, 4} , J ∈ {10, . . . , 25} , (A.20)
where n′d ∈ Z ∪ (Z+ 12). Given the above notations, we set
P ′LI = m′I + ~Y ′RI · ~Q′R +
1
2
~Y ′RI · n′J ~Y ′RJ + (B′ +G′)IJn′J , I ∈ {d, . . . , 9} ,
P ′RI = m′I + ~Y ′RI · ~Q′R +
1
2
~Y ′RI · n′J ~Y ′RJ + (B′ −G′)IJn′J ,
~Q′ ≡ ( ~Q′L, ~Q′R) = ~N ′ − ~a2 , (A.21)
in terms of which the conformal block (A.6) becomes
∑
md
nd
e2ipib
L
1 n
′
d
∑
m′d+1,...,m
′
9
n′d+1,...,n
′
9
∑
~N ′
e−ipi
~b· ~Q′ q
1
4 [P ′LI G′IJP ′LJ +2( ~Q′L)2] q¯
1
4 [P ′RI G′IJP ′RJ +2( ~Q′R+n′I ~Y ′RI )2]. (A.22)
As a result, the partition function takes the suggestive form
Z ′[G′, B′, ~Y ′R] = 1
τ
d−2
2
2
1
|Ξ|
∑
~a,~b∈Ξ
∑
~N ′
C
[
~a
~b
]
e−ipi
~b· ~Q′ ∑
`L,`R≥0
cL`Lc
R
`R
× ∑
n′
d
∈Z∪ (Z+ 12 )
e2ipib
L
1 n
′
d δaL1 ,m′d−2n′d mod 2
∑
m′d,...,m
′
9
n′d+1,...,n
′
9
q
1
4M
′2
L /M
2
s q¯
1
4M
′2
R/M
2
s , (A.23)
where the left- and right-masses satisfy
M ′2L = M2s
[
P ′LI G
′IJP ′LJ + 2( ~Q′L)2 + 4`L − 2
]
,
M ′2R = M2s
[
P ′RI G
′IJP ′RJ + 2( ~Q′R + n′I ~Y ′RI )2 + 4`R − 4
]
. (A.24)
Comparing Z ′[G′, B′, ~Y ′R] with the supersymmetric partition function Z[G,B, (~0L, ~Y R)], we
observe three modifications:
• The exchange of the moduli fields, as shown in Eq. (A.19).
• The winding number n′d along the Scherk-Schwarz breaking direction can be integer or
half-integer. In the latter case, the GSO-projection is reversed.
• The fermionic number aL1 is restricted to be equal to the parity of m′d − 2n′d, which
shows that there is no more boson/fermion degeneracy.
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Note however that when the compact direction Xd is large compared to the string scale,
and the right-moving Wilson lines are small compared to
√
G′dd, the states lighter than the
KK mass M ′(σ) = Ms
√
G′dd have vanishing momentum and winding numbers, m′d = n′d = 0.
Therefore, they are bosons, aL1 = 0, while their superpartners, m′d = 1, n′d = 0, acquire a KK
mass M ′(σ) identified with the supersymmetry breaking scale. For light fermions to exist, we
consider in the following more general patterns of supersymmetry breaking.
A.4 Supersymmetry breaking, discrete and continuousWilson lines
In the setup described in the previous section, when the supersymmetry breaking scale
M ′(σ) = Ms
√
G′dd is low compared to the string scale Ms, one way to have fermions lighter
than M ′(σ) is to introduce large Y -deformations. For this purpose, we consider left- and
right-moving discrete Wilson lines along the direction Xd,
Y LIA = δId δA1 , Y RIJ = δId ηRJ + yRIJ , I ∈ {d, . . . , 9} , A ∈ {1, . . . , 4} , J ∈ {10, . . . , 25} ,
where ~ηR · aR ∈ Z , yRJ arbitrary . (A.25)
In the above notations, ~ηR can be interpreted as a constant background, while ~yR plays
the role of continuous Wilson lines. Using properties of the θ functions18, the conformal
block (A.1) becomes
√
detG
τ
10−d
2
2
∑
m˜d,...,m˜9
nd,...,n9
e
− pi
τ2
(m˜I+nI τ¯)(G+B)IJ (m˜+nIτ) eipi~η
R·~yRi (ndm˜i−nim˜d)
× e−ipi[m˜d(aL1−ηR·~aR)−nd(bL1−ηR·~bR)+m˜dnd(1−(~ηR)2)]
× e−ipinI~yRI ·(~bR−m˜J~yRJ )
4∏
A=1
θ
[
aLA
bLA
]
(τ)
25∏
J=10
θ¯
[
aRJ−2nIyRIJ
bRJ−2m˜IyRIJ
]
(τ¯) , (A.26)
where sums over repeated indices i ∈ {d+1, . . . , 9} are understood. The phase in the second
line generalizes that found in Eq. (A.18), and will be shown to yield a new pattern of spon-
taneous breaking of supersymmetry in the light spectrum. In the first line, another phase,
which is ~ηR-dependent, has appeared. Consistently, it is invariant under the transforma-
tions (A.4), so that the modular properties of the whole conformal block are not spoiled.
18We use the fact that ~ηR has integer entries. More specifically, in a consistent model, the components
of ~aR are of the form aRJ = k/χJ , J ∈ {10, . . . , 25}, where χJ ∈ N∗ and k spans the set {0, . . . , χJ − 1}.
Thus, ηRJ ∈ χJZ.
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Actually, since
eipi~η
R·~yRi (ndm˜i−nim˜d) = e−
pi
τ2
(m˜I+nI τ¯)∆BIJ (m˜J+nJτ), (A.27)
where ∆BIJ is antisymmetric and defined as
∆Bdj =
1
2 η
R · ~yRj , ∆Bij = 0 , i, j ∈ {d+ 1, . . . , 9} , (A.28)
it is natural to write Eq. (A.26) in the following form
√
detG
τ
10−d
2
2
∑
m˜d,...,m˜9
nd,...,n9
e
− pi
τ2
(m˜I+nI τ¯)(G+B+∆B)IJ (m˜+nIτ)
× e−ipi[m˜d(aL1−ηR·~aR)−nd(bL1−ηR·~bR)+m˜dnd(1−(~ηR)2)]
× e−ipinI~yRI ·(~bR−m˜J~yRJ )
4∏
A=1
θ
[
aLA
bLA
]
(τ)
25∏
J=10
θ¯
[
aRJ−2nIyRIJ
bRJ−2m˜IyRIJ
]
(τ¯) . (A.29)
The Hamiltonian form of the above result can be expressed in terms of
(G′ +B′)IJ =
(
4(G+B)dd 2(G+B)dj
2(G+B)id (G+B)ij
)
, ~y ′Rd = 2~yRd , ~y ′Ri = ~yRi , i, j ∈ {d+ 1, . . . , 9} ,
∆B′IJ antisymmetric , ∆B′dj = ηR · ~y ′Rj , ∆B′ij = 0 , (A.30)
and by redefining the momenta, winding numbers and indices N ′’s as
m′d = 2(md −NL1 + ~ηR · ~NR) + aL1 − ~ηR · ~aR − (1− (~ηR)2)nd , m′i = mi , i ∈ {d+ 1, . . . , 9} ,
n′d =
nd
2 , n
′
i = ni ,
N ′L1 = NL1 + nd , N ′LA ∈ NLA , N ′RJ = NRJ + nd ηRJ , A ∈ {2, 3, 4} , J ∈ {10, . . . , 25} ,
(A.31)
where n′d ∈ Z ∪ (Z+ 12). With these conventions, we set
P ′LI = m′I + ~y ′RI · ~Q′R +
1
2 ~y
′R
I · n′J~y ′RJ + (B′ + ∆B′ +G′)IJn′J , I ∈ {d, . . . , 9} ,
P ′RI = m′I + ~y ′RI · ~Q′R +
1
2 ~y
′R
I · n′J~y ′RJ + (B′ + ∆B′ −G′)IJn′J ,
~Q′ ≡ ( ~Q′L, ~Q′R) = ~N ′ − ~a2 , (A.32)
and write the conformal block (A.6) as∑
md
nd
e2ipi(b
L
1−~ηR·~bR)n′d
∑
m′d+1,...,m
′
9
n′d+1,...,n
′
9
∑
~N ′
e−ipi
~b· ~Q′ q
1
4 [P ′LI G′IJP ′LJ +2( ~Q′L)2] q¯
1
4 [P ′RI G′IJP ′RJ +2( ~Q′R+n′I~y ′RI )2] .
(A.33)
49
As a result, when the condition ~ηR · ~aR ∈ Z is satisfied for all sectors ~a ∈ Ξ, the partition
function takes the final form
Z ′[G′, B′, ~y ′R]~ηR =
1
τ
d−2
2
2
1
|Ξ|
∑
~a,~b∈Ξ
∑
~N ′
C
[
~a
~b
]
e−ipi
~b· ~Q′ ∑
`L,`R≥0
cL`Lc
R
`R
× ∑
m′d
n′d∈Z∪ (Z+ 12 )
e2ipi(b
L
1−~ηR·bR)n′d δaL1 ,m′d+~ηR·aR−(1−(~ηR)2)2n′d mod 2
× ∑
m′d+1,...,m
′
9
n′d+1,...,n
′
9
q
1
4M
′2
L /M
2
s q¯
1
4M
′2
R/M
2
s , (A.34)
where the left- and right-masses satisfy
M ′2L = M2s
[
P ′LI G
′IJP ′LJ + 2( ~Q′L)2 + 4`L − 2
]
,
M ′2R = M2s
[
P ′RI G
′IJP ′RJ + 2( ~Q′R + n′I~y ′RI )2 + 4`R − 4
]
. (A.35)
Comparing with the case ~ηR = ~0R given in Eq (A.23), there are two differences:
• There is a shift ∆B′IJ of the antisymmetric tensor. In the core of the present paper,
we however denote B + ∆B as B (or B′ + ∆B′ as B′), using a field redefinition.
• The states m′d = n′d = 0 have fermionic number aL1 equal to the parity of ~ηR · aR, which
may be even or odd. When the compact direction Xd is large compared to the string scale,
and the components of the Wilson line vector ~y ′R are small compared to
√
G′dd, the lightest
states may therefore be bosons or fermions, while their superpartners acquire a KK mass
M ′(σ) = Ms
√
G′dd (see next section).
Additional discrete Wilson lines can also be switched on as follows. Without loss of
generality, we can split the internal metric plus antisymmetric tensor component (d, J) into
a quantized background and continuous Wilson line deformations:
(G′ +B′ + ∆B′)dJ = ηRJ +
√
2 y′RdJ , J ∈ {d, . . . , 9} , where ηRJ ∈ Z , y′RdJ arbitrary .
(A.36)
In terms of the redefined momentum quantum number mˆ′d = m′d + ηRJ n′J , we obtain new
expressions for
P ′Ld = mˆ′d + ~y ′Rd · ~Q′R +
1
2 ~y
′R
d · n′J~y ′RJ +
√
2 y′RdJn′J ,
P ′Rd = mˆ′d + ~y ′Rd · ~Q′R +
1
2 ~y
′R
d · n′J~y ′RJ + (
√
2 y′R − 2G′)dJn′J , (A.37)
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and the partition function takes the alternative form
Z ′[G′, B′, ~y ′R]ηR
d
,...,ηR9 ,~η
R =
1
τ
d−2
2
2
1
|Ξ|
∑
~a,~b∈Ξ
∑
~N ′
C
[
~a
~b
]
e−ipi
~b· ~Q′ ∑
`L,`R≥0
cL`Lc
R
`R
× ∑
mˆ′d
n′d∈Z∪ (Z+ 12 )
e2ipi(b
L
1−~ηR·bR)n′d δaL1 ,mˆ′d−ηRJ n′J+~ηR·aR−(1−(~ηR)2)2n′d mod 2
× ∑
m′d+1,...,m
′
9
n′d+1,...,n
′
9
q
1
4M
′2
L /M
2
s q¯
1
4M
′2
R/M
2
s , (A.38)
where one argument of the Kronecker symbol is shifted. To conclude, we stress that the
above partition function is equivalent to the initial one in Eq. (A.8), with left-moving discrete
Wilson lines given in Eq. (A.17). It is therefore independent of ηRd , . . . , ηR9 , ~ηR. However, in
order to describe the light spectrum encountered in a given region of moduli space, it may
be helpful to choose ηRd , . . . , ηR9 , ~ηR suitably.
A.5 Low supersymmetry breaking scale
From now on in the Appendix, we consider the case where
√
G′dd  1, while all other com-
ponents of the internal metric and antisymmetric tensor are of order 1. We find convenient
to set ηRd = 0 and use only the notation G′dd (rather than y′Rdd), in terms of which the super-
symmetry breaking scale M ′(σ) = Ms
√
G′dd = O(Ms/
√
G′dd) is low. In the following, our goal
is to derive in these conditions expressions of the effective potential,
V(σ)1-loop ≡ −
Mds
(2pi)d
∫
F
d2τ
2τ 22
Z ′[G′, B′, ~y ′R]0,ηR
d+1,...,η
R
9 ,~η
R . (A.39)
In the Hamiltonian form of the partition function (A.38), the left- and right-moving
masses satisfy
q
1
4M
′2
L /M
2
s q¯
1
4M
′2
R/M
2
s = O
(
e−piτ2(G′ddn′2d +O(1))
)
, where τ2 >
√
3
2 . (A.40)
Therefore, all strings stretched non-trivially along the very large direction Xd are super-
massive (even much more than oscillator states) and yield contributions to V(σ)1-loop that are
exponentially suppressed in G′dd. Thus, we proceed by focusing on the modes having trivial
winding number, n′d = 0.
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Next, we note that in the Langrangian formulation of the conformal block (A.26), the
phase responsible for the spontaneous breaking of supersymmetry is trivial when nd = 2n′d
and m˜d are even. Hence, in the sector nd = 2n′d = 0, the only non-vanishing contributions
arise for m˜d odd. In this case, denoting m˜d = 2k˜d+1, each term of the integrand in Eq. (A.39)
contains a τ2-dependent factor
1
τ 62
e
− pi
τ2
[(2k˜d+1)2Gdd+O(1)] e−piτ2O(1) . (A.41)
The latter allows an extension of the integration over the fundamental domain F to the
“upper half strip”, ∫
F
dτ1dτ2 −→
∫ 1
2
− 12
dτ1
∫ +∞
0
dτ2 , (A.42)
at the price of introducing an error exponentially suppressed in G′dd. Note that no ultraviolet
divergence occurs as τ2 → 0.
Switching back to the Hamiltonian picture, the integration over τ1 projects out the non-
level matched states. Therefore, we obtain
V(σ)1-loop = −
Mds
(2pi)d
∫ +∞
0
dτ2
2τ
d+2
2
2
∑
s
(−1)mˆ′d−ηRj n′j+~ηR·~aR e−piτ2M ′2L /M2s +O
(
e−#G
′
dd
)
, (A.43)
where # is an order 1 positive coefficient and the discrete sum is over all physical states s
having n′d = 0. To be explicit, they belong to some sector labeled by ~aR ∈ Ξ and have
arbitrary quantum numbers mˆ′d,m′d+1, . . . ,m′9, n′d+1, . . . , n′9 and `L, `R. Notice that we have
used the spin-statistics theorem as well as the Kronecker symbol appearing in the partition
function (A.38) to fix the sign of the contribution of s. Since the level matching condition
1
4(M
′2
L −M ′2R) ≡M2s
[
(mˆ′d − η′RI n′I)n′d +m′in′i +
1
2
(
~Q2 + 1
)
+ `L − `R
]
∈ Z (A.44)
is independent of mˆ′d when n′d = 0, the states s are actually organized in KK towers of modes
of arbitrary momentum mˆ′d, so that we may write
V(σ)1-loop = −
Mds
(2pi)d
∑
s0
(−1)~ηR·~aR−η′Rj n′j
∫ +∞
0
dτ2
2τ
d+2
2
2
∑
mˆ′
d
(−1)mˆ′d e−piτ2M ′2L /M2s +O
(
e−#G
′
dd
)
, (A.45)
where the first discrete sum is over the physical states s0 having mˆ′d = n′d = 0. In the above
expression, M ′L is the mass of the KK mode of momentum mˆ′d,
M ′2L = M2s
[
mˆ′2dG
′dd + 2mˆ′dζd
]
+M ′2L0 , (A.46)
52
where M ′L0 is that of the zero-momentum state s0,
M ′2L0 = M2s
[
ξ2dG
′dd + 2ξdG′djP ′Lj + P ′Li G′ijP ′Lj + 2( ~Q′L)2 + 4`L − 2
]
, (A.47)
and ξd, ζd are introduced for notational convenience,
ξd = ~y ′Rd · ~Q′R +
1
2 ~y
′R
d · n′j~y ′Rj +
√
2 y′Rdj n′j , ζd = G′ddξd +G′djP ′Lj . (A.48)
By Poisson summation over mˆ′d, one obtains a mixed Lagrangian/Hamiltonian form of
the effective potential, where the order of the integral and the discrete sum can be inverted.
One finds
V(σ)1-loop = −
Mds
(2pi)d
∑
s0
(−1)~ηR·~aR−ηRj n′j ∑
m˜′
d
eipi(2m˜
′
d+1)
ζd
G′dd
1√
G′dd
∫ +∞
0
dτ2
2τ
d+3
2
2
e
−pi (m˜
′
d
+ 12 )
2
τ2G′dd e−piτ2M
′2
L0
+O
(
e−#G
′
dd
)
, (A.49)
whereM′L0 is a characteristic mass associated with the KK tower labeled by s0,
M′2L0 ≡M ′2L0 −
(ζdMs)2
G′dd
= M2s
[
P ′Li G
′ijP ′Lj −
(G′djP ′j)2
G′dd
+ 2( ~Q′L)2 + 4`L − 2
]
≥ 0 . (A.50)
The result of the integration over τ2 can be formulated in terms of a function
F (z) ≡ z d+12 K d+1
2
(z) = 2 d−12 Γ
(
d+ 1
2
)[
1− z
2
2(d− 1) +O(z
4)
]
, when z → 0 ,
∼ z d2 e−z
√
pi
2 , when z → +∞ , (A.51)
where K d+1
2
is a modified Bessel function of the second kind. If F is finite at z = 0, it
happens to be exponentially suppressed for z  1, thus implying that only a finite number
of towers yields significant contributions. To be specific, let us consider the nB (or nF) KK
towers having M′L0 lower than a few times M ′(σ) (say %M ′(σ) for some % = O(1)), and such
that ~ηR ·~aR− ηRj n′j is even (or odd). Defining cMs to be the lowest massM′L0 of the infinite
number of heavier KK towers, we obtain19
V(σ)1-loop = −
M ′d(σ)
(2pi) 3d+12
nB+nF∑
s0=1
(−1)~ηR·~aR−ηRj n′j ∑
m˜′
d
cos
(
pi(2m˜′d + 1)
ζdM2s
M ′2(σ)
)
|m˜′d + 12 |d+1
F
(
pi|2m˜′d + 1|
M′L0
M ′(σ)
)
+O
(
(cMsM ′(σ))
d
2 e
−picMs/M ′(σ)
)
. (A.52)
19Choosing for instance % = 3, the most unfavorable configuration, which corresponds to cMs = %M ′(σ),
implies the non-explicit terms in the second line of Eq. (A.52) to be about 1% of the contribution of a KK
tower with vanishing characteristic mass. Of course, Ms ≥ cMs > %M ′(σ) yields much lower errors.
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In fact, the KK towers with characteristic massesM′L0 > %M ′(σ) are almost supersymmetric
and do not contribute significantly to the effective potential. Going back to the Hamiltonian
picture given in Eq. (A.45), we also have
V(σ)1-loop = −
Mds
(2pi)d
nB+nF∑
s0=1
(−1)~ηR·~aR−ηRj n′j
∫ +∞
0
dτ2
2τ
d+2
2
2
∑
mˆ′
d
(−1)mˆ′d e−piτ2M ′2L /M2s
+O
(
(cMsM ′(σ))
d
2 e
−picMs/M ′(σ)
)
. (A.53)
Some remarks are in order:
• The gauge symmetry arising from the 10−d+16 internal directions and extra dimensions
of the right-moving bosonic string yield an U(1)×G9−d+16 gauge symmetry, where the rank
of G9−d+16 is 9 − d + 16. When G9−d+16 is “maximally enhanced”, i.e. contains no U(1)
factor, we have in particular y′Rdj = 0, j ∈ {d+1, . . . , 9}, ~y ′Rd = ~0, so that ξd = 0.20 Moreover,
except the KK scale M ′(σ) itself, there is no mass scale between 0 and Ms. As a result, there
are nB + nF KK towers with exactly vanishing characteristic masses, M′L0 = 0, while all
other towers are very heavy,M′L0 = O(Ms). The former satisfy P ′Li = 0, i ∈ {d+ 1, . . . , 9},
( ~Q′L)2 = 1, `L = 0, so that ζd = 0. From the Hamiltonian point of view, the nB + nF
zero-modes s0 are massless, M ′L0 = 0, their KK counterparts satisfy M ′L ≥ M ′(σ), and the
string states belonging to other KK towers satisfy M ′L = O(Ms).
• The situation presents mild differences when some moduli fields are switched on and
bring the model slightly away from the background where G9−d+16 is maximally enhanced.
This happens when deviations of (G′+B′+∆B′)ij, i, j ∈ {d+1, . . . , 9}, from the initial back-
ground are smaller (in absolute value) than %
√
G′dd, or when some non-vanishing |y′Rdj |, |y′RdJ |,
j ∈ {d+ 1, . . . , 9}, J ∈ {10, . . . , 25}, are lower than 1. In both cases, new scales lower than
%
√
G′ddMs are introduced, whose effects are to induce small Higgs masses to some of the
nB + nF initially massless modes s0. However, the KK towers they belong to remain light,
in the sense that their characteristic masses still satisfyM′L0 < %M ′(σ).
• When a deviation ς of some (G′ + B′ + ∆B′)ij, i, j ∈ {d + 1, . . . , 9}, becomes larger
(in absolute value) than %
√
G′dd, the number nB + nF of KK towers such thatM′L0 < %M ′(σ)
decreases. Physically, the gauge theory enters a Coulomb branch where the component (G′+
B′ + ∆B′)ij is a flat direction of the effective potential, up to O
(
(|ς|MsM ′(σ))
d
2 e
−pi|δ|Ms/M ′(σ)
)
terms.
20An arbitrary component (G′ +B′)id, i ∈ {d+ 1, . . . , 9}, is however allowed.
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A.6 Example with nF greater, lower or equal to nB
In order to illustrate the results of Sects (A.4) and (A.5), we consider the E8 ×E ′8 heterotic
string compactified on S1(Rd) × T 9−d, where Rd is the radius of the circle, in the presence
of discrete deformations,
Ξ =
{
(4, 8 + 8)-tuples (a, . . . , a; γ, . . . , γ, γ′, . . . , γ′) , where a, γ, γ′ ∈ Z2
}
=⇒ |Ξ| = 23 ,
C[a;γ,γ′b ;δ, δ′ ] = (−1)a+b+ab ,
Y LIA = δId δA1 , I ∈ {d, . . . , 9} , A ∈ {1, . . . , 4} ,
Y RIJ = δIdηRJ i.e. yRIJ = 0 , J ∈ {10, . . . , 25} ,
0 = (G′ +B′ + ∆B′)dJ = ηRJ i.e. y′RdJ = 0 , J ∈ {d, . . . , 9} . (A.54)
As explained before, the left-moving discrete deformation implements a spontaneous breaking
of supersymmetry via a stringy Scherk-Schwarz mechanism along the direction Xd. More-
over, when the supersymmetry breaking scale is low, the bosonic or fermionic nature of the
lightest states is determined by ~ηR, a fact that has a direct impact on the gauge symmetry.
In the following, we consider in details the example where
ηRJ = δJ ,10 + δJ ,18 , J ∈ {10, . . . , 25} . (A.55)
We first derive the partition function of the model under the above assumptions. Then,
we switch on arbitrary (but small) Wilson line deformations around such a background and
derive the 1-loop effective potential at low supersymmetry breaking scale.
Using Eq. (A.29), the 1-loop partition function (A.8) can be written as
Z = 1
τ
d−2
2
2
1
η12 η¯24
1
2
∑
a,b
(−1)a+b+ab θ[ab ]4
1
2
∑
γ,δ
θ[γδ ]8
1
2
∑
γ′,δ′
θ[γ
′
δ′ ]8
× Rd√
τ2
∑
m˜d,nd
e
− pi
τ2
R2d|m˜d+ndτ |2 Γ9−d,9−d (−1)m˜d(a−γ−γ′)−nd(b−δ−δ′)−m˜dnd , (A.56)
where we have used the fact that the lattice of zero-modes associated with the internal
torus is factorized, Γ10−d,10−d = Γ1,1(Rd) × Γ9−d,9−d. Defining R′d = 2Rd and m˜d = 2k˜d + g,
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nd = 2ld + h, where g, h ∈ Z2, the above formula becomes
Z = 1
τ
d−2
2
2
1
η8 η¯8
Γ9−d,9−d
1
2
∑
h,g
Γ1,1
[
h
g
]
(R′d)
× 12
∑
a,b
(−1)a+b+ab θ[
a
b ]4
η4
(−1)ga−hb−hg 12
∑
γ,δ
θ¯[γδ ]8
η¯8
(−1)gγ−hδ 12
∑
γ′,δ′
θ¯[γ
′
δ′ ]8
η¯8
(−1)gγ′−hδ′ ,
(A.57)
where we have introduced shifted lattices, which can be considered either in Langrangian or
Hamiltonian forms,
Γ1,1
[
h
g
]
(R′d) =
R′d√
τ2
∑
k˜d,ld
e
− pi
τ2
R′2d |k˜d+ g2 +(ld+h2 )τ|2
=
∑
kd,ld
eipigkd q
1
4
(
kd
R′
d
+(ld+h2 )R
′
d
)2
q¯
1
4
(
kd
R′
d
−(ld+h2 )R′d
)2
. (A.58)
In terms of the O(2n) affine characters
O2n =
θ[00]n + θ[01]n
2ηn , V2n =
θ[00]n − θ[01]n
2ηn ,
S2n =
θ[10]n + (−i)nθ[11]n
2ηn , C2n =
θ[10]n − (−i)nθ[11]n
2ηn , (A.59)
and
γ1,1
[
h
g
]
(R′d) =
1
2
(
Γ1,1
[
h
0
]
(R′d) + (−1)g Γ1,1
[
h
1
]
(R′d)
)
=
∑
k′
d
,ld
q
1
4
(
2k′
d
+g
R′
d
+(ld+h2 )R
′
d
)2
q¯
1
4
(
2k′
d
+g
R′
d
−(ld+h2 )R′d
)2
, (A.60)
we obtain the final expression
Z = 1
τ
d−2
2
2
1
η8 η¯8
Γ9−d,9−d
[
γ1,1
[
0
0
]
(R′d)
(
V8(O¯16O¯′16 + S¯16S¯ ′16)− S8(O¯16S¯ ′16 + S¯16O¯′16)
)
+ γ1,1
[
0
1
]
(R′d)
(
V8(O¯16S¯ ′16 + S¯16O¯′16)− S8(O¯16O¯′16 + S¯16S¯ ′16)
)
+ γ1,1
[
1
0
]
(R′d)
(
O8(V¯16C¯ ′16 + C¯16V¯ ′16)− C8(V¯16V¯ ′16 + C¯16C¯ ′16)
)
+ γ1,1
[
1
1
]
(R′d)
(
O8(V¯16V¯ ′16 + C¯16C¯ ′16)− C8(V¯16C¯ ′16 + C¯16V¯ ′16)
) ]
.
(A.61)
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To make contact with the notations of the previous subsections, we identify R′d =
√
G′dd,
and recognize the momentum mˆ′d ≡ 2k′d + g and winding number n′d = ld + h2 ∈ Z∪ (Z+ 12).
When R′d  1, the states contributing in the third and fourth lines of Eq. (A.61) are super
massive. The physical states s0, which have mˆ′d = n′d = 0, are massless and arise in the first
line. They are nB = 8× [(d− 2) + 1 + dimG9−d + 2× 120] bosonic degrees of freedom,
8v ⊗
(
[d− 2]⊕ AdjU(1)×G9−d ⊕ AdjSO(16)×SO(16)′
)
, (A.62)
where G9−d is the gauge symmetry induced by the Γ9−d,9−d lattice, and nF = 8 × 2 × 128
fermionic degrees of freedom,
8s ⊗
(
SpinorialSO(16) ⊕ SpinorialSO(16)′
)
. (A.63)
Their superpartners, which have mˆ′d = 1, n′d = 0, show up in the second line and have
massesMs/R′d. The sign of nF−nB can be arbitrary, as can be seen for example by choosing
G9−d = SU(2)9−d−s × U(1)s, which yields nF − nB = 16(d+ s− 5). In dimension d = 4, this
is negative for s = 0, vanishes for s = 1 and is positive for s = 2, 3, 4, 5.
To see explicitly the dependence of the 1-loop effective potential on the Wilson lines, let
us consider as an example in arbitrary dimension d ≥ 3 the case of an initial background
characterized by a maximally enhanced gauge group G9−d = SU(2)9−d. In the notations of
Eq. (A.30), the y-deformations we introduce are given by
(G′ +B′ + ∆B′)IJ =
(
G′dd
√
2 y′Rdj√
2 y′Rid δij +
√
2 y′Rij
)
, ~y ′Rd , ~y
′R
i , i, j ∈ {d+ 1, . . . , 9} ,
∆B′IJ antisymmetric , ∆B′dj = y′Rj,10 + y′Rj,18 , ∆B′ij = 0 . (A.64)
We are going to apply Eq. (A.52), which is valid when G′dd  1, in the case the continuous
Wilson lines are small, namely
|y′Rij |, |y′RiJ |  %
√
G′dd , |y′Rdj |, |y′RdJ |, |y′Rid |  1 , i, j ∈ {d+ 1, . . . , 9} , J ∈ {10, . . . , 25} .
(A.65)
For this purpose, we list the KK towers s0, which satisfy ( ~Q′L)2 = 1, `L = 0:
• For any given j ∈ {d+ 1, . . . , 9} and  ∈ {−1, 1}, there are 8 KK towers s0 associated
with the root 
√
2 of the SU(2) factor, and corresponding to momentum states along the
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direction Xj. The quantum numbers of the KK modes are (γ, γ′) = (0, 0), ~Q′R = ~0, `R = 0
and
mˆ′d ∈ Z , n′d = 0 , m′j = −n′j = − , m′i = n′i = 0 , i ∈ {d+ 1, . . . , 9}, i 6= j . (A.66)
Using these data, we derive
ξd = 
√
2
(
y′Rdj +
1
2
√
2
~y ′Rd · ~y ′Rj
)
, P ′i = 
√
2
(
y′Rij +
1
2
√
2
~y ′Ri · ~y ′Rj
)
, i ∈ {d+ 1, . . . , 9} , (A.67)
and find
ζdMs
M ′(σ)
= y′Rdj 
√
2 + · · · , M′2L0 =
9∑
i=d+1
(
y′Rij 
√
2
)2
+ · · · , (A.68)
where the ellipses stand for higher order terms in Wilson line deformations. The contribution
of the 8 KK towers to the effective potential is then found to be
V(σ)j,1-loop = 8M ′d(σ)
{
− vd 2d + vd−24pi 2
d−2
×
[
(d− 1)
(
y′Rdj 
√
2
)2
+ 1
G′dd
9∑
i=d+1
(
y′Rij 
√
2
)2]}
+ · · · , (A.69)
where we have defined
vd =
Γ(d+12 ) ζ(d+ 1)
2d−1 pi 3d+12
(
1− 12d+1
)
. (A.70)
• For any root ~QR of SO(16)×SO(16)′, or any weight ~QR of the spinorial representation
of SO(16) or SO(16)′, there are 8 KK towers s0. The former have (γ, γ′) = (0, 0) and the
latter (γ, γ′) = (1, 0) or (0, 1). The other quantum numbers of the KK modes are mˆ′d ∈ Z,
n′d = 0, m′i = n′i = 0, i ∈ {d+ 1, . . . , 9}, `R = 0. This leads
ξd = ~y ′Rd · ~QR , P ′i = ~y ′Ri · ~QR , i ∈ {d+ 1, . . . , 9} , (A.71)
so that
ζdMs
M ′(σ)
= ~y ′Rd · ~QR + · · · , M′2L0 =
9∑
i=d+1
(
~y ′Ri · ~QR
)2
+ · · · . (A.72)
The contribution of the 8 KK towers of charge ~QR to the effective potential is then
V(σ) ~QR1-loop = (−1)γ+γ
′ 8M ′d(σ)
{
− vd 2d + vd−24pi 2
d−2
×
[
(d− 1)
(
~y ′Rd · ~QR
)2
+ 1
G′dd
9∑
i=d+1
(
~y ′Ri · ~QR
)2]}
+ · · · . (A.73)
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• Finally, there are 8 KK towers s0 for each of the 24 states at right-moving oscillator
level `R = 1. Being neutral with respect to SU(2)9−d×SO(16)2, the quantum numbers of the
KK modes are mˆ′d ∈ Z, n′d = 0, m′i = n′i = 0, i ∈ {d+ 1, . . . , 9}, ~QR = ~0 and (γ, γ′) = (0, 0).
Therefore, ξd = 0 and P ′i = 0, i ∈ {d+ 1, . . . , 9}, which implies
ζdMs
M ′(σ)
= 0 , M′2L0 = 0 . (A.74)
For each e ∈ {2, . . . , 25}, the contribution of the 8 neutral KK towers to V(σ)1-loop is therefore
V(σ)e1-loop = 8M ′d(σ)
{
− vd 2d
}
. (A.75)
Combining the above results, the total 1-loop effective potential takes the form
V(σ)1-loop = (nF − nB) vdM ′d(σ) 2d
+M ′d(σ)
vd−2
2pi 2
d−2
{ 9∑
j=d+1
cSU(2)
[
(d− 1)(y′Rdj )2 +
1
G′dd
9∑
i=d+1
(y′Rij )2
]
+ cSO(16)
[
(d− 1)(~y ′Rd )2 +
1
G′dd
9∑
i=d+1
(~y ′Ri )2
]}
+ · · ·
+O
(
(MsM ′(σ))
d
2 e
−piMs/M ′(σ)
)
, (A.76)
where we have defined
cSU(2) = 8C[3]SU(2) = 8× 2 = 16 ,
cSO(16) = 8
(
C[120]SO(16) − C[128]SO(16)
)
= 8× (14− 16) = −16 , (A.77)
in terms of coefficients CR considered for any representation R of a gauge group G,
1
2
∑
weights Q
of R
rankG∑
I=1
AIQI
rankG∑
J=1
BJQJ = CR
rankG∑
I=1
AIBI . (A.78)
As a result, the Wilson lines of SU(2)9−d along T 10−d are massive at 1-loop, while those
of SO(16)2 are tachyonic. Notice that y′Rid , i ∈ {d + 1, . . . , 9}, multiplies n′d in Eq. (A.32).
Therefore, the non-exponentially suppressed contributions of V1-loop involve them only via the
expressions of G′dd, G′dj, j ∈ {d+ 1, . . . , 9}. Expanding the cosine in Eq. (A.52), it happens
that the y′Rid ’s appear in at least cubic interactions with other Wilson lines. In other words,
they remain massless at 1-loop, but are no more flat directions of the effective potential.
59
Using the dictionary (A.30) and defining
(G+B + ∆B)IJ =
(
Gdd
√
2 yRdj√
2 yRid δij +
√
2 yRij
)
, i, j ∈ {d+ 1, . . . , 9} , (A.79)
where ∆B is given in Eq. (A.28), we obtain the final result,
V(σ)1-loop = (nF − nB) vdMd(σ)
+Md(σ)
vd−2
2pi
{ 9∑
j=d+1
cSU(2)
[
(d− 1)(yRdj)2 +
1
Gdd
9∑
i=d+1
(yRij)2
]
+ cSO(16)
[
(d− 1)(~yRd )2 +
1
Gdd
9∑
i=d+1
(~yRi )2
]}
+ · · ·
+O
(
(MsM(σ))
d
2 e−2piMs/M(σ)
)
, (A.80)
which is written using the redefined supersymmetry breaking scale
M(σ) = Ms
√
Gdd . (A.81)
Eq. (A.80) is an example of the expression we use in the main text of the present work,
Eq.(2.5), up to the minor change of notations consisting in omitting the upper indices “R”.
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