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POTENTIALS FOR SOME TENSOR ALGEBRAS
RAYMUNDO BAUTISTA AND DANIEL LO´PEZ-AGUAYO
Abstract. This paper generalizes former works of Derksen, Weyman and Zelevinsky about quivers with potentials. We
consider semisimple finite-dimensional algebras E over a field F , such that E ⊗F E
op is semisimple. We assume that E
contains a certain type of F -basis which is a generalization of a multiplicative basis. We study potentials belonging to
the algebra of formal power series, with coefficients in the tensor algebra over E, of any finite-dimensional E-E-bimodule
on which F acts centrally. In this case, we introduce a cyclic derivative and to each potential we associate a Jacobian
ideal. Finally, we develop a mutation theory of potentials, which in the case that the bimodule is Z-free, it behaves as
the quiver case; but allows us to obtain realizations of a certain class of skew-symmetrizable integer matrices.
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1. Introduction
There have been distinct generalizations of the notion of a quiver with potential and mutation where the underlying
F -algebra, F being a field, is replaced by more general algebras; see, for example, [3, 6, 8]. In this paper, instead of
working with a quiver, we consider a tensor algebra over M , where M is an E-E-bimodule. We consider the case in
which E =
n∏
i=1
Ei, where each Ei is a semisimple finite-dimensional F -algebra, and each Ei has an F -basis satisfying
the conditions given at the beginning of Section 7. Then we develop a mutation theory for potentials lying in the
topological algebra FE(M), the 〈M〉-adic completion of the tensor algebra TE(M), where M is any E-E-bimodule
where F acts centrally and of finite-dimension over F . In order to do this, in the first five sections, we treat the
case when M is a direct sum of E-E-bimodules of the form Ei ⊗F Ej . We call such bimodules Z-free, but we do
not impose any special conditions on the F -basis of the Ei. In the second part of the paper, we consider semisimple
algebras Ei having F -bases with the above-mentioned conditions, but now M is any E-E-bimodule where F acts
centrally, and of finite-dimension over F . We embed M into a Z-free E-E-bimodule Mˆ , and then using our results
for the Z-free bimodules we develop a mutation theory for potentials. We now describe the content of each section.
In Section 2, we consider semisimple finite-dimensional F -algebras E1, . . . , En, E =
n∏
i=1
Ei, and M an E-E-bimodule
of finite-dimension over F and F acts centrally on such bimodule. Then, we introduce FE(M), this is the 〈M〉-adic
completion of the tensor algebra TE(M), where 〈M〉 is the two-sided ideal generated byM . We view FE(M) as formal
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power series over M ; then we provide a description (analogous to that of [4]) of the topological algebra isomorphisms
FE(M)→ FE(M). In Section 3, we assume that E =
n∏
i=1
Ei, where each Ei is a semisimple algebra. We introduce the
notion of a Z-free bimodule and throughout this section, until Section 5, we assume thatM is Z-free. Then, following
[12], we introduce a cyclic derivation h : FE(M) → EndE(FE(M)). Using this map, we define a cyclic derivative
δ : FE(M) → FE(M) by taking δ(f) = h(1) for each f ∈ FE(M). Using this cyclic derivative we introduce, for any
u in the dual space of ME , a partial cyclic derivative δu : FE(M) → FE(M). In Section 4, for every potential P of
FE(M), we define a two-sided closed ideal R(P ) of FE(M). Our definition is given in terms of a Z-free generating set
of M and F -bases of each Ei. We prove that R(P ) is invariant under algebra isomorphisms FE(M)→ FE(M
′) fixing
pointwise the algebra E. This implies that R(P ) is independent of the choice of a Z-free generating set ofM and of the
choice of F -bases of the Ei. In Section 5, given two potentials P and P
′ in FE(M) we establish a necessary condition
for the existence of an algebra automorphism ϕ of FE(M) such that ϕ(P ) is cyclically-equivalent to P
′, i.e there exists
an element z in the closure of the F -vector subspace of FE(M) generated by all elements of the form fg − gf , such
that P ′ = ϕ(P ) + z. In Section 6, we deal with E-E-bimodules which are not necessarily Z-free. Here we introduce
the notion of a polarization of an E-E-bimodule. The main result of this section is Theorem 6.3 (Splitting Theorem).
This theorem is analogous to the well-known Splitting Theorem ([4, Theorem 4.6]) but in a more general setting.
In Section 7, we consider semisimple algebras E =
n∏
i=1
Ei, such that the enveloping algebra E ⊗F E
op is semisimple
and each Ei has an F -basis satisfying certain properties. Here we define the notion of the Jacobian ideal J(P ) of P ,
where P is any potential in FE(M); it is shown that this ideal coincides with the ones considered in [3, 6, 8]. In the
rest of the paper we consider E-E-bimodules which are finite direct sums of Ei-Ej-bimodules and which are Ei-free
on the left and Ej-free on the right. In Section 8, inspired by [4], we introduce the concept of premutation of an
E-E-bimodule. Also, we introduce the notion of premutation of a potential P . In Section 9, we compute the square
of the premutation of a potential P and relate it to P via a certain algebra isomorphism. Also, to each E-E-bimodule
M , we define a skew-symmetrizable matrix B(M), which plays the role of the matrix B(A) defined in [4, p.29]. In
Section 10, we examine a procedure proposed in [6, 8] for constructing an F -algebra E and an E-E-bimodule M ,
such that the matrix B(M) is skew-symmetrizable. Based on this procedure, and using the construction given in
[3], we give a construction using the same arithmetic given in [6], but allowing F to be an algebraically closed field.
In Section 11, we present a definition of mutation of potentials of FE(M). The main result of this section is that
mutation is an involution on the set of right-equivalence classes of all reduced potentials. Finally, in Section 12, we
consider Z-free bimodules. We prove that if F is an infinite field, then for each finite sequence (kl, . . . , k1) of elements
of [1, n], there exist potentials which are (kl, . . . , k1)-non-degenerate in the sense of [4].
2. Formal Power Series
Let F be any field and let E1, . . . , En be finite dimensional semisimple F -algebras. Let E =
n∏
i=1
Ei and let M be an
E-E-bimodule. For i = 1, . . . , n, denote by ei the image of the the identity of Ei in E under the canonical inclusion
Ei →֒ E. Then, in E, we have
1 =
n∑
i=1
ei.
Throughout this paper we will always assume that the underlying field F acts centrally in all E-E-bimodules and
that all such bimodules are finite-dimensional over F .
Let M be an E-E-bimodule and let TE(M) = E ⊕M ⊕M
⊗2 ⊕ . . . be the tensor algebra of M over E. In what
follows, we are going to define a topological algebra containing TE(M) as a dense subalgebra.
Definition 2.1. Define the algebra of formal power series over M as the set
FE(M) =
∞∏
i=0
M⊗i
where M⊗0 = E.
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Then FE(M) consists of all the functions
f : Z≥0 → TE(M)
such that f(i) ∈ M⊗i for all i ∈ Z≥0. We endow FE(M) with an F -algebra structure by means of the following
operations. For x, y ∈ F and f, g ∈ FE(M) we define
(xf + yg)(i) = xf(i) + yg(i)
and
(fg)(i) =
∑
s+t=i
f(s)g(t).
One can check that FE(M), with the above operations, is an F -algebra. We now define a metric on FE(M) as
follows: for f 6= 0 in FE(M) we put ν(f) = min{i|f(i) 6= 0}; then for f, g in FE(M), we define d(f, g) = 0 if f = g;
and for f 6= g we let d(f, g) = 2−ν(f−g). One can verify that this is a metric, so it defines a topology on FE(M) such
that the sum and multiplication are continuous maps, so FE(M) is in fact a topological algebra. To each element
α =
l∑
i=0
αi ∈ TE(M), with αi ∈ M
⊗i, we associate the element ι(α) ∈ FE(M) given by ι(α)(i) = αi for i = 0, . . . , l
and ι(α)(j) = 0 for j > l. The function ι : TE(M)→ FE(M) is a monomorphism of F -algebras.
Throughout this paper we identify α with ι(α); in this way, FE(M) contains TE(M) as a dense subalgebra.
We recall that if {fr}
∞
r=0 is a sequence of elements of FE(M), then the series
∞∑
r=0
fr exists if and only if the sequence
of partial sums {Jm}
∞
m=0, with Jm =
m∑
r=0
fr , converges and in such case
∞∑
r=0
fr = lim
m→∞
Jm.
Definition 2.2. A sequence {fs}
∞
s=0 of elements of FE(M) is said to be summable if for each non-negative integer
m, the set T (m) = {s|fs(m) 6= 0} is finite.
Remark 2.3. If the sequence {fs}
∞
s=0 of elements of FE(M) is summable then
∞∑
s=0
fs exists and
(
∞∑
s=0
fs
)
(i) =
∑
s∈T (i)
fs(i)
for all i ∈ Z≥0.
Remark 2.4. If the sequences {fs}
∞
s=0 and {gs}
∞
s=0 of FE(M) are summable, then the sequence {hs}
∞
s=0, where
hs =
∑
u+v=s
fugv , is summable and (
∞∑
s=0
fs
)(
∞∑
s=0
gs
)
=
∞∑
s=0
hs.
Remark 2.5. If f ∈ FE(M), then the sequence {f(i)}
∞
i=0 of elements in FE(M) is summable and
f =
∞∑
i=0
f(i).
Notation. For each non-negative integer i, we define FE(M)
≥i as the set of elements f ∈ FE(M) such that
f(j) = 0 for j < i. Observe that FE(M)
≥i is a closed ideal of FE(M).
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Lemma 2.6. Let M ′ be an E-E-bimodule and φ : M → FE(M
′)≥1 a morphism of E-E-bimodules, then there is a
morphism of topological algebras
ϕ : FE(M)→ FE(M
′)
such that ϕ|E = idE and ϕ|M = φ.
Proof. By the universal property of the tensor algebra TE(M) there is a morphism of F -algebras φˆ : TE(M)→ FE(M
′)
such that φˆ|E = idE and φˆ|M = φ. We extend the function φˆ to a function ϕ : FE(M) → FE(M
′) in the following
way: let f ∈ FE(M), then since φ(M) ⊆ FE(M
′)≥1, we have
φˆ(f(i)) ∈ FE(M
′)≥i.
Therefore the sequence {φˆ(f(i))}∞i=0 is summable, and we define ϕ(f) =
∞∑
i=0
φˆ(f(i)).
Clearly, for f and g in FE(M) we have ϕ(f + g) = ϕ(f) + ϕ(g). Moreover, by Remark 2.4
ϕ(f)ϕ(g) =
(
∞∑
i=0
φˆ(f(i))
)(
∞∑
i=0
φˆ(g(i))
)
=
∞∑
l=0
(∑
s+t=l
φˆ(f(s))φˆ(g(t))
)
=
∞∑
l=0
φˆ
(∑
s+t=l
f(s)g(t)
)
=
∞∑
l=0
φˆ(fg(l)) = ϕ(fg).
Therefore ϕ is an algebra morphism. Since ϕ(FE(M)
≥i) ⊆ FE(M
′)≥i for all i > 0, then ϕ is a continuous map. It
follows that ϕ is a morphism of topological algebras, as claimed. 
It follows from Lemma 2.6 that any algebra morphism ϕ : FE(M) → FE(M
′) with ϕ|E = idE and ϕ(M) ⊆
FE(M
′)≥1 is completely determined by the pair of morphisms of E-E-bimodules ϕ(1) : M → M ′, ϕ(2) : M →
FE(M
′)≥2 such that for m ∈M , ϕ(m) = ϕ(1)(m) + ϕ(2)(m).
Proposition 2.7. The morphism ϕ : FE(M) → FE(M
′) determined by the pair (ϕ(1), ϕ(2)), with ϕ|E = idE , is an
algebra isomorphism if and only if ϕ(1) is an isomorphism of E-E-bimodules.
Proof. Suppose first that ϕ is an algebra isomorphism, then there is an algebra morphism
̺ : FE(M
′)→ FE(M)
such that ̺ is the inverse of ϕ. Clearly ̺|E = idE , then ̺ is determined by a pair (̺
(1), ̺(2)). For m ∈M , we have:
m = ̺(1)ϕ(1)(m) + ̺(2)(ϕ(1)(m)) + ̺(ϕ2(m))
Since the last three summands in the above equality are in FE(M)
≥2, then ̺(1)ϕ(1)(m) = m and therefore ̺(1)ϕ(1) =
idM . In the same way one proves that ϕ
(1)̺(1) = idM ′ . This shows that ϕ
(1) is an isomorphism of E-E-bimodules.
Conversely, assume that ϕ(1) is an isomorphism of E-E-bimodules. Consider first the caseM =M ′ and ϕ(1) = idM .
Take the morphism of E-E-bimodules ψ = idFE(M) − ϕ. Then for µ = m1 · · ·ml, with mi ∈M , we have
ψ(µ) = m1 · · ·ml − ϕ(m1) · · ·ϕ(ml) = m1 · · ·ml − (m1 − ϕ
(2)(m1)) · · · (ml − ϕ
(2)(ml))
= m1 · · ·ml −m1 · · ·ml + µ
′ = µ′
where µ′ is the product of l elements of the form mi or ϕ
(2)(mi) with at least one factor of the form ϕ
(2)(mi) ∈
FE(M)
≥2. From here we conclude that ψ(µ) ∈ FE(M)
≥l+1, and consequently
ψ(FE(M)
≥l) ⊆ FE(M)
≥l+1
for all non-negative integers l. Then for f ∈ FE(M), the sequence {ψ
k(f)}∞k=0 is summable. Define ̺(f) =
∞∑
k=0
ψk(f).
The map ̺ : FE(M)→ FE(M) is continuous. For f ∈ FE(M), we have
ϕ̺(f) = ̺(f)− ψ̺(f) =
∞∑
k=0
ψk(f)−
∞∑
k=1
ψk(f) = f,
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and
̺ϕ(f) = ̺(f)− ̺ψ(f) =
∞∑
k=0
ψk(f)−
∞∑
k=1
ψk(f) = f.
Therefore ̺ϕ = ϕ̺ = idFE(M), showing that ϕ is an isomorphism.
Now consider the general case ϕ : FE(M) → FE(M
′), given by the pair of morphisms ϕ(1) : M → M ′ and
ϕ(2) : M → FE(M
′)≥2 with ϕ(1) an isomorphism. Consider ϕ̂ : FE(M) → FE(M
′), the morphism determined by
the pair (ϕ(1), 0). The morphism ϕ̂ has an inverse map ̺ determined by the pair (̺(1), 0), with ̺(1) being the inverse
of ϕ(1). Note that the morphism ̺ϕ : FE(M) → FE(M) is determined by the pair (idM , ̺ϕ
(2)), thus ̺ϕ is an
isomorphism. Since ̺ is an isomorphism we conclude that ϕ is also an isomorphism. This completes the proof. 
Lemma 2.8. If I is an ideal of FE(M) such that I ∩ E = 0, then I ⊆ FE(M)
≥1.
Proof. Suppose that I is not contained in FE(M)
≥1, then there exists a non-zero element w ∈ I such that w = w0+w1
with w0 a non-zero element in E and w1 ∈ FE(M)
≥1. Since E is a semisimple algebra, then the identity of E is a sum
of orthogonal central primitive idempotents. Therefore there exists an idempotent ǫ with ǫw0 6= 0; so we may assume
that w0 is a non-zero element of ǫE. Since ǫE is a simple algebra, then there exist elements x1, . . . , xr, y1, . . . , yr of
E such that ǫ =
r∑
i=1
xiw0yi. Then
r∑
i=1
xiwyi = ǫ− v1 with v1 ∈ ǫFE(M)
≥1ǫ.
Thus ǫ − v1 ∈ I and ǫ = (ǫ − v)
(
ǫ+
∞∑
l=1
vl
)
= ǫ. It follows that ǫ ∈ I ∩ E, a contradiction. This proves our
claim. 
Proposition 2.9. If ϕ : FE(M)→ FE(M
′) is an algebra isomorphism such that ϕ|E = idE , then ϕ(M) ⊆ FE(M
′)≥1.
Therefore in this case ϕ is completely determined by a pair of morphisms of E-E-bimodules ϕ(1) : M → M ′,
ϕ(2) : M → FE(M
′)≥2.
Proof. Take I = FE(M)
≥1, since ϕ is an isomorphism, then ϕ(I) is an ideal of FE(M
′) such that ϕ(I)∩E = 0. Then
ϕ(M) ⊆ ϕ(I) ⊆ FE(M
′)≥1.
This proves our Proposition. 
Proposition 2.10. Let {ρk}
∞
k=0 be a sequence of algebra automorphisms of FE(M), such that each ρk is determined
by the pair (idM , ρ
(2)
k ) with ρ
(2)
0 = 0 and ρ
(2)
k (M) ⊆ FE(M)
≥k+1 for all non-negative integers k. Then
(i) The sequence {ρk · · · ρ1ρ0(f)}
∞
k=0 converges for all f ∈ FE(M).
(ii) The morphism ρ : FE(M)→ FE(M), which sends an element f ∈ FE(M) into lim
k→∞
ρk · · · ρ0(f), is an algebra
automorphism such that ρ|E = idE .
Proof. First we define ρ : FE(M)→ FE(M) as follows. For f ∈ FE(M), and any non-negative integer l
ρ(f)(l) = ρlρl−1 · · · ρ0(f)(l).
Observe that ρ(f)(l) = ρl+1ρl · · · ρ0(f)(l). Consequently
ρ(f)(l) = ρl+kρl+k−1 · · · ρ0(f)(l)
for any non-negative integer k.
Clearly ρ is an F -linear map and for f, g ∈ FE(M) one has
ρ(fg)(l) = ρlρl−1 · · · ρ0(fg)(l) = ρl · · · ρ0(f)ρl · · · ρ0(g)(l)
=
∑
k1+k2=l
ρl · · · ρ0(f)(k1)ρl · · · ρ0(g)(k2) =
∑
k1+k2=l
ρk1 · · · ρ0(f)(k1)ρk2 · · · ρ0(g)(k2)
=
∑
k1+k2=l
ρ(f)(k1)ρ(g)(k2) = ρ(f)ρ(g)(l),
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and therefore ρ(fg) = ρ(f)ρ(g). Here ρ(1) = 1 and ρ(m)−m ∈ FE(M)
≥2, for each m ∈M . Therefore ρ is an algebra
automorphism. Moreover, for each l′ ≤ l, the following holds
(ρ(f)− ϕl · · ·ϕ0(f)) (l
′) = ρ(f)(l′)− ϕl · · ·ϕ0(f)(l
′) =
ρl′ · · · ρ0(f)(l
′)− ρl′ · · · ρ0(f)(l
′) = 0.
Therefore ρ(f)− ρl · · · ρ0(f) ∈ FE(M)
≥l+1. This proves that
ρ(f) = lim
k→∞
(ρk · · · ρ0(f)).
The proof of the proposition is now complete. 
3. Cyclic derivatives
Let A be an F -algebra, we recall that a cyclic derivation in the sense of Rota-Sagan-Stein [12] is an F -linear
function h : A→ EndF (A) such that
h(f1f2)(f) = h(f1)(f2f) + h(f2)(ff1) (3.1)
for all f, f1, f2 ∈ A. From a cyclic derivation h, we obtain a cyclic derivative δ : A→ A given by
δ(f) = h(f)(1)
for all f ∈ A. From (2.1) one obtains
δ(f1f2) = h(f1)(f2) + h(f2)(f1) (3.2)
for all f1, f2 ∈ A. In particular, δ(f1f2) = δ(f2f1).
In this section we will construct a cyclic derivative for the F -algebra FE(M), with E is as in Section 2 and
M ∼= E⊗Z M0⊗Z E, where Z =
n∑
i=1
Fei is a subalgebra of E and M0 is a Z-Z-subbimodule of M of finite dimension
over F .
Definition 3.1. An E-E-bimodule M is called Z-free if there exists a Z-Z-subbimodule M0 of M such that the
multiplication map E⊗ZM0⊗Z E →M which sends x⊗m⊗ y to xmy with x, y ∈ E and m ∈M0 is an isomorphism
of E-E-bimodules. The Z-Z-subbimodule M0 is called a Z-free generator for M .
In order to construct a cyclic derivative on FE(M), we first define a cyclic derivation on the tensor algebra
A = TE(M). In order to do this, first consider the map
uˆ : A×A→ A
given by uˆ(f, g) =
n∑
i=1
eigfei, for f and g ∈ A. This is an F -bilinear map which is Z-balanced. Indeed if s = zej with
z ∈ F , one has
uˆ(fzej , g) =
n∑
i=1
eigfzejei = zejgfej = uˆ(f, zejg).
Thus there exists u : A⊗Z A → A such that u(a ⊗ b) = uˆ(a, b). Now we define an F -derivation ∆ : A → A⊗Z A as
follows: for s ∈ E, we put ∆(s) = 1⊗ s− s⊗ 1; for m ∈M0, ∆(m) = 1⊗m. Then we define M → TE(M) such that
for s1, s2 ∈ E and m ∈M0 we have
∆(s1ms2) = ∆(s1)ms2 + s1∆(m)s2 + s1m∆(s2)
the above map is well defined because M ∼= E ⊗Z M0 ⊗Z E via the multiplication map. Now ∆ can be extended to
an F -derivation on A. We define h : A→ EndF (A) as follows
h(f)(g) = u(∆(f)g).
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We have
h(f1f2)(f) = u(∆(f1f2)f)
= u(∆(f1)f2f) + u(f1∆(f2)f)
= u(∆(f1)f2f) + u(∆(f2)ff1)
= h(f1)(f2f) + h(f2)(ff1).
Hence we obtain a cyclic derivation h on A. We are now going to extend h to FE(M). Take f, g ∈ FE(M), then
by the definition of h we see that h(f(i))(g(j)) ∈ M⊗i+j , and then we define h(f)(g)(l) =
∑
i+j=l
h(f(i))(g(j)) for all
non-negative integers l.
Proposition 3.2. The F -linear map h : FE(M)→ EndF (FE(M)) is a cyclic derivation.
Proof. Let f, f1, f2 ∈ FE(M). Then for any non-negative integer l we have
h(f1f2)(f)(l) =
∑
i+j=l
h((f1f2)(i))(f(j)) =
∑
i1+i2+j=l
h(f1(i1)f2(i2))(f(j))
=
∑
i1+i2+j=l
h(f1(i1))(f2(i2)f(j)) +
∑
i1+i2+j=l
h(f2(i2))(f(j)f1(i1))
=
∑
i1+t=l
h(f1(i1))((f2f)(t)) +
∑
i2+r=l
h(f2(i2))((ff1)(r))
= h(f1)(f2f)(l) + h(f2)(ff1)(l) = (h(f1)(f2f) + h(f2)(ff1)) (l).
The result follows. 
From the above we obtain a cyclic derivative δ with
δ(f) = h(f)(1)
for f ∈ FE(M).
Remark 3.3. For a fixed f ∈ FE(M), h(f)(g) is continuous in g; likewise, for a fixed g, h(f)(g) is continuous in f . In
particular, if {ui}
∞
i=0 is a sequence of elements of FE(M) such that
∞∑
i=0
ui exists, then
∞∑
i=0
h(f)(ui) and
∞∑
i=0
h(ui)(g)
exist. Moreover
h(f)
(
∞∑
i=0
ui
)
=
∞∑
i=0
h(f)(ui)
h
(
∞∑
i=0
ui
)
(g) =
∞∑
i=0
h(ui)(g).
Definition 3.4. For an E-E-bimodule N we define the cyclic part of N as
Ncyc =
n∑
i=1
eiNei.
Similarly, if u ∈ FE(M), we define ucyc =
n∑
i=1
eiuei. An element of FE(M)cyc is called a potential or a cyclic element.
Lemma 3.5. If s ∈ E and f, g,∈ FE(M) then
(a) h(s)(f) = [sf − fs]cyc
(b) h(sf)(g) = h(f)(gs) + [s, fg]cyc
(c) h(fs)(g) = h(f)(sg) + [s, gf ]cyc
where [a, b] := ab− ba for a, b ∈ FE(M).
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Proof. By Equation (3.1), (a) implies (b) and (c), so it suffices to prove (a). For any non-negative integer l, we have
h(s)(f)(l) = h(s)(f(l)) = u(∆(s)f(l)) = u((1 ⊗ s)f(l)− (s⊗ 1)f(l))
=
n∑
i=1
ei(sf(l)− f(l)s)ei = [sf − fs]cyc(l).
From here we obtain (a). This proves our claim. 
Remark 3.6. If s ∈ Z, and f ∈ FE(M), then
h(fs)(g) = h(f)(sg)
and
h(sf)(g) = h(f)(gs).
Definition 3.7. An element f ∈ FE(M) is called directed if there exist idempotents ei, ej such that f = ejfei; in
this case i = σ(f) is called the start of f and j = τ(f) the end of f .
Proposition 3.8. The following properties hold
(a) If f, f1, . . . , fl ∈ FE(M) then
h(f1 · · · fl)(f) = h(f1)(f2 · · · flf) + h(f2)(f3 · · · flff1) + . . .+ h(fl)(ff1 · · · fl−1).
(b) If m ∈ EM0 then ∆(m) = 1⊗m, and for f ∈ FE(M)
h(m)(f) = (mf)cyc
(c) If m1, . . . ,ml ∈ EM0 and f ∈ FE(M), then
h(m1 · · ·ml)(f) = (m1m2 · · ·mlf +m2m3 · · ·mlfm1 + . . . +mlfm1 · · ·ml−1)cyc.
In particular
δ(m1m2 · · ·ml) = (m1m2 · · ·ml +m2m3 · · ·mlm1 + . . . +mlm1 · · ·ml−1)cyc.
(d) If m1, . . . ,ml are directed elements of EM0 and m1 · · ·ml is a non-zero cyclic element, then
δ(m1 · · ·ml) = m1 · · ·ml +m2m3 · · ·mlm1 + . . . +mlm1 · · ·ml−1.
Proof. (a) Follows by induction on l from Equation (3.1).
(b) It suffices to consider the case m = sm0 with s ∈ E and m0 ∈M0. We have
∆(sm0) = ∆(s)m0 + s∆(m0) = 1⊗ sm0 − s⊗m0 + s(1⊗m0) = 1⊗ sm0.
Then for m ∈ EM0, one has
h(m)(f) =
∞∑
j=0
h(m)(f(j)) =
∞∑
j=0
u(∆(m)f(j))
=
∞∑
j=0
u(1⊗mf(j)) =
∞∑
j=0
(mf(j))cyc = (mf)cyc.
(c) Follows from (a) and (b).
(d) Follows from (c).

The proof is now complete.
Definition 3.9. A dual basis {zi, ψi}
k
i=1 of ME is called a Z-dual basis if for any m ∈ M , m ∈ EM0 if and only if
ψi(m) ∈ Z for all i = 1, . . . , k.
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For our Z-free E-E-bimodule M , we can find a Z-dual basis of ME . Indeed, we have EM0 ∼= E ⊗Z M0, then
EM0 is a projective right Z-module. Let {z1, . . . , zk;λ1, . . . , λk} be a dual basis for (EM0)Z with zi ∈ EM0, λi ∈
HomZ((EM0)Z , Z). Since ME ∼= EM0 ⊗Z E, each map λi can be extended to a E-morphism ψi : ME → E such that
ψi(ms) = λi(m)s for m ∈ EM0 and s ∈ E. Now one can see that {z1, . . . , zk;ψ1, . . . , ψk} is a Z-dual basis of ME .
Let ψ ∈ HomE(ME , E). We will extend this map to an F -linear endomorphism of FE(M) denoted also by ψ.
For s ∈ E, we define ψ(s) = 0; for M⊗l, with l > 1, we define ψ(m1 ⊗ · · · ⊗ ml) = ψ(m1)m2 · · ·ml ∈ M
⊗(l−1) for
m1, . . . ,ml ∈M ; and for f ∈ FE(M) we define ψ(f) ∈ FE(M) such that ψ(f)(l− 1) = ψ(f(l)) for each non-negative
integer l. Then
ψ(f) =
∞∑
l=0
ψ(f(l)).
Definition 3.10. For ψ ∈M∗ = HomE(ME , E) we define δψ : FE(M)→ FE(M) as
δψ(f) = ψ(δ(f)) =
∞∑
l=0
ψδ(f(l))
for all f ∈ FE(M).
Observe that if
∞∑
i=0
fi exists then
δψ
(
∞∑
i=0
fi
)
= ψ
(
h
(
∞∑
i=0
fi
)
(1)
)
= ψ
(
∞∑
i=0
h(fi)(1)
)
= ψ
(
∞∑
i=0
δ(fi)
)
=
∞∑
i=0
δψ(fi).
Proposition 3.11. Suppose that M ′ is an E-E-bimodule Z-freely generated by M ′0. Denote by h
′ : FE(M
′) →
EndF (FE(M
′)) the cyclic derivation constructed using L andM ′0, and denote by δ
′ the corresponding cyclic derivative.
Let ϕ : FE(M)→ FE(M
′) be an isomorphism of topological algebras with ϕ|E = idE . Let {z1, . . . , zk;ψ1, . . . , ψk} be
a Z-dual basis of ME. Then if P is a potential in FE(M), we have
δ′(ϕ(P )) =
k∑
j=1
h′(ϕ(zj))(ϕ(δψj (P ))).
Proof. First assume P = m1 · · ·ml with m1, . . . ,ml ∈ EM0. Then by (a) of Proposition 3.8
δ′(ϕ(P )) =
δ′(ϕ(m1) · · ·ϕ(ml)) = h
′(ϕ(m1))(ϕ(m2) · · ·ϕ(ml)) + . . .+ h
′(ϕ(ml))(ϕ(m1) · · ·ϕ(ml−1))
=
k∑
j=1
h′(ϕ(zj)ψj(m1))(ϕ(m2 · · ·ml)) + . . .+
k∑
j=1
h′(ϕ(zj)ψj(ml))(ϕ(m1 . . . ml−1))
Since our dual basis is a Z-dual basis, we have that ψj(mi) ∈ Z for all j = 1, . . . , l and i = 1, . . . , l. Then by Remark
3.6 we obtain
δ′(ϕ(P )) =
k∑
j=1
h′(ϕ(zj))(ϕ(ψj(m1)m2 · · ·ml + . . .+ ψj(ml)m1 · · ·ml−1)) =
k∑
j=1
h′(ϕ(zj))(ϕ((δψj (m1 · · ·ml))) =
k∑
j=1
h′(ϕ(zj))(ϕ(δψj (P ))).
Now any potential in M⊗l is a sum of potentials of the form Pt with P as above and t ∈ E. Then
δ′(ϕ(Pt)) = δ′(ϕ(P )t) = δ′(tϕ(P )) = δ′(ϕ(tP )).
Therefore
δ′(ϕ(Pt)) =
k∑
j=1
h′(ϕ(zj))(ϕ(δψj (tP ))) =
k∑
j=1
h′(ϕ(zj))(ϕ(δψj (Pt))).
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From here it follows that our Proposition holds for any potential in M⊗l. Finally, if P is any potential in FE(M)
we have
δ′(ϕ(P )) =
∞∑
l=0
δ′(ϕ(P (l)))
=
∞∑
l=0
k∑
j=1
h′(ϕ(zj))(ϕ(δψj (P (l))))
=
k∑
j=1
h′(ϕ(zj))
(
∞∑
l=0
ϕ(δψj (P (l)))
)
=
k∑
j=1
h′(ϕ(zj))(ϕ(δψj (P ))).
This completes the proof. 
Notation. We denote by [FE(M),FE(M)] the closure in FE(M) of the F -subspace generated by all the elements
of the form [f, g] = fg − gf with f, g ∈ FE(M).
Definition 3.12. Two potentials P and P ′ are called cyclically equivalent if P − P ′ ∈ [FE(M),FE(M)].
Clearly, if P and P ′ are cyclically equivalent potentials then δ(P ) = δ(P ′).
Definition 3.13. A subset T of EM0 is called a Z-free local basis for ME if for each idempotent ei of S, and for
every i = 1, . . . , n, Ti = T ∩Mei is a set of Ei-free generators of Mei and T =
n⋃
i=1
Ti.
A Z-free local basis for ME is obtained by choosing for i = 1, . . . , n an F -basis Ti of EM0ei and taking T =
n⋃
i=1
Ti.
Throughout this paper, if T is a Z-free local basis for ME and c ∈ T ∩ eiMej , we define a right E-morphism c
∗ as
the map c∗ : ME → E such that c
∗(c′) = 0 if c′ ∈ T \ {c}; and c∗(c) = ej . In case T is a Z-free local basis for EM
and c ∈ T ∩ eiMej ,
∗c is defined similarly.
Notation. If A and B are subsets of FE(M) we denote by AB the closure of the F -subspace generated by all the
elements of the form fg with f ∈ A and g ∈ B. In the case A = B, we put A2 = AA.
Proposition 3.14. Let ϕ be an algebra automorphism of FE(M) determined by the pair (idM , ϕ
(2)). Let T be a
Z-free local basis for ME and let I be the closure of the two-sided ideal of FE(M) generated by all the elements
ϕ(2)(c) with c ∈ T . Then if P is a potential in FE(M)
≥3, we have
ϕ(P )− P =
∑
c∈T
ϕ(2)(c)δc∗(P ) + α+ γ
with α ∈ FE(M)
≥1I2 and γ ∈ [FE(M),FE(M)].
Proof. First assume that P = c1c2 · · · cl with l ≥ 3 and c1, . . . , cl ∈ T . Then
ϕ(P ) = ϕ(c1)ϕ(c2) · · ·ϕ(cl)
= (c1 + ϕ
(2)(c1))(c2 + ϕ
(2)(c2)) · · · (cl + ϕ
(2)(cl))
= c1c2 · · · cl + ϕ
(2)(c1)c2 · · · cl + ϕ
(2)(c2)c3 · · · clc1 + . . .+ ϕ
(2)(cl)c1 · · · cl−1 + µ+ z
where µ is a sum of products x1 · · · xl and each of the elements x1, . . . , xl lie in the set {c1, . . . , cl, ϕ
(2)(c1), . . . , ϕ
(2)(cl)},
and there exist i, j, i 6= j, with xi, xj ∈ {ϕ
(2)(c1), . . . , ϕ
(2)(cl)}, and z ∈ [FE(M),FE(M)]. We claim that each of
these products is of the form ∑
c∈T
cyc +
∑
c∈T
ϕ(2)(c)wc + z
′
with yc, wc ∈ I
2 ∩ FE(M)
≥l−1 and z′ ∈ [FE(M),FE(M)]. If all the elements xi are in {ϕ
(2)(c1), . . . , ϕ
(2)(cl)}, then
x1 · · · xd = ϕ
(2)(ci1)yci1 , with yci1 ∈ I
2 ∩ FE(M)
≥l−1; so we may assume that x1 = ci1 , then x1x2 · · · xl = ci1yi1 with
yi1 ∈ FE(M)
≥l−1∩I2. This proves our claim. Now take any potential P ∈ FE(M)
≥3. Then we may assume that each
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P (l) is a sum of elements of the form m1m2 · · ·ml with m1, . . . ,ml ∈ EM0. Therefore P (l) is an F -linear combination
of elements of the form c1 · · · cl, so we have
ϕ(P (l)) − P (l) =
∑
c∈T
ϕ(2)(c)δc∗(P (l)) +
∑
c∈T
cylc +
∑
c∈T
ϕ(2)(c)wlc + zl
with yc, wc ∈ FE(M)
≥l−1 ∩ I2 and zl ∈ FE(M)
≥l ∩ [FE(M),FE(M)]. Therefore the sequences {y
l
c}
∞
l=3, {w
l
c}
∞
l=3 and
{zl}
∞
l=3 are summable. Then
ϕ(P ) − P =
∞∑
l=3
∑
c∈T
ϕ(2)(c)(δc∗(P (l))) +
∞∑
l=3
∑
c∈T
(cylc + ϕ
(2)(c)wlc) +
∞∑
l=3
zl
=
∑
c∈T
ϕ(2)(c)
∞∑
l=3
(δc∗(P (l))) +
∑
c∈T
[
ϕ(2)(c)
∞∑
l=3
ylc + ϕ
(2)(c)
∞∑
l=3
wlc
]
+
∞∑
l=3
zl
=
∑
c∈T
ϕ(2)(c)δc∗(P ) + α+ γ
with α ∈ FE(M)
≥1I2 and γ ∈ [FE(M),FE(M)]. 
4. The ideal R(P )
Throughout this section E, Z, M and M0 are as in the precedent sections. Now we are going to construct a Z-free
local basis for M consisting of directed elements as follows.
(1) For each eiM0ej 6= 0, choose an F -basis Ai,j of eiM0ej . Then A =
⋃
i,j
Ai,j is an F -basis of M0.
(2) For each eiE, choose an F -basis Li of eiE and let L =
n⋃
i=1
Li. If t ∈ Li, t
∗ : eiE → eiF is the F -linear map
such that t∗(t) = ei and t
∗(s) = 0 for s ∈ Li \ {t}.
Having A and L, we consider the set T = {sa}s∈L,a∈A which is a Z-free local basis for M , consisting of directed
elements.
Lemma 4.1. For f ∈ FE(M)cyc and t ∈ E we have∑
s∈L(τ(a))
(sa)∗(tf − ft)s = 0.
Proof. If f ∈ E, the statement is clearly true; so we may assume that f ∈ FE(M)
≥1. In this case, f is a sum of
elements of the form rbg with b ∈ A, r ∈ L(τ(b)) and g ∈ FE(M). Therefore it suffices to prove the lemma for
elements of this form. ∑
s∈L(τ(a))
(sa)∗(trbg)s =
∑
s,s1∈L(τ(a))
(sa)∗(s1s
∗
1(tr)bg)s
=
∑
s,s1∈L(τ(a))
(sa)∗(s1b)gs
∗
1(tr)s =
∑
s∈L(τ(a))
gs∗(tr)sδb,a = gtrδb,a.
Moreover, ∑
s∈L(τ(a))
(sa)∗(rbgt) =
∑
s∈L(τ(a))
(sa)∗(rb)gt = gtrδb,a.
The result follows. 
Proposition 4.2. Suppose f and g ∈ FE(M). If a ∈ A and t ∈ E, then we have
(a)
∑
s∈L(τ(a))
(sa)∗h(tf)(g)s =
∑
s∈L(τ(a))
(sa)∗h(gt)s.
(b)
∑
s∈L(τ(a))
(sa)∗h(ft)(g)s =
∑
s∈L(τ(a))
(sa)∗h(f)(tg)
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Proof. We first prove the following
(i) If fg is cyclic, then ∑
s∈L(τ(a))
(sa)∗h(tf)(g)s =
∑
s∈L(τ(a))
(sa)∗h(f)(gt)s.
(ii) If gf is cyclic, then ∑
s∈L(τ(a))
(sa)∗h(ft)(g)s =
∑
s∈L(τ(a))
(sa)∗h(f)(tg)
Indeed, we have ∑
s∈L(τ(a))
(sa)∗h(tf)(g)s =
∑
s∈L(τ(a))
(sa)∗(h(f)(gt) + [t, fg]cyc)s.
Here fg is cyclic, then [t, fg]cyc = [t, fg], so by Lemma 4.1 we obtain (i). The proof of (ii) is done in a similar way.
Now if f and g are any elements of FE(M), by Remark 3.6 we have
h(f)(g) =
n∑
i=1
h(fei)(g) =
n∑
i=1
h(fei)(gei)
and
h(f)(g) =
n∑
i=1
h(eif)(g) =
n∑
i=1
h(eif)(gei).
Then ∑
s∈L(τ(a))
(sa)∗h(tf)(g)s =
n∑
i=1
∑
s∈L(τ(a))
(sa)∗(h(teif)(gei))s
but eifgei is cyclic and thus by (i) we have∑
s∈L(τ(a))
(sa)∗h(tf)(g)s =
n∑
i=1
∑
s∈L(τ(a))
(sa)∗(h(eif)(geit))s
=
∑
s∈L(τ(a))
(sa)∗h(f)(gt)s.
This proves (a). A similar argument using (ii) proves (b). 
Definition 4.3. Let P be a potential in FE(M), then R(P ) is the closure of the two-sided ideal in FE(M) generated
by all the elements
Xa∗(P ) =
∑
s∈L(τ(a))
δ(sa)∗(P )s
where a runs over all elements of A.
Proposition 4.4. Let P be a potential of the form P = t1a1t2a2 · · · tlal with a1, . . . , al ∈ A and for i = 1, . . . , l,
ti ∈ Eτ(ai). Then, for a ∈ A
Xa∗(P ) = δa,a1t2a2 · · · tlalt1 + δa,a2t3a3 · · · tlalt1a1t2 + . . .+ δa,al t1a1t2a2 · · · tl−1al−1tl.
Proof. We have
Xa∗(P ) =
∑
s∈L(τ(a))
(sa)∗δ(t1a1 · · · tlal)s
=
∑
s∈L(τ(a))
(sa)∗(t1a1 · · · tlal + t2a2 · · · tlalt1a1 + . . .+ tlalt1a1 · · · tl−1al−1)s.
Using Lemma 4.1 we obtain
Xa∗(P ) =
∑
s∈L(τ(a))
(sa)∗(a1 · · · tlalt1 + a2 · · · tlalt1a1t2 + . . . + alt1a1 · · · tl−1al−1tl)s
= δa,a1t2a2 · · · tlalt1 + δa,a2t3a3 · · · tlalt1a1t2 + . . .+ δa,al t1a1t2a2 · · · tl−1al−1tl.

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Remark 4.5. It follows from Proposition 4.4 that the definition of Xa∗(P ) is independent of the choice of an F -basis
for e1E, . . . , enE.
Now consider a Z-free E-E-bimodule M ′ and M ′0 a Z-Z-subbimodule of M
′ such that the multiplication map
E ⊗Z M
′
0 ⊗Z E → M
′ is an isomorphism of E-E-bimodules. Choose, as in the case of M , an F -basis A′(i, j) for
eiM
′
0ej 6= 0. If A
′ =
⋃
i,j
A′(i, j) then the set T ′ = {sa′}s∈L(τ(a′)),a′ is a Z-free basis for M
′
E . Then for any potential
Q ∈ FE(M
′) we have defined the ideal R(Q).
We now establish a similar result to Proposition 3.11.
Lemma 4.6. Let ϕ : FE(M) → FE(M
′) be an algebra isomorphism such that ϕ|E = idE, then for any potential
P ∈ FE(M) and c ∈ A
′, we have
Xc∗(ϕ(P )) =
∑
t∈L(τ(c)),a∈A
(tc)∗h′(ϕ(a))(ϕ(Xa∗ (P )))t.
Proof. From the definition of Xc∗ , we have
Xc∗(ϕ(P )) =
∑
t∈L(τc)
(tc)∗δ′c∗(ϕ(P ))t.
Using Proposition 3.11, we obtain
Xc∗(ϕ(P )) =
∑
t∈L(τ(c))
(tc)∗
[∑
sa∈T
h′(ϕ(sa))ϕ(δ(sa)∗ (P ))
]
t.
By (a) of Proposition 4.2 we have
Xc∗(ϕ(P )) =
∑
t∈L(τ(c))
(tc)∗
[∑
sa∈T
h′(ϕ(a))
(
ϕ(δ(sa)∗(P )s)
)]
t
=
∑
t∈L(τ(c))
(tc)∗
∑
a∈A
h′(ϕ(a))
ϕ
 ∑
s∈L(τ(a))
δ(sa)∗(P )s
 t
=
∑
t∈L(τ(c)),a∈A
(tc)∗h′(ϕ(a)) (ϕ(Xa∗(P ))) t
This completes the proof. 
Theorem 4.7. Let ϕ : FE(M)→ FE(M
′) be an algebra isomorphism such that ϕ|E = idE. Then
ϕ(R(P )) = R(ϕ(P ))
for every potential P of FE(M).
Proof. By Lemma 4.6, for c ∈ A′ we have
Xc∗(ϕ(P )) =
∑
t∈L(τ(c)),a∈A
(tc)∗(h′(ϕ(a))(ϕ(Xa∗ (P )))t.
Each element ϕ(a)(l), with l ≥ 2, is the sum of elements of the form n1 · · ·nlr with n1, . . . , nl directed elements in
EM ′0 and r ∈ eσ(nl)E. By (b) of Proposition 4.2, we have∑
t∈L(τ(c))
(tc)∗(h′(n1 · · ·nlr)(ϕ(Xa∗(P ))))t =
∑
t∈L(τ(c))
(tc)∗(h′(n1 · · · nl)(ϕ(rXa∗(P )))t.
14 RAYMUNDO BAUTISTA AND DANIEL LO´PEZ-AGUAYO
Taking α = ϕ(rXa∗(P )), and applying (c) of Proposition 3.8, yields
(tc)∗h′(n1 · · ·nl)(ϕ(α))t =
((tc)∗(n1)n2 · · · nlϕ(α) + (tc)
∗(n2) · · ·nlϕ(α)n1 + . . .+ (tc)
∗(nl)ϕ(α)n1 · · · nl−1))t.
Observe that if l = 1, (tc)∗h′(n1)(ϕ(α))t = (tc)
∗(n1)ϕ(α)t. Then
∑
t∈L(τ(c))
(tc)∗(h′(a(l))(Xa∗ (P ))t is a sum of elements
of the form
γ1ϕ(α)γ2 = ϕ(ϕ
−1(γ1)αϕ
−1(γ2))
where ϕ−1(γ1)αϕ
−1(γ2) ∈ R(P ) ∩ FE(M)
≥l+1.
Therefore ∑
t∈L(τ(c)),a∈A
(tc)∗(h′(ϕ(a)(l))(ϕ(Xa∗ (P )))t = ϕ(zl)
with zl ∈ R(P ) ∩ FE(M)
≥l+1. Since the sequence {zl}
∞
l=1 is summable, then
∞∑
l=1
zl ∈ R(P ).
We obtain
Xc∗(ϕ(P )) =
∞∑
l=1
 ∑
t∈L(τ(c)),a∈A
(tc)∗(h′(a(l))ϕ(Xa∗ (P ))t

=
∞∑
l=1
ϕ(zl) = ϕ
(
∞∑
l=1
zl
)
∈ ϕ(R(P ))
Therefore R(ϕ(P )) ⊆ ϕ(R(P )). Moreover
R(P ) = R(ϕ−1(ϕ(P ))) ⊆ ϕ−1(R(ϕ(P ))),
hence ϕ(R(P )) ⊆ R(ϕ(P )). The result follows. 
Proposition 4.8. Suppose M is Z-freely generated by the Z-subbimodule M ′0 of M , take L
′(i) an F -basis for eiE
and A′(i, j) an F -basis for eiM
′
0ej 6= 0. Let P be any potential of FE(M), R
′(P ) the ideal using L′ =
n⋃
i=1
L′(i) and
A′ =
⋃
i,j
A′(i, j). Then R′(P ) = R(P ).
Proof. By Remark 4.5, we may assume that L = L′. Taking ϕ = idFE(M) in Theorem 4.7 gives R(P ) = R
′(P ). 
5. Equivalence of Potentials
In this section, given potentials P and P ′ in FE(M) we will see that if P − P
′ lies in R(P )2, then there exists an
algebra automorphism ϕ of FE(M) such that P
′ is cyclically-equivalent to ϕ(P ).
Throughout this section, if f ∈ FE(M) we denote by 〈f〉 the closure of the two-sided ideal generated by f in
FE(M).
Proposition 5.1. Suppose f, g ∈ FE(M)
≥2. Then Xa∗(fg) is an element of
FE(M)
≥1〈f〉+ 〈f〉FE(M)
≥1 + FE(M)
≥1〈g〉+ 〈g〉FE(M)
≥1.
Proof. We have
Xa∗(fg) =
∑
s∈L(τ(a))
(sa)∗δ(fg)s =
∑
s∈L(τ(a))
(sa)∗(h(f)(g) + h(g)(f))s.
Take any integer l ≥ 2, then f(l) is a sum of elements of the form m1 · · ·mlt with m1, . . . ,ml ∈ EM0 and t ∈ E.
Then by (b) of Proposition 4.2 and (c) of Proposition 3.8∑
s∈L(τ(a))
(sa)∗h(m1 · · ·mlt)(g)s =
∑
s∈L(τ(a))
(sa)∗(h(m1 · · ·ml)(tg))s =
POTENTIALS FOR SOME TENSOR ALGEBRAS 15∑
s∈L(τ(a))
((sa)∗(m1)m2 · · ·mltg + (sa)
∗(m2)m3 · · ·mltgm1 + . . . + (sa)
∗(ml)tgm1 · · ·ml−1)s
and this element lies in FE(M)
≥1〈g〉 + 〈g〉FE(M)
≥1. Therefore
∑
s∈L(τ(a))
(sa)∗h(f)(g)s =
∞∑
l=2
∑
s∈L(τ(a))
(sa)∗h(f(l))(g)s ∈ FE(M)
≥1〈g〉+ 〈g〉FE(M)
≥1.
In a similar way, ∑
s∈L(τ(a))
(sa)∗h(g)(f)s ∈ FE(M)
≥1〈f〉+ 〈f〉FE(M)
≥1.
and the proof is now complete. 
Proposition 5.2. If P and P ′ are potentials in FE(M)
≥3 such that P − P ′ ∈ R(P )2, then R(P ) = R(P ′).
Proof. By Proposition 5.1,
Xa∗(P )−Xa∗(P
′) ⊆ FE(M)
≥1R(P ) +R(P )FE(M)
≥1
Therefore
R(P ) ⊆ R(P ′) + FE(M)
≥1R(P ) +R(P )FE(M)
≥1 (5.1)
In particular, R(P ) ⊆ R(P ′) + FE(M)
≥3. Suppose we have already proved that
R(P ) ⊆ R(P ′) + FE(M)
≥l
Then using Equation (5.1) we obtain
R(P ) ⊆ R(P ′) + FE(M)
≥l+1.
Hence R(P ) ⊆ R(P ′) + FE(M)
≥l for all positive integers l. This implies that R(P ) is contained in the closure of
R(P ′). Since R(P ′) is closed, it follows that R(P ) ⊆ R(P ′). Then P ′ − P ⊆ R(P )2 ⊆ R(P ′)2, hence R(P ′) ⊆ R(P ).
This completes the proof. 
Remark 5.3. Let ψ : M → FE(M) be a morphism of E-E-bimodules, then
∑
c∈T
ψ(c)δc∗(P ) is cyclically equivalent to∑
a∈A
ψ(a)Xa∗(P ). Indeed, we have ∑
c∈T
ψ(c)δc∗(P ) =
∑
a∈A
∑
s∈L(τ(a))
sψ(a)δ(sa)∗(P )
and this last expression is cyclically equivalent to
∑
a∈A
ψ(a)Xa∗ (P ).
We will make use of the following fact.
Lemma 5.4. Let M be any E-E-bimodule, not necessarily Z-free. If I is a closed ideal of FE(M) and J is the closure
of the ideal generated by f1, . . . , fN ∈ FE(M), then any element h ∈ IJ is cyclically equivalent to an element of the
form α1f1 + . . . + αNfN , with α1, . . . , αN ∈ I.
Proof. The algebra FE(M) is a D-algebra in the sense of Derksen-Weyman-Zelevinsky [4]. Then our lemma follows
from Lemma 13.8 of [4]. 
Proposition 5.5. Suppose P and P ′ are potentials in FE(M)
≥3 such that P ′−P ∈ R(P )2. Then there is an algebra
automorphism ϕ of FE(M), with ϕ|E = idE , such that ϕ(P ) is cyclically equivalent to P
′. Moreover, ϕ(f)−f ∈ R(P )
for all f ∈ FE(M).
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Proof. Here we follow closely the proof of Proposition 4.10 from [4].
Claim. There is a sequence of E-E-bimodule morphisms
ϕ
(2)
l : M → FE(M) ∩R(P )
with l ∈ Z≥0 and ϕ(2)0 = 0, such that if we denote by ϕl the automorphism of FE(M) determined by the pair
(idM , ϕ
(2)
l ), then we have
(i) ϕ
(2)
l (a) ∈ FE(M)
≥l+1 ∩R(P ) for all l ∈ Z≥0.
(ii) P ′ is cyclically equivalent to
ϕ0ϕ1 · · ·ϕl−1(P ) +
∑
a∈A
ϕ
(2)
l (a)Xa∗(P ).
Proof of the Claim. We construct the E-E-bimodule morphisms ϕ
(2)
l by induction on l. Suppose first that l = 1.
Then Lemma 5.4 gives that P ′ − P is cyclically equivalent to
∑
a∈A
f(a)Xa∗(P ). Here Xa∗(P ) ∈ eτ(a)FE(M)eσ(a) and
P ′ − P is cyclic, therefore we may assume f(a) = eσ(a)f(a)eτ(a). Since A is a set of Z-free generators of M , then
there is a morphism of E-E-bimodules
ϕ
(2)
1 : M → FE(M)
≥2
such that ϕ
(2)
1 (a) = eσ(a)f(a)eτ(a) ∈ FE(M)
≥2 ∩R(P ).
Here ϕ0 = idE , hence conditions (i) and (ii) are true for l = 1. Suppose that for l ≥ 1 we have already constructed
the E-E-bimodule morphisms ϕ
(2)
0 , . . . , ϕ
(2)
l satisfying conditions (i) and (ii).
By Proposition 3.14 and Lemma 5.4 there exists w ∈ [FE(M),FE(M)] ∩ FE(M)
≥3 such that
ϕl(P )− P −
∑
a∈A
ϕ
(2)
l (a)Xa∗(P ) + w ∈ (FE(M)
≥1I)I
where I is the closure of the two-sided ideal generated by the elements ϕ
(2)
l (a). Then by condition (ii) we have
I ⊆ FE(M)
≥l+1(M) ∩R(P ). Thus
ϕl(P )− P −
∑
a∈A
ϕ
(2)
l (a)Xa∗(P ) + w ∈ (FE(M)
≥l+2 ∩ (R(P )))R(P ),
and therefore ϕl(P )− (P − w) ∈ R(P )
2. Applying Proposition 5.2 gives:
R(ϕl(P )) = R(P − w) = R(P ).
From the above we obtain ϕl(R(P )) = R(ϕl(P )) = R(P ) and R(P ) = ϕ
−1
l (R(P )). Then the element ϕl(P ) − P −∑
a∈A
ϕ
(2)
l (a)Xa∗(P ) + w lies in
ϕl(ϕ
−1
l (FE(M)
≥l+2 ∩ (R(P )))R(P ))
which is contained in
ϕl((FE(M)
≥l+2 ∩ (ϕ−1l (R(P ))))ϕ
−1
l (R(P ))).
Therefore
ϕl(P )− P −
∑
a∈A
ϕ
(2)
l (a)Xa∗(P ) + w = ϕl(z) (5.2)
with z ∈ (FM (E)
≥l+2 ∩R(P ))R(P ). By Lemma 5.4:
z =
∑
a∈A
−h(a)Xa∗(P ) + w1
with h(a) ∈ FE(M)
≥l+2∩R(P ) and w1 ∈ [FE(M),FE(M)]. As in the case l = 1 we may assume h(a) = eσ(a)h(a)eτ(a).
Therefore there exists a morphism of E-E-bimodules ϕ
(2)
l+1 : M → FE(M)
≥2 with ϕ
(2)
l+1(a) = h(a) ∈ FE(M)
≥l+2∩R(P ).
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By (ii), P ′ is cyclically equivalent to
ϕ0 · · ·ϕl−1
(
P +
∑
a∈A
ϕ
(2)
l (a)Xa∗(P )
)
.
From Equation (5.2) one has that the above element is cyclically equivalent to
ϕ0 · · ·ϕl−1ϕl
(
P +
∑
a∈A
ϕ
(2)
l+1(a)Xa∗(P )
)
proving our claim.
We now are ready to complete the proof of our Proposition.
For each l, take ρl = (ϕl)
−1. Then ρl is determined by the pair (idM , ρ
(2)
l ) where ρ
2
l (a) =
∞∑
k=1
(−ϕ
(2)
l (a))
k ∈
FE(M)
≥l+1. Now, define ρ : FE(M) → FE(M) as follows: for each f ∈ FE(M), ρ(f) = lim
l→∞
ρl · · · ρ0(f). By
Proposition 2.10, ρ is an automorphism of algebras fixing pointwise E. From (ii) of our previous claim we have
ρl · · · ρ0(P
′) = P + wl + zl
with wl ∈ FE(M)
≥l+3 and zl ∈ [FE(M),FE(M)].
Then
ρ(P ′)(l) = P (l) + zl(l).
Observe that if l′ ≤ l, we have
P (l′) + zl′(l
′) = ρl′ · · · ρ0(P )(l
′) = ρl · · · ρ0(P
′)(l′) = P (l′) + zl(l
′),
consequently zl′(l
′) = zl(l
′). Define z ∈ FE(M) such that for any non negative integer l, z(l) = zl(l). Then given l
and l′ ≤ l, (z − zl)(l
′) = zl′(l
′)− zl(l
′) = 0, so z − zl ∈ FE(M)
≥l+1.
Therefore z = lim
l→∞
zl ∈ [FE(M),FE(M)] and ρ(P
′) = P +z, so if ϕ = ρ−1 we obtain that P ′ is cyclically equivalent
to ϕ(P ). This completes the proof. 
6. Splitting Theorem
In this section we take E =
n∏
i=1
Ei, where each Ei is a semisimple finite-dimensional F -algebra, such that E⊗F E
op
is a semisimple F -algebra. The E-E-bimodules M we consider here are acyclic; that is, Mcyc = 0, but they are not
necessarily Z-free.
Definition 6.1. If M is any E-E-bimodule, a polarization of M is a set A ⊆ {1, . . . , n} × {1, . . . , n} such that
(i) If (i, j) ∈ A, then eiMej 6= 0 and (j, i) is not in A.
(ii) If eiMej 6= 0, then (i, j) ∈ A or (j, i) ∈ A.
Clearly, if M is any acyclic E-E-bimodule then there is at least one polarization of M .
Definition 6.2. Suppose that N is an E-E-bimodule, U is a set of directed generators of N , and U(i, j) = U ∩eiNej .
We say that N is 2-cycle complete with respect to U , if there is a polarization A of N and for each (i, j) ∈ A there
is a bijection −ˆ : U(i, j)→ U(j, i). In this case we define U(A) =
⋃
(i,j)∈A
U(i, j).
Observe that if N is a 2-cycle complete E-E bimodule with respect to U , then
N =
⊕
a∈U(A)
(EaE ⊕ EaˆE)
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Using the above notation we associate to a 2-cycle complete E-E-bimodule N a quadratic potential
QN =
∑
a∈U(A)
aaˆ.
Theorem 6.3. (Splitting Theorem) Let M be an E-E-bimodule with a decomposition M = N⊕M ′ as E-E-bimodules
where N is 2-cycle complete with respect to U , a set of directed generators for N . Let L be the closure of the two-sided
ideal in FE(M) generated by N . Suppose that for any positive integer l and any potential in L∩FE(M)
≥l of the form∑
(i,j)∈A
∑
a∈U(i,j)
(aua + vaˆaˆ) + z, with z ∈ [FE(M),FE(M)] ∩ FE(M)
≥l, there is a morphism of E-E-bimodules
ρ : N → FE(M)
with ρ(a) = −vaˆ and ρ(aˆ) = −ua. Then for any potential of the form P = QN + P
≥3 with P≥3 ∈ FE(M)
≥3, there
exists an algebra automorphism ϕ of FE(M), with ϕ|E = idE, such that ϕ(P ) is cyclically equivalent to a potential
QN +Q with Q ∈ FE(M
′)≥3.
Proof. We follow the proof of the Splitting Theorem given in [4]. First we prove the following:
Claim 1. Suppose P is a potential such that
P = QN + P
′ +H
with P ′ a potential in FE(M
′) and H a potential in FE(M)
≥d+2.
Then there exists an algebra automorphism ϕ of FE(M) determined by a pair of morphisms of E-E-bimodules
(idM , ϕ
(2)) such that ϕ(2)(M ′) = 0, ϕ(2)(M) ∈ FE(M)
≥d+1 and
ϕ(P ) = QN + P
′ + P ′′ +H ′ + z′
where P ′′ is a potential in FE(M)
≥2d+2, H ′ is a potential in FE(M)
≥2d+2 and z′ ∈ [FE(M),FE(M)] ∩ FE(M)
≥d+2.
Proof of the Claim 1. We recall that U(A) =
⋃
(i,j)∈A
U(i, j). We have H = G + P
′′
with G ∈ L ∩ FE(M)
≥d+2,
P
′′
∈ FE(M
′)≥d+2. By Lemma 5.4, G =
∑
a∈U(A)
(aua + vaˆaˆ) + z1, with z1 ∈ [FE(M),FE(M)] ∩ FE(M)
≥d+2. By
assumption, there exists a morphism of E-E-bimodules ϕ(2) : M → FE(M)
≥d+1, such that ϕ(2)(a) = −vaˆ, ϕ
(2)(aˆ) =
−ua, and ϕ
(2)(M ′) = 0. Since ua and vaˆ are in FE(M)
≥d+1, then ϕ(2)(M) ⊆ FE(M)
≥d+1. Let ϕ be the algebra
automorphism of FE(M) determined by the pair (idM , ϕ
(2)). Observe that the restriction of ϕ to M ′ is the identity
map; consequently, ϕ is the identity on FE(M
′). Moreover, ϕ(m1 · · ·ml) = m1 · · ·ml + µ where m1, . . . ,ml ∈M and
µ ∈ FE(M)
≥l+d. Then for f ∈ FE(M)
≥l, ϕ(f) = f + f ′ with f ′ ∈ FE(M)
≥l+d. We have
ϕ(P ) = ϕ(QN ) + P
′ + P
′′
+ ϕ(G)
ϕ(QN ) + ϕ(G) =
∑
a∈U(A)
(a− vaˆ)(aˆ− ua) + (a− vaˆ)(ua + u
′
a) + (vaˆ + v
′
aˆ)(aˆ− ua) + ϕ(z1)
=
∑
a∈U(A)
(aaˆ+ au′a − vaˆu
′
a − vaˆua + v
′
aˆaˆ− v
′
aˆua) + z
′
where u′a, v
′
aˆ ∈ FE(M)
≥2d+1 and z′ = ϕ(z1) ∈ [FE(M),FE(M)] ∩ FE(M)
≥d+2. Therefore
ϕ(QN ) + ϕ(G) =
∑
a∈U(A)
aaˆ+H ′ + z′
with H ′ ∈ FE(M)
≥2d+2. We have
ϕ(P ) = QN + P
′ + P
′′
+H ′ + z′
From here we obtain our claim.
Claim 2. There is a sequence {ϕk}
∞
k=0 of algebra automorphisms of FE(M) where each ϕk is determined by a
pair of morphisms (idM , ϕ
(2)
k ) with the following properties
(i) ϕ
(2)
l (M
′) = 0 for all non-negative integers l.
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(ii) ϕ
(2)
0 = 0 and ϕ
(2)
k (M) ⊆ FE(M)
≥2k+1 for all k.
(iii) There exist potentials P0, . . . , Pk ∈ FE(M
′) and elements z0 = 0, z1, . . . , zk lying in [FE(M),FE(M)] with
zi ∈ FE(M)
≥2i−1+2, Pi ∈ FE(M)
≥2i−1+2 such that
ϕkϕk−1 · · ·ϕ0(P ) =
QN + P0 + . . .+ Pk +Hk + ϕk−1 · · ·ϕ1(z1) + ϕk · · ·ϕ2(z1) + . . . + ϕk(zk−1) + zk
where Hk is a potential in FE(M)
≥2k+2 ∩ L.
Proof of Claim 2. By induction on k. If k = 0, we have
ϕ0(P ) = P = QN + P
≥3.
Here FE(M) = FE(M
′)⊕ L, then
P = QN + P0 +H0
with P0 ∈ FE(M
′)≥3 and H0 ∈ FE(M)
≥3 ∩ L. Since 3 = 20 + 2, we obtain our result for k = 0.
Suppose now our result is true for k, let us prove it for k + 1. We have
ϕk · · ·ϕ0(P ) = QN + P
′ +Hk + wk
with P ′ = P0 + . . .+ Pk, Hk ∈ FE(M)
≥2k+2 ∩ L, and
wk = ϕk · · ·ϕ2(z1) + ϕk · · ·ϕ3(z2) + . . .+ ϕk(zk−1) + zk.
Applying Claim 1 with d = 2k, yields an algebra automorphism ϕk+1 of FE(M) determined by a pair of E-E-
bimodule morphisms of the form (idM , ϕ
(2)
k+1) with ϕ
(2)
k+1(M
′) = 0 and ϕ
(2)
k+1(M) ⊆ FE(M)
≥2k+1 such that
ϕk+1ϕk · · ·ϕ0(P ) = QN + P
′′ + P ′ +Hk+1 + zk+1 + ϕk+1(wk),
with P ′′ ∈ FE(M
′)≥2
k+2, Hk+1 ∈ FE(M)
≥2k+1+2 ∩ L and zk+1 lies in [FE(M),FE(M)] ∩ FE(M)
≥2k+2. This proves
our claim.
Now we are ready to finish the proof of our proposition. We have ϕ
(2)
k (M) ⊆ FE(M)
≥2k+1 ⊆ FE(M)
≥k+1. Hence
we may apply Proposition 2.10, and construct an algebra automorphism ϕ of FE(M) defined as
ϕ(P ) = lim
k→∞
ϕk · · ·ϕ0(P ).
Observe that the sequence {wk}
∞
k=0 converges. Indeed, we have wk+1 = zk+1+ϕk+1(wk). Now ϕk+1(wk) = wk+fk,
where fk, zk+1 ∈ FE(M)
≥2k+2. Therefore
wk+1 − wk = zk+1 + fk ∈ FE(M)
≥2k+2
so {wk}
∞
k=0 is a Cauchy sequence, hence converges. Clearly the sequence {Pk}
∞
k=0 is summable, so
ϕ(P ) = QN +
∞∑
k=0
Pk + lim
k→∞
Hk + lim
k→∞
wk
Therefore
ϕ(P ) = QN +Q+ w,
where Q =
∞∑
k=0
Pk ∈ FE(M
′) and w = lim
k→∞
wk ∈ [FE(M),FE(M)]. Observe that lim
k→∞
Hk = 0.
This proves our proposition. 
Definition 6.4. Let N -be a 2-cycle complete E-E-bimodule with respect to U , a set of directed generators of N .
We say that the quadratic potential QN =
∑
a∈U(A)
aaˆ has the splitting property if for any E-E-bimodule M ′ and
any potential P in FE(N ⊕M
′)≥3 there exists an algebra automorphism ϕ of FE(N ⊕M
′) such that ϕ(QN + P ) is
cyclically equivalent to QN +Q, where Q is a potential in FE(M
′)≥3.
Corollary 6.5. If N is a 2-cycle complete E-E-bimodule with respect to U , a set of directed Z-free generators of N ,
then QN has the splitting property.
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Proof. Let M ′ be any E-E-bimodule and let L be the closure of the two sided-ideal in FE(N ⊕M
′) generated by N .
We have FE(N ⊕M
′)L = L. The ideal L is generated by the elements of U . Therefore, by Lemma 5.4, any potential
H in L is cyclically equivalent to an element of the form
∑
a∈U(A)
(uaa+ vaˆaˆ), and the latter is cyclically equivalent to∑
a∈U(A)
(aua + vaˆaˆ).
We have aua = aeσ(a)ua is a cyclic element, so we may assume ua is directed; similarly, we may assume vaˆ is
directed. We have τ(ua) = σ(a) = τ(aˆ) and σ(ua) = τ(a) = σ(aˆ). Similarly, τ(vaˆ) = τ(a) and σ(vaˆ) = σ(a). Since
the elements of U are Z-free generators there is a morphism of E-E-bimodules ψ : N → FE(N ⊕M
′) such that
ψ(a) = −vaˆ and ψ(aˆ) = −ua for all a ∈ U(A). Then our corollary follows from Theorem 6.3. 
Here E ⊗F Eop is a semisimple algebra. Then for any pair i, j, Ei ⊗F E
op
j is also a semisimple algebra. For the
identity of Ei ⊗F E
op
j , we have a decomposition into a sum of orthogonal primitive idempotents
1Ei ⊗ 1Eopj =
∑
ǫ∈I(i,j)
ǫ.
Each Ei ⊗F E
op
j -left module (Ei ⊗ E
op
j )ǫ is a simple module. Hence if W is an Ei-Ej-bimodule it is also an
Ei ⊗F E
op
j -left module where for x ∈ Ei, y ∈ Ej and w ∈ W , (x ⊗ y) ∗ w = xwy. In case w = ǫ ∗ w 6= 0, EiwEj is
a simple Ei-Ej-bimodule. Moreover, there is an isomorphism of Ei-Ej-bimodules from EiǫEj to EiwEj sending ǫ to
w. Therefore if W ′ is another Ei-Ej-bimodule and w
′ = ǫ ∗ w′ 6= 0, then there is an isomorphism of Ei-Ej-bimodules
sending w to w′.
Observe that we have an antiisomorphism s : Ei ⊗F E
op
j → Ej ⊗F E
op
i with s(x⊗ y) = y ⊗ x. Then
1Ej ⊗ 1Ei = s(1Ei ⊗ 1Ej ) =
∑
ǫ∈I(i,j)
s(ǫ)
gives a decomposition of the identity in the algebra Ej ⊗F E
op
i into a sum of orthogonal primitive idempotents.
Corollary 6.6. Let N be a 2-cycle complete E-E-bimodule with respect to a set U which has the following properties
(i) If (i, j) ∈ A and a ∈ U(i, j), then a = ǫa ∗ a for some idempotent ǫa ∈ I(i, j).
(ii) If (i, j) ∈ A and a ∈ U(i, j), then aˆ = s(ǫa) ∗ aˆ.
Then QN =
∑
a∈U(A)
aaˆ has the splitting property.
Proof. Take M ′ an E-E-bimodule and let M = N ⊕M ′. Let L be the closure of the two-sided ideal in FE(M)
generated by N . Then if H is a potential in L, we have as in the proof of Corollary 6.5 that H is cyclically equivalent
to an element of the form
∑
a∈U(A)
(aua + vaˆaˆ).
We have aua = ǫa ∗ aua and ǫa =
∑
u
xu ⊗ yu for some xu ∈ Ei, yu ∈ Ej . Then aua =
∑
u
xuayuua and this
element is cyclically equivalent to
∑
u
ayuuaxu = a(s(ǫa) ∗ ua). Similarly, the element vaˆaˆ = vaˆ(s(ǫa) ∗ aˆ) is cyclically
equivalent to the element (ǫa ∗ vaˆ)aˆ. Therefore any potential H ∈ L is cyclically equivalent to an element of the form∑
a∈U(A)
(a(s(ǫa) ∗ ua) + (ǫa ∗ vaˆ)aˆ). Moreover, there is a morphism of E-E-bimodules ψ : N → FE(M) such that
ψ(a) = ψ(ǫa ∗ a) = ǫa ∗ vaˆ
ψ(aˆ) = ψ(s(ǫa ∗ aˆ)) = s(ǫa) ∗ ua.
The result now follows from Theorem 6.3. 
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7. Local Bases and cyclic derivations
Here we consider semisimple algebras E =
n∏
i=1
Ei, such that the enveloping algebra E ⊗F E
op is semisimple and
each Ei has an F -basis satisfying some properties given below. These properties are trivially satisfied in case each
Ei equals the underlying base field F . In most of the related papers about algebras with potentials ([4, 6, 8]), these
conditions are satisfied. Under these conditions on E, we find a cyclic derivation on FE(M) for any E-E-bimodule
M . Using this cyclic derivation we can define the Jacobian ideal J(P ) for any potential P in FE(M). This ideal
coincides with the ones considered in [3, 6, 8]. Finally, we study quadratic potentials and their Jacobian ideals.
Definition 7.1. A subset L ⊆ E is a local basis for E if L is an F -basis consisting of directed elements.
If L is a local basis for E, then each Li = Eei ∩ L is an F -basis for Eei and L =
n⋃
i=1
Li. For each t ∈ L, we define
t∗ : E → Z as the Z-linear map such that t∗(t) = ei and t
∗(s) = 0 for s ∈ L \ {t}.
Throughout the rest of the paper we will assume that the local bases of E satisfy the following properties:
(1) All elements of L are invertible.
(2) If c(i) = dimF eiE, then charF ∤ c(i).
and also the following condition
ei ∈ Li and if s, t ∈ Li, e
∗
i (st
−1) 6= 0 implies s = t; likewise, e∗i (t
−1s) 6= 0 implies s = t. (7.1)
Example 7.2. (Demonet, [3]) Take E =
n∏
i=1
F [Gi], the finite direct product of group algebras of a finite group Gi,
whose order is not divisible by the characteristic of the base field F . For each i ∈ {1, . . . , n}, take Li = G(i) and
L =
n⋃
i=1
Li.
Example 7.3. Let E =
n∏
i=1
Di, where each Di is a division ring over F , and suppose that Di has a semi-multiplicative
basis Li: this means that if s, t ∈ Li, then st = λw with w ∈ Li and λ ∈ F . Moreover, dimFDi is not divisible by the
characteristic of the field F .
Example 7.4. (Zelevinsky and Labardini-Fragoso, [8]) Let G ⊇ F a Galois extension such that Gal(G/F ) is a cyclic
group. Take E =
n∏
i=1
Ei where each Ei is an intermediate field of G/F .
Example 7.5. Take E =
n∏
i=1
Fi, where each Fi is an abelian extension of the field F , containing a c(i)-primitive root
of unity.
Remark 7.6. Observe that in Definition 6.1 the set consisting of all the elements r−1, with r ∈ L, is also a Z-local
basis for L. Then in the rest of the paper, for r ∈ Li, (r
−1)∗ : E → Z is the Z-linear map such that (r−1)∗(r−1) = ei,
and for t ∈ L \ {r}, (r−1)∗(t) = 0.
Proposition 7.7. For s, t, t1 ∈ Li one has∑
r∈Li
(r−1)∗(t−11 s
−1)r∗(st) = δt,t1 .
Proof. We have
st =
∑
r∈Li
r∗(st)r,
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and
t−11 s
−1 =
∑
r1∈Li
(r−11 )
∗(t−11 s
−1)r−11 .
Multiplying the above equalities yields
t−11 t =
∑
r1,r∈Li
(r−11 )
∗(t−11 s
−1)r∗(st)r−11 r.
Applying e∗i to the above equality and using (7.1) we get
δt,t1 =
∑
r1,r∈Li
(r−11 )
∗(t−11 s
−1)r∗(st)e∗i (r
−1
1 r)
=
∑
r∈Li
(r−1)∗(t−11 s
−1)r∗(st).

This proves our result.
Corollary 7.8. For each r, r1, s ∈ Li we have∑
t∈Li
r∗(st)(r−11 )
∗(t−1s−1) = δr,r1 .
Proof. Consider the square matrices of order c(i), B = (bt1,r) and A = (ar,t), defined as bt1,r = (r
−1)∗(t−11 s
−1) and
ar,t = r
∗(st). Applying Proposition 7.7 yields BA = I, where I is the identity matrix of order c(i). Therefore AB = I,
and the result follows. 
Proposition 7.9. For s1, s, t ∈ Li we have the following equalities∑
r∈Li
(r−1)∗(t−1s−11 )r
∗(st) = δs1,s,
∑
s∈Li
r∗(st)(r−11 )
∗(t−1s−1) = δr,r1 .
Proof. Similar to the proofs of Proposition 7.7 and Corollary 7.8. 
Lemma 7.10. If f ∈ eiFE(M)ei and t ∈ E(i), then
(a) t
∑
ω∈Li
ω−1fω
 =
∑
ω∈Li
ω−1fω
 t.
(b)
∑
ω∈Li
ω−1tfω =
∑
ω∈Li
ω−1ftω.
Proof. Since the set of all elements s−1, with s ∈ Li, forms an F -basis for E(i), it suffices to prove the statement for
t = s−1 with s ∈ Li. We have
s−1
∑
ω∈Li
ω−1fω
 = ∑
r,ω∈Li
(r−1)∗(s−1ω−1)r−1fωss−1
=
∑
r,r1,ω∈Li
r−1f(r−1)∗(s−1ω−1)r∗1(ωs)r1s
−1
=
∑
r,r1
f
∑
ω∈Li
(r−1)∗(s−1ω−1)r∗1(ωs)
 r1s−1
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=
∑
r,r1∈Li
r−1fδr,r1r1s
−1 =
∑
r∈Li
r−1fr
 s−1.
This proves (a). A similar reasoning proves (b). 
With our assumptions on the local bases L for E, we can now define a new cyclic derivation on FE(M), where M
is a Z-free E-E-bimodule. Once done this, then we can define a cyclic derivation in FE(M) for any E-E-bimodule
M .
Definition 7.11. Let M be an E-E-bimodule which is Z-free. Let f and g be elements of FE(M). We define
h˜(f)(g) =
∑
s∈L
s−1h(f)(g)s.
Clearly h˜ : FE(M) → EndF (FE(M)) is a cyclic derivation. Then we have the corresponding cyclic derivative
δ˜(f) = h˜(f)(1), and for ψ ∈M∗ the cyclic derivative with respect to ψ: δ˜ψ = ψδ˜.
Proposition 7.12. Let M be a Z-free E-E-bimodule, then
(1) For f, g ∈ FE(M) and t ∈ E we have
h˜(tf)(g) = h˜(f)(gt)
and
h˜(ft)(g) = h˜(f)(tg).
(2) If f, g are directed elements of FE(M) and h˜(f)(g) 6= 0, then σ(f) = τ(g) and τ(f) = σ(g); thus fg is cyclic.
(3) If m1, . . . ,ml are directed elements of M with m1 · · ·ml 6= 0 and g ∈ FE(M), then
h˜(m1 · · ·ml)(g) =
∑
s∈L
s−1(m1 · · ·mlg +m2 · · ·mlgm1 + . . .+mlgm1 · · ·ml−1)s
Proof. (1) Follows from Lemmas 3.5 and 7.10.
(2) Follows from item 1.
(3) We may assume mi = xiti with xi ∈ EM0, ti ∈ E for i = 1, . . . , l and g = eσ(ml)geτ(m1). Then using (c) of
Proposition 3.8
h˜(m1 · · ·ml)(g) = h˜(x1(t1x2) · · · (tl−1xl))(tlg)
=
∑
s∈L
s−1(x1(t1x2) · · · (tl−1xl)(tlg) + (t1x2) · · · (tl−1xl)(tlg)x1 + . . . + (tl−1xl)(tlg) · · · (tl−2xl−1))s
=
∑
s∈L
s−1((x1t1)(x2t2) · · · (xltl)g + (x2t2) · · · (xltl)g(x1t1) + . . .+ (xl)(tlg)(x1t1) · · · (xl−1tl−1))s
=
∑
s∈L
s−1(m1 · · ·mlg +m2 · · ·mlgm1 + . . .+mlgm1 · · ·ml−1)s.
This completes the proof. 
Proposition 7.13. Suppose M is any E-E-bimodule, then there is a cyclic derivation h˜ : FE(M)→ EndF (FE(M))
such that for m1, . . . ,ml directed elements of M with m1 · · ·ml 6= 0, we have
h˜(m1 · · ·ml)(g) =
∑
s∈L
s−1(m1 · · ·mlg +m2 · · ·mlgm1 + . . .+mlgm1 · · ·ml−1)s.
Proof. Since E ⊗F E
op is semisimple then there is an inclusion M → M where M is a Z-free E-E-bimodule. The
above inclusion induces an inclusion FE(M)→ FE(M). We have the cyclic derivation h˜ : FE(M)→ EndF (FE(M)).
By Proposition 7.12, if f and g ∈ FE(M) then h˜(f)(g) lies in FE(M). Therefore the restriction of h˜ to FE(M) gives
the desired cyclic derivation. 
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Proposition 7.14. Let M be any E-E-bimodule and P ∈ FE(M)cyc. Then the F -linear map
δ˜P : M∗ → FE(M)
given by δ˜P (ψ) = ψ(δ˜(P )), is a morphism of E-E-bimodules.
Proof. For t ∈ Li,
δ˜P (tψ) =
∑
s∈L
tψ
(
s−1δ(P )s
)
= t
(∑
s∈L
ψ(s−1δ(P )s)
)
= tδ˜P (ψ),
and
δ˜P (ψt) = ψ
t∑
s∈Li
s−1eiδ(P )eis
 = ψ
∑
s∈Li
s−1eiδ(P )eis
 t = δ˜P (ψ)t.

Definition 7.15. Let M be any E-E-bimodule and P ∈ FE(M)cyc. We define the Jacobian ideal J(P ) as the closure
of the two-sided ideal in FE(M) generated by δ˜
P (M∗).
Proposition 7.16. Suppose M is an E-E-bimodule Z-freely generated by the set A, consisting of directed elements
of M and P ∈ FE(M)cyc. Then R(P ) = J(P ).
Proof. First remark that for a ∈ A and s ∈ L(τ(a)), (sa)∗ = a∗s−1. Then
Xa∗(P ) =
∑
s∈L(τ(a))
(sa)∗(δ(P )s) = a∗
 ∑
s∈L(τ(a))
s−1(δ(P )s)

= a∗
(∑
s∈L
s−1δ(P )s
)
= δ˜P (a∗).
Moreover, if ψ ∈M∗, then ψ =
∑
u,a
λua
∗νu with λu ∈ E(σ(a)), νu ∈ E(τ(a)). Therefore
δ˜P (ψ) =
∑
u,a
λuδ˜
P (a∗)νu =
∑
u,a
λuXa∗(P )νu.
and the statement follows. 
Proposition 7.17. Let M be any E-E-bimodule and P ∈ FE(M)cyc. Suppose that ϕ is an algebra automorphism
of FE(M) with ϕ|E = idE . Then
ϕ(J(P )) = J(ϕ(P )).
Proof. Take M →M an inclusion of E-E-bimodules withM a Z-free E-E-bimodule. Then there is an E-E-bimodule
M ′ with M =M ⊕M ′. Let L be the closure of the two-sided ideal in FE(M) generated by M
′. We have
FE(M) = L ⊕FE(M).
Consider JM(P ), the Jacobian ideal of P in FE(M). Then
JM(P ) = (LJ(P ) + J(P )L + LJ(P )L)⊕ J(P )
and therefore J(P ) = FE(M) ∩ JM(P ). Now let ϕ be an algebra automorphism of FE(M), with ϕ|E = idE . This
automorphism is determined by a pair of morphisms of E-E-bimodules ϕ(1) : M → M and ϕ(2) : M → FE(M)
≥2.
Take now
φ1 =
(
ϕ(1) 0
0 idM ′
)
: M ⊕M ′ →M ⊕M ′
and
φ(2) : M ⊕M ′ → FE(M)
such that φ(2)|M = ϕ
(2) and φ(2)(M ′) = 0.
The above pair of morphisms determine an algebra automorphism φ of FE(M) whose restriction to FE(M) is ϕ.
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Then
ϕ(J(P )) = φ(JM(P ) ∩ FE(M)) = φ(JM(P )) ∩ φ(FE(M))
= JM(φ(P )) ∩ FE(M) = JM(ϕ(P )) ∩ FE(M) = J(ϕ(P )).
The proof is now complete. 
Proposition 7.18. Suppose M is any E-E-bimodule with polarization A and P a potential in M⊗2 such that
δ˜P : M∗ →M is an isomorphism of E-E-bimodules. Then P is cyclically equivalent to a potential
Q =
∑
x
αxβx
where each EαxE and EβxE are simple E-E-bimodules and⊕
(i,j)∈A
eiMej =
⊕
x
EαxE
⊕
(i,j)∈A
ejMei =
⊕
x
EβxE.
Proof. Since δ˜P is an isomorphism, it induces isomorphisms
δ˜P : (eiMej)
∗ → ejMei.
We recall that we have a decomposition of Ei ⊗F E
op
j =
⊕
z∈U(i,j)
EiǫzE
op
j into a sum of simple Ei ⊗F E
op
j - modules
and Ej ⊗F E
op
i =
⊕
z∈U(i,j)
Ejs(ǫz)E
op
i is a sum of simple Ej ⊗F E
op
i -modules. Here ei ⊗ ej =
∑
z∈U(i,j)
ǫz is a sum of
elements of a set of primitive orthogonal idempotents ǫz.
Then ⊕
(i,j)∈A
eiMej =
⊕
(i,j)∈A
⊕
x∈V (i,j)
EαxE
with each EαxE a simple E-E-bimodule and αx = ǫx ∗ αx, where ǫx is an idempotent in U(i, j). Then if V =⋃
(i,j)∈A
Vi,j, U =
⋃
(i,j)∈A
Ui,j we have ⊕
(i,j)∈A
eiMej =
⊕
x∈V
EαxE.
We have αx = ǫx ∗ αx, for some idempotent ǫx ∈ U . The potential P is cyclically equivalent to a potential
P1 =
∑
x∈V
αxyx =
∑
x∈V
ǫx ∗ αxyx
which is cyclically equivalent to
P2 =
∑
x∈V
αxβx
with βx = s(ǫx) ∗ yx. Therefore EβxE is a simple E-E-bimodule.
Now
δ˜P
(⊕
x∈V
(EαxE)
∗
)
=
⊕
x∈V
δ˜P ((EαxE)
∗)
Take ψ ∈ (EαxE)
∗, then
δ˜P (ψ) = ψδ˜(P ) = ψδ˜(P2) =
∑
s∈L
ψ(s−1αx)βxs.
Therefore δ˜P ((EαxE)
∗) = EβxE. From here we obtain⊕
x∈V
EβxE = δ˜
P
 ⊕
(i,j)∈A
eiMej
∗ = ⊕
(i,j)∈A
ejMei.
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Then: ⊕
(i,j)∈A
ejMei =
⊕
x∈V
EβxE.
The proof is now complete. 
Proposition 7.19. SupposeM is an E-E-bimodule Z-freely generated by the set A, consisting of directed elements.
Let A be a polarization of M and let A(A) =
⋃
(i,j)∈A
A(i, j), where A(i, j) = A ∩ eiMej . Then:
(i) If P is a quadratic potential in FE(M), then P is cyclically equivalent to the potential:∑
a∈A(A)
aδ˜P (a∗)
(ii) If P is a quadratic potential in FE(M) and δ˜
P : M∗ → M is an isomorphism of E-E-bimodules, then M is
a 2-cycle complete E-E-bimodule with respect to A; furthermore, there exists an algebra automorphism ϕ of
FE(M) such that ϕ(P ) is cyclically equivalent to∑
a∈A(A)
aaˆ.
(iii) If M is a 2-cycle complete E-E-bimodule with respect to A and P =
∑
a∈A(A)
aaˆ, then
δ˜P : M∗ →M
is an isomorphism of E-E-bimodules.
Proof. (i) The potential P is cyclically equivalent to a potential
P ′ =
∑
a∈A(A)
aya
with ya ∈ eσ(a)Meτ(a). Then, for a fixed a0 ∈ A(A) we have
δ˜P (a∗0) =
∑
s∈L,a∈A(A)
a∗0(s
−1(aya + yaa)s)
=
∑
s∈L)
(sa0)
∗
 ∑
a∈A(A)
aya
 = eσ(a0)ya0 = ya0 .
This proves (i).
(ii) Since δ˜P is an isomorphism, then this map induces an isomorphism of E-E-bimodules
δ˜P :
⊕
(i,j)∈A
(eiMej)
∗ →
⊕
(i,j)∈A
ejMei.
The elements δ˜P (a∗) form a set of Z-free generators of
∑
(i,j)∈A
ejMei. Therefore there is an isomorphism of
E-E-bimodules φ : M → M such that φ(a) = a for a ∈ A(A) and φ(δ˜P (a∗)) = aˆ ∈ A. Let ϕ be the algebra
automorphism of FE(M) induced by the pair (φ, 0). Then P is cyclically equivalent to P
′ =
∑
a∈A(A)
aδ˜P (a∗).
Therefore ϕ(P ) is cyclically equivalent to
ϕ(P ′) =
∑
a∈A(A)
aaˆ.
This proves (ii).
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(iii) For a0 ∈ A(A) we have
δ˜P (a∗0) =
∑
s∈L,a∈A(A)
a∗0s
−1(aaˆ+ aˆa)s
=
∑
s∈L,a∈A(A)
(sa0)
∗(aaˆ)s = aˆ0.
Similarly, δ˜(P )((aˆ0)
∗) = a0. This completes the proof.

8. Premutations
In this section we assume that E =
n∏
i=1
Ei is a product of semisimple finite dimensional F -algebras. We will
not make any assumptions on the F -bases of E. Before providing a definition of mutation, we define the notion of
premutation for E-E-bimodules satisfying the following
Definition 8.1. Let M be an E-E-bimodule such that each eiMej 6= 0 is an Ej-free right module and an Ei-free
left module. Then a local basis for EM is a set X =
⋃
i,j
X(i, j), with X(i, j) = eiMej ∩X a free Ei-basis for eiMej
provided eiMej 6= 0; otherwise, X(i, j) = ∅.
Similarly, a set Y =
⋃
i,j
Y (i, j) is a local basis forME if each Y (i, j) is a free Ej-basis for eiMej provided eiMej 6= 0;
otherwise, Y (i, j) = ∅.
Definition 8.2. Let M be an E-E-bimodule with a local basis X for EM and a local basis Y for ME . Let k be an
integer in [1, n]. Suppose that eiMek 6= 0 implies ekMei = 0, and ekMei 6= 0 implies eiMek = 0. Following [4], we
define the premutation of M , in the direction of k, as
µkM = ekMek ⊕MekM ⊕ (ekM)
∗ ⊕∗ (Mek),
where ek = 1− ek.
We will use the following notation, for m ∈ ekMek, we denote by [m] the inclusion of m into the first summand
of µkM , and for f ∈MekM we denote by [f ] the inclusion of f into the second summand of µkM . Observe that by
our hypothesis, ei(µkM)ek 6= 0 implies ek(µkM)ei = 0; likewise, ek(µkM)ei 6= 0 implies ei(µkM)ek = 0. We will also
make use of the following E-E-bimodule
M̂ =M ⊕ (ekM)
∗ ⊕∗ (Mek)
We will identify M , (ekM)
∗ and ∗(Mek) with their respective inclusions into M̂ .
The inclusions M → M̂ and µkM)→ FE(M̂) induce inclusions of topological algebras
iM : FE(M)→ FE(M̂ );
iµkM : FE(µkM)→ FE(M̂ ).
Proposition 8.3. There exists a morphism of topological algebras
[−] : ekFE(M)ek → FE(µkM)
which induces an isomorphism of topological algebras:
ekFE(M)ek → Im([−]) = FEk(ekMek ⊕MekM),
where Ek = ekE. Moreover, for h ∈ ekFE(M)ek we have iM (h) = iµkM ([h]).
28 RAYMUNDO BAUTISTA AND DANIEL LO´PEZ-AGUAYO
Proof. Let I be the collection of all finite sequences λ = (i1, . . . , is) where i1, . . . , is ∈ [1, n]. By Ik we denote the
subset of I consisting of all sequences λ′ = (j1, . . . , js) where all the ji 6= k. Given λ ∈ I, we define the E-E-bimodule
Mλ = Ei1 in case λ = (i1); and for λ = (i1, . . . , is), where s ≥ 2, Mλ = ei1Mei2 ⊗E ei2Mei3 ⊗E · · · ⊗E eis−1Meis . We
define |λ| = s− 1, and I(t) = {λ ∈ I : |λ| = t}. Clearly
M⊗l =
⊕
λ∈I(l)
Mλ.
Now let T be the set that consists of all finite sequences (λ1, . . . , λr) of elements λ1, . . . , λr ∈ I such that λ1 =
(λ′1, k), λ2 = (k, λ
′
2), . . . , λt = (k, λ
′
t), where λ
′
1, . . . , λ
′
t ∈ Ik.
Now consider the E-E-bimodules
U(λ1, . . . , λt) =Mλ1 ⊗E Mλ2 ⊗E · · · ⊗E Mλt =
Mλ′1 ⊗E Mek ⊗E ekM ⊗E Mλ′2 ⊗E · · · ⊗E Mek ⊗E ekM ⊗E Mλ′t ,
and
V (λ1, . . . , λt) =Mλ′1 ⊗E MekM ⊗E Mλ′2 ⊗E MekM ⊗E · · · ⊗E MekM ⊗E Mλ′t
.
Then
ekTE(M)ek = Ek
⊕ ⊕
(λ1,...,λt)∈T
U(λ1, . . . , λt),
TE
k
(ekMek ⊕MekM) = Ek
⊕ ⊕
(λ1,...,λt)∈T
V (λ1, . . . , λt).
Now the inclusion of ekMek into ekTE(M)ek and the isomorphism ofMekM intoMek⊗EekM ⊆ ekTE(M)ek induce
a morphism of E-E-bimodules ekMek ⊕MekM → ekTE(M)ek, which in turn induces a morphism of F -algebras
u0 : TE
k
(ekMek ⊕MekM)→ ekTE(M)ek.
The morphism u0 induces an isomorphism of E-E-bimodules V (λ1, . . . , λs)→ U(λ1, . . . , λs) for all (λ1, . . . , λs) ∈ T ;
thus u0 is an isomorphism of F -algebras. Therefore, u0 induces an isomorphism of topological algebras
u : FE
k
(ekMek ⊕MekM)→ ekFE(M)ek,
Define
[−] = iu−1 : ekFE(M)ek → FE(µkM),
where i : FE
k
(ekMek⊕MekM)→ FE(µkM) is the inclusion map. This proves the first part of our proposition. Now
for h ∈ ekMek ⊕Mek ⊗E ekM , we have iM (h) = iµkM ([h]). Since ekMek ⊕Mek ⊗E ekM generates ekTE(M)ek, then
iM (h) = iµkM ([h]) for all h ∈ ekTE(M)ek. Now we are done since the result follows by continuity.

Proposition 8.4. If eiµkMej 6= 0, then it is an Ei-free left module and an Ej-free right module.
Proof. If i and j are not equal to k, we have
eiµkMej = eiMej ⊕ eiMekMej
Here eiMej is free as a left Ei-module, and it is also a free right Ej-module. Now
eiMekMej = eiMek ⊗Ek ekMej .
Since ekMej is a free left Ek-module, then eiMekMej ∼= (eiMek)
l, where l = CardX(k, j). Therefore eiMekMej is a
free left Ei-module. Similarly, one can see that eiMekMej is a free Ej-right module. An Ei-free basis for eiMekMej
is given by
Xˆk(i, j) = {x⊗ x1}x∈X(i,k),x1∈X(k,j).
An Ej-free basis for eiMekMej is given by
Yˆk(i, j) = {y ⊗ y1}y∈Y (i,k),y1∈Y (k,j).
Now if i 6= k and j = k, then eiµkMek = (ekMei)
∗. Clearly (ekMei)
∗ is a free left Ei-module and Xˆ(i, k) =
{y∗}y∈Y (k,i) is an Ei-free basis. We recall that we can choose an isomorphism of E-E-bimodules (ekMei)
∗ →∗ (ekMei),
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therefore (ekMei)
∗ is also an Ek-free right module; and Yˆ (i, k), the image of the set {x
∗ : x ∈k X} under the above
chosen isomorphism, is an Ek-free basis. Similarly, one can see that if eiMek 6= 0, then
∗(eiMek) is free as a
left Ek-module and as a right Ei-module. A free basis of
∗(eiMek), as a right Ei-module, is given by the set
Yˆ (k, i) = {∗x|x ∈ X(i, k)} and a free basis, as a left Ek-module, is given by the set Xˆ(k, i) which consists of the
images of the elements y∗, y ∈ Y (i, k) under a chosen isomorphism (eiMek)
∗ →∗ (eiMek). 
Definition 8.5. Let P be a potential in FE(M) such that ekPek = 0, then by Proposition 8.3 there exists a potential
[P ] in FE(µkM) such that iµkM ([P ]) = iM (P ). Following [4], we define
µk(P ) = [P ] +
∑
x∈Xk,y∈kY
[xy](y∗)(∗x).
Here [xy] ∈MekM ⊆ µkM and Xk =
⋃
i
X(i, k), kY =
⋃
i
Y (k, i).
Observe that the expressions
∑
x∈Xk,y∈kY
[xy](y∗)(∗x),
∑
x∈Xk
(∗x)x, and
∑
y∈kY
y(y)∗ do not depend on the choice of the
local bases X and Y for EM and ME , respectively.
Indeed, assume that Y1 is another local basis for ME , then∑
x∈Xk,y∈kY
[xy](y∗)(∗x) =
∑
x∈Xk,y∈kY,y1∈k(Y1)
[xy1]y1(y1)
∗(y)y∗(∗x) =
∑
x∈Xk,y1∈k(Y1)
[xy1]
∑
y∈kY
(y1)
∗(y)y∗)(∗x)
 = ∑
x∈Xk,y1∈k(Y1)
[xy1](y
∗
1)(
∗x).
Similarly, if X1 is another local basis for EM we have∑
x∈Xk,y∈kY
[xy](y∗)(∗x) =
∑
x∈Xk,y1∈k(Y1)
[xy1](y
∗
1)(
∗x)
=
∑
x1∈(X1)k ,y1∈k(Y1)
[x1y1](y
∗
1)(
∗x1).
The invariance of the other expressions is proved in the same way.
Definition 8.6. An algebra automorphism ϕ of FE(M) given by a pair of E-E-bimodule morphisms (idM , ϕ
(2)) is
called unitriangular.
Proposition 8.7. Let ϕ : FE(M) → FE(M1) be an algebra isomorphism determined by a pair of E-E-bimodule
morphisms (ϕ(1), ϕ(2)), where M and M1 are E-E-bimodules satisfying the conditions of Definition 7.1. Moreover,
suppose X and X1 are local bases for EM and EM1, respectively; and Y , Y
1 are local bases for ME and (M1)E ,
respectively. Then there exist algebra isomorphisms φˆ : FE(M̂) → FE(M̂1) and φ : FE(µkM) → FE(µkM1), such
that
φˆiµkM = iµkM1φ
φˆiM = iM1ϕ.
Moreover,
φˆ
∑
x∈Xk
(∗x)x
 = ∑
x1∈X1k
(∗φ(1)(x))ϕ(1)(x)
φˆ
∑
y∈kY
yy∗
 = ∑
y1∈kY 1
y1y
∗
1.
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Proof. First we define a right action of ∗M on FE(M) as follows: take ν ∈
∗ M , then for s ∈ E we define sν = 0. For
m1 · · ·ml, with mi ∈M , we define (m1 · · ·ml)ν = m1 · · ·ml−1ν(ml); for f =
∞∑
u=0
f(u), we define
fν =
∞∑
u=0
f(u)ν.
We now consider the particular case in which M =M1 and ϕ is a unitriangular automorphism.
Take the restriction of ϕ to Mek
ϕ : Mek → FE(M)ek
Let m(k) = CardXk and consider the m(k)×m(k)-matrix with entries in FE(M)
H = (hx,x′)x,x′∈Xk
where hx,x′ = ϕ(x)(
∗x′). Observe that hx,x′ = eτ(x)hx,x′eτ(x′). We have
ϕ(x) =
∑
x′
hx,x′x
′.
For s ∈ E and x ∈ Xk, we have
xs =
∑
x′∈Xk
w(x, x′)(s)x′
with w(x, x′)(s) ∈ Eτ(x′). Then
ϕ(xs) =
∑
x′,x′′∈Xk
w(x, x′)(s)hx′,x′′x
′′; ϕ(x)s =
∑
x′,x′′
hx,x′w(x
′, x′′)(s)x′′.
Therefore for any x0 ∈ Xk, we obtain:
ϕ(xs)∗x0 = ϕ(x)s
∗x0,
Taking into account that hx′,x0eτ(x0) = hx,x′ and that w(x
′, x0)eτ(x0) = w(x
′, x0), yields∑
x′∈Xk
w(x, x′)(s)hx′,x0 =
∑
x′∈Xk
hx,x′w(x
′, x0)(s).
Therefore if we consider the m(k)×m(k)-matrix with entries in E, W (s) = (w(x, x′)(s)), we have
W (s)H = HW (s)
for all s ∈ Ek. Now consider the restriction of ϕ to ekM
ϕ : ekM → ekFE(M).
Let n(k) = CardkY . We define a matrix G = (gy′,y), of order n(k) and with entries in FE(M), as gy′,y = (y
′)∗ϕ(y);
here eσ(y′)gy′,yeσ(y) = gy′,y.
We have
ϕ(y) =
∑
y′∈kY
y′gy′,y.
For s ∈ Ek we have
sy =
∑
y′∈kY
y′ω(y′, y)(s)
with ω(y′, y)(s) ∈ Eσ(y′). Therefore if we take the n(k)× n(k)-matrix Ω(s) = (ω(y
′, y)(s)), we have
GΩ(s) = Ω(s)G
for all s ∈ E.
Now we are going to define a morphism φ : M̂ → FE(M̂). We first define a morphism of E-E-bimodules
ρ1 :
∗ (Mek)→ ekFE(M˜ ).
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First consider the matrix H associated to the morphism
ϕ : Mek → FE(M).
The matrix H lies in the set of matrices M of size m(k) × m(k), with entries in FE(M), consisting of all the
matrices U = (ux,x′) such that eτ(x)ux,x′eτ(x′) = ux,x′. The set M is an F -vector subspace of the F -algebra of all
n(k)× n(k)-matrices, with entries in FE(M), and with unit I = (δx,x′eτ(x′)).
Since ϕ is unitriangular, then H = I + R where R is a matrix with entries in FE(M)
≥1. Therefore the sequence(
n∑
i=0
(−1)iRi
)
n≥1
converges to
∞∑
i=0
(−1)iRi, where R0 = I; hence H−1 =
∞∑
i=0
(−1)iRi.
Take H−1 = (hˆx,x′) and define the E-left morphism ρ1 such that for
∗x, with x ∈ Xk, we have
ρ1(
∗x) =
∑
x′∈Xk
(∗x′)hˆx′,x.
We claim that ρ1 is also a right E-morphism. To show this we first calculate s(
∗x) for s ∈ Ek.
We have
s(∗x) =
∑
x′
(∗x′)s(∗x)(x′) =
∑
x′
(∗x′)(∗x)(x′s) =
=
∑
x′
(∗x′)(∗x)
(∑
x′′
w(x′, x′′)(s)x′′
)
=
∑
x′
(∗x′)w(x′, x)(s).
Then
ρ1(s(
∗x)) =
∑
x′′,x′∈Xk
(∗x′′)hˆx′′,x′w(x
′, x)(s),
sρ1(
∗x) =
∑
x′′,x′∈Xk
(∗x′′)w(x′′, x′)(s)hˆx′,x.
Now, from W (s)H = HW (s) we obtain that H−1W (s) =W (s)H−1, and from this we have
ρ1(s(
∗x)) = sρ1(
∗x)
for all s ∈ Ek and x ∈ Xk. Therefore ρ1 is a morphism of E-E-bimodules.
Now we define a morphism
ρ2 : (ekM)
∗ → FE(M̂ )ek.
For this, we consider the matrix G associated to the morphism
ϕ : ekM → ekFE(M).
The matrix G is in M′, the F -vector subspace of the algebra of n(k) × n(k)-matrices with entries in FE(M)
consisting of the matrices (uy′,y) such that eσ(y′)uy′,yey = uy′,y. Here M
′ is an F -algebra with usual multiplication of
matrices and with unit I ′ = (δy′,yeσ(y)). Since ϕ is unitriangular it follows that G has an inverse in M
′.
Take G−1 = (g˜y′,y), then for y ∈k Y we define ρ2 as the left E-morphism such that
ρ2(y
∗) =
∑
y′∈kY
g˜y,y′(y
′)∗.
Let us prove that ρ2 is also a right E-morphism. Let s ∈ Ek, then
y∗s =
∑
y′∈kY
(y∗s)(y′)(y′)∗ =
∑
y′∈kY
y∗(sy′)(y′)∗
=
∑
y′,y′′
y∗(y′′ω(y′′, y′)(s))(y′)∗ =
∑
y′∈kY
ω(y, y′)(s)(y′)∗.
Therefore
ρ2(y
∗s) =
∑
y′,y′′∈kY
ω(y, y′)(s)g˜y′,y′′(y
′′)∗,
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ρ2(y
∗)s =
∑
y′,y′′∈kY
g˜y,y′ω(y
′, y′′)(y′′)∗.
From the equality Ω(s)G = GΩ(s) we obtain G−1Ω(s) = Ω(s)G−1, and from this last equality we deduce that
ρ2(y
∗s) = ρ2(y
∗)s for all y ∈k Y and s ∈ Ek. Therefore ρ2 is a morphism of E-E-bimodules. Consider now the
morphism of E-E-bimodules
φˆ = (ϕ, ρ1, ρ2) : M̂ → FE(M̂ )
this map can be extended to an algebra automorphism of FE(M̂ ), which we also denote by φˆ. Observe that for
w ∈ M̂ , φˆ(w) = w + w′ with w′ ∈ FE(M̂)
≥2, hence the automorphism φˆ is unitriangular.
Now we obtain
φˆ
∑
x∈Xk
(∗x)x
 = ∑
x∈Xk
φˆ(∗x)φˆ(x) =
∑
x∈Xk
ρ1(
∗x)ϕ(x) =
∑
x′,x′′∈Xk
(∗x′)hˆx′,xhx.x′′x
′′ =
∑
x′,x′′∈Xk
(∗x′)δx′,x′′eτ(x′′)x
′′ =
∑
x′∈Xk
(∗x′)x′.
Moreover,
φˆ
∑
y∈kY
yy∗
 = ∑
y∈kY
φˆ(y)φˆ(y∗) =
∑
y∈kY
ϕ(y)ρ2(y
∗)
=
∑
y′,y′′∈kY
y′gy′,ygˆy,y′′(y
′′)∗ =
∑
y′,y′′∈kY
y′δy′,y′′eσ(y′′)(y
′′)∗
=
∑
y′∈kY
y′(y′)∗.
Now observe that (φˆiM )|M = (iMϕ)|M , therefore
φˆiM = iMϕ.
Moreover,
φˆ(ekMek) = ekφˆ(ekMek)ek.
and thus φˆ(ekMek) ⊆ ImiµkM ; similarly, φˆ(MekM) ⊆ ImiµkM .
We have that all the elements ∗x are in ImiµkM and τ(x) 6= k for all x ∈ Xk; then, by Proposition 8.3, the elements
hˆx′,x ∈ eτ(x′)FE(M)eτ(x) are in ImiµkM ; therefore ρ
∗
1(Mek) ⊆ ImiµkM . Similarly, ρ2((ekM)
∗) is also contained in
ImiµkM . From here we deduce that there is a morphism: φ : µkM → FE(µkM) such that φˆ(iµkM )|M = iµkMφ. This
map can be extended to an algebra endomorphism of FE(µkM) also denoted by φ; thus
φˆiµkM = iµkMφ.
Finally, let us prove that φ is in fact an isomorphism. Let m ∈ ekMek ⊆ µkM , then
φˆ(iµkM (m)) = ϕ(iµkM (m)) = iµkM (m) +
∑
i
miekm
′
i +
∑
j,u 6=k
njeun
′
j + ν
where mi,m
′
i ∈ M , nj, n
′
j ∈ ekMek, ν ∈ FE(M)
≥3. Then nj, n
′
j are in iµkM (µkM) and ν = iµk(ν
′) for some
ν ′ ∈ FE(µkM)
≥2. Therefore
iµkM (φˆ(m)) = φˆ(iµkM (m)) = iµkM
(
m+
∑
i
[miekm
′] + r0
)
where r0 ∈ FE(µkM)
≥2. From here we obtain
φ(m) = m+
∑
i
[miekm
′
i] + r0.
Now for f ∈MekM , take the corresponding element [f ] ∈ µkM ; so iµkM ([f ]) = f . Then
iµkMφ([f ]) = φˆiµkM ([f ]) = φˆ(f) = ϕ(f) = f + ν1
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with ν1 ∈ ekFE(M)
≥3. Therefore ν1 = iµkM (r1), with r1 ∈ FE(µkM)
≥2. Then
iµkMφ([f ]) = iµkM ([f ] + r1)
hence
φ([f ]) = [f ] + r1.
For ∗x ∈∗ (Mek) ⊆ µkM , we have
iµkMφ(
∗x) = φˆiµkM (
∗x) =∗ x+
∑
x′∈Xk
(∗x′)ux′,x,
where (ux′,x) = H − I. Here ux′,x ∈ eτ(x′)FE(M)
≥1eτ(x), then ux′,x = iµkM ([ux′,x]) with [ux′,x] ∈ FE(µkM)
≥1.
Therefore
iµkM (φ(
∗x)) = iµkM (x
∗ + r3)
with r3 ∈ FE(µkM)
≥2. From here we obtain
φ(∗x) =∗ x+ r3.
Similarly, we have
φ(y∗) = y∗ + r4
with r4 ∈ FE(µkM)
≥2. From the above we have that φ is determined by a pair of E-E-bimodule morphisms (φ(1), φ(2)),
where
φ(1) =

id 0 0 0
h id 0 0
0 0 id 0
0 0 0 id
 : µkM → µkM
with h : ekMek → MekM . Then φ
(1) is an isomorphism of E-E-bimodules which implies that φ is an algebra
automorphism. This proves our proposition for the case M =M1, and when ϕ is unitriangular.
We now prove the general case. First observe that if our proposition holds for the isomorphisms
ϕ1 : FE(M)→ FE(M2), ϕ2 : FE(M2)→ FE(M3)
then the statements of our proposition also hold for the composition ϕ2ϕ1.
Now take the algebra isomorphism ϕ1 : FE(M) → FE(M1) determined by the pair (ϕ
(1), 0), then the morphism
ϕ2 = ϕ
−1
1 ϕ is unitriangular and ϕ = ϕ1ϕ2. Therefore, it suffices to prove the result for morphisms ϕ : FE(M) →
FE(M1) determined by a pair (ϕ
(1), 0) where ϕ(1) = ϕ|M .
Take the following morphisms of E-E-bimodules
φˆ1 =
 ϕ(1) 0 00 ((ϕ−1)∗)1 0
0 0 (∗(ϕ−1))1
 : M̂ → M̂1,
φ(1) =

ϕ1 0 0 0
0 ϕ2 0 0
0 0 ((ϕ−1)∗)1 0
0 0 0 (∗(ϕ−1))1
 : µkM → µkM1,
where ϕ1 = ϕ|ekMek ; ϕ2 = ϕ|MekM ; (ϕ
−1)∗ : M∗ →M∗1 is the right dual map of ϕ
−1 :M1 →M ;
∗(ϕ−1) :∗ M →∗ M1
is the left dual map of ϕ−1; ((ϕ−1)∗)1 is the restriction of (ϕ
−1)∗ to (ekM)
∗; and (∗ϕ−1)1 is the restriction of
∗(ϕ−1)
to ∗(Mek). The pairs (φˆ
(1), 0) and (φ(1), 0) define, respectively, algebra isomorphisms
φˆ : FE(M̂ )→ FE(M̂1), φ : FE(µkM)→ FE(µkM1).
One can see that φˆ(1)iM |M = iM1 |M1ϕ
(1), φˆ(1)iµkM |µkM = iµkM1 |µkM1φ
(1). From this, it follows that
φˆiM = iM1ϕ
and
φˆiµkM = iµkM1φ.
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Observe now that ϕ(X) is a local basis for EM1 and ϕ(Y ) is a local basis for (M1)E . In particular, ϕ(Xk) is a local
basis for M1ek and ϕ(kY ) is a local basis for ekM1. Now if y
′, y ∈ Y , then
(ϕ−1)∗(y∗)(ϕ(y′)) = y∗(ϕ−1(ϕ(y))) = y∗(y′) = δy′,yeσ(y).
This proves that the set {ϕ(y), (ϕ−1)∗(y∗)|y ∈k Y } is a dual basis for ekM1. Therefore
φˆ
∑
y∈kY
yy∗
 = ∑
y∈kY
φˆ(y)φˆ(y∗)
=
∑
y∈kY
ϕ(y)(ϕ−1)∗(y∗) =
∑
y1∈kY1
y1y
∗
1.
Similarly, one has that
φˆ
∑
x∈Xk
(∗x)x
 = ∑
x1∈(X1)k
(∗x1)x1.
This completes the proof. 
Theorem 8.8. Let ϕ : FE(M)→ FE(M1) be an algebra isomorphism such that ϕ|E = idE. Then there is an algebra
isomorphism φ : FE(µkM) → FE(µkM1) such that for each potential P ∈ FE(M), with ekPek = 0, we have that
φ(µkP ) is cyclically equivalent to µkϕ(P ).
Proof. Here ekϕ(P )ek = ϕ(ekPek) = 0; hence µk(ϕ(P )) is defined. Let X,X1 and Y be local bases for EM,E M1 and
ME , respectively. Then we have
µk(P ) = [P ] +
∑
x∈Xk,y∈kY
([xy])(y∗)(∗x).
By Proposition 8.7, there are algebra isomorphisms φˆ : FE(M˜ ) → FE(M˜1) and φ : FE(µkM) → FE(µkM1) such
that
φˆiM = iMϕ; φˆiµkM = iµkM1φ.
We have
µk(P ) = [P ] +
∑
x∈Xk,y∈kY
(∗x)[xy](y∗) + h
with h ∈ [FE(µkM),FE(µkM)]. Then
iµkMµk(P ) = iµkM ([P ]) +
∑
x∈Xk,y∈kY
(∗x)xyy∗ + iµkM (h)
= iM (P ) +
∑
x∈Xk,y∈kY
(∗x)xyy∗ + iµkM (h),
Applying the morphism φˆ to the above equality we obtain
φˆiµkM (µkP ) = iµkM1(φ(µkP )) =
φˆiM (P ) + φˆ
∑
x∈Xk
(∗x)x
 φˆ
∑
y∈kY
yy∗
+ φˆiµkM (h) =
= iM1(ϕ(P )) +
∑
x1∈(X1)k,y1∈kY1
(∗x1)x1y1y
∗
1 + iµkM1(φ(h))
= iµkM1
[ϕ(P )] + ∑
x1∈(X1)k ,y1∈kY1
(∗x1)[x1y1]y
∗
1 + φ(h)
 .
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Therefore
φ(µkP ) = [ϕ(P )] +
∑
x1∈(X1)k,y1∈kY1
(∗x1)[x1y1]y
∗
1 + φ(h).
From here we deduce that φ(µkP ) is cyclically equivalent to µkϕ(P ). The proof is now complete. 
In order to define µk for an arbitrary potential we first define a continuous F -linear map
κ : FE(M)cyc → ekFE(M)ek
as follows. For i 6= k, we define κ as the identity map on eiFE(M)ei, and for i = k
κ : ekFE(M)ek → ekFE(M)ek
is defined as κ(f) =
∑
y∈kY
y∗(f)y for all f ∈ ekFE(M)ek. Observe that κ(f) is cyclically equivalent to f.
Definition 8.9. If P is a potential in FE(M), we define
µk(P ) = µk(κ(P )).
Lemma 8.10. Let f and g be directed elements such that fg ∈ (ekFE(M)ek)cyc, then
fg − gf =
l∑
i=1
(αiβi − βiαi)
for some elements αi, βi ∈ ekFE(M)ek.
Proof. Since f and g are directed elements, then there exist idempotents ei, ej such that eifej = f and ejgei = g.
Then if i 6= k, j 6= k,
κ(fg − gf) = κ(eifgei − ejgfej) = fg − gf
and our claim holds. If i 6= k, j = k, we have
κ(fg − gf) = fg − κ(gf)
=
∑
y∈kY
fyy∗(g) −
∑
y∈kY
y∗(g)fy =
∑
y∈kY
(αyβy − βyαy),
with αy = fy = eifyeσ(y), βy = y
∗(g) = eσ(y)y
∗(g)ei. From here we deduce our result for this case. If i = k and j 6= k,
we proceed in a similar way. Now suppose that i = j = k, then
κ(fg − gf) =
∑
y∈kY
y∗(fg)y −
∑
y1∈kY
y∗1(gf)y1
=
∑
y,y1∈Yk
(y∗(f)y1y
∗
1(g)y − y
∗
1(g)yy
∗(f)y1)
=
∑
y,y1∈kY
(αy,y1βy,y1 − βy,y1αy,y1)
with αy,y1 = y
∗(f)y1 = eσ(y)y
∗(f)y1eσ(y1), and βy,y1 = y
∗
1(g)y = eσ(y1y
∗
1(g)yeσ(y) . Here σ(y) 6= k and σ(y1) 6= k. The
result follows. 
Proposition 8.11. If P and Q are cyclically equivalent potentials in FE(M), then µkP is cyclically equivalent to
µkQ.
Proof. We have P = Q+ h with h ∈ [FE(M),FE(M)]; here h = lim
l→∞
ul where each ul is a finite sum of elements of
the form fg − gf . We have κ(h) = lim
l→∞
κ(ul). Now, consider the equality
iM (κ(P )) = iM (κ(Q)) + lim
l→∞
iM (κ(ul)).
Each iMκ(ul) is a sum of elements of the form iM (α)iM (β)− iM (β)iM (α). Then by Lemma 8.10, each iM (κ(ul)) is a
sum of elements of the form iµkM ([α][β]− [β][α]), so iM (κ(ul)) = iµkM ([κ(ul)]), with [κ(ul)] ∈ [FE(µkM),FE(µkM)].
We have
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iµkM ([κ(P )]) = iµkM ([κ(Q)]) + iµkM ( lim
l→∞
[κ(ul)]),
then
[κ(P )] = [κ(Q)] + h′
with h′ ∈ [FE(µkM),FE(µkM)]. Therefore
µk(P ) = [κ(P )] +
∑
x∈Xk,y∈kY
[xy](y∗)(∗x) =
[κ(Q)] +
∑
x∈Xk,y∈kY
[xy](y∗)(∗x) + h′ = µk(Q) + h
′.
This completes the proof. 
Remark 8.12. Let M1,M2 be two E-E-bimodules such that for s = 1, 2 whenever eiMsej 6= 0, then this bimodule is
an Ei-free left module and an Ej-free right module. Suppose that ekM2ek = M2. Let P be a potential in FE(M1)
and Q a potential in FE(M2). Then the potential µk(P ⊕Q) is right equivalent to µk(P )⊕Q.
Indeed, take local bases X and X ′ for EM1 and EM2 respectively, and bases Y and Y
′ for (M1)E and (M2)E ,
respectively. Let M = M1⊕M2 , then X ∪X
′ is a local basis for EM and Y ∪ Y
′ is a local basis for ME . We have
P ⊕Q ∈ FE(M), µkM = µkM1 ⊕M2 and X
′
k = ∅. Then
µk(P ⊕Q) = [P ] + [Q] +
∑
x∈Xk,y∈kY
[xy][y∗(∗x)]
= [P ] +
∑
x∈Xk,y∈kY
[xy][y∗(∗x)] + [Q]
= µk(P ) +Q
where µk(P ) ∈ FE(µkM) and Q = [Q] ∈ FE(M2).
9. The square of the premutation
In this section, the F -algebra and the E-E-bimodules M are as in the previous section, without any assumption
on the F -bases of E. Let P be a potential in FE(M) where eiMek 6= 0 implies ekMei = 0, and ekMei 6= 0 implies
eiMek = 0. We have defined µkM and µkP . From the definition of µkM , one can see that eiµkMek 6= 0 implies
ekµkMei = 0, and that ekµkMei 6= 0 implies eiµkMek = 0; therefore we can define µ
2
kM and µ
2
kP . We have the
E-E-bimodule
µ2kM = ek(µkM)ek ⊕ (µkM)ek(µkM)⊕ (ek(µkM))
∗ ⊕∗ ((µkM)ek)
From the definition of µkM , we obtain
ek(µkM)ek = ekMek ⊕MekM,
(µkM)ek(µkM) = (ekM)
∗ek(
∗(Mek)),
(ek(µkM))
∗ = (∗(Mek))
∗; ∗((µkM)ek) =
∗ ((ekM)
∗).
By Proposition 8.3, there exists a morphism of topological algebras
τ : ekFE(µkM)ek → FE(µ
2
kM),
which induces an isomorphism of topological algebras:
τ : ekFE(µkM)ek → FE
k
(ek(µkM)ek ⊕ (µkM)ek(µkM)).
Consider the E-E-bimodule ν(M) =M ⊕MekM ⊕ (ekM)
∗ek(
∗(Mek)). We will identify M with its inclusion into
the first summand of ν(M); the E-E-bimodule MekM will be identified with its inclusion into the second summand
of ν(M). We recall that the elements of MekM ⊆ FE(µkM) are of the form [h], where h ∈Mek ⊗E ekM ⊆ FE(M).
Similarly, the E-E-bimodule (ekM)
∗ek(
∗(Mek)) will be identified with its inclusion into the third direct summand of
ν(M); the elements of the latter E-E-bimodule are of the form τ(f), where f ∈ (ekM)
∗ ⊗E (
∗(Mek)) ⊆ FE(µkM).
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Theorem 9.1. There exists an isomorphism of E-E-bimodules
f : FE(µ
2
kM)→ FE(M ⊕MekM ⊕ (ekM)
∗e∗k(Mek))
such that for any potential P ∈ FE(M)
≥3, f(µ2k(P )) is cyclically equivalent to the potential
P +
∑
x∈Xk,y∈kY
[xy]τ(y∗(∗x)) +
∑
x∈Xk,x1∈kX
[xx1]f[xx1]
where f[xx1] ∈ FE(ekMek ⊕MekM)
≥1.
Proof. Let ν(M) = M ⊕MekM ⊕ (ekM)
∗ek(
∗(Mek)). We have an isomorphism of E-E-bimodules, ev : ekM →
∗
((ekM)
∗), where for m ∈ ekM and ψ ∈ (ekM)
∗, ev(m)(ψ) = ψ(m). The set consisting of all elements of the
form y∗, where y ∈k Y , forms a free local basis for E(ekM)
∗. Therefore, the set of elements ∗(y∗), with y ∈k Y ,
is a free local basis of ∗((ekM)
∗)E . Observe that ev(y) =
∗ (y∗). Similarly, we have the evaluation isomorphism
ev : Mek → (
∗(Mek))
∗, and ev(x) = (∗x)∗ for all x ∈ Xk.
Now we define a morphism of E-E-bimodules g(1) : µ2kM → ν(M). Let h ∈ ek(µkM)ek, then if h ∈ ekMek,
g(1)(h) = h ∈ M ⊆ ν(M); if h = [h1] ∈ MekM and h1 ∈ Mek ⊗E ekM , g
(1)([h1]) = [h1]. Finally, if g = τ(g1) ∈
(ekM)
∗ek(
∗(Mek)), with g1 ∈ (ekM)
∗ ⊗E (
∗(Mek)), g
(1)(τ(g1))) = τ(g1).
Now for the elements in ∗((ekM)
∗) and in (∗(Mek))
∗, we define g(1) as the inverse of the evaluation map. Clearly,
g(1) is a monomorphism and here M = ekMek ⊕Mek ⊕ ekM , so g
(1) is an isomorphism. Therefore, the pair (g(1), 0)
induces an isomorphism
g : FE(µ
2
kM)→ FE(ν(M)).
Now let P be any potential in FE(M)
≥3. We have µk(P ) = µk(κ(P )), so we may assume P = κ(P ) ∈ ekFE(M)ek.
We have µk(P ) = [P ] +
∑
x∈Xk,y∈kY
[xy](y∗)(∗x), then
µ2k(P ) = τ(µk(P )) +
∑
x∈Xk,y∈kY
τ(y∗(∗x))((∗x)∗)(∗(y∗)) =
τ([P ]) +
∑
x∈Xk,y∈kY
τ([xy])τ((y∗)(∗x)) +
∑
x∈Xk,y∈kY
τ(y∗(∗x))τ((∗x)∗)τ(∗(y∗)).
Therefore
g(µ2k(P )) = g(τ([P ])) +
∑
x∈Xk,y∈kY
[xy]τ((y∗)(∗x)) +
∑
x∈Xk,y∈kY
τ(y∗(∗x))(xy).
This implies that the potential g(µ2k(P )) is cyclically equivalent to the potential
g(τ [P ]) +
∑
x∈Xk,y∈kY
([xy] + xy)τ(y∗(∗x)).
Since M = ekMek ⊕Mek ⊕ ekM , we define an automorphism of E-E-bimodules as the identity map on the first
and third summands; and as −idMek on Mek. We now extend this automorphism to an automorphism ϕ
(1) of
M ⊕MekM ⊕ (ekM)
∗ek(
∗(Mek)), defined as the identity map on the third and fourth summands. Let ϕ be the
algebra automorphism of FE(ν(M)) determined by the pair (ϕ
(1), 0). Then
ϕg(µ2k(P )) = g(τ([P ])) +
∑
x∈kX,y∈kY
([xy]− xy)τ(y∗(∗x)).
Let
φ(2) : M ⊕MekM ⊕ (ekM)
∗ ⊕ (∗(Mek)ek(
∗(Mek))→ FE(ν(M))
≥2
be the morphism which is the identity on the first and third summands, and on MekM is the isomorphism [−]
−1 :
MekM →Mek ⊗E ekM followed by the composition of inclusions
Mek ⊗E ekM ⊆ FE(M)
≥2 ⊆ FE(ν(M))
≥2.
Now let φ be the automorphism of FE(ν(M)) determined by the pair (idν(M), φ
(2)). Define J as the closure of the
two-sided ideal of FE(ekMek ⊕MekM) generated by the elements [xx1] with x ∈ Xk, x1 ∈k X.
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Recall we have
[−] : ekFE(M)ek → FE
k
(ekMek ⊕MekM),
FE
k
(ekMek ⊕MekM) ⊆ ekFE(µkM)ek
Claim. If h ∈ FE
k
(ekMek ⊕MekM), then
φϕg(τ(h)) = [−]−1(h) + z,
with z ∈ J .
Proof of the Claim Suppose first that h = [m], with m ∈ ekMek. Then τ(h) = h, g(h) = m, and φϕg(h) =
m = [−]−1(h). If h = [f ], with f ∈ Mek ⊗E ekM , then τ(h) = h, g(h) = h and φϕg(τ(h)) = f + h. Since the set
of all elements of the form [xx1] with x ∈ Xk, x1 ∈k X, is a set of generators for EMekM , then h = [f ] ∈ J ; hence
φϕg(τ(h)) = [−]−1(h) + h. Therefore, our claim holds for all the generators of the algebra TE(ekMek ⊕MekM) and
hence it holds for the whole algebra. Now if h ∈ FE(ekMek⊕MekM), then h = lim
l→∞
hl with hl ∈ TE(ekMek⊕MekM).
Therefore
φϕg(τ(h)) = lim
l→∞
φϕg(τ(hl))
and φϕg(τ(hl)) = [−]
−1(hl) + zl, with zl ∈ J . Here the sequences {[−]
−1(hl + zl)}
∞
l=1 and {[−]
−1(hl)}
∞
l=1 converge;
hence the sequence {zl}
∞
l=1 converges as well. Therefore
φϕg(τ(h)) = [−]−1(h) + lim
l→∞
zl.
This proves our claim.
Now we continue with the proof of our proposition. Since the set of all [xx1] with x ∈ Xk, x1 ∈k X is a set of
generators for EMekM , there exist elements α[x,y],x′x1 ∈ E such that
[xy]− xy =
∑
x,x′∈Xk,x1∈kX
α[xy],x′([x
′x1]− x
′x1)
.
Then
φϕg(µ2k(P )) = P +
∑
x,x′∈Xk,y∈kY
α[xy],x′x1φ([x
′x1]− x
′x1)τ(y
∗(∗x)) + z
= P +
∑
x,x′∈Xk,y∈kY
α[xy],x′x1 [x
′x1]τ(y
∗(∗x)) + z
= P +
∑
x∈Xk,y∈kY
[xy]τ(y∗(∗x)) + z
with z ∈ J .
We have J = FE(ekMek ⊕MekM)J , then Lemma 5.4 yields that z is cyclically equivalent to an element of the
form
∑
x∈Xk,x1∈kX
f[xx1][xx1], where f[xx1] ∈ FE(ekMek ⊕MekM). Since φϕg(µ
2
k(P ))−P −
∑
x∈Xk,y∈kY
[xy]τ(y∗(∗x)) lies
in FE(ν(M))
≥2, then f[xx1] ∈ FE(ekMek ⊕MekM)
≥1. Taking f = φϕg yields the desired result. 
We recall that a n×n matrix B with integer entries is called skew-symmetrizable if there exists a diagonal matrix
D = diag(d1, . . . , dn), with d1, . . . , dn positive integers, such that the matrix DB is skew-symmetric.
Definition 9.2. An E-E-bimodule M is said to be 2-acyclic if eiMej 6= 0 implies ejMei = 0.
To any E-E-bimodule M with Mcyc = 0 (not necessarily 2-acyclic) and such that each eiMej 6= 0 is a free left
Ei-module and also a free right Ej-module, we associate the matrix B(M) = (bi,j), where
bi,j = rankEi(eiMej)− rankEi(ejMei).
Remark 9.3. The matrix B(M) is skew-symmetrizable. Indeed, take di = dimFEi, then
dibi,j = dirankEi(eiMej)− dirankEi(ejMei) = dimF (eiMej)− dimF (ejMei)
Then djbj,i = dimF (ejMei)− dimF (eiMej) = −dibi,j.
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Proposition 9.4. LetM be an E-E-bimodule as before, and such that eiMek 6= 0 implies ekMei = 0, and ekMei 6= 0
implies eiMek = 0. Then µkM is defined and
B(µkM) = µkB(M),
where µkB(M) is the matrix mutation of B in the direction of k, in the sense of Fomin-Zelevinsky [5].
Proof. Take (ci,j) = B(µkM). Then for i 6= k, j 6= k
ci,j = rankEi(eiµkMej)− rankEi(ejµkMei)
= rankEi(eiMej)− rankEi(ejMei) + rankEi(eiMekMej)− rankEi(ejMekMei)
= bi,j + rankEi(eiMek)rankEk(ekMej)− rankEk(ejMek)rankEi(ekMei)
Then if bi,k > 0 and bk,i > 0, we have
ci,j = bi,j + bi,kbk,j.
If bi,k < 0 and bk,j < 0, then
ci,j = bi,j − bi,kbk,j.
Now suppose that bi,kbk,j ≤ 0. If bi,k ≤ 0, then bk,j ≥ 0, which implies that eiMek = 0 and ejMek = 0. If bi,k ≥ 0,
then bk,j ≤ 0. Thus ekMei = 0 and ekMej = 0. In any case
ci,j = bi,j.
Now
ck,j = rankEk(
∗(Mek)ej)− rankEk(ej(ekM)
∗)
= rankEk (
∗(ejMek))− rankEk((ekMej)
∗)
= rankEk(ejMek)− rankEk(ekMej) = −bk,j
Similarly, one can prove the equality cj,k = −bk,j. The assertion follows. 
10. Realizations
In this section we examine a procedure proposed in [6, 8] for constructing an F -algebra E and an E-E-bimodule
M , such that the matrix B(M) of M is skew-symmetrizable. The algebra E =
n∏
i=1
Ei considered in [6, 8] has the
property that each F -algebra Ei is a cyclic field extension of F . Based on this procedure, and using the construction
given in [3], we give a construction using the same arithmetic given in [6], but allowing F to be an algebraically closed
field.
Let E =
n∏
i=1
Ei and set dimF Ei = di. We put di,j = (di, dj) and di,j,l = (di, dj , dl). For each i, j suppose that we
have a family {Mρ}ρ∈B(i,j) of Ei-Ej-bimodules with the following conditions
(1) For ρ ∈ B(i, j), Mρ is free as a left Ei-module and also free as a right Ej-module.
(2) For ρ ∈ B(i, j), rankEi Mρ =
dj
di,j
.
(3) There exists a bijection B(i, j)→ B(j, i) sending ρ into ρˆ such that M∗ρ
∼=Mρˆ.
(4) If ρ1 ∈ B(i, j) and ρ2 ∈ B(j, l), then
Mρ1 ⊗Ej Mρ2 =
 ⊕
ρ∈B(ρ1,ρ2)
Mρ

didi,j,l
di,jdj,l
for some subset B(ρ1, ρ2) of B(i, l).
In the above situation we set B =
⋃
i,j
B(i, j).
Let Q = (Q0, Q1, h, t) be a quiver without loops nor 2-cycles; also, suppose that given i, j ∈ Q0 there is at most
one arrow α ∈ Q1 with t(α) = i and h(α) = j.
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Definition 10.1. Suppose {Mρ}ρ∈B is a family of E-E-bimodules satisfying the above conditions. Then a modulating
function of Q in B is a function
g : Q1 × B → {0, 1, . . .}
such that if g(α, ρ) 6= 0, then ρ ∈ B(h(α), t(α)). For α ∈ Q1, we put |g(α)| =
∑
ρ∈B g(α, ρ).
Associated to a modulating function g of Q, we define the E-E-bimodule
Mg =
⊕
α∈Q1,ρ∈B
Mg(α,ρ)ρ .
Let B(Mg) = (bi,j(Mg)) be the corresponding skew-symmetrizable matrix. Then
bi,j(Mg) = (ui,j − uj,i)dj/di,j
where us,t = |g(α)| if there is an arrow α : t→ s, otherwise us,t = 0.
Now suppose the quiver Q has no 2-cycles and g is a modulating function for Q on the family of E-E-bimodules
{Mρ}ρ∈B. Then if k ∈ Q0, we define µkQ taking Q and reversing the orientation of the arrows α with h(α) = k or
t(α) = k; that is, we change α by α˜ such that h(α˜) = t(α) and t(α˜) = h(α). Moreover, if α : i → k and β : k → j
and there is no arrow i→ j, then we add an arrow [βα] : i→ j. Associated to the modulation function g we define a
modulation function µkg on for the quiver µkQ, on the same family {Mρ}ρ∈B, as follows
• For α : j → i with j 6= k and i 6= k, such that there is no pair of arrows β : j → k, γ : k → i we define
µkg(α, ρ) = g(α, ρ) for all ρ ∈ B. If there is a pair of arrows β : j → k, and γ : k → i, we define
µkg(α, ρ) = g(α, ρ) +
∑
ρ1,ρ2|ρ∈B(ρ1,ρ2)
g(γ, ρ1)g(β, ρ2)dkdi,k,j/di,kdk,j.
• If α is an arrow in Q with h(α) = k or t(α) = k, µkg(αˆ, ρˆ) = g(α, ρ).
• Finally, if α : i→ k and β : k → j are arrows of Q, and there is no arrow in Q from i to j we define
g([βα], ρ) =
∑
ρ1,ρ2|ρ∈B(ρ1,ρ2)
g(β, ρ1)g(α, ρ2)dkdi,k,j/di,kdk,j.
Let B ∈ Zn×n be any skew-symmetrizable matrix. The quiver of B, QB, has vertices {1, . . . , n} and an arrow
α : j → i if and only if bi,j > 0. Since B is skew-symmetrizable, QB has no loops nor 2-cycles. Now let E =
n∏
i=1
Ei
and let {Mρ}ρ∈B be a family of E-E-bimodules satisfying properties 1-4. Choose a modulating function g for QB
on B such that for any α : j → i ∈ (QB)1, |g(α)| = bi,jdi,j/dj , then in case bi,j > 0, bi,j(Mg) = bi,j; and bj,i(Mg) =
−|g(α)|di/dj,i = bj,i. Therefore B(Mg) = B.
Proposition 10.2. If g is a modulating function for the quiver Q on the family {Mρ}ρ∈B, then
µkMg ∼=Mµkg
Proof. Let α : j → k an arrow in Q. Then
ej(µkMg)ek = (ekMgej)
∗ =
 ⊕
ρ∈B(k,j)
Mg(α,ρ)ρ
∗ ∼= ⊕
ρ∈B(j,k)
M
g(α,ρ)
ρˆ = ejMµkgek
Similarly, if α : k → j is an arrow in Q, then
ekµkMgej ∼= ekMµkgej .
Now let i, j be vertices of Q, both distinct from k, and suppose that there is an arrow α : j → i. Then, if there is no
pair of arrows β : j → k, γ : k → i, we have: eiµkMgej = eiMgej =
⊕
ρ∈B(i,j)
Mg(α,ρ)ρ = eiMµkgej. Now if there is a pair
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of arrows β : j → k, γ : k → i, taking c = dkdi,k,j/di,kdk,j we have
eiµkMgej = eiMgej ⊕ eiMgek ⊗Ek ekMgej
=
⊕
ρ∈B(i,j)
Mg(α,ρ)ρ ⊕
ρ1,ρ2|ρ∈B(ρ1,ρ2)
Mg(γ,ρ1)g(β,ρ2)cρ

=
⊕
ρ∈B(i,j)
Mµkg(α,ρ)ρ
= eiMµkgej .
Similarly, if there are arrows in Q, β : j → k, γ : k → i and no arrow α : j → i, we have
eiµkMgej = eiMµkgej
This proves our result. 
We now give two examples of families of bimodules satisfying conditions 1-4.
Example 10.3. Let (d1, . . . , dn) be a collection of positive integers and let d = lcm(d1, . . . , dn). Let F be a field
containing a primitive dth-root of unity, and let G/F be a cyclic Galois extension of degree d. For each divisor l of d,
we take the unique intermediate field F ≤ Fl ≤ G having degree l. Then take the fields Fi := Fdi and the semisimple
commutative F -algebra E =
n∏
i=1
Fi. For ρ ∈ Gal(Fi,j/F ), where Fi,j := Fi∩Fj, we consider the Fi,j-bimodule F
ρ
i given
by Fi endowed with the left structure given by multiplication in Fi; the right structure is defined as follows: for x ∈ Fi
and y ∈ Fi,j, we define x ∗ y = xρ(y). For each i, j consider the family of Fi-Fj-bimodules {F
ρ
i ⊗Fi,j Fj}ρ∈Gal(Fi,j/F ).
In [6, pp.12-13] it is proved that the above family satisfies conditions 1-4.
Example 10.4. As above, let (d1, . . . , dn) be a collection of positive integers and let d = lcm(d1, . . . , dn). Let F be
a field containing a primitive dth-root of unity. Let G be a cyclic group of order d; and for each divisor l of d, denote
by Gl, the unique subgroup of G of order l. Now take the group algebras Ei := FGdi and E =
n∏
i=1
Ei. For each
subgroup H ≤ G, denote by χ(H) the set of all irreducible characters of H over F . Since F contains a primitive
dth-root of unity, all irreducible characters of H over F are one-dimensional. Let S be the set of all subgroups of G
and χ(S) =
⋃
H∈S
χ(H). Given subgroups Gi, Gj , Gl of G, we set Gi,j := Gi ∩Gj and Gi,j,l := Gi ∩Gj ∩Gl. As in the
above example, for a given ρ ∈ χ(Gi,j) we define an FGi-FGi,j-bimodule FG
ρ
i by taking FGi endowed with the left
structure given by the multiplication of FGi; and for x ∈ FGi and y ∈ FGi,j ,we set x ∗ y = xyρ(y). Then as we will
see below, the following family of FGi-FGj -bimodules: {FG
ρ
i ⊗FGi,j FGj}ρ∈χ(Gi,j) satisfies conditions 1-4.
For each ρ ∈ χ(Gi ∩Gj), consider the map ρ : F (Gi ∩Gj)→ F (Gi ∩Gj) given by ρ(g) = ρ(g)g for all g ∈ Gi ∩Gj .
Given ρ ∈ χ(Gi ∩Gj), we consider the element
eρ = (1/di,j)
∑
w∈Gi∩Gj
ρ(w−1)⊗ w ∈ FGi ⊗F FGj
Observe that for g ∈ Gi ∩Gj
eρg = (1/di,j)
∑
w∈Gi∩Gj
ρ(w−1)w−1 ⊗ wg
= (1/di,j)
∑
w1∈Gi∩Gj
ρ(gw−11 )gw
−1
1 ⊗ w1
= (1/di,j)ρ(g)g
 ∑
w1∈Gi∩Gj
ρ(w−11 )w
−1
1 ⊗w1

= ρ(g)eρ.
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Proposition 10.5. Suppose ρ1, ρ2 ∈ χ(Gi ∩Gj). Then
(a) eρ1eρ2 = δρ1,ρ2eρ1 .
(b) 1⊗ 1 =
∑
ρ∈χ(Gi∩Gj)
eρ.
Proof. Taking into account the above observation we have
eρ1eρ2 = (1/di,j)
∑
w1∈Gi∩Gj
ρ1(w
−1
1 )eρ2w1
= (1/di,j)
∑
w1∈Gi∩Gj
ρ1(w
−1
1 )ρ2(w1)eρ2
= (1/di,j)
∑
w1∈Gi∩Gj
eρ2ρ2(w1)ρ1(w
−1
1 )
= δρ1,ρ2eρ1
This proves item (a). For item (b), one has∑
ρ∈χ(Gi∩Gj)
eρ = (1/di,j)
∑
w∈Gi∩Gj
∑
ρ∈χ(Gi∩Gj)
ρ(w−1)w−1 ⊗ w
= (1/di,j)
∑
w∈Gi∩Gj
reg(w−1)w−1 ⊗ w
where reg is the regular character of Gi ∩Gj . Now recalling that reg(w) = 0 if w 6= 1 and reg(1) = di,j, we obtain∑
ρ∈χ(Gi∩Gj)
eρ = 1⊗ 1
This completes the proof. 
As in [6, p.11] we define the FGi-F (Gi ∩Gj)-bimodule FG
ρ
i , endowed with the left structure given by FGi and the
right structure given by x ∗ g = xρ(g) for g ∈ Gi ∩Gj . We now consider the FGi-FGj-bimodule FG
ρ
i ⊗F (Gi∩Gj) FGj .
Observe that there exists an epimorphism of FGi-FGj -bimodules FG
ρ
i ⊗F (Gi∩Gj) FGj → FGieρFGj given by
x⊗ y 7→ xeρy. We now show this map is in fact an isomorphism.
Remark 10.6. There exists an isomorphism FGρi ⊗F (Gi∩Gj) FGj → FGieρFGj .
Proof. Using (b) of Proposition 10.5 we obtain
FGi ⊗F FGj =
⊕
ρ∈χ(Gi∩Gj)
FGieρFGj .
Therefore
didj = dimF FGi ⊗F FGj
=
∑
ρ∈χ(Gi∩Gj)
dimF (FGieρFGj)
≤
∑
ρ∈χ(Gi∩Gj)
dimF (FG
ρ
i ⊗F (Gi∩Gj) FGj)
=
∑
ρ∈χ(Gi∩Gj)
didj/di,j
= didj
hence dimF (FGieρFGj) = dimF (FG
ρ
i ⊗F (Gi∩Gj) FGj), and the claim follows. 
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Lemma 10.7. Let Gi, Gj , Gl be subgroups of the cyclic group G. Take Gi,j = Gi ∩ Gj , Gj,l = Gj ∩ Gl, Gi,j,l =
Gi ∩Gj ∩Gl. Suppose ρ1 is an irreducible character of Gi,j and ρ2 is an irreducible character of Gj,l. Then
(FGρ1i ⊗FGi,j FGj)⊗FGj (FG
ρ2
j ⊗FGj,l FGl)
∼= (FGλi ⊗FGi,j,l FGl)
[Gj :Gi,jGj,l]
where λ = ρ1|ρ2|, with ρ1| and ρ2| being the respective restrictions of ρ1 and ρ2 to Gi,j,l.
Proof. There exists an isomorphism of FGi-FGl-bimodules
(FGρ1i ⊗FGi,j FGj)⊗FGj (FG
ρ2
j ⊗FGj,l FGl)
∼= FG
ρ1
i ⊗FGi,j FG
ρ2
j ⊗FGj,l FGl =M
Let T be a set of representatives of the cosets of Gi,jGj,l in Gj and Z a set of representatives of the cosets of Gi,j,l in
Gi,j . For t ∈ T , take νt =
∑
z∈Z
ρ1(z
−1)⊗ zt⊗ 1 ∈M . Define
eλ =
∑
w∈Gi,j,l
λ(w−1)⊗w ∈ FGi ⊗F FGl
Let us show that the set {eλ ∗νt : t ∈ T} generates the FGi-FGl-bimoduleM . Indeed, the set of all elements 1⊗ t⊗1
is a set of generators for M as an FGi-FGl-bimodule. We have
1⊗ t⊗ 1 =
∑
w∈Gi,j,l
ρ1(w
−1)⊗ wt⊗ 1
=
∑
z∈Z,w∈Gi,j,l
ρ1(z
−1)ρ1(w
−1)⊗ wzt⊗ 1
=
∑
z∈Z
ρ1(z
−1)
∑
w∈Gi,j,l
ρ1ρ2(w
−1)⊗ ρ2(w)zt ⊗ 1
=
∑
z∈Z
ρ1(z
−1)
∑
w∈Gi,j,l
ρ1ρ2(w
−1)⊗ zt⊗ w
=
∑
w∈Gi,j,l
ρ1ρ2(w
−1)
(∑
z∈Z
ρ1(z
−1)⊗ zt⊗ 1
)
w
= eλ ∗ νt
Therefore M =
∑
FGi(eλ ∗ νt)FGl. Then
di(dj/di,j)(dl/dj,l) = dimF M ≤
∑
t∈T
dimF (FGi(eλ ∗ νt)FGl)
≤
∑
t∈T
dimF (FG
λ
i ⊗FGi,j,l FGl)
= [Gj : Gi,jGj,l]di(dl/di,j,l)
= (dj/di,jdj,l)di,j,l(didl/di,j,l)
= didjdl/di,jdj,l
= dimF M
Consequently
dimF (FG
λ
i ⊗FGi,j,l FGl) = dimF FGieλ ∗ νtFGl
this implies that FGλi ⊗FGi,j,l FGl
∼= FGieλ ∗ νtFGl and
M ∼= (FGλi ⊗FGi,j,l FGl)
[Gj :Gi,jGj,l]
The proof is now complete. 
Lemma 10.8. For λ ∈ χ(Gi,j,l) we have
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FGλi ⊗FGi,j,l FGl
∼=
⊕
ρ∈χ(Gi,l)λ
FGρi ⊗FGi,l FGl
where χ(Gi,l)λ is the set of characters of Gi,l whose restriction to Gi,j,l coincides with λ.
Proof. Take fλ =
∑
ρ∈χ(Gi,l)λ
eρ ∈ FGi ⊗F FGl. Then for g ∈ Gi,j,l we have
fλg =
∑
ρ∈χ(Gi,l)λ
eρg
=
∑
ρ∈χ(Gi,l)λ
ρ(g)eρ
= gfλ
Then we have an epimorphism
FGλi ⊗FGi,j,l FGl → FGifλFGl (10.1)
Moreover,
dimF (FGifλFGl) =
∑
ρ∈χ(Gi,l)λ
dimF (FG
ρ
i ⊗FGi,l FGl)
= (di,l/di,j,l)di(dl/di,l)
= didl/di,j,l
= dimF FG
λ
i ⊗FGi,j,l FGl
Hence the epimorphism given in (10.1) is in fact an isomorphism. This proves our result. 
Proposition 10.9. If ρ1 ∈ χ(Gi,j) and ρ2 ∈ χ(Gj,l), then
(FGρ1i ⊗FGi,j FGj)⊗FGj (FG
ρ2
j ⊗FGj,l FGl)
∼=
⊕
ρ∈χ(Gi,l)λ
(FGρi ⊗FGi,l FGl)
[Gj :Gi,jGj,l].
Proof. This follows at once by combining Lemmas 10.7 and 10.8. 
Proposition 10.10. For ρ ∈ χ(Gi,j) we have
(FGρi ⊗FGi,j FGj)
∗ ∼= FG
ρ−1
j ⊗FGi,j FGi.
Proof. Let e = g1, . . . , gl be representatives of the cosets of Gi,j in Gi, then
FGρi ⊗FGi,j FGj = g1 ⊗ FGj ⊕ . . . ⊕ gl ⊗ FGj
as right FGj-modules. Observe that e = g1, . . . , gl is a FGi-free basis for FG
ρ
i ⊗FGi,j FGj . Thus we have the right
FGj-morphisms g
∗
i : FG
ρ
i ⊗FGi,j FGj → FGj , given by g
∗
i (gj) = δi,je. The morphism e
∗ generates (FGρi ⊗FGi,j FGj)
∗
as an FGj-FGi- module. Moreover, for x ∈ Gi,j and every y ∈ FG
ρ
i ⊗FGi,j FGj , we have:
(e∗x)(y) = e∗(xy) = e∗(yρ−1(x)) = (ρ−1(x)e∗)(y)
therefore e∗x = ρ−1(x)e∗. Thus we get an epimorphism
FGρ
−1
j ⊗FGi,j FGi → (FG
ρ
i ⊗FGi,j FGj)
∗ (10.2)
Since dimF (FG
ρ−1
j ⊗FGi,j FGi) = dimF (FG
ρ
i ⊗FGi,j FGj)
∗. It follows that the epimorphism given in (10.2) is in fact
an isomorphism. This completes the proof. 
Remark 10.11. In Example 10.3, the modules F ρi ⊗Fi,j Fj are indecomposable; in Example 10.4, the bimodules
FGρi ⊗FGi,j FGj are, in general, not indecomposable. In Example 10.3, the field F cannot be algebraically closed; on
the other hand, in Example 10.4, the field F can be algebraically closed, so in particular one can take F = C.
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Let B(i, j) := Gal(Fi,j/F ) and B =
⋃
i,j
B(i, j). Let g be a modulation of the quiver Q in B given in Example 10.3.
Consider the corresponding E-E-bimodule
Mg =
⊕
α∈Q1,ρ∈B
Mg(α,ρ)ρ
For ρ ∈ B(i, j) we haveMρ = F
ρ
i ⊗Fi,j Fj . Take σu : Mρ →M
g(α,ρ)
ρ the u-th canonical inclusion where 1 ≤ u ≤ g(α, ρ).
Set au = σu(1 ⊗ 1). Denote by Aρ the set {au}1≤u≤g(α,ρ) and A =
⋃
ρ∈B
Aρ, which is a local set of generators of the
E-E-bimodule Mg. For a ∈ Aρ, with ρ ∈ B(i, j), we have EaE = FiaFj ∼= F
ρ
i ⊗Fi,j Fj . For x ∈ Fi,j we have
xa = aρ(x). Take v a d-th primitive root of unity in F , Li = {v
(d/di)m}0≤m≤(d/di)−1 and L =
n⋃
i=1
Li. The set
Bi,j = {v
(di/di,j)m}0≤m≤(di/di,j )−1 forms a basis of Fi over Fi,j . For a ∈ A ∩ eiMej , Ya = {v
(d/dj )ma}0≤m≤(dj/di,j)−1
is an Fj-basis for EaE, and X =
⋃
a∈A
Xa is a local basis for EMg. Take now an element in FE(Mg)cyc of the form
P = ω0a1ω1a2 · · ·ωl−1al−1ωl with ai ∈ eh(ai)Aet(ai) and ωi ∈ L(σ(ai+1)), i = 0, . . . , l − 1, ωl ∈ L(τ(al)). We have
δ˜a∗(P ) = δ˜(a1ω1 · · · alωlω0)
=
∑
s∈L
l∑
k=1
a∗s−1(akωk · · · alωlω0a1ω1 · · · ak−1ωk−1)s
=
∑
s∈Li
l∑
k=1
a∗s−1(akwk · · · alωlω0a1ω1 · · · ak−1ωk−1)sδa,ak
(10.3)
Then
s−1a = v−r(d/di)v−(d/di)(di/di,j)ma = v−r(d/di)aρ−1(v−(d/di,j )m)
with 0 ≤ r ≤ di/di,j , 0 ≤ m ≤ d/di,j − 1. Now a
∗(s−1a) 6= 0 implies r = 0; then the only non-zero elements in the
sum of equation (10.3) are the summands
ρ−1(s−1)ωk+1ak+1 · · · alωlω0a1ω1 · · · ak−1ωk−1s
with s = v(d/di,j )m, 0 ≤ m ≤ (d/di,j)− 1. Therefore
δ˜a∗(P ) =
∑
s∈Bi,j
l∑
k=1
ρ−1(s−1)ak+1wk+1 · · · alωlω0a1ω1 · · ·ωk−1ak−1sδa,ak .
From the preceding discussion we have the following
Remark 10.12. For any potential P ∈ FE(Mg) we have
∂a(P ) = (1/di,j)δ˜a∗(P )
for a ∈ A ∩ eiMgej, where ∂a is the cyclic derivative defined in [6, p.19].
Let Aρ be a set of generators of the E-E-bimodule M
g(α,ρ)
ρ . For each a ∈ eiAρej , we set ρ(a) = ρ. Now consider
Example 10.3. For any potential of the form P = ω0a1ω1a2ω2 · · ·ωl−1alωl, with ωi ∈ L and aj ∈ A, we have the same
expression for
δ˜a∗(P ) =
∑
s∈Gi,j
l∑
k=1
ρ(a)−1(s−1)ak+1ωk+1 · · · alωlω0a1ω1 · · ·ωk−1ak−1)sδa,ak .
11. Mutations
Let E =
n∏
i=1
Ei be a finite direct product of semisimple algebras, each Ei having an F -basis Li, satisfying conditions
1-2 and (7.1) of page 21. Let ei be the image of the unit of Ei under the canonical i-th inclusion Ei →֒ E. We will
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assume that E⊗F E
op is a semisimple F -algebra. In this section we consider E-E-bimodules M such that eiMej 6= 0,
then this bimodule is an Ei-free left module and an Ej-free right module. We will present a definition for mutation
of potentials in FE(M). Then we will prove that, up to right-equivalence, the operation of mutation is an involution.
For i, j ∈ [1, n], Ei⊗F E
op
j is a semisimple F -algebra. Then as in Section 6, we have a decomposition 1Ei ⊗ 1Eopj =∑
x∈U(i,j)
ǫx, into primitive orthogonal idempotents. We also have a decomposition 1Ei⊗1Eopj =
∑
h∈V (i,j)
ξh into primitive
orthogonal central idempotents. If Mr is a simple Ei-Ej-bimodule, then Mr = EiarEj, where ar = ǫx(r) ∗ a for some
x(r) ∈ U(i, j). Given Mr, there is a unique ξh such that 0 6= ξh ∗M = M . In this case we will say that Mr belongs
to ξh. It is known that Mr ∼=Mr1 if and only if Mr and Mr1 belong to the same ξh.
Recall from Section 6 there exists an antiisomorphism of algebras s : Ei ⊗F E
op
j → Ej ⊗F E
op
i .
Lemma 11.1. Suppose Mr is a simple Ei-Ej-bimodule and Mr1 is a simple Ej-Ei-bimodule. Then Mr1
∼=M∗r if and
only if Mr belongs to ξh and Mr1 belongs to s(ξh).
Proof. It is enough to prove that M∗r belongs to s(ξh). Let {x1, . . . , xl} be an F -basis for Ei, then
ξh =
l∑
z=1
xz ⊗ yz,
for some yz ∈ Ej; here ξh is in the center of Ei ⊗F E
op
j . Then for all a ∈ Ei, we have
(1⊗ a)ξh =
l∑
z=1
xz ⊗ ayz =
l∑
z=1
xz ⊗ yza = ξh(1⊗ a).
Therefore for all a ∈ Ej and 1 ≤ z ≤ l, ayz = yza; thus, each yz is in the center of Ej .
Let f ∈M∗r , then for m ∈Mr we have
s(ξh)(f)(m) =
l∑
z=1
(yzfxz)(m) =
l∑
z=1
yzf(xzm) =
l∑
z=1
f(xzm)yz =
f(
l∑
z=1
xzmyz) = f(ξh ∗m) = f(m).
Then s(ξh) ∗M
∗
r =M
∗
r . Therefore M
∗
r belongs to s(ξh). The lemma follows. 
Remark 11.2. Suppose Mr = EiaEj is a simple Ei-Ej-bimodule and Mr1 = EjbEi is a simple Ej-Ei bimodule. If
a = ǫx ∗ a and b = s(ǫx) ∗ b, then Mr1
∼=M∗r . Indeed, suppose Mr belongs to ξh, then
s(ξh) ∗EjbEi = Ejs(ξh)(s(ǫx)) ∗ bEi =
Ejs(ǫxξh) ∗ bEi = Ejs(ǫx) ∗ bEi =Mr1 .
Therefore Mr1 belongs to s(ξh). This implies that Mr1
∼=M∗r .
In what follows, let M be an E-E-bimodule of finite dimension over F .
Proposition 11.3. Suppose Mr = EiaEj and Mr1 = EjbEi are simple bimodules which are direct summands of M ,
with a = ǫx ∗ a and b = s(ǫx) ∗ b. Then
(a) If P is any potential lying inMr⊗EjMr1 , and not cyclically equivalent to zero, then there exists an automorphism
ϕ of the Ej − Ei-bimodule Mr1 such that (idMr ⊗ ϕ)P is cyclically equivalent to ab.
(b) The potential ab ∈ FE(M) is not cyclically equivalent to zero, and there exists ϑ ∈M
∗
r1 with ϑδ˜(ab) 6= 0.
(c) The morphism δ˜ab induces an isomorphism
δˆab : (Mr ⊕Mr1)
∗ →Mr ⊕Mr1 .
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Proof. (a) Here P =
∑
u
suatubµu, with su, µu ∈ Ei, µu ∈ Ej. Therefore P is cyclically equivalent to a
(∑
u
tubµusu
)
=
ab1. Since P is not cyclically equivalent to zero, then b1 6= 0. Thus P is cyclically equivalent to ab1 = ǫx ∗ ab1,
which is cyclically equivalent to (ǫx ∗ a)s(ǫx) ∗ b1. Since s(ǫx) ∗ b1 6= 0, there exists an automorphism ϕ of Mr1
such that ϕ(s(ǫx) ∗ b1) = b. This proves (a).
(b) Let {xu, x
∗
u}u∈T be a finite dual basis of (Mr)Ej ; here Mr1
∼= M∗r . Let ̺ : Mr1 → M
∗
r be an isomorphism of
Ej-Ei-bimodules and yu ∈Mr1 with ̺(yu) = x
∗
u. Thus if s ∈ L(j),
(̺⊗ idMr)
(
s
(∑
u
yu ⊗ xu
))
= s
(∑
u
x∗u ⊗ xu
)
=
∑
u
(x∗u ⊗ xu)s
= (̺⊗ idMr)
(∑
u
yu ⊗ xu
)
s
= (̺⊗ idMr)
((∑
u
yu ⊗ xu
)
s
)
Then if Q =
∑
u
yu ⊗ xu, we have
δ˜(Q) =
∑
s∈L(j)
s−1Qs+
∑
t∈Li
t−1
(∑
u
xu ⊗ yu
)
t = c(j)Q +Q′,
where c(j) = dimFEj, and Q
′ ∈ Mr ⊗Mr1 . Since c(j) 6= 0, then δ˜(Q) 6= 0. Take ϑ ∈ M
∗
r1 with ϑQ 6= 0, then
ϑδˆ(Q) 6= 0. By (a), there exists an automorphism ϕ of Mr1 , such that aϕ(b) is cyclically equivalent to Q. Then
δ˜(aϕ(b)) = δ˜(Q). Therefore
0 6= ϑ(δ˜(aϕ(b))) = ϑ
 ∑
s∈L(j)
s−1ϕ(b)as
 = ϑ
 ∑
s∈L(j)
ϕ(s−1b)as
 = ϑϕ(δ˜(ab)).
This proves (b).
(c) By (b), δ˜ab induces a non-zero morphism of Ei-Ej-bimodules fromM
∗
r1 toMr. SinceMr is simple, then δ˜
ab induces
an isomorphism from M∗r1 to Mr. Now ǫx = s(s(ǫx)), then applying (b) to ba, yields a map ψ ∈ M
∗
r such that
δ˜ab(ψ) = ψ(δ˜(ab)) 6= 0. Then δ˜ab induces an isomorphism from M∗r to Mr1 . We conclude that δ˜ : (Mr ⊕Mr1)
∗ →
Mr ⊕Mr1 is an isomorphism. This proves (c).

Now let L be an E-E-bimodule and L = L1⊕L2⊕ . . .⊕Ll where Li are E-E-subbimodules of L. We will identify
L∗i with those h ∈ L
∗ such that h(Lj) = 0 for j 6= i. Under this identification, L
∗ = L∗1 ⊕ . . . ⊕ L
∗
l .
Theorem 11.4. Suppose P ∈ FE(M) is a potential. Then P is right-equivalent to a potential Q, which is the direct
sum of a trivial potential W and Q≥3.
Proof. Let A be a polarization of M , we denote MA =
⊕
(i,j)∈A
eiMej , MA′ =
⊕
(i,j)∈A
ejMei.
We have δ˜P
(2)
: M∗A → MA′ . Let L = Ker(δ˜
P (2)), here δ˜P
(2)
is a morphism of E-E-bimodules, then L is an E-E-
subbimodule of M∗A. Since we are assuming that E ⊗F E
op is semisimple, then there exists an E-E-subbimodule L1
of M∗A such that
M∗A = L ⊕ L1.
Let NA = {m ∈ MA|h(m) = 0 for all h ∈ L1}, and N
′ be the subspace consisting of all elements m ∈ MA such
that h(m) = 0 for all h ∈ L. Then we have a decomposition of E-E-bimodules
MA = NA ⊕N
′.
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Moreover, N∗A = L and (N
′)∗ = L1. Now let NA′ = Im(δ˜
P ), we have a decomposition into E-E-bimodules
MA′ = NA′ ⊕M
′.
We now decompose NA and N
′ into a direct sum of simple E-E-bimodules
NA =
⊕
u∈I
Ei(u)auEj(i), N
′ =
⊕
v∈J
Ei(v)avEj(v),
and au = ǫx(u) ∗ au, av = ǫx(v) ∗ av.
The potential P (2) is cyclically equivalent to a potential
P ′ =
∑
u∈I
aubu +
∑
v∈J
avbv.
We claim that for v0 ∈ J , av0bv0 is cyclically equivalent to zero. Indeed, otherwise av0bv0 is cyclically equivalent to
(ǫx(v0) ∗ av0)(s(ǫx(v0)) ∗ bv0) with s(ǫv0(x)) ∗ bv0 6= 0. By (b) of Proposition 11.3, there exists ϑ ∈ Ei(v0)av0E
∗
j(v0)
such
that δ˜av0 bv0 (ϑ) = ϑδ˜(av0bv0) 6= 0.
We can now extend ϑ to some funtion ϑ ∈ M∗A such that ϑ(NA) = 0 and ϑ(Ei(v)avEj(v)) = 0 for v 6= v0. Then
ϑ ∈ L and
δ˜P
(2)
(ϑ) = δ˜av0 bv0 (ϑ) 6= 0,
a contradiction. Therefore we may assume
P ′ =
∑
u∈I
aubu,
with ǫx(u) ∗ au = au, s(ǫx(u)) ∗ bu = bu.
We have
N∗A =
⊕
u∈I
(
Ei(u)auEj(u)
)∗
,
δ˜P
(2) (
(Ei(u)auEj(u))
∗
)
= δ˜aubu((Ei(u)auEj(u))
∗) = Ej(u)buEi(u).
Then
NA′ = δˆ
P (2)(N∗A) =
⊕
u∈I
Ej(u)buEi(u).
By (c) of Proposition 11.3 we have
δ˜P
2
((NA ⊕NA′)
∗) =
⊕
u∈I
δ˜aubu(
(
Ei(u)auEj(u) ⊕ Ej(u)bEI(u)
)∗
) =
⊕
u∈I
(Ei(u)auEj(u) ⊕ Ej(u)buEi(u)) = NA ⊕NA′ .
Therefore the potential P ′ =
∑
u∈I
aubu is trivial. Then P is cyclically equivalent to a potential Q1 =
∑
u∈I
aubu+Q
≥3
1 .
By Corollary 6.6, the potential
∑
u∈I
aubu has the splitting property. Therefore, there exists a decomposition of E-E-
bimodules
M = NA ⊕NA′ ⊕M
′′
and Q1 is right-equivalent to a potential Q =
∑
u∈I
aubu +Q
≥3 with Q≥3 ∈ FE(M
′′). This completes the proof. 
Definition 11.5. Let P ∈ F(M) be a potential and k an integer in {1, . . . , n}. Suppose that there are no two-cycles
passing through k. Then µk(P ), the pre-mutation of P in the direction k, is defined. By Theorem 11.4, µk(P ) is
right-equivalent to the direct sum of a trivial potential W and a potential Q in FE(M)
≥3. Following [4], we define
the mutation of P in the direction k, as µk(P ) = Q.
In order to see that µk(P ) is well-defined up to right-equivalence we need to prove that Proposition 5.5 holds in
our case.
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Proposition 11.6. Suppose P and P ′ are potentials in FE(M) such that P
′ − P ∈ J(P )2. Then there exists
an algebra automorphism ϕ of FE(M), with ϕ|E = idE , such that ϕ(P ) is cyclically equivalent to P
′. Moreover,
ϕ(f)− f ∈ J(P ) for all f ∈ FE(M).
Proof. We have M =
⊕
u∈U
Mu, where each Mu is a simple E-E-bimodule and Mu = Ei(u)auEj(u), with au = ǫx(u) ∗ au.
For each u ∈ U , choose an embedding of Ei(u)−Ej(u)-bimodules Mu → Mˆu = Ei(u)aˆuEj(u), such that au = ǫx(u) ∗ aˆu,
and there is an isomorphism from Mˆu into Ei(u) ⊗F Ej(u), sending aˆu into 1Ei(u) ⊗ 1Ej(u) . Then M is an E-E-
subbimodule of Mˆ =
⊕
u∈U
Mˆu and we have an inclusion FE(M) ⊆ FE(Mˆ ), where Mˆ is a Z-free E-E bimodule. Using
the notation introduced in Section 4, we have J(P ) = R(P ) ∩ FE(M).
Here P ′ − P ∈ J(P )2 ⊆ R(P )2, then by Proposition 5.5, there exists an algebra automorphism ϕˆ of FE(Mˆ ) such
that ϕˆ(P ) is cyclically equivalent to P ′.
We will show that ϕˆ can be chosen in such a way that it restricts to an automorphism ϕ of FE(M) and ϕ(P )−P
′ ∈
[FE(M),FE(M)].
For this, we will prove that the morphisms: ϕ
(2)
l : Mˆ → FE(Mˆ ) of the Claim in the proof of Proposition 5.5, can
be chosen in such a way that ϕ
(2)
l (aˆu) ∈ FE(M) for all u ∈ U . In this case, taking ϕl the automorphism of FE(Mˆ)
determined by the pair (idMˆ , ϕ
2
l ), we have for u ∈ U
ϕ
(2)
l (au) = ϕl(ǫx(u) ∗ aˆu) = ǫx(u) ∗ ϕl(aˆu) = ǫx(u) ∗ (aˆu + ϕ
(2)
l (aˆu)) = au + ǫx(u) ∗ ϕ
(2)
l (aˆu) ∈ FE(M).
Therefore ϕl restricts to an automorphism of FE(M). We will prove by induction on l that the morphisms ϕ
(2)
l
can be chosen such that ϕ
(2)
l (au) ∈ FE(M) for all u ∈ U .
Since E ⊗F E
op is semisimple, then Mˆ = M ⊕ L for some E-E-subbimodule L of Mˆ . Let L denote the closure of
the two-sided ideal generated by L in FE(Mˆ ). We have
FE(Mˆ ) = FE(M)⊕ L.
If w ∈ [FE(Mˆ ),FE(Mˆ )], then w = w1 + w2 with w1 ∈ [FE(M),FE(M)] and w2 ∈ L. Moreover, note that for u ∈ U ,
Xaˆ∗u(P ) ∈ FE(M); then Xaˆ∗u(P ) ∈ J(P ) = R(P ) ∩ FE(M). Now if ψ ∈ M
∗, let ψˆ ∈ Mˆ∗ be the extension of ψ with
ψˆ(L) = 0. Then
δˆP (ψ) = δˆP (ψˆ).
We have ψˆ =
∑
u∈U
∑
i∈Z(u)
µiaˆuνi, with µi, νi ∈ E. From this we obtain
δˆP (ψ) =
∑
u∈U
∑
i∈Z(u)
µiδˆ
P (aˆu)νi.
Therefore, J(P ) is the closure of the two-sided ideal in FE(M) generated by the elements Xaˆ∗u = δˆ
P (aˆu).
We first choose ϕ
(2)
1 . Applying Lemma 5.4 to FE(M) we have
P ′ − P =
∑
u∈U
f(aˆu)Xaˆ∗u +w
with w ∈ [FE(M),FE(M)] and f(aˆu) ∈ J(P ). Since P ∈ FE(M)
≥3, then J(P ) ⊆ FE(M)
≥2. Therefore f(aˆu) ∈
FE(M)
≥2 ∩ J(P ). Now choose ϕ
(2)
1 with ϕ
(2)(aˆu) = f(aˆu). Suppose we have already chosen φ
(2)
1 , . . . , φ
(2)
l with
φ
(2)
t (aˆu) ∈ FE(M) for all t = 1, . . . , l and u ∈ U satisfying conditions (i), (ii) in the Claim of the proof of Proposition
5.5.
We have
ϕl(P )− P −
∑
u∈U
ϕ
(2)
l (aˆu)Xaˆ∗u(P ) + w ∈ (FE(Mˆ )
≤l+2 ∩R(P ))R(P )
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with w ∈ [FE(Mˆ ),FE(Mˆ )], and R(ϕl(P )) = R(P ). Here R(P ) ⊆ J(P ) + L, and R(P ) ∩ FE(Mˆ)
≥l+2 ⊆ J(P ) ∩
FE(M)
≥l+2 + L. Moreover, w = w1 + w2 with w1 ∈ [FE(M),FE(M)] and w2 ∈ L. Therefore
ϕl(P )− P −
∑
u∈U
ϕ
(2)
l (aˆu)Xaˆ∗u(P ) + w1 ∈ (J(P ) ∩ FE(M))J(P ).
Also,
ϕl(J(P )) = J(ϕl(P )) = R(ϕl(P )) ∩ FE(M) = R(P ) ∩ FE(M) = J(P ).
As in the proof of Proposition 5.5, there exists a z ∈ (FE(M)
≥l+2 ∩ J(P ))J(P ), such that
ϕl(P )− P −
∑
u∈U
ϕ
(2)
l (aˆu)Xaˆ∗u(P ) + w1 = ϕl(z).
Applying Lemma 5.4 to FE(M) yields
z =
∑
u∈U
−h(aˆu)Xaˆ∗u(P ) + w2
with w2 ∈ [FE(M),FE(M)] and h(aˆu) ∈ FE(M)
≥l+2J(P ). Then we define ϕ2l+1 : Mˆ → FE(Mˆ )
≥2 such that
ϕl+1(aˆu) = h(aˆu). Now, by Proposition 2.10, there exists an algebra automorphism ̺ of FE(Mˆ) such that
(a) P ′ − ̺(P ) ∈ [FE(Mˆ ),FE(Mˆ)].
(b) For f ∈ FE(Mˆ ), ̺(f) = lim
l→∞
̺l · · · ̺0(P ), where ̺l = ϕ
−1
l .
(c) For m ∈ Mˆ , ̺(m)−m ∈ FE(M)
≥2.
Since ϕl restricts to an automorphism of FE(M), then ϕ
−1
l restricts to an automorphism of FE(M). Using (b), we
obtain the inclusion ̺(FE(M)) ⊆ FE(M). Moreover, by (c), ̺(m)−m ∈ FE(M)
≥2 for m ∈ Mˆ . Therefore ̺ restricts
to an automorphism of FE(M). Finally, using (a) we get
P ′ − ̺(P ) ∈ [FE(Mˆ),FE(Mˆ)] ∩ FE(M) = [FE(M),FE(M)].
This completes the proof. 
Definition 11.7. For P a potential in FE(M) we define Θ(P ) = δ˜
P (2)(M∗) ⊆M .
Proposition 11.8. Let P be a potential in FE(M) and ϕ : FE(M) → FE(M1) be an algebra isomorphism with
ϕ|E = idE , determined by the pair (ϕ
(1), ϕ(2)). Then Θ(ϕ(P )) = ϕ(1) (Θ(P )) .
Proof. Since any isomorphism ϕ with ϕ|E = idE is the composition of an automorphism ψ with ψ(M) = M and
an uni-triangular automorphism, it is enough to prove our claim for the case in which ϕ is uni-triangular and when
ϕ(M) =M . In the first case, ϕ(P ) = P (2) + ϕ(P )≥3; then ϕ(P )(2) = P (2) and our result follows. In the second case,
Θ(ϕ(P )) = Θ(ϕ(P )(2)) = Θ(ϕ(P (2))) = J(ϕ(P (2))) ∩M1
= ϕ(J(P (2))) ∩ ϕ(M) = ϕ(J(P (2)) ∩M) = ϕ(Θ(P ))
This proves our result. 
Proposition 11.9. Suppose P +W ∈ FE(M ⊕N) and P
′ +W ′ ∈ FE(M1 ⊕N1) are potentials with P ∈ FE(M)
≥3,
P ′ ∈ FE(M1)
≥3, and W ∈ FE(N), W
′ ∈ FE(N1) are trivial potentials. Then P +W right-equivalent to P
′ +W ′
implies that P is right-equivalent to P ′.
Proof. Let N be the closure of the two-sided ideal in FE(M) generated by N . Similarly, let N1, be the closure of the
two-sided ideal generated by N1. We have
FE(M ⊕N) = FE(M)⊕N , FE(M1 ⊕N1) = FE(M1)⊕N1.
Suppose there exists an isomorphism ϕ : FE(M ⊕N)→ FE(M1⊕N1) such that ϕ|E = idE . Then ϕ is determined
by a pair of morphisms of E-E-bimodules, (ϕ(1), ϕ(2)). By Proposition 11.8, we have
N1 = Θ(P
′ +W ′) = Θϕ(P +W ) = ϕ(1)Θ(P +W ) = ϕ(1)(N).
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Then
ϕ(1) =
(
ϕ
(1)
1 0
ϕ
(1)
3 ϕ
(1)
2
)
:M ⊕N →M1 ⊕N1.
Thus ϕ
(1)
1 :M →M1 and ϕ
(1)
2 : N → N1 are isomorphisms.
Let ψ = pϕι : FE(M) → FE(M1) be the morphism ψ determined by the pair (ϕ
(1)
1 , pϕ
(2)ι); hence ψ is an
automorphism. Moreover,
ϕ =
(
ψ ϕ2
ϕ3 ϕ4
)
: FE(M)⊕N → FE(M1)⊕N1.
We have
ϕ(J(P ) +N ) = ϕJ(P +W ) = J(ϕ(P +W )) = J(P ′ +W1) = J(P
′) +N1.
Then ϕ(P+W ) = ψ(P )+ϕ2(W )+ϕ3(P )+ϕ4(W ) with ψ(P )+ϕ2(W ) ∈ FE(M1) and ϕ3(P )+ϕ4(W ) ∈ N1. Similarly,
for n ∈ N , ϕ(n) = ϕ2(n) + ϕ4(n) with ϕ2(n) ∈ J(P
′) and ϕ4(n) ∈ N1. Then φ2(W ) ∈ J(P
′)2. Consequently,
P ′−ψ(P ) = ϕ2(W ) ∈ J(P
′)2. Then ψ−1(P ′)−P ∈ J(ψ−1(P ′))2. By Proposition 11.6, there exists an automorphism
τ of FE(M) with, τ |E = idE , such that τψ
−1(P ′) is cyclically equivalent to P . Therefore ψτ−1(P ′) is cyclically
equivalent to P . The proof is now complete. 
Proposition 11.10. If P ∈ FE(M) is right-equivalent to P
′ ∈ FE(M1), then µkP is right-equivalent to µkP
′.
Proof. Let ϕ : FE(M)→ FE(M1) be an algebra isomorphism such that ϕ(P ) is cyclically equivalent to P
′. We have
that ϕ(κP ) is cyclically equivalent to ϕ(P ). Then by Proposition 8.11, µkϕ(κP ) is cyclically equivalent to µkP
′.
Since ekκPek = 0, by Theorem 8.8, we have that ϕ(µkP ) = ϕ(µkκP ) is cyclically equivalent to µkϕ(κP ). Therefore
ϕ(µkP ) is cyclically equivalent to µkP
′. It follows that µkP is right-equivalent to µkP
′. Applying Proposition 11.9,
yields µkP is right-equivalent to µkP
′. This completes the proof. 
Theorem 11.11. Let M be a 2-acyclic E-E-bimodule, such that if eiMej 6= 0, then eiMej is an Ei-free left module
and an Ej-right free module. Suppose P is a potential in FE(M) and k an integer in [1, n]. Then µ
2
k(P ) is right-
equivalent to P .
Proof. In order to prove our theorem we first prove the following.
Proposition 11.12. Let M be a 2-acyclic E-E-bimodule satisfying the conditions of Theorem 11.11. Let P be a
potential in FE(M), then µ
2
k(P ) is right-equivalent to the direct sum of P and a trivial quadratic potential.
Proof. Let M → M be an inclusion, where M is a Z-free bimodule. We have M = M ⊕ L for some E-E-bimodule
L. Then MekM = MekM ⊕ H1 for H1 = MekL ⊕ LekM ⊕ LekL. Moreover,
∗(Mek) =
∗ (Mek) ⊕
∗ (Lek) and
(ekM)
∗ = (ekM)
∗ ⊕ (ekL)
∗. Then
(ekM)
∗ek(
∗(Mek)) = (ekM)
∗ek(
∗(Mek))⊕H2,
where H2 = (ekL)
∗ek(
∗(Mek)) ⊕ (ekM)
∗ek(
∗L) ⊕ L∗ek(
∗L). We set νk(M ) = M ⊕MekM ⊕ (ekM)
∗ek(
∗(Mek)) and
νk(M) =M ⊕MekM ⊕ (ekM)
∗ek(
∗(Mek)).
We have:
νk(M) = νk(M)⊕H
where H = L⊕H1 ⊕H2, and
FE(νk(Mˆ )) = FE(νk(M)) ⊕H,
where H is the closure of the two-sided ideal generated by H.
Now for i, j ∈ [1, n], eiMej = eiMej ⊕ eiLej . If eiLej 6= 0, then eiMej is an Ei-free left module and an Ej-right
module. If eiMej 6= 0, then eiMej is an Ei-free left and an Ej-free right module; the same holds for eiLej .
In case eiMej 6= 0, let Xi,j be a free basis for eiMej ; otherwise, take Xi,j = ∅. If eiLej 6= 0, then let X
′
i,j be an
Ei-free basis for eiLej ; otherwise, let X
′
i,j = ∅. Now let Xˆi,j = Xi,j ∪ X
′
i,j . Similarly, we define Yi,j and Y
′
i,j right
Ej-free bases for eiMej 6= 0 and eiLej 6= 0, respectively. We take Yˆi,j = Yi,j ∪ Y
′
i,j, X = ∪i,jXi,j , Xˆ = ∪i,jXˆi,j ,
X ′ = ∪i,jX
′
i,j. Similar definitions for Y , Y
′ and Yˆ . If Z is one of the above sets, we let kZ = ∪jZk,j, Zk = ∪iZ(i, k).
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We recall from Section 8 the morphisms
iM : FE(M)→ FE(M̂), jµkM : FE(µkM)→ FE(µ̂kM),
jµ2
k
M : FE(µ
2
kM)→ FE(µ̂kM)
and the corresponding maps iM , jµkM , jµ2kM
.
We have inclusions σ1 : FE(µkM)→ FE(µkM), σ2 : FE(µ
2
kM)→ FE(µ
2
kM) and σ3 : FE(µ̂kM)→ FE(µ̂kM), and
the relations σ3jµ2
k
M = jµ2
k
Mσ2, σ3jµkM = jµkMσ1. Consider the following morphisms defined before Theorem 9.1:
τ : ekFE(µkM)ek → FE(µ
2
kM),
τ : ekFE(µkM)ek → FE(µ
2
kM),
they satisfy the following equalities: jµ2
k
Mτ = jµkM , jµ2kM
(τ) = jµkM .
We claim that the restriction of τ coincides with τ , that is τσ1 = σ2τ . Indeed, we have the equalities
jµ2
k
Mσ2τ = σ3jµ2
k
Mτ = σ3jµkM = jµkMσ1,
iµ2
k
Mτσ1 = jµkMσ1.
and therefore σ2τ = τσ1. Now, consider the automorphism ϕ of FE(νkM ) such that is the identity on ekMek,
ekM ,
∗(ekM) ⊗ ek(
∗(Mek)); −idMek on Mek; and a similar automorphism ϕ on FE(νkM). Clearly, the restriction
of ϕ to FE(νkM) coincides with ϕ. Now define an automorphism φ of FE(νkM) as the identity map on M and
(ekM)
∗ek(
∗(Mek)); and for x ∈Mek, x1 ∈ ekM , φ([xx1]) = [xx1] + xx1. A similar definition for the automorphism φ
of FE(νkM). It is clear that the restriction of φ to FE(νkM) coincides with φ.
Let P be a potential in FE(M). In what follows, we denote by µ
2
k
(P ) the square of the premutation µ
k
in FE(M),
and by µ2k(P ) the corresponding square in FE(M). By Theorem 9.1, there exist isomorphisms of E-E-bimodules
f1 : µ2kM → νkM and f
1 : µ2kM → νkM . It is easy to see that the restriction of f
1 to µ2kM coincides with f
1. The above
isomorphisms induce isomorphisms of topological algebras: f : FE(µ
2
kM) → FE(νkM), g : FE(µ
2
kM) → FE(νkM).
Clearly, the second morphism is the restriction of the first one.
Denote by W the complement of (Xk ⊗k Y ) in Xˆk ×k Yˆ . We have (see proof of Theorem 9.1)
ϕf(µ2
k
(P )) = f(τ ([P ])) +
∑
x∈Xˆk,y∈kYˆ
([xy]− xy)τ(y∗(∗x))
= g(τ [P ]) +
∑
x∈Xk,y∈kY
([xy]− xy)τ(y∗(∗x)) +
∑
(x,y)∈W
([xy]− xy)τ(y∗(∗x))
= ϕg(µ2k(P )) +
∑
(x,y)∈W
([xy]− xy)τ(y∗(∗x)).
Therefore
φϕf(µ2
k
(P )) = φϕg(µ2k(P )) +
∑
(x,y)∈W
φ([xy]− xy)τ(y∗(∗x)).
Applying Theorem 9.1 to FE(M) yields
φϕf(µ2
k
(P )) = P +
∑
x∈Xˆk,y∈kYˆ
[xy]τ(y∗(∗x)) +
∑
x∈Xk,x1∈kX
[x, x1]f[x,x1] + z1,
where f[x,x1] ∈ FE(ekMek ⊕MekM)
≥1 and z1 ∈ [FE(νkM),FE(νkM)]. Let A be a set of Z-free oriented generators
of M , we set Ak = A ∩Mek,k A = A ∩ ekM . The set of elements of the form a1ta2 with a1 ∈ Ak, a2 ∈k A, t ∈ Lk
is a set of Z-free generators of the E-E-bimodule MekM . Likewise, the set Uk formed by the elements a1t with
a1 ∈ Ak, t ∈ Lk is a local basis for EMek; and the set kV , formed by the elements of the form ta with a ∈k A and
t ∈ Lk, is a local basis for ekME.
In what follows, we set N = MekM ⊕ (ekM)
∗ ⊗Ek (
∗(Mek)) and N = MekM ⊕ (ekM)
∗ ⊗Ek (
∗(Mek)). We have
N = N ⊕H3, with H3 = H1 ⊕H2.
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As in the observation after Definition 8.5 we have∑
x∈Xˆk,y∈kYˆ
[xy]τ(y∗(∗x)) =
∑
x∈Uk,y∈kV
[xy]τ(y∗(∗x)) + z2
with z2 ∈ [FE(N ),FE(N )). Let a1 ∈ Ak, a2 ∈k A, using the equalities of Proposition 7.9, we obtain
∑
ti,tj∈Lk
[a1titja2]τ(a
∗
2t
−1
j t
−1
i (
∗a1)) =
∑
r1,r2,ti,tj∈Lk
r∗1(titj)(r
−1
2 )
∗(t−1j t
−1
i )[a1r1a2]τ(a
∗
2r
−1
2 (
∗a1))
= ck
∑
r∈Lk
[a1ra2]τ(a
∗
2r
−1(∗a1))
where ck = Card(Lk) = dimF (Ek). Therefore∑
x∈Uk,y∈kV
[xy]τ(y∗(∗x)) = ck
∑
a1∈Ak,a2∈kA,r∈Lk
[a1ra2]τ(a
∗
2r
−1(∗a1)).
Now for x ∈ Xk and x1 ∈k X
[xx1] =
∑
a1∈Ak,a2∈kA,r∈Lk,ts∈L
αa1ra2,ts[xx1] [a1ra2]ts,
where αa1ra2,ts[xx1] ∈ E. Then ∑
x∈Xk,x1∈kX
[xx1]f[xx1] =
∑
a1∈Ak,a2∈kA,r∈Lk
[a1ra2]ga1ra2 + z3,
where ga1ra2 =
∑
x∈Xk,x1∈kX,t∈L
tf[xx1]α
a1ra2,t
[xx1]
∈ FE(ekMek ⊕ MekM)
≥1 and z3 ∈ [FE(N ),FE(N )]. From this, we
obtain
φϕf(µ2
k
(P )) = P + ck
∑
a1∈Ak,a2∈kA,r∈Lk
[a1ra2](τ (a
∗
2r
−1(∗a1)) + c
−1
k ga1ra2) + z1 + z2 + z3.
Define an E-E-morphism ˜̺ : νkM → FE(ekMek⊕MekM)
≥1 as the zero map onM⊕MekM , and on (ekM)
∗ek(
∗(Mek))
is defined as ˜̺(τ(a∗2r
−1(∗a1)) = −c
−1
k ga1ra2 . The morphism ˜̺ = ˜̺
(1) + ˜̺(2), where ˜̺(1) : νkM → νkM and
˜̺(2) : νkM → FE(ekMek ⊕MekM)
≥2. Now we consider the endomorphism of FE(νkM) determined by the pair
(idνkM + ˜̺
1, ˜̺(2)).
Observe that the matrix of idνkM + ˜̺
(1) with respect to the decomposition νkM = L⊕ (ekM)
∗ek(
∗(Mek)), where
L = M ⊕MekM , has the form
(
E1 Z
0 E2
)
with E1 = idL and E2 = id(ekM)∗ek(∗(Mek)). Therefore, idνkM + ˜̺
(1) is
an automorphism of νkM . Using Proposition 2.7 we get that ̺ is an automorphism of FE(νkM).
Then:
̺φϕf(µ2
k
(P )) = P + ck
∑
a1∈Ak,a2∈kA,r∈Lk
[a1ra2]τ(a
∗
2r
−1(∗a1)) + w
with w = ̺(z1 + z2 + z3). From this equality we obtain
̺
P + ∑
x∈Xk,y∈kY
[xy]τ(y∗(∗x)) +
∑
x∈Xk,x1∈kX
[xx1]f[xx1] + z1

+
∑
(x,y)∈W
[xy]̺(τ (y∗(∗x))) = P + ck
∑
a1∈Ak,a2∈kA,r∈Lk
[a1ra2]τ(a
∗
2r
−1(∗a1)) + w.
We have [a1ra2] = wa1ra2 + w
′
a1ra2 , with wa1ra2 ∈ MekM,w
′
a1ra2 ∈ H1, τ(a
∗
2r
−1(∗a1)) = wˆa1ra2 + wˆ
′
a1ra2 , with
wˆa1ra2 ∈ (ekM)
∗ek(
∗(Mek)), wˆ
′
a1ra2 lying in H2. As we saw before, the restriction of ̺ to FE(νkM) induces an
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automorphism ρ of FE(νkM). Moreover,
∑
(x,y)∈W
[xy]̺(τ (y∗(∗x))) lies in H. From the above equality, we deduce that
ρφϕg(µ2k(P )) is cyclically equivalent to
P + ck
∑
a1∈Ak,a2∈kA,r∈Lk
wa1ra2wˆa1ra2 .
Finally, let us prove that W = ck
∑
a1∈Ak,a2∈kA,r∈Lk
wa1ra2wˆa1ra2 ∈ FE(N) is a trivial potential. Consider the
potential
Q = ck
∑
a1∈Ak,a2∈kA,r∈Lk
[a1ra2]τ(a
∗
2r
−1(∗a1)).
Here, the set of elements [a1ra2], τ (a
∗
2r
−1(∗a1)) with a1 ∈ Ak, a2 ∈k A and r ∈ Lk, is a Z-free set of free generators
for N . By Proposition 4.4, δ˜[a1ra2]∗(Q) = τ(a
∗
2r
−1(∗a1)) and δ˜τ(a∗2r−1(∗a1))∗(Q) = [a1ra2].
The potential Q is cyclically equivalent to the potential Q1 + Q2, where Q1 =
∑
x∈Xk,y∈kY
[xy]τ(y∗(∗x)) and Q2 =∑
(x,y)∈W
[xy]τ (y∗(∗x)), Q1 ∈ FE(N), Q2 ∈ FE(H).
Then δ˜Q = δ˜Q1 + δ˜Q2 , δ˜Q1(N∗) ⊆ N , δ˜Q1(H∗) = 0, δ˜Q2(H∗) ⊆ H and δ˜Q2(N) = 0. Since δ˜Q(N∗ ⊕H∗) = N ⊕H,
we deduce that δ˜Q1(N∗) = N . Therefore Q1 is a trivial potential and this potential is cyclically equivalent to W ;
thus, W is trivial. The proof is now complete. 
Now we continue with the proof of Theorem 11.11. We have that µk(P ) is right-equivalent to µk(P ) ⊕ W1,
µkM = L1 ⊕L2, µk(P ) ∈ FE(L1), W1 ∈ FE(L2), and W1 is a trivial potential. Since µkM has no two-cycles passing
through k, we have that W1 =
∑
s
wsw
′
s, where ws ∈ euL2ev , w
′
s ∈ evL2eu, so u 6= k, v 6= k. From here we deduce
that ekL2ek = L2. Then by Remark 8.12, µk(µkP ⊕W1) is right-equivalent to µkµk(P ) ⊕W1. This last potential
is right-equivalent to µ2k(P ) ⊕W2 ⊕W1, with W2 a trivial potential. By Theorem 8.8, µ
2
k(P ) is right-equivalent to
µ2k(P ) ⊕W2 ⊕W1. Applying Proposition 11.12, yields that µ
2
k(P ) is right-equivalent to P ⊕W , with W a trivial
potential. Therefore P ⊕W is right-equivalent to µ2k(P )⊕W2 ⊕W1. Applying Proposition 11.9 we get that µ
2
k(P ) is
right-equivalent to P . This completes the proof. 
Definition 11.13. A polarization A of the E-E-bimodule M is called dominant if for any (i, j) ∈ A, dimF (ejMei) ≤
dimF (eiMej).
Given a dominant polarization A of M , we set Aσ = {(i, j) : (j, i) ∈ A, eiMej 6= 0}. Also, we define MA =∑
(i,j)∈A
eiMej and MAσ =
∑
(i,j)∈Aσ
eiMej .
Definition 11.14. A potential P in FE(M) is said to be fully reducible if P is right-equivalent to the direct sum of
a trivial potential and a potential Q ∈ FE(N)
≥3, where N is a 2-acyclic E-E-bimodule.
Proposition 11.15. Let P be a potential in FE(M). Then the following conditions are equivalent
(i) The potential P is fully reducible.
(ii) One has dimF (Θ(P )) = 2dimFMAσ , for any dominant polarization A of M .
(iii) There exists a dominant polarization A of M such that δP
(2)
: (MAσ)
∗ →MA is a monomorphism.
Proof. (1) (i) implies (ii). Suppose P is right-equivalent to W + Q, where W ∈ FE(M1) is a trivial potential,
Q ∈ FE(M2)
≥3 andM =M1⊕M2; whereM2 is 2-acyclic. Let A be a dominant polarization ofM and consider
C = {(i, j) ∈ A|eiM1ej 6= 0}. The set C is a polarization ofM1. Moreover, C
σ = Aσ and (M1)Cσ =MAσ . Since
W is a trivial potential in FE(M1), then Θ(W ) = M1, M1 = (M1)Cσ ⊕MC and dimF (MCσ) = dimF (MC).
Therefore
dimF (Θ(P )) = dimF (Θ(W )) = 2dimF ((M1)Cσ) = 2dimF (MAσ ).
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(2) (ii) implies (iii). We have δP
2
(M∗Aσ ) ⊆MA and δ
P (2)(M∗A) ⊆MAσ . Then
dimF (Θ(P )) = dimF (δ
P 2)(M∗)
= dimF δ
P 2(M∗Aσ ) + dimF (δ
P (2)(M∗A))
≤ 2dimF (MAσ )
Then by our hypothesis on P , we have dimF δ
P 2((MAσ )
∗) = dimF (MAσ). This implies (iii).
(3) (iii) implies (i). Since δ˜P
2
: (MAσ )
∗ →MA is a monomorphism, then for (i, j) ∈ A
σ
dimF (ejΘ(P )ei) = dimF δ˜
P (2)((eiMej)
∗) = dimF (eiMej).
By Theorem 11.4, there exists an automorphism of topological algebras ϕ : FE(M)→ FE(M1 ⊕M2), with
ϕ|E = idE , such that ϕ(P ) is cyclically equivalent to Q⊕W with Q ∈ FE(M1)
≥3 and W is a quadratic trivial
potential in FE(W ). We have M ∼= M1 ⊕M2. Then Θ(ϕ(P )) = Θ(Q⊕W ) = Θ(W ) = M2. By Proposition
11.8, Θ(ϕ(P )) = ϕ(1)Θ(P ), where ϕ is determined by the pair (ϕ(1), ϕ(2)) . Therefore, for (i, j) ∈ Aσ, we have
dimF (eiM2ej) = dimF (ejM2ei) = dimF ejΘ(ϕ(P ))ei = dimF (eiMej).
and then dimFMAσ = dimF (M2)Aσ . This implies dimF (M1)Aσ = 0, so M1 is 2-acyclic and thus P is fully
reducible. This proves (i).

Now suppose Q is a quiver without loops nor 2-cycles and such that for each pair of vertices i, j in Q0, there is at
most one arrow from i to j. Let {Mρ}ρ∈B be a family of E-E-bimodules satisfying the conditions of Section 10 and
with the additional condition that HomE−E(Mρ1 ,Mρ2) 6= 0 implies ρ1 = ρ2 (this condition holds for examples 9.4 and
9.5). Let g be a modulation of Q on the above family of E-E-bimodules. Consider P a potential in FE(Mg)
≥3, with
µkP fully reducible. Then there exists a dominant polarization A of Mµkg such that for α : j → i with (i, j) ∈ A,
either there is no arrow from i to j or there is an arrow ασ : i→ j such that
µkg(α
σ , ρ) ≤ µkg(α, ρ)
for all ρ ∈ B. In this case, define µ˜kQ eliminating from µkQ the arrows i → j with (i, j) ∈ A. Now define µ˜kg, the
modulation of µ˜kQ, as follows: for (i, j) ∈ A, µ˜kg(α, ρ) = µkg(α, ρ) in case there is no arrow in µkQ from i to j;
otherwise, µ˜kg(α, ρ) = µkg(α, ρ) − µkg(α
σ , ρ). Then µ˜kMg =Mµ˜kg.
12. Non-degeneracy
In this section we assume E =
n∏
i=1
Ei as in section 11, we also adopt the notation used there. Throughout this
section, we assume F is an infinite field. Here we consider the case in which M is a Z-free E-E-bimodule. Our main
purpose is to prove that for each sequence of integers kl, . . . , k1 of [1, n] there exist potentials which are (kl, . . . , k1)-
non-degenerate in the sense of Definition 7.2 of [4]. For this, we use the main ideas given in [4]. This result does not
hold in general for E-E-bimodules which are not Z-free, as has been observed in section 12 of [3] and in example 4.1
of [7].
Let B be a non-empty set. We denote by FB the F -vector space consisting of all functions B → F and by F [x]x∈B
the free commutative F -algebra on the set B(T ).
Definition 12.1. A function g : FB → F is polynomial if there exists a polynomial Gg =
n1,...,nl∑
i=0,...,il=0
ai1,...,ilx
i1
1 · · · x
il
l
in F [x]x∈B , with ai1,...,il ∈ F , such that
Gg(u) =
n1,...,nl∑
i1=0,...,il=0
ai1,...,ilu(x1)
i1 · · · u(xl)
il
for all u ∈ FB .
Definition 12.2. Let B and B′ be non-empty sets. We say that a function h : FB → FB
′
is polynomial if for each
x ∈ B′, the function hx : F
B → F given by hx(u) = h(u)(x) for all u ∈ F
B , is a polynomial function.
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Remark 12.3. If B′, B′′ are non-empty sets and h1 : F
B → FB
′
, h2 : F
B′ → FB
′′
are polynomial functions, then
h2h1 : F
B → FB
′′
is a polynomial function.
Let M be an E-E-bimodule with A a Z-local-free basis. We put A(i, j) = A ∩ eiMej . Let B1 be the set of
all elements z ∈ M of the form z = t1(z)a(z)t2(z) with a(z) ∈ A, t1(z) ∈ L(τ(a(z))) and t2(z) ∈ L(σ(a(z))).
Clearly, B1 is an F -basis for M . Now for m ≥ 2 take Bm, the set of all elements x ∈ M
⊗m
cyc of the form x =
t1(x)a1(x)t2(x)a2(x) · · · tmam(x)tm+1(x), with a1(x), . . . , am(x) ∈ A, t1(x) ∈ L(τ(a1(x))), t2(x) ∈ L(τ(a2(x))),. . .,
tm(x) ∈ L(σ(am(x))). Then Bm is an F -basis for M
⊗m
cyc and we set B =
∞⋃
m=2
Bm.
If P is a potential in FE(M), then P =
∞∑
m=2
∑
x∈Bm
cxx with cx ∈ F . Therefore to each potential P corresponds a unique
element c(P ) ∈ FB such that c(P )(x) = cx. Conversely, if u ∈ F
B , we have the potential Pu =
∞∑
m=2
∑
x∈Bm
u(x)x, with
c(Pu) = u.
Let M ′ be an E-E-bimodule with A′ a Z-local-free basis. Let B′m be the corresponding F -basis for (M
′)⊗mcyc . Set
B′ =
∞⋃
m=2
B′m.
Lemma 12.4. Let φ : FE(M)cyc → FE(M
′)cyc be an F -linear map such that φ(FE(M)
≥m
cyc ) ⊆ FE(M
′)≥mcyc for all
m ≥ 2. Then φ is a continuous map, and there exists a polynomial function
φ : FB → FB
′
such that for any potential P ∈ FE(M)
c(φ(P )) = φ(c(P )).
Proof. In what follows, we set B≤m =
m⋃
l=2
Bl and B
≥m =
∞⋃
l=m
Bl, and analogous definitions for (B
′)≤m and (B′)≥m.
For x ∈ Bm, we have φ(x) =
∑
y∈(B′)≥m
αx,yy. Let φ : F
B → FB
′
be defined as follows. For u ∈ FB and y ∈ B′m, we
define
φ(u)(y) =
∑
x∈B≤m
u(x)αx,y
Take u = c(P ), then P =
∞∑
m=2
( ∑
x∈Bm
u(x)x
)
. Therefore
φ(P ) =
∞∑
m=2
( ∑
x∈Bm
u(x)φ(x)
)
=
∞∑
m=2
∑
x∈Bm
 ∑
y∈(B′)≥m
αx,yy

=
∞∑
m=2
∑
y∈B′m
 ∑
x∈B≤m
u(x)αx,y
 y
=
∑
y∈B′
φ(u)(y)y

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Definition 12.5. For a polynomial T ∈ F [x]x∈B , we denote by Z(T ) the set of all functions u ∈ F
B such that
T (u) 6= 0. A function h : Z(T )→ F is called regular if there exists a polynomial function Gh : Z(T )→ F and a non-
negative integer m such that for all u ∈ Z, h(u) = Gh(u)/T (u)
m. If B′ is a non-empty set, a function H : Z(T )→ FB
′
is called regular if for all x ∈ B′, the function Hx : F
B → F , sending every u ∈ FB to H(u)(x), is regular.
Remark 12.6. Suppose B′ and B′′ are non-empty sets and T is a non-zero polynomial in F [x]x∈B . If h : Z(T )→ F
B′
is a regular function and h1 : F
B′ → FB
′′
is a polynomial function, then h1h is a regular function.
Remark 12.7. Let T1 ∈ F [x]x∈B and T2 ∈ F [x]x∈B′ be non-zero polynomials and g1 : Z(T1)→ F
B′ , g2 : Z(T2)→ F
B′′
be regular functions. Suppose there exists u0 ∈ Z(T1) with g1(u0) ∈ Z(T2), then there exists a non-zero polynomial
H, with Z(H) ⊆ Z(T1), such that g1(Z(H)) ⊆ Z(T2). Moreover, the composition
g2(g1)|Z(H) : Z(H)→ F
B′′
is regular.
Proof. Note that T2 induces a polynomial function T2 : F
B′ → F , so T2g1 is a regular function. Therefore, there
exists a polynomial G ∈ F [x]x∈B and a non-negative integer m such that T2g1(u) = G(u)/T1(u)
m for all u ∈ Z(T1).
It follows that T2g1(u0) = T2(g1(u0)) 6= 0; therefore G(u0) 6= 0 and hence G 6= 0. Now consider the product H = T1G.
We have that H 6= 0 and Z(H) ⊆ Z(T1). One can now verify that the composition g2(g1)|Z(H) is regular. 
Lemma 12.8. Let T be a polynomial in F [x]x∈B and suppose that for any u ∈ Z(T ) we have an algebra automorphism
ϕu of FE(M) such that ϕ
u|E = idE, and for any x ∈ B1
ϕu(x) =
∞∑
m=1
∑
z∈eτ(x)Bmeσ(x)
Gx,z(u)z
where the functions that send any u ∈ Z(T ) to Gx,z(u) are regular. Then there exists a regular function h : Z(T )→ F
B
such that for a potential P , with c(P ) ∈ Z(T ),
c(ϕc(P )) = h(c(P )).
Proof. Take P a potential with u = c(P ) ∈ Z(T ). Then we have P =
∞∑
m=2
∑
x∈Bm
u(x)x and ϕu(P ) =
∞∑
m=2
∑
x∈Bm
u(x)ϕu(x).
If x ∈ Bm, x = x1x2 · · · xm, with xi ∈ B1, then
ϕu(x) =
m∏
j=1
ϕu(xj)
=
∑
zi1 ,...,zim∈B
Uzi1 ,...,zim (u)zi1 · · · zim
=
∞∑
l=m
∑
w∈Bl
Uzi1 ,...,zim (u)λ
zi1 ,...,zim
w w
Then
ϕu(P ) =
∞∑
m=2
∑
w∈Bm
∑
x∈B≤m
u(x)Gx,w(u)w
Take now h : Z(T )→ FB such that for u ∈ Z(T ) and w ∈ Bl,
h(u)(w) =
∑
x∈B≤l
u(x)Gx,w(u) = Gw(u)
Clearly, Gw(u) is a regular function in u. This proves the lemma. 
Proposition 12.9. Let A be a dominant polarization for M , with i : MAσ →MA the associated inclusion. Suppose
that we have a decomposition of E-E-bimodules
M = L1 ⊕ L2
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such that L1 ∼= (MAσ)
∗. Then there exists a polynomial T ∈ F [x]x∈B such that
(1) If P is a potential in FE(M) with T (c(P )) 6= 0, then the composition of E-E-morphisms
(MAσ)
∗ δ˜
P (2)
−→ MA
π
−→ L1
is an isomorphism, where π is the projection onto L1.
(2) There exists a regular function ξ : Z(T ) → FB , such that for any potential P ∈ FE(M), with T (c(P )) 6= 0,
there is a potential ξ(P ) =
∑
a∈Aσ
ai(a) + ξ(P )≥3 with ξ(c(P )) = c(ξ(P )).
Proof. Let Y be the set of all non-zero elements y of (MAσ)
∗ of the form y = t1(y)(a(y)
∗)t2(y) with t1(y), t2(y) ∈ L,
and a(y) ∈ MAσ . The set Y is an F -basis for (MAσ )
∗. There exists an isomorphism (MAσ )
∗ → L1. Take W1 to
be the image of Y under this isomorphism. We have MA1
∼= (MAσ)
∗, thus L2 ∼= MA2 . Therefore there exists an
isomorphism φ2 : L2 → MA2 . Now define W2 = φ
−1
2 (B1 ∩MA2). We also have an isomorphism φ : L1 → MA such
that φ1(W1) = B1 ∩MA1 . We take W =W1 ∪W2 an F -basis for MA. For a ∈MAσ and x ∈ B2, one has
δ˜a∗(x) =
∑
w∈W
ca,w(x)w
For a potential P , with u = c(P ), we have P =
∞∑
m=2
∑
x∈Bm
u(x)x. Then
δ˜P
(2)
(a∗) = δ˜a∗(P
(2)) =
∑
x∈B2
u(x)δ˜a∗(x) =
∑
x∈B2,w∈W
u(x)ca,w(x)w.
Then for y ∈ Y we have
δ˜P
(2)
(y) =
∑
x∈B2
u(x)δ˜a∗(x)
=
∑
x∈B2,w∈W
u(x)ca(y),w(x)t1(y)wt2(y)
=
∑
x∈B2,w,w1∈W
u(x)ca(y),w(x)λ
y,w
w1 w1
=
∑
w1∈W
ky,w1(u)w1
where t1(y)wt2(y) =
∑
w1∈W
λy,ww1 w1, with λ
y,w
w1 ∈ F and ky,w1 is the following polynomial in F [x]x∈B
ky,w1 =
∑
x∈B2,w∈W
xca(y),w(x)λ
y,w
w1
We have the square matrix A = (ky,w)y∈Y,w∈W1 and the polynomial T in F [x]x∈B , given by T = det(A).
(i) The composition πδ˜P
(2)
: (MAσ )
∗ → L1 is an isomorphism if and only if T (c(P )) 6= 0. This proves 1.
(ii) Let u ∈ Z(T ) and consider the potential Pu. Define Y
u as the set consisting of the elements δ˜P
(2)
u (y), w2, y ∈
Y,w ∈W2. The elements of this set can be expressed in terms of the F -basis W of MA by the matrix(
A(u) 0
B(u) I
)
where A(u) = (ky,w(u))y∈Y,w∈W1 . Since T (u) = detA(u) 6= 0, then the matrix A(u) is invertible; thus the
elements of W can be expressed in terms of the elements Y u, by means of the matrix(
A(u)−1 0
−B(u)A(u)−1 I
)
Therefore for w ∈W , there exist elements λw,y(u), λw,w2(u) ∈ F , with
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w =
∑
y∈Y
λw,y(u)δ˜
Pu(y) +
∑
w2∈W2
λw,w2(u)w2
Moreover, the functions sending u ∈ Z(T ) into λw,y(u), λw,w2(u) are regular functions. The elements δ˜
P
(2)
u (a∗) and
φ−12 (b), with a ∈MAσ and b ∈MA2 , form a set of Z-free generators for MA. Therefore, there exists an isomorphism
ϕu : M → M such that ϕu(a) = a for a ∈MAσ ; ϕ
u(δ˜P
(2)
u (a∗)) = i(a) for a ∈ MAσ ; and ϕ
u(φ−12 (b)) = b for b ∈ MA2 .
Now let x ∈ B1, then x =
∑
w∈W
µx,ww with µx,w ∈ F . Therefore
ϕu(x) =
∑
w∈W,y∈Y
µx,wλw,y(u)ψ(y) +
∑
w∈W,w2∈W2
µx,wλw,w2(u)φ2(w2)
=
∑
x1∈B1∩MA
νx,x1(u)x1
where νx,x1(u) is a regular function in u. By Lemma 12.8, there exists a regular function h : Z(T ) → F
B such that
c(ϕu(Pu)) = h(u). Now consider the F -linear map ζ : FE(M)cyc → FE(M)cyc such that for x ∈ Bm, with m > 2,
ζ(x) = x; for x = t1(x)a1(x)t2(x)a2(x)t3(x) ∈ B2, we define ζ(x) = a1(x)t2(x)a2(x)t3(x)t1(x) in case a1(x) ∈ MAσ ;
otherwise a2(x) ∈MAσ , and in this case we define ζ(x) = a2(x)t3(x)t1(x)a1(x)t2(x). Observe that if v = cζ(P ), then
Pv = ζ(Pu), so Pv and Pu are cyclically equivalent, hence δ˜
P
(2)
v = δ˜P
(2)
u . Therefore v ∈ Z(T ) and ϕv(δ˜P
(2)
v (a∗)) = i(a);
also, ϕu(δ˜P
(2)
v (a∗)) = ϕu(δ˜P
(2)
u (a∗)) = i(a). From here we obtain the equality ϕv = ϕu. By Proposition 7.19, we have
ζ(P ) =
∑
a∈MAσ
aδ˜P
(2)
u (a∗) + ζ(P )≥3. Therefore
ϕu(ζ(P )) =
∑
a∈MAσ
ai(a) + ϕu(ζ(P )≥3) =
∑
a∈MAσ
ai(a) + ϕu(ζ(P ))≥3.
By the above, there exists a regular function h : Z(T ) → FB with c(ϕu(ζ(P ))) = h(c(ζ(P ))) = hζ(u), where
ζ : FB → FB is a polynomial function. Taking ξ = hζ and ξ(P ) = ϕc(P )(ζ(P )) yields item 2. 
Proposition 12.10. There exists a polynomial T ∈ F [x]x∈B and a regular function χ : Z(T ) → F
B such that for
any potential P with c(P ) ∈ Z(T ), there exists a potential χ(P ) =
∑
a∈MAσ
ai(a) + χ(P )≥3 such that
(1) χ(P ) is right-equivalent to P .
(2) c(χ(P )) = χ(c(P )).
(3) χ(P )≥3 ∈ FE(MA2) ⊆ FE(M).
Proof. We define the F -linear map ρ : FE(M)cyc → FE(M)cyc such that for x = t1(x)a1(x) · · · tm(x)am(x)tm+1(x) ∈
Bm, ρ(x) = x if all the ai(x) ∈ MA2 . Otherwise, some ai(x) ∈ MAσ or there is no ai(x) ∈ MAσ , but there
is some ai(x) ∈ MA1 . In the first case, we take the minimal i such that ai(x) ∈ MAσ ; then if i = 1, ρ(x) =
a1(x)t2(x) · · · am(x)tm+1(x)t1(x); if i > 1, ρ(x) = ai(x)ti+1(x) · · · am(x)tm(x)t1(x)a1(x) · · · ai−1(x)ti(x). In the second
case, we take j maximal such that aj(x) ∈ MA1 . If j = m, ρ(x) = tm+1(x)t1(x)a1(x) · · · am(x); if j < m, then
ρ(x) = tj+1(x)aj+1(x) · · · aj(x).
Now for u ∈ FB, we define the automorphism ψu of FE(M) such that for a ∈MA2 , ψ
u(a) = a; and for a ∈MAσ
ψu(a) = a−
∞∑
l=2
∑
x∈eτ(a)Bleσ(a)
u(xi(a))x
ψu(i(a)) = i(a)−
∞∑
l=2
∑
x∈eσ(a)Bleτ(a)
u(ax)x.
For any potential P , we define ϑ(P ) = ψc(P )(P ). By Lemma 12.8, there exists a polynomial function ϑ : FB → FB
such that for any potential P , we have
c(ϑ(P )) = ϑ(c(P )).
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By 2 of Proposition 12.9, there exists a polynomial T ∈ F [x]x∈B and a regular function ξ : Z(T ) → F
B such
that for any potential P with T (c(P )) 6= 0, there exists a potential ξ(P ), which is right-equivalent to P , such that
χ(P ) =
∑
a∈MAσ
ai(a) + χ(P )≥3 and c(χ(P )) = χ(c(P )).
Since P is a potential with T (c(P )) 6= 0, then
lim
l→∞
(ϑρ)lζ(P ) = χ(P ) =
∑
a∈MAσ
ai(a) + χ(P )≥3
with (χ(P ))≥3 ∈ FE(MA2). Finally, let us prove that for any x ∈ Bm, the function which sends any u ∈ Z(T )
into c(χ(Pu))(x) is a regular function. By (ii) of Claim 2 of the proof of the Theorem 6.3, we have that for each
potential ξ(Pu), ϕ
l(ξ(Pu))−ϕ
m(ξ(Pu)) ∈ FE(M)
≥m+1 for all l > m. Now choose l > m such that χ(Pu)−ϕ
l(ξ(Pu)) ∈
FE(M)
≥m+1. Thus χ(ξ(Pu))− ϕ
m(ξ(Pu)) ∈ FE(M)
≥m+1. Then
c(χ(Pu))(x) = (ϑρ)
mξ(u)
Here ξ : Z(T ) → FB is a regular function and (ϑρ)m is a polynomial function. Then the function sending each
u ∈ Z(T ) into c(χ(Pu))(x) is a regular function. The proof is now complete. 
Take k ∈ [1, n] and let µkM be the premutation of a Z-free E-E-bimodule M with Z-free basis A. Take µkA the
Z-free basis of µkM consisting of the elements A∩ ekMek; the elements B2 ∩MekM ; the elements a
∗ ∈ (ekM)
∗ with
a ∈ A ∩ ekM , and the elements
∗a ∈∗ (Mek) with a ∈ Mek. Take B˜
(k)
l the corresponding F -basis for ((µkM)
⊗l)cyc
and B˜(k) =
∞⋃
l=2
B˜
(k)
l . We recall (see Proposition 8.3) that there exists an isomorphism
[−] : e¯kFE(M)e¯k → FE(e¯kMe¯k ⊕MekM)
that sends elements of B into elements of B˜(k). Therefore, there exists a polynomial function
λ : F e¯kBe¯k → F B˜
(k)
such that for any P ∈ e¯kFE(M)e¯k, we have c([P ]) = λ(c(P )). Moreover, there exists a polynomial function κ : F
B →
F e¯kBe¯k such that c(κ(P )) = κ(c(P )). We have the polynomial function µ
k
= κλ+ c(∆k) such that
c(µkP ) = µk(c(P ))
for any potential P ∈ FE(M). With this notation we have the following
Proposition 12.11. Suppose P0 is a potential in FE(M) such that the potential µkP0 is fully reducible. Let A be a
dominant polarization of µkM , and let B
(k) = FE(MA2) ∩ B˜
(k). Then there exists a polynomial T ∈ F [x]x∈B and a
regular function µ˜
k
: Z(T ) → FB
(k)
such that for any potential P in FE(M) with c(P ) ∈ Z(T ), there is a potential
µ˜k(P ) ∈ FE(MA2) such that P is right-equivalent to∑
α∈MAσ
αi(α) + µ˜k(P )
and c(µ˜k(P )) = µ˜k(c(P )).
Proof. Since µkP0 is fully reducible, then by Proposition 12.10, there exists a polynomial T1 ∈ F [x]B˜ and a regular
function χ : F B˜ → F B˜ such that c(µkP0) ∈ Z(T1) and for all potentials Q with c(Q) ∈ Z(T1), Q is right-equivalent
to a potential χ(Q) =
∑
α∈MAσ
αi(α) + χ(Q)≥3, with χ(Q)≥3 ∈ FE(MA2). Here µk(P0) ∈ Z(T1), then by Remark
12.7, there exists a non-zero polynomial T ∈ F [x]x∈B such that µk(Z(T )) ⊆ Z(T1) and c(P0) ∈ Z(T ). Now take the
regular function
µ˜
k
= rχµ
k
: Z(T )→ FB
(k)
where r : F B˜ → FB
(k)
is given by the restriction map. Then setting µ˜k(P ) = χ(µkP )
≥3 yields the desired result. 
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Proposition 12.12. Let k1, . . . , kl be a sequence of elements of {1, . . . , n}. Suppose that there exists a potential
P0 ∈ FE(M) such that µklµkl−1 · · · µk1P0 is defined. Then there is a non-zero polynomial T ∈ F [x]x∈B such that
µklµkl−1 · · · µk1P is defined for every potential P with T (c(P )) 6= 0.
Proof. We prove our proposition by induction on l. The case l = 1 follows by Proposition 12.11. Hence we may
assume that there are non-zero polynomials T1 ∈ F [x]x∈B , T2 ∈ F [x]x∈B(k1) , and regular functions φ1 : F
B → FB
(k1) ,
φ
2
: FB
(k1) → FB
′
, where B′ = (. . . (B(k1))(k2) . . .)(kl) such that c(P0) ∈ Z(T1), c(µk1P0) ∈ Z(T2). Moreover, for
any potential Q in FE(M), with c(Q) ∈ Z(T1), µk(Q) is defined and c(µk(Q)) = φ1(c(Q)); also, for any potential
Q′ ∈ FE(µk1M), with c(Q
′) ∈ Z(T2), µkl · · ·µk2Q is defined and c(µkl · · ·µk2Q) = φ2(c(Q)). We have c(µkP0) =
φ
1
(c(P0)) ∈ Z(T2). By Remark 12.7, there exists a polynomial T ∈ F [x]x∈B such that Z(T ) ⊆ Z(T1) and φ1(Z(T )) ⊆
Z(T2). Consider the regular function φ = φ2(φ1)|Z(T ) : Z(T ) → F
B′ . Take P a potential in FE(M) with c(P ) ∈
Z(T ) ⊆ Z(T1), then µk(P ) is defined and c(µkP ) = φ1(c(P )) ∈ Z(T2), so µkl · · ·µk1(P ) is defined and φ(c(P )) =
c(µkl · · ·µk1(P )). The result follows. 
Lemma 12.13. For any k ∈ [1, n], there exists a potential P ∈ FE(M) such that the mutation µk(P ) is defined.
Proof. If µkM is 2-acyclic, then for any potential P ∈ FE(M), one has µkP = µkP ; so we may assume that µkM has
2-cycles. Let A be a dominant polarization of µkM . Then we have an injective function i : MAσ → MA. We have
the quadratic potential Q =
∑
α∈MAσ
αi(α), with Θ(Q) = µkMAσ ⊕ µkMA1 . One can see that
FE(e¯kMe¯k ⊕MekM) ∼= e¯kFE(M)e¯k.
Therefore there exists a potential P ∈ e¯kFE(M)e¯k with [P ] = Q. Consequently, µk(P ) = Q + ∆k and hence
µk(P ) = ∆k. This completes the proof. 
Theorem 12.14. Let k1, . . . , kl be any sequence of elements of {1, . . . , n}. Then there exists a potential P ∈ FE(M)
such that µkl · · ·µk1(P ) is defined.
Proof. We argue by induction on l. The case l = 1 follows by Lemma 12.13. Suppose that there exists a potential
Q0 ∈ FE(µkM) such that µkl · · ·µk2(Q0) is defined. We also have a potential Q1 ∈ FE(µk1M) such that µk1(Q1) is
defined. Then there are non-zero polynomials T1, T2 ∈ F [x]x∈B(k1) such that for Q with c(Q) ∈ Z(T1), µkl · · · µk2(Q) is
defined; and for Q′ with c(Q′) ∈ Z(T2), µk(Q
′) is also defined. Here T1T2 is a non-zero polynomial in F [x]x∈B(k1) . Since
F is an infinite field, then let u ∈ Z(T1T2) and take Qu =
∑
x∈B(k1)
u(x)x. Then c(Qu) = u ∈ Z(T1T2) ⊆ Z(T1)∩Z(T2).
Therefore µkl · · ·µk2(Qu) is defined, and likewise, µk1(Qu) is defined. We have µk1(Qu) ∈ FE(µk1µk1M)
∼= FE(M),
then there exists a potential P ∈ FE(M) such that µk1Qu is right-equivalent to P . Therefore, µk1(P ) is defined and
it is right-equivalent to Qu. It follows that µkl · · ·µk1(P ) is defined. This completes the proof. 
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