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ABSTRACT
Phases in the Cu-Zn-Sn-S-Se system such as Cu2ZnSn(S,Se)4 and Cu2SnS3 are promising solar cell absorber
layer materials. The efficiencies of Cu2ZnSn(S,Se)4-based devices reached 12.6 % in early 2014 but have
stabilized since then. Pure sulfide devices have reached efficiencies of [9] % in 2016. These efficiencies were
attained with little understanding of the underlying thermodynamics of the Cu-Zn-Sn-S system and the
kinetics involved in phase formation. A deeper fundamental knowledge of stability in this system is seems
necessary for future efficiency improvements. Furthermore, other ternary phases also represent promising
materials for solar and thermoelectric applications. These ternary phases may be easier to control during
processing compared to the quaternary Cu2ZnSnS4 phase. This work clarifies which phases in the Cu-Zn-Sn-
S system are stable and investigates the relationships between these phases, with a focus on the Sn content
of phases. It also investigates the effect of oxygen on the synthesis of Cu2ZnSnS4 in order to explain how,
by reducing the Sn content of the resulting Cu2ZnSnS4 phase, the kesterite becomes more ordered.
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1.1.1 Earth-abundant and non-toxic materials for engineering applications
Dirt-cheap energy produced with minimal ecological impact is the holy grail for scientists and policy-makers
trying to address the competing demands of business and public health. Economic growth requires energy and
the energy needed globally continues to increase [42]. For this reason, many look to the sun for inexpensive
and clean renewable energy. If photovoltaics displaced traditional energy producers in providing electricity,
at least 89 % of harmful air emissions could be reduced [56].The fossil fuel giant BP estimates that renewable
energy sources including wind, solar, geothermal, biomass, and biofuels will account for 10 % of the energy
produced in 2035 [42], an increase from 3 % in 2015 [42]. Solar energy, in particular, is expected to increasingly
contribute to this mix. The cost of solar energy has decreased so rapidly in the past few years that residential,
commercial, and utility-scale photovoltaics (PV) have already met NREL’s Sunshot levelized cost of energy
targets (LCOE) for 2020 three years early when existing investment tax credits are taken into account [57].
Without those tax credits, the National Renewable Energy Laboratory (NREL)’s 2020 Sunshot target has
already been achieved for utility-scale PV and residential and commercial PV are within a few cents/kWh
of these targets [57].
Commercially available solar energy has been dominated by silicon-based technologies, although CdTe
and, more recently, Cu(InGa)Se2-based technologies have carved out their own niches. While Si is non-
toxic and earth-abundant, the energy required to purify it sufficiently for photovoltaic applications and
process it into the necessary geometries raises its cost. In addition, more material is required to absorb the
same amount of light in Si-based technologies compared to thin film technologies because it is an indirect
semiconductor with a lower absorption coefficient. In recent years, CdTe and Si-based technologies have
been relatively competitive in terms of cost because the lower processing costs of CdTe balance the lower
cost of Si and the costs of both have been going down [107].
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Figure 1.1: This chart was based on the model of Wadia et al. from 2009 [158]. The pink data points represent
existing commercially available technologies. The orange is Cu2ZnSnS4 (CZTS, one of the compounds
investigated in this thesis). The green symbols are other technologies that may be inexpensive and scale
well if experimental efficiencies were reasonable. The yellow symbols, while they may seem promising, have
low power conversion efficiencies that would likely raise balance of system costs, a metric not accounted for
by this analysis.
Long term, however, the availability of the constituent elements of adequate purity may play a larger
role in determining which technologies are most cost-effective. Ore grades and quality have been declining
overall for many years. For example, in the early 1900s, copper ore had an ore grade of 2 to 4 % (50 tons
of ore required to make 1 ton of metal for 2 % grade)[157]. More recently, the average grade is around 1
%. As more material needs to be mined to produce a consistent amount of metal, the price per mass of
purified metal rises. Historically with other technologies, this has been handled by substituting one material
for another. Unfortunately, this substituting process does not work well for solar PV since one cannot
arbitrarily substitute a single layer of a device and expect the same performance. Consequently, it is wise
to work on optimizing technologies that will perform well with low production costs over the long term.
Figure 1.1 shows how a variety of technologies, if optimized (using the Shockley-Queisser limit, not
current record experimental efficiencies), compare in terms of the relative extraction cost of the raw material
(Material Extraction Cost Index) and the ability of each techology to generate electricity (Annual Electricity
Potential Index) based on a model created by Wadia et al. [158]. Only raw purified material costs are
2
considered by this model, with material utilization and processing assumed to be optimized. In this model,
the electricity potential is calculated using Eq. 1.1, where I is the solar spectrum intensity at air mass 1.5





The Annual Electricity Potential Index refers to the natural logarithm of P/Pcrystalline−Si. CZTS-based
technologies will likely scale well while remaining inexpensive compared to Si based on this analysis. The
other commercialized thin film technologies like CdTe and CIGS will likely face more costs associated with
material extraction as the best reserves are depleted. While these technologies likely will be part of the mix
for many years, it is useful to focus on technologies that will not become scarce or expensive in the future.
This type of analysis leaves out many important factors that contribute to the eventual cost of a PV
system, such as the cost of land, the balance of system cost, operational costs, and production and processing
costs not associated with material extraction. Furthermore, the actual experimental performance records
are not considered in this analysis. For example, CuO, FeS2 and Cu2O have current record efficiencies at or
below 3 % and Zn3P2 has a record efficiency near 6 %. Many of these efficiency records are more than 20
years old, so improvements are not occurring on a useful time scale. Consequently, at current efficiencies,
large areas are required to convert energy, raising costs such that they are not commercially viable. For
many of these technologies, controlling phase purity and uniformity have proved difficult. Cu2S, while it
has a record efficiency of 10.2 % [70], is very sensitive to oxygen and degrades under light exposure due
to Cu diffusion. Amorphous Si-based technologies, while they have been commercialized, still suffer from
low efficiencies that have put several manufacturers out of business. Perovskite-based solar cells, which
have rapidly risen in record efficiency to become comparable to CIGS and CdTe (22.7 % [116]), suffer from
significant stability problems that currently limit their practicality. They rapidly degrade upon exposure
to 100 ◦C temperatures, moisture, and UV light [160]. Furthermore, ion migration within the perovskite
crystal structure leads to I-V curve hysteresis and can cause film degradation [160]. While moisture and
UV-degradation may be mitigated by process modification, the other degradation mechanisms are more
difficult to inhibit. If the kesterite cell and module efficiencies can be raised following the historical trend,
kesterite cells may become commercially competitive.
1.1.2 Technological limitations to adoption
Unfortunately, the efficiencies of kesterite solar cells still fall significantly below those of CdTe, CIGS, and
silicon (Figure 1.2). Solar cells made of Cu2SnS3 have performed even worse (Figure 1.2). However, record
cell efficiencies have been rising relatively quickly (although not as quickly as perovskite cells)[116, 159].
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Figure 1.2: Although record solar cell efficiencies have improved rapidly, they still do not perform as well
as commercial thin-film technologies CdTe (22.1 % record) and CIGS (22.6 % record)[116]. These data
were compiled using the NREL efficiency chart [116] and other publications([88, 55, 87, 84, 79, 86, 161,
143, 149, 101] for S-only, [151, 13, 73, 162, 64] for S-Se records, [134, 67] for other S-Se noteables, [120, 99]
for Se noteables, [147, 169] for Cu2Zn0.6Cd0.4SnS4), [153] for Cu2Ge0.17Sn0.83S3, and [94, 27, 91, 6, 82,
113, 83] for Cu2SnS3. Several different groups now make > 10 % efficient kesterite solar cells using very
different processes. Despite this, the existence of long efficiency plateaus suggests that a more fundamental
understanding of kesterite materials is useful for more efficiency improvements.
There have been only around 1000 publications on kesterite solar cells that have contributed to this rise,
demonstrating that this rise has occurred with relatively little understanding of the underlying materials
[159]. To begin to remedy the lack of a fundamental understanding of Cu-Zn-Sn-S materials, this thesis
focuses on the fundamental thermodynamics of the Cu-Zn-Sn-S system, with a particular focus on the
Cu2SnS3 (CTS) and Cu2ZnSnS4 (CZTS) phases. I also investigate how Cu2SnS3 and Cu2ZnSnS4 form.
The low efficiency of kesterite solar cells is generally attributed to the large difference between the open
circuit voltage (VOC) and the band gap of the material, although the source of this deficit remains a matter
of debate[159, 103]. Three portions of the device may be responsible for this VOC deficit[159].
1. Degradation of or non-Ohmic behavior of the back contact
2. Recombination at the CZTS-CdS interface
3. Defects and disorder in the bulk layer, enhancing bulk recombination and shortening minority carrier
lifetimes
All of these mechanisms rely on an understanding of the fundamental thermodynamics CZTS and sur-
rounding phases. Furthermore, due to structural similarities between CZTS and Cu2SnS3, a better under-
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standing of order in Cu2SnS3 should lead to a better understanding of order in Cu2ZnSnS4. The synthesis
conditions used for my studies are discussed in general terms in Chapter 2. More specific descriptions are
found in the chapters that discuss each specific study. My contributions to the understanding of which
phases are actually stable are found in Chapters 3, 4 and 6 and section 5.6. I also investigated how many
of these phases form in Chapters 3, 4 and 8. Referring specifically to Item 3 above, I focused specifically on
the effects of Sn on CZTS and Cu2SnS3 disorder. In Chapter 6, I used oxygen to remove excess Sn from
CZTS and thereby reduce disorder in the CZTS. In Chapter 5.6, I showed how changing the temperature
and the Cu/Sn ratio affect which Cu2SnS3 polymorph actually forms and also affect the point defects and
defect complexes present in the material. In Section 5.6 and chapters 3 and 9, I also related the structural
changes that I see to optical properties of the materials.
1.2 Thesis statement
I have investigated how composition changes affect the structure of materials in the Cu-Zn-Sn-S-O system
with a focus on the effects of Sn. I clarified which phases are thermodynamically stable in the Cu-Zn-
Sn-S system and was able to distinguish, based on composition and temperature, when various Cu2SnS3
polymorphs would be stable. I was able to show how increased Sn concentrations (relative to Cu) stabilize
the ordered monoclinic Cu2SnS3 but introduce defect complexes that should make that material perform
suboptimally in devices. I also was able to explain why the tetragonal phase forms and identify some defects
associated with the phase. Similarly, I was able to explain and show how the Sn content in the CZTS phases
impacts cation ordering and the types of defects present as well as explain a mechanism of why oxygen
annealing of CZTS solar cells improves performance. I also identified defects in CZTS materials that should
affect its performance in devices. Finally, I compared the structures of various phases in the Cu-Zn-Sn-S
system and how they form in order to understand how they are related to one another.
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In order to investigate the stability of phases in the Cu-Zn-Sn-S system, samples of the many phases in
this system were synthesized and later characterized using a variety of techniques. The first portion of this
chapter focuses on the conditions used for synthesizing the various samples. The second portion of this
chapter describes the characterization techniques used in my thesis work and why they are useful.
2.1 Synthesis
2.1.1 Bulk polycrystalline and Differential Scanning Calorimetry (DSC)
sample synthesis
Bulk polycrystalline samples were made near single-phase compositions in the Cu-Zn-Sn-S phase diagram
by mixing Cu (Alfa Aesar, -100 mesh, 99.999 % (metals basis)), ZnS (Sigma Aldrich, 10 µm, 99.999 %
(metals basis)), Sn (Alfa Aesar, -100 mesh, 99.995 % (metals basis)), and S (Alfa Aesar, Puratronic grade,
99.9995 % (metals basis)) powders in an Ar-filled glove box, pressing them into 1/4 in. diameter pellets,
and performing a series of two heat treatments. Bulk syntheses of Cu2ZnSn3S8 and Cu4SnS4 were also
attempted using binary precursors using the same heat treatments. These binary precursors included Cu2S
(Alfa Aesar, powder, -200 mesh, 99.5 %), ZnS (Sigma Aldrich, powder, 10 µm, 99.999 % (metals basis)),
and SnS2 (MK Impex, powder, 3 µm, +99 %). I found some variability in the actual crystal structure
of Cu2S powder that I received from manufacturers, likely because of the similar stoichiometry of Cu9S5,
Cu2S, and Cu31S16. The sample used here was primarily of the Cu31SnS16 structure with small amounts
of Cu2S according to X-ray diffraction (XRD). This variability is likely present in most syntheses that use
binary precursors because all the commercial Cu2S powders I examined contained several phases ranging
from Cu9S5 to Cu2S. The SnS2 powder was confirmed to be SnS2. Over the course of this work, ”SnS2”
purchased from other manufacturers was found to be an amorphous Sn-S phase that was not SnS2 even
though the color was right (bronze yellow), demonstrating the importance of verifying that your precursors
are what you think that they are. The same binary precursors were used for the high-temperature x-ray
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Figure 2.1: Samples went through two heat treatment steps. Samples were mixed in between these steps.
diffraction (HTXRD) and DSC experiments. Samples were taken through a set of two heat treatments, as
described in Figure 2.1. The initial 250 ◦C step caused the sulfur to react Sn and Cu. Cu rapidly reacts
with sulfur; one can observe this even at room temperature after a few hours. The kesterite or Cu-Sn-S
phases were formed during the 600 ◦C step. While I found that kesterite forms in samples only annealed to
a maximum temperature of 450 ◦C, I opted to do my initial reaction at 600 ◦C to make the samples more
uniform and crystalline. I did not experiment with synthesis temperatures below 450 ◦C. Since Olekseyuk
et al.’s phase diagrams were made at 397 ◦C, I prepared samples equilibrated at 400 ◦C [118]. In between
these two heat treatments, samples were crushed, mixed, and again pressed into pellets in order to better
homogenize samples. Some of the samples described in Chapter 4 used an alternate heat treatment that is
described in that chapter.
Samples for the DSC experiments were pressed in Perkin Elmer Al volatile sample pans (part B0143016)
and crimped to ensure that no S or Sn was lost during the measurements. This was done in an Ar-filled
glove box to ensure that no moisture was in the samples. Therefore, the samples represented completely
closed, constant volume systems so reaction energies, rather than enthalpies, were measured. The internal
pressure was not constant. No reactions with the Al pans were observed, which was confirmed by measuring
the diffraction pattern of the the inside of the pans. It is likely that the thin Al2O3 layer on the surface of
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the pan provided much of the protection. Note that Al pans should NOT be used for Cu(In,Ga)Se2 because
Al readily incorporates into the Cu(InGa)Se2 despite the thin Al2O3 layer.
2.1.2 Thin film and solar cell synthesis
The thin films samples used in this thesis came from two main sources: the National Renewable Energy
Laboratory (NREL) and University of Uppsala.
The films used for cryo-cathodoluminescence experiments were co-evaporated as polycrystalline films at
NREL from elemental precursors. The details of this growth process are listed in Chapter 9. The maximum
temperature in this synthesis was 447 ◦C, demonstrating that kesterite films can be grown at relatively low
temperatures.
The films used for testing various air annealing and etching conditions (Zn/HCl solution or NH4OH) on
kesterite were co-sputtered on Mo-coated soda lime glass at the University of Uppsala in the laboratory of
Charlotte Platzer-Björkman and subjected to a 13 min post-anneal in a S-rich environment between 550
and 580 ◦C. This would have replaced all Se in the structure with S. The films were then brought to the
University of Nantes. I performed all etching and annealing experiments on these films at the University of
Nantes in the laboratory of Dr. Nicolas Barreau. Many of these films were made into completed solar cells
with structures shown in Figure 2.2.
Since oxygen was shown in Chapter 6 to reduce the Sn content in Cu2ZnSnS4 by forming SnO2, thereby
reducing kesterite disorder, it is expected that the air annealing produces a SnO2 layer. Several research
groups have found improved performance in air-annealed devices, though it was not always clear if this is a
surface or bulk effect [128, 131, 69]. Unfortunately, the band alignment of SnO2 in between CdS and CZTS
should be harmful to device performance. For this reason, a subsequent etching step was added to several
device syntheses.
I air-annealed samples in a box furnace at 200 ◦C for 2 min and 20 min, and 300 ◦C for 2 min and 10
min. After performing these air anneals, I performed etching experiments on some of the samples to remove
the SnO2 layer that presumably formed during the air anneals.
SnO2 is difficult to remove by etching but a mixture of Zn metal and HCl in aqueous solution has been
shown to have around a 10A/s etch rate at certain concentrations[19]. Consequently, this HCl/Zn etchant
chemistry was used. To make the etchant solution, 19.4 mL of HCl (37 % or 12.1 M from ChemLab, reagent
grade) was added to 20.0 mL H2O. 2-3 mg of Zn powder was added to the solution. This process released
some hydrogen gas (bubbles slowly formed) but, because it was a small amount, it did not cause any problems.












Note: CZTS grain boundaries may also 
be affected by the air anneal 
Figure 2.2: I constructed CZTS solar cells at the University of Uppsala and University of Nantes with help
from collaborators. I performed a variety of heat treatments and etching experiments on these cells. The
bottom half of the cell including the CZTS layer was grown at University of Uppsala whereas the top half
of the cell beginning with the air-annealed layers and CdS were grown at University of Nantes.
have been more of a safety hazard because of hydrogen’s flammability and the tendency of a vigorously
bubbling solution to spatter. The solution was then heated to 50 ◦C and the samples were etched once the
temperature stabilized. Additionally, NH4OH (30 % Carlo Erba) was also used for comparison purposes as a
basic etchant. In both cases, air-annealed CZTS layers were immersed for 5 minutes in the etchant solution,
immersed in deionized water, and dried with dry air. All samples were then etched for 5 minutes in 0.5 M
KCN and subsequently CdS-dipped at 55 ◦C in a single batch. The CdS bath solution consisted of 0.95 M
NH3, a Cd
+ concentration of 2.63× 10−3 M from cadmium acetate, and 0.095 M thiourea. This was the
University of Nantes laboratory’s conventional deposition process for Cu(In, Ga)Se2 devices.
To complete the solar cells, i-ZnO/ZnO:Al, and metallization layers were grown at the University of
Nantes Nicolas Barreau’s laboratory. The i-ZnO /ZnO:Al layers were then RF-sputtered in an Ar plasma
with no substrate heating. The Ni/Al front contacts were then deposited by e-beam evaporation.
2.2 Characterization
2.2.1 X-ray diffraction (XRD)
The structure of all powders and films was investigated using x-ray diffraction. The powders used for
the NMR investigations were studied using a Bruker D5000 powder x-ray diffraction system with Cu Kα
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radiation. The samples used for DSC experiments and thin films were studied using a Phillips X’pert 2
diffractometer system with Cu Kα radiation. Too little material was available from the DSC experiments
(15-20 mg) to use with the Bruker D5000 diffractometer so samples were thinly spread on tape and used in
the X’Pert 2 spectrometer, which is generally used for thin films. Such a technique may introduce texturing
to the patterns but still allows for the identification of which phases are present. For most scans, unless
otherwise indicated, slit sizes of 1 mm horizontal x 3 mm vertical were used.
Many of the structures along the line from Cu2SnS3 to ZnS including Cu2ZnSnS4 were variations of the
sphalerite structure and, therefore, some of these phases were difficult to differentiate. These three phases
have very similar lattice parameters and their main peaks were functionally indistinguishable at room-
temperature. Since only small diffraction peaks or the absence thereof differentiate the phases, coexistence
of these phases was impossible to study at room temperature using XRD. Furthermore, Cu and Zn have
similar x-ray scattering factors, making Cu-Zn order in CZTS difficult to study at room-temperature using
typical laboratory x-ray sources. Consequently, only short peaks distinguished these phases. This also
limited the effectiveness of this technique for measuring the amount of coexistence of CZTS, ZnS, and
Cu2SnS3 phases. The diffraction patterns for a variety of phases in the Cu-Zn-Sn-S system are shown in
Figure 2.3.
2.2.2 Raman spectroscopy
Raman spectroscopy is a useful, relatively non-destructive technique for characterizing materials. It is
particularly useful for distinguishing phases in the Cu-Zn-Sn-S system. This technique is relatively surface-
sensitive because it relies on the inelastic scattering of light. Raman scattering was first observed in 1928
by C.V. Raman and K.S. Krishnan using a converged beam of sunlight and complementary light filters[127].
The technique did not become widespread until the development of lasers[136].
Raman spectroscopy measures the wavenumber shift associated with Raman scattering. For solids, a
reflection geometry is used. A laser is pointed at the sample. The laser light is a coherent and monochromatic
(frequency ν0) electromagnetic wave that has an electric field, E. Consequently, it induces a dipole moment
in the material, P , as it passes through. This interaction is described using Equation (2.1), where α is the
polarizability, β is the hyperpolarizability, and γ is the 2nd hyperpolarizability.
P = α · E + 1
2
· β · E2 + 1
6
· γ · E3... (2.1)
Typically, the magnitudes of α, β, and γ are around 10−40 C V−1 m2, 10−50 C V−2 m3, and 10−60 C V−3 m4
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Figure 2.3: The Cu2SnS3 phases, CZTS, and ZnS all have similar diffraction patterns. There is significant
structural diversity in the vicinity of Cu2S, where chalcocite Cu2S, Cu9S5, and Cu31S16 all have similar
stoichiometry. The binary sulfide precursor used for these studies had a structure similar to Cu31S16 with
slight chalcocite contributions.
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[156]. This makes the first term 3× 10−34 C m, the second term 9× 10−38 C m, and the third term 3× 10−41 C m
for typical laser intensities (109 Wm2, with electric fields of 3× 106 V m−1). Consequently, only the first α
term is important.
The polarizability, itself, depends on chemical bonding and, therefore, is perturbed by bond vibration.
Consequently, bond vibration/displacement terms are needed to describe Raman scattering. The vibrational
modes in materials are quantized (bonds are like harmonic oscillators). For each vibrational mode, coordinate
Qk may be defined to describe the displacement associated with the vibration. This displacement varies
according to Equation 2.2. Q0 is the vibration amplitude. νv is the vibration frequency. φv is an arbitrary
phase shift that is included because, at t = 0, it is not guaranteed that both E and Qk are maximized and
the two cosine terms are not necessarily in phase.
Qk = Q0 · cos(2πνvt+ φv) (2.2)
The first two terms of the taylor expansion of the polarizability from Equation (2.1) are described using
Equation 2.3.





Qk = α0 + α
′Qk (2.3)
Consequently, the induced dipole moment becomes modulated by the electric field (E = E0 cos(2πν0t)) and
change in polarizability due to atomic vibration, as shown in in Equation 2.4.
P = α0E0cos(2πν0t) + α
′Q0E0cos(2πν0t)cos(2πνvt+ φv) (2.4)
A more clear way of representing this equation may be obtained using a trigonometric identity, as shown in
Equation 2.5
P = α0E0cos(2πν0t) +
α′ ·Q0
2
cos(2π(ν0 + νv)t+ φv) +
α′ ·Q0
2
cos(2π(ν0 − νv)t− φv) (2.5)
Consequently, there are three different frequencies at which the induced dipole moment changes: ν0, ν0 +νv,
and ν0 − νv. The first ν0 term is related to elastic Rayleigh scattering whereas the second and third
components are related to anti-Stokes (ν0 + νv) and Stokes scattering (ν0 − νv). Because E = hν, the
Stokes-scattered light has less energy than the incident light whereas the anti Stokes-scattered light gains
energy from the scattering process.
Based on this formulation, it is apparent that Raman scattering can only occur if α′ does not equal 0.
Therefore, atomic displacements in the vibrational mode must actually change the polarizability, introducing
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Virtual excited state, E*
Ground vibrational state, E0
Vibrational state, E1
Raleigh Scattering Raman ScatteringStokes
Raman Scattering
Anti-Stokes
Figure 2.4: Raleigh scattering is an elastic process whereas Raman scattering is inelastic. Both processes
involve transitions between vibrational states. A Stokes shift occurs when the scattered light is of lower
energy than the incident light and an anti-Stokes shift occurs when the scattered light has more energy than
the incident light.
a symmetry element for consideration. When bonds are stretched, electrons move. When electrons are
collectively stretched farther from their nuclei, they tend to be easier to move and, consequently, become more
polarizable [156]. Therefore, bond symmetry determines what types of vibrations will actually produce a
Raman-scattered signal. It can be shown that Raman-scattered light is due to transitions between vibrational
states. Because the electric field perturbs electrons and bonding, the solid is excited to a virtual excited
state. This virtual excited state differs from a true excited vibrational state because of the presence of the
light’s electric field. The scattered light is released when the vibrational state relaxes back to real states.
Figure 2.4 shows this process.
In conventional Raman spectroscopy, the energy of the virtual excited state does not correspond to an
allowed electronic transition. However, the intensity of Raman transitions may be increased if the virtual
excited state and ground states are allowed electronic states. In this case, the occupancy of the excited state
is higher, resulting in more relaxation and a larger Raman intensity. For this type of experiment (Resonance
Raman), only the Raman transitions near the band gap are enhanced.




, where νm is the frequency of the measured, scattered light and c is the speed
of light.
Since each structure in the Cu-Zn-Sn-S system has different vibrational spectra, each structure has a
unique Raman signature. Not all species are equally visible at a given excitation frequency. In particular,
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the Cu2ZnSnS4 phase is easily observed with 532 nm light but ZnS (350 cm
-1) only becomes easily visible
with 325 nm light, where it is in a resonance condition. The major peak in the kesterite Cu2ZnSnS4 spectra
occurs at 337 cm-1. The monoclinic Cu2SnS3 phase has major peaks at 290 and 350 cm
-1. The cubic
Cu2SnS3 polymorph has major peaks at 300 and 355 cm
-1. SnS2 has a peak at 315 cm
-1 that tends to
overwhelm the spectrum even when it is not the majority phase. The Cu3SnS4 phase has a peak near that
of the SnS2 phase (313-318
-1). Cu2S has a peak near 475 cm
-1. A good summary of Raman peaks for
the Cu-Zn-Sn-S system may be found in [33]. The wavelength of the exciting laser can play a major role
in determining whether certain phases will be detected. Berg et al. showed that ZnS did not show up well
using a 532 nm laser excitation but was clearly visible using a 325 nm laser excitation because it approaches
the resonance condition[17].
A Horiba LabRAM HR 3D Raman confocal imaging microscope with a 50x long working distance ob-
jective lense was used for the measurements in this thesis. An 1800 lines/mm grating was used to disperse
the scattered light and collect spectra, as detected using a silicon detector. For most measurements, a 532
nm laser was used although 633, 785, and 830 nm lasers were used for some measurements, as indicated.
2.2.3 Cryo-Cathodoluminescence
Cryo-cathodoluminescence (cryo-CL) is a scanning electron microscopy-based technique that can be used to
learn about radiative recombination in semiconductors. The ”Cryo” prefix indicates that the measurements
are collected at cryogenic temperatures, which is not necessary for all cathodoluminescence (CL) measure-
ments. For this technique, an electron beam is aimed at the sample. This electron beam injects electrons
into the conduction band of the material, which then recombine and emit light. This light is then detected
using, in our case, a liquid nitrogen-cooled Ge detector with lock-in detection. This allows for light with en-
ergies between ≈ 0.85 and ≈1.6 eV to be detected. For higher energy light, a photomultiplier tube was used
for detection. Measurements of cathodoluminescence can be performed in both spectroscopic and mapping
modes. Spectroscopic CL is useful for measuring the recombination energies of carriers and determining
how they change with temperature. CL mapping is useful for understanding the spatial distribution of
luminescence and, therefore, defects that may be responsible for that luminescence.
The cryogenic temperatures of cryo-CL are important because they increase the likelihood that most of
the observed recombination is due to defect states rather than mostly band-to-band transitions. It is these
defect states that are most relevant to efforts to improve device performance. The power-dependence, k, of
the luminescence intensity with increasing electron beam power, Intensity = Powerk is related to the type




















Figure 2.5: A variety of radiative recombination pathways may occur in semiconducting materials. The
yellow boxes indicate that the electron and hole are bound together by the Coulomb interaction and form
an exciton. Free-to-bound and donor-acceptor pair recombination are also shown.
and 1 < k < 2 for exciton-like transitions[133]. These recombination mechanisms are shown in Figure 2.5.
The power introduced into the semiconductor being studied using CL is ≈ 108 − 109 times more than
that experienced by solar radiation. The power introduced is also orders of magnitude greater than that
introduced by a photoluminescence experiment. It does, however, have greater spatial resolution than
photoluminescence because the electron beam is much smaller than the wavelength of the light excitation
used in a photoluminescence experiment (and, therefore, the minimum theoretical spot size). Nonetheless,
cryo-CL has much in common with pholuminescence because both techniques investigate the light produced
by recombination phenomena.
Our cryo-CL measurements were performed at 6 K at 20 kV with probe currents of 5 nA, 50 nA, 100 nA,
and 250 nA using a JEOL 7000F scanning electron microscope with a Gatan MonoCL3 CL spectrometer.
The probe diameters likely ranged from ≈3 nm at 5 nA to >100 nm at 250 nA. There was a bandpass
of ∼10 nm (>0.02 eV on energy scale for probed energies) for all spectroscopic measurements since the
spectrometer entrance and exit slit widths were 2.56 mm. Mapping was performed with a 25 nA probe
current.
2.2.4 Nuclear Magnetic Resonance
Nuclear magnetic resonance (NMR) is a useful technique for understanding symmetry and local structure.
The technique is able to probe interactions within 2-3 atomic spacings from the nucleus being studied. It is
also chemically-specific since each nucleus has its own resonance frequency.
In the basic setup, a sample is placed in a strong static magnetic field. Typically, this strong field is
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established using a superconducting coil. The static magnetic field causes nuclear magnetic spins to align
with the field. The nuclear moments are then perturbed by a radio-frequency (RF) pulse or set of pulses
tuned to the resonance frequency of the nucleus to be studied. Once the pulse stops, the nuclear moments
precess back to their equilibrium position. During this precession process, the nuclei radiate energy, which
can be detected by the NMR probe. The NMR probe is a transceiver antenna and consists of several
Helmholtz coils surrounding the sample.
Not all nuclei are suitable for NMR because a nuclear magnetic moment is required for the technique
to work. Physically, this means that NMR-suitable nuclei have an odd number of protons and/or neutrons.
12Cu is the classic example of an abundant nucleus that is not NMR-active. Even though many nuclei are
NMR-active, it is not always practical to use NMR for certain nuclei. For example, the abundance of the
nucleus being studied must be high enough to obtain a signal. While this is not a problem in many cases
(and can sometimes be avoided through enrichment), this often limits the information that can be obtained
using the technique and can sometimes make studies of specific nuclei impractical. For example, 17O has a
natural abundance of 0.038 % and low receptivity, making 17O either expensive or only useful at high 17O
concentrations. Furthermore, the sensitivity of various nuclei can also limit the applicability of NMR. For
example, a special probe was required to collect 67Zn spectra in our Cu2ZnSn(SO)4 samples.
57Fe NMR, for
example, has extremely limited applications because of its low sensitivity (low gyromagnetic ratio).
The effect of the gyromagnetic ratio on spectra may be understood by a more rigorous mathematical
description of NMR. The sensitivity of a given nucleus is determined by the gyromagnetic ratio, γ. The
gyromagnetic ratio relates the strength of the magnetic dipole moment µ to the angular momentum, p,
following γ = µ/p. The magnetic moment, µ of a nucleus is quantized following Equation 2.6, where I is
the spin quantum number, J is the spin angular momentum, and h is Planck’s constant. I can take integer
and half integer values (I=0, 1/2, 1, 3/2, 2, ...). I = 0 for nuclei with an even number of protons and an
even number of neutrons because both protons and neutrons are spin 1/2.
µ = γ · J = γ h
2π
√
I(I + 1) (2.6)
If you apply a static magnetic field, B0, in the z-direction, the magnetic moment of the nucleus will
attempt to align itself with that field. The net magnetic moment of the nucleus will then be in the z-direction
but, because of the quantization, the strength of this component, µz does not equal the magnitude of
the entire magnetic moment, µ. The energy of the spin states in the magnetic field then only contains
















Figure 2.6: As the magnetic field increases, the energy difference between spin states also increases at a rate
proportional to the gyromagnetic ratio.
number and can be in the set (-I, -I+1,-I+2,...I-2,I-1, I) ranging from -I to I.




Consequently, a magnetic field splits the energies associated with different nuclear spin states and changes
their occupation as the system tries to reach equilibrium. A diagram depicting this process is shown in
Figure 2.6. A greater gyromagnetic ratio increases the splitting between energy states. Furthermore, if
I = 0, m = 0 and no splitting occurs. The energy level splitting increases as the magnetic field strengthens.
This energy splitting is referred to as the Zeeman interaction and tends to be the largest interaction.
Since there is a difference between the energies of the various spin states, more nuclei will be found in the
lower-energy state(s) compared to the higher-energy state(s). For a spin-1/2 nucleus, the relative occupancy
of these states follows a Boltzman distribution. In general, the spin, m, may change by ±1, with the central
transition being the one around the B0 = 0 state and all other transitions being satellite transitions.
Since the spin states are quantized, a single nuclear spin cannot fully align along the z-axis of the applied
B0 field. Consequently, this B0 field exerts a torque, T, on the nuclear magnetic moment that causes the
moment to precess at a Larmor frequency, ν0, around the B0-field axis. The Larmor frequency is related to
the separation between energy levels, ∆E, and magnetic field by Equation 2.8.




The net magnetization, M , is the sum of these individual magnetic moments.
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A 90° transverse RF pulse that possesses the Larmor frequency of the nucleus under study can cause
a transition between the spin energy levels, rotating the net magnetization axis by 90°. This puts the net
magnetization axis in the x-y plane along the x-axis. When that pulse is removed, the cone of allowed
magnetic moments is along the z-axis but the net magnetization remains along the x-axis. The moments
are clustered along one side of the cone with approximately equal occupancy of high and low-energy states.
This net magnetization will rotate around the cone of allowed magnetic moments (the z-axis) at the Larmor
frequency. The strength of this rotating net magnetic moment in the x-y plane is detected (the changing
magnetic field induces a current in the receiver) and converted into the measured signal.
The non-uniform distribution of spins in the x-y plane cannot persist forever. There are two relaxation
mechanisms that allow the magnetic spins to return to an equilibrium spin occupancy including spin-spin
and spin-lattice interactions. Spin-spin relaxation (T2) is the gradual reduction in the x-y plane magnetic
moment. It is related to the spreading of individual magnetic moments in the x-y plane over time. Spin-
lattice relaxation (T1) relates to the relaxation of the z-axis magnetization to its equilibrium value.
The usefulness of these concepts becomes apparent when one realizes that the magnetic field experienced
locally at each nucleus is not precisely equal to the static applied field. Nuclei are surrounded by electrons
that can shield the nucleus, as in chemical shift. Furthermore, other interactions, like the quadrupolar
interaction, can shift the equilibrium position of the nucleus in the static magnetic field, altering spectra
in predictable ways. In addition, nuclei can interact with each other (dipolar and J-coupling). The most
important interactions for the nuclei in the phases studied here are the quadrupolar and chemical shift
interactions.
Chemical shift
Electrons are able to move and shield the effective magnetic field experienced by nuclei under study. This
shielding comes from two main components [44]. The diamagnetic contribution is the result of primarily core
electrons around the nucleus and depends only on ground-state electrons. This contribution tends to shield
the nucleus. The paramagnetic contribution contains more information about bonding because it contains
terms that involve both excited and ground states in integrals that include the orbital angular momentum
operator. Effectively, this means that the paramagnetic contribution arises from the circulation of electrons
between excited and ground electronic states in the presence of a magnetic field very close to the nucleus
(it is also multiplied by a 1/r3 term in an integral). The lowest unoccupied molecular orbital and highest
occupied molecular orbital disproportionately contribute to this term. This contribution tends to deshield
the nucleus.
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The chemical shift may be quantitatively measured and is useful for learning about bonding around the
nucleus in question. The relationship between the applied field, B0, and the field actually experienced by
the nucleus B is B = B0(1− σ), where σ is the second rank absolute chemical shielding tensor. This makes
the separation between energy levels shown in Equation (2.8) become ∆E = hγ(1−σ)B02π . Unfortunately, the
absolute chemical shielding tensor cannot be experimentally measured, although its effect relative to other




× 106 = νsample − νref
νref
× 106 (2.9)
The units on this scale are reported as ppm and νref is the resonance frequency of a reference compound.
The International Union of Pure and Applied Chemistry (IUPAC) lists recommended standard reference
compounds for the NMR-active nuclei [71, 72].
In Equation (2.9), δ would be a scalar if defined using frequencies and a second-rank tensor if defined
using the second-rank absolute chemical shielding tensor. Consequently, the data collected from the NMR
experiment is a scalar but the actual chemical shielding and chemical shift are matrices. Only the symmetric
parts of these tensors contribute to the NMR spectrum [7]. The principal components of the chemical shift
matrix may be extracted from the NMR spectrum because they correspond to major features in the static
spectrum, as shown in Figure 2.7. The principal components of the chemical shift matrix are the eigenvalues
of the chemical shift matrix. Consequently, the eigenvectors of the chemical shift matrix are the principal
axes of the chemical shift.
The Haeberlen convention is also closely defined in terms of the symmetry of the nuclear site, making it
particularly useful [68, p. 10]. Since, under certain conditions, these features become difficult to observe (such
as when there are many overlapping sites), the Haeberlen convention is often used for reporting purposes.
This convention is also useful for other types of NMR experiments, such as magic angle spinning (MAS)
where the quantities specified by this convention are more easily extracted.
In the Haeberlen convention, the principal chemical shift components δXX , δY Y , and δZZ are ordered
relative to the isotropic chemical shift, δiso, which is conveniently invariant (it is a scalar multiple of the
chemical shift tensor’s trace). The isotropic chemical shift and the definition of the principal components is
shown in Equations (2.10) and (2.11). The change from numbers to letters in the chemical shift subscripts
is only used to distinguish between different orderings of the principal tensor components
δiso =
δXX + δY Y + δZZ
3
=




Figure 2.7: The principal components of the chemical shift tensor are easily extracted for spin-1/2 nuclei
(left). The isotropic chemical shift ( δ11+δ22+δ333 ) is easily extracted from a magic angle spinning (MAS)
experiment and is easily accessible, too, from static experiments by the above formula. Chemical shift
contributions are still present for quadrupolar nuclei but are more difficult to extract because the quadrupolar
interaction is often stronger. For all of these spectra, δ11 = 100 ppm, δ22 = 50 ppm, δ11 = −100 ppm, and
δiso = 16.6 ppm.
The isotropic chemical shift, δiso, describes the center of gravity of the lineshape.
|δZZ − δiso| ≥ |δXX − δiso| ≥ |δY Y − δiso| (2.11)
Two additional parameters (the chemical shift anisotropy, δaniso and Equation (2.12), and asymmetry, ηδ
and Equation (2.13)) may be defined to fully represent the chemical shift tensor as shown in Equation (2.14).
δaniso = δZZ −
δXX + δY Y
2
(2.12)
Physically, δaniso is related to the largest deviation of a chemical shift component from δiso, the center of
gravity. The sign of δaniso (+ or -) indicates whether this distance is to the left or to the right of the center
of mass, respectively.
ηδ =
δY Y − δXX
δZZ − δiso
(2.13)
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By Equation (2.13), one can see that ηδ equals zero when the site is axially symmetric (δXX = δY Y ) (>C3
symmetry). As the names suggest, the chemical shift equals δiso and the chemical shift anisotropy equals 0
if δXX , δY Y , and δZZ are all equal.





γÎ · σ ·B0 (2.15)





The chemical shift Hamiltonian (and quadrupolar, dipolar, J-coupling, etc. Hamiltonian) is added to
the previously-discussed Zeeman Hamiltonian (with energies shown in Equation (2.7)) to form the general
Hamiltonian governing interactions.
Magic Angle Spinning (MAS)
Static NMR spectra often take a long time to acquire. Furthermore, it is generally necessary to fit spectra
collected over a range of experimental conditions to demonstrate the correctness of experimentally determined
quadrupolar and chemical shift tensor components. Magic angle spinning increases the amount of signal
collected in a given amount of time by collapsing the signal in predictable ways. It is capable of removing
chemical shift anisotropy, heteronuclear dipolar coupling, and the second-order quadrupolar interaction
effects from spectra. Consequently, this technique is used much more often than static experiments for
solid-state NMR experiments [43]. For this technique, the sample is spun at a 54.74° with respect to the
static applied magnetic field. This angle corresponds to the angle where cos2 θmagic = 1/3. This term shows
up in a variety of equations governing NMR interactions because the time-averaged angular dependence of
the interactions is proportional to (3 cos2 θmagic − 1).
MAS removes contributions from the chemical shift anisotropy (δaniso and ηdelta) at frequencies other
than integer multiples of the spinning frequency. Unfortunately, it is often impossible to spin samples fast
enough such that only δiso has any intensity. The isotropic shift is often not the center or largest of these
allowed frequencies. Thus, a MAS signal consists of δiso and spinning sidebands. MAS spectra, like static
spectra, may be calculated and fit to collected spectra.
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Quadrupolar nuclei
Some nuclei (65Cu in this case) do not have a spherical distribution of positive charge in their nuclei which can
contribute to an additional interaction called the quadrupolar interaction. This interaction broadens spectra
in a predictable way. Quadrupolar nuclei experience both the quadrupolar and chemical shift interactions,
although the relative strength of each interaction varies. The quadrupole moment, eQ, describes the degree
of distortion of the charge density from a spherical distribution. The potential energy of a nuclear charge



























′ dy′ dz′ (2.17)
The first integral is the net nuclear charge, q, so that term is the potential energy of the nuclear point
charge, Upc. The second term includes the electric dipole moment which, overall, is zero. Charge does not
congregate on one side of a nucleus preferentially even if that distribution of charge is not spherical. The
third term in this equation describes a second rank tensor. For this, we can choose an orthonormal basis
set such that the ri and rj components are along the x, y and z axes of the integration. In this case, the z
direction is the direction of the quadrupole axis. The potential is then described by Equation 2.18.












z2ρ dx dy dz (2.18)
At this point, it is helpful to make a useful observation. Gauss’ law implies that we can add or subtract
an arbitrary multiple of (∂
2φ
∂x2 ) + (
∂2φ
∂2 ) + (
∂2φ
∂z2 ) following Equation 2.19. The charge density at the nucleus is
0 for this expansion, turning Gauss’ law into the Poisson equation. This is correct because the electric field
gradients should be independent of whether there is actually a nucleus at the origin or not.









) = Vxx + Vyy + Vzz (2.19)
When one subtracts Equation 2.19 from Equation 2.18 as in Equation 2.20, one obtains Equation 2.21













ρ(z2−r2/3) dx dy dz (2.20)
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ρ(3z2 − r2) dz r dr dθ (2.21)
Consequently,
















Quantum mechanics turns the quadrupole moment into an operator and defines it in terms of spherical







Y 02 (θi, ψi) (2.23)
Unfortunately, this still can’t be experimentally observed. The spectroscopic quadrupole moment, QS ,
however, can. This is defined, taking nuclear spin states, I, into account, in Equation 2.24[114]. The net
nuclear magnetic quantum number, m, equals the nuclear spin.
eQs = 〈I,m = I|eQz|I,m = I〉 =
√
I(2I − 1)
(2I + 1)(2I + 3)(I + 1)
〈I||Q||I〉 (2.24)
These quadrupole moments have been tabulated and experimentally measured for all nuclei of NMR interest.
Because of this equation, spin-0 and spin-1/2 nuclei do not have electric quadrupole moments that can be
measured. Consequently, no quadrupolar interaction is expected in NMR from spin-1/2 nuclei.
Since the quadrupolar constants are tabulated and the potential energy of an isolated nucleus are easy
to calculate, the only remaining variables in Equation 2.22 are the magnitudes of the electric field gradients.
Fortunately, these can be extracted from an NMR measurement for spin > 1/2 nuclei. The electric field
gradients around a nucleus may be described using a second-rank tensor such that Vij = Vji and Vij =
∂2φ
∂ri∂rj
It can also be written in a coordinate system such that it is diagonalized, with components Vxx, Vyy, and Vzz.
These components are typically ordered such that |Vzz| ≥ |Vxx| ≥ |Vyy|. Because of Gauss’ law (Equation
2.19), there are only two variables necessary to describe this system. A quantity called the quadrupolar












Because of this construct, ηQ is 0 if axial symmetry is present. Normally, quadrupolar constants are less
than 30 MHz and are, consequently, smaller than the Zeeman interaction. One should note that MAS will
not remove the effects of the second order quadrupolar broadening on spectra although first-order interaction
terms are removed.
Pulsed Fourier Transform NMR Spectroscopy (FT-NMR)
Historically, NMR experiments were conducted by varying the strength of the magnetic field and keeping
the transmitter at a fixed radio frequency or, later, by keeping the magnetic field constant and varying the
radio frequency. While this process makes intuitive sense, better resolution and sensitivity can be obtained
using a variation on this process. Pulsed Fourier Transform NMR (FT-NMR) is the more common method
used today and is the one that was used in this work. For FT-NMR, the RF pulse is relatively short, causing
the pulse frequency to become uncertain (by the Heisenburg Uncertainty Principle). Thus, the sample is
excited by a certain bandwidth of frequencies around the main transmitter frequency that all interact with
the sample at the same time. The excited spins then re-emit the absorbed radiation over a period of time;
the intensity of this re-emitted signal is recorded and is known as the free induction decay (FID). A Fourier
transform is then performed on this time-domain signal to determine the frequencies that are in resonance.
Because only a certain bandwidth of frequencies is excited by the pulse, intensities of signal from outside
that bandwidth are artificially low since they weren’t uniformly excited in the first place. This can occur
even if the frequencies are included in the spectral width of the measurement. Different pulse shapes, such
as the WURST (wideband, uniform rate, smooth truncation) pulse, can be used to expand the excitation
bandwidth[117].
The WURST-80 pulse, shown in Figure 2.8 was used for some spectra in the Cu2SnS3 studies to obtain
a wider excitation bandwidth. To do this, the excitation effective frequency, νeff is swept over a range δ.
This is done by changing the pulse phase through time.
Different pulse sequences may be used for NMR experiments. The classic direct polarization (DP)
sequence consists of just a 90° degree pulse. The classic Hahn Echo sequence contains an extra 180° re-
focusing pulse to minimize the signal baseline. Both of these sequences were used at various points in this
dissertation.
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Figure 2.8: (a) shows the conventional direct polarization pulse. (b) shows a WURST pulse with N=80 as
was used in some of the Cu2SnS3 investigations. The phase of this pulse is modulated following (c) such
that the effective frequency of the pulse is also modulated over a wider bandwidth, as shown in (d).
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CHAPTER 3
PHASE RELATIONSHIPS IN THE
SN-RICH PORTION OF THE
Cu-Zn-Sn-S PHASE DIAGRAM
Reproduced and adapted with permission from E. Pogue, A. Sutrisno, N. Johnson, M. Goetter, D. Shoe-
maker, and A. Rockett, ”Identifying short-range disorder in crystalline bulk Cu2SnS3 phases: a solid-state
NMR investigation,” PCCP, submitted before May 2018.
3.1 Abstract
Phases in the Cu-Zn-Sn-S system are of interest to the solar and thermoelectrics communities because all
elements are earth-abundant and non-toxic. Many of these structures are not well understood and the
conditions under which they form are poorly-defined. In this work, the stable phases in the Cu-Zn-Sn-S
system (Cu4Sn7S16, Cu4SnS4, Cu2ZnSnS4, and Cu2SnS3) are synthesized and structures investigated using
solid-state NMR, X-ray diffraction, and Raman spectroscopy. The existing Cu-Sn-S and Cu-Zn-Sn-S phase
diagrams are revised based on our synthesis results. The NMR results are generalized to aid in distinguishing
octahedral versus tetrahedral Sn4+ coordinations.
3.2 Introduction
The Cu-Zn-Sn-S system has recently attracted attention for a variety of engineering applications. Cu2ZnSnS4
and Cu2SnS3 are being used as solar cell absorber layers. Cu4Sn7S16, Cu2SnS3, and mixtures of Cu2ZnSnS4
(CZTS) with Cu2SnS3 have been used in thermoelectrics[142, 78]. For these thermoelectric applications, the
performance of Cu2SnS3 and Cu2SnS3-CZTS mixtures improves as disorder in the structure increases[142].
For solar applications, performance should improve as the material becomes more ordered. A deeper under-
standing of stability and structure in the Cu-Zn-Sn-S system is necessary for optimizing materials for each
application. This paper explores the thermodynamics governing the various phases in this system and the
structures of those phases.
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Figure 3.1: The left figure shows the Cu-Sn-S phase diagram. The right figure shows the Cu2S-SnS2-ZnS
pseudo-ternary section of the Cu-Zn-Sn-S phase diagram. The lines from Olekseyuk’s phase diagram that
are questionable are dashed, with corrected lines drawn in yellow. Filled stars denote generally-recognized
stable room-temperature phases. Empty stars represent other phases that have been reported that have
not been externally confirmed. The as-mixed compositions of samples herein discussed are shown using the
empty circles, squares, and triangles.
The only naturally-occurring ternaries and quaternaries in this system are kesterite (Cu2ZnSnS4), mohite
(monoclinic Cu2SnS3), and kuramite (tetragonal Cu3SnS4)[60]. Petrukite, another naturally occuring min-
eral, refers to (Cu, Fe, Zn,Ag)3(Sn, In)S4, an orthorhombic phase[90] that may also include the kuramite
composition. Nonetheless, a variety of other Cu-Sn-S compounds have been synthesized.
Cu-Sn-S ternary and Cu2S-ZnS-SnS2 pseudo-ternary phase diagrams (Figure 3.1) exist but questions
remain regarding their accuracy[118, 53, 167]. For example, Cu2ZnSn3S8 was reported by Olekseyuk et al.
but no experimental data was presented and attempts by other groups to synthesize this phase have been
unsuccessful [16, 138, 125]. Furthermore, one EDS-based report of a Cu2-2xZn6+3xSn1-xS9 phase where x
can range from 0 to 0.74 exists but does not appear in any of the existing phase diagrams[18]. It is unclear
whether this phase is stable or metastable since many reports of CZTS coexisting with ZnS exist[17, 111].
Questions remain regarding the ternary phases as well. For example, Cu2Sn4S9, Cu2Sn3S7, Cu2Sn3.5S8,
Cu2Sn3.75S8, and Cu2Sn3.34S7.68 have all been reported and it is unclear whether these are all actually
different phases. Furthermore, a Cu4Sn15S32 phase has been reported although other works suggest that it
is metastable [76, 9]. Little work has been done on the Cu4SnS4 phase. Although we previously elucidated
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the conditions under which the various Cu2SnS3 polymorphs form, we put these structures in the context
of surrounding phases in this work [124]. This context allows the nearby Cu3SnS4 phase to be discussed in
relation to tetragonal Cu2SnS3, CuS, and Cu4SnS4.
This work clarifies which of these ternary and quaternary phases are actually stable by using solid-state
NMR, differential scanning calorimetry (DSC), Raman spectroscopy, and X-ray diffraction to characterize
samples synthesized using bulk solid-state techniques. We investigate samples quenched at 400 ◦C and 200 ◦C
in addition to slow-cooled samples to observe some order-disorder transitions in this temperature range that,
up to this point, have only been inferred using optical techniques in Cu2ZnSnS4 [140]. By considering all
of these Sn4+ materials together, useful trends for determining Sn4+ coordination using solid-state NMR




Samples were synthesized using either binary sulfide or a mixture of binary sulfide and elemental precursors.
The binary sulfide precursors (samples B-XXXX) consisted of Cu2S (Alfa Aesar, -200 mesh, 99.5 % (metals
basis)), SnS2 (MK Impex, +99%, 3 µm (metals basis)), and ZnS (Sigma Aldrich, 100 µm, 99.999 % (metals
basis)) powders. The samples made using a mixture of binary sulfide and elemental precursors (E-XXXX)
were made using Cu metal (Alfa Aesar, -100 mesh , 99.999 % (metals basis)), Sn metal (Alfa Aesar, -100
mesh, 99.995 % (metals basis)), ZnS (Sigma Aldrich, 100 µm, 99.999 % (metals basis)), and sulfur (Alfa
Aesar, Puratronic grade, 99.9995 % (metals basis)) powders. Initial characterization of the binary precursors
showed that the ZnS was mostly sphalerite and the Cu2S powder was actually Cu31S16.
The differential scanning calorimetry (DSC) experiments were conducted using exclusively binary pre-
cursors to avoid rupturing the sample pans due to the high elemental sulfur vapor pressure at elevated
temperatures. All samples (DSC and otherwise) were mixed in an Ar-filled glove box. The aluminum DSC
pans (Perkin Elmer, part B0143016, for volatile samples) were hermetically sealed by crimping in the same
glove box so water or oxygen were not present. The other samples were pressed into pellets and vacuum
sealed (around 50 mTorr) in quartz ampoules with minimal air exposure.
The samples sealed in quartz ampoules went through a set of heat treatments at 50 ◦C/h heating and
cooling rates. They were first heated to 250 for 2 h to initially react the sulfur. The samples were then
heated to 600 ◦C for 20 h and, subsequently, to 400 ◦C for 76 h. The temperature was then decreased to
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200 ◦C for 3 h to allow sulfur to reincorporate as is done in many CZTS thin film heat treatments. After
this first treatment, samples were crushed and homogenized by mixing by hand in a mortar and pestle in
an Ar-filled glove box. The samples were then split into several parts for quenching experiments. These
smaller specimens were pressed into new pellets and vacuum sealed in quartz ampoules. They were brought
through the same heat treatment as before, with some samples water-quenched at 400 ◦C and 200 ◦C. The
remaining samples were brought to room-temperature at a 50 ◦C/h rate (slow).
3.3.2 Raman, Differential Scanning Calorimetry (DSC), Energy Dispersive
Spectroscopy (EDS) and X-ray diffraction (XRD) characterization
Differential scanning calorimetry experiments were conducted using a Perkin Elmer DSC 7 power-compensated
instrument calibrated for temperature and heat flow within 10 days of the reported measurements. The sam-
ples were weighed to the nearest 0.001 mg. A baseline DSC scan was conducted using empty sealed pans
before the run was conducted. A 20 ◦C/min heating rate from 50 ◦C to 600 ◦C was used for these experi-
ments. Samples were held at 600 ◦C for 1 minute and then brought to room-temperature at a 20 ◦C/min rate
and held there for 1 min. This sequence was then repeated so a given sample was heated to 600 ◦C twice to
determine if any of the reactions were reversible and if incomplete reactions were occurring. An additional
measurement was collected at a 3 ◦C/min heating rate that only went through one heat cycle.
X-ray diffraction patterns for the bulk samples used for the NMR studies were collected using a Siemens-
Bruker D-5000 powder X-ray diffractometer using Cu Kα radiation.
After the DSC scans were conducted, XRD was performed on the resulting powder. Since the DSC
sample pans held 20 mg of sample at most, there was not enough material for our powder diffractometer.
Consequently, a Phillips-Bruker X’PERT 2 diffractometer often used for thin films was used. Samples were
prepared by spreadinng the powder in the DSC pans on a piece of double-stick tape mounted on a glass
slide. We verified that the double-stick tape (and glass slide) did not contribute to the diffraction signal
(other than a broad amorphous signal without peaks). Because of the spreading process necessary for this
approach, texturing of the sample was unavoidable.
Raman spectra were collected using a Horiba Labram HR Raman spectroscopy imaging system with an
1800 lines/mm grating, a 50x objective, and a 532 nm laser at the University of Illinois Beckman Institute.
Energy-dispersive X-ray spectroscopy (EDS) measurements were collected at the Université of Nantes
Institut des Matériaux Jean Rouxel (IMN). Powdered bulk samples were embedded in epoxy, polished, and
measured using a JEOL 5800 LV scanning electron microscope using the same internal standards as Paris
et al. that had been calibrated from electron probe microanalysis.[121].
30
Table 3.1: A summary of the spectrometers used in this study. UIUC SCS refers to the University of Illinois
School of Chemical Sciences. Additional measurements on the monoclinic Cu2SnS3 samples not presented
here were conducted at the Université of Nantes Institut des Matériaux Jean Rouxel (IMN) to clarify the
65Cu fits, as described in Pogue et al.[124].
ID Instrument Location Field Probe
α
750 MHz narrow bore Varian NMR system
(VNMRS)
UIUC SCS 17.6 T
4 mm Varian triple-resonance HXY T3
Narrow Bore MAS probe
β 300 MHz Varian Unity Inova NMR system UIUC SCS 7.04 T
Varian 4 mm double-resonance APEX HX
MAS probe
3.3.3 NMR characterization
Room-temperature solid-state nuclear magnetic resonance (NMR) measurements were collected on each
phase synthesized using the spectrometers described in Table 3.1. The spinning speeds for the various
magic angle spinning (MAS) and static experiments are indicated in Table 3.2. 65Cu chemical shifts were
referenced to solid CuCl, which has a chemical shift of 0 ppm. 119Sn chemical shifts were referenced to
solid (C6H5)3Sn with a chemical shift of -121.1 ppm relative to the primary standard Sn(CH3)4 at 0 ppm.
Hahn-echo (π/2−τ−π−acq) pulse sequences were used for 65Cu spectra and one-pulse (direct polarization)
sequences were used for 119Sn measurements. The extra refocusing pulse on the Hahn-echo sequence did
not significantly improve the baseline for 119Sn measurements, allowing the simpler one-pulse sequence to
suffice. 119Sn spectra were fit using wSolids version 1.21.3 software [48]. 65Cu spectra were fit using dmfit
(version 201708228 software[109].
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Table 3.2: A summary of the NMR measurements collected at the University of Illinois. The Inst. column
refers to the instrument ID’s, as defined in Table 3.1. Rd refers to the recycle delay. T-90° refers to the 90°
pulse duration. The CuS used for reference was from Sigma Aldrich (> 99 % trace metals basis, -100 mesh).
The Cu4SnS4 sample
65Cu spectrum as created using the co-addition method [110, 108]. Four subspectra,
each consisting of 20000 scans roughly 85 kHz apart with a gap at 200478 Hz, were added together to get
the final spectrum. We did this to ensure that no parts of the spectrum were missed. The transmitter offsets
used in this series (for only this sample) were 115458.8, 285497.4, 370945.2, and 455987.4 Hz
Sample Nucleus Field Inst. Experiment # scans T-90° Rd
E-CZTS-B-slow 65Cu 7.0 T β static 56800 2 µs 1 s
MAS, 10 kHz 10800 2 µs 1 s
E-CZTS-B-200q 65Cu 7.0 T β static 57000 2 µs 1 s
E-CZTS-B-400q 65Cu 7.0 T β static 57000 2 µs 1 s
E-CZTS-A-slow 65Cu 7.0 T β MAS, 10 kHz 20000 2 µs 1 s
E-Cu2ZnSn3S8-slow
65Cu 7.0 T β MAS, 10 kHz 21000 2 µs 1 s
CuS 65Cu 7.0 T β static 57000 2 µs 1 s
B-Cu4SnS4-slow
65Cu 17.6 T α static 20000 2 µs 1 s
E-Cu2SnS3-tetragonal-slow
65Cu 17.6 T α static 21000 2 µs 1 s
E-Cu4Sn7S16-slow
65Cu 17.6 T α static 22000 2 µs 1 s
17.6 T α MAS, 9 kHz 10000 2 µs 1 s
17.6 T α MAS, 7 kHz 10000 2 µs 1 s
7.0 T β static 61000 2 µs 1 s
7.0 T β MAS, 10 kHz 16848 2 µs 1 s
E-Cu4Sn7S16-400q
65Cu 7.0 T β static 57000 2 µs 1 s
7.0 T β MAS, 10 kHz 25000 2 µs 1 s
B-Cu4SnS4-slow
119Sn 17.6 T α MAS, 7 kHz 268 4µs 60 s
B-Cu4SnS4-slow
119Sn 17.6 T α MAS, 3kHz 268 4µs 60 s
B-Cu4SnS4-slow
119Sn 17.6 T α static 360 4µs 60 s
E-Cu4Sn7S16-slow
119Sn 17.6 T α MAS, 10 kHz 400 4 µs 60 s
17.6 T α MAS, 7 kHz 392 4µs 60 s
B-SnS2
119Sn 7.0 T β MAS 10 kHz
E-Cu2SnS3-monoclinic-slow
119Sn 17.6 T α MAS, 10 kHz 336 4 µs 60 s
α MAS, 7 kHz 148 4 µs 60 s
E-Cu2ZnSnS4+2 at. % O
119Sn 17.6 T α MAS, 10 kHz 300 4 µs 60 s
E-Cu2ZnSnS4+7 at. % O
119Sn 17.6 T α MAS, 10 kHz 44 4 µs 60 s
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3.4 Results
The compositions of the samples actually synthesized (Figure 3.2) varied slightly from those of the initial
mixtures (Figure 3.1) likely due to the volatility of SnS and sulfur. Nonetheless, we were able to synthesize
samples containing Cu2ZnSnS4, monoclinic Cu2SnS3, tetragonal Cu2SnS3, Cu4SnS4, and Cu4Sn7S16 with
minimal to no secondary phases. All of our attempts to synthesize Cu2ZnSn3S8 were unsuccessful. Even
though the Cu3SnS4 phase was not specifically targeted by an individual sample, samples were synthesized
for which, if ordered Cu3SnS4 were stable, it should have formed. We never observed orthorhombic Cu3SnS4
but we observed tetragonal Cu2SnS3 in these samples. Consequently, our discussion of Cu3SnS4 is wrapped
into the discussion of Cu2SnS3. We also were unsuccessful in our Cu4Sn15S32 synthesis attempt, which is
described in our Cu4Sn7S16 discussion.
3.4.1 Cu2ZnSnS4
Cu2ZnSnS4 was synthesized successfully, as demonstrated by the Raman results (Figure 3.3). These samples
contained small amounts of CuS secondary phase (Figure 3.4) which acted as an internal standard for
the the solid-state NMR measurements (Figure 3.5). The CZTS phase contained two unique Cu sites, in
agreement with Choubrac et al[34]. Most notably, a significant structural change was observed between
samples quenched at 400 ◦C compared to samples quenched at 200 ◦C or slow-cooled. Previously, Scragg
et al. suggested that a second-order order-disorder transition occurs in kesterite materials with a critical
temperature of 260±10◦C based on Raman spectroscopy measurements on quenched samples. The changes
in their Raman spectra were subtle, with small variations in peak width (FWHM changes from 6 to 9 cm-1
with a 785 nm laser) and the ratio of the heights of the Raman peaks at 285 and 338 cm-1. The changes in
the 65Cu NMR spectra between 200 ◦C and 400 ◦C were dramatic, as shown in Figure 3.5. In the 400 ◦C-
quenched sample, both Cu sites were significantly broadened. This broadening is consistent with a more
disordered structure since that disorder would introduce a distribution of Cu sites around the two previously
defined well-ordered sites. The temperatures chosen for this quenching experiment clearly show that the
order-disorder transition occurs between 200 and 400 ◦C.
In Sample E-CZTS-B (slow), a few grains of the sample appeared to have inclusions of a secondary phase
that was not CuS or CZTS (Figure 3.6). The composition of this mystery phase was measured at two points
to be 37±3 at. % Cu, 0.9±0.6 at. % Sn, 12±4 at. % Zn and 49.9±0.1 at. % S. This would suggest an
approximately Cu3ZnS4 stoichiometry, which could make sense charge-wise if all the Cu and Zn were in the
+2 oxidation state. No evidence of this phase was observed using any other technique. We tried and failed
to synthesize this phase in isolation using only Cu, Zn, and S (Figure 3.7). This synthesis resulted in a
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Figure 3.2: This figure shows the EDS-measured composition of (left) CZTS samples in the Cu2S-SnS2-ZnS
pseudo-ternary section of the Cu-Zn-Sn-S phase diagram and (right) samples in the Cu-Sn-S phase space.
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Figure 3.3: The CZTS is characterized by modes near 338 cm-1 and 285 cm-1. The sample quenched at
400 ◦C had a slightly less intense peak at 285 cm-1 than the other samples. For samples with shorter 285 cm-1
peaks, their peaks near 338 cm-1 were also at slightly lower wavenumbers. The dotted blue line represents
a measurement taken from the sample quenched at 200 ◦C that showed more disorder (more similar to the
400 ◦C sample) than all other measurements on that sample. This measurement was likely an outlier and is
only included because incomplete ordering would be expected for samples near the critical temperature of
the transition.
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Figure 3.5: (a, b, and c) show the 65Cu spectra of CZTS samples that contained CuS inclusions. (e) shows
the portion of the spectra that comes from the CuS inclusions by isolating the spectra from CZTS and CuS.
(d) shows the spectra normalized by the height of the CuS inclusion portion of the spectrum. Since all three
samples came from the same batch, composition variations should be minimal.
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Figure 3.6: EDS measurements suggested that a Cu-Zn-S phase exists at the points marked by the arrows.
This mystery phase appeared as slightly darker sections within grains also containing Cu2ZnSnS4 (the lighter
phase). Subsequent attempts to isolate this phase were unsuccessful, suggesting that this is a metastable
region. Eight other measurements of other grains in this sample only showed Cu2ZnSnS4. The dark grains
are residual quartz from the ampoule.
mixture of CuS and ZnS. It is unlikely that the Sn in sample E-CZTS-slow would have changed the result
because no Cu3ZnS4 phase has been reported before despite the number of Sn-deficient samples that have
been synthesized in the effort to make improved Cu2ZnSnS4. Consequently, we believe that the apparent
Cu3ZnS4 was metastable.
3.4.2 Cu2ZnSn3S8
Despite multiple attempts, we could not synthesize Cu2ZnSn3S8 (Figure 3.8). All of these samples ended
up a mixture of Cu2ZnSnS4, Cu4Sn7S16, and SnS2 and there was no evidence of Cu2ZnSn3S8, which was
described in Olekseyuk et al. [118]. No unidentifiable peaks were present in our spectra. Olekseyuk may
have mistaken Cu4Sn7S16 peaks for a new phase because Cu4Sn7S16’s diffraction pattern resembles that of
thiospinel phases [53]. Olekseyuk et al. reported that Cu2ZnSn3S8 was a thiospinel phase and reported
lattice parameters close to those of Cu2ZnSnS4 despite the presence of additional atoms in the structure.
Olekseyuk et al.’s phase diagrams were collected at 400 ◦C so, if Cu2ZnSn3S8 were stable, it should be
present in the sample quenched at 345 ◦C after a long 400 ◦C anneal. The nature of the precursors (binary
versus elemental) did not make a difference in our results, making it less likely that a kinetic barrier was
preventing Cu2ZnSn3S8 formation. A broader summary of our synthesis results and DSC experiments that
also did not find evidence of Cu2ZnSn3S8 may be found in Pogue et al.[125](Chapter 4). The
65Cu NMR
spectra (Figure 3.9) consisted of superimposed Cu4Sn7S16 and Cu2ZnSnS4 spectra.
119Sn spectra showed
Cu4Sn7S16, SnS2, and Cu2ZnSnS4. Consequently, we are confident that Cu2ZnSn3S8 is not present or stable.
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Figure 3.7: Attempts to isolate the apparent Cu3ZnS4 phase were unsuccessful and resulted in a mixture of
CuS and ZnS.
Figure 3.8: No unique lines that could not be explained by Cu2ZnSnS4, SnS2, or small amounts of Cu4Sn7S16
were observed in any of our Cu2ZnSn3S8 synthesis attempts. Coexistence of SnS2 and Cu4Sn7S16 is suggested
by the slight asymmetry of the peak near 14.9° and is also demonstrated by the NMR spectra.
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Figure 3.9: Three distinct peaks were observed in the 65Cu NMR spectra for the samples with an overall
”Cu2ZnSn3S8” composition. The locations of these peaks corresponded to the locations of peaks in the
Cu2ZnSnS4 and Cu4Sn7S16 spectra. This is consistent with the XRD results that indicated that this sample
contained a mixture of Cu2ZnSnS4 and Cu4Sn7S16, with no unique Cu2ZnSn3S8 phase present.
3.4.3 Cu2SnS3 and Cu3SnS4
A more expansive discussion of the Cu2SnS3 NMR, Raman, and XRD results is shown in Pogue et al. [124]
(Section 5.6). In brief, the stable Cu2SnS3 polymorph at or below 200
◦C is determined by the Cu/Sn ratio.
When the Cu/Sn ratio > 2, the tetragonal polymorph is stabilized. When the Cu/Sn ratio is ≤ 2, the
monoclinic polymorph is stabilized. Adding excess Sn to the monoclinic phase increases the concentration
of SnCu + VCu complexes which should degrade performance. The tetragonal phase is stabilized at 400
◦C
regardless of composition. At still higher temperatures, the cubic phase is stabilized. The 119Sn spectra for
monoclinic Cu2SnS3 are shown in Figure 3.10 and have been fitted using the parameters listed in Table 3.3.
The 65Cu spectrum for tetragonal Cu2SnS3 is shown in Figure 3.11. This can be fitted using the parameters
listed in Table 3.4, as demonstrated in Section 5.6.
At no point was orthorhombic Cu3SnS4 synthesized even though the tetragonal Cu2SnS3 samples had
compositions along the line between Cu3SnS4 and Cu2SnS3. The completely ordered orthorhombic Cu3SnS4
phase consists of exclusively S-Cu3Sn tetrahedra [47]. The attempts at synthesizing Cu4SnS4 using the
elemental precursors resulted in a mixture of CuS and tetragonal Cu2SnS3, suggesting that orthorhombic
Cu3SnS4 is not an intermediate phase. Nonetheless, ordered orthorhombic Cu3SnS4 seems stable at relatively
high temperatures (520 ◦C) in thin films[52]. In this report, the grain size was 229 nm[52]. Additional reports
of Cu3SnS4 occurred in nanograined or nanocrystalline material. Liu et al. synthesized ordered orthorhombic
Cu3SnS4 nanoplatelets [104]. Dzhagan et al. also synthesized ordered orthorhombic Cu3SnS4 nanocrystals.
Chalapathi et al.’s ordered orthorhombic Cu3SnS4 thin films also had nano-sized grains (32 nm)[25].
Since most of these reports involve very small grains or crystallites, surfaces may play a major role in
allowing the material to order. Since the tetragonal Cu2SnS3 phase accommodates Cu by changing the ratio
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Figure 3.10: A comparison of the 119Sn NMR spectra and coordination of Cu4SnS4, Cu2ZnSnS4, monoclinic
Cu2SnS3, Cu4Sn7S16 and SnS2.
40
3 0 0 0 2 5 0 0 2 0 0 0 1 5 0 0 1 0 0 0 5 0 0 0 - 5 0 0








C u  c o i l  s i g n a l
2 3 2 7 . 2  p p m
0 . 4 9 5 4  M H z
C u 4 S n S 4
0 . 6 0 . 5 0 . 4 0 . 3 0 . 2 0 . 1 0 . 0 - 0 . 1
S h i f t  ( p p m )
t e t r a g o n a l  C u 2 S n S 3 1 7 . 6  T
Figure 3.11: Unexpectedly, the 65Cu spectra for Cu4SnS4 was disordered like that of the tetragonal Cu2SnS3
phase. Attempts to find a signal at different chemical shifts were unsuccessful, suggesting that the small
peak is, indeed, from the Cu4SnS4 phase. The broadening of this signal is unexpected since all three Cu
sites based on XRD should be well-defined.
of S-Cu3Sn to S-Cu2Sn2 tetrahedra and point defects involving excess Cu have high energies [124, 173, 172]
(Section 5.6), it is likely that moving Cu through this tetragonal phase bulk is difficult. Larger regions
of material would need to change collectively because CuSn point defects are restricted by the structure
(S-Cu3Sn and S-Cu2Sn2 are the energetically-favored sulfur tetrahedra). Limitations on Cu transport in the
bulk tetragonal phase may present a kinetic barrier to the formation of the ordered Cu3SnS4 phase if surfaces
are not present. Most geologic references to Cu3SnS4 refer to the tetragonal form of it[92], which gives a
diffraction pattern similar to that of tetragonal Cu2SnS3 (same F-42m space group) with differences only in
the cation site occupancies. Geological references to petrukite (orthorhombic, (Cu, Fe, Zn,Ag)3(Sn, In)S4)
tend to include species other than Cu, Sn, and S and Kissin et al. suggested that In substitution is needed to
stabilize the structure[90]. A In/Sn ratio of 0.06 is sufficient to stabilize petrukite [90]. If growth chambers
previously used for growing CuInSe2 films were then used to grow Cu3SnS4 or Cu2SnS3, there may be enough
In to stabilize this orthorhombic phase. This process may account for the observations of an orthorhombic
Cu2SnS3 phase in thin films that were not nano-grained.
Guan et al. predicted that a Cu5Sn2S7 phase of the C2 space group is stable[65]. We do not see evidence
of an ordered phase with this composition at temperatures at or above room-temperature. If this phase
were to form, it would be at midpoint of the line from Cu2SnS3 to Cu3SnS4, which is where we observe
the disordered tetragonal phase exclusively. If cations in this Cu5Sn2S7 phase were disordered, it would
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Figure 3.12: The orthorhombic Cu4SnS4 phase only formed from binary precursors. Consequently, either
this phase is metastable or there exists strong barriers to its formation from elemental precursors. Cu4SnS4
readily forms from binary precursors.
become the tetragonal phase[66] with I-42m symmetry. The related Cu5Sn2Se7 phase has a C2 space group
at room-temperature and disorders to become tetragonal (I-42m) at 527 ◦C [51]. Assuming that Guan et
al.’s calculations are correct, the disordering temperature for the tetragonal sulfide phase must be below
room-temperature.
3.4.4 Cu4SnS4
We were not able to synthesize Cu4SnS4 using elemental precursors, as shown in Figure 3.12. Elemental
precursors yielded a mixture of tetragonal Cu2SnS3 and CuS. We successfully formed Cu4SnS4 when we
started with binary sulfide precursors (Cu31S16 and SnS2). The composition of one of these samples was
42.7±1.7 at. % Cu, 12.4±0.7 at. % Sn, and 44.8±1.0 at. % S. Under these conditions, Cu4SnS4 formed even
in 20 ◦C/min DSC experiments (Figure 3.13). After the first DSC ramp, no subsequent reactions are apparent
(Figure 3.14). Wu et al. also reported that Cu4SnS4 was difficult to form using elemental precursors [167].
To do this, 60-day heat treatments at 500 ◦C were insufficient and 120-day heat treatments with intermediate
grinding were required. Since Cu4SnS4 eventually formed, Cu4SnS4 is the stable equilibrium phase. However,
Cu4SnS4 becomes irrelevant for synthesis processes where phases are formed from elemental precursors. A
kinetic barrier limits the formation of Cu4SnS4 from elemental precursors that is not present for the other
ternary compounds in the system. Samples become stuck in the CuS and tetragonal Cu2SnS3 phases.
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Figure 3.13: The DSC samples formed Cu4SnS4 even for 20
◦C /min scanning rates. The DSC sample XRD
patterns appear textured because of the process used to obtain the patterns. This was unavoidable due to
the small amount of material in each sample.
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Figure 3.14: The reactions were fully completed by the end of the first temperature ramp (second ramp is
in the inset). Reactions began above 300 ◦C.
43
It is likely that the 2 h anneal of the elemental precursors at 250 ◦C was too short to form Cu2-xS and
SnS2. Black specs of a copper sulfide were observed in the sample room-temperature a few hours after the
samples were mixed. We observed, in reactions aiming at Cu2ZnSn3S8, that SnS2 was never visible in the
in-situ diffraction pattern but SnS was. Sulfur melts around 115 ◦C, which should distribute it around the
sample well. The rejected S from the SnS would increase the S concentration around Cu, prompting CuS
rather than Cu2-xS to form. The Sn was incorporated into tetragonal Cu2SnS3. A mixture of CuS and
tetragonal Cu2SnS3 formed.
The kinetic barrier to Cu4SnS4 may be related to the relative inability of Cu2SnS3 to accommodate
excess Cu (CuSn δHF > 2.7eV ) and Sn vacancies (δHF > 4.5eV )[10]. This would limit the transport of
Cu through the Cu2SnS3 that quickly forms. Even though the defect formation energy calculations cited
here were done for the monoclinic phase and it has been predicted and shown that longer-range disorder can
accommodate some excess Cu[124, 172](Section 5.6), the extent that this can happen is limited. Cu3SnS4
and both Cu2SnS3 phases are sphalerite derivatives with tetrahedrally-coordinated sulfur atoms.
Formation from SnS2 and Cu2-xS, however, allows for easier cation transport. The first clue to this is the
variety of Cu2-xS phases (where x< 0.2), which accommodate some Cu in the +2 oxidation state (a state
also relatively stable for Sn). According to Piskach et al., there is a measurable and larger solubility of SnS2
in Cu2S compared to Cu2S in SnS2 at 497
◦C [123]. This would suggest that the presence of Cu2− xS is
important for the diffusion of species to the reaction site to occur. Previous reports of Cu4SnS4 suggest that
it has a narrow solubility range, making reactant diffusion through that phase more difficult. The Cu2-x
phases may facilitate Sn diffusion better than CuS because XPS has shown that Cu in CuS remains in the
+1 oxidation state due to S-S bonds.
The reactions to form Cu4SnS4 from binary precursors are exothermic and begin above 300
◦C (Fig-
ure 3.14). The energy associated with these reactions exhibited considerable variability. Nonetheless, some
generalities can be described. The beginning of the first reaction, which is exothermic, is poorly defined but
seems to occur somewhere between 300 and 330 ◦C. A rapid exothermic reaction then occurs between 365
and 390 ◦C. This reaction is completed over a 10 ◦C window. In one of our DSC scans, this was followed
by two subsequent small exothermic reactions that were not apparent in the other scan. A final broad
exothermic reaction began around 490 ◦C and seemed consistently present.
Based on the XRD-reported structure of Cu4SnS4, there is a single tetrahedrally-coordinated Sn site and
3 unique Cu sites. Two of these Cu sites (Cu1 (8d, 1), Cu2 (4c, m) are tetrahedrally coordinated by S and
the third Cu site (Cu3, 4c, m) is surrounded by 3 sulfur atoms in more of a trigonal planar configuration.
All sites have full occupancy. A single Sn site was clearly observed in Figure 3.15 and easily modeled with
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Figure 3.15: All three Cu4SnS4
119Sn spectra could be fit following Table 3.3
the parameters listed in Table 3.3. Unfortunately, there appears to be significant disorder around Cu sites
in Cu4SnS4 and fitting of this spectrum proved impossible. The
65Cu showed at least as much disorder as
was observed in the tetragonal Cu2SnS3 phase. Because the trigonal planar configuration of the Cu3 site
allows for large electric field gradients perpendicular to that plane, it is likely that the quadrupolar coupling
constant for this site is too large for this site to be observable. The tetrahedral and longitudinal shear
strains of the Cu2 site are significantly larger than those of the monoclinic Cu2SnS3 phase. Based on ICDD
PDF # 00-027-0196 and Jaulmes et al. [77] for Cu4SnS4, the longitudinal strain for this site was 0.26 for
Cu4SnS4 versus 0.13 for the wide monoclinic Cu2SnS3 site and tetrahedral shear strain was 0.68 versus 0.37
for the wide monoclinic Cu2SnS3. The quadrupolar coupling constant tends to scale with tetrahedral shear
strain[59]. Therefore, this site is likely also too wide to observe, although one lobe from its signal may be
contributing to the measured signal. The remaining Cu site should have a smaller quadrupolar coupling
constant because it has a smaller shear tetrahedral shear strain (0.23, relatively comparable to that of the
narrow Cu site in monoclinic Cu2SnS3, 0.22) and is likely the one shown in the spectrum. This site seems
relatively disordered since clear features were not apparent in the 65Cu spectrum. It is unclear why the
119Sn spectrum appeared so ordered while there was considerable disorder in the 65Cu spectrum. Since Sn
is more massive than Cu, it should be more sensitive to atoms a larger distance away. Nonetheless, since the
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Figure 3.16: The orthorhombic Cu4SnS4 had a single Raman peak at 320 cm
-1 using a 532 nm laser.
Table 3.3: The 119Sn chemical shift parameters. *At minimum, δaniso in Cu2ZnSnS4 was 32 ppm but it
could become negative, exceeding -90 ppm in more disordered material[126](Chapter 6).
Compound Site δiso (ppm) δaniso (ppm) ηδ coordination
Cu4SnS4 (only) -213.8±0.9 -40±1 0.18±0.1 tetrahedral
monoclinic Cu2SnS3 (only) −222.5±0.5 -276±5 0.48±0.05 tetrahedral
Cu4Sn7S16 Sn1 -799±2 85±10 0.5±0.2 octahedral
Sn2 -810±2 120±10 0±0.1 octahedral
SnS2 (only) −764.8± 1 too narrow too narrow octahedral
Cu2ZnSnS4 (only) −123± 2 32* 0.38± 0.1 tetrahedral
SnO2[126] (only) -603±3 -125±15 too narrow octahedral
second coordination sphere of Sn consists only of Cu whereas a mixture of Cu and Sn compose the second
coordination sphere of Cu, disorder in the cation sublattice disproportionately broadens the Cu spectra.
One should note that the Cu metal signal from the NMR probe coil (i.e., background signal) shows up in
65Cu spectra at 2327.2 ppm.
A Raman spectrum showing a single mode at 320 cm-1 was observed in the Cu4SnS4 sample (Figure 3.16).
None of the Cu2SnS3 phases nor CuS have modes that could be confused with this peak so it must correspond
to Cu4SnS4.
3.4.5 Cu4Sn7S16
We successfully synthesized samples containing mostly Cu4Sn7S16, as shown in Figure 3.17. These experi-
ments confirmed that Cu4Sn15S32 is not a stable equibrium phase. A unique Cu4Sn15S32 phase was reported
Table 3.4: The 65Cu chemical shift and quadrupolar parameters. The Cu2ZnSnS4 parameters we measured
agreed well with those of Choubrac et al. [34]. The ηQ and ηδ were set to zero because of the symmetry of
the sites for Cu4Sn7S16 and CZTS. See Pogue et al. for the Cu2SnS3 Euler angles[124](Section 5.6).
Compound Site δiso (ppm) δaniso CQ (MHz) ηδ ηQ
monoclinic Cu2SnS3[124] Cu1 860± 10 -180±40 18.8± 0.2 0.6± 0.2 0.3± 0.1
Cu2 860± 10 150±50 11.3± 0.1 0.9± 0.3 0.15± 0.1
Cu4Sn7S16 Cu1 652±10 -105±10 0.5±0.2 0 0
Cu2 not visible – too large – –
Cu3 603±10 -15±10 2± 0.3 0 0
Cu2ZnSnS4 Cu1 784± 10 110±20 6.3±0.2 0 0
Cu2 803± 10 -270±20 1.5±0.1 0 0
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Figure 3.17: The sample synthesized to be ”Cu4Sn15S32” from binary precursors ended up consisting of
Cu4Sn7S16 and SnS2. This suggests that there is no stable separate Cu4Sn15S32 phase. There were no
significant differences from the mostly Cu4Sn7S16 sample. Minor peaks from monoclinic Cu2SnS3 inclusions
in the Cu4Sn7S16 were not present in the ”Cu4Sn15S32” sample.
by Jaulmes et al. but has not been reproduced[76]. Others have calculated that it is not stable[9]. Our
attempt at synthesizing Cu4Sn15S32 yielded a mix of Cu4Sn7S16 and SnS2. The NMR experiments were
performed on the samples that also contained small amounts of monoclinic Cu2SnS3. The NMR spectra
from the monoclinic Cu2SnS3 phase were visible in the background beneath the Cu4Sn7S16 NMR spectra.
No significant change in the X-ray diffraction pattern peak positions was observed between SnS2-rich and
Cu2SnS3-rich Cu4Sn7S16.
Cu2Sn4S9, Cu2Sn3S7, Cu2Sn3.5S8, Cu2Sn3.75S8, Cu2Sn3.34S7.68 and Cu4Sn7S16 have all been separately
reported although the diffraction patterns of these phases seem indistinguishable. Fiechter et al. noted that
the Cu2Sn3S7 phase is not a line compound and has a notable stability range. Consequently, they described
the phase near all of these compositions as Cu2Sn3+xS7+2x where x can range from 0 to 1. Our experiments,
too, showed that only one phase exists in this region. Of these reported phases, only Cu4Sn7S16 has a reported
structure and a space group that indexes all diffraction lines. This phase corresponds to Cu2Sn3+xS7+2x with
x=0.5. Consequently, the structure reported for Cu4Sn7S16 was applied in subsequent analysis[32]. For at
least the slow-cooled samples, the stability range of Cu4Sn7S16 did not span the full Cu2Sn3+xS7+2x range.
The EDS-measured composition of the Cu4Sn7S16 phase at the Cu4Sn7S16-monoclinic Cu2SnS3 boundary
was 14.5±0.3 at. % Cu, 26.8±0.2 at. % Sn, and 58.8±0.2 at. % S, which is more SnS2-rich than Cu3Sn3S7.
This narrowing agrees with Fiechter et al., although our results suggest that the composition of the relevant
stable phase is centered about Cu4Sn7S16 rather than Cu2Sn3S7[53].
In an attempt to clarify whether Raman peaks attributed to Cu4Sn7S16 or Cu2Sn3S7 are actually from
these phases, we measured the Raman spectra of our samples. No unique peaks that increased in intensity
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Figure 3.18: No Raman peaks could be definitively attributed to Cu4Sn7S16. NMR 8 and NMR21 were slow-
cooled Cu4Sn7S16 samples and NMR 22 (200
◦C) and 23 (345 ◦C) were the quenched Cu4Sn7S16 samples.
Monoclinic Cu2SnS3 (290 and 350 cm
-1) was apparent in all of these samples. At two points in NMR-8,
there was a strong peak at 307 cm-1 but, since this peak was not observed in other samples where Cu4Sn7S16
was definitely the dominant phase, attribution of this peak to Cu4Sn7S16 is not supported.
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Figure 3.19: 119Sn NMR spectra of Cu4Sn7S16. Two very similar major Sn sites were observed in this
sample. A small defect peak near -765 ppm was also observed.
away from the major monoclinic Cu2SnS3 peaks were identified, suggesting that Cu4Sn7S16 is not Raman-
active. Berg et al. suggested that Cu2Sn3S7 has a peak near 314-316 cm
-1 [17]. They were able to find
regions in which this peak was comparable in intensity to the Cu2SnS3 peaks. These regions were Sn-rich
regions (Cu/Sn=0.9±0.4 by EDS). We can conclusively say that Cu4Sn7S16 was not responsible for this
peak because such a peak was not dominant in our spectra from mostly Cu4Sn7S16 samples. Cu4Sn7S16
does not have any distinct Raman modes visible with a 532 nm excitation (Figure 3.18). In these spectra,
peaks associated with monoclinic Cu2SnS3 dominated though the relative height of the two main peaks
varied. A more likely explanation of the 314-316 cm-1 peak involves SnS2 (310-317 cm
-1 depending on
particle size)[168]. For these reasons, Raman spectroscopy is not reliable for identifying Cu4Sn7S16 but
X-ray diffraction is effective.
119Sn (Figure 3.19) and 65Cu (Figure 3.20) NMR spectra were useful for confirming the structure of
Cu4Sn7S16 from X-ray diffraction. The traces of monoclinic Cu2SnS3 were apparent in both spectra since
the monoclinic Cu2SnS3 pattern was visible in the baseline of both scans. The Cu4Sn7S16 spectrum can
then be isolated since we can already model monoclinic Cu2SnS3. It has been inferred from X-ray diffraction
that Cu4Sn7S16has a rhombohedral, R-3m structure with three Cu sites (Cu1=6c, 3m, Cu2=6c, 3m, and
Cu3=3a, -3m) and two Sn sites (Sn1=3b, -3m and Sn2=18h, m) [32]. Of the three Cu sites, the Cu1 site
is only half occupied[32]. All other sites have full occupancy [32]. The 119Sn spectra could easily be fit
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Figure 3.20: Two main sites are observable in these Cu4Sn7S16
65Cu spectra. The quadrupolar constants
for these sites are very small since the sites are narrow and do not significantly narrow further at 17.6 T.
using two Sn sites at -799 ppm and -810 ppm (Figure 3.19 and Table 3.3), in agreement with the diffraction
data. High-field (17.6 T) measurements were required for resolving the two sites. Nonetheless, the 7.0 T
measurement was still useful for discerning a small peak near -765 ppm and confirming that additional peaks
were merely sidebands. The -765 ppm peak is likely due to SnS2 inclusions rather than defect complexes
(see Figure 3.10). In the XRD-derived structures, both Sn sites are octahedrally coordinated by sulfur and
differ primarily in their second coordination sphere. The 6 Cu sites in the second coordination sphere of
the Sn1 site are all Cu1 sites, so they are only half occupied. Of the 7 Cu sites in the second coordination
sphere of the Sn2 site, only 3 are Cu1 sites and, therefore, half occupied. The variability of these chemical
environments would tend to broaden the spectra from each site but does not give enough information for
attributing the site spectra to specific lattice sites. To attribute a given site’s spectrum to to a specific lattice
site, the symmetry of the lattice sites must be considered. Since sites with axial symmetry have ηδ = 0 and
the Sn1 site has axial symmetry, the site with δiso = −810 ppm references this Sn1 site. By process of
elimination, the site with δiso = −799 ppm references the Sn2 site.
There were apparently two sites visible in the 65Cu spectra (Figure 3.20 and Table 3.4). The Cu2
site inferred from XRD is likely not visible in the spectrum because it is in practically a trigonal planar
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Figure 3.21: Samples approaching the Cu4Sn7S16 composition (these were closer to Cu2Sn4S9) did not
begin reacting until at least 375 ◦C. The reaction began exothermically in two segments in close succession.
Following these two reactions, at least one other reaction occurred but, because of changes in heat capacity
and sample variations, it was unclear whether this was exothermic or endothermic.
configuration with bond angles of 119.6° and 93.55°. This symmetry allows electric field gradients to easily
develop in the direction of the pyramid because the coordination is so distorted from an ideal tetrahedron.
Large local electric field gradients would significantly broaden the site’s NMR spectrum, making it difficult
to detect compared to the other sites. The other two sites are less distorted. Conveniently, all 65Cu sites
have axial symmetry based on the XRD-derived structure so ηQ, ηδ, and the Euler angles are all 0. The
remaining variables then are only δiso, δaniso, CQ, and the linebroadening. The peak near 603 ppm is
likely the Cu3 site, which is octahedrally-coordinated, because the site should be fully occupied (in contrast
to the Cu1 site) and because there are more S atoms surrounding the Cu compared to the half-occupied
tetrahedrally-coordinated Cu1 site, likely shielding the nucleus better. The smaller, less shielded peak near
552 ppm is likely the tetrahedrally-coordinated, half-occupied Cu1 site. The lower height of this peak is
consistent with this site being only partially occupied in the crystal structure.
The reactions to form Cu4Sn7S16 began above 375
◦C in the DSC curves and seemed exothermic (Fig-
ure 3.21). This occurred in at least two steps. Closer to 600 ◦C, a final exothermic transformation may take
place but the energy associated with this is not readily reproducible.
3.5 Discussion
In light of these results and reports of a Cu4SnS6 phase, the stable ternary phases in the Cu-Sn-S system
include monoclinic Cu2SnS3, Cu4Sn7S16, a tetragonal phase with a stability range between that of Cu2SnS3
and Cu3SnS4, and Cu4SnS4 at low temperatures at or below 200
◦C. A revised Cu-Sn-S phase diagram
reflecting these phases and the EDS-measured compositions of our samples is shown in Figure 3.22. The
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Figure 3.22: The revised Cu-Sn-S phase diagram applicable for slow-cooled samples at room-temperature.
The EDS-measured compositions from samples are the tiny colored symbols. The bounds of the tetragonal
(tet) Cu2+xSnS3+x phase are approximated in this diagram. The composition of this phase at this tem-
perature did not extend to include either the Cu3SnS4 or Cu2SnS3 compositions but was located between
these two compositions. The orthorhombic Cu3SnS4 is not stable at these temperatures because additional
elements (eg. In) are required to stabilize it in bulk form.
stability ranges of the phases were approximated using the EDS-measured compositions of the slow-cooled
samples. When multiple phases were present in a sample, the phase boundaries were approximated by
determining the composition at which measurements stopped clustering together.
Although we did not investigate this phase and did not find evidence of it in our samples, Cu4SnS6,
known as Erazoite, is a known stable high-temperature metallic phase in this system. It was not listed in
Olekseyuk et al.’s phase diagram but is reportedly stable between 265 and 537 ◦C [31]. It has been observed
in in-situ Cu2ZnSnS4 reactions[137]. The structure of Cu4SnS6 is related to that of CuS[31] with a S-S bond.
Therefore, the phase diagram changes slightly at higher temperatures around 400 ◦C. At these tempera-
tures, the stable phases are Cu4SnS6, Cu2Sn3+xS7+2x (with the structure of Cu4Sn7S16), a tetragonal phase
with a stability range between that of Cu2SnS3 and Cu3SnS4 that now extends to encompass the stability
range of monoclinic Cu2SnS3, and Cu4SnS4. The exact extent of the Cu2Sn3+xS7+2x stability range is not
well-defined at these temperatures. The stability range is wider than that at room-temperature though,
based on Fiechter et al.[53]. A revised phase diagram at 400 ◦C is shown in Figure 3.23. In the Cu2S-SnS2-
ZnS phase diagram, Cu2ZnSnS4 is the only stable quaternary phase. Cu2ZnSn3S8 is not stable, as shown on
the revised phase diagram in Figure 3.1. Even though Boero et al. observed a Cu2-2xZn6+3xSn1-xS8 phase, it
is likely that this phase was metastable[18] or stable only at high temperatures close to 800 ◦C. Boero et al.
reports that Cu2-2xZn6+3xSn1-xS8 decomposes at temperatures above 790
◦C but also reports that this phase
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Figure 3.23: The revised Cu-Sn-S phase diagram applicable at 400 ◦C. The stability ranges of phases are only
approximate. The monoclinic Cu2SnS3 phase is destabilized at this temperature and the tetragonal phase
field expands to include the Cu3SnS4 and Cu2SnS3 phases. Cu4SnS6 is also stable at these temperatures.
The orthorhombic Cu3SnS4 is not stable at these temperatures because additional elements (eg. In) are
required to stabilize it in bulk form. The small dots are the Cu4SnS6, Cu4Sn7S16, Cu2SnS3, and Cu3SnS4
compositions.
was not detected in samples synthesized at temperatures up to 800 ◦C. It was observed in samples heat
treated from 940 ◦C to 1050 ◦C and quenched. A wide range of groups have found Cu2ZnSnS4 coexisting
with ZnS[16]. Because this Cu2-2xZn6+3xSn1-xS8 phase exists along the line between ZnS and Cu2ZnSnS4,
the stable coexistence of ZnS and Cu2ZnSnS4 would be impossible if Cu2-2xZn6+3xSn1-xS8 is stable.
Our investigation of a wide variety of 119Sn coordination environments allowed us to identify a rule
governing the relationship between isotropic chemical shift and Sn coordination. This rule applies for Sn4+
species with a first coordination sphere composed of atoms and molecules found above the third row of the
periodic table. Figure 3.24 shows the isotropic chemical shift for a variety of Sn species. The isotropic
chemical shifts of tetrahedrally-coordinated Sn4+ species were between -300 ppm and 400 ppm and those
of octahedrally-coordinated Sn4+ species were between -500 and -900 ppm. SnBr4 has a chemical shift of
-638 ppm, demonstrating that this trend does not extend to coordinations with species lower on the periodic
table but it does extend to sulfides, oxides, chlorides, and other smaller species [21].
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Figure 3.24: Isotropic chemical shifts for a variety of Sn4+ species. The isotropic shifts from Sn(IV) chloride
solutions are from Taylor and Coddington [150]. The isotropic shifts from Cu4SnS4, Cu2SnS3, Cu4Sn7S16,
SnS2, SnO2, and Cu2ZnSnS4 are found in this work. The remaining isotropic shifts are from Burke and
Lauterbur [21].
3.6 Conclusions
We revised the phase diagrams of the Cu-Sn-S and Cu2S-ZnS-SnS2 systems and investigated the structures
of the stable phases. Most stable phases lie along the line between Cu2S and SnS2. There were few changes
in stability between room-temperature and 200 ◦C but notable changes closer to 400 ◦C. At all temperatures
measured, Cu2ZnSnS4, Cu4SnS4, and Cu4Sn7S16 were stable. There are kinetic barriers to the formation of
Cu4SnS4 from elemental precursors which may relate to barriers to Cu transport the tetragonal Cu2SnS3 that
quickly forms. Cu4SnS4 readily forms from binary precursors. Cu4Sn7S16 is not strictly a line compound at
elevated temperatures and has a finite stability range of Cu2-2xZn6+3xSn1-xS8 where x ranges from 0 to 1,
accounting for various literature reports of the composition of this phase. Closer to room temperature, the
stability range of Cu4Sn7S16 narrows considerably but remains centered around Cu4Sn7S16. At and below
200 ◦C, the monoclinic Cu2SnS3 phase is stable. Above 200
◦C, both the Cu2ZnSnS4 and monoclinic Cu2SnS3
phases begin to disorder, with the monoclinic Cu2SnS3 phase turning into the tetragonal Cu2SnS3 phase.
The stability range of tetragonal Cu2SnS3 extends to include Cu3SnS4 compositions. Despite the reports
of a stable orthorhombic Cu3SnS4 phase, we did not see evidence of this phase. A careful examination of
geology literature suggests that the orthorhombic Cu3SnS4 may be stablized by small amounts of In, which
may be present in growth chambers that had been used to grow Cu(InGa)Se2 in the past.
The 119Sn isotropic chemical shift can be used to identify whether Sn4+ is tetrahedrally or octahedrally
coordination. This trend applies when the first coordination sphere is occupied by atoms in the third row
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I designed and performed all DSC experiments, synthesized the bulk samples, and collected the Raman
and bulk XRD experiments. I also did the data analysis and wrote the paper, with guidance from Angus
Rockett. Melissa Goetter did an XRD measurement on a DSC sample.
4.1 Abstract
This work demonstrates that Cu2ZnSnS4-SnS2 phase boundaries are remarkably stable and that Cu2ZnSn3S8
does not form under a wide variety of conditions. Thus, it is unlikely that this phase would be present
in Cu2ZnSnS4-based photovoltaic devices. Cu4Sn7S16, however, seems stable with respect to SnS2 and
Cu2ZnSnS4 and merits further study.
4.2 Introduction
In Chapter 3, I discussed the many stable phases in the Cu-Zn-Sn-S system that might be present in
Cu2ZnSnS4 devices as secondary phases. I only briefly discussed the Cu2ZnSn3S8 because I found it to be
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unstable. This chapter summarizes my attempts to synthesize this phase in more detail than was found in the
previous chapter. As was noted in Chapter 3, Olekseyuk et al. reported the existence of a Cu2ZnSn3S8 phase
along the line between Cu2ZnSnS4 and SnS2 in their investigations of the Cu2S-ZnS-SnS2 phase diagram, al-
though no details were published. They reported lattice parameters (tetragonal structure, a=5.435(1)A and
c=10.825(6)A) similar to those of the CZTS phase (tetragonal structure, a=5.428A and c=10.864A, PDF#
04-015-0223) [118]. Their reported lattice parameters were significantly different from those of other com-
pounds with the thiospinel structure like Cu2FeSn3S8 (rhodostannite, a=7.305(2)
A, c=10.330(5)A) [81]),
and Cu2CdSn3S8 (a=7.308 27(4)
A, c=10.4152(9)A) [35]. It is possible that indexing mistakes might account
for the difference, although density functional theory calculations by Shang suggest that Cu2ZnSn3S8 has
lattice parameters closer to those of the other thiospinel compounds and a diffraction pattern distinguishable
from CZTS [141]. There have been no other conclusive observations of Cu2ZnSn3S8, although Caballero et al.
had observed a diffraction peak ≈ 2θ =14.75° that could be attributed to either Cu4Sn7S16 or Cu2ZnSn3S8
[23]. Berg et al. attempted to electrodeposit and evaporate Cu2ZnSn3S8 films without success, although
their anneals were only 2-4 h [16]. Subsequent peaks in that diffraction pattern were similarly consistent
with both phases. Despite this lack of observations, this phase has been invoked to explain a range of ma-
terial properties such as small grain sizes in Sn-rich CZTS and CZTS band gap variations with composition
[138, 106]. This composition region is relevant to many crystal growth methods during the initial stages of
growth [138].
In the study reported here, x-ray diffraction (XRD), Raman spectroscopy, and differential scanning
calorimetry (DSC) were used to determine whether Cu2ZnSn3S8 forms under a wide variety of conditions
using several different precursors and routes. This phase does not appear to form.
4.3 Materials Synthesis
For quartz ampoule synthesis method ’A’, copper powder (Alfa Aesar, -100 mesh, 99.999 % (metals basis)),
ZnS powder (Sigma Aldrich, 10 m, 99.999 % (metals basis)), tin powder (Alfa Aesar, -100 mesh, 99.995 %
(metals basis)) and sulfur pieces (Alfa Aesar, Puratronic grade, 99.9995 % (metals basis)) were mixed using
a mortar and pestle inside an Ar filled glove box and placed in a quartz ampoule. The ampoules were then
sealed using a propane torch under a total pressure of < 60 mTorr. Two different heat treatments were used.
For A1q, the sample was heated to 250 ◦C at a rate of 50 ◦C/h and held for 2 hours in order to initially react
the sulfur powder. After this, the sample was brought to 450 ◦C at a rate of 50 ◦C/h and held for 300 h in
order to complete the reaction. The sample was then cooled to 200 C at a rate of 50 ◦C/h and held for 3
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Figure 4.1: Synthesized samples had compositions within Olekseyuk et al.’s region of Cu2ZnSn3S8 stability
[118]. A1q denotes quartz ampoule synthesis using method A and heat treatment 1. A2q denotes quartz
ampoule synthesis using method A and heat treatment 2. Bq denotes quartz ampoule synthesis using the
precursors of method B. bDSC denotes a DSC sample that was created using material from method B.
hours in order to mimic typical sulfurization anneals. The sample was cooled to room temperature at the
same 50 ◦C/h rate and removed from the ampoule. To homogenize the sample and determine if SnS2 and
CZTS would further react, the sample was crushed, mixed, and pressed into a pellet using a 1 metric ton
press in an Ar-filled glove box. The sample was then sealed in a quartz ampoule and annealed again for 2
hours at 250 ◦C, 100 h at 400 ◦C, and 3 hours at 200 ◦C. This sample was later used in a nuclear magnetic
resonance study [80]. A different heat treatment was used in method A2q to reduce the likelihood that a
kinetic barrier inhibited reaction. Using the same precursors as A1q, pressed into a pellet, the sample was
heated to 250 ◦C at a rate of 50 ◦C/h and held for 2 hours in order to initially react the sulfur powder. After
this, the sample was brought to 600 ◦C at a rate of 50 ◦C/h and held for 20 h. The sample was then cooled to
400 ◦C at a rate of 50 ◦C/h and held at that temperature for 76 h. Finally, the sample was cooled at 50 ◦C/h
to 200 ◦C and held for 3 h. The sample was then brought to room temperature at 50 ◦C/h. The ampoule
was broken and the sample mixed. The homogenized sample was then made into a pellet and vacuum sealed
into an ampoule as before. The same heat treatment was repeated.
For the DSC samples and quartz ampoule synthesis method ’B’, Cu2S powder (Alfa-Aesar, -200 mesh,
99.5 % metals basis), ZnS powder (Sigma Aldrich, 10 m, 99.999 % (metals basis)), and SnS2 powder (MK
Impex, 3 m, +99 % pure, impurities: Cl 0.004 %, Fe 0.004 %, Cd 0.0005 %, Pb 0.0005 %, As 0.001 %,
Sb 0.0002 %) were mixed using a mortar and pestle inside of an Ar-filled glove box and placed in a quartz
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ampoule or Al DSC sample pan design, which was hermetically sealed. The sulfide powder structures were
verified and those used in this study were correct except that the Cu2S powder diffraction pattern was closer
to that of Cu31S16. This slight deviation in stoichiometry seems common in commercial products and would
likely also happen in various synthesis techniques. It should be noted that commercial SnS2 powders also
needed to be verified as not all powders sold as SnS2 are close to that composition. The composition of the
compositions tested are compared to Olekseyuk et al.’s phase diagram in Figure 4.1. Powder from method B
was pressed into 1/8 diameter pellets and sealed in a quartz ampoule (Bq). This was heated to 250 ◦C and
annealed for 2 hours. The temperature was then raised to 600 ◦C and held for 10 h, then lowered to 400 ◦C
and held for 60 h. The temperature was lowered to 200 ◦C for 3 h and brought to room temperature. All
temperature changes occurred at a rate of 50 ◦C/h. To ensure that the sample was homogeneous, the sample
was pressed into a powder using a mortar and pestle, mixed, and formed into a new pellet. This sample
was again sealed in a quartz ampoule and annealed following the same heat treatment as before except the
400 ◦C anneal was for 50 h instead of 60 h. No major changes were observed between these two annealing
steps.
4.4 Experimental Procedure
X-ray diffraction experiments on all non-DSC samples were performed using a Siemens-Bruker D5000 powder
x-ray diffractometer over an angular range of 2θ=10°-100°. Patterns were analyzed using the JadeTM
software. Raman spectroscopy measurements were performed using a Horiba LabRAM HR 3D Raman
confocal imaging microscope with a 50x long working distance objective lens using an 1800 lines/mm grating
to disperse the outgoing light and a 532 nm laser to illuminte the sample. DSC measurements were performed
using a Perkin-Elmer DSC 7 with a N2 flow rate of 20 mL/min and a heating rate of 20
◦C/min. Samples
were heated to 600 ◦C at 20 ◦C/min, held at that temperature for 1 min, cooled at 40 ◦C/min, held at 50 ◦C
for 1 min, heated to 600 ◦C at 20 ◦C/min, held at that temperature for 1 min, and then cooled at 40 ◦C/min
to room temperature. This second heating was used to check reversibility. Samples were packed in aluminum
pans designed for volatile samples and actual sample volumes were 17 mg, measured to 0.001 mg accuracy.
To correct for heat capacity effects, a line was subtracted from the data such that the slope of the baseline at
low temperatures was removed. After reaction, the resulting powders from the DSC scans and the aluminum
pans were analyzed using a PANalytical X’Pert 2 MRD (XRD) system to determine reaction products and
verify that there was no detectable reaction between the aluminum pan and the powders. No reactions with
the pans were observed, even at large sulfur and tin concentrations. It should be noted that such reactions
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are problematic when attempting the same procedure with CuInSe2 and necessitate alternate sample pan
materials (the pan gets consumed). Sample mass changed by < 0.09 mg (< 0.6 %) and no trends in mass
loss could be observed as sample composition was varied throughout the Cu2S-ZnS-SnS2 system.
4.5 Results and Discussion
Cu2ZnSn3S8 did not form under the variety of conditions described in this paper (and did not appear in
the NMR data described in Chapter 3, Figure 3.9), suggesting that the phase diagram for the Cu2S-SnS2-
ZnS system needs revision. Figure 4.2 shows x-ray diffraction patterns for the three samples juxtaposed
with PDF reference cards for CZTS, SnS2 and Cu4Sn7S16. There were few differences in the final products
between the four synthesis methods, which appeared to be a mixture of mostly CZTS and SnS2 with some
Cu4Sn7S16. Cu4Sn7S16 has a composition similar to Cu2Sn4S9, which appeared in Olekseyuk et al.’s phase
diagram [118]. If this is stable with respect to SnS2 and CZTS, it is unlikely that Cu2ZnSn3S8 is stable.
All peaks could be explained by invoking CZTS, SnS2, and Cu4Sn7S16 phases and no peaks associated with
Cu2ZnSn3S8 were apparent in these XRD patterns. There were not discernible differences between the XRD
patterns of long-annealed samples. Since Olekseyuk mentioned indexing a Cu2ZnSn3S8 diffraction pattern
unique to Cu2ZnSn3S8, this phase must have introduced additional peaks to make this attribution possible.
They implied that Cu2ZnSn3S8 has a I41/a space group, though this is not explicitly stated. A few minor
peaks associated with Cu2ZnSnS4 are not present in the DSC sample diffraction pattern. This could be
due to either poor crystallinity associated with the relatively quick scan or incomplete reaction. If it were
incomplete reaction, Cu2SnS3 and ZnS would be present, which is also consistent with the diffraction pattern.
It is also possible that, due to the small amount of sample in the DSC sample pan and method of sample
preparation for diffraction, texturing could also result in missing peaks. Since DSC sample masses were ≈ 17
mg, which was too small for the powder diffractometer, samples were spread on a piece of tape on a glass
slide as evenly as possible and patterns were obtained using a 2θ− ω scan. DSC samples of the Cu2ZnSnS4
composition showed all of the expected peaks, including the minor ones. Grains in the Cu2ZnSnS4 samples
were repeatedly larger than those found in the Cu2ZnSn3S8 composition samples, suggesting that Cu2ZnSnS4
formation in these samples is impeded, although it does eventually form. Since the second DSC ramp did
not show additional peaks, it would seem that no first-order reactions occurred at measureable rates.
Raman spectroscopy, shown in Figure 4.3, does not show any additional peaks that could not be attributed
to SnS2, CZTS, or, in isolated regions, Cu2SnS3. In sample Bq, due to the small relative height of the
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 Cu4Sn7S16 (PDF #04-009-7946)
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Figure 4.2: XRD patterns for powders of compositions of nominally Cu2ZnSn3S8 are consistent with CZTS
and SnS2 with occasional small amounts of Cu4Sn7S16. None of the predicted characteristic Cu2ZnSn3S8


























Figure 4.3: The Raman spectra of both films were consistent with SnS2 and CZTS with no other major
peaks (minor unidentified peak 487 cm-1 in in A1q). The main CZTS peak shifted between 332 cm-1 and
338 cm-1 at different points in the sample, commonly 333 cm-1. Peaks in Aq4 were at 257, 288, 315, 338,
356, 373, and 492 cm-1, and peaks in Bq were at 202, 315, 355, and 332 cm-1 using a SnS2 internal standard
(315 cm-1 [144]) with minor CZTS peaks in some scans locally. This sample was more phase-separated than
Aq4.
wavenumber for the main CZTS peak. Peaks near 315 cm-1 were attributed to SnS2. Peaks at, 257, 288,
338, and 373 cm-1 were attributed to Cu2ZnSnS4 following references in Cheng et al. [33]. The contribution
at 356 cm-1 could be attributed to either the B (TO LO) mode of kesterite CZTS or the Cu2SnS3 phase [89].
The intensity of this peak was low in all scans, if it appeared at all, consistent with a low or undetectable
concentration of Cu2SnS3. The peaks at 202 and 315 cm
-1 were attributed to SnS2 and were used as an
internal standard [144]. The very low-intensity peak at 492 cm-1 could not be attributed but reference
spectra in this wavenumber range could not be found. Consequently, since most authors have left out this
angular range, we cannot say that it is a new peak or attribute it to the Cu2ZnSn3S8 phase. Most compounds
in the Cu-Zn-Sn-S system have peaks in the 200 to 450 cm-1 range [33].
If the lattice parameters of the Cu2ZnSn3S8 phase matched those of CZTS, as Olekseyuk suggests, and
this explained the difficulties observing the phase in XRD patterns (and, oddly, there were no additional
XRD peaks associated with this phase change), one would expect to see evidence of this phase in Raman
spectra. We saw no additional Raman peaks. It is possible that Olekseyuk et al.’s direct heating allowed a
metastable phase to be observed resembling Cu2ZnSn3S8, but it does not appear to be an equilibrium phase
and relevant to devices. A more likely explanation is that Olekseyuk observed a mixture of SnS2, Cu2ZnSnS4,
and Cu4Sn7S16 in samples with compositions close to Cu2ZnSn3S8. Cu4Sn7S16 does not appear on any of
their phase diagrams (although Cu2Sn4S9 does), suggesting that they may have misidentified that phase.
It has been noted that the diffraction pattern of Cu2Sn3S7 resembles that of rhodostannite, Cu2FeSn3S8,
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 Cu2ZnSn3S8, Ramp 1
 Cu2ZnSn3S8, Ramp 2
 CZTS, Ramp 1
 CZTS, Ramp 2
Figure 4.4: DSC scans of CZTS and Cu2ZnSn3S8 using the precursors described by method B. Both reactions
are irreversible with few real differences (the wobble near 200 ◦C appeared in the background scan and the
wobble near 500 ◦C seemed to be from impurities in the instrument only present in that one scan).
except for a few minor peaks [167]. As Chapter 3 showed, Cu2Sn3S7, Cu4Sn7S16, and Cu2Sn4S9 all describe
the same structure. Due to the length of our anneals, our samples should be near equilibrium, although a
stoichiometry shift seems apparent for the quartz ampoule synthesis. Given the vapor pressures of sulfur,
ZnS, and SnS2, it is unclear why the sample stoichiometry would shift towards a SnS2-rich composition.
The 2-phase region between Cu2ZnSnS4 and SnS2 may deviate from a straight line, encouraging Cu4Sn7S16
formation. It is important to note, however, that overlap between ZnS, Cu2SnS3 and Cu2ZnSnS4 diffraction
peaks make it possible that residual unreacted material may exist. The existence of significant amounts of
Cu2SnS3 is made less likely by the Raman spectroscopy results. From optical microscopy, the grain sizes of
this Cu2ZnSnS4 were smaller than those produced at compositions closer to stoichiometry.
DSC experiments (Figure 4.4) show that samples of the binary compounds as described above with
average compositions near Cu2ZnSn3S8 undergo reactions to form final products indistinguishable from those
involved in forming CZTS. The exothermic peak at≈550 ◦C shifts slightly between samples but is consistently
present. Further work is needed to determine the source of this peak and whether the temperature at which
it occurs is related to the scanning rate. Chapter 8 indicated that similar temperature variability is present
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among samples all aiming for the Cu2ZnSnS4 stoichiometry and may be related to the precise distribution
of reactant grains. Post experiment XRD experiments, as shown in Figure 4.2, do not give any indications
of any additional phases forming. The diffraction peaks for this sample are relatively broad, likely due
to the relatively short scan time and unique minor peaks associated with the Cu2ZnSnS4 phase were not
very intense, either due to incomplete reaction or this line broadening. The lack of features in the second
temperature ramp suggests that the binary compounds have reacted completely during the first temperature
ramp. The precise location of the peak between 325 and 350 ◦C varies and is present in both samples. The
small peak at ≈165 ◦C was experimental noise and could be traced to the background scan. This similarity
and the post-scan XRD data suggests that the Cu2ZnSn3S8 phase does not form.
4.6 Conclusions
The Cu2ZnSn3S8 phase does not appear to form under a wide variety of conditions. Rather, the relevant
phase equilibrium seems to be between SnS2, either Cu2Sn3S7 or Cu4Sn7S16, and CZTS. Furthermore,
it is unlikely that the Cu2ZnSn3S8 phase is relevant to devices, although investigations into the effects
of Cu4Sn7S16 and SnS2 with ZnS merit further research. It is possible that the transition between ZnS
and Cu4Sn7S16 as secondary phases may play a role in conflicting measured band gap trends with Sn-rich
compositions. Further works will investigate the Cu4Sn7S16 region of the phase diagram and the formation
of Cu2ZnSnS4 under Sn and sulfur-rich conditions.
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5.1 Abstract
Cu2SnS3 has recently attracted attention as a low-cost, earth-abundant absorber material for thin-film solar
cells. Unfortunately, multiple Cu2SnS3 structures exist and the conditions under which different structures
form are poorly defined. The structures of the tetragonal and monoclinic Cu2SnS3 phases are clarified using
solid-state NMR. The monoclinic Cu2SnS3 phase is shown to form under Sn-rich, Cu-poor conditions and the
tetragonal Cu2SnS3 phase forms under Cu-rich, Sn-poor conditions, indicating that there is a composition
difference between the structures that has not previously been reported.
5.2 Introduction
Cu2SnS3 solar cells have recently attracted attention alongside their Cu2ZnSnS4 (CZTS) counterparts due
to the abundance, lack of toxicity, and low cost of their constituent elements. Solar cells made of cubic
Cu2SnS3 (CTS) have recently reached 4.63 % efficiency with a pure CTS absorber layer and 6.0 % with
Ge-doped CTS[113, 153]. Furthermore, Cu2SnS3 is a common secondary phase in CZTS films and therefore
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Figure 5.1: A summary of experimentally-observed Cu2SnS3 structures. The hexagonal forms of Cu2SnS3
(PDF #04-017-8460) are metastable and have only been reported in nanocrystalline materials[166]. Struc-
tures related to sphalerite seem more common and stable in bulk form. Cubic (sphalerite) (PDF #01-089-
2877), tetragonal (PDF #04-009-7947), and monoclinic (PDF #04-010-5719) forms have been experimentally
reported. The tetragonal form resembles two stacked sphalerite unit cells, with one site reserved for Cu atoms
only. The two other cation sites are defined by the relative occupancy of Cu and Sn. The monoclinic form
assigns each atom to a unique site. Its relationship to two stacked sphalerite unit cells is shown. One cannot
obtain the monoclinic phase by ordering the disordered sites in the reported tetragonal unit cell. Based on
this study, both tetragonal and monoclinic phases are stable at room-temperature depending on the Cu/Sn
ratio. At high temperatures (around 400 ◦C), the tetragonal phase is again stabilized even for materials with
small Cu/Sn ratios.
may affect device performance. When alloyed with Zn over a wide range of compositions between Cu2SnS3
and CZTS, the alloy’s thermoelectric figure of merit (zT) is comparable to some of the better p-type Pb-free
thermoelectrics, especially at temperatures greater than 600 K[142, 148].
Despite this progress developing CTS devices, the underlying structures of Cu2SnS3 are poorly un-
derstood. Cu2SnS3 forms in several different polymorphs, which produce different signatures using X-ray
diffraction and Raman spectroscopy. This chapter expands upon the discussion of Cu2SnS3 from Chapter 3
to describe why various polymorphs form and defects present in these polymorphs. Cubic, tetragonal, hexag-
onal, and monoclinic forms have been reported based on X-ray diffraction (XRD) patterns. A summary of
these structures is shown in Figure 5.1.
It is likely that the hexagonal form of this material is metastable or not stable in bulk form. Previ-
ous reports of hexagonal phase CTS were in nanocrystalline or nanoparticle form[166, 102]. The ordered
hexagonal phase is metallic in contrast to the semiconducting nature of the other Cu2SnS3 polymorphs[166].
The conditions under which the cubic-derived polymorphs develop are less clear. In the sphalerite
polymorph (F-43m), cations are randomly distributed on one site (4a, Cu site occupancy factor(SOF)=0.67,
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Sn SOF=0.33) while sulfur atoms occupy the other(4c, SOF=1). The tetragonal polymorph (I-42m with
atet ≈ acub, ctet ≈ 2ccub) has an ordered cation sublattice with one site fully occupied by Cu and the
other two lattice sites (2b and 4d) containing a mix of Cu and Sn atoms. These latter two sites may be
distinguished by the relative probabilities of finding Cu versus Sn on each[32]. The stability range of this
tetragonal structure around stoichiometry is poorly-defined. The composition of the tetragonal Cu2SnS3
reference (Chen et al.) is listed as Cu2.665(7)Sn1.335(7)S4 (Z=2), ie., Cu2SnS3 with Z = 8/3[32]. It is unclear
how accurate this composition is because Chen et al’s calculated occupancies suggest that their tetragonal
sample was Cu-rich and Sn-poor [32]. The reference lists that microprobe analysis was performed but the
wording suggests that the results were not perfectly stoichiometric and that perfect stoichiometry was only
attained in the original elemental powder mixture. The sphalerite form of CTS is the high-temperature
phase, although the temperature at which it becomes stable is not well-established. There are reports of a
tetragonal-to-cubic transition between 350 and 400 ◦C [52].
The monoclinic structure (space group Cc) is the most ordered experimentally-observed structure, with
all atoms localized to distinct lattice sites with full occupancies. These sites are more distorted than those
of the cubic and tetragonal polymorphs. Cations remain tetrahedrally coordinated by S atoms with a slight
bond bending relative to a perfect tetrahedron. The relationship between this structure and sphalerite is
shown in Figure 5.1. Note that, based on XRD-derived structures, the monoclinic structure cannot be
obtained by ordering the disordered Cu/Sn sites on the tetragonal lattice.
An orthorhombic polymorph has been proposed for this system based on DFT calculations, although
it has not been experimentally observed. It, too, is a sphalerite derivative but it cannot be obtained by
ordering the cations from the disordered sites of the tetragonal phase[174].
Solid-state nuclear magnetic resonance spectroscopy (ssNMR) is uniquely capable of probing short-range
and cation order in these materials since it is highly sensitive to the local bonds around the nucleus being
probed. In this case, 119Sn and 65Cu are particularly useful. 65Cu is subject to quadrupolar interactions
whereas 119Sn is not. Each chemically distinct site contributes to the eventual spectrum. Table 5.1 shows
the number of Cu and Sn sites in the various Cu2SnS3 polymorphs.
There have not been any experimental ssNMR investigations into CTS, although there have been some
ssNMR investigations into the related Cu2ZnSnS4 phase [34]. Since Cu2ZnSnS4 often contains secondary
phases including Cu2SnS3, density functional theory (DFT) calculations for the quadrupolar interaction
were conducted in VASP using the PBE functional, in order to make sure that CTS was not contributing
to their Cu2ZnSnS4 spectra [34]. The results of these calculations are compared later to our results.
We will discuss below a number of phases that occur in the Cu-Sn-S ternary space. However, as a
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Table 5.1: Cu2SnS3 structures show differing numbers of Cu and Sn sites, which can be used with the
NMR data to clarify what structures and symmetries are present. All Cu and Sn sites in all structures are
surrounded by S atoms in the first coordination sphere. All Cu and Sn sites are tetrahedrally coordinated





















prelude, it is useful to take note of the possibilities for tetrahedral subunits of which the various crystals
are formed and how these connect to given crystal structures. Specifically, each is constructed of tetrahedra
consisting of a S anion surrounded by four cations that can be Cu or Sn (S−CuiSn4-i). This leads to five
possible building blocks for the crystals, S−Cu4, S−Cu3Sn, S−Cu2Sn2, S−CuSn3, and S−Sn4. In none of
these tetrahedra is the sulfur octet rule fully obeyed. The number of electrons, Nv, in the sulfur valence
orbitals (8 for a full octet) may be described by Equation 5.1 assuming that Sn and Cu are in the +4 and




+ 6 = 10− 3
4
i (5.1)
Nv equals 10, 9.25, 8.5, 7.75, and 7, for S−Sn4, S−CuSn3, S−Cu2Sn2, S−Cu3Sn, and S−Cu4, with S−Cu2Sn2
and S−Cu3Sn closest to obeying the octet rule. The relative energies and abundances of these tetrahedra have
a number of implications for the phases present. For example, Zawadzki et.al. showed, using a combination
of density functional theory and molecular dynamics simulations that S−Cu2Sn2 tetrahedra tend to cluster
together in the cubic phase of Cu2SnS3[173]. Likewise, it has been suggested that the Cu3SnS4 phase should
consist entirely of S−Cu3Sn tetrahedra[47]. In all phases, the abundance and organization of the various
tetrahedra is driven by a balance between the energy of the individual tetrahedra, the energy of the total
system based on the assembly of those tetrahedra into the given crystal structure in a given configuration,
and entropy that is also constrained by the composition of the material. Methods for estimating the optimal
ensemble structure may be found in Zawadzki et al. with this balance[173, 172]. The result can be a cubic,
tetragonal, monoclinic or other structure depending on how these tetrahedra occur and are organized.
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Table 5.2: Compositions of the starting mixtures before any heat treatments. Samples of a given batch
were divided for quenching experiments. Total batch masses were 1.2 g for A, 3.1 g for B, and 2.1 g for C.
During the heat treatments, the composition changed slightly due to the volatility of SnS and S. Samples
B and C contained excess sulfur to reduce this Sn loss. In C, the Cu/Sn ratio increased by 0.05 during the
heat treatment, as measured using EDS. A change on a similar scale is expected for B. Both A and C ended
up with roughly the same percentage of sulfur in Cu2SnS3 after the reactions (50.2 ± 0.3 at. % for A and












A 33.2 16.6 50.2 2.00 2.2
B 31.8 16.1 52.1 1.97
C 30.9 16.1 52.6 1.87 1.9
Cu4Sn7S16+Cu2SnS3 14.7 25.6 59.7 0.57
5.3 Experiment
5.3.1 Synthesis
Samples were prepared by mixing Cu (Alfa Aesar, -100 mesh, 99.999 % (metals basis)), Sn (Alfa Aesar,
-100 mesh, 99.995 % (metals basis)), and sulfur (Alfa Aesar, Puratronic grade, 99.9995 % (metals basis))
powders with the appropriate stoichiometry in an Ar-filled glove box. The samples were pressed into 6.25 mm
diameter pellets and sealed in quartz ampules. The compositions of these mixtures are listed in Table 5.2.
Samples denoted A were synthesized with a nearly stoichiometric starting composition whereas samples
denoted B and C were made with less Cu and a slight S excess. Thus, the A samples had a larger Cu/Sn
ratio. An additional sample was made using the same precursors to have a nominal Cu4Sn7S16 composition.
For all heat treatments, temperatures were changed at 50 ◦C/h except where water-quenched. The
ampules were first heated to 250 ◦C for 2 h to react with the sulfur. They were then heated to 600 ◦C for
20 h and, subsequently, to 400 ◦C for 76 h. At this point, the temperature was decreased to 200 ◦C for 3 h to
allow sulfur to re-incorporate similar to many CZTS heat treatments. A few beads of excess sulfur (based
on color) were apparent on the quartz surrounding all of the CTS samples, especially when quenched or for
samples with a sulfur excess. These beads were well-separated from the Cu2SnS3 pellet and demonstrate
the presence of excess S in thermodynamic equilibrium with the CTS phase present.
After the first heat treatment, each batch (A,B,C, and Cu4Sn7S16+Cu2SnS3) was crushed and homoge-
nized by mixing in an Ar-filled glove box. The batch was split into several samples for quenching experiments.
Each sample was pressed into a new pellet and sealed in quartz ampules under vacuum. The new pellets were
brought through the same heat treatment as before, with some quenched in water at the end of the 400 ◦C
(-400q), and 200 ◦C (-200q) dwell periods from this heat treatment. The remaining samples were slow-cooled
at the same 50 ◦C/h rate. Sample A-345q was quenched at 345 ◦C instead of 400 ◦C so it had been cooling
for 1 h when quenched. Consequently, the CTS samples discussed below include A-slow, A-200q, A-345q,
68
B-slow, B-200q, B-400q, and C-slow.
After synthesis, the compositions of the slow-cooled A and C-type samples were confirmed using energy-
dispersive X-ray spectroscopy (EDS) at the University of Nantes Institut des Matériaux Jean Rouxel (IMN).
These powdered samples were embedded in epoxy, polished, and measured using a JEOL 5800 LV scanning
electron microscope using the same internal standards as Paris et al. [121] that had been previously calibrated
from electron probe microanalysis. 15 points were measured for the C-type sample and 19 points were
measured for the A-type sample. 18 points were measured for the Cu4Sn7S16+Cu2SnS3 sample. Since the
B-type samples were made using the same synthesis route as the C-type samples, one expects this C-type
sample to be representative of both batches.
A Siemens-Bruker D5000 powder X-ray diffractometer with Cu Kα X-rays was used to determine the
nature of the crystallized phases present in the resulting powders. Raman spectroscopy was also performed
using a Horiba LabRAM HR Raman spectroscopy imaging system with an 1800 lines/mm grating, a 50x
objective, and a 532 nm laser at the University of Illinois Beckman Institute. These measurements were
necessary due to the overlap of the cubic phase diffraction pattern with those of other Cu2SnS3 phases.
Spectra were decomposed into Lorentzian components using Fityk software[165].
Room temperature (RT) static NMR experiments were conducted at the School of Chemical Sciences
NMR facility at the University of Illinois at Urbana-Champaign using a 17.6 T Varian NMR system (VN-
MRS) with a 4 mm Varian triple-resonance HXY T3 Narrow Bore (NB) MAS probe for 119Sn and 65Cu.
Additional 65Cu measurements using 7.04 T and 11.7 T Bruker Avance III spectrometers were conducted
on sample C-slow at the University of Nantes IMN with 4 mm CP-MAS probes. 65Cu magic angle spinning
measurements (MAS) were conducted using the 11.7 T spectrometer at a 30 kHz spinning frequency with
a 2.5 mm CP-MAS probe. 119Sn MAS measurements were also performed on sample C using the 7.04
Bruker spectrometer at the IMN using the same probe as was used for the 65Cu measurements. These data
were collected at 10 kHz and 14 kHz spinning frequencies. Additional 7.04 T measurements with 65Cu on
the A-type samples were conducted using a Varian Unity Inova NMR system with a Varian 4 mm double-
resonance APEX HX MAS probe. The details of these experiments may be found in Tables 5.3 to 5.5.
Solid CuCl, with a chemical shift of 0.00 ppm, was used for experimental 65Cu chemical shift referencing.
Solid (C6H5)3Sn with a chemical shift of -121.1 ppm relative to the primary standard Sn(CH3)4 at 0 ppm
was used for Sn chemical shift referencing. Hahn-echo (π/2 − τ − π − acq.) pulse sequences were used for
119Sn spectra collected using the Bruker spectrometers. One-pulse 119Sn experiments were conducted on
the Varian spectrometers because the additional refocusing pulse on the Hahn-echo sequence did not seem
to significantly improve the baseline. 119Sn spectra were fit using wSolids ver. 1.21.3 software[48]. 65Cu
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Table 5.3: A summary of the spectrometers used in this study. UIUC SCS refers to the University of Illinois
School of Chemical Sciences and U. Nantes, IMN refers to the Institut des Mat eriaux Jean Rouxel
ID Instrument Location Field Probe
α
750 MHz narrow bore Varian NMR
system (VNMRS)
UIUC SCS 17.6 T
4 mm Varian triple-resonance HXY T3
Narrow Bore MAS probe
β 300 MHz Varian Unity Inova NMR system UIUC SCS 7.04 T
Varian 4 mm double-resonance APEX HX
MAS probe
γ 500 MHz Bruker Avance III NMR system U. Nantes, IMN 11.7
2.5 mm MAS broadband for MAS, 4 mm
MAS broadband for static
δ 300 MHz Bruker Avance III NMR system U. Nantes, IMN 7.04 T 4 mm MAS broadband
Table 5.4: Here is a summary of the NMR measurements that were collected at the University of Illinois and
the 119Sn measurements collected at the IMN. The Inst. column refers to the instrument ID’s, as defined
in Table 5.3. Rd refers to the recycle delay. T-90° refers to the 90° pulse duration. The static 17.6 T
C-slow measurement was a piecewise acquisition. Six subspectra, each consisting of 10376 scans roughly 85
kHz apart, were added together to get the final spectrum using the co-addition method[110, 108]. This was
necessary due to the breadth of the lineshape (and large CQ of the sites). The transmitter offsets used in
this series (for only this sample) were 30304.3 Hz, 115387.2 Hz, 200520.8 Hz, 285648.1 Hz, 370871.3 Hz, and
455934.4 Hz.
Sample Nucleus Field Inst. Experiment # scans Details T-90° Rd
A-slow 65Cu 17.6 T α static 21000 (π/2− τ − π − acq) 2 µs 1 s
7.04 T β static 27100 (π/2− τ − π − acq) 2 µs 1 s
A-345q 65Cu 7.04 T β static 80000 (π/2− τ − π − acq) 2 µs 1 s
B-slow 65Cu 17.6 T α static 21000 (π/2− τ − π − acq) 2 µs 1 s
B-200q 65Cu 17.6 T α static 20584 (π/2− τ − π − acq) 2 µs 1 s
C-slow 65Cu 17.6 T α static 10376 (π/2− τ − π − acq) 2 µs 1 s
Cu4Sn7S16+Cu2SnS3
65Cu 17.6 T α static 22000 (π/2− τ − π − acq) 2 µs 1 s
C-slow 119Sn 17.6 T α MAS, 10 kHz 336 (π/2− acq) 4 µs 60 s
MAS, 7 kHz 148 (π/2− acq) 4 µs 60 s
7.04 T δ MAS, 10 kHz 704 (π/2− τ − π − acq) 3.2 µs 90 s
7.04 T δ MAS, 14 kHz 176 (π/2− τ − π − acq) 3.2 µs 90 s
Cu4Sn7S16+Cu2SnS3
119Sn 17.6 T α MAS, 10 kHz 400 (π/2− acq) 4 µs 60 s
spectra were fit using DMFIT software (version 20150521) [109] because this software better models spinning
sidebands in quadrupolar nuclei.
The isotropic chemical shift (δiso) is easily determined in MAS experiments for spin-1/2 nuclei because
the isotropic chemical shift is the peak location that does not change with spinning speed. Spinning sidebands
occur at integer multiples of the spinning frequency away from the isotropic chemical shift. The intensity of
these sidebands is determined by the anisotropy and spinning speed. A more positive chemical shift (δiso)
describes a less-shielded nucleus. A large chemical shift anisotropy (δaniso) suggests that electron shielding
around the site is more orientation-dependent. At higher spinning speeds, fewer integer multiples of the
spinning speed are visible since the overall width of the pattern in ppm is fixed by the material, itself.
Quadrupolar nuclei in large electric field gradients produce broad and weak lineshapes. This was the case
for the monoclinic CTS samples. Under high magnetic fields, quadrupolar lineshapes narrow and become
more intense because the second-order quadrupolar interaction is diminished at large fields. This makes
high-field experiments useful for obtaining a strong signal quickly. Unfortunately, more spinning sidebands
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Table 5.5: Here is a summary of the 65Cu NMR measurements that were collected at the IMN on sample
C-slow and the experimental details. The Inst. column refers to the instrument ID’s, as defined in Table 5.3.
Rd refers to the recycle delay. T-π/4 refers to the 45° (or π/4) pulse duration. The WURST-80 (wideband,
uniform rate, smooth truncation) pulse was used to obtain a larger excitation bandwidth, making the co-
addition used at the University of Illinois unnecessary for the 11.7 T and 7 T measurements at the IMN
[117].
Field Inst. Experiment # scans Details T-π/4 Rd
11.7 T γ static 290816
two Wurst-80 pulses, sweep range 600 kHz,
excitation pulse: 400 µs at 5 kHz,
refocusing pulse: 200 µs at 22 kHz,(π/8− τ − π/4− acq)
0.5 s
11.7 T γ MAS, 30 kHz 119600 (π/8− τ − π/4− acq) 1.2 µ s 0.5 s
7 T δ static 327680
two WURST-80 pulses, sweep range 1200 kHz,
excitation pulse: 400 µs at 7 kHz,
refocusing pulse: 200 µs at 33 kHz, (π/8− τ − π/4− acq)
0.5 s
show up at higher magnetic fields. In order for MAS measurements to be useful, the spinning sidebands that
are present must be distinguishable and not too numerous. This requires fast spinning frequencies for MAS
experiments under high fields. It was necessary to collect 65Cu MAS measurements at a 30 kHz spinning
speed for 11.7 T measurements because of this tradeoff. Measurements of monoclinic CTS with 10 kHz
spinning frequencies at 17.6 T contained too many sidebands to clarify anything.
UV-vis diffuse reflectance spectra were collected using a Varian Cary-5G spectrophotometer using a
powder holder over a wavelength range of 200 nm to 2500 nm. The reflectance scale was calibrated with the
empty holder as 0 % reflectance and measured reflectance of Spectralon as 100 % reflectance.
5.4 Results and Discussion
Based on the samples prepared as described above, we were able to identify and study the properties of
several different ternary phases and mixtures. Near the Cu2SnS3 composition, we observed both monoclinic
and tetragonal phases. We also observed mixtures of Cu4Sn7S16 and Cu2SnS3 under some conditions. No
evidence was found for a Cu2Sn3S7 phase structurally distinct from Cu4Sn7S16. The monoclinic phase
forms exclusively at lower Cu/Sn≤ 2 ratios, while the tetragonal phase formed for higher Cu/Sn ratios,
as distinguished in Figure 5.2. In addition to composition of the starting materials, the temperature of
equilibration determined whether the tetragonal or monoclinic Cu2SnS3 phases form with the tetragonal
phase favored at higher temperatures.
All of the samples quenched near 400 ◦C (B-400q and A-345q) were tetragonal based on X-ray diffraction
(Figures 5.3 to 5.5) and Raman spectroscopy (Figure 5.6 and Table 5.6). Therefore, the temperature at
which the previously observed cubic phase becomes stable is greater than 400 ◦C for the compositions studied
here. XRD and Raman demonstrated that B-200q was monoclinic while B-400q was tetragonal even though
71
Figure 5.2: EDS was used to measure the composition of the slow-cooled A and C-type samples after
synthesis. The Sn content was lowered in the tetragonal, A-type samples and higher in the monoclinic
C-type samples. CuS was detected at one point in the A-type sample but this was not the norm throughout
and, since it was not detected using any other technique (but CuS has been detected in other samples in the











































Tetragonal Cu 2SnS3 (PDF #04-009-7947)






Figure 5.3: (a) shows the full diffraction patterns of all Cu2SnS3 phases. (b) shows the full diffraction
pattern of the Cu4Sn7S16 sample that also contained some monoclinic Cu2SnS3. Minor peaks distinguish
the monoclinic and tetragonal Cu2SnS3 phases. (c) and (d) show zoomed-in sections of A to show more
clearly where monoclinic and tetragonal peaks are present in A, B, and C-type samples. ICDD PDF #
04-009-7946, # 04-010-5719, and # 04-009-7947 were used to identify the Cu4Sn7S16, monoclinic Cu2SnS3,
and tetragonal Cu2SnS3 phases, respectively.
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Figure 5.4: This figure contains an enlarged view of the Cu2SnS3 diffraction patterns on a linear scale. Only
minor peaks distinguish the Cu2SnS3 phases.
Table 5.6: Attribution of Raman peaks. The Avg. row describes the average peak location of the given
column. Numbers in bold signify that the peak at that location is one of the largest in the spectrum. M
represents the monoclinic Cu2SnS3 phase, T is the tetragonal Cu2SnS3 phase, and C is the cubic Cu2SnS3
phase. An additional peak at 222 cm-1 was observed in B-slow, B-200q, and C-slow and attributed to the
monoclinic Cu2SnS3 phase
ID Peak Locations (cm-1)
A-slow 258 274 287 302 313 326 336 348 359
A-200q 255 270 287 299 314 326 334 347 352 370
A-345q 257 274 286 301 313 326 335 346 353 359
B-slow 252 267 290 312 322* 351 372
B-200q 250 265 288 311 350 369 374 470*
B-400q 255 267 285 297 313 332 344 350
C-slow 252 267 289 314 351 372



































































*The peak at 470 cm-1 only appeared in one scan and did not seem representative of the broader material.
Additionally, a peak at 229 cm-1 was observed in B-400q in only one scan of the sample. This peak was attributed to SnS[26].
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Figure 5.5: This figure contains an enlarged view of the Cu2SnS3 and Cu4Sn7S16+Cu2SnS3 diffraction
patterns on a linear scale. Only minor peaks distinguish the Cu2SnS3 phases, shown in (c) and (d).
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Figure 5.6: A-type samples contained mostly tetragonal Cu2SnS3 (T) with some evidence of slight cubic
Cu2SnS3 (C) coexistence. At one point in the A-type sample quenched at 200
◦C, the monoclinic phase was
detected alongside the tetragonal phase but this was not the norm. B and C-type samples quenched below
400 ◦C contained mostly monoclinic Cu2SnS3 (M). The B-type sample quenched at 400
◦C looked mostly
tetragonal. A detailed summary of peaks observed is shown in Table 5.6
.
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Figure 5.7: The diffraction of this sample shows that it consists of mostly Cu4Sn7S16 with significant amounts
of monoclinic Cu2SnS3.
both were made from the same starting material. No signs of the tetragonal phase were found in B-200q
using NMR. The slow cooled sample B-slow was monoclinic and indistinguishable in structure from B-200q
indicating that the phase transformation was complete in the latter. The effect of composition, even for
slow cooled samples, was demonstrated by comparing sample A-slow (Cu/Sn=2.2± 0.1, Cu/S=0.68± 0.01,
and Sn/S=0.31 ± 0.01), which was tetragaonal, with C-slow (Cu/Sn=1.92 ± 0.05, Cu/S=0.66 ± 0.01, and
Sn/S=0.34±0.01), which was monoclinic (see Figure 2). The Cu4Sn7S16 sample actually contained a mixture
of Cu4Sn7S16 and monoclinic Cu2SnS3 Figure 5.7.
A small Raman peak was consistently found at 313 cm-1 that could not be reliably connected to any
phase. There was no noticeable shift in this peak from sample to sample but it varied in intensity, no matter
the Cu/Sn ratio. It has been suggested that this peak is due to the Cu3SnS4 phase, which Dzhagan observed
in nanocrystal form[47]. However, there was no evidence in our work of Cu3SnS4 from any other technique.
Berg et al. observed a 314 cm-1 peak in their monoclinic Cu2SnS3 films with low Cu/Sn ratios (0.9±0.4),
similar to our B- and C-type samples. With this composition, Cu3SnS4 grains are unlikely to be present.
They attributed this peak to Cu2Sn3S7. The ICDD PDF card for the Cu2Sn3S7 phase (PDF #00-039-0970)
contains one peak not permitted by the space group used by Berg for indexing the diffraction pattern.
Rather, we suggest that this XRD pattern is consistent with the Cu4Sn7S16 phase (PDF #04-009-7946)
with all peaks indexable. The 313 cm-1 Raman peak did not dominate the spectra under any conditions
(including in the mostly Cu4Sn7S16 sample), which is not what would have been expected if it were due to
Cu4Sn7S16. We conclude that it is unlikely that this peak is due to either Cu2Sn3S7 or Cu4Sn7S16. It has
also been shown previously that stacking faults are common in monoclinic Cu2SnS3 even after long annealing
times[12]. It is possible that these stacking faults locally mimic the Cu3SnS4 phase. Although SnS2 has a
Raman peak at 310 cm-1[17], it is unlikely that this phase is responsible because these samples approach
equilibrium and no peak shift between A and B-type samples was observed. SnS2 should not be present in
Sn-deficient samples, though it may contribute some in Sn-rich samples.
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5.4.1 Monoclinic Cu2SnS3
Samples B-200q, B-slow, and C-slow contained monoclinic Cu2SnS3, based on the XRD and Raman results.
B-200q also contained small amounts of Cu4Sn7S16 according to XRD that was not detectable using Raman
or NMR. Due to the low height of the Cu4Sn7S16 peaks in the B-200q diffraction pattern, the amounts
present were likely too low to be detectable using NMR and Raman. We conclude that the B-200q sample
lies just inside the two phase region between monoclinic Cu2SnS3 and Cu4Sn7S16.
Based on NMR, the structure of the monoclinic Cu2SnS3 was highly ordered. The Sn spectrum in
Figure 5.8 contains a single Sn site with δiso = −222.5 ± 1 ppm, δaniso = −276 ± 5 ppm, and ηδ =
0.48±0.05. The existence of a single Sn site agrees with Onoda et al.’s structure for the monoclinic Cu2SnS3
phase[119]. ηδ is not zero because the Sn site in monoclinic Cu2SnS3 should have only 1-fold symmetry. If the
symmetry around the Sn site were axial, ηδ would be zero. Since only one Sn site was observed, coexistence
with detectable amounts of the tetragonal and cubic phases, which have more than one identifiable site,
is excluded. No additional peaks associated with SnS (δiso=-299 ppm), SnS2 (δiso=-763 ppm), or Sn2S3
(δiso=-719 ppm) were observed in the spectra, decreasing the likelihood that the Raman peak near 313 cm
-1
was due to these types of inclusions [122].
An additional small peak at -264 ppm appears in the 119Sn spectrum for sample C (Figure 5.9). This
sample had the lowest Cu/Sn ratio of all the samples and must compensate for this deviation from stoi-
chiometry. According to Baranowski et al., SnCu antisite defects have a low formation enthalpy, and have
the lowest formation enthalpy of all relevant defects as monoclinic Cu2SnS3 becomes more p-type[11]. It
is likely that the -264 ppm peak is a result of SnCu antisite defects. This type of defect is also consistent
with the EDS measurements since measurements of the composition of this sample trended towards SnS,
where Sn is in the +2 oxidation state rather than the +4 oxidation state. The precise synthesis conditions
(eg: sulfur partial pressure) may impact the tin oxidation state and overall structure. Nonetheless, the
EDS-measured post-synthesis composition is 32.9± 0.4 at. % Cu, 17.2± 0.3 at. % Sn, and 50.0± 0.1 at. %.
Compared to stoichiometry, the Sn content increases (+0.48 ± 0.28 at. % Sn) by about the same amount
as the Cu content decreases (−0.47 ± 0.35 at. % Cu), with the sulfur content pinned near stoichiometry
(−0.01± 0.1 at. %). SnCu would likely have Sn in the +2 oxidation state because that state is most similar
to the oxidation state of the Cu that it is replacing (Sn favors either the +2 or +4 oxidation states). SnCu
donors have a transition level 0.2 eV below the CBM so they may act as recombination centers[11]. The
signal to noise ratio of the data 7 kHz data collected with the 17.6 T spectrometer was not good enough in
Figure 5.8 to observe this peak. The 10 kHz data from the 17.6 T spectrometer had a spinning sideband at
-264 ppm making this data useless for observing this defect peak.
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Figure 5.8: 119Sn spectra of monoclinic Cu2SnS3 samples from the Varian spectrometers. Due to the
spinning problems with the non-monoclinic Cu2SnS3 samples and the length of time required for static
119Sn experiments, data for only the monoclinic Cu2SnS3 phase could be collected.These data could be fit
to yield: δiso = −222.5± 1 ppm, δaniso = −276± 5 ppm and ηδ = 0.48± 0.05. In (a), the 7kHz and 10 kHz
data are offset from each other so each spectrum can be clearly seen, individually. These spectra are both
shown without the y offset in (b). (c) and (d) show the fitted spectra.
Table 5.7: The 65Cu quadrupolar and chemical shift fitting parameters. The integrated intensity of the
two sites, IWide/INarrow, was 0.79± 0.15. The error reported in this integrated intensity only accounts for
variations in this value between spectra and does not account for systematic error. Cu vacancies, fitting
error, and error in the excitation bandwidth could all contribute to this ratio not equaling 1. A 5 % error in
the intensity of peaks would yield an intensity ratio of 0.82. Nonetheless, the wide site intensity was always
smaller than the narrow site intensity across three spectra from two spectrometers.
Site δiso (ppm) δaniso (ppm) ηδ CQ (MHz) ηQ α β γ
N 860±10 -180±40 0.6±0.2 11.3±0.1 0.3±0.1 0°±10° 50°±10° 70°±10°
W 860±10 150±50 0.9±0.3 18.8±0.2 0.15±0.1 0°±10° 30° ±10° 60°±10°
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Figure 5.9: MAS 119Sn spectra at of monoclinic Cu2SnS3 samples from the 7.04 T Bruker spectrometers. A
small peak at -264 ppm appears in C, which has the lowest Cu/Sn ratio. (a) shows the broader spectrum
and (b) shows the highlighted regions of (a), where the small peak can be seen more clearly.
The 65Cu spectrum also indicates that the structure is well-ordered. The spectra could be best fit using
two unique Cu sites, as shown in Figures 5.10 and 5.11 with the fitting parameters listed in Table 5.7.
There was one wide (W) and one narrow (N) component. Plots showing the relative sensitivity of the fitting
parameters may be found in Figures 5.12 to 5.17. Figure 5.18d compares NMR spectra from B-200q to
B-slow. There is no significant change in ordering, indicating that the Cu coordination does not change
measurably in this temperature range (room-temperature to 200 ◦C). The fit to the 17.6 T data was not as
good as the fits to the 11.6 and 7 T data though the fit could not be significantly improved. This fitting error
is likely a relic of the co-addition process that was used to combine the collected sub-spectra. Co-addition
was necessary due to the comparatively small excitation bandwidth used to collect this spectrum.
We attribute the wide lineshape to the Cu1 (4a) site and the narrow lineshape to the Cu2 (4a) site
(Table 5.7, with the coordination described in Figure 5.19). The magnitude of CQ is related to the Cu-S
tetrahedral distortion. Ghose and Tsang measured an almost linear relationship between CQ and the shear
strain of the tetrahedron. The shear distortion of the bonding tetrahedra, calculated following the method
of Ghose and Tsang (|ψ| =
∑4
i=1 |tan(θi− 109.47°)), for the Cu1 site is 0.37 and is 0.21 for the Cu2 site[59].
The effects of shear strain overwhelm the effects of longitudinal strain when distinguishing these sites, since
the difference in longitudinal strain between the two sites is 0.02. The same conclusion may be reached using
other measures of distortion, including distortion index[15] and angle variance[129].
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Figure 5.10: 65Cu spectra from the Bruker spectrometers were fit using two unique sites, identified as N
and W. The contributions of each site are shown above the experimental and fitted data. The same fitting
parameters could be used to fit 7.04, 11.7, and 17.6 T data. The 17.6 T fit is shown in Figure 5.11.
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Figure 5.11: The fit to the co-added 17.6 T 65Cu spectrum had more error than the spectra from the 11.7 T
and 7.4 T Bruker spectrometers. The main features of the spectra are present and fit the data reasonably
well although there is some error in the locations of some of the peaks. This error may have arisen from the
co-addition process. It could also be related to error in the data from the Bruker spectrometer associated
with the excitation bandwidth. Nonetheless, better fits with different parameters than the data from the
Bruker spectrometers could not be obtained. This data was primarily useful for determining the sign of
δaniso for the narrow site.
Choubrac et al. used density functional theory to calculate the quadrupolar constant (CQ) and quadrupo-
lar anisotropy (ηQ) for the two copper tetrahedral sites in the monoclinic phase [34]. Their calculated Cu1
site had a |CQ| of 19.9 MHz and ηQ of 0.646, which compares well to our measured |CQ| of 18.8 MHz but was
far from our measured ηQ of 0.15 for the wide (W) site. Their calculated Cu2 site had a |CQ| of 12.8 MHz
and ηQ of 0.971 (versus 11.3 MHz and 0.3 from our N site measurements). They did not report calculated
chemical shifts for either Cu or Sn.
Since we see evidence of Sn +Cu in Cu-poor, Sn-rich material, which is a recombination center, it is unlikely
that the monoclinic Cu2SnS3 containing this isolated defect is best for devices. Even though the material
remains p-type (Cu vacancies are the main acceptor defect and are responsible for the p-type character [11]),
this recombination center likely limits performance. It would also limit the p-type dopability of the material.
The p-type nature of this sample was confirmed using a hot probe. Unfortunately, we could not directly
see Cu vacancies, the defect likely responsible for the p-type character[11]. The formation enthalpies of
other acceptor defects are greater than 2.7 eV whereas the formation enthalpy of Cu vacances is around 1.2
eV[10]. Although we observed a slight and consistent difference in the integrated intensities of the two Cu
sites (IWide/INarrow was 0.79 ± 0.15, Table 5.7), it was unclear whether this was due to Cu vacancies and
fitting error or just fitting error. Excitation bandwidth error, too, could contribute to this error in integrated
intensity. Sn +Cu donors may form neutral complexes with V
–
Cu , the main acceptor defects. It is likely that
some Sn+Cu +V
−
Cu complexes are present because the material is p-type and we saw the small defect peak in
the Sn spectrum (Sn+Cu). Other defect complexes might accommodate a similar stoichiometry deviation but
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Figure 5.12: The major degrees of freedom in this MAS spectrum are δiso, CQ, and ηQ. Consequently, error
was estimated to be ±10 ppm for δiso, ±0.2 MHz for CQ, and ±0.2 for ηQ. Since the number of degrees
of freedom is reduced in MAS measurements, the values for δiso, CQ, and ηQ from this measurement were
applied to the static measurements after determining that the values provided a reasonable fit to the static
data.
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Figure 5.13: The major degrees of freedom in this MAS spectrum are δiso, CQ, and ηQ. Consequently, error
was estimated to be ±10 ppm for δiso, ±0.2 MHz for CQ, and ±0.2 for ηQ. Since the number of degrees
of freedom is reduced in MAS measurements, the values for δiso, CQ, and ηQ from this measurement were
applied to the static measurements after determining that the values provided a reasonable fit to the static
data.
84
Figure 5.14: This figure describes the sensitivity of the narrow-site fits to ηδ, δaniso, β, and γ for the 11.7
T data from the Bruker spectrometer. Changing α for each site primarily changed that site’s height. This
data set seemed more sensitive to these parameters than the 7.04 T data from the Bruker spectrometer.
85
Figure 5.15: This figure describes the sensitivity of the wide-site fits to ηδ, δaniso, β, and γ for the 11.7 T
data from the Bruker spectrometer. Changing α for each site primarily changed that site’s height. This
data set seemed more sensitive to these parameters than the 7.04 T data from the Bruker spectrometer.
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Figure 5.16: This figure describes the sensitivity of the narrow-site fits to ηδ, δaniso, β, and γ for the 7.04 T
data from the Bruker spectrometer. Changing α for each site primarily changed that site’s height.
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Figure 5.17: This figure describes the sensitivity of the wide-site fits to ηδ, δaniso, β, and γ for the 7.04 T
data from the Bruker spectrometer. Changing α for each site primarily changed that site’s height.
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Figure 5.18: (a) shows static 65Cu NMR lineshapes for all slow-cooled samples. (b) shows 65Cu lineshapes
for A-type lineshapes at different fields. (c) shows that quenching tetragonal Cu2SnS3 samples from 345
◦C
has no discernible affect on spectra. Co-addition was not used for these spectra.
Cu2Cu1
Figure 5.19: All atoms are tetrahedrally-coordinated in the monoclinic structure. There are two unique Cu
sites (orange) and one unique Sn site (gray). Sulfur atoms are shown in yellow.
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Figure 5.20: A map of how ordered defect complexes would permit stoichiometry variation is juxtaposed
with the EDS-measured compositions of our Cu2SnS3 samples. A variety of compensated defect complexes
can exist in Cu2SnS3. The monoclinic phase should primarily have (Sn
+
Cu VCu) complexes. The tetragonal
phase deviates from stoichiometry along the line between CuS and SnS. Consequently, it is likely that some
Cu is in the +2 oxidation state. Cu interstitials and sulfur vacancies may compensate for these defects.
are less likely to occur either due to their large formation energy, the number of defects necessary to attain
neutrality, or nonsensical defect pairings (for example, 4Sn+Cu + V
4−
Sn ). The stoichiometry of the monoclinic
sample deviates in the direction of Sn+Cu + V
−
Cu (Figure 5.20).
Although Sn+Cu + V
−
Cu complexes might not act as recombination centers, they should perturb the band
edges. The extent of this effect on monoclinic Cu2SnS3 is unknown but, in the related Cu2ZnSnS4 phase,
complexes that included SnCu or SnZn tended to have a smaller bandgap than the rest of the material
(reduced by 0.3-0.7 eV from 1.5 eV) with the most dramatic change occurring with the conduction band
edge[30]. This localized reduction of the conduction band edge and reduced band gap would likely similarly
harm performance. Therefore, the most efficient solar cells would likely be made from material from a region
of the phase diagram that is difficult to control: near the line separating the monoclinic and tetragonal phases
where the structure is monoclinic with not enough stoichiometry deviation to promote disorder. Complexes
such as Sn+Cu + V
−
Cu may stabilize the monoclinic phase, but alloying with a different atom than Sn with
different atomic orbital energies but similar valence may produce less problematic defect energy levels and
lead to more-efficient devices. This may help explain, in part, why the record Cu2(Ge0.17Sn0.83)S3 device
efficiency (6 %)[153] exceeds that of Cu2SnS3 (4.63 %).[113] These record Cu2(Ge0.17Sn0.83)S3 devices were
synthesized under conditions where Cu/(Ge+Sn) = 1.9 < 2 and so the monoclinic phase would be expected
if the behaviors for the pure compound also apply to the alloy.
Some samples contained both Cu4Sn7S16 and monoclinic Cu2SnS3 as is apparent in both the
119Sn and
65Cu NMR spectra of the sample made intentionally in this two-phase region. This demonstrates that there
are no other stable phases between Cu4Sn7S16 and monoclinic Cu2SnS3. There was not enough Cu4Sn7S16
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Figure 5.21: 65Cu (a) and 119Sn spectra from the sample containing both monoclinic Cu2SnS3 and Cu4S7S16.
The presence of monoclinic Cu2SnS3 secondary phase is confirmed since the lineshapes modeled in Figure
5.8 is seen underneath the main pattern for the Cu4Sn7S16 phase for both nuclei.
in sample B-200q to be detected using NMR (compare Figure 5.18 to Figure 5.21).
Many of the applications of Cu2SnS3 require an understanding of the electronic and optical properties
of its phases. Ultraviolet-Visible reflectance results are shown in Figure 5.22. Both monoclinic samples
exhibited a reflection edge at 0.94 ± 0.01 eV, which is in good agreement with other reports of monoclinic
Cu2SnS3 band gaps[38, 5]. No such reflection change was observed in the tetragonal phase materials. All
samples were black in color.
5.4.2 Tetragonal Cu2SnS3
The A-type samples and B-400q were found to be tetragonal based on both XRD and Raman data. The
Raman spectra could be decomposed and peaks associated with the tetragonal phase could be unequivocally
identified (Table 5.6).
In the NMR, all A-type samples and sample B-400q interacted with the spectrometer magnetic fields
and would not spin. The rotor spun easily away from the spectrometer magnet but slowed as the sample
approached the magnet. It is unlikely that the single grain of CuS observed by EDS to be present in A-slow
would interfere with spinning because we were able to spin CZTS samples that contained CuS inclusions
detectable using XRD [126]. No CuS was detectable using XRD in any of the type A or B-400q samples.
Since these samples contained no significant detectable paramagnetic secondary phases, the inability to spin,
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Figure 5.22: UV-Vis measurements for Cu2SnS3 samples. For these UV-Vis measurements, both diffuse and
specularly reflected light are collected. A small discontinuity caused by a grating movement at 1200 nm was
removed.
and hence the implied magnetic field interaction seems associated with the tetragonal Cu2SnS3 phase.
Because magic angle spinning failed for the samples containing the tetragonal phase, only static 65Cu
spectra were collected (Figure 5.18). These were very broad and consequently could not be fit, even for
data collected at 17.6 T field strength. This broadness feature is a result of the disorder in the tetragonal
phase. The disorder results in a range of electric field gradients and chemical shift distributions because
of the many local chemical environments present. The hyperfine interaction, too, might contribute to this
broadening. Despite the inability to uniquely fit these spectra, the magnitude of the electric field gradients
around the 65Cu in the tetragonal structure and the level of disorder in this phase can be approximated.
The narrowing of the A-slow lineshape as the static magnetic field strength increased demonstrates that
the quadrupolar interaction dominates over the chemical shift anisotropy-related broadening and hyperfine
broadening. If chemical shift anisotropy were to dominate, the lineshape would have broadened as the
magnetic field strengthened. There was no difference between samples quenched at 345 ◦C and the slow-
cooled samples, showing that the disorder is stable over a wide range of temperatures. Consequently, solar
cells made in the portion of the phase space where the tetragonal structure forms can be expected to be
disordered no matter the chosen heat treatment and presumably would have lower performance.
The tetragonal A-type sample 65Cu spectra were narrower than those of the monoclinic B-slow, B-200q,
and C-slow samples. Indeed, the lineshape of the tetragonal sample’s entire 65Cu spectrum is narrower than
the spectrum of only the narrow monoclinic site. The Cu−S4 tetrahedra in the tetragonal phase are less
distorted than the Cu−S4 in the monoclinic phase based on the reported crystal structures even if both
phases had the same stoichiometric composition and lacked defects. This reduced Cu−S4 distortion in the
tetragonal phase results in smaller observed electric field gradients (and smaller quadrupolar constants). The
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chemical disorder in the tetragonal phase smooths the spectrum because Cu experiences a distribution of
electric field gradients. The disordering process is initiated by the re-ordering of cations around sulfur to avoid
high-energy configurations that deviate sharply from the octet rule (e.g. S-Cu4) [173]. With the point-defect
model, high-energy sulfur tetrahedra are forced to exist in the monoclinic phase by stoichiometry deviations
as Cu replaces Sn. These high-energy tetrahedra can be can be removed by longer-range disordering of the
Cu2SnS3 cations to form tetragonal or cubic structures. This disorder found in the tetragonal phase is stable
at room-temperature under Cu-rich, Sn-poor conditions.
The disordered nature of the tetragonal phase makes it less clear, on sites where both Sn and Cu can be
present, how to define CuSn and SnCu antisites. However, locally, either a Sn or Cu atom is found at a given
point in the material and there are energies associated with the specific arrangement of these atoms. Due
to the Cu-rich, Sn-poor nature of the tetragonal phase, additional S−Cu3Sn and fewer S−Cu2Sn tetrahedra
are forced to exist, effectively introducing CuSn antisite defects without requiring long-range cation order.
Charge compensation then forces additional defects to exist. The composition of sample A lies along the
line between SnS and CuS rather than along that between Cu2S and SnS2, suggesting that some of the Cu
is in the +2 oxidation state. It is most likely that the CuSn ”antisites” are effectively Cu
2+ rather than
Cu+. This is presumably favored because only half as many Cu2+ are required to compensate for missing
Sn4+. Furthermore, Sn is known to accept a Sn2+ valence, which would be consistent with the composition
variation observed. Presumably there is a limit to how much Cu2+ can be dissolved in the tetragonal
Cu2SnS3 but within the range studied here it appears that a single phase tetragonal structure results. Cu
interstitials or sulfur vacancies may also compensate for the charged Cu 2–Sn site. Further increasing the
sulfur content seems to require introducing S and Cu interstitials. A diagram showing several compensation
processes is shown in Figure 5.20.
The re-ordering of tetrahedra in the tetragonal (partially disordered) phase may contribute to the spinning
problems in the tetragonal samples by changing the oxidation state of some Cu+ to Cu2+ although it remains
unclear whether this mechanism was the dominant one. It does seem like there is something about the
tetragonal phase that results in a magnetic interaction with the spectrometer field.
Optical measurements were performed on some of the tetragonal samples and showed very low reflectance
and unclear absorption edges. Slight evidence of absorption edges were observed in A-200q around 0.94 eV
and 0.92 eV. These may have included some contributions from small amounts of monoclinic phase, apparent
from the Raman data, and are not in agreement with previous reports of the tetragonal band gap being
between 1.1 and 1.35 eV [52, 24]. For B-400q, the reflectance was so low over the entire spectral range that
no edge was observed.
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A few small Raman peaks associated with cubic Cu2SnS3 phase were observed in the primarily tetragonal
A-type and B-400q samples. The most prominent of these was at 300 cm-1, with another peak at 359 cm-1.
The presence of these peaks is not surprising because of the cation disorder inherent to the tetragonal
phase. The only difference between tetragonal and cubic phases is the existence of one unique Cu site in the
tetragonal phase, with the other cation sites containing randomly-distributed Cu and Sn atoms.
5.5 Conclusions
The ternary Cu-Sn-S phase space was found to include two stable polymorphs of Cu2SnS3 at temperatures
at and below 200 ◦C having the monoclinic and tetragonal structures. The monoclinic phase formed in
materials with a smaller Cu/Sn ratio while the tetragonal phase formed in samples a larger Cu/Sn ratio
with a constant S content. The tetragonal phase was stable at higher temperatures for all compositions
tested and, at still higher temperatures, the cubic phase is expected to be stable. The change in the Cu/Sn
ratio causes compensation and cation re-arrangement. This reduces the concentration of high-energy sulfur
tetrahedra that would be necessitated by the stoichiometry deviation using a point defect model.
There are two unique Cu sites and one unique Sn site in the monoclinic Cu2SnS3 structure. We observed
SnCu antisite defects in samples with the smallest Cu/Sn ratios, likely in SnCu + VCu complexes. These
complexes and isolated defects seem to stabilize the monoclinic structure and may promote cation ordering.
This conclusion is also consistent with the increased stability of the tetragonal phase at high temperatures
where entropy favors cation disorder. Consequently, Cu2SnS3 compositions that favor SnCu+VCu complexes
are more stable than stoichiometric Cu2SnS3. Our monoclinic material was p-type.
The tetragonal Cu2SnS3 phase is highly disordered in a way that reduces electric field gradients compared
to the monoclinic phase. The phase has some magnetic properties that interact with the magnet in the NMR
and prevent it from spinning in that field. Furthermore, the sample compositions observed suggest that, in
the tetragonal phase, the Cu has a higher average oxidation state and the phase follows a tie line between
SnS and CuS. This means that every additional Cu atom added has effectively a full +2 valence. The better
ordered monoclinic phase shows a well-defined band edge in reflection at 0.94 eV, consistent with the better
organized chemical structure. By contrast the tetragonal phase shows no significant band edge, as might be
expected for a disordered structure. The best material for solar cells is likely near the boundary between
the tetragonal and monoclinic phases where there is not too much SnCu forming recombination centers but
where the monoclinic phase remains stable.
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6.1 Abstract
Solid-state nuclear magnetic resonance spectroscopy, x-ray diffraction, and Raman spectroscopy were used
to show that Cu2ZnSnS4 (CZTS) bulk solids grown in the presence of oxygen had improved cation ordering
compared to bulk solids grown without oxygen. Oxygen was shown to have a negligible solubility in the
CZTS phase. The addition of oxygen resulted in formation of SnO2, leading to Sn-deficient CZTS. At the
highest oxygen levels, other phases such as Cu9S5 and ZnS were observed. Beneficial ordering was only
observed in samples produced with more than 2 at. % oxygen in the precursor materials but did not occur
in samples designed with excess Sn and O. Thus, it is the removal of Sn and formation of Sn-deficient CZTS
that improves ordering rather than the presence of SnO2 or O alone. These results indicate that using
oxygen or air annealing to tailor the Sn content of CZTS followed by an etching step to remove SnO2 may
significantly improve the properties of CZTS.
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6.2 Introduction
Kesterite-based solar cell power conversion efficiencies improved rapidly since 1997, although their perfor-
mance plateaued in early 2014 at 12.6 %[88, 162]. Selenium alloying, introduced around 2007, enabled much
of the recent improvement while the record efficiency for pure sulfide cells remains 9.2 %[146]. Further
improvements might be expected through investigation of other alloy options. One possibility would be to
investigate addition of oxygen to the material.
There have been few investigations into oxygen alloying and the stability of a Cu2ZnSnO4 phase. Dun et
al. reported that the Cu2ZnSnO4 phase is not stable based on DFT calculations[46]. However, 6% efficient
Cu2ZnSn(S,O)4 (CZTSO) devices have been reported[163]. Yu and Hung reported creating CZTS films
containing oxygen with band gaps of 2.75 and 2.84 eV using a solution-based technique[171]. To bolster
their report that oxygen incorporated in films, Yu and Hung used X-ray photoelectron spectroscopy (XPS)
to measure the chemical composition of their films after sputter-cleaning the surface[171]. They detected
oxygen which, due to the sputter cleaning, would seem to be in the bulk of the film. Consequently, Yu and
Hung suggested that oxygen would replace sulfur in the lattice and also sit on interstitial sites based on the
binding energies of the two observed O 1s levels. Since oxygen is smaller than sulfur, one would expect that
alloying with oxygen would decrease the lattice size, especially if it is replacing sulfur in the lattice. Due
to uncertainty in the reported XRD, it is unclear whether Yu and Hung observed any lattice contraction.
The XRD patterns from Washio et al. show that an oxygen-containing film was also indistinguishable from
the sulfide CZTS phase[163]. Thus, it is unclear how the oxygen was incorporated. Oxygen was detected in
Washio et al.’s film using energy dispersive X-ray spectroscopy (EDS), although the amount could not be
accurately quantified. Washio et al.’s film had a band gap of 1.57 eV at room temperature, fairly comparable
to that of pure CZTS[163, 132]. Based on the literature it is therefore unclear whether CZTSO alloys form
and what effects oxygen would have on the kesterite structure and electronic properties.
In the chapter, we investigate the effect of oxygen addition during bulk synthesis of CZTS from metallic,
oxide, or sulfide precursors by heat treatment in sealed ampoules. We demonstrate that oxygen addition
affects the creation of CZTS with preferential formation of SnO2 at the expense of producing CZTS. Thus,
modest amounts of O present during formation of CZTS produces Sn-deficient CZTS with an NMR spectrum
consistent with a more ordered kesterite structure than that observed in oxygen-free samples. Large amounts
(≥ 12 at.%) of oxygen lead to formation of ZnS and Cu9S5 second phases alongside CZTS and SnO2.
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Table 6.1: Composition of the starting mixtures.
Sample Cu (at. %) Zn (at. %) Sn (at. %) S (at. %) O (at. %) Composition
A1, A2 25 13 13 50 0 Cu2ZnSnS4
B1 24 12 12 28 24 Cu2ZnSnS2.3O2.0
B2 24 12 12 41 12 Cu2ZnSnS3.5O1.0
B3 24 12 12 45 7 Cu2ZnSnS3.8O0.6
B4 24 12 12 50 2 Cu2ZnSnS4.6O0.2




Two methods were used to make the bulk materials for this study, one of which was oxygen-free (A) and the
other of which contained oxygen from a CuO powder precursor. For method A, Cu (Alfa Aesar, -100 mesh,
99.999 % (metals basis)), ZnS (Sigma Aldrich, 100 µm, 99.999 % (metals basis)), Sn (Alfa Aesar, -100 mesh,
99.995% (metals basis), and sulfur (Alfa Aesar, Puratronic grade, 99.9995 % (metals basis)) powders were
mixed to the appropriate stoichiometry of the CZTS phase desired in an Ar-filled glove box. The resulting
mixtures were pressed into pellets in the Ar-filled glove box, and then sealed in quartz ampoules under
vacuum. All heat treatments were performed using a Thermo Scientific/Blue M Moldatherm box furnace
with a hot zone of 1.99 L in order to minimize temperature gradients across the samples. In order to initially
react the sulfur, the ampoules were heated to 250 ◦C for 2 h. All temperature changes were at a rate of
50 ◦C/h. The temperature was increased to 600 ◦C for 20 h and then decreased to 400 ◦C for 76 h. Finally,
the temperature was decreased to 200 ◦C for 3 h and then cooled to room temperature. Method A was used
to synthesize samples A1 and A2, the only difference being the age of the Cu powder (the Cu powder for
sample A1 came straight from the manufacturer, while for sample A2, the Cu sat for several years on a lab
bench, sealed and unopened). For sample preparation method B, CuO (Alfa Aesar, 99.995 % (metals basis)),
Cu (Alfa Aesar, -100 mesh, 99.999 % (metals basis)), ZnS (Sigma Aldrich, 100 µm, 99.999 % (metals basis)),
Sn (Alfa Aesar, -100 mesh, 99.995 % (metals basis), and sulfur (Alfa Aesar, Puratronic grade, 99.9995 %
(metals basis)) powders were mixed to the appropriate stoichiometry of Cu2ZnSn(S4-xOx)1.1 where x was
approximately 1.9, 0.9, 0.5 and 0.2. This equates to 24 at. % (B1), 12 at. % (B2), 7 at. % (B3), and 2
at. % (B4) oxygen, as measured from the starting mixtures and reported in Table 6.1. The oxygen content
was adjusted by varying the Cu/CuO ratio. An additional sample (B5) was made using the same precursors
to have a final composition (if both stoichiometric SnO2 and CZTS form) of Cu2ZnSnS4 + SnO2 in an
approximately 1:1 molar ratio. The same heat treatment was used for method B as for method A to react
the precursors. The compositions of the initial mixtures are given in Table 6.1. Thus, if Cu2ZnSnO4 were
a stable phase or if a Cu2ZnSn(S1-xOx)4 alloy formed, one would expect to find it in samples synthesized
using method B.
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The structures of the resulting powders were determined using X-ray diffraction (XRD) with a Siemens-
Bruker D5000 powder X-ray diffractometer. Further investigations into the phases present were conducted
using a Horiba LabRAM HR Raman spectroscopy imaging system with a 1800 grooves/mm grating and
a 50x objective using a 532 nm laser filtered such that 2 mW of photon power reached the sample. Peak
locations were referenced to the Si 520.5 cm-1 peak. This instrument was also used to make room-temperature
photoluminescence measurements using the same 532 nm laser for excitation. The photoluminescence data
was smoothed using a low pass FFT filter with 1000 points in the window and a cutoff frequency of 23.1 eV-1.
Raman spectra were decomposed into Lorentzian components using Fityk software[165]. Micrographs and
EDS spectra were collected using a Hitachi 4700 scanning electron microscope operating at 15 kV equipped
with an Oxford Instruments ISIS EDS microanalysis system.
Static (i.e., non-spinning) and magic-angle spinning (MAS) NMR experiments were conducted at the
School of Chemical Sciences CS NMR Facility of the University of Illinois at Urbana-Champaign at room
temperature using 7.04 T Varian Unity Inova and 17.6 T Varian (VNMRS) NMR spectrometers. 119Sn
and 65Cu nuclei were studied. A 4 mm Varian/Chemagnetics double-resonance APEX HX MAS probe was
used for measurements with the 7.04 T spectrometer. A 4 mm Varian triple-resonance HXY T3 Narrow
Bore (NB) MAS probe was used for measurements with the 17.6 T spectrometer. Both MAS and static
experiments were conducted in the 7.04 T spectrometer at spinning rates of 10 kHz for samples for A1, A2,
and B1. All spectra were fit using WSolids1 ver. 1.21.3 software[48].
Experimental Cu chemical shift referencing, pulse calibration, and setup were performed using solid CuCl
with its chemical shift set to 0.00 ppm. 65Cu pulse widths of 2 µs and recycle delays of 1 s were used. Data
were collected at 7.04 T from 50000 scans for sample A1, 56800 scans for sample A2, and 57000 scans for
sample B1. Data were collected at 17.6 T from 29000 scans for A1 and A2, 21000 scans for B1, 21000 scans
for sample B2, 29000 scans for sample B3, 29000 scans for sample B4, and 22656 scans for sample B5 for
static measurements. The Hahn-echo pulse sequence [(π/2)− τ − (π)− acq with τ=interpulse delays set for
rotor-synchronization] was utilized instead of the regular one-pulse sequence because the extra refocusing
pulse corrected baseline distortions. The interpulse delay times were set to the inverse of the spinning rate:
142 µs at 7 kHz, 100 µs at 10 kHz, and 91 µs at 11 kHz, and 80 µs at 12 kHz.
Experimental Sn chemical shift referencing, pulse calibration, and setup were done using solid (C6H5)3Sn,
which has a chemical shift of -121.1 ppm relative to the primary standard, Sn(CH3)4 at 0 ppm.
119Sn pulse
widths of 1.5 µs and recycle delays of 120 s were used for the 7.04 T measurements. 119Sn pulse widths
of 4 µs and recycle delays of 60 s were used for the 17.6 T measurements. One-pulse, direct polarization
MAS experiments were conducted because the Hahn-echo sequence did not provide a significant baseline
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improvement for 119Sn spectra. 744 scans for samples A1 and A2 and 772 and 1336 scans for sample B1
were acquired using the 7.04 T spectrometer. 60 scans for sample B2, 44 scans for sample B3, 300 scans for
sample B4, and 340 scans for sample B5 were acquired using the 17.6 T spectrometer. The additional scans
for sample B1 did not change the line shape and no additional peaks were observed. The recycle delays for
119Sn and 65Cu were chosen to match those of Paris et al[121]. The appropriateness recycle delays for 119Sn
were verified by varying the recycle delay between 10 and 180 s for the 7.04 T spectrometer and between 1
and 120 s for the 17.6 T spectrometer[121].
6.4 Results
A summary of all phases observed using all techniques is shown in Table 6.2. Our XRD results (Figures 6.1
to 6.3) show that, for the samples with 24 and 12 at. % O (samples B1 and B2, respectively), the CZTS
decomposed at least partially into SnO2, Cu9S5 and ZnS. The oxygen removed Sn from the CZTS, eventually
resulting in Cu9S5 and ZnS in addition to the SnO2 and remaining CZTS.
XRD is not effective at distinguishing CZTS and ZnS because of structural similarities between the
phases[33]. Raman spectroscopy, also, does not detect ZnS effectively in the mode used here[16]. However,
a slight real shift in the CZTS/ZnS diffraction peaks observed in B1 (24 at. % O) is very likely due to the
presence of ZnS. Large ZnS grains were observed in SEM micrographs and verified by point-mapped EDS
analyses (Figure 6.4 and Table 6.3) for Sample B1. No ZnS domains were observed in SEM micrographs of
sample B3 (7 at. % O) (Figure 6.5 and Tables 6.4 and 6.5) or samples with less oxygen.
Based on data from sample B3, a two-phase region occurs in which only CZTS and SnO2 are observed.
These phases coexist with little mixing. No ZnS or Cu9S5 were observed in B3. Only CZTS was observed
in the 2 at. % O sample (B4). Qualitatively, the amount of CZTS present in each sample decreased with
Table 6.2: Summary of phases observed using XRD, Raman, and NMR.






A1 CZTS – – CZTS
A2 CZTS CuS – CZTS, CuS





B2 CZTS SnO2, Cu9S5 – CZTS, SnO2
B3 CZTS SnO2 – CZTS, SnO2
B4 CZTS – – CZTS
B5 CZTS, SnO2 SnS2 –
CZTS, SnO2, traces
of SnS2
*Based on 119Sn and 65Cu nuclei
100









 A 1  A 2
 B 5 - C Z T S + S n O 2  B 4 - 2  a t .  %  O
 B 3 - 7  a t .  %  O  B 2 - 1 2  a t .  %  O
 B 1 - 2 4  a t .  %  O
B 1
S n S 2
C u S C Z T S
S n O 2







2 θ  ( ° )
Z n S
Figure 6.1: X-ray diffraction shows that CZTS is in each sample and A1 is pure CZTS. A summary of phases
detected is included in Table 6.2. PDF cards 04-015-0223 (CZTS), 00-005-0566 (ZnS), 04-014-0193 (SnO2),
00-024-0061 (Cu9S5), 00-023-0677 (SnS2), and 00-006-0464 (CuS) are shown here.
Table 6.3: Measured EDS compositions at the points in Figure 6.4
Point Cu Zn Sn S O Description
(at. %) (at. %) (at. %) (at. %) (at. %)
1 25.8 12.1 7.7 49.4 5 Mostly CZTS
2 17.1 5.4 35.0 24.1 18 SnO2 and amorphous CuO over CZTS
3 11.2 34.5 0.8 48.3 5 ZnS with some Cu9S5
Table 6.4: Measured EDS compositions at the points in Figure 6.5a
Point Cu Zn Sn S O Description
(at. %) (at. %) (at. %) (at. %) (at. %)
1 32.0 15.1 7.9 45.0 0 CZTS
2 23.9 12.0 8.8 55.2 0 CZTS
3 9.4 4.6 44.6 15.5 26.0 SnO2, some CZTS
Table 6.5: Measured EDS compositions at the points in Figure 6.5b.
Point Cu Zn Sn S O Description
(at. %) (at. %) (at. %) (at. %) (at. %)
1 24 12 9 55 0 CZTS
2 5 3 26 8 57 mostly SnO2
3 13 7 18 30 33 mostly SnO2
4 32.6 16.2 8.9 42.3 0 CZTS
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Figure 6.2: X-ray diffraction data for the samples studied here. Phases marked are based on powder
diffraction reference data for CZTS[2], ZnS[4], SnO2[3], and Cu9S5[1].
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(a) (b)
Figure 6.3: Cu9S5 was present as a secondary phase in oxygen-containing samples with oxygen contents
greater than 7 at. %. CuS was present in sample A2, an oxygen-free sample, used for comparison of
materials under Cu-rich conditions. Indicated peak positions and corresponding compounds are based on
PDF reference cards # 04-015-0223 (CZTS), # 00-006-0464 (CuS), and # 00-024-0061 (Cu9S5). No Cu9S5
could be distinctly detected in the A-type samples and B3-B5. When whole-pattern fitting was performed
on B3, no Cu9S5 was detected although the slight baseline rise suggest that extremely small traces may
be present. For these plots only, data was smoothed using a FFT filter with a 3 point window and cutoff
frequency of 8.33°−1.
Table 6.6: Fitting parameters for 119Sn spectra associated with CZTS (A1-A2, B1 from 7.04 T data, others
from 17.06 T data). Gaussian and Lorentzian parameters are taken as equal with a mixing of 50 %.
Sample δiso δaniso ηδ Convolution Parameters
(ppm) (ppm) (Hz)
A1 -123 – – 1400
A2 -123 – – 2000
B1 -121 – – 500
B2 -121.3 32 0.38 1000
B3 -121.3 32 0.38 2000 (MAS), 1000 (static)
B4 -125.5 -90 0.38 5000
B5 -125 -70 0.38 1500
increasing oxygen content but a meaningful quantitative relationship could not be established. Sample B5
contained CZTS and SnO2 with trace amounts of SnS2, demonstrating that, since additional Sn was supplied,
decomposition into ZnS and Cu9S5 did not take place in this sample.
Figures 6.6 to 6.13 and Table 6.6 show the results of our NMR analysis. The spectral region between
-500 and -800 ppm could be consistently fit with isotropic δiso=-603±3 ppm, and anisotropic δaniso=-125±15
ppm chemical shift components (Figure 6.6), with fits shown in Figure 6.7. This behavior is associated with
the SnO2 phase [75]. There was no evidence of SnO (δiso ≈-1010 ppm)[37]. As the oxygen content of the
samples increased, the contribution of the SnO2 peak increased, as shown in Figure 6.6. Raman spectroscopy




Figure 6.4: SEM micrographs of B1 show a variety of phases. There are relatively large and cohesive ZnS
and CZTS grains. Other phases appear to have a larger number of smaller grains that surround these ZnS
and CZTS grains. (c) and (d) show EDS mapping over the boxed region in (a), which is reproduced in (b).
Domains of ZnS and CZTS (Cu=blue, Zn=green, Sn=red) clearly exist. EDS spectra at points 1-3 (see
Table 6.3) show that these smaller grains have a different composition, often containing more oxygen than
larger domains of the CZTS phase. Many of these small grains appear to be phases such as SnOx. Both
ZnS and CZTS do not seem to incorporate much oxygen. Appropriate quantization of oxygen is difficult
so values listed here are only approximate and can be used to describe trends only. Micrographs and EDS
measurements were collected at 5 kx and 15 kV at a 12 mm working distance.
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(a) (b)
Figure 6.5: B3 only showed evidence of CZTS and SnO2. The SnO2 seemed to form very small grains on
the surface of CZTS grains and did not seem to adhere well. CZTS grains exhibited some faceting as was
observed in A1, although the faceting was not quite as strong. Figures 6.5a and 6.5b show the points where
the compositions in Tables 6.4 and 6.5 were measured. Micrographs were collected at 5 kx and 15 kV at a
12 mm working distance.
observation of a small peak attributable to oxygen-poor SnOx[152] but no evidence of other SnOx was found
by other techniques.
These results indicate that O reacts preferentially with Sn to form SnO2, depleting the reactants of Sn
with which to form CZTS. When the Sn depletion exceeds ≈5±2 at. %, the CZTS apparently becomes
unstable and the reaction forms binary compounds. Only residual unoxidized Sn reacts to produce some
CZTS in these cases. The results also show that SnO2 is stable in contact with CZTS. These results are
consistent with the standard enthalpies of formation of CZTS, SnO2 and SnS2[14, 95, 22].
65Cu NMR of the sample with the largest oxygen content (B1) showed the presence of small amounts
of CuO, which has an isotropic chemical shift near -600 ppm. The sample (and CuO powder) could be
spun without any problem, indicating that the CuO phase was not sufficiently paramagnetic to prevent the
technique (see Figure 6.8). The presence of CuO was confirmed by comparison to the NMR spectra of the
precursor CuO powder. This phase might also explain some of the composition variability as measured
using EDS in this sample (Figures 6.4 and 6.15 and Tables 6.3 and 6.8) since it represents yet another phase
in which Cu exists. We note that the reaction did not consume all of the CuO precursor in this sample
suggesting incomplete reaction. No CuO was detected in the other B samples.
Several additional peaks appeared in the Raman spectrum for the sample with the largest oxygen concen-
tration (B1) relative to the other samples, indicating that many more phases are present in only this sample
(Figure 6.14 and Table 6.7). For example, the peak at 302 cm-1 may be related to cubic Cu2SnS3[52] and
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Figure 6.6: (a) SnO2 was observed alongside CZTS in all B-type sample
119Sn spectra except for B4. Sample
B4 had the least O of the B-type samples. When normalized to the CZTS peak height, the SnO2 content
dramatically changes (b, c). Traces of SnS2 were observed in B5.
Figure 6.7: The optimal fitted static (17.6 T) 119Sn spectrum for SnO2 is shown in (a). Slight deviations in
these parameters do not improve the fits.
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Figure 6.8: The small peak at -600 ppm in B1 was attributable to CuO secondary phase (65Cu). Spectra
for A-type samples are consistent with minimal oxygen exposure.
Figure 6.9: The optimal fitted static (17.6 T) 119Sn spectrum for CZTS is shown in (a). Slight deviations in
these parameters do not improve the fits. The deviation in (e) is primarily in the shape of the largest lobe.
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Figure 6.10: (top) 119Sn NMR spectra for three samples and (bottom) an expansion of the data from -90
to -200 ppm including a comparison to Choubrac et al.’s data for samples prepared under heats treatments
with different cooling rates. The oxygen-containing samples were most similar to Choubrac’s slow-cooled,
ordered samples whereas the oxygen-free samples were most similar to Choubrac’s quenched samples.
Table 6.7: Attribution of Raman peaks. The Avg. row describes the average peak location of the given
column. An additional peak at 469 cm-1 was present in sample A2 and was attributed to CuS[74].
ID Peak Locations (cm-1)
A1 163 256 285 330 336 346 353 363
A2 163 254 286 332 336 345 354 367
B1 219 252 287 302 312 331 338 348 362
B2 166 251 267 287 337 349 368
B3 167 251 268 286 337 349 368
B4 255 286 332 354 365
B5 165 253 286 335 336 355 371
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Figure 6.11: (top) static 65Cu NMR data for the samples studied and (bottom) separate modeled spectra
for two unique sites for Cu that are evident in the experimental data.
Figure 6.12: The 65Cu static NMR spectrum (as shown, from 7.04 T spectrometer) was less broad for
sample B1, which contained oxygen, in agreement with the 17.6 T data. This suggests that there was less
variability in the local Cu chemical environments in this sample. The additional features observed in B1
were attributed to CuS. A separate static experiment on CuS powder was used to confirm this attribution.
The overall lineshape was in agreement with Paris’ data[121].
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Figure 6.13: (119Sn MAS NMR lineshapes related to CZTS and sample fits for samples with various levels
of O. (a) shows that the ordered CZTS shapes (7-12 at. % O) were narrower and had smaller spinning
sidebands than the less-ordered samples (2 at. % O and CZTS+SnO2 mixture). (b) shows the static fitted
spectrum of B3. (c) shows MAS spectra for B4 (2 at. % O) and B5 (CZTS+SnO2), which could not be
fit using the same δaniso as the ordered samples, B2 and B3. More accurate fits with larger δaniso are also
shown here. The fitting parameters measured in (b) adequately described the MAS experiments for the
ordered samples in (d), demonstrating the accuracy of those parameters for the ordered samples.
Table 6.8: Measured EDS compositions at the points in Figure 6.15. Additional unidentified minority phases














1 24 15 11 46 4 Zn-rich CZTS
2 41.7 8.3 9.1 29 12
Cu9S5,
ZnS, SnO2
3 7 45 3 41 5 ZnS
4 13 15 24 22 27
SnOx,
CZTS, some ZnS
5 25 17 11 45 3
Zn-rich
CZTS
6 43 5 6 32 14
Cu9S5,
ZnS, SnO2 etc.
7 51 5 2 37 6
Cu9S5,
ZnS, SnO2




Figure 6.14: Oxygen exposure sharpened the Raman peaks (above 2 at. % O) and did not induce any
shifts or additional peaks to suggest oxygen incorporation. Only at the highest oxygen concentrations were
secondary ternary phases detectable. A summary of these phases is included in Table 6.2. Since there was
significantly less CZTS in B1, the B1 data was normalized such that the height of its peak at 300 cm-1 was
comparable to the average value of the other samples near 300 cm-1. The asterisk next to one CZTS peak
notes that the peak has been associated with disorder in the CZTS phase[155].
Figure 6.15: A variety of phases are present in Sample B1 (25 at. % O), which has larger grains of CZTS
and ZnS surrounded by smaller grains of Cu9S5 and SnOx. Oxygen was expelled from the CZTS phase,
itself.
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Table 6.9: Composition of the A-type samples by standardless ZAF method EDS. Compositions are not
shown on the table for the B-type samples due to the unreliability of oxygen quantification and because
multiple phases were present, often overlapping in the most oxygen-rich samples.
Sample Cu (at. %) Zn (at. %) Sn (at. %) S (at. %)
A1 27.9 ± 1.3 9.1 ± 0.6 9.1 ± 0.2 53.9 ± 1.6
A2 25.6 ± 1.1 11.0 ± 0.8 8.5 ± 0.2 54.9 ± 1.2
the peak at 312 cm-1 may be related to Cu2-xS[74] or Cu3SnS4[52]. None of these phases were detectable
using XRD because of their low concentration or because of structural similarities between ZnS, CZTS,
cubic Cu2SnS3 and tetragonal Cu3SnS4. EDS point measurements and mapping were also consistent with
samples consisting of many phases (Figures 6.4 and 6.15 and Tables 6.3 and 6.8). This violates the Gibbs
Phase Rule, demonstrating that equilibrium was not reached in sample B1.
By contrast, the other samples did not violate Gibbs Phase rule, even for the SnO2-CZTS two-phase
sample B5. For example (see the SEM image in Figure 6.5 and EDS data in Tables 6.4 and 6.5, EDS shows
that the 7 at. % O sample consists of only CZTS and SnO2 regions with distinctly different morphologies
and, in particular, the SnO2 had very small grains.
Although the Raman spectroscopy peak near 367 cm-1 is most pronounced in oxygen-containing samples,
it does not seem to be connected with the presence of oxygen in the sample and, upon close inspection, is
present in all samples (Figure 6.14 and Table 6.7). Peaks near this wavenumber have been reported in pure-
sulfide films using similar laser excitations (514.5 nm and 785 nm vs. 532 nm)[121, 33]. Consequently, the
presence of this peak does not seem indicative of additional phase formation or a failure to reach equilibrium.
It is likely that the increased intensity of the 367 cm-1 peak in the oxygen-containing samples is related to
improved order in the kesterite phase.
Oxygen-free (A-type) samples formed the kesterite CZTS phase but still showed disorder. The compo-
sitions of samples A1 and A2 were verified using EDS with the standardless ZAF method at 10 locations,
summarized in Tables 6.9 to 6.11[115]. SEM micrographs of the oxygen-free samples are shown in Figure
6.16. A2 contained traces of CuS secondary phase detected using XRD and NMR. It is possible that this
CuS secondary phase is the result of a narrower single-phase CZTS region at lower copper concentrations
[112].
Disorder in both of the oxygen-free (A-type) samples was apparent from Raman and NMR data (see
Figures 6.10 and 6.14). We found that the relatively broad main CZTS Raman peak near 336 cm-1 could
be decomposed into components at 337 cm-1 and 330 cm-1. There were no contributions at 330 cm-1 in
samples with 7-12 at. % O in the precursor (B2 and B3) and comparatively small contributions in B1
(24 at. % O). This 330 cm-1 peak has been attributed to disorder in the Cu-Zn sublattice[155] or phonon
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Table 6.10: Measured EDS compositions at the points in A1. Averaged together, the composition is
27.9 ± 1.3 at. % Cu, 9.1 ± 0.6 at. % Zn, 9.1 ± 0.2 at. % Sn, and 53.9 ± 1.6 at. % S.
Point Cu Zn Sn S
(at. %) (at. %) (at. %) (at. %)
1 30.3 9.1 9.0 51.6
2 26.6 9.1 9.4 52.8
3 27.9 9.0 9.3 54.6
4 25.1 8.5 9.2 54.4
5 26.5 8.6 8.9 55.6
6 24.3 10.3 8.9 50.8
7 25.0 8.8 9.1 54.7
8 25.6 9.1 9.1 54.7
9 24.6 9.8 9.4 54.1
10 25.7 8.5 9.2 55.4
Table 6.11: Measured EDS compositions at the points in A2. Averaged together, the composition is
25.6 ± 1.1 at. % Cu, 11.0 ± 0.8 at. % Zn, 8.5 ± 0.2 at. % Sn, and 54.9 ± 1.2 at. % S.
Point Cu Zn Sn S
(at. %) (at. %) (at. %) (at. %)
1 24.7 11.1 8.5 55.7
2 26.6 10.7 8.5 54.2
3 27.9 10.5 8.1 53.5
4 25.1 11.2 8.6 55.1
5 26.5 12.9 8.5 52.2
6 24.3 11.5 8.7 55.4
7 25.0 10.9 8.5 55.5
8 25.6 10.2 8.7 55.5
9 24.6 10.7 8.4 56.2
10 25.7 10.5 8.6 55.2
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(a) (b)
Figure 6.16: SEM micrographs of A1 (left) and A2 (right) show large CZTS grains (15 kV, 5 kx, 12 mm
working distance). The grains in sample A1 seemed consistently more faceted than sample A2 and twin
boundaries were apparently present based on the faceting.
confinement[40] and existing literature is not yet conclusive as to its source. Additionally, CZTS Raman
modes near 336 cm-1, 286 cm-1, and 256 cm-1 were significantly sharper in the samples with 7-12 at. % O
compared to samples B4, B5, and the oxygen-free A samples.
119Sn solid-state NMR MAS experiments were used to understand cation ordering in the various samples
since changes in the NMR spectrum can be more directly attributed to local structural changes than from
Raman spectroscopy. The CZTS lineshapes in 119Sn spectra collected for oxygen-containing samples (Figure
6.6b) are narrower than those of the oxygen-free A samples and closely resemble the lineshapes observed
by Choubrac et al. for oxygen-free samples cooled at significantly slower rates[34]. The oxygen-free sample
spectra we obtained more closely resembled Choubrac et al.’s quenched sample results, where a tail was
observed extending to around 150 ppm on the shielded side of the main peak. Using an additional line
broadening of 200 Hz in processing the 7.04 T spectra Figure 6.10, the full width at half maximum (linewidth)
of the 119Sn NMR resonance was 1245 Hz for sample A1, 1957 Hz for sample A2 and 804 Hz for sample B1.
Similarly narrow lines were observed for samples B2 and B3 (17.6 T spectrometer data). The narrowness of
the B1-B3 linewidths in the CZTS peak suggests that the chemical environments of Sn cations in CZTS are
more ordered in B-type samples where some Sn has been removed from the CZTS to form SnO2.
In the ordered oxygen-containing samples B2 and B3, the absolute values of measured δaniso were signifi-
cantly smaller than those of oxygen-free samples in 119Sn spectra, while the δiso remained relatively constant.
Due to the crystal quality of sample B3, both static (Fig. 6.13b) and MAS (Fig. 6.13d) spectra could be
collected and all tensor components extracted (see Table 6.6).
The two Cu sites attributed to the kesterite phase[34] also showed evidence of improved order in samples
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with more than 2 at. % O (B1-B3). The general shape of the 65Cu spectra does not change as the oxygen
content changes, although the sharpness of the powder pattern improves in the more ordered samples. This is
true for both 17.6 (Figure 6.11)and 7.04 T (Figure 6.12) data. The Raman results also show broader and less
intense 286 cm-1 and 256 cm-1 peaks for B4, B5, and the A samples. We conclude that the local chemical
environment of each Cu site is more uniform (better ordered) in the moderate to high oxygen samples
compared to the oxygen-containing samples B4 and B5 and the two oxygen-free A samples. Since sample B5,
with a composition resulting in CZTS and SnO2, did not show improved cation order, a stoichiometry change
of the CZTS phase is source of the improved ordering (rather than CZTS-SnO2 boundaries, themselves).
There is a threshold between 2 at. % and 7 at. % O above which, samples are more ordered.
The MAS spectra for the disordered samples B4 and B5 contained spinning side bands around the main
CZTS peak. Using the fitting parameters determined from sample B3 to fit samples B4 and B5, there should
not be any significant sidebands, as shown in Fig. 6.13c. A slight change to the δiso only changes the peak
position and does not fix this sideband fitting problem. The sidebands can be fit by adjusting the chemical
shift anisotropy, δaniso (Figure 6.13c). The negative sign was determined since the left sideband seemed
larger than the right sideband. Since only two sidebands were observed and they were relatively noisy, the
error on these fits is significantly larger than those of the ordered samples. However, we can conclude by
the mere existence of these sidebands that the |δaniso| for samples B4 and B5 is larger for the more ordered
samples B2 and B3 with higher oxygen levels.
The consistently smaller |δiso| in the ordered samples suggests that the overall charge density was locally
consistent among the samples. The larger δaniso in less ordered samples suggests that the ability of electrons
to shield magnetic fields in these samples was more directionally dependent. This may provide insights into
directional dependence of the local electron mobility in the samples since there appears to be little change
in the isotropic shielding and presumably overall electron density.
Paris et al. reported a peak at -80 ppm in 119Sn spectra associated with [VCu + ZnCu] defect complexes.
No peak was observed at this chemical shift in our results. The most prominent spinning side band was
too far away from the -80 ppm peak to allow for explanations not invoking changes in δaniso. Thus, we do
not see a measurable contribution that could be connected to [V +Cu ZnCu] defect complexes in any of our
samples.
Room-temperature photoluminescence (PL) spectra are shown in Figure 6.17. The energy of the lu-
minescence peaks were 1.45 eV in B2 and 1.47 eV in B3. These values are in good agreement with the
band gap for kesterite CZTS at room temperature and are towards the higher end for room-temperature
PL measurements[132, 96, 106, 41]. The full-width at half maximum for both of these scans was 0.24 eV.
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Figure 6.17: Room-temperature photoluminescence data for samples studied here showing improved lumi-
nescence in samples with 7-12 at. % oxygen in the precursor reagents.
All other samples except A2 had little, if any luminescence. A2 exhibited a comparatively broad and weak
luminescence centered at 1.60 eV and a FWHM of 0.38 eV. Malerba et al. measured similar band gaps
between 1.60 and 1.63 eV in Sn-rich CZTS samples using optical absorption and found that the measured
band gap decreased to 1.48 eV as the Sn content decreased[106]. Our luminescence energies in B2 and B3
are in agreement with Malerba et al.’s Sn-poor measurements, supporting our observation that the CZTS
in these materials is Sn-poor. The strong luminescence in the samples that show the best ordering by other
methods is consistent with these materials having fewer defects and sharper band edges.
Thus far, we have established that oxygen removes Sn from CZTS and can affect the distribution of
defects. It may also affect the reactions forming the material from precursors. However, the question
remains as to whether or not O incorporates into the CZTS lattice or if it acts entirely through formation
of secondary phases.
If oxygen incorporated into CZTS, we would expect changes in the CZTS-derived XRD, Raman, and
NMR spectra and that the change would increase with increasing O. However, we find that O does not
measurably change the XRD or the main Raman A1 mode (331 cm-1 for stannite/disordered kesterite CZTS
and 337 cm-1 well-ordered kesterite CZTS). The A1 mode involves vibrations in only the sulfur sublattice
and the resonance should shift if the mass of the vibrating atom changed by a factor of two. Likewise,
smaller O atoms would shrink the lattice and shift XRD peaks to higher angles.
Since solid-state NMR is sensitive to the local chemical environment up to ≈3 bonds away from the
nuclei being probed, one would expect oxygen, which would be present within the first coordination sphere
of Cu or Sn, to strongly affect the NMR spectra. For example, electron shielding shifts δiso to more negative
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values. Oxygen should reduce shielding of 119Sn due to its larger electronegativity (causing a greater positive
chemical shift). This was not observed in our samples. Shifts in 119Sn spectra in the case of O substitution for
S has been observed in tin(II) halides[170] and also when comparing SnS2 and SnO2 spectra[122, 152]. The
parameters used to fit our 119Sn spectra are shown in Table 6.6 and fitted spectra are shown in Figure 6.13.
Similarly, if oxygen were acting as an interstitial, a shift in the δiso would be expected since the electron
concentration and local bonding would change. We conclude that oxygen is not doping CZTS, acting as
an interstitial defect, or replacing sulfur in the lattice to any measurable extent even when present at high
concentrations.
EDS analysis of sample B1 is presented in Figures 6.15 and 6.4 and in Tables 6.8 and 6.3. The oxygen
reached its lowest levels in regions with compositions close to CZTS when no overlying phases were visible
despite being detected in nearby SnO2 regions. This was also true in B3, the 7 at. % O sample (Figure
6.5 and Tables 6.4 and 6.5). This indicates that SnO2 is stable in contact with CZTS, with little or no O
solubility in CZTS.
6.5 Discussion
Contrary to some previous reports[163, 171] and in agreement with others[46, 69], we find that oxygen has
negligible solubility in the CZTS kesterite structure based on XRD, NMR, Raman, and EDS data. The
NMR is the most definitive in this respect. Each S atom is tetrahedrally coordinated by two Cu, one Zn,
and one Sn atoms so, for a substitution with O, spectra from both Cu and Sn nuclei would be affected and
shift these peaks in the positive (deshielded) direction. This would be more significant than shifts due to
Cu/Zn antisite defects. Although Cu/Zn disorder is expected, cation antisites are at least second-nearest
rather than nearest neighbors to other 65Cu and 119Sn nuclei. Furthermore, O is much more different from S
in terms of electron concentration and electronegativity than Zn is from Cu. Therefore, the shifts observed
here are probably not due to OS antisite defects.
It has been suggested that oxygen in the interior of CZTS films is localized in grain boundaries and
forms a passivation layer[69]. Haight et al. observed an only 1.5-2 nm-thick surface oxide (by XPS) upon air
annealing CZTS films, although SIMS measurements showed oxygen through the film depth. They noted
that the air annealing improved the photoluminescence intensity of the CZTS, suggesting that the oxygen
exposure suppressed non-radiative recombination[69]. We observed a similar trend in our samples. It seems
likely therefore that the oxygen acts through the grain boundaries to remove Sn and improve ordering in
the bulk grains.
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The cause of the Raman peak near 330 cm-1 is far from settled, although it does seem related to CZTS
and not to oxygen or other impurities. Valakh et al. first observed a Raman peak at 331 cm-1 in portions of
their CZTS sample that they measured to be Cu-poor using Auger analysis[155]. This peak was the most
intense peak in their Raman spectrum in Cu-poor regions. In Cu-rich portions of the film, the typical 337
cm-1 peak was most intense, with minor contributions from the 331 cm-1 peak. They theorized that ZnCu
and VCu defects are more prevalent in the Cu-poor materials and proposed that these antisites broaden the
main A-peak and contribute to a disordered kesterite structure related to stannite.
Dimitrievska et al. observed a similar peak asymmetry but could not satisfactorily fit it with an ad-
ditional Lorentzian peak[40]. They also noted a slight asymmetry in the 287 cm-1 peak, suggesting that
the asymmetry affects A-modes more broadly. They then applied Nemanich’s phonon confinement model
for Raman phonon line intensity to CZTS and were able to obtain asymmetric Raman lineshapes due to
phonon confinement without invoking disordered phases[40]. In their modeled spectra, they observed the
main A-mode peak location to shift from 332 to 338 cm-1 as the phonon correlation length increased. This
peak shift was not observed experimentally. However, their model did explain the experimentally observed
peak asymmetries present in all samples for the two major A-modes.
Recently, Dimitrievska et al. also investigated the Raman modes of kesterite polymorphs. They found
that CZTS polymorphs with the P-42c space group have a smaller main A1 mode near 334 cm
-1 in comparison
to our 332 cm-1 mode [39]. This P-42c structure is the equivalent of the kesterite structure except for a
(Cu +Zn ZnCu) complex present in the unit cell. This structure has two unique Cu sites like the I-4 kesterite
structure. The two structures do differ in their second nearest neighbors. However, for both Cu sites and
the Sn site, domains of this phase should be distinguishable using NMR. Since our 65Cu and 119Sn spectra
have consistent isotropic chemical shifts and no additional lineshapes show up in spectra, it is unlikely that
there is much of this polymorph present in any of the samples.
In order to clarify which process is responsible for the peak near 332 cm-1, Paris et al. performed
Raman measurements on a variety of bulk materials of varying compositions that were either slow-cooled
or quenched from 750 ◦C [121]. They only observed a peak at 332 cm-1 in slow-cooled samples, supporting
the phonon confinement attribution of the peak near 332 cm-1[121]. However, it is possible that a different
sort of disorder than that probed by Paris et al., such as Cu-Sn disorder, is responsible for this peak that is
dominant in several of our samples, in agreement with the observations of Valakh et al. Since the Sn content
of the CZTS phase is changed when ordered and disordered samples are compared, it is likely that Sn order
plays some role in the presence of the 332 cm-1 peak.
As Sn is removed from CZTS, the Cu/Sn, Zn/Sn, and S/(Cu + Zn + Sn) ratios must also change.
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Since the improved order is related to the precise composition of the CZTS phase, these ratios are important
to ordering in the kesterite material. B4 and B5 had excess sulfur and were quite disordered. The A-type
samples were similarly disordered yet had sulfur contents closer to stoichiometry. Consequently, the relative
sulfur content (S/(Cu + Zn + Sn) ratio) is not likely the most important ratio for describing improved
ordering. Since it is known that Sn is being removed from CZTS, it is likely that the Sn content, itself,
is most important. Unfortunately, this study cannot distinguish between the effects of a changed Cu/Sn,
Zn/Sn, or Cu/Zn ratio. However, the (Cu+ Zn)/Sn ratio of the final CZTS phase should be > 3 in more
ordered material based on our study.
6.6 Conclusions
We conclude that oxygen, when introduced to CZTS, removes Sn from the material to form SnO2. Once
the composition is at the CZTS-ZnS-Cu9S5 phase boundary, these other phases begin to form. Up to a
point, Sn removal from the CZTS improves the crystallinity. Cu2ZnSnO4 is not found to be stable and the
solubility of O in CZTS is concluded to be very small. Oxygen-induced ordering of CZTS allows room-
temperature photoluminescence to occur at energies close to the optical band gap, demonstrating a reduced
concentration of detrimental defects. Other processes that introduce O to the CZTS, while they may produce
better ordered material, can also easily introduce secondary phases which may affect device performance.
The impact of these phases remains to be determined. Since we can now explain how oxygen improves





Zn/HCl ETCHING EFFECTS ON
CZTS DEVICES
This is adapted from a conference evaluation abstract submitted to the IEEE WCPEC-7. The subsequent
conference publication should be, if accepted, E. Pogue, N. Saini, J. Larsen, L. Arzel, N. Barreau, C.
Platzer-Björkman, and Angus Rockett, ”Oxygen annealing and Zn/HCl etching effects on CZTS devices,”
Proceedings for the 45th IEEE WCPEC-7, Waikoloa, HA, USA (2018).
I designed these experiments, performed the air anneals and etches, and measured the device performance
in Nicolas Barreau’s laboratory (sent by Angus Rockett). Nishant Saini and Jes Larsen grew the film in
Charlotte Platzer-Björkman’s laboratory. Ludovig Arzel performed the Raman measurements, which I
analyzed.
7.1 Abstract
Improved short-circuit currents were observed in some CZTS solar cells that were air-annealed and etched
with a Zn/HCl solution to remove any SnO2 and ZnS at the CZTS/CdS interface. Furthermore, all of the
Zn/HCl-etched cells we tested had an improved long-wavelength, near band-edge response. The air annealing
and etching process sped up the growth rate of the CdS layer, suggesting that further optimization of this
process would yield more efficient devices.
7.2 Introduction
In Chapter 6, I discussed the effects of oxygen on the Cu2ZnSnS4 phase. Since oxygen removes excess Sn
from Cu2ZnSnS4, adding an extra air-annealing step to CZTS devices might help improve power conversion
efficiencies by adjusting the surface and grain boundary Cu2ZnSnS4 composition. Many of the high-efficiency
CZTS devices reported (IBM) have employed an air-annealing step that seemed to improve efficiencies. The
mechanism through which the air-anneal step improves efficiencies is not fully understood. Haight et al.
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proposed that oxygen forms a passivation layer at the surface of CZTS grains that resulted in increased
photoluminescence intensity [69]. Ren et al. suggested that oxygen improves kesterite performance by
reacting with harmful NaS2 compounds that form at the kesterite surface to form Na2SO4, which is easily
dissolved in water [128]. This would improve the CZTS/CdS interface. For each of these mechanisms, a
thin SnO2 layer should form at the CZTS-CdS interface and it is not likely to be helpful. SnO2 has a large
electron affinity of between 4 and 5.7 eV (experimentally-measured between 4.4 and 5.3 eV)[145], which
would not align well with CZTS and CdS. Therefore, we attempted to remove any SnO2 layer that formed.
SnO2 is difficult to remove because of its formation enthalpy. Etching methods developed for In2O3:SnO2
and SnO2 films have, however been developed but have not been applied to oxygen-annealed Cu2ZnSnS4
films [19]. Mixtures of Zn powder in HCl solution can etch SnO2 in a relatively controlled fashion at a 10
A/s
rate [19]. To do this, Zn reacts with the HCl to produce soluble ZnCl2 and hydrogen gas. The hydrogen gas
reduces the SnO2 to Sn, which Sn then reacts with the HCl to produce more hydrogen and SnCl4, which is
also soluble. Because the Zn initiates this process, the reaction only happens where Zn and HCl meet and
can release hydrogen gas.
The effects of the HCl on CZTS in the absence of excess Zn have been investigated [50, 139]. In both
of these studies, HCl removed Zn-rich phases like ZnS. Fairbrother et al. showed efficiency improvements
associated with this procedure [50].
I then investigated how both air-annealing and etching CZTS layers that were turned into solar cells
affected device performance.
7.3 Experiment
The synthesis conditions for the cells are described in Section 2.1.2 of Chapter 2. Some initial I-V (AM
1.5G) and external quantum efficiency (EQE) measurements were then collected at room-temperature. The
quantum efficiency setup was lab-built at the University of Nantes. The finished samples were then annealed
at 180 ◦C in a box furnace for 2 minutes, improving efficiencies slightly. The list of samples is shown in
Table 7.1.
Samples that went through the same process but were not used in completed devices were set aside for
further study. Raman measurements were conducted with a 325 nm laser using a home-built setup at the
University of Nantes. These were conducted immediately after the air anneals and immediately after the
etching steps for these samples that were not made into completed cells.
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Table 7.1: All samples came from a single piece of CZTS film that was cut into many pieces. Each sample
was made into 5 small solar cells with a solar cell area of ∼0.5 cm2. All etching times were 5 min.
Name Air anneal temperature Air anneal time Etchant
DC1B – – –
BB1A 200 ◦C 2 min Zn/HCl
AC1A 200 ◦C 20 min –
AA1A 200 ◦C 20 min Zn/HCl
AC1B 300 ◦C 10 min –
BB1B 300 ◦C 2 min Zn/HCl
AA1B 300 ◦C 10 min Zn/HCl
DC1A 300 ◦C 10 min NH4OH
7.4 Results and discussion
Upon air annealing, Raman peaks at both 630 cm-1 and 350 cm-1 grow significantly (Figure 7.1). Both ZnS
and SnO2 have Raman peaks at 630 cm
-1 and ZnS has a Raman peak at 350 cm-1 and 700 cm-1 [152, 16].
Both ZnS and SnO2 are formed when too much oxygen is added to CZTS based on Chapter 7 (in particular,
the 24 at. % sample). When too much Sn is removed from CZTS, ZnS and Cu9S5 are stabilized. Analysis
with a different wavelength laser would likely show the presence of Cu9S5 or Cu2S, as well. ZnS may also
be forming because SnS and S8 are volatile species.
Both the 700 and 350 cm-1 peaks are reduced by around one order of magnitude upon etching. The
peak at 630 cm-1 became un-detectable in the etched sample. There was no difference between 1 min and
10 min etches in HCl/Zn solution, demonstrating that the process is quick (< 1 min) and thorough. The
remaining Raman signal may be coming from buried ZnS that is unreachable by the solution (for example,
ZnS surrounded by CZTS). CZTS has a major peak at 338 cm-1 and a smaller one at 288 cm-1. This 338
cm-1 peak is visible for the etched samples and in the samples annealed for only a short time. The CZTS
signal is much less intense than the ZnS signal because the ZnS is in a resonance condition [16].
Unfortunately, the efficiencies of the solar cells were not improved through this process (Figure 7.2).
Additional changes to the device structure were happening. External quantum efficiency measurements
(Figure 7.3) showed that air annealing and etching both, independently, increased the growth rate of the
CdS layer during chemical bath deposition. A similar affect was noted by Ren et al. for air-annealed devices
that were not etched [128]. The increased thickness of the CdS layer reduced the current collected from
higher-energy light.
The air annealing and etching processes improved the long-wavelength response of the cells. The air
annealed samples at 200 ◦C exhibited this improvement under all etching conditions (non-etched, etched for
2 min, etched for 20 min), with the etched samples performing at least as well as the non-etched sample. The
samples annealed at 300 ◦C did not have as high a near band-edge quantum efficiency as the un-annealed
samples though this was regained after etching.
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Figure 7.1: (a) shows how etching removes the ZnS and SnO2 phases, leaving CZTS and some residual ZnS
behind. Lengthening the etching time does not remove this extra ZnS. (b) and (c) show how the height
and shape of the ZnS peaks grow upon air annealing. Furthermore, a peak at 630 cm-1 that is at least
partially from SnO2 grows as the samples are air-annealed. These were collected with a 325 nm laser and,
are therefore in the resonance condition with ZnS.
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Figure 7.2: The efficiencies of the cells were not improved upon air-annealing and etching. Slight improve-
ments in JSC for some of the 200
◦C-annealed and etched samples were observed.
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Figure 7.3: Air-annealing and etching increased the rate of CdS, resulting in the notch near ∼3 eV. Nonethe-
less, improved long-wavelength responses were observed in the samples annealed at 200 ◦C, with some further
improvements upon etching. Although the 300 ◦C anneal reduced the quantum efficiency in most parts of
the spectrum, the long-wavelength response was enhanced upon etching to be relatively similar to or slightly
higher than that of the reference cell.
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7.5 Conclusions
Kesterite solar cells exhibited an improved long-wavelength response upon air annealing and etching. Al-
though the efficiencies of the devices were not improved, the improved long-wavelength quantum efficiency
response suggests that a more optimized process might allow future efficiency gains. Optimization of this
process would begin with optimizing CdS growth, which was hastened by the air annealing and etching
processes. The 200 ◦C air anneals seemed more promising than the 300 ◦C air anneals based on both the
quantum efficiency and I-V measurements.
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CHAPTER 8
REACTION KINETICS OF Cu2-xS,
ZnS, AND SnS2 TO FORM
Cu2ZnSnS4 AND Cu2SnS3 STUDIED
USING DSC
Reprinted (adapted) with permission from E.A. Pogue, M. Goetter, and A. Rockett, ”Reaction kinetics of
Cu2-xS, ZnS, and SnS2 to form Cu2ZnSnS4 and Cu2SnS3 studied using differential scanning calorimetry,”
MRS Advances 2(53)(2017) 3181-3186. Copyright 2017 Materials Research Society, Cambridge University
Press.
I designed the experiments, measured the precursor powder diffraction patterns, measured and analyzed
the DSC scans. I also helped Melissa Goetter analyze the post-DSC scan XRD measurements that she
collected. I collected and analyzed all Raman data and wrote the paper with Angus Rockett’s guidance. I
also prepared samples for and analyzed the high-temperature XRD data, which was collected with the help
of Shoemaker group members.
8.1 Abstract
Differential scanning calorimetry experiments on mixed Cu2-xS, ZnS, and SnS2 precursors were conducted
to better understand how Cu2ZnSnS4 (CZTS) and Cu2SnS3 form. The onset temperatures of Cu2SnS3 and
CZTS formation reactions suggest that the ZnS phase may mediate Cu2SnS3 formation at lower temperatures
before a final CZTS phase forms. We also found no evidence of a stable Cu2ZnSn3S8 phase, in agreement
with Chapters 3 and 4. The major diffraction peaks associated with Cu2ZnSnS4, and Cu2SnS3 (overlaps
with ZnS, as well) began to grow around 380 ◦C, although the final reaction to form Cu2ZnSnS4 probably did
not occur until higher temperatures were reached. An exothermic reaction was observed corresponding to
formation of this phase. There was some variability in the onset temperature for reactions to form Cu2SnS3.




Cu2ZnSnS4 (CZTS) solar cell efficiency improvements have proven difficult since 2013[162], suggesting that
new approaches informed by the system’s fundamental thermodynamics and common kinetic routes is needed.
Cu2SnS3-based solar cells are also being investigated as another non-toxic, Earth-abundant absorber layer
option, although efficiencies do not yet match those of CZTS-based cells. Consequently, understanding how
either of these phases form might help explain some of this performance gap.
The energy landscape for the Cu-Zn-Sn-S system is not fully understood. Experimental data exist for the
ZnS, SnS2, CZTS, and Cu2S phases (see Figure 8.1). A calculated monoclinic Cu2SnS3 formation enthalpy
has been reported, although no experimental results exist [105]. Unfortunately, the calculated formation
enthalpy for Cu2SnS3 is less negative than the experimental formation energy for its constituent binary
sulfides, Cu2S+SnS2. This is likely due to a systemic calculation error. The magnitude of that error can be
estimated to be -0.5 eV by comparing experimental and calculated formation energies of SnS2 and Cu2S.
This suggests that the Cu2SnS3 phase has a higher (less negative) formation energy than CZTS. One would
not expect CZTS to decompose into ZnS and Cu2SnS3 due to their formation energies.
Several groups have conducted high-temperature x-ray diffraction (HT-XRD) investigations to under-
stand how CZTS forms with temperatures ranging from slightly below 300 ◦C to 570 ◦C. According to Schurr
et al., Cu2-xS and SnS2 react between 415 and 542
◦C to produce Cu2SnS3[137]. This then reacts with ZnS
near 572 572 ◦C to form the final CZTS phase[137]. For Cu-poor compositions, Cu4SnS6 was observed as
an intermediate phase that formed around 177 ◦C and melted around 537 ◦C before the final CZTS phase
formed. CZTS formation temperatures between 450 and 500 ◦C[49], of 350 to 430 ◦C[164], and slightly less
than 300 300 ◦C[135] have been reported by other authors. All agreed that CZTS likely formed through
Cu2SnS3 reacting with ZnS. Some of this variability may be related to different temperature ramp rates
or the precise sample stoichiometry. Our study controls for sample stoichiometry variability by employing






Figure 8.1: The formation energies of CZTS (experiment)[14], Cu2SnS3 (calculated)[105], and relevant bina-
ries (experiment)[93] suggest that CZTS is stable. Experiments show that Cu2SnS3 is stable. Calculations
would, too, once error in the calculation is taken into account. This error was determined by comparing the
calculated formation enthalpies for the relevant binaries to experimental measurements of those formation
enthalpies. This deviation was then applied to the Cu2SnS3 calculated formation enthalpy.
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8.3 Experiment
Samples were synthesized by combining Cu2-xS (Alfa Aesar, 99.5 % -200 mesh), ZnS (Sigma Aldrich,
99.999 %, 10 µm), and SnS2 (MK Impex, +99 %, 3 µm) powders (characterized in Figure 8.2) in the
appropriate stoichiometric ratios intended to form the pure Cu2SnS3, Cu2ZnSnS4, and Cu2ZnSn3S8 phases.
These were mixed in 350 mg batches in an Ar-filled glove box to ensure the absence of oxygen or water
vapor, which could influence the results. X-ray diffraction patterns of the precursors were collected to ver-
ify their phase and composition, as shown in Figure 8.2. Each batch was divided into several aluminum
differential scanning calorimetry (DSC) sample pans and one quartz capillary for HT-XRD measurements.
Consequently, composition variations should only be attributable to the precise distribution of precursor
powder grains in each sample, which should be minimal. The aluminum DSC sample pans, which were
designed to be used with volatile samples (Perkin Elmer, part B0143016) were hermetically sealed by crimp-
ing. DSC scans were conducted using a Perkin Elmer DSC 7 power-compensated instrument calibrated for
temperature and heat flow within 10 days of the reported measurements. The samples were weighed to the
nearest 0.001 mg. To ensure accurate sample mass measurement, the weight of the empty pans was first
measured and then the weight of the filled pans was measured.
A baseline DSC scan was conducted with empty sealed pans. Samples were heated to 600 ◦C at 20 ◦C/min.
Samples were then held at 600 ◦C for 1 minute. They were then cooled at 20 ◦C/min to 50 ◦C, although this
cooling rate was less well-controlled than the heating. The samples were reheated to 600 ◦C for a second
time at 20 ◦C/min, held at 600 ◦C for 1 minute, and then cooled at 20 ◦C/min to 50 ◦C. One of the empty
pans was replaced with a filled sample pan and another scan was performed using the same temperature
profile. The baseline scan was subtracted from the sample scan. No reproducible features were observed in
the second temperature ramp, demonstrating that these reactions were irreversible and no reversible phase
transformations were found. The samples were weighed again. No mass changes greater than 0.09 mg were
observed (<0.52 % of the initial sample mass), confirming that the hermetic seals did not leak significantly.
The samples were then broken open for X-ray diffraction (XRD) and Raman analysis of the reacted material.
Due to the small sample sizes (˜16 mg), it was necessary to spread the samples on pieces of tape mounted
on glass slides for analysis. XRD measurements were collected using a Panalytical/Philips X’Pert 2 MRD
system, using Cu k-α radiation. To confirm that there were no reactions occurring with the Al pan, ω − 2θ
scans were also collected on the interior bottom of at least one pan per sample type. No such reactions
were observed. Samples were then investigated using a Horiba LabRAM HR 3D Raman Confocal Imaging
Microscope with a 1800 gratings/mm grating at 50 x magnification. No significant intra-sample variation
was observed (at least 3 measurements/sample). In-situ high-temperature x-ray diffraction measurements
130
10 20 30 40 50 60
 ZnS, Sigma Aldrich
 ZnS (cub) PDF # 04-016-6868









.)  SnS2, MK-nano
 SnS2 PDF # 00-022-0951
2θ (° )
 Cu2S, Alfa Aesar
 Cu31S16 PDF # 00-023-0959
 Cu2S PDF # 01-072-1071
Figure 8.2: The ZnS precursor (top) was > 95 % sphalerite (cubic) ZnS with a fraction of hexagonal ZnS too
small to be determined using whole-pattern fitting. The SnS2 precursor (middle) was phase-pure hexagonal
SnS2. The Cu2S precursor (bottom) matched well with a single low chalcocite (monoclinic) Cu2S diffraction
pattern (PDF # 04-007-1284) although, a slightly better match could be attained by invoking both Cu2S
(PDF # 01-072-1071) and Cu31S16 (PDF # 00-023-0959) references. Consequently, the Cu2S should be
slightly sulfur-rich.
131
were conducted using a Bruker D-8 diffractometer with Mo k-α radiation from room-temperature to 600 ◦C
on the powder mixture with the CZTS composition at a 1 ◦C/min heating rate. Higher temperatures caused
the capillary to break.
8.4 Results and Discussion
The DSC data are presented in Figure 8.3. As the precise distribution of binary precursors in the Cu2SnS3
and CZTS samples changed, the reaction onset temperatures shifted. In the CZTS sample, the magnitude of
some transitions also changed. For example, transitions of significantly different magnitudes and tempera-
tures were observed between 325 and 380 ◦C, even though both samples came from the same mixture batch.
Furthermore, the Cu2-xS content was confirmed to be equal since there is no difference in the endothermic
DSC peak at 100 ◦C. The height of this peak is also proportional to the phase fraction of Cu2-xS in the
”Cu2ZnSn3S8” sample. This sample produced SnS2 and CZTS by the end of the scan. The endotherm
observed near 100 ◦C corresponds to a transition between the monoclinic γ-Cu2S/Cu31S16 and hexagonal
β-Cu2S phases[20]. No difference was observed between the post-reaction diffraction patterns of CZTS sam-
ples A and B (only CZTS was observed) (Figure 8.4). However, the Raman measurements, shown in Figure
8.5, showed broader peaks in sample B and the main Raman mode was shifted to lower wavenumbers, 332
cm-1 in B vs. 338 cm-1 in A. This suggests that the CZTS in A had different and likely improved ordering
compared to B. Valakh et al. observed, within a single sample, a wholesale shift in Raman peaks to lower
wavenumbers in more lightly colored portions of the film and attributed this shift to more Cu-Zn disorder
regions exhibiting a 332 cm-1 peak compared to regions with a peak at 338 cm-1[154]. Dimitrievska et al.
suggested that phonon confinement may result in a 332 cm-1 peak, although this would not explain the laser
power dependence of the peak shift they observed[40]. Paris et al. similarly cast doubt on Valakh et. al.’s
explanation by observing that samples quenched from 750 ◦C did not show a significant peak shift compared
to slow-cooled samples[121]. They synthesized both stoichiometric and off-stoichiometric samples targeting
Cu-Zn disorder and did not see any peak shift, making it unlikely that compositions Cu-Zn disorder is
responsible[121]. Our results suggest that the 332 cm-1 peak may be related to the precise the synthesis
route. We found no evidence of a Cu2ZnSn3S8 phase in any sample by any method.
The route to form Cu2SnS3 showed less variability than that of CZTS, producing a more consistent final
product (Figure 8.5) after undergoing at least 5 reactions. The energies of these reactions are extracted from
the DSC data and presented in Table 8.1. The final products consisted of primarily monoclinic Cu2SnS3
with some disordered regions more like cubic Cu2SnS3 (as evidenced by a 300 cm







































Figure 8.3: The top portion of the figure shows the overall shape of DSC temperature ramps. The bottom
portion of the figure shows the highlighted regions in, where a series of at least 5 reactions can be distinguished
for Cu2SnS3 and variability in the magnitude of CZTS energies is noted. The differences in the spectra for a
given compound are caused by variations in the precise distribution of precursor grains. The major features
of the scans for a given compound could be related to each other, most clearly for Cu2SnS3. The power
required for various transitions in CZTS varied significantly between the two samples studied although the
temperatures associated with these transitions and general lineshape was relatively consistent. A similar
shape to that observed in the CZTS sample (particularly CZTS B) was observed in a SnS2-rich sample that
was found to consist of only CZTS and SnS2. Since nothing was observed in a profile of SnS2 powder, most







































Figure 8.4: XRD and Raman (Figure 8.5) results show that kesterite CZTS (left) and monoclinic Cu2SnS3
(right) are the final products of the DSC scans as expected by the initial mixtures. The CZTS sam-
ples did not contain any detectable secondary phases. The Cu2SnS3 samples contained small amounts of
Cu4Sn7S16 secondary phase but was mostly monoclinic Cu2SnS3 · The largest peak that distinguishes mon-
oclinic Cu2SnS3 from other Cu2SnS3 phases is circled in yellow. The largest peak that distinguishes CZTS
from Cu2SnS3+ZnS is also circled in yellow.
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Figure 8.5: XRD (Figure 8.4)and Raman results show that kesterite CZTS (left) and monoclinic Cu2SnS3
(right) are the final products of the DSC scans as expected by the initial mixtures. The CZTS samples did
not contain any detectable secondary phases. The Cu4Sn7S16 in the Cu2SnS3 samples was not detectable
using Raman because there have been no conclusive reports of its Raman wavenumbers. Furthermore, when
I grew Cu4Sn7S16 and tried to measure the Raman spectrum, no unique peaks could be attributed to the
phase or conclusively detected using a 532 nm laser excitation.
Table 8.1: A summary of measured transition energies involved in forming Cu2SnS3. Peaks 2 and 5 are
reproducible and peaks 3 and 4 summed together for each sample are approximately equal.
A B
# Symbol Onset T (◦C) Energy (J/g) Onset T (◦C) Energy (J/g)
1 371±3 ◦C 14±4 J/g 358.8±0.6 ◦C 0.8±0.3 J/g
2 398.0±0.3 ◦C −1.47±0.09 J/g 370.4±0.3 ◦C −1.3±0.3 J/g
3 413.3±1.1 ◦C 0.17±0.04 J/g 385.0±1.8 ◦C 0.74±0.02 J/g
4 421.72±0.03 ◦C 1.9±0.3 J/g 402.4±0.6 ◦C 0.60±0.08 J/g
5 438.5±1.1 ◦C 6.0±1.4 J/g 422.85±0.10 ◦C 4.9±0.8 J/g
cm-1 mode). There was not evidence of tetragonal Cu2SnS3. Since these samples were primarily monoclinic
and contained no evidence of the tetragonal phase, the stability range of the monoclinic phase described in
Chapter 3 includes the Cu2SnS3 composition at low temperatures.
The HT-XRD results (Figures 8.6 and 8.7) show that Cu2SnS3 begins to form from Cu2S and SnS2,
based on changes in the corresponding peaks, between 320 and 380 ◦C in agreement with the DSC results.
The formation temperature of Cu2SnS3 was identified by noting the temperature at which Cu2S and SnS2
peaks decrease in intensity and Cu2SnS3 peaks begin to rise. The reaction to form CZTS is difficult to
distinguish from Cu2SnS3 based on the overlap of the peak positions and low intensity intensity of unique
peaks. However, at elevated temperatures, the main (but overlapping) CZTS, Cu2SnS3, and ZnS peaks
begin to diverge due to thermal expansion. For scans at 560 ◦C there is a noticeable decrease in the high-
angle side of the peak associated with ZnS. The lower angle side of the peak correlates best with Cu2SnS3.
At 473 ◦C a central component, probably due to CZTS was observed and the peak narrowed, suggesting
disappearance of the reactants. We conclude that the high-temperature exothermic transition observed
using the DSC between 550 and 600 ◦C was associated with Cu2SnS3 and ZnS reacting to form CZTS. The
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Figure 8.6: HT-XRD (Mo k-α) demonstrates that Cu2S and SnS2 begin to react between 320 and 380
◦C,
as seen in this figure and Figure 8.7. The full scan is shown here. The intensity of selected peaks in this
figure is monitored in 8.7.
difference between the temperature observed in the XRD and in the DSC was the result of the difference in
heating rate (1 ◦C/min for HT-XRD and 20 ◦C/min for DSC).
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Figure 8.7: HT-XRD (Mo k-α) demonstrates that Cu2S and SnS2 begin to react between 320 and 380
◦C.
The full scan is shown in (a.) with a zoomed-in section in (c.). The intensity of selected peaks is monitored
in (b.). These intensities were determined by selecting a window around the peak and finding the maximum
value within that window.
8.5 Conclusions
The reactions of Cu2S and SnS2 to form Cu2SnS3 were found to include at least 5 steps. ZnS seems to
mediate the reaction, lowering the reaction temperature in samples where it is present. High-temperature
x-ray diffraction shows that the ZnS/Cu2SnS3/CZTS peak begins to increase around 380
◦C due to the
formation of Cu2SnS3 and above 540
◦C due to Cu2ZnSnS4. Reaction energies for Cu2SnS3 were extracted
from the DSC data. The reaction of Cu2SnS3 and ZnS to form CZTS is exothermic.
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CHAPTER 9
CRYO-CL STUDY OF Cu2ZnSnS4
THIN FILMS
©2015 IEEE. Reprinted with permission from E.A. Pogue, S. Wilson, J. Mabon, T. Anderson, G. Teeter,
A. Hall, and A. Rockett, ”Cryo-Cathodoluminescence Study of Cu2ZnSnS4 Thin Films,” Proceedings for
the 42nd IEEE Photovoltaic Specialists Conference, New Orleans, LA, USA (2015) 1-6.
In reference to IEEE copyrighted material which is used with permission in this thesis, the IEEE does
not endorse any of University of Illinois’ products or services. Internal or personal use of this material is
permitted. If interested in reprinting/republishing IEEE copyrighted material for advertising or promotional
purposes or for creating new collective works for resale or redistribution, please go to http://www.ieee.
org/publications_standards/publications/rights/rights_link.html to learn how to obtain a License
from RightsLink.
I was the primary author of this conference paper. I performed with cryo-CL experiments with Jim Mabon
and, for a few scans, Allen Hall and analyzed the results. Samual grew the films under the advisement of
Glenn and Tim. I also performed all of the XRD, Raman, and SEM measurements and analysis. Angus
guided me with the analysis of the CL data and paper writing.
9.1 Abstract
Cryo-cathodoluminescence was used to investigate defects present in Cu2ZnSnS4 thin films. Four lumines-
cence peaks of energies P1: 0.90 eV, P2: 1.04 eV, P3: 1.18 eV, and P4: 1.29 eV were investigated in detail
and a fifth peak at ≈1.6 eV was also noted. Based on a power-series analysis, P1, P2, and P3 are attributed
to free-to-bound or donor-acceptor-pair transitions while P4 appears excitonic in nature. This spectral de-
composition in energy became more apparent at large current densities. The observed peaks were attributed
to specific recombination mechanisms to inform future studies.
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9.2 Introduction
For photovoltaics to achieve widespread adoption, it is necessary to lower their costs while maximizing effi-
ciencies. Cu2ZnSnS4 (CZTS) has attracted attention because of the low cost and abundance of its constituent
elements, and rapid efficiency improvements that occurred with little understanding of the underlying ma-
terial physics. CZTSSe (alloys of CZTS and Cu2ZnSnSe4) device efficiencies have increased almost linearly
since 1997 from 0.66 % to the current record of 12.6 % [85, 162]. The compound’s near optimal band gap
(≈1.5 eV at room temperature) and large absorption coefficient make CZTS a promising absorber layer
material. Further efficiency improvements are likely with a better understanding of defects present in and
thermodynamic stability of CZTS films.
Cathodoluminescence (CL) spectroscopy may be used to gain insights into the defects present and radia-
tive recombination mechanisms in luminescent materials. To date, there have been few published CL studies
of CZTS and only one was performed at cryogenic temperatures, where luminescence should be strongest
and most attributable to sub-band edge defects [130]. In the present study, CL was performed on Cu-poor,
Zn-rich CZTS thin films at larger electron beam currents than in the previous study [130]. At larger currents,
four distinct peaks became apparent and could be reliably separated. A fifth peak was only observed at low
probe currents at ≈1.6 eV and was not studied in detail. The observation of five peaks stands in contrast
to the prior cryo-CL study at lower excitation powers [130]. A single asymmetric peak was observed in this
previous work, and appeared similar to a peak observed in our spectra gathered at low probe currents. In
both this study and the previously reported cryo-CL study, mapping was used to distinguish spatial vari-
ations in the luminescence signal. The previous study focused on intra-granular variations of their single
observed peak whereas this study focuses on inter-granular variation of the three observed peaks [130].
A variety of photoluminescence (PL) studies have been reported for CZTS and several unique lumi-
nescence peaks have been identified [58, 63, 62]. However, there has been considerable variation in peak
attribution and peak energy. In most studies, a single peak was observed, although up to two sub-band-gap
peaks have been reported [63, 62]. It is possible that some recombination mechanisms are not observed due
to the lower excitation power of the lasers used or differences in material properties. While typical solar cell
operation occurs under lower illumination power than both PL and CL experiments, it is useful to study
recombination under these more extreme conditions to catalog which defects are present that may interact
in different, less-radiative ways to affect device performance.
This cathodoluminescence study builds upon these prior CL and PL studies to gain insights into the





Figure 9.1: A CZTS film was grown on Mo-coated soda lime glass, as seen in cross-section (left) and plan-view
(right).
9.3 Experimental Procedure
Mo-coated soda lime glass (Mo-SLG) was cleaned using ethanol and 30 s of Ar sputtering. Cu, Zn, Sn, and
S2 were subsequently coevaporated onto the Mo-SLG heated to 450 K. During this growth, the film was
monitored using in-situ reflectometry. After initial film growth, the temperature was increased to 720 K
for 10 min with the Sn shutter open to suppress film decomposition. The temperature was then decreased
to 705 K and finally to 550 K, holding for 10 min. at each temperature. The tin shutter was closed after
the 705 K anneal. The substrate heater was then turned off and the sample was allowed to cool to room
temperature. Sample stoichiometry was verified via x-ray fluorescence (XRF) measurements at five points
along the sample. The Zn/Sn ratio was 1.21, Cu/Sn was 1.63, and Cu/Zn was 1.35 with a fairly uniform
distribution. Thus, these samples have a Cu-poor, Zn-rich composition that has been associated with better
device performance [28]. This specific composition is very similar to the composition in the CL study reported
in Romero et al. [130]. The film studied was ≈1.5 m thick as measured using a Hitachi 4700 microscope. A
cross-section and plan-view image of the sample are shown in Figure 9.1.
9.4 Results
It is well-documented that CZTS, ZnS, and Cu2SnS3 are not easily distinguished using x-ray diffraction
(XRD). Consequently, both grazing-incidence XRD and Raman spectroscopy were used to verify phase
purity. Grazing-incidence XRD was performed at an incidence angle of 4° using a PANalytical Philips
X’pert MRD system with Cu Kα radiation. Raman spectroscopy experiments were performed at room
140
Figure 9.2: XRD (top) and Raman spectra (bottom) are consistent with phase-pure CZTS, although trace
amounts of secondary phases cannot be excluded.
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Figure 9.3: The Raman spectra consistently show that CZTS is present and do not show evidence of
secondary phases regardless of the excitation wavelength.
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Figure 9.4: CL spectra (left) showed five distinct peaks, which become more apparent at larger probe
currents, of which four were clearly visible under all measured conditions. The power exponent k plot is
shown in the right figure. The intensity of P4 grows significantly faster compared to the other three peaks.
temperature using 532, 633, 785, and 830 nm lasers in a Horiba LabRAM HR Raman spectroscopy imaging
system with an 1800 g/mm grating with a 50x objective. The diffraction and Raman spectroscopy results
are shown in Figures 9.2 and 9.3. Due to the low intensity of ZnS Raman scattering at these wavelengths, it
is still possible for trace amounts to remain undetected [16]. To minimize this possibility (although it cannot
be eliminated using available instruments), Raman spectra were acquired using a wide variety of incident
laser excitation energies. The Raman and XRD spectra were consistent with a single-phase CZTS film on a
Mo substrate, accounting for all peaks. It is important to note that solar cells have been produced of similar
composition with efficiencies of up to 8.4 % [143].
9.4.1 Cathodoluminescence Spectroscopy
Spectroscopic CL experiments were performed at 6 K with different electron beam currents to better un-
derstand defects present in CZTS. A JEOL 7000F field emission analytical scanning electron microscope
equipped with a Gatan liquid He-cooled stage module, Gatan MonoCL3 Spectrometer, and a liquid N2-
cooled Ge detector with lock-in detection (800-1700 nm) was used to make cathodoluminescence measure-
ments. Measurements were conducted at 20 kV with probe currents of 5 nA, 50 nA, 100 nA, and 250 nA.
Probe diameters were estimated to range from ≈3 nm at 5 nA to >100 nm at 250 nA. CL imaging was
performed at ≈6 K in monochromatic mode, allowing contributions at specific energies to be studied. Since
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samples were grown on soda-lime glass, it was necessary to coat the samples with a few nanometers of carbon
for CL measurements. Spectrometer entrance and exit slit widths of 2.56 mm were used, corresponding to
a bandpass of ≈10 nm (>0.02 eV on energy scale for probed energies). Observed luminescence peaks were
fitted with Gaussian peaks using the program Fityk 0.9.8 [165]. Mapping was performed with a 25 nA probe
current.
CL spectra produced via radiative recombination were recorded as a function of wavelength. These data
were then converted to an energy scale and subsequently decomposed into Gaussian peaks. It is noted that
fitting error is expected to be more significant at low probe currents where peaks are less well-defined. For
fitting, self-consistency was used to evaluate the efficacy of a given fit, since multiple valid fits could be
obtained at lower probe currents with less well-defined peaks. Peaks became more defined at large probe
currents and the large currents in this study allowed minor peaks to be studied in more detail. Spectra were
fit using Fityk 0.9.8[165]. Five peaks were observed at 0.90 eV (P1), 1.03 eV (P2), 1.18 eV (P3), 1.29 eV
(P4), and ≈1.6 eV (P5). P1-P4 are surprisingly regularly spaced at ≈0.14 eV apart, although no convincing
explanation such as phonon replicas could be found to describe this observation. At the very least, P4 grows
at a markedly larger rate than all other peaks. These peaks are shown in Figure 9.4.
Although the peak observed at ≈1.6 eV was reproducibly present, the quantum efficiency of the Ge
detector is nonlinear in this energy range, making quantitative analysis of this peak unreliable. It is noted,
however, that this peak could be attributed to either a band-to-band transition in CZTS or to fluorescence
in CZTS caused by trace amounts of ZnS. A similar luminescence feature was previously reported in a
room-temperature CL experiment where ZnS presence was readily apparent[111]. If the approximate energy
of P5 is added to that of P4, 2.89 eV is attained, which is very close to the energy of a ZnS luminescence
observed at room temperature by Mendis et al. [111]. Mendis had attributed a peak ≈1.6 eV to fluorescence
in CZTS caused by coexistence with ZnS. It is possible for undetected trace amounts of ZnS to coexist in
the sample since the probability of Raman scattering using an excitation laser energy smaller than the band
gap is comparatively low [16]. However, when a photomultiplier detector was used to measure the CL signal
in an attempt to view higher-energy contributions up to 1.77 eV, no high-energy shoulder suggesting ZnS
luminescence contributions was apparent, as was observed by Mendis et al. [111].
An alternative explanation would be that this peak is due to the low-temperature band gap of CZTS,
which was recently measured using low-temperature absorption experiments[132]. At these temperatures,
it is more likely that recombination would take place at defects within the bands, which would account
for the low intensity of this peak. It is unlikely that the peak observed by Mendis et al. was due to this
band-to-band transition since their measurements were performed near room temperature where the band
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Figure 9.5: P3 and P4 seem to vary on similar length scales and intensities seem correlated. P2 remains
fairly uniform across the sample. This suggests that mechanisms responsible for P3 and P4 may be related.
gap of CZTS is ≈1.5 eV rather than ≈1.6 eV. Due to the temperature dependence of the CZTS band gap,
it is likely that the energies of the defects responsible for the fluorescence peak observed in Mendis’ study
would shift, as well.
The four remaining peaks were analyzed following the methods of Schmidt et al., as shown in Figure 9.4
[133]. It is assumed that luminescence intensities scale with power following Equation 9.1.
I ∝ P k (9.1)
9.4.2 Cathodoluminescence Mapping
To observe correlations between the intensities of luminescence peaks and determine if there were non-
uniformities in spatial distribution, mapping experiments were performed on the three most intense peaks,
P2, P3, and P4, as shown in Figure 9.5. P3 and P4 exhibit variations on a similar scale as the CZTS grain
size, while P2 luminescence is fairly uniform across the sample. This makes it unlikely that P2 is a phonon
replica of P3 or P4, since one would expect phonon replicas to exhibit similar spatial variations as their
related phonon-free recombination. Furthermore, 0.14 eV is unusually large for a phonon energy at cryogenic
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temperatures. Due to the uniformity of the P2 excitation, it is unlikely to be the result of a secondary phase
distributed in the CZTS or an uneven surface oxidation layer. It is also unlikely that the peak results from
the underlying Mo layer, since Mo is metallic, or underlying MoS2. MoS2 is a semiconducting material with
an indirect band gap ≈1.3 eV, much larger than the energy of luminescence. To the authors’ knowledge,
there have been no reports of either PL or CL peaks around ≈1 eV attributed to MoS2.
9.5 Discussion
In previous studies, only one or two broad peaks have been concurrently observed. In contrast, this study
shows that at least five different radiative recombination mechanisms may be occurring within similar parts
of a single CZTS sample and, under certain conditions, these multiple peaks look much like a single broad
and asymmetric CL peak. The study of multiple peaks enables a broader-scope investigation of the CZTS
defect structure. It is particularly illuminating that P3 and P4 seem to occur in similar parts of the sample
and vary on similar length scales while P2 is uniform across the sample. The size scale for P3 and P4 appears
similar to the grain size. This suggests that the recombination mechanism involved in P2 does not change
much at grain edges and is significantly different from that resulting in the two larger peaks. It is curious
to note that a slight (tens of meV) red shift was observed in peak energies as beam power increased. This
is likely due to the large electron beam currents involved inducing band gap renormalization or electronic
screening of photo-generated electron-hole pairs as were also observed by Gershon et al. in PL experiments
[58]. It is also important to recognize that no intensity saturation was observed, which is especially surprising
given the large electron beam currents involved.
The attribution of P4 as an exciton or band-to-band transition seems suspect since the energy of P4
is ≈0.2 eV smaller than the reported room temperature band gap of CZTS and ≈0.3 eV smaller than the
low-temperature band gap. In this study, however, the power series investigation strongly suggested that
this attribution is correct. Romero et al. had a similar observation[130]. Typical exciton binding energies
are less than 0.1 eV for inorganic semiconducting materials with similar dielectric constants, further making
this observation confusing. It is important to note, however, that neutral defect clusters, too, can lower the
band gap. For example, Chen et al. predicted that (2 Cu +Zn SnZn)
x defect complex clusters would decrease
the band gap by 0.35 eV[29]. Based on the size of these clusters, recombination would not need to be limited
by the number of states (k>1) although, if clusters are small, the size of clusters or number of complexes
could be a limiting factor (k< 1). These clusters would act as quantum wells. This explanation might
reconcile conflicting PL and CL observations. Romero et al. attributed a peak at ≈1.3 eV to band tails and
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a band-to-band transition [130]. Grossberg observed peaks at 1.35 eV which were attributed to a free-to-
bound transitions or band tails[63, 62]. It is also noted that Leitao et al. observed a PL peak at 1.24 eV,
which was attributed to a donor-acceptor pair[100]. Via power series analysis, their slope, k, was 0.99 0.06,
within experimental error of the boundary conditions where the number of states are or are not significantly
limited. Assuming a 1.64 eV CZTS band gap as Sarswat et al. determined via transmission measurements
and Grossberg determined via photoluminescence measurements, these clusters would decrease the band gap
locally to 1.29 eV by the calculations of Chen et al. This value is in good agreement with the peak location
observed of P4 [62, 132, 29]. Although one would expect Cu on Zn antisite defects to be suppressed in
copper-poor, Zn-rich samples, these defects are still plentiful due to their low formation energy, ≈0.4 eV, the
lowest of all point defects in p-type materials [28]. Many studies involving copper-poor, zinc-rich samples
rely on this defect to describe behavior [130, 63, 29].
Grossberg et al. observed a luminescence peak at 1.35 eV that they attributed to (2 Cu +Zn SnZn)x defect
complex clusters[63]. Previously, they attributed a peak near this location to a free-to-bound transition
related to an ordered kesterite structure [62]. The peak that we observe at 1.29 eV is in better alignment with
Chen’s calculated band gap and is consistent with our observed exciton or band-to-band nature, suggesting
that the 1.35 eV peak is not related to this specific cluster. The basis of Grossberg’s attribution appears
to be the nearness in energy to the Chen et al. calculations and the way that this peak tracks with the
band gap of CZTS as a function of temperature. Assuming that donor and acceptor bands move with
the corresponding band edges, then at temperatures approaching 0 K, 1.35 eV is also very close to the
temperature of measurement for DAP transitions involving isolated CuZn and SnZn antisite defects or ZnCu
and CuZn antisite defects. The P4 is also similar in energy to the Grossberg’s 1.27 eV peak, which was
attributed to disorder in the Cu-Zn lattice related to the stannite phase [62].
P3 is similar in energy to a PL peak observed by Gershon et al. and attributed to quasi donor-acceptor
pair recombination, although specific defects or complexes were not identified [58]. This also agrees with
the attribution in this study. The ≈1.2 eV peak reported by Gershon et al. saturated at larger currents,
suggesting that the peak was not due to band tailing and was associated with a quasi-donor-acceptor pair.
The term quasi denotes that local Coulombic potentials from nearby defects perturb the ionization energies
of individual donors and acceptors. In this study, however, no intensity saturation was observed, making
it possible that the observed peak is from a different mechanism. Reviewing Chen et al.’s defect energy
calculations while assuming that defect ionization energies are consistent as band gap changes as a function
of temperature (defects are tied to specific band edges), several recombination mechanisms would have similar
energies. Among the more likely mechanisms (excluding doubly-ionized transitions), the donor-acceptor pair
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transitions shown in Equations (9.2) and (9.3) are of appropriate energy, based on Chen et al.[28].
e− + h+ → Zn+Cu + Cu
−
Sn + 1.19eV (9.2)
e− + h+ → Sn+Zn + Cu
−
Sn + 1.18eV (9.3)
Of these two transitions, Equation 9.2 is more likely since the sample analyzed here is copper-poor and
zinc-rich.
Based on the energies of P1 (0.90 eV) and P2 (1.04 eV), a deep-level defect, (Cu +Zn SnZn)
+, appears
involved. This defect has low formation energy, although it is 0.634 eV below the conduction band minimum.
The temperature dependence of these defect levels is less certain since these defect levels may not be tied to
the band edges. However, a self-consistent attribution series could only be obtained by assuming that these
deep levels also track with the band edges. Without this assumption, there is no reasonable attribution
for P2 that does not invoke exclusively shallow (< 0.4 eV from band edges) defect levels. Nonetheless, P2
appears be the result of either the donor-acceptor pair or free-to-bound transition described in Equations
9.4 or 9.5 using the defect levels from Chen et al. [28].
e− + h+ → (CuZn + SnZn)+ + V −Cu + 0.99eV (9.4)
e− + h+ → (CuZn + SnZn)+ + V B + 1.01eV (9.5)
P1, then, seems to result from the donor-acceptor-pair transition in Equation (9.6).
e− + h+ → (CuZn + SnZn)+ + CuZn + 0.89eV (9.6)
The defects invoked by Equations (9.4) to (9.6) have relatively low formation energies, suggesting that
these would be fairly abundant in CZTS [28].
9.6 Conclusions
Cryo-cathodoluminescence experiments revealed five separate luminescence peaks, four of which were ana-
lyzed in detail by comparing their energies to those calculated by Chen et al. with a 1.64 eV band gap. P5,
≈1.6 eV, could either result from ZnS inclusions or the low-temperature CZTS band gap. P4, 1.29 eV, is a
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band-to-band transition involving the (2 Cu +Zn SnZn)
x defect complex. The size of clusters of this complex
determines whether k in a power series analysis is less than or greater than 1. P3, 1.18 eV, is consistent
with a donor-acceptor-pair transition involving a Cu on Sn-site acceptor and either a Zn on Cu-site or Sn on
Zn-site donor. This first case is more probable due to the Cu-rich, Zn-poor composition. P2, 1.04 eV, seems
to involve the (Cu +Zn SnZn)
+ donor and either the valence band (a free-to-bound transition) or a copper
vacancy. P1, 0.90 eV, seems to involve the (Cu +Zn SnZn)
+ donor and CuZn- acceptor. At lower electron




I successfully clarified which phases are stable in the Cu-Zn-Sn-S and Cu-Sn-S systems and updated the phase
diagrams accordingly. In particular, I found that the Cu2ZnSn3S8 and Cu4Sn15SS32 phases are not stable
and determined that the structure of Cu4Sn7S16 describes the structure of a variety of phases surrounding
it, which had been previously reported as separate phases of poorly-defined structure. I also found a
previously unreported composition difference between tetragonal and monoclinic ”Cu2SnS3” phases. The
monoclinic Cu2SnS3 phase forms at stoichiometric and Sn-rich, Cu-poor compositions whereas the tetragonal
Cu2SnS3 phase forms under Cu-rich, Sn-poor conditions. This composition-based distinction is related to
the inability of the monoclinic structure to accommodate CuSn antisite defects. Furthermore, prior reports
of orthorhombic Cu3SnS4 may have been related to indium contamination or surface area affects since we
found no evidence of orthorhombic Cu3SnS4. A careful examination of the geology literature suggested that
small amounts of indium are necessary to stabilize this bulk orthorhombic phase and, given the history of
CZTS development coming from Cu(In,Ga)Se2 development, indium contamination in growth chambers is
likely fairly common in the CZTS literature.
The Sn content of many phases in the Cu-Zn-Sn-S system plays a major role in determining the level
of disorder present. An excess of Sn in the CZTS phase results in more disorder. This is why introducing
oxygen to react with the excess Sn reduces disorder in CZTS. The Cu/Sn ratio is instrumental in determining
which Cu2SnS3 structure is stable at temperatures below 400
◦C.
Furthermore, seeming disorder of the tetragonal phase may have implications for the surrounding phases.
The tetragonal Cu2SnS3 phase forms quickly before the Cu4SnS4 phase forms. The tetragonal Cu2SnS3 phase
is a re-ordering of S-Cu2Sn2 and S-Cu3Sn tetrahedra and is relatively intolerant to the formation of other
types of tetrahedra. The kinetic barriers to forming Cu4SnS4 from elemental precursors may be related to
tetragonal Cu2SnS3 forming first and then restricting Cu transport. The Cu4SnS4 phase does appear stable,
however.
The 200 ◦C to 400 ◦C temperature range is particularly important for many phases in the Cu-Zn-Sn-S
system. An order-disorder transition occurs in CZTS in this range. Furthermore, the monoclinic Cu2SnS3
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phase becomes completely destabilized in this temperature range and the tetragonal Cu2SnS3 phase becomes
stabilized over a broad composition range from around Cu3SnS4 to at least Cu2SnS3. Although no similar
transitions were noted for Cu4SnS4 and Cu4Sn7S16, a Cu4SnS6 phase is also briefly stabilized in this same
temperature range. Consequently, processes designed for this temperature range can have profound impacts
on the final materials synthesized.
I used the knowledge gained through these studies to make solar cells that, although they did not
exhibit improved efficiencies, showed improved long-wavelength quantum efficiency responses. I was able to
remove secondary phases from the CZTS/CdS interface by etching. Further work might reduce shunting
and shorting of the devices and, at the very least, optimize the CdS layer growth. The growth of the CdS
layer was accelerated by my air annealing and etching processes and is noticeably not optimized in solar
cells that I made.
I also investigated how the Cu2SnS3 and Cu2ZnSnS4 phases form from binary precursors. The precise
distribution of precursors can have a dramatic influence on the eventual Cu2ZnSnS4 that forms. The ZnS
precursor in Cu2ZnSnS4 lowers the temperature at which reactions to form Cu2SnS3 begin. This Cu2SnS3
then reacts with the ZnS to form Cu2ZnSnS4. The reactions to form Cu2SnS3 include at least 5 steps. The
reaction of Cu2SnS3 and ZnS to form CZTS is exothermic.
Carriers in CZTS can radiatively recombine following a variety of pathways. Several cryo-cathodoluminescence
peaks were observed and attributed. I found evidence of defect complex clusters that locally lower the band
edge.
My results are relevant to solar device manufacturers and process engineers because I provided a map
of phase stability over a range of temperatures directly relevant to their processes. Furthermore, my defect
investigations provide some insights into how to avoid forming those defects and complexes. Additionally, I
related various process steps to each other and determined how many such steps interact. I showed how air
annealing accelerates CdS growth and Zn/HCl etching steps remove secondary phases.
10.1 Future work and directions
Based on my work, a variety of avenues for future work are relatively clear. Those who make solar devices
might find interest in the following directions of inquiry:
• Ge-doping of CZTS and Cu2SnS3 solar cells is likely to decrease the concentration Sn-related defects
based on my work. Further investigations into Ge-doped CZTS will likely result in more-efficient
devices. 11.0 % efficient CZGTSSe cells have been reported that had a higher VOC than IBM’s most
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recent record device [36] and the second smallest VOC deficit ever reported [8].
• Further investigations into air annealing CZTS and etching SnO2 seem warranted since this seems
like a good way to control the Sn content. I was only able to do some initial experiments in this
area that showed possible JSC improvements in shunted devices. More detailed efforts in this area,
including investigations into the effects of air-annealing on alkali metals on the film surface and buffer
layer growth with etching are warranted. J.K. Larsen and Y. Ren lately have been examining surface
modification upon air annealing and the effects on alkali metals but post-anneal etching or depth profile
studies seem warranted [97, 128].
On a more fundamental level, there is still a lot to learn about this material system.
• What effects do non-equilibrium growth conditions on have on cation order and defects? My studies
approached equilibrium conditions but other growth conditions may cause different defects to form.
• What effects do alkali metals in soda lime glass have on cation order? Research groups at the University
of Luxembourg regularly synthesize monoclinic Cu2SnS3 films at temperatures above those at which
my monoclinic Cu2SnS3 samples became tetragonal. They were also unable to synthesize monoclinic
Cu2SnS3 films at the temperatures that I was able to synthesize them at repeatedly. They were also
unable to synthesize the monoclinic phase under any conditions when they grew on quartz. It is unclear
how their Sn content compared to mine. Consequently, alkali metals may play a role in stabilizing
monoclinic Cu2SnS3 in devices.
• Many of the same the same studies I did could be repeated for selenides, since record devices generally
are CZTS-Se alloys. Since selenide material seems to have less disorder than the sulfides, it is possible
that the selenium would be less affected by the Sn content.
• Alkali metals are known to improve kesterite solar cell performance. It would be worthwhile to inves-
tigate the effects of various alkali metals on cation order. Much of the work in this effort, so far, has
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