In this article we extend the coupling method from classical probability theory to quantum Markov chains on atomic von Neumann algebras. In particular, we establish a coupling inequality, which allow us to estimate convergence rates by analyzing couplings. For a given tensor dilation we construct a self-coupling of a Markov operator. It turns out that on a dense subset the coupling is a dual version of the extended dual transition operator previously studied by Gohm et al. We deduce that this coupling is successful if and only if the dilation is asymptotically complete.
Introduction
In classical probability theory the coupling method has evolved to one of the standard techniques to analyze ergodic properties of stochastic processes. It is particularly useful for two kinds of problems: First, ergodic properties, e. g. ergodicity or mixing, can be characterized by the possibility to couple with a certain type of systems (see e. g. [Für67, Gla03] ). 1 Second, the mixing time of a process can be estimated by constructing and analyzing particular couplings (see e. g. [Pit74, Lin02] ). For the first type of problems some generalization to quantum theory has been successfully investigated in recent years by F. Fidaleo [Fid09] and by a series of papers of R. Duvenhage, e. g. [Duv08, Duv10, Duv12] . To our knowledge the second type of problems, however, has not been addressed in quantum theory yet. This paper gives a first approach to the coupling method for quantum Markov chains. We establish an upper bound for the speed of mixing of the process via couplings. Furthermore, we provide a construction of couplings to which this estimate can successfully be applied. We show that the convergence of the coupling is intimately related to the scattering theory developed by B. Kümmerer and H. Maassen [KM00] . For classical systems this was already observed by R. Gohm, B. Kümmerer, and T. Lang [GKL06] . We prove a duality that extends their observation to non-commutative systems.
1 Note that the literature on these problems prefers the term "joining" instead of coupling.
For non-classical systems we observe that the constructed couplings converge to highly entangled states. Although we do not explicitly investigate entanglement properties, we hope that our investigations also sheds some light onto the subject of entangled Markov operators or entangled quantum channels.
The paper itself is organized as follows: After some preliminaries, Section 2 introduces couplings in general and provides some elementary properties of the diagonal coupling. Our von Neumann algebraic approach raises the question under which conditions the (purely algebraic) diagonal state admits a normal extension. This is addressed in Section 3, where we find that this requirement restricts us to purely atomic von Neumann algebras. In Section 4 we establish a coupling inequality by means of so called diagonal projections. The tightest bounds in this estimate are given by maximal diagonal projections. We characterize these projections for the algebra B(H), the bounded operators on a Hilbert space.
From Section 5 on we turn our attention to Markovian dynamics. For a tensor dilation of a Markov operator we introduce a canonically associated coupling, the so called diagonal coupling. We prove in Section 6 that this coupling satisfies a duality to the extended dual transition operator studied by R. Gohm [Goh04] . This allows us to give a necessary and sufficient condition for the convergence of the diagonal coupling and hence a criteria for the original Markov chain to be mixing. We finish by applying our method to some illustrating examples and discussing the result in Section 7.
Notations and Prelilminaries
Throughout the paper, complex Hilbert spaces are usually denoted by H or K. Their scalar product is assumed to be linear in the first component. For their Hilbert space tensor product we write H ⊗ K. The set of bounded operators on a Hilbert space H is denoted by B(H). Von Neumann algebras are usually denoted by M or N . For two von Neumann algebras M and N we write M ⊗ N for their von Neumann tensor product and M ⊙ N for their algebraic tensor product. A unital completely positive normal map S : M → M is briefly called a Markov operator. For two such maps S : M 1 → M 2 and T : N 1 → N 2 their tensor product is denoted by S ⊗ T :
Let M be a von Neumann algebra. Most of the time we will assume that M acts in standard representation on its standard Hilbert space L 2 (M). We write J :
for the modular conjugation. By Tomita-Takesaki-Theory the commutant of M in this representation is given by M ′ = JMJ. Thus, the von Neumann algebra M ′ is anti-linearly isomorphic to M via the map x → JxJ, or equivalently, M ′ is antimultiplicatively isomorphic to M via x → Jx * J. For a normal state ϕ on M we write ξ ϕ for its standard GNS-vector. By σ ϕ t , t ∈ R, we denote the modular automorphism group associated with ϕ. For further details on Tomita-Takesaki-Theory we recommend [Ped79] or [Str81] .
For each completely positive map T : M → N between von Neumann algebras M and N we define its opposite map by
For a normal state ϕ on M its opposite ϕ ′ is given by the same GNS-vector, i. e., for all
The standard representations of the algebra B(H) for some Hilbert space H is given by the Hilbert space HS(H) of all Hilbert-Schmidt operators on H, on which B(H) acting via by left multiplication. The modular conjugation is given by Jρ = ρ * , ρ ∈ HS(H). We will frequently identify HS(H) canonically with the tensor product H ⊗H, whereH denotes the conjugated Hilbert space of H. In this picture the standard representation is given by B(H) acting on the first tensor factor. The modular conjugation is the continuous linear extension of J(ξ ⊗ η) = η ⊗ ξ for all ξ ∈ H, η ∈H. In this particular example the von Neumann tensor product B(H) ⊗ B(H) ′ is isomorphic to B HS(H) = B(H ⊗H).
Coupling of Quantum States & Diagonal States
In this section we introduce the basic notions of couplings and diagonal states. These notions can be defined in a C * -algebraic or even purely algebraic context. However, we restrict ourselves to von Neumann algebras for reasons that will become important in the later sections: First, we use the Tomita-Takesaki-Theory for von Neumann algebras in some of our results. Second, the coupling inequality established in Section 4 relies on diagonal projections, whose existence is not guaranteed for C * -algebras. And third, the scattering theory for Markov processes discussed in Section 6 is developed for von Neumann algebras.
Definition 2.1. Let ϕ and ψ be normal states on von Neumann algebras M and N , respectively. A coupling of ϕ and ψ is a normal stateφ on M ⊗ N satisfyinĝ
for every x ∈ M and y ∈ N . The states ϕ and ψ are called the marginals ofφ.
In the literature on stochastic dynamical systems a coupling of ϕ and ψ with an additional invariance property is also called a joining. This term goes back to the work of H. Fürstenberg (e. g., [Für67] ) and refers to the notion of a joint distribution. However, we decided to use the term "coupling", to refer to the established coupling method in classical probability theory (see e. g. [Lin02, Tho00] ).
For two fixed states ϕ and ψ the set of all couplings of ϕ and ψ is obviously a convex set containing the product state ϕ⊗ψ. Moreover, ϕ⊗ψ is the only coupling of ϕ and ψ if and only if one of the states ϕ or ψ is pure. For the algebra M k of (k × k)-matrices the set of all couplings with fixed marginals is frequently studied in the context of entanglement. For more detailed characterizations of this set we refer to [Rud04, Par05] .
In classical probability theory for each probability measure µ on a locally compact Hausdorff space Ω there is a (unique) measure on the product space Ω × Ω that is concentrated on the diagonal ∆ := {(ω, ω) | ω ∈ Ω} and whose marginals are both equal to µ. This measure is called the diagonal measure of µ. It is given by the extension of µ ∆ (A × B) := µ(A ∩ B) for all measurable subsets A, B ⊆ Ω. For a state ϕ on a noncommutative algebra M, however, the straightforward definition via ϕ ∆ (a⊗ b) := ϕ(a·b) for all a, b ∈ M fails to be positive in general. A workaround to deal with this issue was proposed by R. Duvenhage [Duv08] and F. Fidaleo [Fid09] . In the following we repeat this construction and derive some elementary properties.
Let M be a von Neumann algebra and assume that M is given in its standard representation on L 2 (M). By definition the elements of M and M ′ commute. Therefore, we obtain a representation of the algebraic tensor product M ⊙ M ′ on the standard Hilbert space L 2 (M) by putting
and extending linearly. We call π ∆ the diagonal representation. In general π ∆ cannot be extended to a normal representation of M ⊗ M ′ . In fact, it can be extended normally if and only if the algebra M is atomic (see [Fid01] ).
Definition 2.2. Let ϕ be a normal state on M and denote by ξ ϕ ∈ L 2 (M) its GNSvector. The diagonal state of ϕ is the state ϕ ∆ on the algebraic tensor product M ⊙ M ′ given by the linear extension of
The diagonal state satisfies ϕ ∆ (x ⊗ ½) = ϕ(x) and ϕ ∆ (½ ⊗ y ′ ) = ϕ ′ (y ′ ) for all x ∈ M and y ′ ∈ M ′ . Thus, apart from its algebraic domain, ϕ ∆ is a coupling of the state ϕ and its opposite state ϕ ′ .
Example 2.3. Let ϕ be a normal state on B(H) and ϕ(x) = i∈I λ i xe i , e i , x ∈ B(H), a spectral decomposition with an orthonormal system (e i ) i∈I and coefficients 0 ≤ λ i ≤ 1,
for every z ∈ B(H ⊗H).
The following proposition states that the map ϕ → ϕ ∆ naturally respects the decomposition of the algebra into direct sums and tensor products. The precise formulation though looks a bit technical. We leave the straightforward proof to the reader.
Proposition 2.4. Let ϕ and ψ be normal states on von Neumann algebras M and N , respectively.
where 
Consider the tensor product state
Since α is * -preserving and commutes with the modular automorphism group, this isometry commutes with the modular operator and the modular conjugation. We therefore get
for every y ∈ M. Hence for every x ∈ M and y ′ ∈ M ′ we obtain
Normal Extensions of the Diagonal State
In this section we investigate the question whether for a given normal state ϕ on a von Neumann algebra M the diagonal state ϕ ∆ on M ⊙ M ′ admits a (necessary unique) normal extension to the von Neumann tensor product M ⊗ M ′ . It turns out that this requirement essentially restricts us to purely atomic von Neumann algebras, i. e. algebras of the form M = i∈I B(H i ) for some index set I and some Hilbert spaces H i , i ∈ I. 2. Our proof essentially refines the arguments given by Fidaleo [Fid01] , who studied normal extensions of the diagonal representation.
For the proof we first establish two lemmas dealing separately with the abelian case and factors. For the abelian case consider a locally compact Hausdorff space Ω equipped with a Radon measure µ. For a measure ν on Ω we write ν ≪ µ if ν is absolutely continuous with respect to µ.
Lemma 3.3. Let ν ≪ µ be a Radon probability measure on Ω and denote by
Proof. Decompose µ =: µ a + µ c into its purely atomic part µ a and its atomless part µ c . Then
On the right hand side only the purely atomic measure µ a ⊗ µ a does not vanish on the diagonal ∆ := {(ω, ω) | ω ∈ Ω}. Since ∆ contains the support of ν ∆ , it follows that ν ∆ ≪ µ a ⊗ µ a . Consequently, also ν ∆ is purely atomic; and so is its marginal ν. Proof. We assume that M is given in its standard representation on L 2 (M). Denote by ξ ϕ ∈ L 2 (M) the GNS-vector of ϕ. Since M ∩ M ′ = C½, the vector ξ ϕ is cyclic for the subalgebra jointly generated by M and M ′ . Therefore, the GNS-representation of M ⊗ M ′ with respect to ϕ ∆ is (up to unitary equivalence) a normal extension of the diagonal representation. In particular, the diagonal representation admits a normal extension to the von Neumann tensor product
Since the factor M ⊗ M ′ does not have non-trivial σ-weakly closed ideals, this representation is faithful and, consequently, M ⊗ M ′ is isomorphic to the range
The assertion now follows from the fact that M, M ′ , and M ⊗ M ′ all share the same type.
Proof of Theorem 3.1. We denote by ϕ ∆ the normal extension of the diagonal state. We write Z(M) for the center of M and denote by (Ω, µ) the corresponding locally compact Hausdorff space with Radon measure satisfying Z(M) = L ∞ (Ω, µ). The restriction of ϕ to the center gives rise to a Radon probability measure ν ≪ µ. 
With Lemma 3.4 we conclude that M i is Type I; in particular, M i is purely atomic. The direct sum cM = i∈I M i is therefore purely atomic, too.
A Quantum Coupling Inequality
After introducing the notion of couplings in general, we now show how a coupling can be used to derive estimates for the distance of its marginals. This is well known for probability measures. More precisely, for a coupling (joint distribution)μ of two probability measures µ and ν on some locally compact Hausdorff space Ω the inequality
holds for every measurable set A ⊆ Ω, where ∆ C denotes the complement of the diagonal ∆ := {(ω, ω) | ω ∈ Ω} in Ω × Ω. It follows that the variation distance of µ and ν can be estimated by
This so called coupling inequality provides one of the fundamental ingredients of the coupling method in classical probability theory. In this section we show that a similar estimate holds for quantum couplings.
Our main motivation for studying diagonal projections is founded on the following simple estimate, which provides a coupling inequality in the non-commutative context: 
Proof. Let x ∈ M with x ≤ 1. For sake of brevity we put
Then we have
On the right hand side, the first term of the sum vanishes, because p ∆ is a diagonal projection. For the second and third term an application of the Cauchy Schwarz inequality shows that both are less thanφ(p ⊥ ∆ ) 1/2 · x ∆ ; and hence
Since x ≤ 1 implies x ∆ ≤ 2, the assertion of the theorem follows by taking the supremum over all elements x ∈ M with x ≤ 1.
Remark 4.3. The estimate stated in the theorem is chosen to have a similar form as the classical inequality. In fact, the above proof yields the slightly better bound
if we apply the Cauchy Schwarz inequality more carefully. This estimates is not tight in general as the following simple example shows:
Example 4.4. Consider the algebra M 2 of (2 × 2)-matrices and the two states
The norm distance of these states is given by ϕ − ψ = √ 2. Since ϕ and ψ ′ are pure, their only coupling isφ = ϕ ⊗ ψ ′ . Forφ(p ∆ ) ≤ 1 /4 the r. h. s. of inequality (2) yields a value greater or equal to 2, thus the inequality is trivial. Forφ(p ∆ ) > 1 4 the r. h. s. of the inequality is decreasing as a function ofφ(p ∆ ). For the tightest bound we therefore have to maximizeφ(p ∆ ) among all diagonal projections. In Proposition 4.6 on the following page we will show that all maximal diagonal projections in M 2 ⊗ M ′ 2 are of the form
for some one-dimensional projection p ∈ M 2 . For such a projection p fix a unit vector in the corresponding subspace of the form ξ = √ r e iω √ t with r, t ≥ 0, r + t = 1, ω ∈ R. Then we obtain
The maximum ϕ(p ∆ ) = 3 4 is attained at ω = 0, r = 
The maximal diagonal projections play a distinguished role: First, it is immediate from the definition that projections q ∈ M ⊗ M ′ that are dominated by a diagonal projection p ∆ ≥ q are again diagonal. To determine all diagonal projections it hence suffices to characterize the maximal diagonal projections. Second, the maximal projections yield the best bounds in the coupling inequality of Theorem 4.2.
Example 4.5. 1. For the von Neumann algebra M = ℓ ∞ (S) with a discrete set S all diagonal projections χ A ∈ ℓ ∞ (S × S) are characteristic functions of some subset of the diagonal ∆ := {(ω, ω) | s ∈ S}. In particular, there is a unique maximal diagonal projection, namely ∆ itself.
For a normal state ϕ on B(H) denote by ϕ ∆ the normal extension of the diagonal state to B(H) ⊗ B(H) ′ = B HS(H) .
The one-dimensional support projection p ∆ := supp ϕ ∆ then is a diagonal projection. These projection will play a distinguished role later (Theorem 6.7). For different normal states ϕ and ψ the two diagonal projections p ∆ := supp ϕ ∆ and q ∆ := supp ψ ∆ in general have no dominating diagonal projection in common. More precisely, it follows from the following proposition that there is a diagonal projection larger than p ∆ and q ∆ if and only if ϕ and ψ have commuting densities.
Proposition 4.6. For a projection p ∆ ∈ B(H) ⊗ B(H) ′ the following statements are equivalent:
(a) p ∆ is a maximal diagonal projection.
(b) There is an orthonormal basis (e i ) i∈I of H such that
where p i denotes the projection onto Ce i and where sum converges in the σ-strong topology.
Proof. We assume that B(H) is given in its standard representation acting via left multiplication on the Hilbert space L 2 (H) of all Hilbert-Schmidt operators on H.
1. As a first step we show that a one-dimensional projection onto the subspace Cρ, ρ ∈ HS(H), is diagonal if and only if ρ is a normal Hilbert-Schmidt operator: Take an arbitrary unit vector ρ ∈ L 2 (H) and denote by p ρ ∈ B L 2 (H) the orthogonal projection onto the subspace Cρ ⊆ L 2 (H). Since p ρ · z · p ρ = zρ, ρ · p ρ for every z ∈ B HS(H) , it follows that p ρ is a diagonal projection if and only if the equation
holds for every x ∈ B(H). Computing the left and right hand side, we obtain
for every x ∈ B(H). Now, if ρ * ρ = ρρ * then both sides of (3) obviously coincide, that is, p ρ is a diagonal projection. Conversely, since the functionals Tr(· x) with x ∈ B(H) are separating for B(H), Equation (3) implies ρ * ρ = ρρ * .
2. As a second step we show that for a diagonal projection p ∆ the corresponding subspace p ∆ HS(H) contains mutually commuting Hilbert-Schmidt operators: Let ρ 1 , ρ 2 ∈ p ∆ L 2 (H) be two elements of p ∆ HS(H). For each α ∈ C the element ρ 1 +αρ 2 is in this subspace, too. Since the projection onto C(ρ 1 + αρ 2 ) is dominated by p ∆ , it is also a diagonal projection. From part 1 of the proof we know that ρ 1 + αρ 2 is a normal operator for all α ∈ C. By a polarization argument it follows that ρ 1 ρ * 2 = ρ 
where p i denotes the projection onto Ce i . It is straightforward to check that this is indeed a diagonal projection. By construction we have q ∆ ≥ p ∆ and hence p ∆ = q ∆ by maximality.
The Diagonal Coupling of a Tensor Dilation
From states we now shift out attention to unital completely positive normal maps, briefly called Markov operators. Our goals is to apply the Quantum Coupling Inequality to the (in general irreversible) dynamical system given such a map. For this purpose we study not only couplings of states, but also couplings of Markov operators in the following sense:
Definition 5.1. Let S : M → M and T : N → N be two Markov operators on von Neumann algebras M and N , respectively. A coupling of S and T is a Markov operator
holds for every x ∈ M and y ∈ N .
As previously for states, the set of all couplings of two fixed Markov operators clearly is a convex set containing the tensor product map S ⊗ T . Moreover, S ⊗ T is the only coupling if and only if S or T is an extremal Markov operator (see [HHP12] ). In contrast to couplings of states not every Markov operatorT : M ⊗ N → M ⊗ N is a coupling; it has to leave the algebras M ⊗ ½ and ½ ⊗ N invariant. 
is a coupling of S and T . If one of the algebras M or N is commutative and finite dimensional, then every coupling of S and T is of this form.
In physics many examples of Markov operators arise from an interaction of the system with a random environment. Mathematically speaking, the Markov operator is given by a dilation. For this paper we restrict ourselves to the investigation of tensor dilations with atomic algebras. In the following we show how such a dilation canonically gives rise to a coupling called the diagonal coupling.
Let T : M → M be a Markov operator on a von Neumann algebra M. Let C be a purely atomic von Neumann algebra and let ψ be a faithful normal state on C. Denote by ψ ∆ the normal extension of the diagonal state of ψ. Furthermore, let Γ : M → M ⊗ C be an injective unital normal * -homomorphism such that
where Id ⊗ψ denotes the normal linear extension of x ⊗ c → ψ(c) · x for all x ∈ M and c ∈ C. We denote by T ′ : M ′ → M ′ and Γ ′ : M ′ → M ′ ⊗ C ′ the opposite maps of T and Γ, respectively, and define an injective unital normal * -homomorphism bŷ 
is called the diagonal coupling of T associated with Γ and ψ.
Remark 5.5. If the algebra C is not purely atomic, the same construction still provides us with the algebraic variant of the diagonal couplingT
Convergence of the Diagonal Coupling
For a moment suppose that M is purely atomic and that there is a faithful normal state ϕ on M with (ϕ ⊗ ψ) • Γ = ϕ such that Γ commutes with the modular automorphism groups. Then by Proposition 2.5 on page 5 it follows that the normal extentension of the diagonal state ϕ ∆ is invariant for the diagonal coupling, i. e.,
It follows that the support projection p ∆ := supp ϕ ∆ satisfiesT ∆ (p ∆ ) ≥ p ∆ . Thus, the question arises under which conditions the increasing sequenceT n ∆ (p ∆ ) converges to ½. It turns out that this question is related to the scattering theory of the dilation established in [KM00] . To make this connection precise we first briefly recall some fundamentals of this theory:
Let M and C be arbitrary von Neumann algebras, let Γ : M → M ⊗ C an injective unital normal * -homomorphism, and let ψ be a faithful normal state on C. We denote by v :
for every x ∈ M. Let C + := ∞ n=1 (C, ψ) be the infinite tensor product von Neumann algebra along the product states ψ ⊗n on C ⊗n , and write ψ + := 
The extended dual transition operator was introduced and studied in [Goh04] to classify different tensor dilations of T . Furthermore, in [GKL06] the authors showed that this operator allows to give a simple characterization of asymptotic completeness of the dilation as follows:
The following statements are equivalent:
(c) The fixed space of Z ′ is C½. As a next step we want to show that the extended transition operator and the diagonal coupling are in duality to each other, which allows us to answer the initial question of this section. To describe this duality, we fix a number 0 ≤ α ≤ 1 /2. We denote by ∆ ϕ the modular operator associated with the state ϕ and define an injective linear map
Via this map we may identify M with a dense subset of L 2 (M). For each x ∈ M and y ′ ∈ M ′ we obtain a linear functional
for every t ∈ B L 2 (M) . The linear extension of Equation (4) then gives rise to an injective linear map 
Remark 6.6. Notice that the map Φ α and the extended dual transition operator Z ′ depend on the choice of the state ϕ on M, but the diagonal couplingT ∆ does not.
Proof. Denote by ξ ψ ∈ L 2 (C) the GNS-vector and by ∆ ψ the modular operator associated with ψ. In analogy to the construction of i α and Φ α we obtain linear injections
This equation then extends linearly to the (algebraic) tensor product C ⊗ C ′ . Since Γ commutes with the modular automorphism groups, the associated isometry
commutes with all powers of the modular operator on the respective domain. In particular, we have
for every x ∈ M. It follows that for every x ∈ M and y ′ ∈ M ′ we obtain We now show that (a) implies (b): Suppose that Γ is asymptotically complete, i. e., the extended dual transition operator 
for every normal functional ρ on B L 2 (H) . A straightforward computation on elementary tensors verifies
for every z ∈ B(H) ⊙ B(H) ′ . Using the duality of Theorem 6.5, Equation (5) then implies 
Since ϕ ⊗ ϕ ′ is a faithful state, it follows that the increasing sequenceT n ∆ (p ∆ ), n ∈ N, converges σ-strongly to ½.
For the converse we essentially reverse the arguments: Suppose condition (c) holds. Then we particularly have Equation (6) for every z ∈ B(H)⊙B(H) ′ . It follows that Equation (5) holds for every functional ρ of the form ρ = Φ α (z) with z ∈ B(H) ⊗ B(H) ′ . Since these functionals are norm dense in the predual of B HS(H) , Equation (5) extends to all functionals on B HS(H) . Since p ϕ is a one-dimensional projection, we finally conclude that Z ′ has trivial fixed points, i. e., Γ is asymptotically complete.
Applications
In this final section we present a classical and a non-commutative example serving different purposes. The classical example demonstrates how the coupling method can be used to bound the speed of convergence by means of coding theory and combinatorics. The example itself is design to be easily accessible by examining suitable pictures, but the method itself immediately generalizes to arbitrary classical Markov processes an finite sets.
For non-commutative examples we do not have the combinatorics available. To apply the coupling method we therefore take a different approach. Although we do not arrive at good bounds for the speed of convergence, for certain examples our method has the advantage of being computationally simple.
A Commutative Example
Consider the set S := {s 1 , s 2 , s 3 } and the transition matrix A dilations of T is given by a map γ : S × C → S with a set C together with a suitable probability measure on the set C. Here we choose the set C := {r, g, b} (red, green, blue) and the map γ pictured in Figure 1 . As a probability measure on C we fix
The diagonal couplingT ∆ then has a dilation given by the so called graph product map √ 2) n for every n ≥ 2 (trivially also for n = 0, 1) and for an arbitrary probability measureμ on S × S. The classical coupling inequality then provides the upper bound
Remark 7.1. A simple computation verifies that √ 2 is the second largest eigenvalue of the transition matrix T . Hence, the asymptotic rate of ( √ 2) n in the coupling inequality is tight.
A Non-Commutative Example
We now turn to a non-commutative example. The example is motivated by the micromaser experiment in quantum optics, where a quantum harmonic oscillator interacts with a two level atom via the Jaynes-Cummings interactions (see e. g. [JC63, MS07] . Under some trapping state condition this model has been generalized in [GKL06] and shown to be asymptotically complete. This guarantees that our method can successfully be applied.
For sake of simplicity we choose model parameters that do not fit the Jaynes-Cummings interaction. Instead we take parameters such that the classical example discussed in Section 7.1 is embedded. A further advantage of our choice is that the computations can still be made by hand. The presented method itself can easily be adopted to any finite-dimensional asymptotically complete system. We start by introducing some abbreviations. Let M 3 denote the algebra of complex (3 × 3)-matrices and put for every k ∈ Z. For the support projection p ∆ := supp ϕ ∆ ≤ p 0 a straightforward calculation then yields p kT
