We show that the number of solutions for the Thue equation F (x, y) = ±1 is 0 or 4 except for a few already known cases. To obtain an upper bound for the size of solutions, we use Padé approximation method. To obtain a lower bound for the size of solutions, we construct a continued fraction with positive or negative rational partial quotients. This construction is carried out carefully by using special properties of the form F . Combining these lower and upper bounds, we obtain the result.
Introduction
Let a, b be integers, and let
F is called a quartic simple form. The aim of this paper is to show the following.
Theorem 1.1 Let a, b be non-zero integers. Then the number N F of solutions for the Thue equation
is 0 or 4 except for the cases b = 1, a = ±1, ±4 with N F = 8.
The case b = 1 was treated before. Lettl-Pethő [5] in 1995 solved the Thue equation (1) by Baker's method for the case b = 1, and showed that the only solutions of (1) are (±1, 0) and (0, ±1), except for b = 1, a = ±1, ±4. Chen-Voutier [2] in 1997 obtained the same result as [5] by Padé approximation method. Lettl-Pethő-Voutier [6] in 1999 solved the Thue inequalities |F (x, y)| ≤ 6a + 7 for b = 1 by Padé approximation method realizing an idea of [3] for improvement of estimates. For the case of two parameters, we [11] in 2007 solved the Thue inequalities |F (x, y)| ≤ 6a+7b under the assumption a ≥ 70b 28/9 by Padé approximation method and by use of continued fractions with rational partial quotients. For the cubic simple Thue equations with two parameters F (3) (x, y) = bx 3 − ax 2 y − (a + 3b)xy 2 − by 3 = 1, we [10] proved in 2007 that the number of solutions is 0 or 3, except for a = −1, b = 1 with 9 solutions and a = 0, 2, b = 1 with 6 solutions. To obtain this result, supposing there exists a solution we used Padé approximation method, and Okazaki's gap principle [7] for general cubic Thue equations.
Outline of the proof of our theorem is as follows. We suppose that (1) has a solution (x 0 , y 0 ). Then, (i) using (x 0 , y 0 ), by a standard Padé approximation method, we obtain an upper bound for the size of other solutions,
(ii) using (x 0 , y 0 ), we construct a continued fraction with positive or negative rational partial quotients, and obtain a lower bound for the size of other solutions, and (iii) we show that the upper bound is smaller than the lower bound, which concludes that there is no other solution than (x 0 , y 0 ) (in a certain region).
The method for part (i) is now standard. The main part of this article is part (ii). The construction of continued fraction with rational partial quotients is carried out as follows. Let θ be the zero of F (x, 1) with θ > 1. We choose x 0 /y 0 for the first approximate rational number to θ. Note that in general this is not an integer. To choose the second approximate rational number x 1 /y 1 , we use Newton's method. To choose the third approximate rational number x 2 /y 2 , we use, based on special properties of the form F (X, Y ), the Taylor expansion of the function 4 √ 1 + x. At this step, we choose carefully the partial quotient so that its denominator becomes as small as possible (see §5.3). Then, we estimate the size of the denominators of the convergents, and the size of the common denominator of numerator and denominator of each convergent. We also estimate the size of the remainder terms of the continued fraction expansion. In order to obtain a lower bound for the size of other solutions, we use the following basic estimate whose proof is easy.
Basic estimate. Let x /y and x/y be two different rational numbers such that |y | ≤ M, and
We apply this basic estimate to the other solutions (x, y) than (x 0 , y 0 ), and the rational numbers x 0 /y 0 , x 1 /y 1 and x 2 /y 2 constructed by the continued fraction mentioned above, and we obtain a lower bound for y.
Algebraic preliminaries
We give a characterization of the simple form F . Binary forms
Proposition 2.1 Let θ be an algebraic number of degree ≥ 3. Suppose that the field Q(θ) is cyclic, and its Galois group is generated by a linear fractional transformation over Q. Then the degree of θ is 3, 4 or 6, and the binary form corresponding to the defining polynomial for θ is equivalent over 6 respectively. These forms are called "simple forms".
For the proof, see Ayad [1] for cubic case, and for general case see [6, Lemma 1] and [11, Remark 3.2] .
For the parameters a, b of F , we may suppose b > 0, and also a > 0 by symmetry of the shape of F . Since the case b = 1 was already solved, we may suppose b > 1. If (1) has a solution, then gcd(a, b) = 1. Further, by considering congruence relation, we see that if (1) has a solution, then b is odd, and not divisible by 3. Therefore, in the following we assume If (1) has a solution (x, y), then it implies 3 other solutions, as the following proposition shows.
Proposition 2.2
If (x, y) is a solution of (1), then (−x, −y), (−y, x), (y, −x) are also solutions of (1).
The proof is easy. By this proposition, the solutions of (1) are grouped four by four. Thus the number of solutions of (1) is a multiple of four, and our aim is to prove that (1) has at most one group of solutions.
The form F (X, Y ) has quasi-automorphisms, that is,
The proof is easy.
Let (x, y) be a solution of (1). Then, x ≡ y (mod2), and F (x − y, x + y) = ∓4. Conversely, if (x, y) is a solution of F (x, y) = ∓4, then, since b is odd by Assumption 2.1, we have x ≡ y ≡ 1 (mod 2), and (
) gives a solution of (1). Moreover, if x/y belongs to one of the intervals in Proposition 2.3, then (x − y)/(x + y) belongs to its image interval by the linear fractional transformation. Therefore, Theorem 1.1 is equivalent to the following, and we aim to prove it. 
has at most one solution with y > 0 and x/y > 1.
Using complex numbers (i = √ −1), the binary form F can be written in a form having only two extreme terms as follows. Grace of this, Padé approximation method works well. This fact was already used in [2] .
Proposition 2.4 The form F is written as
The proof is given in [2, §3.1] . Alternatively, we can verify the formula by a simple calculation starting from the right-hand side, namely we have
Remark 2.1 The fact of the proposition is based on the invariant theory (see [4, p.72] 
We also see that J can be written as J = 
, which proves the proposition.
Analytic preliminaries
In the following we always assume Assumption 2.1 without mentioning it.
We put c = a b ,
Let θ, θ , θ and θ be the zeros of f with θ > 1, 0 < θ < 1, −1 < θ < 0 and θ < −1. By technical reason, we proceed the proof of Theorem 2.1 dividing into 4 cases: Case 1. c ≥ 5, Case 2. 3 ≤ c < 5, Case 3. 7/6 ≤ c < 3, and Case 4. 0 < c < 7/6. 
where K(c) is given as follows: 
Padé approximation
In order to obtain an upper bound for the size of solutions of (2), we use the standard Padé approximation method. Even though we know now a method of obtaining a sharper estimate than the classical method, that is, the improved method given by [6] following the idea of Chudnovsky [3] , we use here the classical method since it is simpler and it already gives a sufficiently good estimate for our purpose.
We suppose that (2) has a solution, and we denote by (x 0 , y 0 ) the solution of (2) having the smallest y among the solutions (x, y) with y > 0 and x/y > 1, and we put
We fix this notation once for all. As noticed in §2, if (x, y) is a solution of (2) for m = 4, then x and y are both odd. This implies that A is an integer. We also put
where (and in the following also) we take the sign of ± so that it coincides with (2). We have
On the other hand, since f (θ) = 0, we have λ(
Combining these two, we have
We suppose A > 4 (actually, we have A > 207 by the next Lemma 4.1), then |γ| < 1, and since x 0 /y 0 is close to θ, we obtain
by taking the branch close to 1.
Lemma 4.1 The value of A satisfies
where A 1 (c) and A 2 (c) are given as follows:
A 2 (c) = 
is an increasing function in the interval (c + 4/c, c + 5/c), hence we have g(c + 4/c) < g(x 0 /y 0 ) < g(c + 5/c), and estimating the both sides, we obtain the estimate for A. Similar for other cases too.
In general, A is large, and we will consider the case where A is sufficiently large.
Using the smallest solution (x 0 , y 0 ) of (2), we shall give an upper bound for the size of other solutions (x, y) by Padé approximation method. The method we use here is based on Rickert's integrals [8] , and is very similar as used in [10, §4] . Therefore, we give only the result, omitting the proof, and just making remarks on the differences from [10] .
In [10] we considered a Padé approximation to the function
which is now replaced by ) n which is used in [10] implicitly, and in [9] explicitly. We use also the estimate A > 17 to obtain L > 1.
Lemma 4.2 For n ≥ 1, we have linear forms
satisfying the following conditions:
is not zero,
−n , and (iv) p in and q in are integers, where
From this lemma, we obtain the following lemma by a standard method. See for example [8 Proof. Since
is a decreasing function of A, and its value for A = 131 is 3.9994, and its value for A = 37500 is 2.53599, we have the assertion.
From Lemma 4.3, we obtain an upper bound for the size of solutions of (2). Proof. We apply Lemma 4.5 to the case A ≥ 37500. By (6) and Lemma 4.3, we have C(a, b) = 2µP (max{2l, 1})
By Lemma 4.4, we have κ < 2.536, hence (log P )/(log L) < 
A,
and from this and Lemma 4.5, we obtain the lemma.
Lower bound for solutions
Here we shall obtain a sufficiently large lower bound for the size of other solutions than (x 0 , y 0 ).
Elementary lower bound
We begin with giving a lower bound which is obtained elementarily. Proof. From Lemma 3.3, we have
Since x/y = x 0 /y 0 and y ≥ y 0 , we obtain
, which implies the lemma by the basic estimate.
This lower bound is not sufficient to obtain a contradiction with the upper bound of Lemma 4.6 (see Remark 4.2).
Continued fraction with rational partial quotients
In order to obtain a lower bound for solutions of (2), we first give a method in general form. We consider continued fractions with rational partial quotients. We allow for these partial quotients to be positive or negative rational numbers.
Let ξ be a real number. For ξ we choose a rational number k 0 satisfying
and define ξ 1 by
We have |ξ 1 | > 1. Then we choose a rational number k 1 satisfying
Since |ξ 1 | > 1, we have k 1 = 0. We define ξ 2 by
We continue this process. For i ≥ 1 we choose a rational number k i satisfying
and define ξ i+1 by
.
We call this or
a continued fraction expansion with rational partial quotients for ξ. Note that this expansion is not unique. If ξ is a rational number, we may stop the process at a certain step by putting for example k n+1 = ξ n+1 . The convergents p n /q n are defined by
By this definition, we have for n ≥ 1
Note that the series p n /q n does not necessarily converge to ξ. For n ≥ 0, we take a positive rational number d n such that d n p n , d n q n ∈ Z. Here we do not necessarily assume that d n is the smallest one with this property. Of course, a smaller d n is better. In case where d n is a natural number, we may call it a common denominator of p n and q n .
Lemma 5.2 Let ξ be a real number, let p n /q n be the n-th convergent defined by a continued fraction expansion for ξ with (positive or negative) rational partial quotients, and let ξ n be the n-th remainder term. Let d n be a positive rational number such that d n p n , d n q n ∈ Z. Let x, y be integers with y = 0 and gcd(x, y) = 1. Suppose
for some m > 0,
Remark 5.1 Two constants m and K may be put together to one constant, but viewing the form of Lemma 3.3, we leave them as above. Two inequalities (7) and (8) also may be put together, omitting m/K|y| d .
Proof. From general properties of continued fraction expansion, we have
First we show x y = p n q n as rational numbers. To show this, suppose
x/y = p n /q n . Then, from (7), (8) and (10), we would have
because the numerator is a non-zero integer. On the other hand, from (7), (8) and (10), we have
Hence we have 1 |yq n |d n < c n + 1 |q n (q n ξ n + q n−1 )| , from which we obtain (9).
Continued fraction for θ
In order to obtain a larger lower bound, we construct a continued fraction with rational partial quotients for θ. For this we first use Newton's method. Viewing that z 0 = x 0 /y 0 is close to θ, we draw the tangential line to the curve y = f (x) at the point (z 0 , f (z 0 )), and put x 1 /y 1 to be the x-coordinate of the intersection point of this tangential line and x-axis:
From (2) and (3), we obtain
For later use, we show the following.
Lemma 5.3 We have
Proof. First we show
To show this, we differentiate by X the formula in Proposition 2.4, multiply the result by (X+iY )(X−iY ), and use the formula in the proof of Proposition 2.4, then we obtain the above formula. We put X = x 0 , Y = y 0 into the above formula. Then , and by definition of A, this implies the desired formula.
In order to obtain further terms of continued fraction expansion for θ, we use the expression (5) for θ and Taylor expansion of
Continued fraction expansion with rational partial quotients is not unique. However, if its partial quotients have smaller denominators, it is better. So, at each step of expansion, we choose carefully partial quotient as better as possible. We shall show the following.
Lemma 5.4 For θ we have a continued fraction expansion with rational partial quotients as follows:
Proof. From (5) we have
If z is a purely imaginary complex number, then the remainder term of Taylor's expansion
satisfies |ε| < 1, since max 0<t≤1 |(1 + tz) 1/4−n | < 1 for n ≥ 1. Using this, (4) and A ≥ 37500, we first obtain , hence we change ±A + z 0 to (±A + 4z 0 ) − 3z 0 . Thus we have
We can rewrite this in the form of the lemma, and using the estimates 
+1,
We put
Note that x n and y n (n = 0, 1, 2) are positive integers and gcd(x n , y n ) = 1, while in general, p n and q n are rational numbers for n ≥ 1. For n ≥ 1, we take an integer
Lemma 5.5 We can take
In case m = 4, we first see that by 
(iii) For d 3 , from the expression of p 3 , q 3 , we see 3x 0 p 3 , 3x 0 q 3 ∈ Z since A ∈ Z.
Comparison with x 1 /y 1
In order to obtain a lower bound for solutions (x, y) of (2), we first compare them with x 1 /y 1 using Lemmas 5.1 and 5.2. For it, we prepare the following estimate.
Using the lower bound for y given by Lemma 5.1, the above estimates for |q 2 (12), we obtain
We see that 0.16646/(1 + c 2 ) > 0.166 for the value c 2 given in Lemma 5.6 for all four cases. Thus the lemma follows. 
Comparison with x 2 /y 2
Next we compare solutions (x, y) of (2) with x 2 /y 2 . For it, we prepare the following estimate. Proof. Using (11), we have
We also have
Using (11), z 0 > 7/3, |ε 3 | < 1 and A ≥ 37500, we see that the absolute value of the quantity in the last parentheses is smaller than 0.00088. Hence we have 0.99912
Now we estimate from above
Using the lower bound for y given by Lemma 5.7, the above estimates for |q 3 | and (13), Lemma 4.1, m ≤ 4, b ≥ 5 and y 0 ≥ 1, we obtain
For each of the four cases for c, we estimate from above the right-hand side using Lemma 3.2, K(c) in Lemma 3.3, and A 1 (c) in Lemma 4.1. We can verify that, in each case the upper bound c 3 for the right-hand side is given by the value at the left boundary of the corresponding interval for c, from which we obtain the lemma.
This lemma immediately implies the following. Proof. By Lemma 5.2, d 3 = 3x 0 and (13), we obtain
Using c 3 given in Lemma 5.8, we obtain the lemma.
For Case 1, this constant is 0.198. The exponent of y 0 has increased to 7. This exponent is bigger than the exponent of y 0 in the upper bound for y given by lemma 4.6 (see Remark 4.2). As we will see in the next section, this lower bound is sufficiently large for obtaining a contradiction.
Proof of Theorem 2.1
In order to prove Theorem 2.1, we first consider the case A ≥ 37500. The case A < 37500 will be treated later.
Proof of Theorem 2.1 in case A ≥ 37500
We suppose A ≥ 37500. We further suppose that there exists a solution (x, y) of (2) such that y > 0, x/y > 1, and x/y = x 0 /y 0 . In this case, we have an upper bound for y given by Lemma 4.6, and a lower bound for y given by Lemma 5.9. Combining these, we would have 
We evaluate (14) from above. For Case 1, by replacing K(c) by c 3 , and A 1 (c) by c 5 , and by Lemma 3.2 and c ≥ 5, we see the right-hand side RHS of (14)< 0.033, thus we would obtain a contradiction.
For Case 2, by a similar way of estimate, we see RHS of (14)< 0.296, thus we would obtain a contradiction.
For Case 3, we rewrite RHS of (14) For 7/6 ≤ c < 3, we estimate the numerator from above, that is, the value at c = 7/6, and estimate the denominator from below, that is, the value at c = 3, and we see RHS of (14)< 0.62, thus we would obtain a contradiction. For Case 4, we estimate the numerator of RHS of (14) from above, that is, the value at c = 7/6, and estimate the denominator from below, that is, the value at c = 0, and we see RHS of (14)< 0.053, thus we would obtain a contradiction.
Thus for all cases we would obtain a contradiction. Therefore, if A ≥ 37500, then (2) has no solution (x, y) with y > 0 and x/y > 1 other than (x 0 , y 0 ). This proves Theorem 2.1 in case A ≥ 37500.
Proof of Theorem 2.1 in case A < 37500
We suppose A < 37500. In this case, from Lemma 4.1, we have 
