Known algorithms for learning PDFA can only be shown to run in time polynomial in the so-called distinguishability µ of the target machine, besides the number of states and the usual accuracy and confidence parameters. We show that the dependence on µ is necessary in the worst case for every algorithm whose structure resembles existing ones. As a technical tool, a new variant of Statistical Queries termed L ∞ -queries is defined. We show how to simulate L ∞ -queries using classical Statistical Queries and show that known PAC algorithms for learning PDFA are in fact statistical query algorithms. Our results include a lower bound: every algorithm to learn PDFA with queries using a reasonable tolerance must make Ω(1/µ 1−c ) queries for every c > 0. Finally, an adaptive algorithm that PAC-learns w.r.t. another measure of complexity is described. This yields better efficiency in many cases, while retaining the same inevitable worst-case behavior. Our algorithm requires less input parameters than previously existing ones, and has a better sample bound.
Introduction
Probabilistic finite automata (PFA) are important as modeling formalisms as well as computation models. They are closely related to Hidden Markov Models (HMM's) in their ability to represent distributions on finite alphabets and also to POMDP's; see e.g. [3, 4, 5] for background.
One of the main associated problems is that of approximating the distribution generated by an unknown probabilistic automaton from examples. The problem is relatively simple if the structure of the automaton is somehow known and only transition probabilities have to be estimated, and much harder and poorly-solved in practice if the transition graph is unknown. Probabilistic Deterministic Finite Automata (PDFA) -in which the underlying automaton is deterministic but transitions still have probabilities -have been often considered as a restriction worth studying, even though they cannot generate all distributions generated by PFA [3] .
The grammatical inference community has produced a substantial number of methods for learning (distributions generated by) PFA or PDFA, most of them using so-called "state split-merge" or "evidence-driven" strategies; see the references in [6, 4, 5, 7] . Many of these methods are only proved valid empirically, but some have proofs of learning in the limit.
The problem has also been intensely studied in variants of the PAC model adapted to distribution learning. Abe and Warmuth showed in [8] that hardness is not informationtheoretic: one can learn (distributions generated by) PFA with samples of size polynomial in alphabet size, number of states in the target machine, and inverses of the accuracy and confidence parameters ( and δ); but also that the problem is computationally intractable for large alphabet sizes, unless RP = NP. Kearns et al. [9] showed that learning PDFA even over 2-letter alphabets is computationally as hard as solving the noisy parity learning problem, of interest in coding theory and for which only super-polynomial time algorithms are known.
It was later observed that polynomial-time learnability of PDFA is feasible if one allows polynomiality not only in the number of states but also in other measures of the target automaton complexity. Specifically, Ron et al. [10] showed that acyclic PDFA can be learned w.r.t. the Kullback-Leibler divergence in time polynomial in alphabet size, 1/ , 1/δ, number of target states, and 1/µ , where µ denotes the prefix-distinguishability of the target automaton, to be defined in Section 2. Clark and Thollard extended the result to general PDFA by using a simplified notion of distinguishability µ and considering also as a parameter the expected length of the strings generated by the automata [6] . Their algorithm, which we denote by CT, is a state merge-split method, and was in turn extended or refined in subsequent work [11, 12, 13, 1] ; see also [14] for a simpler version of CT called ALISA. Similar algorithms without strong theoretical guarantees can be found in [15, 16, 17] . Furthermore, in [18] a PAC algorithm for learning PFA was given, similar in spirit to [7] , whose running time is polynomial in the inverse of a condition parameter, intuitively an analog of µ for PFA. More recently, a Bayesian approach to PDFA learning has been suggested by Pfau et al. [19] .
Here we consider the dependence on the distinguishability parameter µ of known algorithms. We know that the sample complexity and running time of CT and related algorithms is polynomially bounded on 1/µ (as well as other parameters), but it is conceivable that one could also prove a polynomial bound in another parameter, much smaller but yet unidentified. In this paper we pursue this line of research and provide two results.
Our first result shows that any such hypothetical parameter must necessarily coincide with µ when restricted to a worst-case subclass of PDFA. Inspired by the noisy parity problem, we show that this worst-case subclass contains PDFA defined in terms of parity concepts. These results hold, at least, for a large class of learning algorithms including all algorithms that proceed by applying statistical tests to subsets of the sample to distinguish distributions generated at different states of the target automaton. We formalize this notion by defining a variant of Kearns' Statistical Queries [20] , called L ∞ -queries. We observe that known algorithms for learning PDFA, such as CT, ALISA and our vari-2 ant [1] , can be rewritten accessing the target distribution only through L ∞ -queries (to infer the structure) plus standard Statistical Queries (to approximate transition probabilities). We then show that any algorithm that learns the class of PDFA with a given distinguishability µ from L ∞ -queries and Statistical Queries with reasonably bounded tolerance will require at least Ω(1/µ 1−c ) queries for every c > 0. Our result thus indicates that, if PDFA learning algorithms of complexity substantially smaller than 1/µ do exist, they must use their input sample quite differently from known algorithms. We also show how to simulate L ∞ -queries using standard Statistical Queries and deduce that CT and related algorithms can be fully implemented in the statistical query model; this settles in the negative a conjecture we posed in [2] .
Our second result in this study in distinguishability is an adaptive algorithm AdaCT for learning general PDFA that uses the prefix-distinguishability µ defined by Ron et al. for the case of acyclic PDFA. Using techniques similar to those in [6] and [1] , we provide a detailed analysis of this new algorithm. Its several improvements over previously existing variants of CT suggest that a careful implementation of AdaCT might be used in real-world problems, even though it can be rigorously shown to satisfy the PAC learning criteria. In fact, preliminary experimental results presented in [1] suggest that, in many cases, the new algorithm obtains similar results to those provided by known heuristic methods, with sample sizes much smaller than required by the bounds. This is due to several singular features of AdaCT. First, even though µ and µ coincide inside the worst-case class defined in terms of parities, in general 1/µ can be much smaller than 1/µ, yielding a much more efficient learning procedure in many cases. In addition, upper bounds for AdaCT are asymptotically better than corresponding bounds for CT. Furthermore, our algorithm requires fewer input parameters than any previous PAC algorithm; this reduces the amount of guess-work and tedious cross-validations needed for selecting the correct parameters. Another interesting feature of AdaCT is its adaptive nature: receiving a sample and using only n, Σ and δ as input parameters, it is able to reuse the sample more thoroughly and extract more information from it than CT. Finally, unlike CT, our algorithm does not require a minimum sample size; it produces a hypothesis from a sample received up-front, which is guaranteed to be correct when the sample is large enough.
The rest of the paper is organized as follows. Section 2 is devoted to notation and preliminaries. Our learning model in terms of L ∞ -queries is discussed in Section 3, and a lower bound on the complexity of algorithms learning PDFA in this model is proved in Section 4. In Section 5 the algorithm AdaCT is described and analyzed. We conclude with a discussion of our results in Section 6
Preliminaries

Notation and Definitions
Let Σ be a finite alphabet, and for n > 0 write [n] = {1, . . . , n}. Given h = (h 1 , . . . , h n ) ∈ Σ n and 1 ≤ i < j ≤ n let h i:j = (h i , . . . , h j ). For any symbol σ ∈ Σ, we writeσ to denote a string containing only the symbol σ, and whose length can be deduced from the context. We say thatp is an α-approximation of p if |p −p| ≤ α.
Several measures of divergence between distributions are considered. Let D 1 and D 2 be probability distributions over a discrete set X. The Kullback-Leibler (KL) divergence is defined as
where the logarithm is taken to base 2; KL is sometimes called relative entropy. The supremum distance is
Finally, we define the supremum distance on prefixes as prefL
is the probability under D of having x as a prefix.
Let D be a distribution over Σ * . We use supp(D) to denote the support of D; that is, the set of strings which have positive probability under D. The expected length of
* is prefix-free, we denote by D A the conditional distribution under D of having a prefix in A. So, for every y ∈ Σ * , we have
Given a multiset S of strings from Σ * we denote by S(x) the multiplicity of x in S, write |S| = x∈Σ * S(x) and for every σ ∈ Σ define S(σ) = x∈Σ * S(σx). To resolve the ambiguity of this notation on strings of length 1, we will always use greek letters to mean elements of Σ, and latin letters for strings. We also denote by S(ξ) the multiplicity of the empty word, S(λ). To each multiset S corresponds an empirical distribution S defined in the usual way:Ŝ(x) = S(x)/|S|. Finally, prefixes(S) denotes the multiset of prefixes of strings in S.
Now we fix Σ = {0, 1} and equip it with addition and multiplication via the identification Σ Z/(2Z). Given h ∈ Σ n , the parity function P h : Σ n → Σ is defined as P h (u) = i∈[n] h i u i , where ⊕ denotes addition modulo 2. Each h defines a distribution D h over Σ n+1 whose support depends of P h as follows: for u ∈ Σ n and c ∈ Σ let
Probabilistic Automata
A PDFA T is a tuple Q, Σ, τ, γ, ξ, q 0 where Q is a finite set of states, Σ is an arbitrary finite alphabet, τ : Q × Σ −→ Q is the transition function, γ : Q × (Σ ∪ {ξ}) −→ [0, 1] defines the probability of emitting each symbol from each state (γ(q, σ) = 0 when σ ∈ Σ and τ (q, σ) is not defined), ξ is a special symbol not in Σ reserved to mark the end of a string, and q 0 ∈ Q is the initial state. It is required that σ∈Σ∪{ξ} γ(q, σ) = 1 for every state q. Transition function τ is extended to Q × Σ * in the usual way. Also, the probability of generating a given string xξ from state q can be calculated recursively as follows: if x is the empty word λ the probability is γ(q, ξ), otherwise x is a string σ 0 σ 1 . . . σ k with k ≥ 0 and γ(q, σ 0 σ 1 . . . σ k ξ) = γ(q, σ 0 )γ(τ (q, σ 0 ), σ 1 . . . σ k ξ). Assuming every state of T has non-zero probability of generating some string, one can define for each state q a probability distribution D q on Σ * : for each x, probability D q (x) is γ(q, xξ). The one corresponding to the initial state D q0 is called the distribution defined by T . Most commonly, we will identify a PDFA and the distribution it defines.
For a given PDFA T we denote by L T the maximum of the expected lengths of all distributions D q . We will drop the subscript T when the target is obvious from the context. The complexity of learning a particular PDFA is measured by the expected length L and a quantity measuring how different the states of the automata are; this measure is usually called distinguishability. Different notions of distinguishability can be associated with different metrics between probability distributions. The following ones have been found useful for learning purposes because provably correct statistical tests based on those notions can be easily implemented [1, 6, 10] .
A PDFA T is µ-distinguishable when for each pair of states q 1 and q 2 their corresponding distributions D q1 and D q2 are µ-distinguishable. The distinguishability of a PDFA is defined as the supremum over all µ for which the PDFA is µ-distinguishable.
A PDFA T is µ -prefix-distinguishable when for each pair of states q 1 and q 2 their corresponding distributions D q1 and D q2 are µ -prefixdistinguishable. The prefix-distinguishability of a PDFA is defined as the supremum over all µ for which the PDFA is µ -prefix-distinguishable.
We typically use µ and µ to denote, respectively, the prefix-distinguishability and the distinguishability of a PDFA. Note that in general µ ≥ µ. It is easy to construct pairs of PDFA for whom µ and µ are essentially the same, and also pairs of PDFA such that µ is exponential in µ -see the dicussion in Section 6 for examples and the impact this has on our results.
For any n and µ we will use PDFA n to denote the class of all PDFA with at most n states, and PDFA n,µ to denote the subclass of PDFA n containing all PDFA with distinguishability at least µ. Abusing our notations, we will use PDFA n,µ to denote the subclass of PDFA n containing all PDFA with prefix-distinguishability at least µ .
It is a simple observation that for each h ∈ {0, 1} n , the distribution D h defined in the previous section can be modelled by a PDFA with at most 2n+2 states. Furthermore, for all h the corresponding PDFA has distinguishability and prefix-distinguishability 2/2 n .
Statistical Queries
Now we introduce a variant of the classical statistical queries [20] for the case when the target of the learning process is a distribution instead of a concept. To the best of our knowledge, this model has not been considered in the literature before.
Recall that in the usual statistical query model, an algorithm for learning concepts over some set X can ask queries of the form (χ, α) where χ : X × {0, 1} → {0, 1} is a predicate and 0 < α < 1 is some tolerance. If D is a distribution over X and f : X → {0, 1} is a concept, a query SQ D f (χ, α) to the oracle answers with an α-approximationp χ of p χ = P x∼D [χ(x, f (x)) = 1]. Kearns interprets this oracle as a proxy to the usual PAC example oracle EX D f abstracting the fact that learners usually use examples only to obtain statistical properties about f under D. The obvious adaptation of statistical queries for learning distributions over X is to do the same, but without labels.
Let D be a distribution over some set X. A statistical query for D is a pair (χ, α) where χ : X → {0, 1} is (an encoding of) a predicate and 0 < α < 1 is some tolerance. The query SQ D (χ, α) returns an α-approximation of p χ = P x∼D [χ(x) = 1]. Since χ is the 5 characteristic function of some subset of X, learners can ask the oracle an approximation to the probability of any event; we will usually identify χ and its characteristic set. Furthermore, we require that χ can be evaluated efficiently. Note that this new statistical queries can easily be simulated using examples drawn i.i.d. from D.
Learning Models
Now we introduce two models -one with examples and another with queries -for learning distributions w.r.t. an arbitrary measure of divergence.
Let D be a class of distributions over some fixed set X, and let d denote an arbitrary notion of divergence between two probability distributions. Assume D is equipped with some measure of complexity assigning a positive number |D| to any D ∈ D.
We say that an algorithm L learns with examples a class of distributions D w.r.t. d using S(·) examples and time T (·) if, for all 0 < , δ < 1 and D ∈ D, with probability at least 1 − δ, the algorithm uses S(1/ , 1/δ, |D|) examples drawn i.i.d. from D and after T (1/ , 1/δ, |D|) steps outputs a hypothesis D such that d(D, D) ≤ . The probability is over the sample used by L and any internal randomization.
We say that a statistical query algorithm L learns with queries a class of distributions Note that we do not require that algorithms are proper learners; that is, to return some hypothesis from D. Furthermore, we do not make any distinction between algorithms that output a hypothesis that is a generator or an evaluator, as is done, for example, in [9] . Mainly, this is because our lower bounds are representation independent, and our learning algorithms output PDFA, which can be used either as an evaluator or as a generator.
Learning PDFA with Queries
This section introduces a new kind of statistical query, called L ∞ -query, that appears naturally in many state-merging algorithms for learning PDFA. We show how these queries can be simulated using standard statistical queries. Furthermore, we prove a lower bound on the trade-off between the accuracy and number of such queries that an algorithm learning the class of all PDFA must make.
L ∞ -queries
In this section we present a new kind of query, the L ∞ -query. Roughly speaking, these queries can be used whenever the learning task is to approximate a probability distribution whose support is contained in a free monoid Σ * . This query is an abstraction of a pattern of access to distributions appearing in algorithms that learn (distributions generated by) PDFA [16, 10, 6, 12, 13, 1] . At some point, all algorithms described in these papers use samples from suffix distributions to test for state-distinctness w.r.t. the supremum distance. To be precise, the algorithm asking a query will provide A and B in the form of oracles deciding the membership problems for AΣ * and BΣ Algorithms for learning distributions that can make Statistical Queries and L ∞ -queries will also be considered. These algorithms are given access to oracles SQ D and DIFF
Similar to what happens with standard Statistical Queries, any L ∞ -query can be easily simulated with high probability using examples as shown by the following result, which can be proved by a standard argument with Chernoff bounds. Accordingly, we will consider these algorithms to be efficient when the functions Q(·), R(·), S(·) and T (·) are polynomial on each of their parameters.
can be simulated with error probability smaller than δ using
Remark 1 (The role of β). An algorithm asking an L ∞ -query does not know a priori the probability under D of having a prefix in A. It could happen that the region AΣ * had very low probability, and this might indicate that a good approximation of D in this region is not necessary in order to obtain a good estimate of D. Furthermore, getting this approximation would require a large number of examples. Thus, β allows a query to fail -i.e. return '?' -when at least one of the regions being compared has low probability. Remark 2 (Representation of A and B). From now on we will concentrate on the information-theoretic aspects of L ∞ -queries. Our focus will be on the number of queries needed to learn certain classes of distributions, as well as the required tolerances and thresholds. We are not concerned with how A and B are encoded or how membership to them is tested from the code: the representation could be a finite automaton, a Turing machine, a hash table, a logical formula, etc. The only requirement we impose is that membership testing can be done efficiently.
It is a simple observation that the algorithm CT given by Clark and Thollard in [6] for learning PDFA can be rewritten using L ∞ -queries for learning the relevant transitions in the target and Statistical Queries for approximating its transition and stopping 7
probabilities. By inspecting their proofs one can determine the required tolerances and thresholds. More precisely, we have the following.
Theorem 2 (Clark and Thollard [6] ). There exists an algorithm CT L∞,SQ that, given access to oracles SQ T and DIFF T ∞ for some T ∈ PDFA n,µ with expected length L, Interestingly, the dependence on µ only appears in the part of the algorithm that recovers the relevant transition structure in the target.
Relation with Statistical Queries
In this section we show that L ∞ -queries can be simulated using Statistical Queries. The simulation has some interesting consequences that are discussed between the end of this section and the beginning of next one. We begin by stating a simple lemma which is commonly used when approximating conditional probabilities using statistical queries (see e.g. [21] ).
Note that, in order to obtain an absolute approximation of a quotient, a relative approximation of the denominator is needed. Though the lemma will be used when estimating fractions where the denominator is unknown, in general a lower bound on b is enough to obtain the desired approximation.
To bound the running time of the simulation we will use the following simple isoperimetric inequality, see e.g. [22] . Think of Σ * as a tree and let Γ ⊆ Σ * be a finite connected subset. We denote by ∂Γ the boundary of Γ; that is, the set of all vertices in Σ * \ Γ that are adjacent to some vertex in Γ. Let D be a distribution over Σ * and A, B ⊆ Σ * disjoint and prefix-free. Furthermore, let 0 < α, β < 1. The following theorem shows how to find an approximation of L ∞ (D A , D B ) using statistical queries. Its strategy is similar to that of the algorithm for learning decision trees with membership queries by Kushilevitz and Mansour [23] . Proof. The simulation begins by checking whether SQ
If this is the case, then either having a prefix in A or in B has probability at most 3β under D and the simulation returns '?'. Otherwise, the simulation will compute an approximationμ of µ = L ∞ (D A , D B ) such that |μ − µ| ≤ α. Note that if µ ≤ α, thenμ = 0 is a safe approximation. In contrast, if µ > α, then it must be the case that µ = |D
is larger than α. Therefore, it is enough to find a set of strings T that contains every x such that either D A (x) > α or D B (x) > α and return the maximum of |D A (x) − D B (x)| over T . Now we show how to implement this strategy using statistical queries. 8
Note that hereafter we can assume D(AΣ * ) ≥ β and D(BΣ * ) ≥ β, and for any string x let us write
By lemma 3 we know that f (x) and g(x) are, respectively, α/3-approximations of D A (xΣ * ) and D
A (x). In the first place, our simulation builds a set T A as follows. Starting with an empty T A and beginning with the root λ, recursively explore the tree Σ * , and at each node x do: stop exploring if f (x) ≤ 2α/3; otherwise, add x to the current T A if g(x) > 2α/3, and recursively explore the nodes xσ for each σ ∈ Σ. Now we prove the following two claims about the output of this procedure: (i) for all x ∈ T A we have
We will also bound the size of
On the other hand, let x be a string with D A (x) > α. For any prefix y of x we have D A (yΣ * ) > α and f (y) > 2α/3. Thus, our stopping condition guarantees that for each σ ∈ Σ the nodes yσ will be explored. In addition, D
A (x) > α implies g(x) > 2α/3. Hence, when x is reached it will be added to T A . This is claim (ii). Another set T B for D B with similar guarantees is built in the same way. The next step is to show how to use T = T A ∪ T B to answer the query. Let us write
and note that, by lemma 3,
The simulation returnsμ = max x∈T h(x), whereμ = 0 if T is empty. This can be computed using at most O(1/α) queries with tolerance at least Ω(αβ).
Finally, we bound the number of statistical queries used by the simulation, and their tolerances. Let R A be the set of all vertices of Σ * explored when constructing T A ; note that R A is connected. The number of statistical queries used to build T A is obviously O(|R A |). Now let S A denote the set of stopping vertices of the process that builds T A :
It is clear that S A ⊆ R A . Furthermore, any vertex in ∂R A is adjacent to some vertex in S A , and each vertex in S A is adjacent to at most |Σ| vertices in ∂R A . Thus, by lemma 4, we have
To prove the claim, first note that by definition S
A ⊆ S A , where
Now consider the following set
and observe that it is prefix-free; this implies |Q A | < 3/α. Now we establish the following correspondence between S A and Q A : each x ∈ S A can be uniquely mapped to some y ∈ Q A , and via this mapping each y ∈ Q A is assigned at most |Σ| + (|Σ| − 1)|y| elementsof S A . Indeed, given xσ ∈ S A one can see that either x ∈ Q A or xw ∈ Q A for some suffix w; any ambiguity is resolved by taking the first such w in lexicographical order. Furthermore, given y ∈ Q A , any element of S A that is assigned to y by this mapping is of the form yσ or zσ for some (possibly empty) proper prefix z of y = zσ w with σ = σ . The claim follows from the observation that Markov's inequality implies |y| ≤ 3L/α for all y ∈ Q A . Therefore, to build T we explore at most O(|Σ|L/α 2 ) nodes, effecting at most O(|Σ|L/α 2 ) statistical queries with tolerance Ω(αβ). This concludes the proof.
The following corollary gives a specialization of the previous simulation for the case when a bound on the length of the words generated by D is known.
Proof. Just inspect the previous proof and use the fact that |x| > n implies D A (xΣ
As a consequence of our simulation we observe that algorithm CT is in fact a Statistical Query algorithm, an observation which, to the best of our knowledge, has not been made before.
Corollary 7.
There exists an algorithm CT SQ that, given access to an oracle SQ T for some T ∈ PDFA n,µ with expected length L, on input CT SQ (n, Σ, µ, L, ) makes O(n 2 |Σ| 2 /(Lµ 2 )) γ-bounded statistical queries, and returns a PDFA H such that KL(T H) ≤ , where γ = poly( , µ, 1/n, 1/|Σ|, 1/L).
Similar claims can be made of the variants of CT in [12, 13, 1, 14] . Also, algorithms in the ALERGIA family [16, 15] can be rewritten to access to access the target via L ∞ -queries and Statistical Queries only.
A Lower Bound for Learning PDFA
In this section we prove a lower bound on the number of L ∞ -queries that any (α, β)-bounded algorithm learning the class of all PDFA must make. In order to do so, we show such a lower bound for a class of distributions defined using parities that can be modeled using PDFA. Our lower bound is unconditional, and applies to algorithms that learn w.r.t. KL as well as w.r.t. L 1 . Furthermore, it is representation-independent; that is, it holds whatever kind of hypothesis the algorithm outputs. From the main result we deduce another lower bound in terms of the distinguishability that describes a trade-off between the number of queries and the tolerance and threshold parameters.
Fix Σ = {0, 1} and let D n denote the class containing the distributions D h for all h ∈ Σ n ; all these are distributions over Σ n+1 representable by a PDFA with Θ(n) states. Before stating our lower bound we remark that a similar, though worse, result already follows from a result by Kearns [20] via the simulation given in the previous section. Indeed, Kearns proved that learning parity concepts is a difficult problem in the statistical query model. More precisely, he showed the following.
Theorem 8 (Kearns [20] ). Any γ-bounded statistical query algorithm that learns the class of all parity concepts must make at least Ω(2 n γ 2 ) queries. 10 Combining the simulation given by Corollary 6 with a simple reduction argument, the following result about the number of L ∞ -queries needed for learning D n follows.
Corollary 9. Any (α, β)-bounded L ∞ -query algorithm that learns the class D n with ≤ 1/9 must make at least Ω(2 n α 3 β 2 /n) queries.
This bound can be improved using a direct proof as is shown at the end of this section. In particular, we are able to prove the following lower bound, which improves the dependence on n and α in the previous one.
Theorem 10. Any (α, β)-bounded L ∞ -query algorithm that learns the class D n with ≤ 1/9 must make at least Ω(2 n α 2 β 2 ) queries.
An immediate consequence of this theorem is that the same lower bound applies to algorithms that learn the class of all PDFA.
Corollary 11. Any (α, β)-bounded L ∞ -query algorithm that learns the class PDFA n with ≤ 1/9 must make at least Ω(2 n α 2 β 2 ) queries.
Theorem 10 is proved by devising an adversary that answers in a malicious way each query asked by the learning algorithm. The argument is similar in nature to that used in [20] to prove that parities can not be learned in the Statistical Query model. Basically, we show that the number of distributions in D n that are inconsistent with each answer given by the adversary it is at most O(1/(α 2 β 2 )). Since there are 2 n distributions in D n , any learning algorithm is unable to distinguish the correct target with o(2 n α 2 β 2 ) queries. By special properties of distributions in D n , the adversary can always find a distribution which is consistent with every answer given to the learner but still has large error w.r.t. the hypothesis provided by the learner. The details of the proof are deferred to the end of this section. Now we discuss some corollaries of Theorem 10.
An interesting consequence of our lower bound in terms of α and β is that, by a simple padding argument, it allows us to derive a lower bound in terms of the distinguishability. The dependence on in the statement is ignored.
. Let a, b, c ≥ 0 be constants and
. If an (α, β)-bounded L ∞ -query algorithm learns the class PDFA n,µ using at most n O(1) /µ c queries, then necessarily 2a + 2b + c ≥ 1.
Proof. Recall the class of distributions D k from Theorem 10. For every positive integers m and k, define the class of distributions C m,k as follows: for every distribution D in D k , there is a distribution in C m,k that gives probability D(x) to each string of the form 0 m x, and 0 to strings not of this form. Every distribution in D k is generated by a PDFA with at most 2k + 2 states and distinguishability 2/2 k . It follows that every distribution in C m,k is generated by a PDFA with at most m + 2k + 2 states and distinguishability 2 −k . Assuming w.l.o.g. that k = log(1/µ) is an integer, for m = n − 2k − 2 we have C m,k ⊆ PDFA n,µ . Now note that, by an immediate reduction, any (α, β)-bounded L ∞ -query algorithm that learns P n,µ using at most n O(1) /µ c queries can learn the class D k with the same number of queries. Therefore, Theorem 10 implies that necessarily n O(1) /µ c = Ω(α 2 β 2 /µ). Substituting for α and β, and using that 1/n = µ o(1) , the bound yields (1) .
11 Therefore, since 1/µ = ω(1), we conclude that 2a + 2b + c ≥ 1.
Next corollary collects the extreme cases of previous one. These results illustrate the trade-off that algorithms for learning PDFA must face: either ask a lot of queries with moderate tolerance and threshold, or ask a few queries with very small values of tolerance and threshold.
Corollary 13. Suppose 2 log(1/µ) + 3 ≤ n ≤ (1/µ) o (1) . Then the following hold:
Proof. Both statements follow by inspection from the previous proof.
Technical Lemmata
Before getting to the proof of theorem 10 we must go over a chain of lemmas. We begin with two simple bounds which are stated without proof. Lemma 14. Let X be a random variable and τ, γ ∈ R. The following hold:
The following technical lemma bounds the probability that the maximum of a finite set of random variables deviates from some quantity in terms of the individual variances. Let 
Proof. On the first place, note that by (i) in lemma 14 and the definition of γ we have,
Thus, by the union bound and Chebyshev's inequality,
On the other side, for any i ∈ [m] we have P[
, where the last inequality follows from (ii) in lemma 14. Choosing i = 1 we obtain
The result follows from (11) and (12).
For any A ⊆ Σ * , c ∈ Σ and h ∈ Σ n , we write A n = A∩Σ n and A |B k |/2 k ; that is, these probabilities are independent of h. Now define the following quantities:
These quantities can be used to easily compute the supremum distance between D A and D B .
Lemma 16. With the above notation, the following holds:
Proof. First we write, for 1
n . First observe that for y ∈ Σ n−k and z ∈ Σ we have D
−n if and only if P h 1:k (x) ⊕ P h k+1:n (y) = z. Thus, for fixed y and z, we have
This concludes the proof. Now we will consider the quantities X c k as random variables when h ∈ Σ n is taken uniformly at random. We are interested in the expectation and variance of these quantities.
Lemma 17.
When h is taken uniformly at random, the following hold:
Proof. To begin, note that, taking g ∈ Σ k uniformly at random, the random variables |A 
where
The second term models the fact that P g (0) = 0 for all g. This implies (i). To compute E[|A c g | 2 ] we will use that for different x, y ∈ Σ k \ {0} a standard linear algebra argument shows P[P g (x) = c ∧ P g (y) = c] = 1/4. Furthermore, note that if either x =0 or y =0, but not both, then P[P g (x) = c ∧ P g (y) = c] = 1/2 if c = 0, and it is zero if c = 1. Hence, we have
Now, combining Equations 16 and 17 we obtain
Furthermore, since 10 ∈A k 10 ∈B k = 0 because A and B are disjoint, similar arguments as before yield 
Proof of the Lower Bound
Finally, we combine the preceding lemmas to prove theorem 10.
Proof of theorem 10. Suppose L is an (α, β)-bounded L ∞ -query algorithm that learns the class D n . Now we describe and analyze an adversary answering any L ∞ -query asked by L. Let DIFF D ∞ (A, B, α, β) be a query asked by L where, w.l.o.g. we assume it uses the smallest tolerance and threshold values allowed by the bounding restriction. Suppose that h ∈ Σ n is taken uniformly at random and let
n , where we use the quantities defined in Equation 13 . The adversary uses the expressions given by lemma 17 to compute these quantities in terms of A and B. It then answers as follows:
We claim that in each case the number of distributions in D n inconsistent with these answers is at most O(1/(α 2 β 2 )). If the adversary answers '?', then every distribution in D n is consistent with this answer because p A and p B are independent of h. In the other case, we use a probabilistic argument to prove the bound. 
n . Since A and B are disjoint and thus
n , using the bound (ii) from lemma 17 we obtain
were last inequality uses that p A , p B > 2β. Therefore, we can conclude that the number of distributions inconsistent with the answerμ is at most O(1/(α 2 β 2 )). Let I denote the maximum number of distributions inconsistent with each query issued by L and Q the number of queries it makes. Now we show that if I · Q ≤ 2 n − 2, the algorithm necessarily produces a hypothesis with large error.
Note that the relative entropy between any two distributions in D n is infinite because they have different supports. Since I · Q ≤ 2 n − 2 implies that there are at least two distributions in D n consistent with every answer given by the adversary, if L outputs a hypothesis in D n , the adversary can still choose a consistent distribution with infinite error w.r.t. the hypothesis produced by L. Recalling that for each pair of distributions in D n we have L 1 (D f , D g ) = 1, we also get a lower bound for learning D n w.r.t. the variation distance. Furthermore, the following argument shows that L still has large error even if its output is not restricted to a distribution in D n .
Assume L outputs some distributionD, not necessarily in D n , such that KL(D h D ) ≤ for some D h ∈ D n . Then it follows from Pinsker's inequality [24] 
n − 2 the hypothesis produced by the learner will have large error.
We can conclude that if L learns D n with Q queries, then necessarily Q > (2 n −2)/I = Ω(2 n α 2 β 2 ).
An Adaptive Learning Algorithm
We show below a learning algorithm for PDFA that has as input parameters the alphabet size |Σ|, an upper bound n on the number of states of the target and the confidence parameter δ. In contrast with the CT algorithm, it does not need as input neither the distinguishability (or prefix-distinguishability) µ of the target nor the required precision nor the expected length L of strings emitted from any state.
Our algorithm is adaptive in nature, in the sense that it works in the more sensible framework -compared to that of CT -where it receives a sample as input and must extract as much information from it as possible. Note that given some input parameters, CT computes the number of examples it needs and asks for a sample of that size; this is not always possible in many practical cases where only a fixed size sample is available.
Furthermore, the sample bounds of our algorithm depend on the prefix-distinguishability of the target PDFA, instead of the distinguishability. This extends the approach followed in [10] for learning acyclic PDFA to the general case. For the purpose of this section, µ denotes the prefix-distinguishability of a given target T .
From an Important Graph to a Correct Hypothesis
According to Clark and Thollard [6] , a PAC learner for the class of PDFA can be easily obtained from a polynomial-time algorithm that is able to partially recover the structure of the transitions between some states from the target. This section summarizes their approach and recalls some of their results; we mostly follow their notation.
An algorithm for learning the relevant part of the structure of a target PDFA uses a data structure called a hypothesis graph: a directed graph G with a distinguished node called the initial state, where each arc is labelled using a symbol from Σ with the same restrictions that apply to PDFA, and where each node is equipped with a multiset of strings from Σ * . The size |G| of a hypothesis graph is defined as the sum of the sizes of all the multisets assigned to its nodes.
It is shown in [6] how to obtain a PDFA with small error w.r.t. to a target PDFA T from a hypothesis graph satisfying a particular set of conditions. The following definition uses some quantities defined in Table 1 in terms of an accuracy parameter and some parameters of T , namely: n, |Σ|, L and its prefix-distinguishability µ. The following lemma encapsulates a useful claim implicit inside Clark and Thollard's long proof.
Description Definition
Definition 3. A hypothesis graph G is said to be -important w.r.t. a given PDFA T if the following are satisfied.
(i) G has a subgraph G isomorphic to a subgraph of T . This means that there is a bijection Φ from a subset of states of T to all nodes of G such that Φ(q 0 ) = v 0 (where q 0 , v 0 are the initial states of T and G, respectively), and if
(ii) The states in T whose probability is greater than 2 /(L + 1) -which we call frequent states -have a representative in G ; that is, Φ is defined on frequent states. (iii) If q is a frequent state in T and σ ∈ Σ is such that γ(q, σ) > 5 -we say (q, σ) is a frequent transition -then τ G (Φ(q), σ) exists and it equals Φ(τ (q, σ)). (iv) A multiset S v is attached to every node v in the graph. If v represents a frequent target state q (i.e. Φ(q) = v where q is frequent), then for every σ ∈ Σ ∪ {ξ}, it holds |S v (σ)/|S v | − γ(q, σ)| < 1 . A multiset for which this property holds is said to be 1 -good.
Lemma 18 (from [6] ). There exists an algorithm ImportantToCorrect that given animportant hypothesis graph G for some PDFA T outputs a PDFA H with KL(T H) ≤ . Furthermore, ImportantToCorrect runs in time poly(|Σ|, |G|).
The algorithm ImportantToCorrect is described in paragraphs "Completing the Graph" and "Estimating Probabilities" from [6] . Basically, it is enough to complete the graph when necessary by introducing a new node -the ground node-representing all low frequency states not in G and adding new transitions to the ground node. Finally, a smoothing scheme is performed in order to estimate transition probabilities.
The proof of Lemma 18 is essentially the contents of Sections 4.3, 4.4 and 5 in [6] . It does not involve distinguishability at all, so we can apply it in our setting even if we have changed our measure of distinguishability.
Description of the Algorithm
Our learning algorithm takes as inputs |Σ|, δ, n and a sample S containing N examples drawn i.i.d. from some target PDFA T with at most n states. AdaCT builds a hypothesis graph G incrementally; it performs at most n|Σ| learning stages, each one making a pass over all training examples and guaranteed to add one transition to G. We measure the size |S| of the sample by the sum (with repetitions) of the length of all its strings.
For ease of exposure we split the stages in the learning process into two periods. The first one is called important period, and covers an initial portion of stages. During the important period, the graph G that AdaCT is building has theoretical guarantees of being a good representation of the target. In contrast, transitions added in stages of the second period may be wrong. We will show that the output G of AdaCT is important, where the subgraph G from Definition 3 will be exactly the portion of G built during the important period.
At the beginning of each stage AdaCT has a graph G that summarizes our current knowledge of the target T . Nodes and edges in G represent, respectively, states and transitions of the target T . We call safe nodes the nodes of G, as during the important period they are inductively guaranteed (with probability at least 1 − δ 0 ) to stand for distinct states of T . Safe nodes are denoted by strings in Σ * . Attached to each safe node v there is a multiset S v . If v was added to G during the important period, S v keeps information about the distribution on the target state represented by v. The algorithm starts with a graph G consisting of a single node v 0 , representing the initial state of the target, whose attached multiset equals the sample received as input.
When a new stage starts the learner creates a candidate node u = v u σ for each (safe) node v u of G and each σ ∈ Σ such that τ G (v u , σ) is undefined. Candidate nodesgather information about transitions in T leading from states that have already a safe representative in G but not having yet an edge counterpart in G. Attached to each candidate node u there is also a multiset S u , initially empty.
For each training example xξ = σ 0 · · · σ i · · · σ k ξ in the sample, AdaCT traverses the graph matching each observation σ i to a state until either all observations in x have been exhausted and the example is discarded, or a transition to a candidate node is reached. This occurs when all transitions up to σ i−1 are defined and lead to a safe node w, but there is no edge out of w labeled by σ i . Then the suffix σ i+1 . . . σ k is added to the multiset of candidate u = wσ i . After that the following example, if any, is considered.
When all training examples have been processed our algorithm chooses a candidate u = v u σ whose attached multiset S u has maximum cardinality. Then it checks whether there is a strong evidence that candidate u corresponds to a target state that has not yet a representative in G. This is done by calling repeatedly the function Test Distinct(u, v) described in Figure 1 , varying v over the set of safe nodes, until some call returns 'Not Clear' or all safe nodes have been tested. Note that if Test Distinct(u, v) returns 'Distinct', we assume u and v correspond to distinct states in the target.
Once all tests have been done, if all safe nodes have been found to be (supposedly) distinct from u, candidate u is promoted to a new safe node -i.e. G gets a new node labelled with u -u is not anymore a candidate node, and an edge from v u to u labeled by σ is added to G. Multiset S u is attached to the new safe node. Otherwise, the algorithm chooses a safe node v that has not been distinguished from u, and identifies nodes v u σ and v by adding to G an edge from v u to v labeled by σ; v u σ is not anymore a candidate node.
Finally, if either there are no remaining candidates or G contains already n|Σ| arcs, AdaCT returns G and stops. Otherwise, the current stage ends by erasing all candidates, and a new stage begins.
Input: a candidate node u and a safe node v Output: 'Distinct' or 'Not Clear' 
Analysis
In this section we show that algorithm AdaCT returns an -important hypothesis graph for T with probability at least 1 − δ, and therefore can be turned into a PAC-learner for PDFA using the post-processing algorithm ImportantToCorrect from Lemma 18.
We begin by proving two lemmas about the behavior of Test Distinct. Here D u (resp. D v ) denotes the target distribution on state q = τ (q 0 , u) (resp. q = τ (q 0 , v)).
Lemma 19. Assume S u and S v are respectively samples from distributions D u and
First, we bound the probability of the event prefL ∞ (Ŝ u ,Ŝ v ) > t u,v . To avoid summing over infinitely many x, consider S u ∪ S v ordered, say lexicographically. Then the event above is equivalently to saying "there is an index i in this ordering such that some prefix of the ith string in S u ∪ S v in this ordering, call it x, satisfies the condition above". (This is another way to say that only x's appearing in prefixes(S u ∪ S v ) can make the inequality true, since all others haveŜ u (xΣ * ) =Ŝ v (xΣ * ) = 0.) Therefore, its probability is bounded above by the maximum of (
] over all strings x. By the triangle inequality, this is at most
, by Hoeffding's inequality this is at most
which is δ 0 /2 by definition of t u,v . A similar reasoning also shows that the probability of the event L ∞ (Ŝ u ,Ŝ v ) > t u,v is at most δ 0 /2 and we are done. Proof. We first bound the size of prefixes(S u ∪ S v ). Clearly, its expected size is at most
is less than δ 0 /2. Therefore, we have with probability at least 1
Now assume there is a string x witnessing that prefL ∞ (D u , D v ) > µ (otherwise some x is a witness for L ∞ (D u , D v ) > µ and we argue in a similar way), i.e. a string such that |D u (xΣ
, by the argument above with high probability we have t u,v ≤ µ/2 and the probability of returning 'Distinct' is at least the probability of the event |Ŝ u (xΣ * ) −Ŝ v (xΣ * )| > µ/2. The hypothesis on x and the triangle inequality shows that probability of the complementary event |Ŝ u (xΣ
. By the Hoeffding bound, this sum is less than δ 0 /2, and we are done.
We say a node (candidate or safe) u is important when m u = |S u | is at least 0 N/2. If the selected candidate in a learning stage is important we say that the stage is important. The important period covers all initial stages until the first non-important one, which belongs to the second period. Note that the second period may be empty. We will denote by G the portion of G built during the important period. Now we show that, with high probability, G will contain correct representatives of all frequent states and transitions in T .
Lemma 21. Assume N > N 0 and that stages 1, . . . , k of AdaCT are important. Then, with probability 1−knδ 0 , at the beginning of stage k+1 all nodes of graph G are important and G is isomorphic to a subgraph of T .
Proof. By induction on k. The lemma is trivial for k = 0. Now assume that graph G is isomorphic to a subgraph of T and that nodes of G are important at the beginning of stage k. Clearly, G must have at most n nodes. Let u be the chosen candidate in this stage. If u is promoted to safe the error probability is incremented by at most δ 0 . This is because Lemma 19 shows that the error probability of a promotion is δ 0 : if node u represents the same target state than a safe node v then it has very little probability of being promoted. On the other hand, if u is merged with some safe node v the error probability is incremented by at most nδ 0 : as these nodes are important, size requirements of Lemma 20 are satisfied, and according to this lemma, if nodes u and v were representatives of different target states, then the call Test Distinct(u, v) would return the wrong value 'Not Clear' with probability at most δ 0 . As there are at most n safe nodes, the error probability of a merge is at most nδ 0 .
Lemma 22. Let q be a frequent target state from T that has no representative in G at the beginning of stage k. If N > N 0 then, with probability 1 − δ 0 , stage k is important.
Proof. By the definition of 0 it holds N > N 1 . Note that if G has no node representing q every training example that traverses q generates a new example for some candidate multiset. As the probability of q is greater than 2 /(L+1) and N > N 1 , Chernoff bounds show that with probability greater than 1 − δ 0 there are at least N 2 /2(L + 1) examples reaching a candidate node. There are at most n|Σ| candidate nodes, so by the definition of 0 the attached multiset of the chosen candidate u at stage k must have cardinality
The proof of the next lemma concerning frequent transitions follows the previous one by replacing 2 with 2 5 ; that is, using N 2 instead of N 1 .
Lemma 23. Let (q, σ) be a frequent target transition from T that has no representative in G at the beginning of stage k. If N > N 0 then, with probability 1 − δ 0 , stage k is important.
So far we have dealt with the requirement that AdaCT must output a hypothesis graph containing a subgraph that correctly captures the frequent structure of T . Now we turn to the requirement on the multisets attached to the nodes in the hypothesis graph.
Lemma 24. Assume subgraph G is isomorphic to a subgraph of T and all attached multisets of nodes in G have cardinality at least 0 N/2. If N > N 3 then, with probability 1 − nδ 0 , the attached multisets of nodes in G are 1 -good. 20
Proof. It follows from the observation that all strings in the attached multisets of G are correctly placed because G is isomorphic to a subgraph of T , the hypothesis that all attached multisets of nodes in G have cardinality at least 0 N/2, and the Hoeffding bound.
Theorem 25. If N > max{N 0 , N 3 }, with probability 1 − δ, algorithm AdaCT(n, Σ, δ, S) returns a hypothesis graph G -important w.r.t. T . Furthermore, AdaCT runs in time O(n 2 |Σ| |S|).
Proof. Let G denote the subgraph of G built during the important period. According to Lemma 21 , with probability at least 1 − n 2 |Σ|δ 0 , G is isomorphic to a subgraph of T . Furthermore, using Lemmas 22 and 23, a union bound argument shows that, in addition, with probability at least 1 − n(n + 1)|Σ|δ 0 each frequent state and transition in T has a counterpart in G , and all nodes in G have multisets of cardinality at least 0 N/2. Finally, a last union bound applied to Lemma 24 shows that these multisets are 1 -good with probability at least 1 − δ. We conclude that G is -important w.r.t. T with probability at least 1 − δ. The running time of AdaCT can be easily bounded: there are most n|Σ| learning stages, in each of one at most n similarity tests are performed, and each tests runs in time linear with the size of the associated mutilsets which is at most |S|.
As explained already, the graph G returned by AdaCT can be post-processed using ImportantToCorrect in order to obtain a PDFA H with KL(T H) ≤ . This whole learning process can be performed in time polynomial in n, |Σ| and the size of the input sample, measured by the sum of the length of all strings; in particular, we stress that the running time depends linearly on the size |S| of the sample, no matter what it is. The hypothesis N > max{N 0 , N 3 } holds whenever the sample contains roughly
examples. That is, the algorithm will PAC learn for samples about this size or larger. Interestingly, our proof methods, in addition of providing an adaptive algorithm, give slight improvements on the asymptotic sample complexity needed for PAC-learning PDFA. In particular, our sample bound has a dependence O(n 4 |Σ| 4 ) on n and |Σ|, while the bound proved for CT in [6] has a dependence of type O(n 5 |Σ| 5 ). Furthermore, some experimental results with a previous version of AdaCT were presented in [1] . These results showed that AdaCT can achieve low error rates with sample sizes much smaller than required by the bounds, and within an order of magnitude of those reported for heuristics without rigorous guarantees such as [16, 15] . Furthermore, AdaCT has a running time comparable to that of the heuristic algorithms from [16, 15] , whose dependence in the size of the sample is also linear.
Discussion
Let us discuss the results shown so far and indicate possible lines for future research. We will use two examples to illustrate some points in our discussion. In particular, these examples stress some particularities of current measures of complexity for the problem of learning PDFA.
Our first example shows that there can be an exponential gap between the distinguishability and the prefix-distinguishability of a PDFA. Recall the class D n of PDFA that define probability distributions with support defined by parities of n bits. Let T ∈ D n/2 be an acyclic PDFA of n+2 states over {0, 1} with a single stopping state q n+1 . Note that for 0 ≤ i ≤ n we have γ(q i , 0) = γ(q i , 1) = 1/2. Now let T be the following perturbation of T : for 0 ≤ i ≤ n let γ (q i , 0) = 1/2 − i/(2n) and γ (q i , 1) = 1/2 + i/(2n). One can see that T has distinguishability µ = (1/2) Θ(n) and prefix-distinguishability µ = Θ(1/n). This example motivates the usage of prefix-distinguishability for PDFA learning: while statistical tests for prefix-distinguishability are as simple as the ones used for the standard distinguishability in [6] , in some (and hopefully many) examples states can be prefix-distinguished with much less examples than those needed to distinguish them w.r.t. µ. However, we recall that for some classes of PDFA distinguishability and prefixdistinguishability is essentially the same. Since our lower bound was proved in terms of µ and the upper bound in terms of µ , we see that this is the strongest possible combination of results given these two measures of distinguishability. Now we show a class of PDFA with exponentially small prefix-distinguishability that can be efficiently learned with Statistical Queries. For every h ∈ {−1, 0, +1} n define the conjunction C h : {0, 1} → {0, 1} as C h (x) = i∈[n] x hi i , with the conventions x 0 i = 1, 0 −1 = 1 and 1 −1 = 0. We construct the class of distributions C n following the same schema used for defining D n , but using conjunctions instead of parities. Note that each D h ∈ C n can be represented with a PDFA of Θ(n) states and prefix-distinguishability Θ(1/2 n ). However, it is well known that the class of all conjunctions over n variables can be efficiently learned using Statistical Queries, and a trivial reduction shows that C n can also be learned using poly(n) Statistical Queries with tolerance poly(1/n). That is, our lower bound of Ω(1/µ 1−c ) for every c > 0 applies when trying to learn the class PDFA n,µ of all PDFA with n states and distinguishability µ, but not when trying to learn an arbitrary subclass of PDFA n,µ . Section 3 introduced our new variant of Statistical Queries, called L ∞ -queries, and proved that they can be simulated using standard Statistical Queries. From there we observed that all known variants of CT for PAC learning PDFA can be rewritten using Statistical Queries. Query formalisms sometimes provide tools for reasoning about algorithms that have no equivalence for "unrestricted" algorithms. In our case, in Section 4 we were able to prove non-trivial lower bounds on the number of L ∞ -queries that any algorithm learning the class PDFA must make in terms of parameters in the queries as well as in terms of the distinguishability. These lower bounds show that PDFA learning is hard in the worst case, at least for all algorithms that use merging techniques based on L ∞ tests. It is worth remarking that similar arguments could ostensibly be used to prove lower bounds for a hypothetical learning model defined in terms of prefL ∞ -queries. Furthermore, worst case lower bounds also apply to any PDFA learning algorithm that can be rewritten to use Statistical Queries; those include many known algorithms that do not fall inside the L ∞ -query formalism, but learn by collecting other statistical information from the sample like [18, 17] .
We observe that our simulation of L ∞ -queries using Statistical Queries is not completely straightforward. At this point, it is unclear whether a converse to Theorem 5 holds. Namely, we ask if Statistical Queries can be efficiently simulated using L ∞ -queries. We conjecture that this is not possible. We suspect that studying the learnability of the class C n defined in the examples above may shed some light onto this problem.
Our main conclusion is that, although PDFA is provably difficult in the worst case, efficient learning is feasible in many, hopefully interesting, cases. Furthermore, the current notions of complexity -distinguishability and prefix-distinguishability -are too coarse for measuring the true complexity of PDFA learning, as shown in the examples above.
Ideally, one would like a measure of complexity, say η, that provably characterizes the complexity of learning any subclass of PDFA. Namely, if D ⊆ PDFA is any large enough subclass, we would be interested in a result saying that any algorithm that learns D uses at least Ω(η D ) examples (or queries), where η D measures the complexity of the class D. A possible line of work in this direction would be adapt one of the several notions of dimension used in concept learning to distribution learning. Furthermore, finding learning algorithms that provably match this hypothetical lower bound in terms of η would be another interesting, practically relevant problem.
The adaptive algorithm AdaCT described in Section 5 represents a significant improvement in the state of the art on PDFA learning algorithms with strong theoretical guarantees. First, the dependence of the bound in Theorem 25 on the parameters of the problem is better than in previous algorithms. Second, the use of prefix-distinguishability for learning general PDFA yields an algorithm that can learn large subclasses of PDFA faster than algorithms based on distinguishability. And third, the adaptive nature of AdaCT and its small number of input parameters make it a truly practical algorithm. Future work may be directed towards removing the necessity of having n as input parameter. Note that the main obstruction in this direction in AdaCT is to provide a sensible stopping condition for an algorithm that does not know n.
