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Abstract
We formulate the laws governing the dynamics of a crystalline solid in
which a continuous distribution of dislocations is present. Our formula-
tion is based on new differential geometric concepts, which in particular
relate to Lie groups. We then consider the static case, which describes
crystalline bodies in equilibrium in free space. The mathematical problem
in this case is the free minimization of an energy integral, and the asso-
ciated Euler-Lagrange equations constitute a nonlinear elliptic system of
partial differential equations. We solve the problem in the simplest cases
of interest.
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Introduction and Summary
Classical elasticity theory rests on the hypothesis that a solid may exist
in a stress-free state in Euclidean space. The dynamics of the solid is then
described by a time-dependent mapping taking the position of each material
particle in this relaxed reference state to its actual position at a given time.
Now the hypothesis of the existence of a relaxed state is violated when
dislocations are present in the solid. These cause internal stresses even in
the absence of external forces.
Solids in which a continuous distribution of dislocations is present have
been treated in the linear approximation ([10], [11], [13]). However, the
conceptual framework of this linear theory is inadequate for the formulation
of an exact theory. The appropriate conceptual framework was introduced
in [5] and an exact nonlinear theory was proposed. The basic concept intro-
duced in [5] is that of the material manifold which captures those properties
of a crystalline solid which are intrinsic to it, being independent of the way
it is embedded in space. The dynamics of the elastic body is then described
by a mapping from space-time into this material manifold.
While an exact theory of crystalline solids with a continuous distribution
of dislocations was formulated in [5], the theory was left undeveloped up
to the present time. The aim of the present work is to develop the theory
and derive results which may be brought into contact with experimental
data. Our focus in the present paper is on the static case, where we have
a crystalline solid with a uniform distribution of elementary dislocations in
equilibrium in free space. As a basic example we study, in the continuum
limit, a two-dimensional crystalline solid with a uniform distribution of edge
dislocations, one of the two elementary types of dislocations. In this case the
material manifold is the affine group of the real line, the hyperbolic plane.
We then study, in the continuum limit, a three-dimensional crystalline solid
with a uniform distribution of screw dislocations, the other elementary type
of dislocation. In this case the material manifold is the Heisenberg group.
The purpose of the present work is to introduce to the mathematics and
theoretical physics community a field where beautiful differential geometric
structures, in particular Lie groups, form the basis of a classical physical
theory. Moreover, the laws of the theory form a nonlinear system of varia-
tional partial differential equations, which in the static case is elliptic and
in the dynamical case is of hyperbolic type. Both cases constitute a worthy
challenge for the geometric analyst.
2 MECHANICS OF CRYSTALLINE SOLIDS
This paper is organized as follows. In Part I, we give a general introduc-
tion to the theory of crystalline solids containing an arbitrary distribution of
dislocations, based on the work of Christodoulou [4], [5]. We introduce the
basic concepts of material manifold and crystalline structure. In the present
work, the fundamental notion is the canonical form, which is used to define
the dislocation density. We illustrate the theory by giving two basic exam-
ples of solids with a uniform distribution of dislocations. In order to state
the laws governing the dynamics, the thermodynamic space is introduced
and the energy function defined. The dynamics is described by a mapping
from space-time into the material manifold. The equivalence relations for
crystalline structures and for the mechanical properties of a solid are dis-
cussed to give the proper physical interpretation of the theory. Finally, the
Eulerian picture is given including the non-relativistic limit. In the Eulerian
picture the material manifold is eliminated.
In Part II, we focus our attention on the static case. We derive the
boundary value problem from an action principle and give the Legendre-
Hadamard conditions for the energy function. We then consider the two
examples of uniform distributions of elementary dislocations and motivate
the choice of our model energy function. We separately discuss the special
cases of uniform distributions of edge and screw dislocations in two and
three dimensions, respectively. In concluding the second part, we derive the
scaling properties of the theory.
Part III is devoted to the analysis of equilibrium configurations of a crys-
talline solid with a uniform distribution of elementary dislocations in two
and three dimensions. We solve the problem in two dimensions and give the
method for the solution of the anisotropic problem in the case of a uniform
distribution of screw dislocations in three dimensions.
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Part I The General Setting
1 The Material Manifold
Let N be an oriented n-dimensional differentiable manifold, called the ma-
terial manifold. It describes a material together with those of its properties
which are intrinsic to it being independent of the way in which it is to be
embedded in physical space. A point y ∈ N represents a particle. We denote
by X (N ) the C∞-vectorfields on the material manifold N . Let
(1)
ǫy : X (N ) → TyN
X 7→ ǫy(X) = X(y)
be the evaluation map at a point y ∈ N .
Definition I.1. A crystalline structure on N is a distinguished linear
subspace V of X (N ) such that the evaluation map ǫy restricted to V is an
isomorphism for each y ∈ N .
Remark I.1. The orientation of N induces an orientation in V such that
ǫy is orientation preserving. N admits a crystalline structure if and only if
N is parallelizable, see [5].
We introduce a 1-form ν on N with values in V defined by
(2) νy(Yy) = ǫ
−1
y (Yy) : ∀Yy ∈ TyN .
In the case that (N ,V) is a Lie group with corresponding Lie algebra, ν is
the Maurer-Cartan form.
Remark I.2. The most fundamental object is the 1-form ν. We may in
fact replace V by an abstract real vectorspace W of the same dimension, n,
as the manifold N . Then we define a canonical form ν to be a W -valued
1-form on N such that
νy := ν|TyN : TyN →W
is an isomorphism for each y ∈ N . Given an element v ∈ W , we may then
define a vectorfield Yv on N by
Yv(y) = ν
−1
y (v) : ∀y ∈ N
We then define the crystalline structure V by
V = {Xv : v ∈W} .
Then the canonical form corresponds to the 1-form ν defined in (2).
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We say that the crystalline structure V on N is complete if each X ∈ V
is a complete vectorfield on N . Then each element of V generates a 1-
parameter group of diffeomorphisms of N , which represents (in the con-
tinuum limit) a group of translations of the crystal lattice with parameter
proportional to the number of atoms traversed.
A complete crystalline structure V on the material manifold N defines an
exponential map
exp : N × V → N
as follows. Let exp(y,X) be the point in N that is at parameter value 1
from y along the integral curve of X initiating at y. For each y ∈ N , let
expy : V → N
X 7→ expy(X) = exp(y,X) .
We have
expy(0) = y , d expy(0) = ǫy .
Thus d expy(0) is an isomorphism for each y ∈ N . By the implicit function
theorem it follows that, for each y ∈ N , there is a neighborhood Uy of the
zero vector in V such that expy restricted to Uy is a diffeomorphism onto its
image in N .
Now choose a totally antisymmetric n-linear form ω on V which is positive
when evaluated on a positive basis. The n-form ω defines a volume form
dµω, called mass form on N by:
(3)
dµω (Y1,y, . . . , Yn,y) = ω
(
ǫ−1y (Y1,y), . . . , ǫ
−1
y (Yn,y)
)
: ∀y ∈ N ,∀Y1,y, . . . , Yn,y ∈ TyN .
The volume assigned by dµω to a domain D ⊂ N ,∫
D
dµω ,
is the rest mass of D.
Definition I.2. Given a crystalline structure V on N we can define a map-
ping
Λ : N → L(V ∧ V,V)
by:
(4) Λ(y)(X,Y ) = ǫ−1y ([X,Y ](y)) ∈ V , ∀y ∈ N ,X, Y ∈ V .
We call Λ dislocation density.
Suppose X,Y ∈ V are complete and generate 1-parameter groups of dif-
feomorphisms Φt, Ψt, t ∈ R from N to N . For y ∈ N
(t, s) 7→ Ψ−s (Φ−t (Ψs (Φt(y))))
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coincides with (t, s) 7→ Ξts, where Ξt is the 1-parameter group of diffeomor-
phisms of N generated by Λ(y)(X,Y ).
The dislocation density is a concept that arises in the continuum limit of
a distribution of elementary dislocations in a crystal lattice. An elementary
dislocation has the property that, if we start at an atom in the crystal lattice
and move according to one group of lattice transformations k atoms in one
direction, then according to a different group l atoms in a second direction,
according to the first−k atoms and finally −l atoms in the second directions,
then we arrive at a different atom than we started from, but which, provided
the circuit encloses a single elementary dislocation, is reached at in a single
step corresponding to a lattice translation. This step is called Burger’s
vector.
If Λ is constant on N then, for all X,Y ∈ V, there is a Z ∈ V such that
[X,Y ] = Z ,
corresponding to a uniform distribution of elementary dislocations of the
same kind, see below. Thus V constitutes in this case a Lie algebra, i.e. a
vectorspace V over R with a bracket
[ . , . ] : V ∧ V → V
satisfying the Jacobi identity.
By the fundamental theorems of Lie group theory, upon choosing an iden-
tity element e ∈ N , the material manifold N can then be given the structure
of a Lie group such that V is the space of vectorfields on N which generate
the right action of the group on itself. V is then the space of vectorfields
on N which are left invariant, i.e. invariant under left group multiplication.
The dual space V∗ is then the space of left invariant 1-forms on N .
Let us consider dν, a 2-form on N : for any pair of vectorfields X,Y on
N we have
(5) dν(X,Y ) = X(ν(Y ))− Y (ν(X)) − ν([X,Y ])
by the formula for the exterior derivative of a 1-form. In particular, this
holds for X,Y ∈ V. Now for X ∈ V we have
ν(X)(y) = νy(Xy) = ǫ
−1
y (Xy) = X , ∀y ∈ N ,X ∈ V ,
a constant V-valued function on N . Similarly with X replaced by Y . There-
fore, from (5) we have
(6) dν(X,Y ) = −ν([X,Y ]) , ∀X,Y ∈ V .
On the other hand,
(7) Λ(y)(X,Y ) = ǫ−1y ([X,Y ](y)) = νy([X,Y ](y)) , ∀y ∈ N ,X, Y ∈ V .
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Thus, comparing (6) and (7), we obtain
(8) (dν(X,Y )) (y) = −νy ([X,Y ](y)) = −Λ(y)(X,Y ) .
Let us then define the V-valued 2-form λ on N by:
λy(Y1,y, Y2,y) = Λ(y)
(
ǫ−1y (Y1,y), ǫ
−1
y (Y2,y)
)
: ∀Y1,y, Y2,y ∈ TyN ,
at any point y ∈ N . We conclude from (8) that
dν = −λ .
Let Γ be a closed curve inN and let Σ be any surface spanning Γ, i.e. ∂Σ = Γ.
We finally conclude
(9) −
∫
Γ
ν =
∫
Σ
λ .
The right-hand side of (9) is the sum of all Burger’s vectors enclosed by the
curve Γ (or threading Σ).
1.1 Uniform Dislocation Distributions and Lie Groups
At the atomic level, two kinds of elementary dislocations are found. They
are called edge and screw dislocations. In the following, we consider these
two types of dislocations taking them as our model cases. For a uniform
distribution of these two types of elementary dislocations, we determine
the corresponding Lie groups, the affine group and the Heisenberg group,
respectively. For a detailed description see [8].
1.1.1 Edge Dislocations and the Affine Group
The most basic type of a dislocation in a 2-dimensional crystal lattice is
an edge dislocation. It appears in a 2-dimensional lattice in which an extra
half-line of atoms has been inserted along the positive 1st axis. A circuit
of translations in the directions of the 1st and 2nd axis, alternately, which
encloses the origin, ends at an atom which is reached in a single step by a
translation in the direction of the 2nd axis. On the other hand, circuits not
enclosing the origin close. Mathematically, this phenomenon is represented
by the commutation relation [E1, E2] = E2, where E1, E2 are the vectorfields
along the coordinate axis.
We want to show that a uniform distribution of edge dislocations in a
2-dimensional lattice gives rise in the continuum limit to the affine group.
This group is characterized by transformations of the real line of the form
R → R
x 7→ ey1x+ y2 ,
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where (y1, y2) ∈ R2 are two parameters. The subgroups of the affine group
are t 7→ ey1t (multiplication) and s 7→ s+ y2 (translation).
We have as the group manifold R2 equipped with the following multipli-
cation
(y1, y2)(y˜1, y˜2) = (y1 + y˜1, y2 + ey
1
y˜2) .
X =
∂
∂y1
and Y = ey
1 ∂
∂y2
generate the right action with
[X,Y ] =
∂
∂y1
ey
1 ∂
∂y2
− ey1 ∂
∂y2
∂
∂y1
= ey
1 ∂
∂y2
= Y .
The Lie algebra of the affine group is thus generated by the vectorfields
X,Y , which satisfy the commutation relation
[X,Y ] = Y .
Therefore, the affine group is the material manifold N endowed with the
crystalline structure.
If we take {E1 = X,E2 = Y } as a basis of V, we have the following dual
basis {ω1, ω2} for V∗
ω1 = dy1 , ω2 = e−y
1
dy2 .
The corresponding left invariant metric
(10)
◦
n= (ω1)2 + (ω2)2 = (dy1)2 + e−2y
1
(dy2)2
on N makes N the hyperbolic plane.
The dislocation density λ is
λ(E1, E2)(y) = Λ(y)(E1, E2) = ǫ
−1
y ([E1, E2](y)) = ǫ
−1
y (ǫy(E2)) = E2 .
Since ω1 ∧ ω2 = e−y1
(
dy1 ∧ dy2), it follows
λ = e−y1
(
dy1 ∧ dy2)E2 ,
and therefore ∫
Σ
λ =
∫
Σ
e−y1
(
dy1 ∧ dy2)E2 = A(Σ)E2 ,
where A(Σ) is the area of the surface Σ, a domain in N . This makes sense
since the sum of the Burger vectors associated to a domain in a uniform
distribution of edge dislocations should be proportional to the area of the
domain.
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1.1.2 Screw Dislocations and the Heisenberg Group
The second kind of elementary dislocation is called a screw dislocation. It
appears in a 3-dimensional lattice in the following way. A circuit of transla-
tions along the direction of the 1st and 2nd axis, alternately, which encloses
the 3rd, ends at an atom which is reached at a single step by a translation
in the direction of the 3rd axis, while circuits not enclosing the 3rd axis
close. Mathematically, this phenomenon is represented by the commutation
relations [E1, E2] = E3, [E1, E3] = [E2, E3] = 0, where E1, E2, E3 are the
vectorfields along the coordinate axis.
We want to show that a uniform distribution of dislocations of the screw
type give rise in the continuum limit to the Heisenberg group. This group
is represented as a group of unitary transformations on the space of square
integrable complex valued functions Ψ on R as follows
L2(R,C) → L2(R,C)
Ψ(x) 7→ Ψ′(x) = ei(y2x+y3)Ψ(x+ y1) ,
where (y1, y2, y3) ∈ R3 are three parameters. The subgroups of the Heisen-
berg group are t 7→ Ψ(x+ t) (translation in position), s 7→ eisxΨ(x) (trans-
lation in momentum), and u 7→ eiuΨ(x) (multiplication by a phase).
We have as the group manifold R3 equipped with the following multipli-
cation
(y1, y2, y3)(y˜1, y˜2, y˜3) = (y1 + y˜1, y2 + y˜2, y3 + y˜3 + y1y˜2) .
X =
∂
∂y1
, Y =
∂
∂y2
+ y1
∂
∂y3
and Z =
∂
∂y3
generate the right action with
[X,Y ] =
[
∂
∂y1
,
∂
∂y2
+ y1
∂
∂y3
]
=
∂
∂y3
= Z , [X,Z] = [Y,Z] = 0 .
The Heisenberg group is thus generated by the vectorfields E1 = X,E2 =
Y,E3 = Z, which fulfill the commutation relations
[E1, E2] = E3 , [E1, E3] = 0 , [E2, E3] = 0 ,
and generate the right multiplication. The linear span of (E1, E2, E3) forms
a Lie algebra (crystalline structure) corresponding to a uniform distribution
of screw dislocations in a three-dimensional crystal lattice. Therefore, we
can associate the Heisenberg group, which is the group corresponding to the
crystalline structure, with the material manifold N .
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If we take {E1, E2, E3} as a basis of V, we have the following dual basis
{ω1, ω2, ω3} for V∗
ω1 = dy1 , ω2 = dy2 , ω3 = dy3 − y1dy2 ,
and the corresponding metric
(11)
◦
n= (ω1)2 + (ω2)2 + (ω3)2 = (dy1)2 + (dy2)2 + (dy3 − y1dy2)2 ,
which is a Bianchi type VII metric. The manifold N endowed with this
metric is a homogeneous space.
Here, the dislocation density λ turns out to be
λ(E1, E2)(y) = E3 , λ(E1, E3)(y) = λ(E2, E3)(y) = 0 ,
and therefore
λ = (ω1 ∧ ω2)E3 =
(
dy1 ∧ dy2)E3 .
The integral of λ over a surface Σ in N is∫
Σ
λ =
∫
Σ
(
dy1 ∧ dy2)E3 = A(ΠΣ)E3 ,
where Π is the projection map of the line bundle of the homogeneous space
(11) over R2 with the standard metric on the base (the curvature of the
bundle being −dy1 ∧ dy2).
2 The Thermodynamic State Space
Consider the space S+2 (V) of inner products on the crystalline structure V.
The thermodynamic state space is defined as the product
S+2 (V)× R+
and its elements are (γ, σ), where γ ∈ S+2 (V) is the configuration and
σ ∈ R+ is the entropy per unit mass.
Each γ ∈ S+2 (V) defines a totally antisymmetric n-linear form ωγ on the
crystalline structure V by the condition that if (E1, . . . , En) is a positive
basis for V, orthonormal with respect to γ, i.e. γAB := γ(EA, EB) = δAB ,
then
ωγ(E1, . . . , En) = 1.
It follows that there is a positive function V on S+2 (V) such that
ωγ = V (γ)ω .
The positive real number V (γ) is the volume per unit mass corresponding
to the configuration γ.
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The thermodynamic state function κ is a real-valued function on the
thermodynamic state space S+2 (V)×R+. The Lagrangian which determines
the dynamics will be defined through this function.
The thermodynamic stress corresponding to a thermodynamic state
(γ, σ) is the element π(γ, σ) of (S2(V))∗ defined by
∂ (κ(γ, σ)V (γ))
∂γ
= −1
2
π(γ, σ)V (γ) .
The temperature corresponding to a thermodynamic state (γ, σ) is the
real number ϑ(γ, σ) given by
ϑ(γ, σ) =
∂ (κ(γ, σ)V (γ))
∂σ
,
with the requirement that ϑ(γ, σ) is positive and tends to zero as σ tends
to zero.
3 The Dynamics
In the general theory of relativity the space-time manifold is an oriented
(n+1)-dimensional differentiable manifoldM endowed with a Lorentzian
metric g, that is a continuous assignment of a symmetric bilinear form gx
of index 1 in TxM, ∀x ∈ M. The Lorentzian metric divides TxM into three
different subsets Ix, Nx, Sx, the set of timelike, null and spacelike vectors
at x respectively, according to whether gx restricted to the corresponding
subset is negative, zero or positive. The subset Nx is a double cone called
the null cone at x. The subset Ix is the interior of this cone, an open set of
two components, the future and past component. Sx is the subset outside
the null cone, a connected open set for n > 1. A curve γ is called causal
if its tangent vector belongs to Ix ∪ Nx, ∀x ∈ γ, and it is called timelike if
its tangent vector belongs to Ix, ∀x ∈ γ. We assume that (M, g) is time
oriented, that is a continuous choice of future component I+x of Ix can and
has been made ∀x ∈ M. This choice determines the future component N+x
of Nx at each x ∈ M. A timelike or causal curve is then future or past
directed, according to which component its tangent vector belongs to. A
hypersurface H is called spacelike if at each x ∈ H the restriction of gx to
TxH is positive definite. A spacelike hypersurface inM is called a Cauchy
hypersurface if each causal curve in M intersects H exactly once. We
assume that (M, g) possesses such a Cauchy hypersurface [3].
The motion of the material continuum is described by a mapping f from
the space-time manifold M into the material manifold N ,
(12) f :M→N .
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This mapping specifies which material particle is at a given event in space-
time. It is subject to the following conditions:
i) The mapping f , restricted to a Cauchy hypersurface H, f |H, is one to
one.
ii) The differential of the mapping f , df(x), has a 1-dimensional kernel
contained in Ix, ∀x ∈ M.
Then, for each y ∈ f(M) ⊂ N , f−1(y) is a timelike curve in M. The
material velocity u is the future directed unit tangent vectorfield of the
timelike curve f−1:
span(ux) = ker (df(x)) = Txf
−1(y) , f(x) = y , g(ux, ux) = −1 ,∀x ∈ M .
The simultaneous space at x is the orthogonal complement of the linear
span of ux:
Σx = (span(ux))
⊥ .
Note that gΣx = gx|Σx is positive definite. The restriction of the differential
df(x) to Σx is an isomorphism of Σx onto TyN , where y = f(x).
iii) The isomorphism df(x)|Σx is orientation preserving.
The equations of motion, a second order system of partial differential
equations for the mapping f , are derived from a Lagrangian L, a function
on M which is constructed from f . The action A in a domain D ⊂ M is
the integral ∫
D
Ldµg ,
where dµg is the volume form of (M, g).
Any mapping f fulfilling the three requirements stated above, defines an
orientation preserving isomorphism jf,x of V onto Σx by
(13) jf,x =
(
df(x)|Σx
)−1 ◦ ǫf(x) .
Define
(14) j∗f,xgx = γ ,
γ ∈ S+2 (V) and depends only on f and x. Note that
µ(x) =
1
V
(
j∗f,xgx
)
is the rest mass density at x.
12 MECHANICS OF CRYSTALLINE SOLIDS
To take into account thermal effects in the Lagrangian picture we invoke
the adiabatic condition which states that the entropy per unit mass of any
element of the material remains unchanged. This allows us to consider the
entropy per unit mass σ as a given function on the material manifold N .
The Lagrangian function L on M is defined by:
(15) L(x) = κ
(
j∗f,xgx, σ(f(x))
)
, ∀x ∈ M ,
where κ is the thermodynamic state function on S+2 (V) × R+. Note that
L(x) depends on g only through gx and not on derivatives of g.
The energy-momentum-stress tensor Tx at x is an element of the
dual space (S2(TxM))∗ defined by
(16)
∂ (L(x)dµg(x))
∂gx
= −1
2
Txdµg(x) .
From [5] we have the following
Proposition I.1. We can write the energy-momentum-stress tensor at x as
follows:
(17) Tx = ρ(x)ux ⊗ ux + Sx
with the mass-energy density ρ (since we are in the relativistic framework
this includes the rest mass energy) given by
(18) ρ(x) = κ(j∗f,xgx, σ(f(x))) .
The stress tensor is given by
Sx(g˙x) = π(j
∗
f,xgx, σ(f(x)))(j
∗
f,xg˙x) .
Since j∗f,xg˙x = j
∗
f,xg˙Σx, Sx can be viewed as an element of (S2(Σx))
∗.
Remark I.3. Hence we see from Proposition I.1 that in the case of pure
continuum mechanics (in the absence of electromagnetic fields) the energy
per unit mass is e = κV .
Define the principal pressures pi, i = 1, . . . , n as the eigenvalues of
S♭♭ relative to g|Σ, where the subscript ♭♭ means lowering of the indices
with respect to g. Note that the principal pressures pi : i = 1, . . . , n can
equivalently be described as the eigenvalues of π♭♭ relative to γ.
The positivity condition on Tx requires that
H+x → TxM
vµ 7→ −T µν vν(19)
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maps into I+x . This is equivalent to the condition that |pi| ≤ ρ : i =
1, . . . , n. Here, in the case of crystalline solids, we assume the stronger
condition that the range of (19) lies in I+x which is in turn equivalent to
|pi| < ρ : i = 1, . . . , n.
3.1 Variation of the Lagrangian
Let v = df(x) ∈ U(x,y) ⊂ L(TxM, TyN ), y = f(x), where U(x,y) is the open
subset of the linear space L(TxM, TyN ) consisting of those v ∈ L(TxM, TyN )
which verify the two conditions
1) ker v is a time like line in TxM,
2) with Σx the gx-orthogonal complement of ker v in TxM, the isomor-
phism
v|Σx : Σx → TyN
is orientation-preserving.
These above conditions 1) and 2) correspond to the conditions ii) and iii),
respectively. Note that i) is not a local condition so it does not reduce to a
condition on v.
Since the isomorphism
jf,x =
(
v|Σx
)−1 ◦ ǫy ,
as defined in (13), depends only on v, we may write
i(v) = jf,x ,
so the configuration γf,x corresponding to the isomorphism v ∈ U(x,y) is
given by the positive quadratic form on V
(20) γ(v) = i∗(v) g|Σx .
Now v 7→ γ(v) is a mapping of
(21) B :=
⋃
(x,y)∈M×N
U(x,y) ,
into S+2 (V). The bundle B, a bundle over M×N , is the bundle over which
the Lagrangian is defined.
The mapping v 7→ γ(v) is described by the functions γAB(v) on B, where
(22) γAB(v) = γ(v) (EA, EB) ,
where EA : A = 1, . . . , n is a basis of V such that ω(E1, . . . , En) = 1.
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By the properties of v we have a positive basis (XA(x) : A = 1, . . . , n) of
Σx defined by:
v ·XA(x) = EA(y) : A = 1, . . . , n ,
where EA(y) = ǫy(EA) ∈ TyN (A = 1, . . . , n), and thus from (20) and (22)
γAB = g|Σx (XA,XB) .
Note that (u,X1, . . . ,Xn) is a frame field for M. Let v˙ ∈ L(TxM, TyN )
be a variation of v ∈ U(x,y). To describe v˙ we must give v˙ · u ∈ TyN and
v˙ ·XA ∈ TyN ,
v˙ · u(x) = v˙A0 EA(y) ,
v˙ ·XA(x) = v˙BAEB(y) .
This is because (EA(y) : A = 1, . . . , n) is a basis for TyN . So the (v˙A0 : A =
1, . . . , n; v˙BA : A,B = 1, . . . , n) can be thought of as the the components of
v˙.
In view of (15) and (18) the Lagrangian function L is L(v) = ρ (γ(v), σ(y)),
where ρ is the relativistic energy-density which includes the rest mass con-
tribution, a function of a thermodynamic state (γ(v), σ(y)) ∈ S+2 (V) × R+.
L is a function on the bundle B (21). The Lagrangian form, a top degree
form on M, is Ldµg.
The Lagrangian L depends on v through the configuration γ, L(γAB),
and the first variation reads
L˙ =
∂ρ
∂γAB
γ˙AB ,
where the first variation of γAB is given by
γ˙AB = −v˙CAγBC − v˙CBγAC
(see [4]). To formulate the hyperbolicity condition (see below), we need to
consider the second variation of L with respect to v,
(23) L¨ =
∂2L
∂v2
· (v˙, v˙) = h(v˙, v˙) ,
where, in general,
(24) h(v˙, v˙) = h00AB v˙
A
0 v˙
B
0 + 2h
C0
AB v˙
A
C v˙
B
0 + h
CD
AB v˙
A
C v˙
B
D .
For L = L(γab), using the formula for the second variation of γAB ,
γ¨AB = 2
(
γACγBD v˙
C
0 v˙
D
0 + γCDv˙
C
A v˙
D
B + γAC v˙
D
B v˙
C
D + γBC v˙
D
A v˙
C
D
)
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(see [4]), we obtain
L¨ =
∂ρ
∂γAB
γ¨AB +
∂2ρ
∂γAB∂γCD
γ˙AB γ˙CD
= 2
∂ρ
∂γAB
(
γACγBDv˙
C
0 v˙
D
0 + γAC v˙
D
B v˙
C
D + γBC v˙
D
A v˙
C
D + γCDv˙
C
A v˙
D
B
)
+
∂2ρ
∂γAB∂γCD
(
v˙EAγEB + v˙
E
BγEA
) (
v˙FCγFD + v˙
F
DγFC
)
= 2
∂ρ
∂γCD
γACγBDv˙
A
0 v˙
B
0 + 2
∂ρ
∂γCD
γAB v˙
A
C v˙
B
D
+2
(
∂ρ
∂γCE
γBEδ
D
A +
∂ρ
∂γDE
γAEδ
C
B
)
v˙AC v˙
B
D
+4
∂2ρ
∂γCE∂γDF
γAEγBF v˙
A
C v˙
B
D .
Comparing coefficients with (24) using (23), we see that:
h00AB = 2
∂ρ
∂γCD
γACγBD , h
C0
AB = 0 ,
hCDAB = 4
∂2ρ
∂γCE∂γDF
γAEγBF
+2
(
∂ρ
∂γCD
γAB +
∂ρ
∂γCE
γBEδ
D
A +
∂ρ
∂γDE
γAEδ
C
B
)
,
where the last expression will be made use of in the derivation of the
Legendre-Hadamard conditions in Part II.
3.2 Hyperbolicity and Characteristic Speeds
Set
GAB = −h00AB , MCDAB = hCDAB .
Then
h(v˙, v˙) = −GAB v˙A0 v˙B0 +MCDAB v˙AC v˙BD .
The hyperbolicity condition in general is that there is a pair (T, θ) ∈ TxM×
T ∗xM with θ · T > 0 such that h is negative-definite on
(25) {v˙ : v˙ = θ ⊗ Y, Y ∈ TyN}
and positive-definite on
(26) {v˙ : v˙ = κ⊗ Y, κ · T = 0, Y ∈ TyN}
(see [4]). We stipulate here that the above conditions hold with (T, θ) defined
by the rest frame of the material at x, i.e. T = ux, Σx = ker θ, θ · T = 1.
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For v˙ in (25) we have:
v˙ · u = Y , v˙ ·XA = 0 ,
i.e.
v˙A0 = Y
A , v˙BA = 0 ,
and the condition that h is negative definite on (25) is the condition that
(27) GABY
AY B > 0 : ∀Y 6= 0 ,
i.e. that G is positive-definite.
Since
GAB = πAB + ργAB
(we are raising and lowering indices with respect to γAB) and the principal
pressures p1, . . . , pn are the eigenvalues of πAB with respect to γAB , this
condition is:
min
i
pi > −ρ ,
which of course follows from maxi |pi| < ρ. For v˙ in (26) we have:
v˙ · u = 0 , v˙ ·XA = κAY ,
where κA = κ ·XA, i.e.
v˙A0 = 0 , v˙
B
A = κAY
B ,
and the condition that h is positive definite on (26) is the condition that
(28) MCDAB κCκDY
AY B > 0 : ∀κ 6= 0,∀Y 6= 0 .
Set
HAB(κ) =M
CD
AB κCκD .
Then condition (28) is that HAB(κ) is positive-definite for all κ 6= 0.
If the first condition (27) is satisfied, the second condition (28) becomes
the condition that for κ 6= 0 the eigenvalues λ1(κ), . . . , λn(κ) of HAB(κ)
with respect to GAB are all positive. Note that HAB(κ) is homogeneous of
degree 2 in κ, hence so are the λ1(κ), . . . , λn(κ).
Now the characteristic matrix is
χAB(ξ) = h
µν
ABξµξν .
We use the basis (u,X1, . . . ,Xn) for TxM. We denote by ω the frequency
and by κA, A = 1, . . . , n, the wave number components, i.e.
ω := ξ0 := ξ · u , κA := ξA := ξ ·XA .
Then
χAB = −GABω2 +HAB(κ) ,
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so
detχ = detG ·
n∏
i=1
(
λi(κ)− ω2
)
.
We see that the second condition is equivalent to the 2n roots ±√λi(κ),
i : 1, . . . , n, of the characteristic polynomial detχ as a polynomial in ω
being real. The characteristic speeds are
(29) ηi =
√
λi(κ)
|κ| , where |κ| =
√
(γ−1)AB κAκB .
Note that the ηi are homogeneous of degree 0 in κ. The causality condition
is that the inner characteristic core in T ∗xM contains the null cone of g in
T ∗xM. This reads (in units c = 1)
ηi < 1 , ∀i = 1, . . . , n.
4 Properties of the Energy per unit Mass
Postulate I.1. We stipulate that the energy per unit mass e = ρV has a
strict minimum at a certain inner product
◦
γ.
Remark I.4. The above postulate has an intuitive physical interpretation.
Note that the set of inner products γ is an open positive cone in the linear
space of quadratic forms. For large γ (large expansion) and also for γ near
the boundary (large compression) the energy e is physically expected to blow
up, so we can restrict ourselves to a compact set of inner products, where e
necessarily attains a minimum.
We choose (E1, . . . , En) to be an orthonormal basis relative to
◦
γ, so
◦
γAB=
δAB . This is compatible with the previous condition ω(E1, . . . , En) = 1 for
a suitable volume form ω on V. This choice of ω corresponds to a choice of
unit of mass so that the mass density associated to the configuration
◦
γ is
equal to 1.
◦
γ defines a metric
◦
n on N by
◦
n=
n∑
A,B=1
◦
γAB ω
A ⊗ ωB =
n∑
A=1
ωA ⊗ ωA ,
where (ω1, . . . , ωn) is the dual basis to (E1, . . . , En). If V is a Lie algebra,
so that N is a Lie group, then ◦n is a left-invariant metric, i.e. invariant
under the actions of N on itself by left multiplications by elements of N .
Thus (N , ◦n) is a homogeneous Riemannian manifold (which in general is not
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isotropic). The Riemannian manifold (N , ◦n) has curvature except when V
is Abelian, so there are no dislocations.
Note that dµ◦
n
=
√
det
◦
n dny = dµω, therefore we have for any domain Ω
in N
M(Ω) =
∫
Ω
dµω =
∫
Ω
dµ◦
n
,
that is, in our choice of units the mass of Ω is equal to its volume with
respect to
◦
n.
4.1 The Isotropic Case
Let us define the orthogonal group corresponding to
◦
γ,
O◦
γ
=
{
O ∈ L(V,V) : ◦γ (OX,OY ) = ◦γ (X,Y ) , ∀X,Y ∈ V
}
.
O◦
γ
acts on S+2 (V) in the following way: γ 7→ Oγ, where
(Oγ) (X,Y ) = γ(OX,OY ) .
Since
◦
γ 7→ O ◦γ= ◦γ, the symmetric bilinear form ◦γ is a fixed point of the
action of O◦
γ
on S+2 (V).
If the energy density e(γ) is invariant under O◦
γ
we are in the case of
isotropic elasticity. Then e(γ) depends only on the eigenvalues λ1, . . . , λn
of γ relative to
◦
γ,
e(γ) = e(λ1, . . . , λn) ,
where e(λ1, . . . , λn) is totally symmetric in its arguments. This is the sim-
plest case of an energy density.
Consider
q = f∗
◦
n .
This is a 2-covariant symmetric tensorfield onM, i.e. at each x ∈ M qx is a
quadratic form in TxM. The vector ux belongs to the null space of qx and
the restriction qx|Σx is positive-definite.
Let Λ1, . . . ,Λn be the eigenvalues of qx|Σx relative to gx|Σx . We then have
Proposition I.2. The eigenvalues Λ1, . . . ,Λn are the inverses of the eigen-
values λ1, . . . , λn of γ = j
∗
f,xgx relative to
◦
γ. In particular,√
Λ1 · . . . · Λn = 1√
λ1 · . . . · λn
=
1
v
= N .
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Therefore, in the variational principle, the crystalline structure V on N is
eliminated in favor of the Riemannian metric
◦
n.
5 Equivalences
5.1 Equivalence of Crystalline Structures
Definition I.3. Two crystalline structures V and V ′ on N are said to be
equivalent if there is a diffeomorphism ψ of N onto itself such that ψ∗, the
push-forward of ψ, induces an isomorphism of V onto V ′.
Let ν be the canonical 1-form (2) associated to V and ν ′ the one associated
to V ′. We have
(30)
ν(Yy) = Y ∈ V : Yy ∈ TyN ,
ν ′(dψ · Yy) = ψ∗Y ∈ V ′ : dψ · Yy ∈ Tψ(y)N .
We may take the above as the definition of pullback for V-valued 1-forms:
ν = ψ∗ν ′ .
It then follows that:
(31) λ = ψ∗λ′ ,
with the natural extension of the above definition of pullback to V-valued
2-forms, i.e.
λ′ (dψ ·Xy, dψ · Yy) = ψ∗(λ(Xy , Yy)) : ∀X,Y ∈ V,∀y ∈ N .
In fact, we have for all X,Y ∈ V and y ∈ N :
Λ′(ψ∗X,ψ∗Y ) (ψ(y)) = ν
′ ([ψ∗X,ψ∗Y ](ψ(y)))
= ν ′ (ψ∗[X,Y ](ψ(y)))
= ν ′ (dψ · [X,Y ](y))
= ψ∗ (ν([X,Y ](y)))
= ψ∗ (Λ(X,Y )(y)) ,
where we have made use of the fact that [ψ∗X,ψ∗Y ] = ψ∗[X,Y ].
5.2 Equivalence of Mechanical Properties
We investigate the question of the equivalence of the mechanical properties
of a solid. A certain solid phase of a certain substance is described by an
equation of state.
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Let A : V → V ′ be a linear isomorphism. The group of all such A
is homomorphic to GLn(R). Then A
∗ : S+2 (V ′) → S+2 (V) is the induced
isomorphism defined by γ = A∗γ′, where
γ(X,Y ) = γ′(AX,AY ) , ∀X,Y ∈ V .
The corresponding energy functions on S+2 (V) and S+2 (V ′) are denoted by e
and e′, respectively.
Definition I.4. Two energy functions e on V and e′ on V are equivalent if
there exists a linear isomorphism A : V → V ′ such that e′(γ′) = e(γ), where
γ = A∗γ′, for all γ′ ∈ S+2 (V ′).
We illustrate the above definition of mechanical equivalence by giving
an example in the isotropic case. Let γ ∈ S+2 (V) be given, and define
M ∈ L(V,V) by
◦
γ (MX,Y ) = γ(X,Y ) , ∀X,Y ∈ V .
Similarly, given an isomorphism A as above (i.e. γ = A∗γ′), we define M ′ ∈
L(V ′,V ′) from the corresponding γ′ ∈ S+2 (V ′) as
◦
γ′ (M ′X ′, Y ′) = γ′(X ′, Y ′) , ∀X ′, Y ′ ∈ V ′ .
In the above,
◦
γ= A∗
◦
γ′. Then M ′ = AMA−1. For, given any X ′, Y ′ ∈ V ′
let X,Y ∈ V be X = A−1X ′, Y = A−1Y ′. Then
◦
γ′ (M ′X ′, Y ′) = γ′(X ′, Y ′) = γ(X,Y ) =
◦
γ (MX,Y )
=
◦
γ′ (AMX,AY ) =
◦
γ′ (AMA−1X ′, Y ′) .
Therefore, the eigenvalues λ′1, . . . , λ
′
n of M
′ coincide with the eigenvalues
λ1, . . . , λn of M . In the isotropic case, e
′(γ′) = e(γ) means
e′(λ′1, . . . , λ
′
n) = e(λ1, . . . , λn) ,
where both sides of the above equation are symmetric functions, so the
energy functions coincide, i.e. e′ = e.
The equivalence of the energy functions, however, does not fully capture
the equivalence of having two solids of the same substance in the same phase.
What is required in addition is to have the same equilibrium mass density
of infinitesimal portions. In fact, it is the triplet (V, ω, e) which defines a
solid with its mechanical properties. Two solids of the same substance in
the same phase, but with possibly different dislocation structures, to the
extent that they can be described by the same manifold N (which is true if
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they are diffeomorphic) are defined by the triplets (V, ω, e) and (V ′, ω′, e′),
respectively. Additionally, there is an isomorphism A : V → V ′, such that
ω = A∗ω′ ,
i.e. ω(X1, . . . ,Xn) = ω
′(AX1, . . . , AXn) : ∀X1, . . . ,Xn ∈ V as well as
(32) e′(γ′) = e(γ) , γ = A∗γ′ : ∀γ′ ∈ S+2 (V ′)
in accordance with Definition I.4. Thus if (E1, . . . , En) is a positive basis
for V which is orthonormal relative to ◦γ, then
ω◦
γ
(E1, . . . , En) = 1 ,
while ω(E1, . . . , En) = µ0. On the other hand, with E
′
i = AEi : i = 1, . . . , n,
(E′1, . . . , E
′
n) is orthonormal relative to
◦
γ′, thus
ω ◦
γ′
(E′1, . . . , E
′
n) = 1 ,
while ω′(E′1, . . . , E
′
n) = ω(E1, . . . , En) = µ0. Consequently, the mass density
corresponding to
◦
γ′ relative to the triplet (V ′, ω′, e′) is the same as the mass
density corresponding to
◦
γ relative to the triplet (V, ω, e).
Remark I.5. If we have two triplets (V, ω, e) and (V ′, ω′, e′) which corre-
spond to the same substance in the same phase and, additionally, the iso-
morphism A : V → V ′ is of the form A = ψ∗, where ψ is a diffeomorphism
of N onto itself, then the dislocation structures are also equivalent. In this
case, if f :M→N is a dynamical solution of the problem corresponding to
(V, ω, e), then f ′ := ψ ◦ f :M→ N is a dynamical solution of the problem
corresponding to (V ′, ω′, e′).
5.3 Similarity
Let now V be fixed, so that S+2 (V) is also fixed. Two different energy
functions e and e′ may be related as follows. There is a constant a > 0 and
an isomorphism V → V, defined by
X 7→ aX : ∀X ∈ V .
This defines an isomorphism S+2 (V)→ S+2 (V) by γ 7→ γ′, where
γ′(X,Y ) = γ(aX, aY ) = a2γ(X,Y ) : ∀X,Y ∈ V ,
i.e. γ 7→ γ′ = a2γ.
According to the above discussion of equivalence of mechanical properties,
we must have e(γ) = e′(γ′), ∀γ ∈ S+2 (V), and, additionally ω′ = anω for the
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same material in the same phase, for
ω′(X1, . . . ,Xn) = ω(aX1, . . . ,Xn) = a
nω(X1, . . . ,Xn) .
Then the two theories (primed and unprimed) represent the same material
in the same phase.
Moreover, since V is identical in the two theories, the dislocation struc-
tures may seem identical. However, for a given domain Ω ⊂⊂ N , which has
the same crystalline structure V|Ω (the restriction to Ω of the vectorfields
in V), the primed theory actually assigns a physical dislocation density a−2
times that of the unprimed theory. This is due to the fact that ω′ = anω
and the observation that in any dimension, the elementary dislocations are
co-dimension two objects. Thus their density refers to the two-dimensional
measure of a cross-section.
6 The Eulerian Picture
As a prelude to formulating the Eulerian picture, we view the crystalline
structure V as an abstract n-dimensional real vector space, as in Remark
I.2. We then view the canonical form ν as a 1-form on N with values in V
such that ν|TyN is an isomorphism from TyN onto V for all y ∈ N . Thus,
given any v ∈ V, we have a tangent vector(
ν|TyN
)−1 · v = Yy(v) ∈ TyN : ∀y ∈ N ,
that is a vectorfield Y (v) on N . Then the crystalline structure in the original
sense is the space
{Y (v) : v ∈ V}
of vectorfields on N .
To obtain the Eulerian description we must eliminate the material mani-
fold N . A fundamental variable is the material velocity u, a future-directed
timelike unit vectorfield on M. This defines the distribution of local simul-
taneous spaces
(33) Σ = {Σx : x ∈ M} ,
where Σx is the orthogonal complement of ux in TxM.
We then need another entity defined onM to play the role of the canonical
form ν. Consider
ξ = f∗ν .
This is a 1-form onM with values in V, viewed as an abstract n-dimensional
vector space.
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The 1-form ξ has the following properties:
1) ξ · u = 0,
2) for each x ∈ M, ξ|Σx is an isomorphism from Σx onto V, and
3) Luξ = 0.
We thus introduce ab initio a 1-form ξ onM with values in V possessing the
above three properties, as another fundamental Eulerian variable besides u.
By 2), given any v ∈ V, we have a tangent vector(
ξ|Σx
)−1 · v = Xx(v) ∈ Σx
at each x ∈ M, that is we obtain a vectorfield X(v) whose value at each
point belongs to the distribution (33), i.e. it is orthogonal to u.
A mappingM→ S+2 (V), x 7→ γx, is then defined by:
(34)
γx(v1, v2) = gx(Xx(v1),Xx(v2)) = g|Σx (Xx(v1),Xx(v2)) : ∀v1, v2 ∈ V .
The last fundamental variable is the entropy s, a positive function on M.
The volume form ω, the space of thermodynamic configurations S+2 (V),
and the volume per unit mass V are defined as in Section 2. The ther-
modynamic state space is S+2 (V) × R+ and the energy per unit mass e is
a function on this space, as before. The thermodynamic stress π at each
(γ, s) ∈ S+2 (V)× R+, π(γ, s) ∈ (S2(V))∗, is defined by
∂e(γ, s)
∂γ
= −1
2
V (γ)π(γ, s) ,
as in Section 2. Also, the temperature θ is defined, as before, by
θ(γ, s) =
∂e(γ, s)
∂s
.
Thus
de = −1
2
V π · dγ + θds
expresses the first law of thermodynamics in the present framework.
The stress S is a 2-contravariant symmetric tensorfield on M, an assign-
ment of an element Sx ∈ (S2(Σx))∗ at each x ∈ M. This is defined as
follows. Given any g˙x ∈ S2(TxM), we define γ˙x ∈ S+2 (V) as in (34) by:
γ˙x(v1, v2) = g˙x(Xx(v1),Xx(v2)) = g˙|Σx (Xx(v1),Xx(v2)) : ∀v1, v2 ∈ V .
Then
Sx(g˙x) = π(γx, s(x))(γ˙x) .
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The mass-energy density ρ is then the positive function on M given by
ρ(x) =
e(γx, s(x))
V (γx)
,
and the energy-momentum-stress tensor is defined according to (17).
The Eulerian equations of motion are a first order system of partial dif-
ferential equations consisting of
(a) Luξ = 0, i.e. property 3) of ξ, and
(b) ∇ · T = 0.
Remark I.6. In n space dimensions, dimM = n + 1, there are n2 + n +
1 dependent variables, the n2 algebraically independent components of ξ,
the n algebraically independent components of u, and also s. The Eulerian
equations are also n2 + n + 1 in number, n2 independent equations in (a)
and n+ 1 independent equations in (b).
For solutions of the Eulerian equations such that u, ξ, and s are continu-
ous, (b) implies the adiabatic condition on s:
u(s) = 0 .
For the proof of this fact see [5].
Remark I.7. The case of absence of dislocations is the case dξ = 0.
Let (EA : A = 1, . . . , n) be a basis for V. Given any γ ∈ S+2 (V), we set
γAB = γ(EA, EB) .
According to the above, at each x ∈ M there is a unique XA ∈ Σx such that
ξ ·XA = EA : A = 1, . . . , n .
Thus XA is a vectorfield on M belonging to Σ. Then
S = πABXA ⊗XB ,
where πAB ∈ S+2 (V)∗ is the thermodynamic stress defined above.
Fix an element v ∈ V and consider the vectorfield X ⊂ Σ such that
ξ ·X = v .
Then
0 = u(ξ ·X) = (Luξ) ·X + ξ · [u,X] ,
i.e. (according to 3)) ξ · [u,X] = 0. It follows that
(35) Π [u,X] = 0 ,
where Π is the g-orthogonal projection to Σ.
D. CHRISTODOULOU AND I. KAELIN 25
Proposition I.3. Define µ := 1V . Then the mass current I = µu satisfies
the equation of continuity:
(36) ∇ · I = 0 .
Proof. V is endowed with a volume form ω and ωγ = V ω. Choose a basis
(E1, . . . , En) for V such that ω(E1, . . . , En) = 1. Then V =
√
det γ, and, by
(34),
(37) γAB = γ(EA, EB) = g(XA,XB) ,
hence
(38) u(V ) =
1
2
V
(
γ−1
)AB
u(γAB) ,
and, using (37),
u(γAB) = u(g(XA,XB))
= g(∇uXA,XB) + g(XA,∇uXB)
= g(∇XAu,XB) + g(XA,∇XBu) + g([u,XA],XB) + g(XA, [u,XB ]) .
By (35), the last two terms in the above equation vanish. Let us define κ by
∇XAu = κBAXB .(39)
[(XA : A = 1, . . . , n) is a basis for Σx at each point.] Then
g(∇XAu,XB) = κCAg(EC , EB) = γCBκCA .
Hence we obtain
u(γAB) = γCBκ
C
A + γACκ
C
B .
Substituting in (38) yields
u(V ) =
1
2
V
(
γ−1
)AB
u(γAB) = V trκ .
Then µ = V −1 satisfies
u(µ) + µtrκ = 0 ,
and since, from (39), tr κ = ∇ · u, we obtain
(40) ∇ · I = ∇(µu) = u(µ) + µ∇ · u = 0 ,
which establishes (36). 
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6.1 The Non-relativistic Limit
First of all, we restrict ourselves to the case where (M, g) is the Minkowski
space-time. Then we consider the non-relativistic limit, where Minkowski
space-time is replaced by Galilean space-time. There, we have the hyper-
planes Σt of absolute simultaneity, which are isometric to n-dimensional
Euclidean space. Any family of parallel lines transversal to the Σt repre-
sents a Galilean frame, that is, a family of observers in uniform motion and
at rest relative to each other. Any such family of parallel lines defines an
isometry of the Σt onto each other.
In terms of a Galilean frame and a rectangular coordinate system (x1, . . . , xn)
in Euclidean space, and with x0 = ct (c: the speed of light in vacuum), the
space-time velocity u = uµ ∂∂xµ is represented in terms of the space velocity
v = vi ∂
∂xi
by
u0 =
1√
1− |v|2/c2 , u
i =
vi
c√
1− |v|2/c2 .
Therefore, in the non-relativistic limit c→∞
cu =
∂
∂t
+ vi
∂
∂xi
.
Also, the condition
ξµu
µ = 0
is simply ξ0 = 0 and thus ξ becomes a V-valued 1-form on each Σt,
ξ = ξidx
i .
Equations (a) become
(41)
∂ξ
∂t
+ Lvξ = 0
(
or
∂ξi
∂t
+ vj
∂ξi
∂xj
+ ξj
∂vj
∂xi
= 0
)
,
and
Sµνuν = 0 , uν = gµνu
µ ,
reads (note that uν = gκνu
κ, i.e. u0 = −u0, while ui = ui)
Si0 − Sij v
j
c
= 0 ,(42)
S00 − S0i v
i
c
= 0 .(43)
So, in the limit c→∞, we have Si0 = S00 = 0 and, therefore,
S = Sij
∂
∂xi
⊗ ∂
∂xj
.
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Let
e = c2 + e′ ,
ρ = µe = µc2 + ε , ε = µe′ .
We have for the mass current Iν = µuν :
I0 =
µ√
1− |v|2/c2 = µ+
1
2
µ|v|2
c2
+O(c−4) ,
Ii =
µv
i
c√
1− |v|2/c2 =
µvi
c2
+
1
2
µ|v|2vi
c3
+O(c−5) .
In the non-relativistic limit the equation of continuity ∇νIν = 0 becomes
the classical continuity equation:
(44)
∂µ
∂t
+
∂
(
µvi
)
∂xi
= 0 .
Similarly, for the energy-momentum-stress tensor Tκλ, we have
T 00 = ρ(u0)2 + S00 = µc2 + (ε+ µv2) +O(c−2) ,
T 0i = ρu0ui + S0i = µvic+ (ε+ µv2)
vi
c2
− Sij v
j
c
+O(c−2) ,
T ij =
ρvivj/c2
1− |v|2/c2 + S
ij = µvivj + Sij +O(c−2) .
The equations of motion ∇λT κλ = 0 reads
κ = 0 :
∂T 00
∂x0
+
∂T 0i
∂xi
= 0
c→∞−→ ∂µ
∂t
+
∂
(
µvi
)
∂xi
= 0 ,
κ = i :
∂T i0
∂x0
+
∂T ij
∂xj
= 0
c→∞−→ ∂
(
µvi
)
∂t
+
∂
(
µvivj + Sij
)
∂xj
= 0 .
In order to obtain the energy equation, let us consider
F ν = T 0ν − c2Iν , where ∇νF ν = 0 .
For the components of F ν we have, using (42), i.e. Si0 = Sijvj/c and S00 =
Sijvivj/c2,
F 0 =
µ|v|2 + ε
1− |v|2/c2 +
Sijvivj
c2
− c
2µ√
1− |v|2/c2 =
1
2
µ|v|2 + ε+O(c−2)
F i =
(
µ|v|2 + ε) vi/c
1− |v|2/c2 + S
0i − cµv
i√
1− |v|2/c2
=
(
µ|v|2 + ε) vi
c
+ Sij
vj
c
− 1
2
µ|v|2 v
i
c
+O(c−2) .
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Hence,
c∇νF ν = ∂F
0
∂t
+ c
∂F i
∂xi
= 0
is the energy equation
(45)
∂
∂t
(
1
2
µ|v|2 + ε
)
+
∂
∂xi
[(
1
2
µ|v|2 + ε
)
vi + Sijvj
]
= 0 .
The non-relativistic Eulerian equations are
(a)
∂ξ
∂t
+ Lvξ = 0 ,
(b0)
∂µ
∂t
+
∂
∂xi
(
µvi
)
= 0 ,
(b1)
∂
(
µvi
)
∂t
+
∂
∂xj
(
µvivj + Sij
)
= 0 ,
(b2)
∂
∂t
(
1
2
µ|v|2 + ε
)
+
∂
∂xi
[(
1
2
µ|v|2 + ε
)
vi + Sijvj
]
= 0 .
Notice:
• (b0) is the differential mass conservation law, a consequence of (a),
• (b1) is the differential momentum conservation law, and
• (b2) is the differential energy conservation law.
Remark I.8. (a) may be thought of as expressing a law of conservation of
dislocations. In fact, let C0 be a closed curve on Σ0. Let φt be the flow in
Galilean space-time generated by the vectorfield
u =
∂
∂t
+ vi
∂
∂xi
.
Then φt|Σ0 is a diffeomorphism from Σ0 onto Σt. Let Ct = φt(C0). Then,
according to (a), ∫
Ct
ξ =
∫
C0
ξ .
The left-hand side corresponds, in the continuum limit, to minus the sum of
the Burger’s vectors of all the dislocation lines enclosed by Ct.
Remark I.9. For continuous solutions, i.e. (ξ, v, s) continuous, (b2) is
equivalent to the adiabatic condition
(c) ∂s∂t + v
i ∂s
∂xi
= 0,
modulo the other equations. When discontinuities such as shocks develop,
this equivalence no longer holds. However, the Eulerian equations (a)-(b)
still hold, but in a weak or integral sense.
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6.2 From the Eulerian to the Lagrangian Picture
In order to go from the Eulerian picture to the Lagrangian formulation we
have to extract the canonical form ν from ξ. First note that
(46) Luξ = 0 ⇔ φ∗t ξ = ξ ,
where φt is the flow generated by u.
Let H be a Cauchy hypersurface inM. We identify H with N and define
f :M→N as follows:
f(x) = y ∈ H
is the point at which the integral curve of u through intersects H.
For Xx ∈ TxM we have from (46)
(φ∗ξ) = ξ (dφt ·Xx) = ξ(Xx) .
Define ν to be the V-valued 1-form induced by ξ on H:
ν(Xx) = ξ(Xx) : ∀Xx ∈ TxH, x ∈ H .
We must show
Proposition I.4.
f∗ν = ξ .
Proof. Let Vp ∈ TpM, p ∈ φt(H) for some t ∈ R. Vp uniquely decomposes
into
Vp = λu+ Yp , where Yp ∈ Tpφt(H) .
Therefore, it suffices to show that (f∗ν)(up) = ξ(up) = 0, which is obvious,
and
(f∗ν) (Yp) = ξ(Yp) .
Since φt|H is a diffeomorphism from H onto φt(H), dφt(q) is an isomorphism
from TqH onto Tpφt(H), φt(q) = p. Therefore, there exists a unique Xq ∈
TqH, such that
dφt ·Xq = Yp .
Now,
ξ(Yp) = ξ(dφt ·Xq) = (φ∗t ξ) (Xq) = ξ(Xq) = ν(Xq)
and
(f∗ν) = (f∗ν) (dφt ·Xq) = (φ∗t f∗ν) (Xq) = (f∗ν) (Xq) = ν(df ·Xq) .
But f |H = id, hence df ·Xq = Xq because
df |TqH = id .

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Remark I.10. The Eulerian picture is the one more related to direct phys-
ical experience and also the one which may serve as a basis for extending
the theory beyond the domain of elasticity theory, where the dislocations are
no longer anchored in the solid. We shall see in the next part, however,
that the Lagrangian picture provides the suitable framework for the study of
static problems.
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Part II The Static Case
1 Formulation of the Static Problem
Let N = Ω ⊂ Rn be the material manifold and M = En Euclidean space
(n = 2, 3 being the cases of interest). In the static case, we adopt the ma-
terial picture, that is, we consider one to one mappings φ from the material
manifold into space,
φ : N → M
y 7→ φ(y) = x .(47)
They correspond to mappings f :M× R→ N such that
f(x, t) = φ−1(x) : ∀t .
In the material picture, the interchange of the roles of the domain and target
space transforms a free boundary problem into a fixed boundary problem.
We recall that the configuration γ is an element of the space of inner
product on the crystalline structure V, γ ∈ S+2 (V). In terms of the mapping
φ it is defined as the pullback of the metric g onM by the isomorphism iφ,y
(48) γ = i∗φ,yg ,
where iφ,y = dφ(y)◦ǫy and ǫy is the evaluation map (1) from V to TyN . The
energy per unit mass e(γ) defines the thermodynamic stress π, an element
in (S2(V))∗, by
(49)
∂e
∂γ
= −1
2
πV ,
where V ≡ V (γ) is the volume per unit mass, related to the mass density µ
by
V (γ) =
1
µ(x)
, x = φ(y) .
In the following, we assume the entropy σ to be constant, what is called
isentropic.
Since we are in the relativistic framework, e includes the contribution c2
of the rest mass-energy, so
e = c2 + e′
(in conventional units), where e′ is what we would call energy per unit mass
in the non-relativistic framework. Note that the additive constant c2 does
not affect the definition (49) of the thermodynamic stress π, which may
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equally well be written in the form
∂e′
∂γ
= −1
2
πV .
Also, in view of (50) below, we have
E =Mc2 + E′ ,
where
M =
∫
Ω
dµω , E
′ =
∫
Ω
e′(γ)dµω .
The additive constant Mc2 does not affect variations of E, which are the
same as those of E′. For this reason we shall not distinguish in the static
theory e′, E′ from e, E, and we shall denote the former by the latter.
Remark II.1. The static theory would be formally identical if formulated
wholly within the non-relativistic framework. What distinguishes the two
theories is that the non-relativistic theory is applicable only when the charac-
teristic speeds ηi (29) are negligible in comparison to c, while the relativistic
theory holds for any values of the ηi less than c.
2 Boundary Value Problem and Legendre-Hadamard Con-
dition
2.1 Euler-Lagrange Equations
We choose a basis E1, . . . , En of V such that ω(E1, . . . , En) = 1, where
ω is the volume form on V. We denote by γAB = γ(EA, EB) the matrix
representing the configuration in this frame. We then have
ωγ = V (γ)ω =
√
det γ · ω ,
and for the total energy of a domain Ω in the material manifold
(50) E =
∫
Ω
e(γ)dµω ,
where dµω is the mass element on N induced by ω:
(51) dµω
(
∂
∂y1
∣∣∣∣
y
, . . . ,
∂
∂yn
∣∣∣∣
y
)
= ω
(
ǫ−1y
(
∂
∂y1
∣∣∣∣
y
)
, . . . , ǫ−1y
(
∂
∂yn
∣∣∣∣
y
))
.
Let (ωA : A = 1, . . . , n) be the basis for V∗ which is dual to the basis
(EA : A = 1, . . . , n) for V. The ωA are 1-forms onN such that ωA(EB) = δAB .
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Since (EA(y) : A = 1, . . . , n) is a basis for TyN , given any Y ∈ TyN , there
are coefficients Y A : A = 1, . . . , n such that Y = Y AEA(y). Then:
ωA(Y ) = ωA
(
Y BEB(y)
)
= Y B(ωA(EB))(y) = Y
BδAB = Y
A .
Setting Y = ∂∂ya
∣∣∣
y
we obtain
Y A = ωA
(
∂
∂ya
∣∣∣∣
y
)
= ωAa (y) ,
and we have ǫ−1y (Y ) = Y
AEA ∈ V. Thus
(52) ǫ−1y
(
∂
∂ya
∣∣∣∣
y
)
= ωAa (y)EA .
Let us denote by detω(y) the determinant of the n-dimensional matrix with
entries ωAa (y). We conclude from (51), (52) that
(53) dµω = detω(y)d
ny .
The first variation of the energy (50) is:
(54) E˙ =
∂
∂λ
∣∣∣∣
λ=0
E(γ+λγ˙) =
∂
∂λ
∣∣∣∣
λ=0
∫
Ω
e(γ+λγ˙)dµω =
∫
Ω
∂e(γ)
∂γ
· γ˙ dµω ,
where γ˙ ∈ S+2 (V) is the variation of the configuration γ. By definition of
the thermodynamic stress (49), we conclude, in view of (53),
E˙ = −
∫
Ω
1
2
πABγ˙AB
√
det γ detω(y) dny .
Denoting by mab the pullback by φ to N of the Euclidean metric g on M,
we have
m = φ∗g(55)
mab =
∂xi
∂ya
∂xj
∂yb
gij [x
i = φi(y)] ,(56)
γAB = E
a
AE
b
Bmab ,(57)
where the n-dimensional matrix with entries EaA(y) is the reciprocal of the
n-dimensional matrix with entries ωAa (y). Thus detE(y) = (detω(y))
−1,
and by (57) we have
det γ = detm (detE)2 ,√
det γ detω =
√
detm.
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For the stresses S on N and T = φ∗S on M we have:
Sab = πABEaAE
b
B ,(58)
T ij = Sab
∂xi
∂ya
∂xj
∂yb
.(59)
We will now formulate the Euler-Lagrange equations on both the material
manifold and on space. We calculate for the variation of γAB from (57)
using linear coordinates in En (i.e. ∂kgij = 0)
γ˙AB = E
a
AE
b
Bm˙ab , m˙ab = gij
(
∂x˙i
∂ya
∂xj
∂yb
+
∂xi
∂ya
∂x˙j
∂yb
)
.
The first variation of the energy thus reads
(60) E˙ = −
∫
Ω
1
2
Sabm˙ab
√
detmdny = −
∫
Ω
Sabgij
∂x˙i
∂ya
∂xj
∂yb
√
detmdny ,
where x˙i is the variation of xi. Hence (60) is
(61) −
∫
Ω
Sabgij
∂x˙i
∂ya
∂xj
∂yb
dµm ,
where dµm is the volume form on Ω associated to the metric m. By the
divergence theorem, (61) becomes
(62) −
∫
∂Ω
Sabgij
∂xj
∂yb
Max˙
i dAm +
∫
Ω
x˙i
m
∇aQai dµm ,
where Qi are the vectorfields with components
(63) Qai = S
abgij
∂xj
∂yb
and
m
∇ is the covariant derivative operator on N associated to m. Thus, in
local coordinates on N ,
(64)
m
∇aQai =
1√
detm
∂
∂ya
(√
detmQai
)
.
In (62), Ma are the components of the outward unit normal to ∂Ω with
respect to m, Ma = mabM
b, and dAm is the area element of ∂Ω associated
to the metric induced by m. So Ma are the components of the covectorfield
along ∂Ω whose null space is the tangent plane to ∂Ω at each point.
The Euler-Lagrange equations are obtained by requiring E˙ = 0 for varia-
tions x˙i which are supported in Ω and vanish on ∂Ω. In view of (62), (63),
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(64), the Euler-Lagrange equations are:
(65)
∂
∂ya
(
Qai
√
detm
)
= 0 on Ω .
Note that with Qai defined in (63) we have using (56)
(66) Qai
∂xi
∂yb
= gijS
ac∂x
j
∂yc
∂xi
∂yb
= mbcS
ac = Sab .
Consider
(67)
m
∇aSab =
1√
detm
∂
∂ya
(√
detmSab
)
−
m
ΓcabS
a
c .
The first term on the right-hand side of (67) is, by (65), (66),
1√
detm
∂
∂ya
(√
detmQai
∂xi
∂yb
)
= Qai
∂2xi
∂ya∂yb
= Sac
∂yc
∂xi
∂2xi
∂ya∂yb
.
Thus (65) is equivalent to:
(68)
m
∇Sab =
(
∂yc
∂xi
∂2xi
∂ya∂yb
−
m
Γcab
)
Sac .
We shall show now that
(69)
m
Γcab =
∂yc
∂xi
∂2xi
∂ya∂yb
,
so that the factor in parenthesis in (68) vanishes. In fact, (69) is equivalent
to:
m
Γab,c = mcd
∂yd
∂xi
∂2xi
∂ya∂yb
,
which, since mcd
∂yd
∂xi
= gij
∂xj
∂yc , is in turn equivalent to
(70)
m
Γab,c = gij
∂xj
∂yc
∂2xi
∂ya∂yb
.
Now we have by the definition of the Christoffel symbols
m
Γab,c and m from
(56):
m
Γab,c =
1
2
(
∂mac
∂yb
+
∂mbc
∂ya
− ∂mab
∂yc
)
= gij
∂xj
∂yc
∂2xi
∂ya∂yb
.
Thus (70) is indeed verified. We conclude that the Euler-Lagrange equations
(65) are equivalent to:
(71)
m
∇aSab = 0 , or
m
∇aSab = 0 on Ω .
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Remark II.2. T ij being the push-forward of Sab by φ and mab being the
pull-back of gij by φ, the last equations (71) are in turn equivalent to
(72)
g
∇iT ij = 0 , or ∂iT ij = 0 on φ(Ω)
in linear coordinates.
2.2 Boundary Conditions
Let now equations (65) hold. Requiring again E˙ = 0, this time for arbitrary
variations x˙, we obtain from the first term of (62)
(73) 0 =
∫
∂Ω
Sabgij
∂xj
∂yb
Max˙
i dAm .
Here the covectorfield along ∂Ω with components Ma is defined by
MaY
a = 0 : ∀Y ∈ Ty∂Ω ,
together with the condition MaY
a > 0 for all Y ∈ TyΩ, y ∈ ∂Ω, such that Y
points to the exterior of Ω, and the normalization condition
(
m−1
)ab
MaMb =
1. As (73) is to hold for arbitrary variations x˙i, we obtain the boundary
conditions
(74) Sabgij
∂xj
∂yb
Ma = 0 , or S
abMb = 0 on ∂Ω .
Let Xi = ∂x
i
∂yaY
a. Setting Ma =
∂xi
∂yaNi we have:
(75) NiX
i = 0 : ∀X ∈ Txφ(∂Ω) .
In fact, the covectorfield along φ(∂Ω) with components Ni is defined by (75),
together with the condition that
NiX
i > 0 : ∀X ∈ Txφ(Ω) ,
x ∈ φ(∂Ω) = ∂(φ(Ω)), such that X points to the exterior of φ(Ω), and the
normalization condition
(
g−1
)ij
NiNj = 1. In other words, N
i := (g−1)ijNj
are the components of the outward unit normal to ∂(φ(Ω)) in En. In view of
the fact that Sab ∂x
j
∂yb
= T ij ∂y
a
∂xi
, the boundary conditions (74) are equivalent
to
(76) T ijNi = 0 on φ(∂Ω) = ∂φ(Ω) ,
which means that no forces are acting on the boundary ∂φ(Ω).
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2.3 Legendre-Hadamard Condition
The Legendre-Hadamard condition in the static case is just the second part
of the hyperbolicity condition stated in (26), see [4] for details. Here, it is
formulated in terms of ∂φ
i
∂ya (y) = v
i
a. It requires for ξa, ξb ∈ T ∗yN , ηi, ηj ∈
Tφ(y)M that
(77)
1
4
∂2e
∂via∂v
j
b
ξaξbη
iηj : positive for ξ, η 6= 0 .
We differentiate e with respect to vjb :
∂e
∂vjb
=
∂e
∂γAB
∂γAB
∂vjb
,
where γAB = E
a
AE
b
Bgijv
i
av
j
b , hence
∂γAB
∂vjb
= 2Ea(AE
b
B)gijv
i
a ,
(Ea(AE
b
B) denotes symmetrization in A and B) and thus
(78)
1
2
∂e
∂vjb
=
∂e
∂γAB
EaAE
b
Bgijv
i
a .
We differentiate (78) once more with respect to via to get
1
4
∂2e
∂via∂v
j
b
=
∂2e
∂γAB∂γCD
gligkjv
l
cv
k
dE
d
AE
b
BE
c
CE
a
D +
1
2
∂e
∂γAB
EaAE
b
Bgij .
Therefore,
(79)
1
4
∂2e
∂via∂v
j
b
ξaξbη
iηj =
1
2
∂e
∂γAB
|η|2ξAξB + ∂
2e
∂γAB∂γCD
ηCηAξBξD ,
where |η|2 = gijηiηj , ξA = EaAξa and ηC = EcCvlcgliηi. Thus the Legendre-
Hadamard condition reads:
∂2e
∂γAB∂γCD
ηCηAξBξD +
1
2
∂e
∂γAB
|η|2ξAξB > 0 (η, ξ 6= 0) .
At
◦
γAB the Legendre-Hadamard condition reduces to
∂2e
∂γAB∂γCD
ηCηAξBξD > 0 (η, ξ 6= 0) ,
because the first term on the right-hand side of (79) (containing ∂e∂γAB ) van-
ishes. Note that this condition is satisfied by virtue of the Postulate I.1 that
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e has a strict minimum at
◦
γ, since this implies
∂2e
∂γAB∂γCD
(
◦
γ)σABσCD > 0
for any non-zero symmetric σAB and, in particular, for
σAB = ξAηB + ηAξB .
In the general case, we define ηA by ηAEaAv
i
a = η
i and we have
|η|2 = gijηiηj = gijviavjbEaAEbBηAηB = γABηAηB .
Additionally,
γABη
B = gijv
i
av
j
bE
a
AE
b
Bη
B = gijv
i
aE
a
Aη
j = ηA ,
and hence ηA =
(
γ−1
)AB
ηB . We finally have for the inverse
(
γ−1
)AB
of
γAB with |η|2 = ηAηA = ηA
(
γ−1
)AB
ηB
|η|2 = (γ−1)AB ηAηB .
3 Uniform Distribution of Edge Dislocations in 2d
The case of a uniform distribution of 2-dimensional edge dislocations is re-
alized by the material manifold N being the affine group, see 1.1.1. The
corresponding metric
◦
n from (10) is isometric to the metric of the hyper-
bolic plane.
In general, we consider the total energy E (50) of a domain Ω in the
material manifold N . In agreement with Postulate I.1, we assume that the
energy per unit mass e has a strict minimum at
◦
γ. The symmetry of the
problem motivates the choice of an isotropic energy function e that is a
symmetric function of the eigenvalues of m = φ∗g relative to
◦
n. Therefore,
in this model case, the crystalline structure is eliminated in favor of the
Riemannian manifold (N , ◦n).
3.1 Isotropic Energy Function
Concerning our toy energy function, we make the following basic choice:
(80) e(γ) = e(λ1, . . . , λn) =
1
2
n∑
k=1
(λk − 1)2 ≥ 0
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that satisfies e(λ1 = 1, . . . , λn = 1) = 0. Thus we have a strict minimum of
the energy density at γ =
◦
γ. Note that, in (80), we are subtracting the rest
mass energy, something which does not affect the variation of E, see also
the discussion at the end of Section 1.
Therefore,
(81)
e(γ) =
1
2
n∑
k=1
(
λ2k − 2λk + 1
)
=
1
2
tr γ2−tr γ+n
2
=
1
2
n∑
A,B=1
γ2AB−
n∑
A=1
γAA+
n
2
.
Here and in the following the basis (EA : A = 1, . . . , n) for V is chosen
to be orthonormal relative to
◦
γ, hence
◦
γAB= δAB . For such a choice to
be compatible with the condition ω(E1, . . . , En) = 1, we must choose the
physical unit of mass so that the mass density corresponding to
◦
γ is equal
to 1.
In case that the metric of the target space is Euclidean, gij = δij , we find
from (57)
(82) γAB = E
a
AE
b
B
∂xi
∂ya
∂xj
∂yb
δij = E
a
AE
b
B
∂φ
∂ya
· ∂φ
∂yb
,
where the dot denotes the Euclidean inner product. For the total energy E
(50) of a domain Ω ⊂⊂ N , where ω coincides with the volume form on V
induced by
◦
γ, we have dµω = dµ◦n (the volume form on N corresponding to
the Riemannian metric
◦
n), and we obtain for the total energy E expressed
in terms of the components of γ,
(83) E =
∫
Ω
1
2
n∑
A,B=1
γ2AB −
n∑
A=1
γAA +
n
2
 dµ◦
n
.
In the case n = 2, the invariants of a linear mapping are, respectively,
the trace and the determinant. Expressed in terms of the eigenvalues λ1, λ2,
they read:
τ = λ1 + λ2 = trm,
δ = λ1λ2 = detm.
We have:
τ2 = λ21 + λ
2
2 + 2δ .
The toy energy (80) thus reads
e(λ1, λ2) =
1
2
(
(λ1 − 1)2 + (λ1 − 1)2
)
=
1
2
(
τ2 − 2τ − 2δ + 2) .
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3.2 Expansion of the Hyperbolic Metric
We shall perform a dilation of the hyperbolic plane in order to be able to
establish an existence result for a fixed domain, from which we can deduce
an analogous result for energy minimizing mappings from a suitably small
domain in the original hyperbolic plane to the Euclidean plane.
We start with the usual metric, of constant curvature −1 for the hyper-
bolic plane H, expressed in polar normal coordinates (R, θ):
ds2H = dR
2 + sinh2Rdθ2 .
Given a parameter ε ∈ R+, we dilate H by a factor ε−1 obtaining Hε. The
corresponding metric, of curvature −ε2, is:
ds2Hε = ε
−2
(
dR2 + sinh2Rdθ2
)
= dr2 + F 2ε (r)dθ
2 ,
where r = ε−1R and
Fε(r) = ε
−1 sinh (εr) = ε−1
(
εr +
1
3!
(εr)3 +
1
5!
(εr)5 + . . .
)
.
(r, θ) are polar normal coordinates in Hε. The expression for F
2
ǫ (r) thus
reads:
(84) F 2ε (r) = r
2
(
1 +
1
3
(εr)2 +
2
45
(εr)4 + . . .
)
.
The main point in the expansion (84) is that F 2ε (r) is a real analytic function
converging to r2 for ε→ 0, corresponding to the transition of the negatively
curved hyperbolic plane to the flat Euclidean plane.
In order to simplify the calculations, we go back to rectangular coordi-
nates. We denote rectangular normal coordinates in Hε by (y
i : i = 1, 2)
y1 = r cos θ ,
y2 = r sin θ .
Then
ds2Hε =
(
dy1
)2
+
(
dy2
)2
+ ε2
(
1
3
+
2
45
(εr)2 + . . .
)
r4dθ2 .
Since
dθ =
1
r2
(−y2dy1 + y1dy2) ,
denoting by ds2E the Euclidean metric
ds2E =
(
dy1
)2
+
(
dy2
)2
,
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the metric of Hε takes the form:
(85) ds2Hε = ds
2
E + ε
2
(
1
3
+
2
45
(εr)2 + . . .
)(−y2dy1 + y1dy2)2 .
The crucial point in the above expression for the metric h of Hε is that
it takes the form
(86) hab = δab + ε
2fab ,
where fab are analytic functions in (y
1, y2) and ε2. In fact,
(87)
(−y2dy1 + y1dy2)2 = (r2δab − yayb) dyadyb ,
hence, by (85), (86) and (87),
(88) fab =
(
1
3
+
2
45
(εr)2 + . . .
)(
r2δab − yayb
)
.
That is,
fab = f(ε
2r2)
(
r2δab − yayb
)
, where f(x) =
1
3
+
2
45
x+ . . . .
4 Uniform Distribution of Screw Dislocations in 3d
The case of a uniform distribution of (3-dimensional) screw dislocations is
realized when the material manifold N is the Heisenberg group, see 1.1.2.
The corresponding metric
◦
n from (11) is isometric to the metric of a homo-
geneous but anisotropic space.
4.1 Anisotropic Energy Function
The symmetry of the problem in this case motivates the choice of an anisotropic
energy function e, since the dislocation lines have a preferred direction.
Therefore, in this model case, the crystalline structure cannot be eliminated
in favor of the Riemannian manifold (N , ◦n), in contrast to the 2-dimensional
case previously discussed.
The question of the right choice of energy per unit mass for the Heisenberg
group is investigated in the following. Consider the orthogonal transforma-
tion O of V, given by (X ′, Y ′, Z ′) = O(X,Y,Z) with
X ′ = cos θ ·X + sin θ · Y ,
Y ′ = − sin θ ·X + cos θ · Y ,(89)
Z ′ = Z .
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The commutation relations [X,Y ] = Z, [X,Z] = [Y,Z] = 0 are preserved
by this transformation since[
X ′, Y ′
]
= cos2 θ[X,Y ]− sin2 θ[Y,X] = (cos2 θ + sin2 θ) [X,Y ] = Z = Z ′ ,[
X ′, Z ′
]
= [Y ′, Z ′] = 0 .
Consider the metric m = φ∗g. Since m is symmetric, we have generally
six independent components in three dimensions. This also holds for γ, the
corresponding inner product on the crystalline structure:
γ =
(
γ¯AB θA
θTA ρ
)
,
where the six components are
γ¯AB = γAB A,B = 1, 2 ,
θA = γA3 A = 1, 2 ,
ρ = γ33 .
The energy density e depends on the variables (γ¯, θ, ρ). e must be invariant
under orthogonal transformations (89), that is e(γ¯, θ, ρ) = e(Oγ¯O˜,Oθ, ρ), for
any O given by (89). |θ|2 is such an invariant; together with the invariants
tr γ¯ and tr γ¯2, which are the same as in the two-dimensional case, we have
the following four invariants:
(90) tr γ¯ , tr γ¯2 , |θ|2 , ρ .
Thus, starting with six variables, we have eliminated two and are left with
an energy per unit mass of the form
e = e(µ1, µ2, |θ|2 , ρ) ,
where µ1,2 are the eigenvalues of γ¯AB with respect to
◦
γ¯AB in the XY -plane
(A,B = 1, 2).
We may choose in particular:
(91) e =
1
2
(
(µ1 − 1)2 + (µ2 − 1)2
)
+
α
2
|θ|2 + β
2
(ρ− 1)2 ,
which has a minimum at the identity γAB =
◦
γAB= δAB. It is not surprising
that the screw dislocations, which have a distinguished direction, break the
isotropy and we are lead to an anisotropic energy of the form (91), which is
invariant under the transformation (89).
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4.2 The Heisenberg Group as a Homogeneous Space
Let
(92) X =
∂
∂x
, Y =
∂
∂y
+ x
∂
∂z
, Z =
∂
∂z
be, as in Section 4, the basis for the Lie algebra V of the Heisenberg group.
We have the commutation relations
(93) [X,Y ] = Z , [X,Z] = [Y,Z] = 0 .
The basis of 1-forms (ξ, ζ, η) dual to X,Y,Z is
ξ = dx , ζ = dy , η = dz − xdy .
A left-invariant metric on the Heisenberg group is, up to isometries and an
overall scale factor, given by:
(94)
◦
n= ξ ⊗ ξ + ζ ⊗ ζ + e2βη ⊗ η ,
that is:
(95) ds2 = dx2 + dy2 + e2β(dz − xdy)2 ,
where β is a real constant. The metric (95) is called a Bianchi type VII
metric (for the classification into Bianchi types, see [12]). It represents a
homogeneous space which is not isotropic.
The inner product
◦
γ on V giving rise to the metric ◦n is given in the basis
(X,Y,Z) by:
◦
γ (X,X) =
◦
γ (Y, Y ) ,
◦
γ (Z,Z) = e2β ,
◦
γ (X,Y ) =
◦
γ (X,Z) =
◦
γ (Y,Z) = 0 .
Thus defining
(96) E1 = X , E2 = Y , E3 = e
−βZ ,
(EA : A = 1, 2, 3) is an orthonormal basis for
◦
γ:
(97)
◦
γAB :=
◦
γ (EA, EB) = δAB .
The dual basis is:
(98) ω1 = ξ , ω2 = ζ , ω3 = eβη .
In the following we shall denote the metric
◦
n by h. Thus, in terms of the
basis (ωA : A = 1, 2, 3) we have:
h =
∑
A
ωA ⊗ ωA .
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Now (N , h) being a homogeneous space, any point in N may be taken
as the origin. Consider a local coordinate system (ya : a = 1, 2, 3) on N
with origin a given point. Since in the Euclidean space E3 we may set up a
rectangular coordinate system (xi : i = 1, 2, 3), a mapping id is then defined
in the domain of the coordinate system on N by:
id(y1, y2, y3) = (y1, y2, y3) ∈ E3 ,
that is, id is expressed in the respective coordinate systems as the identity
mapping. Thus m, the pullback to N by id of the Euclidean metric δijdxi⊗
dxj is
m = δabdy
a ⊗ dyb
in the local coordinates (ya : a = 1, 2, 3) on N . The following problem
then arises in connection with the analytic method to be presented below:
given any point in N , find a local coordinate system (ya : a = 1, 2, 3) on
N with origin the given point such that γAB , the components at y of the
corresponding inner product on V in the basis (EA : A = 1, 2, 3), that is:
γAB(y) = mab(y)E
a
A(y)E
b
B(y) = δabE
a
A(y)E
b
B(y)
satisfy:
γAB(y)−
◦
γAB= O(|y|2) .
(Recall that
◦
γAB= δAB.) The solution is simply to set up Riemannian nor-
mal coordinates on (N , h) with origin the given point. For, the components
of h in such coordinates satisfy:
hab(y) = δab +O(|y|2) .
Since
hab(y)E
a
A(y)E
b
B(y) = δAB
identically, then
γAB(y)− δAB = (δab − hab(y))EaA(y)EbB(y) = O(|y|2) ,
as required.
5 Scaling Properties
5.1 The General Isotropic Case
Let N = Ω ⊂ Rn and φ(Ω) ⊂ En be the domain and the target space,
respectively, of the mapping φ with the same properties as in (47). We fix
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coordinates in N and also fix an origin in En. We may assume that the
coordinate origin in N is mapped by φ to the origin in En. Consider
φ˜(y) = lφ
(y
l
)
,
where l > 0 is a given positive constant. If U is a domain in En, we denote
by lU the domain {lx : x ∈ U}. Similarly for a domain in Rn. The domain
of φ˜ is Ω˜ = lΩ, and
φ˜ : Ω˜ = lΩ→ φ˜(Ω˜) = lφ(Ω) .
The change from φ to φ˜ induces a change from m to m˜ (and similarly for
the inverses) as follows
(99)
m˜ab(y) =
n∑
i=1
∂φ˜i(y)
∂ya
∂φ˜i(y)
∂yb
= mab
(y
l
)
,
(
m˜−1
)ab
(y) =
(
m−1
)ab (y
l
)
.
For, since φ˜i(y) = lφi
(y
l
)
, we have
(100)
∂φ˜i(y)
∂ya
= l
∂φi(y/l)
∂ya
1
l
=
∂φi(y/l)
∂ya
.
We consider here the case of an isotropic energy function. We have seen
that in this case the crystalline structure V can be eliminated in favor of a
Riemannian metric h.
Let us define a new metric h˜ on N by h˜ab(y) = hab
(y
l
)
. Note that h˜ is
not isometric to h. In the case of the toy energy function (81), we have (see
(114) below), √
det m˜
det h˜
S˜ab = 2
(
h˜−1
)ac (
h˜−1
)bd (
h˜cd − m˜cd
)
,
and similarly with h˜, m˜, S˜ replaced by h, m, S. Using (99) we then obtain:
(101) S˜ab(y) = Sab
(y
l
)
.
Now the equations (71) transform as follows. From the definition of the
covariant derivative, we have
(102)
m
∇bSab = ∂S
ab
∂yb
+
m
ΓabcS
bc +
m
ΓbacS
ac ,
where
m
Γabc are the Christoffel symbols with respect to m defined by
(103)
m
Γabc =
1
2
(m−1)ad
(
∂mbd
∂yc
+
∂mcd
∂yb
− ∂mbc
∂yd
)
,
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as well as analogous expressions for
m˜
∇bS˜ab and
m˜
Γabc. From (99) and (101) we
then obtain
(104)
∂m˜bc
∂yd
(y) =
1
l
∂mbc
∂yd
(y
l
)
and
∂S˜ab
∂yb
(y) =
1
l
∂Sab
∂yb
(y
l
)
,
and, consequently, from (103),
(105)
m˜
Γabc(y) =
1
l
m
Γabc
(y
l
)
.
We conclude, using (102) with (104) and (105),
m˜
∇bS˜ab(y) = 1
l
(
m
∇bSab
)(y
l
)
.
So, if φ is a solution relative to h and Ω, φ˜ is a solution relative to h˜ and
Ω˜, the tangent plane to Ω˜ = lΩ at the point ly ∈ ∂Ω˜ being parallel to the
tangent plane to ∂Ω at y relative to the linear structure of Rn ⊃ Ω.
If (EA : A = 1, . . . , n) is an orthonormal frame field for h then (E˜A : A =
1, . . . , n), with E˜A defined by
E˜aA(y) = E
a
A
(y
l
)
,
is an orthonormal frame field for h˜. Also, using a formula similar to (105)
with h in the role of m, we deduce
R˜abcd(y) = l
−2Rabcd
(y
l
)
.
It follows that, if KΠ is the sectional curvature of h corresponding to the
plane Π at y and K˜Π˜ is the sectional curvature of h˜ corresponding to the
plane Π˜ at y˜ = Sly = ly, where Π˜ = dSl(Π) (Sl the scaling map), then
K˜Π˜ = l
−2KΠ .
5.2 The 2d Case
Consider the two-dimensional case. The metric of the hyperbolic plane of
curvature −ε2 is given in Riemannian normal coordinates by:
hab = δab + ε
2fab(y) ,
fab(y) = f(ε
2r2)lab(y) ,
lab(y) = δabr
2 − yayb ,
and f(z) is an entire function with f(0) = 13 .
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We now consider the metric h˜, the components of which in the above
coordinates are: h˜ab(y) = hab(y/l). We have:
h˜ab(y) = δab + ε
2fab
(y
l
)
,
fab
(y
l
)
= f
(
ε2
r2
l2
)
1
l2
lab(y) ,
therefore,
h˜ab(y) = δab + ε˜
2f
(
ε˜2r2
)
lab(y) = δab + ε˜
2f˜ab(y) ,
where ε˜ = ε/l and f˜ab(y) is fab(y) with ε replaced by ε˜. While the curvature
K of h is −ε2, the curvature K˜ of h˜ is
−ε˜2 = −ε
2
l2
.
Given a domain Ω1, we shall show in Part III below that there is a ε1 > 0
such that we can solve equations (71) for all 0 < ε < ε1. Let φ1,ε be
the solution corresponding to Ω1 and ε ∈ (0, ε1). Ω1 is a domain in the
hyperbolic plane of curvature −ε2. We define φl,ε/l by
(106) φl,ε/l(y) = lφ1,ε
(y
l
)
.
This is the solution corresponding to the domain Ωl = lΩ1 in the hyperbolic
plane of curvature −ε2/l2.
Choosing then l = ε we have from (106)
φl,1(y) = lφ1,l
(y
l
)
= lφ1,ε
(y
l
)
a solution of the problem for the domain Ωl := lΩ1 = εΩ1 in the hyperbolic
plane of curvature −ε2/l2 = −1, that is, the standard hyperbolic plane. In
conclusion, once we have a solution for the domain Ω1 and curvature −ε2,
we automatically have a solution for the smaller (rescaled) domain Ωl = εΩ1
and curvature −1.
Consider the stress T ij and its rescaled version T˜ ij at the respective points
in Euclidean space. From (101) and (100) we conclude:
T ij (φ(y)) = Sab(y)
∂φi(y)
∂ya
∂φj(y)
∂yb
,
T˜ ij
(
φ˜(y)
)
= S˜ab(y)
∂φ˜i(y)
∂ya
∂φ˜j(y)
∂yb
= Sab
(y
l
) ∂φi(y/l)
∂ya
∂φj(y/l)
∂yb
= T ij
(
φ
(y
l
))
.
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The rescaled stress T˜ at the rescaled point φ˜(y) is thus the same as the
original stress T at the point φ(y/l).
5.3 The 3d Case
Let (EA : A = 1, . . . , 3) be the vectorfields (96) that satisfy the commutation
relations [E1, E2] = e
βE3, [E1, E3] = [E2, E3] = 0 and (ω
A : A = 1, . . . , 3)
the dual 1-forms (98), so that
(107) h =
3∑
A=1
ωA ⊗ ωA , hAB = h(EA, EB) = δAB .
We introduce Riemannian normal coordinates (ya : a = 1, 2, 3) for h at a
given point in N , which we take as the origin. The components of the metric
h in these coordinates are of the form:
(108) hab(y) = δab + ǫab(y) , ǫab(y) = O(|y|2) .
Let id be the identity map defined in Section 4.2 and m the pullback by id
of the Euclidean metric δijdx
i⊗ dxj . Then the components mab of m in the
coordinates (ya : a = 1, 2, 3) are simply mab = δab and the corresponding
inner product on V, which depends on y, is given by:
γAB(y) := γ(y)(EA, EB)
= mab(y)E
a
A(y)E
b
B(y)
= δabE
a
A(y)E
b
B(y)
= (hab(y)− ǫab(y))EaA(y)EbB(y)
= δAB − ǫAB(y) ,
where ǫAB(y) = ǫab(y)E
a
A(y)E
b
B(y) = O(|y|2).
We now dilate the Heisenberg group metric h by the factor l > 1, i.e. we
set:
h˜ = l2h , h˜(EA, EB) = l
2h(EA, EB) = l
2δAB .
Define now E˜A = l
−1EA, so
h˜(E˜A, E˜B) = δAB ,
that is (E˜A : A = 1, 2, 3) is an orthonormal frame field relative to h˜. We
denote by
◦˜
γ the corresponding inner product on V, i.e. ◦˜γ(E˜A, E˜B) = δAB .
Remark that the commutation relations of the frame field (E˜A : A = 1, 2, 3)
read
[E˜1, E˜2] = l
−1E˜3 , [E˜1, E˜3] = [E˜2, E˜3] = 0 .
D. CHRISTODOULOU AND I. KAELIN 49
Now:
h˜ = l2h = l2hab(y)dy
a ⊗ dyb .
Set y˜a = lya, then h˜ = h˜ab(y˜)dy˜
a ⊗ y˜b and hence
(109) h˜ab(y˜) = hab
(
y˜
l
)
.
Consider the geodesic ray through the origin of the coordinate system ya:
ya = λat , y˜a = λ˜at where λ˜a = lλa .
For the Christoffel symbols of the metric h with respect to the coordinates
ya we have:
Γabc(λt)λ
bλc = 0 .
But from (105),
Γ˜abc(y˜) =
1
l
Γabc
(
y˜
l
)
,
hence:
(110) Γ˜abc(λ˜t)λ˜
bλ˜c =
1
l
Γabc(λt)l
2λbλc = 0 .
Thus (y˜a : a = 1, 2, 3) are Riemannian normal coordinates for h˜.
We remark that the mapping id defined in Section 4.2 depends on the
choice of local coordinates in N . Let us denote by i˜d the mapping associated
to the coordinates (y˜a : a = 1, 2, 3), reserving the notation id for the mapping
associated to the original coordinates (ya : a = 1, 2, 3). Let m˜ be the
pullback of the Euclidean metric δijdx
i ⊗ dxj by i˜d. Then the components
m˜ab of m˜ in the coordinates (y˜
a : a = 1, 2, 3) are again simply m˜ab = δab.
Now, by (108) and (109),
h˜ab(y˜) = δab + ǫ˜ab(y˜) ,
where
ǫ˜ab(y˜) = ǫab
(
y˜
l
)
.
Therefore:
ǫ˜ab(y˜) = O
(
l−2|y˜|2) ,
and we obtain, in analogy with the above:
γ˜AB(y˜) := γ˜(y˜)(E˜A, E˜B)
= m˜ab(y˜)E˜
a
A(y˜)E˜
b
B(y˜)
= δabE˜
a
A(y˜)E˜
b
B(y˜)
=
(
h˜ab(y˜)− ǫ˜ab(y˜)
)
E˜aA(y˜)E˜
b
B(y˜)
= δAB − ǫ˜AB(y˜) ,
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where ǫ˜AB(y˜) = ǫ˜ab(y˜)E˜
a
A(y˜)E˜
b
B(y˜) = O(l
−2 |y˜|2). Here E˜aA are the compo-
nents of the vectorfield E˜A in the coordinate system (y˜
a : a = 1, 2, 3).
Let now Ω˜ be a fixed domain in the y˜ coordinates containing the origin.
Let φ˜ be a solution of the boundary value problem
(111)
{
m˜
∇bS˜ab = 0 : in Ω˜ ,
S˜abM˜b = 0 : on ∂Ω˜ ,
such that φ˜ takes the y˜ coordinate origin in N to the x coordinate origin in
E3. In (111) S˜ab = π˜ABE˜aAE˜
b
B and, by definition,√
det γ˜
det
◦˜
γ
π˜AB = −2 ∂e˜
∂γ˜AB
.
Since h˜ = h˜ab(y˜)dy˜
a ⊗ dy˜b and ya = l−1y˜a we have
h = l−2h˜ = l−2h˜ab(y˜)dy˜
a ⊗ dy˜b = h˜ab(ly)dya ⊗ dyb ,
hence hab(y) = h˜ab(ly). We now consider the rescaled (smaller) domain
Ω = {y = l−1y˜, y˜ ∈ Ω˜} and define the mapping
φ(y) = l−1φ˜(ly) : ∀y ∈ Ω .
The pullback by φ of the Euclidean metric is m, the components of which
in the ya coordinates are
mab(y) = δij
∂φi
∂ya
(y)
∂φj
∂yb
(y) .
Since
∂φi
∂ya
(y) =
∂φ˜i
∂y˜a
(y˜) ,
we have mab(y) = m˜ab(y˜).
Hence, the corresponding inner product on V, γAB(y) = γ(y)(EA, EB) in
terms of the original basis (EA : A = 1, 2, 3), is:
γAB(y) = mab(y)E
a
A(y)E
b
B(y) = m˜ab(y˜)E˜
a
A(y˜)E˜
b
B(y˜) = γ˜AB(y˜) .
For,
E˜aA(y˜)
∂
∂y˜a
= l−1EaA(y)
∂
∂ya
,
hence E˜aA(y˜) = E
a
A(y). For the stress tensors in both coordinate systems we
have πAB(γ(y)) = π˜AB(γ˜(y˜)) because intrinsically e˜(γ˜) = e(γ). Therefore:
S˜ab(y˜) = π˜AB(γ˜(y˜))E˜aA(y˜)E˜
b
B(y˜) = π
AB(γ(y))EaA(y)E
b
B(y) = S
ab(y) ,
which shows that the stress is scaling invariant, as expected.
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Remark II.3. The energy per unit mass e is a function of the configuration
γ, an inner product on V. However, when representing e as a function of the
components γAB of γ in a basis (EA : A = 1, . . . , n), which is orthonormal
relative to
◦
γ, e in this representation depends indirectly on
◦
γ.
Consider the equations in (111). Starting from m˜ab(y˜) = mab(y),
∂m˜ab
∂y˜c
(y˜) = l−1
∂m˜ab
∂yc
(y˜) = l−1
∂mab
∂yc
(y) ,
the Christoffel symbols Γcab transform accordingly
(112)
m˜
Γcab(y˜) = l
−1
m
Γcab(y) .
Since we have
(113)
∂S˜ab
∂y˜c
(y˜) = l−1
∂Sab
∂yc
(y) ,
we finally obtain, using (112), (113),(
m˜
∇bS˜ab
)
(y˜) =
∂S˜ab
∂y˜b
(y˜) +
m˜
Γabc(y˜)S˜
bc(y˜) +
m˜
Γbac(y˜)S˜
ac(y˜) = l−1
(
m
∇bSab
)
(y) .
Therefore, once we have a solution for the equation in the y˜ coordinates, we
immediately obtain the solution for the original equation and the boundary
condition is also satisfied since M˜a(y˜) =Ma(y).
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Part III The Analysis of Equilibrium
Configurations
1 Stress Tensor
We will now show that the stress tensor S on the material manifold N is
given by
(114)
√
detm
det
◦
n
Sab = −2 ∂e
∂mab
.
Recall first the definition (49) of the thermodynamic stress π on the crys-
talline structure V
(115)
√
det γ
det
◦
γ
πAB = −2 ∂e
∂γAB
,
where we have made use of the definition of the volume V (γ) =
√
det γ
det
◦
γ
in
the frame (E1, . . . , En) satisfying ω(E1, . . . , En) = 1,
◦
γAB= δAB (so in fact
det
◦
γ= 1).
Now, from (57) we have
∂e
∂mab
=
∂e
∂γAB
∂γAB
∂mab
=
∂e
∂γAB
EaAE
b
B ,
hence, with E(y) = ω(y)−1,
(116)
∂e
∂γAB
=
∂e
∂mab
ωAa ω
B
b ,
and finally, using (58), (115), (116) and the equality
(117)
detm
det
◦
n
=
det γ
det
◦
γ
,
we obtain:√
detm
det
◦
n
SabωAa ω
B
b =
√
det γ
det
◦
γ
πAB = −2 ∂e
∂γAB
= −2 ∂e
∂mab
ωAa ω
B
b ,
which directly implies (114). The equality (117) is a special case of the
following proposition which applies to the isotropic case.
Proposition III.1. The eigenvalues λ1, . . . , λn of γ with respect to
◦
γ coin-
cide with the eigenvalues of m with respect to
◦
n.
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Proof. We define A(y) ∈ L(V,V) by
◦
γ (A(y)Y1, Y2) = γ(y)(Y1, Y2) : ∀Y1, Y2 ∈ V .
Hence A(y)EB = A
A
B(y)EA, where
AAB(y) = (
◦
γ
−1
)ACγBC(y) .
Thus λ1, . . . , λn are the eigenvalues of A.
Similarly, we define B(y) ∈ L(TyN , TyN ) by
◦
n (B(y)Y1,y, Y2,y) = m(y)(Y1,y, Y2,y) : ∀Y1,y, Y2,y ∈ TyN .
and using B(y) ∂∂ya
∣∣∣
y
= Bba(y)
∂
∂yb
∣∣∣
y
, we want to express A(y) in terms of
B(y).
Since the evaluation map ǫy is an isomorphism from V to TyN for each
y ∈ N , we have
A(y) = ǫ−1y ◦B(y) ◦ ǫy .
Hence, using EB(y) = E
b
B(y)
∂
∂yb
∣∣∣
y
,
AAB(y)EA = A(y)EB = ǫ
−1
y (B(y)EB(y))
= ǫ−1y
(
EbB(y)B
a
b (y)
∂
∂ya
∣∣∣∣
y
)
= EbB(y)B
a
b (y)ω
A
a (y)EA ,
we conclude
A(y) = E(y)B(y)ω(y) = ω(y)−1B(y)ω(y) , E(y) = ω(y)−1 ,
i.e. the linear mappingsA(y) andB(y) are conjugate and therefore λ1, . . . , λn
are also the eigenvalues of B(y). 
Let us now calculate the stress tensor Sab corresponding to the toy energy
(80). Here, we denote
◦
n by h, the metric of the hyperbolic plane that is the
metric of the material manifold for a uniform distribution of elementary edge
dislocations. Recall that
e =
1
2
(
(λ1 − 1)2 + (λ2 − 1)2
)
=
1
2
(
λ21 + λ
2
2 − 2(λ1 + λ2) + 2
)
=
1
2
trh(m
2)− trhm+ 1
=
1
2
(
h−1
)ac (
h−1
)bd
mabmcd −
(
h−1
)ab
mab + 1 .
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Then:
(118)
√
detm
deth
Sab = −2 ∂e
∂mab
= −2
((
h−1
)ac (
h−1
)bd
mcd −
(
h−1
)ab)
,
or,
(119) Sab = 2
√
det h
detm
(
h−1
)ac (
h−1
)bd
(hcd −mcd) .
The physical interpretation of (119) is the following:
i) If m is smaller than h then the stress is positive,
ii) if m is larger than h then the stress is negative.
Recall that a quadratic form q = h − m on TyN is said to be positive
(negative) if, for all v ∈ TyN ,
q(v, v) > 0 (< 0) : ∀v 6= 0 .
2 Setup and Method in 2d
As was shown in Part I, Section 1.1.1, the material manifold N for the case
of a uniform distribution of edge dislocations in two dimensions is given by
the affine group, and a left-invariant metric on N gives N the structure of
the hyperbolic plane Hε of curvature −ε2.
To solve the problem in this case, we fix an origin in Hε and set up
Riemannian normal coordinates (ya : a = 1, 2) as in Section 4.2 of Part
II. Let Ω be any smooth bounded domain in these coordinates, containing
the origin. Note that as ε → 0, Hε|Ω tends to H0|Ω, where H0 = E is the
Euclidean plane. We also choose an origin and set up rectangular coordinates
(xi : i = 1, 2) in E. An identity mapping
(120)
id : Hε → E
(y1, y2) 7→ (x1, x2) = (y1, y2)
is then defined as in Section 4.2 of Part II.
We now restrict the allowed mappings φ : Ω ⊂ Hε → E by the following
two requirements. First, φ should map the origin in Hε into the origin in E.
Second, dφ(0) should map the vector ∂
∂y1
∣∣∣
0
into a vector of the form λ ∂
∂x1
∣∣
0
for some λ > 0. By virtue of this restriction, the identity mapping (120)
(restricted to Ω) is for ε = 0 the unique minimizer of our toy energy e from
(80).
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Remark III.1. The restriction is needed to ensure uniqueness. Otherwise,
composition on the left with a rigid motion of E gives another minimizer.
The appropriate restriction in the three dimensional case will be stated below
in Section 3.1. Analogously, it can be formulated in any number of space
dimensions. Thus uniqueness is ensured in general. The argument of Part
I, Section 3.2 applies with the hyperbolic plane Hε and the Euclidean plane
replaced by the n-dimensional hyperbolic space Hnε and the n-dimensional
Euclidean space. This is as long as the toy energy (80) is considered.
From (71) and (74) the system of partial differential equations and the
corresponding boundary conditions for the static problem of a uniform dis-
tribution of edge dislocations in n = 2 dimensions is of the form
Fε [φ] = 0 ,
where
(121) Fε [φ] =
(
m
∇bSab
SabMb
)
.
We linearize the equations at the identity mapping, which is a solution for
ε = 0. First, we solve the linearized problem using the theorem of Lax-
Milgram (as in [2]). An iteration will then show that there exists a solution
to the nonlinear problem for sufficiently small ε, and, therefore, by the
scaling argument of Section 5 of Part II, that there is a mapping from a
rescaled domain Ω˜ in the standard hyperbolic plane H1 = H of curvature
−1 to the Euclidean plane, φ : Ω˜ ⊂ H → E, satisfying the conditions of the
problem.
We set φ = id+ψ, where ψ is a small deviation from the identity mapping.
We have:
F0 [id] = 0 .
In a neighborhood of the identity Fε is of the form
Fε [φ] = Fε [id] +DidFε · ψ +Nε[ψ] ,
where Nε[ψ] is to leading order quadratic in ψ. We denote by Lε the lin-
earized operator DidFε. Then Fε [φ] = 0 reads
(122) Lε · ψ = −Fε [id]−Nε[ψ] .
We will solve this by an iteration starting at ψ0 = 0. In the first step of the
iteration we have the linearized equations
(123) Lε · ψ1 = −Fε [id] .
The term −Fε [id] in (122), (123) can be interpreted as a source term.
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A possible approach to the problem is to study the iteration
(124) Lε · ψn+1 = −Fε [id]−Nε[ψn]
and show that ψn converges to a solution ψ = φ− id of (122), provided that
we choose ε appropriately small. However, we follow a different approach.
Adding L0 · ψ on both sides of (122) yields
L0 · ψ = − (Lε − L0) · ψ − Fε[id]−Nε[ψ] .
What we actually do is to consider the iteration
(125) L0 · ψn+1 = − (Lε − L0) · ψn − Fε[id]−Nε[ψn] .
Note that while both (124), (125) are linear in the next iterate ψn+1, in
(124) the operator Lε which refers to Hε acts on ψn+1 whereas in (125) the
operator which refers to H0 = E acts on ψn+1.
In (125), Lε −L0 is a pair of linear operators, a second order operator in
Ω and a first order operator on ∂Ω. The coefficients of these operators are
of order ε2, which we may write symbolically in the form:
(126) Lε − L0 ∼ ∂ (h− δ) = ε2∂f ,
since, from (86), h− δ = ε2f .
The iteration (125) starts also with ψ0 = 0. Then, setting n = 0 in (125),
we have:
(127) L0 · ψ1 = −Fε[id] ,
thus, taking into account the fact that deth = 1 + O(ε2), (119) implies
Sab(id) = −2ε2 fab|ε=0 + O(ε4). It follows that ψ1 is of order ε2. This is
step one of the iteration, the linear level.
For n ≥ 1, taking the difference between (125) and the same with n
replaced by n− 1, we obtain
L0 · (ψn+1 − ψn) = − (Lε − L0) · (ψn − ψn−1)− (Nε[ψn]−Nε[ψn−1]) .
In view of (126) and the fact that Nε[ψ] is to leading order quadratic in
ψ, for sufficiently small ε, contraction will hold and ψn will converge to a
solution ψ of (122). Thus φ = id+ ψ solves the problem (121).
Consider now the equations in (121). To analyze the problem at the
linearized level, we consider the variation m˙ab of the metric mab at the
identity mapping id. Setting
(128) φi = yi + sψi ,
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and recalling that
mab(y) =
∂φi(y)
∂ya
∂φi(y)
∂yb
,
we obtain:
(129)
m˙ab =
d
ds
∣∣∣∣
s=0
[(
δia + s
∂ψi
∂ya
)
·
(
δib + s
∂ψi
∂yb
)]
=
∂ψi
∂ya
δib+δ
i
a
∂ψi
∂yb
=
∂ψb
∂ya
+
∂ψa
∂yb
.
Hence, m˙ab is the Lie derivative of the metric δab on Hε (the pullback by id
of the metric δij on E) with respect to the vectorfield ψ
a ∂
∂ya on Hε (which
the push-forward by id takes to the vectorfield ψi ∂
∂xi
on E).
3 Analogous Geometric Linear Problem
In the work on the stability of the Minkowski space-time [6], a linear geo-
metric problem was studied analogous to the linear problems in (124) and
(125).
Let (M,g) be a compact Riemannian manifold with boundary ∂M and
X a vectorfield on M . We set
(130) π = LXg , πij = ∇iXj +∇jXi , Xi = gijXj ,
the Lie derivative of the metric g along X, a symmetric 2-covariant tensor-
field on M . The variation of π with respect to X reads:
(131) π˙ij = ∇iX˙j +∇jX˙i .
We consider the problem of free minimization of the action integral
(132) A =
∫
M
(
1
4
|π|2g + ρiXi
)
dµg −
∫
∂M
τ iXi dµg|∂M .
Here ρ is a given vectorfield on M and τ is a given vectorfield along ∂M . In
mechanical terms ρ is the body force and τ the boundary force.
The first variation of (132), using (131), is
(133) A˙ =
∫
M
(
πij∇jX˙i + ρiX˙i
)
dµg −
∫
∂M
τ iX˙i dµg|∂M .
For variations of Xi which vanish near the boundary we have
A˙ = −
∫
M
(∇jπij − ρi) X˙idµg ,
and requiring A˙ = 0 for such variations yields the Euler-Lagrange equations:
(134) ∇jπij = ρi : in M .
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Requiring then A˙ = 0 for arbitrary variations:
−
∫
∂M
τ iX˙i dµg|∂M =
∫
∂M
(
πijNj − τ i
)
X˙i dµg|∂M = 0 ,
yields the boundary conditions:
(135) πijNj = τ
i : on ∂M .
The equations (134), together with the boundary conditions (135), corre-
spond to the linearized boundary value problem (126) corresponding to a
crystalline solid with a uniform distribution of dislocations in equilibrium if
we identify (Ω, m˙, id∗δ) with (M,π, g), δ being the Euclidean metric.
We proceed in showing self adjointness of the above operators in the
following sense. Let Y be a vectorfield on M , σ = LY g, i.e.
(136) σij = ∇iYj +∇jYi = σji , Yi = gijY j .
Then we have by repeated partial integration using (130),
〈Y,∇ · π〉L2(M) − 〈Y, π ·N〉L2(∂M) = 〈X,∇ · σ〉L2(M) − 〈X,σ ·N〉L2(∂M) .
Suppose now that Y is a Killing field, i.e. σ = LY g = 0. Then we have by
(134), (135) and (136)∫
M
Yiρ
i =
∫
M
Yi∇jπij = −1
2
∫
M
σijπ
ij +
∫
∂M
Yiπ
ijNj =
∫
∂M
Yiτ
i ,
since σij = 0 on M . Thus the integrability condition reads:
(137)
∫
M
Yiρ
i =
∫
∂M
Yiτ
i .
This condition guarantees the existence of a solution for the boundary value
problem (134), (135) by the theorem of Lax-Milgram.
3.1 Uniqueness of the Solution
In fact, the solution is unique up to an additive Killing field. For, if we
take two solutions X1 and X2 of (134) with (135), their difference X =
X1 − X2 satisfies the homogeneous equation of (134), i.e. ρ = 0 with zero
boundary conditions, (135) for τ = 0. Therefore, we have, setting π = LXg,
∇j
(
πijXi
)
= πij∇jXi,
A =
1
4
∫
M
|π|2 = 1
2
∫
M
πij∇jXi = 1
2
∫
M
∇j
(
πijXi
)
.
Using Gauss’s theorem we obtain:
A =
1
2
∫
M
∇j
(
πijXi
)
=
1
2
∫
∂M
(
πijNj
)︸ ︷︷ ︸
=0
Xi = 0 .
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It follows that π = 0, and thus X = X1 − X2 is a Killing field, i.e. the
solutions X1,X2 only differ by a Killing field.
For our problem, where (M,g) is isometric to a domain in the Euclidean
plane, recalling the restriction
φ(0) = 0 ,
dφ(0) · ∂
∂y1
∣∣∣∣
0
= λ
∂
∂x1
∣∣∣∣
0
,
we obtain, setting
φi(x) = yi + sXi(y) ,
the conditions
sXi(0) = 0 ,
δi1 + s
∂Xi
∂y1
(0) = λ(s)δi1 .
Taking then the derivative with respect to s at s = 0 yields the linearized
conditions:
Xi(0) = 0 ,(138)
∂Xi
∂y1
(0) = µδi1 ,(139)
where µ = λ˙(0). The second of the above conditions is
∂X2
∂y1
(0) = 0 .
Substituting the general form of a Killing field,
Xi = αijy
j + βi , αij = −αji ,
it follows from the first condition (138) that βi = 0, and from the second
condition (139) that α21 = 0, hence α
i
j = 0, i.e. X = 0. So the solution of
the linearized problem is in fact unique.
We remark that in three dimensions, one must add, for uniqueness, the
condition that
dφ(0) · ∂
∂y2
∣∣∣∣
0
is a vector at the origin contained in the plane spanned by ∂
∂x1
∣∣
0
and ∂
∂x2
∣∣
0
.
This can always be arranged by a suitable rotation in three-dimensional
Euclidean space. Thus
dφ(0) · ∂
∂y2
∣∣∣∣
0
= λ1
∂
∂x1
∣∣∣∣
0
+ λ2
∂
∂x2
∣∣∣∣
0
.
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At the linearized level, this additional condition gives:
(140)
∂Xi
∂y2
(0) = µ1δ
i
1 + µ2δ
i
2 ,
where µ1 = λ˙1(0), µ2 = λ˙2(0). Setting i = 3 in (140), we have:
∂X3
∂y2
(0) = 0 ,
while the conditions from (139) read
∂X2
∂y1
(0) =
∂X3
∂y1
(0) = 0 .
Hence, if X is a Killing field,
α21 = α
3
1 = 0 and α
3
2 = 0 ,
or, taking into account that also βi = 0 (i = 1, . . . , 3), we conclude that
X = 0.
4 The Linear Problem
The unknown of the problem being the mapping φ : Ω → E, the pullback
metric m = φ∗δ depends on φ according to:
mab[φ](y) =
∑
i
∂φi(y)
∂ya
∂φi(y)
∂yb
.
Since mab(id) = δab, and φ = id+ ψ, i.e. φ
i = yi + ψi(y), we have:
mab = δab + m˙ab + µab[ψ] , where m˙ab =
∂ψb
∂ya
+
∂ψa
∂yb
and µab[ψ] is quadratic in ψ. It follows from (125), together with (126), that
ψ = O(ε2) at the linear level, whence ψ2 = O(ε4). Furthermore, from the
expansion of the hyperbolic metric in rectangular coordinates we have
hab = δab + ε
2lab +O(ε
4) ,
where lab = fab|ε=0.
Linearizing the operator Fε from (121) at the identity mapping, L0ψ =
DidF0 · ψ, we find:
L0ψ =
{ −2∂bm˙ab : in Ω ,
−2m˙abMb : on ∂Ω ,
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with m˙ab as above. Moreover, for φ = id we have, mab = δab,
m
∇b = ∂∂yb .
Hence:
(141)
1
2
Sab(id) =
√
deth
(
h−1
)ac (
h−1
)bd
(hcd −mcd) = ε2lab +O(ε4) ,
where we have made use of√
det h =
√
det(δ + ε2l) = 1 +O(ε2) .
Therefore,
Fε(id) =
{
∂bS
ab(id) = 2ε2∂bl
ab +O(ε4) : in Ω ,
Sab(id)Mb = 2ε
2labMb +O(ε
4) : on ∂Ω .
Thus, dropping terms of O(ε4) in Fε(id) which come from the O(ε
4) terms in
(141), the linearized problem (127) reduces to the boundary value problem
(142)
{ ∂
∂yb
(
m˙ab − ε2lab
)
= 0 : in Ω ,(
m˙ab − ε2lab
)
Mb = 0 : on ∂Ω .
We consider the following problem analogous to (142):
(143)
{ ∇j (πij − σij) = 0 : in M ,(
πij − σij)Nj = 0 : on ∂M ,
where πij = (LXg)ij, σij is a given symmetric 2-covariant tensorfield on M ,
Nj is a covector whose null space is the tangent plane TxM at x ∈ ∂M , and
N i = (g−1)ijNj is the corresponding outer unit normal vector to ∂M .
To obtain the solution of (143), we find a vectorfield X˜ such that π˜ = LX˜g
satisfies
(144)
(
π˜ij − σij)Nj = 0 : on ∂M .
We define X ′ = X − X˜ and π′ = LX′g = LXg − LX˜g = π − π˜, to obtain
from (144) and the boundary conditions of (143):
(π′)ijNj =
(
πij − π˜ij)Nj = (πij − σij)Nj = 0 : on ∂M .
Defining the vectorfield ρ in M by ρi = ∇j
(
σij − π˜ij), the problem then
reduces to: { ∇j(π′)ij = ρi : in M ,
(π′)ijNj = 0 : on ∂M .
This is of the same form as (143), but with zero boundary conditions. To
see whether this problem has a solution, we need to check the integrability
condition (137) (i.e. orthogonality to the Killing fields in the L2 sense). Here,
the boundary terms vanish since we have zero boundary conditions and it
remains for us to show that ∫
M
ξiρ
idµg = 0 ,
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for all Killing fields ξ. We have:∫
M
ξiρ
idµg =
∫
M
ξi∇j
(
σij − π˜ij) dµg
=
∫
∂M
ξi
(
σij − π˜ij)Nj dµg|∂M − ∫
M
∇jξi
(
σij − π˜ij) dµg = 0 ,
where the first term is zero due to (144) (that is, the choice of X˜), and the
second one vanishes by virtue of the fact that ξ is a Killing field,
∇jξi
(
σij − π˜ij) = 1
2
(∇iξj +∇jξi)
(
σij − π˜ij) = 0 .
By applying the Lax-Milgram theorem as in [2], we conclude that there is
a solution X to the generalized linear problem which is unique up to an
additive Killing field. Thus, also the linear case of the original problem
(142), viewed as a special case of the above, has a unique solution up to an
additive Euclidean Killing field.
5 The Nonlinear Case
We will show that the nonlinear system (121) is solvable in Ω under a certain
smallness assumption on the parameter ε. Let us first state the nonlinear
case of the original problem (P ), again.
(145) (P )
{
m
∇bSab = 0 : in Ω ,
SabMb = 0 : on ∂Ω ,
where Sab is given by (119) and Mb is a covector whose null space is the
tangent plane TyΩ at y ∈ ∂Ω. The orientation may be defined byMbXa > 0,
whenever Xb is a vector pointing to the exterior of Ω. Ma = (m−1)abMb
is the outer normal to ∂Ω. The strategy for solving the problem (P ) is
the following. We set up an iteration scheme, where the first step is the
linearized problem. By the result for problem (143), the linearized problem
is solvable because the integrability condition is automatically satisfied. The
integrability condition of the iteration can then be satisfied by applying a
doping technique similar to the one in [9].
5.1 Iteration
We first study the iteration scheme. For the analogous (generalized) problem
(AP ) we have from (125), (145) (now written in terms of the coordinates ya
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on Ω, and π denoting the linearized metric m˙):
(146) (AP )
{
∂πabn+1
∂yb
= ρan : in Ω ,(
πabn+1 − σabn
)
Mb = 0 : on ∂Ω ,
where
πabn+1 =
∂ψbn+1
∂ya
+
∂ψan+1
∂yb
.
Now we set ψ′n+1 = ψn+1 − ψ˜n+1, where the ψ˜-part satisfies the boundary
conditions, i.e.
(147)
(
π˜abn+1 − σabn
)
Mb = 0 ,
and we have a modified problem (AP ′) with zero boundary conditions
(AP ′)
{
∂π
′ ab
n+1
∂yb
= ρan − ∂π˜
ab
n+1
∂yb
: in Ω ,
π
′ ab
n+1Mb = 0 : on ∂Ω .
The integrability condition, which yields existence of solutions of the prob-
lem by the Lax-Milgram theorem [7], now reads:
0 =
∫
Ω
ξa
(
ρan −
∂π˜abn+1
∂yb
)
=
∫
Ω
ξaρan −
∫
∂Ω
ξaπ˜abn+1Mb +
∫
Ω
π˜abn+1
∂ξa
∂yb
.
That is:
(148)
∫
Ω
ξaρan −
∫
∂Ω
ξaσabn Mb = 0 ,
for every Killing field ξ of a background Euclidean metric on Ω. This met-
ric is id∗δ, where δ is the Euclidean metric of E. The ya are rectangular
coordinates on Ω relative to this metric. In particular, Mb is a unit covector
relative to this Euclidean metric and the integral
∫
∂Ω is taken with respect
to the measure on ∂Ω corresponding to the metric (arc length if dimΩ = 2)
induced on ∂Ω by this Euclidean metric on Ω. In the above, we have made
use of (147) and the properties of ξ as a Killing field. In particular,
ξa = αaby
b + βa , αab = −αba ⇒
∂ξa
∂yb
= αab =
1
2
(
αba − αab
)
,
and thus the contraction of the symmetric tensors π˜abn+1, respectively σ
ab
n ,
with ∂ξ
a
∂yb
vanishes. In conclusion, the integrability condition at the n + 1
step of the iteration is (148).
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5.2 Killing Fields and Doping Technique
In n dimensional Euclidean space we have the following linearly independent
Killing fields:
i) n translations,
ii) n(n−1)2 rotations.
So the space of Killing fields on En is N dimensional, where
N = n+
n(n− 1)
2
=
n(n+ 1)
2
.
Let (ξA : A = 1, . . . , N) be a basis for the space of Killing fields. In the spirit
of [9], we have to modify ρ, that is the inhomogeneity on the right-hand side
of (146). This technique is called doping. We replace ρ by
ρ′ = ρ+
∑
A
cAξA ,
and require in accordance with (148) that
(149)
∫
Ω
ξA · ρ′ =
∫
∂Ω
ξA · σM : ∀A = 1, . . . , N ,
where σaM = σ
abMb. Since ∫
Ω
ξA · ξB =MAB
is positive definite, we obtain a linear system of equations for the coefficients
cA : A = 1, . . . , N as follows:∫
Ω
ξA ·ρ′ =
∫
Ω
ξA ·ρ+
∫
Ω
ξA
(∑
B
cBξB
)
=
∫
∂Ω
ξA ·σM : ∀A = 1, . . . , N ,
and thus∑
B
MABcB =
∫
∂Ω
ξA · σM −
∫
Ω
ξA · ρ =: σA : ∀A = 1, . . . , N .
The system
∑
BMABcB = σA can be solved, and there is a solution
(150) cA =
∑
B
(
M−1
)
AB
σB ,
MAB being positive definite, hence non-singular.
We reformulate the problem (AP ) as follows:
(151) (A˜P )
{
∂πabn+1
∂yb
= ρ
′ a
n : in Ω ,(
πabn+1 − σabn
)
Mb = 0 : on ∂Ω .
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Writing ψan+1 = X
a, ρ
′ a
n = ρ
′ a, σabn Mb = τ
a, (151) is of the form
(152)

∂
∂yb
(
∂Xb
∂ya +
∂Xa
∂yb
)
= ρ
′ a : in Ω ,(
∂Xb
∂ya +
∂Xa
∂yb
)
Mb = τ
a : on ∂Ω .
Under the restriction discussed above, which if X is a Euclidean Killing field
forces X to vanish identically, the linear system (152) has no kernel. The
following estimate then holds (see [1])
(153) ||X||Hs+2(Ω) ≤ C
{
||ρ′||Hs(Ω) + ||τ ||Hs+1/2(∂Ω)
}
, C = C(Ω) .
Applying this estimate to (151) and taking ε suitably small we can prove con-
traction of the sequence (ψn) in Hs+2(Ω) for s >
n
2 , Hs(Ω) and Hs−1/2(∂Ω)
being under this condition Hilbert algebras.
σn,A → σA
Cn,A → CA
in Hs(Ω) ρ
a
n → ρa
in Hs+1/2(∂Ω) σ
ab
n → σab
in Hs+1(Ω) π
ab
n+1 → πab
in Hs(Ω) ρ
′ a
n → ρ
′ a

for n→∞ ,
and, in the limit n→∞ we deduce in terms of the modified inhomogeneity
ρ′
(154)
{
∂πab
∂yb
= ρ
′ a : in Ω ,(
πab − σab)Mb = 0 : on ∂Ω .
We have:
(155) ρ
′ a = ρa +
∑
A
cAξ
a
A ,
and cA is given in terms of σA by (150). From (145), (154) and (155), we
find
(156)
{ m
∇bSab = ∂πab∂yb − ρa = ρ′a − ρa =: Xa : in Ω ,
SabMb = 0 : on ∂Ω .
We have to show that
Proposition III.2.
(157) Xa =
∑
A
cAξ
a
A = 0 : a = 1, . . . , n ,
if ε is suitably small.
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Proof. Let ξa be a Killing field of δab. We have:
(158)
∫
Ω
δabξ
aXbd2y =
∫
Ω
mabξ
aXbd2µm +O(ε
2 |X|∞) ,
where we say that a real-valued function Q(ε,X) is O(ε2 |X|∞), if there is
a constant C such that
|Q(ε,X)| ≤ Cε2 |X|∞ .
(158) holds because mab = δab+O(ε
2). Consider the vectorfield ζ on Ω, the
push-forward of which by φ to the Euclidean plane E coincides with ξ
ζa = ξi
∂ya
∂xi
,
[
ξi =
∂φi
∂ya
ζa
]
.
Then ζ is a Killing field of the metric m = φ∗δ on Ω. Hence:
(159)∫
Ω
mabζ
aXbdµm =
∫
Ω
ζa
m
∇bSabdµm = −
∫
Ω
m
∇bζaSabdµm+
∫
∂Ω
ζaS
abMb dµm|∂Ω ,
where ζa = mabζ
b. The integral on Ω in (159) vanishes because
m
∇bζaSab = 1
2
(
m
∇bζa +
m
∇aζb
)
Sab = 0 .
The integral on ∂Ω vanishes by virtue of the boundary condition in (156).
Then, since
ξa = ζa +O(ε2) ,
we deduce:
(160)
∫
Ω
δabξ
aXbd2y =
∫
Ω
mabζ
aXbdµm +O(ε
2 |X|∞) = O(ε2 |X|∞) .
However,
Xa =
∑
A
cAξ
a
A : a = 1, . . . , n ,
and since Killing fields are analytic functions, we have on a bounded domain
Ω:
(161) |X|∞ = Cmax
A
|cA| .
From (160),
(162)
∣∣∣∣∫
Ω
ξA ·X dny
∣∣∣∣ ≤ Cε2 |X|∞ .
But from the definition of X in (157),∫
Ω
ξA ·X dny =
∑
B
∫
Ω
ξAξBcB d
2y =
∑
B
MABcB = σA ,
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and hence, from (162),
(163) |σA| ≤ Cε2 |X|∞ .
On the other hand, we see from (150) that
(164) max
A
|cA| ≤ C˜max
A
|σA| ,
where C˜ = ||M−1||. Finally, using (161), (164) and (163), we obtain
|X|∞ = C1max
A
|cA| ≤ C2max
A
|σA| ≤ C3ε2 |X|∞ ,
which implies X ≡ 0 for ε sufficiently small (C3ε2 < 1). This finishes the
proof. 
Remark III.2. Concerning the regularity of the solution for C∞ domain Ω
(smooth boundary) the solution is also C∞. For, ψ ∈ Hs+2, s > n/2 implies
ψ ∈ Hs+3(Ω). Therefore, by induction, ψ ∈ Hk(Ω) for every k.
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