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PATTERN RECOGNITION ON ORIENTED MATROIDS:
SYMMETRIC CYCLES IN THE HYPERCUBE GRAPHS. II
ANDREY O. MATVEEV
Abstract. We present explicit descriptions of the decompositions of
vertices of a hypercube graph with respect to its distinguished symmetric
cycle.
1. Introduction
Let H(t, 2) be the hypercube graph with its vertex set {1,−1}t composed
of row vectors T := (T (1), . . . , T (t)) of the real Euclidean space Rt with
t ≥ 3. Vertices T ′ and T ′′ are adjacent in H(t, 2) if and only if there is a
unique element e ∈ Et := [t] := [1, t] := {1, . . . , t} such that T
′(e) = −T ′′(e).
The graph H(t, 2) can be regarded as the tope graph of the oriented ma-
troid H := (Et, {1,−1}
t) on the ground set Et, with the set of topes {1,−1}
t;
this oriented matroid is realizable as the arrangement of coordinate hyper-
planes in Rt, see, e.g., [1, Example 4.1.4].
We denote by T(+) := (1, . . . , 1) the positive tope of H; the negative tope
is the tope T(−) := −T(+). If T ∈ {1,−1}t and A ⊆ Et, then the tope −AT
by definition has the components
(−AT )(e) :=


1 , if e ∈ A and T (e) = −1 ,
−1 , if e ∈ A and T (e) = 1 ,
T (e) , otherwise .
If {a} is a one-element subset of Et, then we write −aT instead of −{a}T .
In this note, we describe explicitly the decompositions of topes T ∈ {1,−1}t
with respect to one distinguished symmetric 2t-cycle R := (R0, R1, . . . , R2t−1,
R0) in H(t, 2), which is defined as follows:
R0 := T(+) ,
Rs := −[s]R
0 , 1 ≤ s ≤ t− 1 ,
(1.1)
and
Rk+t := −Rk , 0 ≤ k ≤ t− 1 . (1.2)
Consider the nonsingular matrix
M := M(R) :=

 R0R1...
Rt−1

 ∈ Rt×t (1.3)
2 PATTERN RECOGNITION ON ORIENTED MATROIDS
whose rows are the topes given in (1.1). The ith row (M−1)i, 1 ≤ i ≤ t, of
the inverse matrix M−1 of M is
(M−1)i =
{
1
2 · (σ(i)− σ(i+ 1) ) , if i 6= t ,
1
2 · (σ(1) + σ(t) ) , if i = t ,
where σ(s) := (0, . . . , 1
↑
s
, . . . , 0) are vectors of the standard basis of Rt.
Recall that for any tope T ∈ {1,−1}t there exists a unique inclusion-
minimal subset Q(T,R) of the vertex set of the cycle R such that
T =
∑
Q∈Q(T,R)
Q ;
see [4, Sect. 11.1].
If we define the row vector x := x(T ) := x(T,R) ∈ {−1, 0, 1}t by
x := TM−1 ,
then
Q(T,R) = {xi ·R
i−1 : xi 6= 0}
and
|Q(T,R)| = |{i ∈ Et : xi 6= 0}| = ‖x(T )‖
2 ,
where ‖x‖2 := 〈x,x〉, and 〈·, ·〉 is the standard scalar product on Rt. We
have ‖x(T ) ·M‖2 = ‖T‖2 = t, and
∑
e∈Et
xe(T ) = 〈x(T ),T
(+)〉 = T (t); we
will see in Sect. 2 that if xt(T ) 6= 0, then T (t) = xt(T ).
In Proposition 2.4 of this note, we describe explicitly the vectors x(T,R)
associated with vertices T of the hypercube graph H(t, 2) and with its dis-
tinguished symmetric cycle R defined by (1.1)(1.2).
2. Separation sets, the negative parts, and the decompositions
of vertices of the hypercube graph
If T ′, T ′′ ∈ {1,−1}t are two vertices of the hypercube graph H(t, 2), then
T ′′ = T ′ − 2
∑
s∈S(T ′,T ′′)
T ′(s)σ(s) , (2.1)
where S(T ′, T ′′) := {e ∈ Et : T
′(e) 6= T ′′(e)} is the separation set of the
topes T ′ and T ′′. For the topes in the ordered collection (1.1), we have
x(Rs−1) = σ(s), s ∈ Et.
Relation (2.1) implies that
x(T ′′) = x(T ′)− 2
( ∑
s∈S(T ′,T ′′)
T ′(s)σ(s)
)
·M−1 . (2.2)
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In particular, for any vertex T ∈ {1,−1}t of H(t, 2), we have
x(T ) = x(T(+))− 2
(∑
s∈T−
σ(s)
)
·M−1
= σ(1)− 2
(∑
s∈T−
σ(s)
)
·M−1 ,
(2.3)
where T− := {e ∈ Et : T (e) = −1} is the negative part of the tope T .
Since
|T−| =
1
2
(
t− 〈T,T(+)〉
)
=
1
2
(
t−
∑
e∈Et
T (e)
)
,
we have
|T−| = j
for some integer j if and only if
〈T,T(+)〉 = x(T ) ·M · (T(+))⊤
= x(T ) · (t, t− 2, t− 4, . . . ,−(t− 2))⊤ = t− 2j .
Note also that for any two vertices T ′ and T ′′ of H(t, 2) we have
|(T ′)− ∩ (T ′′)−| = 14〈T
′ − T(+), T ′′ − T(+)〉
= 14
(
t+ 〈T ′, T ′′〉 − 〈T ′ + T ′′,T(+)〉
)
and
|(T ′)− ∪ (T ′′)−| = 14
(
3t− 〈T ′, T ′′〉 − 〈T ′ + T ′′,T(+)〉
)
.
Remark 2.1. For the symmetric cycle R in the the hypercube graphH(t, 2),
defined by (1.1)(1.2), let x,x′,x′′ ∈ {−1, 0, 1}t be row vectors such that the
row vectors T := x · M(R), T ′ := x′ · M(R) and T ′′ := x′′ · M(R) are
vertices of H(t, 2).
(i) We have
|T−| =
1
2
(
t−
∑
i∈Et
xi · (t− 2(i− 1))
)
=
t
2
(
1−
∑
e∈Et
xe
)
+
∑
i∈[2,t]
xi · (i− 1)
=
{
t+
∑
i∈[2,t] xi · (i− 1) , if 〈x,T
(+)〉 = −1 ,∑
i∈[2,t] xi · (i− 1) , if 〈x,T
(+)〉 = 1
=
{
t+ 1 +
∑
i∈Et
xi · i , if 〈x,T
(+)〉 = −1 ,
− 1 +
∑
i∈Et
xi · i , if 〈x,T
(+)〉 = 1 .
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(ii) We have
|(T ′)− ∩ (T ′′)−| = 14
(
t+ 〈x′ ·M,x′′ ·M〉 − 〈(x′ + x′′) ·M,T(+)〉
)
=


3t
4 + 1 +
1
4〈x
′ ·M,x′′ ·M〉+ 12
∑
i∈Et
(x′i + x
′′
i ) · i ,
if 〈x′′,T(+)〉 = 〈x′,T(+)〉 = −1 ,
t
4 +
1
4〈x
′ ·M,x′′ ·M〉+ 12
∑
i∈Et
(x′i + x
′′
i ) · i ,
if 〈x′′,T(+)〉 = −〈x′,T(+)〉 ,
− t4 − 1 +
1
4 〈x
′ ·M,x′′ ·M〉+ 12
∑
i∈Et
(x′i + x
′′
i ) · i ,
if 〈x′′,T(+)〉 = 〈x′,T(+)〉 = 1
and
|(T ′)− ∪ (T ′′)−| = 14
(
3t− 〈x′ ·M,x′′ ·M〉 − 〈(x′ + x′′) ·M,T(+)〉
)
=


5t
4 + 1−
1
4〈x
′ ·M,x′′ ·M〉+ 12
∑
i∈Et
(x′i + x
′′
i ) · i ,
if 〈x′′,T(+)〉 = 〈x′,T(+)〉 = −1 ,
3t
4 −
1
4 〈x
′ ·M,x′′ ·M〉+ 12
∑
i∈Et
(x′i + x
′′
i ) · i ,
if 〈x′′,T(+)〉 = −〈x′,T(+)〉 ,
t
4 − 1−
1
4 〈x
′ ·M,x′′ ·M〉+ 12
∑
i∈Et
(x′i + x
′′
i ) · i ,
if 〈x′′,T(+)〉 = 〈x′,T(+)〉 = 1 .
Since
{1,−1}t =
{
T(+) − 2
∑
s∈A
σ(s) : A ⊆ Et
}
,
we have{
x(T ) : T ∈ {1,−1}t
}
=
{
σ(1) − 2
(∑
s∈A
σ(s)
)
·M−1 : A ⊆ Et
}
.
If s ∈ Et, then we define a row vector y(s) := y(s; t) ∈ {−1, 0, 1}
t by
y(s) := x(−sT
(+)) = σ(1)− 2σ(s) ·M−1 ,
that is,
y(s) :=


σ(2) , if s = 1 ,
σ(1) − σ(s) + σ(s + 1) , if 1 < s < t ,
−σ(t) , if s = t .
Remark 2.2. If A ⊆ Et, then
x(−AT
(+)) = −x(−(Et−A)T
(+))
= (1− |A|) · σ(1) +
∑
s∈A
y(s)
and, as a consequence, we have{
x(T ) : T ∈ {1,−1}t
}
=
{
(1− |A|) · σ(1) +
∑
s∈A
y(s) : A ⊆ Et
}
.
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For subsets A ⊆ Et, relations (2.3) imply the following:
{1, t}∩A = {1} =⇒ x(−AT
(+)) = σ(1)−( σ(1)− σ(2)︸ ︷︷ ︸
2·(M−1)1
) −
∑
i∈A−{1}
( σ(i)− σ(i+ 1)︸ ︷︷ ︸
2·(M−1)i
) ;
{1, t} ∩A = {1, t} =⇒
x(−AT
(+)) = σ(1)−( σ(1)− σ(2)︸ ︷︷ ︸
2·(M−1)1
)−( σ(1) + σ(t)︸ ︷︷ ︸
2·(M−1)t
) −
∑
i∈A−{1,t}
( σ(i)− σ(i+ 1)︸ ︷︷ ︸
2·(M−1)i
) ;
|{1, t} ∩A| = 0 =⇒ x(−AT
(+)) = σ(1) −
∑
i∈A
( σ(i)− σ(i+ 1)︸ ︷︷ ︸
2·(M−1)i
) ;
{1, t}∩A = {t} =⇒ x(−AT
(+)) = σ(1)−( σ(1) + σ(t)︸ ︷︷ ︸
2·(M−1)t
) −
∑
i∈A−{t}
( σ(i)− σ(i+ 1)︸ ︷︷ ︸
2·(M−1)i
) .
We arrive at the following conclusion:
Remark 2.3. If A ⊆ Et, then
x(−AT
(+)) = −x(−(Et−A)T
(+))
=


σ(2)−
∑
i∈A−{1}( σ(i) − σ(i+ 1) ) , if {1, t} ∩A = {1} ,
−σ(1) + σ(2)− σ(t)−
∑
i∈A−{1,t}( σ(i)− σ(i+ 1) ) , if {1, t} ∩A = {1, t} ,
σ(1)−
∑
i∈A( σ(i)− σ(i+ 1) ) , if |{1, t} ∩A| = 0 ,
−σ(t)−
∑
i∈A−{t}( σ(i)− σ(i+ 1) ) , if {1, t} ∩A = {t} .
Since the sums appearing in Remark 2.3 depend only on the endpoints of
intervals that compose the sets A, we obtain the following explicit descrip-
tions of the decompositions of vertices of the hypercube graph H(t, 2):
Proposition 2.4. Let R be the symmetric cycle in the hypercube graphH(t, 2),
defined by (1.1)(1.2).
Let A be a nonempty subset of Et, and let
A = [i1, j1] ∪˙ [i2, j2] ∪˙ · · · ∪˙ [i̺, j̺] (2.4)
be its partition into intervals such that
j1 + 2 ≤ i2, j2 + 2 ≤ i3, . . . , j̺−1 + 2 ≤ i̺ , (2.5)
for some ̺ := ̺(A).
(i) If {1, t} ∩A = {1}, then
|Q(−AT
(+),R)| = 2̺− 1 ,
x(−AT
(+),R) =
∑
1≤k≤̺
σ(jk + 1)−
∑
2≤ℓ≤̺
σ(iℓ) .
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(ii) If {1, t} ∩A = {1, t}, then
|Q(−AT
(+),R)| = 2̺− 1 ,
x(−AT
(+),R) =
∑
1≤k≤̺−1
σ(jk + 1)−
∑
1≤ℓ≤̺
σ(iℓ) .
(iii) If |{1, t} ∩A| = 0, then
|Q(−AT
(+),R)| = 2̺ + 1 ,
x(−AT
(+),R) = σ(1) +
∑
1≤k≤̺
σ(jk + 1) −
∑
1≤ℓ≤̺
σ(iℓ) .
(iv) If {1, t} ∩A = {t}, then
|Q(−AT
(+),R)| = 2̺− 1 ,
x(−AT
(+),R) =
∑
1≤k≤̺−1
σ(jk + 1)−
∑
1≤ℓ≤̺
σ(iℓ) .
In particular, we have
1 ≤ j < t =⇒ x(−[j]T
(+)) = σ(j + 1) ;
x(T(−)) = −σ(1) ;
1 < i < j < t =⇒ x(−[i,j]T
(+)) = σ(1)− σ(i) + σ(j + 1) ;
1 < i ≤ t =⇒ x(−[i,t]T
(+)) = −σ(i) .
Note that for any vertex T of H(t, 2) and for elements e ∈ Et, we have
xe(T ) 6= 0 =⇒ xe(T ) = T (e) .
Let c(m;n) denote the number of compositions of a positive integer n
with m positive parts.
Remark 2.5. (i) It follows directly from the basic enumerative result
on compositions of integers (see, e.g., [2, p. 17], [3, Theorem 1.3],
[5, p. 18]) that there are precisely 2c(2̺; t) = 2
( t−1
2̺−1
)
subsets A ⊆ Et,
with their partitions (2.4)(2.5) into intervals, such that |{1, t} ∩A| = 1.
(ii) There are c(2̺ − 1; t) =
( t−1
2(̺−1)
)
subsets A ⊆ Et, with their parti-
tions (2.4)(2.5), such that |{1, t} ∩A| = 2.
(iii) There are c(2̺ + 1; t) =
(
t−1
2̺
)
subsets A ⊆ Et, with their parti-
tions (2.4)(2.5), such that |{1, t} ∩A| = 0.
Recall that for an odd integer ℓ ∈ Et, there are 2
(t
ℓ
)
vertices T of the
hypercube graph H(t, 2) such that |Q(T,R)| = ℓ; see [4, Th. 13.6].
Lemma 2.6. Let ℓ ∈ [3, t] be an odd integer. Consider the symmetric
cycle R in the hypercube graph H(t, 2), defined by (1.1)(1.2), and the subset
of vertices
{T ∈ {1,−1}t : |Q(T,R)| = ℓ} . (2.6)
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(i) (a) In the set (2.6) there are
(t−1
ℓ
)
topes T whose negative parts T−
are disjoint unions
T− = [i1, j1] ∪˙ [i2, j2] ∪˙ · · · ∪˙ [i(ℓ+1)/2, j(ℓ+1)/2] ;
j1 + 2 ≤ i2, j2 + 2 ≤ i3, . . . , j(ℓ−1)/2 + 2 ≤ i(ℓ+1)/2 , (2.7)
of ℓ+12 intervals of Et, and
{1, t} ∩ T− = {i1} = {1} .
More precisely, if
ℓ+1
2 ≤ j ≤ t−
ℓ+1
2 ,
then in the set (2.6) there are
c( ℓ+12 ; j) · c(
ℓ+1
2 ; t− j) =
( j−1
(ℓ−1)/2
)( t−j−1
(ℓ−1)/2
)
topes T whose negative parts T−, of cardinality j, are disjoint
unions (2.7) of ℓ+12 intervals of Et, such that {1, t} ∩ T
− = {i1} = {1}.
(b) In the set (2.6) there are
(t−1
ℓ
)
topes T whose negative parts T−
are disjoint unions (2.7) of ℓ+12 intervals of Et, and
{1, t} ∩ T− = {j(ℓ+1)/2} = {t} .
More precisely, if ℓ+12 ≤ j ≤ t −
ℓ+1
2 , then in the set (2.6) there
are
( j−1
(ℓ−1)/2
)( t−j−1
(ℓ−1)/2
)
topes T whose negative parts T−, with |T−| = j,
are disjoint unions (2.7) of ℓ+12 intervals of Et, such that {1, t}∩T
−
= {j(ℓ+1)/2} = {t}.
(ii) In the set (2.6) there are
(
t−1
ℓ−1
)
topes T whose negative parts T− are
disjoint unions (2.7) of ℓ+12 intervals of Et, and
{1, t} ∩ T− = {i1, j(ℓ+1)/2} = {1, t} .
More precisely, if
ℓ+1
2 ≤ j ≤ t−
ℓ−1
2 ,
then in the set (2.6) there are
c( ℓ+12 ; j) · c(
ℓ−1
2 ; t− j) =
( j−1
(ℓ−1)/2
)( t−j−1
(ℓ−3)/2
)
topes T whose negative parts T−, of cardinality j, are disjoint unions (2.7)
of ℓ+12 intervals of Et, such that {1, t} ∩ T
− = {i1, j(ℓ+1)/2} = {1, t}.
(iii) In the set (2.6) there are
(t−1
ℓ−1
)
topes T whose negative parts T− are
disjoint unions
T− = [i1, j1] ∪˙ [i2, j2] ∪˙ · · · ∪˙ [i(ℓ−1)/2, j(ℓ−1)/2] ;
j1 + 2 ≤ i2, j2 + 2 ≤ i3, . . . , j(ℓ−3)/2 + 2 ≤ i(ℓ−1)/2 , (2.8)
of ℓ−12 intervals of Et, and
|{1, t} ∩ T−| = 0 .
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More precisely, if
ℓ−1
2 ≤ j ≤ t−
ℓ+1
2 ,
then in the set (2.6) there are
c( ℓ−12 ; j) · c(
ℓ+1
2 ; t− j) =
( j−1
(ℓ−3)/2
)( t−j−1
(ℓ−1)/2
)
topes T whose negative parts T−, of cardinality j, are disjoint unions (2.8)
of ℓ−12 intervals of Et, such that |{1, t} ∩ T
−| = 0.
We can now give a refined statistic on the decompositions of vertices with
respect to the distinguished symmetric cycle.
Theorem 2.7. Let j ∈ Et, and let ℓ ∈ [3, t] be an odd integer. Consider the
symmetric cycle R in the hypercube graph H(t, 2), defined by (1.1)(1.2).
(i) If
j < ℓ−12 or j > t−
ℓ−1
2 ,
then
|{T ∈ {1,−1}t : |T−| = j, |Q(T,R)| = ℓ}| = 0 .
(ii) If
ℓ−1
2 ≤ j ≤ t−
ℓ−1
2 ,
then
|{T ∈ {1,−1}t : |T−| = j, |Q(T,R)| = ℓ}|
= |{T ∈ {1,−1}t : |T−| = t− j, |Q(T,R)| = ℓ}|
= 2c( ℓ+12 ; j) · c(
ℓ+1
2 ; t− j) + c(
ℓ+1
2 ; j) · c(
ℓ−1
2 ; t− j) + c(
ℓ−1
2 ; j) · c(
ℓ+1
2 ; t− j)
=
(
j − 1
ℓ−1
2
)(
t− j
ℓ−1
2
)
+
(
t− j − 1
ℓ−1
2
)(
j
ℓ−1
2
)
= c( ℓ+12 ; j) · c(
ℓ+1
2 ; t− j + 1) + c(
ℓ+1
2 ; t− j) · c(
ℓ+1
2 ; j + 1) .
In particular, we have
|{T ∈ {1,−1}t : |T−| = ℓ−12 , |Q(T,R)| = ℓ}| =
(
t− ℓ+12
ℓ−1
2
)
=
(
t− ℓ+12
t− ℓ
)
,
and for j ∈ [t− 1], we have
|{T ∈ {1,−1}t : |T−| = j, |Q(T,R)| = 3}| = 2j(t − j)− t .
3. The sizes of decompositions
For the symmetric cycle R in the hypercube graph H(t, 2), defined
by (1.1)(1.2), the (i, j)th entry of the symmetric Toeplitz matrix M ·M⊤,
where M := M(R) is given in (1.3), is
t− 2|j − i| ,
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while the ith row (M−1 · (M−1)⊤)i of the symmetric Toeplitz matrix
M−1 · (M−1)⊤ is
(
M−1·(M−1)⊤
)
i
=


1
4 · ( 2σ(1)− σ(2) + σ(t) ) , if i = 1 ,
1
4 · (−σ(i− 1) + 2σ(i) + σ(i+ 1) ) , if 2 ≤ i ≤ t− 1 ,
1
4 · (σ(1) − σ(t− 1) + 2σ(t) ) , if i = t .
(3.1)
Recall that for a tope T ∈ {1,−1}t we have
|Q(T,R)| = ‖x(T )‖2 = T ·M−1 · (M−1)⊤ · T⊤ .
If T ′, T ′′ ∈ {1,−1}t, then (2.2) implies that
|Q(T ′′,R)| = |Q(T ′,R)| − 4
〈
T ′M−1,
( ∑
s∈S(T ′,T ′′)
T ′(s)σ(s)
)
·M−1
〉
+ 4
∥∥∥( ∑
s∈S(T ′,T ′′)
T ′(s)σ(s)
)
·M−1
∥∥∥2 ,
and, as a consequence, we have
|Q(T ′,R)| − |Q(T ′′,R)|
= 4
〈(
T ′−
( ∑
s∈S(T ′,T ′′)
T ′(s)σ(s)
))
·M−1,
( ∑
s∈S(T ′,T ′′)
T ′(s)σ(s)
)
·M−1
〉
.
(3.2)
4. Equinumerous decompositions
If T ′, T ′′ ∈ {1,−1}t are two vertices of the hypercube graph H(t, 2) with
its distinguished symmetric cycle R, defined by (1.1)(1.2), then it follows
from (3.2) that
|Q(T ′,R)| = |Q(T ′′,R)| (4.1)
if and only if〈(
T ′ −
( ∑
s∈S(T ′,T ′′)
T ′(s)σ(s)
))
·M−1,
( ∑
s∈S(T ′,T ′′)
T ′(s)σ(s)
)
·M−1
〉
= 0 .
Let us denote by ω(i, j) the (i, j)th entry of the matrix M−1 ·(M−1)⊤ whose
rows are given in (3.1). We see that (4.1) holds if and only if∑
i∈Et−S(T ′,T ′′)
∑
j∈S(T ′,T ′′)
T ′(i) · T ′(j) · ω(i, j) =
∑
i∈S(T ′,T ′′)
∑
j∈Et−S(T ′,T ′′)
T ′(i) · T ′(j) · ω(i, j) = 0
or, equivalently,∑
i∈[t−1]
∑
j∈[i+1,t]:
|{i,j}∩S(T ′,T ′′)|=1
T ′(i) · T ′(j) · ω(i, j) = 0 . (4.2)
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Proposition 4.1. Let R be the symmetric cycle in the hypercube graphH(t, 2),
defined by (1.1)(1.2).
Let T ∈ {1,−1}t be a vertex of H(t, 2), and let A be a proper subset of
the set Et.
(i) If |{1, t} ∩A| = 1, then
|Q(T,R)| = |Q(−AT,R)| ⇐⇒
∑
i∈[t−1]:
|{i,i+1}∩A|=1
T (i) · T (i+ 1) = T (1) · T (t) .
(ii) If |{1, t} ∩A| 6= 1, then
|Q(T,R)| = |Q(−AT,R)| ⇐⇒
∑
i∈[t−1]:
|{i,i+1}∩A|=1
T (i) · T (i+ 1) = 0 .
Proof. Consider relation (4.2) for the topes T ′ := T and T ′′ := −AT
′ with
their separation set S(T ′, T ′′) = A.
(i) Since |{1, t} ∩ S(T ′, T ′′)| = 1, we have
|Q(T ′,R)| = |Q(T ′′,R)| ⇐⇒ T ′(1) · T ′(t) · 1
+
∑
i∈[t−1]
∑
j∈[i+1,t]:
|{i,j}∩S(T ′,T ′′)|=1
T ′(i) · T ′(j) · (−1)
= T ′(1) · T ′(t) · 1 +
∑
i∈[t−1]:
|{i,i+1}∩S(T ′,T ′′)|=1
T ′(i) · T ′(i+ 1) · (−1) = 0 .
(ii) Since |{1, t} ∩ S(T ′, T ′′)| 6= 1, we have
|Q(T ′,R)| = |Q(T ′′,R)| ⇐⇒
∑
i∈[t−1]
∑
j∈[i+1,t]:
|{i,j}∩S(T ′,T ′′)|=1
T ′(i) · T ′(j) · (−1)
=
∑
i∈[t−1]:
|{i,i+1}∩S(T ′,T ′′)|=1
T ′(i) · T ′(i+ 1) · (−1) = 0 . 
We conclude this note with simple structural criteria (derived from Propo-
sition 2.4) of the equicardinality of decompositions.
Corollary 4.2. Let R be the symmetric cycle in the hypercube graphH(t, 2),
defined by (1.1)(1.2).
Let A and B be two nonempty subsets of the set Et, and let
A = [i′1, j
′
1] ∪˙ [i
′
2, j
′
2] ∪˙ · · · ∪˙ [i
′
̺(A), j
′
̺(A)]
and
B = [i′′1 , j
′′
1 ] ∪˙ [i
′′
2 , j
′′
2 ] ∪˙ · · · ∪˙ [i
′′
̺(B), j
′′
̺(B)]
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be their partitions into intervals such that
j′1 + 2 ≤ i
′
2, j
′
2 + 2 ≤ i
′
3, . . . , j
′
̺(A)−1 + 2 ≤ i
′
̺(A)
and
j′′1 + 2 ≤ i
′′
2 , j
′′
2 + 2 ≤ i
′′
3 , . . . , j
′′
̺(B)−1 + 2 ≤ i
′′
̺(B) .
(i) If
|{1, t} ∩A| > 0 and |{1, t} ∩B| > 0 ,
or
|{1, t} ∩A| = |{1, t} ∩B| = 0 ,
then
|Q(−AT
(+),R)| = |Q(−BT
(+),R)| ⇐⇒ ̺(B) = ̺(A) .
(ii) If
|{1, t} ∩A| > 0 and |{1, t} ∩B| = 0 ,
then
|Q(−AT
(+),R)| = |Q(−BT
(+),R)| ⇐⇒ ̺(B) = ̺(A)− 1 .
References
[1] Bjo¨rner A., Las Vergnas M., Sturmfels B.,White N., Ziegler G.M.Oriented matroids.
Second edition. Encyclopedia of Mathematics, 46. Cambridge: Cambridge University
Press, 1999.
[2] Bo´na M. (ed.) Handbook of enumerative combinatorics. Discrete Mathematics and
its Applications (Boca Raton). Boca Raton, FL: CRC Press, 2015.
[3] Heubach S., Mansour T. Combinatorics of compositions and words. Discrete Math-
ematics and its Applications (Boca Raton). Boca Raton, FL: CRC Press, 2010.
[4] Matveev A.O. Pattern recognition on oriented matroids. Berlin: De Gruyter, 2017.
[5] Stanley R.P. Enumerative combinatorics. Volume 1. Second edition. Cambridge
Studies in Advanced Mathematics, 49. Cambridge: Cambridge University Press,
2012.
E-mail address: andrey.o.matveev@gmail.com
