In genomewide selection, the expected correlation between predicted performance and true genotypic value is a function of the training population size (N), heritability on an entry-mean basis (h 2
, and N M increased prediction accuracy. For the same trait within the same population, prediction accuracy was constant for different combinations of N and h 2 that led to the same Nh 
G
ENOMEWIDE SELECTION (or genomic selection) allows breeders to select plants based on predicted instead of observed performance. In genomewide selection, eff ects of markers across the genome are estimated based on phenotypic and marker data in a training population (Meuwissen et al., 2001) . Th e marker eff ects are then used to predict the genotypic value of individuals that have been genotyped but not phenotyped. Th e eff ectiveness of genomewide selection depends on the correlation between the predicted genotypic value and the underlying true genotypic value (Goddard and Hayes, 2007) .
Th e expected accuracy of genomewide selection has been expressed as a function of the training population size (N), trait heritability on an entry-mean basis (h 2 ), and the eff ective number of quantitative trait loci (QTL) or eff ective number of chromosome segments underlying the trait (M e ) (Daetwyler et al., 2008 (Daetwyler et al., , 2010 ( )
/ gg e r Nh Nh M [1] in which ĝ g r is the expected correlation between markerpredicted genotypic value and true genotypic value. Th e M e refers to the idealized concept of having a number of independent, biallelic, and additive QTL aff ecting the trait (Daetwyler et al., 2008) , and M e has been proposed as a function of the breeding history of the population and of the size of the genome (Goddard and Hayes, 2009; Hayes and Goddard, 2010; Meuwissen, 2012) . Equation [1] also assumes that the number of markers (N M ) is large enough to saturate the genome.
Equation [1] and previous simulation and crossvalidation studies have indicated that prediction accuracy generally increases as N increases (Lorenzana and Bernardo, 2009; Grattapaglia and Resende, 2011; Guo et al., 2012; Heff ner et al., 2011a Heff ner et al., , 2011b Albrecht et al., 2011) , as h 2 increases (Lorenzana and Bernardo, 2009; Guo et al., 2012; Heff ner et al., 2011a Heff ner et al., , 2011b Resende et al., 2012) , and as the number of QTL decreases (Zhong et al., 2009; Grattapaglia et al., 2009; Lorenz et al., 2011) . However, previous research has focused largely on the eff ects of N, h 2 , and N M without considering the role that diff erent traits play in determining prediction accuracy. Because traits tend to diff er in their h 2 , the eff ects of h 2 in previous empirical studies were confounded with any intrinsic diff erences in prediction accuracy for diff erent traits. Th is confounding of h 2 with traits begs the question that if N M , N, and h 2 are held constant for several traits, would the prediction accuracy be constant across diff erent traits?
By better understanding the factors that aff ect genomewide prediction accuracy, breeders will be able to design genomewide selection schemes that work best. Th e objectives of this study were to (i) determine how the prediction accuracy of diff erent traits in plants responds to changes in N, h 2 , and N M and (ii) determine if prediction accuracy is equal across traits if N, h 2 , and N M are kept constant.
Materials and Methods

Simulated and Empirical Populations
We considered fi ve diff erent populations: a simulated biparental population (Bernardo and Yu, 2007) , an empirical biparental maize population (Lewis et al., 2010) , an empirical biparental barley population (Hayes et al., 1993) , a collection of barley inbreds with mixed ancestry (referred to hereaft er as a "mixed population"), and a wheat mixed population. In the simulated population, the genome had 10 chromosomes that comprised 1749 cM (Senior et al., 1996) with N M = 350 biallelic markers giving a mean marker density of 5 cM. Th e genome was divided into N M bins and a marker was located at the midpoint of each bin. Populations of 300 doubled haploids, developed from a cross between two inbreds, were simulated for a trait controlled by 10, 50, or 100 QTL. Th e QTL were randomly located across the entire genome. Th e QTL testcross eff ects, which are additive (Hallauer and Miranda, 1981) , varied according to a geometric series (Lande and Th ompson, 1990; Bernardo and Yu, 2007) . A maximum h 2 of 0.95 was initially simulated by adding random nongenetic eff ects drawn from a normal distribution with a mean of zero and the appropriately scaled standard deviation.
Th e empirical biparental maize population comprised testcrosses of 223 recombinant inbreds derived from the intermated B73 × Mo17 population (Lee et al., 2002) . Th e testcrosses were evaluated in four Minnesota environments in 2007 for grain yield, grain moisture, root lodging, stalk lodging, and plant height (Lewis et al., 2010) . Genotypic data for 1339 polymorphic markers covering the approximately 6240 cM linkage map were available from MaizeGDB (Lawrence et al., 2005) . By deleting markers with >20% missing data, we retained a maximum of N M = 1213 markers.
Th e biparental barley population comprised 150 doubled haploids derived from Steptoe × Morex. Grain yield and plant height were measured in 16 environments and grain protein, malt extract, and α amylase activity were measured in nine environments whereas lodging was measured in six environments (Hayes et al., 1993 We considered 2 to 3 diff erent N for each simulated or empirical population. Out of the total number of inbreds (N Total ) in each population, we chose N inbreds and considered the size of the validation population (N V ) = (N Total -N) remaining inbreds as the validation population. We considered the following sizes of the training population: N = 48, 96, and 192 for the simulated population and biparental maize population, N = 48, 72, and 96 for the biparental barley population, N = 72 for the barley mixed population, and N = 72 and 96 for the wheat mixed population.
We considered three diff erent N M for each population (Table 1) . To achieve lower marker densities, markers were removed to retain even spacing between markers. For the wheat mixed population, linkagemap or physical positions were unavailable so markers were removed at random. Higher marker densities were retained in the mixed populations than in the biparental populations because higher coverage levels are needed for accurate predictions in mixed populations than in biparental populations (Lorenz et al., 2011) . Due to diff erences in the types of progeny and structure of the diff erent populations (e.g., doubled haploids versus recombinant inbreds and biparental versus mixed populations), the same marker density in diff erent populations corresponded to diff erent levels of linkage disequilibrium. We therefore calculated the mean pairwise r 2 values between adjacent markers through Haploview (Barrett et al., 2005) . Th is analysis was done for each marker density within each population. Linkage disequilibrium could not be evaluated in the wheat mixed population because of the lack of information on marker positions.
Th e h 2 of a given trait was left unchanged (i.e., as simulated or as calculated from the data) or reduced to 0.50, 0.30, or 0.20. Th e h 2 is technically undefi ned in a collection of inbreds that are not members of the same random mating population. For the mixed populations, we considered Στ i 2 /(N -1), in which τ i was the eff ect of the ith inbred. Th e ratio between Στ i 2 /(N -1) and the total phenotypic variance indicates how much of the observed variation is due to genetic causes. We calculated this ratio, the ratio between the mean squared eff ects of inbreds and the phenotypic variance, which we refer to as g 2 , for each trait in the barley and wheat mixed populations using a mixed model in which inbreds had fi xed eff ects and other eff ects were random. Th e values of h 2 and g 2 were expressed on an entry-mean basis (Bernardo, 2010, p. 156) and therefore accounted for both within-environment experimental error and genotype × environment interaction. We assumed that the environments were a sample of a single target population of environments in each empirical data set, and our interest was in mean performance across environments instead of performance in individual environments.
Reductions in h 2 or g 2 were obtained in a three-step process. First, analysis of variance was conducted on the set of N lines to estimate genetic and nongenetic variance components or Στ i 2 /(N -1). Tests of signifi cance of the genetic variance component or of Στ i 2 /(N -1) were conducted and confi dence intervals on h 2 or g 2 were constructed (Knapp et al., 1985) . Second, the additional nongenetic variance required to reduce the estimated h 2 (or g 2 ) to the target h 2 (or g 2 ) (V Extra ) was calculated. Th ird, random nongenetic eff ects were added to the data. Th ese random nongenetic eff ects were normally and independently distributed with a mean of zero and a standard deviation equal to the square root of V Extra .
Genomewide Prediction and Cross-Validation
For the N inbreds in the training population, genomewide marker eff ects were obtained by ridge-regression best linear unbiased prediction (RR-BLUP) as implemented in the R package rrBLUP version 3.8 (Endelman, 2011) for R version 2.12.2 for Windows 7 (R Development Core Team, 2012) . Th e performance of each of the N V inbreds in the validation set was then predicted as ŷ p = Mĝ, in which ŷ p was an N V × 1 vector of predicted trait values for the inbreds in the validation set, M was an N V × N M matrix of genotype indicators (1 and −1 for the homozygotes and 0 for a heterozygote) for the validation set, and ĝ was an N M × 1 vector of RR-BLUP marker eff ects (Meuwissen et al., 2001) . Th e accuracy of genomewide prediction was calculated as the correlation between marker-predicted genotypic value and phenotypic value (r MP ), the correlation between ŷ p and the observed performance of the N V inbreds in the validation set.
Th e partitioning of each population into training and validation sets was repeated 500 times, and the prediction accuracies we report were the mean r MP across the 500 repeats. Each repeat comprised a diff erent set of N inbreds and a diff erent set of nongenetic eff ects used to adjust h 2 or g 2 . However, for a given marker density in a population, we used the same set or subset of markers because the subset of markers was chosen to achieve as . Th e same procedures for genomewide prediction and cross-validation as described above were used, and the LSD was calculated between the pairs of r MP values.
We also calculated expected prediction accuracy based on Eq.
[1] (Daetwyler et al., 2008 (Daetwyler et al., , 2010 for the largest values of N, h 2 , and N M . Given that r MP was the correlation between predicted genotypic values and phenotypic values, we multiplied ĝg r by the square root of heritability on an entry-mean basis (h) so that the expected prediction accuracy can be directly compared with r MP . Th ree diff erent values of M e were used: (i) the number of chromosomes, (ii) the size of the linkage map divided by 50 (i.e., with 50 cM between unlinked loci), and (iii) N M .
Results and Discussion
Easily Controllable Factors: Marker Density and Population Size
Th e N M and N are the factors that are most easily controlled by the investigator. Th e accuracy of genomewide predictions (r MP ) increased as the N M increased (Supplemental Tables S1, S2 , S3, S4, and S5). However, gains in r MP began to plateau once a moderately high marker density was reached. Th is result was important because the expected prediction accuracy (Eq. [1]) derived by Daetwyler et al. (2008 Daetwyler et al. ( , 2010 assumes that the genome is suffi ciently saturated with markers, and we surmise that a lack of increase in r MP aft er a certain N M is reached indicated marker saturation in the populations we studied. In the biparental populations, there was no consistent gain in r MP from increasing marker density above one marker per 12.5 cM (Supplemental Tables S1, S2 , and S5). Th is result was consistent with the results from QTL mapping in biparental populations, in which suffi cient coverage is achieved when markers are spaced 10 to 15 cM apart (Doerge et al., 1994) . Th e mixed populations generally showed nonsignifi cant gains in r MP from the moderate marker density (markers spaced 2 cM apart in barley and 4.5 cM apart in wheat) to high density (markers spaced 1 cM apart in barley or 3.5 cM apart in wheat) (Supplemental Tables S3 and S4) .
Linkage disequilibrium (LD) as measured by the pairwise r 2 value between adjacent markers was higher in the biparental populations than in the mixed populations. Additionally, LD increased with larger values of N M (Table 1) . At the highest marker density, the LD was greater than 0.70 for all biparental populations indicating a very strong association between adjacent markers. In the mixed barley population, LD at the highest marker density was 0.53. As expected from Eq.
[1], r MP increased as N increased (Supplemental Tables S1, S2, Table S1 ). In the mixed wheat population and with the highest N M (731 markers) and h 2 = 0.30, the prediction accuracy for heading date was r MP = 0.40 with N = 48, r MP = 0.43 with N = 72, and r MP = 0.46 with N = 96 (Supplemental Table S4 ).
Similar fi ndings regarding the eff ects of N M and N on r MP were obtained in previous empirical studies. In biparental populations of maize, Arabidopsis thaliana (L.) Heynh., barley, and wheat, the highest N M generally resulted in the highest accuracy and the highest N always resulted in the highest accuracy (Lorenzana and Bernardo 2009; Guo et al., 2012; Heff ner et al., 2011b) . Similarly, mixed populations in wheat (Heff ner et al., 2011a), forest trees (Grattapaglia and Resende, 2011) , and maize (Albrecht et al., 2011) showed that increasing N and N M increased prediction accuracy.
Infl uence of Heritability
Traits with high unmodifi ed h 2 (for biparental populations) or g 2 (for mixed populations) generally had high r MP relative to other traits in that population (Table 2; Supplemental  Tables S1, S2 , S3, S4, and S5). Th ere were a few exceptions to this trend; for example, in the maize biparental population, root lodging had the second highest r MP but also had the second lowest h 2 . While Eq.
[1] suggests that a higher h 2 should always lead to higher r MP , our fi ndings are consistent with previous research that shows most traits with high h 2 are predicted well but that there are exceptions (Grattapaglia et al., 2009; Heff ner et al., 2011a Heff ner et al., , 2011b Albrecht et al., 2011) . For example, in a previous study (Heff ner et al., 2011b) , grain soft ness in the wheat biparental population Cayuga × Caledonia had an h 2 of 0.88 and prediction accuracy of 0.37 whereas sucrose solvent retention had a much lower h 2 of 0.45 but a prediction accuracy of 0.41. Within a given trait, reducing the h 2 or g 2 almost always resulted in reductions in r MP ( Fig. 1 ; Supplemental Tables S1, S2 , S3, S4, and S5). Th ere was one trait in the wheat mixed population, heading date, that showed a signifi cant increase in r MP at the highest N M and N when h 2 was decreased from the original value of h 2 = 0.95 (r MP = 0.45) to 0.50 (r MP = 0.49) (Fig. 1) . Th ere is no clear explanation for this fi nding. Th e steepness of the decrease in r MP as h 2 or g 2 decreased also diff ered among traits. For example, in the barley mixed population, reduction in the g 2 of grain protein resulted in a steep decline in r MP whereas decreasing the g 2 of plant height or heading date resulted in relatively little change in r MP .
While the values of N and N M were known without error, the value of h 2 (or g 2 ) had to be estimated from the data and the estimates of h 2 (or g 2 ) were therefore subject to sampling error. For example, the estimates of h 2 and their 90% confi dence intervals (in parentheses) in the maize biparental population were h 2 = 0.45 (0.33, 0.54) for root lodging and h 2 = 0.44 (0.33, 0.53) for grain yield (Table 2) .
We took the estimates of h 2 and added nongenetic eff ects with a variance of V Extra to reduce the h 2 to 0.30 and 0.20. Now suppose the true values were h 2 = 0.33 (i.e., lower limit of confi dence interval) for root lodging and h 2 = 0.53 (i.e., upper limit of confi dence interval) for grain yield. In this situation, the target h 2 of 0.30 would have corresponded to an actual h 2 of 0.22 for root lodging and 0.36 for grain yield. Some caution is therefore needed in interpreting the results. On the other hand, most of the traits had h 2 estimates that 
Importance of Trait
Equation [1] indicates that the product of h 2 and N rather than h 2 and N individually is the key factor that determines prediction accuracy. We found that for the same trait within a population, r MP values generally were not diff erent when Nh 2 was constant. For example, in the biparental maize population, the r MP for moisture was 0. . Th ere were three instances (simulated population with 10 QTL and 50 QTL and lodging in the barley biparental population) in which r MP diff ered signifi cantly for diff erent combinations of N and h 2 that led to the same Nh 2 . In these three instances, the diff erences in r MP were only 0.02 to 0.03. Th ese results support the validity of Eq.
[1] and indicate that for the same trait within the same population, a decrease in h 2 can be compensated by a proportional increase in N (and vice versa) so that r MP is maintained.
In contrast, across diff erent traits within the same population, holding N, h 2 (or g 2 ), and N M constant did not lead to the same r MP . In the maize biparental population, r MP was consistently lower for grain yield than for the other traits even when N, h 2 , and N M were constant across traits (Fig. 1) . Likewise, grain yield in the barley biparental population and grain yield and biomass yield in the wheat mixed population had lower r MP compared with the other traits. Across populations, most of the traits studied could be grouped into four categories: yield (both grain and biomass), fl owering time, height, and lodging. Th e results indicated that just as h 2 tends to be lowest for yield, r MP is also lowest for yield traits even when its h 2 is as high as that for other traits. Plant height and lodging were always predicted most accurately followed by fl owering time (Table 2; Supplemental Tables S1, S2 , S3, S4, and S5).
In addition to N and h 2 (and assuming that N M is large so that the genome is saturated with markers), the additional factor aff ecting the expected prediction accuracy in Eq. [1] is M e , the eff ective number of chromosome segments (Daetwyler et al., 2008 (Daetwyler et al., , 2010 . Assuming the genome comprises k chromosomes that each are L morgans in length, M e has been proposed as equal to 2N e Lk/log(N e L) (Goddard and Hayes, 2011) , in which N e is the eff ective population size. Th e N e for the biparental populations was 1; that is, the recombinant inbreds were all descended from a single noninbred plant (i.e., the F 1 ). Th e use of N e = 1 in the above equation for M e fails to give a positive M e . As an alternative, we considered M e as equal to the number of chromosomes (low M e ), the size of the linkage map divided by 50 cM (medium M e ), and N M (high M e ).
We then used these M e values in Eq. [1] and multiplied the result by h to obtain the predicted r MP (Table 2 ). In nine instances out of the 22 population-trait combinations, the observed r MP fell between the predicted r MP for the low M e and the predicted r MP for the medium M e . In 12 instances, the observed r MP fell between the predicted r MP for the medium M e and the predicted r MP for the high M e . Traits in the mixed populations tended to have an r MP between the predicted r MP values for the medium and high M e , and this result was consistent with an increase in the number of independent chromosome segments as LD decreases. Grain yield in the mixed wheat population had r MP below any of the predicted r MP . Th e diff erences in r MP despite N, h 2 , and N M being held constant lead us to speculate that M e must not simply be a function of N e and the size of the genome (Goddard and Hayes, 2011) , but it must also be a function of the number of QTL. In this study, a trait controlled by 50 QTL was predicted the most accurately followed by a trait controlled by 10 QTL and lastly a trait controlled by 100 QTL (Supplemental Table S5 ). However, the diff erences in r MP with varying numbers of QTL were much smaller than the diff erences in r MP for diff erent traits in the empirical populations. Th e lower r MP with 10 QTL than with 50 QTL may be due to the RR-BLUP approach not being optimal when only a few QTL control the trait (Meuwissen et al., 2001; Lorenz et al., 2011; Resende et al., 2012) . Previous research showed that in a barley mixed population, a simulated trait controlled by 20 QTL was generally predicted with greater accuracy than one controlled by 80 QTL (Zhong et al., 2009) . In forest trees, accuracy of genomewide selection declined as more QTL controlled the trait (Grattapaglia et al., 2009 ).
Implications
In practice, breeders typically select for multiple traits that diff er in their genetic architecture and h 2 . If the same training population is used for all traits, breeders must then be prepared to accept that r MP will be lower for some traits than for other traits, in the same way that h 2 is lower for some traits than for others. On the other hand, traits with initially low h 2 can be evaluated with larger N or the h 2 for a subset of traits can be increased by the use of additional testing resources. Th is practice is illustrated in the barley biparental population: extract and α amylase, which have high h 2 but are expensive to measure, were evaluated at nine locations whereas grain yield, which has low h 2 but is simpler to measure, was evaluated at 16 environments (Hayes et al., 1993) .
While there has been much research on the infl uence of genetic architecture on QTL mapping (Holland, 2007) and association mapping (Myles et al., 2009) , further studies are needed on why some traits are predicted more accurately than others in genomewide prediction (Meuwissen, 2012) . In particular, further studies are needed to determine M e . Also, while epistasis may be involved, previous results for the same maize and barley datasets showed that attempting to account for epistasis did not lead to better predictions (Lorenzana and Bernardo, 2009 ). Due to the importance of the trait on prediction accuracy, accumulated empirical data on the r MP for diff erent traits will be crucial to the successful design of training populations for genomewide selection.
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