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Abstract 
As the space environment and other factors, the space robot kinematic parameters will be some changes while running in the orbit. 
In order to improve the positioning accuracy of space robots a kinematics parameters identification method is proposed which 
combining linear simplification with nonlinear optimization, using a combined identification strategy of least squares algorithm with 
the PSO algorithm. In the initial phase, the nonlinear model is identified off-line using the (Particle Swarm Optimization) PSO 
algorithm. While in the follow-up mission, the kinematic parameters do not change much, the least squares method is used for 
online identification. This method can satisfy the identification accuracy in conditions of large deviations, and to achieve kinematic 
parameters online identification. Simulation results demonstrate the effectiveness of the method. 
 
© 2011 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of Harbin University 
of Science and Technology 
 
Keywords：Space robot; kinematics parameters identification; PSO algorithm  
1. Introduction 
Robots generally have higher repetition pose accuracy, but the absolute pose accuracy is poor. 
Calibration is used in order to improve the positioning accuracy of robot end-effector. Chi-haur Wu [1] 
ignores the higher-order error items, the robot calibration problem described as a linear mathematical 
model is the manipulator configuration and kinematic parameters of the error function. However, if the 
size or the robot kinematics error is large, then the above simplified model will be the true model with a 
large deviation. Veitschegger and Chi-haur Wu [2] further derived the second-order error term that 
contains the position and orientation accuracy of the model. When the adjacent joints are parallel to each 
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other, Small changes in the joint axis will make a huge change in DH parameters, many scholars have 
proposed an amendment to address this problem about the kinematic model, which usually has 4 to 6 
parameters [3].  
The kinematic parameters of space robot may be some changes when it is launched in orbit due to 
launch vibration and extremely cold/hot etc. And no external measurement equipments can be used while 
it is in orbit, so the visual system of itself is the only method to calibrate the kinematic model. Space 
robots works in zero gravity, so the non-geometrical error is small which caused by the flexibility of joint 
and link. So this paper researched the kinematic parameters identification methods using hand-eye camera 
measurement. 
2. Identification model 
The least square method (SL) and particle swarm optimizer algorithm (PSO) are used for parameter 
identification of the model, which can be established as linear model basing on modified D-H parameter 
and nonlinear model basing on the kinematics respectively. 
2.1. Linear Identification model 
D-H parameter has limitation in modeling robotic system, as small departure of parallelism will lead to 
great disparity between actual common normal line and theoretical one if two adjacent axes are paralleled. 
This means that small departure of actual structure does not always result in same the case for kinematics. 
So the modified D-H parameters are used to overcome this shortcoming. The transformation matrix of 
modified D-H model can be obtained as follow. 
 ( , ) ( , ) ( , ) ( , ) ( , )i i i i i iA rot z trans z d trans x a rot x rot yθ α β=  (1) 
The error of linkage can be expressed as [ ]Ti i i i i ix a dδα δ δβ δθ δΔ = in the end-effector frame 
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where, 6T ie ∈R is brought by the error of linkage parameter, T 6 6iJ ×∈R is the error of the differential 
transform. So the error of the end-effector frame is the sum of the linkage errors: 
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Then, it is easy to solve the problem by SL method. 
2.2. Nonlinear Identification model 
The linear assumption is untenable, as the error of kinematical parameters can’t be ignored. Then, the 
kinematical parameters are used to establish the nonlinear model, and the PSO algorithm is used to solve 
the optimized parameters. The forward kinematics model of the robot: 
 0 1( , , , , ) nT f a d A A Aα θ β= = L  (6) 
where, T is the position and attitude of the end-effector. Define the i th particle as: 
 241 6 1 6 1 6 1 6( , , , )
i i i i i i i i i
iX d d a a Rθ θ α α β= Δ Δ Δ Δ Δ Δ Δ Δ Δ ∈L L L L  (7) 
MT , IT are the measured and iterative data of the position and attitude of the end-effector, respectively. 
 ( , , , , )i i i i iIT f a a d dα α θ θ β β= + Δ + Δ + Δ + Δ + Δ  (8) 
Then, the fitness function of the accuracy of end-effecter’s position and attitude can be expressed as. 
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where, PP and AP  are the accuracy of the position and attitude of end-effector. 
3.  Solution based on PSO algorithm 
PSO, which resembles a school of flying birds, was originally developed by Kennedy and Eberhart[4,5] 
to efficiently find optimal or near-optimal solutions in large search spaces. In recent years, the PSO 
algorithm have been paid more and more attention with the characters of brief conception, convenient 
realization, quick convergence, fewer parameters, self organizing and self adaptation. 
In a particle swarm optimizer, instead of using genetic operators, these individuals are “evolved” by 
cooperation and competition among the individuals them selves through generations. Each individual, 
named as a particle, adjusts its flying according to its own flying experience and its companions’ flying 
experience. It represents a potential solution to a problem, and is treated as a point in a D-dimensional 
space. The ith particle is:  The best previous position (the position giving the best fitness value) of any 
particle is recorded and rep- resented as:  Then, the particles are manipulated according to the following 
equations: 
 1 2
()( ) ()( )id id id id gd id
id id id
v wv c rand p x c Rand p x
x x v
= + − + −⎧⎪⎨ = +⎪⎩
 (10) 
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where 1c  and 2c  are two positive constants, called the cognitive and social parameter respectively; rand() 
and Rand() are two random functions in the range[0 1]. The inertia weight w plays the role of balancing 
the global search and local search. It can be a positive constant or even a positive linear or nonlinear 
function of time. 
In order to solve problem using PSO， it should define the particle firstly 
 1216 17 26 27 66 67( , , , , , , )
i i i i i i i
iX a a a a a a a R= = ∈L  (11) 
Then, the optimization procedure is as follows: 
(1) Set 1k = , and initialize a population of particles with random positions and velocities on D  
dimensions (here, 2 12D n= = ) in the problem space: 
 { }1 2 max( ), ( ), , ( ) ,1pna k a k a k k N≤ ≤L  (12) 
(2) The fitness function of each particle iF  is calculated, i.e. 
 ( ) ( ( )), 1, 2, ,ii pF k f a k i n= = L  (13) 
(3) To calculate the best previous fitness evaluation of each particle _i bestF and the best previous 
position iP : 
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(4) To calculate the best fitness evaluation _g bestF and the best particle gP  among all the particles in the 
population. 
(5) Change the velocity and position of the particle according to Eqs.(10). 
(6) Loop to step(2) until a criterion is met, usually a sufficiently good fitness or a maximum number of 
iterations ( maxN ) 
4. Simulation 
4.1. Identification condition 
The space robot which studied is a six DOF manipulator with six revolute joints,  which D-H reference 
frame is Puma type. The presupposed error of kinematics parameters are shown in Table 1, which has 
more one parameter than regular D-H parameters. An additional rotation parameter (βi) is needed for 
nearly parallel axes transformations. 
The measurement noise should be added to the error model in order to identify the parameters more 
precisely, as only the geometric error is considered but the error of measuring equipment. Here, the 
random measurement noise vector is assumed to obey an independent component of zero mean normal 
distribution function. 
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Table 1. Presupposed error of kinematics parameters 
link Δα(o) Δa(mm) Δβ(o) Δθ(o) Δd(mm) 
1 0.2958 0.1872 — -0.1687 -1.0794 
2 0.2276 0.1162 0.1326 0.0996 — 
3 -0.1368 -0.8032 — 0.2977 -0.2089 
4 -0.2584 -0.7577 — 0.1093 0.7628 
5 -0.0146 -0.2995 — -0.1694 0.5252 
6 -0.0661 -0.9487 — -0.0493 -0.9343 
4.2. Result of identification 
LS and PSO algorithm are used for the parameter identification. 15 measurement points are chose for 
the simulation, with twice, three times, five times, ten and fifteen times default error, respectively. The 
difference between the results solved by that two algorithms are analyzed, the results are shown in Table 
2, and the comparing results is shown in Fig. 1. (The position is in millimeters, and attitude is in degrees.) 
Table 2 Analysis of identification results 
LM identification PSO identification  
15 measurement points  Presupposed error 
Average Max  Average  Max  
Position (mm) 12.4329 1.5940 2.6292 0.7198 0.9126 one times 
Attitude (o) 0.6159 0.2860 0.8251 0.1147 0.1574 
Position(mm) 37.3373 1.6344 2.03 67 0.6822 0.9048 
treble times 
Attitude (o) 1.8507 0.1855 0.2522 0.1102 0.1528 
Position (mm) 62.2902 2.3166 3.3134 0.7504 0.9982 
five times 
Attitude (o) 3.0889 0.2106 0.3473 0.1234 0.1727 
Position (mm) 124.8620 7.1553 7.9594 0.6967 0.8306 
ten times 
Attitude (o) 6.1926 0.3503 0.4107 0.1218 0.1614 
Position (mm) 187.6616 17.1040 17.9311 0.7662 1.1049 
fifteen times 
Attitude (o) 9.2955 0.7841 0.8760 0.1143 0.1602 
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Fig. 1. Results of contrast 
3386  WANG Xue-qian et al. / Procedia Engineering 29 (2012) 3381 – 33866 Author name / Procedia Engineering 00 (2011) 000–000 
From the comparing results, we know that there is small difference between the identification results 
solved by LS and PSO algorithm, as the error of geometric parameters is small, on the other hand, the 
difference is big as the error is big. The PSO can get better result when the error is big or the model is 
non-linear. 
From the comparing results, we know that there is small difference between the identification results 
solved by LS and PSO algorithm, as the error of geometric parameters is small, on the other hand, the 
difference is big as the error is big. The PSO can get better result when the error is big or the model is 
non-linear. 
5. Conclusion and discussion 
Space robot is effected by launch vibration and extremely cold/hot etc. So the kinematic parameters 
are usually huge when Space robot launch early and later is small after a revision of the kinematic 
parameters. Based on the above simulation, least squares algorithm is combined with the PSO algorithm 
to complete the problem of robot parameters identification. Because the initial error may be large when 
we make kinematic parameters identification for the first time, PSO algorithm is used for identification, 
although the computational efficiency is relatively low, but the result of recognition is high-precision. For 
the latter part of the parameters identification, least squares algorithm can be used. As the amended model 
has Small errors, least squares algorithm can get accurate result of the recognition, and the calculation 
speed is very fast, enabling real-time kinematic parameters identification. So it has very high engineering 
value. 
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