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A medium-speed general purpose digital computer (IBM 
1620 Model II) was programmed to solve symbolic Laplace 
transformation problems. Although the applied mathematician 
and modern engineer has many uses for the symbolic solution 
of a problem, the potential of symbolic manipulation by a 
computer has not yet been sufficiently developed to help them 
because of many problems. This paper discusses the program 
and based on the author•s experience with it•s performance, 
clarifies the position of several of these difficulties and 
reaches some conclusions concerning computer solution of 
such problems. 
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In the field of applied mathematics there are many 
problems, although not particularly difficult to solve, that 
require a great deal of tedious and repetitious work. The 
electronic computer, since its introduction in the middle 
1940 1 s, has been the und ·i·sputed leader in 11 Solving 11 numerical 
problems of this type. However, relatively little work in 
the direction of symbolic solutions has been applied to the 
computer. 
There have been many theoretical studies made in the 
field of symbolic solutions but experimental work has been 
seriously hampered by the lack of suitable programming lang-
uages. Although innumerable computer languages have been 
developed, their main value lies in numerical applications 
because they have a very limited capability to handle 
symbols. The increasing interest in artificial intelligence 
and symbol manipulation, together with the difficulty of 
handling symbols, has raised several problems which this 
study will investigate. First, can intelligent problem 
solving behavior really be demonstrated by a machine? 
Second, can a computer recognize the kinds of patterns that 
occur in symbolic expressions? Third, what is the relative 
role of heuristics and algorithms? Finally, what kinds of 
symbol manipulating languages and compilers are needed for 
complex symbol manipulating tasks?(?) 
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When we speak of heuristics, it is important to realize 
that the heuristic procedure involves principles dealing 
with the nature of judgement and considerable trial and 
error rather than a strict unchangeable computing process. 
Also, the solution of these problems is not right or wrong 
but has a range of quality from the best down to the worst.( 9 ) 
To meet some of the above problems, the symbolic solu-
tion of Laplace transforms was chosen for this study because 
the problem has certain advantages. The Laplace transform 
is a well defined problem, that is, a possible solution can 
be tested for correctness. Also, Laplace transforms is a 
familiar problem but causes some difficulty to many people. 
A medium-speed general-purpose digital computer (IB M 
1620 Model II) was programmed in Fortran II for this study. 
The program contains a basic table search using 20 standard 
forms. If the input problem is not a substitution form from 
the table, various transformations and algorithms, including 
Bairstow•s method and several substitution methods are applied. 
When a transformation or an algorithm is applicable and a 
possible solution to the original problem is generated the 
table search is again instituted. Since the program uses 
trial and error, or heuristic methods, it is by definition 
a heuristic program. 
The symbol manipulating language LISP, developed at 
the M.I.T. Computation Center, will be briefly reviewed in 
Chapter II and will be compared with Fortran II in preceeding 
chapters. 
CHAPTER II 
REVIEW OF LITERATURE 
Since Oliver Heaviside (1850-1925) introduced the 
operational calculus, it has held a prominent place in the 
treatment of problems in applied mathematics. But in its 
original form this method was based on rules of procedure 
that were neit he r completely justified nor consistently 
reliable. 
The modern form of this operational calculus consists 
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of the use of the Laplace transformation which has become one 
of the most effective tools of the modern engineer and applied 
mathematician. The Laplace transform is a mathematical 
procedure which not only yields the previously uncertain rules 
of the operational calculus in a straight forward manner but 
which also gives conditions under which the rules are valid. 
In addition to this, a large number of additional rules and 
methods that are important in the analysis of problems in 
engineering and physics are introduced in the theory of the 
Laplace transformation. 
Basically, the procedure for solving a problem by Laplace 
transforms consists of transforming all the quantities in the 
equation into functions of a new variable, say p, solving 
the resulting equation algebraically in terms of p, and then 
transforming back to the original independent variable to 
obtain the solution. 
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A. PROPERTIES OF THE LAPLACE TRANSFORMATION 
A definition of the Laplace transformation states that: 
if a sectionally continuous function F(t), defined for all 
positive values of the real variable t, is multiplied by e-Pt, 
where p is the complex variable x + iy, and integrated with 
respect to t from zero to infinity a new function f{p) is 
generated and called the Laplace transformation of F(t). 
Symbolically, 
f(p) ~ J: e-pt F(t) dt = L{F(t)} . 
Since the integral in the above definition is an 
improper integral, it is understood to mean 
1 i m 
b + 00 
a + o+ 
Jb e-pt F(t) dt 
a 
( 1 • 1 ) 
( 1 . 2 ) 
This limit will exist if the function F(t) is of exponential 
order, that is, if 
IF(t) I < M ect ( 1 . 3) 
for some constants M and c and for all t. 
Following directly from this definition of the Laplace 
transform, it can clearly be seen that, as in the case of 
many familiar transformations, the Laplace transformation is 
linear; that is, if a and b are constants, then 
L{aF(t) + bG(t)} = aL{F(t)} + bl{G(t)} ( 1 . 4) 
A good many of the problems that face an applied math-
ematician deal with the solution of differential equations. 
Laplace transformations have been successfully applied to 
these problems and a wealth of methods of solution have 
been developed. One of the most important and widely use d 
of these methods deals with the transforms of derivatives. 
It can be shown(l) that if F(t), F 1 (t), ... , F(n-l) (t) are 
continuous over every interval 0 ~ t ~ T (T some finite 
number), F(n)(t) is sectionally continuous over the same 
interval and F(t), F 1 (t), ... , F(n-l)(t} are of order ec 0 t 
as t + oo, then when p > c 0 
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L{F(n)(t)} = pn f(p} p(n-l) F(O+) - p(n- 2 ) F 1 (0+}- ... 
• 
- F(n-l) (0+) (1.5) 
where F(O+) denotes the limit of F(t) as t approaches zero 
through positive values. 
In some cases it might be necessary to find the deriva-
tive of the transform. To do this, F(t) must be sectionally 
continuous over every finite interval in the range t ~ 0 and 
be of exponential order as t + oo. If this is the case, 
given 
f(p} = J: e-pt F(t) dt = L{F(t)} ( 1 . 6 ) 
then for any positive integer n, 
dn n 
- [f(p)] = L{(-t) F(t)} 
dpn 
( l. 7) 
This result is useful in the solution of differential 
equations whose coefficients are polynomials in the variable 
t. ( 2) 
A further operational property involves an integral. 
If F(t) is sectionally continuous and of exponential order, 
then the transform of the integral of F(t) evaluated between 
0 and tis equal to the transform · of F(t) divided by p. (l) 
Therefore, 
Jot L{ F(t) dt} = 




( 1 0 8) 
( 1 0 9 ) 
Another important function that plays a useful role in 
applied mathematics is the unit step function defined as 
follows: (l) 
u(t - t 0 ) = 0 
= 1 
t > 0 0 -
The transform of the unit step function is given as 
-pt 
e o 
L{u(t - t 0 )} = P 
(1.10) 
(1.11) 
By compounding the unit step function appropriately, many 
functions can be expressed in terms of it. Following from 
this we get the well known Translation theorems:(l) 
(1) If L{F(t)} = f(p), then for any real constant a > 0, 
L{F(t-a)u(t-a)} = e-apf(p) 
(2) If L{F(t)} = f(p), then for any constant a, 
L{e-atF(t)} = f(p+a) 
(1.12) 
(1.13) 
When the function F(t) is multipled by -at e ' the translation 
of the function f(p) is in the complex plane, whereas 
multiplying f(p) by e-ap corresponds to a translation of the 
function F(t) in the real plane.(l) 
The problem of the product of two or more transforms is 
met by t he convolution or Faltung theorem. If F1 (t) and 
F2 (t) are two functions that are sectionally continuous of 
order eat, and 




where F1 (t) * F2 (t) is called the convolution of the functions. 
For three functions F1 (t), F2 (t), and F3 (t) that satisfy the 
above conditions, then 
f 1 (p)f 2 (p)f 3 (p) = L{Fl (t) * F2 (t) * F3 (t)} 
(1.15) 
with obvious extensions to more than three functions. 
Another of the common problems that the modern engineer 
has to deal wtth concern periodic functions, that is, a 
function F(t) that has a period a so that 
F(t+a) = F(t) t > 0 
If F(t) is sectionally continuous over the period 0 < t <a, 
then its Laplace transform is given by 
f(p) = 1 Jao e-pt F(t) dt 
1-e-pa 
(1.16) 
To this point, only the direct problem has been considered. 
That is, given a function F(t) satisfying certain conditions, 
what is the transform of F(t), L{F(t)}? An important 
extension of this, the inverse problem, will be considered 
next. Stated directly, the question must be asked: What 
is the function F(t) which has a given transform f(p)? It 
is customary to denote the inverse Laplace transform of f(p) 
by L-l · {f(p)} . Thus, if 
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L{F(t)} = f(p) 
then 
F(t) = L-l . {f(p)} (1.17) 
This problem may be looked upon as one of solving the 
integral equation 
Joo e-pt F(t) dt = f(p) 
0 
where f(p) is given and F(t) is to be determined.(l) 
(1.18) 
It is, of course, important to know where the solution 
of (1.18) (if there is one) is unique. A theorem on the 
uniqueness of the inverse transformation, due to Lerch, state ~ 
that:( 2 ) 
If L{F 1 (t)} = L{F 2 (t)} , then F1 (t) - F2 (t) = N(t) where 
N(t) is a null function, that is, a function such that 
T Jo N(t) = 0 for all T > 0 (1.19) 
Since the operation L{F(t)} is unique and for each transform 
f(p) there is essentially only one inverse transform 
L-l {f(p)} = F(t), F(t) and f(p) are said to constitute a 
transform pair. 
It was noted earlier that the Laplace transformation 
L{F(t)} is linear. This relation, equation (1.4}, can be 
written 
L-l{a f(p) + b g(p)} =a L-l{f(p)} + b L-l{g(p)} 
(1.20) 
Therefore, the inverse transformation is also a linear trans-
formation of functions. 
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In general Laplace transforms are found by using a table 
or by applying the definition. The most obvious way of finding 
the inverse transform is by the use of a table, either directly 
or by first resolving the rational fraction ~~~~ into the 
form of the functions listed in the tables. 
One of the most common methods to do this reduction is 
to expand ~ in terms of partial fractions. Looking briefly D(p) 
at Heaviside•s partial fraction expansion, let 
f(p) = !ilPJ_ D(p) (1.21) 
where N(p) and D(p) are polynomials with no common factors 
and the degree of N(p) is lower than that of D(p). 
Suppose that the factors of D(p) are all linear and 
distinct, so that 
(1.22) 
where the a•s are distinct constants. Then, according to the 




= -- + p-al p-a2 
m N(an) 
= L D 1 (a) 
n=l n 





and taking the inverse transform of t h is 
1 N( ) - m N(an) eant 
L- { m-t} -n~l o •(an) 






Considering the case in which the denominator of f(p) 
contains a linear factor to the power rs equation (1.21) 
may be written as 
l 0 
f(p) = ~ = ~ (p) 
D(p) (p-a)r (1.25) 
where N(p) and D(p) are polynomialss N(p} being of lower 
degree than D(p}, and where ~ (p) is the quotient obtained by 
removing the factor (p-a}r from the denominator. 
Expanding equation (1.25), the sum of the partial 
fractions representing f(p) has the form 
~(p) - Al + 




+ + . . . + 
A 
---'--r_ + h ( p ) 
(p-a}r 
(1.26) 
where the A's are constants and h{p) is the sum of the 
partial fractions corresponding to those factors in D(p) 
other than (p-a)r. Equation (1.26) may be written 
~(p) = Al(p-a)r-1 + ... + An(p-a)r-n + ... + Ar + (p-a)r h(p) 
(1.27) 
Letting p +as we have 
Ar = ~ (a) 
and differentiating bot h members r-n timess we find that 
~(r-n)(a) = (r-n)! A 
n 
which determines the constants An. Thuss the inverse 
transform may be 









The case in which D(p) has more than one multiple zero is 
treated similarly. ( 3 ) 
Another method which enables us to find the inverse 
transform of many functions is the use of residues and 
Cauchy's residue theorem. 
Suppose that the function f(z) is expanded about the 
isolated singularity z = z 0 . Then 
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~(z) = (z-z 0 )f(z) = A_ 1 + A0 (z-z 0 ) + A1 (z-z 0 )2+ ... 
(1.30) 
where A_ 1 = ~(z 0 ) is the value ~(z) must have at z 0 in order 
to be analytic there. This value may be written 
A_ 1 = ~(z 0 ) = lim (z-z 0 ) f(z) 
z -+ z 
0 
(1.31) 
The number A_ 1 is called the residue of f(z) at the pole z 0 
and is denoted by Res (z 0 ). 
If z 0 is a pole of order n of the function f(z),then in 
some circle about z 0 
A~n ~(z) = f(z) = 
00 
(1.32) 
where A_ 1 is Res (z 0 ). Its numerical value may be found in 
any particular case by the formula 
~(n-1)(zo) = (n-1)! An-1 (1.33) 
obtained by differentiating (1.32) successively and setting 
z = zo~3) 
1 2 
Now, suppose that c is a closed curve enclosing a finite 
number of singularities z 1 , z 2 , ... , zn and let c 1 , c 2 , ... , 
en be curcles lying within c and having centers at z 1 , z 2 , ... , 




f(z) dz = 2ni L Res(zk) f(z) 
k=l 
(1.34) 
Equation ( 1. 34) is known as Cauchy • s residue theorem. ( 1 ) 
Often used in conjunction with Cauchy•s residue theorem 
in the solution of inverse Laplace transforms is the Bromwich-
Wagner integral. If (a) F(t) is defined for t > 0 and is of 
c t 
exponential order e 0 , (b) F(t) and F•(t) are sectionally 
continuous, and c f p F t dt, then the residue ( ) ( ) -- Jooo e-pt ( ) 
at the multiple pole p = Ps is 
n 
L-l {f{p)} = 2ni I Resp. ept f(p) 
i = 1 1 
(1.35) 
Cauchy•s residue theorem and equation (1 .35) enables us 
to express the inverse transform of the rational function 
f(p) = ~ D{p) 
in a simpler manner than it was presented in equations 
(1.24) and (1.29). 
In the first case, assume D(p) has n distinct zeros 
p1 , p2 , ... , Pn· Then, from (1.35) 
L-1{ ~~~~} =~ N (_p) DTPT (1.36) 
1 3 
The residue at the simple pole p = Pr i s 
prt N{pr) 
e D I ( p ) 
r 
so s from (1.36) it follows that 
L-1 *tt} n N(pr) Pr t { = I D'(pr) e p r=l (1.37) 
Similarlys if D{p) is of degree n and has a factor 
(p-ps)m with the remaining n-m zeros distincts the residue 
at the multiple pole p = Ps is 
and 
1 (m- 1)! lim p-+ps 
dm-1 
d m-1 p 
,-' 
' 1 






As the title of this study suggestss the problem to be 
considered is not strictly that of Laplace transformationss 
but rather the development of a computerized method to solve 
Laplace transforms symbolically. The preceeding discussion 
has dealt exclusively wit h the highlights of Laplace 
transforms while the remaining brings to light several 
advantagess several disadvantages and ma ny questions that 
have been raised in regards to the topic of artificial 
intelligence and heuristicss the final ai'm of this inves tiga-
tion. 
B. ARTIFICIAL INTELLIGENCE AND HEURISTICS 
Artificial intelligence refers to an indication of 
behavior by a machine which, if shown by a human, would be 
called intelligent. The test for intellect applies to the 
behavior of an object and not to the mechanism that shows 
this behavior or the material from which it is built. An 
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intelligent system must have the capability to manipulate 
symbols, but more important than this, it must be able to 
construct its own hierarchy of symbols for this involves 
concept building. Finally, we must look for the adaption of 
the system to different environments. 
Dealing with heuristics, the situation is less demanding 
and consequently, the system less intelligent. The environment 
can be constructed from any abstract objects and almost any 
relations between them. The system is given a set of operators 
which can act upon the object in its environment and a set 
of differences that it can recognize and which are used to 
discriminate between objects. 
A problem is posed by specifying some initial object and 
the goal of reaching some other object. For example, "the 
initial object may be a logical expression and the goal object 
its proof or any other object related to it by a sequence of 
transformations in the symbolic environment that corresponds 
to a sequence of processes in t he artificial intelligence."(S) 
Wit h regar d to t he questions of heuristics versus 
artificial intelligence, Pask(S) says: 
"The majority of systems can be criticized on 
the grounds that they do not embody the gamut of 
processes that make them independent of the 
experimenter or the programmer. But, this 
criticism is trivial if the experimenter's or the 
programmer's activity could be programmed. 
Hence it is very profitable to look at systems 
that are fragments of an artificial intelligence 
and which deal with special facets of problem 
solving providing that among them there are 
systems capable of assembling these fragments 
into a composite entt,ty~- .. 
Minsky(B) believes that five types of processes are 
usefully distingw1s-tl ;ed,~ : 
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(1) Search for a goal, involving a sequence of choices 
based upon the evidence derived from measures like (a) the 
value of achieving a goAl, (b) the proximity to a goal, (c) 
the amount of computation expected to achieve this goal, (d) 
an index of which method (or type of algorithm) is best and 
(e) an index of the cost (either in time or money) of the 
computation involved. 
(2) A process that reduces the ultimate solution of 
goal achievement into partial solutions or subgoals. 
(3) A heuristic procedure defining relations of 
similarity and equivalence. 
(4) Recognition of a patte rn. 
(5) Learning whereby organizations differentiate or 
adapt. 
1 6 
According to Slagle(?), a heuristic method is one whic h 
helps in discovering the solution to a problem by making 
••plausible but fallible _ guesses as to what is the best thing 
to do next ... This proce s s, of course, involves the manipula-
tion of symbolic expressions. 
Many of Slag~~~ ~ methods will be applied to the symbolic 
solution of Laplace transformations in the present study. 
Among those used will be the concept of a goal list, where 
the original goal is made the first member of a list called 
the goal list. If a new goal is generated, it is added to the 
end of this list. Whenever a newly generated goal is of 
standard form, that is, whenever it is of a form that the 
computer recognizes from its table of transforms,that goal 
is immediately achieved by substitution. 
-1 . 1 For example, to perform L { ~ }, this original 
goal is made the first member of the goal list and here it 
is found to be in standard form. 
Closely related to the procedure involved in discovering 
whether or not the goal is in standard form is the instance of 
a pattern which suggests certain methods are necessary. This ~ 
problem may be covered by algorithm-like transformations; that 
is, whenever the problem is not of standard form, it is tested 
to see if it is applicable to an algorithm-like transformation. 
By this, we mean a transformation which, when applicable, is 
always or almost always appropriate. For a goal, a transformation 
is called appropriate if it is the correct next step to bring 
that goal nearer to achievement. These transformations will 
be discussed more fully in the following c hapters. 
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An ordered list of goals which are neith e r of sta nd ard 
form nor amenable to an algorithm-like transformation is 
called a heuristic goal list. To these elements of the list 
we must apply what is called a heuristic transformation. A 
transformation is called heuristic when, even though it is 
applicable and plausible, there is a possibility that it is 
not the appropriate next step.(?) The transformation may be 
inappropriate either because it leads no closer to the solution 
or because some other solution would be better. 
W h en ·:a he u r i s t i c o r a 1 g or i t h m- 1 i k e t r a n s form a t i on i s 
applied to a goal, new goals are of necessity generated. 
This implies a certain hierarchy is created and is denoted 
by a 11 tree .. growing downwards. A goal may be transformed into 
one or more subgoals which may be related to the goal in many 
ways. This procedure incorporates two relations, namely 
AND and OR.(?) 
AND relationship 
This is created when two or more subgoals are generated 
and all of them must be achieved in order to achieve the goal. 
Therefore, in figure 2.2 achieving g1 , g2 , and g3 achieves 
the original goal g. 
OR relationship 
An OR relationship between a goal and its subgoals 
exists when the achieving of any subgoal will allow the 
achieving of the goal. Therefore, achieving g1 or g2 in 
figure 2.3 achieves g. 
1 8 
g 
Figure 2.2 Figure 2.3 
A combination of AND and OR may result in more complex 






~hen a goal has been achieved, it is denoted by an x at the 
goal achieved. Therefore, in figure 2.4, since g222 has been 
achieved, the pruning of goal tree (a) (the · process of pruning 
will be discribed in Chapter III) after the achieving of goal 
g221 results in goal tree (b). Achieving g11 or g12 in (b) 
would result in achieving the original goal g. 
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There will be several cDnstra~nts put on the problem 
given to the computer. Each problem will be given a resource 
allotment that should be more than sufficient to contain the 
problem. If the allotment is exceeded, this will be returned 
as the answer to the problem. Also, since the goal list, or 
list of subgoals being used is a rough measure of the depth 
or complexity of the computation, if the maximum allowable 
length is exceeded, the computer returns this as the answer 
to the problem. 
Recently there have been languages developed primarily 
for symbolic data processing; SNOBOL and LISP for example. 
A purely symbolic language has obvious advantages over a 
language developed mainly for numeric applications and the 
following(lO) will give a brief discription of LISP which has 
been used with a great deal of success in artificial 
intelligence applications. 
There are three important differences between LISP and 
most other programming languages. The first difference is 
in the nature of the data which are in the form of symbolic 
expressions called s-expressions. $-expressions are of 
indefinite length and have a branching structure that can 
easily isolate important subexpressions. The second major 
difference is the source language itself which specifies how 
the s-expressions are to be processed. This consists of 
recursive functions of s-expressions called m-expressions. 
Finally, since LISP can interpret and execute programs 
written in the form of s-expressions, it can be used to 
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generate programs for further operation. 
The most elementary type of s-expression is the atomic 
symbol, a string of fewer than thirty numbers and capital 
letters, the first character of which must be a letter. Thus 
A, !HAT , Al2B34C5 
are atomic symbols. 
Every s-expression is built from atomic symbols and s-
expressions may be compounded by combining two of them. 
Therefore an s-expression is either an atomic symbol or it is 
composed of the following elements in the given order: a left 
parenthesis, an s-expression, a dot, an s-expression, and a 
r i g h t parent he s i s . Some exam p 1 e s of s-ex press i on$ :\are : 
(A.B) , (A.(B.C)) , ((Al.B).(X.Y)). 
Also defined in LISP are several functions of s-expressions. 
To distinguish the functions from the s-expressions, function 
names are written in italics. Furthermore, the arguments of 
functions will be enclosed in square brackets rather than 
parenthesis, and the semicolon will be used as a separator. 
The first function, named CONS, has two arguments and is 
used to build s-expressions from smaller s-expressions. 
Therefore, 
CONS [A;B] = (A.B) 
CONS [CONS[A;B];C] = ((A.B).C) . 
The second example illustrates the composition, or nesting 
of functions. 
The next two functions produce the subexpressions of a 
given function. The function CAR has one argument and its 
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value is the first part of its composite argument while the 
function CDR has one argument and its value is the second 
part of its composite argument. Examples of these are: 
CAR [(A. (81.82))] =A CDR [(A. (81.82))] = {81.82) 
CAR [((Al.A2).83)] = (Al.A2) CDR [((Al.A2).8)] = 8 
Given any s-expression, any subexpression of it may be 
produced by a suitable composition of CAR's and CDR's. 
Therefore, 
CAR [CDR[(A. (81 .82) )]]= 81 
A function whose value is either true or false is called 
a predicate and the value is denoted by T and F respectively. 
The predicate EQ is a test for equality on atomic symbols 
(and is therefore undefined for non-atomic arguments). The 
predicate ATOM is true if its argument is an atomic symbol, 
false if its argument is composite. 
EQ [A;A] = T 
EQ [A;8] = F 
ATOM[NAME] = T 
ATOM[(X.Y)] = F 
To this point, s-expressions have been written in the 
dot notation. However, when writing lists of indefinite 
length the dot notation becomes quite cumbersome, so LISP 
has an alternate form of the s-expression called the list 
notation. This means that the list (m 1 m2 m3 ... mn) is 
identical to (m 1 .(m 2 .(m3 .( ... (mn.NIL) .. ))), where NIL serves 
as a terminator for lists. Normally the separator for 
elements in a list is the comma, but in LISP either the comma 
or a blank may be used; thus, (A,B,C) is identical to (ABC). 
A large class of functions is defined by means of the 
conditional expression which has the form 
where each pi is an expression whose value is true or false 
and ei is an expression. The meaning of the conditional 
expression is: If p1 is true, then the value of e 1 is the 
value of the expression. If p1 is false, then if p2 is 
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true the value of e 2 is the value of the expression. 




found, then a corresponding e. is selected. If none of the 1 
pi are true, then the value of the expression is undefined. 
Each pi or ei can itself be either an s-expression, a 
function, a composition of function or another conditional 
expression. (lO) 
By use of the universal function EVALQUOTE [FN;ARGS] 
the value of any given function FN can be computed, where 
FN must be an s-expression. Several useful functions are 
often used in conjunction with EVAL QUOTE ; some are: EQ UAL 
[X;Y] which is a predicate that is true if X and Y ar e 
i d e n t i c a 1 s - e x p r e s s i o ns ; suBs T [ X ; Y ; Z ] w h i c h g i v e s t h e r e s u 1 t 
of substituting the s-expression X for alloE c a rre ~ ces of t he 
atomic symbol Y in the s-expression Z; and NULL [X] whic h is 
used for deciding when a list is exhausted. 
This was, a t best , a ve ry bri ef outlin e of a symbol 
manipulating language, but it can clearly be seen that use 
of LISP or a similar pro g ramming lan guage can greatly si mplify 




A medium-speed general purpose digital computer was 
programmed to solve elementary symbolic Laplace transforma-
tion problems. Although the program developed contains 
several widely used methods to find the transformations of 
a given problems many other methods (including partial 
fractions and convolution)s required for the solution of many 
problems, were excluded because of time and storage limitations. 
The program is capable of handling either real or 
imaginary numbers or a combination of them. These numbers 
may be given as either explicit constantss such as 1/(p-~} 
where A is a real or imaginary constant, or as a result of 
finding the residues of the transformation by Bairstow•s 
methods such as l/(p 2 + p + 1). The program also handles 
problems, called elementary functions, that represent explicit 
elementary functions of the independent variable p. The 
elementary functions are defined as follows: 
a. Any real or complex constant is an elementary function. 
b. The independent variable p is an elementary function. 
c. The finite sum or product of elementary functions is 
an elementary function. 
d. An elementary function raised to a power is an 
elementary function. 
In most widely used methods applied to a computer, i.e., 
numerical methods, the major concern with the solution of any 
given problem deals with the accuracy with which the problem 
24 
is solved. In most cases a numerical solution which is 
correct to only 1 or 2 places is not of much use, and 
frequently 5 or more places are required to give the informa-
tion necessary to the problem. In the present investigation 
we are concerned with the time to reach the exact solution, 
not accuracy. Since there is only one correct answer 
possible for any given problem, time is the most important 
consideration once the program is returning the correct 
answer. 
The computer time necessary to solve a proolem is gen-
erally in direct ratio to the difficulty of the problem; the 
more difficult the problem, the more time to arrive at the 
answer. The time also depends on the type of method, i.e., 
direct or indirect, that is chosen to solve the problem. 
Direct methods have a finite number of operations which are 
executed only once and therefore take a c finite length of 
time to solve the problem. Iterative methods also contain 
a finite number of operations but these operations may be 
executed again and again, an infinite number of times if 
necessary and therefore may theoretically take an infinite 
period of time to reach the answer. The program developed 
for this study is effectively an iterative program and for 
this reason two restrictions, called resource allotments, 
are given as side conditions to the input problem. First, 
a time restriction is calculated according to the difficulty 
of the problem and if this time is exceeded, the program 
halts. Second, there is a restriction put on the amount of 
storage available for further use. If the goal list (described 
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later) exceeds a certain maximum allowable length, the program 
reports this fact and halts. 
Sixty-six elementary problems were attempted on the 
computer and each of them was solved in less than fifteen 
seconds. For test purposes five problems, unsolvable from 
the standpoint of the program were run and the computer 
reported failure for these cases in less than one minute. 
Appendix II gives the general form of the output for a 
problem along with the restrictions that were placed on the 
data for the input problem. 
There are several terms that must be defined and 
various concepts clarified to give a full understanding of 
the description of the ope~ational procedure of the program. 
ALGORITHM. A well-defined sequence of operations that 
are applied to a given collection of entities or objects in 
order to yield, unambiguously, a specified result is called 
an algorithm. The entities concerned may constitute words 
i n a v o cab u 1 a ry or s i g n s i n an a 1 ph abet . ( 5 ) In the present 
study the alphabet is finite as opposed to an algorithm that 
can construct its own, and therefore infinite alphabet, and 
the end or terminating point of the algorithm is defined. 
ALGORITHM-LIKE TRANSFORMATIONS. An algorithm-like 
transformation is a transformation which, when applicable, 
is always or almost always appropriate. For a goal, a 
transformation is called appropriate if it is the correct next 
step to bring that goal nearer to achievement. The six 
algorithm-like transformations used in this investigation 
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are: 
a. Factor constant; i.e., L- 1{C ffit} = C L- 1{ffit}. 
b. -1 Ni(p) - -1 Ni(p) Decompose; i.e., L {Loi(p)}- I L {Di(p)} 
c . Negate; i.e., L- 1 {- ~} =- L- 1 {~} D(p) D(p) · 
d. -1 [N(p)]N -1 Expand; i.e., L { DTPT } = L {expansion} 
e. Combine factors; i.e., cancel common factors from 
the numerator and denominator. For example, 
L-1 { p } - -1 p _.~- - L { p ( p--~. 11 } = p2-pa ., L -1 { p ~~ } 
f . Instance of a pattern; i.e., given the standard 
form L-l {~} = eat , recognize that p-a 
-at e 
In addition to these, there are algorithms that change the 
input problem from alphameric form to numeric form, from 
numeric form to alphameric form and a Bairstow•s method 
to find the roots of a polynomial. While many other 
algorithm-like transformations could have been programmed, 
the author feels that the above are used most often and 
therefore are most important. As mentioned before a few 
algorithms, had they been included, would make some unsolv-
able problems possible but these have been left for future 
work. 
GOALS. An object or end that one strives to attain 
is called a goal. In the present study, the performing of 
Laplace transformations are goals, where the original goal 
consists of the originally given problem. 
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GOAL LIST. The original goal is made the first member 
of a list called the goal list. When and if new goals are 
generated they are added to the end of the goal list. Any 
goal g may be transformed into one or more subgoals g. by a 
1 
procedure described later. Each gi is called a subgoal of 
g; g the supergoal of gi. 
THE GOAL TREE. When an algorithm-like transformation 
is applied to a goals new goals ares of necessitys generated. 
These goals may generate more goalss and a certain hierarchy 
is developeds denoted by a 11 tree 11 growing downwards. Suppose 
we have a transformation to perform, or more generallys a 
goal g for which we wish to find a solution. This goal may 
be transformed into one or more subgoals gi which may be 
transformed into the subgoals gijs etc. Each of these sub-
goals may be related to its supergoal in many ways creating 
the hierarcy mentioned above. This process incorporates two 
common relations, AND and OR (figures 2.2 5 2.3 5 2.4). Only 
the AND relationship has been effectively used in this 
investigation and therefore is the only one of the two 
relations that is described here in relation to a problem. 
AND RELATIONSHIP. This is created when two or more sub-
goals are generated and the achieving of all of them is 
required to achieve the goal. Consider the problem 
-1 p3 + p 2 - p L { } • ( 3 • 1 ) 
p4 _ a4 
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The computer proceedes as follows: 
1. Equation (3.1) is determined not to be of standard 
form by the table search routine. 
2. Algorithm-like transformation 11 a 11 is not applicable 
3. 
4. 
but 11 b 11 - decompose - is effective which gives 
p3 + p2 - p = 
p4 _ a4 p4 _ a4 + + 
-p 
From this formation of subgoals, the goal tree is 
given by: 
L-1 { p3 + p2 - p } 
p4 _ a4 
{- p 
p4-a4 
} and L-l { } are recognized p4 _ a4 
as standard forms but this solution is determined 
not to be sufficient to solve the original goal 
because the AND relationship requires that all three 
subgoals must be achieved before the original 
problem is achieved. 
-1 p -1 . p L {- } is determined to be -L {--~----} p4 _ a4 p4 _ a4 
by the algorithm-like transformation 11 C 11 - negate. 
5. Now all subgoals are of standard form and since 
all parts of the 11 tree 11 are known, the solution to 
the original problem by adding the solutions 
of the subgoals. 
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PRUNING THE GOAL TREE. The goal tree is "pruned" when-
ever some goal g has been achieved. This means that some 
closely related goals are automatically achieved and other 
goals that become useless are discarded. The process of 
pruning with respect to a newly ac hieved goal g is described 
as follows: 
a. If g is the original goal, the original problem is 
solved. 
b. Otherwise discard g and every descendant of g which 
is thus rendered superfluous, i.e., which no longer 
has a direct "living .. line generated from the 
original goal. 
c. Achieve and prune any of g•s supergoals which have 
become achievable from the achieving of g. 
This procedure will be illustrated by an example, and for 
purposes of clarity the OR relationship will be discussed 
as well as the AND relationship. In figure 3 . 1 an X implies 
achievement. Therefore, if either g11 or g12 is achieved, 
the supergoal g1 is achieved since there is an OR relation-
ship between g11 and g12 . In either case, the achievin g of 
g1 makes g11 and g12 s uperfluous so th ey may be discard ed . 
Further pruning on this line is halted however because of the 
AND relationship be tween g1 and g2 . The resulting goal tre e 
i s shown in figur e 3. 2 . Late r achi e ving of g13 result s in 
the achieving of g2 and since g1 and g2 have been achieved 
the original goal g would be achieved simply by adding the 
solutions of the two subgoals. 
2 
Figure 3.1 Figure 3.2 
IMMEDIATE SOLUTION PROCEDURE. As soon as a new goal 
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g is generated, straightforward methods are used in an attempt 
to achieve it. If g is achieved, an attempt is made to 
achieve the original goal by pruning the goal tree. In 
general, s, the final segment of a goal list (g 1 , g2 , .•• gn), 
is either empty or one of then lists (gi' gi+l , ... ,gn). 
The iterative procedure to accomplish the immediate solution 
is given below. 
a. If s is empty, the procedure fails. 
b. Consider the first member of s, the goal gi. If g. 
1 
c . 
is dead, delete this member and go to step 11 a 11 • 
If g. is directly achievable, achieve it. Then, if 
1 
pruning with respect to gi achieves the original 
goal, the procedure is successful and it terminates 
with the output of the solution. Otherwise delete 
g. and go to step .. a ... 
1 
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d. If some algorithm-like transformation is appropriate 
for gi, apply it, delete gi and go to step 11 a 11 • 
EXECUTIVE PROCEDURE. The following six steps (and 
associated flow chart in Figure 3.3) constitute the executive 
or program control process. 
a. If a try for the immediate solution with the 
original goal is successful, return with the answer. 
b. If the resource allotment has been exceeded, report 
failure. 
c. If no goals remain on the goal list, report failure. 
d. Take the next goal off the goal 1 ist and let it be 
the goal under consideration in the following inner 
loop. 
e. If no algorithm-like transformations applicable to 
gi remain, go to step 11 b 11 • 
f. Apply the transformation from step 11 e 11 to gi. As 
soon as a new goal is generated, add it to the goal 
list and try for the immediate solution. Then there 
are three cases. If this try achieves the original 
goal return with the answer. Failing this, if gi 
is achieved, go to step 11 b 11 • Otherwise, go to 
step 11 e 11 • 
A great deal of difficulty was experienced in programming 
the Fortran for this investigation. The limitations of 
symbolic capability in Fortran made even the simplest of 
operations quite difficult and in several cases these 
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purposes. For example, the table search procedure required 
10 statements to find an equality between the goal and the table 
entry itself; and this procedure did not include any capability 
for pattern recognition. On the other hand, with LISP the 
single statement function EQ UAL [X;Y] will determine whether 
or not the s-expression X is equal to the s-expression Y. 
Further advantages of a symbol manipulating language 
will be discussed in the following chapter along with the 
results of this investigation. Also included in Chapter IV 
will be suggestions for future work in the field of symbolic 
manipulation. 
The program discussed above consists of approximately 
500 Fortran statements. A listing of the program may be 
obtained from the Computer Science Center at the University 
of Missouri at Rolla. 
CHAPTER IV 
CONCLUSIONS AND SUGGESTIONS FOR FUTURE WORK 
Certain conclusions presented in the chapter are based 
on the author•s experience with the development and testing 
of the program developed for this study. Other conclusions 
are drawn, to a certain extent, from the findings of other 
workers in the field. 
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The most important result of this investigation has 
pointed out that symbol manipulation by a computer is quite 
feasible and, with further development, may prove to be a 
useful tool in many areas. As mentioned in previous chapters, 
the program developed for this study would have wide success. 
Several subroutines would have to be added to solve the more 
difficult problems encountered in Laplace transformations. 
One such subroutine, for example, would be partial factions. 
A second would use the concept of convolution discussed in 
Chapter II, while another would encompass the ability to 
perform differentiation necessary to solve some problems 
requiring residues. A final helpful addition would be a 
subroutine that could accept the original differential 
equation and convert it to the equation in the independent 
variable (see Appendix II restriction number 1). Generally, 
however, the subjects of the conclusions fall into three 
major categories: intelligence (natural and artificial), 
natural intelligence and artificial intelligence. 
Intelligence (natural and artificial), the first of 
these categories, can be broken into the three general areas 
of pattern recognition, problem solving, and learning for 
which several conclusions can be drawn. 
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It has been shown in this investigation that a suitably 
programmed computer can recognize the occurrence of a useful 
pattern in a symbolic expression. However, the computer uses 
a serial type pattern recognition form which is very time 
consuming. While it is true that a human uses this same 
type of pattern recognition for most problems, in a few cases 
where the problem is small or the number of comparisons small, 
man is able to use a parallel recognition form. It would be 
an important step in terms of increased speed if a computer 
could use this type of parallel comparison. Any length 
comparison would be accomplis hed in the same time as the com-
parison of just one number or letter in present systems. It 
can be said, therefore, that the acquisition of skill in 
recognizing patterns in parallel is desirable for men but 
almost necessary for advanced computers. 
There are many consequences resulting from the problem 
solving aspects of a computer, the most important being that 
a machine can manifest intelligent behavior, i.e., behavior 
which, if performed by a human, would be called intelligent. 
It seems, both from the author's experience and from that of 
others, that while the use of standard forms is a basic com-
ponent of a goal achieving scheme, the division of methods 
into heuristic transformations and algorithm-like transfor-
mations is very useful and possibly necessary in problem 
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solving. 
At the present time, computer programs have already been 
developed in which man-machine combinations solve problems. 
For example, a program named STUDENT has been developed at 
M.I.T. that deals with the statement of problems in high 
school algebra. Basically, the computer accepts the statement 
of the problem, rewrites the problem as a number of simple 
sentences, converts each simple sentence into an equation, 
solves this set of equations and, finally, returns the answer 
in the form of a simple sentence. When the program runs into 
difficulty it refers to its file of information and if this 
fails, it usually asks pertinent questions of the operator. 
With this additional information the program continues with 
its search for the solution.(ll) 
This type of procedure should be refined and improved 
until it becomes a general problem solving system. By a 
general problem solving system we mean that the computer, 
relying mainly on information stored in its memory, will be 
able to take a problem, regardless of what it is, and solve 
it correctly. The step beyond this, of course, is that the 
computer will solve the problem completely on its own wtth 
no intervening help from an outside source. This is 
prohibitive at the moment because of the extremely large 
memory required to store all this information. Also inherent 
in this self-sufficient procedure lies the need for systems 
that can learn effectively from their experience. There 
would be little use in developing a program that could solve 
a problem several times in succession without its learning 
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some hints as to a faster solution to the problem. 
As a result of the advances mentioned above, soon intell-
igent problem solving machines will far surpass the efforts 
of man, first as a matter of speed and economics, then as a 
matter of power. Of course other improvements in the overall 
system must be achieved before the last goal becomes a reality. 
Increased memory and speed must be built into the machine. 
Input devices such as optical readers must be refined, both 
to reduce the amount of 11 through-put 11 time for a problem and 
also to relieve man of the tedious work of preparing data for 
the computer. An example of this last fact lies in the field 
of coordinate geometry. At the present time data must be pre-
pared for the computer giving all coordinate points necessary 
for the solution of the problem. It would be much faster and 
at least as accurate if an optical reader could take these 
points directly from a graph and use this data as it stands. 
These facts, together with the accumulated experience of both 
man and machines, will give a problem solving system so power-
ful that it will outdo anything yet known or conceived. 
When we speak of learning in relation to a human, it is 
known that man can learn either by rote, i.e., by experience, 
or by thinking. Of the two methods, rote is by far the most 
common, while thinking is the most desired method and probably 
the most difficult. These two possible ways of learning by 
man can be applied directly to a computer. The easiest method 
for a computer to learn would be by rote, i,e., by doing and 
re-doing something until the machine deems this certain process 
worthy of storage in its memory. That is, it would create its 
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own library of information. The second method would present, 
as for man, the most difficulty but once this threshold is 
crossed the world will be changed considerably. 
The second of the three categories, that of natural 
intelligence, deals chiefly with models of intelligence. Such 
a model, although partial and incomplete, of intelligent 
problem solving behavior in the specialized domain of Laplace 
transformations has been constructed and used with limited 
success in this investigation. By the time such a model is 
comp~ete, people must have been trained in how to use this 
powerful tool to its fullest advantage. Therefore, following 
the initial familiarization to the solution of a problem by 
rote, it will be useful for teachers to teach in terms of 
algorithms and heuristics. In this way the student will have 
sufficient knowledge of methods to allow him to test a hypo-
thesis by experimentation with the computer. Following 
directly comes the realization that creativity must be taught 
since machines will soon be doing at least the routine problems. 
The innovation of a 11 thin~ing 11 machine itself could very well 
change the character of man by giving him a comparative high 
level intelligence with which to compete. But if creativity 
is lost, how will man face an intellectually superior being? 
Artificial intelligence, the final category, will be 
discussed in relation to computer design and symbol manipula-
ting languages and computers. 
As indicated in previous sections of this chapter, computer 
design must be tremendously advanced before the true capability 
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of machines can be used. It is necessary to manufacture faster 
machines to make complieated symbolic manipulation problems 
more feasible and economical. In the present investigation 
t he cost of solving a fifteen second problem is twenty-five 
cents. Using the IBM 360 Model 40 System, the increased spee d 
would reduce this to a one tent h of a second problem at a cost 
of less than one cent. At the present time, however, as t he 
speed of a machine is increased so is the price. Although 
this ratio of speed to price is favorable, new ways to 
cheaply prod uce a machine must be foun d to satisfy the nee ds 
of symbolic manipulation and those needs of future development. 
Larger memories are necessary for several reasons. A 
large high-speed memory increases the speed of the computer. 
Core memory, much faster to reference than some random-access 
peripheral device, allows a larger file of information to be 
stored in the machine for immediate access. Also, it is 
quite obvious that compilation time for a program takes a 
considerable amount of time. If the memory was large enough, 
a compiled program could be stored directly in core giving 
the overall process of running a program a great deal more 
speed. 
It is well known that machine, or hardware operations 
are much faster than those that require program intervention. 
Therefore, if possible, hardware should be designed with 
symbol manipulating capabilities in mind. This goal is likely 
to be difficult to achieve so in the meantime, software 
should be designed with these same capabilities. Obviously, 
one instruction to take the place of a symbol manipulating 
function would be very advantageous in both time and speed. 
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As mentioned before, symbol manipulation holds accuracy 
as a less important goal than time and correctness. However, 
accuracy can be improved simply by using exact rather than 
approximate arithmetic. For this reason a symbol manipulating 
language should be developed that efficiently handles objects 
that are integer or rational numbers. Symbol manipulating 
languages at this time can conveniently handle list structures 
which is one of their major advantages. However, they should 
also include the capability to express, in a convenient form, 
the manipulation of many other types of quantities such as 
indexed arrays. 
It is well known that the majority of all programming 
done today depends to a great degree on the executive procedure 
that defines the hierarchy of arithmetic procedures. It would 
be very useful and time saving if a symbol manipulating lang-
uage included a convenient representation for this same type 
of executive procedure which could operate a hierarchy roughly 
corresponding to the hierarchy of a goal tree. Much difficulty 
could be avoided by leaving the manipulation of the goal tree 
solely to the language instead of to the program. 
Finally, more efficient compilers are necessary to 
optimize time and space. The advantage of a larger memory 
would be negated if compilers occupied most of this additional 
room. And the longer the compiler, the longer the compilation 
time. Of course, compilers must become more complex as the 
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languages developed are expected to do more, but increased 
efficiency of compilers together with increased speed of the 
machine will improve the operation of the system greatly. 
There are, of course, many areas that need further under-
standing before machines can solve really difficult problems 
but only three will be mentioned here. The first area deals 
with the subject of patterns. Present machines can be 
programmed to recognize patterns to a certain degree but a 
machine that constructs, uses and evaluates its own patterns 
would be a very powerful one indeed. The second area, that 
of learning, is as yet a very undeveloped process. Before 
machines can learn effectively, they must be able to adapt old 
methods already known to them and to discover new ones which 
implies the process of thinking as opposed to rote. Finally, 
before machines can reach the thinking stage or even the 
general problem solver stage, they must have been developed 
to the point where they can plan well, i.e., to be able to 
formulate a new plan of attack and to adJest old ones to new 
problems and situations. 
All of the above improvements will bring forth many new 
machines and corresponding opportunities. General problem 
solver techniques will become available as man and machines 
learn more about how they solve problems. Teaching machines 
are even now being developed that can give a student the 
benefit of individual instruction. Machines that communicate 
with other machines and with people in any language will 
become available. But before this, however, natural language 
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work must be done in formulating rules of syntax, etc. Also, 
there must be much work in the field of developing devices to 
convert voice patterns to data understandable by machines. 
Before long, there will probably be even an induction machine, 
i.e., a machjne that can draw general conclusions from a finite 
amount of data. This type of machine will indeed be useful 
in scientific applications, since the laws of science are 
characterized by certain patterns. 
It must be noted at this point that the preceeding is 
not to be taken as the final word concerning intelligent 
problem solving or symbolic manipulation by machines. It is 
only one step in unlocking the door to the complete realization 
of the advantages of a computer. 
APPENDIX I 






































e-at sin bt 
-at b e cos t 
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1 2. b -at sinh bt e {p+a)2-b2 
1 3. p+a e -at cosh bt (p+a)2-b2 
1 4 . 1 cosh a t-1 
p(p2-a2) a2 
1 5. 1 1-cos at 
p(p2+a2) a2 
1 6 . p3 1 (cosh at + cos at) 
p4-a4 2" 
1 7 . p2 1 (sinh at + sin at) 
p4-p4 2a 
1 8. p 1 (cosh at cos at) -
p'+-a4 2a 2 
1 9 • 1 1 (sinh at sin at) -
p4-a4 2a 3 
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Restrictions on data. 
The following restrictions on the input problem were found 
necessary for checking purposes and for converting from 
alphameric form to numeric form in preparation for using 
Bairstow•s method to find residues. 
1. The input equation must be in terms of the 
independent variable p. 
2. The numerator, even if it consists of only one term, 
must be enclosed in parenthesis, i.e., 
(1)/(p-a)n (p-_1 )/(p-a)(p-b) 
3. A strict polynomial in the denominator must be 
enclosed in parenthesis, i.e., 
(a)/((p)2+(a)2) 
4. All powers of the independent variable p but zero 
must be specified, i.e., 
(l)/((p)2+(p)l+2) 
5. As shown in the preceeding examples, powers are 
represented by following a right parenthesis. 
6. When constant multiplication is intended, the 
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