Abstract-A low-complexity semi-blind joint channel estimation and data detection scheme is proposed for space-time shift keying (STSK) based multiple-input multiple-output systems. The minimum number of STSK training blocks, which is related to the number of transmitter antennas, is first utilized to provide a rough initial least square channel estimate (LSCE). Then low-complexity single-stream maximum likelihood (ML) data detection is carried out based on the initial LSCE and the detected data are employed to refine the decision-directed LSCE. It is demonstrated that a few iterations are sufficient to approach the optimal ML detection performance obtained with the perfect channel state information.
I. INTRODUCTION
M ULTIPLE-INPUT multiple-output (MIMO) techniques exploit the space and/or time dimensions to achieve multiplexing and/or diversity gains. The vertical Bell Lab layered space-time (V-BLAST) scheme [1] , for example, offers a high multiplexing gain at a high decoding complexity, which is imposed by the mitigation of the associated inter-channel interference (ICI). Orthogonal space-time block codes (OSTBCs) [2] on the other hand achieve the maximum diversity gain at the expense of a reduced bandwidth efficiency. Linear dispersion codes (LDCs) [3] are capable of providing a more flexible tradeoff between the attainable diversity and multiplexing gains, but also require sophisticated high-complexity detection. The spatial modulation (SM) and space-shift keying (SSK) schemes [4] - [6] do offer an increased transmission rate, but only achieve receive diversity, no transmit diversity. The main advantage of SM and SSK is that they are free from the effects of ICI and therefore facilitate a low-complexity single-antenna-based ML detection [5] . The recently proposed space-time shift keying (STSK) [7] , [8] offers a unified MIMO architecture, which includes V-BLAST, OSTBCs, LDCs, SM and SSK as its special cases. In contrast to the SM and SSK schemes [4] - [6] , which only exploit the spatial dimension, the STSK scheme utilizes both the space and time dimensions. Specifically, the STSK system is based on the activation of the appropriately indexed space-time dispersion matrices within each STSK block duration, instead of the indexed antennas at each symbol duration, as in the SM and SSK systems of [4] - [6] . Owing to its high degree of design freedom, the STSK scheme is capable of striking a flexible diversity versus multiplexing gain tradeoff, which is achieved by optimizing both the number and size of the dispersion matrices as well as the number of transmit and receive antennas. In particular, the STSK system is capable of exploiting both transmit and receive diversity gains, unlike the SM and SSK schemes, which can only attain a receive diversity gain. Moreover, like the SM system, the STSK scheme does not impose ICI. As a consequence, the single-antenna based ML detector of [5] can readily be employed in the STSK system to attain optimal ML detection at a low complexity. In general, a MIMO system's ability to approach its capacity heavily relies on the accuracy of the channel state information (CSI). Training based adaptive schemes are capable of accurately estimating a MIMO channel at the expense of considerable reduction in system throughput, since a large training overhead is required to obtain a reasonably accurate CSI estimate. Blind methods not only impose high complexity and slow convergence, but also suffer from unavoidable estimation and decision ambiguities [9] . Semi-blind methods offer attractive practical means of implementing adaptive MIMO systems. In the semi-blind methods of [10] - [13] , a few training symbols are used to provide an initial MIMO channel estimate. Then the channel estimator as well as the data detector iteratively exchange their information, where the channel estimator relies on decision-directed adaptation. In the scheme of [14] and [15] , aided by an initial training-based MIMO channel estimate, blind joint ML data detection and channel estimation is carried out by a computational intelligence based optimization algorithm. In these studies, however, the MIMO systems induce ICI, hence potentially complex multi-antenna-based ML data detection has to be carried out. Their complexity may be reduced for example, with the aid of sphere-decoding based algorithms [16] , such as the -best sphere-decoding algorithm [17] , which may still remain computationally expensive. Hence high-complexity ML data detection coupled with a large number of iterations to achieve convergence imposes considerable computational requirements in these previous semi-blind methods.
Against this back-cloth, our novel contribution is that we exploit the inherent low-complexity of the single-stream ML data detection in STSK systems and propose a semi-blind joint channel estimation and data detection scheme. In order to maintain a high system throughput, the minimum number of STSK training blocks, which is determined by the number of transmitter antennas, is utilized to provide an initial least square channel estimate (LSCE). Then low-complexity single-antenna based ML data detection is carried out based on the initial LSCE, and the detected data are then remodulated and used for the decision-directed LSCE update. Our study demonstrates that a few iterations, typically no more than five, are sufficient to approach the optimal detection performance obtained with the aid of perfect CSI.
II. SPACE-TIME SHIFT KEYING SYSTEM MODEL
Consider the coherent STSK based MIMO system [8] , which employs antennas at the transmitter and antennas at the receiver for communication in a frequency-flat Rayleigh fading environment. Let denote the field of complex numbers, be the number of time slots, and indicate the STSK block index. Then the received signal matrix is expressed by the following model: (1) where and denote the channel matrix and the th noise matrix, respectively, while denotes the th transmitted space-time signal matrix and the th row's elements of are transmitted from the th transmitter antenna in time slots. We assume that each element of obeys the complex-valued Gaussian distribution with zero mean and a variance of 0.5 per dimension, which is denoted as . Each element of obeys the complex-valued zero-mean Gaussian distribution of . Furthermore, the channel matrix is assumed to remain constant for at least time slots. Each STSK block is given by [7] , [8] as , where is the complex-valued symbol of the conventional modulation scheme employed, such as -PSK or -QAM, which is associated with input bits, while is selected from the pre-assigned dispersion matrices , , according to input bits. Thus a total of source bits are mapped to each STSK block, and the normalised throughput per time-slot, of this STSK scheme can be expressed as [bits/symbol]. The design of dispersion matrices is an important research subject entirely in itself [18] . To maintain a unity average transmission power for each STSK block, each of the dispersion matrices must meet the power constraint of , , where denotes the matrix trace operator. Given the STSK parameters of ( , , , ) as well as the constellation size , a numerical search is adopted in [8] to obtain the set of dispersion matrices by maximizing the discrete-input continuous-output memoryless channel's capacity [19] subject to the constraints of . The signal to noise ratio (SNR) of the system is defined as , where is the average symbol energy of the modulated symbol . Let us introduce the following notations now:
where denotes the vector stacking operator, is the identity matrix and the Kronecker product. Define furthermore the equivalent transmitted signal vector as (6) where the modulated symbol is situated in the th element. Note that the index corresponds to the index of the dispersion matrix activated during the th STSK block and, therefore, the transmitted signal vector takes its value from the set , which contains the legitimate transmitted signal vectors,
where is the th symbol in the -point constellation . Given the notations (2) to (6), the signal model equivalent to (1) becomes (8) When is known at the receiver, data detection can be carried out very efficiently [8] . This is because the equivalent system model (8) is free from the effects of ICI, and the low-complexity single-antenna based ML detector of [5] may readily be applied to achieve optimal data detection. Let correspond to the specific inputs bits of a STSK block, which are mapped to the th symbol and the th dispersion matrix . Then the ML estimates are given by (9) where denotes the th column of the matrix . The calculation of , , requires real-valued multiplications and real-valued additions. In a slow-fading environment, this calculation can be reused during the channel's coherent time. The detection of a STSK block or bits using (9) requires real-valued multiplications and real-valued additions. Let the channel's coherence time be the duration of STSK blocks. Then the total complexity of detecting bits is summarized as [8] [Flops].
III. SEMI-BLIND ITERATIVE JOINT CHANNEL ESTIMATION AND DATA DETECTION
Let the number of available training blocks be and arrange the training data as and . Then the LSCE based on is given by (10) To maintain a high system throughput, we should only use the minimum number of STSK training blocks. In order for to have the full rank of , it is necessary that and this requires a minimum of training blocks, where denotes the integer ceiling that is larger than or equal to . Thus we will choose the number of initial training blocks according to . For example, if and , then the minimum number of STSK training blocks is . Given such a small training data set, the accuracy of the LSCE (10) will be poor and the achievable bit error ratio (BER) of the ML detector (9) based on this rough CSI estimate will also be poor. We propose to use the following iterative joint channel estimation and data detection scheme to improve the detection and estimation performance. Let the observation data for the ML detector be denoted as and fix the number of iterations to . The total complexity of this semi-blind iterative joint channel estimation and data detection process is proportional to . Our empirical results show that the number of iterations required for the iterative procedure to converge is low, typically, . We will demonstrate that for medium to high SNR values this iterative procedure is capable of converging to the optimal ML detection performance obtained under perfect CSI. In fact, if the initial channel estimate is capable of yielding a BER below 0.1, the decision-directed channel estimator of Step 3) is capable of improving the accuracy of the channel estimate. This in turn significantly enhances the BER of the ML data detection in Step 2). Therefore, a few iterations are sufficient to approach the optimal ML solution. For low SNR values, however, some degradation may be expected with respect to the optimal ML performance, particularly when the initial BER is higher than 0.1. These observations will be further discussed in the following simulation study.
Semi-Blind Iterative Algorithm
It may readily be seen that this semi-blind scheme designed for STSK based MIMO systems imposes a dramatically lower complexity than semi-blind ML schemes designed for joint channel estimation and data detection in conventional MIMO systems [10] - [13] . This is simply because in STSK system, the optimal ML detection of bits only requires us to search for a total of points, as shown in (9) . For a conventional MIMO system of the same rate , the full ML detection of bits would require us to search for points, which may become prohibitive. The efficient -best sphere decoding algorithm [17] of conventional MIMO systems, which is capable of approximating the ML performance with set to , will require us to search for a total of constellation points, while imposing some additional complexity necessitated by the associated Cholesky factorization.
IV. SIMULATION STUDY
We considered a coherent STSK scheme having the parameters of ( , , , ) and the QPSK constellation of size . The achievable performance was assessed in our simulation study using three metrics, namely the estimated mean square error (MSE) defined by , the mean channel estimation error (MCE) given by , and the achievable BER, where is the channel estimate, is the ML-detected and remodulated data, while denotes the true MIMO channel matrix. All the results were averaged over 100 channel realizations. The length of data blocks used for performing ML detection was , which corresponded to a block of 800 source bits.
The achievable BER performance associated with assuming perfect CSI is given in Fig. 1 as the benchmark. The trainingbased ML detection performance using and 30, respectively, is also shown in Fig. 1 for comparison. It can be seen that the LSCE obtained using only STSK training blocks was inadequate and, in order to approximate the true ML detection performance, more than 30 training STSK blocks were required. The performance of the proposed semi-blind scheme using initial STSK training blocks was then investigated. Figs. 2 and 3 characterize the convergence performance of the semi-blind iterative scheme in terms of the estimated MSE and MCE, respectively, for three different SNR values. The results shown in Figs. 2 and 3 indicate that reliable convergence required no more than five iterations. Furthermore, it can be seen from Fig. 2 that the estimated MSE converged to the noise floor . The BERs of the semi-blind iterative scheme are also shown in Fig. 1 . For this MIMO system, there were complex-valued channel taps. Two training STSK blocks corresponded to eight training bits, and this represented a training overhead of 0.5 bit per channel. The semi-blind iterative scheme operating with such a low training overhead was capable of approaching the optimal ML performance for SNR values of 5 dB or higher, as seen in Fig. 1. For , some degradation was observed with respect to the optimal BER performance 1 . This was not surprising, since the BER achieved by the rough initial LSCE was higher than 0.1 for . Having a better initial LSCE should be able to improve the performance. We also employed initial STSK training blocks for the iterative semi-blind scheme, which still represented a low training overhead of less than 1 bit per channel. The results obtained are shown in Fig. 4 , where the BER performance of the semi-blind scheme now closely approximated the optimal BER even at low SNRs.
V. CONCLUSIONS
A semi-blind iterative scheme of joint channel estimation and ML data detection has been proposed for STSK based MIMO systems. The scheme is semi-blind, since it utilizes the minimum number of training STSK blocks to provide a rough initial LSCE for aiding the joint iterative procedure. This semi-blind 1 This implies that at low SNR values the proposed semi-blind scheme with the minimum number of training blocks may only achieve a BER performance which is slightly higher than those of other training based schemes, such as the minimum mean square error (MMSE) criterion based channel estimator and the robust decision-directed channel prediction scheme. Nevertheless, the proposed semi-blind scheme attains a much higher bandwidth efficiency as a benefit of its reduced pilot overhead in comparison to training based schemes. joint channel estimation and single-stream ML data detection scheme has an inherently low-complexity. It has been shown that the iterative procedure converges rapidly, typically in no more than five iterations, to the optimal ML data detection performance obtained for perfect CSI.
