The real zonal polynomials are used to obtain a series expansion for the densi ty of the non-null distribution of the maximal invariant corresponding to testing that the covariance matrix of a 2m-dimensional real normal distribution has complex structure.
In a paper by Andersson, Br0ns and Jensen (1983) ten fundamental tests concerning the structure of covariance matrices in multivariate analysis are treated. Each of the ten problems is invariant under a group of linear transformations and the maximal invariant statistic is obtained in terms of eigenvalues of matrices with certain structures. A series expansion for the density of the distribution of the maximal invariant under the alternative hypothesis has been obtained for some of the ten problems by James (1964) and Constantine (1963) by use of zonal polynomials and hypergeometric functions; it concerns the tests for independence and the tests for identity of two sets of variates where the simul taneous covariance matrix has real or complex structure. The test that a 2m x 2m covariance matrix with complex structure has real structure , which is also one of the ten problems , has been solved by Bertelsen (1987) using methods similar to those of James and Constantine.
In this paper one of the remaining non-null distribution problems are solved in the same way; it concerns the test that a 2m x 2m covariance matrix wi th real structure has complex structure; this test was first considered by Andersson (1978) . Andersson and Perlman (1984) study the non-null distribution of the maximal invariant and we use their resul ts as a starting point. The problem is the evaluation of a certain integral over a matrix group isomorphic to the group of non-singular mxm matrices with complex elements. The theory of group representations is used to define certain polynomials, and it turns out that these polynomials can be expressed in a simpel way by the real zonal polynomials. These polynomials are then used to obtain a series expansion for the integral. 
where M(l) and M(2) are m x m matrices.
3 Let ~(m,~) denote the group of orthogonal matrices in GL(m,~).
Finally let ~(m,~) be the set of all 2m x 2m matrices of the form
where R(l) and R(2) are m x m symmetric matrices.
the integral has the form where
and ~ is a Haar measure on GL(m,~) normalized such that the integral of ~(M) over GL(m,~) with respect to ~ is 1.
In the present paper we obtain an explicit expression for I(R 1 ,R 2 ).
To simplify (4) we consider matrices in ~(m,~) of a special form: for real numbers Al' .. ,A m let A denote the matrix of the form where
there exists a such that URU' = A, where A has the form (6) (see Andersson and Perlman (1984». Using that ~ is a Haar measure it follows that we only have to consider I(A,f), where A and f have the form (6). Consider now the lwasawa decomposition. i.e. the one-to-one and onto mapping given by
By this mapping ~ is the transformed measure of a ® M (see Bourbaki, Chap, 7-8 (1963) ) . Using this we can write I(A,T) as
Expanding exp(~ tr(T UTA T' U')) as a power series the integral above can be expressed as an infinite sum of terms of the form 
(12)
( 15) where R 
for S sufficiently small, f and A having the form (6).
It is seen that i=1 j=1 1 J IJ (18) and using this we get that g(S.LA)
From Takemura (1984.page 37-39) we get that g(S.f.A) (20) where Ck are the real zonal polynomials normalised such that k .
(AI + ... + A) = 2:
and
We get another expression for g by expanding (17) (14) - (16) we get that g(z.r.A) is a m sum of terms of the form and Ck(~2) are proportional.
Again by comparing (20) with (24) c(k)
We are now able to give a series expansion for l(LA) given by (4) Using (12)- (15) on (10) 
These transformations define a representation ,T, of GL(m,IC) on V(k), and again T can be considered as a representation of GL(m,IC) on V(k).
For k E P (k) we let 2k = (2k 1 ,-,2k ) E P (2k). The mapping T ~ TT' has the Jacobian and (16) follows using this and (12)- (13). An application of Schurs lemma (see Naimark and Stern (1982) , page 26+58) and the fact that J T(U)da(U) = 0
OU(m,([;)
when T is an irreducible representation different from the identi ty representation of OU (m,([;) . give (14) and ( 
