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Abstract
In Pollack and Stevens (Ann Sci Éc Norm Supér 44(1):1–42, 2011), eﬃcient algorithms
are given to compute with overconvergent modular symbols. These algorithms then
allow for the fast computation of p-adic L-functions and have further been applied to
compute rational points on elliptic curves (e.g. Darmon and Pollack in Israel J Math
153:319–354, 2006, Trifkovic in Duke Math J 135(3):415–453, 2006). In this paper, we
generalize these algorithms to the case of families of overconvergent modular symbols.
As a consequence, we can compute p-adic families of Hecke-eigenvalues, two-variable
p-adic L-functions, L-invariants, as well as the shape and structure of ordinary
Hida–Hecke algebras.
Keywords: Overconvergent modular symbols, Hida theory, p-adic L-functions,
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1 Background
In a seminal work from the mid-80s, Hida [21,22] introduced a theory of p-adic fam-
ilies of ordinary Hecke-eigenforms. This work was generalized by Coleman [12] in the
mid-90s to include non-ordinary forms which ultimately led to the Coleman–Mazur [11]
construction of the eigencurve—a rigid analytic space which parametrizes all ﬁnite slope
Hecke-eigenforms. Over the following decade, the theory of p-adic variation of automor-
phic forms blossomed with multiple constructions of eigenvarieties over a wide class of
reductive groups [1,2,4,15,33].Moreover, the consequences to number theory of the exis-
tence of p-adic families of automorphic forms have been profound with the proofs of the
Mazur–Tate–Teitelbaum conjecture, the Main Conjecture (for class groups or modular
forms!), and the Fontaine–Mazur conjecture (just to name a few) all heavily reliant upon
the theory of p-adic variation.
With that said, our current state of understanding of the shape and structure of these
eigenvarieties is still quite limited. Taking the simplest example of ordinary forms on
GL2 /Q (e.g. the setting of Hida’s original work), we do not have a good understanding of
a single example of a Hecke–Hida algebra which is not simply a union of open discs.
This paper will attempt to rectify this situation at least in the case of classical Hida
theory by introducing methods for computing with families of overconvergent modular
symbols (which form the basis of Stevens’ construction of the eigencurve). These meth-
ods generalize the constructions of [28] where overconvergentmodular symbols of a ﬁxed
weight were studied (some applications of that article appear in [14] and [31]). As a conse-
quence, we can compute q-expansions of Hida families, two-variable p-adic L-functions,
L-invariants of modular forms and their symmetric squares, and, moreover, we can get
our hands on the geometry of Hida families in several non-trivial situations.
As an example of some of the invariants we can compute, take p = 11 and consider
the 11-adic Hida family passing through Ramanujan’s discriminant form . In this case,
the Hida family passing through  is parametrized by a single open disc. Thus, for any
prime , the Hecke-eigenvalue of T acting on the Hida family through Ramanujan’s  is
a power series in a weight variable k1. We compute for example
a2(k) = −2 − 41118k − 22748k2 + 37268k3 + 43923k4 + O(115, k5).
1Here, and throughout the paper, we are normalizing the weight variable k to correspond to forms inMk+2().
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Note that we have that
a2(10) = a2() = −24
while
a2(0) = a2(X0(11)) = −2
as this Hida family specializes in weight 2 to the modular form associated with the elliptic
curve X0(11). The above approximation to a2(k) does indeed give these values modulo
115. For other positive integer values of k , the above formula gives 11-adic approximations
to the coeﬃcient of q2 in the unique normalized 11-ordinary form of weight k and level 1.
A higher precision approximation to a2(k) (and a(k) for  ≤ 11) is given in Example 5.2.
For another example, consider p = 3 and ﬁx a tame level N = 11. There are exactly
two 3-ordinary forms of weight 2 and level 33, and moreover, these forms are congruent
modulo 3. Inparticular, theHida family attached to these forms cannot simply be theunion
of two open discs (because of the congruence between the two forms). The possibilities
for the geometry of this Hida family include two discs glued together at some collection of
points or a double cover of weight space ramiﬁed at several points. We note this example
has already appeared in several places including [10,19,28]. Using the methods of this
paper, we were able to determine that this Hida family is a double-cover of weight space
ramiﬁed at a single (non-classical) weight, and moreover, this weight is congruent to
30060 (mod 311).
To discuss the methods of the paper, we introduce some notation. Let A denote the
space of convergent power series on the closed unit disc, and let D denote the space of




) ∈ M2(Zp) with a ∈ Z×p , c ∈ pZp, and with non-zero determinant. For each
weight k , one can endowDwith a weight k action by0(p), and we writeDk for this space
of distributions. The space
Symb0 (Dk )
is the collection of overconvergent modular symbols of level 0 = 0(Np). The systems of
Hecke-eigenvalues occurring in this space are essentially the same as the systems which
occur in the space of ﬁnite slope overconvergent modular forms of weight k + 2 and level
0 (see [29, Theorem 7.1]).
As with overconvergentmodular forms, these spaces can be p-adically interpolated over
weight space. To this end, set D equal to a closed disc in weight space of radius 1/p about
any tame character, and set R equal to the collection of convergent power series on D.
Then D⊗ˆR sits inside of the space of R-valued distributions. In particular, by evaluating
at a weight k in D, we obtain a specialization map D⊗ˆR → Dk , and we refer to elements
of D⊗ˆR as families of distributions on D.
Moreover, one can equipD⊗ˆR with a0(p)-action which is simultaneously compatible
with all of the specialization maps on D.2 We thus interpret
Symb0 (D⊗ˆR)
as the space of families of overconvergent modular symbols on D of level 0. This space
admits a Hecke-action, and we deﬁne the ordinary subspace Symb0 (D⊗ˆR)ord as the
2To work with other discs in weight space, one needs to replace D with smaller spaces of distributions such as D[r]
with r < 1.
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intersection of the images of all powers of Up. All of the information of p-adic Hida
families of tame level N is contained within this ordinary subspace (as Hida families
extend to all of weight space).
In this paper, we introduce methods for explicitly computing approximations to ele-
ments of Symb0 (D⊗ˆR). In particular, we are able to compute approximations to the
characteristic polynomial of any Hecke operator acting on Symb0 (D⊗ˆR)ord. From these
computations, one can then compute q-expansions of Hida families of eigenforms. From
this, one can compute L-invariants via the formulae of [13,20,23]. Moreover, computing
two-variable p-adic L-functions is immediate once one has a family of overconvergent
eigensymbols in hand as in [18]. Lastly, these computations also allow us to gain some
ﬁne control over the geometry of these Hida families in a wide variety of examples. We
include several of the examples we computed below. In future work, we will implement
non-trivial nebentypus (thus allowing for odd weights), coeﬃcients in extensions of Zp,
and computations for the prime p = 2. The primary bottleneck in speed is computing
with p-adic polynomials in Sage. After speeding this up, our future work will also aim to
compute examples more systematically.
The algorithms developed in this paper have been implemented in Sage [32] and con-
tinue to be developed on the SageMathCloud. Once suﬃciently polished, the code will be
submitted for inclusion into Sage.
1.1 Outline
In the following section, we introduce the relevant distribution spaces leading to the
deﬁnition of the space of families of distributions,D⊗ˆR. In the third section, we introduce
methods of working in the space Symb0 (D⊗ˆR) including producing explicit elements in
this space, forming a basis of Symb0 (D⊗ˆR)ord, and computing characteristic power series
of Hecke operators on this ordinary subspace. In the fourth section, we explain how to
carry out these computations in practice by giving a systematic method of approximating
families of overconvergent modular symbols. Lastly, in the ﬁfth section, we close with
several examples which we computed via these methods.
2 Distributionmodules in families
In this section, we introduce the relevant distribution spaces which will ultimately be the
coeﬃcients of our spaces of modular symbols.
2.1 Distribution spaces
Let A denote the Tate algebra in a single variable z. That is, A = Qp〈z〉, the collection of





f (z) ∈ Qpz : f (z) =
∑
n≥0





Note that A is a Banach space under the norm
||f || = max
n
|an|
where f (z) = ∑n anzn. We then deﬁne our space of distributions D by
D = Homcont(A,Qp).
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An element μ ∈ D is uniquely determined by its values on all monomials zj since the
latter have dense span inD. We will refer to the sequence {μ(zj)}∞j=0 as themoments of μ.
We have that
μ ∈ D if and only if {|μ(zj)|} is a bounded sequence inQp.
Indeed, for each f (z) = ∑j cjzj ∈ A, we need that
∑
j cjμ(zj) converges. But since |cj| → 0,
this only forces μ(zj) to be bounded (and any bounded sequence deﬁnes a distribution).
We will writeD0 (resp. A0) for the unit ball ofD (resp. A). Note that μ ∈ D0 if and only
if μ(zj) ∈ Zp for all j ≥ 0.
The spaceD is our basic distribution spacewhichwewill ultimately study in families. But
we will need to make use of some slightly fancier distribution spaces which we introduce
now.
For r ≥ 1, letA[r] denote the collection of power series over Qp which converge on the












ThenA[r] is a Banach space under the sup norm, andwe deﬁneD[r] = Homcont(A[r],Qp)
as the dual Banach space.
Thus, D[1] is nothing other than D introduced above. However, if r > 1, then D[r] is a
larger space thanD and contains distributions whose moments are not bounded. Indeed,
for f = ∑j cjzj ∈ A[r] to converge on the disc of radius r, the sequence {cj}must converge
rapidly to 0, thus allowing the sequence {μ(zj)} to have somenon-trivial growth. Explicitly,
μ ∈ D[r] if and only if {|μ(zj)|} isO (rj) as j → ∞.
Finally, we set A† = lim−→
r→1+
A[r], i.e. the collection of power series which converge on
some disc of radius strictly greater than 1. This space is endowed with the inductive limit
topology. We deﬁne D† = Homcont(A†,Qp). Equivalently, D† = lim←−
r→1+
D[r]; or more
simply, D† is the intersection over all r > 1 of D[r]. Thus,
μ ∈ D† if and only if {μ(zj)} isO (rj) as j → ∞ for all r > 1.
2.2 Weight space
For the remainder of the paper, let p denote an odd prime. LetW = Hom(Z×p ,C×p ) denote
the collection of continuous characters from Z×p to C×p . We will refer to this as weight
space. There is an injective map from Z → W sending k to the “raising to the kth power”
character.
Since Z×p ∼= (Z/pZ)× × (1 + pZp), a character in W is uniquely determined by its
restriction to (Z/pZ)× and by its value on a topological generator γ of 1+pZp. Moreover,
if κ ∈ W , then |κ(γ ) − 1| < 1.
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Let D(0, 1) be the open unit disc of Cp about 0. The map
Hom(1 + pZp,C×p ) → D(0, 1)
κ → κ(γ ) − 1
is a bijection. In particular, W can be identiﬁed with p − 1 copies of the open unit disc.
Let ω : (Z/pZ)× → Z×p denote the Teichmüller character and, for 0 ≤ m ≤ p−2, letWm
denote the subspace of W consisting of characters whose restriction to (Z/pZ)× equals
ωm.
2.3 The weight κ action





with a ∈ Z×p and c ∈ pZp. For each κ ∈ W , we wish to deﬁne a “weight κ action” of 0(p)
on the above spaces of power series and distributions. This will allow us to eventually
deﬁne Hecke actions on spaces of overconvergent modular symbols.
First, for k an integer, we can deﬁne the weight k action of 0(p) on the spaces deﬁned
in Sect. 2.1 as follows. For f in A[r] with r < p and γ ∈ 0(p), we deﬁne





which endows A[r] with a left 0(p)-action. Dually, for μ ∈ D[r], we deﬁne
(μ|kγ )(f ) = μ(γ ·k f ),
which endows D[r] with a right 0(p)-action. Furthermore, this endows D† (resp. A†)
with a right (resp. left) 0(p)-action.
Now we consider the case of p-adic weights. LetWm denote the subspace of characters
κ in Wm that satisfy |κ(γ ) − 1| ≤ 1/p for some (and hence every) topological generator
γ of 1 + pZp. Note that the classical weights—the “raising to the k-th power” characters,
for k ∈ Z—are all in Wm, for some m. We can (and will) identify Wm with the closed
disc of radius 1/p around 0. For κ ∈ Wm, we will deﬁne weight κ actions on our spaces
of distributions. The key to doing this is to make sense of κ(a + cz) as a power series in z
(see Deﬁnition 2.4 and Lemma 2.5 below).
We begin with some lemmas.
Lemma 2.1 If ordp(x) > 1p−1 , then | log(1 + x)| = |x|.
Proof The condition that ordp(x) > 1p−1 forces the ﬁrst term to dominate in the power
series expansion of log(1 + x). unionsq
Lemma 2.2 For n ≥ 1,
ordp (pn/n!) ≥ n ·
(




ordp(pn/n!) ≥ n −
(
n/p + n/p2 + . . .) = n − n/(p − 1).
unionsq
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(κ(γ ) − 1)n, (2.1)
which the following lemma shows is a power series expansion for the character κ .
Lemma 2.3 Fix κ ∈ W0.
(1) Fκ (x) converges for x such that ordp(x) > 1p−1 , i.e. Fκ (z) ∈ A[r] for any r < p−1/(p−1).
(2) For x with ordp(x) > 1p−1 , we have |Fκ (x)| ≤ 1.
(3) For x ∈ 1 + pZp,
Fκ (x − 1) = κ(x).
Proof For the ﬁrst part, since κ ∈ W0, we have |κ(γ )−1| ≤ 1/p. Furthermore, if ordp(x) >
1
p−1 , then by Lemma 2.1, we have ordp(log(1 + x)) = ordp(x). If
L := log(1 + x)log γ ,
then ordp(L) = ordp(x) − 1.






(L(L − 1) . . . (L − n + 1)
n!
)
= ordp(L(L − 1) . . . (L − n + 1)) − ordp(n!)
= n ordp(L) − ordp(n!)
= n(ordp(x) − 1) − ordp(n!)
≥ n(ordp(x) − 1) − np − 1
≥ n
(








(κ(γ ) − 1)n ≥ n
(
ordp(x) − 1p − 1
)
.
Since this term goes to inﬁnity as n → ∞, we have that Fκ (x) converges. Furthermore,
since this is true for any x with 1 > ordp(x) > 1p−1 , we must have that Fκ (x) converges for
all x with ordp(x) > 1p−1 .
For the second part, note that every term in the power series which deﬁnes Fκ (x) has
valuation at least 0 for x with 1 > ordp(x) > 1p−1 . Thus, |Fκ (x)| ≤ 1 for all x with
ordp(x) > 1p−1 (by the Maximum Modulus Principle applied to any closed disc of radius
between 1/p and p−1/(p−1), see [7, Proposition 3 of Section 5.1.4]).
For the third part, write x = γ a. Then, we have















(κ(γ ) − 1)n = κ(γ )a = κ(x).
unionsq
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Definition 2.4 Fix κ ∈ Wm and write κ = ωm ·κ0 with κ0 ∈ W0. Let a ∈ Z×p and c ∈ pZp.
Deﬁne





Lemma 2.5 For κ ∈ Wm, a ∈ Z×p , and c ∈ pZp, we have
(1) Fκ ,a,c(x) converges for x such that ordp(x) > 1p−1 − 1, i.e. Fκ ,a,c(z) is in A[ph] for any
h < cp := 1 − 1p−1 = p−2p−1 ,
(2) |Fκ ,a,c(x)| ≤ 1 for x with ordp(x) > 1p−1 − 1,
(3) for x ∈ Zp,
Fκ ,a,c(x) = κ(a + cx).





> 1p−1 . The third part also follows from the previous lemma. Indeed, as
a + cx











( a + cx
ω(a + cx)
)
= κ0 (a + cx) .
Thus,
Fκ ,a,c(x) = ω(a)m · κ0 (a + cx) = κ(a + cx).
unionsq
We can now deﬁne the weight κ action for κ ∈ Wm just as before. Indeed, for f in A[r]
(with 1 ≤ r < rp := pcp ) and γ ∈ 0(p), we deﬁne




which by Lemma 2.5 is again inA[r]. Thus, we have endowedA[r] with a left0(p)-action.
Further, for μ ∈ D[r], we deﬁne
(μ|kγ )(f ) = μ(γ ·κ f )
which endowsD[r] with a right 0(p)-action. Again, this automatically endows D† (resp.
A†) with a right (resp. left) 0(p)-action.
2.4 Power series in families over weight space
Let R := A(Wm) denote the space of convergent power series on the closed discWm, say










an ∈ Qp and |pnan| → 0
}
.
If we setw := Wp , then R is simply the Tate algebraQp〈〈w〉〉 in the variablew. Set R0 equal
to the unit ball of R under the sup normwhich is simply the integral Tate algebraZp〈〈w〉〉.
Consider the spaceA⊗ˆR. We can think of elements of this space as families of elements
of A overWm. Indeed for each κ ∈ Wm with values in Qp, we have a map
κ : A⊗ˆR → A
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given by evaluating elements of R at κ . Thus, for a ﬁxed element F ofA⊗ˆR, we get a family
of elements κ(F ) ∈ A for each κ ∈ Wm having values in Qp.
More explicitly, we have
A⊗ˆR ∼= Qp〈〈z〉〉⊗ˆQp〈〈w〉〉 ∼= Qp〈〈z, w〉〉,
and thus elements of A⊗ˆR are formal power series in z and w which converge for all
|z| ≤ 1, |w| ≤ 1. Evaluating at κ simply means evaluating w at (κ(γ ) − 1)/p. Thus, as we
p-adically vary κ overWm, we get a p-adic family of elements of A.
We now seek to giveA⊗ˆR the structure of a0(p)-module in such a way that the above
map (“evaluation at κ”) is equivariant with respect to this action on the source and the
weight κ action on the target. We do this by constructing a two-variable power series that
interpolates Fκ ,a,c(z) as κ varies.
For a ∈ Z×p and c ∈ pZp, deﬁne

















where logγ (z) := log z/ log γ .
Lemma 2.6 For a ∈ Z×p and c ∈ pZp, we have
(1) Ka,c,m(z, w) converges for z and w such that |z| < pcp and |w| ≤ 1. That is,
Ka,c,m(z, w) ∈ A[ph]⊗ˆR for h < cp,
(2) |Ka,c,m(z, w)| ≤ 1 for all such z, w,
(3) for κ ∈ Wm, we have
κ(Ka,c,m(z, w)) = Fκ ,a,c(z).
Proof The third part follows immediately from the deﬁnitions as
κ(Ka,c,m(z, w)) = Ka,c,m(z, w)|w=(κ(γ )−1)/p = Fκ ,a,c(z).
But then the ﬁrst and second parts follow from this equality and from Lemma 2.5. unionsq
With this lemma in hand, we can thus deﬁne a0(p)-action onA[r]⊗ˆR for r < pcp . For
f ∈ A[r], set





and extend this action R-linearly to all of A[r]⊗ˆR.
Lemma 2.7 For κ ∈ Wm and r < pcp , we have
κ : A[r]⊗ˆR → A[r]
is 0(p)-equivariant where the source is endowed with the action in (2.3) and the target is
endowed with the weight κ action.
Proof This lemma follows immediately from the deﬁnition of both actions. unionsq
We mention here two basic properties of the automorphy factor Ka,c,m(z, w), both of
which follow directly from the deﬁnition and which will be useful later.
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Lemma 2.8 We have





2.5 Distributions in families over weight space
In this section, we discuss families of distributions and their 0(p)-actions. To consider
families of distributions, a natural place to begin is the space
D[r](R) := Homcont(A[r], R),
that is, the space of R-valued distributions. Evaluating such distributions at varying
κ ∈ Wm then gives rise to a family of single-variable distributions. Moreover, these dis-
tributions are again quite concrete. They are uniquely determined by their sequence of
moments, and, in this case, each moment is a power series in w.
However, the space D[r](R) turns out to be much larger than what we need to work
with, and instead, we consider the space D[r]⊗ˆR. Note that there is a natural injection:
D[r]⊗ˆR = Homcont(A[r],Qp)⊗ˆR ↪→ Homcont(A[r], R) = D[r](R),
but this map need not be surjective. For example, the distribution μ˜ ∈ D(R) deﬁned by
μ˜(zj) = wj for each j ≥ 0
is not in D⊗ˆR. To see this, note that every distribution in D⊗ˆR is a limit of ﬁnite sums
of elements of the form μ ⊗ f with μ ∈ D and f ∈ R. As such, for each n, there are only
ﬁnitely many coeﬃcients of f which are not in pnZp. In particular, for any ﬁxed element
of D⊗ˆR, in all of its moments only ﬁnitely many coeﬃcients are not in pnZp. Note that
the distribution μ˜ above clearly does not have this property.
We again have a specialization map
D[r]⊗ˆR → D[r]
given by evaluation at κ ∈ Wm. We now seek to give an action of 0(p) onD[r]⊗ˆR which
makes the above map equivariant when D[r] is given the weight κ action.
To do this, ﬁrst note that D[r] is an A[r]-module via
(g · μ)(f ) = μ(gf )
where f, g ∈ A[r] and μ ∈ D[r]. Thus, D[r]⊗ˆR is naturally an A[r]⊗ˆR-module. Note also
that D[r](R) is naturally an A[r]⊗ˆR-module as
D[r](R) = Homcont(A[r], R) ∼= Homcont,R(A[r]⊗ˆR, R).




0γ )(f ) = μ˜(γ ·0 f )
for μ˜ ∈ D[r](R).
Lemma 2.9 Both D[r]⊗ˆR and D[r](R) are 0(p)-modules via the formula








Dummit et al. Res. Number Theory (2016) 2:25 Page 11 of 54
Proof This formula clearly gives an action on D[r](R). To complete the proof, we must
check thatD[r]⊗ˆR ⊆ D[r](R) is preserved by this action. This detail is veriﬁed in [6, page
30, Remark 3.1]; we note that in [6], the notation D[r](R) refers to D[r]⊗ˆR. unionsq
We will also have the need to consider the larger distribution space
D†(R) := Homcont(A†, R)
(when we solve the “diﬀerence equation”). This space again is naturally a 0(p)-module
and we note that as before
μ˜ ∈ D†(R) if and only if {|μ˜(zj)|} is O (rj) as j → ∞ for all r > 1.
The following lemmawill allowus to use theHecke operatorUp to pass fromD†(R)-valued
modular symbols to D⊗ˆR-valued ones.
Lemma 2.10 If μ˜ ∈ D†(R), then μ˜∣∣( 1 a0 p
) ∈ D⊗ˆR.
Proof Since μ˜ ∈ D†(R), we have that the sequence {|μ˜(zj)|} is O(rj) for every r > 1.






















are bounded and thus this distribution is in D(R). Furthermore, for anyM, for














as a limit of elements of D⊗ R, and hence μ˜∣∣( 1 a0 p
) ∈ D⊗ˆR. unionsq
2.6 Analyzing the automorphy factor
ByLemma2.6,Ka,c,m(z, w) is inA⊗ˆR. In this section,wewill further analyze the coeﬃcients
of this automorphy factor in order to gain better control of the 0(p)-action on families
of distributions. We begin by introducing some rings that will be useful for this purpose.





anxn ∈ Qp〈〈x〉〉 : ordp(an) ≥ ncp
}
where cp = 1 − 1p−1 = p−2p−1 , as before. Note that by deﬁnition Sx ⊆ Zp〈〈x〉〉.
Lemma 2.11 Sx is a subring of Zp〈〈x〉〉.
Proof We only need to check that Sx is closed under multiplication. To this end, let
f = ∑ anxn and g = ∑ bnxn. Then the n-th coeﬃcient of fg equals ∑i+j=n aibj , and we
have
ordp(aibj) = ordp(ai) + ordp(bj) ≥ i · cp + j · cp = n · cp.
Thus fg ∈ Sx as desired. unionsq
Lemma 2.12 If f ∈ Sx with f (0) ∈ Z×p , then f −1 ∈ Sx.
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Proof Let f (x) = ∑i aixi and g(x) =
∑
j bjxj with f · g = 1. We check inductively that
ordp(bn) ≥ n · cp. For n = 0, this is immediate as b0 = a−10 . For n > 0, we have





By induction, for i > 0 we have ordp(bn−i) ≥ (n − i) · cp, and thus
ordp(bn) ≥ mini {ordp(aibn−i)} ≥ i · cp + (n − i)cp = n · cp
as desired. unionsq
Lemma 2.13 If r ∈ Q and f (x) = ∑n anxn ∈ Qpx are such that
(1) f (x) converges for all x in the open disc of radius pr centered around 0, and
(2) |f (x)| ≤ 1 for all such x,
then ordp(an) ≥ nr.
Proof Write g(x) = f (x/pr) which is then a power series which converges on the open
unit disc of Cp. This power series is bounded in size by 1 and thus is in OCpx (since the
Gauss norm equals the sup norm). Thus, an/prn ∈ OCp as desired. unionsq
Remark 2.14 From Lemma 2.13, we have that Sx is simply the collection of Qp-power
series which converge on the disc of radius pcp and all of whose values have size less than
or equal to 1. This gives another way to see that Sx is a ring.
Theorem 2.15 For Ka,c,m(z, w) as deﬁned in Eq. (2.2), we have











To prove, Ka,c,m(z, w) ∈ Sz⊗ˆR0, we must show that Tj(z) ∈ Sz for each j ≥ 0. Thus, we
must show that the coeﬃcient of zi in Tj(z) has p-adic valuation at least icp for all i, j ≥ 0.
But this is equivalent to showing that picp divides Ri(w) in R0 for all i ≥ 0.
Next ﬁx some w0 with |w0| ≤ 1. Then Ka,c,m(z, w0) is a power series which converges
on the open disc of radius pcp and all of its values have size bounded by 1 on this disc (by
Lemma 2.6). Thus, by Lemma 2.13, Ri(w0) has valuation at least icp. But since this is true
for every w0 in the closed unit disc, we have that every coeﬃcient of Ri(w) has valuation
at least icp (since the Gauss norm is the same as the sup norm). unionsq
Theorem 2.16 We have
Ka,c,m(z, w) is inA0⊗ˆSw.
Proof Mimicking the proof of Theorem 2.15, it suﬃces to show thatKa,c,m(z, w) converges
for |z| ≤ 1 and |w| < pcp to something of size less than or equal to 1. To this end, recall
that
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If ordp(w) > −cp this expression is always positive and goes to inﬁnity as n → ∞ as
desired. unionsq










Then g(w)w is in c · S×w .
Proof We ﬁrst show that g(w) is in c · Sw (and then automatically g(w)/w is in c · Sw). The
coeﬃcient of wn in Ka,c,m(z, w) is
pn
n! L(L − 1) . . . (L − n + 1)
where L = logγ ( a+czω(a) ). We must show that the coeﬃcient of z in this expression has
valuation at least ordp(c)+ ncp. But this is easy as ordp(pn/n!) ≥ cp and the coeﬃcient of
z in L is always divisible by c.
To ﬁnish the proof, it suﬃces by Lemma 2.12 to check that the coeﬃcient of w in g(w)
is in cZ×p . This coeﬃcient is the same as the coeﬃcient of wz in Ka,c,m(z, w) which is











= plog γ ·
ω(a)m
a · c,
which is indeed in cZ×p . unionsq
3 Families of overconvergent modular symbols
3.1 Modular symbols
We review here the theory of modular symbols as formulated in [3,18,28]. To this end, let
0 := Div0(P1(Q)) denote the set of degree zero divisors on P1(Q) which we endow with
a left action of GL2(Q) via linear fractional transformations. Let  denote a congruence
subgroup of SL2(Z) and let V denote a right -module. We deﬁne Symb(V ), the space
of V -valued modular symbols of level , to be the collection of additive homomorphisms
ϕ : 0 → V such that ϕ(γD) = ϕ(D)
∣
∣γ−1 for all γ ∈  and D ∈ 0.
The modules V we will consider in this paper include Symk (Q2p), Dk and D⊗ˆR. The
ﬁrst space has an action of  while the second two have an action of 0 :=  ∩ 0(p).






∈ M2(Z) : (a, p) = 1, p|c, and ad − bc 
= 0
}
and thusdeﬁne aHecke-actionon the corresponding spaces ofV -valuedmodular symbols.
The space Symb(Symk (Q2p)) is the space of classical modular symbols; the systems
of Hecke-eigenvalues occurring in this space match those occurring in Mk+2() (see
[5, Proposition 2.5]). The space Symb0 (Dk ) is the space of overconvergent modular
symbols; the systems of ﬁnite slope Hecke-eigenvalues occurring in this space essentially
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match those occurring inM†k+2(), the space of overconvergent modular forms (see [29,
Theorem 7.1]).
Lastly, the space Symb0 (D⊗ˆR) is the space of families of overconvergent modular
symbols. Indeed, for each κ ∈ Wm, the map κ : D⊗ˆR → Dκ induces a Hecke-equivariant
map
spκ : Symb0 (D⊗ˆR) → Symb0 (Dκ ).
Thus, for ˜ ∈ Symb0 (D⊗ˆR) and κ inWm, we have that spκ (˜) is a weight κ overconver-
gent modular symbol, and, moreover, as κ varies, spκ (˜) varies in a p-adic family.
3.2 Constructing families of overconvergent modular symbols
In this section, we describe a method of producing “random” families of overconvergent
modular symbols. Here we follow the methods described in [28, Section 2] to explicitly
write down modular symbols.
Proposition 3.1 Assume 0 is torsion-free. Then there exist divisors D1, . . . , Dt in0 and
matrices γ1, . . . , γt in SL2(Z) such that for any right -module V and any φ ∈ Symb0 (V ),
we have







where  := ( 1 10 1









∣(γj − 1), (3.1)
there is a unique modular symbol φ ∈ Symb0 (V ) such that
φ(Dj) = vj
for each j.
Proof See [28, Corollary 2.7]. unionsq
Remark 3.2 In [28] explicit algorithms are given to determine the Di and the γi. This is
the so-called process of “solving the Manin relations”. In the end, the γi together with the
identity matrix form a subset of a full set of right coset representatives for 0 in SL2(Z),
and the Di are Z[]-generators of 0.
Proposition 3.1 gives us a strategy for explicitly writing down families of overconvergent
modular symbols. Just randomly pick elements v1, . . . , vt in D⊗ˆR, and then try to solve
Eq. (3.1).
We will refer to equations of the formw
∣
∣ = v as diﬀerence equations. These equations
were studied in detail in [28, Section 4.2] for the the module D†. The following lemma
generalizes the situation to D†(R).
Lemma 3.3 Let  := ( 1 10 1
) − 1 denote the diﬀerence operator. We have
(1) the map  : D†(R) → D†(R) is injective;
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(2) if μ˜ ∈ im(), then μ˜(1) = 0;
(3) for μ˜ ∈ D†(R) with μ˜(1) = 0, there exists a unique ν˜ ∈ D†(R) such that ν˜∣∣ = μ˜.







)(1) − μ(1) = μ(1) − μ(1) = 0
since K1,0,m(z, w) = 1. For the last part, just proceed as in [28, Theorem 4.5]. Note that
the newly constructed measure μ still takes values in R. unionsq
Remark 3.4 (1) The explicit formulas for the solution of the diﬀerence equation given
in [28, Lemma 4.3] apply equally well in the case of families.
(2) We note in the above lemma that if ν˜ were in the smaller space D⊗ˆR, there is
no reason for μ˜ to again be in the D⊗ˆR as denominators naturally appear in the
solution of the diﬀerence equation. These denominators are the primary reason for
considering the space D†(R) in this paper.
Thus, to solve Eq. (3.1) the only condition which we need to verify is that the right hand














































and see that the result is just some power series in R. We do note that by Lemma 2.8,
we have Ka,c,0(z, 0) = 1, and thus this power series specializes to 0 in weight 0 if m ≡
0 (mod p − 1), that is, this power series is divisible by w ifm ≡ 0 (mod p − 1).
In our quest to write down a family of overconvergentmodular symbols, we have chosen
the vj arbitrarily, and thus we still have a great deal of ﬂexibility. The following lemma
explains precisely how to choose one of the vj more carefully to force the total measure
of the right hand side of Eq. (3.1) to vanish. In the following lemma, μj denotes the
distribution whose j-th moment is 1 and all of whose other moments vanish.




























· μ1 if i = m .
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If m 
≡ 0 (mod p − 1), ﬁx some i between 1 and t such that ami 









Kai,ci ,m(0, w) − 1
· μ0 if i = m .
Then, in either case, vj ∈ D†(R) for all j, and ∑tj=1 vj
∣
∣(γj − 1) has total measure zero.
Proof We begin with the case m ≡ 0 (mod p − 1). We ﬁrst justify that vi is in D†(R).
That is, if h = ∂
∂z Kai,ci ,m(z, w)
∣
∣
z=0, we need to check that g/h ∈ R. Note that h is simply
the coeﬃcient of z in Kai,ci,m(z, w) and is thus in Sw by Theorem 2.16. However, h is not
invertible in Sw . Indeed, by Lemma 2.8 part (2), we have h(0) = 0. Fortunately, g also
vanishes at w = 0 by the discussion immediately preceding this lemma (this is where we
are using the fact thatm ≡ 0 (mod p − 1)). Further, by Lemma 2.17, h/w is in ci · S×. By
Remark 3.2, we have ci 
= 0, and thus h/w is invertible in R. Therefore, g/h = (g/w)/(h/w)
is in R.



























= −g + gh ·
(((







= −g + gh · μ1(Kai,ci,m(z, w))
= 0
as μ1(Kai,ci,m(z, w)) = h.
Now onto the case of m 
≡ 0 (mod p − 1). We again justify that vi is in D†(R). That is,
if h = Kai,ci,m(0, w), we need to check that g/(h− 1) ∈ R. By Theorem 2.16, h− 1 is in Sw .
Further, by Lemma 2.8 part (2), the constant term of h− 1 is ω(ai)m − 1 which is a unit by
assumption. Thus, by Lemma 2.12, h − 1 is invertible and thus g/(h − 1) ∈ R as desired.



























= −g + gh − 1 ·
(((







= −g + gh − 1 · (μ0(Kai,ci ,m(z, w)) − 1)
= 0
as μ0(Kai,ci,m(z, w)) = h. unionsq
Remark 3.6 In the casem 
≡ 0 (mod p−1), if it happens that ami ≡ 1 (mod p) for every i,




∣(γj − 1) has 0-th moment which vanishes
in weight 0. We could thus proceed as in the case of m ≡ 0 (mod p − 1). We leave the
details to the reader, but we note that in our computations we have never encountered
this case. Possibly this case never occurs or only occurs in very small level.
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Thus, by Proposition 3.1, there exists ˜ ∈ Symb0 (D†(R)) such that ˜({0} − {∞}) = v∞,
and
˜(Dj) = vj
for each j as desired. unionsq
Remark 3.8 The assumption that 0 be torsion-free is not at all essential. In [28, Section
2.5], there is a discussion on how to deal with torsion elements in constructing modular
symbols. Further, the arguments of Lemma 3.5 carry through to this case with just minor
changes.
3.3 Ordinary families of overconvergent modular symbols
As Hida families are the primary object of interest in this paper, we now describe how
to pass to the ordinary subspace of our spaces of modular symbols. To this end, recall
that if X is a compact Zp-module equipped with a compact operator Up, we deﬁne the
ordinary subspace Xord := ⋂n Unp X . Then Xord is the largest subspace of X on which
Up acts invertibly. If moreover X is proﬁnite, then there is a canonical decomposition
X = Xord⊕Xnil whereXnil is the subspace ofX onwhichUp acts topologically nilpotently
(see [18, Proposition 2.3]). Moreover, projection onto Xord is given by the operator e :=
limn→∞ Un!p .
Unfortunately, Symb0 (D0⊗ˆR0) is not a proﬁnite space since the Tate algebra R0 is not
proﬁnite, and thus it is not a priori clear that Symb0 (D0⊗ˆR0) admits its ordinary subspace
as a direct summand. However, R0 = Zp〈〈w〉〉 is contained in  := Zp[[w]] which is a
proﬁnite ring. Moreover, viewing  as the ring of bounded functions on the open disc of
radius 1/p contained in R0, we see that this ring is preserved by the action of 0(p), and
thus we get a Hecke-equivariant inclusion
Symb0 (D0⊗ˆR0) ⊆ Symb0 (D0⊗ˆ).
Further, we obtain a direct sum decomposition into ordinary and non-ordinary parts:
Symb0 (D0⊗ˆ) ∼= Symb0 (D0⊗ˆ)ord ⊕ Symb0 (D0⊗ˆ)nil.
In what follows, the space Symb0 (D0⊗ˆ)ord will be our primary object of interest. To
ease notation we will denote this space simply by Xord.
We note that in the ordinary case no Hecke information should be lost by working on
this open disc of radius 1/p. Indeed, as Hida families extend to all of weight space, one
expects that the Hecke-eigenvalues of ordinary families of modular symbols should do the
same. This fact is stated in the following theorem and proven in Appendix 6.
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Theorem 3.9 We have
(1) Xord is a free -module and
rank(Xord) = rankZp (Symb0 (Symk (Z2p))ord)
for any k ≡ m (mod p − 1),
(2) for T any Hecke operator,
char(T |Xord)
has coeﬃcients in Zp[[W ]] = Zp[[pw]]; that is, the coeﬃcients of this characteristic
polynomial extend to the open unit disc.
3.4 Vector of total measures
In this section, we make the following simple but extremely helpful observation: an ele-
ment ofXord is completely determined by the total measures of all of its values. Moreover,
since a modular symbol is determined by its values on ﬁnitely many divisors, one only
needs ﬁnitely many of these total measures to determine the symbol.We can thus express
any element of Xord as a vector with coordinates in , and thus reduce many computa-
tions with ordinary families of overconvergent modular symbols to computations in a free
module over .
More precisely, choose D1, . . . , Dt ∈ 0 which generate 0 as a Zp[0]-module (see
Remark 3.2). We then deﬁne the vector of total measuresmap
α : Xord −→ t
deﬁned by sending  to the vector ((Di)(1))ti=1.
We note that this construction works equally well for a ﬁxed weight, thus express-
ing an overconvergent modular symbol as an element of Ztp; that is, setting Xordk :=
Symb0 (D0k )ord, we then have a map
αk : Xordk −→ Ztp
deﬁned exactly as above.
Proposition 3.10 We have
(1) the map α is injective;
(2) the map αk is injective;
(3) the induced map
α : Xord ⊗ /m−→(/m)t ∼= Ftp
is injective. Here m is the maximal ideal of  = Zp[[w]].
Proof We ﬁrst note that part (3) implies part (1). Indeed, if K is the kernel of α, then part
(3) implies that K ⊗/m = 0 and thus K = 0. Similarly, part (3) implies part (2). Indeed,
by Lemma 6.4,
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Xord ⊗ (/pk ) ∼= Xordk ,
and reducing the map α modulo pk yields the map αk . Moreover, m = pk + p. Thus, if
K is now the kernel of αk , by part (3), K ⊗ /m = 0, and thus K = 0.
So it suﬃces to prove part (3). In fact, from the observations above, it suﬃces to see that
Xordk ⊗ Fp −→ Ftp
is injective. That is, it suﬃces to see that if k ∈ Xordk with k (Di)(1) divisible by p for
each i, then k is divisible by p. Seeking a contradiction, assume that ||k || = 1. Since






























D)(1) is divisible by p by assumption. Thus,
||k |Up|| < 1. But since k is in the ordinary subspace, we have k = limn k |Un!p
which implies ||k |Up|| = ||k || = 1. This contradiction establishes part (3) and com-
pletes the proof. unionsq
Here’s one example of the usefulness of these vector of total measure maps.
Corollary 3.11 We have that
{
ord1 , . . . ,ordj
}
can be completed to a -basis of Xord if
and only if
{
α(ord1 ), . . . ,α(ordj )
}
is a linearly independent set in Ftp.
Proof By Proposition 3.10, α(ord1 ), . . . ,α(ordj ) are linearly independent in Ftp if and only
if the images of ord1 , . . . ,ordj in Xord/mXord are linearly independent. By a compact
version of Nakayama’s lemma, this is true if and only if ord1 , . . . ,ordj is the start of a
-basis of X . unionsq
3.5 Bases of Xord and characteristic polynomials of Hecke operators
Wepresent here amethodof computing the characteristic polynomials ofHeckeoperators
acting on the ordinary subspace of Xord.
We begin by describing a naive idea of how one can form a -basis of Xord. We ﬁrst
note that we can assume that we know the -rank of Xord as Theorem 3.9 expresses
this rank in terms of the Zp-rank of some classical space of modular symbols which by
standardmethods is readily computed.3 Let us assume then that we have in hand elements
ord1 , . . . ,ordj in Xord which are the start of a -basis of Xord. We now describe how to
extend this set to a full -basis by working one element at a time.
To this end, produce some “random” element of Symb0 (D0⊗ˆ)—for instance, using
the methods described in Sect. 3.2. Then, as described in Sect. 3.3, by iterating Up we can
form ord, the projection of  onto Xord. If ord1 , . . . ,ordj together with ord still form
the beginning of some -basis of Xord (which we can test via Corollary 3.11), we have
succeeded in extending our partial basis.Otherwise,weproduce another “random” symbol
 and continue repeating this process. As long as our method of producing such symbols
3TheZp-rank of Symb0 (Sym
k (Z2p))ord is simply given by the number of non-zero roots of the characteristic polynomial
of Up acting on Symb0 (Sym
k (F2p)).
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is suﬃciently random, we will eventually ﬁnd a symbol ord which extends our partial
basis.
Now, with a -basis of Xord in hand, we next want to compute the characteristic poly-
nomials of Hecke operators acting on Xord. To do this, we simply need to write down the
associated matrix of any Hecke operators with respect to this basis. To this end, for T a







with aij(w) ∈ . To ﬁnd the power series aij(w) which solve these equations, one can use







which is now a system of linear equations over .
We note that even though thematrix associated toT will be deﬁned over, by Theorem
3.9, the characteristic polynomials of these matrices will lie in Zp[[pw]], and thus extend
to all of weight space.
Lastly we mention that the above method works equally well for the plus and minus
subspace (Xord)± by simply passing to the ±-parts of the random symbols produced.
3.6 Restricting to collections of congruent forms
The methods of the previous section describe how to form a basis of Xord and how to
compute the Hecke action on this basis. In the special case when the dimension of (Xord)±
is 1, our single basis element is then an eigensymbol, and thus immediately contains the
information of families of Hecke eigenvalues. However, it is extremely rare for (Xord)± to
be one-dimensional; this only happens for small primes and small tame level. To partially
circumvent this problem, we now describe a decomposition of Xord into Hecke stable
subspaces, comprising of congruent families, and it is not at all uncommon for pieces of
this decomposition to be 1-dimensional.
Let T denote the Hecke algebra over  acting on Xord. The ring T is a semi-local ring
with T  ⊕mTm where m varies over the maximal ideals of T. This isomorphism induces
aHecke-equivariant isomorphismXord  ⊕mXordm .We now describe how to compute the
characteristic polynomials of Hecke operators acting onXordm for each individual maximal
ideal m.
Fix a prime  and let T denote either T or U depending on whether or not  divides
Np. Set f m, equal to the characteristic polynomial of T acting on Xord/mXord which is a
polynomial deﬁned over Fp.4 For a ﬁxed m, one can ﬁnd a prime  so that any lift fm,(T )
of f m,(T ) to characteristic 0 acts topologically nilpotently on Xordm and invertibly on Xordm′
for all m′ 
= m.
Now, to form a basis of Xordm , we can simply follow the method of Sect. 3.5 as long as we
can produce suﬃciently random symbols in Xordm . To do this, we form a random symbol
 ∈ Xord and then iterate the Hecke operator ∏m′ 
=m fm′ ,(T ) which results in projecting
 to the subspace Xordm , as desired.
Again, we mention that this method also works to produce a basis of (Xordm )±.
4We note that this polynomial also arises as the characteristic polynomial of T acting on the space of p-ordinary
modular symbols of weight k defined over Fp for any k ≡ m (mod p − 1) and is thus readily computed.
Dummit et al. Res. Number Theory (2016) 2:25 Page 21 of 54
4 Explicit computations with families of OMSs
In Sect. 3, we described methods of computing with ordinary families of overconvergent
modular symbols. However, this discussion was all carried out on a theoretical level as a
single  ∈ Symb0 (D0⊗ˆ) is determined by an inﬁnite amount of information. In order
to compute with these families in practice, one must have a systematic method of approx-
imating each  with a ﬁnite amount of data. Moreover, such approximations must be
respected by the Hecke operators. In what follows, we describe our method of approxi-
mating families of overconvergent modular symbols. Further, we verify that the methods
we described in the previous section still carry through with our approximated families.
4.1 Finite approximation modules in families
We begin by reviewing the methods of [28] where a systematic method of approximating
elements of Dk was given which was compatible with the 0(p)-action. These approxi-
mations allowed for explicit computations to be carried out in the space Symb0 (Dk ).
In forming an approximation of a distribution μ in D0k , we note that the naive method
of considering the ﬁrst M moments of μ each modulo pM is not stable under the matrix
action on Dk . Instead, in [28], a 0(p)-stable ﬁltration on D0k was introduced:
FilM(D0k ) = {μ ∈ D0 : ordp(μ(zj)) ≥ M − j for 0 ≤ j ≤ M},
and thus one can approximate μ ∈ D0k by looking at its image in the ﬁnite set Fk (M) :=
D0k/ FilM(D0k ). Explicitly, one is then approximating a distribution μ ∈ D0k by considering
its j-th moment modulo pM−j for 0 ≤ j ≤ M. For this reason, we refer to the 0(p)-
stable space Fk (M) as a ﬁnite approximation module. The space Symb0 (Fk (M)) is thus
a natural space to work in to approximate overconvergent modular symbols.
We seek to generalize this construction to the case of families; that is, we seek a 0(p)-
stable ﬁltration on D0⊗ˆ. One could hope to deﬁne a nice ﬁltration on D0⊗ˆ by simply
extending the above ﬁltration on D0 by -linearity. However, this ﬁltration is not pre-
served by the 0(p)-action deﬁned in Sect. 2.5. Indeed, the 0(p)-action on D0⊗ˆ is
deﬁned by combining the A-action on D with a weight 0 action. However, FilM(D0) is
not preserved under the A-action. For instance, multiplication by the element z maps
FilM(D0) into FilM−1(D0).
We do note however that the subring Zppz ⊆ A does preserve FilM(D0)—this is
immediate from the above deﬁnition of FilM(D0) as multiplication by z simply shifts the
moments of a distribution down by one. Moreover, the 0(p)-action on D0⊗ˆ does not
act through arbitrary elements ofA; rather, we are only acting by power series of the form









and thus the only power series in z we need to act by are of the form
pn




But even for n = 1, these power series need not be in Zppz. For instance,






2 + · · · + (−1)
ppp−1zp + · · ·
)
;
note the troubling term is pp−1zp.
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We now turn to Theorem 2.15 to see how far these power series are from being in
Zp[[pw]]. Indeed, this theorem tells us that such power series are in Sz , and thus their j-th
coeﬃcients have valuation at least cpj.
We are thus led to modify our ﬁltration at any ﬁxed weight as follows. Set
˜FilM(D0) = {μ ∈ D0 : ordp(μ(zj)) ≥ M − j · cp for all j ≥ 0}.
In FilM(D0), the sequence of lower bounds on the valuations of the moments was
M,M − 1, . . . , 2, 1.
In ˜FilM(D0), the corresponding sequence begins as
M,M,M − 1, . . . ,M − (p − 3).
This pattern of p − 1 terms, with the ﬁrst two terms stable and the rest decreasing by 1,
then continues to repeat.
Lemma 4.1 The weight k action of 0(p) on D preserves ˜FilM(D0).
Proof We argue as in [28, Prop 7.1] with some small changes. Let μ ∈ ˜FilMD0k . For j ≥ 0,
we must show that ordp(μ
∣
∣γ )(zj) ≥ M − j · cp. We compute
(μ
∣
∣γ )(zj) = μ
(





































for some cs ∈ Zp. Since μ ∈ ˜FilM(D0k ), we have that ordp μ(zs) ≥ M − s · cp. For s ≤ j,
we then have ordp μ(zs) ≥ M − j · cp. For s ≥ j, an easy computation with the explicit
formula above yields that cs is divisible by ps−j . Thus,
ordp(csμ(zs)) ≥ M − s · cp + s − j = M + sp − 1 − j ≥ M +
j
p − 1 − j = M − j · cp
as desired. unionsq
Lemma 4.2 The action of Sz ⊆ A on D preserves ˜FilM(D0).
Proof It suﬃces to check that for μ ∈ D0 and for monomials of the form anzn such that
ordp(an) ≥ n · cp, we have anzn · μ ∈ D0. To this end, we compute
ordp((anzn · μ)(zj)) = ordp(an) + ordp(μ(zj+n))
≥ n · cp + M − (j + n) · cp
= M − j · cp
as desired. unionsq
We now simply deﬁne a ﬁltration on D0⊗ˆ by:
˜FilM(D0⊗ˆ) := ˜FilM(D0)⊗ˆ.
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That is, μ ∈ ˜FilM(D0⊗ˆ) if its j-th moment is an element of  whose p-adic valuation
is at least M − j · cp, i.e. if when written as a power series in w, all of its coeﬃcients have
valuation at leastM − j · cp.
Lemma 4.3 We have that ˜FilM(D0⊗ˆ) is preserved by the 0(p)-action.
Proof The 0(p)-action is deﬁned as:
μ|γ = (Ka,c,m(z, w) · μ)|0γ .
The lemma thus follows from Theorem 2.15, Lemmas 4.1 and 4.2. unionsq
We set ˜F (M) := (D0⊗ˆ)/˜FilM(D0⊗ˆ). Unfortunately, note that ˜F (M) is not ﬁnite.
Indeed, this module still keeps track of the coeﬃcients of inﬁnitely many powers of w. To
ﬁx this, ﬁx L > 0, and we deﬁne
˜FilM,L(D0⊗ˆ) := ˜FilM(D0)⊗ˆ + wLD0⊗ˆ.
That is μ ∈ ˜FilM,L(D0⊗ˆ) if the ﬁrst L coeﬃcients of its j-th moment (thought of as an
element of ) have valuation at leastM − j · cp. Set
˜F (M,L) := (D0⊗ˆ)/˜FilM,L(D0⊗ˆ),
and then
˜F (M,L) ∼= D0/˜FilM(D0) ⊗ (/wL)
∼= D0/˜FilM(D0) ⊗ (Zp[w]/wLZp[w]
)
which is ﬁnite. We will refer to ˜FilM(D0⊗ˆ) as the M-th approximation module and to
˜FilM,L(D0⊗ˆ) as the (M,L)-th ﬁnite approximation module.
Remark 4.4 All of the previous discussion goes through equally well if we replace D0⊗ˆ
withD0⊗ˆR0 allowing us to deﬁne ˜FilM(D0⊗ˆR0) and ˜FilM,L(D0⊗ˆR0). We further note that
since /wL ∼= R0/wLR0, we have
D0⊗ˆR0/˜FilM,L(D0⊗ˆR0) ∼= D0⊗ˆ/˜FilM,L(D0⊗ˆ).
When working with these ﬁnite approximation modules, one cannot distinguish R0 (the
Tate algebra) from  (the Iwasawa algebra).
4.2 Handling denominators
The one downside to the above formulation of ﬁnite approximation modules is that it
only allows us to approximate families of distributions whosemoments are integral power
series. However, in solving the diﬀerence equation, the resulting distributions don’t have




μ ∈ D†(R) such that ordp(μ(zj)) ≥ −j · cp
}
.
Lemma 4.5 We have
(1) ˜K0(R) is a 0(p)-module;
(2) pM˜K0(R) ∩D0⊗ˆR0 = ˜FilM(D0⊗ˆR0).
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Proof Part one follows exactly as in Lemma 4.3. Part two follows immediately from the
deﬁnitions. unionsq










Note that these maps are 0(p)-isomorphisms. Thus, as long as we are working with
distributions inD0⊗ˆR0 + pM˜K0(R), it makes sense to project to theM-th approximation
module.
4.3 Solving the diﬀerence equation in ˜F (M)
We now use the description of ˜F (M) given in Sect. 4.2 to explain how one solves the
diﬀerence equation in these approximation modules. We ﬁrst review the case of a ﬁxed
weight, and then discuss the case of families.
4.3.1 The case of a ﬁxedweight
The following is a slight improvement on [28, Lemma 7.5]. We refer to loc. cit. for unde-
ﬁned notation. In what follows, set
K0 =
{
μ ∈ D† such that ordp(μ(zj)) ≥ −j
}
.
Lemma 4.6 Let μ ∈ D† and ν ∈ D0 with μ| = ν. Then for any M ≥ 0, we have







Proof By the explicit solution of the diﬀerence equation given in [28, Theorem 4.5], it
suﬃces to see for all j ≥ 1 that
pm · ηj−1j ∈ D
0 + pMK0.
Wemust thus check that for r ≤ M, we have
pm · ηj−1j (z
r) ∈ Zp (4.2)
and for r > M, we have
pr−M+m · ηj−1j (z
r) ∈ Zp. (4.3)







for r ≥ j − 1. We thus have that M ≥ j − 1 and so pmj ∈ Zp. If p
m
j ∈ pZp, then we
are done by the Clausen–von Staudt theorem as each Bernoulli number is in 1pZp. Thus,
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If r = j − 1 we are done as b0 = 1. Then, for r > j − 1, we have that br−j+1 has a p in
its denominator if and only if p − 1 divides r − j + 1. In this case, we have
r = j − 1 = a − 1 (mod p − 1)




is divisible by p. By Lucas’ theorem, it suﬃces to see
that one of the base p digits of apm − 1 is greater than one of the base p digits of r. The
base p expansion of apm − 1 is (a − 1 p − 1 p − 1 . . . p − 1)p. Since r ≤ M < pm+1, the
only possibility that r has every base p digit larger than those of apm − 1 is if the base p
representation of r is (c p − 1 p − 1 . . . p − 1)p with p − 1 ≥ c > a − 1. In this case,
r = (c+1)pm−1. But then r ≡ c (mod p−1)which is impossible as r ≡ a−1 (mod p−1).







for r ≥ j − 1. Note that
m =
⌊ log(M + 1)
log p
⌋
=⇒ pm+1 ≥ M + 2 =⇒ pm+s ≥ M + 2 + s = r + 2 > j
and thus p
m+s
j is divisible by p. Again, by the Clausen–von Staudt theorem, we are done.
unionsq









Proof Lift ν to some element ν in D0 with total measure 0. Solving the diﬀerence [28,
Theorem 4.5], then yields μ ∈ D† with μ∣∣ = ν. Then by Lemma 4.6, we have μ ∈
D0 + pMK0. Projecting μ to (D0 + pMK0)/pMK0 ∼= D0/ FilM(D0) then yields a solution
to the diﬀerence equation in the ﬁnite approximation module. unionsq
Wenote that the above corollary tells us the existence of solution to the diﬀerence equa-
tion in F (M). We now describe how to explicitly write down such a solution. Moreover,
by analyzing this explicit solution, wewill see that a smaller power of p is needed to control
denominators.
To start, we note that the solution to the diﬀerence equation in F (M) is not unique.
Lemma 4.8 If μ ∈ FilM−1(D0), then μ∣∣ ∈ FilM(D0).
Proof Take μ ∈ FilM−1(D0), and we compute
(μ
∣








Sinceμ(zi) ∈ pM−1−iZp for i between 0 and j−1, we see that (μ
∣
∣)(zj) ∈ pM−1−(j−1)Zp =
pM−jZp. Thus μ
∣
∣ ∈ FilM(D0). unionsq
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for 0 ≤ r ≤ M − 2. If μ ∈ Fk (M) is any element which projects to μ0 in Fk (M − 1), then
μ
∣
∣ = pmν in Fk (M).







by the proof of Lemma 4.6. Further, ν(zj) is well-deﬁned modulo pM−j , and thus μ0(zr) is
well-deﬁned modulo pM−1−r . Hence, μ0 is a well-deﬁned element of F (M − 1).
Next, let ν denote any lift of ν to D0 with total measure 0, and let μ ∈ D† be the
unique distribution satisfying μ
∣
∣ = pmν (by [28, Theorem 4.5]). Then the image of μ
in F (M − 1) equals μ0 since the explicit formulas in [28, Theorem 4.5] exactly match the
formulas deﬁningμ0 in this proposition. (Note that our choice ofm allows us to form this
projection.) Thus, for anyμ ∈ F (M) liftingμ0, we have that the image ofμ inF (M) equals
μ up to some distribution taking values in FilM−1(D0). Our proposition then follows from
Lemma 4.8. unionsq
4.3.2 The diﬀerence equation in ˜F (M)
We now generalize the discussion of the previous section to the case of families.
Lemma 4.10 Let μ ∈ D†(R) be such that μ∣∣ = ν ∈ D0⊗ˆ. Then for any M ≥ 0, we
have






Proof The proof proceeds nearly the same as in Lemma 4.6. Indeed, we still have an
explicit solution to the diﬀerence equation, and so it suﬃces to see that
pm · ηj−1j ∈ D
0⊗ˆR0 + pM˜K0(R).
By deﬁnition, this means we need to check that for r ≤ M/cp, we have
pm · ηj−1j (z
r) ∈ Zp, (4.4)
and for r > M/cp, we have
prcp−M+m · ηj−1j (z
r) ∈ Zp. (4.5)
Analyzing these two cases then follows exactly as in Lemma 4.6. unionsq
Thus, by scaling our distributions by a small power of p we will be able to solve the
diﬀerence equation in these ﬁnite approximation modules.
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Proof The proof follows verbatim as in Corollary 4.7. unionsq
Just as in the ﬁxed weight case, the solution to the diﬀerence equation is not unique
in ˜F (M). Unfortunately, the analogue of Lemma 4.8 (which describes part of the kernel
of ) does not quite hold in families. We instead just state a slightly weaker version of
Proposition 4.9 in families.
















for 0 ≤ r < M/cp − 1. Then μ
∣
∣ = pmν in ˜F (M − 1).







by the proof of Lemma 4.6. Further, ν(zj) is well-deﬁnedmodulo pM−jcp. From the above
formula,we then see thatμ(zr) iswell-deﬁnedmodulopM−(r+1)cp = pM−cp−rcp. Hence,
μ(zr) is well-deﬁned modulo pM−1−rcp, and μ is a well-deﬁned element of F (M − 1).
Next, let ν denote any lift of ν to D0⊗ˆR0 with total measure 0, and let μ ∈ D†(R) be
the unique distribution satisfying μ
∣
∣ = pmν (by Lemma 3.3). Then the image of μ in
˜F (M − 1) equals μ since the explicit formulas deﬁning μ exactly match the formulas
deﬁning μ in this proposition. By Lemma 4.10, μ ∈ D0⊗ˆR0 + pM−1˜K0(R), and thus
projecting to ˜F (M − 1) gives the desired result. unionsq
4.4 The ordinary subspace of Symb0 (
˜F (M))
Since ˜F (M) is deﬁned by taking the reduction modulo various powers of p, the space
Symb0 (˜F (M)) has the potential to have a complicated structure even as a Zp-module.
However, if we restrict to the ordinary subspace, the following proposition proves that
passing to theM-th approximation module is equivalent to reducing modulo pM .
Proposition 4.13 The natural map D0⊗ˆ → ˜F (M) induces an isomorphism
Xord ⊗ Z/pMZ ∼−→ Symb0 (˜F (M))ord,
and thus
Xord ⊗ /(pM, wL) ∼−→ Symb0 (˜F (M,L))ord.
In particular, Symb0 (˜F (M,L))ord is a free Zp[w]/(pM, wL)-module, and for T a Hecke
operator
char(T |Xord) ≡ char(T | Symb0 (˜F (M,L))ord) (mod pM, wL).
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Proof We ﬁrst show that
Xord → Symb0 (˜F (M))ord
is surjective. To this end, consider the exact sequence
0 −→ ˜FilM(D0)⊗ˆ −→ D0⊗ˆ −→ ˜F (M) −→ 0.
Identifying Symb0 (V ) with H
1
c (0, V ) and invoking the long exact sequence for coho-
mology, it suﬃces to show that H2c (0, ˜Fil
M(D0)⊗ˆ)ord = 0. But
H2c (0, ˜Fil






















which vanishes as in the proof of Lemma 6.4.
To check injectivity of the map of this proposition, we must take  ∈ Xord which takes
values in ˜Fil(M), and show that  is divisible by pM . To this end, take the largest possible




˜Fil(M) ∩ prD0⊗ˆ) ⊆ ˜Fil(M − r).
But since M − r > 0, this means that the total measure of each value of  is divisible by
p. Arguing as in Proposition 3.10, we then have that |||Up|| < 1. This is a contradiction
since  is in the ordinary subspace.
The remainder of the proposition all follows formally from the ﬁrst claim and the fact
that Symb0 (D0⊗ˆ) is a free -module. unionsq
4.5 Vector of total measures
As before, ﬁx D1, . . . , Dt ∈ 0 which generate 0 as a Zp[0]-module. We again deﬁne a
vector of total measuresmap, but now for ˜F (M,L)-valued symbols. Set




deﬁned by sending  to the vector ((Di)(1))ti=1.
Proposition 4.14 The map αM,L is injective.
Proof By Proposition 4.13, Symb0 (˜F (M,L))ord is simply the reduction of Xord modulo
(pM, wL). Likewise, αM,L is simply the reduction of α (from Sect. 3.4) modulo (pM, wL).
Thus, if K is the kernel of αM,L, by Proposition 3.10, we have K ⊗ /m = 0. Thus, K = 0
and αM,L is injective. unionsq
Corollary 4.15 We have
{
ord1 , . . . ,ordj
}
is the start of /(pM, wL)-basis of
Symb0 (˜F (M,L))ord if and only if
{
α1,1(ord1 ), . . . ,α1,1(ordj )
}
is a linearly independent
set in (/(p, w))t ∼= Ftp.
Proof The same argument in Corollary 3.11 applies (invoking Proposition 4.14 instead of
Proposition 3.10). unionsq
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4.6 Characteristic polynomials of Hecke operators
In Sect. 3.5, we sketched a method of computing the characteristic polynomials of Hecke
operators acting on Xord. In this section, we explain how to carry this method out in
practice in the ﬁnite spaces Symb0 (˜F (M,L))ord. Recall that by Proposition 4.13, for T a
Hecke operator
char(T |Xord) ≡ char(T | Symb0 (˜F (M,L))ord) (mod pM, wL).
Thus, we can (in theory) recover the true characteristic polynomials to any degree of
accuracy by takingM and L large enough.
The method of Sect. 3.5 to form a basis Xord was to produce “random” elements of Xord
until one was the start of a-basis of the space. Then produce random elements until one
has two elements forming the start of a -basis. Continue this until we have a full basis
(whose size we know as in footnote 3).
To carry this method out in Symb0 (˜F (M,L))ord, we note that we can form elements in
Symb0 (˜F (M,L)) as described in Sect. 3.2. Note that this requires solving the diﬀerence
equation in ˜F (M,L) which is done explicitly in Proposition 4.12. To form elements of
Symb0 (˜F (M,L))ord one then just needs to iterate the Up-operator.5
Further, to determine when elements of Symb0 (˜F (M,L))ord are the start of a
/(pM, wL)-basis, we can invoke Corollary 4.15 and examine the associated vectors
of total measures modulo (p, w). If these vectors are linearly independent over Fp, then
the original elements are the start of a basis.
Lastly, if we have a basis B = {ord1 , . . . ,ordd } of Symb0 (˜F (M,L))ord over /(pM, wL)
in hand, we describe now how to compute the matrix of a Hecke operator T with respect




aij · j (4.6)
for some aij ∈ /(pM, wL), and our job is to ﬁnd the aij . Applying αM,L, the vector of




aij · αM,L(j) (4.7)
Since αM,L is injective (Proposition 4.14), any solutions to (4.7) will also be solutions to
(4.6). Thus we have reduced our question to solving linear equations over /(pM, wL).
Since the maximal ideal of /(pM, wL) is not principal, solving linear equations over
this ring is not as simple as over, say, Z/pMZ. So we include here at least a few words




ai(w) · vi(w) = u(w);
that is, the vi(w) and u(w) in
(
/(pM, wL)
)t are given and we must ﬁnd ai(w) in
/(pM, wL) solving this equation. Evaluating at w = 0 yields
∑
i
ai(0) · vi(0) = u(0),
5To verify if a symbol  is actually in the ordinary subspace, one looks at , |Up , |U2p , . . ., until there is a relation.
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which is a consistent system over Z/pMZ. Standard methods then give us the values of
ai(0) for each i. Then diﬀerentiating and evaluating at w = 0 gives:
∑
i
a′i(0) · vi(0) = u′(0) −
∑
i
ai(0) · vi ′(0)
This is another system of linear equations over Z/pMZ (with the a′i(0) as the unknowns)
which we can again solve. Repeating this method gives the values of each derivative of
ai(w) at w = 0. From this information, we can recover ai(w) for each i as desired.
5 Data and examples
In this section, we describe some sample computations that we have carried out with the
algorithms implemented as part of this project. Speciﬁcally, we include computations of
formal q-expansions of Hida families, the structure of Hida–Hecke algebras, L-invariants
of modular forms and their symmetric squares, and two-variable p-adic L-functions of
Hida families. For the sake of presentation, we have elided some of the data in this section;
the full data is presented in Appendix 7.
We brieﬂy indicate about how much time and space each example took to compute on
a ‘member server’ on the SageMathCloud in Sage 5.11. These are meant to be ballpark
estimates; for instance, we ran Example 5.2 several times taking between 6 minutes and
10 minutes with this diﬀerence attributed mostly to the varying load of the server.
5.1 Examples of q-expansions in families





where the an(k) are Iwasawa functions of the p-adic weight variable k .
If F is a normalized (i.e. a1 = 1) eigenform, then the an(k) are determined by the a(k),
for  prime, using the standard Hecke operator recurrence relations. We may thus obtain
the q-expansion from knowing the a(k). Furthermore, a(k) is the Hecke eigenvalue of
the Hecke operator T. Thus, if is a family of Hecke eigensymbols, we may compute the
corresponding a by comparing |T with .
More precisely, since a(k) is an Iwasawa function, there exist A(W ) ∈ ZpW  such
that a(k) = A((1 + p)k − 1). Comparing |T with  directly yields A(W ), and then
a simple substitution yields a(k). In fact, our computations take place in the larger ring
Zpw = ZpW /p. However, by Theorem 3.9, we know that the eigenvalues A(w) must
land in the subring ZpW .
Below, we provide the ﬁrst few a for some examples of families passing through speciﬁc
newforms. See Sects. 3.5 and 3.6 for themethod used to isolate these examples.We remind
the reader that specializing the variable k below to a speciﬁc non-negative integer k0 gives
modular forms of weight k0 + 2.
Example 5.1 Let p = 5 and N = 1 in weights congruent to 2. In this case Xord is 1-
dimensional and this dimension is entirely explained by the ordinary Eisenstein family.
Using the methods of Sect. 3.5, we can produce a basis of this space and since this basis
is 1-dimensional, its unique element  is an eigensymbol. By comparing |T with  we
can thus compute families of ordinary Eisenstein eigenvalues. For example, we compute
that:
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a2(k) = 3 +
(
4p + p2 + 4p4 + p5 + 4p6 + 4p7 + 3p8
)
k
+ · · · + (4p8) k9 + O(p9, k10).
We note that in this case, we have an exact formula for a(k) as a(k) = 1 + ω()〈〉k+1
for  
= 5. Expanding as a power series, we get
a(k) = 1 + ω()
∑
n≥0
(k + 1)n lognp()
n! ,
which we note matches perfectly with the computations listed above. At  = p = 5, the
Hecke eigenvalue is the constant 1 in the family and our computations witness this.
Example 5.2 Let p = 11 and let f be the unique cuspidal newform of weight 2 and level
0(11) (i.e. the one corresponding to the elliptic (andmodular) curve X0(11)). In this case,
Xord is 3-dimensional. As in the previous example, one dimension is explained by the
ordinary Eisenstein family. The other two dimensions are explained by the Hida family
passing through f with this family contributing one dimension to each of the plus and
minus subspaces. Since the Eisenstein family lands in the plus subspace, we focus on the
minus subspace as (Xord)− is 1-dimensional. Again, a basis of this space is automatically
an eigensymbol and from this eigensymbol we computed a for  ≤ 11. The full data is
included in Appendix 7.1. A sample eigenvalue is
a11 = 1 +
(
8p + 2p2 + · · · + p10) k + · · · + (3p10) k11 + O(p11, k12).
Note that plugging in k = 12 − 2 into the data, one can verify that the eigenvalues
agree with those of (the ordinary 11-stabilization of) the modular discriminant  (up to
precision 1111).
This example took about 7 min: computing the eigenfamily took about 5.5 min and
computing the 5 eigenvalues took about 1.5 min. Computing the modular symbol space
and the eigenfamily used about 55MB while the eigenvalues used about 45MB.
Example 5.3 Let p = 5 and let f be the unique newform of weight 2 and level 0(15) (i.e.
the one corresponding to the elliptic (and modular) curve X0(15)). The minus subspace
is again 1-dimensional so a basis of it is an eigensymbol from which we computed a for
 ≤ 11. The full data is included in Appendix 7.1. A sample eigenvalue is
a5 = 1 +
(
4p + 4p2 + · · · + 4p10) k + · · · + (2p10) k11 + O(p11, k12)
Plugging in k = 6−2, one can verify that the eigenvalues agree with those of (the ordinary
5-stabilization of) of the unique newform of weight 6 and level 0(3) (up to precision
510). In weight 22 and level 0(3), there are three Galois conjugacy classes of newforms;
their Hecke eigenvalue ﬁelds are Q,Q, and Q(
√
11 · 59), respectively. The ﬁrst two are
not 5-ordinary. The third Galois conjugacy class is only ordinary under one of the two
embeddings of Q(
√
11 · 59) into Q5. We plugged in k = 22 − 2 to the computed a and
they agreed with the Hecke eigenvalues of this weight 22 and level 0(3) newform (up to
precision 511).
This example took about 11 min: 7 min for the eigenfamily and 4 min for the ﬁve
eigenvalues. The eigenfamily computation used 45MB and the eigenvalues used 120MB.
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Example 5.4 Let p = 5 and let f be the ordinary 5-stabilization of the (unique) newform
of weight 2 and level 0(19) (i.e. the one corresponding to the elliptic (and modular)
curve X0(19)). In this case, (Xord)− is 8-dimensional. However, if m is the maximal ideal
corresponding to f , we have that (Xordm )− is 1-dimensional. Indeed, a5(f ) ≡ 3 (mod 5)
and a5(g) ≡ ±1 (mod 5) for all of the remaining eigenforms (as they are all new at 5). In
particular, the operator T 25 − 1 acts invertibly on (Xordm )− and topologically nilpotently on
(Xordm′ )− for all m′ 
= m. In particular, using the methods of Sect. 3.6, we can form a basis
of (Xordm )− and obtain an eigensymbol as this space is 1-dimensional. The a for  ≤ 19
are included in Appendix 7.1. Here is a5:
a5 = 3 + 3p + 3p2 + p3 + 4p6 +
(
5 + 2p2 + · · · + 2p6
)
k




k6 + O(p7, k8)
In weight 6 and level 0(19), there are four Galois conjugacy classes of newforms; their
Hecke eigenvalue ﬁelds are Q,Q, Q(
√
3 · 59), and K4, respectively, where K4 is a totally
real S4-quartic extension of discriminant 101148696 = 23 · 33 · 11 · 42571. All of these
are ordinary at 5. The fourth Galois conjugacy class has one embedding into Q5 (the
remaining three are into Q53 ) and the corresponding newform is the only one whose a5
is congruent to the a5 of the elliptic curve X0(19). Plugging in k = 6− 2 in the computed
a agrees with the q-expansion of this newform (up to precision 57).
This example took about 58 min: 35 min for the eigenfamily and 23 min for the eight
eigenvalues. The eigenfamily computation used 77MB and the eigenvalues used 719MB.
Example 5.5 Let p = 5. There are two Galois conjugacy classes of weight 2 newforms of
level0(95); theirHecke eigenvalue ﬁelds areK3 andK4,whereK3 is the unique (real) cubic
ﬁeld of discriminant 148, and K4 is the unique totally real quartic ﬁeld of discriminant
11344. These represent the remaining 7 dimensions in (Xord)− from the previous example.
In this example, we deal with the conjugacy class with cubic Hecke eigenvalue ﬁeld as its
a5 is 1 (while the other conjugacy class has a5 = −1) and hence the forms in this class will
have an L-invariant (studied in Sect. 5.3 below). The ﬁeld K3 has only one embedding into
Q5 (the remaining embeddings landing inQ52 ).We let f be the newform corresponding to
the embedding in Q5 and remark it is congruent to an Eisenstein series. We may isolate it
from its two other conjugates (as in Sect. 3.6) as its a61 is 2 (mod 5), whereas its conjugates
have a61 ≡ 3 (mod 5). The a for  ≤ 11 are included in Appendix 7.1. Here is a5, which
is used to compute the L-invariant below:





















k6 + O(p6, k7)
This example took about 4 h and 25 min: 4 h and 20 min for the eigenfamily and 5 min
for the ﬁve eigenvalues. The eigenfamily computation used 1150MB and the eigenvalues
used 110MB.
Example 5.6 For a bigger example, consider p = 11 with tame level N = 31. We take
f to be 11-stabilization of the unique weight two newform on 0(31). This form has
coeﬃcients in Q. The space (Xord)− is 29-dimensional in this case, but its localization at
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themaximal ideal corresponding to f is 1-dimensional.We isolate theHida family through
f by iterating the operators T2 − 8, U11 − 1, U11 + 1. The a for  ≤ 11 are included in
Appendix 7.1. Here is the a11 in the family:
a11 = 2 + 5p + 9p2 + 8p3 + 8p4 + 6p5 + 3p6 + 2p7 +
(
10p + · · · + 8p7) k
+ · · · + 10p7k7 + O(p8, k8)
This example took about 6 h and 37 min: 6 h and 20 min for the eigenfamily and 17 min
for the ﬁve eigenvalues. The eigenfamily computation used 370MB and the eigenvalues
used 290MB.
5.2 The structure of Hida algebras
Here, we summarize some computations of the structure of the connected components
of Hida algebras.
Example 5.7 Let p = 3 and N = 11. In this case, there are two 3-ordinary cuspforms in
any even weight. In weight 2, one of these forms comes from the ordinary 3-stabilization
of the cuspform associated to X0(11). The other form is the unique newform of level 33,
and, moreover, these two forms admit a congruence modulo 3. Note then (Xord)− is 2-
dimensional with (Xordm )−  (Xord)− making this example fundamentally diﬀerent from
the examples in Sect. 5.1 where we were always able to cut down to a 1-dimensional space.
Nonetheless, we know that Tm is a -algebra of rank 2 and we seek to understand its
structure. From a geometric perspective, possibilities for Spec(Tm) include two copies of
weight space glued to together at a ﬁnite collection of points (possibly only at the point of
characteristic p) or a ramiﬁed cover of weight space ramiﬁed at ﬁnitely many points.
To further understand Tm, consider a Hecke operator T (or U) acting on (Xord)−
and let f denote its characteristic polynomial, which is a monic polynomial of degree 2
over  = ZpW . Let d(W ) ∈  denote the discriminant of this polynomial. By p-adic
Weierstrass preparation, we can write
d(W ) = pμ · P(W ) · V(W )
where P(W ) is a distinguished polynomial of degree say λ and V(W ) is a unit power
series. We can use information from this decomposition to understand Tm. For example,
if λ is odd, then [T] is a ramiﬁed extension of  forcing Tm/ to be ramiﬁed.
Using the methods outlined in Sect. 3.5, we computed approximations to the char-
acteristic polynomials f described above. For example, for  = 2, we computed this
discriminant to be:
d2(W ) = p2 + O(p11) +
(
2 + 2p + 2p2 + 2p4 + p5 + p7 + O(p10)
)
W
+ · · · + (1 + O(p))W 8 + O(W 9)
Note that this power series has λ-invariant 1 and thus has a unique rootα2 which is deﬁned
over Zp. We explicitly found the following approximation to α2:
α2 ≡ p2 + 2p4 + 2p6 + p7 + p8 + p9 (mod p11).
We thus get that
d2(W ) = (W − α2) · V(W )
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whereV(0) ≡ −1 (mod p). In particular,−V(W ) is a square in andwe see that d2(W )
and−(W −α2) diﬀermultiplicatively by a square. In particular,[T2] = [
√−(W − α2)]
Now for R a ring which is a ﬁnite and free -module, let disc(R) ⊆  denote its
discriminant ideal. WriteM ∈ M2() for the change of basis matrix corresponding to the
embedding [T2] ⊆ Tm both of which are free -modules of rank 2. We then have
disc([T2]) = det(M)2 · disc(Tm).
Since disc([T2]) = (W − α2) is a square-free ideal, we must have that det(M) is a unit
and [T2] = Tm. In particular, Tm  [
√−(W − α2)].
As a check, we computed d(W ) for all primes  < 11. In each case, d(W ) had λ-
invariant equal to 1, and its unique root α was congruent to α2 modulo the precision of
the computation.
Computing the basis of the two-dimensional (Xordm )− took 27.5 minutes and 107MB,
while computing the Hecke polynomials for primes ≤ 11 took 33.5 minutes and 462MB.
Example 5.8 Let p = 37 and N = 1. This example gains its fame from the fact that 37
is an irregular prime with B32 having positive valuation at 37. In particular, there is a
cuspform f of weight 32 congruent to the Eisenstein series E32 modulo 37. For this reason
we consider the 30th component of weight space (corresponding to the classical weight
32). On this component there are exactly three ordinary normalized eigenforms: f , Eord32
(the ordinary 37-stabilization of E32), and a third form not congruent to either f or Eord32 .
Let m denote the maximal ideal of T corresponding to f and Eord32 . In this case, the
Eisenstein symbols live in the plus part ofXord and thus (Xordm )+ is rank 2 over (with one
dimension coming from the Eisenstein series and the other coming from the Hida family
through f ). Using the methods of Sect. 3.6, we can form a basis (of size 2) of this space. As
in the previous example, we compute the discriminant of the characteristic polynomial of
T for various . For example, for  = 2, we get:
d2(W ) = 16p2 + 23p3 + 6p5 + 12p6 + 24p7 + 12p8 + 27p9 + 17p10 + 14p11 + O(p12)
+
(










+ · · · + (6 + O(p))W 11 + O(W 12)
which we note has λ-invariant 2. In fact, looking at the Newton polygon of this power
series we see that it has two roots each of valuation 1; call these roots α2 and β2. By
inspection, we can only ﬁnd a single root (mod p6), namely:
α2 = 23p + 10p2 + 35p3 + 36p4 + 34p5 + O(p6)
This suggests that α2 = β2, that is, that d2(W ) has a double root at α2.
We note that a computer computation alone could never prove the equality α2 = β2 as
we are always working modulo a power of 37. Nonetheless, in this example, we can argue
as follows. First note that if α2 
= β2, then by the same arguments as in Example 5.7 (since
disc([T2]) is squarefree), we have
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Tm = [T2]  [
√
u(W − α2)(W − β2)]
with u ∈ Z×37. In particular, Tm is a domain and its spectrum is thus a single irreducible
component. However, looking at the associated Galois representations we will see that
this is impossible. Indeed, at the Eisenstein points in the family, the associated Galois rep-
resentation is reducible while at generic cuspidal points this representation is irreducible.
If Spec(Tm) were irreducible, then all Galois representations would have the same behav-
ior (irreducible vs. reducible) except at a ﬁnite set of points. This contradiction forces
α2 = β2.
Hence d2(W ) = (W − α2)2 · V(W ) with V(0) ≡ 25 (mod p). In particular, V(W )
is a square and thus [T2]  [Y ]/(Y 2 − (W − α2)2). Arguing again with discriminant
ideals, we have
disc([T2]) = det(M)2 · disc(Tm)
where M is the change of basis matrix coming from the inclusion [T2] ⊆ Tm. Since
disc([T2]) = (W − α2)2, we have det(M)2 = 1 or (W − α2)2. In the later case,
we would have that the discriminant ideal of Tm over  is a unit, implying that Tm
is an étale -algebra, and in particular, that the map  → Tm is unramiﬁed. This
implies that (p,W )Tm = mTm. Since m corresponds to a q-expansion in Fp, we have
that Tm/(p,W )Tm ∼= Tm/mTm ∼= Fp which is a one-dimensional vector space over
/(p,W ) ∼= Fp. By Nakayama’s Lemma, Tm must be rank one over , a contradiction.
Thus, Tm ∼= [T2] ∼= [Y ]/(Y 2 − (W − α2)2).
As a check, we computed d(W ) for  ≤ 11 and in each case λ(d) = 2 and α2 was a
root of d(W ) modulo our precision.
Geometrically, the spectrum of this ring is two copies of weight space glued together at
the weight α2. This picture is completely consistent with what is known already in this
example. Indeed, the 37-adic ζ -function has λ-invariant 1. Thus, the Eisenstein family and
the cuspidal family meet at a unique weight kz – namely the unique root of ζ37(1 − k). In
[25, Section 6.2.1], this weight is computed to tremendous precision (1000 p-adic digits)
with the ﬁrst few digits being
kz = 13 + 20p + 30p2 + 8p3 + 11p4 + O(p5).
To compare with our computations of α2, we note that the weight kz in the T -variable
corresponds to (1 + p)1−kz−2 − 1 and we do indeed have that
(1 + p)1−kz−2 − 1 ≡ α2 (mod p6).
Computing the basis of the two-dimensional (Xordm )+ took 1 hour and 56 min and 410MB,
while computing the Hecke polynomials for primes ≤ 11 took 9.5 min and 169MB.
5.3 L-invariants
L-invariants arise when a p-adic L-function vanishes at a point of interpolation due to
the vanishing of the Euler-type interpolation factor. The earliest known example of this
phenomenon of so-called “trivial zeroes” is due to Ferrero–Greenberg [16]: ifψ is an even
Dirichlet character, then
Lp(1 − n,ψ) =
(
1 − ψ(p)pn−1) L(1 − n,ψω−n), for n ∈ Z≥1,
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so
(
1 − ψ(p)pn−1) vanishes at n = 1 whenever ψ(p) = 1. In [26], Mazur–Tate–
Teitelbaum discovered the same type of vanishing occurs for the p-adic L-function of
an elliptic curve, E, with split, multiplicative reduction at p. The interpolation property
gives
Lp(1, E) = (1 − ap(E)−1)L(1, E)
E
,
where E is the Néron period of E. When E is split multiplicative at p, ap(E) = 1, so
that the p-adic L-function vanishes for trivial reasons at s = 1 (more generally, weight 2
newforms of level exactly divisible by p andwhose ap = 1 share the same behaviour). They
introduced a new quantity, the p-adic L-invariant,Lp(E), given in terms of the p-adic Tate











This was proved by Greenberg and Stevens in [18] (the more general case of newforms
included). A main ingredient of their proof was a formula they gave for the L-invariant of
a weight 2 newform which is germane to our work:







where ap(k) is the pth Fourier coeﬃcient in the formal q-expansion of Eq. (5.1) for the
Hida family through f .When f corresponds to an elliptic curve, Sage can already compute
these L-invariants using Tate parameters, and we show below that our method provides
the same answer. On the other hand, we can also compute cases that don’t correspond
to elliptic curves, i.e. newforms whose Hecke eigenvalues don’t lie in Q. Furthermore,
our code provides new computations for the L-invariant of the symmetric squares of an
eigenform (really, the trace-zero adjoint of an eigenform, which is a twist of the symmetric
square). In [17], Greenberg proposed a general theory of L-invariants for ordinarymotives
providing an arithmetic candidateLGrp (M) for the p-adicL-invariant of an ordinarymotive
M.WhenM is the trace-zero adjoint, ad0f , of a newform,Hida and the third author [20,23]
gave a formula for Greenberg’s L-invariant which Dasgupta [13] has recently shown is the
actual L-invariant: if f is any p-ordinary newform of weight k0 + 2 of such that p2 does
not divide its conductor, then the p-adic L-function of ad0f has a trivial zero at s = 1 and
its L-invariant is given by







We remark that unlike the case of modular forms themselves which (in the p-ordinary
case) only have trivial zeroes in weight 2 and conductor exactly divisible by p, the trace-
zero adjoint always has a trivial zero.Wemay therefore consider the L-invariant as varying
in the Hida family and our computations allow us to compute the Iwasawa function giving
the adjoint L-invariant in a family. Also, note that the non-vanishing of the L-invariant, an
important part ofGreenberg’s conjecture, is only known in the cases ofDirichlet characters
and split, multiplicative elliptic curves (where the result is one from transcendence theory:
the theorem of St-Étienne [9], which says that the Tate parameter is transcendental). In
particular, the L-invariants of newforms that do not correspond to elliptic curves are not
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known to be non-zero. Furthermore, up to now, all that has been known for the adjoint
of a newform is that either the L-invariants are all zero in a Hida family, or all but ﬁnitely
many L-invariants are nonzero (since an Iwasawa function has ﬁnitely many zeroes). Our
computations provide non-vanishing results for speciﬁc forms and forms in families. In
particular, they show that the adjoint L-invariants of all forms in the Hida families of
Examples 5.2–5.4 are nonzero and there can be at most one form in Example 5.5 with
vanishing adjoint L-invariant.
We collect some values of L-invariants of modular forms as well as their trace-zero
adjoints. Again, full data is available in Appendix 7.2.
Example 5.9 The Hida families in Examples 5.2 and 5.3 pass through elliptic curves with
split, multiplicative reduction at p (when k = 0) and the data of ap(k) provided above
allows us to compute the p-adic L-invariants of these curves. We obtain:
L11(11a1) = 6p + 5p2 + 7p3 + 7p4 + 7p5 + 7p6 + 4p7 + 3p8 + 6p9 + 7p10 + O(p11)
L5(15a1) = 2p + p3 + p4 + 3p5 + 4p6 + 2p7 + 4p8 + 4p9 + p10 + O(p11)
Weveriﬁed that these agreewithSage’s already available computationof theseL-invariants
(which ismuch quicker) to the given precision.
Example 5.10 The Hida family in Example 5.5 passes through a newform with p = 5
exactly dividing the level and ap = 1. We compute its L-invariant, concluding that it is
non-zero, to be:
L5(f ) = p2 + 4p3 + 4p4 + 3p5 + O(p6).
Example 5.11 In fact, for each of the Hida families in Examples 5.2–5.5 (which we now
label F11,F15, F19, and F95, respectively), we can use Eq. (5.2) to provide a formula for
the symmetric square L-invariant as a function of the weight. The full results can be found
in Appendix 7.2.
L11(ad0F11) = 6p + · · · + 7p10 +
(
10p2 + · · · + 9p9) k + · · · + (4p10) k9 + O(p11, k10).
Plugging in k = 12− 2 yields the value of the 11-adic symmetric square L-invariant of :
L11(ad0) = 6p + 6p2 + 5p3 + 3p4 + 3p5 + 3p6 + 8p7 + 6p8 + 5p9 + 8p10 + O(p11).
For the family F15 of Example 5.3, we obtain:
L5(ad0F15) = 2p + · · · + 4p9 + p10 +
(
3p2 + · · · + 4p10) k
+ · · · + (3p9 + 3p11) k9 + O(p11, k10).
For the family F19 of Example 5.4, we obtain:
L5(ad0F19) = p + 4p2 + 2p3 + 4p4 + p5 + 4p6 +
(
3p4 + 3p5 + 3p6
)
k




k4 + O(p7, k5).
Dummit et al. Res. Number Theory (2016) 2:25 Page 38 of 54
For the family F95 of Example 5.5, we obtain:
L5(ad0F95) = p2 + 4p3 + 4p4 + 3p5 +
(
p2 + 4p3 + 4p4) k




k3 + O(p6, k4).
As Iwasawa power series (in the variableW ), these L-invariants have μ-invariant at least
1 (since a logp(1 + p) appears upon taking the derivative with respect to k). We verify
that the ﬁrst three L-invariant functions indeed have μ = 1 and λ = 0, thus implying
they never vanish. For L5(ad0F95), the μ- and λ-invariants are both 1 and a computation
shows that the L-invariant vanishes at a weight congruent to 4 ·5+54 (mod 55); of course,
this weight is not expected to be classical.
5.4 Two-variable p-adic L-functions
A p-ordinary eigenform f of classical weight k ≥ 2 has a p-adicL-functionLp(s, f ) attached
to it following the work of Manin, Amice–Vélu, and Višik. Varying the form p-adically in
a Hida family one can expect to ‘glue’ the one-variable functions together to obtain a two-
variablep-adicL-functionLp(s, κ) where κ is aweight variable around aneighborhoodof k .
That this is the case is due to Ohta (unpublished), Mazur–Kitagawa [24], and Greenberg–
Stevens [18]; it was a fundamental ingredient in the latter’s proof of the Mazur–Tate–
Teitelbaum conjecture. Greenberg has conjectured that the generic order of vanishing of
Lp(s, κ) along the line s = κ/2 is at most one (and congruent to the sign of the functional
equation of Lp(s, f ) modulo 2) (see [27, p. 439] for this statement and for some important
consequences of its proof). Additionally, Greenberg and Stevens end the introduction to
[18] by asking about the linear factors of the leading term in the expansion of Lp(s, κ)
about s = 1 and κ = 2 when the sign is −1.
In this section, we include a few sample computations of two-variable p-adicL-functions
through overconvergent modular symbols. To motivate these computations, we quickly
review the single variable case. In [30, Theorem 8.3], Glenn Stevens gives a construction of
thep-adicL-functionof aneigenform f solely in termsof its correspondingoverconvergent
modular eigensymbolf , theuniqueoverconvergent eigensymbolwith the same systemof
eigenvalues as f . To form the p-adic L-function of f , one simply takes Lp(f ) := f ({∞}−
{0}) which is a distribution on Zp and restricts this distribution to Z×p . Now if  ∈
Symb0 (D0⊗ˆ) is a family of overconvergent eigensymbols, we analogously deﬁne the
two-variable p-adic L-function Lp() to be the restriction of ({∞} − {0}) to Z×p . The
result is a family of distributions on Z×p whose specialization to any weight is the p-adic
L-function of the corresponding eigenform in that weight.
In [28, Section 9], the penultimate author and Stevens explain how in practice one can
compute single variable p-adic L-functions from overconvergent modular eigensymbols.
The same method, which we describe now, applies in our case and allows us to com-
pute two-variable p-adicL-functions attached to eigenfamilies of overconvergentmodular
symbols.






. Let T denote
the cyclotomic variable of the p-adic L-function so that Lp() = ∑ anTn, where the
an are functions on weight space. Thus, the transformation from the T variable to the s
variable is obtained by setting T = γ s − 1. Then, as in [28, Section 9.2], we have
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)
≥ pj−vp(λ), we can determine the error in approximating
the two-variable p-adic L-function in this way from the following lemma.
Lemma 5.12 For n ≥ 1,
(1) If j ≤ n, then





(2) if j > n, then
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Using that vp(logp(γ )) = 1, we obtain










(vp(ak ) + 1)
⎞
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(vp(ak ) + 1).







(vp(ak ) + 1).
Consider j ≤ n. For a given partition a0 + · · · + an−1 = j, we obtain a 1 in the sum for
each non-zero ak . If we combine m non-zero terms ak1 , . . . , akm into one term, we gain
vp(ak1 + · · · + akm ), but losem − 1 + vp(ak1 ) + · · · + vp(akm ). This is never a net gain, so
the optimal partition is that with j ones and n − j zeroes, yielding an upper bound of j.
For j > n, note that the sum of the valuations occurring above is bounded by the same
sum where there is no restriction on the length of the partition. Of all partitions of j, the
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one maximizing the sum of the vp(ak ) is j = p + p + · · · + p + r with 0 ≤ r < p. Indeed,
it is clearly optimal for the parts of the partition to be powers of p and, for r > 1, the part
pr contributes r while the sum pr−1 + · · · + pr−1 (p times) contributes p(r − 1) > r. unionsq
With this lemma in hand, we computed several examples of two-variable p-adic L-
functions. Our code produces a power series F (T,w) with T the cyclotomic variable and
w the same weight variable as above. In these examples we have made the following
normalizations. As throughout the whole paper, the weight variable k is normalized to
correspond to modular forms of weight k + 2 and is obtained by substituting w = ((1 +
p)k − 1)/p. The cyclotomic variable s is shifted by 1 so that s = 0 corresponds to the
central point of the L-function of a weight twomodular form; it is obtained by substituting
T = (1+ p)s − 1. Furthermore, the p-adic L-function we compute is only well-deﬁned up
to a unit power series in w and we normalize it so that the ﬁrst non-zero coeﬃcient in T
is a power of p times a power of w.
Example 5.13 We consider the same Hida family as in Example 5.2: the unique 11-adic
Hida family of tame level 1 and branchm = 0. In order to get a non-zero p-adicL-function,
we must use a symbol in the plus subspace, which no longer has dimension 1. Indeed, the
presence of an Eisenstein family raises the dimension of (Xord)+ to 2. Still, localizing at the
maximal ideal m corresponding to X0(11), we have that (Xordm )+ is one-dimensional since
X0(11) is not Eisenstein at 2. We obtain the following two-variable p-adic L-function (see
Appendix 7.3 for the full expansion):
L11(F11, s, k) = αk − 2αs + · · · + (6p7)k7 + (2p7)k6s + · · · + (7p7)ks6
+ (9p7)s7 + O(p8, (k, s)8)
= (k − 2s)(α + (6p2 + 10p3 + · · ·)k + (2p3 + · · ·)k2 + · · ·),
where α = p + 5p2 + 9p3 + 9p4 + 9p5 + 5p6 + 8p7 + O(p8). Note that despite the non-
vanishing of the central L-value of X0(11), the p-adic L-function vanishes there due to the
presence of an exceptional zero.
In order to numerically verify Greenberg’s conjecture, we consider the power series
F (T,w) that yields L11(F11, s, k) as described above. The line s = k/2 corresponds to
(1 + T )2 = 1 + pw. Factoring
F (T,w) = ((1 + T )2 − (1 + pw))F1(T,w)
and specializing to w = ((1 + T )2 − 1)/p yields
F1(T, ((1 + T )2 − 1)/p) = 10 + 10p + T + O(p2, T 2).
As this is a unit power series, this conﬁrms Greenberg’s conjecture for F11, showing that
the order of vanishing along s = k/2 is exactly one throughout the Hida family.
Given the family of overconvergent modular symbols F11, computing the p-adic L-
function took 30 s and 3MB.
Example 5.14 Now, consider the elliptic curve 37a, the curve of rank 1 of least conductor,
and let p = 5. This curve has a5 = −2. The space (Xord)+ has dimension 16 with one
dimension coming from the (ordinary 5-stabilization of the) Eisenstein series of level 37
and the remaining dimensions being new of level 37 · 5; hence the remaining dimensions
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have a5 ≡ ±1 (mod 5). Thus, localizing at the maximal ideal m corresponding to 37a
yields a one-dimensional space. We computed the following p-adic L-function (full data
in Appendix 7.3):
L5(37a, s, k) = αk − 2αs + · · · + (4p5 + 3p6)k6 + · · · + (4p5)s6 + O(p7, (k, s)7),
= (k − 2s)(α + (3p2 + 4p3 + 3p4 + 3p5 + p6)k
+ (p2 + 2p4 + p5 + 4p6)s + · · ·)
where α = p + 2p2 + 4p3 + 2p4 + p6 + O(p7).
Again, factoring
F (T,w) = ((1 + T )2 − (1 + pw))F1(T,w)
and specializing to w = ((1 + T )2 − 1)/p yields
F1(T, ((1 + T )2 − 1)/p) = 4 + 4p + 4pT + O(p2, T 2).
Again, this conﬁrms Greenberg’s conjecture that the order of vanishing along s = k/2 is
exactly one throughout the Hida family.
Given the family of overconvergent modular symbols, computing the p-adic L-function
took 174 s and 66MB.
Example 5.15 The elliptic curve 91b1 is a curve of rank 1 that has split multiplicative
reduction at p = 7. As such, its one-variable p-adic L-function vanishes to order 2 at the
central point, despite the classical L-function only vanishing to order 1 there. Greenberg’s
conjecture states that the order of vanishing of the two-variable p-adic L-function along
the line s = k/2 should however be 0, generically. Our calculations verify this. First oﬀ,
(Xord)+ is 9-dimensional, with 2 dimensions coming fromEisenstein series, 2 from isogeny
classes of elliptic curves (91a and 91b), 2 fromaGalois conjugacy class of newformsdeﬁned
over Q(
√
2), and 3 from a Galois conjugacy class of newforms deﬁned over the cubic ﬁeld
of discriminant 316. The curve 91b1 is not Eisenstein at 2 and has a7 = a13 = 1. The
quadratic (resp. cubic) Galois conjugacy class has a13 = −1 (resp. a7 = −1), so that,
after localizing at the maximal ideal corresponding to the curve 91b1, we obtain a one-
dimensional space. The two-variable p-adic L-function we compute is
L7(91b1, s, k) = (p2 + 6p3 + 4p4)k2 + (2p2 + p3)ks + (5p2 + 5p3 + 6p4)s2
+ · · · + O(p5, (k, s)5)
(the full data is available in Appendix 7.3).
Considering F (T,w) specialized to w = ((1 + T )2 − 1)/p, we obtain
F (T, ((1 + T )2 − 1)/p) = (6 + 3p + 6T + O(p2, T 2))T 2.
Since this only vanishes at T = 0, the generic order of vanishing along s = k/2 is 0,
and in fact, the two-variable p-adic L-function only vanishes at (s, k) = (0, 0) on the line
s = k/2.
Given the family of overconvergent modular symbols, computing the p-adic L-function
took 45 s and 24MB.
Dummit et al. Res. Number Theory (2016) 2:25 Page 42 of 54
Author details
1Department of Mathematics, University of Rochester, 915 Hylan Building, Rochester, NY 14627, USA, 2David Rittenhouse
Lab, Department of Mathematics, University of Pennsylvania, Philadelphia, PA 19104, USA, 3Department of Mathematics,
University of Hawai‘i at Ma¯noa, Keller Hall, Honolulu, HI 96822, USA , 4Department of Mathematics, University of
Wisconsin-Madison, Van Vleck Hall, Madison, WI 53706, USA, 5Department of Mathematics and Statistics, Boston
University, 111 Cummington Mall, Boston, MA 02215, USA.
Acknowledgements
We would like to thank the Southwest Center for Arithmetic Geometry for organizing the 2011 Arizona Winter School
where the work on this article began as a student project. We would also like to thank the participants of Sage Days 44 for
their work in porting the original Sage scripts into a full blown Sage package. We would like to thank Sage, as well as the
SageMath Cloud, where we developed the algorithms and computed the examples in this article. We would like to thank
Glenn Stevens for his support of this project and Frank Calegari for some very helpful conversations. Finally, our thanks go
to the referee for some comments and suggestions that improved the clarity of this article.
Robert Harron was supported by NSA Grant #H98230-13-1-0223 during part of this project. Robert Pollack was supported
by NSF Grant DMS-1303302.
6 Appendix: Comparing Xord with Greenberg–Stevensmodular symbols
We note that Hida theory implies that ordinary p-adic families of cuspidal eigenforms
extend to all of weight space. We would thus hope to see that the Hecke-eigenvalues
occurring in the ordinary subspace of either Symb0 (D0⊗ˆR0) or Symb0 (D0⊗ˆ) extend
to bounded functions on the entire open disc of radius 1. In particular, in this appendix, we
will establish this fact by comparing Symb0 (D0⊗ˆ)ord to the space ofGreenberg–Stevens
two-variable modular symbols.
6.1 Relevant measure spaces
Let M(Z×p × Zp) denote the space of Zp-valued measures on Z×p × Zp; that is, the con-
tinuous dual of the space of continuous functions on Z×p × Zp. We endow this space with
a right action of SL2(Z) by
(μ|γ )(f (x, y)) = μ(γ · f (x, y)) = μ(f (ax + cy, bx + dy))
and with the structure of a ˜ := Zp[[Z×p ]]-module by:
([a] · μ)(f (x, y)) = μ(f (ax, ay))
where a ∈ Z×p and [a] is the natural image of a in ˜.
For κ ∈ W , there is a “specialization to weight κ” map:
M(Z×p × Zp) → D0κ
μ → μκ
where






for f ∈ Aκ .
Proposition 6.1 For κ ∈ W , the specialization to weight κ map
M(Z×p × Zp) → D0κ
is 0(p)-equivariant. Further, this map is ˜-linear if ˜ acts on D0κ by [a] · μ = κ(a)μ.
Proof For γ = ( a bc d
)
in 0(p) and f ∈ A, we have
(μ
∣
∣γ )κ (f ) = (μ
∣






· κ(ax + cy)
)
,






γ )(f ) = μκ
(




















Also, for a ∈ Z×p , we have
([a] · μ)κ (f ) = ([a] · μ)(f (y/x)κ(x)) = μ(f (ay/ax)κ(ax))
= κ(a)μ(f (y/x)κ(x)) = κ(a)μκ (f ).
unionsq
Note that D0⊗ˆ and D() := Homcont(A0,) are both naturally ˜ := Zp[[Z×p ]]-
modules. Indeed, ˜ is naturally identiﬁed with measures onZ×p , and the Amice transform
identiﬁes measures on Z×p with bounded (rigid) functions on W which, by restriction to
Wm, naturally give elements of . Then ˜ acts on D() or on D0⊗ˆ simply by scaling
the values of the distribution.
6.2 Comparing modular symbols
We seek to compare M(Z×p × Zp)-valued modular symbols with D0⊗ˆ-valued modular
symbols. We begin with a map.
Proposition 6.2 There is a ˜-linear 0(p)-map
α : M(Z×p × Zp) −→ D()
given by
μ → (f → (κ → μκ (f ))).
That is, for μ ∈ D(Z×p × Zp), the moments of the distributions μκ vary (rigid) analytically
as κ varies over weight space.
Proof That the moments of the μκ vary analytically is standard. We leave the details the
reader. To see that α is 0(p)-equivariant, ﬁrst note that α commutes with specialization
to weight κ . That is,
M(Z×p × Zp) α D()
D0κ
commutes; this follows directly from the deﬁnitions of these maps. Since specialization
to weight κ is 0(p)-equivariant with either M(Z×p × Zp) or D() as a source, for μ ∈
M(Z×p × Zp), we have
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while





Thus α(μ)|γ and α(μ|γ ) have the same specialization to weight κ for all κ ∈ Wm. Thus,
by deﬁnition, α(μ|γ ) = α(μ)|γ in D() as desired.
To see ˜-linearity, we can argue the same way since specialization to weight κ (with
either source) is ˜-linear if D0κ is acted on by ˜ with [a] acting by κ(a). unionsq
For any ˜ ∈ Symb0 (D())ord, we have that ˜ is in the image of Up, and thus as in
Lemma 2.10, ˜ takes values in D0⊗ˆ. Thus,
Symb0 (D0⊗ˆ)ord = Symb0 (D())ord,
and we have a Hecke-equivariant map
Symb0 (M(Z×p × Zp))ord ⊗˜  → Symb0 (D0⊗ˆ)ord.
Weaim to show that thismap is an isomorphism, and thus the characteristic polynomial of
aHecke operator acting on the target is the same as the restriction toof the characteristic
polynomial of that Hecke operator on the source. From this, we can deduce that the
coeﬃcients of the characteristic polynomials of Hecke operators on the target (which a
priori are in ) extend to an open disc of radius 1 in weight space.
6.3 Control theorems
Fix a non-negative integer k ≡ m (mod p − 1) and consider the map ˜ → Zp given by
evaluation at weight k . Let pk ⊆ ˜ denote the kernel of this map; it is a principal ideal.We
now state several control theorems for spaces of Greenberg–Stevens modular symbols
and for our spaces of families of modular symbols. We note that in the below theorems, p
is not inverted.




, for j = 0, . . . , k , in the space of Zp-valued continuous
functions on Zp, and set ˜P∨k equal to the Zp-dual of ˜Pk . We note that ˜P∨k is isomorphic
to a lattice in Symk (Q2p). We have a surjective 0(p)-equivariant map6








xk f (y/x) dμ
)
,
and thus a Hecke-equivariant map
Symb0 (M(Z×p × Zp)) −→ Symb0 (˜P∨k ).
Lemma 6.3 The above map induces a Hecke-equivariant isomorphism
Symb0 (M(Z×p × Zp))ord⊗ˆ˜/pk
∼−→ Symb0 (˜P∨k )ord
on ordinary subspaces.
Proof This isomorphism is implicitly given in [18] if we allow p to be inverted. The above
integral version is given in [8, Corollary A.9]. unionsq
6We note that this map would not be surjective if we simply looked at the span of zj for j = 0, . . . , k . See, for instance,
[8, Lemma A.4].
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Now, set Pk equal to the span of 1, z, . . ., zk in A0k ; we then have a surjective map
D0k −→ P∨k . We now state a control theorem for families of modular symbols.
Lemma 6.4 Specialization to weight k and the above map induce Hecke-equivariant iso-
morphisms:
Symb0 (D0⊗ˆ)ord⊗ˆ/pk ∼= Symb0 (D0k )ord ∼= Symb0 (P∨k )ord.
Proof The ﬁrst isomorphism is given in [6, Corollary 3.12] if p is inverted. Mimicking the








































≡ 0 (mod pn−1).
by Lemma 6.5 below. Since this congruence holds for all n, we get our desired result.
For the second isomorphism, we note that this is proven in [29, Theorem 5.4] except
that p is inverted. Mimicking the arguments there, but keeping everything integral, we
need to show that H0(0, K )ord = 0 where K ⊆ D0k are the distributions which vanish on
zj for 0 ≤ j ≤ k . Arguing as above, it suﬃces to see that K ord = 0. For μ ∈ K ord, write


















≡ 0 (mod pn)
as ν(1) = 0. unionsq
Lemma 6.5 For all j ≥ 0 and n ≥ 1, we have pn−1 divides ∑pn−1a=0 aj.









By induction, pn−2 divides
∑pn−1−1
a=0 aj , and thus pn−1 divides
∑pn−1
a=0 aj as desired. unionsq
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Lemma 6.6 Let X and Y be -modules with Y free over . Assume there is a map α :
X → Y such that the induced map X/pkX → Y /pkY is an isomorphism for some k. Then
α is an isomorphism.
Proof Let Z be the -module deﬁned by the exact sequence
X → Y → Z → 0.
Thus we have an exact sequence,
X/pkX → Y /pkY → Z/pkZ → 0.
Since X/pkX ∼= Y /pkY , we have Z/pkZ = 0. But then Z = 0 and α is surjective.
Now letW be the -module deﬁned by the exact sequence
0 → W → X → Y → 0.
By the snake lemma, we then have an exact sequence
Y [pk ] → W /pkW → X/pkX → Y /pkY → 0.
Since Y is free, Y [pk ] = 0, and since X/pkX ∼= Y /pkY , we have W /pkW = 0. Thus,
W = 0 and α is an isomorphism. unionsq
Lemma 6.7 We have Symb0 (D0⊗ˆ)ord is free over  with ﬁnite rank.
Proof We use the fact that if Y is any -module such that Y /pkY is a free Zp-module of
ﬁnite rank, then Y is free over  with ﬁnite rank. Then note that by Lemma 6.4,
Symb0 (D0⊗ˆ)ord/pk Symb0 (D0⊗ˆ)ord ∼= Symb0 (P∨k )ord
which is indeed free over Zp with ﬁnite rank (as this last space is a classical space of
modular symbols). unionsq
Theorem 6.8 The map α induces a Hecke-equivariant isomorphism
Symb0 (M(Z×p × Zp))ord ⊗˜  → Symb0 (D0⊗ˆ)ord.
Proof If we choose k ≡ m (mod p− 1) such that 0 ≤ k ≤ p− 2, then it is easy to see that
˜Pk = Pk . This theorem then follows from Lemmas 6.6, 6.3 and 6.4. unionsq
Corollary 6.9 The characteristic polynomial of any Hecke operator acting on
Symb0 (D0⊗ˆ)ord has coeﬃcients which converge on all of Wm.
Proof This corollary follows immediately fromTheorem 6.8 as characteristic polynomials
of Hecke operators on Symb0 (M(Z×p × Zp))ord have this property. unionsq
7 Appendix: Some data
7.1 q-expansions
Full data for Example 5.2: p = 11, tame level N = 1, branchm = 0.
a2 = 9 + 10p + 10p2 + 10p3 + 10p4 + 10p5 + 10p6 + 10p7 + 10p8 + 10p9 + 10p10
+
(





10p2 + 4p3 + 9p4 + 9p5 + 5p6 + 8p7 + 2p8 + 4p9 + 8p10
)
k2
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+
(














6p6 + 10p7 + 8p8 + 6p9 + 8p10
)
k6 + (9p7 + 5p8 + 10p9 + 5p10) k7
+ (10p9 + 6p10) k8
+ (7p9) k9 + (7p10) k10 + (9p10) k11 + O(p11, k12)
a3 = 10 + 10p + 10p2 + 10p3 + 10p4 + 10p5 + 10p6 + 10p7 + 10p8 + 10p9 + 10p10
+
(

























4p6 + 9p7 + 3p8 + 3p9 + 6p10
)
k6 + (5p7 + 8p8 + 9p9 + 3p10) k7
+ (4p8 + 10p9 + p10) k8 + (2p9 + 4p10) k9 + (3p10) k10 + (p10) k11 + O(p11, k12)
a5 = 1 +
(
























5p6 + 4p7 + 4p9 + 6p10
)
k6 + (10p7 + 3p8 + 7p9 + 3p10) k7
+ (10p8 + 10p9 + 7p10) k8 + (6p9 + 9p10) k9 + (2p10) k10 + (10p10) k11 + O(p11, k12)
a7 = 9 + 10p + 10p2 + 10p3 + 10p4 + 10p5 + 10p6 + 10p7 + 10p8 + 10p9 + 10p10
+
(



















6p5 + 4p6 + 9p8 + 7p9 + 8p10
)
k5
+ (6p7 + 2p8 + 6p9 + 4p10) k6 + (10p7 + 5p8 + 6p9 + p10) k7
+ (5p8 + 9p9 + 2p10) k8 + (9p9 + 9p10) k9 + (2p10) k10 + (7p10) k11 + O(p11, k12)
a11 = 1 +
(

























10p6 + 3p7 + 10p8 + 3p9 + 9p10
)
k6 + (6p7 + 2p8 + 3p9 + 2p10) k7
+ (10p8 + 8p9 + 5p10) k8 + (7p9 + 6p10) k9 + (5p10) k10 + (3p10) k11
+ O(p11, k12)
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Full data for Example 5.3: p = 5, tame level N = 3, branchm = 0.
a2 = 4 + 4p + 4p2 + 4p3 + 4p4 + 4p5 + 4p6 + 4p7 + 4p8 + 4p9 + 4p10
+
(




























p6 + p7 + 3p8 + 3p9 + 3p10
)
k7
+ (2p7 + 2p8 + 4p9 + 2p10) k8 + (p8 + 4p9 + 2p10) k9 + (2p8 + p10) k10
+ (4p9) k11 + O(p11, k12)
a3 = 4 + 4p + 4p2 + 4p3 + 4p4 + 4p5 + 4p6 + 4p7 + 4p8 + 4p9 + 4p10
+
(






























4p6 + 2p7 + 4p9 + 3p10
)
k7 + (p7 + 4p9) k8
+ (3p8 + p9 + 4p10) k9 + (3p8 + 2p9 + 2p10) k10 + (p9) k11 + O(p11, k12)
a5 = 1 +
(
4p + 4p2 + p3 + 4p4 + p7 + 4p10) k
+
(



















3p5 + p6 + 3p7 + 3p8 + 3p10
)
k6
+ (p8 + 3p9 + 3p10) k7 + (3p8 + 3p9) k8 + (4p8 + p9 + p10) k9
+ (p8 + p9 + 3p10) k10 + (2p10) k11 + O(p11, k12)
a7 =
(

























p5 + 4p6 + 2p7 + 4p9 + 4p10
)
k6
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+ (2p7 + 3p8 + 4p9 + 3p10) k7 + (3p8 + 2p10) k8 + (3p8 + 2p9 + p10) k9
+ (2p8 + 3p9 + 4p10) k10 + (2p10) k11 + O(p11, k12)
a11 = 1 + 4p + 4p2 + 4p3 + 4p4 + 4p5 + 4p6 + 4p7 + 4p8 + 4p9 + 4p10
+
(




























4p6 + p7 + 4p8 + 2p9
)
k7 + (2p7 + 3p8 + 3p10) k8 + (2p8 + 3p9) k9
+ (2p8 + 2p9 + 4p10) k10 + (p9 + 4p10) k11 + O(p11, k12)
Full data for Example 5.4: p = 5, tame level N = 19, branchm = 0.
a2 =
(




























k7 + O(p7, k8)
a3 = 3 + 4p + 4p2 + 4p3 + 4p4 + 4p5 + 4p6 +
(




























k7 + O(p7, k8)
a5 = 3 + 3p + 3p2 + p3 + 4p6 +
(
























k6 + O(p7, k8)
a7 = 4 + 4p + 4p2 + 4p3 + 4p4 + 4p5 + 4p6 +
(




























k7 + O(p7, k8)
a11 = 3 +
(




























k7 + O(p7, k8)
a13 = 1 + 4p + 4p2 + 4p3 + 4p4 + 4p5 + 4p6 +
(




























k7 + O(p7, k8)
a17 = 2 + 4p + 4p2 + 4p3 + 4p4 + 4p5 + 4p6
+
(
3p + 3p2 + 2p3 + 2p4 + 2p5 + 2p6
)
k
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+
(
p2 + 3p4 + p5
)













k6 + O(p7, k8)
a19 = 1 +
(




























k7 + O(p7, k8)
Full data for Example 5.5: p = 5, tame level N = 19, branchm = 0.
a2 = 3 + 5 + p2 + 4p3 + 2p4 + p5 +
(










p3 + 3p4 + 2p5
)








k6 + O(p6, k7)
a3 = 4 + 2p + p2 + 2p3 + 3p4 + p5 +
(
3p + 2p2 + 3p3 + 3p4) k

















k6 + O(p6, k7)





















k6 + O(p6, k7)
a7 = 3 + 5 + 4p2 + p3 + 2p4 + 3p5 +
(
























k6 + O(p6, k7)
a11 = 2 + 5 + 2p2 + p3 + 4p4 + p5 +
(
























k6 + O(p6, k7)
Full data for Example 5.6: p = 11, tame level N = 31, branchm = 0.
a2 = 4 + 3p + 3p3 + 5p4 + 6p5 + 2p6 + p7
+
(

























k6 + (10p7) k7 + O(p8, k8)
a3 = 3 + 4p + 10p2 + 4p3 + 9p5 + 5p6 + 8p7
+
(









p4 + 10p5 + 7p6 + 6p7
)
k3
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+
(




8p5 + 5p6 + 3p7
)
k5
+ (7p7) k6 + (6p7) k7 + O(p8, k8)
a5 = 1 +
(


























k6 + (6p7) k7 + O(p8, k8)
a7 = 5 + 6p + 6p3 + 10p4 + p5 + 5p6 + 2p7
+
(

























k6 + (9p7) k7 + O(p8, k8)
a11 = 2 + 5p + 9p2 + 8p3 + 8p4 + 6p5 + 3p6 + 2p7
+
(

























k6 + (10p7) k7 + O(p8, k8)
7.2 L-invariants
Full data for Example 5.11:
L11(ad0F11) = 6p + 5p2 + 7p3 + 7p4 + 7p5 + 7p6 + 4p7 + 3p8 + 6p9 + 7p10
+
(



















10p6 + 8p7 + 4p8 + 9p9 + 7p10
)
k5 + (4p7 + 8p8 + 4p10) k6
+ (8p8 + 6p10) k7 + (5p9 + 8p10) k8 + (4p10) k9 + O(p11, k10).
L5(ad0F15) = 2p + p3 + p4 + 3p5 + 4p6 + 2p7 + 4p8 + 4p9 + p10
+
(
























3p6 + 2p8 + p9 + 3p10
)
k6
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+ (p7 + 3p8 + 4p9 + 4p10) k7 + (p9 + 2p10) k8
+ (3p9 + 3p11) k9 + O(p11, k10).
L5(ad0F19) = p + 4p2 + 2p3 + 4p4 + p5 + 4p6 +
(
















k4 + O(p7, k5).
L5(ad0F95) = p2 + 4p3 + 4p4 + 3p5 +
(









k3 + O(p6, k4).
7.3 Two-variable p-adic L-functions
Full data for Example 5.13:
L11(F11, s, k) = (p + 5p2 + 9p3 + 9p4 + 9p5 + 5p6 + 8p7)k
+ (9p + 3p3 + 2p4 + 2p5 + 10p6 + 4p7)s
+ (6p2 + 10p3 + 10p4 + 6p6 + 2p7)k2 + (10p2 + 9p5 + 9p6 + 5p7)ks
+ (2p3 + 6p4 + 2p5 + 2p6 + 9p7)k3 + (2p3 + 7p4 + 3p5 + 4p6 + 3p7)k2s
+ (4p3 + 7p4 + 6p5 + 6p6)ks2 + (p3 + 6p4 + 6p5 + 6p6 + 10p7)s3
+ (6p4 + 9p5 + p6)k4 + (3p5 + 9p6 + 6p7)k3s
+ (8p4 + 10p5 + 4p6)k2s2 + (2p4 + 4p6 + 3p7)ks3
+ (10p5 + 7p6 + 9p7)k5 + (4p5 + 10p7)k4s + (8p5 + 2p6 + 9p7)k3s2
+ (3p5 + 3p6 + 9p7)k2s3 + (4p5 + 3p6 + 4p7)ks4 + (5p5 + 7p6 + 2p7)s5
+ (9p6 + 7p7)k6 + (8p6 + 4p7)k5s + (7p6 + p7)k4s2 + (9p6 + 9p7)k3s3
+ (7p6 + 5p7)k2s4 + (6p6 + 6p7)ks5
+ (6p7)k7 + (2p7)k6s + (9p7)k5s2 + (10p7)k4s3
+ (7p7)k3s4 + (10p7)k2s5 + (7p7)ks6 + (9p7)s7 + O(p8, (k, s)8)
= (k − 2s)(p + 5p2 + 9p3 + 9p4 + 9p5 + 5p6 + 8p7
+ (6p2 + 10p3 + 10p4 + 6p6 + 2p7)k + (2p3 + 6p4 + 2p5 + 2p6 + 9p7)k2
+ (6p3 + 8p4 + 8p5 + 8p6 + 10p7)ks + (5p3 + 2p4 + 2p5 + 2p6)s2
+ (6p4 + 9p5 + p6)k3 + (p4 + 2p6 + 7p7)k2s + (10p4 + 10p5 + 8p6 + 3p7)ks2
+ (10p5 + 7p6 + 9p7)k4 + (2p5 + 5p6 + 7p7)k3s + (p5 + 2p6 + 2p7)k2s2
+ (5p5 + 7p6 + 2p7)ks3 + (3p5 + 7p6 + 9p7)s4
+ (9p6 + 7p7)k5 + (4p6 + 9p7)k4s + (4p6 + 9p7)k3s2
+ (6p6 + 6p7)k2s3 + (8p6 + 7p7)ks4 + (6p7)k6 + (3p7)k5s + (4p7)k4s2
+ (7p7)k3s3 + (10p7)k2s4 + (8p7)ks5 + (p7)s6 + O(p8, (k, s)7)
Full data for Example 5.14:
L5(37a, s, k) = (p + 2p2 + 4p3 + 2p4 + p6)k + (3p + p3 + 4p4 + 3p5 + 2p6)s
+ (3p2 + 4p3 + 3p4 + 3p5 + p6)k2 + (p3 + 4p4 + 3p5)ks
+ (3p2 + 4p3 + 2p5 + p6)s2
+ (p3 + 2p6)k3 + (3p3 + p4 + p5 + p6)k2s
+ (p3 + 4p4 + p6)ks2 + (3p3 + 3p4 + 2p5 + p6)s3
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+ (4p4 + p5 + 2p6)k4 + (2p4 + p5 + 3p6)k3s + (2p4 + p5)k2s2
+ (3p5 + 3p6)ks3 + (2p4 + 3p5 + 2p6)s4
+ (4p4 + 4p5 + p6)k5 + (2p5 + 4p6)k4s + (3p5 + 3p6)k3s2
+ (4p5 + 3p6)k2s3 + (2p5 + 2p6)ks4 + (2p4 + 3p6)s5
+ (4p5 + 3p6)k6 + (p6)k5s + (2p6)k4s2 + (2p6)k3s3
+ (p6)k2s4 + (p6)ks5 + (4p5)s6 + O(p7, (k, s)7)
= (k − 2s)(p + 2p2 + 4p3 + 2p4 + p6 + (3p2 + 4p3 + 3p4 + 3p5 + p6)k
+ (p2 + 2p4 + p5 + 4p6)s + (p3 + 2p6)k2 + (2p4 + p5)ks
+ (p3 + 3p4 + 3p5 + p6)s2
+ (4p4 + p5 + 2p6)k3 + (3p6)k2s + (2p4 + p5 + p6)ks2 + (4p4 + p6)s3
+ (4p4 + 4p5 + p6)k4 + (3p4 + p5 + 3p6)k3s + (p4 + p5)k2s2
+ (2p4 + p5 + 4p6)ks3 + (4p4 + 4p5)s4
+ (4p5 + 3p6)k5 + (3p5 + 3p6)k4s + (p5 + 4p6)k3s2
+ (2p5)k2s3 + (4p5 + p6)ks4 + (3p5 + 4p6)s5) + O(p7, (k, s)7)
Full data for Example 5.15:
L7(91b1, s, k) = (p2 + 6p3 + 4p4)k2 + (2p2 + p3)ks + (5p2 + 5p3 + 6p4)s2
+ (p3 + 2p4)k3 + (4p4)k2s + (3p3 + 6p4)ks2 + (5p3 + 3p4)s3
+ (2p4)k3s + (6p4)k2s2 + (p4)ks3 + (3p4)s4 + O(p5, (k, s)5)
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