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Riesz mean and generalized
mean operatorAbstract In the present article, we deﬁne difference operators BLða½mÞ and BUða½mÞ which rep-
resent a lower triangular and upper triangular inﬁnite matrices, respectively. In fact, the operators
BLða½mÞ and BUða½mÞ are deﬁned by ðBLða½mÞxÞk ¼
Pm
i¼0akiðiÞxki and ðBUða½mÞxÞk
¼Pmi¼0akþiðiÞxkþi for all k;m 2 N0 ¼ f0; 1; 2; 3; . . .g, where a½m ¼ fað0Þ; að1Þ; . . . aðmÞg, the set of
convergent sequences aðiÞ ¼ ðakðiÞÞk2N0 ð0 6 i 6 mÞ of real numbers. Indeed, under different limiting
conditions, both the operators unify most of the difference operators deﬁned by various triangles
such as D;Dð1Þ;Dm;DðmÞðm 2 N0Þ;Da;DðaÞða 2 RÞ;Bðr; sÞ;Bðr; s; tÞ;Bð~r; ~s; ~t; ~uÞ, and many others.
Also, we derive an alternative method for ﬁnding the inverse of inﬁnite matrices BLða½mÞ and
BUða½mÞ and as an application of it we implement this idea to obtain the inverse of triangular
matrices with ﬁnite support.
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ª 2014 Production and hosting by Elsevier B.V. on behalf of Egyptian Mathematical Society.1. Introduction, preliminaries and deﬁnitions
Difference operators are one of the important subclasses of
Toeplitz operators where most of them are reduced to triangles
under different limiting conditions. Triangular matrices have
several applications in scientiﬁc computations and engineering,
and the most useful contributions are solving the system oflinear equations and ﬁnding spectral properties of bounded
linear operators. Several methods have been employed to ﬁnd
the inverse of a triangle such as back ward substitution and elim-
ination methods. The main idea of this note is to study certain
triangles and derive an alternative method for their inverses.
Let w be the space all real valued sequences and for
m 2 N0; a½m be the set of convergent sequences aðiÞ
¼ ðakðiÞÞk2N0ð0 6 i 6 mÞ of real numbers. Let x ¼ ðxkÞ be
any sequence in w, then we deﬁne the generalized difference
operators BLða½mÞ and BUða½mÞ as :
ðBLða½mÞxÞk ¼ akð0Þxk þ ak1ð1Þxk1 þ ak2ð2Þxk2 þ   
þ akmðmÞxkm and
ðBUða½mÞxÞk ¼ akð0Þxk þ akþ1ð1Þxkþ1 þ akþ2ð2Þxkþ2 þ   
þ akþmðmÞxkþmðk 2 N0Þ:
298 P. Baliarsingh, S. DuttaIt is being understood conventionally that any term with neg-
ative subscript is equal to zero. The operators BLða½mÞ and
BUða½mÞ can be expressed as a lower triangular matrix ðLnkÞ
and an upper triangular matrix ðUnkÞ, respectively, where
ðLnkÞ ¼
a0ð0Þ 0 0 . . . 0 0 . . .
a0ð1Þ a1ð0Þ 0 . . . 0 0 . . .









a0ðmÞ a1ðm 1Þ a2ðm 2Þ . . . amð0Þ 0 . . .
















a0ð0Þ a0ð1Þ a0ð2Þ . . . a0ðmÞ 0 . . .
0 a1ð0Þ a1ð1Þ . . . a1ðm 1Þ a1ðmÞ . . .









0 0 0 . . . amð0Þ amð1Þ . . .














Different kinds of triangles via difference operators have been
studied by various authors. For instance, triangles such as
double banded D, triple banded Bðr; s; tÞ, fourth banded
Bð~r; ~s; ~t; ~uÞ, and ðmþ 1Þ banded Dm matrices have been intro-
duced by Kızmaz [1], Furkan et al. [2], Dutta and Baliarsingh
[3] and Et and C¸olak [4], respectively. Altay and Basar [5] and
Dutta and Baliarsingh [6] have studied the spectral properties
of difference operators Bðr; sÞ and D2, respectively. In fact, the
detailed study of these operators involving topological proper-
ties, duals, matrix transformations and spectral properties is
only possible by determining their inverse operators. Recently,
Baliarsingh [7] and Dutta and Baliarsingh [8] have introduced
fractional order difference matrix Da and ðmþ 1Þsequential
band matrix Bða½mÞ and derived their corresponding inverse
operators. However, the explicit formula for inverse of the
lower triangle Bða½mÞ has been employed in [8]. In fact, in that
article this result has been proved by using counter examples,
but in this investigation, we demonstrate these results in a
more general way and extend those to upper triangular
matrices.
Now, we deﬁne certain triangles generated by various
means of the sequence x ¼ ðxkÞ. Let U be the set of all
sequences u ¼ ðukÞ of real numbers such that uk–0 for allDðkÞn ða½mÞ ¼
akð1Þ akþ1ð0Þ 0 . . . 0







akðmÞ akþ1ðm 1Þ akþ2ðm 2Þ . . . am1ð1







0 0 . . . anmðmÞ . . .






Then the Cesa`ro mean of order one and Riesz mean with
respect to the sequence t ¼ ðtkÞ are deﬁned by the matrices
C1 ¼ ðcnkÞ and Rt ¼ ðrtnkÞ, respectively (see [9,10]), where
cnk :¼
1
nþ1 ; ð0 6 k 6 nÞ
0; ðk > nÞ ;





; ð0 6 k 6 nÞ
0; ðk > nÞ ;

ðn; k 2 N0Þ:
The generalized mean of the sequence x ¼ ðxkÞ can be com-
puted by using Aðr; s; tÞtransform of x (see [11]), where




; ð0 6 k 6 nÞ
0; ðk > nÞ ;

ðn; k 2 N0Þ:2. Main results
In this section, we study certain results concerning the linear-
ity, boundedness, and inverse properties of the inﬁnite differ-
ence matrices BLða½mÞ and BUða½mÞ. However, the results
are valid for a matrix of inﬁnite order, but it is convenient to
implement those for the matrices of ﬁnite order.
Theorem 1. The operators BLða½mÞ and BUða½mÞ deﬁned from
w to w are bounded linear operators.
Proof. Linearity of the operators BLða½mÞ and BUða½mÞ are
obvious and for boundedness,
kBLða½mÞk ¼ kBUða½mÞk ¼ sup
ðk2N0 ;06i6mÞ
ðmþ 1ÞjakðiÞj: 
Theorem 2. [8], Theorem 2If akð0Þ–0 for all k 2 N0, then an









nkða½mÞ; ð0 6 k 6 n 1Þ




ðn; k 2 N0Þ:
where0 . . . 0





Þ amð0Þ . . . 0





. . . . . . anþk1ð1Þ

; ðnP 1Þ:
inversion of triangular matrices 299Proof. We apply induction method for proving this theorem.
Now, consider the system of linear equations BLða½mÞx ¼ y and





































For simplicity we write Dkn for D
k
nða½mÞ and using this notation
in the above equations we obtain that
x0 ¼ y0
































Therefore, for n ¼ 1; 2; 3, Theorem 2 holds, and by assuming






















































































This completes the proof. h
Theorem 3. If akð0Þ–0 for all k 2 N0, then an explicit formula
for inverse of the difference operator BUða½mÞ is given byU1nk ¼
1





knða½mÞ; ð0 6 k 6 n 1Þ








a0ð1Þ a0ð2Þ a0ð3Þ . . . a0ðm1Þ . . . a0ðnÞ









0 . . . amð0Þ amð1Þ amð2Þ . . . amðnmÞ














Proof. Proof. Let us consider the matrix BUða½mÞ of ﬁnite
order nþ 1 for all n ¼ 0; 1; 2; . . .. On solving the system of



















































For deducing x0, we apply induction method as discussed in
proof of Theorem 2. h
Corollary 1. The inverse of generalized fractional difference
operator Da; a 2 R is given by
Dank ¼
1; ðk ¼ nÞQnk1
i¼0 ðaþiÞ
ðnkÞ! ; ð0 6 k 6 n 1Þ
0; ðk > nÞ
8><
>: ; ðn; k 2 N0Þ:
Proof. The generalized fractional difference operator Da repre-
sents a lower triangular Toeplitz matrix (see [7] for detail), i.e.
Da ¼
1 0 0 0 0 . . .
a 1 0 0 0 . . .
aða1Þ
2!

























300 P. Baliarsingh, S. DuttaAs a direct consequence of Theorem 2, the inverse of Da can be
computed as
Dank ¼
1; ðk ¼ nÞ
ð1ÞnkDðkÞnkðDaÞ; ð0 6 k 6 n 1Þ
0; ðk > nÞ
8><
>: ; ðn; k 2 N0Þ;
whereDðkÞn ðDaÞ ¼ Dð0Þn ðDaÞ
¼
a 1 0 0 . . . 0
aða1Þ
2!


























However, using suitable row or column operations, the determinant Dð0Þn ðDaÞ can be reduced to
a
1 1 0 0 . . . 0
ða1Þ
2!




























1 0 0 0 . . . 0
ða1Þ
2!
































1 0 0 0 . . . 0
ða1Þ
2!



































 . . .  ðaþ n 1Þ
n
 ð1Þn
¼ ð1Þn aðaþ 1Þðaþ 3Þðaþ 4Þ . . . ðaþ n 1Þ
n!
:Therefore, it is being concluded that
Dank ¼
1; ðk ¼ nÞ
aðaþ1Þðaþ2Þ...ðaþnk1Þ
ðnkÞ! ; ð0 6 k 6 n 1Þ
0; ðk > nÞ
8><
>: ; ðn; k 2 N0Þ;This completes the proof. h




; ðk ¼ nÞ
 Tnk1
tnk




>: ðn; k 2 N0Þ;Proof. The proof of this Corollary is analogous to that of Cor-
ollary 1. h
Corollary 3. The inverse of the generalized mean operator
Aðr; s; tÞ is given by
inversion of triangular matrices 301a1nk ¼
1
s0
; ðk ¼ nÞ
ðnÞnk Dnk
tnk








s1 s0 0 . . . 0







sn1 sn2 sn3 . .
.
s0




Proof. Proof of this corollary follows from the fact that for all








































¼ tktkþ1 . . . tn1
rkrkþ1 . . . rn
s1 s0 0 . . . 0







sn1 sn2 sn3 . .
.
s0
sn sn1 sn3 . . . s1


: k # =n ! 0 1 2 3 4
0 1 2 2 12 168
1 3 5 3 42 385
2 6 9 6 55 374
3 10 4 5 34 6
4 5 10 64 24 144
5 1 7 3 18 252
6 8 5 2 28 0
7 6 4 4 0 0
8 5 9 0 0 0
9 10 0 0 0 0
1 0 0 0 0 0
0:6667 0:3333 0 0 0 0
0:1111 0:2778 0:1667 0 0 0
0:0667 0:0167 0:15 0:1 0 0
0:1867 0:0467 0:02 0:08 0:2 0
1:7111 0:4278 0:1833 0:1 2 1
1:4544 0:3636 0:1558 0:085 1:6 0:875 0
0:5128 0:5449 0:00046 0:0025 0:1 0:0625 0
0:1847 0:3795 0:0278 0:1970 0:12 0:075 0:
0:2526 0:0965 0:0223 0:1758 0:168 0:1056 0
0
BBBBBBBBBBBBBBBBBB@Remark 1. Algorithm for inverse of a lower triangular matrix
 Input n; ðaijÞnn ¼ ðr1; r2; . . . rnÞ
T
, where rk ¼ ðrk1; rk2 . . . rknÞ,
kth row vector of ðaijÞnn with rkj ¼ akj; ð0 6 j < kÞ; ajj–0
and 0 otherwise.
 Compute : ðdijÞðnkÞðnkÞ ¼ ðrkþ1; rkþ2; . . . rnÞ
T
.
 Compute: bnk ¼ ð1Þnk detððdijÞðnkÞðnkÞÞQn
j¼kajj
for 0 6 k < n and set
bnk ¼ 1ann for k ¼ n and 0 for k > n.
Example 1. let A be a lower triangular matrix of order 10 and
1 0 0 0 0 0 0 0 0 0
2 3 0 0 0 0 0 0 0 0
4 5 6 0 0 0 0 0 0 0
7 8 9 10 0 0 0 0 0 0
1 2 3 4 5 0 0 0 0 0
6 7 8 9 10 1 0 0 0 0
2 3 4 5 6 7 8 0 0 0
9 10 1 2 3 4 5 6 0 0
7 8 9 10 1 2 3 4 5 0





Being a comprehensive calculation for ﬁnding the inverse of A,
we omit the detail. However, using Theorem 2 and Remark 1,
we mention different values of DðkÞn for all n; k 2 N0 via this
table assuming that DðkÞn ¼ 0 for all k > n.5 6 7 8 9
1540 10472 22152 39888 545568
2618 23538 81972 208392 0
66 2004 16056 0 0
2364 21096 0 0 0
2016 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0Indeed, in componentwise the elements of A1 are0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
:125 0 0 0
:1042 0:1667 0 0
0083 0:1333 0:2 0
:0117 0:0133 0:18 0:1
1
CCCCCCCCCCCCCCCCCCA
302 P. Baliarsingh, S. DuttaExample 2. Let us consider an upper triangular matrix B of
order 5 and
B ¼
1 2 3 4 5
0 6 7 8 9
0 0 10 11 12
0 0 0 13 14






Using Theorem 3, B1 ¼ ðunkÞ, the inverse of B can be directly
computed as follows:























































































¼ 0:0667 and unk ¼ 0 forall k< n:3. Conclusion
The main key factor of an algorithm is its computational time.
Lesser computational time corresponds to the higher efﬁciency
of the algorithm. While ﬁnding the inverse of an n n matrix,
ﬁrst, the matrix is converted to a triangle by Gauss elimina-
tion, then each element of the inverse matrix is computed
recursively. Due to this recursive calculations sometimes more
computational time is needed to ﬁnd exactly one particular ele-
ment of the inverse matrix. The main advantage of this study is
to reduce the computational time for the inverse of the matrix
remarkably by taking the properties of the determinant DðkÞninto account. For instance, the inverse of the n n Cesa`ro
matrix C1 of order 1 is given by C11 ¼ c1nk and
c1nk ¼
n; ðk ¼ nÞ




>: ðn; k 2 N0Þ;
This follows from the fact that D
ð0Þ
1 ¼ ðn 1Þ and DðkÞn ¼ 0
for all n; k > 1. Therefore, we may construct a fast algorithm
which includes the properties of determinant of DðkÞn for evalu-
ation of inverse of any arbitrary matrix.
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