A Bahri–Lions theorem revisited  by Ramos, M. et al.
Advances in Mathematics 222 (2009) 2173–2195
www.elsevier.com/locate/aim
A Bahri–Lions theorem revisited
M. Ramos a,∗,1, H. Tavares a,2, W. Zou b,3
a University of Lisbon, CMAF – Faculty of Science, Av. Prof. Gama Pinto 2, 1649-003 Lisboa, Portugal
b Department of Mathematical Sciences, Tsinghua University, Beijing 100084, China
Received 5 May 2008; accepted 27 July 2009
Available online 13 August 2009
Communicated by Luis Caffarelli
Abstract
In 1988, A. Bahri and P.L. Lions [A. Bahri, P.L. Lions, Morse-index of some min–max critical points. I.
Application to multiplicity results, Comm. Pure Appl. Math. 41 (1988) 1027–1037] studied the following
elliptic problem:
−u = |u|p−2u+ f (x,u), u ∈ H 10 (Ω),
where Ω is a bounded smooth domain of RN , 2 < p < (2N − 2)/(N − 2) and f (x,u) is not assumed to
be odd in u. They proved the existence of infinitely many solutions under an appropriate growth restriction
on f . In the present paper, we improve this result by showing that under the same growth assumption on
f the problem admits in fact infinitely many sign-changing solutions. In addition we derive an estimate
on the number of their nodal domains. We also deal with the corresponding fourth order equation 2u =
|u|p−2u + f (x,u) with both Dirichlet and Navier boundary conditions, as well as with strongly coupled
elliptic systems.
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1. Introduction
In the celebrated paper [4], A. Bahri and P. L. Lions studied the following semilinear elliptic
problem
−u = |u|p−2u+ f (x,u), u ∈ H 10 (Ω), (1.1)
where Ω is a bounded smooth domain of RN(N  2); 2 <p < 2N/(N − 2) (p < ∞ if N = 2);
f (x,u) is not necessarily odd symmetric in u and satisfies
(B1) |f (x, t)|  h(x) + C|t |q , for some C  0, h ∈ Lr+(Ω), where q = (N + 2)/(N − 2)
(q < ∞ if N  2), r = 2N/(N + 2) (r > 1 if N  2);
(B2) |F(x, t)| a(x)+b(x)|t |ν for some 0 ν < 2, where a ∈ L1+(Ω), b ∈ Lβ+(Ω) with β > 1,
β ′ < 2N/(N − 2)(1/ν) (β > 1 if N  2), F(x, t) = ∫ t0 f (x, s) ds.
Under these assumptions, they obtained the following existence result.
Bahri–Lions theorem. Let
2 <p <
2N − 2ν
N − 2 · (1.2)
Then Eq. (1.1) has infinitely many solutions.
A natural, still open question is to know whether this sequence of solutions has an increasing
number of nodal domains (this is the case for the dimension N = 1). In this paper, we give a
first positive answer to this question. Precisely, we shall obtain infinitely many sign-changing
solutions to the (slightly more general) problem
−u = g(x,u)+ f (x,u), u ∈ H 10 (Ω), (1.3)
where g,f : Ω ×R→R are Carathéodory functions such that
(H1) g(x, s) is odd in s and g(x, s)/s → 0 as s → 0 uniformly in x;
(H2) 0 g(x, s)s  C(|s|p + 1), C > 0, 2 < p < 2∗ := 2N/(N − 2), N  3;
(H3) g(x, s)s  μG(x, s)−C, C > 0, μ> 2, where G(x, s) := ∫ s0 g(x, ξ) dξ ;
(H4) f (x, s)/s → 0 as s → 0 uniformly in x, and 0  f (x, s)s  C(|s|ν + 1) ∀s, for some
C > 0, 0 < ν <μ.
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Theorem 1. Assume (H1)–(H4). If moreover
2 <p <
2Nμ
Nμ− 2μ+ 2ν , (1.4)
then the problem (1.3) admits a sequence of sign-changing solutions (ukn)n∈N whose energy
levels J (ukn) satisfy
c1k
2p
N(p−2)
n  J (ukn) c2k
2μ
N(μ−2)
n
for some c1, c2 > 0 independent of n, where J is the energy functional
J (u) = 1
2
∫
Ω
|∇u|2 −
∫
Ω
G(x,u)−
∫
Ω
F(x,u), u ∈ H 10 (Ω).
Furthermore, we have the following information on the number of nodal domains of the sign-
changing solutions obtained in Theorem 1.
Corollary 2. Under the assumptions of Theorem 1, suppose moreover that for a.e. x the following
partial derivatives exist, are continuous and
g(x, s)s + f (x, s)s < ∂g
∂s
(x, s)s2 + ∂f
∂s
(x, s)s2  C
(|s|p + 1), ∀s.
Then the sign-changing solutions ukn can be chosen with the further property that ukn has at
most kn + 1 nodal domains.
Clearly, if we set g(x,u) = |u|p−2u then μ = p and (1.4) reduces to (1.2). Note that we
may also replace the constant C in (H2)–(H4) by some coefficient functions as in (B1)–(B2).
However, our main concern here consists in showing that this type of problems does admit a
sequence of sign-changing solutions.
Our method of proof is flexible enough to deal with other boundary value problems with
variational structure enjoying a maximum principle. We illustrate this by considering the fourth
order problem (see also Remark 15):
2u = g(x,u)+ f (x,u) in Ω, u = u = 0 on ∂Ω, (1.5)
where f,g : Ω ×R → R are Carathéodory functions satisfying (H1)–(H4). For definiteness, we
let N  5, so that now (cf. (H2)) 2 <p < 2∗ := 2N/(N − 4). We need a further restriction on f
and g.
(H5) g(x, s) and f (x, s) are non-decreasing in s, for a.e. x ∈ Ω .
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2 <p <
2Nμ
Nμ− 4μ+ 4ν ,
then (1.5) admits an unbounded sequence of sign-changing solutions un ∈ H 2 ∩H 10 (Ω).
We point out that sign-changing solutions for fourth order equations are harder to exhibit;
loosely speaking, this is due to the fact that the usual decomposition u = u+ − u−, where u± :=
max{±u,0}, is no longer available in the space H 2(Ω).
As a further application of our method, we consider a class of superlinear elliptic systems.
In order to avoid too many technicalities, here we restrict ourselves to the symmetric case, more
precisely to a model problem of the form
−u = |v|q−2v, −v = |u|p−2u, (u, v) ∈ H 10 (Ω)×H 10 (Ω), (1.6)
with both p,q > 2. We prove the following theorem.
Theorem 4. Assume p,q > 2 and 1
p
+ 1
q
> N−2
N
. Then (1.6) admits an unbounded sequence of
sign-changing solutions (uk, vk), in the sense that both (uk + vk)+ 
= 0 and (uk + vk)− 
= 0 for
every k.
We observe that it has been proved in [1] by means of homology theory that under the assump-
tions of Theorem 4 the problem (1.6) admits an unbounded sequence of solutions. However, even
for this simple model case, no a priori bounds for the positive solutions are known, except in spe-
cial cases (namely if N = 3 or if p,q < 2N/(N − 2), see e.g. [25] for recent developments). To
the best of our knowledge, this is the first result on the existence of sign-changing solutions for
strongly coupled systems such as (1.6).
Going back to the second order equation, since f (x,u) is not assumed to be odd symmetric
in u, this kind of semilinear elliptic problems is often referred to as “perturbation from symme-
try” problems; here the symmetry of the corresponding functional is completely broken. A long
standing open question is whether the symmetry of the functional is crucial for the existence of
infinitely many critical points (cf. M. Struwe [36, p. 118]). Several partial answers have been
obtained in the past 30 years. Let us sketch some history. Previously to the work of A. Bahri and
P.L. Lions [4] mentioned above, the special case
−u = |u|p−2u+ h(x), u ∈ H 10 (Ω), (1.7)
was first studied by A. Bahri and H. Berestycki [3] and M. Struwe [35] independently. In A. Bahri
[2], the author considered (1.7) and proved that there is an open dense set of h in W−1,2(Ω) such
that (1.7) has infinitely many solutions if p < 2N/(N − 2). In [26,27], P. Rabinowitz consid-
ered (1.3) under the assumption
2 <p <
4Nμ− 2Nν
2Nμ− 2μ−Nν + 2ν · (1.8)
It can be checked that (1.8) implies (1.4). In [37], K. Tanaka studied (1.3) by Morse index
methods under (1.4) with f (x,u) = f (x), ν = 1. In [38], H. Tehrani considered the case of
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for non-homogeneous boundary conditions
−u = |u|p−2u+ h(x) in Ω, u = u0 on ∂Ω,
where u0 ∈ C2(Ω¯,R) with u0 = 0 and 2 < p < 2NN−1 . Y. Long [23] considered periodic so-
lutions of perturbed superquadratic second order Hamiltonian systems. We emphasize that the
papers mentioned above are mainly concerned with the existence of infinitely many solutions
only. In the past years, this question has raised the attention of other authors; see for example the
survey paper [8] as well as the recent work in [12–14,30,32] and their references.
To prove Theorem 1, we first study the corresponding even functional for the unperturbed
(symmetric) equation and provide a precise estimate on the lower and upper growth of the Morse
index of a sequence of sign-changing solutions (see Theorem 5). For that, we will introduce a
suitable notion of linking. Based on this information together with a perturbation argument (on
level subsets of the energy functional) and a very recent result on odd continuous extensions due
to Castro and Clapp [13], we will construct a sequence of critical values with sign-changing crit-
ical points. The proof is presented in Section 2, while Sections 3 and 4 are devoted respectively
to the biharmonic operator and elliptic systems.
We conclude this section by referring the readers to T. Bartsch et al. [5,7,9,21] for the study of
sign-changing solutions in the symmetric case (even symmetric functionals); see also [40] for the
fourth order case (1.5). Particularly, by computing critical groups of the energy functional, in the
paper of T. Bartsch, K.C. Chang and Z.-Q. Wang [6] two different estimates for the Morse indices
of sign-changing solutions were obtained: one concerns a sign-changing solution of mountain
pass type with Morse index less than or equal to 1; another one concerns a possibly degenerate
critical point having Morse index 2. In the present paper, we will provide Morse index estimates
for higher dimension situations.
2. Proof of Theorem 1
Let E be the Hilbert space E := H 10 (Ω) equipped with the norm ‖u‖ := (
∫
Ω
|∇u|2)1/2 and
inner product 〈u,v〉 := ∫
Ω
〈∇u,∇v〉; also, ‖u‖p := (
∫
Ω
|u|p)1/p. In the following we denote
P := {u ∈ H 10 (Ω): u 0}, P := P ∪(−P) and, for any δ > 0, Pδ := {u ∈ H 10 (Ω): d(u,P) δ}.
If we let f ≡ 0, the functional J reduces to an even functional, denoted
I (u) = 1
2
∫
Ω
|∇u|2 −
∫
Ω
G(x,u), u ∈ H 10 (Ω).
The critical points of I correspond to the weak solutions of the problem
−u = g(x,u), u ∈ H 10 (Ω). (2.1)
It is known that under the above assumptions (H1)–(H3) this problem admits infinitely many
(pairs of) sign-changing solutions (cf. [5,7]). However, the precise estimate on their Morse in-
dices seems not to have been settled so far. We will need this information in order to prove
Theorem 1, and this is the content of the following theorem.
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the problem (2.1) has a sign-changing solution uk such that m(uk) k m∗(uk).
In the above statement, m(u) stands for the Morse index of the critical point u of I . Namely,
m(u) is the supremum of the dimensions of the subspaces Y of H 10 (Ω) such that I
′′(u)(ϕ,ϕ) < 0
∀ ϕ ∈ Y , ϕ 
= 0; the augmented Morse index m∗(u) is defined as m∗(u) = m(u)+dim Ker I ′′(u).
We stress that in Theorem 5 we assume that g is C1, but not in Theorem 1. In order to prove
Theorem 5, we need a few lemmas.
Lemma 6. There exists μ> 0 such that any solution σ(t, u) of
d
dt
σ (t, u) = −χ(σ(t, u)) ∇I (σ (t, u))‖∇I (σ (t, u))‖ , σ (0, u) = u,
satisfies σ(t, u) ∈ Pμ for all u ∈ Pμ and all t  0. Here χ : H 10 (Ω) → [0,1] is any smooth
function such that σ is well defined in R×H 10 (Ω).
Proof. We can write ∇I = Id − K where K is the compact operator in H 10 (Ω) given by v =
Ku iff −v = g(x,u), v ∈ H 10 (Ω). It follows from (H1)–(H2) that P is K-invariant, namely
that for a sufficiently small δ > 0, K(Pδ) ⊂ Pδ/2. Indeed, if d(u,P )  δ and v := Ku then,
for any ε > 0, d(v,P )‖v−‖ ‖v−‖2 = − ∫
Ω
g(x,u)v− − ∫
Ω
g(x,u−)v−  ε‖u−‖2‖v−‖2 +
Cε‖u−‖p−1p ‖v−‖p  Cεδ‖v−‖ + CCεδp−1‖v−‖, and the claim follows. As a consequence of
that, since σ(t) := σ(t, u) = u+ t σ˙ (0)+ o(t) we see that, by denoting λ := tχ(u)/‖∇I (u)‖,
d
(
σ(t),P
)= d(λKu+ (1 − λ)u+ o(t),P )
 λd(Ku,P )+ (1 − λ)d(u,P )+ ∥∥o(t)∥∥
 δ − λδ/2 + ∥∥o(t)∥∥
= δ −Ctδ + ∥∥o(t)∥∥,
hence d(σ (t),P ) < δ if t > 0 is close to 0, and the conclusion of Lemma 6 follows. 
Remark 7. The K-invariant property yields in particular that ‖∇I (u)‖ δ/2 for every u ∈ ∂Pδ,
so that I has no critical points lying in Pδ\P, for every small δ > 0. We mention that the above
result is already present in the works [7,16,17]; however, we needed to recall its proof since we
will use a variant of this later on.
For any k ∈ N, k  2, we denote by Ek the space Ek = span{ϕ1, . . . , ϕk} of dimension k,
where ϕi is an eigenfunction corresponding to the i-th eigenvalue of (−,H 10 (Ω)). In order to
define min–max levels for the functional I which will ultimately provide sign-changing solutions
to our problem, we need to find a closed set S ⊂ H 10 (Ω) which intersects γ (BR(0)∩Ek) far away
from the cones P and −P , for any large R > 0 and any continuous and odd map γ which leaves
invariant the boundary of BR(0)∩Ek . The natural choice would be to take for S the unit sphere
in the orthogonal space E⊥k−1; however, d(S,P) = 0 for such an S. Besides, finite-dimensional
reductions do not seem compatible with flow invariance in the restricted cones P ∩ Em, m ∈ N.
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with the closed set
Sk :=
{
u ∈ E⊥k−1: ‖u‖p = 1
}
.
It is clear that infSk I → +∞ as k → ∞. Precisely, by the Gagliardo–Nirenberg inequality we
have that
inf
Sk
I  C2λN(2
∗−p)/p2∗
k −C3 → +∞ as k → ∞,
where (λk)k∈N denotes the non-decreasing sequence of eigenvalues of the operator
(−,H 10 (Ω)). In particular, we can fix a constant c0 > 0 (independent of k) such that
inf
Sk
I > −c0, ∀k.
For a given positive constant Rk , we denote
Qk := BRk (0)∩Ek, ∂Qk := ∂BRk (0)∩Ek;
in fact, in the sequel we fix Rk so large that
sup
∂Qk
I < −c0 and inf
{‖u‖p: u ∈ ∂Qk}> 1.
We also fix any number
Mk > sup
Ek
I.
Lemma 8. There exists μk > 0 such that d(u,P) 2μk whenever u ∈ Sk and I (u)Mk.
Proof. Assuming the contrary we find a sequence (un) ⊂ Sk such that I (un)  Mk and
d(un,P) → 0. The sequence (‖un‖p) is bounded and (I (un)) is bounded from above, thus
(‖un‖) is also bounded. Since E⊥k−1 ∩ P = {0}, this implies that, up to a subsequence, un ⇀ 0
weakly in H 10 (Ω). Using the compact embedding H
1
0 (Ω) ⊂ Lp(Ω), this contradicts the fact that‖un‖p = 1 ∀n. 
Let μk be given by Lemma 8 and let us set
Uk :=
{
u ∈ H 10 (Ω): d(u,P) μk
}
.
By possibly taking a smaller μk , we can assume that the conclusion of Lemma 6 applies to μk .
We denote
Γk :=
{
γ :Qk → H 10 (Ω) continuous and odd, γ |∂Qk = Id, sup I <Mk
}
,γ (Qk)
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ck := inf
γ∈Γk
sup
γ (Qk)∩Uk
I.
We prove that ck is a critical value for I which corresponds to a sign-changing solution of our
original problem.
Lemma 9. Under the assumptions of Theorem 5, for any k ∈ N, k  2, there exists uk ∈ Uk such
that I (uk) = ck , I ′(uk) = 0 and m(uk) k. Moreover, infSk I  ck <Mk.
Proof. It is clear that ck  supQk I  supEk I < Mk. On the other hand, given γ ∈ Γk , the set{u ∈ Qk: ‖γ (u)‖p < 1} is a bounded, symmetric neighborhood of the origin in Ek and so, ac-
cording to the Borsuk–Ulam theorem, its boundary contains a point u such that γ (u) ∈ E⊥k−1.
Our choice of the constant Rk implies that u /∈ ∂Qk and so γ (u) ∈ Sk. Since moreover I (γ (u))
supγ (Qk) I Mk, we deduce from Lemma 8 that γ (u) ∈ Sk ∩ Uk. This shows that ck  infSk I.
The conclusion that ck is indeed a critical values corresponding to a critical point in Uk is
standard and so we will keep the proof short. Arguing by contradiction, suppose there exists
ε > 0 such that ∥∥∇I (u)∥∥ 2ε, ∀u: ∣∣I (u)− ck∣∣ 2ε, d(u,P) μk.
Then we can fix the two closed, symmetric disjoint sets A := {u: ∇I (u) = 0}∪ {u: |I (u)− ck|
2ε} ∪ {u: d(u,P) μk/2}, B := {u: |I (u) − ck| ε, d(u,P) μk}, together with a smooth,
even cut-off function χ : H 10 (Ω) → [0,1] such that χ = 0 in A and χ = 1 in B . According to
Lemma 6, this gives rise to a flow σ :R×H 10 (Ω) → H 10 (Ω) for which Pμk is positive invariant.
We denote σ1(u) := σ(1, u). Let us take any γ ∈ Γk such that supγ (Qk)∩Uk I  ck +ε. Clearly,
σ1 ◦ γ ∈ Γk and it turns out that sup(σ1◦γ )(Qk)∩Uk I  ck − ε. Indeed, by fixing u such that
sup(σ1◦γ )(Qk)∩Uk I = I ((σ1 ◦ γ )(u)), we have that ck  I ((σ1 ◦ γ )(u)) I (σ (t, γ (u))) ck + ε∀t ∈ [0,1]. Since moreover (σ1 ◦γ )(u) ∈ Uk , by the invariance property of the flow we must have
that γ (u) ∈ Uk , and in fact σ(t, γ (u)) ∈ Uk ∀t ∈ [0,1]. Thus χ(σ(t, γ (u))) = 1 ∀t ∈ [0,1] and
so I ((σ1 ◦ γ )(u)) I (γ (u))−
∫ 1
0 2ε dt  ck + ε − 2ε = ck − ε, as claimed. Of course, this con-
tradicts the definition of ck and therefore, for some sequence εn → 0 we can find a Palais–Smale
sequence (un) ⊂ H 10 (Ω) such that
I (un) → ck, I ′(un) → 0 and d(un,P) μk.
It is trivial to check that I satisfies the Palais–Smale condition, namely that, up to a subsequence,
un → u in H 10 (Ω), for some u ∈ H 10 (Ω). In particular, I (u) = ck , I ′(u) = 0 and d(u,P) 
μk > 0, as claimed.
As for the information on the Morse index, let C be the (non-empty) compact symmetric set
C := {u ∈ Uk: I (u) = ck, I ′(u) = 0}. Using the symmetric version of Marino–Prodi’s pertur-
bation method (cf. [39]) we may assume that C consists of a finite number of non-degenerate
critical points of I . Classical arguments such as the ones in e.g. [4,15,20,28,34,37] immediately
yield the conclusion that some point u ∈ C must have Morse index less or equal than k. 
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mented) Morse index greater or equal than k. The sets Sk, ∂Qk and the constant Mk were defined
above and we introduce now the corresponding notion of linking.
Definition. Given A ⊂ H 10 (Ω), we say that A and Sk link if A is compact, symmetric,
supA I < Mk , ∂Qk ⊂ A and moreover γ (A) ∩ Sk 
= ∅ for every odd and continuous map
γ : A → H 10 (Ω) such that γ |∂Qk = Id.
Let c∗k := infA∈Lk supA∩Uk I, where
Lk :=
{
A ⊂ H 10 (Ω): A and Sk link
}
.
Thanks to Lemma 8, we have that A∩ Sk ⊂ Uk for all A ∈ Lk, and therefore
inf
Sk
I  c∗k  ck <Mk.
This allows us to derive a lower bound on the Morse index of a sequence of solutions of our
problem, much in the spirit of the abstract results in [20,28,34].
Lemma 10. Under the assumptions of Theorem 5, for any k ∈ N, k  2, there exists uk ∈ Uk
such that I (uk) = c∗k , I ′(uk) = 0 and m∗(uk) k.
Proof. By taking into account our considerations in the proof of Lemma 9, this is an immediate
consequence of [28, Theorem 2.5] once we establish the following claim: given compact sets C ⊂
C˜ of Rk−1, every continuous map h : C → H 10 (Ω)\Sk admits a continuous extension H : C˜ →
H 10 (Ω)\Sk. This, in turn, can be proved by a slight modification in [28, Proposition 3.1]. Since
the proof is short, for the reader’s convenience we give a sketch of it. Let h˜ : C˜ → H 10 (Ω) be
any continuous extension of h, which we write as h˜(x) = α(x)+ β(x), according to the splitting
H 10 (Ω) = Ek−1 ⊕ (Ek−1)⊥. Let F := {x ∈ C˜: α(x) = 0 and ‖β(x)‖p = 1}. By assumption, F is
a compact set disjoint from C. We can thus choose an ε-neighborhood Fε of F in such a way
that C ∩ Fε = ∅ and β(x) 
= 0 ∀x ∈ Fε. Since Fε ⊂Rk−1 and dim(Ek−1 ×R) = k, the map
∂Fε → (Ek−1 ×R)\
{
(0,1)
}
, x → (α(x),∥∥β(x)∥∥
p
)
admits a continuous extension Fε → (Ek−1 × R)\{(0,1)}, say x → (α˜(x), ρ(x)). By possibly
replacing ρ by its positive part ρ+, we may assume that ρ  0. The desired map H is then given
by
H(x) =
{
α˜(x)+ ρ(x)‖β(x)‖p β(x), if x ∈ Fε,
h˜(x), if x /∈ Fε,
and this completes the proof of Lemma 10. 
Proof of Theorem 5 completed. Following an idea introduced in [20,34], we restrict further the
class Lk by setting
L˜k := {A ∈ Lk: A has Hausdorff dimension  k} and c˜k := inf˜ sup I.A∈Lk A∩Uk
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integer n ∈ N we can cover A by nk balls of radius d/n. Since odd continuous maps in Qk
can be approximated by odd and Lipschitz continuous ones, we see that c∗k  c˜k  ck, and it
follows from [20, Theorem 2.6] (see also [28, Theorem 2.9] or [34, Theorem 3]) combined
with our previous arguments that there exists uk ∈ Uk such that I (uk) = c˜k , I ′(uk) = 0 and
m(uk) k m∗(uk). 
Our proof of Theorem 1 will need a variant of Lemmas 9 and 10 in which we consider a slight
perturbation of the previous min–max levels. We anticipate that this is due to the fact that the
extension theorem in [13] cannot be applied directly to the functionals J or I , but rather to the
functional I0 defined below.
To be precise, let g : Ω ×R →R be a Carathéodory function satisfying (H1)–(H3), and let us
fix any number 2 < q <μ and a corresponding functional
I0(u) := 12
∫
Ω
|∇u|2 − 1
q
∫
Ω
|u|q, u ∈ H 10 (Ω).
In the sequel, we also fix a small number λ0 in such a way that 0 < λ0 < (μ − 2)/2. The space
Ek = span{ϕ1, . . . , ϕk} and its subset Qk = BRk (0) ∩ Ek have been defined previously, as well
as the closed set Uk = {u ∈ H 10 (Ω): d(u,P)  μk} for some μk > 0. For a given Mk > 0, we
introduce the number
dk := inf
{
sup
γ (Qk)∩Uk
I : γ ∈ C(Qk;H 10 (Ω)) is odd, γ |∂Qk = Id, sup
γ (Qk)
I1 <Mk
}
,
where
I1(u) := I+(u)+ λ0I0(u), u ∈ H 10 (Ω),
and I+(u) := max{I (u),0}.
Lemma 11. Let g : Ω×R→R be a Carathéodory function satisfying (H1)–(H3). With the above
notations, suppose Mk > (supEk I0)
2. Then, provided k is sufficiently large, there exists uk ∈ Uk
such that I (uk) = dk and I ′(uk) = 0. Moreover, dk  ck2p/N(p−2), for some c > 0 independent
of k.
Proof. Since q < μ, we have that I (u) I0(u) + C0, u ∈ H 10 (Ω), for some fixed C0 > 0, and
therefore supEk I1 < Mk if k is sufficiently large, yielding in particular that dk is well defined.
It follows also as in Lemma 9 that dk  infSk I → +∞ as k → ∞. We point out that, similarly
to Lemma 8, μk is a small positive number associated to the sublevel set {I+ + λ0I0 < Mk}. In
order to prove that dk is indeed a critical value for I we must be able to build a flow for which
both this sublevel set and the cone P are invariant. In order to do this, we will use an argument
suggested by the one in [24], in a rather different context.
Let
Dk :=
{
u ∈ H 1(Ω): ∣∣I (u)− dk∣∣ 1, ∣∣I1(u)−Mk∣∣ 1}.0
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∇I (u)+ λ∇I0(u) 
= 0, ∀u ∈ Dk, 0 λ λ0.
Indeed, in case ∇I (u)+ λ∇I0(u) = 0 we would find that
‖u‖2  μ
1 + λ0
∫
Ω
G(x,u)−C,
for some C > 0. Since I (u) dk + 1 and since λ0 is small, this would lead to ‖u‖2  C(dk + 1)
for some C > 0. Since, by assumption, dk  C
√
Mk, this is not compatible with the fact that
I1(u)Mk − 1. This proves our claim, which we write in the equivalent form:
α∇I (u)+ β∇I1(u) 
= 0, ∀u ∈ Dk, α,β  0, α2 + β2 = 1.
This shows in particular that there exists θk ∈ [0,1) such that
inf
Dk
〈∇I,∇I1〉
‖∇I‖‖∇I1‖ > −θk.
Indeed, if this condition is violated then we can find a sequence (uk) ⊂ Dk such that vn :=
∇I (un)/‖∇I (un)‖ + ∇I1(un)/‖∇I1(un)‖ satisfies ‖vn‖2 → 0; since dk − 1  I (un) and
I1(un)Mk + 1, it follows easily that (‖un‖)n is bounded and therefore, up to a subsequence,
un ⇀ u weakly in H 10 (Ω). In particular, also
‖∇I (un)‖‖∇I1(un)‖√
‖∇I (un)‖2+‖∇I1(un)‖2
vn → 0, that is,
αn∇I (un)+ βn∇I1(un) → 0, un ∈ Dk, αn,βn  0, α2n + β2n = 1.
Multiplying this expression by un − u yields that actually un → u strongly in H 10 (Ω). There-
fore, in this way we find u ∈ Dk such that α∇I (u) + β∇I1(u) = 0 for some α,β  0,
α2 + β2 = 1, which we already proved to be impossible. This establishes the existence of the
number θk ∈ [0,1) mentioned above.
Now, assume first that g is smooth enough, so that ∇I is locally Lipschitz continuous. In this
case we consider the vector field
V (u) := 1
2
∇I (u)
‖∇I (u)‖2 +
1
2
θ(u)
‖∇I (u)‖
∇I1(u)
‖∇I1(u)‖ , u ∈ H
1
0 (Ω), ∇I (u) 
= 0,
where θ : H 10 (Ω) → [0, θk] is a cut-off function such that θ(u) = θk if u ∈ Dk and θ(u) = 0
if u lies in a closed small neighborhood of the critical set of I1. This is easily shown to be a
pseudo-gradient vector for I , namely
1 − θk
2

〈
V (u),∇I (u)〉 ∥∥V (u)∥∥∥∥∇I (u)∥∥ 1, ∀u ∈ H 10 (Ω), ∇I (u) 
= 0,
and moreover 〈
V (u),∇I1(u)
〉
> 0, ∀u ∈ Dk.
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exists uk ∈ Uk such that I (uk) = dk and I ′(uk) = 0. We stress that in the argument we rely on the
flow defined by d
dt
σ (t, u) = −χ(σ(t, u)) V (σ (t,u))‖V (σ(t,u))‖ , σ (0, u) = u, where χ : H 10 (Ω) → [0,1] is
a smooth cut-off function such that χ = 0 in A and χ = 1 in B , and
A := {u: ∇I (u) = 0}∪ {u: ∣∣I (u)− dk∣∣ 2ε}∪ {u: d(u,P) μk/2}∪ {u: I1(u)M + 2},
B := {u: ∣∣I (u)− c∣∣ ε, d(u,P) μk, I1(u)M + 1}.
In the general case where g is merely assumed to be a Carathéodory function, the map
K : H 10 (Ω) → H 10 (Ω) mentioned in the proof of Lemma 6 needs not to be locally Lipschitz
continuous; however, given η > 0 we can find such a map Kη : H 10 (Ω) → H 10 (Ω) such that
‖Kη(u) − K(u)‖  η ∀u ∈ H 10 (Ω). Then, since ‖∇I‖ is bounded both from below and from
above in the set H 10 (Ω)\A, provided η is small enough we can define V (u) with a similar expres-
sion as above, with ∇I (resp. ∇I1) replaced by Wη = ∇I +K −Kη (resp. W 1η = ∇I1 +K −Kη).
As for the final conclusion in Lemma 11, let
I¯ (u) := 1
2
∫
Ω
|∇u|2 − 1
p
∫
Ω
|u|p, u ∈ H 10 (Ω),
so that, for some C0 > 0,
I¯  I +C0 and
{
I+ + λ0I0 <Mk
}⊂ {I¯+ + λ0I0 < M¯k},
where M¯k := Mk +2C0 +Mk/λ0. This implies that dk  d¯k −C0, where d¯k is the corresponding
min–max level associated to I¯ . We can thus assume that g(x, s) = |s|p−2s. In particular, g is
C1 and by our previous consideration we know that dk is a critical level associated to some
sign-changing critical point of I , having Morse index less than or equal to k. By using instead
the dual classes as in Lemma 10, we may already assume that the reversed inequality holds.
The conclusion follows then as in [4,37]; it is based on an estimate in [18,22,31] which, in our
framework, states that if I¯ ′(u) = 0 then the augmented Morse index of u is less than or equal to
CI¯(u)2p/N(p−2), where C is a universal constant (cf. Lemma 13 below for a similar inequality
involving the biharmonic operator). 
Now we are ready to prove Theorem 1.
Proof of Theorem 1. For the sake of clarity we divide the proof in several steps.
Step 1. We may assume without loss of generality that∣∣J (u)− J (−u)∣∣ C(∣∣J (u)∣∣ν/μ + 1), ∀u ∈ H 10 (Ω).
Indeed, otherwise, as in [26,27] we can replace J by a penalized function J˜ given by J˜ (u) =
J (u)+ (1 − θ(u)) ∫
Ω
F(x,u), where
θ(u) := χ
(
δ
∫
Ω
G(x,u)√
2
)
I (u)+ 1
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∫
Ω
|∇u|2 − ∫
Ω
G(x,u) is the even symmetric part of J ; here χ ∈ D((−2,2))
is a smooth cut-off function, 0  χ  1, with χ = 1 in [−1,1], and δ is a small positive
constant. The functional J˜ does satisfy |J˜ (u) − J˜ (−u)|  C(|J˜ (u)|μ/ν + 1) and moreover
J˜ ′(u)ϕ = (1+o(1))〈u,ϕ〉− (1+o(1)) ∫
Ω
g(x,u)ϕ−θ(u) ∫
Ω
f (x,u)ϕ, ∀u,ϕ ∈ H 10 (Ω), where
o(1) → 0 as J˜ (u) → +∞. In particular, critical points of J and J˜ coincide at high levels of the
energy. We mention that, in order to preserve the property described in Lemma 6, our penalized
term differs from Rabinowitz’s one (in [26,27], θ(u) = χ(δ ∫
Ω
G(x,u)/
√
J 2(u)+ 1)).
Step 2. We use notations similar to the ones in Lemma 11. For any large integer k ∈ N and any
given Mk > (supEk I0)
2
, let
bk := inf
{
sup
γ (Qk)∩Uk
J : γ ∈ C(Qk;H 10 (Ω)) is odd, γ |∂Qk = Id, sup
γ (Qk)
J1 <Mk
}
,
where J1 := J+ + λ0I0. Since J might not be even, bk will not be in general a critical point
of J . However, by Lemma 11 (see the argument at the end of its proof) we can assert that bk 
c1k2p/N(p−2), for some c1 > 0 independent of k. Moreover, it is known that bk  c2k2μ/N(μ−2)
(cf. [4, p. 1035]).
Step 3. Let us fix γ : Qk → H 10 (Ω) continuous and odd, γ |∂Qk = Id, such that
sup
γ (Qk)∩Uk
J  bk + 1.
According to [13, Corollary 2.2], γ has an odd continuous extension (which we still denote
by γ ), γ : Ek+1 → H 10 (Ω) such that γ (u) = u for every u ∈ Ek+1 with large norm (say, ‖u‖
Rk+1 >Rk) and, since supγ (Ek) I0 <Mk, with the further property that
sup
γ (Ek+1)
I0  αMk + β,
where α,β are positive constants depending only on Ω and q . (In Lemma 14 below we state
a similar extension result for the biharmonic operator.) In particular, supγ (Ek+1) J  α′Mk + β ′
and supγ (Ek+1) J1  α
′Mk + β ′. The following number is therefore well defined:
c¯k := inf
γ∈Λk
sup
γ (Q+k )∩Uk
J,
where we have denoted Uk := {u: d(u,P)  2μk} ⊂ Uk = {u: d(u,P)  μk}, Q+k := (Ek ⊕
R
+ϕk+1)∩BRk+1(0), ∂Q+k := ((BRk+1(0)\BRk (0)) ∩Ek)∪ ((Ek ⊕R+ϕk+1)∩ ∂BRk+1(0)). By
definition, the class Λk consists of the continuous maps γ : Q+k → H 10 (Ω) such that: (i) γ |Qk is
odd; (ii) γ |∂Q+k = Id; (iii) supγ (Qk)∩Uk J  bk + 1; (iv) supγ (Q+k ) J1 <M
2
k .
Step 4. Suppose first that
bk + 1 < c¯k.
2186 M. Ramos et al. / Advances in Mathematics 222 (2009) 2173–2195In this case, it follows from the arguments in the proof of Lemma 11 that c¯k is a critical value
for J , namely there exists uk ∈ Uk such that J (uk) = c¯k and J ′(uk) = 0. It should be noted
that the flow σ(t, u) mentioned in the proof of Lemma 11 is such that σ(t, u) = u ∀u ∈ γ (Qk),
γ ∈ Λk : indeed, this is the case for u ∈ γ (Qk) ∩ Uk (since bk + 1 < c¯k) while if d(u,P) 
μk < 2μk then also σ(t, u) = u by construction. We stress that in the process of going from the
min–max level bk to the number c¯k we have increased the value of the constraint of J1 (from Mk
to M2k ) and have enlarged the invariant neighborhood of the cone P (by increasing μk by a factor
of 2); this is indeed possible provided we start the process by taking a sufficiently small number
μk and provided we perform this construction a finite number of times only. We conclude the
proof of Theorem 1 by showing that indeed only a finite number of steps are needed in this
argument. (As for the growth estimate c¯k  ck2μ/N(μ−2), it is enough to observe that rather than
taking squares we can increase the value of constraint of J1 linearly, and so c¯k  C(bk + 1) for
every k.)
Step 5. Suppose now that
c¯k  bk + 1.
Then we can find γ ∈ Λk such that supγ (Q+k )∩Uk J  bk + 2. We can extend γ by symme-
try to the whole space Ek+1; we still denote by γ this extension. By taking into account the
property mentioned in the first step of the proof, we see that (provided k is large enough)
sup
γ (Q+k+1)∩Uk J  bk + cb
ν/μ
k for some c > 0 independent of k, and supγ (Qk+1) J1 < M
3
k . Then
we may define
bk+1 := inf
{
sup
γ (Qk+1)∩Uk
J : γ ∈ C(Qk+1;H 10 (Ω)) is odd, γ |∂Qk+1 = Id, sup
γ (Qk+1)
J1 <M
3
k
}
and we know that
bk+1  bk + cbν/μk .
Starting from bk+1, we iterate this process as in Step 2 above. Now, for a given k0 and k1 > k0
sufficiently large, it cannot happen that bk+1  bk + c′bν/μk for every k = k0, . . . , k1, otherwise
(cf. [3, Lemma 5.3] or [27, Proposition 10.46]) bk  Ck0kμ/(μ−ν) for every such k, contradicting
the facts that 2p/N(p − 2) > μ/(μ − ν) and bk  ck2p/N(p−2) for every large k. This shows
that, given any large k0 ∈ N, the process described above must stop after a finite number of
iterations (depending only on k0), that is, we must have that bk + 1 < c¯k for some k. As we saw
above, in this case we may conclude that c¯k is a critical value of J and the proof of Theorem 1 is
complete. 
Proof of Corollary 2. It follows by our assumptions that J is a C2 functional. Then, similarly
to Lemma 9, the critical point ukn of J at level c¯kn can be chosen in such a way that its Morse
index is less than or equal to kn + 1. The conclusion follows. 
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This section is devoted to the proof of Theorem 3. The proof parallels the one of Theorem 1
and therefore we only point out some extra tools that are needed in order to deal with the bihar-
monic operator.
Solutions of (1.5) correspond now to critical points of the functional
J (u) = 1
2
∫
Ω
(u)2 −
∫
Ω
G(x,u)−
∫
Ω
F(x,u), u ∈ H := H 2 ∩H 10 (Ω).
The Hilbert space H is endowed with the product 〈u,v〉 = ∫
Ω
uv and corresponding
norm ‖ · ‖.
The invariance of the cone P with respect to the associated flow is provided by the next lemma
(compare with Lemma 6). The proof uses Weth’s argument [40] with dual cones. As explained
in the proof of Lemma 11, it is sufficient to consider the case where f and g are smooth.
Lemma 12. Under assumptions (H1)–(H5) with C1 functions f and g, there exists μ > 0 such
that any solution σ(t, u) of
d
dt
σ (t, u) = −χ(σ(t, u)) ∇J (σ (t, u))‖∇J (σ (t, u))‖ , σ (0, u) = u,
satisfies σ(t, u) ∈ Pμ for all u ∈ Pμ and all t  0. Here χ : H → [0,1] is any smooth function
such that σ is well defined in R×H.
Proof. For simplicity, assume f ≡ 0 and let K be compact operator defined in H by v = Ku
iff 2v = g(x,u), v ∈ H . Let P ∗ denote the dual cone P ∗ := {u ∈ H : 〈u,v〉  0 ∀v ∈ P },
A : H → P be the projection onto P and A∗ := Id − A. It can be checked (cf. [40]) that
P ∗ ⊂ −P ; moreover, for any u ∈ H , A∗u ∈ P ∗, 〈Au,A∗u〉 = 0 and ‖A∗u‖ = d(u,P ). In
particular, u  A∗u and so, by (H5), d(v,P )‖A∗v‖ = ‖A∗v‖2 = 〈A∗v, v〉 = ∫
Ω
g(x,u)A∗v =
− ∫
Ω
g(x,u)|A∗v|  − ∫
Ω
g(x,A∗u)|A∗v|  ε‖A∗u‖2‖A∗v‖2 + Cε‖A∗u‖p−1‖A∗v‖, yielding
that d(v,P ) εd(u,P )+Cε(d(u,P ))p−1. The proof can be finished as in Lemma 6. 
Concerning the basic estimate on the Morse index, we have the following lemma.
Lemma 13. Given 2 <p < 2N/(N − 4), let u be a solution of the problem
2u = |u|p−2u, u ∈ H,
with augmented Morse index greater than or equal to k ∈N. Then the corresponding energy level
is greater or equal than Ck
4p
N(p−2)
, where C is a universal constant.
Proof. Let I0(u) := 12
∫
Ω
(u)2 − 1
p
∫
Ω
|u|p = ( 12 − 1p )
∫
Ω
|u|p . Then we have k 
C
∫
Ω
(|u|p−2)N4 ; this follows from a classical estimate in spectral theory which can found in
[18,31] and also in [19, Eq. (34)]. The conclusion follows by using Hölder inequality. 
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neighborhoods of the cone P , we need an extension theorem in the spirit of the one in [13,
Corollary 2.2], which concerns the space H 10 (Ω). This turns out to be a delicate question for
the biharmonic operator. We are able to prove a weaker version than the one in [13] which is
sufficient for our purposes. More precisely, let
Ir (u) := 12‖u‖
2 − 1
r
∫
Ω
|u|r , u ∈ H, 2 < r < μ.
In Section 2 we have worked with a fixed “bareer” functional I0(u) = 12‖u‖2 − 1q
∫
Ω
|u|q for
some 2 < q < μ but now it will be more convenient to look at q as a parameter varying in the
interval (2,μ). Besides, we will be forced to work with the L1(Ω)-norm rather than the Lr(Ω)-
norm, and therefore we need to consider the auxiliary functionals
Iˆr (u) := 12‖u‖
2 − 1
r
(∫
Ω
|u|
)r
, u ∈ H, 2 < r < μ.
We can assume without loss of generality that Ω has Lebesgue measure 1, so that Ir  Iˆr . As in
Section 2, λ0 will denote a fixed constant 0 < λ0 < (μ− 2)/2.
Lemma 14. Given r1 ∈ (2,μ) sufficiently close to 2, there exist α,β > 0 and r ∈ (r1,μ) with the
following property: For every pair of finite-dimensional subspaces V ⊂ W of H with dimW =
dimV + 1, every odd map ϕ : V → H and every R > 0 such that ϕ(v) = v if ‖v‖  R, there
exist R˜  R and an odd map ϕ˜ : W → H which satisfy: ϕ˜(v) = ϕ(v), ∀v ∈ V ; ϕ˜(w) = w,
∀w ∈ W : ‖w‖ R˜; and
sup
ϕ˜(W)
(
J+ + λ0Ir
)
 α sup
ϕ(V )
(
J+ + λ0Ir1
)+ β.
Moreover, r → 2 as r1 → 2.
Proof. (1) Given r1 ∈ (2,μ), let
r2 := 2(2
∗ − r1)
(3 − r1)2∗ − 2 .
We have indeed that r2 <μ if r1 is close to 2 (since r2 = 2 if r1 = 2), while the requirement that
r2 > r1 is equivalent to (r1 − 1)(r1 − 2) > 0. Let us fix any r ∈ (r2,μ). We claim that there exist
α, β > 0, depending on r , such that every map ϕ as in the statement of Lemma 14 has an odd con-
tinuous extension ϕ˜ : W → H such that ϕ˜(v) = ϕ(v), ∀v ∈ V ; ϕ˜(w) = w, ∀w ∈ W : ‖w‖ R˜;
and
sup
ϕ˜(W)
Iˆr  α sup
ϕ(V )
Iˆr + β.
We assume for a moment the validity of this claim and proceed with the proof of Lemma 14.
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J+ + λ0Ir  (1 + λ0)Iˆr +C(r),
it is enough to bound Iˆr . Let M := supϕ(V )(J+ + λ0Ir1). Then it is sufficient to prove that
Iˆr (u) 2M +C′(r, r1, r2), ∀u: Ir1(u)M.
Now, if Ir1(u)  M then either 12‖u‖2  2M or else ‖u‖2  4r1
∫
Ω
|u|r1 . Assuming the latter
(otherwise the conclusion is obvious) and by recalling that r > r2, we have reduced ourselves in
showing that
‖u‖2 A′(r1, r2)
(∫
Ω
|u|
)r2
, ∀u: ‖u‖2 A
∫
Ω
|u|r1 .
This, in turn, is a consequence of Hölder and Sobolev inequalities. Indeed, since
‖u‖2 A
∫
Ω
|u|r1 A
(∫
Ω
|u|
)λr1(∫
Ω
|u|2∗
)(1−λ)r1/2∗
AC
(∫
Ω
|u|
)λr1
‖u‖(1−λ)r1,
we have
‖u‖2 A′
(∫
Ω
|u|
) 2λr1
2−r1(1−λ)
,
where λ is given by 1
r1
= λ+ 1−λ2∗ . We see that 2λr12−r1(1−λ) = r2, as aimed.(2) As a final step in the proof of Lemma 14 we prove the above claim concerning the func-
tional Iˆr . As mentioned above, a similar result is proved in [13, Corollary 2.2] for the functional
1
2‖u‖2 − 1r
∫
Ω
|u|r in the space H 10 (Ω), and an inspection of its proof will show that most of the
argument presented there holds for our setting as well. To be precise, with respect to [13] the
only point that requires here a clarification is the following: we claim that it is possible to define
a continuous map
[0,1] ×H → H, (s,u) → us,
in such a way that
u0 = u, suppu1 ⊂ ω and
∫
Ω
|us | c
∫
Ω
|u| ∀0 s  1,
for some fixed c > 0 and open set ω ⊂ ω ⊂ Ω . We prove this with a different argument than the
one in [13]; this is mainly due to the fact that while functions in H 10 (Ω) can be seen as functions
in H 1(RN) by zero extension, this is not the case in our space H = H 2 ∩H 10 (Ω).
In order to prove the claim, let us fix a small δ > 0. For every x ∈ Ω such that d(x, ∂Ω) 2δ
we denote by z(x) ∈ ∂Ω the unique point such that |z(x) − x| = d(x, ∂Ω) and by n(z(x)) the
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sequel we assume ∂Ω is smooth enough (C5 regularity will be sufficient). Let φ ∈ C∞(R;R),
0 φ  1, be a smooth function such that φ(t) = 1 if t  δ and φ(t) = 0 if t  2δ, and
λs(x) := x + s d(x)φ
(
d(x)
)
n
(
z(x)
)
, x ∈ Ω, 0 s  1,
where d(x) = d(x, ∂Ω). We observe that λs(x) ∈ Ω and that d(λs(x), ∂Ω) = d(x)(1 −
sφ(d(x))). Let
α(t) = t(1 − sφ(t)).
It is trivial to check that for s < 1 the map α is a diffeomorphism of the interval (0,2δ) onto
itself, while if s = 1 then α : (δ,2δ) → (0,2δ) is a diffeomorphism. It follows that if s < 1 then
λs is a diffeomorphism of the open set {x ∈ Ω: d(x) < 2δ} onto itself, while if s = 1 then we
have a diffeomorphism λ1 : {x ∈ Ω: δ < d(x) < 2δ} → {x ∈ Ω: d(x) < 2δ}; the inverse of λs is
explicitly given by
λ−1s (x) = x −
(
α−1
(
d(x)
)− d(x))n(z(x)),
so that d(λ−1s (x), ∂Ω) = α−1(d(x)). Finally, we define
us(x) = detDλs(x)u
(
λs(x)
)
, 0 s  1, x ∈ Ω.
It is clear that u0 = u, suppu1 ⊂ {x ∈ Ω: d(x) δ} and that we have an isometry for the L1(Ω)-
norm, for every s. We claim that us ∈ H . To that purpose, using the change of variables y =
λs(x), it is enough to show that∣∣∇(detDλs)∣∣2 + ∣∣D2(detDλs)∣∣2  C|detDλs |.
This property is invariant by local diffeomorphisms and therefore we can assume that ∂Ω
is flat near a given point x0 ∈ ∂Ω , say x0 = 0 and Ω = {(x′, xN) ∈ RN−1 × R: xN > 0},
∂Ω = {(x′,0), x′ ∈ RN−1} near the origin. Then detDλs(x′, xN) = α′(xN) near the origin and
the conclusion follows by a direct computation. 
Proof of Theorem 3 completed. Thanks to the above three lemmas, the proof of Theorem 3
follows word by word the argument in the proof of Theorem 1, the only difference being that the
“bareer” functional I0(u) = 12‖u‖2− 1q
∫
Ω
|u|q is now replaced by a finite sequence of functionals
Iri (u) = 12‖u‖2 − 1ri
∫
Ω
|u|ri with 2 < rk0 < · · · < ri < · · · < rk1 < μ. We stress that since a
prescribed finite number of functionals Iri is to be considered, this construction is well defined.
In conclusion, we obtain a sequence ukn of sign-changing critical points of the functional J
satisfying
c1k
4p
N(p−2)
n  J (ukn) c2k
4μ
N(μ−2)
n
for some c1, c2 > 0 independent of n. 
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∂ν
= 0, we can obtain
a similar result by working in the space H 20 (Ω), provided the corresponding Green function on
Ω is positive. We refer the reader to [40] and its references for a discussion on this subject.
4. Elliptic systems
This section is devoted to the proof of Theorem 4. Without loss of generality we assume that
p  q , and we denote f (s) = |s|p−2s, g(s) = |s|q−2s.
At first we assume that p,q < 2∗ = 2N/(N − 2). Then the solutions of problem (1.6) are
given by the critical points of the C2 functional
I (u, v) = 〈u,v〉 −
∫
Ω
F(u)−
∫
Ω
G(v), (u, v) ∈ H 10 (Ω)×H 10 (Ω),
where we have denoted 〈u,v〉 = ∫
Ω
〈∇u,∇v〉, F(u) = |u|p/p, G(v) = |v|q/q . In the sequel,
‖u‖2 := ∫
Ω
|∇u|2. Similarly to [11], we will use the even symmetric functional
J (u) := I (u+ψu,u−ψu), u ∈ H 10 (Ω),
where ψu is defined by I (u + ψu,u − ψu) = maxψ∈H 10 (Ω) I (u + ψ,u − ψ). That is, ψu is the
unique solution of the following equation in H 10 (Ω),
−2ψ = g(u−ψ)− f (u+ψ), ψ ∈ H 10 (Ω).
It turns out that J ∈ C2(H 10 (Ω);R) and
J ′(u)ϕ = I ′(u+ψu,u−ψu)(ϕ,ϕ), ∀u,ϕ ∈ H 10 (Ω).
In particular, u is a critical point of J iff (u+ψu,u−ψu) is a critical point of I , hence a solution
of (1.6). In this way, to prove Theorem 4 we are reduced ourselves in finding sign-changing
critical points of the reduced functional J .
As observed in [11, Lemma 2.1], for every finite-dimensional subspace Y of H 10 (Ω), we
have that J (u) → −∞ as ‖u‖ → ∞, u ∈ Y . Moreover, J satisfies the Palais–Smale condition in
H 10 (Ω). The key argument in our proof is contained in the following lemma.
Lemma 16. There exists μ> 0 such that any solution σ(t, u) of
d
dt
σ (t, u) = −χ(σ(t, u)) ∇J (σ (t, u))‖∇J (σ (t, u))‖ , σ (0, u) = u,
satisfies σ(t, u) ∈ Pμ for all u ∈ Pμ and all t  0. Here χ : H 10 (Ω) → [0,1] is any smooth
function such that σ is well defined in R×H 10 (Ω).
Proof. In view of the previous considerations, we see that ∇J = 2(Id − K) where K is the
compact operator in H 1(Ω) given by v = Ku iff −2v = g(u−ψ)+ f (u+ψ), with ψ ≡ ψu.0
2192 M. Ramos et al. / Advances in Mathematics 222 (2009) 2173–2195Arguing as in the proof of Lemma 6, it is therefore sufficient to show that K(Pδ) ⊂ Pδ/2 if δ > 0
is sufficiently small.
So, suppose d(u,P ) δ and let v = Ku. We first observe that, since |ψ | 0, (u + |ψ |)− 
|u−w| ∀w ∈ P , and therefore∥∥(u+ |ψ |)−∥∥
Lr(Ω)
 Cd(u,P ) Cδ, ∀2 r  2N/(N − 2).
Now, by definition,
−(v −ψ) = f (u+ψ).
Let Ω+ := {ψ > 0}. We multiply the above equation by (v −ψ)− and integrate over Ω+. Since
ψ = 0 and ∂ψ
∂n
 0 on ∂Ω+, we deduce
∫
Ω+
∣∣∇(v −ψ)−∣∣2 − ∫
∂Ω+
v− ∂v
∂n
−
∫
Ω+
f (u+ψ)(v −ψ)−,
and so ∫
Ω+
∣∣∇(v − |ψ |)−∣∣2 − ∫
∂Ω+
v− ∂v
∂n
−
∫
Ω+
f
(−(u+ |ψ |)−)(v − |ψ |)−.
Using Hölder and Sobolev inequalities,∫
Ω+
∣∣∇(v − |ψ |)−∣∣2 − ∫
∂Ω+
v− ∂v
∂n
+Cδp−1∥∥(v − |ψ |)−∥∥− ∫
∂Ω+
v− ∂v
∂n
+ δ
4
∥∥(v − |ψ |)−∥∥,
if δ is small. By interchanging the roles of ψ and −ψ we obtain a similar inequality in Ω− :=
{ψ < 0}. By adding both inequalities we deduce∫
Ω
∣∣∇(v − |ψ |)−∣∣2  δ
2
∥∥(v − |ψ |)−∥∥,
yielding that ‖(v − |ψ |)−‖ δ/2. But since |ψ | 0, d(v,P ) d(v − |ψ |,P ) ‖(v − |ψ |)−‖,
and the conclusion follows. 
Proof of Theorem 4 completed. Thanks to the arguments in Section 2 we can now complete the
proof in a straightforward way. Let μk , Uk , ck , c∗k be defined as at the beginning of Section 2 (with
I replaced by our reduced functional J ). As explained in Lemma 10, we can find sign-changing
critical points uk of J , in such a way that m∗(uk) k and, for some C > 0,
J (uk) ck  Ck
2p
N(p−2) +C.
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A|s|p −B for some A,B > 0. On the other hand, by [11, Proposition 9], the fact that m∗(uk) k
implies that
J (uk) C′k
2pq
(pq−p−q)N .
In particular, J (uk) → +∞ as k → ∞, and this proves Theorem 4 in the case where p,q <
2N/(N − 2).
Suppose now that 1
p
+ 1
q
> N−2
N
and, say, p < 2N/(N − 2)  q . For a given R > 0 let
gR : R → R be the odd symmetric function defined by gR(s) = g(s) if 0  s  R, gR(s) =
ARs
p−1 + BR if s  R, and gR(s) = −gR(−s) if s  0; the coefficients AR , BR are uniquely
determined by the requirement that gR is C1. It can be checked that GR(s)A|s|p −B ∀s ∈R,
R > 0, for some A,B > 0 independent of R, where GR(s) :=
∫ s
0 gR(t) dt . We apply the previous
conclusions to the modified problem
−u = gR(v), −v = f (u), (u, v) ∈ H 10 (Ω)×H 10 (Ω),
and corresponding reduced functional JR . Since the lower bound on GR(s) is uniform on R, this
yields sign-changing critical points uk,R of JR such that
JR(uk,R) ck
2p
N(p−2) + c, ∀k ∈N, R > 0.
The estimate on the energy is independent of R, and so, by using an iteration procedure in the
system (see [29, Section 5], [33, Theorem 1]), this yields L∞ bounds for our sign-changing
solutions, which do not depend on R. Thus, by taking R sufficiently large we get solutions
(uk, vk) of our initial, non-truncated system (1.6). Moreover, by [11, Proposition 9] we have that
k  C
∫
Ω
(
f ′(uk)+ g′(vk)
)N/2
, ∀k ∈N,
so that ‖uk‖L∞(Ω) +‖vk‖L∞(Ω) → ∞ as k → +∞. In particular, again by the uniform estimates
in [29,33], we must have that I (uk, vk) → +∞, as k → ∞ and this completes the proof of
Theorem 4. 
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