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2∞-SELMER GROUPS, 2∞-CLASS GROUPS, AND GOLDFELD’S
CONJECTURE
ALEXANDER SMITH
ABSTRACT. We prove that the 2∞-class groups of the imaginary qua-
dratic fields have the distribution predicted by the Cohen-Lenstra heuris-
tic. Given an elliptic curve E/Q with full rational 2-torsion and no
rational cyclic subgroup of order four, we analogously prove that the
2∞-Selmer groups of the quadratic twists of E have distribution as pre-
dicted by Delaunay’s heuristic. In particular, among the twists E(d) with
|d| < N , the number of curves with rank at least two is o(N).
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2 2∞-SELMER GROUPS AND 2∞-CLASS GROUPS
1. INTRODUCTION
Recall that a positive integer is called a congruent number if it is the area
of some right triangle with rational side lengths. This paper was born as an
eventually-successful attempt to prove the following theorem.
Theorem. The set of congruent numbers equal to 1, 2, or 3 mod 8 has zero
natural density in N.
Previously, the best upper bound on this density was due to Heath-Brown,
who found the limit as N approaches ∞ of the distribution of 2-Selmer
groups in the quadratic twist family
E(d) : dy2 = x3 − x with |d| < N.
He found that, among d equal to 1, 2, or 3 mod 8, the minimal 2-Selmer
rank of two was attained in the limit by about 41.9% of curves [12]. It is
well known that d is congruent if and only if E(d) has positive rank, and we
always have an inequality
rank(E(d)) ≤ −2 + dim Sel2E(d),
with dim denoting the dimension of the 2-Selmer group as an F2-vector
space. Then, from his Selmer group computations, Heath-Brown could
show that at most 58.1% of d equal to 1, 2, or 3 mod 8 were congruent.
The work of Heath-Brown was extended by Kane to families of the form
E(d) : dy2 = x(x+ a)(x+ b) with |d| < N,
where a and b are distinct nonzero rational numbers; that is to say, Kane as-
sumed that E/Q had full rational 2-torsion. With the additional hypothesis
that E had no rational cyclic subgroup of order four, Kane proved that the
limit of the distribution of the 2-Selmer groups in this family approached
the distribution found by Heath-Brown [15]. With these results, Kane was
able to find upper bounds on the density of twists in this family with rank
≥ 2.
Now, the 2-Selmer rank provides a coarse upper bound for the rank of
an elliptic curve. This bound can be improved by instead considering the
ranks of the 2k-Selmer groups, with larger k giving finer estimates for the
rank of the elliptic curve. In fact, if the Shafarevich-Tate conjecture is true,
we expect that the Z2-Selmer corank
corank Sel2
∞
E = lim
k→∞
dim 2k−1Sel2
k
E
should equal the rank of E for any elliptic curve E/Q.
With this in mind, the first goal of the paper is to find the distribution of
the 2k-Selmer groups in the quadratic twist family of a curveE/Q. To write
down the result, we will need some notation:
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Definition. For n ≥ j ≥ 0, take PAlt(j |n) to be the probability that a
a uniformly selected alternating n × n matrix with coefficients in F2 has
kernel of rank exactly j.
In addition, given an elliptic curve E/Q and integers n ≥ 0 and k ≥ 1,
take RE, k(n) to be the set of squarefree d for which
dim 2k−1Sel2
k
(E(d)) =
{
n+ 2 if k = 1
n otherwise.
Theorem 1.1. Take E/Q to be an elliptic curve with full rational 2-torsion.
Assume that E has no rational cyclic subgroup of order four. Choose m ≥
1, and choose any sequence of nonnegative integers n1 ≥ n2 ≥ · · · ≥ nm+1
for which the nk are either all even or all odd. Then
lim
N→∞
∣∣{1, . . . , N} ∩ RE, 1(n1) ∩ · · · ∩RE,m(nm) ∩RE,m+1(nm+1)∣∣∣∣{1, . . . , N} ∩ RE, 1(n1) ∩ · · · ∩RE,m(nm)∣∣
= PAlt(nm+1 |nm).
Together with Kane’s results, this Markov-chain behavior establishes that
the 2∞-Selmer groups of the twists of such an elliptic curve E/Q have the
distribution predicted by Delaunay [7] and Bhargava et al. [2]. This theorem
also gives us very fine control on the rank of elliptic curves in this family.
Corollary 1.2. TakeE/Q to be an elliptic curve with full rational 2-torsion.
Assume that E has no rational cyclic subgroup of order four. Then, for any
N > 1, we have∣∣{1 ≤ d ≤ N : corank Sel2∞E(d) ≥ 2}∣∣ = o(N).
By applying this corollary to E the curve y2 = x3−x, we derive the zero
density result that opened this paper. More generally, recall that Goldfeld’s
conjecture states that, given an elliptic curve E/Q, 50% of the quadratic
twists of E have analytic rank 0, 50% have analytic rank 1, and 0% have
higher analytic rank [10]. From global root number calculations, we know
that 50% of the twists will have even Z2-Selmer corank, and 50% have odd
Z2-Selmer corank. In light of this, we have the following.
Corollary 1.3. TakeE/Q to be an elliptic curve with full rational 2-torsion.
Assume that E has no rational cyclic subgroup of order four. Then, if the
Birch and Swinnerton-Dyer conjecture holds for the set of twists ofE, Gold-
feld’s conjecture holds for E.
We will prove an explicit form of Theorem 1.1 as Theorem 7.1 and an
explicit form of Corollary 1.2 as Corollary 7.2. Neither of these results is
likely to be sharp, with Corollary 7.2 particularly egregious in this manner.
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As detailed in [20], most heuristics for ranks of elliptic curves suggest that,
for any ǫ > 0 and any elliptic curve E, there is some N0 so, for N > N0,
we have ∣∣{1 ≤ d ≤ N : rank(E(d)) ≥ 2}∣∣ < N3/4+ǫ.
We instead prove that, for any elliptic curve E/Q as in Corollary 1.2 and
any c < log 2
log 6
, there is some N0 so, for N > N0, we have∣∣{1 ≤ d ≤ N : rank(E(d)) ≥ 2}∣∣ < N
(log log log log logN)c
.
If we assume the grand Riemann hypothesis, we can remove about three
of these logarithms. The remaining two logarithms come from the use of
Ramsey theory in our arguments, and are likely unremovable without a new
proof strategy.
Our final main result concerns the class groups of quadratic fields. For
a positive integer k, the 2k-Selmer groups of quadratic twists of an elliptic
curve and the 2k+1-class groups of imaginary quadratic fields are analogous
families of objects. The strength of this analogy can be seen in the work of
Fouvry and Klu¨ners in [8]. By modifying the strategy used by Heath-Brown
to find the distribution of 2-Selmer groups, this pair found that the distribu-
tion of the 4-class groups in the family of imaginary quadratic fields was
consistent with Gerth’s extension of the Cohen-Lenstra heuristic to p = 2
[9, 3]. Similarly, by modifying our approach to 2k-Selmer groups in The-
orem 1.1, we can find the distribution of 2k+1-class groups in the family
of imaginary quadratic fields. We start by introducing the notation we will
use.
Definition. For n ≥ j ≥ 0, take PMat(j |n) to be the probability that a
uniformly selected n × n matrix with coefficients in F2 has kernel of rank
exactly j.
In addition, given k ≥ 2 and n ≥ 0, take RIm, k(n) to be the set of
squarefree d for which
dim 2k−1ClQ
(√−d)[2k] = n.
Theorem 1.4. Take m ≥ 2, and choose any sequence of nonnegative inte-
gers n2 ≥ n3 ≥ · · · ≥ nm+1. Then
lim
N→∞
∣∣{1, . . . , N} ∩ RIm, 2(n2) ∩ · · · ∩ RIm,m(nm) ∩RIm, m+1(nm+1)∣∣∣∣{1, . . . , N} ∩ RIm, 2(n2) ∩ · · · ∩ RIm,m(nm)∣∣
= PMat(nm+1 |nm).
This Markov-chain behavior is consistent with the Cohen-Lenstra heuris-
tic and represents the third major result towards this heuristic for quadratic
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fields, following the result of Fouvry-Klu¨ners for 4-torsion and the substan-
tially earlier results of Davenport-Heilbronn for 3-torsion [6].
Theorem 1.1 and 1.4 are generalizations of prior conditional results from
[24], a paper by the author on 8-class groups and 4-Selmer groups. That pa-
per was based on a result of Re´dei that, for any negative squarefree d, there
is some number fieldM so, for any odd prime p not dividing d, the 8-class
rank of Q(
√
dp) is determined by the splitting behavior of p in M/Q [21].
In [4], it was conjectured that this result can be extended to higher class
groups. More specifically, it was conjectured that, for any k > 1 and any
squarefree negative d, the structure of ClQ(
√
dp)[2k] could be determined
from the splitting behavior of p in some governing field M/Q determined
from d and k.
For k > 3, this conjecture is likely to be false for all d, with compelling
evidence found by Milovic in [17]. However, the concept of a governing
field remains useful for k > 3, as we can use splitting behavior to determine
some relative information about class groups. In particular, for d negative
squarefree, and for {p10, p11}, . . . , {pm0, pm1} some sequence of pairs of
distinct primes, we can sometimes derive the 2m-class structure of
Q
(
d1/2
∏
i≤m
p
1/2
i0
)
from the 2m-class structures of the 2m − 1 fields
Q
(
d1/2
∏
i≤m
p
1/2
if(i)
)
with f ∈ F{1,...,m}2 − {0}
together with the splitting behavior of p10 and p11 in a governing field de-
termined from the primes p20, p21, . . . , pm0, pm1. Thinking of the quadratic
fields as lying at the vertices of somem-dimensional cube, we can rephrase
this result as finding the 2m-class structure at one vertex of the cube from
the 2m-class structures at all the other vertices. We have a similar result for
predicting 2m-Selmer structure at one vertex of anm+ 1 dimensional cube
from the 2m-Selmer structures at all the other vertices in the cube.
Making this relative governing field idea concrete takes up most of Sec-
tions 2 and 3. The governing fields we need are constructed as the fields of
definition of certain Galois cochains that we call governing expansions. In
Section 2.1, we prove the existence and basic properties of these cochains.
Next, in Section 2.2, we study sets of Galois cocycles on cubes of qua-
dratic twists of a given Galois module. We find that the naı¨ve way of
summing this set of cocycles gives a cocycle under one set of hypothe-
ses (Proposition 2.5) and gives a governing expansion under another set of
hypotheses (Proposition 2.6). These two simple propositions are the most
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fundamental results in this paper. On the class side, the results are used
in Section 2.3 to prove Theorem 2.8, which allows us to control the Artin
pairing on the 2k-class groups. On the Selmer side, the results are used in
Section 2.4 to prove Theorem 2.9, which allows us to control the Cassels-
Tate pairing on the 2k-Selmer groups.
The conditions under which we can use either of these theorems are ex-
tremely limited. In Section 3, we axiomatize some of the conditions with a
structure that we denote an additive-restrictive system. Over the course of
this technical section, we find additive-restrictive systems that handle sets
of governing expansions and systems that handle sets of cocycles coming
from either class structure or Selmer structure. Using this new terminology,
we reduce Theorems 2.8 and 2.9 to Proposition 3.6.
We have almost no control on the shape of these additive-restrictive sys-
tems. That said, as we will show in Proposition 3.2, we do have some
control on their sizes. We can then prove the equidistribution results we
want on these arbitrarily-shaped additive-restrictive systems using Ramsey
theory. This is the main goal of Section 4, a section that cumulates in the
proof of Proposition 4.4. As a first step towards this proposition, we prove
the following lovely result:
Proposition. Take d ≥ 2 to be an integer, take 2−d−1 > δ > 0, and take
X1, . . . , Xd to be finite sets with cardinality at least n > 1. Suppose that Y
is a subset of X = X1 × · · · ×Xd of cardinality at least δ · |X|. Then, for
any positive r satisfying
r ≤
(
log n
5 log δ−1
)1/(d−1)
,
there exists a choice of sets Z1, . . . , Zd, each of cardinality r, such that
Z1 × · · · × Zd ⊆ Y.
This bound on r can be shown to be sharp up to a change of constant
using the probabilistic method.
Through Sections 3 and 4, we are working with a grid of quadratic twists.
We cannot explicitly find the 2k-Selmer structure or 2k+1-class structure at
any point in this grid. At the same time, under the condition that the corre-
sponding grid of governing Artin symbols behaves generically, the results
of these two sections let us say that the 2k-Selmer groups and 2k+1-class
groups have the distribution we expect anyways.
The next goal is to find a situation where this grid of Artin symbols usu-
ally behaves generically. If we had assumed the grand Riemann hypothesis,
this step would be straightforward. As we are not using this hypothesis, it
takes a three-logarithm detour to deal with this grid of Artin symbols. To
understand the issue, choose some large N , and choose n uniformly among
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the positive squarefree integers less than n. Write p1 < · · · < pr for the
sequence of prime factors of n. Choose k < r, and take M to be a num-
ber field of discriminant near p1 · · · · · pk. Suppose we wish to control the
splitting of pk+1, . . . , pr in M as we vary these primes in small intervals
Xk+1, . . . , Xr. Using the strongest form of unconditional Chebotarev avail-
able to us (Proposition 6.5), we find that we can only do this if the gap
log log pk+1 − log log pk
is unusually large. We call tuples with such a sufficiently large gap extrava-
gantly spaced. By carefully analyzing the Poisson point process that models
prime divisors, we are able to show that most tuples are (just barely!) ex-
travagantly spaced. This is the main focus of Section 5, with our main result
being Theorem 5.4.
To avoid thinking about more complicated objects, we usually understand
2k-Selmer structure via the natural inclusion
2k−1Sel2
k
E ⊆ Sel2E/E[2] for k > 1,
and we think about 2k+1-class structure similarly. For this to work, we need
good ways to control 2-Selmer and 4-class structures. The distributional re-
sults of Heath-Brown, Fouvry and Klu¨ners, and Kane are based on moment
calculations for these groups and are difficult to use for more specialized
sets of integers. As an alternative, we take the following tack. Choosing
p1 < · · · < pr as in the previous paragraph, we can define an r × r ma-
trixM whose off-diagonal coefficientMij is given by the Legendre symbol(
pi
pj
)
. With some extra quadratic-residue information, this matrix can be
used to determine the 2-Selmer structure of E(d); our main aim of Section 6
is to prove that the matrixM is almost equidistributed among all possibili-
ties satisfying quadratic reciprocity after some of the pi are permuted. The
major analytic ingredients for this work are Chebotarev’s density theorem
and the large sieve. With these tools and a subtle induction argument, we
prove Proposition 6.3, a weak equidistribution result for Legendre symbol
matrices. By accounting for the effect of permuting primes via some basic
combinatorics, we can strengthen this result to the form given in Theorem
6.4. In Section 6.3, we make the transition from the set of all integers to cer-
tain product spaces of integers that we call boxes. By applying Theorem 6.4
to these boxes, we then rederive Kane’s results directly as Corollary 6.11.
Finally, in Section 7, we use the results of Sections 5 and 6 to shave the set
of integers {1, . . . , N} to grids on which the additive-restrictive systems of
Section 3 can be defined, and on which the governing grid of Artin symbols
behaves generically. Using this, we prove Theorem 7.1 and Corollary 7.2,
and these give our main results on the Selmer side. We omit the analogous
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arguments used for the results on the class side, as no new ideas are needed
for the translation.
2. ALGEBRAIC TOOLS
We will use the following notation:
• X will denote a product
X = X1 ×X2 × · · · ×Xd,
where each Xi is a finite set. In all our applications, the Xi will be
disjoint collections of odd primes.
• For a a positive integer, [a] will denote the set {1, . . . , a}.
• For S ⊆ [d], we define
XS =
∏
i∈S
(Xi ×Xi)×
∏
i∈[d]−S
Xi.
We use πi to denote projection to the i
th factor.
• We denote the projections of Xi ×Xi toXi by π0 and π1.
• For S, S0 ⊆ [d], we take
πS0 : XS →
∏
i∈S∩S0
(Xi ×Xi)×
∏
i∈([d]−S)∩S0
Xi
to be the natural projection.
• Given an element x¯ ∈ XS and a subset T of S, and writing U =
S − T , we define a subset x̂(T ) of XT by{
y¯ ∈ XT : πi(y¯) ∈ πi(x¯) for i ∈ U and π[d]−U(y¯) = π[d]−U(x¯)
}
.
Fix some algebraic closure Q of Q, and take GQ = Gal(Q/Q). All the
number fields used in this paper will be Galois extensions of Q inside of
this algebraic closure.
Our main results will fall as a consequence of the Chebotarev density
theorem. We begin by constructing the sets of governing fields we need to
do this.
2.1. Sets of governing expansions. TakeX1, . . . , Xd to be disjoint collec-
tions of odd primes, and takeX to be their product. Given a subset S of [d]
and x¯ ∈ πS(XS), define
K(x¯) =
∏
i∈S
Q
(√
π0(πi(x¯)) · π1(πi(x¯i))
)
where we use the
∏
symbol to denote a composition of number fields.
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For T ⊆ S ⊆ [d] and x¯ ∈ XS , take χT, x¯ : GQ → F2 to be defined by
χT, x¯(σ) =
{
1 if σ(
√
p0ip1i) = −√p0ip1i for i ∈ T
0 otherwise,
where we have taken (p0i, p1i) to be the coordinate πi(x¯) for i ∈ S.
From the equation
χT (στ) =
∏
i∈T
(
χ{i}(σ) + χ{i}(τ)
)
=
∑
U⊆T
χU(σ)χT−U(τ),
we calculate the coboundary of χT to be
(2.1) dχT (σ, τ) =
∑
∅6=U(T
χU(σ) · χT−U(τ).
This equation is the backbone for the following definition.
Definition. Choose S0 ⊆ [d], choose x¯ in XS0 , and choose some homo-
morphism
φ∅ : GQ → F2.
Suppose that we have a set of maps φS indexed by the subsets of S0 such
that we have the coboundary relation
(2.2) dφS(σ, τ) =
∑
∅6=T⊆S
χT, x¯(σ) · φS−T (τ)
for each subset S of S0. Then, if φS is defined, we call it a (S, x¯)-expansion
of φ∅.
Using (2.1), we can verify that the right hand side of (2.2) has zero
coboundary, so this definition is reasonable.
There are two main ways to construct expansions. In this section, we will
use class field theory to construct (S, x¯) expansions from a set of smaller
expansions. The ramification of these governing expansions can be pre-
cisely controlled, so their fields of definitions can be used as governing
fields. In Section 2.2, we instead find expansions by summing cocycles rep-
resenting Selmer or class elements over the points of x̂(∅). Such expansions
are less nicely behaved. However, if we calculate enough of these expan-
sions within a small space, we can force some of the expansions to equal a
governing expansion. This gives us enough control over the Selmer groups
and class groups to prove our main theorems.
We start with the class field theory we will need. We assume that the
reader is familiar with the material in [23].
Proposition 2.1. Take X1, . . . , Xd to be disjoint collections of odd primes,
and write X for their product. Choose a subset S ⊆ [d] and a member x¯ of
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XS . Take φ∅ ∈ H1(GQ,F2). Suppose we have (S − {i}, x¯) expansions of
φ∅ for all i in S, and takeMi to be the field of definition for φS−{i}. Write
M = K(x¯)
∏
i∈S
Mi.
Write (p0i, p1i) = πi(x¯). Suppose that, for all i in S,
• p0i and p1i split completely in the extensionMi/Q, and
• p0ip1i is a square at 2 and at all primes whereMi/Q is ramified.
Then φ∅ has an (S, x¯) expansion φS whose field of definition is unramified
aboveM at all finite places.
Proof. We need to check that the cocycle given on the right hand side of
(2.2) is zero in H2(GQ,F2). Call this cocycle ψ. Identifying F2 with ±1
and using the exact sequence
1 −−→ ±1 −−→ Q× 2−−→ Q× −−→ 1,
we find an exact sequence
0 = H1
(
GQ,Q
×)→ H2(GQ,F2)→ H2(GQ,Q×),
with the left equality by Hilbert 90. But we know that the map
H2
(
GQ,Q
×)→∏
v
H2
(
Gal(Qv/Qv),Q
×
v
)
is injective, where the product is over all places of Q. Furthermore, the
conditions of the proposition imply that invv(ψ) is zero at all places. Then
ψ is the image of some 1-cochain. This cochain corresponds to a F2 central
extension ofM .
Write this extension as M(
√
α)/M . This extension is Galois over Q, so
if M(
√
α)/Q is ramified at some place p other than 2 or ∞ where M/Q
is unramified, we can lose the ramification by multiplying α by p. Now,
supposeM/Q is ramified at p. We see that the local conditions force ψ to
be trivial on Gal(Qp/Qp), soMp(
√
α)/Qp has Galois group
(Z/2Z)× Gal(Mp/Qp)
ifMp(
√
α) does not equalMp. But the inertia group cannot contain (Z/2Z)
2
for p 6= 2, soMp(
√
α)/Mp is unramified. At p = 2, we can avoid ramifica-
tion by multiplying α by ±2 or ±1. 
With this out of the way, we can define systems of governing expansions.
Definition 2.2. Take X1, . . . , Xd to be disjoint collections of odd primes,
and writeX for their product. Fix ia ≤ d and Y ∅ ⊆ X . Suppose we choose
the following objects:
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• For each subset S ⊆ [d] containing ia, we choose a subset
Y S ⊆ XS.
• For each S ⊆ [d] containing ia and each x¯ ∈ Y S, we choose a
continuous function
φx¯ : GQ → F2,
takingM(x¯) to be the minimal field of definition of this φx¯.
We call the collection of φx¯ a set of governing expansions if the following
criteria are satisfied.
(1) If x¯ is in Y {ia}, then
φx¯ = χia, x¯.
(2) If S contains ia and x¯ is in Y S, then
x̂(T ) ⊂ Y T for ia ∈ T ⊆ S or for T = ∅.
Choosing x¯S−T arbitrarily in x̂(S − T ), we have
dφx¯(σ, τ) =
∑
ia 6∈T⊂S
χT, x¯(σ) · φx¯S−T (τ).
(3) Suppose x¯1, x¯2 are in XS , and suppose that{
π0
(
πi(x¯1)
)
, π1
(
πi(x¯1)
)}
=
{
π0
(
πi(x¯2)
)
, π1
(
πi(x¯2)
)}
for all i ∈ S. Then, if
x̂1(∅) ∪ x̂2(∅) ⊆ Y ∅,
we have an equivalence
x¯1 ∈ Y S ⇐⇒ x¯2 ∈ Y S.
If both lie in Y S , then they satisfy
φx¯1 = φx¯2.
(4) (Additivity) Taking i ∈ S ⊆ [d], suppose x¯1, x¯2, x¯3 ∈ Y S satisfy
πS−{i}(x¯1) = πS−{i}(x¯2) = πS−{i}(x¯3)
and
πi(x¯1) = (p1, p2), πi(x¯2) = (p2, p3), πi(x¯3) = (p1, p3).
Then
φx¯1 + φx¯2 = φx¯3.
(5) If x¯ ∈ Y S , thenM(x¯)K(x¯)/K(x¯) is unramified at all finite places.
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(6) Take x¯ ∈ XS . Suppose that
x̂(∅) ⊆ Y ∅
and that, for all i ∈ S − {ia}, we have
x̂(S − {i}) ⊆ Y S−{i}.
Choosing x¯i ∈ x̂(S − {i}), suppose further that, for each i ∈ S,
π0(πi(x¯)) and π1(πi(x¯)) split completely inM(x¯i) and
π0(πi(x¯))π1(πi(x¯))
is a quadratic residue at 2 and at all primes ramifying in K(x¯i)/Q.
Then
x¯ ∈ Y S.
We will use the letter G to denote a set of governing expansions, writing
Y S(G), ia(G), etc. to denote the data associated with G.
Additivity reflects a natural tensor product structure present in a set of
governing expansions. We can explicitly uncover this linear structure via
iterated commutators.
Definition. Given a set of governing expansions, choose any S ∋ ia and
any x¯ ∈ Y S . Write k = |S|, and define
(2.3) βkφx¯(σ1, . . . , σk) = φx¯
(
[σ1, [σ2, [. . . , [σk−1, σk] . . . ]]]
)
Note that
φx¯
(
[σ, τ ]
)
= φx¯(στ) + φx¯(τσ) + dφx¯
(
[σ, τ ], τσ
)
.
From (2.2), we see that the coboundary above is zero since each χT has
abelian field of definition. But we have
φx¯(στ) + φx¯(τσ) = dφx¯(σ, τ) + dφx¯(τ, σ).
Take Bij∗([k], S) to be the set of bijective maps g from [k] to S such that
either g(k − 1) or g(k) equals ia. Then, in light of the above equation and
(2.2), we can calculate
βkφx¯(σ1, . . . , σk) =
∑
g∈Bij∗([k], S)
∏
i≤k
χg(i), x¯(σi).
Write
K(X) =
∏
x¯∈X[d]
K(x¯),
and write V for the F2 vector space Gal(K(X)/Q). Then βk can be consid-
ered as a linear operator from the space generated by the φx¯ to⊗
i∈S
Hom(V, F2).
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If x¯1, x¯2, and x¯3 are as in part (4) of the definition above, we see that
(2.4) βkφx¯1 + βkφx¯2 = βkφx¯3.
This turns out to be a good way to force additivity on our set of governing
expansions.
Proposition 2.3. For any choice of a productX of disjoint setsX1, . . . , Xd
of odd primes, for any choice of ia ∈ [d], and for any choice of Y ∅, there
is a set of governing expansions G defined on X with ia(G) = ia and
Y ∅(G) = Y ∅.
Proof. We actually will prove something slightly stronger. Take WS to be
the space generated by the φx¯ for x¯ ∈ Y S. In light of (2.4), we can prove
additivity by showing that we can choose the φx¯ so that β|S| is injective on
WS.
This is clear for S = {ia}. Now, suppose we had found φy¯ satisfying this
property for all y¯ ∈ Y T and proper subsets T of S that contain ia, and we
wish to prove the result for S. In light of Proposition 2.1, we certainly can
find expansions φx¯ for each x¯ ∈ Y S . The only question is whether we can
make the map fromWS injective.
Take M to be the narrow Hilbert class field of K(X). For each prime p
that ramifies inK(X)/Q, chooseP to be a prime ofM over p, and take σp
to be the nontrivial inertia element corresponding toP. By adjusting the φx¯,
x¯ ∈ Y S by the quadratic character χ±p as needed, we can force φx¯(σp) = 0;
we choose the sign for ±p to keep φx¯ unramified at 2.
So suppose the set of φx¯ are zero at each σp. We claim that this is suffi-
cient for β|S| to be injective onWS .
Take k = |S|. Suppose the map were not injective, with βkφ = 0 for
φ =
∑
j
cjφx¯j
for some set of constants cj . We have
0 = βkφ(σ1, . . . , σk) = dφ(σ1, τ) + dφ(τ, σ1)
where τ is the iterated commutator of σ2, . . . , σk.
This splits into two cases depending on k. If k > 2, we always have that
dφ(τ, σ1) is zero, so
βkφ = dφ(σ1, τ) =
∑
j
∑
i∈S−{ia}
cjχi,x¯j (σ1) · φx¯j , S−{i}(τ).
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Using the independence of the sets of characters corresponding to each i,
we get that∑
j
cjχi,x¯j(σ1) · φx¯j , S−{i}
(
[σ2, [. . . , [σk−1, σk] . . . ]]
)
= 0
for any choice of i ∈ S − {ia}. This can be reexpressed as∑
j
cjχi,x¯j(σ1) · βk−1φx¯j , S−{i}(σ2, . . . , σk) = 0.
By the induction hypothesis, we thus have∑
j
cjχi,x¯j(σ) · φx¯j , S−{i}(τ) = 0
for any choice of σ and τ . Taking coboundaries then gives∑
j
cj
∑
i∈T⊆S−{ia}
χT,x¯j(σ) · φx¯j , S−T (τ) = 0.
Again using the independence of these characters, we find∑
j
cjχT,x¯j(σ) · φx¯j , S−T (τ) = 0
for any T ⊆ S − {ia}. Adding these together then gives that dφ = 0.
On the other hand, if k = 2, we have τ = σ2, and we still find dφ = 0.
Then ∑
j
cjφx¯j
is a Galois cocycle and hence corresponds to a quadratic extension of Q.
But, from the φ(σp) = 0 conditions, we find that it is unramified at all finite
primes, so φ = 0. Then β|S| is injective on WS , and this set of governing
extensions is additive at level S. This gives the proposition by induction.

There is one final result we need for sets of governing expansions. To
prove our main theorems, we apply Chebotarev’s density theorem to the
composition of fields M(x¯) over a special set of x¯ ∈ XS . For this reason,
it is essential to have a sense of when a given field M(x¯0) is not contained
in the composition of all the otherM(x¯). The next proposition gives us the
independence result we need.
Proposition 2.4. Take X = X1 × · · · ×Xd to be a product of disjoint sets
of odd primes, and take ia ∈ S ⊆ [d]. For i ∈ S, take
Zi ⊆ Xi ×Xi
2
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to be the set of edges of some ordered tree in Xi. Suppose we have a set of
governing expansions on X such that
πS
(
Y S
) ⊇ Z =∏
i∈S
Zi.
For z in the latter product, choose x¯(z) so πS(x¯(z)) = z. Then, for any
choice of z0 ∈
∏
i∈S Zi, and writing z¯0 = x¯(z0), we have that
MS(X)
∏
z0 6=z∈Z
M(x¯(z))
does not contain the field M(z¯0), where MS(X) is as in the proof of the
Proposition 2.3.
Proof. We need to check that dφz¯0 is not in the span of the other dφx¯(z)
inside of
H2
(
Gal(MS(X)/Q), F2
)
.
Since Gal(MS(X)/Q) has nilpotence degree |S| − 1, we see that the map
β(ψ)(σ1, . . . , σk)
= ψ
(
σ1, [σ2, [. . . , [σk−1, σk] . . . ]]
)
+ ψ
(
[σ2, [. . . , [σk−1, σk] . . . ]], σ1
)
is trivial on any 2-coboundary, where we have taken k = |S|. That is, β is
defined on this cohomology group.
Then we just need to check that
β(dφz¯0) = βkφz¯0
is not in the span of the other βkφz¯. Taking
Ki(X) =
∏
x¯∈X[d]−{i}
K(x¯),
we define Vi to be the associated F2 vector space Gal(K(X)/Ki(X)). With
this notation, we can consider β|S|φz¯ restricted to
Vi1 × · · · × Vik−1 × Via ,
where S = {i1, . . . , ik−1, ia}. Restricted to this domain, we find
β|S|φz¯ = χi1, z¯ ⊗ · · · ⊗ χik−1, z¯ ⊗ χia, z¯
for any z in Z. The tree assumption implies that, for any i ∈ S, the set{
χi,z¯ : z¯ ∈ Z
}
is a linearly independent set; that is, once all the duplicate entries are re-
moved, the remaining characters are linearly independent. Since each z¯
corresponds to a distinct tuple of characters, the structure of tensor prod-
ucts implies that φz¯0 must be independent from the other φz¯. This proves
the proposition. 
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2.2. Sets of raw expansions. TakeN to be aGQ module that is isomorphic
to some power of Q2/Z2 if the GQ structure is forgotten. Take X1, . . . , Xd
to be disjoint sets of odd primes where N is not ramified, and take X to be
their product. For x ∈ X , we use N(x) to denote quadratic twist of N by
the quadratic character of
Q
(√
π1(x) · · · · · πd(x)
)
/Q.
Note that, for any x ∈ X ,
N(x)[2] = N [2].
We write β(x0, x1) for the isomorphism N(x0) → N(x1) that preserves
Galois structure above
K(x0, x1) = Q
(√
π1(x0)π1(x1) . . . πd(x0)πd(x1)
)
.
Call the associated multiplicative quadratic character χ(x0, x1)
For our next definition, we will need that N contains a copy of Z/2Z.
Definition. GivenN andX as above, take
rk : X → Z+ ∪ {∞}
to be any function. For x in X and k ≤ rk(x) an integer, take
ψk(x) ∈ C1
(
GQ, N(x)[2
k]
)
,
where C1 denotes the set of 1-cocycles of GQ in N(x)[2
k]. This data will
be called a set of raw cocycles on X if, for x ∈ X and k < rk(x), we have
2ψk+1(x) = ψk(x).
Given S ⊆ [d], we will call R consistent over S if
ψ1(x) = ψ1(x
′) whenever x, x′ ∈ X satisfy π[d]−S(x) = π[d]−S(x′)
Given ia ∈ S, we call our set of raw cocycles ia-consistent over S if there
is some injection of Galois modules ι : F2 → N [2] such that
ψ1(x)− ψ1(x′) = ι ◦ χπia (x)πia (x′).
We will use the letter R to refer to a set of raw cocycles, writing rk(R)
and ψk(R, x) for the data associated to R. We will also use the notation
ia(R) and ι(R) for the corresponding data of ia-consistentR.
The goal of this subsection is to compare sets of raw cocycles with sets
of governing expansions. In our final results for sets of raw cocycles, we
will be interested in situations where
ia(R) = ia(G).
First, we look at the simpler situation where ia plays no role.
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Definition. Take R to be a set of raw cocycles on X , and take S to be a
nonempty subset of [d], and take x¯ ∈ XS . Take x¯ ∈ XS, and suppose that
rk(R)(x) ≥ |S| for x ∈ x̂(∅). Choosing x0 ∈ x̂(∅), we then define
ψ(R, x¯) =
∑
x∈x̂(∅)
β(x, x0) ◦ ψ|S|(R, x).
Supposing that R is consistent over S, we say that R is minimal at x¯ if
ψ(R, x¯) = 0.
We need one crucial calculation. For i ∈ S, take Hi to be the subset of
x ∈ x̂(∅) with πi(x0) 6= πi(x). For T ⊆ S, take
HT =
⋂
i∈T
Hi.
We can write any σ in Gal(K(x¯)/Q) in the form.
σ =
∑
i∈Tσ
σi,
where σi is the unique nontrivial element of this Galois group that fixes√
π0(πj(x¯))π1(πj(x¯))
for all j 6= i in S, and where Tσ is a subset of S. We claim that, for x in
x̂(∅),
(2.5)
∑
∅6=T⊆Tσ
HT∋x
(−2)|T |−1 =
{
1 if χ(x, x0)(σ) = −1
0 otherwise.
.
For take Tx to be the maximal T so that x ∈ HT . Then the right hand side
is one if
|Tx ∩ Tσ|
is odd. Calling this cardinalitym, the left hand side is∑
∅6=T⊆Tσ∩Tx
(−2)|T |−1
=
m∑
k=1
(
m
k
)
(−2)k−1 = 1
2
(
1− (−1)m),
via the binomial theorem. This equals the right hand side, establishing (2.5).
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Proposition 2.5. Take R to be a set of raw cocycles on X . Take S to be a
nonempty subset of [d] where R is consistent. Choose some x¯ ∈ XS where
ψ(x¯) = ψ(R, x¯) is defined.
Suppose that, for any T ( S and any x¯1 ∈ x̂(T ), R is minimal at x¯1.
Then ψ(x¯) maps into N [2], and its coboundary is zero. That is, it corre-
sponds to an element in C1(GQ, N [2]).
Proof. It is clear that 2ψ(x¯) is zero by the minimality assumptions, so ψ(x¯)
maps into N(x0)[2]. To show it is a coboundary, we calculate
d
(
β(x, x0) ◦ ψ|S|(x)
)
(σ, τ)
=
(
σβ(x, x0)− β(x, x0)σ
) ◦ ψ|S|(x)(τ)
=
{
σβ(x, x0) ◦ ψ|S|−1(x)(τ) if χ(x0, x)(σ) = −1
0 otherwise.
Then
dψ(x¯)(σ, τ) =
∑
χ(x,x0)(σ)=−1
σβ(x, x0) ◦ ψ|S|−1(x)(τ)
Taking Tσ as above, we can use (2.5) to write this sum as
(2.6)
∑
∅6=T⊆Tσ
(−1)|T |−1σ
(∑
x∈HT
β(x, x0) ◦ ψ|S|−|T |(x)(τ)
)
.
But the inner sum is zero for each T by the minimality hypothesis, so the
coboundary is zero. This gives the proposition 
In light of the coboundary calculation of this proposition, we see that, if
ψ is minimal at x¯ ∈ XS , it is minimal at any y¯ ∈ x̂(T ) for any T ⊆ S.
We now start comparing sets of governing expansions with sets of raw
cocycles.
Definition. Take R to be a set of raw cocycles on X , and take G to be a
set of governing expansions on X . Choose a subset S of [d], and choose
x¯ ∈ XS.
If R is ia(G)-consistent over S, we say that R agrees with G at x¯ if
ψ(R, x¯) and φx¯(G) exist and
ψ(R, x¯) − ι(R) ◦ φx¯(G) = 0.
If S does not contain ia(G) and if R is consistent over S, we say that R
agrees with G at x¯ ∈ XS if it is minimal at x¯.
Proposition 2.6. Take R to be a set of raw cocycles on X , and take G to
be a set of governing expansions onX . Choose S ⊆ [d] so thatR is ia(G)-
consistent over S, and take x¯ ∈ XS so that ψ(R, x¯) and φx¯(G) both exist.
2
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Suppose that, for any T ( S and any x¯1 ∈ x̂(T ), R agrees with G at x¯1.
Then
ψ(x¯)− ι ◦ φx¯ ∈ C1 (GQ, N [2])
Proof. As before, 2ψ(x¯) = 0 by the minimality hypotheses, so we just need
to check the cocycle condition. We can rewrite (2.6) as
dψ(x¯)(σ, τ) =
∑
∅6=T⊆S
χT, x¯(σ) ·
(∑
x∈HT
β(x, x0) ◦ ψ|S|−|T |(x)(τ)
)
.
From the hypothesis on x¯1, we find that this equals
ι ◦
∑
ia 6∈T⊆S
χT, x¯(σ) · φx¯S−T (τ) = ι ◦ dφx¯(σ, τ).
Then ψ(x¯)− ι ◦ φx¯ has zero coboundary, giving the proposition. 
2.3. Raw expansions for class groups. Take K/Q to be an imaginary
quadratic field Q(
√−n0). Supposing X1, . . . , Xd are disjoint sets of odd
primes that are unramified in this extension, we define
K(x) = Q
√−n0∏
i≤d
πi(x)

for x ∈ X . Throughout this section, we will presume that, for any i ≤ d,
the value of p mod 4 is the same for all p in Xi. We will take N(x) to be
the module Q2/Z2 twisted by the quadratic character corresponding to the
extensionK(x)/Q.
Choose Ta ⊆ [d], and take ∆a to be a squarefree integer dividing 2n0.
From this information, we define a character ψ1(x) : GQ → N [2] by
ψ1(x) = χ∆a +
∑
i∈Ta
χπi(x).
We assume that the field of definition of ψ1(x) is unramified above K(x)
for all x. In this case, ψ1(x) corresponds to an element of the dual class
group Cl∨K(x)[2].
Proposition 2.7. Take ψ1(x) as above, and take K(x)
ur to be the maximal
extension of K(x) that is unramified everywhere. Then, for k > 0, we have
that
ψ1(x)
∣∣
Gal(Q/K(x)) ∈ 2
k−1Cl∨K(x)[2k]
if and only if, for some
ψk(x) ∈ C1
(
Gal(K(x)ur/Q), N(x)[2k]
)
,
we have
ψ1(x) = 2
k−1ψk(x).
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Proof. We see that ψk(x) restricted to the absolute Galois group of K(x)
is in Cl∨K(x)[2k], so the sufficiency of finding such a ψk(x) is easy. Con-
versely, given a map
ψk(x)
′ ∈ Cl∨K(x)[2k],
we know that the field of definition L of ψk(x)
′ is dihedral over Q, with
its unique order 2k cyclic subgroup corresponding to the intermediate field
K(x). To prove the converse, we need to extend the character ψk(x)
′ from
Gal(L/K(x)) to a cocycle ψk(x) on Gal(L/Q). Choosing some F in this
Galois group so that we have a coset decomposition
Gal(L/Q) = Gal(L/K(x)) + F · Gal(L/K(x)),
and choosing some α ∈ N(x) with 2k−1α = ψ1(F ), we can define such a
ψk(x) by setting
ψk(x)(σ) = ψk(x)
′(σ) and ψk(x)(F · σ) = α− ψk(x)′
for all σ ∈ Gal(L/K(x)). We can verify that ψk(x) obeys the cocycle
condition, giving the proposition. 
In light of this, we define
Cl
∨
K(x)[2k] = C1
(
Gal(K(x)ur/Q), N(x)[2k]
)
.
We always have
Cl
∨
K(x)[2k] ∼= Cl∨K(x)[2k]⊕ (Z/2kZ.)
For wa = (Ta, ∆a) corresponding to an element of Cl
∨
K(x)[2k], we define
R(wa) to be a set of raw cocycles on X so that, for all x ∈ X ,
ψ1(R, x) = ψ1(x)
and so that rk(R)(x) is the maximal integer k such that ψ1(x) corresponds
to an element of
2k−1Cl
∨
K(x)[2k],
with
ψk(R, x) ∈ Cl∨K(x)[2k]
whenever the left hand side is defined.
Now, take wb = (Tb, ∆b), where Tb is any subset of [d] and ∆b is a
positive squarefree divisor of n0 (or, if K(x) has even discriminant, 2n0).
For any x ∈ X , we define an ideal wb(x) of the integers ofK(x) by∏
p|∆b
P(p) ·
∏
i∈Tb
P
(
πi(x)
)
2
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where P(p) is the unique prime dividing p in K(x). Taking ClK(x)[2]
to be the set of ideals with squarefree norm dividing the discriminant of
K(x)/Q, we see that the map
ClK(x)[2]→ ClK(x)[2]
is a surjective and has kernel isomorphic toZ/2Z. We write 2k−1ClK(x)[2k]
for the preimage of 2k−1ClK(x)[2k] under this map.
For a cocycle ψk, write L(ψk) for the field of definition of ψk overK(x).
If ψk(x) exists, we see that the Artin symbol[
L(ψk)/K(x)
P
]
lies in the order 2 subgroup of Gal(L(ψk)/K(x)) at any P dividing the
discriminant of K(x)/Q. Identifying this subgroup with Z/2Z, we have
the following result.
Theorem 2.8. TakeX and n0 as above, and choosewa andwb as above that
correspond to elements of Cl
∨
K(x)[2] and ClK(x)[2] respectively. Choose
S ⊆ [d] of cardinality at least three, and choose x¯ ∈ XS . Take G to be a
set of governing expansions onX , writing ia = ia(G), and takeR to be the
set of raw cocycles R(wa). We assume ia is in S.
We next assume that
wb(x) ∈ 2|S|−2ClK(x)[2|S|−1] for all x ∈ x̂(∅)
and that there is some ib ∈ S other than ia so that
S ∩ T (wb) ⊆ {ib} and S ∩ T (wa) ⊆ {ia}.
Take iab to equal ia if T (wb) does not meet S, otherwise taking iab to equal
ib. For i in S other than iab, choose z¯i in x̂(S − {i}).
(1) Suppose either that T (wa) does not meet S or that T (wb) does not
meet S. Assume that, for each i in S other than iab and each y¯ in
ẑi(S −{i, iab}), we have thatR is minimal at y¯. Then ψ|S|−1(R, x)
exists for all x ∈ x̂(∅) and∑
x∈x̂(∅)
[
L
(
ψ|S|−1(R, x)
)
/K(x)
wb(x)
]
= 0.
(2) Now assume that both T (wa) and T (wb) meet S. Choose z¯ in x̂(S−
{ib}), and assume that φz¯(G) exists. Assume further that, for every
i ∈ S other than ib and each y¯ in ẑi(S − {i, ib}), we have that
R agrees with G at y¯. Then ψ|S|−1(R, x) exists for all x ∈ x̂(∅).
Furthermore, writing
(p0b, p1b) = πib(x¯),
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we have∑
x∈x̂(∅)
[
L
(
ψ|S|−1(R, x)
)
/K(x)
wb(x)
]
= φz¯(G)
(
Frob(p0b) · Frob(p1b)
)
.
Proof. For both parts, choose z¯ in x̂(S −{iab}). For x ∈ ẑ(∅), note that the
assumption on wb(x) means that[
L
(
ψ|S|−1(R, x)
)
/K(x)
wb(x)
]
depends only on wa, wb, and x, and not on the choice of raw cocycles R.
Write b for the norm of the ideal wb(x) for any x ∈ ẑ(∅); our restrictions
on Tb mean that b does not depend on x. Take p to be a prime divisor
of b, and take P to be the prime dividing p in K(x). Write ∆(x) for the
discriminant of K(x)/Q. Assuming ψ|S|−1(R, x) exists, we can write it
locally at p as χ or χ+ χ∆(x), where χ is unramified. We then can say[
L
(
ψ|S|−1(R, x)
)
/K(x)
P
]
= invp(χ ∪ χb).
We also have invp(χ∆(x)∪χb) = 0 from our requirements on wb, so we find
(2.7)
[
L
(
ψ|S|−1(R, x)
)
/K(x)
P
]
= invp(ψ|S|−1(x) ∪ χb).
Take x0 to be the element of ẑ(∅) outside of all the sets ẑi(∅), and write
y¯i for the element in ẑ(S − {i, iab}) ∩ ẑi(S − {i, iab}). For the first part,
consider
ψ = −
∑
x∈ẑ(∅)−{x0}
β(x, x0) ◦ ψ|S|−1(R, x).
From Proposition 2.5, we know that this is a cocycle mapping to N(x0),
and we find
2|S|−2ψ = ψ1(x0).
From the minimality assumption, we have
2ψ = −
∑
x∈ẑ(∅)−ŷi(∅)−{x0}
β(x, x0) ◦ ψ|S|−2(R, x)
for each i ∈ S − {iab}. From this, we must have that the field of definition
of 2ψ is unramified at each πi(z¯i) for i ∈ S − {iab}. Then 2ψ must have
2
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field of definition unramified aboveK(x0), so some quadratic twist of ψ is
unramified aboveK(x0), and ψ|S|−1(R, x0) exists. Then, via (2.7), we find∑
x∈ẑ(∅)
[
L
(
ψ|S|−1(R, x)
)
/K(x)
wb(x)
]
=
∑
p|b
invp
(
ψ(z¯) ∪ χb
)
.
The assumption on wb means the choice of ψ|S|−1(R, x0) does not affect
the value of this sum, so we can take ψ(z¯) to be a quadratic character. By
Hilbert reciprocity, this equals∑
p∤b
invp
(
ψ(z¯) ∪ χb
)
.
But χb is locally trivial at all primes ramifying in any K(x) that do not
divide b, so this is zero. This gives the first part of the theorem.
For the second part, we instead take
ψ = ι ◦ φz¯ −
∑
x∈ẑ(∅)−{x0}
β(x, x0) ◦ ψ|S|−1(R, x).
From Proposition 2.6, we see that this is a cocycle mapping to N(x0), and
we again find 2|S|−2ψ = ψ1(x0). Furthermore, we have
2ψ = ι ◦ φy¯i −
∑
x∈ẑ(∅)−ŷi(∅)−{x0}
β(x, x0) ◦ ψ|S|−2(R, x)
for each i ∈ S − {ib}, where we are taking φy¯ia = 0. Then 2ψ must have
field of definition unramified above K(x0). Then ψ|S|−1(R, x0) exists and
can be taken to be a quadratic twist of this ψ. Following the logic of the first
part, we can ignore the quadratic twist, and we find∑
x∈ẑ(∅)
[
L
(
ψ|S|−1(R, x)
)
/K(x)
wb(x)
]
=
∑
p|b
invp(φz¯ ∪ χb).
Repeating this for the other z¯ ∈ x̂(S − {ib}), we find∑
x∈x̂(∅)
[
L
(
ψ|S|−1(R, x)
)
/K(x)
wb(x)
]
= invp0b
(
φz¯ ∪ χp0b
)
+ invp1b
(
φz¯ ∪ χp1b
)
,
a synonym for what is claimed. This gives the part and the theorem. 
2.4. Raw expansions for Selmer Groups. Take E/Q to be an elliptic
curve with full rational 2-torsion; that is to say, we have an isomorphism
of Galois modules
E[2] ∼= (Z/2Z)2
defined over Q. Take N0 to be the conductor of E, and take X1, . . . , Xd to
be disjoint sets of odd primes not dividing N0. We assume that, for each
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i ≤ d, the value of p mod 4 is the same for all p ∈ Xi. We also assume that
E[4] has no order four cyclic subgroup defined over Q.
We define
E(x) = E(p1·····pd) where pi = πi(x),
withE(n) denoting the quadratic twist ofE inQ(
√
n). The 2k-Selmer group
of E(x) is defined to be
Sel 2
k
(E(x)) = ker
(
H1
(
GQ, E[2
k]
) −→∏
v
H1
(
Gal(Qv/Qv), E
))
,
the product being over all rational places v. Our main group of study will
instead be the corresponding set of cocycles
ker
(
C1
(
GQ, E[2
k]
) −→∏
v
H1
(
Gal(Qv/Qv), E
))
,
a group we will denote by Sel
2k
E(x). In our case, if we write Sel2
k
E(x) in
the form Im(E[2])⊕H , we can find a corresponding isomorphism
Sel
2k
E(x) ∼= (Z/2kZ)2 ⊕H.
In particular, Sel
2
E(x) equals Sel 2E(x).
Writing E[2] ∼= (Z/2Z)e1 + (Z/2Z)e2, we have a (non-canonical) iso-
morphism
H1 (GQ, E[2]) ∼= H1 (GQ,Z/2Z)×H1 (GQ,Z/2Z) .
From this, we can write any 2-Selmer element ofE(x) as a pair of quadratic
characters (χ1, χ2), with the χi ramified only at bad primes of E(x). As in
the previous section, each χi corresponds to a choice of divisor ∆i of 2N0
and a choice of subset Ti of [d]. We will use the letter w to denote a choice
of tuple (T1, T2,∆1,∆2) and write w(x) for the cocycle in
C1 (GQ, E(x)[2])
corresponding to w at x.
Taking
N(x) = E(x)[2∞],
we define R(w) to be a set of raw cocycles for which
ψ1(R, x) = w(x) for allx ∈ X
and for which rk(R)(x) is maximum of one and the maximal k such that
w(x) is in
2k−1Sel
2k
E(x),
with ψk(R, x) lying in Sel
2k
E(x) whenever it is defined for all k ≥ 2.
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There is a natural alternating pairing defined on the Selmer group called
the Cassels-Tate pairing; Milne’s standard text is our reference for the pair-
ing’s construction [16]. Suppose wa(x) and wb(x) are both 2-Selmer el-
ements at x. Suppose further that rk(R(wa))(x) is at least k, and take
ψ = ψk(R(wa), x). Take ψ
′ to be any map from GQ to E(x) satisfying
2ψ′ = ψ, and take ǫ to be a 2-cochain from GQ to Z/2Z satisfying
dǫ = dψ′ ∪ wb(x),
where the cup product comes from the natural Weil pairing onE[2]. Finally,
for each rational place v, take
ψ◦v ∈ ker
(
C1
(
Gal(Qv/Qv), E[2
k+1]
)→ H1(Gal(Qv/Qv), E))
satisfying 2ψ◦v = ψv . Then we can define the Cassels-Tate pairing as〈
ψk(R(wa), x), wb(x)
〉
CT
=
∑
v
inv
(
(ψ◦v − ψ′v) ∪ wb(x) + ǫv
)
.
We have one final piece of notation:
Definition. Given E and X as above, and given S ⊆ [d] and x¯ ∈ XS , we
call x¯ quadratically consistent if, for all i ∈ S and x ∈ x̂(∅), we have that
π0(πi(x¯))π1(πi(x¯))
is a quadratic residue at 2 and at all the bad primes of E(x) besides πi(x).
(We also define this for K as in the previous section, where we require the
above to be a quadratic residue at 2 and all ramified primes of K(x)/Q
besides the πi(x)).
Theorem 2.9. Take E/Q and X as above. Choose S ⊆ [d] of cardinality
at least three, choose some quadratically consistent x¯ ∈ XS , and choose
tuples wa and wb as above corresponding to 2-Selmer elements of E(x)
for x ∈ x̂(∅). Take G to be a set of governing expansions on X , writing
ia = ia(G), and take R to be the set of raw cocycles R(wa). We assume ia
is in S.
We next assume that
wb(x) ∈ 2|S|−3Sel 2
|S|−2
E(x) for all x ∈ x̂(∅)
and that there is some ib ∈ S other than ia so that
T1(wa) ∩ S ⊆ {ia}, T2(wb) ∩ S ⊆ {ib},
and T2(wa) ∩ S = T1(wb) ∩ S = ∅.
Take iab to equal ia if T (wb) does not meet S, otherwise taking iab to equal
ib. For i in S other than iab, choose z¯i in x̂(S − {i}).
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(1) Suppose either that T1(wa) does not meet S or that T2(wb) does not
meet S. Assume that, for each i in S other than iab and each y¯ in
ẑi(S − {i, iab}), we have that R is minimal at y¯. Then rk(R)(x) ≥
|S| − 2 for each x ∈ x̂(∅), and∑
x∈x̂(∅)
〈
ψ|S|−2(R, x), wb(x)
〉
CT
= 0.
(2) Now assume that T1(wa) and T2(wb) both meet S. Choose z¯ ∈
x̂(S−{ib}), and assume that φz¯(G) exists. Assume further that, for
every i ∈ S other than ib and each y¯ in ẑi(S−{i, ib}), we have that
R agrees with G at y¯. Then rk(R)(x) ≥ |S| − 2 for each x ∈ x̂(∅).
Furthermore, writing
(p0b, p1b) = πib(x¯),
we have∑
x∈x̂(∅)
〈
ψ|S|−2(R, x), wb(x)
〉
CT
= φz¯ib (G)
(
Frob(p0b) · Frob(p1b)
)
.
Proof. For both parts, choose z¯ ∈ ẑ(S − {iab}). Take x0 to be the element
of ẑ(∅) outside of all the sets ẑi(∅), and write y¯i for the element in ẑ(S −
{i, iab}) ∩ ẑi(S − {i, iab}). For the first part, consider
ψ = −
∑
x∈ẑ(∅)−ŷi−{x0}
β(x, x0) ◦ ψ|S|−2(R, x)
for i ∈ S − {iab}. The minimality hypotheses mean that this does not
depend on the choice of i, and Proposition 2.5 implies that it is a cocycle
with values in N(x0). We also see that 2
|S|−3ψ = wa(x0).
From quadratic consistency, we know that β(x, x0) is an isomorphism
locally at ∞ and at each prime that is simultaneously bad for E(x) and
E(x0). Because of this, for each i ∈ S − {iab}, we can show that ψ obeys
local conditions at all places other than at the primes in πj(x¯) with j ∈ S −
{i}. By varying i, we then find that ψ is a Selmer element, so rk(R)(x0) ≥
|S|−2, and we rechooseR at x0 to makeRminimal at all y¯ ∈ ẑ(S−{i, iab})
for each i in S−{iab}. ModifyingR does not affect the Cassels-Tate pairing
by the assumptions on wb, so rechoosing R in this way will not affect the
sum we are calculating.
Next, choose an ǫ(x) and a ψ′(x) above ψ|S|−2(x) at all x ∈ ẑ(∅)− {x0}
as in the definition of the Cassels-Tate pairing. Then take
ψ′(x0) = −
∑
x∈ẑ(∅)−{x0}
β(x, x0) ◦ ψ′(x) and
2
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ǫ(x0) = −
∑
x∈ẑ(∅)−{x0}
ǫ(x).
Via the coboundary calculation of Proposition 2.5, we find that
dǫ(x0) = dψ
′(x0) ∪ wb(x0).
For the second part, we instead take
ψ = ι ◦ φy¯i −
∑
x∈ẑ(∅)−ŷi−{x0}
β(x, x0) ◦ ψ|S|−2(R, x).
for i ∈ S − {ib}. As before, this is a cocycle with values in N(x0) that
satisfies 2|S|−3ψ = wa(x0), and the agreement hypotheses mean that it does
not depend on the choice of i. The φy¯i are locally trivial at the primes of
πi(z¯) since φz¯ exists, so we again find that ψ is a Selmer element for E(x0).
Then rk(R)(x0) ≥ |S| − 2, and we rechooseR at x0 to makeR minimal at
all y¯ ∈ ẑ(S − {i, iab}) for each i in S − {iab}.
Next, choose an ǫ(x) and a ψ′(x) above ψ|S|−2(x) at all x ∈ ẑ(∅)− {x0}
as in the definition of the Cassels-Tate pairing, and take
ψ′(x0) = −
∑
x∈ẑ(∅)−{x0}
β(x, x0) ◦ ψ′(x) and
ǫ(x0) = φz¯(G) ∪ χ2(wb)(x0) −
∑
x∈ẑ(∅)−{x0}
ǫ(x).
From a coboundary calculation as in Proposition 2.6, we find that
dǫ(x0) = dψ
′(x0) ∪ wb(x0).
For both parts, we know that β(x, x0) is locally an isomorphism at ∞
and at each prime that is simultaneously bad for E(x) and E(x0). At such
places, and at all simultaneously good places, we set
ψ◦v(x0) = −
∑
x∈ẑ(∅)−{x0}
β(x, x0) ◦ ψ◦v(x).
At a place of the form π0(πi(z¯)) or π1(πi(z¯)), we instead choose some ver-
tex y0 of each y¯ ∈ ẑ(S − {i}) to define
ψ◦v(y0) = −
∑
x∈ŷ(∅)−{y0}
β(y, y0) ◦ ψ◦v(y).
Minimality implies that these choices for ψ◦v have the properties required of
them.
For the first part, we see that wb(x) is constant on ẑ(∅), while the sums
ψ1, ψ
◦
v , and ǫ over this all sum to zero. This gives the result on the sum of
Cassels-Tate pairings.
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For the second part, we instead find∑
x∈ẑ(∅)
〈
ψ|S|−2(R, x), wb(x)
〉
CT
=
∑
v bad for some E(x)
invv
(
φz¯(G)∪χ2(wb)(x0)
)
.
Repeating this for the other z¯ ∈ x̂(S − {ib}) then gives the theorem.

3. ADDITIVE-RESTRICTIVE SYSTEMS
We now introduce the notion of an additive-restrictive system, a construc-
tion that abstracts some of the details for sets of governing expansions and
sets of raw cocycles. Take X to be a product of disjoint sets X1, . . . , Xd,
and take all other notation as at the beginning of Section 2.
Definition 3.1. An additive-restrictive system is a sequence of objects
(Y S, Y
◦
S, FS, AS)
indexed by S ⊆ [d] so that
• For each S ⊆ [d], AS is an abelian group, Y S and Y ◦S are sets
satisfying
Y
◦
S ⊆ Y S ⊆ XS,
and FS is a function
FS : Y S → AS
with kernel Y
◦
S .
• If S is nonempty,
Y S =
{
x¯ ∈ XS : x̂(T ) ⊂ Y ◦T for all T ( S
}
.
• (Additivity) Choose s ∈ S, and suppose x¯1, x¯2, x¯3 are elements of
Y S satisfying
π[d]−{s}(x¯1) = π[d]−{s}(x¯2) = π[d]−{s}(x¯3)
and
πs(x¯1) = (p1, p2), πs(x¯2) = (p2, p3), πs(x¯3) = (p1, p3)
for some p1, p2, p3 ∈ Xs. Then
FS(x¯1) + FS(x¯2) = FS(x¯3).
We will use the letter A to denote an additive-restrictive system, writing
Y S(A), FS(A), etc. to denote the data associated with A.
The crucial property of additive-restrictive sequences is that we can bound
how quickly the sets Y
◦
S shrink as S increases. We do this with the follow-
ing proposition.
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Proposition 3.2. Suppose X = X1 × · · · × Xd is a product of finite sets,
and suppose (
(Y S, Y
◦
S , FS, AS) : S ⊂ [d]
)
is an additive-restrictive system on X . Write δ for the density of Y
◦
∅ in X ,
and write |A| for the maximum size of a group AS . Then, for any S ⊆ [d],
the density of Y
◦
S in XS is at least
δ2
|S||A|−3|S|.
Proof. Write δT for the density of Y
◦
T in XT . For s ∈ S and x¯0 ∈ XS,
define
M(x¯0) = π
−1
[d]−{s}
(
π[d]−{s}(x¯0)
)
and consider
V = Y
◦
S−{s} ∩ M(x¯0)
and
W = Y
◦
S ∩ M(x¯0).
We see thatW naturally injects into V × V . Furthermore, by the additivity
of our additive-restrictive sequence, W takes the form of an equivalence
relation on V . Given x¯1, x¯2 in V and T a subset of S containing s, write
x¯1 ∼T x¯2
if
• x¯1 ∼T ′ x¯2 for all proper subsets T ′ of T that contain s, and
• FT is zero on all elements of x̂(T ) if x¯ satisfies
x̂(S − {s}) = {x¯1, x¯2}.
The relation ∼S splits V into∏
s∈T⊆S
∣∣AS∣∣2|S|−|T | ≤ |S|−1∏
i=0
|A|(|S|−1i )2i = |A|3|S|−1
equivalence classes, andW describes this equivalence relation.
Write δx¯0 for the density of V in XS−{s} ∩M(x¯0). Then the density of
V × V in XS ∩M(x¯0) is δ2x¯0 , and the density ofW in this space is then at
least
|A|−3|S|−1 · δ2x¯0
The average of the δx¯0 is δS−{s}, and Y
◦
S is given by the union of theW over
all x¯0, so Cauchy’s inequality gives
δS ≥ |A|−3|S|−1 · δ2S−{s}.
Repeating this argument gives
δS ≥ |A|−3|S|−1(1+ 23+ 49+ 827+... ) · δ2|S|∅ = δ2
|S||A|−3|S|,
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as claimed. 
We now turn to constructing additive-restrictive systems. We first do this
for sets of governing expansions.
Proposition 3.3. Take G to be a set of governing expansions on a space
X = X1×· · ·×Xd, and choose a nonempty subset Smax of [d] that contains
ia = ia(G). There is then an additive-restrictive system A onX so that, for
S ⊆ Smax, we have
Y S(A) = Y S(G).
Furthermore, for all S ⊆ [d], this additive restrictive system satisfies∣∣AS(A)∣∣ ≤ 2|Smax|+1.
Proof. We will construct maps FS(A) : Y S(G) → AS(A) as in this propo-
sition statement for all S ⊆ Smax. We will do this based on the structure of
S.
First, suppose S is a singleton {j}. Then we take FS(x¯) = 0 if and only
if
π0(πj(x¯))π1(πj(x¯))
is a quadratic residue at at 2 and at all primes in πSmax−{j}(x¯). Two bits
encode the residue information at 2, and one bit encodes it at the remaining
|Smax| − 1 primes, so we can take Y ◦S as the kernel of a map to
AS(A) = (Z/2Z)
|Smax|+1.
Suppose instead that |S| > 1 and that S contains ia. Then we want to
take FS(x¯) = 0 if and only if φx¯(G) is a trivial map at the place πi(x¯) for
all i ∈ Smax − S. We know that φx¯ is an unramified quadratic character at
each such place, so this information can be encoded at one bit per place in
Smax − S. Then we can take Y ◦S as a kernel of a map to
AS(A) = (Z/2Z)
|Smax|−|S|.
Outside of these two cases, we take AS to be the trivial group. This defines
our additive-restrictive system, and we can verify from the definition of
a set of governing expansions that it satisfies Y S(A) = Y S(G) for S ⊆
Smax. 
3.1. Additive-Restrictive systems for class and Selmer groups. We now
turn to the construction of an additive-restrictive system which can be used
to control the sizes of class groups and Selmer groups. The construc-
tions are similar for Selmer groups and class groups, so we define them
at the same time. We first define the data needed to construct the additive-
restrictive system.
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Definition 3.4. Take K/Q to be a quadratic imaginary field, or take E/Q
to be an elliptic curve with full rational two torsion and no rational order
four cyclic subgroup; the former case will be called the class side, the latter
the Selmer side. We write a basis for E[2] as e1, e2.
TakeX1, . . . , Xd to be disjoints sets of odd primes whereK/Q is unram-
ified on the class side, and where E/Q is good on the Selmer side. Write
X for the products of the Xi.
In the notation of Section 2, we suppose that every x¯ ∈ X [d] is quadrati-
cally consistent. We then define the additive-restrictive input as an assign-
ment of the following six pieces of interconnected data:
(1) A choice of lower pairings: Choose some x0 ∈ X . On the class side,
find the set D∨(2) of tuples wa = (Ta,∆a) with wa(x0) in 2Cl
∨
K(x0)[4];
similarly, find the set D(2) of tuples mapping to 2ClK(x0)[4]. By quadratic
consistency, we see that these sets do not depend on the choice of x0. Write
ta for the nontrivial element of the kernel of
D∨(2) → Cl∨K(x0)[4].
and similarly define tb in D(2). Choose an integerm ≥ 2 and filtrations
D∨(2) ⊇ D∨(3) ⊇ · · · ⊇ D∨(m) ∋ ta and
D(2) ⊇ D(3) ⊇ · · · ⊇ D(m) ∋ tb
of vector spaces. For k < m, choose a bilinear pairing
Art(k) : D
∨
(k) ×D(k) → F2
whose left kernel isD∨(k+1) and whose right kernel isD(k+1).
On the Selmer side, take D(1) to be the set of tuples mapping to the 2-
Selmer group of E(x0). By quadratic consistency, this set does not depend
on the choice of x0. We write Im(E[2]) for the image of the 2-torsion in the
2-Selmer group, and specifically write t2 for the image of e2 in the 2-Selmer
group. Choose an integerm ≥ 1 and a filtration
D(1) ⊇ D(2) ⊇ D(3) ⊇ · · · ⊇ D(m) ⊇ Im(E[2])
of vector spaces. For k < m, choose an alternating pairing
Ctp(k) : D(k) ×D(k) → F2
whose kernel isD(k+1).
(2) A choice of basis: On the class side, take nk to be the dimension
of D∨(k)/〈ta〉 for 2 ≤ k ≤ m. Then choose wa1, . . . , wan2 ∈ D∨(2) and
wb1, . . . , wbn2 ∈ D(2) so that, for 2 ≤ k ≤ m, the first nk vectors in the first
sequence are a basis for D∨(k)/〈ta〉, and the first nk vectors in the second
sequence are a basis for D(k)/〈tb〉.
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On the Selmer side, take nk to be the dimension of D(k)/Im(E[2]) for
1 ≤ k ≤ m. Take w1, . . . , wn1 ∈ D(1) so that, for 1 ≤ k ≤ m, the first nk
vectors in this sequence generate D(k)/Im(E[2]).
(3) A choice of variable indices: Choose ib ≤ d, and for j1, j2 ≤
n0, choose an element ia(j1, j2) and a set S(j1, j2) containing both ib and
ia(j1, j2). We require these sets to obey different properties on the class and
Selmer side.
On the class side, for all j ≤ n, we assume that T (waj) and T (wbj) do
not contain ib. In addition, for all j1, j2 ≤ n0, we assume the following:
• We assume that S(j1, j2) has cardinalitym+ 1.
• We assume that S(j1, j2) is disjoint from T (waj) and T (wbj) for all
j ≤ n other than j1 and j2.
• We assume that
T (wbj1) ∩ S(j1, j2) = T (waj2) ∩ S(j1, j2) = ∅,
T (waj1) ∩ S(j1, j2) =
{
ia(j1, j2)
}
and
S(j1, j2) ⊆ T (wbj2) ∪ {ib}.
On the Selmer side, for all j ≤ n, we assume that T1(wj) and T2(wj)
do not contain ib. In addition, if j1 equals j2, we assume that S(j1, j2) is
the empty set; and if j1 is greater than j2, we assume that S(j1, j2) equals
S(j2, j1). In addition, for all j1 < j2 ≤ n0, we assume the following:
• We assume that S(j1, j2) has cardinalitym+ 2.
• We assume that S(j1, j2) is disjoint from T1(wj) and T2(wj) for all
j ≤ n other than j1 or j2.
• We assume that
T2(wj1) ∩ S(j1, j2) = T1(wj2) ∩ S(j1, j2) = ∅,
T1(wj1) ∩ S(j1, j2) =
{
ia(j1, j2)
}
and
S(j1, j2) ⊆ T2(wj2) ∪ {ib}.
We use the term variable indices to describe the S(j1, j2) because, when
we actually prove our equidistribution results in Proposition 7.5, we will
have fixed a choice of prime in each Xi other than at the i in S(j1, j2).
(4) A choice of raw cocycles: On the class side, we find a set of raw
cocycles R(waj) for each j ≤ n2, where the set of raw cocycles is as in
Section 2.3. On the Selmer side, we find a set of raw cocycles R(wj) for
each j ≤ n1.
(5) A choice of governing expansions: For each distinct ia = ia(j1, j2)
marked in the third part of the definition, we take G(ia) to be a set of gov-
erning expansions over X with ia = ia(G(ia)). For every S of the form
S(j1, j2)− {ib, i} for some i ∈ S(j1, j2) other than ia(j1, j2) or ib, and for
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every x¯ ∈ XS , we assume that the expansion
φx¯(G(ia(j1, j2)))
exists. We also assume it is trivial when restricted to Gal(Qv/Qv) for v
coming from a certain set of places:
• On the class side, we presume that the expansion is trivial at 2, at∞,
at all places in π[d]−S(x¯), and at all primes dividing the discriminant
ofK/Q.
• On the Selmer side, we presume that the expansion is trivial at 2, at
∞, at all places in π[d]−S(x¯), and at all primes dividing the conductor
of E/Q.
(6) A choice of inertia elements: Take Mr/Q to be the least number
field containing L(ψk(R, x)) whenever it exists for any x ∈ X , any R
as defined in (4), and any k ≤ m. Take M to be the least number field
extending Mr that also contains the field of definition of each expansion
found in anyG(ia(j1, j2)). M/Q has ramification degree at most two at any
prime; for each prime p where it ramifies, choose some σp in Gal(M/Q) so
that {1, σp} is the inertia group of some prime dividing p inM .
We will use P to denote an assignment of the additive-restrictive input.
To define the additive-restrictive system associated to P , we will first need
to understand the role of the choice of inertia elements.
Definition. Suppose we have some choice of additive-restrictive input P ,
and choose w inD∨(2) on the class side and inD(1) on the Selmer side where
R(w) has been chosen. Choose S ⊆ [d] over which R(w) is consistent or
ia(j1, j2)-consistent. Suppose x¯ ∈ XS satisfies
rk(R(w))(x) ≥ |S|+ 1 for all x ∈ x̂(∅).
In the case of consistency, for any i ∈ [d]− S, we call R(w) acceptably
ramified at (x¯, i) if∑
x∈x̂(∅)
β(x, x0) ◦ ψ|S|+1
(
R(w), x
)
(σπi(x¯)) = 0.
In the case of ia-consistency, choose i ∈ [d] − S, and suppose there is
some z¯ ∈ XS∪{i} satisfying x¯ ∈ ẑ(S) at which φz¯(G(ia)) is defined and has
π1(πia(z¯)) 6= π0(πia(z¯)). We then call R(w) acceptably ramified at (x¯, i)
if ∑
x∈x̂(∅)
β(x, x0) ◦ ψ|S|+1
(
R(w), x
)
(σπi(x¯)) = φz¯(σπi(x¯)).
We can now define our additive-restrictive system.
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Definition 3.5. Take P to be an additive-restrictive input as above, and
take all notation as in Definition 3.4. Choose j1, j2 ≤ n0; on the Selmer
side, we assume that j1 is less than j2. We will define an additive-restrictive
system A(j1, j2) = (Y S, Y
◦
S, FS, AS) as follows.
First, on the class side, take Y
◦
∅ (j1, j2) to be the set of x ∈ X on which
the natural pairings
2k−1Cl
∨
K(x)[2k] × 2k−1ClK(x)[2k] −→ F2
agree with the pairings Art(k) for each k in the range 1 < k < m. On the
Selmer side, take Y
◦
∅ to be the set of x on which the natural pairings
2k−1Sel
2k
E(x) × 2k−1Sel 2kE(x) −→ F2
agree with the pairings Ctp(k) for each k in the range 0 < k < m.
Next, choose S ⊆ [d]. We will now define a set Y ◦S(j1, j2) in Y S(j1, j2).
We have done this already for S empty. Next, if S is not contained in
S(j1, j2), or ifS has cardinality greater than |S(j1, j2)|−2, we take Y ◦S(j1, j2) =
Y S(j1, j2).
Now suppose S ⊂ S(j1, j2) with cardinality at most |S(j1, j2)| − 2. On
the class side, we say that x¯ ∈ Y S is in Y ◦S if we have the following:
• For j ≤ n|S|+1 other than j1, we have thatR(waj) is minimal at x¯.
• We have that R(waj1) agrees with G
(
ia(j1, j2)
)
at x¯.
• For j ≤ n|S|+1, we have thatR(waj) is acceptably ramifeid at (x¯, i)
for all i in S(j1, j2)− S.
On the Selmer side, we say that x¯ ∈ Y S is in Y ◦S if we have the following:
• For j ≤ n|S| other than j1, j2, we have that R(wj) is minimal at x¯.
• We have that R(wj1) agrees with G(ia(j1, j2)) at x¯.
• If |S| < m, then for j ≤ n|S| other than j2, we have that R(wj) is
acceptably ramified at (x¯, i) for all i in S(j1, j2)− S.
Suppose x¯ is in Y S(j1, j2) for some subset S of S(j1, j2) of cardinality at
most |S(j1, j2)| − 2. Then Proposition 2.5 and 2.6 imply that ψ(R(w), x¯)
or ψ(R(w), x¯)+φx¯(G(ia)) is a cocycle for each w considered in the above
definition. Call this cocycle ψ.
On the class side, ψ is a quadratic character. The acceptable ramification
conditions prevent ψ from being ramified at any prime in πS(x¯), so it is an
unramified character over anyK(x) with x ∈ x̂(∅). As rk(R(w))(x) > |S|
for each x ∈ x̂(∅), and from the local triviality assumptions we made in part
(5) of Definition 3.4, we find that ψ is trivial over any K(x) at all primes
whereK(x)/Q ramifies besides those in πS(x). If ψ is trivial overK(x) at
all primes in πS(x), we then have that ψ corresponds to an element ofD
∨
(2).
We have |S| bits describing the behavior at πS(x), and an element in D∨(2)
2
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can be described with n2 + 1 bits. Finally, acceptable ramification can be
described with |S(j1, j2)− S| bits. The conditions of each of these bits are
additive, and we have one set of conditions for each of the n2 vectors waj ,
so we can take Y
◦
S(j1, j2) to be the kernel of some additive map
Y S(j1, j2)→ (Z/2Z)n2(n2+m+2).
On the Selmer side, ψ can be thought of as a pair of quadratic characters.
The cocycle is unramified at all primes in πS(x¯). Choose some x ∈ x̂(∅). If
ψ is trivial at all the primes in πS(x), we find that ψ is a 2-Selmer element
(again using part (5) of Definition 3.4 if necessary). Each local condition
is described with two bits, and it takes n1 + 2 bits to describe an element
in D(1). Finally, acceptable ramification can be described with two bits at
each i in S(j1, j2)− S. This gives a set of n1 + 2m+ 6 bits to describe the
conditions accrued from one wj . Varying j in [n1] − {j2}, we see we can
take Y
◦
S(j1, j2) to be the kernel of some additive map
Y S(j1, j2)→ (Z/2Z)(n1−1)(n1+2m+6).
This defines the additive-restrictive sequence associated with (j1, j2).
Proposition 3.6. Take P to be an additive-restrictive input defined either
with respect to an elliptic curve or imaginary quadratic field, and choose
someA(P)(j1, j2) as defined above. Take S = S(j1, j2), and take x¯ ∈ XS.
Suppose that, for each i in S, there is some z¯i ∈ x̂(S − {i}) so that
z¯i ∈ Y ◦S−{i}
(
A(P)(j1, j2)
)
.
Then x̂(∅) is a subset of Y ◦∅ . Furthermore, write (p0b, p1b) for πib(x¯) and ia
for ia(j1, j2). Then, on the class side, we have∑
x∈x̂(∅)
[
L
(
ψm(R(waj3), x)
)
/K(x)
wbj4(x)
]
=
{
φz¯ib (G(ia))
(
Frob(p0b) · Frob(p1b)
)
if (j3, j4) = (j1, j2)
0 otherwise
for all j3, j4 ≤ nm. On the Selmer side, we instead have∑
x∈x̂(∅)
〈
ψm(R(wj3), x), wj4(x)
〉
CT
=
{
φz¯ib (G(ia))
(
Frob(p0b) · Frob(p1b)
)
if (j3, j4) = (j1, j2)
0 otherwise
for j3 < j4 ≤ nm.
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Proof. Take x0 to be the element of x̂(∅) not in any z¯i. We first need to
check that the Cassels-Tate pairings or Artin pairings corresponding to x0
is given by Ctp(k) or Art(k) for k < m. On the class side, we do this by
considering the value of these pairings on each (waj3 , wbj4) or, for j4 = j2,
on (waj3 , tb +wbj2). The value of the pairing at these tuples determines the
pairing everywhere by bilinearity. But, given the minimality restrictions on
the R(w), we see that the first part of Theorem 2.8 implies that the Artin
pairings for k < m at x0 equal the sum of the Artin pairings at all other
vertices in x̂(∅). This is enough to give that x0 is in Y ◦∅ .
The pairings at k = m follow similarly except at (waj1, tb + wbj2). At
this tuple, though, the second part of the theorem applies, and we get the
claimed result on the Artin pairing.
On the Selmer side, we can follow the same argument, finding the sum
of the Cassels-Tate pairing over x in x̂(∅). We again use pairs of the form
(wj3, wj4) and (wj3, t2 + wj2); we can assume that j3 and j4 are both not
equal to j2. We see that it is enough to prove that the Cassels-Tate pairing
behaves as we expect on pairs of this form since the pairing is alternating.
Theorem 2.9 then gives us that x0 is in Y
◦
∅ and that the sum of the Cassels-
Tate pairing at levelm over x ∈ x̂(∅) obeys the given formula. 
4. RAMSEY-THEORETIC RESULTS
In Proposition 3.6, we found a condition on x¯ ∈ XS under which the sum∑
x∈x̂(∅)
〈
ψm(R(wj3), x), wj4(x)
〉
CT
∈ F2
was determined by an Artin symbol in the field of definition of some gov-
erning expansion, with an analogous form found on the class side. This
information is not enough to determine the value of the pairing at any par-
ticular x ∈ x̂(∅). However, if we have enough choices of x¯ where we can
find this sum, we can still usually prove that the value of the pairing is
forced to be 1 on about half the vertices in Y
◦
∅ .
The first question is whether there is even one choice of such a x¯ whose
vertices lie in Y
◦
∅ . This is a question in Ramsey theory; we can prove that
such a x¯ exists if Y
◦
∅ is large enough. This is the r = 2 case of the following
proposition.
Proposition 4.1. Take d ≥ 2 to be an integer, take 2−d−1 > δ > 0, and take
X1, . . . , Xd to be finite sets with cardinality at least n > 0. Suppose that Y
is a subset of X = X1 × · · · ×Xd of cardinality at least δ · |X|. Then, for
2
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any positive r satisfying
r ≤
(
log n
5 log δ−1
)1/(d−1)
,
there exists a choice of sets Z1, . . . , Zd, each of cardinality r, such that
Z1 × · · · × Zd ⊆ Y.
Proof. We can find subsetsX ′i of theXi so |X ′i| = n and so Y has density at
least δ inX ′1× · · ·×X ′d. Because of this, we can without loss of generality
assume that X1, . . . , Xd have cardinality exactly n.
For any positive integers d and r and any Y ⊂ X , write N(r, Y ) for
the number of ways of choosing subsets Zi of Xi for all i ≤ d, each of
cardinality r, so that Z1×· · ·×Zd ⊂ Y . WriteNd(n, r, δ) for the minimum
ofN(r, Y ) over all Y of cardinality at least δ ·|X|. To prove the proposition,
we will show that for d > 0, δ > 0, and n ≥ r ≥ 2 satisfying
(4.1) (2−d−1δ)2r
d−1 · nr−1 ≥ 1,
we have
(4.2) Nd(n, r, δ) ≥ (2−d−1δ) r
d+1−r
r−1
nrd
(r!)d
.
The condition of the proposition is stricter than (4.1), so this will be suffi-
cient to show the proposition.
We prove the claim by induction. Setting d = 1, we find
N1(n, r, δ) ≥ (δn− r)
r
r!
For r ≤ 1
2
δn, this gives
N1 ≥ (δ/2)rn
r
r!
,
and this gives us the base case for (4.2).
Now consider the case of d > 1, and choose Y with N(r, Y ) minimal.
Take Xthick to be the subset of x ∈ X1 so that
Yx = Y ∩
({x} ×X2 × · · · ×Xd)
has density at least δ/2 in {x} ×X2 × · · · ×Xd. Xthick has density at least
δ/2 inX1.
Take Z to be the set of choices of subsets Z2, . . . , Zd, Zi ⊆ Xi such that
each Zi has cardinality r. We have
|Z | ≤ 1
(r!)d−1
nr(d−1).
For
z = (Z2, . . . , Zd) ∈ Z ,
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take nz to be the number of x ∈ Xthick such that Y contains
{x} × Z2 × · · · × Zd.
Then
Nd(n, r, δ) = N(r, Y ) ≥
∑
z∈Z
nz≥r
1
r!
(nz − r)r ≥
∑
z∈Z
1
2rr!
nr
z
− r
r
r!
.
We have∑
z∈Z
nz ≥ |Xthick| ·Nd−1(n, r, δ/2) ≥ δ
2
n(2−d−1δ)
rd−r
r−1
nr(d−1)
(r!)d−1
so ∑
z∈Z nz∑
z∈Z 1
≥ δ
2
n(2−d−1δ)
rd−r
r−1 ≥ 4n(2−d−1δ) r
d−1
r−1 .
With Cauchy-Schwarz, we then get
Nd(n, r, δ) ≥ n
r(d−1)
(r!)d−1
(
−r
r
r!
+
1
2rr!
4rnr(2−d−1δ)
rd+1−r
r−1
)
.
But, for r ≥ 2,
rd+1 − r
r − 1 ≤ 2r
d,
so (4.1) implies
Nd(n, r, δ) ≥ (2−d−1δ) r
d+1−r
r−1
nrd
(r!)d
,
as claimed. This is thus true for all d by induction, proving the proposition.

As a first consequence of this proposition, we will show that, if a subset
Z of X is large enough, then a function from Z to F2 with “generic dif-
ferential” will typically be 1 on about half of Z. The next definition and
proposition formalize this notion.
Definition 4.2. Take X1, . . . , Xd to be disjoint finite nonempty sets, and
takeX to be their product. Choose a nonempty subset S of [d] of cardinality
at least two, and choose some Z ⊆ X so π[d]−S(Z) is a point. Taking F to
be a function from Z to F2, we define a function
dF :
{
x¯ ∈ XS : x̂(∅) ⊆ Z
} −→ F2
by
dF (x¯) =
{∑
x∈x̂(∅) F (x) if |x̂(∅)| = 2|S|
0 otherwise.
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Write GS(Z) for the image of this map d. In addition, for ǫ > 0, write
GS(ǫ, Z) for the set of g ∈ GS(Z) expressible in the form g = dF for some
F that equals 1 on more than (0.5 + ǫ)|Z| or fewer than (0.5− ǫ)|Z| points
in Z.
Proposition 4.3. Taking X and Z as in the previous definition, choose δ >
0 so that
|Z| ≥ δ · |πS(X)|.
Suppose |Xi| ≥ n for each i ∈ S. Then, for ǫ > 0,
|GS(ǫ, Z)|
|GS(Z)| ≤ exp
(
|πS(X)| ·
(
−δǫ2 + 2|S|+2 · n−1/2|S|
))
.
Proof. Take Z ′ to be a maximal subset of Z so that there is no z¯ ∈ XS
satisfying |ẑ(∅)| = 2|S| and ẑ(∅) ⊆ Z ′. We see that the kernel of the map
d : FZ2 → GS(Z) then has size at most 2|Z′|. From applying (4.1) with
r = 2, we also have
|Z ′| ≤ |πS(X)| · 2|S|+2 ·N−1/2|S| .
Then we must have
|GS(Z)| ≥ 2|Z| · exp
(
−|πS(X)| · 2|S|+2 ·N−1/2|S|
)
On the other hand, from Hoeffding’s inequality, the number of F equal-
ing 1 on more than (0.5 + ǫ)|Z| or fewer than (0.5 − ǫ)|Z| points in Z is
bounded by
2|Z|+1 exp
(− 2ǫ2|Z|)
by Hoeffding’s inequality [19, Theorem 1]. Then GS(ǫ, Z) is bounded by
|GS(ǫ, Z)| ≤ 2|Z| exp
(− 2ǫ2|Z|).
Taking ratios of these estimates then gives the result. 
We run into two issues when we try to apply Proposition 4.3 directly to
Proposition 3.6. The first is that we do not a priori have any control on the
form of Z = Y
◦
∅ . We can restrict an element of GS(πS(XS)) to GS(Z),
but the preimages of the various GS(ǫ, Z) will depend on the choice of Z.
Furthermore, in the context of Proposition 3.6, it is not enough that x̂(∅) lie
in Y
◦
∅ to conclude dF (x¯) = g(x¯) for the relevant F and g; we must have
instead that x̂(T ) meet Y
◦
T for each proper T in S.
Fortunately, thanks to the structure already found for additive-restrictive
systems, both of these issues can be solved with a little more work. First,
we have a regularity condition on Y
◦
∅ proved in Proposition 3.6, where we
found that x0 could be proved to be in this set by finding a nice cube x¯ ∈
XS with all other vertices in this set. Because of this, we do not need to
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consider all possibleZ. Furthermore, thanks to Proposition 3.2, we can find
a minimal density for Y
◦
S in terms of the density of Y
◦
∅ , and this is enough
to circumvent the second issue. The end result is the following proposition.
Proposition 4.4. There is an absolute positive constant A so that we have
the following:
Take X and S as in the the previous definition. For a ≥ 2 and ǫ > 0,
define
GS(ǫ, a, X)
to be the set of g ∈ GS
(
πS(XS)
)
for which there is some Z ⊆ X , some
F : Z → F2, some additive restrictive system A onX , and some subset ZS
of XS so that
• The image of Z under π[d]−S is a point.
• For each T ⊆ S, we have |AT (A)| ≤ a.
• If x¯ is in ZS, then x̂(∅) ⊆ Z and
dF (x¯) = g(x¯).
• We have equalities
ZS =
⋂
T(S
{
x¯ ∈ XS : x̂(T ) ∩ Y ◦T (A) 6= ∅
}
and
Z = Y
◦
∅ (A).
• The function F is 1 on more than 0.5|Z| + ǫ|πS(X)| or fewer than
0.5|Z| − ǫ|πS(X)| of the points in Z.
Write n formini∈S |Xi|. Then, if ǫ is less than a−1 and
(4.3) logn ≥ A · 6|S| log ǫ−1,
we have |GS(ǫ, a, X)|
|GS(πS(XS))| ≤ exp
(− |πS(X)| · n−1/2).
Proof. Consider a function g coming from F , Z, and A as in the proposi-
tion. For any x0 ∈ Z, define Z(x0) as the set of x in Z for which there is
some x¯ ∈ XS with x, x0 ∈ x̂(∅) such that, if T is a proper subset of S and
y¯ is an element of x̂(T ) that contains the vertex x0, then y¯ is in Y
◦
T . From
Proposition 3.2, we see that there is some sequence x1, . . . , xr of points in
Z so that
(4.4) Z(xj)− Z(xj−1)− · · · − Z(x1)
has density at least (0.5 · a−1ǫ)3|S| ≥ ǫ3|S|+1 for j ≥ 1 and so that the
complement
Z − Z(xr)− · · · − Z(x1)
2
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has density at most ǫ/2 inW . Each Z(xj) is determined by the sequence of
structures
Z(xj) ∩ π−1S−{i}(xj)
as i varies through S; this info can be specified by
|πS(X)| ·
∑
i∈S
1
|Xi| ≤ |πS(X)| · |S| · n
−1
bits. There are at most ǫ−3
|S|+1
elements xj , so, given x1, . . . , xr the info of
all the Z(xj) can be specified with at most
ǫ−3
|S|+1|πS(X)| · |S| · n−1
bits. Writing Z ′(xj) for the expression (4.4), we find that there must be a j
so that F equals 1 on at least
|Z ′(xj)| · 0.5(1 + ǫ)
vertices in Z ′(xj).
The conditions on Z ′(xj) imply that, if x is in Z ′(xj), then there is a cube
x¯ ∈ XS with x, xj ∈ x̂(∅) such that dF (x¯) = g(x¯). Using the additivity
of dF and g we find then that, if x¯ ∈ XS has x̂(∅) contained in Z ′(xj),
then dF (x¯) = g(x¯). Then Proposition 4.3 implies that the number of g in
GS(ǫ, a, X) corresponding to this choice of Z
′(xj) is bounded by
|GS(πS(XS))| · exp
(
|πS(XS)| ·
(
−ǫ4+3|S|+1 + 2|S|+2 · n−1/2|S|
))
.
For sufficient A, we use (4.3) to bound this by
|GS(πS(XS))| · exp
(
−|πS(XS)| · ǫ5+3|S|+1
)
.
Summing this over all possible choices of the (x1, . . . , xr), over all choices
of the Z(xi), and over all the choices of j, we find that the ratio being esti-
mated by the proposition is bounded by
r|πS(XS)|r exp
(
|πS(XS)| ·
(
−ǫ5+3|S|+1 + ǫ−3|S|+1N−1|S|
))
.
For sufficient A, this is less than
r|πS(XS)|r exp
(
−|πS(XS)| · ǫ6+3|S|+1
)
.
If A is sufficiently large, we find that n−1/2 > log |πS(XS)|/|πS(XS)|, and
the ratio is bounded by
exp
(
−|πS(XS)| · ǫ7+3|S|+1
)
,
which is within the bounds of the proposition for sufficient A. 
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5. PRIME DIVISORS AS A POISSON POINT PROCESS
Take N to be a large real number, and take n to be a positive integer cho-
sen uniformly from [1, N ]. Taking p1 < · · · < pr to be the prime divisors
of n, it is commonly understood that the values log log pi behave more or
less like random variables uniformly chosen from the interval [0, log logN ].
This model breaks down for the prime divisors near the endpoints of the in-
terval, but it is otherwise fairly robust (see [11], for example).
This is a very convenient model to have. In order for our argument to
apply to an integer n, we need there to be some i ≥ √r with
log log pi+1 − log log pi ≥ log log log pi+1 + 1
2
log log log logN
that obeys some technical conditions, so we rely on the fact that most inte-
gers have a gap this large. It is far easier to prove that such a gap usually
exists by working in the corresponding Poisson point process than by di-
rectly dealing with the prime factors.
In proving the model, the key object to understand is
Ik(u) =
∫
t1,...,tk≥1
t1+···+tk≤u
dt1
t1
. . .
dtk
tk
where u > 1 and k ≥ 1. This integral dates back to Ramanujan, with recent
work done by Soundararajan [25]. We clearly have
Ik(u) ≤
(∫ u
1
dt
t
)k
= (log u)k.
Our first result is a better estimate for this integral.
Lemma 5.1. For u ≥ 3 and k ≥ 1, we have∣∣∣∣Ik(u)− e−γαΓ(1 + α)(log u)k
∣∣∣∣ = O((α + 1)(log u)k (log log u)3log u
)
where α = k/ log u, γ is the Euler-Mascheroni constant, and the implicit
constant is absolute.
Next, we give three properties a well-behaved sample of points on an
interval should have. We have given these properties the names comfortable
spacing, regularity, and extravagant spacing.
Definition. Take L > 2, take n to be a positive integer satisfying |L −
n| < L3/4, and take X1, . . . , Xn to be independent random variables, each
distributed uniformly on [0, L]. For i ≤ n, take U(i) to be the ith order
statistic of this sample set; that is, take U(i) to be value of the i
th smallest
Xi.
2
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• For δ > 0 and 0 ≤ L0 < L, we call the sample δ-comfortably
spaced above L0 if, for all i < n such that U(i) ≥ L0, we have
U(i+1) − U(i) ≥ δ exp(−U(i)).
• For C0 > 0, we call the sample C0-regular if, for all i ≤ n,∣∣U(i) − i∣∣ < C1/50 ·max(i, C0)4/5.
• We call the sample extravagantly spaced if, for somem ≥ √n, we
have
exp(U(m)) ≥ U(m) · (logL)1/2 ·
(
m−1∑
i≥1
exp(U(i))
)
.
Proposition 5.2. TakeX1, . . . , Xn to be a sample as in the above definition.
(1) For δ > 0 and 0 ≤ L0 < L, the probability that this sample is not
δ-comfortably spaced above L0 is bounded by
O(δ · exp(−L0))
with absolute implicit constant.
(2) There is a positive constant c so that, for C0 > 0, the probability
that this sample is not C0-regular is bounded by
O( exp(−c · C0))
with absolute implicit constant.
(3) There is a positive constant c so that the probability that the sample
is not extravagantly spaced is bounded by
O
(
exp
(
−c ·
√
logL
))
with absolute implicit constant.
Once this result is proved, we can move on to its number theoretic ana-
logue. For N,D positive real numbers and r a positive integer, we define
Sr(N,D) to be the set of squarefree positive integers less than N with ex-
actly r prime factors and no prime factors less than D.
Definition 5.3. Take N > 30 and D > 3 to be real numbers satisfying
(logN)1/4 > logD, and take r to be a positive integer satisfying
(5.1)
∣∣∣∣r − log( logNlogD
)∣∣∣∣ ≤ log( logNlogD
)2/3
.
For n ∈ Sr(N,D), write (p1, . . . , pr) for the primes dividing n in order
from smallest to largest.
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• For δ > 0 and D1 > D, we call n comfortably spaced above D1 if,
for all i < r such that pi > D1, we have
4D1 < 2pi < pi+1.
• For C0 > 1, we call n C0-regular if, for all i ≤ 13r,
|log log pi − log logD − i| < C1/50 ·max(i, C0)4/5.
• We call n extravagantly spaced if, for somem in (0.5 · r1/2, 0.5 · r),
we have
(5.2) log pm ≥ log
(
log pm
logD
)
· (log log logN)1/2 ·
(
m−1∑
i≥1
log pi
)
.
Theorem 5.4. Choose N , D, and r as in the previous definition. Choose n
uniformly at random from the set Sr(N,D).
(1) ForD1 > 3, the probability that n is not comfortably spaced above
D1 is
O((logD1)−1)+O((logN)−1/2)
with absolute implicit constant.
(2) There is a positive constant c so that, for C0 > 0, the probability
that n is not C0 regular is
O( exp(−c · C0))+O (exp(−c(log logN)1/3))
with absolute implicit constant.
(3) There is a positive constant c so that the probability that n is not
extravagantly spaced is bounded by
O (exp (−c · (log log logN)1/2))
with absolute implicit constant.
5.1. Proof of Lemma 5.1.
Proof. The structure of our argument comes largely from [25]. We take a
branch of the logarithm that is holomorphic away from the nonpositive reals
and which is real on the positive reals. Following [25], we have
(5.3) Ik(u) =
1
2πi
∫ c+i∞
c−i∞
es
s
(∫ ∞
1
e−ts/u
t
dt
)k
ds
for any positive c. We recognize the inner integral as the exponential inte-
gral function E1(s/u), which can be rewritten for s/u off the negative real
axis as
E1(s/u) =
∫ ∞
s/u
e−z
z
dz,
2
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where the integral is along any path that does not cross the negative real
axis [1]. We also have
E1(s/u) = −γ − log s/u+
∞∑
n=1
(−s/u)n
n · n! .
If |s/u| < 1 and s/u is off the negative real axis, we find
|E1(s/u)| ≤ − log |s/u|+ A
with A some absolute constant. If |s/u| ≥ 1, we instead find
|E1(s/u)| ≤ |e−s/u|+ A.
From this, if u > k, we can write∫ c+i∞
c+iR
es
s
(
E1(s/u)
)k
ds =
∫ −∞+iR
c+iR
es
s
(
E1(s/u)
)k
ds
for R > 0. Choose |c+ iR| < u with R > eA. We have∣∣∣∣∫ −∞+iR
c+iR
es
s
(
E1(s/u)
)k
ds
∣∣∣∣ ≤ ∫ c−∞ e
t
R
((
e−t/u + A
)k
+ (log u)k
)
dt.
Assuming u > 2k and that u is greater than some constant determined from
A, and choosing c = 1, this is bounded by
O
(
1
R
(log u)k
)
.
for some choice of constant A > 0. Repeating this for negative R, we find∣∣∣∣Ik(u)− ∫ 1+iR
1−iR
es
s
(
E1(s/u)
)k
ds
∣∣∣∣ = O( 1R(log u)k
)
for R sufficiently large and |1 + iR| < u.
If z has positive real part, we also have
1
Γ(z)
=
1
2πi
∫ 1+i∞
1−i∞
ess−zds
(see [5, Ch. IX, Misc. Ex. 24]). Then
e−γα
Γ(1 + α)
=
1
2πi
∫ 1+i∞
1−i∞
es
s
e−α(log s+γ)ds.
For R > 1, we have∣∣∣∣∫ 1+i∞
1+iR
es
s
e−α(log s+γ)ds
∣∣∣∣ = ∣∣∣∣∫ −∞+iR
1+iR
es
s
e−α(log s+γ)ds
∣∣∣∣
≤
∫ 1
−∞
es
R
ds =
e
R
.
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Take R = log u and take s on the segment [1− iR, 1 + iR]. We have
(E1(s/u))
k = (log u)k
(
1− log s+ γ +O(s/u)
log u
)k
= (log u)k exp
(
−k log s+ γ
log u
+O
(
ks/u
log u
+
k log2 s
log2 u
))
= (log u)k exp
(
−k log s+ γ
log u
)
+ (log u)k · O
(
ks/u
log u
+
k log2 s
log2 u
)
Then, if R = log u and u > 2k is sufficiently large,
Ik(u) = (log u)
k e
−γα
Γ(1 + α)
+O
(
(log u)k ·
(
k · log3R
log2 u
+
1
R
))
,
within the bounds of the lemma. If u ≤ 2k or u is small, the lemma is
implied by Ik(u) ≤ (log u)k.

5.2. Proof of Proposition 5.2.
Proof of (1). For i, j ≤ n, the probability that Xi > L0 is less than Xj and
that the gapXj −Xi is uncomfortable is
1
L2
∫ L
L0
∫ Xi+δ·e−Xi
Xi
dXj dXi =
1
L2
∫ L
L0
δ · e−XidXi ≤ 1
L2
δ · e−L0 .
There are n(n−1) choices of the pair i, j, and this number isO(L2), so the
probability that some pair gives an uncomfortable gap is
O(δ · exp(−L0)).

Proof of (2). We note it is sufficient to show that there is a positive constant
A so that, for C0 ≥ 1, the probability that
(5.4)
∣∣U(i) − i∣∣ < A · C1/50 ·max(i, C0)4/5
does not hold for some i is bounded byO(exp(−C0))with absolute implicit
constant.
If C0 ≥ L, the proposition is trivial, so we assume C0 < L. We also
assume (L/C0)
1/5 is an integer. If it is not, we can rechoose C0 from the
interval [C0, 32C0] so that this is the case. For j > 1, define a sequence
αj = min
(
C0 · j5, L
)
.
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Take kj to be the number ofXi less than αj . We can think of kj as the result
of running kj+1 Bernoulli trials with success rate αj/αj+1. Then, for any j,
the probability that
(5.5)
∣∣∣∣kj − αjαj+1kj+1
∣∣∣∣ ≤√(C0 + j)kj+1
is not satisfied by the sample is bounded by exp(−C0 − j) by Hoeffding’s
inequality. Then the probability that this inequality is not satisfied some-
where is bounded by∑
j≥1
exp(−C0 − j) ≤ exp(−C0).
So suppose that (5.5) is satisfied for all j. We then claim that, with the
proper choice of constant A, the sample satisfies (5.4) at all i. First, we
claim that there is some positive constant B > 0 so that
(5.6)
∣∣∣kj − n
L
αj
∣∣∣ ≤ B · C1/50 · α4/5j .
for all j. This is clear if αj = L, as in this case kj = n.
We can then proceed by induction. Suppose (5.6) holds for all j > m
and that we wish to prove it for j = m. Then∣∣∣km − n
L
αm
∣∣∣ ≤ ∣∣∣∣km − αmαm+1km+1
∣∣∣∣ + αmαm+1
∣∣∣km+1 − n
L
αm+1
∣∣∣
≤
√
(C0 +m)km+1 +
(
m
m+ 1
)5
·B · C1/50 · α4/5m+1
=
√
(C0 +m)km+1 +
m
m+ 1
· B · C1/50 · α4/5m
To prove the inequality, we then just need
(5.7)
√
(C0 +m)km+1 ≤ 1
m+ 1
B · C1/50 · α4/5m .
The square value of the left hand side of (5.7) has upper bound(
C0 + m
) · (C0 ·m5 + B · C0 · (m+ 1)4),
which can be expanded to a sum of four monomials. The square value of
the right hand side of (5.7) has lower bound
1
4
B2 · C20 ·m6.
For each of the four monomials from the left hand side, we can choose B0
so that the monomial is bounded by
1
16
B2 · C20 ·m6
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if B > B0. For example,
C0 ·m6 ≤ 1
16
B2 · C20 ·m6
holds for B0 ≥ 4. If B is greater than each B0, then (5.7) necessarily holds,
finishing the induction step. Then (5.6) holds for allm.
We now turn to (5.4). If i ≤ k1, we have∣∣U(i) − i∣∣ ≤ α1 + k1 = O(C0),
in the bound of the inequality. Now, suppose i > k1. Then i is in some
interval (kj , kj+1]. We have∣∣U(i) − i∣∣ = max (U(i) − i, i− U(i))
≤ max (αj+1 − kj, kj+1 − αj)
≤ |αj − αj+1|+max
( |αj − kj| , |αj+1 − kj+1| )
We can bound αj+1 − αj by O(j4 · C0). Using i ≥ αj , we find
αj+1 − αj = O
(
C
1/5
0 · i4/5
)
.
Using (5.6) and the estimate L
n
= 1 +O(L−1/4), we also have
max
( |αj − kj| , |αj+1 − kj+1| ) = O (C1/50 · i4/5) .
Then (5.4) is satisfied for some sufficiently large constant A, giving the
part. 
Proof of (3). For the third part, we note that we can assume that L is larger
than some arbitrarily large positive constant L0. Define sequences
kj = ⌊4−k · n⌋ and k′j = ⌊0.5 · 4−k · n⌋
for j ≥ 0. TakeM to be the maximalM such that kM+1 ≥
√
n. Suppose
u0 > u1 > · · · > uM+1.
is a sequence of real numbers such that u0 = L and such that
|uj − kj| ≤ k5/6j
if j ≤M + 1. We say a sample obeys conditionU if U(kj) equals uj for all
j ≤M + 1.
Form ≥ √n in the interval (k′j, kj], we say that Em is satisfied if
U(m) − U(m−1) ≥ log 2 + log kj + 1
2
log logL.
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We say further that E ′m is satisfied if
exp(U(m)) ≥ 2 · U(m) · (logL)1/2 ·
 m−1∑
i>kj+1
exp(U(i))
 .
Finally, we say that Rm is satisfied if
U(m) ≥ 3
2
U(kj+1).
Form as above, we have
P
(
Em
∣∣U) = (1− log 2 + log kj + 12 log logL
uj − uj+1
)kj−kj+1−1
≥
(
1− log 2 + log kj +
1
2
log logL
3
4
kj − 2k5/6j
) 3
4
kj−1
≥ exp
(
− log 2− log kj − 1
2
log logL− o(1)
)
≥ e
−o(1)
2 · kj ·
√
logL
≥ 1
3 · kj ·
√
logL
for a sufficiently large choice of L0.
Next, we note that there is a small positive constant c1 so that, for suffi-
ciently large L,
P
(
Rm
∣∣U) ≥ 1− e−c1·kj
This is an easy consequence of Hoeffding’s inequality. We also see that
P
(
E ′m
∣∣U, Rm, Em) ≥ Im−kj+1(exp(0.5 · uj+1))
(0.5 · uj+1)m−kj+1 .
Via Lemma 5.1, for sufficient L0, this can be bounded from below by some
small positive constant c2. Then
P
(
E ′m
∣∣U) ≥ c2
3 · kj ·
√
logL
− e−c1·kj .
For sufficient L0, this is bounded by
c2
4 · kj ·
√
logL
.
We say that Tj is satisfied if Em is satisfied for some m in (k
′
j, kj], and
we say T ′j is satisfied if E
′
m is satisfied for somem in this interval. Then we
have
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P
(
Tj
∣∣U) = O( 1√
log kj
)
.
For sufficient L0, this is bounded from above by 0.5. At the same time, we
have
P
(
T ′j
∣∣U) ≥ kj∑
m>k′j
P
(
E ′m
∣∣U, Em+1, . . . , Ekj) · P (Em+1, . . . , Ekj ∣∣U)
≥
kj∑
m>k′j
P
(
E ′m
∣∣U) · P (Tj ∣∣U)
≥ c2(kj − k
′
j)
8 · kj ·
√
logL
≥ c3√
logL
for a sufficiently small constant c3.
Given U, the T ′j are independent events. Therefore, given U, the proba-
bility that none of the T ′j are true for j ≤ M is at most(
1− c3√
logL
)M
= O
(
exp
(− c ·√logL))
for a sufficiently small constant c.
Now, if our sample is logL-regular, then the U(kj) will all be within k
5/6
j
of kj for sufficiently large kj . Then the probability that the sample is not
logL-regular or that no T ′j holds is at most
O (exp(−c · logL))+O
(
exp
(− c ·√logL)) = O (exp (− c ·√logL)) .
If the sample is logL-regular, we find that
exp(U(k′j)) ≥ 2 · U(kj) · (logL)1/2 ·
 ∑
i≤kj+1
exp(U(i))

is true for all j ≤ M if L0 is sufficiently large. Assuming this, we find that
E ′m implies that
exp(U(m)) ≥ U(m) · (logL)1/2 ·
(
m−1∑
i=1
exp(U(i))
)
.
Because of this, if L0 is sufficiently large, and if the sample is logL-regular
and satisfies T ′j for some j ≤ M , we must have that the sample is extrava-
gantly spaced. This gives the proposition. 
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5.3. Proof of Theorem 5.4. For positive x, we define
F (x) =
∑
p≤x
1
p
,
the sum being over the primes no greater than x.
Using the prime number theorem, we know there are constants A, c > 0
so that, for all x ≥ 1.5,∣∣F (x)− log log x− B1∣∣ ≤ A · e−c√log x,
where B1 is the Mertens’ constant.
With this in mind, suppose that T is a collection of tuples of primes of
length r. We define Grid(T ) ⊆ Rr to be the union⋃
(p1,...,pr)∈T
∏
i≤r
[
F (pi)− 1
pi
−B1, F (pi)−B1
]
.
Now suppose V ⊆ Rr contains
log log T =
{
(log log p1, . . . , log log pr) : (p1, . . . , pr) ∈ T
}
For (x1, . . . , xr) ∈ Rk, we define
τ(x1, . . . , xr)
=
∏
i≤r
[
xi −A1 · exp(−c · exi/2), xi + A1 · exp(−c · exi/2)
]
.
We then define
V big =
⋃
x∈V
τ(x)
and
V small = {x ∈ R≥(−B1)r : τ(x) ⊆ V },
where R≥(−B1) is the set of reals ≥ −B1.
For a proper choice of the constantsA1 and c, we then see that, if T is the
maximal set of prime tuples such that log log T is contained in V , we have
(5.8) V small ⊆ Grid(T ) ⊆ V big.
This equation is extremely useful, as we have
Vol
(
Grid(T )
)
=
∑
(p1,...,pr)∈T
1
p1 · · · · · pr .
For example, for u a positive real and r a positive integer, take Vr(u) ⊆
Rr to be the set of (x1, . . . , xr) satisfying
ex1 + · · ·+ exr ≤ u.
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We see that
exp
(
x+ A1 exp(−c · ex/2)
)− exp(x) ≤ κ
for some κ depending on A1 and c but not x. Then Vr(u)
big is contained in
Vr(u+ rκ), while Vr(u)
small contains
Vr(u− rκ) ∩ R≥(−B1)r.
At the same time, we see that
Vol (Vr(u) ∩ R≥(B)r) = Ir(e−Bu).
Thus, for N,D > 0 and r a positive integer, we have
Ir
(
logN − rκ
exp(F (D)−B1)
)
≤
∑
p1,...,pr>D
p1·····pr<N
1
p1 · · · · · pr ≤ Ir
(
logN + rκ
exp(F (D)− B1)
)
.
From this, if r2 < A logN for some appropriate constantA and log logN−
F (D) +B1 > 1, we can calculate∑
p1,...,pr>D
p1·····pr<N
1
p1 · · · · · pr = Ir
(
logN
exp(F (D)−B1)
)
+O
(
r2
logN
· ( log logN − F (D) +B1)r−1) .
We call this sum Fr(N,D).
Choose ǫ > 0. We restrict to the case that that log logN > (1 +
ǫ) log logD ≥ 0, that the ratio
u =
logN
exp(F (D)−B1)
is at least 3, and that
ǫ · r < log u < ǫ−1 · r.
We define
Gr(N,D) =
∑
p1,...,pr>D
p1·····pr<N
log(p1 · · · · · pr)
and
Hr(N,D) =
∑
p1,...,pr>D
p1·····pr<N
1.
We claim that, subject to the restrictions above, we have
(5.9) Gr(N,D) = rN · Ir−1(u) +O
(
N
logN
(log u)r+3
)
2
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and
(5.10) Hr(N,D) =
rN
logN
· Ir−1 (u) +O
(
N
log2N
(log u)r+3
)
with implicit constants depending only on ǫ.
To see this, we calculate
Gr(N,D) = r
∑
p1,...,pr−1>D
P<N/D
N/P∑
p>D
ln p
= r
∑
p1,...,pr−1>D
P<N/D
NP−1
(
1 +O(e−c√logN/P ))−∑
p<D
ln p,
= rN · Fr−1(N/D,D)− r ·Hr(N/D,D) ·
∑
p<D
ln p
+O
(
rNe−c
√
logD
(
Fr−1(N,D)− Fr(N0, D)
)
+ rNe−c
√
logN/N0Fr(N0, D)
)
for any choice of N > N0 > D, where we write P for p1 · · · · · pr−1.
Choosing N0 = Ne
−(c−1 log logN)2 fits this term into the error term of (5.9).
The bounds on N and D allow us to put Fr(N,D) − Fr(N/D,D) in the
error term, and we can then estimate Fr(N,D) as above.
We note that, even without the assumptions onN,D, the above argument
gives
Gr(N,D) = O
(
rN · Fr−1(N,D)
)
.
Then we can calculate
Hr(N,D) =
Gr(N,D)
logN
+
∫ N
D
Gr(x,D)dx
x log2 x
=
Gr(N,D)
logN
+O
(∫ N
D
rx · Fr−1(N,D)dx
x log2 x
)
=
Gr(N,D)
logN
+O
(
rN
log2N
(log u)r−1
)
.
From this we get the two equations.
We see thatHr(N,D)/r! is a slight overestimate for the size of Sr(N,D),
with a correction term needed for nonsquarefree integers. This term is of
relative size at most
O
(∑
p>D
1
p2
)
= O (1/D)
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compared to the main term; there is a constant D0 so that, for D > D0, we
have
|Sr(N,D)| ≥ 1
2 · r!Hr(N,D)
for N,D, r as above. Then, from
1
2 · r!Hr
(
N, max(D, D0)
) ≤ |Sr(N,D)| ≤ 1
r!
Hr(N,D),
we have the following proposition.
Proposition 5.5. Take 1 > ǫ > 0, and suppose N,D are real numbers
satisfying
log logN > (1 + ǫ) log logD > 0
and that r is a positive integer satisfying
1 ≤ ǫ · r ≤ log u ≤ ǫ−1 · r
where u = logN
exp(F (D)−B1) . Then there are positive constants C, c depending
only on ǫ such that
c · N
logN
(log u)r−1
(r − 1)! <
∣∣Sr(N,D)∣∣ < C · N
logN
(log u)r−1
(r − 1)!
for all sufficiently large N .
Taking ǫ, N , D, and r as in this proposition, and taking k ≤ r, we define
Sr, k(N,D)
to be the subset of Sr(N,D) of elements n with exactly k prime divisors
smaller than
N1 = exp
(√
logN · exp(F (D)−B1)
)
.
Proposition 5.6. Given ǫ, N , D, and r as above, the density of the set⋃
|r−0.5k|>r2/3
Sr, k(N,D)
in Sr(N,D) is bounded by
O (exp(−c(log logN)1/3))
for some c > 0, with c and the implicit constant depending only on ǫ.
Now suppose |0.5r − k| ≤ r2/3, and suppose that T1 and T2 are col-
lections of tuples (p1, . . . , pk) of distinct primes less than N1 in increasing
order. Writing Sr(N,D, T ) for the subset of n in Sr, k(N,D) whose k small-
est prime factors (p1, . . . , pk) lie in T , we have∣∣Sr, k(N,D, T1)∣∣∣∣Sr, k(N,D, T2)∣∣ = O
(
Vol
(
Grid(T1)
)
Vol
(
Grid(T2)
))
2
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with the implicit constant depending only on ǫ.
Proof. We have
|Sr, k(N,D)| =
∑
D<p1<···<pk<N1
∣∣∣∣Sr−k ( Np1 · · · · · pk , D
)∣∣∣∣ .
If we chooseN to be large enough, the conditions on this force Nk1 <
√
N .
This means the ratio of (log logN − F (D) + B1)r−1 and (log logN/P −
F (D) + B1)
r−1 is bounded by some absolute constant for any choice of
P = p1 · . . . pk. The same is true of the ratio of logN and logN/P . Then
there are constants c, C > 0 depending only on ǫ such that
(5.11) c · 1
P
|Sr(N,N1)| < |Sr(N/P,N1)| < C · 1
P
|Sr(N,N1)|
for sufficient N . From this, we find
|Sr, k(N,D)| = O
(
N
logN
2−r−1(log logN − F (D))r−1
(r − k + 1)!k!
)
for r > k. Hoeffding’s inequality gives the first part of the proposition if
we remove the case r = k from the union. The case r = k is insignificant,
with its contribution necessarily limited by N r1 , so we have the first part of
the proposition. The second part of the proposition is just a recast of (5.11)
in terms of the corresponding statements for Sr, k(N,D), and we have the
proposition. 
With this proposition, parts two and three of Theorem 5.4 are straightfor-
ward. First, we restrict to considering Sr, k(N,D) with |k − 0.5r| ≤ r2/3.
We need not consider other k, as the union of all other Sr, k(N,D) fits in the
error bound.
Take T2 to be the set of k-tuples of distinct primes from the interval
(D,N1). We find
Vol(Grid(T2)) ≥ c(log logN1 − log logD)k.
For part (2), take T1 to be the set of non-C0-regular prime tuples in T2. The
biggification of the grid of T1 consists of samples that are not C0−κ regular
for some constant κ > 0 not depending on C0. From Proposition 5.2, we
then find that the volume of this bigification is bounded by
O (exp(−c · C0) · (log logN1 − log logD)k) .
Then Proposition 5.6 gives the part.
For part (3), take T1 to be the set of prime tuples so, form > k
1/2,
log pm ≤ log
(
log pm
logD
)
· (log log logN)1/2 ·
(
m−1∑
i≥1
log pi
)
.
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The bigification of this grid consists of tuples (x1, . . . , xk) so, form > k
1/2,
exm ≤ Axm · (log log logN)1/2 ·
(
m−1∑
i=1
exi
)
for some absolute constant A. Repeating part (3) of the proof Proposition
5.2 to take account of the A, we find that the volume of this bigification is
O (exp (− c · (log log logN)1/2) · (log logN1 − log logD)k) .
Then Proposition 5.6 gives the part.
For the first part of the theorem, we opt to start from scratch. The number
of uncomfortably spaced examples is bounded by
N∑
p>D1
2p∑
q>p
|Sr−2(N/pq, D)|
We can restrict this to the case that p < N1/4 and p ≥ N1/4. The former
case has size boundable by
O
(
|Sr−2(N, D)| ·
N∑
p>D1
2p∑
q>p
1
pq
)
= O (|Sr(N, D)| · (logD1)−1)
The sum over p ≥ N1/4 can be bounded by O(N/ logN), so we have the
result if we can show
(log logN − F (D) +B1)r−1
(r − 1)! ≥
√
logN
for all sufficiently large N . This is a simple consequence of (5.1) and the
restriction logD < (logN)1/4, and we have the theorem. 
6. EQUIDISTRIBUTION OF LEGENDRE SYMBOLS
From elementary work of Re´dei and Reichardt [22], we know that the
rank of the 4-class group of a quadratic field with discriminant ∆ can be
determined from the kernel of a matrix of Legendre symbols
(
d
p
)
, where
d varies over the divisors of ∆ and p varies over the odd prime divisors of
∆. For quadratic twists of elliptic curves E with full two torsion and no
rational cyclic subgroup of order four, we can also give the 2-Selmer rank
as the kernel of a certain matrix of Legendre symbols.
In [26], under the assumption that the associated Legendre symbol ma-
trices were uniformly distributed among all posibilites, Swinnerton-Dyer
found the distribution of 2-Selmer ranks among the set of all twists. Kane
then proved that the actual distribution of Selmer ranks agreed with the dis-
tribution found by Swinnerton-Dyer [15]. In contrast to the work of Fouvry
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and Klu¨ners on 4-class groups [8] and the work of Heath-Brown on the
congruent number problem [12], Kane’s work relied on the fact that the
distribution over Legendre symbol matrices had already been found, thus
streamlining the argument in a way that hadn’t previously been possible.
However, in line with the prior papers, Kane’s eventual argument was that
the moments of the 2-Selmer groups were consistent only with the claimed
distribution.
As an alternative to Kane’s approach, we can prove Swinnerton-Dyer’s
assumption is correct. If we set up our sets of integers correctly, we can
prove that the matrices of Legendre symbols are essentially equidistributed;
this is the content of Proposition 6.3 and Theorem 6.4. Both of these re-
sults concern points chosen from a product space of increasing intervals
of primes; we will make the translation to from arbitrary integers to such
product spaces in Section 6.3.
Our first task is to concretely define what we mean by matrices of Le-
gendre symbols.
Definition 6.1. Take P0 to be an arbitrary set of prime numbers, and take
P = {−1} ∪ P0. Choosing r > 0, take M to be some subset of{{i, j} : i, j ∈ [r]}
and take MP to be some subset of [r] × V . Also take a to be an arbitrary
function from M ∪MP to ±1.
Take X1, . . . , Xr to be disjoint sets of odd primes not meeting P , and
write X for the product of the Xi. We then define X(a) to be the set of
(x1, . . . , xr) in X satisfying(
xi
xj
)
= a
({i, j}) for all i < j with {i, j} ∈ M
and (
d
xj
)
= a
(
(i, d)
)
for all (i, d) ∈ MP .
Our goal is to find situations where the order of |X(a)| is well approxi-
mated by 2−|MP∪M | ·|X|. To do this unconditionally, we need to account for
the possibility of Siegel zeros in the L-functions of the associated quadratic
characters. We use the following definition.
Definition 6.2. For c > 0, take Sieg(c) to be the set of squarefree integers
d so that the quadratic character χd associated withQ(
√
d)/Q has Dirichlet
L-function satisfying
L(χd, s) = 0 for some 1 ≥ s ≥ 1− c(log 2d)−1.
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We can order Sieg(c) by increasing magnitude, getting a sequence d1, d2, . . . .
By Landau’s theorem (see [13, Theorem 5.28]), we can choose an absolute
c that is sufficiently small so that
d2i <
∣∣di+1∣∣
for all i ≥ 1. Fix such a choice of c for this entire paper. We call a given d
Siegel-less if it is outside the sequence of such di
We can now state our first result.
Proposition 6.3. Choose positive constants c1, c2, c3, c4, c5, c6, c7, c8. We
presume that c3 > 1, that c5 > 3, and that
1
8
> c8 +
c7 log 2
2
+
1
c1
+
c2c4
2
.
Then there is a constant A depending only on the choice of these constants
so that we have the following:
Choose sets X1, . . . , Xr and a function a with associated set P as in
Definition 6.1, and choose a sequence of real numbers
A < t < t1 < t
′
1 < t2 < t
′
2 < · · · < tr < t′r
such that Xi is a subset of (ti, t
′
i) for each i ≤ r. Choose 1 ≤ k ≤ r such
that, if MP contains some element of the form (i, d), we have i > k. For
i > k, we assume that
Xi =
{
ti < p < t
′
i :
(
d
p
)
= a
(
(i, d)
)
for all (i, d) ∈ MP
}
.
For DP any product of elements in P and DX any product over i of at
most one element from each Xi, we assume that DPDX is Siegel-less if
|DPDX | > t.
We also assume that we have the following:
(1) We assume that all primes in P are less than t′1.
(2) We assume that
t′1 > r
c1 and t′k < exp(t
′
1
c2).
(3) We assume that, for 1 ≤ i ≤ r, we have
|Xi| ≥ 2
c3i · t′i
(log t′i)c4
and |P | ≤ log t′i − i.
(4) If k 6= r, we assume that
t′k+1 > exp
(
(log t′1)
c5
)
, exp
(
tc6
)
.
(5) We assume that k < c7 log t
′
1 and that, for any i ≤ r and any j
satisfying r ≥ j ≥ i− 2 + c7 log t′i, we have
exp
(
(log t′i)
c5
)
< t′j .
2
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Then ∣∣|X(a)| − 2−|M ||X|∣∣ ≤ t′1−c8 · 2−|M ||X|.
The lower bounds assumed of t1 in the above proposition are essential
for the proposition to be correct; we do not have sufficiently strong control
on the Legendre symbols involving only small primes to give the equidis-
tribution result we want. However, there is a combinatorial trick that allows
us to circumvent this bad behavior:
Definition. GivenX = X1×· · ·×Xr and a as in Definition 6.1, and given
a permutation σ : [r]→ [r], we take
X(σ, a) = (Xσ(1) ×Xσ(2) × · · · ×Xσ(r))(a).
Given k2 ≤ r, we take P(k2) to be the set of permutations of [r] that are
the identity outside of [k2].
There are two key points to make about this definition. First, when matri-
ces of Legendre symbols are used to find 2-Selmer groups or 4-class groups,
the order of the prime factors of the quadratic twist or discriminant do not
effect the eventual rank. Because of this, the Selmer or class structure of a
point in X(σ, a) is not affected by the choice of σ.
Second, the application of σ toX has the effect of mixing the bad corner
of the Legendre symbol matrix in with the rest of the matrix. As a result,
the average of |X(σ, a)| over all choices of σ is almost independent of the
choice of a, as we detail in the next theorem.
Theorem 6.4. Choose positive constants c1, . . . , c12. We presume that c3 >
1, that c5 > 3, that
1
8
> c8 +
c7 log 2
2
+
1
c1
+
c2c4
2
,
and that
c10 log 2 + 2c11 + c12 < 1 and c12 + c11 < c9.
Then there is a constant A > 0 depending only on the choice of these
constants so that we have the following:
Choose a sequence of real numbers
t1 < t
′
1 < t2 < t
′
2 < · · · < tr < t′r,
and a positive number t > A, and take Xi to be the set of primes in the
interval (ti, t
′
i). Write X for the product of the Xi, and take a to be as in
Definition 6.1. Choose integers k0, k1, k2 satisfying 0 ≤ k0 ≤ k1 < k2 ≤ r
and t′k0+1 > t. We will write t
′ for t′k0+1.
60 2∞-SELMER GROUPS AND 2∞-CLASS GROUPS
For DP any product of elements in P and DX any product over i of at
most one element from each Xi, we assume that DPDX is Siegel-less if
|DPDX | > t. We also assume k2 > A.
We also make the following assumptions:
(1) We assume that all primes in P are less than t′.
(2) We assume that
t′ > rc1 and t′k1 < exp(t
′c2).
(3) For i > k0, we assume that
|Xi| ≥ 2
|P |+c3i · kc92 · t′i
(log t′i)c4
and |P | ≤ log t′i − i.
(4) If k1 6= r, we assume that
t′k1+1 > exp
(
(log t′1)
c5
)
, exp
(
tc6
)
(5) We assume that k1− k0 < c7 log t′ and that, for any k0 < i ≤ r and
any j satisfying r ≥ j ≥ i− 2 + c7 log t′i, we have
exp
(
(log t′i)
c5
)
< t′j .
(6) We assume that
c10 log k2 > |P |+ k0 and c11 log k2 > log k1.
Then, for any choice of the subsets M and Mp, we have
∑
a∈FM∪Mp2
∣∣∣∣∣∣2−|M∪MP | · k2! · |X| −
∑
σ∈P(k2)
∣∣X(σ, a)∣∣
∣∣∣∣∣∣
≤
((
k−c122 + t
′−c8
)
· k2! · |X|
)
.
6.1. Equidistribution via Chebotarev and the Large Sieve. There are
two main methods to predict the distribution of
(
d
p
)
over a given set of
p. First, if d is small relative to the set of p, then we can use the Cheb-
otarev density theorem to predict the distribution. On the other hand, if d is
similarly sized to the set of p, we can use the large sieve results of Jutila to
predict the distribution of these symbols for most d [14]. The key to proving
this proposition is combining these two tools properly.
We start with the form of the Chebotarev density theorem that we will be
using. For the proof of Proposition 6.3, we only need to apply this proposi-
tion with L = Q. However, the full power of this proposition, including the
cumbersome form of the error term, will be necessary to prove our results
for 2k-Selmer groups and class groups.
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Proposition 6.5. SupposeM/Q is a Galois extension and G = Gal(M/Q)
is a 2-group. SupposeM equals the compositionKL, where L/Q is Galois
of degree d and K/Q is an elementary abelian extension, and where the
discriminant dL of L/Q and the discriminant dK of K/Q are relatively
prime. Take dK0 to be the maximal absolute value of the discriminant of a
quadratic subfieldK0 ofK.
Take F : G → [−1, 1] to be a class function of G with average over G
equal to zero. Then there is an absolute constant c > 0 such that∑
p≤x
F
([
M/Q
p
])
· log p
= O
(
xβ · |G| + x · |G| · exp
(
−cd−4 log x√
log x+ 3d log
∣∣dK0dL∣∣
) (
d2 log
∣∣xdK0dL∣∣)4
)
for x ≥ 3, where β is the maximal real zero of any Artin L-function defined
for G, the term being ignored if no such zero exists. The implicit constant
here is absolute.
Proof. Take ρ to be a nontrivial irreducible representation of G. As it is a
p-group, G is nilpotent and is hence a monomial group, so the Artin con-
jecture is true for ρ. That is, the Artin L-function L(ρ, s) is entire. The
representations ρ⊗ ρ and ρ⊗ ρ also satisfy the Artin conjecture, so
L(ρ⊗ ρ, s)
is entire except for a simple pole at s = 1, and
L(ρ⊗ ρ, s)
is entire unless ρ is isomorphic to ρ.
Then [13, Theorem 5.10] applies for L(ρ, s). We also see that [13,
(5.48)]holds for this L function by the argument given in [13] after this
equation. Then Theorem 5.13 of [13] applies for this L-function. We note
that ρ is defined on Gal(K0L/Q) for some quadratic extensionK0/Q inside
K, so its degree is bounded by 2d and the conductor of L(ρ, s) is bounded
by the discriminant ofK0L/Q, which is bounded by
ddK0 · d2L.
Then [13, Theorem 5.13] gives∑
p≤x
χρ
([
M/Q
p
])
· log p
= O
(
xβ + x · exp
(
−cd−4 log x√
log x+ 3d log
∣∣dK0dL∣∣
) (
d2 log
∣∣xdK0dL∣∣)4
)
.
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Now, we can write F in the form
∑
ρ aρχρ, the sum being indexed by the
nontrivial irreducible representations of G. Then∑
ρ
∣∣aρ∣∣ =∑
ρ
∣∣∣∣∣ 1|G|∑
g∈G
F (g) · χρ(g)
∣∣∣∣∣
≤
∑
ρ
(
1
|G|
∑
g∈G
F (g) · F (g)
)1/2
·
(
1
|G|
∑
g∈G
χρ(g)χρ(g)
)1/2
≤
∑
ρ
1 ≤ |G|.
We then get the proposition. 
We now give the form of the large sieve we use.
Proposition 6.6. Take X1 and X2 to be disjoint sets of odd primes with
upper bounds t′1 and t
′
2 respectively. Then, for any ǫ > 0, we have∑
x1∈X1
∣∣∣∣∣ ∑
x2∈X2
(
x1
x2
)∣∣∣∣∣ = O (t′1 · t′23/4+ǫ + t′2 · t′13/4+ǫ) ,
with the implicit constant depending only on the choice of ǫ.
Proof. By [14, Lemma 3], we have
∑
x1∈X1
( ∑
x2∈X2
c2(x2)
(
x1
x2
))2
= O
(
t′1 · |X2|+ t′11/2 · t′22 log6 t′2
)
for any function c2 : X2 → ±1. Then, for c1 : X1 → ±1, Cauchy’s theorem
gives ∑
x1∈X1
x2∈X2
c1(x1)c2(x2)
(
x1
x2
)
= O
(
t′1 · t′21/2 + t′13/4 · t′2 log3 t′2
)
.
Choosing a1, a2 ∈ ±1, we apply the above estimate to the subsets ofX1, X2
where x1 ≡ a1 (4) and x2 ≡ a2 (4). For each of the four possibilities of
(a1, a2), we have that
(
x1
x2
)(
x2
x1
)
is constant by quadratic reciprocity, and
we deduce the proposition. 
Proof of Proposition 6.3. We will show that, subject to the assumptions of
the proposition, we have∣∣|X(a)| − 2−|M ||X|∣∣ ≤ r · t′1−c8− 1c1 · 2−|M |A|X|.
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The bound on t′1 shows that this implies the proposition. We proceed by
induction on r. The statement is obvious for r = 1, where M is always
empty.
Now, suppose we wish to show it for X1 × · · · ×Xr, once we know the
result for every product of length r − 1. To this end, for x1 ∈ X1, take
Xi(a, x1) to be the subset of elements xi in Xi satisfying(
x1
xi
)
= a({1, i})
should {1, i} lie in M .
If {1, i} is in M for i ≤ k, we apply Proposition 6.6 to say that∑
x1∈X1
∣∣∣∣∣ ∑
xi∈Xi
(
x1
xi
)∣∣∣∣∣ = O (t′i · t′13/4+ǫ) .
Then, for any ǫ > 0, the bounds on the size of the Xi then force∑
x1∈X1
∣∣∣∣∣ ∑
xi∈Xi
(
x1
xi
)∣∣∣∣∣ < t′1− 14+c4c2+ǫ · |X1| · |Xi|
for sufficiently large A. Choosing constants ca, cb > 0 with
ca + cb <
1
4
− c4c2,
we expect that, for all x1 ∈ X1 besides at most k · t′−ca1 · |X1| exceptions,
we have∣∣|Xi(a, x1)| − 0.5|Xi|∣∣ < t′−cb1 · |Xi| for all {1, i} ∈ M .
WriteXbad1 for the set of exceptional x1. We will choose
ca > c7 log 2 + c8 +
1
c1
and
cb > c8 +
1
c1
.
Given the conditions on the constants, it is always possible to find such
ca, cb.
Meanwhile, suppose {1, i} is in M with i > k. We apply Proposition
6.5 to the field M generated by
√
x1 and by all
√
d with d in P . Take
F : Gal(M/Q) → [−1,+1] to equal 1 − 2−|P |−1 for σ corresponding to
the Frobenius class of the elements of Xi(a, x1), and to otherwise equal
−2−|P |−1. We are interested in bounding∑
p≤t′i
F
([
M/Q
p
])
· log p.
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Choose a constant cc > 0. By Siegel’s theorem [13, Theorem 5.28], we can
choose a large enough constant A so
(1− β) > t−cc
if β is an exceptional real zero of the L function corresponding to some χD
with |D| < t. Then, when applying Proposition 6.5, we find
xβ < t′i exp
(− (log t′i)1− ccc6 ).
From log |dK0| = O
(
(log t′1)
2
)
, we can also bound
exp
(
−cd−4 log x√
log x+ 3d log
∣∣dK0dL∣∣
)
≤ exp (− (log t′i)1/3+ǫ)
for some constant ǫ > 0. From |G| ≤ t′1, we then find that we can write∑
p≤t′i
F
([
M/Q
p
])
· log p ≤ t′i exp
(− (log t′i)1/3+ǫ)
for sufficient A. By reweighting this series, we can also show that∑
p≤t′i
F
([
M/Q
p
])
s ≤ t′i exp
(− (log t′i)1/3+ǫ).
Then, for i ≥ k, we always find∣∣|Xi(a, x1)| − 0.5|Xi|∣∣ < t′−11 · |Xi|.
Write Xbad(a) for the subset of X(a) with x1 inX
bad
1 . Our first task is to
bound this set. Choose x1 ∈ Xbad(a), and add it to P , shifting its conditions
from M to MP . Consider the product
X2 × · · · ×Xk ×Xk+1(a, x1)× · · · ×Xr(a, x1).
This product has length r−1. Once we shift up k, it obeys all the conditions
of the proposition, so the induction step tells us that the subset of X(a)
starting with x′1 has size at most
2−|M |+k+1
|X|
|X1| .
ThenXbad(a) has size bounded by
2k+1 · t′1−ca · 2−|M ||X|.
On the good side, we instead look at the product
X2(a, x1)× · · · ×Xr(a, x1).
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From this and the induction step, we find that the subset of X(a) starting
with a good x1 has size at most
2−|M |
|X|
|X1| · (1 + (r − 1) · t
′
1
−c8− 1c1 ) · (1 + t′1−cb)k · (1 + t′1−1)r
and at least
2−|M |
|X|
|X1| · (1− (r − 1) · t
′
1
−c8− 1c1 ) · (1− t′1−cb)k · (1− t′1−1)r.
We have k < c7 log t
′
1, so the term (1 + t
′
1
−cb)k gives error fitting into
t′1
−c8− 1c1 from our lower bound on cb. The term (1 + t′1
−1)r gives error
fitting into this whenever 1 > c8 + 2c
−1
1 , which is always satisfied.
Next, we see that the contribution from Xbad(a) fits into the error bound
whenever 2k · t′1−ca fits into t′1−c8−
1
c1 . From k < c7 log t
′
1 and the bounds on
ca, we find that this is also the case. This gives the proposition. 
6.2. Combinatorial approaches to small primes. We now wish to prove
Theorem 6.4 from Proposition 6.3. This transition is entirely combinatorial:
the key is the following proposition.
Proposition 6.7. Choose X , P , M , and MP as in Definition 6.1. We as-
sume M and MP are maximal given r and P .
Choose integers 0 ≤ k0 ≤ k1 ≤ k2 ≤ r so that
2|P |+k0+1 · k21 < k2.
For σ a permutation of [r] and a as in Definition 6.1, take XC(σ, a) to be
the set of x = (x1, . . . , xr) in X so that(
d
xj
)
= a
(
(σ−1(j), d)
)
for all (j, d) ∈ [k1]× P and
(
xi
xj
)
= a
({σ−1(i), σ−1(j)}) whenever i, j ≤ k1 and σ−1(i) ≤ σ−1(j)
and either i ≤ k0 or j ≤ k0.
WritemC for the number of Legendre symbol conditions specified; that is,
mC = k1|P |+ 1
2
(k20 − k0) + k0(k1 − k0).
Then, for any x ∈ X , we have∑
a∈FM∪MP2
(
2−mC · k2! −
{
σ ∈ P(r2) : x ∈ XC(σ, a)
})2
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≤ 2
|P |+k0+1 · k21
k2
· 2−2mC + |M∪MP | · k2!2.
Proof. Write W (a) for
{
σ ∈ P(r2) : x ∈ XC(σ, a)
}
. We see that the
average size of W (a) over all a is 2−mC · r2!, as the condition that x is in
XC(σ, a) for a given x and σ is given bymC binary conditions on a.
We now consider the average of |W (a)|2. We see that |W (a)|2 is the
number of permutation pairs (σ1, σ2) so that x is inXC(σ1, a) andXC(σ2, a).
WriteW (σ1, σ2) for the set of a so that x is in both of these sets.
The maximal number of conditions on an a inW (σ1, σ2) is 2mC ; a lower
bound on the number of conditions depends on σ1 and σ2. Take d1 to be the
number of i ∈ [r] so that σ−11 (i) and σ−12 (i) are both at most k1. Then we
see thatW (σ1, σ2) is determined by at least
2mc − d1(|P |+ k0)
conditions. So
|W (σ1, σ2)| ≤ 2−2mc+d1(|P |+k0)+|M∪MP |
At the same time, the number of ways to choose a permutation π of [k2]
so that ∣∣∣∣π([k1]) ∩ [k1]∣∣∣∣ ≥ d
is bounded by the number of ways to choose two cardinality d subsets from
[k1] and a bijection between these sets and a bijection between their com-
plements in [k2]. This is bounded by
d! ·
(
k1
d
)2
· (k2 − d)! ≤
(
k21
k2
)d
· k2!
Then the mean value of |W (a)|2 is bounded by∑
d≥0
2−2mc+d(|P |+k0)
(
k21
k2
)d
· k2!2.
This is a geometric sum; combining this with our calculation of the mean
of |W (a)| then gives the proposition.

Proof of Theorem 6.4. Without loss of generality, we may assume that M
and MP are both maximal as in Proposition 6.7. We also define mC and
XC(σ, a) as in that proposition, and we assume that X1, . . . , Xk0 are sin-
gletons x1, . . . , xk0 .
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We prove the theorem by bounding∑
a
∣∣∣∣k2!|X| − 2mC · ∑
σ∈P(k2)
|XC(σ, a)|
∣∣∣∣
+
∑
σ∈P(k2)
∑
a
∣∣∣∣2mC · |XC(σ, a)| − 2|M∪MP ||X(σ, a)|∣∣∣∣.
The former we can bound via the previous proposition by
k−c122 · |X| · 2|M∪MP | · k2!
For the second sum, fix a σ and a choice of a outside of the values referenced
in the definition of XC(σ, a). There are then 2
mc choices of a, and these a
partitionX into sets
XC(σ, a) = {x1}×· · ·×{xk0}×Xk0+1(a)×· · ·×Xk1(a)×Xk1+1×· · ·×Xr,
withXi(a) the subset ofXi consistent with the choice of P and x1, . . . , xk0 .
Given an k0 < i ≤ k1, the union of all XC(σ, a) for which
|Xi(a)| ≤ 1
2|P |+k0 · kc92
· |Xi|
has order at most k−c92 |X|. Because of this, we can restrict the sum to be
over only (σ, a) that do not satisfy this inequality at all such i, introducing
an error with magnitude bounded by
k1k
−c9
2 · |X| · 2|M∪MP | · k2!
Once restricted, each summand can be bounded by Proposition 6.3 to be
less than
t′−c8 · 2mC |X|,
giving the theorem. 
6.3. Boxes of integers. The results of this section, like the results of the
first half of this paper, all apply to points in the product spaces of sets of
primes. In this section, we finally give the definitions and results that allow
us to move from the set of positive integers less than a certain bound to such
a product space. As before, Sr(N,D) denotes the set of squarefree integers
less than N with exactly r prime factors, of which all are greater thanD.
Definition 6.8. TakeN ≥ D1 ≥ D ≥ 3 to be real numbers, and take r to be
a positive integer satisfying (5.1). LetW be a subset of elements Sr(N,D)
that are comfortably spaced aboveD1 (cf. Definition 5.3).
Let k ≤ r be a nonnnegative integer, and choose a sequence of increasing
primes
D < p1 < · · · < pk < D1
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Take
D1 < tk+1 < tk+2 < · · · < tr
to be an increasing sequence of real numbers. For i > k, define
t′i =
(
1 +
1
ei−k · logD1
)
· ti.
Take
X = X1 × · · · ×Xr,
whereXi = {pi} for i ≤ k andXi is the set of primes in the interval (ti, t′i)
for i > k.
If t′i < ti+1 for all r > i > k, we see that there is a natural bijection from
X to a subset of Sr(N,D); abusing notation, we writeX for this subset too.
We call X a box meetingW if X ∩W is nonempty.
The restriction to comfortably spacedW means that, ifX∩W is nonempty,
then we automatically have that the Xi are disjoint sets and none of them
contain any prime belowD1. This is very convenient.
Proposition 6.9. Take N ≥ D1 ≥ D ≥ 3 with log logN ≥ 2 log logD1
and r satisfying (5.1), and take W to be a subset of Sr(N,D) that is com-
fortably spaced above D1. Suppose V is any other subset of Sr(N,D), and
suppose there are constants δ, ǫ > 0 such that
|W | > (1− ǫ) · ∣∣Sr(N,D)∣∣
and so that, for any box X meetingW , we have
(δ − ǫ) · ∣∣BX∣∣ < ∣∣V ∩BX ∣∣ < (δ + ǫ) · ∣∣BX∣∣.
Then ∣∣V ∣∣ = δ∣∣Sr(N,D)∣∣ + O((ǫ+ (logD1)−1) · ∣∣Sr(N,D)∣∣)
with absolute implicit constant.
Proof. Take Dk to be the space of tuples
t = (p1, . . . , pk, tk+1, . . . , tr)
corresponding to boxes meeting W ; we write the corresponding box as
X(t). Consider ∫
Dk
∣∣V ∩X(t)∣∣ · dp1 . . . dpkdtk+1 . . . dtr
tk+1 . . . tr
,
where the measure corresponding to dp1 . . . dpk is one on every prime tuple
and zero otherwise. If n ∈ W has exactly k prime factors less than N1 and
corresponds to the tuple (q1, . . . , qr), then n is in X(t) if
(q1, . . . , qk) = (p1, . . . , pk)
2
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and, for i > k,
ti ≤ pi ≤ ti
(
1 +
1
ei−k · logD1
)
.
Then, if
(6.1)
r∏
i=k+1
(
1 +
1
ei−k · logD1
)
n < N,
we have that the measure of the subset of Dk corresponding to boxes con-
taining n is
r∏
i=k+1
log
(
1 +
1
ei−k · logD1
)
.
If n is outsideW but in Sr(N,D)with exactly k prime factors belowN1, or
if n is inW but does not satisfy (6.1), then the measure of boxes containing
n is bounded by this product. Any n not satisfying (6.1) is in the range
N · (1−A · log(D1)−1) ≤ n ≤ N
where A is some positive constant.
TakingHr(N,D) as in Section 5.3, and using (5.10) together with Propo-
sition 5.5, we find
1
r!
Hr(N,D)− 1
r!
Hr
(
(1− c)N,D) = O(c + (log logN)4
logN
)
· ∣∣Sr(N,D)∣∣
with implicit constant absolute whenever c is in (0, 1). From this, the num-
ber of n not satisfying (6.1) is bounded by O (|Sr(N,D)|/ logD1).
We then see that∑
k≥0
r∏
i=k+1
log
(
1 +
1
ei−k logD1
)−1 ∫
Dk
∣∣V ∩B(t)∣∣· dp1 . . . dpkdtk+1 . . . dtr
tk+1 . . . tr
is at least as large as∣∣V ∩W ∣∣−O ((logD1)−1 · ∣∣Sr(N,D)∣∣)
and is no larger than |V |. The estimates on ∣∣V ∩ X(t)∣∣ relative to ∣∣X(t)∣∣
then give the proposition.

In this proposition,W should be considered to be some “nice” subset of
Sr(N,D). We have already given three different notions of niceness with
comfortable spacing, regularity, and extravagant spacing. Since our main
results rely on using an effective, unconditional form of the Chebotarev
density theorem, there is one more form of not-niceness that we must avoid.
Whenever possible, we must avoid L functions that have Siegel zeros.
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Proposition 6.10. Take d1, d2, . . . to be a potentially infinite sequence of
distinct squarefree integers satisfying
d2i <
∣∣di+1∣∣.
Take d′i to be the product of the primes dividing di that are greater than D,
and take d′ to be the subset of the d′i for which |di| is greater thanD1. Take
N ≥ D1 ≥ D ≥ 3 with log logN ≥ 2 log logD1 and r satisfying (5.1), and
define
V =
⋃
X∩d′·Z6=∅
X.
Here, the union is over all boxes of Sr(N,D) that contain some element n
divisible by an element of d′. We assume logD1 > 2D logD. Then
|V | = O
(
1
logD1
· ∣∣Sr(N,D)∣∣)
Proof. Choose d′i in Sr(N,D), writing it as a product p1 · · · · · pm. Suppose
some element of X is divisible by d′i. Taking n in X , we see that there are
prime factors q1, . . . , qm of n such that
qi = pi if pi < D1 and
1
2
qi < pi < 2qi otherwise.
If d′i < N
2/3, there is then an absolute constant A so that the number of n
sharing a box with a multiple of d′i is bounded by
Am ·
∏
pi≤D1
p−1i ·
∏
pi>D1
(log pi)
−1·|Sr(N,D)| = O
((
1
log d′i
)
· ∣∣Sr(N,D)∣∣) .
We can also bound the contribution from d′i ≥ N2/3 by O(N/ logN).
We remove the first elements from the sequence d1, d2, . . . , renumbering
so that |d1| > D1. We then get |di| > D2i1 , so |d′i| > D2i−11 . Then the
contribution from the d′i with d
′
i < N
2/3 is
O
(
|Sr(N, D)
∣∣ ·∑
i>1
1
2i logD1
)
,
within the bound. The contribution from d′i > N
2/3 is O(N/ logN), which
is also within the bound. This proves the proposition. 
Definition. We call a box Siegel-free above D1 if it is not contained in the
set V defined in the above proposition with respect to the sequence defined
in Definition 6.2.
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In addition, we will call a box C0-regular if it contains some C0-regular
element of Sr(N,D), and we will call it extravagantly spaced if it contains
some extravagantly spaced element.
In line with the previous two proposition, we see that we can ignore boxes
that are not Siegel-free aboveD1 so long as D1 is sufficiently large.
Definition. Choose absolute constants c13, c14 > 0, and choose r, N , D
satisfying (5.1) and
D ≤ log log logN.
TakingX to be a (comfortably spaced) box of Sr(N,D) with
D1 = D
(log logN)c13 ,
we call X acceptable if it is C0-regular for
C0 = c14 · log log logN
and if it is Siegel-free aboveD1.
We now have all the tools to reprove Kane’s results on 2-Selmer groups
from the Markov chain analysis of Swinnerton-Dyer. To reprove the re-
sults of Fouvry-Klu¨ners on 4-class groups of imaginary quadratic fields,
we would repeat this argument starting from the Markov chain analysis of
Gerth in [9].
Corollary 6.11. There is an absolute c > 0 so that we have the following:
Take E/Q to be any elliptic curve with full rational 2-torsion and no
rational cyclic subgroup of order four, and take PAlt(j |n) and RE, 1(n) as
in the introduction. Take R0 to be the set of squarefree integers. Then, for
any n1 ≥ 0 and N > 3, we have∣∣∣∣∣
∣∣[N ] ∩ RE, 1(n1)∣∣
|[N ] ∩ R0| − 0.5 limn→∞P
Alt(n1 | 2n+ n1)
∣∣∣∣∣
= O
(
1
(log logN)c
)
,
with the implicit constant depending only on the choice of E.
Proof. By applying Theorem 5.4 and Proposition 6.10 to Proposition 6.9,
we find that it suffices to prove this result on acceptable boxes of twists in
Sr(N,D) withD larger than the largest bad prime of E.
We will apply Theorem 6.4 to our acceptable box with k0 the minimal
integer so t′k0+1 is larger than D1. We take t = D1, so the Siegel-less
condition holds. Choose k1 minimal so that t
′
k1+1
is larger than exp(Dc61 ),
and take k2 = r. Finally, take P to be the set of all primes less than D and
−1, and take M and MP maximal. We need to check that, for sufficiently
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large N and some appropriate choice of c1, . . . , c14, the six conditions of
Theorem 6.4 hold.
(1) The first condition always holds.
(2) The second condition holds for sufficient N if c2 > c6.
(3) The third condition holds for sufficient N if
c4 > 2 + c3 log 2 +
c9
c13
and c14 is sufficiently small relative to the other constants.
(4) The fourth condition holds for sufficient N .
(5) The fifth condition holds for sufficient N if c2 < c7 and c14 is suffi-
ciently small relative to the other constants.
(6) The sixth condition holds for sufficientN if c10, c11 > c13 and c14 is
sufficiently small relative to the other constants.
It is a pleasantly mundane exercise to prove that there are positive constants
c1, . . . , c14 that satisfy all the inequalities stated above and in Theorem 6.4.
Then, considered up to permutation, the Legendre symbol matrices found
in our acceptable box are equidistributed with error within the bound of the
corollary. Since the 2-Selmer rank depends only on the permutation class,
we can now apply Swinnerton-Dyer’s work in [26]. This paper does not
give error estimates, but we can find them with just a little extra work on
the Markov chain described in [26, (20)].
There is some A, ǫ > 0 so we have the following: choose k = 0, 1,
choose n > 0, and consider the Markov chain Y described by [26, (20)]
with initial state 2n + k. Under this Markov chain, if T is the first passage
time of our Markov chain to state k, we can bound the expected value of
(1 + ǫ)T by An. Similarly, if we start another Markov chain X initially
equaling the stationary, and if T is the minimal time when YT meets XT ,
we find that we can bound the expected value of (1+ ǫ)T by An+1. Then by
the logic of [18, Theorem 1.8.3], we find that there is some constant C so,
in the notation of the final section of [26],∣∣Q(d,M,CM)− αd∣∣ = O( exp(−M)).
Plugging this estimate into the final equation of [26] then shows that, among
all Legendre symbol matrices corresponding to a twist with r prime factors,
the proportion corresponding to rank d is 0.5 limn→∞ PAlt(j | 2n + j) with
maximal error O( exp(−cr)) for some constant c > 0, easily within our
error term. This gives the corollary.

2
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7. PROOFS OF THE MAIN THEOREMS
In the previous section, we reduced distributional questions over the square-
free integers to distributional questions over acceptable boxes. In this sec-
tion, we extend this logic to more and more specialized product spaces. Our
goal is to reduce to product spaces on which a combination of Proposition
3.6, Proposition 4.4, and the Chebotarev density theorem suffice to prove
the equidistribution results we want for 2k-Selmer groups and class groups.
This will be enough to prove Theorems 1.1 and 1.4.
With Proposition 3.6, the notions of 2k-Selmer groups and 2k-class groups
have become essentially interchangeable. In this section, we will state all
our results and arguments on the Selmer side; straightforward adjustments
to the argument would give the results on the class side.
We begin by stating the explicit form of Theorem 1.1 that we will prove
in this section.
Theorem 7.1. There is an absolute constant c > 0 so that, for any elliptic
curveE/Q with full 2-torsion and no rational cyclic subgroup of order four,
there is a choice of A > 0 so that, for any choice of N > 0, any choice of
m ≥ 1, and any sequence n1 ≥ n2 ≥ · · · ≥ nm+1 of nonnegative integers
of the same parity, we have∣∣∣∣∣
∣∣∣∣∣[N ] ∩
m+1⋂
k=1
RE, k(nk)
∣∣∣∣∣ − PAlt(nm+1 |nm) ·
∣∣∣∣∣[N ] ∩
m⋂
k=1
RE, k(nk)
∣∣∣∣∣
∣∣∣∣∣
≤ AN · (log log log logN)− cm26m
whenever the latter expression is well defined and positive.
From this theorem, we can derive the following explicit form of Corollary
1.2.
Corollary 7.2. Take c to be a positive constant less than log 2
log 6
, and take
E/Q to be an elliptic curve as in the previous theorem. Then there is some
N0 > 0 depending on E and c so that, for all N > N0, we have
(7.1)
∣∣∣∣{d ∈ [N ] : corank Sel2∞E(d) ≥ 2}∣∣∣∣ ≤ N( log log log log logN)c .
Proof. We consider a Markov process whose states are the nonnegative in-
tegers. At each step, we take the transition probability from state n to state
j to be PAlt(j |n). In this Markov chain, we note that the probability of
stepping to 0 after 2 is 0.5; the probability of stepping to either 0 or 2 after
any other even state is at least two thirds; and the probability of 1 after any
other odd state is at least 0.5. (All these facts follow from the formula for
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PAlt(j |n) given in [12]). Then, independent of the initial probability dis-
tribution, the chance that the process is in a state other than 0 or 1 after m
steps is bounded by O(2−m).
Choose c < c′ < log 2
log 6
, and take
m =
⌊
c′
log 2
log log log log log logN
⌋
.
We can assume that this is positive. From Corollary 6.11 and the formulas
from [12], we see the proportion of d ∈ XN such that E(d) has 2-Selmer
rank exceedingm+2 is bounded byO
(
2−c1m
2
)
for some constant c1 > 0,
in the range of the corollary’s estimate for sufficient N0.
We see that the set being bounded in (7.1) is contained in
[N ] ∩
⋃
nm≥2
RE,m(nm) = [N ] ∩
⋃
n1≥···≥nm≥2
m⋂
k=1
RE, k(nk)
For sufficient N0 and some constant c2 > 0, we also have∣∣∣∣∣[N ] ∩
m⋂
k=1
RE, k(nk)
∣∣∣∣∣ ≤
m−1∏
k=1
PAlt(nk+1 |nk) ·
∣∣∣∣[N ] ∩RE, 1(n1)∣∣∣∣
+ AmN · (log log log logN)− c2m26m
for any sequence n1 ≥ · · · ≥ nm ≥ 2. By summing this over all paths with
n1 ≤ m and using our Markov chain result, we find that the set in (7.1) has
maximal size
O (2−mN)+ Amm+1N · (log log log logN)− c2m26m ,
which is within the bound of the corollary for sufficiently large N0.

We now proceed to the proof of Theorem 7.1. To prove the result, we
recast it in increasingly specialized situations. The first and easiest of these
recasts is to move from an equidistribution result on integers less than N to
boxes in Sr(N,D).
Proposition 7.3. There is an absolute constant c > 0 so that, for any choice
of E/Q as above, there is some A > 0 so that we have the following:
Take D one greater than the largest bad prime of E. Choose a positive
real N > 30, and take
D1 = D
(log logN)1/10 .
Choose r satisfying (5.1), and let X be any box of some Sr(N,D) with this
D1 that is extravagantly spaced, Siegel free above D1, and
√
log log logN
2
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regular. Then, for any choice ofm ≥ 1 and any sequence n1 ≥ · · · ≥ nm+1
of nonnegative integers of the same parity, we have∣∣∣∣∣
∣∣∣∣∣X ∩
m+1⋂
k=1
RE, k(nk)
∣∣∣∣∣ − PAlt(nm+1 |nm) ·
∣∣∣∣∣X ∩
m⋂
k=1
RE, k(nk)
∣∣∣∣∣
∣∣∣∣∣
≤ A|X| · (log log log logN)− cm26m
whenever the right hand side is defined and positive.
Proof that Proposition 7.3 implies Theorem 7.1. With this proposition, The-
orem 7.1 is a consequence of applying Theorem 5.4 and Proposition 6.10 to
Proposition 6.9. 
As x in X varies, the tuples w = (T1, T2,∆1,∆2) corresponding to 2-
Selmer elements change. Our next step is to restrict our attention to sets
X(a), where we no longer have this problem. This reduction is technically
cumbersome, as some choices of a will prevent us from finding sets of
variable indices as in part (3) of Definition 3.4. We begin with the notation
we will need.
Definition. Take E, X , N , and m as in Proposition 7.3, and assume the
extravagant spacing of X is between indices kgap and kgap + 1. Take P to
be the union of the prime numbers less than D with {−1}. In the context
of Definition 6.1, take M and MP maximal, and let a be any function in
FM∪MP2 .
Under these circumstances, any x¯ ∈ X [r] entirely contained in X(a) is
quadratically consistent, so we can define additive-restrictive input as in
Definition 3.4. Take Ctp(1), . . . ,Ctp(m−1) to be a choice of lower pairings
as in part (1) of this definition, choose a basis w1, . . . , wn1 and the integer
nm as in part (2), and choose variable indices as in part (3). We assume
ib > kgap; writing Spre-gap for the union of the S(j1, j2)− {ib}, we assume
Spre-gap ⊆
[
0.5kgap, kgap
]
.
Take P−pre-gap to be an element of
∏
i∈[kgap]−Spre-gap Xi. We assume that a is
consistent with the choice of P−pre-gap.
Then all of the data we have chosen so far will be called inital data for
Proposition 7.4.
We will write
Xi(a, P
−
pre-gap)
for the subset of Xi consistent with a and the data of P
−
pre-gap, and take
X(a, P−pre-gap) for the subset of X(a) equaling P
−
pre-gap on [kgap] − Spre-gap.
Finally, given a choice of sequence pairings Ctp(1), . . . ,Ctp(k), take
X(a, P−pre-gap, k)
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for the subset of i(a, P−pre-gap) whose first k Cassels-Tate pairings agree with
the given sequence.
Proposition 7.4. There is a constant c > 0 so we have the following:
Choose initial data for Proposition 7.4 as above. Writing
nmax =
⌊√
c
m26m
log log log log logN
⌋
,
we assume nmax is defined, positive, and greater than n. We also assume
that we have
(7.2)
∣∣Xi(a, P−pre-gap)∣∣ > 4−kpre-gap · |Xi|.
for i ∈ Spre-gap.
Finally, take Ctp(m) to be any nm×nm alternating matrix with coefficents
in F2. Then there is some constant A > 0 depending only on E so that∣∣∣∣∣∣X(a, P−pre-gap, m)∣∣ − 2−nm(nm−1)2 · ∣∣X(a, P−pre-gap, m− 1)∣∣∣∣∣∣
≤ A · ∣∣X(a, P−pre-gap)∣∣ · (log log log logN)− cm·6m .
Proof that Proposition 7.4 implies Proposition 7.3. This implication would
be easy if we could prove the above Proposition for arbitrary choices of a,
P−pre-gap, and the pairnigs. However, there are three kinds of bad (a, P
−
pre-gap)
to consider. First, we need to avoid the case where n is not less than nmax.
Second, we need to avoid a such that, for some choice of pairings, we can-
not find variable indices suitable for the initial data. Finally, we need to
avoid (a, P−pre-gap) for which (7.2) does not hold for some i ∈ Spre-gap. We
claim that the union ofX(a, P−pre-gap) over all three kinds of bad (a, P
−
pre-gap)
fits into the error term of Proposition 7.3.
We first claim that the union of X(a) for which nm ≥ nmax fits into the
error term of Proposition 7.3. This is a consequence of the argument of
Corollary 6.11 and the formulas in [12].
Next, consider the set of a for which, for some choice of pairings Ctp(k)
and a basis, there is no choice as in the lemma for the variable indices
S(j1, j2). We claim the union of the X(a) over the set of a for which this
holds also fits in this error bound.
First, we claim that the proportion of a for which there are 2-Selmer
elements w1, w2 so that either w1 or w2 is non-torsion and
(7.3)
∣∣(T1(w1) + T2(w2)) ∩ [0.5kgap, kgap]∣∣ > (0.25 + 2−10nmax) · kgap
has density at most
O ((15/16)r + exp (2−20nmax · kgap))
in the space FM∪MP2 . Here, T1 + T2 denotes the symmetric difference.
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Call a generic if there is no non-torsion 2-Selmer tuple w of X(a) for
which T1(w), T2(w), and [r] are not linearly independent sets with respect
to symmetric difference, and if there are no pair of non-torsion 2-Selmer
tuples (w1, w2) with w1 + w2 also non-torsion, but where T1(w1), T2(w1),
T1(w2), T2(w2), and [r] are not linearly independent. From Lemmas 4-6 of
[26], we see that the proportion of a that are not generic due to the condition
on w is bounded by
O (22|P | · (3/4)r) .
For the condition on (w1, w2), we can use Lemma 7 from [26] after noting
that the condition u′1 = u
′′
2 can be weakend to u
′
1/u
′′
2 ∈ XS with no change
in the argument. Then, from this lemma, the proportion of non-generic a is
bounded by
A|P | · (15/16)r
for some absolute A > 1.
Now suppose w is a generic tuple as above. From genericity, we can
prove that the local conditions at the r primes coming from X are inde-
pendent, and we find that the proportion of a so that w is a 2-Selmer tuple
for X(a) is bounded by O (4−r). Similarly, if (w1, w2) is generic as above,
the probability that w1 and w2 are both 2-Selmer for X(a) is bounded by
O (16−r).
Then Hoeffding’s inequality is sufficient to complete the estimate of the
density of a in FM∪MP2 not satisfying (7.3) for some w1, w2.
For any a other than those in this set, it is easy to find sets of variable
indices if nmax is larger than some constant determined by E. First, choose
some ib > kgap, and add torsion to the basis as necessary so ib is not in any
Ti(wj). Then each S(j1, j2)− {ib, ia(j1, j2)} can be taken to be any subset
of sizem inside of
T2(wj2) ∩
(
[r]− T1(wj2)
) ∩ ⋂
j 6=j2
(
[r]− (T1(wj) ∪ T2(wj))).
The assumptions on a give that this intersection has density about 4−n1 on
the integers in the interval [0.5kgap, kgap], which will be larger than m for
sufficient nmax. We can find ia similarly.
If k2 < 0.5kgap, we see that permutations of the first k2 indices do not
change whether (7.3) holds for a given a. Then, from Theorem 6.4, we
find that our argument implies that the union of X(a) over all a for which
it may be impossible to find a set of variable indices fits into the error of
Proposition 7.3.
Next, we claim that the union of X(a, P−pre-gap) over all (a, P
−
pre-gap) for
which (7.2) does not hold for some i fits into the error of Proposition 7.3.
We will work in the context of Proposition 6.3. To do this, add the primes
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p1, . . . , pk of the box to the set P ; taking Xi(a, P ) to be the subset of Xi
consistent with P and the choice of a, we will attempt to apply the argument
of the proposition to
X1(a, P )× · · · ×Xr(a, P ).
This will only work if no Xi(a, P ) is smaller than
1
(log t′1)
c′ · |Xi| for some
choice of the constant c′. For a good choice of constants, outside a set of
choices of a over which the union of theX(a) fits into the error of Proposi-
tion 7.3, we always have
Xi(a, P ) ≥ 1
(log t′1)c
′ · |Xi|.
Suppose we have such an a. Then a choice of P−pre-gap for which (7.2) does
not hold would be exceptional in the sense of the proof of Proposition 6.3.
Per that proof, the union of all such exceptional sets fits into the error of
Proposition 7.3.
Finally, we note that there are at most 2mn
2
max sequences of pairings
Ctp(k). Writing XaP− for X(a, P
−
pre-gap), the claim of the proposition then
implies∣∣∣∣∣
∣∣∣∣∣XaP− ∩
m+1⋂
k=1
RE, k(nk)
∣∣∣∣∣ − PAlt(nm+1 |nm) ·
∣∣∣∣∣XaP− ∩
m⋂
k=1
RE, k(nk)
∣∣∣∣∣
∣∣∣∣∣
≤ A · 2mn2max · |XaP−| · (log log log logN)− cm·6m .
A computation shows that the sum of this error over all a and P−pre-gap is then
within the error of Proposition 7.3. This gives the lemma. 
Now that we have a set of variable indices, the next structure to add is
a set of governing expansions as in part (5) of Definition 3.4. The require-
ments on these governing expansions are quite stringent, making this step
the most interesting part of the reduction of Theorem 7.1. We first need
notation for the extra structure.
Definition. Choose initial data for Proposition 7.4 that obeys the conditions
of Proposition 7.4. Choose subsets Zi of Xi for each i in Spre-gap. For
each set S(j1, j2) of variable indices, choose a set of governing expansions
G(ia(j1, j2)) on the product Zpre-gap of the Zi. For any set S of the form
S(j1, j2)− {ib} and any x¯ ∈
(
Zpre-gap
)
S
, we assume
φx¯(G(ia(j1, j2)))
exists.
For x ∈ Zpre-gap, write L(x) for the composition of all quadratic fields
ramified only at ∞, the places of P , and the places of P−pre-gap. Write
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M(j1, j2) for the composition of the fields of definition for the set of φx¯
with x¯ ∈ (Zpre-gap)S(j1,j2)−{ib}. Also writeM◦(j1, j2) for the composition of
the fields of definition for the set of φx¯ with x¯ ∈
(
Zpre-gap
)
S
for some proper
subset S of S(j1, j2)− {ib}.
We assume that, for each S(j1, j2), the field M◦(j1, j2)/Q splits com-
pletely at all primes in P , in P−pre-gap, and in any Zi with i outside S(j1, j2)−
{ib}.
Finally, takeM to be the composition of anyL(x)with the set ofM(j1, j2),
and take M◦ to be the composition of any L(x) with the set of M◦(j1, j2).
We write
Xi(M◦)
to be the subset of primes p in Xi so p is consistent with the choice of a
and P−pre-gap and the prime p splits completely in each M◦(j1, j2). Note that
Xi(M◦) is described alternatively as the subset of Xi mapping under the
Frobenius map to one specific central element of Gal(M◦/Q). Finally, take
Z = {P−pre-gap} × Zpre-gap ×
∏
i>kgap
Xi(M◦).
Proposition 7.5. There is an absolute constant c > 0 so we have the fol-
lowing:
Choose initial data for this proposition as above. Taking
M =
⌊
(log log log logN)1/5(m+1)
⌋
,
we assume thatM is well defined and positive, and that each Zi has cardi-
nalityM .
Then there is a constant A > 0 depending only on E so that∣∣∣∣∣∣Z ∩X(a, P−pre-gap, m)∣∣ − 2−nm(nm−1)2 · ∣∣Z ∩X(a, P−pre-gap, m− 1)∣∣∣∣∣∣
≤ A · ∣∣Z ∩X(a, P−pre-gap)∣∣ · (log log log logN)− cm·6m .
Proof that Proposition 7.5 implies Proposition 7.4. Choose initial data for
Proposition 7.4 obeying the conditions of Proposition 7.4. Write Vpre-gap for
the subset of
∏
i∈Spre-gap Xi consistent with P
−
pre-gap and the conditions of a.
Take
R =
⌊
exp exp
(
0.2kgap
)⌋
.
We can assume R is positive. We also assume that
m < log log log log logN,
as Proposition 7.4 is otherwise vaccuous.
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We will choose t ≥ 0 and, for each i ∈ Spre-gap, we will choose sequences
of subsets
Z1i , . . . , Z
t
i ⊆ Xi(a, P−pre-gap),
with each set of cardinalityM . We take
Zℓpre-gap =
∏
i∈Spre-gap
Zℓi .
We assume that these subsets obey the following conditions:
• For ℓ 6= ℓ′, we have that Zℓpre-gap and Zℓ′pre-gap intersect at at most one
point.
• Each Zℓpre-gap is a subset of Vpre-gap, and any point in Vpre-gap is in at
most R of the Zℓpre-gap.
• The set Zℓpre-gap can be used as initial data for Proposition 7.5.
Furthermore, we assume that the sequence of Zℓpre-gap cannot be extended
under these requirements to a sequence of t+ 1 subgrids.
Write
Xpre-gap =
∏
i∈Spre-gap
Xi(a, P
−
pre-gap).
Take V badpre-gap to be the set of points in Vpre-gap that are consistent with the
choice of a and P−pre-gap and that are in fewer than R of the Z
ℓ
pre-gap. Write δ
for the density of V badpre-gap in Xpre-gap. By a greedy algorithm, we can choose
a subsetW of V badpre-gap of density at least δ/RM
m+1 such that no point inW
is in more than two of the Zℓpre-gap.
By adjoining splitting behavior at the primes in P−pre-gap to the system con-
structed in Proposition 3.3, we can then define an additive-restrictive system
on Xpre-gap with Y
◦
∅ = W and where, if x¯ ∈ Y ◦Spre-gap, then the governing ex-
pansions defined at x¯ are as required for Proposition 7.5. The maximal
size of the abelian groups in this additive-restrictive system is bounded by
2kgap+|P |. Then, by Proposition 3.2, the density of Y
◦
Spre-gap inXpre-gap×Xpre-gap
is at least (
δ
2kgap|P | · RMm+1
)3|Spre-gap|
.
We note |Spre-gap| ≤ (m + 1)n20. In addition, for sufficently large N , we
always have
|Xi(a, P−pre-gap)| > exp exp(0.3 · kgap)
for i ∈ Spre-gap. Applying Proposition 4.1 and the assumptions on t, we then
have
M2m >
exp(0.3 · kgap)
(m+ 1)3(m+1)n2m · (exp(0.25 · kgap) + log δ−1)
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for sufficiently large N . We can then bound δ by exp(−e0.25kgap) for suffi-
ciently large N . Then, following the logic of Proposition 6.3, we see that
the subset of x ∈ X(a, P−pre-gap) for which πSpre-gap(x) is in V badpre-gap fits easily
into the error term of Proposition 7.4.
We associate grids Zℓpre-gap with fields M
ℓ and M ℓ◦ and a supergrid Z
ℓ as
above. For x ∈ X(a, P−pre-gap) with πSpre-gap(x) outside of V badpre-gap, write Λ(x)
to be the number of ℓ ≤ t for which x is in Zℓ. Write dML for the degree
ofM ℓ over some L(x) with x ∈ Zℓpre-gap; from Proposition 2.4, we find this
degree does not depend on ℓ or x. For i > kgap, write Xi(L(x)) for the
subset of Xi(a, Ppre-gap) consistent with the choice of x. From the Cheb-
otarev density theorem as presented in Proposition 6.5 and the definition of
extravagant spacing, we then have
|Xi(M ℓ◦)| = d−1ML · |Xi(L(x))|
(
1 +O (e−2kgap))
for i > kgap. Following Proposition 6.3 then gives that the subset of∏
i>kgap
Xi(M
ℓ
◦)
consistent with a has order
d
−(r−kgap)
ML · |X(a, P−pre-gap) ∩ π−1Spre-gap(x)| ·
(
1 +O (e−kgap)) .
From this, we calculate that Λ(x) has average value
d
−(r−kgap)
ML R ·
(
1 +O (e−kgap)) .
Similarly, from the requirements on Zℓ ∩ Zℓ′ and Proposition 2.4, we see
M ℓ◦M
ℓ′
◦ has degree d
2
ML over L(x) for Z
ℓ and Zℓ
′
distinct grids containing
x. Then the average square value of Λ(x) is(
d
−2(r−kgap)
ML (R
2 − R) + d−(r−kgap)ML R
)
· (1 +O (e−kgap))
= d
−2(r−kgap)
ML ·R2
(
1 +O (e−kgap)) .
Then, outside a set of density O (e−0.5kgap) in the domain of Λ, we find that
Λ(x) over the mean value of Λ is within e−0.25kgap of 1. The effect of the set
of low density fits into the error term of Proposition 7.4, and the variance
between the Λ(x) also fits into the error of this proposition. Then, to prove
Proposition 7.4, it is enough to prove Proposition 7.5 for each grid Zℓ.

Proof of Proposition 7.5. Take F to be a nonzero multiplicative character
of the vector space of nm dimensional alternating matrices with coefficients
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in F2. For x ∈ Z ∩X(a, P−pre-gap, m− 1), write CT(x) for the Cassels-Tate
pairing onD(m). To prove the proposition, it is enough to prove that∑
x∈Z∩X(a, P−pre-gap,m−1)
F (CT(x))
= O (∣∣Z ∩X(a, P−pre-gap)∣∣ · (log log log logN)− cm·6m )
for each F .
Choose an F , and take j1 < j2 ≤ n0 so that F depends on the value of
CT(x)j1j2 , and take S = S(j1, j2). From Proposition 2.4, we find that there
is a natural bijection
Gal(M(j1, j2)M◦/M◦) ∼= GS−{ib}(πS−{ib}(Z))
of F2 vector spaces, with our notation as in Definition 4.2. For σ in this
Galois group, we take Xib(σ) to be the subset of Xib(M◦) mapping under
Frobenius to σ. From the Chebotarev density theorem, we find
|Xib(σ)| = 2−(M−1)
m+1 · |Xib(M◦)| ·
(
1 +O (e−kgap)) .
Choose xi ∈ Xi(M◦) for i above kgap besides ib such that the set of xi is
consistent with a, writing this tuple as P−post-gap. From Proposition 6.6 and
Propoosition 6.3, we see that, outside a negligible set of choices of P−post-gap,
if we write Xib(P
−
post-gap) for the subset ofXib consistent with a, we have
(7.4)
∣∣Xib(σ) ∩ Xib(P−post-gap)∣∣
= 2−(M−1)
m+1 · ∣∣Xib(M◦) ∩ Xib(P−post-gap)∣∣ · (1 +O (e−kgap))
for each σ.
On the grid
ZAR = Zpre-gap ×
(
Xib(M◦) ∩Xib(P−post-gap)
)
,
we can find full additive-restrictive input as in Definition 3.4. The corre-
sponding additive-restrictive system has abelian groups with orders bounded
by 2nmax(nmax+2m+6). We now apply Proposition 4.4 to the additve-restrictive
system A(P)(j1, j2). By Propositions 3.6 and 4.4, if
(7.5) ǫ < 2−nmax(nmax+2m+6)
and
(7.6) logM ≥ A · 6m+2 log ǫ−1,
then there is a choice of σ1, . . . , σM in Gal(M(j1, j2)M◦/M◦) so, for any σ
in this Galois group and any choice of Z ′AR = Zpre-gap × {x1, . . . , xM} with
xi ∈ Xib(σ + σi) ∩ Xib(P−post-gap) for all i ≤ M,
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we have ∑
x∈Z′AR
F (CT(x)) ≤ ǫ · |Z ′AR|.
From the estimate (7.4), we see that ZAR can be split into grids Z
′
AR with
leftovers fitting into the error term of the proposition, so we have equidis-
tribution on ZAR too.
For an appropriate constant c′ > 0, we find that
ǫ = (log log log logN)−
c′
(m+1)6m
satisfies both (7.5) and (7.6) for ǫ sufficiently small. This gives the proposi-
tion, hence the proposition, hence the proposition, hence the theorem, hence
the corollary.

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