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Coherent time is a characteristic time in the extreme nonlinear optics regime and thus generally
introduced as the dephasing time in the simulations of the solid-state high-harmonic generation. This
characteristic time linked with the coherent decay of quantum trajectory controls the emergence
of the spectral splittings in the high harmonic spectroscopy, which can been attributed to the
temporal interference between two adjacent harmonic emission channels. To reproduce the harmonic
peaks and spectral splittings, a temporal two-slit interference model in the momentum space is
introduced. In addition, mechanisms of spectral splitting provide a state-of-the-art avenue to probe
the characteristic elapse between electron and hole. Based on the subfemtosecond resolution of the
spectral interference opening and closing zones in the wavelength-dependent high-order harmonic
spectra, we also propose an alternative scheme to probe the dephasing time of crystals by the feasible
laser pulses in present experimental setups.
I. INTRODUCTION
Since its first observation in rare gases three decades
ago, high-order harmonic generation (HHG) has become
the foundation for attosecond physics through a series of
advances [1]. Attosecond pulses generated by gas-phase
HHG provide a powerful tool for the probe of ultrafast
dynamics in atoms, molecules, and biological systems [2–
5]. Given the potential as a bright, compact, controllable
source of extreme ultraviolet radiation and the promise
of applying HHG spectroscopic techniques to correlated
quasiparticle dynamics in condensed matter [6, 7], the
realization of efficient HHG from transparent crystals
has inspired enormous interests [8–15] and been demon-
strated as an alternative way to study properties of the
bulk materials, such as the reconstruction of the energy
bands and the Berry curvature [16–21].
The physical picture of HHG in solids is well described
by a three-step model in reciprocal space: (i) an elec-
tron wave packet tunnels to conduction band; (ii) with-
out scatterings, the electron driven by the electric field
F is expected to map the dispersion of conduction band
at a constant rate in momentum space, dk/dt = F; (iii)
then the electron recombines back to the hole remained
in the original valence band, leading to the burst of high
harmonics with energy equal to the energy gap between
valence and conduction band states at the crystal mo-
mentum of recombination [22–26]. One could find that
two families of the electron trajectories with different ex-
cursion times contribute to two channels emitting the
same harmonics. These trajectories, or quantum paths,
are distinguished as short and long, reflecting the dura-
tion of the electron’s excursion time in conduction band,
and forming the dynamical Bloch oscillations of the elec-
tron wave packet. Thus, the quantum paths that elec-
trons are driven toward the boundary of Brillouin zone
(BZ) and pulled back the center of BZ are called as short
and long trajectories respectively.
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However, experimental observation of these oscillations
in conventional bulk solids is difficult due to the strong
electron-particle scatterings which lead to the short intra-
band population relaxation times compared with Bloch
oscillation cycle [6, 27, 28]. The electron-particle interac-
tion with an environment will destroy the interband co-
herence which can be phenomenologically characterized
by the dephasing time, reflecting the phase relaxation
times at a few femtoseconds timescale, which is com-
parable to the excursion time of the electron-hole pair
driven by the developed mid-infrared (MIR) laser pulses
and can be evaluated from the electron-particle interac-
tion integrals [29, 30]. In addition, the dephasing time
dramatically changes the high-harmonic spectroscopy in
theoretical simulations and results in the spectral split-
tings, which had been observed experimentally without
any insightful discussions [10, 11]. The spectroscopic fine
structure of HHG are central to extract the dynamics of
the electron-hole pair in condensed matter.
In this work, we find that the spectroscopic character-
istics delicately reflect the ratio of the dephasing time and
the excursion time of electron-hole pair, which is used to
probe the dephasing time of crystals. Theoretically, we
establish the subfemtosecond resolution of the dephasing
time with the measurable spectral splitting in harmonic
spectroscopy.
II. THEORETICAL METHODS
In our simulation, the interaction of the laser light with
the wurtzite ZnO (w -ZnO) crystal is modeled by solving
the multiband density matrix equations (DMEs), which
can be also found in Refs. [31–35]. The multiband DMEs
are written as
n˙m = i
∑
m′ 6=m
Ωmm′pimm′e
iSmm′ + c.c., (1)
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′
T2
+ iΩ∗mm′(nm − nm′)e−iSmm′
+ i
∑
m′′ /∈{m,m′}
(Ωm′m′′pimm′′e
iSm′m′′ − Ω∗mm′′pi∗m′m′′e−iSmm′′ ).
(2)
Here, nm is the population for band m and is subject
to the constraint
∑
m nm = 1. For simplicity, we have
dropped the input (k, t) in Eqs. (1) and (2). Fur-
ther, (k, t) ≡ k + ∫ t−∞F(t′)dt′ is the semiclassical equa-
tion [36, 37]. S(k, t) =
∫ t
−∞ εg(k, t
′)dt′ is the classi-
cal action, and εg is the band gap between the cou-
pled energy bands. Ω(k, t) = F(t)d(k, t) is the Rabi
frequency and pi(k, t) is related to interband polariza-
tion term p(k, t) = d(k, t)pi(k, t)eiS(k,t) + c.c. T2 is the
dephasing time we are concerned with and introduced to
account for coupling to a phonon bath and impurities and
for electron-electron scattering. The nonlinear currents
induced by the light-solids interaction can be calculated
as
jra(t) =
∑
m=c,v
∫
BZ
vm(k, t)nm(k, t)dk, (3)
jer(t) =
d
dt
∫
BZ
p(k, t)dk, (4)
where the band velocity vm is defined by ∇kEm(k). The
high-harmonic spectrum is obtained from the Fourier
transform (FT) of jtotal = jra + jer, as |FT{jtotal}|2. We
obtained d(k) and the band energies Em(k) by using the
Vienna ab initio simulation package (VASP) code. The
details of the energy bands and transition dipole elements
can be found in the Appendix A. The linearly polarized
laser field is oriented along the ΓM direction. To ex-
clude the complexity of more than two emission channels
within a half cycle induced by the dynamical Bloch oscil-
lation across the edge of BZ, the laser intensity adopted
here is moderate [23, 24].
To obtain the excursion time of electron-hole pair in
solid crystals driven by the laser fields, the electron-hole
recollision model is used. The saddle-point analysis is an
efficient approach to extract the excursion times of elec-
tron and hole in their respective energy bands. Consid-
ering the laser parameters are used here, the interband
contribution dominates the generation of harmonics in
the primary plateau zone [31, 38]. Hence, hereafter we
focus on the HHG contributed by interband current. For
simplicity, a two-band integral form which is equivalent
to Eq. (2) without any approximation can be rewritten
as
pi(k, t) = −i
∫ t
−∞
Ω(k, t′)∆n(k, t)ζ(T2, t− t′)e−iS(k,t)dt′,
(5)
ζ(T2, t− t′) = e−(t−t′)/T2 , (6)
where ζ(T2, t − t′) shows the coherence decay caused by
the scatterings [39] and ∆n is the population difference
between electron and hole. By substituting Eq. (5) into
Eq. (4) and then performing FT, the effect of coherent
decay be embodied in the interband emissions as follow:
Ser(ω) =− ω2
∫
BZ
dk
∫ ∞
−∞
dte−iωt[
∫ t
−∞
d∗(k, t′)
× Ω(k, t′)∆n(k, t′)ζ(T2, t− t′)eiφ(k,t,t′) + c.c.],
(7)
where the classical action phase is represented by
φ(k, t, t′) = −
∫ t
t′
g(k, t
′′)dt′′ − ωt. (8)
The saddle-point equations obtained by the first
derivative of φ can be described as∫ t
t′
vg(k, t
′′)dt′′ = 0, (9)
dφ
dt′
= g(k, t
′) = 0, (10)
dφ
dt
= g(k, t) = ω, (11)
where vg = ∇kg(k) is the group velocity difference be-
tween electron and hole. To solving the saddle-point
equations, we consider the electron trajectories initially
located around the top state of valence band (including
5% area of the BZ) because the electron ionization mainly
occur in the part of the BZ where the corresponding tran-
sition dipole is maximal [32]. Note that the choice for the
larger area of valence band states in the BZ will result in
similar conclusions.
The classical electron trajectory starting at ionized mo-
ment t′ and ending at recombined moment t satisfies Eq.
(9) . Note that the electron and hole wave functions are
Bloch waves and can be delocalized in solids. Consider-
ing the substantial overlap between the subwaves of the
electron-hole pair, we will relax the recollision condition
of zero displacement. The electron trajectories with dif-
ferent ionization moments are coherent with each other
and the ionization event dominantly occur around the
peak of the electric field. An electron ionized at moment
t′ usually recombines with hole at several moments t. For
the effect of the decoherence term ζ in Eq. (7), high-order
recollision trajectories with the excursion time τ = t− t′
larger than a half optical cycle of pulse will be suppressed
dramatically. Consequently, only the first electron tra-
jectory characterized by the excursion time lower than a
half cycle is considered in our classical analysis. And the
electron excursion time τq for the high harmonic qω0 (ω0
is the laser frequency, and q is the order) increases with
the growing order.
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FIG. 1. (Color online) (a) High-harmonic spectra as a function of the dephasing time with constant laser intensity 2.84 TW
cm−2. The laser pulses with a sin2 envelope, duration eight optical cycles and laser wavelength 2400 nm, corresponding to a
laser period 8 fs. (b) High harmonic spectra with dephasing times 3 fs (black solid curve) and 2 fs (orange dash-dotted curve).
(c) and (d) are the time-frequency analysis of the HHG spectra in (b) with dephasing times 2 fs and 3 fs respectively. The
predicted boundary between the interference opening (O) closing (C) zones is shown by the black dash-dotted line in (a) and
violet dash line in (b). The white curve in (a) shows the positions of the harmonic peaks and spectral splittings which are
predicted by the temporal two-slit interference contributed by the short and long trajectories. The semiclassical analysis shown
by black line and circle in (c) and (d) is separated into the short (S) and long (L) trajectories according to the excursion time
of electron. The color scale is logarithmic.
III. RESULTS AND DISCUSSIONS
Firstly, we investigate the role of the coherent time
in the HHG from solids. Figure 1(a) shows the high-
harmonic spectra as a function of the dephasing time
and two representative HHG spectra are presented in
Fig. 1(b). One can observe two features: (i) the yield for
a certain harmonic is enhanced monotonically with in-
creasing dephasing time and this enhanced effect of yield
becomes more significant for the higher harmonics; (ii)
spectral splitting and redshift.
As shown in Fig. 1(b), one can clearly discover the first
feature by taking a contrast between two representative
HHG spectra in which the dephasing times T2 = 2 and 3
fs are adopted respectively. To make an insight into the
first feature, the clear physical comprehension and mean-
ing can be captured by assessing the decoherence term
ζ (less than one) in Eq. (6). As presented in Fig. 2(a),
the term ζ with a ratio of the constant excursion time
τq and the growing T2 leads to the slow decay (larger ζ
value) for the interband polarization in Eq. (7), which
implies that a smaller friction force acts on the electron
or a larger elapse between two scattering events and then
results in the enhanced harmonic yields. Similarly, con-
sidering the excursion times τq with growing q and the
T2 are simultaneously increasing, the values of the de-
cay term ζ for the higher harmonics will increase more
rapidly with growing dephasing time, as shown in Figs.
2(a) and 2(b). Consequently, compared with the lower
harmonics, the decay rates of the higher harmonics are
slower when the dephasing time is growing. The slower
decay rates (larger ζ values) in Eq. (7) give rise to the
greater yield enhancement for the higher harmonics. In
Figs. 1(a) and 1(b), this feature can be intuitively ob-
served in the range from 10 to 11 eV compared with the
range from 8 to 9 eV. The dephasing time in laser-driven
solid materials could be controlled by the means of band-
gap engineering. Thus, the mechanism of harmonic yield
modulated by dephasing time will provide new route to
control the generation of high harmonic in solids.
The second feature (spectral splitting and slight red-
shift of harmonic peaks with varying dephasing time)
could also be found in Fig. 1(a) and the black solid curve
of Fig. 1(b). In the spectroscopic range enclosed by two
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FIG. 2. (Color online) (a) The decay term ζ in Eq. (6)
with growing the dephasing time. (b) The decay term ζ as a
function of harmonic order q.
paralleled violet lines, both spectral splitting and red-
shift are clearly seen. However, the spectroscopic range
with lower energy characterizes negligible spectral split-
ting and redshift. Note that effect of the complex channel
interference caused by multiband and higher laser inten-
sity on the second feature will be discussed in the Ap-
pendix B. Therefore, the HHG plateau can be divided
into two parts according to the emergence and absence
of the second future. To understand the second feature,
we will turn to the view of short and long trajectories.
Keeping the above-mentioned first trajectory in mind,
we resolve two re-colliding times, less or more than a
quarter optical cycle, corresponding to short and long
trajectories for q-th harmonic and denoted as τSq and τ
L
q ,
respectively.
For the secondary feature, we first reveal the mecha-
nisms for the emergence of the spectral splitting caused
by the interference between two emission channels or
slits. In the reciprocal space, the ionized electrons are
accelerated and will acquire a shift of the crystal momen-
tum during the excursion time. The acquired momenta of
the electron for the short and long trajectories are deter-
mined by their duration of the excursion times, and they
are indicated as ∆kSq and ∆k
L
q , respectively. However,
the phase-breaking events described by the characteris-
tic time T2 could destroy the process of the momentum
accumulation. Within this elapse, the time-dependent
crystal momenta we are concerned with can be referred
as
(kS(L), t) ≡ k0 + ∆kS(L)q = k0 +
∫ t′+τS(L)q
t′
F(t)dt, (12)
(K, t) ≡ k0 +
∫ t′+T2
t′
F(t)dt, (13)
where the time-dependent short and long trajectories in
the reciprocal space will be obtained by Eq. (12) and pre-
sented by the white line and green circles in Figs. 1(c)
and 1(d) respectively. (K, t) shows the whole semiclassi-
cal trajectory during the scattering-free elapse T2.
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FIG. 3. (Color online) Schematic of two-slit interference
contributed by the short (S) and long (L) trajectories. An
electron around Γ point of valence band is excited into a con-
duction, propagated within that band and then recombined
with its parent hole in the original valence band. Ignoring
the scattering effect, the electron/hole in its band shows the
periodic Bloch oscillations and would be pulled back to the Γ
point within a half optical cycle. The electron dynamics to-
ward the boundary is denoted as short trajectory (blue solid
curve) and gives rise to the emission channel CH1 for certain
harmonic (the first slit), while the return electron dynam-
ics contributes to long trajectory and the additional emission
channel CH2 for the same harmonic (the second slit). An
appropriate dephasing time deduced by the scattering effect
would support the existence of a part of long trajectories, as
shown by the orange dash-dotted curve. The shadow shows
the opening zone of the two-slit interference between CH1 and
CH2, and a counterpart zone at the opposite side of the BZ
is equivalent (not shown).
To further resolve the quantum trajectories from the
spectroscopy of HHG, we also show the time-frequency
analysis of the two representative HHG spectra in Figs.
1(c) and 1(d) [40]. One can observe that the semiclassical
paths reach a good agreement with the quantum trajec-
tories [22]. For the excursion time τSq shorter than τ
L
q , the
role of decay term ζ in Eq. (7) will mainly dampen the
long trajectory, as shown by the time-frequency analysis
in Fig. 1(c) compared with that in Fig. 1(d). When the
dephasing time T2 is less than a quarter of optical cycle,
the long trajectory will be faded away and one emission
channel or slit is turned off, which results in the absence
of the spectral splitting. Otherwise, the long trajectory
shall survive under the condition that T2 greater than a
quarter of optical cycle. Thus, the two-slit interference
contributed by two emission channels is turned on. As
shown by the black dash-dotted curve in Fig. 1(a) and
the violet solid line in Fig. 1(b), the boundary between
the spectral interference opening and closing zones is cal-
culated by
η = g(K, t), (14)
where K is the accumulated crystal momentum in Eq.
(13) during the elapse of T2. In a word, the ratio of τ
S(L)
q
5and T2 would turn on or off the one of two slits and then
control the spectral interference range according to the
Eqs. (12) and (13), as presented by the shadow zone in
Fig. (3).
Within a half optical cycle, the understanding of the
spectral interference can be formalized by considering the
time-domain interference between two adjacent harmonic
bursts (two slits) contributed by short and long trajec-
tories respectively, as shown by the Fig. (3). The har-
monic bursts generated by short and long trajectories
have different amplitudes and phases, which can lead to
constructive or destructive interference. The dynamic
phase difference between two adjacent bursts for certain
harmonic: Θ =
∫ t2
t1
g(k, t)dt, where t1 and t2 are the
moments when a certain harmonic component is gen-
erated by the CH1 and CH2 channels, respectively. In
consequence, one harmonic component from the channel
CH1 constructively interferes with its counterpart from
the channel CH2, causing spectral interference of spec-
troscopy and split in the pattern of the HHG spectra
varying with dephasing time [11]. The peaks of spectral
splitting and q-th harmonic can be predicted by
q =
(2l − 1)−Θ/pi
2∆t/T0
, (15)
∆t = t2 − t1 is the temporal slit gap. l is a positive
integer and T0 is the optical cycle. If the long trajectory
is absence, only the odd harmonics are emergence due
to the slit gap ∆t is a half cycle and the dynamic phase
difference Θ vanish between each two emission channels.
One can observe that the model of the temporal two-slit
interference reproduces the peaks of q-th harmonic and
spectral splittings, shown by the white curve in Fig. 1(a).
Therefore, HHGs in the plateau zone will be divided into
two zones which correspond to the interference opening
and closing zones, as presented by the shadow and bright
zones in Fig. (3) respectively.
Finally, the frequency redshift in the second feature
will be explained qualitatively. The time-frequency anal-
ysis of the HHG with a longer dephasing time in the Fig.
1(d) shows that more harmonics generate on the downhill
part of the pulse than on the uphill part, which gives rise
to the redshifts. The frequency redshift implies that the
effect of dephasing in solids regulates a difference of the
ionized dynamics between the uphill and downhill part
of the pulse [41].
From the above, the role of the dephasing time in the
HHG from solids have been investigated. Within the
density matrix formalism, phase relaxation accounting
for electron-particle interactions are included by dephas-
ing term and lead to the irreversible decay of quantum
coherence and state population. Thus, measurement of
characteristic time for the coherent processes is essential
for both fundamental and applied research. The dephas-
ing time T2 in crystals at room temperature has been
deemed that it is comparable to typical optical period
of the MIR laser pulse [6, 42]. It implies that this char-
acteristic time can be exposed by the MIR laser pulses.
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FIG. 4. (Color online) High-harmonic spectra with varying
the driving wavelength. The laser vector is same as Fig.
(1) and equals to 0.8pi/a. The dephasing time T2 = 4 fs is
adopted. The vertical solid line shows the minimal band gap
between conduction and valence bands. A black solid curve
predicted by Eq. (14) shows the boundary with the used de-
phasing time 4 fs and distinguish the interference opening (O)
and closing (C) zones. The blue dash and dash-dotted curves
are the boundaries with two hypothetical dephasing times 4.5
and 3.5 fs respectively. The color scale is logarithmic.
Based on the clarified mechanisms, the spectral feature
of HHG would be used to retrieve the dephasing time T2
of crystals accurately.
In Fig. (4), high-harmonic spectra with the varying
driving wavelength have been obtained and can be sepa-
rated into the interference opening (O) and closing (C)
zones. At the plateau zone with photon energy rang-
ing from 3.3 to 12 eV, one can observe that the har-
monic peaks become more clearer with increasing wave-
length. As a consequence, the emergence and absence of
the spectral interference are distinguished delicately by
a black solid curve in Fig. (4) and successfully predicted
by the Eq. (14). To make an assessment of this resul-
tant boundary, two boundaries predicted via assuming
the dephasing time with 4.5 and 3.5 fs are shown by the
blue dash and dash-dotted curves respectively, which are
obviously different from the black solid curve. One could
conclude that the determination of boundary gives rise
to an avenue to retrieve the dephasing time at subfem-
tosecond resolution. In addition, one may further find
that the harmonic yield in the plateau zone are modu-
lated with growing wavelength in Fig. (4), which can be
attributed to the subcycle interference between two adja-
cent Zener events within an optical cycle and be discussed
in Ref. [32]. Mechanisms of the harmonic yield modu-
lation had guided us toward the retrieve of the dynamic
phase of Bloch electron [32, 43]. It is also worthwhile to
note that this theoretical detection scheme with varying
wavelength is not limited to MIR laser field, thereby be-
ing feasible to terahertz field and other laser parameters.
6IV. CONCLUSION
To conclude, we have investigated the impact of de-
phasing time in the HHG from solid crystals by solving
the density matrix equations. We found two features in
the HHG spectra with growing dephasing time: (i) the
yield of certain harmonic enhances monotonously while
HHG spectra show an anomalously significant enhance-
ment for the harmonics with higher order q; (ii) spec-
tral splitting and frequency redshift. The coherent decay
caused by the electron-particle scatterings in solids leads
to the emergence of these two spectral features which fur-
ther pave a way to retrieve the dephasing time at a sub-
femtosecond resolution by distinguishing the boundary
line between the spectral interference opening and clos-
ing zones. The peaks of spectral splitting and q-th har-
monic are predicted by the temporal two-slit interference
model. In addition, we also provide a realizable scheme
in present experimental setups to probe the dephasing
time by measuring the wavelength-dependent solid HHG
spectra. Measurement of the dephasing time can provide
a new sight into microscopic interaction information in
solids that the existing methods cannot reveal. It further
advances the understanding of the ultrafast modulation
of light, which has potential applications in petahertz
electronic signal processing or strong-field optoelectron-
ics.
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APPENDIX A: ENERGY BANDS AND
K -DEPENDENT DIPOLE ELEMENTS FOR
W -ZNO CRYSTAL
Accurate band structure and transition dipole mo-
ments are required before we perform the simulations of
the light-solid interaction. These quantities are obtained
via the density functional theory with a plane-wave ba-
sis set, using the Vienna ab initio simulation package
(VASP) code [44, 45]. The equilibrium structure calcu-
lations of the w -ZnO crystal are performed within the
generalized gradient approximation (GGA) in the form
of the Perdew and Wang (PW91) functional which is used
to approximate exchange and correlation potentials. The
cutoff energy of 550 eV is employed for the plane-wave
basis expansion. The convergence criteria for the total
energies and ionic forces are set to be 10−8 eV and 10−5
eVA˚−1 in the formula unit. The Brillouin zone of the unit
cell has been sampled by a 13×13 ×8 Monkhorst-Pack k -
point mesh for self-consistent converged calculations. By
using the the Rayleigh-Schro¨dinger perturbation theory,
TABLE I. Coefficients of the expansion of the energy bands.
ZnO V C1 C2
α0 -0.0928 0.2111 0.3249
α1 0.0705 -0.0814 -0.0363
α2 0.0200 -0.0024 -0.0146
α3 -0.0012 -0.0048 0.0059
α4 0.0029 -0.0003 -0.0050
α5 0.0006 -0.0009 0.0000
the k -dependent transition dipole moments are related
to the momentum elements pˆmm′(k) as
dm′m(k) = i · pˆm
′m
Em′(k)− Em(k) ,
pˆm′m(k) = 〈um′,k(r)|pˆ|um,k(r)〉,
where |um,k(r)〉 is the periodic part of the Bloch func-
tion in band index m with crystal momentum k. Once
the Bloch function is calculated, the value of the transi-
tion dipole elements can also be calculated. The calcu-
lated energy bands are fitted with the function Em(k) =∑∞
i=0 αm,i cos(ika). The coefficients are listed in TABLE
I. a = 5.32 a.u is the lattice constant along the ΓM di-
rection (optical axis). The energy bands and transition
dipole elements d(k) presented in Fig. 5 show a good
agreement with the results in Refs. [31–33].
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FIG. 5. (Color online) (a) Energy band structure along the
ΓM direction. (b) The transition dipole elements between
each pair of bands considered.
APPENDIX B: MULTIBAND AND
HIGHER-LASER-INTENSITY EFFECTS
In this appendix, we make an assessment on the role
of multiband and higher laser intensity in the HHG spec-
trum. To exclude the complex channel interference in-
duced by the Bloch-Zener oscillation across the BZ edge,
the vector of laser field adopted in this work is limited
within pi/a0. One can find that the HHG spectra (time-
frequency analyses) of the primary plateau simulated by
the two band model shows a good agreement with the
results of multiband model, as shown by the red dash-
dotted and black solid curves respectively in Fig. (6).
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FIG. 6. (Color online) Effect of the multiband and higher
laser intensity. The laser vector adopted here is pi/a0 which
corresponding to the higher laser intensity 4.81 TW cm−2.
Time-frequency analyses are not shown here. In the
multiband simulations with a higher laser intensity, the
discussed spectral feature can be observed clearly. As
shown by the blue solid curve compared with the black
solid curve in Fig. (6), the HHG spectrum with a longer
dephasing time (3 fs) shows two distinguished interfer-
ence closing and opening zones.
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