Abstract. We h a ve recently developed a new program analysis strategy called fractal symbolic analysis that addresses some of limitations of techniques such as dependence analysis. In this paper, we s h o w h o w fractal symbolic analysis can be used to convert between left-looking and right-looking versions of three kernels of central importance in computational science: Cholesky factorization, LU factorization with pivoting, and triangular solve.
Introduction
Most computational science codes require the solution of linear systems of equations. These systems can be written as Ax = b where A is a matrix, b i s a v ector of known values, and x is the vector of unknowns. Direct methods for solving linear systems factorize the matrix A into the product of an upper triangular matrix and a lower triangular matrix, and then nd x by solving the two triangular systems. If the matrix is symmetric and positive-de nite, Cholesky factorization is usually used to nd the two triangular factors otherwise, LU with partial pivoting is used.
Substantial e ort has been invested by the numerical analysis community in implementing high-performance versions of these algorithms. For example, the LAPACK library contains blocked implementations of these algorithms, optimized to perform well on a memory hierarchy 2] the SCALAPACK library contains parallel implementations of these algorithms for distributed-memory machines 3].
In the compiler community, researchers have d e v eloped techniques to synthesize blocked and parallel implementations of these algorithms from high-level algorithmic formulations. These restructuring techniques perform source-to-source transformations to improve parallelism and locality of reference. A signi cant challenge for compiler optimization is the fact that there are many v ariations in how these algorithms can be expressed. The two most important v ariations are called right-looking or eager, and left-looking or lazy. { Eager: In matrix factorization codes, the matrix is walked by column from left to right. After the current column has been computed, updates to columns to the right of the current column are performed immediately. Similarly in triangular solves, the current unknown is computed, and its contribution is immediately subtracted from the remaining equations. In the numerical analysis community, these are referred to as right-looking formulations.
{ Lazy: Updates to the current element/column from earlier elements/columns are performed as late as possible, in a lazy manner. These are also referred to as left-looking formulations.
The e ectiveness of di erent compiler optimizations can be sensitive t o t h e original formulation. The storage layout of a matrix in memory or across multiple processors may lead to a preference for one or the other of these formulations. Thus, it is important for compilers to transform one form to the other.
The most commonly used technique for proving legality o f transformations is dependence analysis 8], which computes and enforces a partial order between the statements based upon data dependences. A more powerful technique that subsumes dependence analysis is symbolic analysis, w h i c h compares symbolically two programs for equality. Both approaches have their shortcomings. The constraints imposed by dependence analysis are su cient but not necessary, and fail to prove equality of right-and left-looking LU. Symbolic analysis, on the other hand, is precise but intractable for all but the simplest programs.
To bridge this gap between dependence analysis and symbolic analysis, we developed fractal symbolic analysis 6]. In this paper, we s h o w h o w this new analysis technique can be used to convert between left-and right-looking versions of triangular solve, Cholesky factorization, and LU factorization with partial pivoting. In Section 2, we abstract the transformation required to convert between left-and right-looking formulations, and show that dependence analysis is too weak to prove the equality of left-and right-looking versions of LU factorization with pivoting. In Section 3, we summarize fractal symbolic analysis. In Section 4, we demonstrate its e ectiveness in verifying the legality of these transformations on LU with pivoting (for lack o f s p a c e , w e do not discuss triangular solve a n d Cholesky, but both dependence analysis and fractal symbolic analysis are adequate for these programs. These and other details can be found in an expanded version of this paper 7]). Finally, w e conclude with future directions.
Factorizations and Triangular Solve
In this section, we discuss right-and left-looking formulations of three important numerical kernels: Cholesky factorization, LU factorization with pivoting, and lower triangular solve. Neither right-nor left-looking forms should be viewed as canonical in general. For example, in 4], a standard text on matrix computations, Cholesky and lower triangular solve a r e i n troduced in a left-looking or lazy manner, while LU is introduced in a right-looking or eager manner. It should 
Lower Triangular Solve
Triangular solve, shown in Figure 5 , maps directly to the template of Figure 1 . Both B1 and B2 are represented by a single statement. B1 corresponds to the nal scaling step of solving a single equation with one unknown, and B2 corresponds to the substitution of a solved unknown (x(k)) to compute an unsolved unknown (x(j)). Although triangular solve is often introduced in its left-looking form (as in 4]), the right-looking form can sometimes be desirable for performance. When compiled in Fortran on the SGI Octane, the right-looking form considerably outperforms the left-looking form as shown in Figure 2 . Here, the right-looking code has better spatial locality a s A is stored in column-major order.
Cholesky Factorization
Our second example is Cholesky factorization, a key computational kernel for factoring symmetric, positive-de nite matrices. Figure 1 . In this case, B1 and B2 are represented by small blocks of code. B1 corresponds to the computation in the current column, and B2 corresponds to updates from earlier columns to the left to later columns to the right. As before, performance is sensitive to the formulation that is used. However, in this case, as shown in Figure 3 , the leftlooking formulation results in better performance.
LU Factorization with Partial Pivoting
Our last example is LU factorization with partial pivoting, which is used for factoring general unsymmetric matrices. Without pivoting, LU factorization is quite similar to Cholesky in the previous section, but su ers from instability due to accumulating oating point error. In practice, partial pivoting provides a solution to this problem. For this example, converting between a right-looking formulation (as in Figure 7a) and a left-looking formulation (as in Figure 7b ) is a more involved process. The pivot operation performed in each column requires a corresponding swap of elements in every other column. This swap can be viewed as a second update' between columns. Conversion between right-and left forms may b e a ccomplished by t wo applications of right-left loop interchange. In the right-looking code in Figure 7a , the update alone may b e converted to left-looking form, as in Figure 7c . Converting the swap is slightly more complicated, as the swap is do k = 1, N // Pick the pivot B1:a(k) :
// Update from current column // to columns to right 
. . . guardn(k) ! expressionn(k) Fig. 9 . Guarded Symbolic Expression never purely right-looking since pivoting requires swaps in earlier columns as well as latter columns. Nevertheless, the right-looking portion of the swap may be isolated, via index-set-splitting and statement reordering 8], as in Figure 7d . A second application of right-left loop interchange produces the left looking code in Figure 7b . Figure 4 shows the performance of these codes on the SGI Octane. Although the right-looking version is simpler, the left-looking version has notably better cache performance. One key obstacle to automatic conversion between rightand left-looking forms is the inability of dependence analysis to establish their equivalence. At the level of matrix operations, the pivot swaps may b e v i e w ed as row p e r m utations and the updates as matrix multiplications. In converting between right-and left-looking forms, these operations are interchanged, but they are not independent since they modify certain common storage locations. Hence, a compiler that relies on dependence analysis will not be able to prove the equivalence of these versions. In the next section, we p r e s e n t a m o r e p o werful analysis tool that can establish the legality of this transformation.
Fractal Symbolic Analysis
In this section, we g i v e a brief overview of fractal symbolic analysis, a t e c hnique we proposed in 6] to establish legality of program transformations. As mentioned earlier, dependence analysis is too conservative to handle a code such as LU factorization with pivoting. Traditional symbolic analysis, on the other hand, is generally impractical. Fractal symbolic analysis provides an accurate and tractable means of analyzing many codes.
To illustrate the basic idea, consider the simple example in Figure 8 . For a number of reasons, a compiler may desire to interchange the i and j loops in this code. However, every instance of the statement S writes to the variable k. As a result, dependence analysis enforces a total ordering between all instances of S and, therefore forbids loop interchange. Nevertheless, if commutativity a n d associativity of addition is allowed, this interchange produces equivalent results. Most modern compilers would use pattern recognition to gure out that the interchange is legal. However, pattern recognition is notoriously fragile, so a more robust test is desirable. Symbolic analysis is one option, but direct symbolic comparison of programs is usually intractable. Right/Left-looking Interchange
commute(hS1(t) S 2(r s )i : 1 <= r < t < s < = n)ĉ ommute(hS2(p q) S 2(r s )i : 1 <= p < r < s < q < = n) The key idea behind fractal symbolic analysis is the following. Loop interchange reorders particular instances of statements. This reordering may be viewed incrementally by i n terchanging instances one pa i r a t a t i m e . In the example above, the legality o f l o o p i n terchange is established by s y m bolically demonstrating that two individual instances, S(i,j) and S(i',j'), c o m m ute (that is, that they can be done in any order). This only requires proving that k out = k in + A(i,j) + A(i',j') and k out = k in + A(i',j') + A(i,j) are equivalent, which m a y b e v eri ed by a relatively simple symbolic engine.
In general, there are two aspects to fractal symbolic analysis: (i) recursive simpli cation, and (ii) base symbolic comparison.
Recursive simpli cation
As discussed above, fractal symbolic analysis simpli es programs recursively till they are simple enough for the base symbolic comparison engine. There are three key ideas to this simpli cation. First, if the programs to be compared are too complex for symbolic comparison, simpli ed programs are generated such t h a t equality of the simpli ed programs is a su cient, but not in general necessary condition to establish the equality o f t h e original codes. Second, for codes obtained by common program transformations, the appropriate simpli cation may be derived from the transformation as in the example above. Figure 10 provides the legality conditions for both the loop interchange performed above a n d t h e right-left loop interchange presented earlier in this paper. Finally, this simplication process may be applied recursively until tractable programs are obtained. Figure 11 provides rules for recursive simpli cation.
Base symbolic comparison
Although compared programs may be repeatedly simpli ed as needed, each simpli cation step results in a loss of accuracy as equality of the simpli ed programs is a su cient but not necessary condition. Because of this, it is important t o s y mbolically compare programs with as few simpli cation steps as possible. In 6], we describe a core symbolic comparison engine that is e ective under the following constraints. Recursive simpli cation may be applied until these constraints are met.
{ Programs consist of assignment statements, for-loops and conditionals. { Loops do not carry dependences. { Array indices and loop bounds are restricted to be a ne functions of enclosing loop variables and symbolic constants, and predicates are restricted to be conjunctions and disjunctions of a ne inequalities.
Under these conditions, we h a ve s h o wn that the e ect of a program on each live, modi ed variable may be summarized as a guarded s y m b olic expression, a s shown in Figure 9 . Each guard describes a polyhedral region of array indices, and the corresponding expression describes the values of the array e l e m e n ts for those indices. Computation and comparison of guarded symbolic expressions is a straightforward process and is described in detail in 6].
LU with Pivoting
We n o w demonstrate how fractal symbolic analysis can be applied to establish the legality o f the right-left transformation on LU factorization with pivoting. For conciseness, we will focus on the equivalence of the codes in Figure 7a and 7c. As discussed earlier, these codes di er by a single application of right-left loop interchange. Since reordered operations are not independent, dependence analysis is insu cient to establish legality. On the other hand, our implementation of fractal symbolic analysis, described in the last section and in greater detail in 6], is able to automatically verify the legality of this transformation. In this section, we describe this process.
Recall that dependence analysis cannot prove Figure 7a and 7c equivalent due to dependences between reordered swaps (B1:c) and updates (B2). However, given the fact that k p(k), 2 the two codes still produce the same results. 2 The predicate k p(k) is easily inferred from the code using techniques such a s array v alue propagation 5].
given t<=p(t) Commute(<B1(t),B2(r,s)>:
given t<=p(t) ^ r<t<s)
given t<p(t) ^ r<t<s)
Commute(<B1.a(t),B2(r,s)>:
given t<=p(t) ^ r<r'^s>s') Commute(<B2(r,s),B2(r',s')>: B1:c(l) :
Fig. 13. Simpli ed Comparison
Fractal symbolic analysis deduces correctly that these codes are equal. Figure 12 illustrates this process on the two codes. Essentially, fractal symbolic analysis is able to reduce the legality of the right-left interchange to the symbolic legality of reordering swaps (B1:c) and updates (B2). This simpler legality test is illustrated in in Figure 13 . Dependences are still violated, but these programs are \simple enough" to be compared by direct symbolic analysis. The only live, altered variable in either program is the array A, and the core symbolic engine generates equivalent guarded symbolic expressions for A from each program:
! Ain(l j) i 6 = l^i 6 = p(l)^j = n ! Ain(i n) ; Ain(i m) Ain(m n) i 6 = l^i 6 = p(l)^j 6 = n ! Ain(i j) At this point, the symbolic expressions corresponding to each guard are syntactically equivalent. This need not be the case in general. However, in this case, it demonstrates that the programs in Figure 13 (and, thus, the original codes in Figure 7a and 7c) are computationally equivalent. That is, fractal symbolic analysis is able to demonstrate that no oating point computation is reordered between right-and left-looking formulations of LU factorization with partial pivoting, therefore the transformation does not a ect numerical stability.
Conclusions
In this paper, we h a ve studied right and left formulations for three important linear algebra kernels and argued the importance of automatically converting between the two formulations. Furthermore, we h a ve abstracted the high-level transformation that equates the two f o r m ulations of these codes. We h a ve discussed how fractal symbolic analysis may be used to establish the legality of this transformation, and have demonstrated its applicability to LU factorization with pivoting, a case in which dependence analysis fails. As far as we a r e a ware, fractal symbolic analysis is the only technique general enough to equate left and right formulations for all the examples mentioned in this paper.
As a future goal, we w ould like t o synthesize transformation sequences using fractal symbolic analysis. Dependence information can be represented abstractly using dependence vectors or polyhedra, and these representations have been exploited to synthesize transformation sequences 1, 8] . At present, we do not know suitable representations for the results of fractal symbolic analysis, nor do we know h o w t o s y n thesize transformation sequences from such information.
