In this work we derive an equation whose solution evaluates the average search time to reach a source of particles, for search strategies that utilize past information gathered during searching, to evaluate the probability distribution of finding the source at each step, with movement at each step in immediate neighbourhood direction of highest probability. We then attempt to solve this equation for the case in which there exists a radial symmetry in the concentration profile of the particles emitted by the source in two dimensions. We then use this to evaluate an expression for the lower bound on the search times, when the distance between the source and searcher is large, given a particular concentration profile of particles emitted by the source.
PACS numbers:
Introduction:-Searching for a source that emits particles is a problem that is quite ubiquitous. We see this all the way from a bacteria searching for the source of chemoattractants [1] , to a robot figuring out the source of a gas leak in a room [2] . Search time is defined as the time required to find the source by a searcher. This is similar to the first passage time: the first time the searcher reaches the position occupied by the source. There is a lot of theoretical work done in this area [3] . One could classify search strategies into two broad categories. Searches with cues and searches without cues. Searches without cues are reviewed in [4] . As has been stated there, searches with cues can also be split up into two kinds. One of them involves chemotatic strategies that assume a sufficient concentration of cues and another category of strategies that involve searching through information coming from sparse cues. Infotaxis [5] falls in the later category.
A searcher moving through an environment of particles emitted by a source has a history of hits at times t 1 , .., t n at positions r(t 1 ), ..., r(t n ). These make up the cues that provide all the information from the enviroment. This information could be utilized in deciding a future direction in many ways. One important quantity that could be measured is the probability of finding the source at any location in space. One could use Bayes theorem to evaluate this as P ( r| r(t 1 ), ..., r(t n )) = P ( r(t 1 ), ..., r(t n ))| r)
here P ( r| r(t 1 ), ..., r(t n ) is the probability of finding the source at position r given hits at positions r(t 1 ), ..., r(t n ) and P ( r(t 1 ), ..., r(t n ))| x) is probability of hits happening at positions r(t 1 ), ..., r(t n )) given the source is at position x. Infotaxis [5] utilizes this probability to evaluate the entropy of the source. The motion of the searcher at each step is in a direction in which the expected information gain is a maximum. In [5] it was conveyed that evaluating the search time for a searcher undergoing infotaxis, was difficult, given the complexity of the search algorithm. Given this issue, the question arises whether it would be possible to evaluate the search times for a class of cue based searches and any statement be made about certain universal features, such as lower bound on these search times given certain constraints. In this work we evaluate an equation for average search times for search strategies that utilize past cues to evaluate the probability distribution of finding the source at each step and where the searcher at each step moves in the immediate neighbourhood direction of maximum probability. We then attempt to solve the equation for the average search time in the case in which a source gives out particles whose concentration in space is radially symmetric. We then evaluate a lower bound on the search time given a particular spatial distribution of the concentration of particles emitted by the source. Evaluation:-Consider a source located at a in point space, giving out particles leading to a gradient of these particles in space. Let us consider a trajectory labeled by i. Let us say that the searcher evaluated probability of finding the source after traveling the trajectory is P X,Y i ((x, y)), where (x, y) is any position in space and (X, Y ) is the searchers present location. The time taken to travel the trajectory is t i . The next position of the searcher at each step is in the immediate neighbouring direction where the probability of finding the source is a maximum.
Let P X,Y (x, y) be the average value of P X,Y i ((x, y)) obtained by averaging over all trajectories.
The probability to jump to nearest neighbour (x + 2dx, y) on an average would go as β θ(P (x + 2dx, y) − P (x, y))(P (x + 2dx, y) − P (x, y)) dt. Here P (x, y) = P x,y (x, y) This simulates the strategy to move in the direction of a higher P , along with the fact that more the difference P (x + 2dx, y) − P (x, y), higher the probability on an average to see a jump. Here dt is a interval of time in which the movement happens and β is a rate at which this jumps happen. Θ(x) is defined as,
Let us consider the average time to reach the source from position (x, y) as T (x, y). As derived in appendix
For simplicity let probability distribution have radial symmetry with the source located at r = 0. Then the above equation simply becomes 
T (r = 0) = 0 implies C = 0
If we are interested in evaluating a lower limit on the search time, then we note that, if instead a different probability distribution P S (x, y) is substituted in the expression above, such that P S (x, y) mimicks the distribution of the particles emitted by the source in space, i.e. obey Eq.7, then we should have a shorter search time sign(∇P S (x, y) · n) = sign(∇S(x, y) · n) (7)
S(x, y) is the normalized distribution of particles emitted by the source. n is any unit vector and
Even though we don't present a mathematically exhaustive proof of this statement, its validity should be intutively obvious. If Eq.7 is satisfied then it implies P S (x) = n>0,an≥0 a n S(x) n (9) S P S (x, y) = 1 , where the integral is a surface integral, because P S (x, y) is a probability distribution. So,
in the last equation we have assumed that gradient of dS dr is always negative and | · | represents an absolute value. Now
Hence we get
So we have to find the minimum value of the integral, i.e we have to minimize the following
We have assumed that r is large enough that r 0 2πxP S (x)dx = 1 is approximately true. Minimizing the above expression gives us
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where c β is a constant dependent on β. We hence get that C β and B β are constants dependent on β, which we do not evaluate explicitly above.
Conclusion:-In [5] the difficulty in evaluating the search time for infotaxis was highlighted and instead a calcluation for a different search strategy, which does not utilize information about past hits, was presented. They evaluated the lower limit for search time for this strategy in certain limits as ∼ e −S , where S is the entropy of the probability distribution of finding the source. We however have in this work produced a differential equation whose solution would give the average search time in a search strategy that seeks to evaluate the probability distribution of finding the source, given the information of past hits, with movement at each step happening in the immediate direction of highest probability. We worked out a lower bound on the search time in case of a radial symmetric emission of particles by the source. It would be interesting to extend this calcuation to the case in which there is no symmetric emission of particles.
Appendix:-To simplify things, let us consider the system in one dimension. The final result can be easily generalized to higher dimensions. We have
where Π(i) = Θ(P (x) − P (i))(P (x) − P (i)) Π(i) − = Θ(−P (x) + P (i))(−P (x) + P (i)) (
The eq. 18 simply states that we can reach point x from any of its neighbours x + dx and x − dx, which adds time dt to times T (x + dx) , T (x − dx) to reach source from these sites. Each of the times T (x + dx) , T (x − dx) are multiplied by the probabilities to make the jump from x+dx and x−dx to x respectively. The term multiplying T (x) on the RHS is simply the probability of not making a jump to the neighbours x + dx,x − dx. 
we have redefined α dt dx 2 → α, β dt dx 2 → β above.
