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ABSTRACT

The importance of engaging in high quality program evaluation is a generally accepted principle
underscored by external pressure from funders. High quality evaluation necessarily begins with
good evaluation planning. This paper outlines Evolutionary Evaluation and specifically the Systems
Evaluation Protocol, an approach that emphasizes practitioner-evaluator collaboration, results in
tangible products for programs, and culminates in an evaluation plan appropriate for a specific
program’s lifecycle stage. A case study of Inspire>Aspire, a program developed by Character
Scotland and used widely in Scotland’s schools and elsewhere is presented and includes a
discussion of creative breakthroughs, or ‘Aha!’ Moments, that occurred.

The importance of engaging in high quality program
evaluation is a generally accepted principle underscored
by external pressure from foundations and government
entities that fund youth-serving programs. The call for
higher quality evaluation has already been sounded for
programs in a variety of areas including home visiting
(Haskins & Margolis, 2014), STEM education (U.S.
Department of Education, 2007), and teen pregnancy
prevention (Haskins & Margolis, 2014). Increasingly,
the need for high quality evaluation of character
development/positive youth development programs
has also been highlighted (e.g., National Academies of
Science, Engineering, and Medicine, 2016; Social and
Character Development Research Consortium, 2010).
A pervasive issue across disciplines is what high quality
evaluation looks like and how it can be accomplished.
Key characteristics of high-quality evaluation
include: a focus on utilization and learning (rather than
on assigning merit), practitioner involvement in
evaluation planning and implementation (when appropriately supported by evaluation professionals and
other stakeholders), and alignment of the evidence
gathering method with the program’s lifecycle stage
and intended use. High quality evaluation necessarily
begins with good evaluation planning. All too often,
there is a rush to measurement without putting in the
careful thought and attention to a program’s underlying
theory of change, the evaluation questions to be
answered, and the larger system within which a

program is embedded. This rush often inadvertently
leads to a waste of resources when the data collected fail
to address the question(s) of interest and/or the
evaluation design is not appropriate for the stage of
development of the program (e.g., using a randomized
controlled trial (RCT) with a program being implemented for the first time; Urban, Hargraves, & Trochim,
2014). As Aristotle famously noted, “Well begun is
half done” (4th century BCE). Carefully considered
evaluation plans ultimately lead to more thoughtful
evaluations that produce higher quality data that allow
us to better understand programs effects.
Several constraints limit engagement in thorough
evaluation planning, including limited time, funding,
and understanding of evaluation. As a result, programs
often rely on relatively simplistic and/or inappropriate
data to demonstrate program effectiveness. In order to
increase the quality of programs and, in turn, increase
the positive impact of these programs, researchers and
evaluators must do two things: (1) take the time to
engage in evaluation planning before launching an
evaluation, and (2) build the evaluation capacity
(including confidence and belief in the value of
evaluation) of program staff so they can conduct
internal evaluations when appropriate and effectively
interact with external evaluators when needed.
High-quality evaluation is particularly needed for
programs designed to promote character attributes;
many of these are small, local programs (e.g., sports
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teams, school newspaper) that are locally sponsored, or
are affiliates of national organizations such as Boy/Girl
Scouts or Boys and Girls Clubs (Roth & Brooks-Gunn,
2003). The vast majority of these programs have not
been formally evaluated and we do not know if they
are working (Roth & Brooks-Gunn, 2003, 2016; Roth,
Brooks-Gunn, Murray, & Foster, 1998). For smallerscale and newer programs, internal evaluation is often
appropriate and can allow practitioners to make
program improvements and report to funders on the
program’s impact on short-term outcomes. For largerscale and more established programs, practitioners
would benefit from increased evaluation capacity so
they can more effectively partner with external
evaluators.
One approach to evaluation capacity building that is
grounded in a partnership model and therefore more
likely to lead to buy-in from program staff, and more
and better program evaluation, is Evolutionary Evaluation (Urban et al., 2014) and specifically, the Systems
Evaluation Protocol (SEP; Trochim et al., 2012). In this
article, we discuss Evolutionary Evaluation and the
application of the SEP to the evaluation planning
process for a large-scale character development program.
We begin by presenting an overview of Evolutionary
Evaluation and the planning stage of the Systems
Evaluation Protocol, a step-by-step guide that applies
principles of Evolutionary Evaluation. Next, we discuss
the application of the SEP, and present tangible products,
including a stakeholder map, logic model, and pathway
model; we then discuss how these lead to specific and
testable evaluation questions. We also discuss what differentiates the SEP from more traditional approaches to
evaluation, including how the approach: (1) Incorporates
youth voice, an integral component of positive youth
development (Urban, 2008); (2) Unearths differences in
implicit understanding of the program; and (3) Enables
research-practice integration.

Evolutionary evaluation and the systems
evaluation protocol
Evolutionary Evaluation is a perspective that considers
the complex factors inherent in the larger systems
within which a program is embedded (Trochim et al.,
2012; Urban, Hargraves, Hebbard, Burgermaster, &
Trochim, 2011; Urban et al., 2014; Urban & Trochim,
2009). The Systems Evaluation Protocol (SEP) is a specific approach to evaluation that applies the principles
of Evolutionary Evaluation and provides an integrated,
actionable foundation for planning and conducting
evaluations, developing and improving programs, and
fostering a substantive and important expansion of

capacity and commitment to evaluation among participating programs (Buckley, Archibald, Hargraves, &
Trochim, 2015; Trochim et al., 2012; Urban et al.,
2011; Urban et al., 2014; Urban & Trochim, 2009).
Evolutionary Evaluation draws on theories of
evolution, developmental systems, and epistemology to
articulate a view of program development and evaluation as evolutionary processes with inherent lifecycle
qualities. Just as developmental scientists characterize
human development into broad phases (e.g., infancy,
childhood, adolescence), researchers and evaluators
can similarly discuss program development. Every program has a lifecycle and proceeds through different
phases: programs are initiated; they typically go
through periods of rapid change and growth; they
may stabilize and become more “settled”; they may be
disseminated widely; and at any point they may be
retired or replaced. This view of program evolution is
operationalized by articulating four phases of program
lifecycles: (1) Initiation, (2) Development, (3) Stability,
and (4) Dissemination. A program in the Initiation
phase is either a relatively new program or is being
implemented in a new context for the first time. A program in the Development phase is still undergoing
changes and revisions but on a lesser scale than programs in Initiation. A program in the Stability phase
likely has a written protocol, procedures or process
guide and is implemented consistently. A program in
the Dissemination phase is standardized and is being
distributed and implemented across a range of
locations.
It is not just the passage of time that marks a
program’s evolution, but also a substantive progression
that includes refinement and stabilization of program
content and approach; this process is strengthened by
appropriate evaluation. For any given program lifecycle
stage, there is an appropriate type of evaluation
work – that is, a corresponding evaluation lifecycle
stage. Evaluation lifecycles are divided into four phases:
(1) Process and Response, (2) Change, (3) Comparison
and Control, and (4) Generalizability. A Process and
Response evaluation is adaptive, flexible, and provides
rapid feedback that is typically focused on process in a
particular context. A Change evaluation looks at the
association between a program and changes in participant outcomes within a limited and specific context
(generalizability is not the focus). A Comparison and
Control evaluation assesses the effectiveness of a program by looking at potential causal relationships
between a program and changes in participant
outcomes. A Generalizability evaluation looks at
effectiveness outcomes with a focus on translation and
dissemination of findings across multiple contexts.
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Figure 1. Steps in the systems evaluation protocol (SEP).

Alignment between program and evaluation phases is
essential to ensure that a program obtains the kind of
information most needed at that point in the life of
the program, and that program and evaluation
resources are used efficiently. When program
practitioners, program managers, and evaluators conceptualize program evaluation from an evolutionary
perspective, better decisions can be made about whether
to keep, change, or retire a program, and about what
kinds of evaluations to conduct and fund (Urban
et al., 2014). These same principles are incorporated
in the SEP when developing program logic and pathway
models, identifying key pathways and nodes (activities,
outputs and outcomes), determining the boundary
conditions for program models, assessing program
lifecycles, and selecting evaluation designs that are
appropriate to program evolution.
The systems evaluation protocol
The SEP integrates principles from developmental
systems theory (e.g., Lerner, 2006; Overton, 2006,
2010), evolutionary theory (Darwin, 1859; Mayr,
2001), evolutionary epistemology (Bradie & Harms,
2006; Campbell, 1974, 1988; Cziko & Campbell, 1990;
Popper, 1973, 1985), and systems theory (Bertalanffy,
1995; Laszlo, 1996; Midgley, 2003; Ragsdell, West, &
Wilby, 2002). This approach emphasizes: the need for
constructing a causal diagram of the program’s theory
of change; consulting internal and external stakeholders
about their perspectives on and priorities for the program; recognizing how the program is related globally
to other programs, in part by identifying research on
related outcomes which can link the program to

universal long-term goals; and continually assessing/
revising the evaluation plans to collect evidence on
and improve the program (Urban & Trochim, 2009).
Out of these considerations, the SEP distills a series
of essential steps toward creating and implementing
an evaluation plan. In this way, although the foundations of the approach are rooted in theory that may
be viewed as less accessible by non-academicians, the
process of undertaking a high-quality evaluation
becomes manageable, replicable, and teachable to program practitioners whose expertise lies in program
development, delivery, and management, the realities
of their context, and their target audiences.
The Systems Evaluation Protocol includes three
stages of evaluation planning: (1) Preparation, (2)
Model Development, and (3) Evaluation Plan Development (see Figure 1). There are several ways the SEP has
been implemented. The most common approaches are:
(1) Bootcamp: The Preparation stage is conducted over
email/telephone, and the Model Development stage is
completed in a 2 day-intensive in-person meeting
between a SEP Facilitator and practitioners. The Evaluation Plan Development stage is then completed
remotely; (2) Practitioner Training: Practitioners attend
a series of in-person workshops and webinars led by
trained SEP facilitators. Practitioners than complete
the steps of the SEP on their own; and (3) Independent
Implementation: Evaluators or program practitioners
use a free online platform (called the Netway1) that
includes detailed information on all of the steps of the
SEP, videos, worksheets, and tools for creating a

1

The Netway can be accessed at www.evaluationnetway.com.
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stakeholder map, logic model, and pathway model to
complete the SEP on their own.
All three approaches require a commitment (both in
terms of time and resources) from practitioners,
organization leaders, and evaluators. Careful evaluation
planning is an investment, and one that can pay off
substantially. The degree of time and resource investment needed depends largely on which approach is
used. The Bootcamp approach is typically used when
time and/or funds are limited and a theory of change
and/or evaluation plan needs to be prepared quickly.
The Practitioner Training approach is typically used
when an entire system (e.g., Cooperative Extension in
New York State) wants to build the evaluation capacity
of program staff. The Independent Implementation
approach is typically used by those who lack access
to an evaluator, programs or evaluators who are
geographically remote, or evaluators who are engaging
in evaluation capacity building work or are interested
in incorporating the SEP in their evaluation practice.
Preparation
The primary objectives of the Preparation stage are to
acquaint the working group with the SEP process and
build shared understanding of the nature and vision
of this approach to evaluation and program
development, identify people’s key roles, and collect
basic information about the program. This stage is
particularly important when using a partnership model
as in the Bootcamp or Practitioner Training approach.
The SEP partnership model does not follow the typical
consultant-client or external evaluator-program format.
The premise is both evaluators and practitioners have
unique expertise and perspectives, and effective integration of these strengths offers a powerful basis for
high quality evaluation. In many cases, this is outlined
in a formal memorandum of understanding (a template
is provided in the SEP guide; Trochim et al., 2012). This
helps to establish mutual trust and buy-in regardless of
whether program staff are introduced to the SEP by
funders or outside researchers or whether they come
to it on their own.
Model development
The Model Development stage is a central and distinguishing component of the SEP, focused on surfacing
and articulating deeper understandings of the program
through: stakeholder analysis and mapping (a visual
depiction of the stakeholders and their relationship to
each other); group discussion and program review
resulting in a written program description; boundary
analysis; identification of program and evaluation lifecycle phases; and structured program modeling in two

forms, (1) the more familiar columnar logic model (with
Program Assumptions, Context, Inputs, Activities,
Outputs, and Outcomes), and (2) a corresponding
visual pathway model.
A pathway model is a visual program model that
incorporates two components of the columnar logic
model (Activities and Outcomes) but also specifies the
theory of change underlying the program. The notion
of causality is critical in systems evaluation. In a program logic model, there is a general idea of underlying
causality; activities are expected to lead to outputs which
are in turn expected to produce short-, medium-, and
ultimately long-term outcomes. Logic models alone,
however, do not spell out specific cause-effect
relationships. A pathway model assimilates the logical
connections that lead from an activity to one or more
short-term outcomes, and from there to medium-term
outcomes, and ultimately to long-term outcomes. It tells
the story of how a program works.
The knowledge or insight expressed by the pathway
model is often held subconsciously by people involved
with the program, and the opportunity to articulate
and combine these insights with a number of central
people is rare. The pathway modeling exercise is a
powerful tool for getting everyone on the “same page.”
The key products of the Model Development stage are
the stakeholder map, lifecycle determinations, and the
logic and pathway models. These products form the
foundation for strategic decision-making regarding
evaluation scope, evaluation purpose, and ultimately
the specific evaluation questions.
Evaluation plan development
The products resulting from Model Development form
the basis for Evaluation Plan Development in the third
and final stage of the SEP, integrating Evolutionary
Evaluation through attention to program and evaluation
lifecycle alignment together with related systems
considerations, to specify the evaluation questions,
methodology and measures to be used in data collection
and analysis, and the evaluation timeline. Inherent
benefits of working through the SEP are that the
process builds evaluation capacity both in terms of
specific skills and knowledge (e.g., modeling, lifecycle
analysis, evaluation methodology), deepens the staff’s
understanding of the program and ability to communicate with stakeholders, and cultivates skills, patterns of
thought, and commitment to evaluation that constitute
evaluative thinking (Urban et al., 2015a).
SEP research findings
The SEP has been developed, implemented, researched,
and evaluated in multiple contexts, including both
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resource-rich and resource-poor programs. A formal
evaluation of outcomes (e.g., attitudes toward and
knowledge of evaluation) associated with participation
in the SEP process focused on 62 programs that were
part of Materials Research Science and Engineering
Centers or Cornell Cooperative Extension (Urban
et al., 2015a). Most engaged in the Practitioner Training
approach. A small subset used the Independent
Implementation approach as part of a pilot study. All
participants completed all SEP steps. Results revealed
a trend toward more favorable attitudes toward evaluation over time. Participants found value in evaluative
thinking and knowledge gain, demonstrated a prioritization of evaluation, and reported the usefulness of
the evaluation process. Participants also indicated
increased understanding and skill for evaluation
planning and implementation, as well as a better understanding of project needs, measures, logic and pathway
models, and data. Program practitioners reported benefits to the quality of their evaluation planning and in
general, they were more satisfied with their increased
knowledge of how their program works and their ability
to learn about their program’s effectiveness. This
included an increased ability to clarify goals and outcomes for their program as well as improve measures
and develop more comprehensive methods. Overall,
participants indicated a better understanding of
evaluation as well as how to prepare and conduct an
evaluation (Urban et al., 2015a). In a comparison of
those who experienced the Practitioner Training
approach as compared to those who used the Independent Implementation approach, we found that participants benefited from both approaches; however,
those who participated in the Practitioner Training
approach had more positive outcomes (e.g., higher
quality pathway models and evaluation plans; Urban
et al., 2015a; Urban, Burgermaster, Archibald, & Byrne,
2015b). We also found evidence of contagion; practitioners who experienced Practitioner Training used
the SEP with other programs and practitioners who
did not themselves experience Practitioner Training
but were in an organization where a colleague did, also
used the SEP with other programs.2
The Systems Evaluation Protocol can be applied to a
wide array of programs. In the next section, we present
a case study where the Systems Evaluation Protocol was
used for evaluation of a specific character development
program, Inspire>Aspire. This case study will highlight
the Bootcamp approach to the SEP, and illustrates how
the SEP can be done, illustrating specific details about
2

Evidence of contagion is found by examining programs entered in the
Netway.
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each stage of the SEP, as well as why the SEP is useful
and important.

Inspire>Aspire: A case study
Inspire>Aspire: Global Citizens in the Making was
developed by Character Scotland to support the Scottish
Curriculum for Excellence. The program has been
implemented in over 60 countries and has reached
around 100,000 youth ages 10–18. Using a unique poster template and web-based resources, students are
guided by teachers to engage in a process of selfdiscovery where they reflect on: their strengths and
areas in need of improvement, who and what inspires
them, and what they want to achieve in life. The process
can be summarized as follows: (1) Critical self-reflection
on virtues and personal qualities where each person
selects and discusses their strengths and areas in need
of improvement; (2) Relating these virtues and qualities
to an inspirational figure; (3) Sourcing and commenting
on inspirational quotations; (4) Choosing and writing
about an inspirational story; (5) Translating inspiration
into aspiration by focusing on key questions about
achievement and contribution; and (6) Soliciting
feedback.
Facilitating the systems evaluation protocol
The Preparation stage for Inspire>Aspire was completed through a series of telephone calls. The Model
Development stage was completed in a 1.5 hour remote
webinar plus a 2-day intensive in-person meeting with
SEP Facilitators and program practitioners. Evaluation
Plan Development was done remotely over the course
of a few weeks. The working group consisted of two
SEP facilitators as well as the Executive Director and
four program staff from Character Scotland. The funder
initially introduced the SEP facilitators to the program
staff.
Preparation
The first stage of the SEP is the preparation stage. After
a series of preliminary phone calls, the group met via
webinar to participate in a number of activities. This
included an introduction to the SEP and a conversation
about program boundaries and stakeholders. Each of
the webinar participants was asked to describe and
explain Inspire>Aspire to the group, to help the SEP
facilitators come to a rough but comprehensible understanding of what Inspire>Aspire is, what activities are
involved, and what kinds of participant outcomes are
expected. The facilitators also gave a brief presentation
on stakeholders and asked the group to begin
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brainstorming a stakeholder list. As homework,
Character Scotland staff were asked to answer questions
about the scope of Inspire>Aspire and list things that
appear to be “inside” and “outside” the scope of the
program, making note of any “boundary questions” that
might warrant further discussion. They were also
asked to think about who (e.g., individuals or broad
stakeholder groups) might have different views on these
questions. Each staff participant was also asked to draft
a list of program stakeholders as well as a brief program
description. These activities laid the groundwork for the
next stage of the SEP, Model Development, which was
conducted in-person as described in the following
section.
Stakeholder analysis
The Model Development stage began with a stakeholder
analysis and creation of a stakeholder map (Figure 2).
The goal of this step was to identify all potential people
and/or groups that have a stake in Inspire>Aspire and
its evaluation. These were placed on a “map” that provided a visual depiction of the stakeholders’ relationship
to each other and to Inspire>Aspire. The brainstorming
and discussion of the layout of the stakeholder map
helped bring otherwise overlooked perspectives to light.
As is often the case, working group members began to
realize the program’s purpose may be seen very differently, even among program staff. By generating this

Figure 2. Stakeholder map.

simple social network analysis of the program, the
stakeholder map activity encouraged working group
members to view their program as part of larger
programmatic and political systems, sharpen their
understanding of the different perspectives stakeholders
have on the program and its evaluation, and appreciate
the program from these different perspectives.
Program review and boundary analysis
Conducting a thorough program review allowed the
working group to create a clear and concise, yet
comprehensive, program description. The program
description included information about participants
(e.g., number, age); main program activities and overall
goals; basic information about program implementation
(e.g., setting, frequency, who leads it); and about the
history and community context of the program. It also
included a complete summary of the components and
characteristics of Inspire>Aspire, how it operates,
whom it serves, and why it exists.
This stage involved deciding, very precisely, which
components were “in” the program and which ones
were “out.” Programs are interconnected with the surrounding environment, and they are preceded, followed
and accompanied by a complex array of other activities,
events, programs, and effects. The definition of a program may be relatively clear from an administrative or
funding point of view, but these artificial boundaries
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are seldom as evident in practice. Deciding what is
“inside” and what is “outside” a program amounts to
deciding what will be relegated to the level of an
assumption or program context (background), versus
what will be included in the logic/pathway models.
These decisions, in turn, shape what kind of evaluation
focus will be possible at the next stage. Although there is
no single correct program boundary, the objective of
this step in our evaluation of Inspire>Aspire was to
define program boundaries and ensure alignment with
the program description and stakeholder needs.
During the initial boundary analysis, there was
discussion about an awards ceremony that occurred
each school year, where a few (<1%) Inspire>Aspire
program participants are invited and receive awards
based on their high quality poster work. Although no
determination about the awards ceremony was made
at the end of the boundary analysis, this discussion
helped surface related issues. For example: Can the
awards ceremony be central to the program if it affects
fewer than 1% of participants? Should the program
dedicate a large proportion of resources to the awards
ceremony if relatively few program participants benefit?
The questions raised were revisited at a later point.
Lifecycle analysis
As described above, lifecycle analysis is critical to
understanding how a program and its corresponding
evaluations change over time. Evolutionary Evaluation
characterizes program development and evaluation as
evolutionary processes with inherent lifecycle qualities
(Trochim et al., 2012; Urban et al., 2014). An essential
step in the SEP is to assess what lifecycle stage the program is in currently, and the lifecycle stage of prior
evaluation (if any) efforts. If the program and evaluation
lifecycles are in alignment, then the evaluation planning
focuses on what kind of information will be needed to
most effectively move the program along its lifecycle
path. If the two are not aligned, then evaluation
planning should address that gap and either “fill in”
information that has not been properly established yet
(reining in the evaluation), or push for a higher level
of evidence (see Figure 3; Urban et al., 2014).
Figure 3 depicts Lifecycle Analysis alignment. If the
program and evaluation phases are perfectly aligned,
the program would fall along the diagonal line (e.g.,
Program A). Programs above the diagonal line (e.g.,
Program C) are doing evaluations more advanced than
their program lifecycle phase calls for. Program C is in
the Initiation program lifecycle phase but is being evaluated using a Comparison & Control evaluation such as
an RCT design. Programs below the diagonal line (e.g.,
Program B) have evaluations lagging behind the

7

Figure 3. Evaluation and program lifecycle phase alignment.
This figure depicts the relationship between program phases
(on the x axis) and evaluation phases (on the y axis). This figure
is adapted from Urban et al. (2014).

program lifecycle phases. Program B is in the Stability
phase of its program lifecycle, but is doing Process &
Response evaluation. We determined that Inspire>
Aspire is similar to Program B. It has a fairly advanced
program lifecycle; the program has been conducted for
many years and program components are stable (there
is little change to the program across implementation
rounds). However, Inspire>Aspire had not yet been
systematically evaluated. Prior evaluation work focused
on examining descriptive statistics and anecdotes from
participating teachers and pupils. We determined that
moving toward alignment of program and evaluation
phases and promoting the healthy evolution of the
program was essential. For a program whose program
and evaluation phases are not currently aligned, the
move toward alignment does not necessarily occur
within one evaluation cycle. Rather, building evidence
occurs over successive evaluation cycles, striving for
phase alignment.
Logic and pathway model
The logic model for Inspire>Aspire is presented in
Figure 4. The process of moving from a logic model
to a pathway model can be complicated. It is in the
shared building of the model that many of the gains
are achieved; this is where members of the working
group come to a shared understanding of what the program is about. This is the point in the process when
boundary analysis discussions become more formalized
and conflicting priorities may surface. Staff who have
been working together on the same program for years
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Figure 4. Inspire>Aspire logic model.

may discover they have vastly different ideas about how
the program works. These disagreements are
often resolved by exploring whether (and how) specific
activities connect to specific outcomes.
The process of creating the logic model for
Inspire>Aspire involved first brainstorming all program “nodes” (activities, outputs, and outcomes), and
then physically organizing nodes (for example, represented by individual post-it notes on a white board),
and connecting them with pathways (represented by
arrows that connect related nodes). The group identified
the essential program activities (e.g., completing the
poster) and outcomes (e.g., sense of achievement).
Many short-term outcomes were logically connected
with medium- and long-term outcomes in the pathway
model (e.g., sense of achievement, a short-term outcome, was linked with increased sense of purpose, a
medium-term outcome, which was then connected to
contribution to a better world, a long-term outcome).
During the process of building the pathway model,
the working group noticed several short-term outcomes
were not connected to any subsequent (e.g., medium- or
long-term) outcomes and were therefore eliminated.
For example, the original logic model included a set

of outcomes related to parents, such as “increased
parental support,” not connected to subsequent
outcomes. The group determined parental involvement
was an aspect of the program context rather than
directly related to program goals, and was eliminated
from the model.
Another challenge is determining the best (i.e., most
useful) level of specificity for the model and the appropriate number of connections between nodes. For some
working groups, the tendency is to connect everything
in the model to everything else which can lead to a
model that resembles a bowl of spaghetti (e.g., more
connections than could ever be tested or explained).
In this case, a pathway model is not more valuable than
a logic model, as it does not delineate specific pathways
that demonstrate how the program leads to long-term
outcomes via particular short- and medium-term outcomes. Ideally, the pathway model should reflect only
connections that are logical either because of expected
program effects or documented empirical evidence.
During the pathway model creation, the SEP facilitator(s) guide program staff to pare down connections
between model nodes, based on their knowledge of
the research literature, so resulting pathways in the
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model are reasonable and (at least theoretically)
testable. This is also an opportunity to consult stakeholders when possible. For Inspire>Aspire, by the
end of the first day, we had a draft pathway model.
The following morning, Character Scotland staff presented the draft pathway model to members of two
key stakeholder groups (a teacher and a student). They
asked the stakeholders to provide feedback on the
model and made revisions based on that feedback.
Figure 5 presents the final pathway model developed
for Inspire>Aspire that corresponds with the logic
model provided in Figure 4.
Evaluation scope
Determining the evaluation scope involves making decisions about where to focus the upcoming evaluation.
The completed pathway model becomes the framework
that will help narrow the scope of the evaluation for one
evaluation cycle. Evaluation Scope refers to the range of
model elements that could reasonably be within the
purview of the upcoming evaluation. This step in the
process does not identify specific evaluation questions;
instead, it serves as an intermediate step supporting
careful decision-making. The final pathway model, even
with specific pathways identified, will likely have many
testable pathways; any of these could potentially be
included in an evaluation. To further narrow the scope
to a reasonable number of testable pathways, we
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“mined” the model for the principal pathways to include
in the first evaluation cycle.
We used the pathway model as a starting point for
the “Mining the Model” activity, asking specific
questions of the model: (1) Are there any activities
not connected to any outcomes?; (2) Are there any outcomes not connected to any activities?; (3) Are there
any pathways that dead-end at short- or medium-term
outcomes?; (4) Are there any big leaps in logic (i.e.,
an arrow from an activity to a medium- or long-term
outcome)?; (5) Are there any boundary issues?; (6) Is
there anything that might be confusing to an outsider?;
and (7) Are there themes or common threads among
outcomes? Next, we examined outcomes to see if we
could identify “Prime Destinations” (outcomes with a
lot of arrows going IN), “Gateways” (outcomes with a
lot of arrows going OUT), and “Hubs” (outcomes with
a lot of arrows going IN AND OUT). Prime Destinations, gateways, and hubs are marked with stars in
Figure 5. We then examined connections between nodes
and identified the most important linkages (marked
with keys in Figure 5). Next, we returned to the Stakeholder Map and identified the three primary external
stakeholders of the program (A ¼ Education Scotland
[national government organization, akin to the US
Department of Education], B ¼ John Templeton Foundation [funder], C ¼ Inspire>Aspire teachers). The
working group then identified the outcomes we thought

Figure 5. Inspire>Aspire pathway model after completing mining the model.
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would be of greatest interest to these stakeholders and
labeled them with their respective letters in Figure 5.
We also identified the outcomes that staff at Character
Scotland were most interested in and labeled these with
the letter D in Figure 5. Finally, we noted the through
lines that link activities all the way to long-term outcomes. We then determined the through lines that tell
the main causal story of the program (shaded arrows
in Figure 5). One of the highlighted pathways became
the focus for the pilot outcome evaluation. For Inspire>
Aspire, all steps were completed by the end of the
second in-person meeting day.
Program-system links
To assist with determining the evaluation scope, it is
helpful to identify program-system links. This step
involves examining other related programs as well as
the research literature to identify potential validated
measures as well as research evidence that could help
support the logic conveyed by the links in the pathway
model. Articulating clear connections between the
program logic and the research evidence helps to build
the case for anticipated long-term outcomes (Urban &
Trochim, 2009). In addition, the research evidence base
provides opportunities for cost and time savings by
applying previously developed tools to the current
evaluation questions. For Inspire>Aspire, this step
was conducted remotely by the SEP facilitators and
informed the measures selected for the process and pilot
outcome evaluation. When the SEP is implemented
using the Independent Implementation approach,
Google Scholar can be a useful starting point. The
Netway also contains information on measures including whom to contact to obtain them.
Reflection and synthesis
It is good practice to pause for reflection and synthesis
before creating the evaluation plan. The purpose of this
step is to stop and reflect in order to summarize and
synthesize the current thinking about the program
and its evaluation. All materials that had been produced
from the previous steps of the protocol were reviewed
and revised as needed by the SEP facilitators, in consultation with staff at Character Scotland.
Evaluation plan creation
This third stage of the SEP includes several sub-phases
which ultimately lead to the development of an
evaluation plan. One of the fundamental aspects of
Evolutionary Evaluation that distinguishes it from traditional evaluation planning is the concept of lifecycles
as described earlier. The lifecycle phases of the program
were carefully considered when making decisions about

the evaluation plan, including Evaluation Questions,
Sampling Plan, Measures, Design, Data Management
and Analysis Plan, Reporting Plan, and Timeline. Since
many of these pieces of evaluation plan creation will be
familiar to most readers, we do not provide a detailed
description of that process here.
Results of articulating the Inspire>Aspire theory
of change: “Aha!” moments
Another advantage of using the SEP is that the process
enables organic self-discovery that we refer to as “Aha!”
Moments which we define as the experience of an
epiphany or insight that often occurs when people are
not even aware they are thinking of the problem.
“Aha!” Moments are important because they lead to evaluative or critical thinking motivated by an attitude of
inquisitiveness that leads to deeper understanding.
“Aha!” Moments provide evidence that evaluative thinking has occurred. The working group experienced several
“Aha!” Moments during the evaluation planning process.
“Aha!” moment 1
Beginning with the Boundary Analysis and throughout
subsequent discussions, the Facilitators learned that
Character Scotland staff had been emphasizing the
importance of a year-end awards ceremony attended
by selected participants representing a small fraction
of the total number of youth who participated in
Inspire>Aspire. In the original iteration of the pathway
model, one section focused on the awards ceremony.
The program developers valued the awards ceremony
because they committed a lot of time and resources to
organizing and hosting the ceremony. When they
examined the model closely during the “Mine the
Model” activity, they identified several “dead-end” outcomes: one short-term outcome that did not connect
to any medium- or long-term outcomes and two
medium-term outcomes that did not connect to any
long-term outcomes. All of these dead-end outcomes
were connected to the awards ceremony activity. In
other words, the awards ceremony, which had initially
been viewed as a critical aspect of the program, was
not connected to any of the long-term goals of the
program. Through the modeling exercise, Character
Scotland staff realized that the awards ceremony was
not actually at the core of the program; this realization
resulted in a shift in thinking regarding the distribution
of resources and focus (e.g., more resources dedicated to
developing teacher resources rather than the awards
ceremony). As a result of “Aha!” Moment 1, several
activities, outputs, as well as short- and medium-term
outcomes were cut from the model.
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“Aha!” moment 2
During the stakeholder review of the draft pathway
model, a youth stakeholder noted that he believed a
key outcome of participating in Inspire>Aspire is that
it helps students set goals. This outcome was missing
from the initial model. Based on youth input, “setting
goals” was added to the model as a short-term outcome.
The SEP deliberately incorporates multiple stakeholder
perspectives and notes the importance of hearing from
the direct recipients of the program when conceptualizing the program’s theory of change. In the case of
youth-serving programs, this inclusion of youth voice
is vital and is an integral component of positive youth
development (Urban, 2008).
“Aha!” moment 3
The SEP facilitates research-practice integration
particularly during the process of linking the pathway
model with the research evidence-base. Oftentimes
practitioners are most interested in shorter-term
outcomes, whereas funders and policy makers tend to
focus on longer-term outcomes. For most small scale
programs, it would not make financial sense to conduct
longitudinal studies that follow participants for several
years after they have completed the program. This
leaves small scale programs with an inability to talk
about potential long-term effects of program participation. However, by developing a detailed theory of
change and linking the theory with the research
evidence-base, small-scale programs can provide a convincing rationale for why longer-term outcomes might
be expected to occur. For example, in the case of
Inspire>Aspire, when the model was linked to the
research evidence-base, we determined that goal setting
is a critical short-term outcome. According to the
theory of change, an increase in goal setting (short-term
outcome) should lead to an increase in sense of purpose
(medium-term outcome) which in turn should lead to
an increase in personal empowerment (long-term
outcome). Hill, Borrow, and Sumner (2013) found that
youth who are able to set and optimize goals have an
increased sense of purpose. Moran (2014) found that
youth who exhibit sense of purpose are more likely to
feel personally empowered to achieve their goals. If
our evaluation can demonstrate that participating in
Inspire>Aspire leads to an increase in goal setting
abilities, then the research literature can pick up where
the evaluation results leave off, providing a convincing
and plausible explanation for why we would expect
the youth in Inspire>Aspire to demonstrate the
longer-term outcomes. This melding of evaluation with
the research literature is referred to as finding the
“golden spike,” which draws on the metaphor of the
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building of the transcontinental railroad (Urban &
Trochim, 2009). Just as the golden spike was placed
where the tracks from the east met the tracks from the
west, a golden spike can be metaphorically placed on
the pathway model at the spot where the results of the
evaluation leave off and the evidence from the research
literature picks up and completes the logical connection
to long-term outcomes. In the case of Inspire>Aspire, if
the results from the evaluation can demonstrate that
program participation is associated with an increase in
goal setting, findings from the research literature have
already demonstrated that youth who set goals are more
likely to exhibit sense of purpose, and those who exhibit
sense of purpose are more likely to exhibit personal
empowerment; this blending of evaluation and research
fully connects the pathway from activities to short-,
medium-, and long-term outcomes.

Discussion
Following evaluation planning, the SEP facilitators in
partnership with the staff at Character Scotland
conducted a process and pilot outcome evaluation of
Inspire>Aspire. Although we will not present the
results of that study in this article, we briefly comment
on how the results were used to make decisions about
subsequent evaluation cycles. According to Evolutionary Evaluation, evaluation is viewed as a continuous
process that cycles between evaluation planning,
implementation, and utilization. The results of the
process and pilot outcome evaluation were used to
make important programmatic revisions. For example,
based on the findings, additional teacher resources were
developed to provide more concrete guidance for engaging with youth around poster activities. Also, the poster
was revised to more explicitly connect poster activities
with empirical research on character development.
In addition to using the results of the process and
pilot outcome evaluation to make programmatic
changes, we also engaged in another round of evaluation planning. This included revisiting many of the
steps in the SEP. The working group revised the stakeholder map and pathway model based on lessons
learned from the process and pilot outcome evaluation.
For example, we found some youth did not demonstrate
statistically significant change on some quantitative
measures of short-term outcomes. However, our qualitative measures established many youth were in fact
exhibiting change; either our quantitative measures
were not sensitive enough to detect change, or the
change represented a precursor to the target outcome.
We revised the pathway model, therefore, to include
shorter-term outcomes to be assessed both
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quantitatively and qualitatively. We also developed an
evaluation plan for the next evaluation cycle.

Conclusion
In many ways, the SEP has components familiar to most
evaluators and is based in pioneering work on program
theory and modeling (e.g., Bickman, 1987; Chen & Rossi,
1983; McLaughlin & Jordan, 1999; W.K. Kellogg Foundation, 2004). What distinguishes the SEP is its grounding in theories such as evolutionary theory, relational
developmental systems theory, systems science, and
particularly its incorporation of systems concepts during
the Program Modeling phase. For example, the systems
concept of part-whole relationships helps us understand
that each program area (whole) might have multiple programs (parts); each program (whole) will usually consist
of multiple activities (parts); each activity (whole) can
typically be broken down into different tasks (parts);
and so on. This concept is applied in the SEP, for
example in Boundary Analysis, Stakeholder Analysis,
and Pathway Model Development (additional examples
can be found in the SEP Guide; Trochim et al., 2012).
The SEP is often used to work with a single program
(particularly when the Bootcamp approach is used); it
can and has also been used to enact system-wide
organizational change. In these instances, the importance of a systems approach to evaluation becomes
especially salient. Many organizations have a hierarchical structure. For example, in Cooperative Extension,
local 4-H programs are nested within a county office,
nested within a state, nested within a federal agency
(USDA). Using the SEP, we can develop pathway
models at each level of the system and then examine
local-local connections (e.g., similarities and differences
between multiple county level 4-H pathway models) as
well as local-global connections (e.g., the extent to
which county level 4-H pathway models connect and
feed into 4-H state level pathway models).
Evolutionary Evaluation highlights the importance of
not just thinking about the ontogeny of a single
program, but also phylogeny (or the development of a
“species” of programs). For example, a funder such as
the National Science Foundation has an interest in
increasing the STEM workforce by supporting educational programs that help develop a pipeline of
potential future STEM professionals. To this end, NSF
funds many projects that work toward this broad aim.
Each of these independent projects makes up an ecology
or portfolio of programs. Some of these programs may
be innovative early lifecycle programs whereas others
are likely more established later lifecycle programs. As is
common in many fields, including medicine (National

Library of Medicine, 2008) many of these earlier lifecycle
programs will be abandoned (for a variety of reasons)
before they reach maturity. In order to have a healthy ecosystem, funders should strive to fund disproportionately
earlier life-cycle (as compared to later life-cycle) programs
in order to ensure there is enough variety in the portfolio
and potential for maturation. This also makes fiscal sense
as earlier lifecycle programs should be engaging in earlier
life-cycle evaluations that use less expensive designs,
whereas later lifecycle programs should be engaging in
later life-cycle evaluations that use more expensive designs
(such as RCTs). The SEP provides a mechanism for
engaging in this level of portfolio analysis particularly
when the Practitioner Training approach is used when
working with an entire system of programs (e.g., Cooperative Extension in New York State).
The Systems Evaluation Protocol (SEP) provides
concrete tools for engaging in evaluation planning and
provides a framework for advancing high quality evaluation work. Although the SEP can be applied to any
program context, its collaborative approach to evaluation and focus on research-practice integration is
particularly appropriate for youth-serving programs
that aim to optimize positive development.

Funding
This work is supported by the John Templeton Foundation,
Grant Numbers 44178 and 58412.

References
Aristotle. (4th century BCE). Politics. Kitchener, Canada:
Batoche Books.
Bertalanffy, L. V. (1995). General system theory: Foundations,
development, applications (Revised ed.). New York, NY:
Braziller.
Bickman, L. (1987). The functions of program theory. New
Directions for Program Evaluation, 1987(33), 5–18.
doi:10.1002/ev.1443
Bradie, M., & Harms, W. (2006). Evolutionary epistemology.
In E. N. Zalta (Ed.), The Stanford encyclopedia of philosophy
(Spring 2016 ed.). Stanford, CA: The Metaphysics Research
Lab, Center for the Study of Language and Information,
Stanford University.
Buckley, J., Archibald, T., Hargraves, M., & Trochim, W. M.
(2015). Defining and teaching evaluative thinking: Insights
from research on critical thinking. American Journal of
Evaluation, 36(3), 375–388. doi:10.1177/1098214015581706
Campbell, D. T. (1974). Evolutionary epistemology. In P. A.
Schilpp (Ed.), The philosophy of Karl Popper. LaSalle, IL:
Open Court.
Campbell, D. T. (1988). Evolutionary epistemology. In E. S.
Overman (Ed.), Methodology and epistemology for social
science: Selected papers of Donald T. Campbell. Chicago,
IL: University of Chicago Press.

APPLIED DEVELOPMENTAL SCIENCE

Chen, H., & Rossi, P. H. (1983). Evaluating with sense: The
theory-driven approach. Evaluation Review, 7, 283–302.
Cziko, G. A., & Campbell, D. T. (1990). Comprehensive evolutionary epistemology bibliography. Journal of Social and
Biological Structures, 13(1), 41–82. doi:10.1016/0140-1750
(90)90033-3
Darwin, C. (1859). On the origin of species by means of natural
selection, or the preservation of favoured races in the struggle
for life. London, UK: John Murray.
Haskins, R., & Margolis, G. (2014). Show me the evidence:
Obama’s fight for rigor and results in social policy.
Washington, DC: Brookings Institution Press.
Hill, P. L., Borrow, A. L., & Sumner, R. (2013). Addressing important questions in the field of adolescent purpose. Child Development Perspectives, 7(4), 232–236. doi:10.1111/cdep.12048
Laszlo, E. (1996). The systems view of the world: A holistic vision
for our time (Advances in systems theory, complexity, and
the human sciences). Creskill, NJ: Hampton Press.
Lerner, R. M. (2006). Developmental science, developmental
systems, and contemporary theories of human development.
In R. M. Lerner & W. Damon (Eds.), Handbook of child
psychology: Theoretical models of human development
(6th ed., Vol. 1, pp. 1–17). Hoboken, NJ: John Wiley & Sons.
Mayr, E. (2001). What evolution is. New York, NY: Basic Books.
McLaughlin, J., & Jordan, G. (1999). Logic models: A tool for telling your program’s performance story. Evaluation and Program Planning, 22, 65–72. doi:10.1016/s0149-7189(98)00042-1
Midgley, G. (2003). Systems thinking. Thousand Oaks, CA: Sage.
Moran, S. (2014). What “purpose” means to youth: Are there
cultures of purpose? Applied Developmental Science, 18(3),
163–175. doi:10.1080/10888691.2014.924359
National Academies of Science, Engineering, & Medicine.
(2016). Workshop on approaches to the development of
character. Retrieved August 17, 2016, from http://sites.
nationalacademies.org/DBASSE/BOTA/DBASSE_171735
National Library of Medicine. (2008). What are clinical trial
phases?. Retrieved September 23, 2016, from http://www.
nlm.nih.gov/services/ctphases.html
Overton, W. F. (2006). Developmental psychology: Philosophy,
concepts, methodology. In R. M. Lerner (Ed.), Theoretical
models of human development (6th ed., Vol. 1, pp. 18–88).
Hoboken, NJ: Wiley.
Overton, W. F. (2010). Life-span development: Concepts and
issues. In W. F. Overton & R. M. Lerner (Eds.), Handbook
of life-span development: Cognition, biology, and methods
(Vol. 1, pp. 1–29). Hoboken, NJ: Wiley.
Patton, M. Q. (2007). Process use as a usefulism. In J. B.
Cousins (Ed.), Process use in theory, research, and practice.
New directions for evaluation (Vol. 116, pp. 99–112).
San Francisco, CA: Jossey-Bass.
Popper, K. (1973). Evolutionary epistemology. Paper presented at
the Sections I-VI of “the rationality of scientific revolutions”
given at the Herbert spencer lecture, University of Oxford.
Popper, K. (1985). Evolutionary epistemology. In D. M. Miller
(Ed.), Popper selections (pp. 78–86). Princeton, NJ:
Princeton University Press.
Ragsdell, G., West, D., & Wilby, J. (2002). Systems theory and
practice in the knowledge age. New York, NY: Kluwer
Academic/Plenum.

View publication stats

13

Roth, J., Brooks-Gunn, J., Murray, L., & Foster, W. (1998). Promoting healthy adolescents: Synthesis of youth development
program evaluations. Journal of Research on Adolescence, 8
(4), 423–459. doi:10.1207/s15327795jra0804_2
Roth, J. L., & Brooks-Gunn, J. (2003). Youth development programs: Risk, prevention, and policy. Journal of Adolescent
Health, 32(3), 170–182. doi:10.1016/s1054-139x(02)00421-4
Roth, J. L., & Brooks-Gunn, J. (2016). Evaluating youth development programs: Progress and promise. Applied Developmental Science, 20(3), 188–202. doi:10.1080/10888691.2015.
1113879
Social and Character Development Research Consortium.
(2010). Efficacy of schoolwide programs to promote social
and character development and reduce problem behavior
in elementary school children (NCER 2011-2001). Washington, DC: National Center for Education Research, Institute
of Education Sciences, U.S. Department of Education.
Trochim, W., Urban, J. B., Hargraves, M., Hebbard, C.,
Buckley, J., Archibald, T. & Burgermaster, M. (2012). The
guide to the systems evaluation protocol. Ithaca, NY: Cornell
Digital Print Services.
Urban, J. B. (2008). Components and characteristics of youth
development programs: The voices of youth-serving policy
makers, practitioners, researchers, and adolescents. Applied
Developmental Science, 12(3), 128–139. doi:10.1080/
10888690802199400
Urban, J. B., Archibald, T., Hebbard, C., Burgermaster, M.,
Barrios, V., & Trochim, W. M. (2015a, April). Results and
implications of using the SEP and the mySEP in evaluation
planning and implementation for STEM outreach programs.
Paper presented at the Eastern Evaluation Research
Association, Absecon, NJ.
Urban, J. B., Burgermaster, M., Archibald, T., & Byrne, A.
(2015b). Relationships between quantitative measures of
evaluation plan and program model quality and a qualitative measure of participant perceptions of an evaluation
capacity building approach. Journal of Mixed Methods
Research, 9(2), 154–177. doi:10.1177/1558689813516388
Urban, J. B., Hargraves, M., Hebbard, C., Burgermaster, M., &
Trochim, W. M. (2011, November). Evaluation in the
context of lifecycles: “A place for everything, everything
in its place.” Paper presented at the American Evaluation
Association, Anaheim, CA.
Urban, J. B., Hargraves, M., & Trochim, W. (2014).
Evolutionary evaluation: Implications for evaluators,
researchers, practitioners, funders and the evidence-based
program mandate. Evaluation and Program Planning, 45,
127–139. doi:10.1016/j.evalprogplan.2014.03.011
Urban, J. B., & Trochim, W. M. (2009). The role of evaluation
in research-practice integration: Working toward the
“golden spike.” American Journal of Evaluation, 30(4),
538–553. doi:10.1177/1098214009348327
U.S. Department of Education. (2007). Report of the academic
competitiveness council. Retrieved from http://www.ed.
gov/about/inits/ed/competitiveness/accmathscience/index.
html
W.K. Kellogg Foundation. (2004). W.K. Kellogg Foundation
logic model development guide. Battle Creek, MI: W.K.
Kellogg Foundation.

