The results on Vandermonde-like matrices were introduced as a generalization of polynomial Vandermonde matrices, and the displacement structure of these matrices was used to derive an inversion formula. In this paper we first present a fast Gaussian elimination algorithm for the polynomial Vandermonde-like matrices. Later we use the said algorithm to derive fast inversion algorithms for quasiseparable, semiseparable and well-free Vandermonde-like matrices having O(n 2 ) complexity. To do so we identify structures of displacement operators in terms of generators and the recurrence relations(2-term and 3-term) between the columns of the basis transformation matrices for quasiseparable, semiseparable and well-free polynomials. Finally we present an O(n 2 ) algorithm to compute the inversion of quasiseparable Vandermonde-like matrices.
Introduction

Structure generalization of the classical Vandermonde matrix V (x) = [x j−1 i
] is the polynomial Vandermonde matrix of the form
. . . . . . . . .
where x = [x 1 , x 2 , · · · , x n ] and the set of polynomials Q = {Q 0 (x), Q 1 (x), · · · , Q n−1 (x)} satisfies deg Q k (x) = k. Like classical and polynomial Vandermonde matrices, Toeplitz [t i−j ], Hankel [h i+j−2 ], Toeplitz-plus-Hankel, Cauchy
, Pick matrices, etc. have structures. Once the structure is considered these matrices can be used in many applications, e.g. solving systems of questions, calculating Gaussian quadrature, theories in interpolations and approximations. All of the above structured matrices have low displacement rank, and hence these matrices are said to be like matrices in displacement structure theory. This low displacement rank property was first introduced by [18] for Toeplitz matrices and later it was recognized by [17] that this property is common for all the other mentioned matrices as well.
The Structure-ignoring approach of Gaussian elimination for the inversion of polynomial Vandermonde matrices V Q (x) costs O(n 3 ) operations. Once the structure of V Q (x) or recurrence relations of the polynomial system {Q} is considered, the resulting algorithm is cheaper and costs only O(n 2 ) operations. Table 1 shows the previous work in deriving such fast inversion formulas, inversion algorithms, and algorithms for solving linear systems corresponding to the class of polynomial Vandermonde matrices.
Vandermonde
Polynomial System Q O(n 2 ) O(n 2 ) O(n 2 ) Matrix V Q (x) inversion inversion system formula algorithm solver Classical-V monomials P [25] , Tr [28] , GO [16] P [25] , Tr [28] BP [9] Chebychev-V Chebychev poly GO [14] GO [14] RO [26] Three-Term-V Real orthogonal poly Vs [29] , GO [14] CR [10] Hi [27] Inversion formulas and fast system solving are classical applications in Displacement Theory. Thus it was natural to derive formulas and algorithms not only for polynomial Vandermonde matrices but also for polynomial Vandermonde-like matrices. These inversion and system solving results for like-matrices can be found in see e.g. [17] , [15] , [16] , [19] , [20] , [21] mentioned quite a few.
Displacement equations and Vandermonde-like matrices
The low rank displacement property or "like" idea allowed one to nicely unify and extend the results of polynomial Vandermonde matrices to polynomial Vandermonde-like matrices while preserving displacement structure under inversion.
Let's start this section with the definition of displacement equation and the rank of the displacement operator.
Definition 1.1. A linear displacement operator Θ Ω,M,F,N (.) : C n×n → C n×n is a function which transforms each matrix R ∈ C n×n to its displacement equation
where Ω, M, F, N ∈ C n×n are given matrices and G ∈ C n×α , B ∈ C α×n . The pair {G, B} on last right in (2) is called a minimal generator of R and rank {Θ Ω,M,F,N (R)} = α. 
. . . Next we introduce a displacement operator of the polynomial Vandermonde-like matrices using a recurrence relation of the polynomials.
Displacement operator based on recurrence relations
Let Q = {Q 0 (x), Q 1 (x), . . . , Q n−1 (x)} with deg Q k = k be a system of n polynomials satisfying recurrence relations:
for some coefficients {τ k } and {a jk }. Given recurrence relations (5), we can define two upper triangular matrices
Following [20] one can show that the polynomial Vandermonde matrix V Q (x) satisfies the displacement equation:
where D x = diag(x 1 , x 2 , . . . , x n ). Note that the matrix on the right-hand side of equation (7) is of rank one. Thus when the system of polynomials {Q} satisfies the recurrence relations (5), the class of polynomial Vandermonde matrices can be generalized by allowing the displacement rank to be one. We say that matrix R is Vandermonde-like if it satisfies the displacement equation:
whereG ∈ C n×α ,B ∈ C α×n and α is the displacement rank of matrix R which is small compared to n. By [20] , one can see that the matrix R is uniquely identified by its displacement equation.
Throughout our discussion we will mostly use another form of a displacement operator W Q which is stated as follows.
If all x 1 , x 2 , . . . , x n are nonzero, then D x is invertible and D −1
, . . . , Q from the right, we get
where
Q , and
Generalized associated polynomials
The Traub algorithm [25, 28] computes the entries of V Q (x) −1 in O(n 2 ) operations. This algorithm was derived by using the properties of associated polynomials (Horner polynomials). These generalized associated polynomials can be defined as follows.
Let Q = {Q 0 (x), . . . , Q n−1 (x)} be a system of polynomials satisfying recurrence relations (5).
We define a system Q = { Q 0 (x), . . . , Q n−1 (x)} of generalized associated polynomials by
with
We will see that the generalized associated polynomials determine the structure of R −1 where R in our case is the polynomial Vandermonde-like matrices.
Inversion formula
By [20] , a general inversion formula for Vandermonde-like matrices satisfying the displacement equation (9) is given by:
Here S P Q is the basis transformation matrix for passing from the basis of generalized associated polynomials Q to the power basis P = {1, x, . . . , x n−1 }. In the general case, this formula has complexity of O(αn 3 ) which is not any better than the complexity of the Gaussian elimination algorithm. However, we will see that in the case when polynomials Q satisfies the recurrence relations, this formula gives the complexity of O(αn 2 ) operations. To implement this formula, we need the following three components:
1. To compute c i and d ik , we need to solve α linear systems with matrix R. This problem will be addressed in sections 2 and 3.
2. To compute S P Q , we need to find recurrence relations for generalized associated polynomials Q and then use them to calculate columns of S P Q . This will be covered in sections 4 and 5, respectively. Multiplying by S
is not a problem since S P Q is a triangular matrix.
3. Finally, to compute all elements of R −1 using (13), we need a fast way to compute the expression (
, which is what section 6 is dedicated to.
Quasiseparable matrices and polynomials
In this section we briefly define quasiseparable matrices and their sub classes called semiseparable and well-free matrices and also the corresponding polynomial families.
Definition 1.4.
• 
, then the system of polynomials related to A via
is called a system of (H, m)-quasiseparable polynomials.
Example 1.5. (Tridiagonal matrices are (H, 1)-quasiseparable) It is known that real-orthogonal polynomials {Q k (x)} satisfy a three-term recurrence relation of the form
The real orthogonal polynomials satisfying (15) are related to the irreducible tridiagonal matrix
. . .
Note that if A corresponds to the tridiagonal matrix T (16), then the corresponding submatrix A 12 has rank one as it is of the form 
system of axillary polynomials. The Szegö polynomials satisfying (17) are related to the Unitary Hessenbery matrix
Note also that if A corresponds to the Unitary Hessenberg matrix H (18), then the corresponding 3 × (n − 1) submatrix A 12 has the form
which is also rank one. This is also true for all other symmetric partitions of H. Hence the Unitary Hessenberg matrices are (H, 1)-qusiseparable.
Recurrence relations on quasiseparable, semi-separable and well-free polynomials
It was first proved in [12] that the quasiseparable matrices corresponding to the system of quasiseparable polynomials Q = {Q 0 (x), Q 1 (x), . . . , Q n−1 (x)} with deg Q k = k satisfies the EGO-type two term recurrence relation:
By referring to the classification paper [3] , it is possible to generalize the recurrence relations of orthogonal polynomials (15) , which we called the generalized three-term recurrence relation or recurrence relations on well-free polynomials Q defined via
It is also possible to generalize the recurrence relations of Szegö polynomials (17) which we called Szegö-type two-term recurrence relation or recurrence relations on semiseparable polynomials Q defined via
where Q = {Q 0 (x), Q 1 (x), . . . , Q n−1 (x)} with deg Q k = k and {G k (x)} are axillary polynomials.
Main results
In Section 2, we introduce a generalized fast Gaussian-elimination algorithm for the polynomial Vandermonde-like matrices. Next in section 3 we introduce displacement operators for quasiseparable, semiseparable and well-free Vandermonde matrices. In section 4 we derive recurrence relations for Horner polynomials corresponding to the quasiseparable, semiseparable and well-free polynomials. In section 5 we introduce the recurrence relations for the columns of basis transformation matrices for quasiseparable, semiseparable and well-free polynomials. Next in section 6 we state supporting results which enable us to compute the sums in the inversion formula of the quasiseparable Vandermonde-like matrices. Finally in section 7 we state the algorithm for the inversion of quasiseparable Vandermonde-like matrices and conclude that the algorithm costs only O(n 2 ) operations.
Fast Gaussian elimination algorithm
It is known that Gaussian elimination for matrices with displacement structure can be implemented much faster than in O(n 3 ) operations. The following lemma from [13, 20] serves as a basis for such an implementation.
Then the Schur complement R
where Ω (k+1) and A (k+1) are obtained from Ω (k) and A (k) , respectively, by removing the first row and column, and
where g Lemma 2.1 guarantees that each Schur complement obtained in the process of Gaussian elimination will have a similar displacement structure. This allows us to compute only the generators G (k+1) , B (k+1) of the Schur complement instead of computing all its entries. However, to obtain these generators using formulas (22), we need a way to compute the first row
of the matrix R (k) . In our case
Q is obtained from W Q by removing the first (k − 1) rows and columns. This means that Schur complements will satisfy
To get the first column of R (k) , multiply (23) by e 1 from the right and by D x from the left to get
Obtaining the first row of R (k) is a bit harder. Multiply (23) from the left by e T 1 · D x to get
Since W Q , M Q and N Q are upper triangular matrices, we can write W Q from the right one obtains
To recover the first row
, one has to perform a multiplication by M (k)
Q and solve a system of linear equations with the matrix (M
We will see in section 3 that in our case this matrix has a special quasiseparable structure which allows us to do it in linear time.
Remark 2.2. (Partial pivoting)
It is known by [13] that row permutations of R do not destroy the displacement structure. This means that we can easily incorporate partial pivoting into our Gaussian elimination algorithm. If R satisfies the displacement equation (9), swapping its i-th and j-th rows is equivalent to swapping x i and x j , and the i-th and j-th rows of G. Now we can summarize the Gaussian elimination with partial pivoting (GEPP) for Vandermondelike matrices as Algorithm 1. This algorithm produces the factorization
where P k is the permutation matrix corresponding to swapping rows on the k-th step of GEPP.
The following theorem follows from Algorithm 1.
Theorem 2.3. Let R satisfy the displacement equation (9) . Let C 1 (n) be an upper bound on the complexity of solving a linear system with a matrix of the form (M
, n, and C 2 (n) an upper bound on complexity of performing a vector-matrix multiplication
Then the factorization (27) can be computed in O(αn 2 )+nC 1 (n)+nC 2 (n) operations.
Proof. Consider the loop of Algorithm 1. Steps 3 and 13 can be done in O(αn) operations. Steps 4-7 and 10-11 can be performed in O(n) operations.
Step 8 can be done in O(αn) + C 2 (n) operations, and step 9 in C 1 (n) operations. Since n iterations are performed, the overall complexity is O(αn 2 ) + nC 1 (n) + nC 2 (n) operations.
We will see in section 3 that in our case, matrices of the form M Q − ξN Q (where ξ is a constant) are quasiseparable. For such matrices, linear-time inversion and multiplication algorithms are available (see [11] ), thus C 1 (n) = O(n) and C 2 (n) = O(n).
Algorithm 1 GEPP for Vandermonde-like matrices
Compute the first column d (k) l (k) using (24).
4:
Find, say at position m, the maximum magnitude element of d (k) l (k) .
5:
Swap d (k) and m-th entry of d (k) l (k) .
6:
Swap x k and x k+m−1 .
7:
Swap the first and m-th rows of G (k) .
8:
Compute the right-hand side of (26).
9:
10:
Write the k-th column
11:
Write the k-th
12:
Let P k be a n × n matrix which swaps k-th and (k + m − 1)-th rows.
13:
Compute G (k+1) and B (k+1) using (22). 14: end for
Recurrence relation matrices
In this section, we study the structure of recurrence relation matrices M Q and N Q for quasiseparable, semiseparable and well-free polynomials. These matrices correspond to the displacement operator for polynomial Vandermonde-like matrices. In a later section, we use the structures of M Q and N Q to compute generators for matrices of the form M Q − ξN Q . We need the latter for an efficient Gaussian elimination algorithm for Vandermonde-like matrices.
Quasiseparable polynomials
The next two lemmas show that for a system of polynomials {Q} of 1-quasiseparable polynomials, recurrence relation matrix M Q is upper triangular 2-quasiseparable. As M Q is an upper triangular matrix with quasiseparable structure instead of calling it (H, 2)-quasiseparable, we called M Q a 2-quasiseparable matrix. Similarly we call M Q a 2-quasiseparable matrix for the semiseprable and well-free cases.
Lemma 3.1. If a system of quasiseparable polynomials {Q} satisfies recurrence relations (19) , then the recurrence relation matrices (6) have the form
Proof. From [8] (see the proof of Theorem 3.5), we know that polynomials Q k (x) have the form
Comparing this with the recurrence relations (5), one can see that matrices M Q and N Q are defined by (28) .
Lemma 3.2. For any t 1 , t 2 , . . . , t n−1 , the matrix
. is upper triangular 2-quasiseparable with generators
That is,
Proof. It is easy to check that the formula (32) holds for k ≤ j + 1. If k > j + 1, then
Hence the formula (32) holds for k > j + 1 as well.
Using Lemma 3.2 with t i = −θ i , we conclude that M Q is 2-quasiseparable. By letting t i = −θ i −ξδ i , we can obtain generators for the matrix (M Q − ξN Q ).
Semiseparable polynomials
In this section we obtain the structure of the recurrence relation matrices M Q and N Q for semiseparable polynomials defined by (21) . For convenience we denote β 0 = 1. Lemma 3.3. If a system of semiseparable polynomials {Q} satisfies recurrence relations (21) , then the recurrence relation matrices (6) have the form 
Proof. From [8] (see the proof of Theorem 4.7) we know that semiseparable polynomials defined by recurrence relations (21) are quasiseparable and satisfy the following recurrence relations of the form (19):
withG k (x) = G k−1 (x),G 0 (x) = 0. Now we can apply Lemma 3.1 to obtain (33).
The next result is a direct consequence of Lemma 3.2 and Lemma 3.3.
Corollary 3.4. For any t 1 , t 2 , . . . , t n−1 , the matrix 
is upper triangular 2-quasiseparable with generators
Using Corollary 3.4 with t i = −(θ i + γ i β i−1 ), we conclude that semiseparable recurrent matrix M Q is 2-quasiseparable. By letting t i = −(θ i + γ i β i−1 ) − ξδ i , we can obtain generators for the matrix (M Q − ξN Q ) of semiseparable polynomials Q.
Well-free polynomials
In this section we obtain the structure of the recurrence relation matrices M Q and N Q for well-free polynomials defined by (20) . For convenience we denote α 0 = 1 and β 1 = 0.
Lemma 3.5. If a system of well-free polynomials {Q} satisfies recurrence relations (20) , then the recurrence relation matrices (6) have the form 
Proof. From [3] (see the proof of Theorem 4.4) we know that the well-free polynomials Q k (x) defined by recurrence relations (20) are also quasiseparable satisfying the recurrence relation
Comparing the recurrence relation (38) with the recurrence relations (5), one can see that matrices M Q and N Q are defined by (36).
The next result is also a direct consequence of Lemma 3.2 and Lemma 3.5.
Corollary 3.6. For any t 1 , t 2 , . . . , t n−1 , the matrix 
Using Corollary 3.6 with t i = δ i +
, we conclude that well-free recurrent matrix M Q is 2-quasiseparable. By letting
− ξα i , we can obtain generators for the matrix (M Q − ξN Q ) of well-free polynomials Q.
Recurrence relations for associated polynomials
Fast Traub-like algorithms (see e.g. [7, 6, 24, 14, 10, 25, 28] ) were derived by using the properties of so called associate or Horner polynomials. It is known that these Horner polynomials determine the structure of the inversion of polynomial Vandermonde matrices leading an efficient inversion algorithm with cost O(n 2 ) operations.
In this section we derive the recurrence relations for associated polynomials for the systems of quasiseparable, semiseparable and well-free polynomials. Later, we use these recurrence relations to compute the displacement operator W Q = N Q M −1 Q , basis transformation matrix S P Q , and
Vandermonde matrix V Q for the the system of Horner polynomials { Q}.
Lemma 4.1. Let {Q} be a system of quasiseparable polynomials satisfying recurrence relations (19) . Then the system of generalized associated polynomials Q = { Q 0 (x), Q 1 (x), · · · , Q n−1 (x)} is also quasiseparable and satisfies recurrence relations
Proof. From Lemma 3.1 we know that the quasiseparable polynomials Q satisfy general recurrence relations (5) with a jk defined by (29) for j < k − 1 and a k−1,k = −θ k . By definition (12), for j < k − 1 we can write
Using Lemma 3.1 we conclude that the associated polynomials Q satisfy (40).
The next result shows the recurrence relations for associate polynomials corresponding to the semiseparable polynomials defined by recurrence relation (21).
Lemma 4.2. Let {Q} be a system of semiseparable polynomials satisfying recurrence relations (21). Then the system of generalized associated polynomials
} is also semiseparable and satisfies recurrence relations
Proof. From Lemma 3.3 we know that the semiseparable polynomials Q satisfy general recurrence relations (5) with a jk defined by (34) for j < k − 1 and
. By definition (12), for j < k − 1 we can write
For j = k − 1, we get
From Lemma 3.3 we conclude that the associated polynomials Q satisfy (42).
The following shows the recurrence relations for associate polynomials corresponding to the well-free polynomials defined by recurrence relation (20) .
Lemma 4.3. Let {Q} be a system of quasiseparable polynomials satisfying recurrence relations (19) where β k = 0. Then the system of generalized associated polynomials Q satisfies recurrence relations
Proof. Since {Q} is the system of quasiseparable polynomials satisfying (19) then by Lemma 4.1 and Lemma 3.1 we know that its associated system of polynomials { Q} satisfy
and
By Lemma 3.5, if a system of polynomials { Q} satisfies 3-term recurrence relations of the form (20) having generators α k , β k , γ k and δ k then the system satisfies the general recurrence relation of the form (45) with
Thus to complete the proof we need to show that a jk defined via (48) and (49) coincides with (46) and (47). Let us begin with the case j < k − 1:
which is exactly (46). Now, for j = k − 1,
After simplification, we get (47).
Basis transformation matrices
For any polynomial basis Q we introduce a basis transformation matrix S P Q for passing from Q to the monomial basis P = {1, x, . . . , x n−1 }. The j-th column of S P Q contains the coefficients of Q j−1 (x), i.e.
Since deg Q k = k, the matrix S P Q is upper triangular. In this section we provide efficient recurrent formulas for columns of S P Q for cases of quasiseparable, semiseparable and well-free polynomials.
Recurrence relations for quasiseparable and semiseparable polynomials (equations (19) and (21), respectively) also have a notion of auxiliary system of polynomials G. These systems, generally speaking, are not bases. However, given such a system we can define a similar matrix S P G whose columns contain coefficients of polynomials {G k } n−1 k=0 . Let s k and t k denote the k-th column of S P Q and S P G , respectively.
Lemma 5.1. If a system of quasiseparable polynomials {Q} satisfies recurrence relations (19) , then the following recurrence relations hold for columns of S P Q for all k = 1, . . . , n − 1:
where Z 0 is the lower shift matrix. As a consequence, all entries of S P Q can be computed in O(n 2 ) operations.
Proof. We can rewrite the matrix multiplication in (19) row by row as
Addition of polynomials corresponds to addition of the vectors of their coefficients. Multiplication of a polynomial by a scalar corresponds to multiplication of the vector of its coefficients by the scalar. Multiplication of a polynomial by x corresponds to the lower shift of the coefficients vector. Since s k and t k are coefficient vectors of Q k−1 (x) and G k−1 (x), respectively, system (50) follows.
The following shows how to compute the coefficients of the basis transformation matrix passing from the semiseparable basis to the monomial basis.
Lemma 5.2. If a system of semiseparable polynomials {Q} satisfies recurrence relations (21) , then the following recurrence relations hold for columns of S P Q for all k = 1, . . . , n − 1:
Proof. Similar to the previous case, we can write the matrix multiplication in (21) row by row as
Again, addition of polynomials corresponds to addition of the vectors of their coefficients. Multiplication of a polynomial by a scalar corresponds to multiplication of the vector of its coefficients by the scalar. Multiplication of a polynomial by x corresponds to the lower shift of the coefficients vector. Hence the result (51) follows.
The following shows how to compute column-wise basis transformation matrix from the well-free basis to the monomial basis.
Lemma 5.3. If a system of well-free polynomials {Q} satisfies recurrence relations (20) , then the following recurrence relations hold for columns of S P Q for all k = 1, . . . , n − 1:
Proof. Following [2] , if the system of well-free polynomials satisfies recurrence relation (20) , then the confederate matrix has the form
Since U −1 is bidiagonal (by [2] ), the system S P Q C(Q n ) = Z 0 S P Q (by [22] ) together with (53) can be seen as
Hence the explicit matrix form of the system (54) can be rewritten as 
Notice that (LU −1 + DU −1 + Z T 0 D 1 ) in (54) has reduced to a tridiagonal matrix. Now by multiplying the system (55) by e T 1 from right, we have 
and rearranging
gives the second column. Next by multiplying the system (55) by e T 2 from right, we have
gives the result for k = 2. Next multiplying the system (55) by e T 3 from right, we have 
gives the result for k = 3. Continuing in this fashion, we can recover all columns in the basis transformation matrix and hence the result (52) follows.
Computation of sums in the inversion formula
In this section we analyze the cost of computing the sum
Q ) in the inversion formula (13) of polynomial Vandermonde-like matrices. We continue the discussion by covering the cost of computing
Q ) for quasiseparable, semiseparable and well-free polynomials Q. Before computing the cost of the summation corresponding to the quasiseparable, semiseparable and well-free polynomials let us state a supporting result from [20] which enables us to continue the discussion. 
Proof. See Lemma 7.2 in [20] .
Lemma 6.1 shows that the problem of computing the elements of
Q ) can be reduced to computing the matrices (
)·V Q (x) and V F (1/x)·S P Q . To obtain the entries of the former matrix, we note that for quasiseparable, semiseparable and well-free polynomials the entries of V Q (x) can be computed in O(n 2 ). The matrix
is diagonal and can be computed in O(n 2 ). Finally, multiplication of a dense matrix V Q (x) by a diagonal matrix can be done in O(n 2 ) operations. Therefore, the entries of the matrix (
, it remains to show that the entries of V F (1/x) · S P Q can be computed in O(n 2 ) operations as well. To do so, we need to exploit the special structure of matrices V F (1/x) and S P Q . Lemma 6.2. The matrix V F (1/x) defined by (57) satisfies the following displacement equation:
where Z 0 is the lower shift matrix.
Proof. This can easily be checked by matrix multiplication.
Now we are ready to show that in cases of quasiseparable, semiseparable and well-free polynomials, the entries of
To initiate let's start the computation for quaiseparable polynomials Q satisfying the recurrence relations (19) . Lemma 6.3. Let a system of quasiseparable polynomials {Q} satisfy the recurrence relations (19) , the matrices V Q (x) and W Q be defined as in (1) and (10) , and let numbers d 1 , d 2 , . . . , d n be arbitrary. Then the complexity of computing the entries of the matrix
Proof. By Lemma 6.1, we only need to show that the entries of V F (1/x) · S P Q can be computed in O(n 2 ) operations. By Lemma 5.1, columns of S P Q satisfy recurrence relations (50). After multiplying each equation in the system (50) by V F (1/x), we get recurrence relations for columns
Because of the term δ k V F (1/x)Z 0 s k , these recurrence relations do not provide an efficient way to compute columns of V F (1/x) · S P Q . Using Lemma 6.2, we can substitute (59) into equation (61) to get
Given V F (1/x)s k and V F (1/x)t k , formulas (60) and (62) allow us to compute V F (1/x)s k+1 and
The next result shows the cost of the computation
Q ) for semiseparable polynomials Q satisfying recurrence relation (21).
Lemma 6.4. Let a system of semiseparable polynomials {Q} satisfy the recurrence relations (21) , the matrices V Q (x) and W Q be defined as in (1) and (10) , and let numbers d 1 , d 2 , . . . , d n be arbitrary.
Then the complexity of computing the entries of the matrix
Proof. By Lemma 6.1, we only need to show that the entries of V F (1/x) · S P Q can be computed in O(n 2 ) operations. By Lemma 5.2, columns of S P Q satisfy recurrence relations (51). After multiplying each equation in the system (51) by V F (1/x), we get recurrence relations for columns
By Lemma 6.2, we can substitute (59) into equations (63) and (64) to get
(65)
Given V F (1/x)s k and V F (1/x)t k , formulas (65) and (66) allow one to compute V F (1/x)s k+1 and V F (1/x)t k+1 in O(n) operations. Hence all n columns of matrix V F (1/x) · S P Q can be computed in O(n 2 ).
The following result shows the cost of the computation V Q (x) · (
Q ) for well-free polynomials Q satisfying recurrence relation (20) .
Lemma 6.5. Let a system of well-free polynomials Q satisfy the recurrence relations (20) , the matrices V Q (x) and W Q be defined as in (1) and (10) Proof. By Lemma 6.1, we only need to show that the entries of V F (1/x) · S P Q can be computed in O(n 2 ) operations. By Lemma 5.3, columns of S P Q satisfy recurrence relation (52). After multiplying (52) by V F (1/x), we get recurrence relations for columns V F (1/x)s k+1 of product V F (1/x) · S P Q :
By Lemma 6.2, we can substitute (59) into equation (67) to get
Given V F (1/x)s k−1 and V F (1/x)s k , formula (68) allows one to compute V F (1/x)s k+1 in O(n) operations. Hence all n columns of matrix V F (1/x) · S P Q can be computed in O(n 2 ).
Inversion algorithm
In this section we conclude with a formula for inversion of polynomial Vandermonde-like matrices with O(n 2 ) complexity. We summarize our results in Algorithm 2, which takes as input recurrence relations of the form (19), (21) or (20) , matrices G and B, and numbers x 1 , . . . , x n . The output is all elements of the matrix R −1 , where R is defined by displacement equation (9) .
Theorem 7.1. Let a system of polynomials {Q} be defined by recurrence relations (19) , (21) or (20) . Let G ∈ C n×α , B ∈ C α×n be arbitrary matrices and x 1 , . . . , x n be arbitrary nonzero numbers. Let R ∈ C n×n be defined by displacement equation (9) . Then the complexity of computing all elements of R −1 is no more than O(αn 2 ) operations.
Conclusion
In this paper we introduced a fast algorithm to compute the inversion of quasiseparable Vandermondelike matrices with the help of a fast Gaussian elimination algorithm for polynomial Vandermondelike matrices. To derive the former algorithm we mainly identified the structures of displacement operators W Q for quasiseparable, semiseparable, and well-free polynomials in terms of recurrence relations generators for M Q and N Q with O(n) complexity. We also identified the columns of basis transformations matrices satisfying two-term recurrence relations(for quasiseparable and semiseparable polynomials) and three-term recurrence realtions(for well-free polynomials) and hence the cost of computing entries of the basis transformation matrices have O(n 2 ) complexity. We also recognized the recurrence relations for the generalized associated polynomials in terms of generators α, β, γ and δ corresponding to quasiseparable, semiseparable and well-free polynomials. By combining all of this we were able to simply derive a fast O(n 2 ) inversion algorithm to generalize the results of Quasiseparable Vandermonde matrices to a wider class of Quasiseparable Vandermondelike matrices.
