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THE AVERAGE GAP DISTRIBUTION FOR GENERALIZED
ZECKENDORF DECOMPOSITIONS
OLIVIA BECKWITH, AMANDA BOWER, LOUIS GAUDET, RACHEL INSOFT, SHIYU LI,
STEVEN J. MILLER, AND PHILIP TOSTESON
Abstract. An interesting characterization of the Fibonacci numbers is that, if we write them
as F1 = 1, F2 = 2, F3 = 3, F4 = 5, . . . , then every positive integer can be written uniquely as
a sum of non-adjacent Fibonacci numbers. This is now known as Zeckendorf’s theorem [21],
and similar decompositions exist for many other sequences {Gn+1 = c1Gn+ · · ·+ cLGn+1−L}
arising from recurrence relations. Much more is known. Using continued fraction approaches,
Lekkerkerker [15] proved the average number of summands needed for integers in [Gn, Gn+1)
is on the order of CLekn for a non-zero constant; this was improved by others to show the
number of summands has Gaussian fluctuations about this mean.
Kolog˘lu, Kopp, Miller and Wang [16, 17] recently recast the problem combinatorially,
reproving and generalizing these results. We use this new perspective to investigate the
distribution of gaps between summands. We explore the average behavior over all m ∈
[Gn, Gn+1) for special choices of the ci’s. Specifically, we study the case where each ci ∈ {0, 1}
and there is a g such that there are always exactly g−1 zeros between two non-zero ci’s; note
this includes the Fibonacci, Tribonacci and many other important special cases. We prove
there are no gaps of length less than g, and the probability of a gap of length j > g decays
geometrically, with the decay ratio equal to the largest root of the recurrence relation. These
methods are combinatorial and apply to related problems; we end with a discussion of similar
results for far-difference (i.e., signed) decompositions.
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1. Introduction
We begin by reviewing earlier, related results, and then state the special sequences to be
studied in this paper and our results. Though we study special cases in order to simplify some
of the proofs and prevent the ideas from being obscured by technical calculations, we describe
the problems in as much generality as possible in the introduction for the benefit of the reader
interested in generalizations.
A beautiful theorem of Zeckendorf [21] states that every positive integer can be written
uniquely as a sum of non-adjacent Fibonacci numbers if we label them F1 = 1, F2 = 2, F3 = 3,
F4 = 5 and so on; we must use this non-standard ordering as otherwise the decomposition
would not be unique. The standard proof of this is through a greedy algorithm, though this
does not provide any information about finer questions. Using continued fraction techniques,
Lekkerkerker [15] proved that the average number of summands needed for decompositions
of numbers in [Fn, Fn+1) is n/(φ
2 + 1) + O(1), where φ = (1 +
√
5)/2 is the golden mean.
These results have been extended to other sequences, specifically {Gn} being a positive linear
recurrence sequence. This means that there exist non-negative integers ci (with c1, cL positive)
such that
Gn+1 = c1Gn + · · ·+ cLGn+1−L, (1.1)
as well as rules to specify the first L terms of the sequence and a generalization of the non-
adjacency constraint to what is a ‘legal’ decomposition (other authors use the phrase G-ary
decomposition for a legal decomposition). Informally, a legal decomposition is one where we
cannot use the recurrence relation to replace a linear combination of summands with another
summand, and the coefficient of each summand is appropriately bounded. The precise result
is as follows (see [18] for example for a proof).
Theorem 1.1 (Generalized Zeckendorf Decomposition). Consider a positive linear recurrence
Gn+1 = c1Gn + · · ·+ cLGn+1−L (1.2)
with non-zero integer coefficients, c1, cL > 0, and initial conditions G1 = 1 and for 1 ≤ n ≤ L
Gn+1 = c1Gn + c2Gn−1 + · · ·+ cnG1 + 1. (1.3)
For each positive integer N there exists a unique decomposition
∑m
i=1 aiGm+1−i with a1 > 0,
the other ai ≥ 0, and one of the following two conditions holds:
• We have m < L and ai = ci for 1 ≤ i ≤ m.
• There exists s ∈ {1, . . . , L} such that
a1 = c1, a2 = c2, . . . , as−1 = cs−1 and as < cs, (1.4)
as+1, . . . , as+ℓ = 0 for some ℓ ≥ 0, and {bi}m−s−ℓi=1 (with bi = as+ℓ+i) is either legal
or empty.
In addition to the generalization of Zeckendorf’s Theorem, Lekkerkerker’s theorem gener-
alizes, and the average number of summands is CLekn + d for some CLek > 0. Further, the
fluctuations of the number of summands above the mean converges to Gaussian behavior; see
[3, 5, 7, 11, 12, 13, 14, 17, 18, 19, 20].
In this paper we pursue a related question, the distribution of gaps between summands in
generalized Zeckendorf decompositions. We adopt the perspective of Kolog˘lu, Kopp, Miller
and Wang [16, 17, 18], which we briefly review. They proved Gaussian behavior by recasting
the problem combinatorially, writing down explicit formulas for the number of m ∈ [Gn, Gn+1)
with exactly k summands through the cookie (or stars and bars) problem. Specifically, in the
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Fibonacci case consider all integers m ∈ [Fn, Fn+1) with exactly k + 1 summands. If these
summands are Fi1 , Fi2 , . . . , Fik+1=n then the non-adjacency condition implies the gaps are
dj := ij − ij−1 ≥ 2 for j ≥ 2 and d1 := i1 ≥ 1. Thus d1 + · · · + dk+1 = n. As d1 ≥ 1 and
dj ≥ 2 for j ≥ 2, this is equivalent to solving x1 + · · · + xk+1 = n − (2k + 1), with each xi a
non-negative integer. By the cookie (or stars and bars) problem, there are
(n−(2k+1)+k+1−1
k+1−1
)
=
(
n−k−1
k
)
integral solutions, and hence the number of integers in [Fn, Fn+1) with exactly
k + 1 summands is
(n−k−1
k
)
. As there are Fn+1 − Fn = Fn−1 integers in [Fn, Fn+1), the
probability density function for having k + 1 summands is
(
n−k−1
k
)
/Fn−1. In this case the
proof is completed by using Stirling’s formula to see convergence to a Gaussian. The general
case is harder, and proceeds via generating functions.
Returning to the gaps, our goal is to analyze the distribution of the dj ’s. Given a decom-
position
m = Gik +Gik−1 + · · ·+Gi2 +Gi1 , (1.5)
we define the gaps to be
ik − ik−1, ik−1 − ik−2, . . . , i2 − i1; (1.6)
note we do not consider i1−0 as a gap (as there are on the order of n(Gn+1−Gn) summands,
one additional gap for each m has a negligible affect). We look at the behavior of the average
gap measure for special recurrences. By this we mean we amalgamate all gaps from all de-
compositions of all integers in [Gn, Gn+1), and show that as n→∞ this average converges to
a limiting distribution which decays geometrically, with decay ratio equal to the largest root
of the recurrence of the Gn’s. We concentrate on the class of recurrence relations below for
two reasons. In addition to simplifying the proofs and highlighting the method, more can be
proved about the limiting behavior in these cases then in general, and it is thus worth isolating
these results. We consider what we shall name Kangaroo recurrences.
Definition 1.2. Fix integers ℓ, g ≥ 1 and set L = ℓg + 1. A Kangaroo recurrence is a
positive linear recurrence relation where all the ci’s are zero except c1 = cg+1 = c2g+1 = · · · =
cL = 1; thus
Kn+1 = Kn +Kn−g +Kn−2g + · · ·+Kn−ℓg, (1.7)
with initial conditions K1 = 1, and for 1 ≤ n ≤ ℓg + 1
Kn+1 = c1Kn + c2Kn−1 + · · ·+ cnK1 + 1. (1.8)
Important special cases include the Fibonacci numbers (g = 1 and ℓ = 1), the Tribonaccis
(g = 1 and ℓ = 2) and other similar recurrences. We call g the hop length, and ℓ the number
of hops.
For example, for the Tribonacci numbers the first terms are 1, 2, 4, 7, 13, while for Kn+1 =
Kn +Kn−2 the sequence begins 1, 2, 3, 4, 6, 9 (notice in this case we decompose 10 as 9 + 1
and not 6 + 3 + 1, as we can use the recurrence relation to replace 6 + 3 with 9).1
There is a nice, closed form expression for the general term in a Kangaroo recurrence. This
expansion plays a central role in our investigations.
1An alternative definition of the Fibonacci numbers are that they are the unique sequence such that every
integer can be written uniquely as a sum of non-adjacent elements of the sequence. Similar equivalent definitions
hold for the other relations studied.
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Lemma 1.3 (Generalized Binet’s Formula). Let λ1, . . . , λL be the roots of the characteristic
polynomial of a Kangaroo recurrence with ℓ hops of length g (and thus L = ℓg). Then λ1 >
|λ2| ≥ · · · ≥ |λL|, λ1 > 1, and there exist constants such that
Kn = a1λ
n
1 +O
(
nL−2λn2
)
. (1.9)
More precisely, if λ1, ω2, . . . , ωr denote the distinct roots of the characteristic polynomial with
multiplicities 1, m2, . . . ,mr, then there are constants a1 > 0, ai,j such that
Kn = a1λ
n
1 +
r∑
i=2
mr∑
j=1
ai,jn
j−1ωni . (1.10)
The main difficulty in the proof is showing that there is a unique root of largest absolute
value, and that this root is positive. This follows from the Perron-Frobenius Theorem for
irreducible matrices and some additional algebra; for completeness we provide an elementary
proof in Appendix A, and then give the values of the roots and a1 for three important Kangaroo
recurrences (the Fibonaccis, the Tribonaccis, and the Skiponaccis).
The important take-aways from the above lemma are the following: an expansion exists,
which is dominated by the unique, simple positive root of the characteristic polynomial (which
is the largest root). We often write λg,ℓ for the largest root to emphasize its dependence on
the parameters g and ℓ, which we vary in §2.3.
To state our main result, we first need to set notation.
Definition 1.4 (Gap indicator random variables, average gaps). Consider a Kangaroo recur-
rence {Kn}.
• Let Gi,i+j(m;n) equal 1 if Ki and Ki+j are summands in the generalized Zeckendorf
decomposition of m ∈ [Kn,Kn+1) and Ki+r is not a summand for 0 < r < j, and
Gi,i+j(m;n) is zero otherwise. Thus Gi,i+j(m;n) is 1 if and only if m ∈ [Kn,Kn+1)
has a gap of length exactly j starting at Ki.
• Set
Xi,i+j(n) :=
∑
m∈[Kn,Kn+1)
Gi,i+j(m;n); (1.11)
Xi,i+j(n) is the number of integers m ∈ [Kn,Kn+1) that have a gap of length exactly
j starting at Ki. Let Pn(j) be the proportion of all gaps from decompositions of m ∈
[Kn,Kn+1) that are of length j.
• Let Y (n) denote the total number of gaps between summands of the generalized Zeck-
endorf decomposition of m ∈ [Kn,Kn+1); thus
Y (n) :=
n∑
i=1
n∑
j=0
Xi,i+j(n); (1.12)
by the Generalized Lekkerkerker Theorem Y (n) is (CLekn+O(1)) (Kn+1 −Kn) (see
[17]).
• The probability of a gap of length j, Pn(j), is
Pn(j) :=
∑n−j
i=1 Xi,i+j(n)
Y (n)
. (1.13)
Finally set
P (j) := lim
n→∞
Pn(j), (1.14)
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so P (j) represents the limiting probability that a gap in a decomposition for an integer
in [Kn,Kn+1) has length j.
Our main result is the following.
Theorem 1.5. Let {Kn} be a Kangaroo recurrence of ℓ hops of length g, with λg,ℓ the largest
root of the characteristic polynomial, a1 the generalized Binet constant in front of λg,ℓ, and
CLek the computable Lekkerkerker constant. Then
P (j) =


0 for j < g(
a1
CLek
)
λ−2gg,ℓ
λ−g
g,ℓ
−λ−ℓg
g,ℓ
1−λ−g
g,ℓ
for j = g
(λg,ℓ − 1)2
(
a1
CLek
)
λ−jg,ℓ for j > g,
(1.15)
which implies the probability of a gap of length j decays geometrically for j > g, with decay
ratio equal to λg,ℓ.
Remark 1.6. As a quick consistency check, note that if ℓ = 1 and g = 1 then the probability
of a gap of length 1 is zero; this is of course nothing more than a restatement of the definition
of a legal decomposition by the shifted Fibonacci (Zeckendorf’s theorem). More is true; if ℓ = 1
there are never gaps of length g. This is good, as if there were a gap of length g in this case
we could immediately use the recurrence relation to replace it.
Remark 1.7. As the sum of the various gap probabilities must equal 1, we can write a1/CLek
in terms of the largest root λg,ℓ. This allows us to compute CLek in terms of a1 and λg,ℓ.
Theorem 1.5 holds in greater generality (see [2] for a generalization). In §2 we prove this case
of the general result. As we are working with a very special recurrence, more is true, and we
derive asymptotic values for λg,ℓ and hence the probabilities for ℓ and g large. Our technique
is combinatorial, using inclusion-exclusion and the indicator random variables Xi,i+j(m). As
an additional example of the power of these methods, in §3 we apply these techniques to the
far-difference representation of Alpert [1] (she proved every integer can be written uniquely
as a sum of signed Fibonacci summands, subject to certain constraints), determining the
distribution of gaps in Theorem 3.2. We conclude with some remarks on open and related
problems.
2. Distribution of Gaps in Kangaroo Recurrences
2.1. Preliminaries. Before proving Theorem 1.5 we isolate an important observation, which
greatly simplifies the calculations.
Lemma 2.1. Let {Kn} be a Kangaroo recurrence with ℓ hops of length g. Then Pn(j) = 0 for
all j < g; in other words, there cannot be a gap of length less than g.
Proof. This follows immediately from the definition of a legal decomposition; specifically, from
(1.4), which prevents us from choosing any of the next g−1 summands after a chosen summand
Kp. 
Our combinatorial attack requires us to compute Xi,i+j(n) to find Pn(j). We can find
Xi,i+j(n) by counting the number of choices of the summands {K1,K2, . . . ,Kn} such that
Ki,Ki+j and Kn are chosen, no summand whose index is between i and i + j is chosen,
and all other indices are free to be chosen subject to the requirement that we have a legal
decomposition. Let Li,i+j(n) and Ri,i+j(n) be the number of ways to choose a valid subset of
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summands from those before the gap of length j starting atKi and after the gap (respectively).
We note Li,i+j(n) and Ri,i+j(n) are independent of each other when j > g; thus for j > g we
have
Xi,i+j(n) = Li,i+j(n) ·Ri,i+j(n). (2.1)
As
Kn+1 = Kn +Kn−g + · · ·+Kn−ℓg, (2.2)
any time we have a gap of length j > g the recurrence ‘resets’ itself. Thus we have the following
lemma.
Lemma 2.2. Let {Kn} be a Kangaroo recurrence with ℓ hops of length g. Consider all
m ∈ [Kn,Kn+1) with a gap of length j > g starting at Ki. The number of valid choices
for subsets of summands before the gap, Li,i+j(n), is given by
Li,i+j(n) = Ki+1 −Ki, (2.3)
and the number of valid choices for subsets of summands after the gap, Ri,i+j(n), is given by
Ri,i+j(n) = Kn−i−j+2 − 2Kn−i−j+1 +Kn−i−j . (2.4)
Proof. To count Li,i+j(n), we count the number of ways to have a legal decomposition that
must have the summand Ki, and where all other summand choices beforehand are free. It is
very important that j > g, as this means the summand at Ki+j does not interact with the
summands earlier than Ki through the recurrence relation. Thus Li,i+j(n) is the same as the
number of legal choices of summands from {K1,K2, . . . ,Ki} with Ki chosen. As each integer
in [Ki,Ki+1) has a unique legal decomposition, we see Li,i+j(n) equals the number of elements
in this interval, which is just Ki+1 −Ki.
To compute Ri,i+j(n), we need to consider how many ways we can choose summands from
{Ki+j ,Ki+j+1, . . . ,Kn} such that Ki and Kn are chosen and the resulting decomposition is
legal; since j > g the summands from Ki and earlier cannot affect our choices here. Thus
our problem is equivalent to asking how many legal ways there are to choose summands from
{K1,K2, . . . ,Kn−i−j+1} with K1,Kn−i−j+1 both chosen and the rest free. There are many
ways to compute this; the simplest is to note that this equals the number of legal choices
where we may or may not choose K1, minus the number of legal choices where we do not
choose K1. By a similar argument as above, the first count is Kn−i−j+2 −Kn−i−j+1 (as it is
the number of legal representations of a number in [Kn−i−j+1,Kn−i−j+2)), while the second
is Kn−i−j+1 −Kn−i−j. The proof is completed by subtracting. 
Note that in the above lemma we only compute Li,i+j(n) and Ri,i+j(n) when the gap j > g.
The reason is that if we can determine Pn(j) for j > g, then since Pn(j) = 0 for j < g the law
of alternatives implies Pn(g) = 1 −
∑
j>g Pn(j). Thus if we can show each limit P (j) exists
when j > g, then the limit P (g) exists as well. Hence, in some sense the following lemma
is not needed. We prefer to give it as it allows us to determine the ratio a1/CLek, which we
would not be able to do otherwise.
Lemma 2.3. Let {Kn} be a Kangaroo recurrence with ℓ hops of length g. Consider all
m ∈ [Kn,Kn+1) with exactly b consecutive gaps of length g starting at Ki. Then b ≤ ℓ − 1
and number of valid choices for subsets of summands before the gap, Li,g,b(n), equals
Li,g,b(n) = Ki−g, (2.5)
and the number of valid choices for subsets of summands after the gap, Ri,g,b(n), equals
Ri,g,b(n) = Kn−i−(b+1)g+1 −Kn−i−(b+1)g. (2.6)
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Proof. We must have b ≤ ℓ−1, as if b ≥ ℓ then we could use the recurrence relation. Remember
by Lemma 2.1 the smallest gap is at least g. As we have exactly b consecutive gaps of length
g starting at Ki, the first summand chosen to the left of Ki is at most Ki−g−1, while the
first summand chosen to the right of Ki+bg is at least Ki+(b+1)g+1. This implies that Li,g,b(n)
equals the number of ways to legally choose summands from {K1,K2, . . . ,Ki−g−1}; however,
unlike our previous case now we do not need to choose Ki−g−1. We claim the number of valid
choices is Ki−g. To see this, note that we can condition on the largest element being Kr for
1 ≤ r ≤ i − g − 1. Each r corresponds to the number of legal decompositions in [Kr,Kr+1),
yielding Kr+1−Kr choices. We sum over r, and the sum telescopes to Ki−g −K1 = Ki−g − 1.
We then add 1 to take into account the case where no summands are chosen, proving the
claim.
Similarly, by shifting indices we find Ri,g,b(n) is equivalent to the number of ways to legally
choose summands from {Ki+(b+1)g+1, . . . ,Kn} with Kn chosen. Equivalently, this equals the
number of legal choices of summands from {K1,K2, . . . ,Kn−i−(b+1)g} with Kn−i−(b+1)g chosen,
which is just Kn−i−(b+1)g+1 −Kn−i−(b+1)g . 
2.2. Proof of Theorem 1.5. We now prove our main result. We use little-oh and big-Oh
notation for the lower order terms, which do not matter in the limit. If
lim
x→∞
F (x)
G(x)
= 0, (2.7)
we write F (x) = o(G(x)) and say F is little-oh of G, while if there exist M,x0 > 0 such
that |F (x)| ≤ MG(x) for all x > x0 we write F (x) = O(G(x)) and say F is big-oh of G. In
particular, o(1) represents a term that decays to zero as n→∞, while O(1) represents a term
bounded by a constant.
Proof of Theorem 1.5. There are three cases: j < g, j = g and j > g. The first case is the
easiest, as Pn(j) = 0 for all j < g by Lemma 2.1.
We now consider j > g. We need to compute limn→∞ 1Y (n)
∑n−j
i=1 Xi,i+j(n). By Lemma 2.2,
Xi,i+j(n) = Li,i+j(n) ·Ri,i+j(n) = (Ki+1 −Ki) · (Kn−i−j+2 − 2Kn−i−j+1 +Kn−i−j) . (2.8)
By Lemma 1.3,
Kr = a1λ
r
g,ℓ +O
(
rL−2λr2
)
, (2.9)
with |λ2| < λg,ℓ. Thus
Xi,i+j(n) = a1λ
i
g,ℓ(λg,ℓ − 1) (1 + o(1)) · a1λn−i−jg,ℓ (λ2g,ℓ − 2λg,ℓ + 1) (1 + o(1))
= a21(λg,ℓ − 1)3λng,ℓ · λ−jg,ℓ (1 + o(1)) . (2.10)
As
Y (n) = (CLekn+O(1)) (Kn+1 −Kn) = a1CLekn(λg,ℓ − 1)λng,ℓ (1 + o(1)) (2.11)
and for any fixed j the sum over i is n+O(1), we find
Pn(j) =
∑n−j
i=1 Xi,i+j(n)
Y (n)
=
∑n−j
i=1 a
2
1(λg,ℓ − 1)3λng,ℓ · λ−jg,ℓ (1 + o(1))
a1CLekn(λg,ℓ − 1)λng,ℓ (1 + o(1))
=
a1(λg,ℓ − 1)2
CLek
λ−jg,ℓ (1 + o(1)) ,(2.12)
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and the limit clearly exists for each n and each j > g.
We now turn to j = g. We avoid double counting by using the Li,g,b(n) and Ri,g,b(n) from
Lemma 2.3. To find the number of gaps of length g, we look at all strings of b ≤ ℓ − 1
consecutive gaps of length g over all possible starting places i, and find
Pn(g) =
∑n−g
i=1
∑ℓ−1
b=1 Li,g,b(n)Ri,g,b(n)
Y (n)
. (2.13)
We now substitute for Li,g,b(n) and Ri,g,b(n) with the values from Lemma 2.3. The proof is
completed by using the generalized Binet formula (Lemma 1.3), the geometric series formula,
and collecting the terms. 
Remark 2.4. As a safety check, we confirm the theorem for the Fibonacci and Tribonacci
numbers (the formulas for the roots and a1 are at the end of Appendix A, and the value of CLek
follows from [17]). For the Fibonacci numbers, λ1 = φ = (1 +
√
5)/2, a1 = φ/
√
5 (remember
these are the ‘shifted’ Fibonacci numbers as originated with Zeckendorf and Lekkerkerker),
and CLek = 1/(φ
2 + 1). We see P (1) = 0 and the sum of the other probabilities is 1. For the
Tribonacci numbers, P (1) is no longer zero. We have CLek = a1(3λ
2
1 − 1)/(λ31(λ21 − 1)), which
does lead to the probabilities summing to 1.
2.3. Approximating λg,ℓ and Relevant Probability Ratios. We end this section with
some quick approximations for λg,ℓ when ℓ→∞. The ability to isolate such results is one of
the motivations for studying these special recurrences.
Lemma 2.5. For a Kangaroo recurrence of ℓ hops of length g, for large ℓ, g we have λg,ℓ ≈(
1 + αg
)
, where α ≈ log(g) − log(log(g)) + log(log(g))log(g) . In particular, for large ℓ and g we have
λg,ℓ ≈ 1, λ−gg,ℓ ≈ e−α(g) ≈
log g
g
. (2.14)
Proof. We drop all lower order terms in the arguments below, as our goal is to highlight the
limiting behavior. We derive a transcendental equation from the characteristic polynomial of
the Kangaroo recurrence. Notice that Kn+1 ≈ λg,ℓKn. Consider the Kangaroo recurrence
Kn+1 = Kn +Kn−g + · · ·+Kn−ℓg. The left hand side approximately equals λg,ℓKn, and for ℓ
large the right hand side is essentially
Kn
ℓ∑
m=0
λ−mgg,ℓ ≈ Kn
∞∑
m=0
λ−mgg,ℓ =
Kn
1− λ−gg,ℓ
. (2.15)
Therefore
λg,ℓ ≈ 1
1− λ−gg,ℓ
, (2.16)
which implies
λgg,ℓ − λg−1g,ℓ − 1 ≈ 0. (2.17)
From the generalized Binet formula we know that λg,ℓ grows exponentially with g. For large
g we can write
λgg,ℓ = e
α(g), or λg,ℓ = e
α(g)/g ≈ 1 + α(g)
g
. (2.18)
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Substituting into (2.17) yields
eα(g) − eα(g)
(
1 +
α(g)
g
)−1
− 1 ≈ 0, (2.19)
which we rewrite as
α(g)eα(g) ≈ g. (2.20)
By direct substitution we see that for g sufficiently large,
α(g) ≈ log(g) − log(log(g)) + log(log(g))
log(g)
. (2.21)

Now that we have the probability distribution for gaps for Kangaroo recurrences, we can
study the ratios of the probabilities of certain events. Since gaps of length g are a threshold
event, a natural question to ask is what is the probability of getting a gap of length g compared
to any other gap length?
Lemma 2.6. For large g and ℓ, n→∞, the ratio of the probability of obtaining a gap of length
g to a gap of length exceeding g is
Prob(gap of length g)
Prob(gap of length at least g + 1)
≈ log g
g
. (2.22)
Proof. From Theorem 1.5, we have
Prob(gap of g)
Prob(gap at least g + 1)
=
λ−2gg,ℓ λ
−g
g,ℓ/(1 − λ−gg,ℓ)
λ−gg,ℓ(λg,ℓ − 1)
. (2.23)
For large g, ℓ, and n, we use Lemma 2.5 and some algebraic manipulation to deduce the
claim. 
3. Far-Difference Representations
We now consider a natural generalization, signed Zeckendorf decompositions. Alpert [1]
proved that every positive integer has a unique representation as a sum of signed shifted
Fibonacci numbers, where the gap between opposite signed summands must be at least 3,
and between same signed summands must be at least 4; this is called the far-difference
representation. Miller and Wang [17] proved the generalized Lekkerkerker theorem holds here
as well, and proved Gaussian behavior for the number of summands (it is a bivariate Gaussian,
as there are positive and negative summands).
Our techniques generalize immediately and yield formulas for the distribution of average
gaps. We concentrate on gaps between any adjacent summands, though similar reasoning
would yield results restricted to gaps between same signed or opposite signed summands.
Before stating and proving these generalizations, we first introduce some definitions and useful
results.
Given an integer m, we write its far-difference representation by
m = ǫikFik + ǫik−1Fik−1 + · · · + ǫi1Fi1 , ǫj ∈ {−1, 1}. (3.1)
Let N (ǫiFi, ǫjFj) denote the number of numbers whose far-difference decomposition starts
with ǫiFi and ends with ǫjFj , where the ǫ’s are ±1; similarly, let N (ǫjFj) be the number of
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numbers whose decomposition ends with ǫjFj . We consider integers in the interval (Sn−1, Sn],
where
Sn = Fn + Fn−4 + Fn−8 + Fn−12 + · · · ; (3.2)
the interval is a bit different than before as we have a signed decomposition, and have the
ability to overshoot and then correct through subtraction.
Lemma 3.1. We have
N (ǫiFi, ǫjFj) = N (ǫiF1, ǫjFj−i+1) (3.3)
and
N (−F1,+Fj) +N (+F1,+Fj) = N (+Fj)−N (+Fj−1). (3.4)
Note
N (+Fr) = Sr − Sr−1, (3.5)
and by symmetry N (+Fr) = N (−Fr).
Proof. The proof is similar to the proofs from §2, proceeding by shifting indices down for the
first part, and inclusion-exclusion for the second. The final claim on N (+Fr) follows by noting
this is the cardinality of (Sr−1, Sr]. 
We can similarly determine the average gap behavior. For the Fibonacci numbers, Binet’s
formula (Lemma 1.3) is
Fn = anλ
n
1 + a2λ
n
2 =
φ√
5
φn +
1
φ
√
5
(−1/φ)n, (3.6)
where φ = 1+
√
5
2 is the Golden mean.
Theorem 3.2. As n → ∞, the probability P (j) of a gap of length j in a far-difference
decomposition of integers in (Sn−1, Sn] converges to geometric decay for j ≥ 4, with decay
constant equal to the golden mean. Specifically, if a1 = φ/
√
5 (the Binet constant of the largest
root, φ = (1 +
√
5)/2), then P (j) = 0 if j ≤ 2 and
P (j) =
{
10a1φ
φ4−1 φ
−k if j ≥ 4
5a1
φ2(φ4−1) if j = 3.
(3.7)
Proof. We first count gaps of length 3 in far-difference representations of integers in (Sn−1, Sn].
Let Xi,i+3(n) be the number of representations with a gap between of length 3 from Fi to Fi+3
(we may assume i+ 3 < n− 4 and not worry about boundary effects, which are lower order).
We note that since the gap length is 3, the sign of the Fi term is the opposite of the sign of
the Fi+3 term.
This gives us two cases. In the first case, we have +Fi and −Fi+3 in the decomposition,
while in the second case we have −Fi and +Fi+3. Thus there are N (+Fi)N (−F1,+Fn−(i+2))
decompositions in case 1 and N (+Fi)N (+F1,+Fn−(i+2)) decompositions in case 2. By Lemma
3.1 the sum of the number of legal decompositions in the two cases is
Xi,i+3(n) = N (+Fi)
(N (+Fn−(i+2))−N (+Fn−(i+3))) . (3.8)
The proof for gaps of length 3 is completed by using N (+Fj) = Sj − Sj−1, Binet’s formula
and the geometric series formula to show
Sk =
a1φ
k
1 − 1φ4
+O(1), (3.9)
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and the fact that the number of summands Y (n) satisfies
Y (n) =
(
1
5
n +
366 − 118√5
20
+ o(1)
)
(Sn − Sn−1) (3.10)
(see [17] for a proof of this last result). We simply substitute these results into
Pn(j) =
1
Y (n)
n−j∑
i=1
Xi,i+j(n), (3.11)
simplify and then take the limit as n→∞.
The case of j ≥ 4 is easier, as now the ends’ parities are independent of each other. The
claim follows from a similar calculation. 
4. Conclusion and Future Work
In this work we studied the average gap distribution arising from special positive linear
recurrence sequences. The techniques generalize immediately to any such sequence where
each recursion coefficient ci is positive (though it is harder to get good asymptotic expansions
as in §2.3); more involved formulas exist if this condition is not satisfied. It is straightforward
to see there is geometric decay for gaps larger than the recurrence length; this is essentially
due to the fact that the large separation makes the left and right parts independent. Using
moment techniques, in the sequel paper [2] these claims are proved and extended further.
They associate a gap measure to each integer in the interval [Gn, Gn+1) and show that as
n→∞ almost surely each individual gap measure converges to the average gap measure, and
determine the distribution of the longest gap between summands. It is quite interesting that
the gap problems are significantly easier than counting the number of summands; this is very
different than similar problems in random matrix theory, where the eigenvalue densities of
many structured ensembles are known, but not the gaps between adjacent eigenvalues (or, if
known, these results are very recent and require significantly more machinery than is needed
for the densities).
The combinatorial vantage here, which is an outgrowth of [16, 17], is useful for a variety of
other problems. Conditioning on the number of summands is useful in investigations of the
longest gap in generalized Zeckendorf decompositions [2] and the asymptotic average of the
number of terms in the Ostrowski α-decomposition [3]; one natural future project would be
to study the distribution of gaps in the α-decomposition, as well as considering this and more
general signed decompositions. Additionally, the far-difference decomposition from [1] can be
generalized to Kangaroo recurrences. This is being investigated in [4], where similar results
to the ones in this paper are proved.
Appendix A. Proof of Binet’s Formula for Kangaroo Recurrences
While the Generalized Binet’s Formula, Lemma 1.3, follows from the Perron-Frobenius
Theorem for irreducible matrices and some additional algebra, for completeness we provide
an elementary proof. As it is no harder to prove the result in greater generality, we do so as
this is needed in the sequel paper [2]; Lemma 1.3 follows immediately by choosing appropriate
values of the constants ci.
Theorem A.1 (Generalized Binet’s Formula). Consider the linear recurrence
Gn+1 = c1Gn + c2Gn−1 + · · ·+ cLGn+1−L (A.1)
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with the ci’s non-negative integers and c1, cL > 0. Let λ1, . . . , λL be the roots of the character-
istic polynomial
f(x) := xL − (c1xL−1 + c2xL−2 + · · ·+ cL−1x+ cL) = 0, (A.2)
ordered so that |λ1| ≥ |λ2| ≥ · · · ≥ |λL|. Then λ1 > |λ2| ≥ · · · ≥ |λL|, λ1 > 1 is the unique
positive root, and there exist constants such that
Gn = a1λ
n
1 +O
(
nL−2λn2
)
. (A.3)
More precisely, if λ1, ω2, . . . , ωr denote the distinct roots of the characteristic polynomial with
multiplicities 1, m2, . . . ,mr, then there are constants a1 > 0, ai,j such that
Gn = a1λ
n
1 +
r∑
i=2
mr∑
j=1
ai,jn
j−1ωni . (A.4)
Proof. We break the proof into three steps. We first analyze the positive roots (and show
there is only one), then show the remaining roots are smaller in absolute value, and conclude
by deducing the expansion.
Step 1: There is a unique positive root, which is simple. We show there is a unique positive
simple root, and further that it is larger than 1. Note f(x) < 0 for 0 ≤ x ≤ 1, and
xf ′(x) = LxL − ((L− 1)c1xL−1 + (L− 2)c2xL−2 + · · · + cL−1x) . (A.5)
If x is sufficiently large then f(x) > 0, and thus by the Intermediate Value Theorem there is a
λ1 > 1 such that f(λ1) = 0. We show that λ1 is simple and further that it is the only positive
root. We claim f(λ1) = 0 implies λ1f
′(λ1) > 0. This is because when we differentiate the L
coming down from xL exceeds the powers from the remaining terms (which are all of the same
sign as the coefficients are positive and λ1 > 1), and thus
λ1f
′(λ1) > Lf(λ1) = 0. (A.6)
This immediately yields λ1 is a simple root (as otherwise f
′(λ1) = 0). A similar calculation
shows f ′(x) > 0 for x ≥ λ1 (as the xL grows faster than all other powers of x). Thus f is
increasing for x ≥ λ1. As f(λ1) = 0 we find f(x) > 0 for x > λ1, and there is a unique positive
root.
Step 2: All the other roots are less than λ1 in absolute value. Let f(λ) = 0 with λ 6= λ1; by
Step 1 this implies λ is either negative or it has a non-zero imaginary component. Assume
|λ| ≥ λ1. From f(λ) = 0 we find
|λ|L = ∣∣c1λL−1 + · · ·+ cL−1λ+ cL∣∣
≤ c1|λ|L−1 + · · ·+ cL−1|λ|+ cL
= |λ|L − f(|λ|)
≤ |λ|L, (A.7)
where the first inequality follows from the triangle inequality (and is an equality if and only
if each quantity has the same phase) and the second inequality is due to the fact that f is
non-negative for x ≥ λ1 (it is an equality if and only if |λ| = λ1). We therefore obtain a
contradiction (|λ|L < |λ|L) if |λ| > λ1.
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We are left with showing that we cannot have |λ| = λ1. We obtain the same contradiction
unless each term in the sum has the same phase, which must be the same phase as λL:
λL = c1λ
L−1 + · · · + cL. (A.8)
As cL is positive, this requires each λ
r to be positive. As c1 is positive, λ
L and c1λ
L−1 must
both be positive; this forces λ > 0, which contradicts λ being either negative or having a
non-zero imaginary component. Thus |λ| < λ1 if λ 6= λ1.
Step 3: Generalized Binet expansion. We proved that there is a unique simple positive root
of the characteristic polynomial, and all other roots are strictly less in absolute value. The
claimed expansion follows from standard results on solving linear recurrence relations (see for
example Section 3.7 of [8] for proofs). Briefly, linear combinations of solutions are solutions.
If a root λ is simple it generates the corresponding solution λn, while if it has multiplicity r it
generates solutions λn, nλn, . . . , nr−1λn. The general solution is a linear combination of these,
with coefficients chosen to match the initial conditions. 
We give the expansions from Theorem A.1 for three important Kangaroo sequences: Fi-
bonacci, Tribonacci, and what we call the Skiponacci sequences.
Fibonaccis: For the recurrence Fn+1 = Fn + Fn−1 with F1 = 1, F2 = 2 we have Fn =
a1λ
n
1 + a2λ
n
2 , where
λ1 =
1 +
√
5
2
, λ2 =
1−√5
2
, a1 =
5 +
√
5
10
, and a2 =
5−√5
10
. (A.9)
Tribonaccis: For the recurrence Tn+1 = Tn+ Tn−1+ Tn−2 with T1 = 1, T2 = 2, T3 = 4 we have
Tn = a1λ
n
1 + a2λ
n
2 + a3λ
n
3 , where
λ1 =
1
3
(
1 +
(
19 + 3
√
33
)1/3
+
(
19− 3
√
33
)1/3)
λ2 =
1
3
− 1
6
(
1 + i
√
3
)(
19− 3
√
33
)1/3
− 1
6
(
1− i
√
3
)(
19 + 3
√
33
)1/3
λ3 =
1
3
− 1
6
(
1− i
√
3
)(
19− 3
√
33
)1/3 − 1
6
(
1 + i
√
3
)(
19 + 3
√
33
)1/3
, (A.10)
and
a1 =
1
162
√
11
(
54
√
11 +
(
59
√
3
)(
19 + 3
√
33
)
1/3
+
(
−32
√
3 + 18
√
11
)(
19 + 3
√
33
)
2/3
+
(
19− 3
√
33
)
2/3
(
32
√
3 + 18
√
11 +
(
19
√
3
)(
19 + 3
√
33
)
1/3
)
−
(√
3
)(
19− 3
√
33
)
1/3
(
59 + 19
(
19 + 3
√
33
)
2/3
))
.
(A.11)
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Skiponaccis: For the recurrence Sn+1 = Sn + Sn−2 with S1 = 1, S2 = 2, S3 = 3 we have
Sn = a1λ
n
1 + a2λ
n
2 + a3λ
n
3 , where
λ1 =
1
3
(
1 +
(
1
2
(
29− 3
√
93
))1/3
+
(
1
2
(
29 + 3
√
93
))1/3)
λ2 =
1
3
− 1
6
(
1 + i
√
3
)(1
2
(
29− 3
√
93
))1/3
+
1
6
(
−1 + i
√
3
)(1
2
(
29 + 3
√
93
))1/3
λ3 =
1
3
+
1
6
(
−1 + i
√
3
)(1
2
(
29− 3
√
93
))1/3
− 1
6
(
1 + i
√
3
)(1
2
(
29 + 3
√
93
))1/3
, (A.12)
and
a1 =
1
162
√
31
(
54
√
31 + 44 · 22/3
√
3
(
29 + 3
√
93
)
1/3
+ 21/3
(
−23
√
3 + 9
√
31
)(
29 + 3
√
93
)
2/3
+
(
29− 3
√
93
)
2/3
·
(
21/3
(
23
√
3 + 9
√
31
)
+ 13
√
3
(
29 + 3
√
93
)
1/3
)
−
√
3
(
29 − 3
√
93
)
1/3
(
44 · 22/3 + 13
(
29 + 3
√
93
)
2/3
))
.
(A.13)
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