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Abstract 
Fiat, A. and M. Ricklin, Competitive algorithms for the weighted server problem, Theoretical 
Computer Science 130 (1994) 85-99. 
In this paper we deal with a generalization of the k-server problem (Manasse et al. 1988) in which the 
servers are unequal. In the weighted server mode1 each of the servers is assigned a positive weight. 
The cost associated with moving a server equals the product of the distance traversed and the server 
weight. 
A weighted k-server algorithm is called competitive if the competitive ratio depends only upon the 
number of servers (i.e., the competitive ratio is independent of the weights associated with the servers 
and the number of points in the metric space). 
For the uniform metric space, we give super exponential 22o(” -competitive algorithms for any set 
of weights. If the servers have one of two possible weights, we give deterministic exponential (k”“) 
compsive algorithms and randomized polynomial 6(k3) competitive algorithms. We use the MIN 
operator for both algorithms. This is the first true application of the randomized MIN operator (Fiat 
et al. 1991). 
We show that for any metric space there exists some set of weights such that the deterministic 
competitive ratio must be exponential (k n’rr), If the servers are limited to be one of two possible 
weights then there exist two such weights such that the competitive ratio has a lower bound of 2”“‘. 
With the randomized upper bound above, this shows a clear separation between deterministic and 
randomized algorithms for the problem of two weights. 
One can model the problem of storage management for RAM and E’PROM type memories as 
a weighted server problem with two weights on the uniform metric space. 
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1. Introduction 
Sleator and Tarjan [17] introduce a worst-case complexity analysis technique, for 
on-line algorithms, called competitive analysis. An on-line algorithm deals with events 
that require immediate response. Future events are unknown when the current event 
is dealt with. Task systems [2], the k-server problem [12], layered graph traversal 
[15], and on-line/off-line games [l] are all attempts to model on-line problems and 
algorithms. 
Each of these models has somewhat different characteristics and expressive capabil- 
ity. Generally, the more general the model, the less efficient the on-line solution. 
On-line solutions are measured in terms of their competitive ratio [ 171. The competi- 
tive ratio can be viewed as the supermum over all event sequences of the ratio between 
the on-line cost and the optimal cost to deal with the sequence of events. 
The k-server problem [ 121 deals with planning the motion of k identical mobile 
servers in a metric space. Events are requests for service at a point of the metric space. 
In response to a request, we must move some server to the request site. 
The cost of a server algorithm is defined to be the total distance traversed by all its 
servers. Let cost,(o) denote the cost of serving the request sequence 0 by algorithm A. 
Following [12], we say that an on-line k-server algorithm A is /-competitive if for 
every initial configuration of the servers, there exists some constant p such that for any 
request sequence 0, and for any other k-server algorithm B, 
cost,(a) < ( cost,(a) + p. 
We define the competitbe ratio of an on-line algorithm A to be the infimum over 
P such that A is d-competitive. 
Manasse, et al. [ 121 prove that for all k and any metric space of at least k + 1 points, 
no competitive ratio less than k is possible. On-line k-server algorithms with a com- 
petitive ratio of k are known for specific metric spaces [3, 4, 12, 1, 71 give a competi- 
tive ratio that depends only upon k for all metric spaces. 
For randomized on-line algorithms, the competitive ratio is described as an expec- 
tation. Ben-David et al. [l] define several types of analyses for randomized on-line 
algorithms. The harmonic algorithm [16] is a randomized algorithm that has been 
shown to be competitive when compared to an adaptive adversary [9], this is an 
adversary that can determine the next request based upon the current on-line 
configuration. Following [l], algorithms that attain a competitive ratio of c against 
adaptive on-line adversaries can be transformed into deterministic on-line algorithms 
with a competitive ratio of c2. 
Randomized k-server algorithms that are competitive against an oblivious adver- 
sary, (i.e., an adversary that does not know the results of the previous coin tosses 
before determining the next event), do not imply deterministic counterparts and were 
implicitly introduced in [7]. The [12] lower bound of k on the competitive ratio is not 
true for such randomized algorithms and an O(log k)-competitive algorithm was 
given for the paging problem in 17,131. The [13] algorithm meets the lower bound for 
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the competitive ratio against oblivious adversaries. An R(log log k) lower bound on 
the competitive ratio of randomized k-server algorithms, for all non-trivial metric 
spaces, is presented in [ 111. 
In the weighted server model each of the servers is assigned a positive weight. The 
cost associated with moving a server is the product of the distance traversed and the 
server weight. 
An on-line weighted server algorithm is called competitive if the competitive ratio 
depends only on the number of servers, and is independent of the server weights. 
Weighted servers on the uniform metric space model problems that use memories 
that have differing read/write costs, e.g., E’PROM memories that can be read from in 
microseconds but require many milliseconds for write operations. The problem we 
define is to determine what computations should be stored in fast write memories and 
what computations should be stored in slow write memories. We assume that the time 
to read from the different memories are similar. This is true in practice. 
The justification for using different classes of memory is that the VLSI chip area 
for memory is inversely proportional to the write time to that memory. Typical 
memories such as RAM, E2PROM, and ROM differ by orders of magnitude in their 
area and write time requirements. The read times of the different memories are very 
similar. For example, modern smartcards have a chip with 10’ bytes of RAM, lo3 
bytes of E2PROM, and lo4 bytes of ROM, with write times of microseconds, 
milliseconds, and infinity, respectively. The chip area used by the different memories is 
dominated by the RAM requirements, with E2PROM and ROM both using approx- 
imately equal areas. 
The points in the metric space correspond to intermediate computations. The 
different weights represent the different types of memory. These is a server of weight 
w for every slot of memory that requires w time for a write operation. If a server resides 
on a point, then that intermediate computation resides in that slot of memory. 
The request sequence c = CJ~, 02, . . . , consists of points that represent read access to 
some intermediate computation. If such an intermediate result is in memory then we 
access it free of charge. If not, then it has to be recomputed and stored in some class of 
memory. Serving a request with a server of least weight corresponds to placing that 
result in fast write memory. The weights are normalized to represent the relative costs 
of recomputing an intermediate value, and writing to the different classes of memory. 
It is trivial to obtain a competitive ratio depending on the ratio between the 
weights, using any competitive k-server algorithm. The natural question relating to 
this problem is whether the competitive ratio depends only upon k. 
This paper includes the following results for the weighted server problem: 
l We give a 22o’x’ competitive algorithm for the uniform metric space, for any set of 
weights associated with the servers (Section 2). The sampling technique introduced 
in this section is later used in our subsequent algorithms. 
l We give an exponential lower bound of k! for the weighted server problem on any 
metric space. We prove lower bounds of a more general type, where the servers are 
divided into disjoint subsets, and all servers in a subset have the same weight. The 
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lower bound implies that even if half the servers have weight 1, and the others 
are all weight w, an exponential lower bound exists, for sufficiently large w 
(Section 3). 
0 We give an O(PCk’) competitive deterministic and an O(k3. log k) competitive 
randomized algorithm for the case where the server weights are either 1 or w. We 
use the MIN operator for both algorithms. This shows a clear separation between 
deterministic and randomized algorithms for this problem, and is the first applica- 
tion of the randomized MIN operator [6]. 
l We show that for every metric space, and every set of weights, no online algorithm 
can achieve a competitive ratio smaller than (k+ 1)/2. 
[14] also deals with the weighted server problem, with results that depend on the 
weights. The main results in [ 141 are: a lower bound of k. w,,,~“/ wavg, and an upper 
bound for the uniform metric space of k. Wavg/Wmin, where W,in and w,,~ are the 
minimal weight and the average weight. 
Both the FIFO and LRU paging algorithms can be viewed as special cases of the 
balance algorithm. In this algorithm we serve a request with the server such that the 
total cost incurred by its movement, including the current request, is minimal. To 
motivate our algorithms, we note that for the weighted 2-server problem on the 
uniform metric space of size 4, with servers of weights 1 and w, the competitive ratio of 
the balance algorithm is unbounded as w increases. 
2. The sample algorithm 
In this section we give a 220’x’ competitive algorithm for the weighted server 
problem on the uniform metric space, for any set of weights for the servers. 
2.1. Preliminaries 
We assume that the adversary only requests points that are not covered by on-line 
servers. Other requests can be ignored as they cost the on-line algorithm nothing and 
do not influence the behavior of the Sample algorithm. 
Definition 2.1. An adversary is called l/x noisy, if for every finite request sequence CJ, 
of length 10 1, the adversary may choose to ignore up to L 1 o 1 /x J requests. A request is 
called a noisy request if the adversary chooses not to service it. 
We define the following functions, that range over positive integers: 
c(i) = 3”‘; j(i)=5’.c(l)...c(i-l).c(i). 
Note that for all i3 1: 
c(i + 1) 3 5 c(i)2; .f(i+ 1)>5Y(i).c(i+ 1). 
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Let wl dw2d”‘dwk, be the sequence of weights associated with the servers. We 
transform these weights into normalized weights wi, w2, . . , wk, with the property that 
- 
w~+~ IS divisible by 2.(1 +c(i)).w. 
Any competitive weighted server algorithm for the normalized weights implies 
a competitive weighted server algorithm for the original weights. We do this trans- 
formation inductively, choosing w,=w, and wi+l to be the smallest multiple of 
2.(1 +c(i)).w, greater than WC+ i. It is now simple arithmetic to verify that q/wi <f(i), 
for all i. Given a C-competitive algorithm for the normalized weights, it implies an 
f(k). C competitive algorithm for the original weights. This follows because the on-line 
algorithm cost is smaller with the original weights than with the normalized weights 
and the adversary with the normalized weights pays almostf(k) times more than the 
adversary with the original weights. From now on we deal with normalized weights 
Wl,WZ, ... , wk rather than the original weights wi, w2, . . . , wk. 
2.2. The sample algorithm 
We describe the algorithm sample, inductively. For k = 1 we run the greedy one 
server algorithm. We define a phase of sample, to be 2(c(l)+ 1) requests. For k>2, 
sample, operates as follows: We divide the process of the algorithm into phases. Every 
phase is independent of all previous requests. 
A phase is divided into c(k)+ 1 sub-phases. The first sub-phase begins by moving 
the server of weight wk to an arbitrary point. Now, run sample, _ 1 with the k - 1 lighter 
servers, until the cost incurred by sample, _ 1 reaches wk. For every point x, charge (x) 
is the total number of requests invoked on x. Let P be the set of all points requested 
during the execution of samplek _ 1. If 1 P I< c(k) let S = P, otherwise take S to be the set 
of the c(k) points of maximal charge during the execution of samplek- 1. 
The rest of the sample, phase consists of c(k) sub-phases, each of which starts by 
moving the server of weight wk to an unmarked point in S, and marking that point. 
Next, the sub-phase runs sample, _ 1 with the k- 1 lighter servers, until the cost 
incurred by sample& 1 reaches wk. The number of sub-phases in a phase of sample, is 
always c(k) + 1, even if the number of points in S is smaller than c(k). If there are no 
unmarked points in S, simply move the server of weight wk to an arbitrary point in the 
metric space. 
The pseudo-code for the sample algorithm appears in Fig. 1. 
2.3. Sample is competitive 
We start by giving the following lemma: 
Lemma 2.2. (1) All phases ofsamplek, ka 1, are of equal length (i.e., deal with the same 
number of requests). 
(2) All sub-phases of samplek, k32, even ifin difirent phases, are of equal length. 
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1. 
2. 
3. 
4. 
5. 
samplek(W, . . . , &) 
begin 
do forever 
call phase, (W,, . , wk); 
end 
end 
1. 
2. 
3. 
4. 
5. 
6. 
phase 1 ( W,) 
begin 
for i= 1 to 2(c(l)+ 1) do 
wait; 
upon request on a point p: move the q server to p; 
end 
end 
1. 
2. 
3. 
phase,(w, . . ..iQ (k32) 
begin 
Move the & server to an arbitrary point; 
call sub-phase, (W,, . . . , &); 
for every point x, let charge(x) equal the number of requests invoked on 
x during the sub-phase; 
Let P={plcharge(p)>O}; 
4. if (IPl<c(k)) then let S=P 
5. else let S equal the set of c(k) points of maximal charge; 
6. for i= 1 to c(k) do 
7. choose an arbitrary point, x, in S; 
8. move the & server to x; 
9. call sub-phase, (6, . . , K); 
10. if 1 S I> 1 then remove x from S; 
11. end 
12. end 
1. 
2. 
3. 
sub-phase,(q, . . ,K) (k32) 
begin 
run sample, _ 1 (K, . , wk _ 1 ) until the cost incurred reaches W,; 
end 
Fig. 1. The sample algorithm. 
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(3) The costs incurred by sample,, k>, 1, to serve different phases, are all equal to 
2(c(k) + l)%. 
(4) The costs incurred by sample,, k>,2, to serve different sub-phases, even if in 
diflerent phases, are all equal to 2~~. 
(5) A sub-phase of samplek,  22, ends exactly when sample& 1 ends a phase. 
Proof. We prove the lemma by induction on k, the base case k= 1 follows directly 
from the algorithm. Assume the inductive hypothesis for k- 1. We prove its correct- 
ness for k. 
l (4): Follows from the two following facts. (a) Every sub-phase begins by moving the 
server of weight wk. (See Fig. 1, phase,, line 8). (b) the cost incurred by sample& ,, 
when called in a sub-phase, is exactly iG& (Fig. 1, sub-phase,, line 2). 
l (3): Follows from (4) and the fact that there are exactly c(k)+ 1 sub-phases in 
a phase. (Fig. 1, phase,, line 3 and line 9 repeated in loop lines 6611). 
l (5): Follows from the inductive hypothesis for (3), and the fact that iG is divisible by 
2(c(k)+ l)wk- 1. 
l (2): From the inductive hypothesis for (5) and (3) we get that on each sub-phase of 
samplek, sample,_ 1 executes exactly the same number of phases. This, in conjunc- 
tion with the inductive hypothesis for (1) gives us (2). 
l (1): Follows from (2) and the fact that the number of sub-phases in a phase always 
equals c(k)+ 1. 0 
The next theorem implies that samplek isf(k)=22”‘X’ competitive, for every k and 
every normalized set of weights. From Section 2.1 it follows that sample, can be used 
on normalized weights to obtain a (f(k))’ competitive algorithm for the original 
weights. 
In fact, we prove the theorem by induction and require a somewhat stronger 
inductive hypothesis. Thus, we not only prove that the sample algorithm is competi- 
tive but prove that it is competitive even against a noisy adversary, i.e., an adversary 
that may simply choose not to service some of the requests. 
Theorem 2.3. For every integer, k, and every normalized set of weights (W,, . . . ,WJ, 
sampkk is f(k) competitive on every phase in which it competes with an adversary that is 
no more than 4/c(k+ 1) noisy. 
Proof. We prove the theorem by induction on k. To prove the base case we show that 
sample,, is 3 competitive if the adversary is no more than : noisy. Consider any two 
consecutive requests, neither of which was ignored by the adversary. Such a pair must 
cost the adversary at least wr, we charge this to the second request. As the adversary 
can ignore only 4 of the requests, there must be at least a : fraction of the requests, that 
are neither ignored nor immediately following an ignored request. All these requests 
are the 2nd element in a pair, neither of which is ignored. Thus, the base of the 
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induction has been proved. Note that sequences of the form pl, p2, pl, p3, pr, pa, . 
cost a $ noisy one server adversary nothing, and there cannot be any on-line one 
server algorithm that is competitive against such an adversary. 
We now assume the inductive claim for k- 1 and prove its correctness for k. Let 
a phase of sample,, 0, consist of sub-phases PI, P2, . . . , pcckj+ 1. We consider two 
possibilities: 
(1) The noisy adversary does not move its server of weight 6 during the phase. Let 
this server be located at point xk. 
On every sub-phase, Pi, I < i < c(k) + 1, when we run samplek _ r, it is effectively run 
against a noisy adversary with k - 1 servers that is allowed to ignore all requests on xk. 
These requests cost the adversary nothing because it has a server on xk. 
Additionally, this sample, adversary is allowed to ignore a 4/c(k + 1) fractional part 
of the requests in the entire phase. The sample, adversary may choose to concentrate 
all the 4lol/c(k+ 1) requests he is allowed to ignore during the phase, by the 
conditions of the theorem, in a single sub-phase. From Lemma 2.1, all sub-phases 
have the same number of requests. Thus, the sample, adversary may not ignore more 
than a 
(c(k)+ 1).4<1 
c(k+ 1) ‘c(k)’ 
fractional part of the requests in any sub-phase. 
We now distinguish between two cases: 
S contains the point xk. In the sub-phase in which the sample, server of weight w 
was moved to xk, sample,_, gets no requests at xk because there is already an 
on-line server there. 
S does not contain sL. For the first sub-phase, the fraction of requests on xk 
relative to the total number of requests in the sub-phase is less than 1 /c(k). 
Thus, there is always a sub-phase for which the fraction of requests to xk is no more 
than 1 /c(k). Overall, the adversary that competes with sample,_ I may ignore up to 
a 2/c(k) fractional part of the requests in the sub-phase. A l/c(k) fraction may be 
requests to xk, and a l/c(k) fraction may be the noise introduced by the sample, 
adversary. 
By Lemma 2.2, a sub-phase of sample, consists of an integral number of phases for 
sample,_ 1 and every sample,_ 1 phase consists of the same number of requests. By 
a simple counting argument, for at least half of the sample,_, phases, sample,,_ 1 
competes against an adversary that may not ignore more than a 4/c(k) fractional part 
of the requests in the phase. 
From the inductive assumption, sample,_ 1 isf‘(k- 1) competitive on each of these 
phases. As all phases cost the same (Lemma 2.2), samplek _ 1 is 2f(k - 1) competitive on 
the union of all the phases that constitute the sample, sub-phase. 
The cost incurred by sample, on each of the sub-phases is identical and equals 2. ii$, 
one wk used to move the server of weight \vk and the rest used by sample,_ 1. 
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There are exactly (c(k) + 1) sub-phases in a phase of sample,, all of equal cost, and 
thus sample, is 4. (c(k) + 1) .f(k- 1) <f(k) competitive on the phase. 
(2) If the adversary moves the server of weight K during the phase then its cost for 
the phase is at least &. By Lemma 2.2, the cost to sample, is no more than 
2(c(k)+ l).w,<f(k).w,. 
To summarize, sample, is f(k) competitive on a phase even if the adversary is 
allowed to ignore up to a 4/c(k+ 1) fractional part of the requests in the phase. 0 
3. Lower bounds for weighted servers 
We give two different lower bounds, the first is of the form “For every non trivial 
metric space and every set of weights there is a lower bound of R(k) on the competitive 
ratio”, the second is of the form “for every nontrivial metric space, there exists some 
set of weights such that the competitive ratio is exponential in k.” Both these lower 
bounds are based upon the [12] multiple adversary lower bound technique. 
Theorem 3.1. Given any metric space of at least k+ 1 points, and any set of weights 
W= (wl, . , wJ. Any on-line weighted server algorithm for W has a competitive ratio of 
at least (k+ 1)/2 
Proof. We prove the lower bound by considering only k + 1 points in the metric space. 
Consider an on-line algorithm, A, for the weighted server problem with weight vector 
B’. We can assume that A is lazy and consider the nemesis sequence for A, i.e., the 
adversary invokes the next request on the point not covered by on-line servers. 
We define a set of k+ 1 different off-line algorithms, such that after every request, 
the total cost incurred by all the off-line algorithms is no more than 2 times the total 
cost incurred by A plus an additive term. Every off-line algorithm in the set has an 
uncovered point of the metric space at a different point (thus k+ 1 algorithms). 
Additionally, the initial configuration for each of these algorithms will have the 
lightest server at the closest point to the uncovered point. 
Upon request, only one of the off-line algorithms has to move a server. It moves the 
closest server (that is also of smallest weight) to the uncovered point, serves the 
request, and returns it back to its original position. The cost incurred is no more than 
twice the cost incurred by A. This concludes the proof of the theorem. 0 
We now prove that for every metric space there exists a set of weights that imply 
a lower bound of (k + l)! /2 on the competitive ratio for on-line algorithms. In fact, we 
prove a more general lower bound. Let W=(wl, . . . , wk) be the vector of weights 
associated with the servers, server i has weight Wi, wi _ 1 < wi. We define the representat- 
ive vector for W to be T= (t 1, , tl), if there are only 1 distinct weights, and exactly 
tl servers of weight wi, t2 servers of weight w2, etc. 
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We define arrange(f+) to be the number of different arrangements for k items in 
k + 1 nonidentical cells, where there are 1 different kinds of items, and there are exactly 
tj identical items of type j. 
Theorem 3.2. Given any metric space qf ut least k+ 1 points, let 1~ 1 <k und 
T=(tl,...jtl); ti31, tl+ . . . + t, = k. For all c > 0 there exists a vector W= (wl, . . . , wk) 
such that T is the representative vector for W and any on-line weighted server algorithm 
,for W has a competitive rutio qf at least arrange( W)/2--E. 
Proof. Again, our proof is motivated by the lower bound proof in [12]. 
We prove the lower bound by considering only k+ 1 points in the metric space. 
Consider an on-line algorithm, A, for the weighted server problem with weight vector 
W. The actual weights will be determined later. We can assume that A is lazy and, like 
[ 121, we only consider the nemesis sequence for A, i.e., the adversary invokes the next 
request on the point not covered by on-line servers. 
We define a set of arrange( w) different off-line algorithms, such that after each step 
of A, the total cost incurred by all the off-line algorithms is no more than 2 times the 
total cost incurred by A plus an additive term. Following [ 121, this concludes the 
proof of the theorem. 
Each of the off-line algorithms is characterized by its dominating arrangement. The 
dominating arrangement is a possible arrangement of k items in k+ 1 nonidentical 
cells where there are 1 kinds of items, and ti is the number of items of type i. The initial 
configuration for each of these off-line algorithms is the dominating arrangement 
associated with the off-line algorithm. The actual off-line algorithm configuration will 
change over time, but its associated dominating arrangement stays the same, the 
dominating arrangement can be viewed as an index in the family of off-line algo- 
rithms. 
There is exactly one (off-line) algorithm whose dominating arrangement coincides 
with the current on-line arrangement. This algorithm serves the request with exactly 
the same server as A and returns it to its original position. We charge the cost of this 
step to the cost associated with A’s move. 
All the other off-line algorithms that do not have a server at the request point, must 
have some server that coincides with an on-line server, s, of higher weight (at some 
point p). Such algorithms serve the request with this server, and keep it at the request 
point. We say that the algorithm Mlent to sleep. When A moves the server s, the off-line 
algorithm returns the server to its original place (p). We charge both off-line moves to 
the on-line cost to move s. Note that during the time that the off-line algorithm was 
asleep it served the requests without incurring any cost. This follows because we only 
consider the namesis sequence for A and there were no requests at p because A had 
a server at p. 
To recap, exactly one off-line algorithm serves the request with a server equal in 
weight to the server used by the on-line algorithm, and moving twice the distance. 
Some of the off-line algorithms make moves whose costs are later charged against 
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on-line moves of greater weight (and possibly lesser distance), if the approptiate 
on-line server ever moves. As the ratio between the weights can be made arbitrarily 
high, the sum of all the costs associated with such moves, charged to a specific server s, 
can be made smaller than E times the minimal cost to move s. 0 
We note the lower bound above has a matching upper bound, up to a constant 
factor, for k+ 1 point metric spaces. Simply consider the weighted server problem as 
a task system of [2]. 
4. Servers with one of two weights 
In this section we deal with the case where server weights are either 1 or w, and the 
metric space is uniform. We give an O(kock’) competitive deterministic algorithm and 
an 0(k3. log k) competitive randomized algorithm for this case. 
The only difference between the two algorithms is the use of deterministic MIN 
[7,8] or randomized MIN [S]. The deterministic MIN operator takes a set of 
m algorithms, and merges them to form a new algorithm whose cost is O(m) times the 
best cost achieved by any of the algorithms on the request sequence. It is called 
deterministic MIN because if all the algorithms merged are deterministic, then the 
resulting algorithm is also deterministic. Randomized MIN merges O(m) algorithms 
and has an expected cost of O(logm) times the lowest cost, against an oblivious 
adversary. 
Let nl,nw, be the number of servers of weight 1, and w, respectively. A server of 
weight+ w will be referred to as a w-server. 
The algorithms are divided into phases. Every phase is independent of all 
previous phases. Phases are the (deterministic or randomized) MIN operator 
applied to a set, ONSET, of (2(k+ 1)2)“w deterministic online algorithms. Let S be 
the set (1~ i<2(k+ 1)2}. Every algorithm in ONSET is associated with a unique 
vector in S? 
We describe the operation of algorithm A, in ONSET, using the vector associated 
with it. 
We ignore requests made at points occupied by servers of A. As with the sample 
algorithm, A’s behavior does not depend on the presence or absence of such requests. 
Note however that the behavior of the MIN derived algorithm is influenced by such 
requests. Our analysis holds because MIN’s dependency on such requests is not 
relevant. 
The execution of A is split into n,+ 1 steps, each of which, (except the last step), is 
split into two stages. 
A starts by setting all w-servers to be unmarked. A step starts by serving requests 
with the l-servers in a FIFO manner, until incurring a cost of 2(k + 1). w. This is called 
the sampling stage. 
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The last step consists only of a sampling stage. All other steps continue as follows: 
take the set of 2(k + 1)’ points requested most often during the sampling stage to form 
a candidate set. If there are less than 2(k + 1)’ points requested, then take a candidate 
set to be a the set of all points requested. Requests that occur on points already 
covered by A servers, are not counted in these statistics. We assume an order relation 
on the points of the metric space. Assume that we are on the i-th step of A. Let x be the 
i-th component of the vector associated with A. The online algorithm moves one of its 
unmarked w-servers to the xth ordered point in the candidate set, and marks the 
server. 
Serving the request sequence in a phase is done by applying randomized (determin- 
istic) MIN on the set of algorithms ONSET. 
The pseudo-code for the algorithm appears in Fig. 2. 
1. 
2. 
3. 
4. 
5. 
1. 
2. 
3. 
4. 
5. 
6. 
7. 
8. 
9. 
tww, 111, n,) 
begin 
do forever 
Apply either 
deterministic-min ({A( w,~,,~,,VIV=(X,,...,X,_) 1dxid2(k+1)2)})or 
randomized-min ({A (w, n,, II,, VI V= (x 1, ... ,~n,,,) 1 <.Xi<2(k+ 1)2)}). 
end 
end 
A(w, n,, n,v,(x1, ... ,-%_,I) 
begin 
Set all the heavy servers to be unmarked. 
For i=l to n,do 
Using the light servers only, subject to the first-in-first-out (FIFO) 
strategy: serve the next 2(k+ 1). w requests; 
For every point x, let charge(x) equal the number of requests 
the invoked on x during the application of the FIFO policy; 
Let S be the set of 2(k+ 1)2 points of maximal charge (or all points if 
fewer requested); 
Choose y to be the x&h point in S; 
(Choose y to the last point in S if xi> ISI). 
Move one unmarked heavy server to y, and set the server to be marked; 
end 
Using the light servers only, subject to the first-in-first-out strategy: 
serve the next 2(k+ 1). w requests; 
end 
Fig. 2. Dealing with weights 1 and w. 
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4.1. Competitive analysis 
Lemma 4.1. Let o be a sequence of requests, starting at the beginning of some phase. Let 
T denote the minimal cost to serve a, where the initial server configuration is chosen 
optimally so as to minimize the cost. If T<w then the phase has not yet been$nished. 
From this lemma, and because there are no more than (2(k + l)*)” algorithms in the 
set ONSET, it follows that deterministic MIN applied to ONSET gives an 
0( ((k + 1)2)k. k2) competitive algorithm. If we apply the deterministic MIN operator, 
we get a randomized 0(k3 .log k) competitive algorithm against an oblvious adver- 
sary. 
Proof of Lemma 4.1. Proof by contradiction. Denote a specific optimal strategy by F. 
As T< w it follows that no server of weight w was moved by F when serving (T. 
To prove Lemma 4.1 we require the following lemma. 
Lemma 4.2. Assume that the conditions of Lemma 4.1 hold, i.e., the cost incurred by F on 
the phase, T<w. Let A be some algorithm in ONSET. The candidate sets for A, 
computed during the sampling stage of every step (except the last), must each include 
a point occupied by a w-server in F’s initial configuration. 
Proof. Assume the lemma is false and reach a contradiction, i.e., consider a step for 
which none of the points occupied by F’s weight w servers appears in the candidate 
set. Thus, the total number of requests on points covered by w-servers of F, is no more 
than 1/2(k+ 1)‘). n, d 1/2(k+ 1) of the total number of requests invoked in the 
sampling stage of the step. It follows that the FIFO algorithm, used for the n, weight 
1 servers during the sampling stage, competes with 1/2(k + 1) noisy adversary. 
Consider a subsequence of nI + 1 consecutive requests, such that none of the 
requests is noisy. Since A serves the requests in a FIFO manner, all the requests in the 
subsequence are different from each other. Thus the cost incurred by F while serving 
such a subsequence is at least one. We define pivoting requests in the request sequence 
by the following procedure. Search the request sequence from left to right. Start with 
count equal to zero. Increment count by one each time you move one request to the 
right. When count reaches n, + 1, make the request a pivoting request, and reduce 
count to zero. If you reach a noisy request, reduce count to zero. 
The cost incurred by F is at least the number of pivoting requests. The number of 
times count is reduced to zero is at least 1 /(k + 1) of the sequence length. We also have 
that no more then 1/2(k+ 1) of the requests are noisy. Thus at least 1/2(k+ 1) of the 
requests are pivots. Since the request sequence length is equal to w. 2(k+ l), we get 
that the cost incurred by F is at least w, a contradiction. 0 
Proof of Lemma 4.1 (conclusion). To conclude the proof of Lemma 4.1, we use the 
following argument. We claim that for every i there is an algorithm A in the set 
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ONSET, such that after the ith step, all the marked servers of A coincide with the 
heavy servers of F. This follows by induction using Lemma 4.2. It follows that there is 
an algorithm A in ONSET, for which all its w-servers coincide with the w-servers of F, 
just before the last step. Thus in the last step of A, F incurred a cost higher than w, 
a contradiction. 0 
5. Open problems 
Obvious open problems are to extend the sample algorithm to arbitrary metric 
spaces, to find a randomized version of the sample algorithm, and to close at all the 
(large) gaps left in the upper an lower bounds proven above. 
The general structure of using deterministic and randomized min over a class of 
algorithms to obtain deterministic and randomized competitive algorithms seems to 
be a promising tool. 
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