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Dionissios T. Hristopulos * Abstract-We derive explicit expressions for a family of radially symmetric, non-differentiable, Spartan covariance functions in R 2 that involve the modified Bessel function of the second kind. In addition to the characteristic length and the amplitude coefficient, the Spartan covariance parameters include the rigidity coefficient η1 which determines the shape of the covariance function. If η1
1 Spartan covariance functions exhibit multiscaling. We also derive a family of radially symmetric, infinitely differentiable Bessel-Lommel covariance functions valid in R d , d ≥ 2. We investigate the parametric dependence of the integral range for Spartan and Bessel-Lommel covariance functions using explicit relations and numerical simulations. Finally, we define a generalized spectrum of correlation scales λ T HE theory of spatial random fields (SRFs) is a powerful mathematical framework for modelling spatial variability [1] - [3] . The SRF theory has a multidisciplinary scope of applications that include fluid mechanics [4] , computational and probabilistic engineering mechanics [5] , materials science [6] - [8] , hydrological modeling [9] - [11] , petroleum engineering [12] - [14] , environmental monitoring [15] - [17] , mining exploration and mineral reserves estimation [18] , [19] , environmental health [20] , geophysical signal processing [21] , image analysis [22] , [23] , machine learning [24] 1 statistical cosmology [25] , [26] , medical image registration [27] , as well as in structural and functional mapping of the brain [28] - [30] .
A second-order description of Gaussian or non-Gaussian, centered, scalar SRFs requires the introduction of a permissible covariance function, i.e., a non-negative definite, two-point function [1] , [31] . Covariance functions are the key ingredient in Best Linear Unbiased Prediction (BLUP) methods for spatial interpolation and in geostatistical simulation [32] - [35] . Covariance functions are also used as non-negative definite kernels in machine learning approaches based Gaussian processes [24] , [36] as well as in radial basis function interpolation [37] , [38] and surface reconstruction [39] . Valid D. T. Hristopulos is with the Department of Mineral Resources Eng., Technical University of Crete, Chania 73100, Greece, (e-mail: dionisi@mred.tuc.gr). 1 The term Gaussian processes is used for SRFs in the machine learning literature.
covariance functions are employed in the simulation of nonGaussian random fields via the Karhunen-Loève expansion [40] , [41] . Most covariance functions used in the analysis of spatial data are mathematical constructions that satisfy Bochner's theorem [31] . In principle, covariance functions can also be obtained from the solutions of stochastic partial differential equations [20] , [42] , [43] or from the solution of statistical field theories [44] . It is often impossible, however, to obtain closedform covariance solutions for the entire distance range based on these approaches. The "standard" covariance models (e.g., the exponential, spherical, and Gaussian functions) involve two parameters: the variance and the correlation length. The variance determines the amplitude of the fluctuations, whereas all length scales characterizing SRF patterns are trivially proportional to the correlation length. Hence, two-parameter covariance models may fail to capture the variability of spatially distributed processes. Whereas some models with more than two parameters exist in the literature, e.g. the rational quadratic [24] , [45] , the Whittle-Matérn [33] , [46] , additional flexible covariance models are needed [45] .
B. Approach and Main Contributions
Our approach is based on SRFs governed by a Gibbs energy functional with local self-interactions [47] . The socalled Spartan spatial random fields (SSRFs) have a rational spectral density that involves a fourth degree polynomial in the denominator, c.f. equation (5) below. The energy functional is not meant to represent an actual energy of SRF configurations but to provide ad hoc geometric constraints that render SRF states with certain spatial patterns more likely than others. In one and three dimensions, explicit SSRF covariance expressions were derived at the limit of infinite ultraviolet (highwavenumber) cutoff of the SSRF spectral density function [48] .
The main contributions of this paper are threefold. First, we derive explicit expressions for stationary, non-differentiable, three-parameter, radial SSRF covariance functions r ∈ R 2 → C xx (r) ∈ R, and we show that these functions exhibit multiscaling in a specified region of the parameter space.
Secondly, we obtain stationary, infinitely differentiable, radial Bessel-Lommel covariance functions for r ∈ R d , d ≥ 2 based on the reciprocal SSRF spectral density with finite spectral cutoff. These functions generalize the oscillatory ordinary Bessel covariance functions and provide covariance models for smooth spatial processes in R 2 and R 3 . They can also be used in machine learning applications that involve higherdimensional feature spaces [24] , [45] .
Thirdly, we define a generalized correlation spectrum that captures the integral ranges of fractional SRF derivatives.
The spectrum can be used with both differentiable and nondifferentiable stationary SRFs. In contrast with the smoothness microscale, which vanishes for mean square continuous but non-differentiable SRFs, the proposed spectrum discriminates between non-differentiable SRFs with different covariance functions.
C. Structure
The remainder of this paper is structured as follows: Section II presents notation and mathematical background. Section III is a brief, non-mathematical overview of SSRFs. Section IV derives two-dimensional SSRF covariance functions at the limit of infinite ultraviolet cutoff of the spectral density. In Section V, Bessel-Lommel covariance functions in d ≥ 2 are obtained. Section VI defines a generalized correlation spectrum and investigates its dependence for SSRF and Bessel-Lommel SRFs. Section VII investigates geometric features of Gaussian SRF realizations with SSRF and BesselLommel covariance functions in connection with the results of Section VI. Section VIII summarizes the results and discusses potential applications. Most mathematical proofs are relegated to Appendices. Finally, Appendix E contains a table that summarizes the notation used.
II. DEFINITIONS AND PRELIMINARIES
Given a complex number z,z denotes its complex conjugate; (z) and (z) denote respectively the real and imaginary parts of z, i.e., z = (z) +  (z). An operator A is self-adjoint if A = A † , where A † is the complex conjugate of A. The transpose of a vector or matrix V will be denoted by V T . A scalar SRF {X(s, ω) ∈ R; s ∈ D; ω ∈ Ω} is a mapping from the probability space (Ω, A, P ) into the space of real numbers so that for each fixed s, X(s, ω) is a measurable function of ω [1] . The spatial domain D includes all points s ∈ R d . The reciprocal space involves the wavevectors k ∈ R d . In addition to d, we use as needed the dimension index ν = d/2 − 1 to simplify notation. An SRF involves by definition a multitude of probable states or realizations indexed by ω [2] , [15] . If Φ : R → R is a Borel measurable function, then E [Φ (X(s, ω))] denotes the expectation of Φ (X(s, ω)) over the ensemble of states Ω. A sample (realization) of the SRF will be denoted by x(s) ∈ R.
An SRF is second-order stationary or weakly stationary if (i) its expectation E[X(s, ω)] = m x is independent of the location and (ii) its autocovariance function depends only on the spatial lag vector r ∈ R d [2, pp. 308-438], i.e.,
In the following, we use the term "stationary" to refer to secondorder stationarity. A stationary, scalar SRF is statistically isotropic (for short isotropic) if its covariance function is a radial function, i.e., if C xx (r) = C xx ( r ), where r is the Euclidean norm of r. In the following, we will use r and k to denote the Euclidean norms of the vectors r and k respectively 2 .
A. Spectral Representation
We review the spectral representation of covariance functions, since we will use it below to derive covariance functions in position space. For a stationary SRF let the Fourier transform of the covariance function from the space of lag vectors r ∈ R d to the reciprocal (Fourier) space of wavevectors k ∈ R d be defined by means of the following improper multiple integral:
where dr = d i=1 dr i . The inverse Fourier transform is then given by means of the improper multiple integral
(3) The integrals (2) and (3) are well defined if C xx (r; θ) and C xx (k; θ) are absolutely integrable, respectively. For radial covariance functions the pair of transforms (2) and (3) is expressed as follows [2, p. 353]
where
is the Bessel function of the first kind of order d/2 − 1, and k is the Euclidean norm of the wavevector k [49] .
III. REVIEW OF SPARTAN SPATIAL RANDOM FIELDS
Gibbs random fields have a joint probability density function defined in terms of an energy functional of the sample function x(s). Spartan Spatial Random Fields (SSRFs) are Gibbs random fields whose energy functional is defined in terms of local interactions between the values of x(s) at neighboring points. A particular type of SSRF is the Fluctuation-Gradient-Curvature FGC-SSRF 3 model whose energy functional involves the square gradient and the square Laplacian of x(s) [48] , [50] .
The SSRF model is determined by the parameter vector θ = (η 0 , η 1 , ξ, k c )
T , which includes the amplitude coefficient η 0 , the characteristic length ξ, the rigidity coefficient η 1 , and the spectral cutoff, k c . The amplitude coefficient is analogous to temperature in statistical mechanics and controls the overall magnitude of the fluctuations. The rigidity coefficient controls the resistance of the field to changes of its gradient. The characteristic length controls, in conjunction with η 1 , the relative strength of the square Laplacian versus the square gradient term. The spectral cutoff represents an implicit upper bound in reciprocal space, which should be finite for the SSRF states to be mean square differentiable (see Proposition 1 and its proof). We derive explicit covariance functions at the limit k c → ∞ where the SSRF states become non-differentiable in the mean square sense. These functions represent asymptotic limits of the covariance functions that correspond to the SSRF energy functional; they are nevertheless permissible, albeit non-differentiable, covariance functions.
The SSRF spectral density is given by the following function as shown in [47] 
where Π(u), u = k ξ, is the characteristic polynomial of the SSRF spectral density, and 1 A (x) is the indicator function of the set A, i.e., 1 A (x) = 1, x ∈ A and 1 A (x) = 0, x A.
The non-negativity of
For radial SSRF covariance functions, the spectral representation is given by the following one-dimensional integral derived from (4b)
The spectral integral (6) yields functions C xx (r; θ) in position space that change with d. In R 1 and R 3 the evaluation of the spectral integral (6) is facilitated by the fact that J −1/2 (·) and J 1/2 (·) can be expressed in terms of trigonometric and algebraic functions respectively. The integral is then evaluated at the limit k c → ∞ using Cauchy's Theorem of Residues [48] . Nonetheless, many "signals" of interest, including digital images and data from environmental sensor networks are strictly or approximately two-dimensional fields.
IV. SSRF COVARIANCE IN TWO DIMENSIONS
Below we derive explicit expressions for SSRF covariance functions in R 2 at the limit k c → ∞. The spectral integral (6) is expressed by the following Hankel transform of order zero:
Hankel transforms of integer order often do not admit explicit expressions. Nevertheless, the integral (7) is amenable to explicit evaluation by means of the Hankel-Nicholson integration formula [51, p. 488 ].
Proposition 1. The SSRF covariance function in R 2 defined by the integral (7) for η 1 > −2 is given by the following equations 
. In all cases, η 0 = 1. Filled circles at the origin (h = 0) represent the independently calculated variance.
where h = r/ξ is the dimensionless two-point lag distance,
is the modified Bessel function of the second kind and order ν, [·] denotes the imaginary part, and
SSRFs with covariance functions given by (8) are continuous but non-differentiable in the mean square sense.
Proof: The proof is given in the Appendix A. For η 1 = 2, Eq. (8b) recovers the known K-Bessel covariance function [34] .
We illustrate the dependence of C xx (h; θ) on h for different η 1 in Fig. 1 . For η 1 < 0, C xx (h; θ) exhibits a negative peak and then returns to positive values; this damped oscillatory behavior is due to the peak of the spectral density for −2 < η 1 < 0 [47] . The negative peak becomes more pronounced as
The values C xx (h = 0; θ) agree with the variance expressions which were independently obtained in [47] . In general, higher values of η 1 reduce the variance and increase the spatial coherence as evidenced in the slower decay of the tail of C xx (h; θ). This behavior reflects the higher stiffness of SSRF realizations as η 1 ↑ and is further elaborated in Section VI.
V. BESSEL-LOMMEL COVARIANCE FUNCTIONS
We construct covariance functions for SRFs with spectral density proportional to Π(u) given by (5b) within a finite spectral band which is cut off at k c . The explicit expressions involve products of Bessel functions of the first kind and Lommel functions. This new class of non-negative definite, infinitely differentiable functions is suitable for smooth spatial processes defined in Euclidean R 2 , R 3 spaces. In addition, they provide flexible kernel functions for machine learning applications in high-dimensional spaces [45] .
Based on the general expression (4b) for the radial inverse Fourier transform, the Bessel-Lommel covariance function C BL xx (r; θ) is given by the following spectral integral
The spectral density C BL xx (k; θ) is given by
The permissibility conditions are η 1 > −2 and k c ∈ R + .
A. Lommel Functions
The Lommel functions S µ,ν (z) are needed to solve the spectral integral (10) . These functions are solutions of the inhomogeneous Bessel equation
If either µ+ν or µ−ν are an odd positive integer, the respective Lommel functions are expressed as a terminating series, which is given in descending order in the powers of z by the following equation [52, p.347 ]
If µ − ν = 2l + 1, where l ∈ Z +,0 the series (12) terminates after l + 1 terms. In particular, the following general expression holds for such Lommel functions
B. Bessel-Lommel Covariance in Position Space
Proposition 2. The Bessel-Lommel covariance C BL xx (z; θ) as defined in (10) and (11) is given by means of the following tripartite sum, where z = k c r, d ≥ 2, and ν = d/2 − 1: 
given by (14) . The expressions are based on (12) where d ≥ 2 is the space dimension and ν = d/2 − 1.
Notation
Lommel function
The Lommel functions S µ,ν (z) used in (14a) are shown in Table I . For 0 < k c < ∞ and η 1 > −2, (14a) and (14b) define non-negative definite, infinitely differentiable radial functions.
Proof: The proof is given in the Appendix B. The Bessel-Lommel covariance functions can be viewed as a generalization of the cardinal sine covariance function, C xx (r) ∝ sin r/r. The latter provides a typical example of oscillatory decline of correlations due to finite spectral cutoff [2] , [34] .
C. Bessel-Lommel Variance and Correlation Function
Based on (3) and (11), the variance C BL xx (0; θ) is obtained by the following spectral integral
Equation (15) is obtained using the expression for the d-
where T -defined by
The dependence of ρ 
VI. LENGTH SCALES OF SSRF AND BESSEL-LOMMEL RANDOM FIELDS
In two-parameter covariance models, e.g. the Gaussian, C xx (r) = σ 2 exp(−r 2 /ξ 2 ) and exponential, C xx (r) = σ 2 exp(−r/ξ) models, all the SRF length scales are determined by ξ. Models with more than two parameters, such as the SSRF, Matérn, and rational quadratic, exhibit more complex dependence since their length scales are not uniquely determined by ξ [54] .
The SSRF spectral density exhibits power-law dependence over a wide range of wavevectors if η 1 1; in particular, Fig. 3 we show plots of the SSRF spectral density for η 1 1, which clearly exhibit the scaling (self-similar) range with an exponent equal to −2 over an extensive (but still finite) range. Note that if the scaling dependence C xx (k; θ) ∝ k −2 persisted for all k k min the spectral density would not be summable.
In the Bessel-Lommel case, a necessary condition for selfsimilar scaling is k max < k c . As we show below, however, the Bessel-Lommel integral range declines with k c ↑. This implies that the wide spectral band necessary to observe the scaling regime reduces spatial coherence. Hence, the regime of self-similarity is not interesting in the Bessel-Lommel case.
A. Integral Range
The integral range represents a measure of the distance over which two field values are correlated [34] , [54] . It is defined by the following volume integral c = dr C xx (r; θ) C xx (0; θ) (20)- (22) in [54] . 2) Bessel-Lommel Covariance: The integral range of the covariance function C BL xx (z; θ) is given according to (17) by the following expression
We derive (18) using (11) for
and (15) for C BL xx (z = 0; θ). As evidenced in the parametric curves of Fig. 4a , c increases with d reflecting the concomitant suppression of the oscillations (see Fig. 2 ). In addition, c decreases with increasing ξ and η 1 . The reason is the steeper increase of C BL xx (k; θ) with k as ξ ↑ or η 1 ↑, which enhances spatial variability and reduces the SRF coherence. The above trend is opposite to that of the SSRF integral range. The dependence of c on ξ enters (18) only through the product k c ξ = u c . Hence, for fixed u c , d and η 1 , it follows from (18) that c ∝ 1/k c as shown in Fig. 4b . The observed decline occurs because k c ↑ signifies a wider spectral band with increasing weight at its tail which reduces spatial coherence. The relation c ∝ 1/k c is justified by the fact that C BL xx (z; θ) is a function of z = u c h = k c r, which implies that the characteristic distance scale is ∝ 1/k c instead of ξ.
B. Correlation Spectrum
The reference [55] introduces the concept of the smoothness microscale. The microscale denotes a length such that the SRF appears smooth and can be linearly interpolated at smaller length scales. The microscale is equivalent to the integral range of the gradient of X(s, ω). We extend the definition in [55] to a correlation spectrum which applies to stationary, but not necessarily mean-square differentiable SRFs with unimodal, radially symmetric spectral density.
Definition VI.1. Let the radial function R d ⊃ k → C xx (k; θ) be a permissible spectral density for a statistically isotropic Integral range
(b) Integral range vs. kc SRF X(s, ω) that satisfies Bochner's theorem II.1. In addition, let C xx (k; θ) be a unimodal function of k. Then, we define the following correlation spectrum λ
For α = 0 the integral range (17) is recovered if the peak of the spectral density occurs at k = 0. If the spectral density reaches a maximum at wavenumber k max > 0, then (19) represents approximately the width of the maximum of the spectral density.
For α = 1 the smoothness microscale is recovered. The definition of the microscale involves in the denominator of (19) Exponents 0 < α < 1 generate a spectrum of scales which emphasizes different parts of the spectral density. Correlation lengths obtained for 0 < α < 1 correspond to the integral range of the SRF's fractional derivative of order α. Based on (19) these length scales involve the fractional Laplacian of the covariance function [56] at zero lag, and they take finite, non-zero values if k 2α C xx (k; θ) is integrable. A necessary condition for integrability is that C xx (k; θ) ∼ can be used to quantify the "fractional smoothness" of continuous but non-differentiable random fields.
1) SSRF Covariance: For α = 1, it follows from (19) that λ (α) c = 0, because the integral in the denominator develops a logarithmic divergence marking the non-existence of the covariance Laplacian at zero. The loss of mean square differentiability implies that the smoothness microscale is zero regardless of η 1 and ξ. The failure of the microscale to discriminate between different SSRF parameters is unsatisfactory, since the latter affect the small-scale structure of field realizations as evidenced in the plots shown in Fig. 7 below.
For 0 ≤ α < 1, however, λ 
Proof: The proof is given in the Appendix C. The dependence of λ (α) c on η 1 and α is shown in Fig. 5 . The general trend, as shown in Fig. 5a , is that λ with α ↑ reflects the fact that higher α emphasize shorter length scales (wavelenghts) as marked by the increase ofκ 1 with α at fixed η 1 . The curves in Fig. 5b show that for α > α min ≈ 2, λ 
,
Proof: The proof is given in the Appendix D. The dependence of λ (α) c on η 1 , α, k c is shown in Fig. 6 . Overall, higher η 1 and k c tend to reduce λ is due on one hand to the high smoothness of the B-L random field that increases the microscale and on the other to the oscillations of the B-L covariance function which reduce the integral range.
VII. SIMULATIONS
We present realizations of SRFs with SSRF and BesselLommel correlation structures. The spectral simulation method based on the Fast Fourier Transform (FFT) [55] , [57] , [58] is used to generate the realizations on square grids of length L = 512.
A. Random Fields with SSRF Covariance
Four different SSRF realizations are shown in Fig. 7 . The realizations correspond to fields with common η 0 and ξ but different η 1 . The patterns become "grainier" as η 1 increases. Nevertheless, the integral range c increases with η 1 , as discussed in section VI-A1.
Two realizations with η 1 1 that exhibit multiscaling are shown in Fig. 8 . For η 1 1 it follows from [54, eq. (22)] that r c ≈ ξ 2π η 1 / log η 1 . Hence, the realization shown in Fig. 8a is drawn from a field with r c ≈ 2336, whereas the one shown in Fig. 8b corresponds to r c ≈ 6743. In both cases the domain size does not allow adequate sampling of the probability distribution. This non-ergodic effect is responsible for the difference in the range of field values between the two plots. The lack of ergodicity is more pronounced in Fig. 8b , where all the field values are negative (see vertical scale bar).
B. Random Fields with Bessel-Lommel Covariance
Four different realizations of Bessel-Lommel SRFs are shown in Fig. 9 . The realizations have identical η 0 , η 1 and ξ but different k c . Two trends are obvious in the plots: (i) the variance of the fluctuations increases with k c and (ii) the size of characteristic spatial patterns (i.e., areas containing values above or below a given threshold) is reduced as k c increases. Trend (i) is due to increased spectral weight in the tail of the spectral density function (11) as k c ↑. Trend (ii) reflects the decline of the integral range with k c ↑ according to (18) and as shown in Fig. 6b . 
VIII. RESULTS, DISCUSSION AND CONCLUSIONS
The main results of this paper consist of Propositions 1-4 and Definition VI.1. More specifically, we introduce covariance functions with enhanced parametric dependence motivated by local interaction SRF models. We derive explicit expressions (8) for two-dimensional, three-parameter, radial SSRF covariance functions at the limit of infinite spectral cutoff. Gaussian SRFs with such covariance functions are continuous but nondifferentiable in the mean square sense.
In addition to SSRF covariance functions, we develop a family of four-parameter, radial Bessel-Lommel covariance functions (14) that are valid in d ≥ 2. In contrast with their SSRF counterparts, the Bessel-Lommel functions are infinitely differentiable at the origin, signifying that a Gaussian SRF with such covariance dependence is infinitely differentiable in the mean square sense.
Since covariance functions are the key ingredient in best linear unbiased estimation methods, e.g., kriging [24] , [33] , the SSRF and Bessel-Lommel functions will provide increased flexibility in the interpolation and simulation of spatial processes [15] , [32] , [33] . In addition, they can be used as background error covariance models in variational assimilation of geophysical data [59] , [60] . They also provide new choices of radial functions suitable for applications in radial basis function interpolation [38] . Finally, they constitute non-negative definite kernel functions with potential for applications in machine learning [45] .
We also demonstrate that the length scales of SRFs with SSRF and Bessel-Lommel covariance functions are not uniquely determined by a single characteristic length ξ. We illustrate this behavior by investigating the integral range of the above covariance models. In addition, we introduce a correlation spectrum based on the Fourier transform of the covariance function's fractional Laplacian of order 0 ≤ α ≤ 1. This spectrum allows quantifying correlation properties of mean-square continuous SRFs with a radial, unimodal spectral density. Finally, we derive explicit expressions for the α-spectrum of SSRF and Bessel-Lommel covariance functions.
The assumption of statistical isotropy was used herein primarily for reasons of conciseness in presentation. Nonetheless, it is straightforward to construct covariance models with geometric (elliptic) anisotropy by rotation and rescaling transformations of the coordinate axes [61] - [63] .
APPENDIX A PROOF OF PROPOSITION 1
Proof: Defining dimensionless wavevectors u = k ξ and lag distances h = r/ξ, the spectral integral (7) is simplified as follows: -25) shows that the only non-trivial parameter is η 1 ; η 0 is a multiplicative scale factor, whereas the characteristic length ξ is absorbed in the non-dimensional lag h. The rational function 1/Π(u), where Π(u) is the SSRF characteristic polynomial defined in (5b), admits the following expansion
where t * ± = (−η 1 ± ∆)/2 are the roots of Π(t = u 2 ). In light of (A-26), the integral (A-25) is evaluated using the Hankel-Nicholson formula (11.4.44) in [51, p. 364] : In case (ii) we obtain (8b) and in case (i) the following
The coefficients z ± = −t * ± are plotted versus η 1 in Fig. 10 . For η 1 > 2 both z + and z − are real numbers, hence proving (8a). For −2 < η 1 < 2 (z + ) = (z − ), whereas [51, p. 377 ] leads to (8c) which is explicitly real-valued.
A. Continuity
A stationary SRF is mean square continuous ∀s ∈ R d if and only if its covariance function is continuous at zero lag [1] , [64] . This condition is satisfied for the SSRF covariance.
B. Differentiability
Differentiability of the SRF X(s, ω) in the mean-square sense requires that all second-order partial derivatives of the covariance function at r = 0 exist [1, p. 27] . This requirement is equivalent to the convergence of the secondorder spectral moment
For the SSRF spectral density in d = 2 the above becomes
This integral develops a logarithmic divergence as k c → ∞. Hence, the SSRF is non-differentiable in the mean-square sense.
APPENDIX B PROOF OF PROPOSITION 2
Proof: Let z = u c h, ν = d/2 − 1, µ > −(ν + 1), and J ν (·) be the Bessel function of the first kind of order ν. We then define the function
Then, A µ,ν (z) is evaluated using [65, p. 676, eq. (6.561.13)] as follows
We use the normalizing variable transformations x = k/k c , h = r/ξ, and u c = k c ξ. In view of the dimensionless variables x, h, u c , the integral (10) becomes
In light of (B-28), (B-30) and using z = u c h = k c r as the dimensionless distance, the function C BL xx (r; θ) defined by (10) is given by
For the three terms A µ,ν (z) (µ = ν +1, ν +3, ν +5) included in C BL xx (z; θ), the parameters µ, ν satisfy the relation ν − µ + 1 = −2 l, where l = 0, 1, 2.
(B-33)
Equations (14) follow directly from (B-31) which expresses C BL xx (z; θ) in terms of A µ,ν (z), and from (B-29) which expresses the integrals A µ,ν (z) in terms of Lommel functions. In view of (B-33), the Gamma function contributions to A ν+2l+1,ν (z) in (B-29) vanish due to the poles of Γ(n) at n ∈ Z 0,− .
A. Permissibility
The non-negative definiteness of C BL xx (z; θ) is based on Bochner's theorem and the fact that, according to (11) ,
B. Differentiability
The existence of the n-th order partial derivatives of the Bessel-Lommel SRF in the mean-square sense requires that all the partial derivatives of order 2n of C BL xx (z; θ) exist at z = 0. This condition is ensured by the convergence of the 2n-th order spectral moment
APPENDIX C PROOF OF PROPOSITION 3
Proof: To find the supremum of f (k) := k 2α C xx (k; θ) we consider the extremum condition df (k)/dk = 0, which admits the following two roots:
For 0 ≤ α < 1 onlyκ 1 ∈ R and sup f (k) = f (κ 1 ). According to (5) the denominator of (19) becomes
To simplify notation we define
In order to calculate the integral (C-34) we use Lebesgue's dominated convergence theorem [53] expressed as follows:
We define the following auxiliary function
Condition (i) of Theorem C.1 is satisfied because lim n→∞ g n (x) = 1 based on the infinite series expansion of the Bessel function of the first kind around zero [52, p. 40] .
To prove the condition (ii) we apply the following steps.
given by (C-35) is integrable. Given that φ α (x) > 0, it suffices to show that |g n (x)| ≤ 1. 2) We use the integral representation of J α (z) given by [65, 8.411.4] , where z ∈ R: For η 1 = 2, p = 1 − α, and x = 1/n the dominant contribution at n → ∞ comes from the O(x −p ) term of the first series on the right hand side, which gives K 1−α (1/n) ≈ 
APPENDIX D PROOF OF PROPOSITION 4
Proof: Based on the spectral density (11) it follows that the denominator in (19) is given by 
B. Negative η 1
For η 1 < 0, φ(k) develops local extrema at the wavenumbers that solve the equation dφ(k)/dk = 0, i.e., at the κ ± given by (24c) 4 . a) Complex κ ± : For η 1 2 < 4α(α + 2)/(α + 1) 2 , the κ ± are complex numbers and thus φ(k) does not have local extrema for k ∈ R. Hence, κ * = k c and λ
is given by (23a). b) Real κ ± : For 4 > η 1 2 ≥ 4α(α + 2)/(α + 1) 2 , the κ ± are real numbers, one corresponding to the position of a local minimum whereas the other to a local maximum.
If α > 0, dφ(k)/dk ∝ 2α (kξ) 2α−1 for k 1, and thus φ(k) ↑. Hence, the maximum of φ(k) occurs at lower k than the minimum, i.e., at κ − < κ + . If α = 0, then dφ(k)/dk ∝ −2|η 1 | k ξ and thus φ(k) ↓ for k 1. In this case as well φ(k) reaches the maximum at κ − = 0, whereas the minimum occurs at κ + = |η 1 |/2/(k c ξ). Again, we distinguish between two cases: 4 There are two additional solutions of opposite sign than κ ± which are not further considered, since they are either complex or negative real numbers. 
