The availability of cross-national survey data has grown exponentially in recent years. While much attention has been paid to increasing the comparability of indicators across countries, less has been done to increase the comparability of measurement models. This article examines the implicit assumptions of four different approaches to measurement modeling-summative scales, pooled exploratory factor analysis, multiple-group confirmatory factor analysis, and locally-conditioned factor analysis, and explores whether substantive conclusions in cross-national work can vary depending on the choice of measurement model. We find that results can vary by method and suggest that (i) the measurement modeling process itself be a critical part of cross-national research, and (ii) analysts be prepared to fully explain and defend measurement modeling decisions. A thorough understanding of the implicit assumptions of measurement modeling is required to avoid drawing conclusions that are little more than arbitrary.
comparative analysis. Comparing attitudes and behaviors across countries and evaluating how associations between variables differ by context can clarify our understandings of causal mechanisms, relationships, and processes. But the very thing that makes cross-national survey research theoretically usefulcomparisons across a broad array of contexts-also makes it vulnerable to methodological complexities and potential errors. Cross-national research requires careful consideration at both the conceptual and methodological levels. Practitioners must be careful not to assume that the availability of crossnational survey data implies the appropriateness of cross-national comparisons.
In spite of a long history of theoretical discussions about cross-national comparability, led by Verba (Almond & Verba, 1963; Verba, 1969) , Smelser (1976) , Prezerworski and Teune (1966, 1970) and others, significant issues remain regarding cross-national comparability, especially in terms of how concepts can be operationalized equivalently across countries. The purpose of our article is to highlight how implicit assumptions built into measurement models can affect conclusions from cross-national survey research in ways contrary to the intent of the researcher.
MEASUREMENT IN CROSS-NATIONAL RESEARCH
Measurement modeling consists of three distinct, yet interrelated components: concepts or abstract ideas drawn from theory; indicators or individual survey questions (also referred to here as ''items''); and constructs or the combination of indicators into latent variables, which can take the form of factors, classes, or summative scales.
CONCEPTS-CONSTRUCTS-INDICATORS
Ideally, constructs are extracted from indicators in a way that reflects the concept of interest (Harkness, Mohler & Van de Vijver, 2003, p. 11) . A main challenge in social science research is extracting constructs that are comparable across distinct groups. In cross-national research, such groups are countries that can be distinct in culture, social structure, and/or institutional arrangement.
A good deal of work in cross-national research has gone into ensuring that both concepts and indicators are comparable across countries. At the conceptual level, comparability often requires a level of abstraction. As Smelser (1976) explains, ''to make concepts more widely comparative, then, is simultaneously to make them more abstract and inclusive' ' (p. 176) . For example, Smelser suggests that the concept ''administration'' is superior to the concept ''civil service,'' since the latter is linked to a bureaucratic administrative form not found in certain societies. At the indicator level, cross-national survey researchers have put a great deal of work into developing coordinated procedures that optimize reliability and validity across countries. Translation/backtranslation procedures are commonly used, often including local experts, and some surveys have taken further action to ensure cross-national comparability. The ESS, for example, has relied upon multiple European experts to devise many of their indicators, and has also used ''interactive'' pre-testing to ensure indicator appropriateness. Similarly, the ISSP has a methodological research agenda investigating issues of translation, demographic comparability, and questionnaire design. Such research has advanced how survey researchers determine comparability, moving from privileging ''sameness'' to a better understanding of ''functional equivalence''. For example, a question that asks about religious advisors might need to be modified to include ''traditional healers'' in order to be culturally relevant (Pescosolido & Olafsdottir, 2008) . In this way, non-literal translations may be necessary to create meaningful indicators in different contexts.
Comparability at the conceptual and indicator levels, however, does not necessarily lead to comparability at the level of the construct. Even if concepts and indicators have the same meaning across different contexts, the link between the two can vary. As such, even rigorous collection practices-such as those practiced by the ESS or the ISSP-do not eliminate the burden on the researcher to extract equivalent conceptual meaning from these questions. For example, in studying the stigma attached to individuals with mental illness, a question that asks whether a respondent would be willing to leave a child in the care of a person experiencing symptoms of mental illness could be interpreted similarly in all countries (i.e., respondents from all countries understand, in the same way, what the question is asking), yet be a poor indicator of stigma in cultures where it is uncommon to leave a child with any caretaker other than immediate family, regardless of mental health status. In this case, an expression of willingness would not reflect lower stigma, but rather deviance from the cultural norms of child rearing. As such, the relationship between this indicator and others referencing stigma in domains such as work, friendship, and community would vary by cultural context, requiring a valid construct, then, that also varied by cultural context. This article focuses on construct development in cross-national research first by discussing a variety of measurement models and highlighting the implicit assumptions and complications of each approach within cross-national work; and second by applying these approaches to the concept of national identity to evaluate whether measurement choice impacts substantive conclusions. That is, do conclusions differ depending on the measurement approach chosen?
The next section focuses on four approaches to cross-national measurement modeling. The first two approaches use a data set that combines all countries and assume a priori that constructs are invariant across countries: (i) pooled summative scales and (ii) pooled factor analysis. Two more contextsensitive approaches are then explored: (iii) multiple-group confirmatory factor analysis (MGCFA) which requires testing of cross-national invariance before meaningful comparison can proceed; and (iv) locally-conditioned factor analysis (LCFA) which allows for comparisons across all countries for which a valid local construct can be developed.
Section three applies these approaches to measuring national identity across multiple countries using the 1995 National Identity module of the ISSP. We have chosen this module because national identity is an example of a concept that both (i) is complex enough to require multiple indicators to measure and (ii) is affected by both local and global processes, thus illustrating the complexities of cross-national comparison. In addition, the ISSP ensures that the data have been subject to rigorous collection, mitigating measurement problems at the indicator-level.
The fourth section examines how choice of measurement model affects conclusions by focusing on the relationship between different measures of national identity and a set of predictor variables-for example, does the relationship between citizenship status and national identity vary by measurement model.
APPROACHES TO MEASUREMENT MODELING
A longstanding difficulty in the social sciences has been how to best measure social phenomena, such as democracy, trust, ideology, political efficacy, power, or well-being, given the absence of standardized units of measurement, such as mass, length, time or money (for a discussion of these issues, see Bulmer, 2001; Duncan, 1984) . One approach to addressing this complexity has been to construct surveys with multiple indicators that are thought to proxy the concept of interest. Researchers use these indicators to develop constructs that reflect the concept. When this process of measurement modeling is carried out for cross-national comparison, assumptions regarding equivalency and comparability among countries are made, with specific assumptions varying by the type of measurement model. Accordingly, choosing among approaches is not a trivial methodological decision. Great care should be taken to determine which approach is best for the specific characteristics of the research. The remainder of this section provides an overview of four approaches to measurement modeling: (i) pooled summative scales; (ii) pooled factor analysis; (iii) MGCFA; and (iv) LCFA.
POOLED MEASUREMENT MODELS
Pooled approaches assume a priori that constructs are invariant across countries so that a single measurement model is sufficient for all countries. Two approaches to pooled measurement models are considered here. The ''summative scale'' is the most basic model, with indicators for a concept summed to create a score for each case. The summative scale assumes that each indicator measures a given concept equally and with the same reliability; that is, that indicators are ''parallel'' (Bollen, 1989, p. 208) . A summative scale is equivalent to a factor model with all items having the same loadings and error variances. A summative scale can be created to represent one or multiple dimensions of a single concept, depending on theory and past research. For a single concept hypothesized to have one dimension, the summative scale would be expressed as follows:
where the summative scale score y weights each indicator x k by c (usually 1/p). To obtain the score for an individual i, we would need to know her values on x i1 , . . . , x ip .
Recent studies using pooled, summative scales in a cross-national framework include Fuwa (2004) and Batalova and Cohen (2002) . In a cross-national framework the pooled summative scale approach assumes that both the form of the construct (number of dimensions) and the parallel weighting of indicators are invariant across countries. Each indicator has the same weight for all constructs in all countries, and the same indicators are used in all countries. There are many ways for this assumption to be invalid. For one, the concept could be unidimensional in some countries but not in others. In addition, a construct could be of similar form in all countries, but the link between indicators and construct could vary by country. Or, some indicators may not be meaningful within particular countries. Overall, the assumption that items are similarly linked to a construct not only in one country but across all countries is heroic and often unrealistic.
Factor analytic models relax some of the assumptions implicit in the summative scale and estimate the link between indicators and constructs. Exploratory factor analysis (EFA) is frequently used to determine the number and the nature of factors that account for the covariation between indicators. In this way, EFA is generally viewed as a theory-generating as opposed to theory-testing approach (Stevens, 1996) . This technique allows the parameters to be freely estimated (aside from identification assumptions). As such, EFA allows multiple factors (i.e., constructs) each with potentially different loading and error variances for each indicator. When applied to cross-national data, an EFA is run on all items assumed to contribute to the construct using the pooled data. Once the number of factors is decided, either based on theory or analysis of the data, researchers compute factor scores for each factor for each observation. These scores allow differential weights for each indicator. It should be noted, however, that some analysts choose to simply sum the items in each factor rather than compute factor scores-thus ignoring what is learned from the factor loadings (see, for example, Semyonov, Raijman & Gorodzeisky, 2006) . The pooled EFA model is more general than the summative scale approach since it allows for unequal contributions by each indicator to the construct. For a single factor score:
where y is the factor score, the c k 's are factor score coefficients based on the estimated loadings, covariance of factors and covariance of indicators (Bollen, 1989, p. 305) , and the x k 's are indicators as before.
Within cross-national work, although EFA relaxes some assumptions implicit in a summative scale, it continues to assume invariance of model form and coefficients across countries, including factor loadings, factor variances and covariances, and error variances. As with the summative scale approach, these assumptions can be invalid for many reasons. For example, an item might load highly on one factor in some countries but not others; or the model for the pooled data might extract two factors even though in some countries the concept requires three factors. An EFA that fits the pooled data well does not necessarily indicate a good fit for each individual country.
Pooled confirmatory factor analysis (CFA) allows the researcher to identify the model by specifying constraints on the model's parameters. Still, pooled CFA within a cross-national context is subject to the same limitations as EFA, and as such has the same potential problems.
MGCFA
While the pooled models discussed above assume that the measurement model is identical across populations, MGCFA allows analysts to test if this assumption is valid. Jöreskog (1971) presents a general confirmatory factor analytic approach that provides tests of the invariance of any parameter in the model across populations, including factor loadings, factor means, factor variances, factor covariances, and error variances. Muthén and Christoffersson (1981) have extended Jöreskog's approach to include categorical indicators.
In its most general form, a less restrictive model in which measurement parameters are free across groups is compared to a more restrictive model where measurement parameters are fixed to be equal across groups. If the fit of the more restrictive model is significantly worse than that of the less restrictive model, then invariance is rejected. It is broadly understood that meaningful cross-population comparisons that use scales generated from
a measurement model require some degree of measurement invariance. Byrne, Shavelson, and Muthén (1989) argue that it is enough to have one equal factor loading per construct (plus the loading that is fixed to one for setting the scale) across populations to justify substantive comparisons. For further details about MGCFA, as well as discussions regarding the various degrees of invariance, see Muthén (1989) ; Meredith (1993) ; and Steenkamp and Baumgartner (1998) .
In comparison to the pooled approaches, MGCFA does not start by assuming that a construct is equivalent in all contexts. From our perspective, this is a fundamental step in the right direction-after all, why assume measurement invariance when invariance can be tested? Therefore, we endorse MGCFA's proposition that the measurement form and parameters of each construct should be examined in each group (i.e., country).
However, we do not believe that a statistical test of invariance solves the complicated problem of meaningful cross-national comparison. By setting measurement invariance as a prerequisite, MGCFA has the potential to exclude from comparison countries with measures that are similarly meaningful across contexts, yet not invariant. Just as cross-national researchers recognize that indicators may need non-literal translation to maximize the comparability between countries, constructs also may need non-literal translation. The next section outlines an alternative approach to measurement modeling that privileges functional equivalence rather than invariance, allowing for the non-literal translation of constructs across different contexts. LCFA 1 Smelser (1976) identified one of the central problems of cross-national research, the tension between the ''universal'' and the ''particular'', which he called the ''double-tension'':
The search for appropriate comparative categories reflects a kind of double-tension: on the one hand, as just indicated, if the comparative analysis of dissimilar systems is desired, the investigator is under pressure to generate more abstract and inclusive concepts; on the other hand, the movement toward more abstract concepts creates a counterpressure for respecification of rules for identifying empirical indicators as they might manifest themselves in the dissimilar systems that have been encompassed by the more general categories. (p. 177) To reconcile this tension at the indicator level, researchers have embraced the idea of functional equivalence. Functional equivalence emphasizes ''concordance of meaning'' (Johnson, 1998 ) over literal translation. T.W. Smith (2003) notes that when developing comparable questions in cross-national surveys, ''traditional rules mandate that methods should be identical across surveys, but the challenge is to identify cases in which methods identical on one level are not identical on other levels affecting measurement. In these instances, identical structure does not establish equivalency'' (p. 82).
As Van de Vijver and Poortinga (1982) state, ''concepts with functional equivalence are universal in a qualitative, although not necessarily a quantitative sense'' (p. 390). In other words, the meanings are identical, but the model form and parameters are different. At the construct level, the universal and the particular can be integrated through the creation of constructs that meaningfully reflect the concept but are not necessarily identical across countrieswhat this section refers to as locally-conditioned models.
Functional equivalence is much harder to substantiate than measurement invariance since there is no statistical test for functional equivalence. Rather than relying on the Procrustean bed of statistical testing, functional equivalence is established through a critical process that requires both contextspecific knowledge and engagement with the data.
Rigorous cross-national surveys have integrated functional equivalence at the indicator level into their practice, by using teams of experts to establish consistent meaning across countries. Ideally, such surveys would also integrate functional equivalence at the construct level, again employing experts in each country to develop measurement models for each concept under investigation. For a survey that includes fifteen countries, this might result in fifteen panels of experts arriving at fifteen different ''locally-conditioned'' measurement models that may or may not be measurement invariant, but would be functionally equivalent-and as such, directly comparable.
In the absence of functional equivalence being established by survey developers, however, the onus falls to the analyst to create such locally-conditioned models. To do this, the analyst utilizes country-specific expertise-for example, consultation with country-specific substantive literature or experts on a topic for a given country or region-to develop the most meaningful, appropriate and valid measurement model for each country. Just as factor analysis has both theory-testing (CFA) and theory-generating (EFA) variants, so too does LCFA. In other words, theory-testing LCFA would involve a priori hypothesizing based on pre-existing country-specific expertise. Alternatively, theory-generating LCFA would involve informed post hoc explanations of well-fitting, country-specific exploratory factor analyses.
Unlike approaches that rely on measurement invariance for establishing comparability, LCFA requires the analyst to establish the functional equivalence of models across countries, using the methods described above. As such, familiarity with each country is necessary for effective LCFA since such specific knowledge is required to bolster claims of functional equivalence. For this reasons, analysts should be selective in choosing countries to compare.
In practice, there are two requirements for determining country inclusion in any comparison. First, for each country, the model needs to fit the data well (see Bollen & Long, 1993 , for a review of testing model fit). Second, the analyst needs to demonstrate, by using country-specific expertise, that each well-fitting model is a meaningful, appropriate and valid proxy for the concept of interest in the county at-hand. In other words, LCFA is not simply a mechanical application of factor analysis in different countries. Rather, LCFA requires that the analyst establish the functional equivalence of models by grounding such well-fitting models in context-specific knowledge. This is not an easy task, and complications will arise. Well-fitting models may not be found for some countries. Or, well-fitting models may not seem reasonable approximations for a concept given country-specific knowledge. In both cases, the source of the problem could be at the level of the construct, the indicator, and/or the concept. If the problem is with the construct, model respecification, taking into account substantive knowledge of both the concept and the context, may be required. Further, problems could be at the indicator level. Does the question mean what you think it means? Investigating this type of problem may require returning to the original survey questionnaire in its country-specific language or reviewing the translation/back-translation process. Third, at the conceptual level, the concept may be too narrowly operationalized for the country of interest or make little sense for the country.
The locally-conditioned model, by privileging functional equivalence instead of factorial invariance, avoids the limiting assumptions of pooled models and MGCFA, but is not without limitation. First, model estimation for each country is more laborious than for a single pooled model since the locally-conditioned approach requires the integration of country-level theory and method. Second, significant differences in model form and dimensionality can make country comparisons more complicated. For example, how do you compare seven countries when two factors are sufficient in five countries, but three factors are required in the other two?
The four approaches to creating constructs that we have discussed carry different assumptions about the cross-national comparison of constructs. To this point, however, the discussion has been abstract, begging the question of whether different measurement models can lead to different conclusions. That is, are relationships between variables dependent upon measurement model choice? The next section applies the four approaches discussed above-summative scales, pooled EFA, MGCFA and LCFA-to the 1995 National Identity module of the ISSP to examine the impact of methodological choice.
AN EXAMPLE: NATIONAL IDENTITY
Although conceptual work on the social construction of national identity goes back to Anderson's (1983) seminal piece on ''imagined communities'', work by A.D. Smith (1991) has identified a more systematic basis of contextual difference in understandings of national identity. A.D. Smith makes the distinction between two types of nations and hence nationalisms: ethnic and civic. While the ethnic model views the nation in terms of genealogical descent, the civic model regards the nation as a community of citizens living under common laws and sharing a common civic culture. Jones and Smith (2001) extend A.D. Smith's (1991) conceptualization, arguing that national identity is better understood in terms of an ascribed dimension (related but not identical to ethnic identity) and a civic/voluntarist dimension.
Recent analyses of national identity often use the ISSP's module on National Identity to examine national identity in a comparative perspective. The National Identity module was first fielded in 1995 and partially replicated in 2003. The 1995 module was administered in 24 countries 2 to 30,894 respondents and includes seven items related to national identity (Zentralarchiv fuer Empirische Sozialforschung, 1998). See Table 1 for a description of these items, as well as sample Ns for all countries. Response rates were calculated for 11 of 23 countries, with exceptions due to quota sampling and/or sample substitution and/or a lack of supplied data, however not according to American Association for Public Opinion Research (AAPOR) standards (Park & Jowell, 1997) . AAPOR standards were not implemented for the ISSP until the 2006 module (Gesis, n.d.) .
In examining national identity across countries using the 1995 ISSP module, Jones and Smith (2001) argue that in most countries there are two dimensions of national identity: (i) an ascribed dimension comprised of items related to birth, residence, religion, and citizenship; and (ii) a civic/voluntarist dimension comprised of items related to national sentiment, a respect for institutions and laws, and fluency in the national language. The same dimensions are found in all countries except Germany, Spain, the Philippines, Bulgaria, and the Czech Republic. They write: ''these factor patterns are repeated, with local variations, across most countries in the ISSP'' (p. 54). While Jones and Smith paid little attention to these variations, such a statement epitomizes Smelser's ''double tension'' idea-while patterns persist across countries, so do local variations of potential importance. Accordingly, national identity provides an ideal site for examining the substantive impact of the four measurement model approaches discussed above. Some people say the following things are important for being truly (e.g. German). Others say they are not important. How important do you think each of the following is . . . In Norway this question specified Protestant Christian; in Italy, Ireland, Slovenia, Poland, the Philippines, and Spain it specified Catholic; in Russia, Orthodox; and in Japan, Buddhist or Shintoist. In all other countries, Christian was specified.
d ANALYSIS PLAN
We begin by using the four measurement approaches to create four sets of constructs for national identity. The first set includes summative scale scores corresponding to the two dimensions of national identity discussed above. The ascribed dimension adds the responses to the items Born, Residence, Religion and Citizenship and divides by the number of items with valid responses. The voluntarist dimension adds the responses for the items Institutions, Sentiment, and Language and again divides by the number of items with valid responses. The summative scales are standardized to zero mean and unit variance. The second set of constructs is factor scores from exploratory factor analyses for ordinal data (Muthén & Kaplan, 1985 , 1992 ) using the pooled sample. Third, we use MGCFA to evaluate measurement invariance. To do this, we first estimate a CFA based on Jones and Smith's specification of ascriptive and voluntarist identity (the same used to construct the summative scales) and choose those countries for which a well-fitting model can be found. We then test for both full and partial measurement invariance amongst those countries using the method outlined by Muthén and Asparouhov (2002) using the suggested delta parameterization. MGCFA begins by estimating an unrestricted model where the thresholds and factor loadings are free across countries, while the scale factors are fixed at 1 and factor means fixed at 0 in all countries. Next, a more restrictive model is estimated where the thresholds and factor loadings are constrained to be equal across countries, with the scale factors fixed at 1 in one country and free in the other countries, and factor means fixed at 0 in one country and free in the other countries. A difference of chi-square test is computed where a significant chi-square rejects the hypothesis that the constrained parameters are invariant across countries (i.e., the equality constraints are violated). A non-significant chi-square test supports the invariance of the measures. If a lack of full measurement invariance is found, we test for partial measurement invariance. If full or partial measurement invariance is achieved across countries, factor scores are calculated providing our third set of constructs for national identity. For more information on MGCFA and related issues, see Muthén and Christoffersson (1981) ; Meredith (1993); and Millsap and Yun Tein (2004) .
The fourth set of constructs is based on the LCFA approach. To maximize the number of countries included in our final comparisons across approaches, we begin by estimating models of national identity in each country using EFA. For those countries with reasonably well-fitting models, we then provide several illustrative examples of the literatures and expertise analysts could use in evaluating the meaningfulness of each model for each country.
We conclude by assessing whether measurement models matter, that is whether conclusions are dependent upon the measurement model chosen, using several predictor variables suggested in Jones and Smith's (2001) study of national identity. We do this in two ways. First, within any one country we examine whether the significance level of predictors varies across measurement approach in each country. Second, between any two countries, we use a fully interactive model to test if differences in effects vary by measurement approach. For example, does the effect of education on ascriptive national identity in the U.S.A. and Australia differ, and does that difference vary by measurement model?
TECHNICAL DETAILS ON ESTIMATION
We use Mplus Version 5.2 for all factor analyses using robust weighted least squares for estimation (referred to as WLSMV in the Mplus documentation). Robust weighted least squares provides two advantages over weighted least squares: first, this method can deal with non-positive definite matrices by using a diagonal of the weight matrix (Muthén, du Toit, & Spisic, 1997) . Second, simulation studies have shown that robust WLS is substantially more robust to modest violations of the continuous, normal latent process (Flora & Curran, 2004) assumed to determine each observed variable. By default, Mplus uses pairwise analysis with WLSMV. All analyses were rerun using listwise deletion with substantively similar results.
CONSTRUCTING MEASURES
Fit statistics from the pooled EFA are presented in panel A of Table 2 and indicate that a two-factor solution is appropriate for the pooled data.
Assessing model fit has been much debated, and one suggestion has been for analysts to use multiple measures of fit (see Bollen & Long, 1993 for further discussion). We assess model fit using three criteria: the TuckerLewis Index (TLI) and the Comparative Fit Index (CFI), both comparative fit indices, and the Root-Mean-Square Error of Approximation (RMSEA), an error-of-approximation index. We use these fit criteria because their performance for categorical factor indicators has been assessed using simulation studies (Yu, 2002) . For samples >250, Yu (2002) recommends the following cutoffs for acceptable model fit: TLI !0.95, CFI !0.96, and RMSEA 0.05. Browne and Cudeck (1993) provide further information on RMSEA values, categorizing RMSEA values >0.1 as ''poor-fitting''; values in the range of 0.05-0.08 as ''fair''; and values <0.05 as ''close''. For our purposes, a wellfitting model is required to meet Yu's recommendations for CFI and TLI, and also have a non-''poor-fitting'' RMSEA (<0.1). Chi-square tests are also presented, but not used to determine fit since this statistic is sample size dependent and often too sensitive to trivially small misspecifications (Bollen & Long, 1993, p. 6) .
M E A S U R E M E N T M O D E L S M A T T E R
The geomin-rotated factor loadings for the pooled EFA are given in panel A of Table 3 . Because a matrix of correlations can be factored in an infinite number of ways, rotation is essential for determining a factor form that is substantively meaningful. While rotation does not affect the fit of the data, it does change the interpretation. Geomin rotation, an oblique rotation, is used because we think that correlated factors are theoretically more plausible and this type of rotation is particularly good at minimizing the number of substantial loadings that appear on more than one factor (Browne, 2001) . In practice, analysts will have to decide if this rotation method fits their theoretical needs. In examining patterns of factor loadings, we consider a loading on a factor to be ''strong'' if it is over 0.8 and twice its loading on the other Note: Non-missing N in parentheses. Panel B includes all countries for which a two-factor model could be estimated. Panel C includes countries for which only a one-factor model could be estimated due to either non-convergence or negative residual variances. Italicized countries are excluded from further analyses due to poor-fit and/or non-convergence, and/or negative residual variances.
factor, and ''moderate'' if it is over 0.5 and twice its loading on the other factor. This ad-hoc criteria points to an item that loads essentially on one factor. The pattern of factor loadings for the pooled data fits generally with Jones and Smith's (2001) ascriptive-voluntarist conceptualization of national identity. Born loads strongly on factor 1, while Language, Institutions and Sentiment all load moderately or strongly on factor 2.
As discussed prior, the pooled EFA assumes that the same factor structure fits equally well in all countries. Next we use MGCFA to test this assumption. 
First we check for ''configural'' invariance-the least-restrictive level of measurement invariance (Thurstone, 1947; Steenkamp & Baumgartner, 1998) -by estimating a CFA with the same pattern of zero and non-zero loadings in each of our 24 countries. As with the summative scale, we draw on Jones and Smith's (2001) research and estimate a two-factor model where factor 1 loads on Born, Citizen, Religion, and Residence and factor 2 loads on Language, Institutions, and Sentiment. CFA results indicate that configural invariance is supported for six of the 24 countries in the sample-that is, the same model fit the data well in these six countries. Next we estimate a baseline model where factor loadings and thresholds are free to vary across countries. For all models, we set the metric of the factor by setting the factor variance to 1 (for more on identification assumptions in MGCFA see Cheung & Rensvold, 1999; Millsap & Yun Tein, 2004) . The unconstrained model provides a baseline chi-square statistic to compare with the constrained model. The constrained model, which holds the factor loadings and thresholds constant across all six countries, is estimated next. A chi-square difference test is used to compare the unconstrained and constrained model. For models estimated using the WLSMV, the conventional approach of taking the difference between the chi-square values and degrees of freedom is not appropriate because the chi-square difference is not distributed as chi-square. For this reason, difference testing in Mplus is done using the ''diftest'' option (Mplus Users' Guide). No other fit statistics are used to evaluate measurement invariance, as simulation studies have shown that measures such as the CFI may be problematic when used with WLSMV (French & Finch, 2006) . significantly worse than the unconstrained model, indicating that full measurement invariance does not hold. Next we examine partial measurement invariance. Following Byrne et al. (1989) , we define partial measurement invariance as having at least one item per factor that is invariant. For identification, we fix the factor variance to 1 in all models. This allows us to estimate the factor loadings for each item separately, and then test each partially constrained model against the unconstrained model. Table 4 presents the chi-square difference tests between the baseline model and a series of models that constrain one item at a time to invariance across all six countries. A significant chi-square test indicates that the indicator is not invariant across countries. As the table shows, none of the individual items are invariant.
3 Since MGCFA argues that meaningful cross-group comparisons cannot be made without at least partial measurement invariance, this third measure of national identity is not constructed.
Fit statistics for the locally conditioned EFAs are presented in panels B and C of Table 2 . Countries in each panel are ordered according to model fit, from best to worst. The first 16 countries of panel B (Australia through Poland) fit our criteria for a well-fitting model; the last two (Bulgaria and Italy) do not. Panel C presents the countries for which a reasonable two-factor solution could be not estimated. For Russia, convergence of a two-factor solution was not obtained even with 1,000 iterations. For the remaining four countries, a two-factor solution produced a negative error variance on the item Born. For purposes of illustration, we are dropping the seven countries italicized in Table 2 from further analyses. In a serious substantive analysis, however, one would need to consider why the data do not fit these models well and whether there may be problems at the concept and/or indicator levels.
The geomin-rotated factor loadings for the well-fitting models are presented in panel B of Table 3 . To begin, we evaluate whether the pattern of factor loadings, prima facie, reflect the ascriptive-voluntarist conceptualization of national identity, where being born in a country (Born) is a strong indicator of ascribed identity and respecting a country's institutions and laws (Institutions) and national sentiment (Sentiment) are strong indicators of voluntarist identity. The remaining items-Citizenship, Residence, Language and Religion-could, depending on national context, be more or less related to each dimension. For example, Jones and Smith (2001) suggest that language is a ''facilitator of civic virtue'' (p. 106) and, as such, the saliency of languageas-facilitator is likely to depend on how isolated the country's national language is and how difficult the language is to learn. Residence, for example, may be more salient for ascriptive identity in countries that have strict entrance requirements. Table 3 shows that Born loads moderately to strongly on factor 1 in all countries and that Institutions and/or Sentiment loads moderately to strongly on factor 2 in all countries. Given these results, we are comfortable associating factor 1 with ascriptive identity and factor 2 with voluntarist identity. The remaining items vary in their level of association to each dimension. This, we believe, reflects the context-dependence of the concept of national identity and its link to these items.
To further validate that the LCFA models are meaningful, we examined three countries in more depth-the United States, Great Britain, and Canada-and contacted a regional expert familiar with national identity about two further cases-Slovenia and Slovakia. Figure 1A and B present scatter plots of the loadings of each indicator on factor 1 by their loading FIGURE 1 By-country factor plots of Geomin Rotated Factor Scores from EFA for countries with well-fitting two-factor solution EFA two-factor solutions: (A) Group 1 and (B) Group 2. Note:
Items located above horizontal dashed line should be considered as influential for Factor 1 and those to the right of the vertical dashed line influential for Factor 2
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at Indiana University Libraries Technical Services/Serials Acquisitions on June 26, 2011 ijpor.oxfordjournals.org on factor 2. Such plots allow a quick evaluation of differences and similarities of construct form across countries, as well as between each country and the pooled model. The dashed lines in each plot show which indicators are most influential for each factor-as a general rule, those above the horizontal line inform factor 1, whereas those to the right of the vertical line inform factor 2.
Given their intertwined political histories, one might expect LCFA models in the United States, Canada, and Great Britain to be similar. Indeed, Figure 1A indicates that there are similarities across these models. In particular, the models for the United States and Canada bear a striking resemblance to one another: in both countries Born, Religion, Residence and Citizenship inform factor 1, while Sentiment and Institutions inform factor 2. The most striking difference between the country plots is with the position of Language. In the United States, language is most closely associated with factor 1. In Canada, however, Language is not an important indicator for either factor. This likely reflects the diminished saliency of language as it relates to national identity in Canada, given their adoption of multiple national languages. This was reflected in the question itself, which in Canada asked about the importance of speaking either English or French. Comparing Great Britain to either Canada or the United States reveals further differences. For one, in both the United States and Canada, Citizenship informs factor 1-linked with both Born and Residence. In Great Britain, however, these three indicators are separated, with Born informing factor 1, but Citizenship informing factor 2-and Residence proving unimportant to either. Britain's colonial history may help to explain these differences. For example, Citizenship is likely decoupled from Born as individuals born to British citizens living in British colonies-from India to South Africa to the Caribbean-prior to their respective independence were still considered British. As Residence crosscuts both Citizenship and Born, with many British citizens, whether born in Great Britain or not, living abroad in British or former British colonies, its ambiguous importance is historically reasonable. Figure 1A also shows how Language informs national identity differently in Great Britain compared to the United States and Canada-in the former, it loads on factor 2. This likely reflects the English language as an identifying characteristic of ''being British'' or having a British identity that transcends birthplace or residence.
We also confirmed the meaningfulness of LCFA models for Slovenia and Slovakia by consulting with a political sociologist with expertise on national identity in post-Soviet Europe. As surveys get exported from Western to nonWestern countries, there are increasing concerns about how adequately items constructed from Western ideas translate to new countries. Accordingly, we picked two post-Soviet countries to assess whether the models given with LCFA could be evaluated as meaningful constructs of national identity within each country. Unlike our own evaluations, however, which relied on post-hoc explanations of differences between the constructs in Canada, the United States and Great Britain, for these evaluations we sent our expert a list of the indicators and asked her to hypothesize as to the relevant importance of each indicator in the concept of national identity. Our expert's comments were in line with the findings of the LCFA models. With regards to religion, for example, she hypothesized that it would be more important for Slovenia than Slovakia, and specifically that it would be associated with ascriptive national identity (factor 1). In explaining this distinction, she indicated that while religion under Communist rule in Slovakia was essentially eradicated, in Slovenia the Communist government made concessions to the Catholic Church during its rule and religion continued to prosper. Our expert also described religion as the ''lifeblood'' of Slovenian society. Indeed, the LCFA model for Slovenia shows religion loading very strongly on factor 1-alongside considerations of birth. Conversely for Slovakia, Religion fails to inform either factor strongly.
Language was another important difference between these two countries. Our expert indicated that given the similarities of language between Slovakia and the Czech Republic-Slovak and Czech are essentially indistinguishablelanguage should be a less important indicator in Slovakia than in Slovenia in regards to voluntarist identity. As Slovenian shares few linguistic characteristics with any other world language, however, she anticipated it would be of strong import for the voluntarist component of national identity. Both of these hypotheses were confirmed by the LCFA model results shown in Figure 1B .
Such evaluations of the LCFA models serve to highlight that while the concept being measured in each country is equivalent, the constructs representing the concept in each country are informed by specific context. Differences between the country-specific models-as well as with the pooled model-assure us that the LCFA approach can provide additional information not found within pooled models, and thus produce useful, country-specific (but also functionally equivalent) constructs.
COMPARING APPROACHES
The by-country factor plots in Figure 1A and B illustrate that there are substantial differences between the constructs arrived at through the LCFA and the pooled EFA approach. If the assumptions of the pooled EFA held, we would expect these patterns to be similar. Table 5 presents the squared correlations between each measure of national identity, indicating the proportion of shared variance.
For factor 1, squared correlations range from a low of 0.79 between the LCFA and the summative scales in New Zealand to a high of 0.996 between the pooled EFA and LCFA scales in Norway. For factor 2, correlations range from a low of 0.49 between the LCFA and summative scales in Hungary to a high of 0.99 between the pooled EFA and LCFA scales in Great Britain. Generally, correlations are higher between the pooled EFA and LCFA scales. Additionally, correlations are generally higher for factor 1 scales than factor 2.
Next we examine if substantive conclusions vary by measurement approach. That is, if our intent is to compare national identity across any two countries, could our choice of measurement determine our findings? We do this in two ways. First, we examine, within any particular country, whether covariates for predicting national identity differ in significance by measurement model approach. Second, we examine whether differences in covariate effects (again in terms of significance) between any two countries vary by measurement model approach. Table 6 shows an example of both of these comparisons, for four countries and two covariates, for factor 2.
To evaluate within-country differences, we ran country-specific regression models on each measure of national identity, using the same set of independent variables. Table 6 shows extracts from the larger results-two covariates predicting factor 2 for the United States, Canada, Slovenia and Slovakia. For example, within Slovenia parental citizenship is a significant predictor of voluntarist national identity under the pooled EFA and LCFA approaches, but not for the summative scale. In Canada, a preference for immigrant adaptation is significantly associated with voluntarist identity under the summative and pooled EFA approaches, but not under LCFA. For both countries, then, the significance of the variable depends upon the measurement model used. Table 7 summarizes the number of predictors whose significance varied by measurement model approach for each country. These differences range from a low of 8 percent over both factors for Australia, Sweden, and Slovakiaor one variable out of 12 (6 on each of 2 factors) varying by measurement model approach-to a high of 42 percent (5 of 12 variables) in New Zealand.
Next we turn to between-country differences. To test if the relationship between any covariate and national identity varies by country and by measure, we further estimate a fully interactive model, where each measure of national identity is regressed on each country dummy and each country-covariate interaction with the constant suppressed. A Wald test is used to test if two country-covariate interactions are equal (H 0 : USA adapt ¼ Canada adapt for each measure of national identity and for each country-pair comparison). Table 6 presents results comparing four countries on two covariates for factor 2. Again, our interest is in significance that differs across approaches. Tests that differ Table 8 presents the percentage of country-pair comparisons out of a possible 120 comparisons that differ by measurement model for each covariate for each factor.
M E A S U R E M E N T M O D E L S M A T T E R
For factor 1, between 9 and 23 percent of conclusions vary by measurement approach. For factor 2, between 15 and 43 percent of conclusions are dependent on measurement approach.
These differential findings by measurement model indicate that measurement matters and that results can vary by choice of method. To the degree that such differences occur, we cannot rule out that it is measurement model choice that determines substantive conclusions.
DISCUSSION AND CONCLUSIONS
This article has examined four approaches to measurement modeling and shown that conclusions can be dependent on measurement model choice. Our goal in this article has been one of sensitization. While we cannot ''prove'' that one measurement model approach provides ''truer'' estimates of social relationships, the vast degree of difference across measurement models shown in the previous section strongly suggests that the measurement process itself should be a critical part of cross-national research and that analysts should be prepared to fully explain and defend their measurement decisions. A thorough understanding of the implicit assumptions of measurement modeling is required to avoid drawing conclusions that are little more than arbitrary. Analysts should not expect cross-national measurement to be a simple application of boilerplate methods. Preeminent cross-national surveys have made it a priority to scrutinize indicators included in cross-national surveys to ensure their comparability. Analysts should be prepared to apply this same rigor to the construct level. It is a common misperception that scaling decisions do not matter-that all measurement models are simply variants of other models. As this article shows, in cross-national work the appropriateness of a measurement model depends upon assumptions about convergence or divergence in conceptual manifestation (i.e., the construct) across countries. Summative scales, for example, might be an appropriate technique to employ if researchers are comfortable theorizing that all indicators inform their construct to an equivalent degree, and that this construct is equivalent across all countries. Other researchers, however, may find it substantively important to test whether these assumptions are supported, and as such turn to MGCFA. And still other researchers may have theoretical reasons to believe that conceptual manifestation differs by country, thus requiring different, yet functionally equivalent, constructs for each country. Just as survey developers have recognized that the literal translation of indicators does not always lead to maximum comparability, so too might analysts decide that the most meaningful, appropriate and valid constructs are functionally equivalent, not necessarily measurement invariant. In all three cases, however, analysts should look to theory to both guide and defend their measurement model decisions.
This article has also presented a new measurement model approach referred to as locally-conditioned factor analysis or LCFA. While we do not endorse LCFA as uniformly the ''best'' approach, we believe there are theoretical reasons for further investigations of this approach. Methods privileging measurement invariance are currently considered by many to be a ''gold standard'' in comparative research (cf. De Beuckelaer, Lievens & Swinnen, 2007) ; however if requirements of measurement invariance are instituted without theoretical foundation, they may serve to artificially restrict comparative analyses. From our perspective, measurement non-invariance is not a showstopper, but rather an outcome to be explained. Non-invariance provides analysts with an opportunity to more closely consider sources of variation and how such variation maps onto measurement-and through such explorations come conceptual and theoretical development. There is opportunity, for example, for analysts to use macro-level data, such as country-level economic, political or cultural indicators, to explain patterns of variation across countryspecific measurement models.
We do not see this article as a final step. Work remains in testing whether different measurement modeling approaches-and specifically LCFA-can provide analysts with more purchase in cross-national comparison. Simulation studies, for example, where the structure of the data can be specified, would allow investigation of whether incorrect measurement model choice can bias substantive results and conclusions. More importantly however, applying theoretically informed measurement models to well-established fields of knowledge may reveal relationships that have been artifacts of incorrect measurement model specification.
Cross-national measurement is difficult. The rapidly increasing availability of high-quality cross-national survey data has only served to raise the stakes for cross-national research. The ease with which we can compare a diverse set of countries on similar indicators is only beneficial if comparisons are meaningful. Our results highlight that measurement modeling undertaken without a view towards implicit assumptions leads to results that may be measurementdependent.
