Introduction
Most parts of the current theory of stochastic differential or integral equations (we prefer here the latter notion because it is more appropriate) are based on the notion of stochastic integral with respect to a semimartingale. Given a local martingale M and a stochastic process V with sample paths of bounded variation, the stochastic integral with respect to the semimartingale Y = M + V is the sum of the It6 integral with respect to M and the Lebesgue-Stieltjes integral with respect to V The integrand in the stochastic integral must be a predictable stochastic process. In this paper we consider stochastic integral equations based on an extended Riemann-Stieltjes integral. It is defined for a large class of stochastic processes as integrands and integrators. Both, integrand and integrator, may have sample paths of unbounded variation. Moreover, there are no requirements on the type of filtration the processes are adopted to. In particular, extended Riemann-Stieltjes integral equations are perfectly suited for some classes of pure jump semimartingales, but also for certain nonsemimartingales such as fractional Brownian motion with parameter H E (0.5, 1).
For the present approach to stochastic integral equations, the notion of p-variation plays a central role. 6) . Indeed, the integrals appearing in these equations exist and have the same value; see Proposition 2.7. below. In general, equations (1.5) and (1.6) are driven by processes from different classes, which have a non-empty intersection containing a large class of pure jump Levy processes. As already mentioned, the main condition for solving equation (1.5) path by path, as well as equations (1.3) and (1.4), is boundedness of p-variation with p < 2. This condition can be slightly weakened. However, it cannot be replaced by the boundedness of 2-variation. Recall that sample paths of standard Brownian motion have unbounded 2-variation and bounded p-variation for every p > 2; see Taylor (1972) for the exact result. Thus, in order to apply the present approach for solving (1.5), one needs to know whether the stochastic process X has sample paths with bounded p-variation for some p < 2. This is known for a variety of stochastic processes. Some of these results are given in Section 2.2.
The main result of this paper concerns the solution of Riemann-Stieltjes type integral equations driven by processes whose sample paths may have unbounded variation. A first related result is Theorem 4.1 of Freedman (1983) . He solved (1.5) by an application of Banach's fixed point theorem. He assumed that (1.5) is driven by a (deterministic) continuous function of bounded p-variation with 1 < p < 2. Dudley and Norvaila (1999a, Theorem 5.21), extended this result to discontinuous functions by proving Duhamel's formula. The latter is used to find the Fr6chet derivative of the indefinite product integral. Freedman (1983) in a different direction, replacing Z -dX in (1.5) by 9q(Z) dX for suitable nonlinear ?p and X continuous with values in Rd. The approach to solving linear integral equations which is advocated in the present paper is perhaps the most simple and natural one. To solve equations (1.3) and (1.4) we adapt an approach common in stochastic analysis. Namely, we prove a chain rule for the composition of a smooth function and a function of bounded p-variation with p < 2. Then, by applying this formula, we verify that a suitably chosen function solves the equation of interest.
Lyons (1994) extended
The paper is organized as follows. In Section 2.1 we introduce p-variation and related quantities. In Section 2.2 we recall the definition and properties of some classes of stochastic processes which are relevant for our purposes. In Section 2.3 we define the extended Riemann-Stieltjes integrals and discuss their existence and relationship with other types of integrals. We also give some of their basic properties. The chain rule (Theorem 3.1) based on the left and right Young integrals is given in Section 3. This result is applied in Section 4 to solve both homogeneous and non-homogeneous linear integral equations. The deterministic theory of the preceding sections is used in Section 5 to solve the stochastic integral equations (1.3) and (1.4).
Preliminaries

Functions of bounded p-variation
This subsection contains notation and simple properties related to p-variation.
Let a < b be two real numbers. A real-valued function f on [a, b] is called regulated, for which we write f E 9 = A=([a, b]), if it has a left limit at each point of (a, b] and a right limit at each point of [a, b). A regulated function is bounded and has at most countably many jumps of the first kind. Such a function can be redefined on the extended interval {a, a+} U {x-, x, x+: x E (a, b)} U {b-, b} endowed with the natural linear ordering. We will often make use of this construction.
Define 
Stochastic processes and p-variation
In this subsection we collect some useful facts about the p-variation of several important classes of stochastic processes. These properties will be used in Section 5.
Here and in what follows, all stochastic processes X = (X(t))to are supposed to be separable, continuous in probability and defined on a complete probability space. In this subsection, [a, b] = [0, T] for an arbitrary but fixed T E (0, c0). Then V p(X), 0 < p < oc, is a random variable possibly assuming c0 with positive probability. The zero-one law for the p-variation vp(X) and the question of its boundedness were established for major classes of stochastic processes X.
The results of the present paper are applicable to sample paths of stochastic processes having bounded p-variation with 0 < p < 2. It is well known that standard Brownian motion does not satisfy this condition. However, there are several other classes of stochastic processes that enjoy this desirable p-variation property. Here we focus on two particular classes of stochastic processes which have attracted the attention of many researchers in applied mathematics.
A mean-zero Gaussian process BH = (BH(t))two with BH(O)= 0 is called (standard) fractional Brownian motion with index HE (0, 1) if it has covariance function cov(BH(t), BH(S)) = 0.5(t2H + s2Ht -s12H) for t, s > 0.
If H = 0.5, the right-hand side is equal to t A s, i.e. B0.5 is Brownian motion.
The following claim follows by a combination of the results in Fernique (1964) and Theorem 3 of Kawada and K6no (1973) . Proposition 2.2. Let BH be fractional Brownian motion with index HE (0, 1) and p E (H-1, 00). Then almost all sample paths of BH are continuous and vp(BH) < 00 with probability 1. Kawada and Kon6 (1973) give conditions for the boundedness of p-variation of continuous Gaussian processes X more general than fractional Brownian motion. Their conditions are in terms of a function b satisfying E(X(s) -X(t))2 < (const.)b(I ts ) for t, s > 0. The p-variation of arbitrary Gaussian processes was considered by Jain and Monrad (1983).
Remarks. (1)
(2) Fractional Brownian motion with HE (0.5, 1) is a standard process for modelling long-range dependent phenomena; see, for example, Samorodnitsky and Taqqu (1994, Section 7.2). Because of that property it has recently attracted some attention in mathematical finance; see, for example, Cutland et al. (1995) , Dai and Heyde (1996) or Lin (1995) . However, BH with HE (0.5, 1) is not a semimartingale (see Liptser and Shiryaev 1986, Section 4.9), and therefore standard stochastic calculus does not apply. To solve this problem, a non-standard analysis, as well as an extension of standard stochastic integrals, were used by the aforementioned authors. We show in Section 5 that Riemann-Stieltjes integral equations driven by sample paths of fractional Brownian motion are appropriate.
Another class of stochastic processes fits well into the framework of pathwise integration: the class of L6vy processes. A stochastic process X = (X(t))to which is continuous in probability is called a Livy process if it has independent, stationary increments, if almost all sample paths are right-continuous and have limits to the left and if X(0)= 0. Such a process has L6vy-It6 representation (see It6 1969 , Theorem 1.7.1) The p-variation of a-stable L6vy motion was studied by Fristedt and Taylor (1973) . From their Theorem 2 one obtains the following result. Proposition 2.3. Let Xa be a-stable Levy motion. Assume that Xa does not have a drift for a < 1 and that the Levy measure is symmetric for a = 1. Then p(Xa) is finite or infinite with probability 1 according to whether p > a or p < a.
X(t) = at + bB(t) + lim
Remark. Note that a-stable processes with 0 < a < 2 are infinite-variance processes. Because their sample paths exhibit large jumps, they are considered as alternatives to Brownian motion. For various applications of a-stable processes in finance, physics, earth sciences and other fields, see, for example, Janicki and Weron (1993) or Samorodnitsky and Taqqu (1994).
Another well-studied subclass of L6vy processes consists of the normal inverse Gaussian processes and hyperbolic L6vy motion. They gained their name from the marginal distributions which are either normal inverse Gaussian or hyperbolic. Using the abovementioned result of Bretagnolle (1972) and utilizing the form of the L6vy measuresee Eberlein and Keller (1995) in the hyperbolic case and Barndorff-Nielsen (1997) in the normal inverse Gaussian caseone can show that these processes have bounded pvariation for p> 1. Therefore they fit nicely into the framework of pathwise integration advocated in this paper. These processes were used to model turbulence in physics, stock T Mikosch and R. Norvaiga price changes in mathematical finance and failure-generating mechanisms in reliability theory; see Barndorff-Nielsen (1978; 1986) for the definition and properties as well as applications of these processes. Recently, these classes of L6vy processes were suggested as realistic models for stock returns; see Barndorff-Nielsen (1995; 1997) , Eberlein and Keller (1995) and Kiichler et al (1994) .
In addition to the references on p-variation of stochastic processes given earlier, we should mention that Lepingle (1976) showed that every semimartingale X satisfies Sp(X)< oc for p > 2. A bibliography on p-variation with annotated references can be found in Dudley et al. (1999) . Then the function f is Since 6?2(hl) < 00, the second sum in (3.1) converges absolutely. The first sum can be dealt with analogously. We showed that the right-hand side in (3.1) is well defined. Now we turn to the proof of 
Extended Riemann-Stieltjes integrals
In this subsection we review the classical Riemann-Stieltjes integral and several of its extensions. A usual, for two real-valued functions f and h on [a, b], a Riemann
Moore-Pollard-Stieltjes integrable, or MPS integrable, with respect to h on [a, b] if there exists a number I satisfying the following property: given E > 0 one can find a subdivision A of [a, b] such that (2.5) holds for all refinements K of A and for all intermediate subdivisions
Remarks. (1) A glance at the structure of Ea(f) and Eb(f) reveals the special role of a jump size -1 of f at yo E (a, b), say. Then both functions vanish for y> yo and y < yo, respectively. Now consider a solution F of (4.1). Suppose first
Since fy is right-continuous at yo, F(y) vanishes for each y E (yo, b]. (2) Notice that the form of the solution F at jump points of f depends on the definition of the integral involved in (4.1). For example, Hildebrandt (1959) using W.H. Young's integral and assuming f of bounded variation, obtains for a discontinuous function f a solution F different from ours. A similar remark applies to (4.2) and the right Young integral.
For the proof of Theorem 4.1 we need the following auxiliary result. UII c&2(f; [xn-l, b) ).
By virtue of (4.9), it follows that (4.1)  by an application of the chain rule (3.1) . The uniqueness of this solution follows from Theorem 5.21 in Dudley and Norvai'a (1999a) . Define the functions g(u, v) = veu for u, v C  and h= (V, 0), where '(y) =   f(y)f(a), y E [a, b], and q is defined by (4.3) . By assumption on f, ' c cWp. By Next we consider non-homogeneous linear integral equations. As before, assume that the functions F, G, f and g are regulated on [a, b]. We say that the function F, LY integrable  with respect to f on [a, b], satisfies the non-homogeneous forward linear integral equation  if, for all yE [a, is the unique solution of (4.16) in 92/r for any r > p with p-' + r-1 > 1.
IS
Remark. The solution of a non-homogeneous linear stochastic differential equation analogous to (4.15) is given in Jacod (1979, p. 194 ).
Proof. We only prove part (i) of the theorem because the proof of part (ii) is similar. The existence of Ea ( .ay
(Ea(f))+ By (4.10), (4.11) and Lemma 2.6, because U1 is right-continuous and U2 is left-continuous, it follows that
A-(g o h) -(g' o h)-A-h, -(g' o h)-A-h2 = A-hA-h2 = A-fA-g -A-Ea(f)A-Ui
Ea ( Letting 610 and using the Levy-It6 representation (2.3), we arrive at the desired relation for F0,1.
Concluding remarks
The referees of this paper were so kind as to point out some related literature which we included above. According to one of the referees, Klingenhbfer and Zaihle (1999) deal with nonlinear equations where the driving process is Holder continuous of order greater than 0.5.
