Optimal operation of continuously variable transmissions (CVTs) is essential to meet tightening emission and fuel consumption requirements. This is achieved by accurately tracking a prescribed transmission ratio reference and simultaneously optimizing the internal efficiency of the CVT. To reduce the power losses in a CVT, the absolute pressure levels are lowered, which increases the sensitivity to torque disturbances and increases the importance of disturbance feedforwards. This requires a high performance feedback controller for the hydraulic actuation system in a CVT. The aim of this paper is to develop a multivariable feedback controller for the hydraulic actuation system that is robust with respect to the varying system dynamics that are induced by the varying operating conditions, including transmission ratio changes. Hereto, new connections between system identification and robust control are exploited to achieve high performance. As a result, the varying system dynamics are directly evaluated in terms of closed-loop performance objectives. Subsequent robust control design reveals an increase of the control performance of almost a factor two in terms of the criterion value. This leads to improved simulated and measured closed-loop step responses, including a decrease in settling time from 0.4 s to 0.2 s. Finally, the designed robust controller is successfully validated in a standardized driving cycle experiment.
Introduction
The CVT can significantly contribute to reducing the average fuel consumption and achieving the tight emission requirements for passenger vehicles. The CVT is a stepless power transmission device, which enables power transmission via infinitely many transmission ratios within a certain range. In principle, this enables the optimal operation of the internal combustion engine for arbitrary driving conditions. As a result, the fuel consumption of vehicles can be significantly improved [1] . In addition, a CVT leads to improved driving comfort compared to alternative stepped power transmission devices, e.g., manual transmissions and automatic transmissions, since power transmission interruptions and discontinuities in transmission ratio changes are not present.
A fair comparison between different power transmission devices necessitates the evaluation of the complete driveline efficiency, i.e., the performance of the entire vehicle should be evaluated. On the one hand, the driveline efficiency can indeed be increased by implementing a CVT, due to more efficient use of the internal combustion engine, see Refs. [1, 2] for an overview of relevant control strategies. On the other hand, the driveline efficiency may also be deteriorated by implementing a CVT, since the associated power losses are typically higher when compared to alternatives [3, Table  2 .11]. Hence, optimal operation of the CVT is required to achieve its full potential in driveline efficiency.
The primary sources of power loss in a typical CVT arise in the variator and the hydraulic actuation system [4] . The variator consists of a metal V-belt, i.e., a pushbelt, which is clamped between two pairs of conical sheaves, i.e., two pulleys, see Figs. 1 and 2, and Ref. [3] for details. For each pulley, one sheave is permanently fixed and one sheave is axially moveable. The axially moveable sheaves are actuated by the clamping forces, which are generated by the hydraulic actuation system. The relative difference between the clamping forces determines the transmission ratio of the CVT. The absolute level of the clamping forces determines the torque capacity of the CVT, i.e., the torque that can be transferred by the variator.
When the level of the clamping forces is increased above the threshold for a given operating condition, the CVT efficiency is decreased [4, 5] , whereas the torque capacity is increased. When the level of the clamping forces is decreased below the threshold for a given operating condition, the torque capacity is insufficient. This deteriorates the CVT efficiency and damages the pulleys and the pushbelt. Since this threshold is not known, the level of the clamping forces is often raised for robustness in view of the Fig. 1 Photograph of the experimental setup with the CVT, where : primary servo valve, : secondary servo valve, : pressure measurement p p at primary hydraulic cylinder, : pressure measurement p s at secondary hydraulic cylinder torque disturbances, which reduces the CVT efficiency. Recently, control designs are proposed that simultaneously reduce the clamping forces towards the level for which the CVT efficiency is maximized and handle the torque disturbances.
In Ref. [6] , the slip in the variator is controlled in such a way that a slip reference is tracked, which corresponds to the optimum variator efficiency. This requires the determination of the slip reference and the slip in the variator, which is hard in general. These drawbacks are avoided in Refs. [7] [8] [9] , where the maximum of a specific input-output equilibrium map that directly relates to the CVT efficiency is found by means of extremum seeking control (ESC). These ESC approaches avoid the need for an accurate model and an extra sensor. In both approaches, the variator control system determines the desired pressures for the hydraulic actuation system, which translates the desired pressures into the realized pressures. The pressures in the hydraulic cylinders are directly related to the clamping forces on the axially moveable sheaves.
In both approaches, the clamping forces are reduced towards the level for which the traction potential of the variator is fully utilized, i.e., the torque capacity is fully exploited. However, this is inevitably accompanied by a reduction of the robustness in terms of the torque capacity in view of the torque disturbances that are exerted on the variator. The introduction of variator damage by the torque disturbances is actively avoided by the variator control system, which incorporates a disturbance feedforward control design on the basis of the torque that is generated by the internal combustion engine, for instance. Since the torque that is generated by the internal combustion engine is highly oscillating, the desired pressures for the hydraulic actuation system are highly oscillating. In this respect, the quality of the control design for the hydraulic actuation system is of crucial importance, since the robustness in terms of the traction potential of the variator is consumed. Consequently, the main focus of the present paper is on this control design. The key difficulties herein are the large variations of the system dynamics that are primarily induced by a change of the transmission ratio that leads to a different geometric configuration of the variator.
In Ref. [10] , the dynamic models of the hydraulic actuation system are obtained through first principles [11, Chap. 4] . The dynamic models in Ref. [10] are essentially single-input singleoutput. Extensions to the multivariable case are found in Refs. [12, 13] . Typically, these models are assembled from component models, including hydraulic pumps, valves, channels, and hydraulic cylinders, see, e.g., Refs. [14] [15] [16] [17] [18] [19] for examples. Furthermore, a model of the dynamic characteristics of the variator is required Fig. 2 Schematic illustration of the hydraulic actuation system and the variator. The servo valves are fed from a shared accumulator, which is continuously pressurized to p acc 5 50 bar. The pressure in the tank is equal to the atmospheric pressure p atmospheric . [20] for the description of the interaction between the primary hydraulic circuit and the secondary hydraulic circuit that is introduced by the pushbelt. As a result, this approach is timeconsuming and the multivariable model of the hydraulic actuation system becomes reasonably complex and computationally expensive. Also, the accuracy is governed by the accuracy of each of the submodels, which is typically limited. Finally, the first principles models are typically not constructed for closed-loop control purposes.
The main contribution of the present paper is the development and application of a new framework for high performance CVT feedback controller design. Hereto, a new approach is proposed that connects system identification and robust control. To achieve optimal performance, the same criterion is used during both the system identification and feedback controller design step. A computationally tractable framework is obtained by exploiting the results in Ref. [21] . The key benefit is that the resulting framework can efficiently take into account large variations in system dynamics that are induced by the variator. The key benefits over earlier approaches that are based on first principles models are that for the considered system it is more accurate, faster, and inexpensive. This is motivated by the fact that accurate lowcomplexity first principles models are difficult to obtain for the hydraulic actuation system and the variator. This paper is organized as follows. In Sec. 2, the experimental setup is introduced and the control requirements are stated. Then, in Sec. 3, the global system identification and robust control approach is presented. In Sec. 4, preliminary nonparametric identification experiments are performed. The obtained nonparametric models are subsequently used in Sec. 5 to translate the control requirements into a suitable scalar control criterion. In Sec. 6, a new approach to identify control-relevant models is presented, leading to a nominal system model. Then, in Secs. 7 and 8, a validation-based uncertainty modeling procedure is presented that addresses the varying system dynamics for the relevant range of operating conditions. In Sec. 9, robust controllers are designed and implemented, leading to a significant performance improvement. Results for a driving cycle experiment are presented in Sec. 10. Finally, in Sec. 11, conclusions are presented.
CVT Experimental Setup and CVT Control Requirements
The considered CVT is depicted in Figs. 1 and 2 . The main purpose of the CVT is the conversion of power from the internal combustion engine into traction of the vehicle. This is realized by the variator, which consists of a primary (input, subscript "p") pulley and a secondary (output, subscript "s") pulley, interconnected by a pushbelt. The torques that are exerted on the variator are denoted by T p and T s , whereas the angular velocities are denoted by x p and x s . The angular velocities of the primary and secondary variator shaft are related by the transmission ratio. Specifically, the speed ratio r s of the variator is defined by r s ¼ x s =x p : Adjustment of the speed ratio is achieved by simultaneous adjustment of the clamping forces that are exerted on the axially moveable sheaves. These clamping forces are directly related to the pressures p p and p s in the primary and secondary hydraulic cylinder, respectively, see Fig. 2 .
For the control design of the hydraulic actuation system and the variator, a cascade control configuration, see Ref. [22, Sec. 10.5.3] , is employed. The inner (fast) loop concerns the hydraulic actuation system and the outer (slow) loop involves the variator, see Fig. 3 . The motivation for a cascade control configuration is found in the observation that the feedback control design for the inner loop is decoupled from the feedback control design for the outer loop, which allows the combination of different control designs with different control objectives, see Ref. [23] . The control objective for the outer loop is twofold: i) tracking a speed ratio reference r s,ref , which is prescribed; ii) optimizing the variator efficiency g, which is not measured. The approach in Refs. [8, 9, 23] is specifically designed to achieve both control objectives with essentially three building blocks: the tracking control (TC) design, the ESC design, and the disturbance feedforward control design. The TC design minimizes the tracking error e rs ¼ r s;ref À r s . The ESC design adapts to the maximum in the (p s , r s ) equilibrium map on the basis of the gradient information from a data-based algorithm. In this way, the CVT efficiency is nearly optimized without measurements of the CVT efficiency. The disturbance feedforward control design utilizes the estimatê T p of the torque that is presumably generated by the internal combustion engine [3, Sec. 3.3.2] . The outer loop provides the pressure references p p,ref and p s,ref to the inner loop. The control objective for the inner loop, i.e., the hydraulic actuation system that is closed-loop controlled by the feedback controller to be designed (T H ), is to track these pressure references, while the operating conditions are changed, e.g., the torques T p and T s that are exerted on the variator (G V ). Basically, the block diagram in Fig. 3 corresponds to the operation of the experimental setup, where the torques T p and T s are generated by two identical electric motors.
The problem that is addressed in the present paper is the feedback control design for the hydraulic actuation system. Specifically, the measured variables y and the manipulated variables u are given by R2 load torque disturbances have to be attenuated that have dominant low-frequent content; R3 the system should be insensitive to measurement noise that has mainly high-frequent content; R4 robustness against varying system dynamics should be provided, e.g., caused by transmission ratio changes.
In Sec. 5, these requirements will be translated into a suitable mathematical framework, which is formulated first.
3 Joint Identification and Control Framework 3.1 Control Goal. An optimization-based approach is pursued to systematically solve the control problem for the hydraulic actuation system. In the control problem, P is the system to be controlled and C is the controller to be designed. The control goal in model-based optimal control is to minimize a control criterion J ðP; CÞ for the true system P o , i.e., min C J ðP o ; CÞ. Herein, the control criterion is defined as
where W and V are the weighting filters and T(P,C) contains the relevant closed-loop transfer functions. Specifically, the controller interconnection in Fig. 4 is considered, where r 2 is the reference input and r 1 is a signal that is associated with the plant input, it can, e.g., represent a feedforward signal. The error signal is defined as
As a result, the closed-loop transfer function matrix TðP; CÞ :
The control criterion (3) enables (i) the translation of the CVT control requirements in Sec. 2 into a scalar criterion through a loop-shaping approach [24] (see Sec. 5), and (ii) the incorporation of model uncertainty (see Sec. 3.2).
Robust
Control. The minimization of Eq. (3) cannot be performed directly for the unknown true system P o . To perform the actual optimization, a model is adopted. A single modelP inevitably is an approximation of the true system. As a result, an optimal nominal controller
does not lead to any guarantees in terms of the achieved performance J ðP o ; C NP Þ. In fact, J ðP o ; C NP Þ may be unbounded due to instability.
To explicitly address the aspect of model quality, a model set P is considered such that
The model set P is constructed by considering a perturbation D u around a nominal modelP, i.e.,
Here,Ĥ contains the nominal modelP and the model uncertainty structure. The notation F u refers to an upper linear fractional transformation, see [22, Appendix A.8] . Also,P is a multivariable nominal model that describes the relation between u and y in Eqs.
(1) and (2) . Finally
Associated with the model set P is the worst-case performance criterion J WC ðP; CÞ ¼ sup P2P J ðP; CÞ. Consequently, by minimizing the worst-case performance
the bound
is guaranteed to hold, where C opt ¼ arg min C J ðP o ; CÞ. Hence, if the behavior of the true system P o is encompassed by the model set P, see Eq. (6), then the controller C RP is guaranteed to stabilize and achieve a certain level of performance when implemented on the true system P o .
System
Identification for Robust Control. The controller C RP in Eq. (9) guarantees a certain level of performance when implemented on the true system P o . However, the guaranteed level of performance, i.e., the value of J WC ðP; C RP ðPÞÞ, highly depends on the shape and size of P, i.e., the candidate models that are contained in P.
The goal of the system identification for robust control procedure is to deliver a model set, such that (i) the condition in Eq. (6) is satisfied, and (ii) the controller C RP that is based on the model set achieves good performance for all candidate models in P and hence also for the true system P o .
An approach to obtain a model set that delivers a high performance robust controller is to determine a model set that is given by arg min P J WC ðP; C RP ðPÞÞ, such that the condition in Eq. (6) is satisfied. However, C RP ðPÞ generally is a complicated function of P, hence the construction of a model set based on C RP ðPÞ is not straightforward. To facilitate the identification of a model set for robust control, a finite upper bound for J WC ðP; C RP ðPÞÞ is employed as in Refs. [21, 25] , which leads to the robust controlrelevant identification problem Transactions of the ASME
Here, C exp is a controller that stabilizes the hydraulic actuation system, i.e., P o , and that will be implemented while performing the identification experiments in Sec. 4. For the hydraulic actuation system, such a controller is essential for proper operation. The used C exp is shown in Fig. 11 . As will be shown in Sec. 9.2, C exp achieves insufficient performance in view of the tightening requirements.
The following steps are taken to solve (11): (1) 
Nonparametric System Identification
In this section, frequency response functions of the hydraulic actuation system are identified. The intermediate identification of these nonparametric models has several advantages, including (i) it enables a straightforward data reduction, noise reduction, and combination of multiple data sets, e.g., in case of multivariable data sets, (ii) it enables the design of W and V in Sec. 5; and (iii) it enables the control-relevant identification ofP in Sec. 6.
The pursued approach to obtain these frequency response functions is to perform experiments on the closed-loop system in Fig. 4 with C exp implemented on the system, see also Eq. (4). Hereto, a certain reference input r 2 is applied to the system, and the signals u and y are measured. Next, these signals are transformed to the frequency domain through the discrete Fourier transform (DFT), leading to R hji 2 2 C 2Â1 , U hji 2 C 2Â1 , and Y hji 2 C 2Â1 , for x i 2 X, where X denotes the standard DFT grid and the argument x i is suppressed for notational reasons. Also, the superscript hji denotes the experiment number. The execution of two experiments, i.e., j ¼ 1, 2, where different input signals r 2 are applied, yields
see Eq. (4). Next, an estimator for the relevant closed-loop frequency response functions T(P o , C exp ) is given bỹ
for x i in the set
Since the accuracy of the estimator (14) and the condition in Eq. (15) are influenced by the experimental conditions, a suitable periodic input signal is designed. As a result, see Ref. [26] , (i) the variance of the estimator can effectively be reduced by increasing the time length and (ii) leakage effects are effectively eliminated, rendering the use of a windowing operation superfluous. The pressure references are given by
where x i 2 X id , a i the corresponding amplitude, and / i the corresponding phase. The index i denotes the ith frequency. (17) is considered. Next, for the considered input signal (16), the condition in Eq. (15) leads to the requirement that the matrix Q in Eq. (16) is of full rank. During the identification experiments, the inputs are excited sequentially, i.e., Q ¼ I. Hence, the condition in Eq. (15) is satisfied for frequencies x i 2 X id in Eq. (17) . To avoid an excessive input signal amplitude, the phases / i in Eq. (16) are appropriately chosen. In the present paper, Schroeder phases [26] are used, which are defined as / i ¼ ðÀiði À 1Þp=29Þ; i ¼ 1; …; 29; for which the crest factor, i.e., the ratio between the peak value and the root mean square value of the considered signal, is typically low.
The result of the above identification procedure is a closed-loop transfer function measurementTðP o ;
id , is given bỹ
The resulting nonparametric frequency response function estimate is depicted in Fig. 5 .
Translating the CVT Control Requirements Into an H ' Criterion
The control-relevant identification problem (11) requires the weighting filters W and V that arise in the control criterion (3). The nonparametric frequency response function estimateP o ðx i Þ, see Sec. 4, is employed to design appropriate weighting filters. A loop-shaping design procedure is adopted to select the weighting filters, see also Ref. [24] , which is based on shaping the open-loop singular values. First, the system is scaled, specifically, the maximum pressures for p p and p s are given by 20 bar and 40 bar, respectively. Hence, the system output is weighted by the constant matrix see Fig. 6 for the singular values of the scaled system. The scaling matrix is absorbed into the system, i.e., in the remainder of the present paper,P o ðx i Þ includes the scaling matrix W sc . Next, weighting filters W 2 and W 1 are defined to specify a desired open-loop shape W 2Po ðx i ÞW 1 . Hereto, the following design choices are made. First, in view of Requirements R1 and R2, see Sec. 2, the open-loop gain should have a sufficiently high gain at the low frequency range. To achieve this, integral action is included, and, in addition, the cross-over frequency that determines the bandwidth is chosen sufficiently large. Second, in view of Requirement R3, the open-loop gain should have a sufficiently low gain at the high frequency range. To achieve this, roll-off is included in the weighting functions.
Notice that the requirements on the cross-over frequency are conflicting, leading to a trade-off. Practical experience with the hydraulic actuation system has revealed that a bandwidth of at least 5 Hz is essential for good tracking behavior. Hereto, the singular values are aligned at approximately 6 Hz to enforce a desired closed-loop bandwidth of 6 Hz. The resulting open-loop shape incorporating the weighting filters W 2 and W 1 is depicted in Fig. 6 . Given W 2 and W 1 , the required weighting filters W and V in Eq. (3) can be computed directly.
Finally, it is remarked that the imposed controller roll-off and restricted bandwidth also contribute to satisfying Requirement R4. However, Requirement R4 will be addressed explicitly in Secs. 7-9 by quantifying the model uncertainty.
Parametric System Identification
The robust controller synthesis in Eq. (9) requires a parametric modelP in conjunction with a model uncertainty description. In this section, the nonparametric frequency response function in Sec. 4 is used as a basis to identify a parametric modelP. Two important steps are taken in this section. First, the weighting functions from Sec. 5 are employed to formulate a control-relevant identification problem. Second, to anticipate on the robust controller design step, the nominal model is internally structured as a certain coprime factorization to enable a control-relevant formulation of model uncertainty. These two steps are sequentially dealt with in this section, followed by experimental results.
6.1 Control-Relevant Nominal Identification. Recall that the goal during the identification of the model set P is to minimize a certain criterion that is directly related to the control criterion, see Eq. (11) . Since the nominal model is an element of P, the nominal model itself should clearly be control-relevant in a certain sense. By invoking the triangle inequality for norms, the closed-loop performance of any candidate model P is related to the true system P o by J ðP o ; CÞ J ðP; CÞ þ W TðP o ; CÞ À TðP; CÞ ð Þ V k k 1 (19) Similar to the system identification approach in Ref. [27] , a control-relevant identification criterion is subsequently obtained by evaluating (19) for C exp and minimizing over the argument P, leading toP The minimization of the criterion (20) requires knowledge regarding P o . Hereto, the frequency domain interpretation of the H 1 -norm in conjunction with the nonparametric frequency response function estimateTðP o ; C exp Þ is employed to formulate a practically solvable identification problem, leading tô
subject to TðP; C exp Þ 2 RH 1 (22) Notice that Eq. (21) approximates Eq. (20), sinceTðP o ; C exp Þ only has finite accuracy and is defined on a discrete frequency grid X id . As will be confirmed in Sec. 8, the approximation error is negligible due to the small variance of the estimateTðP o ; C exp Þ and a sufficiently dense frequency grid X id . The main purpose of identifying a control-relevant nominal model is to use it as a basis for constructing a model set. A suitable model uncertainty structure has to be selected in view of identifying a robust control-relevant model set P in Eq. (11), as is considered next.
6.2 Towards Nonparametric CVT Coprime Factors. To anticipate on the uncertainty model in Sec. 7, it is useful to appropriately specify the internal structure of the nominal modelP. In Sec. 7, it is shown that a coprime factorization-based approach is especially suitable to deal with the closed-loop operation of the system. Specifically, in the control-relevant nominal identification criterion (21), it is required thatP and P o are stabilized by C exp , yet no open-loop stability requirements are imposed on the system. This observation has important consequences for the choice of the uncertainty structure in view of satisfying Eq. (6).
Hereto, the nominal modelP and the true system P o are recast as coprime factorizations. The system P is internally structured as a right coprime factorization (RCF) if P ¼ ND À1 , where the pair fN; Dg is right coprime. Right coprimeness implies that N; D 2 RH 1 , and that there exist X; Y 2 RH 1 such that X D þ Y N ¼ I. Thus, N, D are stable factors that do not have nonminimum phase zeros in common.
The key result of Ref. [21] is to connect the control-relevant identification criterion (21) The modelP that results from the optimization problem (23) is depicted in Fig. 7 and constitutes a key contribution of the present paper. As a result of the specific parameterization, the state dimension of a minimal joint realization of the coprime factorsN andD is 11, where five states originate from the initial controller C exp , four states result from the weighting filters, and two states result from the parameterization ofP. Clearly, the controlrelevant coprime factorization of the model has a higher McMillan degree than the nominal model, which is in contrast to, e.g., normalized coprime factors that are used in certain robust control design methodologies, see Ref. [24] . In Sec. 7, it is shown that these additional dynamics are required for constructing a coordinate frame for the uncertainty model that is robust controlrelevant.
A further analysis of the coprime factor modelN;D in Fig. 7 and the corresponding open-loop modelP ¼ND À1 in Fig. 5 reveals that the parametric model is accurate in the region where the gain of the coprime factors is large, which corresponds to the control-relevant region in view of Eq. (23) . Note that this corresponds to the desired bandwidth region around 6 Hz. This aspect is further investigated in Sec. 7.
Model Uncertainty Structures for Robust Control
The system dynamics vary for different operating conditions of the CVT, hence the nominal modelP that is obtained in Sec. 6 does not represent the system dynamics well for the entire range of relevant operating conditions. To account for the variations, the model quality is taken into account during robust control design by means of model uncertainty. The nominal model and the model uncertainty constitute the model set P.
The model set should be judiciously constructed. On the one hand, the model set should be sufficiently large to encompass the true system behavior, see Eq. (6), which guarantees robust stability and robust performance, see Eq. (10). On the other hand, the model set should not be unnecessarily large, which avoids that the resulting robust controller (9) has to stabilize and achieve performance for an overly large number of candidate systems. To achieve this, a new robust control-relevant model uncertainty structure [21] is adopted that connects the size of uncertainty and the control criterion.
The specific uncertainty structure that is used falls in the wellknown class of dual-Youla-Kučera uncertainty structures [28] that is given by
where a specific choice regarding coprime factorizations is made to achieve robust control-relevance. In particular, in Eq. (25), the pair fN;Dg is chosen as the identified robust control-relevant coprime factorization ofP in Sec. 6. In addition, the pair fN c ; D c g is specified as a specific (W u ,W y )-normalized coprime factorization of C exp , see Ref. [21] . When casting the uncertainty structure (25) into the general formulation of Eq. (7) 
The result (28) is of key importance in the present paper. In particular, it directly connects the size of the model uncertainty and the control criterion. As a result, it remains to determine c such that Eq. (6) holds for a range of relevant operating conditions. This is investigated next.
Robustness Against Varying Operating Conditions
8.1 Validation-Based Uncertainty Modeling Procedure. Given the novel uncertainty structure of Sec. 7, which connects the size of model uncertainty and the control criterion, see Eq. (28) , it remains to quantify the size of model uncertainty such that the model set encompasses the true system behavior for the relevant range of operating conditions. The size of the model uncertainty, see Eqs. (7) and (28), is estimated using a validation-based uncertainty modeling approach that is outlined in detail in Refs. [29, 30] . The approach is referred to as model validation, since new, independent measurement data are used. In addition, the approach allows uncertainty modeling, since it yields the minimum-norm bound that does not invalidate the measurement data.
In the considered model validation setup, experiments are performed on the closed-loop hydraulic actuation system M o and the uncertain model F u ðM; D u Þ. By applying the same input w, the measured and model responses
respectively, are obtained. Here, v o represents disturbances that affect the true system. Also, D u 2 D u and v 2 v denotes a deterministic disturbance model. As a result, the uncertain model residual is given by
During model validation, it is tested whether there exist D u 2 D u and v 2 v that are consistent with the measured data, i.e., that lead to e ¼ 0. If such D u and v exist, then the model is not invalidated. The approach in Refs. [29, 30] is adopted, which extends earlier results in Ref. [31, 32] , by suitable disturbance modeling and appropriately distinguishing between model uncertainty D u and disturbances v in satisfying e ¼ 0, see Eq. (31) .
The validation procedure yields a norm-bound c j , i.e., where j denotes the data set number, which is the minimum-normvalidating model uncertainty that can reproduce the measurement data. Each data set j results in a certain bound c j . It is straightforward to compute a minimum-norm-validating c for multiple validation data sets by considering the maximum, possibly frequency-dependent, c over all data sets j, i.e.,
Note that the norm-bound c in Eq. (33) is only defined on a discrete frequency grid. For instance, in the case that the identification data set is also used during model validation, then cðx i Þ is defined for x i 2 X id . In contrast, subsequent robust controller synthesis typically requires a continuous norm-bound regarding c. Hereto, the nonparametric overbound cðx i Þ, see Eq. (33), which is defined on a discrete frequency grid, can be overbounded by a dynamic overbound. Alternatively, a static overbound can be considered by considering the maximum c j (x i ) for all frequencies x i and all data sets j. In Refs. [29, 30] , it is shown using a Nevanlinna-Pick interpolation result that the resulting parametric model set also is not invalidated by the measurement data. The parametric overbound does not affect robust control-relevance in terms of Eq. (11), yet can reduce the upper bound in Eq. (10).
Validation Using Identification Data
Set. First, model validation is performed for the identification data set that is used in Sec. 6. As a consequence, performance guarantees regarding the controller that is based on the resulting model set can only be given for nominal operating conditions. The main reason to consider this model set is to enable a fair comparison. Specifically, the resulting control design is compared to a controller that is robust against system variations arising over the entire operating range. This comparison reveals performance degradation due to the required additional robustness.
In Fig. 9 , the validation results for the identification data set are presented. As explained in Sec. 7, the model uncertainty is quantified in a robust control-relevant domain. Indeed, recall from Fig. 7 and Sec. 6 that the nominal model coprime factors are most accurately modeled in the desired cross-over region, i.e., a large model mismatch is allowed at low and high frequencies. In Fig. 9 , it is observed that although the model is most accurate in the cross-over region, the estimated model uncertainty is largest in this frequency range. This is a direct result of quantifying the model uncertainty in robust control-relevant coordinates. Thus, it appears that from the perspective of high performance control, the low and high frequency ranges are less relevant to be modeled accurately.
As is discussed in Sec. 8.1, the nonparametric results in Fig. 9 are overbounded by a bistable and biproper parametric overbound, resulting in the model set P id . This model set P id can be used directly in a robust controller synthesis. The main advantage of the robust control-relevant coordinate frame is that the parametric overbound should be tight in the region where the nonparametric bound c is largest. This is exactly what is achieved by the second order bistable overbound in Fig. 9 .
Validation Using Many Data Sets to Guarantee
Robustness Against Varying Operating Conditions. The behavior of the hydraulic actuation system is expected to significantly depend on the operating conditions. For instance, the metal V-belt introduces coupling between the primary and secondary hydraulic cylinder. This coupling depends on the transmission ratio that varies continuously during normal operating conditions. In addition, the behavior of the hydraulic actuation system is expected to significantly depend on the absolute pressure levels.
The aim of this section is to construct a model set that encompasses the system behavior for a range of operating conditions. Hereto, data sets are collected for a range of relevant operating conditions. Specifically, the tolerable ranges of the pressures are given by 0 p p 20 bar and 0 p s 40 bar: In addition, a significant speed ratio range r s 2 ½0:41; 2:25 can be covered. Furthermore, a different frequency grid X val is employed during the experiments, where Hence,
The data sets that are identified at the frequency grid X val are used to investigate possible interpolation errors in the approximation from Eqs. (20) to (21) in Sec. 6. Furthermore, the matrix Q in Eq. (16) is chosen as a Hadamard matrix, i.e.,
! during several experiments to investigate possibly different system behavior when both inputs to the system are simultaneously perturbed. An overview of the considered data sets is shown in Table 1 .
The results of the validation procedure for all data sets are depicted in Fig. 10. From Fig. 10 , it is observed that the required model uncertainty bound c to explain the measurement data has significantly increased when compared to the situation where only the identification data sets are used, see Fig. 9 . This confirms the expectation that the system dynamics change significantly for varying operating conditions.
In addition, the use of a validation data set, where a different frequency grid X val is adopted in comparison with the frequency Fig. 9 Resulting model uncertainty norm-bound c as a function of frequency from model validation procedure: data set using primary input of r 2 (blue 3), data set using secondary input of r 2 (green^), parametric overbound resulting in P id (solid blue) grid X id in the identification data set, results in significantly larger model uncertainty. The cause can be at least twofold. First, an interpolation error can arise due to the use of a discrete frequency grid in Eq. (21) . For the considered application, however, the identified frequency response function is relatively smooth and this error is expected to be small. Second, by using another input signal, the frequency response function may vary due to the fact that the true system, which is nonlinear, is considered in its linearization around another trajectory. This phenomenon also arises in the identification of a linear approximation of a nonlinear system, see also Ref. [26, Chap. 3] . It is expected that the latter phenomenon dominates the former phenomenon for the hydraulic actuation system.
Similar to the results in Sec. 8.2, the model uncertainty is overbounded by a dynamic overbound of McMillan degree two to enable l-synthesis, see Fig. 10 . This leads to the model set P val .
9 Robust Controller Synthesis and Implementation 9.1 Robust Controller Synthesis. In this section, optimal controllers are synthesized. Hereto, C NP in Eq. (5) is computed using H 1 -optimization. The optimal robust controllers C RP;id and C RP,val in Eq. (9) for the model sets P id and P val , respectively, are computed using a generalization of so-called D -K-iterations that account for skewness of the structured singular value, see Ref. [22, Sec. 8.9 .1]. The resulting criterion values, which are computed by evaluating the H 1 -norm and using skewed-l-analysis, are given in Table 2 .
Regarding the identification of a robust control-relevant model set using C exp , it is observed that the nominal modelP in conjunction with the feedback controller C exp achieves a nominal performance of J ðP; C exp Þ ¼ 6:14. After application of the validation-based uncertainty modeling procedure in Sec. 8, the worst-case performance associated with the model set P val and C exp is given by J WC ðP val ; C exp Þ ¼ 7:98. When comparing this result to Fig. 10 , it appears that the bound in Eq. (28) indeed holds, since c ¼ 3.02. Hence, the size of model uncertainty indeed directly connects to the control criterion. Note that the bound in Eq. (28) is not tight due to the use of a dynamic overbound in Fig. 10 . Fig. 10 Resulting model uncertainty norm-bound c as a function of frequency: data sets on identification frequency grid X id (blue 3), data sets on validation frequency grid X val (green^). In addition, a parametric overbound is shown that results in P val (solid blue). on the nominal modelP. However, when the controller is evaluated using the entire model set P val , it is clear that although the robustness is enhanced compared to the optimal nominal controller C NP , a large performance degradation is observed that is reflected by J WC ðP val ; C RP;id Þ ¼ 18:56. Thus, the controller C RP,val results in the best performance when evaluated over the entire range of operating conditions. In addition, robust stability cannot be guaranteed when implementing C NP on the true system. A Bode diagram of the obtained controllers C exp , C NP , and C RP,val is depicted in Fig. 11 . Clearly, C exp is a diagonal controller. The optimal nominal controller C NP has significantly increased the controller gain. In addition, C NP is an inherently multivariable controller, since the off-diagonal elements are of significant magnitude. When comparing C NP with C RP,val , it is observed that the controller gain is decreased. Presumably, this enforces robustness.
Robust Controller Implementation
9.2.1 Simulation Results. Prior to the actual controller implementation, the control designs of Sec. 9.1 are evaluated on the nominal modelP that is obtained in Sec. 6, see Fig. 12 for the results. These simulations are performed under nominal operating conditions, see data set 1 in Table 1 .
On the basis of the observed responses in Fig. 12 , it is concluded that a decreasing control criterion J ðP; CÞ in Table 2 corresponds to a reduced rise time, which is a desired and expected property of the control criterion. In addition, it is observed that all synthesized controllers reduce the oscillations that are especially pronounced in the bottom right figure of Fig. 12 when the controller C exp is evaluated. This reduction of oscillations is expected to be caused by the inherently multivariable character of the resulting controllers. This leads to a reduction of the settling time from 0.4 s to 0.2 s. Finally, the simulated responses, see the top right and bottom left figures in Fig. 12 , reveal that the interaction between the primary hydraulic circuit and the secondary hydraulic circuit reduces when the control criterion decreases.
Experimental
Results. Next, the optimal robust controller C RP,val is implemented on the true system and compared to the initial controller C exp . A comparison with C NP and C RP,id is not performed, since these controllers either do not satisfy the robust stability condition or achieve poor robust performance. In addition, to enable a concise presentation, only results corresponding to nominal operating conditions are depicted, i.e., corresponding to data set 1 in Table 1 . Similar results have been obtained when the operating conditions of the hydraulic actuation system and the variator are changed, see Table 1 for these conditions. The measured step responses with C exp and C RP,val implemented are depicted in Fig. 13 . It is observed that the simulation results reliably predict the response obtained for the experimental implementation of both controllers. The main discrepancy is an oscillatory behavior that is attributed to centrifugal effects in the hydraulic cylinders, see Ref. [8] . The measurements confirm control-relevance of the nominal model. Furthermore, these results confirm that the optimal robust controller C RP,val is able to significantly improve the performance compared to the initial controller C exp .
Performance Evaluation for a Driving Cycle
In Sec. 9, the closed-loop step responses are evaluated for the experimental controller C exp and the robust controller C RP,val by means of the implementation on the true system P o . A comparison shows that the robust controller C RP,val outperforms the experimental controller C exp . However, the closed-loop step responses 
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Transactions of the ASME are only shown for the nominal operating conditions, i.e., the operating condition for data set 1 in Table 1 . To investigate robust stability and robust performance of the optimal robust controller C RP,val for a range of relevant operating conditions, a driving cycle for a passenger vehicle is evaluated in this section.
The extra urban driving cycle, which is a standardized driving cycle, is followed modulo small deviations due to physical limitations of the experimental setup. The duration of the driving cycle is equal to 400 s. Besides the pressure references p p,ref and p s,ref , the operating conditions are determined by the primary angular velocity x p , the secondary torque T s , and the speed ratio r s . The closed-loop experimental results for the driving cycle are depicted in Figs. 14 and 15. The measurements are not preprocessed. In Fig. 14, the primary angular velocity x p , the secondary torque T s , and the speed ratio r s are depicted. The ranges for x p , T s , and r s are given by 999 x p 2009 rpm, À47 T s 87 Nm, and 0:48 r s 2:19, respectively. These ranges are not covered by the operating conditions for data sets 1-16 in Table 1 , on the basis of which the optimal robust controller C RP,val is designed. Hence, the robustness of the optimal robust controller C RP,val is tested by the driving cycle.
In Fig. 15 , the pressures p p and p s are depicted. The ranges for p p and p s are given by 1:6 p p 13:3 bar and 2:2 p s 21:2 bar, respectively. Again, these ranges are not covered by the operating conditions for data sets 1-16 in Table 1 
Conclusions
In the present paper, a new approach that combines system identification and robust multivariable control design is developed for high performance robust control of a CVT hydraulic actuation system. The approach is tailored to deal with varying system dynamics that arise for the range of relevant operating conditions in a nonconservative manner. The results presented in the present paper are an enabler for a significant reduction of the fuel consumption and the emissions in passenger vehicles. Specifically, in, e.g., Ref. [8] , an approach to achieve optimal efficiency of the CVT is presented that delivers certain pressure references. For optimal operation and to avoid variator damage due to slip, it is of vital importance that these pressure references are accurately tracked despite the presence of significant disturbances and large variations of the system dynamics over the range of relevant operating conditions. The tracking of these pressure references is achieved by the proposed multivariable robust controller.
The proposed unified framework can be used directly to address product variations. Hereto, data from different CVTs should be used in the model validation procedure.
Regarding the results in the present paper, further performance improvement can be obtained by (1) considering two-degrees-offreedom controller implementations of the loop-shaping controller; (2) more accurate overbounds of the robust control-relevant model uncertainty using automated algorithms; (3) incorporating structure in the model uncertainty block, which is at the expense of more involved model validation and controller synthesis algorithms; and (4) adapting to setpoint variations, e.g., through a linear parameter varying modeling and control approach.
