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The  use  of  real  time  parameter  estimation methods  for  dynamic  flight modeling  in 
atmospheric  turbulence was  studied. Real  time parameter estimation  results of  flight 
data  in  atmospheric  turbulence  and  in  a  calm  atmosphere were  used  to  explain  the 
problem  and  identify  potential  error  sources.  The  use  of  indirect  atmospheric 
turbulence measurements  for  real‐time  parameter  estimation  in  a  linear  longitudinal 
dynamics model was  studied  to account  for atmospheric  turbulence.  It  is  shown  that 





studied as  sources of colored noise  in  the explanatory variables  resulting  from  typical 
atmospheric turbulence measurement techniques. The theory explaining the frequency 
dependent  upwash  and  time  delay  of  airflow  angle  vanes was  studied.  The  resulting 
upwash and time delay corrections were analyzed and compared to previous time shift 
dynamic modeling research. Simulation data, as well as  flight test data  in atmospheric 
turbulence, were used  to verify  the upwash and  time delay behavior. A methodology 
was  developed  to  apply  real  time  upwash  and  time  delay  corrections  to  the  airflow 
angle vanes, dramatically improving parameter estimation results over the existing state 
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3‐DOF      Three degrees of freedom 
6‐DOF      Six degrees of freedom 
AirSTAR    Airborne subscale transport aircraft research 
BAR      Bihrle applied research 
BAT      Best aircraft turbulence 
COTS      Commercial of the shelf 
CG      Center of gravity 
DHC      De Havilland Canada 
D‐ICES      Dynamic inversion control evaluation system 
EKF      Extended Kalman Filter 
FEM      Filter Error Method 
FLT      Flight 
GPS      Global positioning system 
ICEPro      Ice contamination envelope protection system 
LIDAR      Light detection and ranging 
MIL‐F‐8785C    Military specification ‐ flying  qualities of piloted airplanes 
NASA      National Aeronautics and Space Administration 
RTPID      Real Time Parameter IDentification 
SIDPAC    System Identification Programs for AirCraft 
SNR      Signal to noise ratio 
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G       Measurement noise distribution matrix 
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†         Complex conjugate transpose 
ˆ        Estimate 
~        Predicted 
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The  fundamental  problem  to  be  discussed  is:  given  a  dynamic  system  (aircraft) with 
unknown model parameters flying  in atmospheric turbulence, estimate a model of the 
dynamic  system  in  real  time  that  is  simple,  non‐iterative,  accurate  in  parameter 
estimates  and  in  parameter  error  measures,  and  rapid  in  its  response  to  changing 
dynamics.  The  measurements  of  this  dynamic  system  are  assumed  to  be  noise 
contaminated  by  colored  noise.  Colored  noise  is  defined  as  non‐white  noise  where 
white  noise  data  pairs  are  statistically  independent  (uncorrelated)  and  identically 
distributed (flat power spectrum). 
  
The  following  results  are  representative  of  the  effect  of  atmospheric  turbulence  on 
aircraft  dynamic  model  parameter  estimates.  Data  were  collected  using  the  NASA 
Langley AirSTAR T‐2 subscale generic transport aircraft during low and high atmospheric 
turbulence conditions. The T‐2 aircraft is a 5.5 percent dynamically‐scaled generic twin‐















Figure 2  shows parameter estimation  results  from T‐2  flight  test data using equation‐
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Each marker  represents  a  different  run,  and  only  the  last  estimate  of  each  real‐time 
parameter estimation run is shown. The error bars represent 2  or 95.5% confidence 




















































is  known  that  colored  noise  in  the  explanatory  variables  or  model  outputs  causes 
increased uncertainty and bias  [3, 4, 5]  in  the parameter estimates,  similar  to what  is 
observed  in  Figure  2  and  Figure  3  during  repeated  flight  test  maneuvers  in  high 

























of  the  colored noise and  in which explanatory  variables and/or outputs; whether  the 
atmospheric turbulence results in an inadequate model structure, and if so how should 






Center,  Cleveland,  OH,  and  NASA  Langley  Research  Center,  Hampton,  VA,  has 
successfully  developed  a  prototype  Ice  Contamination  Envelope  Protection  System 
(ICEPro)  [6,  7,  8,  9].    This  work  was  funded  under  a  grant  by  NASA’s  Research 
Opportunities in Aeronautics program (ROA‐2006), to address the environmental hazard 
of aircraft  icing.  In operational flight conditions, an aircraft can encounter atmospheric 
turbulence  and wind  shears  of  varying magnitudes  at  any  time,  and many  of  these 
atmospheric  turbulence  encounters  can  occur  in  icing  clouds.    The  ICEPro  system 
facilitates  flight  envelope  protection  by  making  continuous  real  time  stability  and 
control characteristics assessments, which are synthesized into flyable pilot cueing along 
with  visual  and  aural  alerts  during  in‐flight  icing  conditions.  Detection  of  degraded 
aircraft stability and control and performance due to  icing  is carried out by a dynamic 
inversion control evaluation system  (D‐ICES)  that compares expected aircraft behavior 
from  a  prior  knowledge  base  with  current  measures  of  those  behaviors.  When 
differences  reach  defined  thresholds,  real  time  parameter  identification  (RTPID) 
methods  are  invoked  to  estimate  current  stability  and  control  characteristics 
parameters, which  continuously  provide  envelope  protection  pilot  cueing  and  alerts.  
The development  effort  included  simulation‐based design,  testing,  and  verification. A 
pilot in‐the‐loop study was conducted to gather pilot performance data and opinions of 





avoiding  flight  conditions  and  configurations  that  can  result  in  an  upset  condition. 
However, the simulation could not duplicate all of the real‐world conditions that could 
have  first‐order  effects  on  system  performance,  such  as  those  due  to  atmospheric 




atmospheric  turbulence. Without  an  independent measurement  of  the  atmospheric 
turbulence or some type of atmospheric turbulence model, neither RTPID nor D‐ICES (or 
any other  technique) can distinguish between aircraft responses  to control  inputs and 
those due to atmospheric disturbances where the frequency content of the atmospheric 
turbulence  is  similar  to  the  frequency  content of  the  control  inputs or aircraft  states.  
This  recognized  deficiency must  be  resolved  in  order  to  provide  the  flight  deck with 




Simulation  studies  accomplished  for  this  work  showed  that  if  the  atmospheric 
turbulence  could  be  measured  accurately,  then  real‐time  parameter  estimation 
developed  in previous work  [5, 10]  could be applied directly  to obtain accurate,  real‐










In  general,  atmospheric  turbulence  is  measured  indirectly,  because  atmospheric 
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Earth, where  the Earth  is assumed  to be an  inertial  reference. Embedded  in  the wind 
velocity  vector  wV

 are  the  atmospheric  turbulence  air  velocities.  Because  wV

  is 









an  aircraft  is  removing  the  aircraft  velocity  with  respect  to  the  Earth.  Additional 
difficulties  arise  because  the  aircraft  distorts  the  airflow  around  it.  Once  the  wind 
velocity  vector  is  calculated  it  can  be  treated  as  an  explanatory  variable  in  the 
parameter estimation problem. Any  inaccuracies  in  the measurements or  calibrations 
will affect the calculated wind velocity vector and in turn the parameter estimates.   
 
A  number  of  atmospheric  turbulence  sensors  have  been  developed  over  the  years. 
Although  successful measurements  are  possible  using  a  simple  3‐axis  accelerometer 
system  to  determine  the  response  of  the  aircraft  to  gusts  of wind  [11],  this  can  be 
subject  to  large  errors  due  to  the  mass  of  the  aircraft  damping  the  response  to 
atmospheric turbulence. Notess [12] coupled accelerometers with fixed wind vanes and 
a  pitot‐static  aircraft  true  air  speed  (TAS)  sensor, whereas  Telford  and Warner  [13] 
improved on  this system with  the  introduction of a gyro‐stabilized platform. Although 
fixed  and  rotating  vanes  [14,  15]  have  been  used  to measure  airflow  relative  to  the 
aircraft; it is currently more common to use a differential pressure method [16, 17, 18] 
to  avoid  vibration  and  frequency  response  problems  associated  with  long  air  data 
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Roll attitude,  Xa , (deg)  0.10 
Pitch attitude,  Ya , (deg)  0.10 














The wind velocity vector  is found from the vector subtraction  in Eq. (2).   The following 





earth axis  , ,tN tE tDV V V   [24, 25, 26]. The multiplication must be performed  in the exact 
order , , , ,     . 
 
   
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This  theoretical  development  assumes  that  the  requisite  variables  in  Eq.  (6)  are 
measured without error. Practical implementation of this theory necessitates extensive 
ground and  inflight calibrations to account for boom misalignment, upwash, sidewash, 
angular  rate error, boom bending, and  response  lag  characteristics, among others.  In 








A  search  was  conducted  to  identify  candidate  commercial  of  the  shelf  (COTS) 
atmospheric  turbulence sensors. Several sensors were  identified using state of  the art 
light detection and ranging (LIDAR) [27] technology with an airflow angle accuracy of 1.0 
degrees.  In comparison,  flight  test air data booms with  traditional air data  technology 
can be calibrated  to an accuracy of 0.1 degrees. Unfortunately,  the accuracy of LIDAR 
based sensors requires an order of magnitude improvement to be useful for the present 
work.  Several  additional  sensors were  identified  using  traditional  air data  technology 
[28,  29].  The  AIMMS‐20  probe  by  Avantech  Research  [29]  was  chosen  for  further 
investigation  because  it  provides  the  most  accurate  wind  determination  of  all  the 







and  inertial  instrumentation  will  yield  similar  performance  specifications  for  the 
measurements they have in common. The advantage of the AIMMS‐20 probe is that it is 
packaged as a COTS  system. The disadvantage of  the AIMMS‐20 probe and all of  the 
other COTS products identified is that atmospheric turbulence is not measured directly 
but  computed. Hence,  the  COTS  solutions  are  no  different  than  applying  the  theory 























Longitudinal acceleration,  Xa , (g)  0.003 
Lateral acceleration,  Ya , (g)  0.003 






















variables.  In  this work,  it  is  assumed  that  atmospheric  turbulence  affects  the  alpha 
measurement system  in a manner that can be considered equivalent to colored noise. 
Possible  sources  of  colored  noise  in  the  explanatory  variables  include:  frequency 
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response of airflow angle vanes,  frequency  response of  the boom, wing aerodynamic 
response  to  atmospheric  turbulence,  aerodynamic  model  structure,  pitot‐static 
frequency response, and airframe structural dynamics, among others.  
 
Several  potential  sources  of  colored  noise  in  the  explanatory  variables  were 
investigated.  These  included:  frequency  response  of  airflow  angle  vanes,  structural 
response of an air data boom, wing aerodynamic response  in atmospheric turbulence, 
and  aerodynamic  model  structure.  The  pitot‐static  frequency  response  was  not 
investigated because the altitude and airspeed measurements are of secondary effect in 
aircraft  parameter  estimation.  Altitude  and  airspeed  are  used  in  the  non‐
dimensionalization  process  but  are  not  primary  independent  variables  in  the 
aerodynamic model  Eq.  16  (presented  later  in  this  chapter). Also,  airframe  structural 
dynamics were not investigated because air data sensors were assumed to be mounted 
on the nose of the fuselage which was assumed to be relatively stiff compared to wing 
tip  mounted  installations.  Additionally,  since  the  airflow  anglesα andβ   are  the 




1) Atmospheric  turbulence  is  a  significant  source  of  colored  noise  in  the  airflow 




Equations of Motion 
 
The full nonlinear flat earth 6 degree of freedom (6‐DOF) rigid body equations of motion 










surface  and  is  confined  to  small  distances  so  that  the  earth’s  surface  can  be 
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X Z XZI I I                           (8d) 
tan ( sin cos )p q r                        (9a) 
cos sinq r                          (9b) 





                       (9c)
cos cos ( cos sin sin sin cos ) (sin sin cos sin cos )Np u v w                
                         (10a)
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                         (10b) 
sin sin cos cos cosh u v w                       (10c) 
Non‐dimensional  aerodynamic  force  and moment  coefficients  for  an  aircraft  can  be 
computed from flight measurements as follows [5]: 
Longitudinal: 
cos sinL Z XC C C        (11a)   
cos sinD X ZC C C           (11b) 
2 2[ ( ) ( ) ] /m Y X Z XZ TC I q I I pr I p r M qSc        (11c) 
where, 
( ) /X X XC ma T qS      (11d) 
( ) /Z Z ZC ma T qS      (11e) 
Lateral‐Directional: 
/Y YC ma qS     (12a) 
[ ( ) ( ) ] /l X XZ Z YC I p I pq r I I qr qSb          (12b) 
[ ( ) ( ) ] /n Z XZ Y XC I r I p qr I I pq qSb          (12c) 
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The  Δ  notation  indicates  a  small  perturbation  from  a  reference  condition.  In  each 
expansion, a single term is shown to represent all relevant and similar control terms, to 
simplify the expressions. For example,  in Eq. (14b), the term  lC    represents all the 
control  terms  for lC ,  e.g. a rl l a l rC C C         .  In  Eq.  (14b),  OlC   represents  the 
non‐dimensional  rolling moment at a  reference  condition,  and  similarly  for  the other 
expansions.  
These coefficients are called the aircraft stability and control derivatives. Each derivative 














For  flight  about  one  flight  condition  (Altitude  and Mach  number)  the  stability  and 




directional  motion.  To  simplify  the  problem  statement  only  the  3‐DOF  longitudinal 
model is analyzed. This is carried out by setting  0p r p r         in Eqs. (7‐10). 
Further simplification of the longitudinal equations of motion can be achieved using the 
short period approximation. Most longitudinal flight maneuvers of interest for real time 
parameter  identification  purposes  occur  over  relatively  short  time  periods,  and 
therefore involve the short period response. The short period approximation is obtained 
by  assuming  that  changes  in  velocity  are  negligible,  and  therefore  the  drag  force 
equation, Eq. (7a), is eliminated. 
By setting 0v p r p r       , assuming that the propulsive forces act through the 
aircrafts  x‐axis,  and  eliminating  the  drag  force  equation,  the  force,  moment,  and 
kinematic equations reduce to: 




                 (15a) 
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Atmospheric Turbulence Model 
 
Turbulence can be considered a cascade of eddies of different sizes or scales.  An ‘eddy’ 
is  a  turbulent motion,  localized  over  a  region  of  size  l, which  is  at  least moderately 
coherent  over  this  region.  The  region  occupied  by  larger  eddies  also  contain  smaller 





The  three  turbulence  scales  [30]  are  the  integral  length  scale  (largest),  Taylor 
microscale, and Kolmogorov length scale (smallest). The bulk of the energy is contained 







therefore  called  the  energy‐containing  range.  All  eddies  are  unstable  and  break  up, 














In comparison  to wind  tunnel  turbulence,  the  length scales  in atmospheric  turbulence 
can  be  orders  of  magnitude  larger.  For  example,  in  wind  tunnel  turbulence  [31], 
turbulence scales range from microns to 1 meter. In atmospheric turbulence the integral 
length scale ranges from meters to kilometers. Additionally, atmospheric turbulence  is 
generated  in  the  integral  scale  and  consumes  90%  of  the  atmospheric  turbulence 
lifetime.  The  transition  to  the  Taylor  and  Kolmogorov  scales  represent  10%  of  the 
atmospheric turbulence lifetime. 
 





turbulence  levels were  implemented as defined per MIL‐F‐8785C  [32] and were based 
on  a  Dryden  turbulence  spectrum  [33].  The  atmospheric  turbulence  velocity 
components were  generated  randomly within  the  guidelines of  the Dryden  spectrum 
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aerodynamics wind turbulenceu u u u                   (17a) 
aerodynamics wind turbulencev v v v                    (17b) 







levels  is  between  10‐1  and  10‐2,  for  moderate  turbulence,  the  probability  is 
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approximately  10‐3,  and  for  severe  turbulence  it  is  approximately  10‐5.  Severe 
atmospheric  turbulence  levels  are  rarely  encountered,  therefore,  in  this work  severe 
atmospheric turbulence is not considered.  
 
Assumptions and Simplifications 
 





2) Existing  COTS  atmospheric  turbulence  sensors  do  not  offer  an  accuracy 




3) The  colored  noise  investigation was  limited  to:  frequency  response  of  airflow 
angle  vanes,  structural  response  of  the  air  data  boom,  wing  aerodynamic 
response to atmospheric turbulence, and aerodynamic model structure. 
4) The  focus  is on the airflow angle α, since  it  is a  first order explanatory variable 
with  the  largest  contribution  in  the  dynamic modeling  process.  The  angle  of 
sideslip  β  is  not  considered,  because  aircraft  modeling  is  restricted  to 
longitudinal motion along its three degrees of freedom. 




























2) This work  demonstrates  how  to  correctly  simulate  colored  noise  for  longitudinal 
parameter  identification created by atmospheric turbulence on the airflow angle α 
explanatory variable. 
3) It demonstrates  that once airflow angle α  is corrected, other sensors do not need 








5) It develops a simple real  time methodology  that complements  the state of  the art 






The  remaining  chapters  focus  on  a  literature  review  for  real  time  parameter 
identification methods with emphasis on frequency domain sequential least squares and 
an extended Kalman filter (Chapter II), a detailed investigation into the assumed sources 
of  colored  noise which  includes  the  frequency  response of  airflow  angle  vanes, wing 
aerodynamic response in atmospheric turbulence, and the structural response of the air 
data boom  (Chapter  III), various evaluations of  the assumed  sources of  colored noise 
using a desktop 3‐DOF longitudinal simulation of NASA’s DHC‐6 Twin Otter (Chapter IV), 
an analysis of flight data with light atmospheric turbulence demonstrating the proposed 










identification  methods,  1)  model  the  atmospheric  turbulence  mathematically  and 
estimate the corresponding parameters and 2) measure the atmospheric turbulence. In 
the  first  approach,  the  identification  of  dynamic  models  containing  atmospheric 
turbulence is classified as a system with state and measurement noise. The three most 
prevalent methods  for  identifying  dynamic models  from  flight  data  are  output  error, 
equation error, and filter error. It has been shown that output error and equation error 





and  measurement  noise  [34].  In  the  second  approach,  atmospheric  turbulence  is 
measured,  treated  as  a  known  input,  and  accounted  for  in  the  aerodynamic model 
structure. This approach can be directly implemented in output error and equation error 
methods.  The  approach,  however,  requires  precise measurement  of  the  atmospheric 
turbulence. Any  inaccuracies  in  the measurements, airflow calibration errors and  time 
delays,  angular  rates,  and  accelerations  will  affect  the  accuracy  of  the  stability  and 
control  derivatives.  For  these  reasons  the  first  approach  is more  commonly  used.  If 
neither approach  is used, aircraft  responses due  to atmospheric  turbulence are  force‐
fitted  in  output  error  or  equation  error  methods.  The  force‐fit  is  a  result  of  both 






In practice, colored measurement noise  (non‐Gaussian)  is normally  seen  in  flight data 






power concentrated at  lower  frequencies on the  interval  [0.1, 7.0] Hz.   This  frequency 
range overlaps typical aircraft rigid‐body dynamic mode frequencies on the interval [0.1, 




Since  the  non‐measurable  process  noise makes  the  system  stochastic,  it  requires  a 
suitable state estimator to propagate the states. If filter error methods are used [36, 35, 
37, 3, 38], discriminating signal from noise  is  implemented through weighting matrices 
that  represent  assumed measurement  and  process  noise  covariance matrices.  In  this 
case, adjustment of one or more  tuning parameters must be done  in  simulation.  For 





Iliff  [3].  A  more  detailed  explanation  is  given  by  Jategaonkar  [38].  For  real‐time 








Extended system - EKF 
 
In order  to demonstrate  the  required parameter  tuning associated with  the EFK, one 
data set will be analyzed from an HFB‐320 research aircraft. The Hansa HFB‐320 was a 
forward  swept  wing  business  jet  operated  by  the  German  Aerospace  Center  (DLR) 
research  institute. This data set and analysis script were available  [38, 46] and will be 
used to determine the lift, drag, and pitching moment stability and control derivatives in 
atmospheric  turbulence.  These  data  are  representative  of  flight  tests  carried  out  to 












seconds from the  , ,z xa a time histories and over the complete airspeed, V time history. 
 
Figure  7  represents  time  histories  of  the  output  variables,  measured  (blue)  and 
estimated (red), and the  input variable (elevator deflection) for the HFB‐320 aircraft  in 
light atmospheric turbulence. The estimation process was carried out using the extend 




Close  inspection  reveals  a  poor match  of  velocity,  angle  of  attack,  and  longitudinal 










estimated outputs  for  the velocity, angle of attack, and  longitudinal acceleration with 
zero process noise. The velocity time history shows significant differences between the 
measured and estimated output values  from 15 seconds  to 45 seconds. This  is due  to 
atmospheric  turbulence  and  to  the  pulse  elevator  input  from  25  to  42  seconds.  By 
design,  the  pulse  elevator  input  excites  the  phugoid  dynamic mode  resulting  in  the 
velocity variation. The presence of atmospheric turbulence during the velocity variation 
and  the  lack  of  process  noise  tuning  cause  the measured  and  estimated  outputs  to 
















The  following  results  (Table  3),  averaged  over  the  last  10  estimates,  represent  the 




Name  Estimate  Std. deviation  Relative Std. deviation (%) 
CD0  1.96E‐01  9.07E‐04  0.46 
CDV  ‐1.16E‐01  8.42E‐04  0.73 
CDα  8.45E‐02  1.74E‐03  2.06 
CL0  7.87E‐02  5.67E‐03  7.21 
CLV  2.11E‐02  5.36E‐03  25.4 
CLα  4.07E+00  1.42E‐02  0.35 
Cm0  7.71E‐02  1.39E‐03  1.80 
CmV  3.84E‐02  1.32E‐03  3.43 
Cmα  ‐9.92E‐01  2.92E‐03  0.29 
Cmq  1.55E+01  1.63E‐01  1.05 
Cmδe  1.17E+00  3.64E‐03  0.31 
 
 
Although  the  time  history  comparison  is  poor  for  several  of  the  outputs  shown  in 
Figures  8‐10,  the  stability  and  control  coefficient  derivatives  and  their  respective 










In the next example, example 2, the process noise was  increased  from zero to 0.13  in 
the velocity state by trial and error. The process noise for angle of attack, pitch attitude, 
and  pitch  rate  remained  zero.  Figures  11‐13  provide  a  detailed  view  of  differences 



















As  shown  in  Figures  11‐13  the  output  matching  for  velocity,  angle  of  attack,  and 
longitudinal acceleration dramatically improved by adding process noise to the velocity 
state.  However,  the  improved  output  matching  caused  a  change  in  the  derivative 
estimates  and  deterioration  in  the  relative  standard  deviations.  The  following  results 
(Table  4),  averaged  over  the  last  10  estimates,  represent  EKF  results  with  velocity 
process noise. 
Table 4. EKF with velocity process noise 
Name  Estimate           Std. deviation  Relative Std. deviation (%) 
CD0  1.30E‐01  2.44E‐03 1.88 
CDV  ‐7.10E‐02  2.09E‐03 2.95 
CDα  3.20E‐01  6.04E‐03 1.88 
CL0  4.66E‐02  6.21E‐03 13.3 
CLV  3.32E‐02  5.36E‐03 16.2 
CLα  4.15E+00  1.97E‐02 0.48 
Cm0  1.17E‐01  1.86E‐03 1.58 
CmV  4.27E‐03  1.68E‐03 39.3 
Cmα  1.02E+00  3.84E‐03 0.37 
Cmq  2.94E+01  3.10E‐01 1.05 































Name  Estimates  Std. deviation  Relative Std. deviation (%) 
CD0  1.23E‐01  3.09E‐03  2.52 
CDV  ‐6.43E‐02  2.61E‐03  4.05 
CDα  3.19E‐01  7.42E‐03  2.32 
CL0  ‐9.05E‐02  2.00E‐02  22.2 
CLV  1.48E‐01  1.68E‐02  11.4 
CLα  4.31E+00  4.90E‐02  1.14 
Cm0  1.14E‐01  2.66E‐03  2.33 
CmV  5.21E‐03  2.34E‐03  44.9 
Cmα  1.01E+00  7.91E‐03  0.79 
Cmq  3.72E+01  5.39E‐01  1.45 





derivative  estimates  and  continued  deterioration  in  the  relative  standard  deviations, 
results are not shown. 
 
The  following  table  (Table 6) compares  the derivative estimates and  relative  standard 
deviations (in parenthesis) using the extended system EKF method.  In general, there  is 



















CD0  0.1960  0.1300  0.1230 
(0.46)  (1.88)  (2.52) 
CDV  ‐0.1160  ‐0.0710  ‐0.0643 
(0.73)  (2.95)  (4.05) 
CDα  0.0845  0.3200  0.3190 
(2.06)  (1.88)  (2.32) 
CL0  0.0787  0.0466  ‐0.0905 
(7.21)  (13.32)  (22.16) 
CLV  0.0211  0.0332  0.1480 
(25.43)  (16.16)  (11.36) 
CLα  4.0700  4.1500  4.3100 
(0.35)  (0.48)  (1.14) 
Cm0  0.0771  0.1170  0.1140 
(1.80)  (1.58)  (2.33) 
CmV  0.0384  0.0043  0.0052 
(3.43)  (39.32)  (44.92) 
Cmα  ‐0.9920  ‐1.0200  ‐1.0100 
(0.29)  (0.37)  (0.79) 
Cmq  ‐15.5000  ‐29.4000  ‐37.2000 
(1.05)  (1.05)  (1.45) 















Additionally, much of  the accuracy of  the  results depends on  the measurement noise 
matrix.  How  to  specify  the  starting  values may  not  be  obvious  in  each  case.  Such 
information  may  come  from  laboratory  calibration,  uncertainty  analysis,  prior 
estimation  results,  or  from  Fourier  smoothing  [47].  In  general,  as  the measurement 
noise values increase the relative standard deviations deteriorate. The same process as 
depicted in Figure 8 through Figure 16 would replicate this deterioration but for brevity, 
results  are  not  shown.  In  the  worst  case,  the  measurement  noise  values  are 
inadvertently  low  and  misrepresent  the  accuracy  of  the  aerodynamic  stability  and 
control  derivatives.  A  brief mathematical  explanation  of  the  EKF  is  provided  in  the 
background section. 





parameter  identification  is sequential  least squares  in the  frequency domain proposed 
by Morelli  [10, 5]. This method will be  referred  to as  real‐time parameter estimation 
(RTPID).  RTPID  uses  a  recursive  Fourier  transform  to  assemble  frequency‐domain 
information  in  real‐time,  then  uses  least  squares  regression,  using  an  equation  error 
formulation,  in  the  frequency  domain  to  compute  parameter  estimates  and  error 
measures. RTPID  is simple, non‐iterative, and accurate.  It provides accurate parameter 
error  measures,  is  robust  to  measurement  noise,  sensor  problems  (dropouts,  time 





that  work,  the  impact  of  atmospheric  turbulence  is  minimized  by  increasing  the 
amplitude  of  the  excitation  inputs  (multi‐axis  orthogonal  optimized multisine  inputs) 
during  low atmospheric  turbulence and/or sifting  the  frequency‐domain data  for each 
explanatory  variable. By  sifting  out  the  rigid  body  dynamics  the  remaining  frequency 
domain information is discarded.    
 
Multi‐axis orthogonal optimized multisine  inputs are effective  for  stability and control 
flight  testing. The mathematical details of  this  input design  technique can be  found  in 








The  general  idea  is  to  excite  the  aircraft  using  perturbation  inputs  with  frequency 
content over a  range of  frequencies  that encompass  the expected rigid body dynamic 







Multi‐axis orthogonal optimized multisine  inputs  require  the use of an onboard  flight 
computer.  In  the  work  by  Morelli  [48],  the  impact  of  atmospheric  turbulence  is 
minimized  by  increasing  the  input  amplitude. Although  effective  in  light  atmospheric 
turbulence, there are practical  limits to this approach. Larger  input amplitudes  lead to 
aerodynamic nonlinearities and potentially violent maneuvers.   Because the  frequency 















noise  ratio  (SNR)  by  sifting  the  frequencies  designed  into  the  multi‐axis 
orthogonal  optimized  multisine  inputs  and  discarding  all  other  frequency 
content. 
3) Input amplitude  is  increased to overpower atmospheric turbulence and  further 
increase the SNR.  
Disadvantages 
1) Multi‐axis orthogonal optimized multisine  inputs  cannot be  flown by a human 
pilot and require an onboard flight computer. 
2) The  “sifting”  process  does  not  explain  the  cause  of  colored  noise  in  the 
explanatory variables. Additionally,  the  sifting process calculated better  results 








In  this work an analytical  technique  is developed  that accounts  for a major  source of 
colored  noise  in  the  airflow  angle  α  explanatory  variable  for  real  time  parameter 
identification  in atmospheric turbulence. In sharp contrast to the extended system EKF 
and  accompanying  process  noise  tuning  parameters,  process  noise  (atmospheric 
turbulence) is accounted for by correcting the airflow angle α measurement.   It will be 
demonstrated  that  once  the  airflow  angle  α  is  corrected,  other  sensors  do  not  need 
additional  corrections.  This  makes  sense  since  the  equations  of  motion  and 
aerodynamic model  structure  are  derived  about  the  aircraft’s  center  of  gravity.  The 
required sensors for aircraft parameter identification using Eqs. (16) include an air data 
sensor, attitude sensor, rates and accelerations sensor, and surface position sensor(s). 
Given  the  assumption  that  the  aircraft  is  rigid  the  attitude,  rates,  accelerations,  and 
surface position  sensors mounted  inside  the aircraft are not affected by atmospheric 
turbulence. The air data sensors are by necessity outside of the airframe and are directly 
affected  by  atmospheric  turbulence.  Furthermore,  in  contrast  to  the  multi‐axis 
orthogonal  optimized  multisine  inputs  and  the  sifting  process,  classical  parameter 











The  following  mathematical  summaries  follow  Jategaonkar  [38].  First,  the 











       x t x t u t w t  A B F                     (18a) 
       y t t x t u t C D                       (18b) 
     z t y t v t G                       (18c) 
The  addition  of  process  noise  w t   causes  the  system  to  no  longer  be  deterministic. 
Therefore  it  is not possible  to  integrate  the  state  variables. Rather,  it  is necessary  to 
incorporate a suitable state estimator. For linear systems, the Kalman filter provides an 
optimal  state  estimator  [54].  For  nonlinear  systems,  the  EKF  gives  an  approximate 
solution to the problem.  
 
There  are  two  important  assumptions  that  are  made  for  the  processF and 
measurement  noise  Gmatrices.  First,  it  is  assumed  that  both  matrices  affect  the 
dynamic  system  linearly, which  allows  the  additive  noise  representation  in  Eqs.  (18). 
Second, the process noise   w t  is assumed to be characterized by a zero‐mean Gaussian 
noise with identity spectral density, and the measurement noise   v t  is assumed to be 
characterized by a sequence of Gaussian random variables with zero mean and identity 
covariance.  It  is  further assumed  that  the process noise and  the measurement noise, 
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  denotes  the  system  parameters  appearing  in  f  and  g.  To  apply  the 
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The  elements  of  the  system  state  and  control  input  matrices,  A andB ,  are 
approximated using the central difference formula given by: 
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is a column vector with one in the  thj  row and zeros elsewhere, and  jx  and 
ju   are  small  perturbations  in  each  of  the  xn   states  and  un   control  variables.  The 
matrices  C   and  D   are  similarly  approximated  from  the  observation  function g . 
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    (29) 




In  order  to  estimate  aircraft  stability  and  control  derivatives  (parameters),  the 
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where  the  subscript  “a”  denotes  the  augmented  variables, af   and  ag   are  system 
functions of the state and observation equations of the augmented systems, and  aF   is 
the  corresponding  process  noise  matrix.  As  before,  the  process  noise   aw t

  and 
measurement  noise   v k   are  assumed  to  be  zero mean,  uncorrelated  and mutually 
independent; F  and G  are the corresponding noise distribution matrices. 
 
We  can  apply  the  EKF  computation  procedures  to  the  extended  system  previously 
defined  to obtain  estimates  of  the  augmented  states, ax

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Correction Step (measurement update) 
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This  formulation  of  the  EKF,  together  with  modeling  equations  (repeated  next  for 
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The  real‐time  parameter  estimation  algorithm  being  employed  was  developed  by 
Morelli [10], and is based on a frequency domain approach implemented in version 2.0 
of  SIDPAC  [5,  53].  A  detailed  listing  of  the  real‐time  parameter  estimation  function 
rtpid_totter.m  is  included  in APPENDIX 1. The approach uses a  linearized model of the 
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  from air  flow angle data and angular rate data.     Outputs  y

 are aircraft states and 
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The cost function is 
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for m  frequencies                       (45) 
where  ka   and  kb   are  the 
thk   row  of  matricesA andB ,  respectively,  and
       k k n k k nx n x , u n u      .    Each  line  in  Eq.  (44)  can be  analyzed  separately  in 
this way, which implements an equation‐error formulation [10].   The least squares cost 
function in each case can be formulated as 
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                             (47) 
 
and  the unknown parameters  fromA andB are contained  in  the parameter vector  

. 
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                   (48) 
Performing  the  identification  in  the  frequency  domain  is  advantageous  for  this 
application because of computational efficiency, robustness to noise and data dropouts, 
and reliable confidence bounds from the covariance matrix.  This is due to the automatic 
filtering  inherent  in using a  limited bandwidth for the recursive Chirp Z transform [10], 
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since  the  rigid‐body  dynamics  of  typical  piloted  aircraft  lie  in  a  relatively  narrow 
frequency band of approximately 0.01‐2.0 Hz.  
 
The finite Fourier transform of a signal   x t  is defined by 
    2
0
k
T j f tx x t e dt  
                      (49) 
The corresponding Euler approximation to the integral is defined as 






j f i t
i




                       (50) 
This summation is defined as the discrete Fourier transform, 
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Therefore, the finite Fourier transformation approximation can be written as 
   x tX  
                        (52) 
where, 
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For  a  given  frequency2 f
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Equation  (56)  is  the  recursive Fourier  transform. Unfortunately,  the  frequency spacing 





(approximately  10  seconds)  parameter  estimation  maneuver  will  result  in  coarse 
frequency  spacing. This  is exacerbated by  the  fact  that  frequency  range will  span  the 
frequency  range  up  to  the Nyquist  frequency. A  better  implementation  proposed  by 
Morelli  [55]  effectively  decouples  the  frequency  resolution  from  the  length  of  the 
record. This  implementation  is  referred  to as  the Chirp  Z  transform. Additionally,  the 
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  /m YC I q qSc        (58b) 
where, 
( ) /X X XC ma T qS       (58c) 




 0 1 2 0f . , . Hz.  This  frequency  range  includes  all  the  rigid‐body  dynamics  in  the 
measured input and output data for the maneuver. Excluding zero frequency effectively 
minimizes  large  zero  frequency  spectral components  (associated with  trim values and 
measurement  biases)  from  spilling  over  and  contaminating  neighboring  frequencies. 
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In order  to  investigate  the  frequency  response of airflow angle vanes, a  second‐order 
airflow vane sensor dynamic model was studied. A natural frequency of  9 Hzn   and 
a damping ratio of  0 35.   were chosen as representative values for a dynamic model 
of  the airflow  vanes  [15, 57, 58].  Typical natural  frequency and damping  ratio  values 



















In  order  to  investigate  the  in‐flight  structural  response  of  the  air  data  boom,  airflow 
angle flight data collected in a DHC‐6 Twin Otter during multiple parameter etstimation 
maneuvers was analyzed in the frequecy domain using Fourier coefficients [5]. Figure 19 
shows  the  frequency  response data  for  the entire  frequency  range, up  to  the Nyquist 
frequency  [59]  at  25  Hz.  The  longitudinal  and  lateral  natural  frequencies  for  the 
dominant structural modes of the air data boom are approximately 8 and 9 Hz. These 











During  low‐level  flight  tests over  the  terrestial and marine boundary  layer, a  Long EZ 
research  aircraft  was  used  to  measure  atmospheric  turbulence  [22].  Details  of  the 
aircraft  and  its  instrumentation  system  are  found  in  the  cited  reference.  The  boom 
motion with respect to the center of gravity (accelerometers installed at each location) 
is  summarized  in  the  following  figure  [22]  (reprinted with permission) during  flight  in 
light  atmospheric  turbulence.  The  phase  trace  compares  fuselage  and  probe 



















was not available  for  the DHC‐6 Twin Otter. Therefore,  the structural  response of  the 
nose boom may be a source of colored noise in the angle of attack regressor but cannot 














vertical wind  velocity measurements  near  the  nose  of  an  aircraft,  is  the  frequency‐
dependent upwash and time delay. These are shown to be the result of not taking into 
account  the decrease  in  lift and subsequent decrease  in upwash correction with eddy 
frequency caused by the response of the wing vortex system to atmospheric turbulence, 
the  variation of  spanwise  loading with  eddy  frequency,  and  the  longitudinal distance 
between the angle of attack sensor and the leading edge of the wing, respectively.  
 
The unsteady aerodynamic analysis  in Ref.  [60]  (derived  in detail  in APPENDIX 2) was 
applied  to  flight  data  from  the NASA Glenn DHC‐6  Series  100  Twin Otter  aircraft  to 
calculate  the  angle of  attack upwash  and  time delay  as  a  function of  frequency.  The 
required upwash correction and time delay are summarized in Figure 21 and Figure 24, 




















upwash correction    11 uk
 is explained by examining a sensor model: 
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At  low  frequencies  (representing  flight  in  a  calm  atmosphere),  the  scale  factor  is 
approximately 0.75 and increases to 0.90 as kb approaches 2.0. A kb value of 2.0 (using 
the  DHC‐6  Twin  Otter  wing  span  and  110  knot  cruise  airspeed)  corresponds  to 
approximately  2.0 Hz.  Therefore,  over  the  frequency  range  of  interest  for  rigid  body 
aircraft  dynamics  (0.1  to  2.0 Hz),  the  scale  factor  changes  from  0.75  to  0.90  due  to 
atmospheric turbulence.  
 
The  frequency  dependant  upwash  correction  is  caused  by  the  aircraft’s  response  to 
atmospheric turbulence. In Refs. [62, 63] Sears and Von Karman theorized the frequency 
response of a thin wing (infinite span) to a sinusoidal gust in the direction of flight. The 
two dimensional Sears  function  is plotted  in Figure 22. For each value of  the  reduced 
frequency  kc,  a  vector  drawn  from  the  origin  to  the  curve  in  Figure  22  (top  plot) 
represents  the  lift  in  both  magnitude  and  phase.  As  the  reduced  frequency  kc  is 
increased  from  zero  the magnitude  of  the  lift  vector  decreases  continuously  (middle 
plot). The vector at first lags behind and at approximately kc = 0.6 the vector leads by a 
progressively  greater  phase  angle  (bottom  plot).  The  magnitude  and  phase  angle 







Flight  test data  from  test points 4, 6, and 7 were selected to verify  the changes  in  lift 
(magnitude  and  phase)  calculated  by  the  Sears  2‐D  function.  Test  point  4  represents 
flight  test  data  in  light  atmospheric  turbulence  without  ice.  Test  points  6  and  7 
represents flight test data in a calm atmosphere without ice. Additionally, test points 4, 










As  theorized  by  Sears  and  Von  Karman,  test  point  4,  light  atmospheric  turbulence 




In Ref.  [60]  , the changes  in  lift calculated by the Sears 2‐D  function SG are  linked to a 
calm atmosphere upwash model. 
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Equation 64 relates the changes  in  lift (Sears 2‐D function) to the upwash angle and  in 














The magnitude  of  the  time  delay  represents  the  correction  required  to  calculate  the 


















(elevator doublets) oscillations  in  run 1 and a combination of  forced and atmospheric 






the  inertial measurements  are  taken  at  the  center  of  gravity,  it  is  expected  that  the 
measured angle of attack will  lead the reconstructed  inertial angle of attack. However, 
the reconstructed angle of attack  leads the measured angle of attack and  is  in error  in 
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It  is  conceivable  that  the  aerodynamic  model  structure  is  different  in  atmospheric 
turbulence than in smooth air, although such differences have not been documented in 
flight  [64]. An  alternative  aerodynamic model  structure  to  Eq.  (16)  includes  two new 
stability  derivatives 
S
Cm and GCm .  These  parameters  represent  the  non‐dimensional 
pitching moment  due  to  αs  (rigid  body  dynamics)  and  the  non‐dimensional  pitching 
moment  due  to  αG  (atmospheric  turbulence)  respectively.    Similar  coefficients were 
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Cm and GCm  represent different contributions due to the 
effect of atmospheric turbulence on the aircraft. Stated differently, knowing the effect 
of atmospheric  turbulence on α  sensor does not  imply  that  the effect of atmospheric 
turbulence on  the  aircraft  response  can be  calculated by  simply multiplying  α by  the 
usual  α  stability derivatives,  ZC  andCm .  It  is assumed  that  the effect of atmospheric 
turbulence on aircraft response is proportional to the effect of atmospheric turbulence 
on  the  α  sensor;  therefore,  atmospheric  turbulence  coefficients  are  estimated  using 
turbulent α as a regressor to capture its effect. So it’s not really a turbulent α coefficient 
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Simulated test results of this model are presented in the next chapter. In summary, this 
chapter  investigated  the  frequency  response  of  airflow  angles  vanes,  the  structural 
response of  the air data boom, wing aerodynamic  response, and aerodynamic model 
structure  in atmospheric  turbulence as potential  sources of  colored noise. An airflow 
vane  dynamic  model  was  proposed  to  investigate  (via  simulation)  contributions  to 
colored noise. Frequency based airflow angle  α  calculations  showed  that  the air data 
boom was  insensitive  to  vibrations  but  additional  testing was  recommended.  It was 

















































In  the  dynamic modeling  process,  no  attempt was made  to  estimate  the  axial  force 
coefficients,  because  the  aircraft  excitations  did  not  appreciably  change  airspeed, 
resulting  in  a  low  signal‐to‐noise  ratio  for  the  axial  force  coefficient  parameter 
estimation.  In  total,  six  model  parameters  were  estimated,  
 and Z Zq Z e M Mq M eC ,C ,C ,C ,C , C .     
Noise for Simulated Time Histories 
 
Gaussian measurement  noise was  added  to  the  regressors  using  the  SIDPAC  buzz.m 
function.  The  signal  to  noise  ratio  was  set  at  50.  This  is  typical  of  flight  test 
instrumentation  systems. Atmospheric  turbulence  (process noise) was  tested as  calm, 
light, moderate, and  severe. Atmospheric  turbulence  implementation and  levels were 
defined per MIL‐F‐8785C [32] and were based on the Dryden turbulence spectrum [33]. 
The turbulence velocity components were generated randomly within the guidelines of 
the Dryden  spectrum  and  added  to  the  aircraft  velocity  components  to  generate  the 
total  velocity  components  as  defined  in  Chapter  I.  A  random  number  was  used  to 
generate  the  velocity  components  from  the  turbulence  spectrum.    Using  a  varying 
random number seed results in unique sequences of random numbers from test to test.  
The three velocity components from atmospheric turbulence calculations were added to 
their appropriate wind  frame velocity components  (u, v, w) that were generated  from 
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the  aircraft  dynamics  so  that  the  velocity  components  used  for  the  vehicle motion 
calculations included the components from the atmospheric turbulence model. 
Simulated Data with Noise from Air Data Boom Flexure 
 
As  shown  in  Figure  26,  the  baseline  model  estimates  for  ZC  resulted  in  improved 
estimates with  increasing atmospheric  turbulence. This  is not  representative of actual 








As shown in Figure 27, the baseline model estimates for  M eC  resulted in greater scatter 
as turbulence intensity increased. This is caused by noisy explanatory variables [65] from 
the atmospheric turbulence implementation in Eq. (17).  Similar patterns were observed 





Figure 27. Test condition 1 ‐ effect on  M eC   
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Simulated Data with Noise from Airflow Vane Dynamics 
 
Estimates  for  ZC    using  the  second‐order  vane  sensor  model  of  Eq.  (61)                              
( 9 Hz  and 0.35n   ) caused degradations and biasing in the estimates with increasing 








As shown in Figure 29, the baseline model estimates for  M eC  resulted in greater scatter 
as  atmospheric  turbulence  intensity  increased.  This  is  caused  by  noisy  explanatory 
variables [65] from the atmospheric turbulence implementation in Eq. (17), and the vane 
sensor  model.  Similar  patterns  were  observed  in  the  remaining  coefficients
 and Zq Z e M MqC ,C ,C , C .   
 
 









Augmented Simulated Data with Noise from Airflow Vane Dynamics 
 
Although  no  quantitative  analysis  was  done,  qualitatively,  small  differences  were 





To  further  validate  this  claim,  additional  testing  was  carried  out  using  the  same 







less  than  5  inches  long),  and  3)  the  resonance  frequency  of  the  silicon  pressure 
diaphragm  is  in  the  kilohertz  region.  The  following  figures  depict  the  results  of  121 
combinations,  times  4  atmospheric  turbulence  levels,  times  200  runs  per  case.  This 
totaled 96,800 runs. Figure 29 depicts the results of 96,800 runs for ZC  . As an example, 
the bottom  left corner block  in severe atmospheric  turbulence  is  light blue. The color 
represents the number of exceedances of  ZC   from ±10% of truth. The remaining 120 
blocks are dark blue representing less than 10 exceedances. Figure 30 suggests that any 
combination  of  natural  frequency  and  damping  ratio  tested  provides  adequate 
















Figure 31 shows  that  independent of  the natural  frequency and damping ratio  tested, 
accurate estimates of  Z eC   are not feasible  in atmospheric turbulence (greater than 60 
exceedances)  for  all  atmospheric  turbulence  levels.  This  is  expected  since  the model 
parameter  for  normal  force  produced  by  elevator  deflection,  Z eC  ,  is  an  order  of 
magnitude less than the model parameter for normal force produced by angle of attack, 
ZC  .  This  means  the  signal‐to‐noise  ratio  for  parameter  estimation  is  an  order  of 
magnitude lower for  Z eC   compared to ZC  .  
 
 
















ratio  tested  provide  adequate  performance  in  calm,  light, moderate  turbulence,  and 
severe atmospheric turbulence. 
Simulated Data with Noise from Wing Response 
 
As shown in Figure 33, estimates for  ZC  resulted in degraded estimates with increasing 
atmospheric  turbulence  for  varying  angle  of  attack magnitude  and  time  delay  as  a 
function  of  frequency  implemented  using  the  data  in  Figure  21  and  Figure  24.  The 




Figure 33. Test condition 3 ‐ effect on  ZC   
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As shown in Figure 34, the estimates for  Z eC   also resulted in degraded estimates with 
increasing atmospheric turbulence. The degradation  is seen as biasing  in the estimates 
and increased scatter and uncertainty estimates. The increase in biasing and uncertainty 








Figure  35  shows  that  the  estimates  for  MC    degraded  with  increasing  atmospheric 








As  shown  in  Figure  36,  the  estimates  for  MqC   degrade with  increasing  atmospheric 
turbulence. The degradation  is  seen as biasing  in  the estimates and  increased  scatter 









Figure  37  shows  that  the  estimates  for  M eC    degrade  with  increasing  atmospheric 
turbulence.  The  degradation  is  seen  as  increased  scatter  and  uncertainty  in  the 









of  MC    and  M eC    exhibited moderate  biasing  and  increased  scatter  and  uncertainty, 
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ZC   and  MqC  estimates had large biases and increased scatter and uncertainty, and  Z eC   
estimates showed the  largest biases and  increases  in scatter and uncertainty. Previous 









C  and GCm  were added to the 
classical aerodynamic model  structure  in Eqs.  (16). All of  the parameter  identification 
estimates  for  ZC  except  for  the  estimates  in  calm  atmosphere  resulted  in  large 
degradations. In fact, the degradations were so large that they were not captured by the 
standard plot range used  in Figure 26 through Figure 29 and Figure 33 through Figure 
37. A similar pattern was observed with the estimates of mC  . This is not representative 
of actual  flight data as  shown  in  Figure 2 and Figure 3 and described  in  the problem 
statement. Similar patterns were observed with the remaining coefficients, results are 





angles  vanes  and  the  wing  aerodynamic  response  in  atmospheric  turbulence  as 
potential  sources  of  colored  noise.  It  was  determined  that  vane  dynamics  do  not 















as  significant  contributors  to  biasing  and  increased  uncertainty  in  parameter 
identification  during  atmospheric  turbulence.  This  represents  a  significant  find  and 
advances the state of the art. This chapter develops a real‐time methodology to correct 
airflow angle α measurements resulting in calm air estimates in atmospheric turbulence. 
Three  examples  in  light  atmospheric  turbulence  were  analyzed.  First,  a  longitudinal 
doublet input during light atmospheric turbulence without icing. Second, a longitudinal 
doublet input during a calm atmosphere and then entering light atmospheric turbulence 
without  icing.  Third,  a  longitudinal doublet  input during  light  atmospheric  turbulence 
with icing. 
 
Flight  test data was gathered during  the 2001  Smart  Icing System  (SIS)  flight number 
010302f1 [67]. The data record is approximately 2.5 hours at 50 Hz data rate. The data 
record  was  inspected  for  atmospheric  turbulence  using  a  modified  version  of  the 
procedure  suggested by Morelli  [48].  In  that work,  the power  spectral density of  the 




resulting  standard  deviation  in  the  2 Hz  to  7 Hz  range was  assumed  to  exist  due  to 
atmospheric turbulence.  In that work, atmospheric turbulence  levels were determined 















In  Figure 40,  the  top plot  represents  the  vertical  velocity, w,  in  feet per  second. The 
middle plot represents the vertical velocity standard deviation from 2 Hz to 7 Hz range. 
The bottom plot  represents  longitudinal  input  (doublet) markers  recorded by  a  flight 
test  engineer.  The  intensity  scale  in  Figure  40 matches  Figure  38  (light  atmospheric 
turbulence). Therefore, all atmospheric turbulence in flight 010302f1 is classified as light 
atmospheric turbulence. This is expected since MIL‐F‐8785C [32] defines the probability 
of  exceeding  light  atmospheric  turbulence  is  between  10‐1  and  10‐2,  for  moderate 
atmospheric  turbulence,  the  probability  is  approximately  10‐3,  and  for  severe 




























An  ideal  baseline  represents  flight  data  without  ice  and  without  atmospheric 
turbulence. Unfortunately,  the  data  record  did  not  include  such  representative  data. 
Test points 6‐8 represent the best case baseline data.  Test point 6 represents a de‐iced 
wing  in calm atmosphere. Test point 7 represents a de‐iced wing and horizontal tail  in 






atmospheric  turbulence without  ice), Test point 2  represents all  surfaces  iced  in  light 
atmospheric  turbulence  (represents  the  greatest  icing  accumulation  in  atmospheric 
turbulence),  and  Test  point  12  represents  all  surfaces  de‐iced  in  light  atmospheric 
turbulence (represents a case where   parameter identification inputs were applied in a 
calm  atmosphere,  and  the  aircraft  subsequently  experienced  light  atmospheric 
turbulence). 
 














real  flight control systems were  the pilot  is unable  to move  the controls at an  infinite 
rate without overshoot. During test point 4, the aircraft’s angle of attack response to a 




Figure 42 depicts  longitudinal parameter  identification estimates  for test point 4 using 
six different methods. Each method  is  labeled  in Figure 42 with callout numberings 1) 
through 6), respectively.  Test points 6‐8 are plotted as a baseline reference with green 
markers. Two sigma error bars (95.5%) are plotted for each estimate; however, for test 
points  6‐8  the  error  bars  are  smaller  than  the  estimate  markers.  The  parameter 




It  is  common  practice  to  omit  Lq L eC and C    from  the  parameter  identification  results 
because these stability and control coefficients are typically an order of magnitude less 
than LC  .  However,  in  this  analysis  both  Lq L eC and C    are  included.  Additionally  in 
Chapter  IV,  the  stability  and  control  coefficients were modeled  in  the  body  axis,  i.e.





















Method  I  represents parameter  identification  results using equation error  in  the  time 
domain  [67, 5] and  SIDPAC  lesq.m  function. Twin Otter  flight data provided by NASA 
includes sensor corrections for all parameter identification measurements. This includes 
airspeed  position  error  corrections,  airflow  angle  alignment  and  position  errors,  and 
accelerometer position errors among others.  
The parameter  identification results  in Figure 42 show biased estimates and  increased 
uncertainty  for  all  six  longitudinal  parameter  estimates  as  compared  to  the  baseline 
calm  atmosphere  test  points  6‐8.    The  baseline  parameter  identification  calm 
atmosphere test points 6‐8 are calculated using SIDPAC lesq.m function. The parameter 




Method  II  represents  the  results  calculated  using  the  RTPID  algorithm  proposed  by 
Morelli  [10] and SIDPAC  rtpid.m  function. The  results plotted  in Figure 42  show  small 













                             (66) 
where, 
r   =  distance  between  α measurement  position  and  center  of  gravity  (assumed 
constant) 
TV   = true airspeed  






and Method  II.  The  estimates  for  MqC   resulted  in  the  largest  improvement  because 
angular velocity model parameters are most susceptible to time delays [66]. Correcting 
the  airflow  angle  α  regressor  for  time  delay  τ  improved  the  remaining  stability  and 
control  derivatives.  This  includes  small  improvements  for  LαC and  MαC   stability 
derivatives  and  good  agreement  between  light  atmospheric  turbulence  and  calm 
atmosphere for  , ,L e Mq M eC C and C   stability and control derivatives. 
Method IV 
 






due  to  the scatter associated with spectral estimation  in Figure 43 and Figure 48. The 
scatter below 0.5 Hz  is associated with piloted  inputs and  is expected since the pilot  is 
trying to excite the aircraft’s short period response (approximately 0.5 Hz for the Twin 
Otter). Additionally, as will be  shown next,  this approach does not  facilitate  real  time 









by  the phase  lag between  the measured angle of attack  (nose boom) and  the normal 
force  coefficient  (calculated by an  inertial measurement  system and  corrected  to  the 
center  of  gravity).  Unfortunately,  the  duration  of  test  point  4  was  30  seconds  and 
insufficient  for  spectral  estimation. Data was  gathered  for  all  test  points  in  the  data 
record, approximately 400  seconds out of 2.5 hours, and used  to estimate  the phase 
spectrum  in  Figure 43. Data  gathered  for  all  test points will be  referred  to  as  forced 
















                       (67) 
where the phase spectrum is the cross‐spectrum of the lift coefficient (calculated from 
inertial  measurements  at  the  aircrafts  center  of  gravity)  and  the  angle  of  attack 
(measured on  the noseboom of  the aircraft), calculated using  fast Fourier  transforms, 
logarithmically  spaced  bins,  and  segment  averaging.  The  parameter  fk  is  the  average 


































which  lessened  (overpowered)  the  time  delay  over  a wider  frequency  range  than  in 
manually piloted Twin Otter tests.    If multi‐sine orthogonal  inputs from 0.1‐2.0 Hz had 
been used  in Twin Otter  tests  it  is hypothesized  that  the  time delay would approach 


















                                   (68) 
 
where    is  the  free  stream  angle  of  attack,    is  the  zero  lift  angle  of  attack, 
, ,	r [60] is the along‐airstream distance between the measurement 
position and the aerodynamic center of the wing, c is the effective chord length of the 













The  frequency  response  of  a  thin wing with  infinite  span  to  a  sinusoidal  gust  in  the 
direction of  flight  is  the Sears  function  [62, 63]. The Sears  function assumes unsteady 
two‐dimensional  incompressible  potential  flow  and  it  assumes  that  atmospheric 




assumption, M < 0.3  [68],  is not  limiting  since  the Twin Otter’s  speed  range does not 
exceed a Mach number of 0.3. The potential flow assumption 0V   implies that this 
flow  is an  inviscid  irrotational flow. This has direct consequences  in the applicability of 
potential flow theory. In flow regions where vorticity is important (viscous effects), such 
as  boundary  layers  and  wakes,  potential  flow  theory  is  not  applicable.  Additional 
limitations  due  to  incompressible  potential  flow,  such  as  erroneously  predicting  zero 
drag on an object moving through an infinite fluid at rest, are noted but not applicable 
to this work.  Potential flow is useful in this work since its focus is the flow outside of the 
boundary  layer  for an un‐stalled wing. The assumption  that atmospheric  turbulence  is 
constant  in  span  is  limiting  since  it  has  been  shown  that  atmospheric  turbulence  is 
isotropic  in  the  inertial  sub‐range  [69].  In  this  range, which  extends  from  eddies  of 
hundreds of meters to millimeters, energy  is transferred  from  larger to smaller eddies 
without loss. 
 
Additional  theoretical work by Diederich  [70]  and  Filotas  [71] on  finite wings  relaxed 
several  limitations by taking  into account the spanwise correlation of the  local upwash 
velocities  and  isotropic  atmospheric  turbulence.  Both  analyses,  however,  have  been 
based upon  the approximation  that  the  spanwise  lift distribution due  to gusts has an 
assumed shape,  i.e., rectangular or elliptical, respectively. Therefore, both analyses do 
not  take  into  account  the  variation  of  the  spanwise  lift  distribution  according  to  the 
frequency of gusts, aspect ratio, and sweep angle. 
 
In  the work by Okubo  [72],  it  is shown  that  the  lift distribution has an elliptical shape 
when  the  reduced  frequency k , where 2
c
Uk  ,  is  less  than one but  tends  to become 
uniform  along  the  span  as  the  frequency  k   increases  above  one  for  rectangular 
planforms.  As  long  as  linearized  potential  flow  theory  is  applicable,  the  response 
function  of  a  finite  wing  to  sinusoidal  gusts  approaches  the  two  dimensional  Sears 
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function as  the reduced  frequency  k becomes greater  than 0.5. The response  is much 
more  sensitive  to  changes  of  reduced  frequency  k   at  higher  Mach  numbers 
 0.3 0.8M   and sweep angles [72]. 
 
Therefore,  if the reduced frequency  k   is greater than 0.75 (Twin Otter airspeed range 
corresponds  to0.2 1.5k  )  and  the wing planform  is nearly  rectangular  (Twin Otter 
wing is rectangular with an aspect ratio of 6); the power spectral density of the lift force 
arising  from atmospheric  turbulence  can be evaluated by Figure 46. Figure 46  relates 





















2                            (70) 
 
where  , ,  is a generalized Sears response function, which includes the effect 
of the finite aspect ratio, A, and the effect of the spanwise structure of turbulence. The 
wavenumbers     and   correspond  to  the along‐airstream and spanwise directions, 
respectively. Reference [71] explains the calculation of wavenumbers    and  .  
 
Therefore,  in  order  to  estimate    ,  an  estimate  of  the  Sears  response  function  is 
required.   
 
2                                  (71) 
 














slope  of  the  lift  curve.  The  upwash  is  then  calculated  as  , where    are 
calculated  as  previously  defined.  The  angle  of  attack  upwash  correction    11 uk
 is 
explained by examining a sensor model: 
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At  low  frequencies  the  scale  factor  is approximately 0.75 and  increases  to 0.90  as  kb 
approaches 2.0. A kb value of 2.0 (using the DHC‐6 Twin Otter wing span and 110 knot 
cruise  airspeed)  corresponds  to  approximately  2.0 Hz.  Therefore,  over  the  frequency 
range of interest for rigid body aircraft dynamics (0.1 to 2.0 Hz), the scale factor changes 
from 0.75 to 0.90 due to atmospheric turbulence. The angle of attack upwash correction 











This  result  is  significantly different  from  the  time delay  comparisons  in Figure 44 and 
suggests that the upwash correction as a function of frequency cannot be overpowered 
during  light  atmospheric  turbulence.  Additional  flight  tests  in  light  atmospheric 
turbulence with various input amplitudes are required to validate this hypothesis. From 














The  results plotted  in  Figure 42  for  callout 5)  show  the best estimates over all other 
approaches and compare very well to the no turbulence test points 6‐8. In fact, the bias 




In order to  facilitate a real time  implementation and minimize the scatter observed  in 
Figure 43  and  Figure 48  the  following  assumptions  are made.  First,  the  time delay  is 
constant  and  not  a  function  of  frequency.  In  test  point  4  the  average  airspeed  is  62 
meters per second and the distance from the airflow angle measurement position to the 
center  of  gravity  is  5.3 meters.  This  results  in  a  time  delay  of  0.085  seconds.  This 
calculation is easily implemented in real time by calculating a running airspeed average 
over  a  pre‐determined  length  of  time.   A  thirty  second window worked well  for  this 
analysis.  The  distance  from  the  airflow  angle measurement  position  to  the  center  of 
gravity is assumed constant. Second, the measured Sears response function is replaced 
by  the  theoretical  Sears  response  function.    Figure  50  compares  the measured  Sears 
response  function  to  the  theoretical  Sears  and  Theodorsen  [81]  functions.  The 
difference between the Sears and Theodorsen functions is that the Theodorsen function 
represents forced (e.g. maneuver) oscillations in a calm atmosphere whereas the Sears 
function  represents  a  sinusoidal  gust  (atmospheric  turbulence  oscillation).  The 
sinusoidal  assumption  correlates  with  continuous  atmospheric  turbulence.  However, 
atmospheric turbulence contains both continuous atmospheric turbulence and gusts. In 


































Method VI  represents  the  results  calculated  using  the  state  of  the  art  extended  EKF 
algorithm discussed  in Chapter  II. Results  in Figure 42 do not  show  improvements  for 
parameter estimates using Method VI in comparison to Method V. The only exception is 
the parameter estimate M eC  . This is expected because the control derivatives are based 
on measurements without errors. The estimates for  andLq MqC C  resulted in the largest 
degradation  (outside  of  the  standard  plot  scale)  because  angular  velocity  model 





Evaluation of Test Points 2 and 12 
 









doublet  input. This  is an  important contrast and was chosen to aid  in the validation of 




and  upwash  correction  if  the  doublet  input  occurred  in  a  calm  atmosphere  and  the 
aircraft subsequently entered into atmospheric turbulence. This statement assumes that 










with green markers. Two  sigma error bars  (95.5%) are plotted  for each estimate. The 




and  an  upwash  correction.  Method  II  is  superior  to  Method  I  because  it  includes 
automatic  filtering as discussed  in Chapter  II. Method  II  is superior to Method’s  III,  IV, 
and  V  because  each  of  these  methods  implements  a  time  delay  and  an  upwash 






every  case.  Method  VI  is  tuned  for  atmospheric  turbulence.  If  Method  VI  detects 
atmospheric  turbulence,  the  process  noise weights  the  atmospheric  turbulence  data 
over the calm atmosphere data. This process degrades the final Method VI results. The 
estimates  for  andLq MqC C  resulted  in the  largest degradation  (outside of the standard 









Figure  54  plots  the  longitudinal  input  and  outputs  during  test  point  2  in  the  lightest 
atmospheric turbulence and greatest icing of all three test points analyzed.  The angle of 
attack  (α)  and  normal  acceleration  (az)  time  histories  show  traces  of  atmospheric 
















Figure 55 depicts  longitudinal parameter  identification estimates  for test point 2 using 
the six different methods discussed.  Test points 6‐8 are plotted as a baseline reference 
with green markers. Two  sigma error bars  (95.5%) are plotted  for each estimate. The 
parameter  estimates  and  two  sigma  error  bards  for  all  methods  are  included  in 
APPENDIX 4.  
 
Since  atmospheric  turbulence  is  present  throughout  the  data  record,  the  results  of 
Method V are preferred over all other methods.  In  this  case,  the baseline  results are 
used as a reference to the un‐iced aircraft. Any differences from baseline test points 6‐8 
are  attributed  to  icing  accretion  and  not  errors  due  to  atmospheric  turbulence.  As 
expected,  icing  causes  degradation  in  andL MC C  and  very  little  change  in  the 
remaining stability and control parameters. The only exception  is    LqC  or  lift damping 






 is an order of magnitude  less than  LC     it  is difficult to 
estimate and does not significantly contribute to the aerodynamic model.  
 
Method VI  results  for  , , ,andL L e M M eC C C C    are consistent with  the analysis of  test 

















analyze  flight  data  in  atmospheric  turbulence  with  and  without  icing.  Atmospheric 
turbulence  was  classified  by  using  the  internationally  accepted  MIL‐F‐8785C 
atmospheric  turbulence  model.  Using  this  metric  it  was  determined  that  light 
atmospheric turbulence was the highest level of atmospheric turbulence recorded.  
 
Three  test  points  were  selected  as  baseline  references  and  three  test  points  were 
selected for analysis and comparison. Test point 4 represents all surfaces de‐iced in light 
atmospheric  turbulence, Test point 2  represents all  surfaces  iced  in  light atmospheric 
turbulence,  and  Test  point  12  represents  all  surfaces  de‐iced  in  light  atmospheric 
turbulence. Test point 12 represents a case where a parameter identification input was 








guidance.  The  vertical  velocity  standard  deviation  calculation  accurately  detects  the 
presence,  magnitude,  and  required  correction  for  parameter  identification  in  light 
atmospheric  turbulence. Although Method V  is based on unsteady potential  flow and 
has several limitations, these limitations are not restrictive in the case of the Twin Otter 







Sweep wing corrections 
 
The  methodology  developed  in  Chapter  5  Method  V  assumed  that  the  wing  was 
rectangular.  This  is  a  good  assumption  for  the  Twin Otter  aircraft  used  in  this work. 
Okubo  [72]  showed  that  for  reduced  frequency values  representative of  flight  the  lift 
distribution  was  rectangular.  This  permitted  the  use  of  work  by  Diederich  [70]  to 
estimate the airflow angle   upwash correction as a function of frequency for isotropic 
atmospheric  turbulence. However, Okubo  [72] also showed  that  the  lift distribution  is 
not  rectangular  for  a  swept wing  at  any Mach  number. Additional  analytical work  is 
required to determine the corrections required for swept wings and the Mach number 
limitations for rectangular wings in the present work. 
Wing Tip Alpha Airflow Vane corrections 
 
This work  assumed  that  the  airflow  angle  α measurement was mounted  on  a  nose 
boom. Additional analytical and experimental work is needed to correct measurements 
from a wing tip mounted boom.  
Moderate and Severe Atmospheric Turbulence 
 
This work was  limited  to  light  atmospheric  turbulence.  Additional  flight  test  data  is 
required for moderate and severe atmospheric turbulence in order to test the validity of 
Method V and its limitations. The problem is further compounded by rarity of moderate 







Beta Airflow Vane corrections 
 









































scatter  in  the stability derivatives based on airflow angle β  in Figure 56. Based on  the 
findings  in  this  work,  it  is  hypothesized  that  once  the  airflow  angle  β  regressor  is 





























Several  practical  issues  related  to  real‐time  parameter  estimation  for  a  linear 
longitudinal dynamics model  in atmospheric turbulence were examined and discussed. 
These  issues  included  the  frequency  response  of  airflow  angles  vanes,  the  structural 
response of  the air data boom, wing aerodynamic  response, and aerodynamic model 
structure  in atmospheric  turbulence as potential  sources of  colored noise. An airflow 
vane  dynamic  model  was  proposed  to  investigate  (via  simulation)  contributions  to 
colored noise. Frequency based airflow angle  α  calculations  showed  that  the air data 
boom was  insensitive  to  vibrations.  It was  determined  that  a major  flow  distortion, 
which  seriously  affects  the  vertical wind  velocity measurements  near  the  nose  of  an 
aircraft, is the frequency‐dependent upwash and time delay. These are shown to be the 
result  of  (1)  not  taking  into  account  the  decrease  in  lift  and  subsequent  decrease  in 
upwash  correction with  eddy  frequency  caused  by  the  response  of  the wing  vortex 
system  to  atmospheric  turbulence,  (2)  the  variation  of  spanwise  loading  with  eddy 
frequency, and (3) the longitudinal distance between the angle of attack sensor and the 
center of gravity. Flight data analysis of  the  lift coefficient verified  the decrease  in  lift 
coefficient  and  angle  of  attack  in  atmospheric  turbulence  in  comparison  to  a  calm 
atmosphere  at  the  same  flight  condition.  Data  compatibility  methods  verified  the 
existence  of  time  delay  in  the  airflow  angle  α  measurement.  Lastly,  an  alternative 




Practical  issues were examined using data from a Twin Otter DHC‐6  longitudinal  linear 



















Atmospheric  turbulence  was  classified  by  using  the  internationally  accepted  MIL‐F‐
8785C  atmospheric  turbulence model. Using  this metric  it was  determined  that  light 
atmospheric turbulence was the highest level of atmospheric turbulence recorded.  
 
Three  test  points  were  selected  as  baseline  references  and  three  test  points  were 
selected  for  analysis  and  comparison.  Each  test  point  was  analyzed  using  all  six 
methods.  It  was  determined  that  Method  V,  RTPID  with  a  fixed  time  delay  and  a 
theoretical  upwash  correction  anchored  on  calm  atmosphere  flight  test  calibrations, 
outperformed  all  other methods  including  the  state  of  the  art.  Additionally,  it  was 
determined  that  the  time  delay  and  upwash  corrections  can  be  applied  in  real  time 
using a running vertical velocity standard deviation calculation for guidance. The vertical 
velocity standard deviation calculation accurately detects the presence, magnitude, and 
required  correction  for  parameter  identification  in  light  atmospheric  turbulence. 
Although Method  V  is  based  on  unsteady  potential  flow  and  has  several  limitations, 
 
  120
these  limitations  are  not  restrictive  in  the  case  of  the  Twin Otter  aircraft  due  to  its 
rectangular wing and speed limitation. 
 
Based on  these  findings, several practical  recommendations  for  future  flight  testing  in 
atmospheric  turbulence are  suggested. First, mount  the air data boom at  the nose of 
the  aircraft  to minimize  the  effect  of wing‐bound  and wing‐tip  vortices.  Second,  an 
upwash and  time delay calibration as a  function of  frequency  is  required  for accurate 
airflow angle α measurements. Third,  for  frequencies of  interest, 0.1  to 2.0 Hz, either 
airflow  vanes  or  pressure  based  measurements  are  adequate.  Fourth,  currently 












2) This work  demonstrates  how  to  correctly  simulate  colored  noise  for  longitudinal 
parameter  identification created by atmospheric turbulence on the airflow angle α 
explanatory variable. 
3) It demonstrates  that once airflow angle α  is corrected, other sensors do not need 






4) It  demonstrates  that  the  usual  aerodynamic  model  structure  for  longitudinal 
parameter identification is sufficient, and a new model structure is not required. 
5) It develops a simple real  time methodology  that complements  the state of  the art 
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function rtout = rtpid_totter(fdata,dt,lpest,lmod,linit,p0,crb0,kbflag) 
% 
%  RTPID_TOTTER Real-time parameter estimation for the Twin Otter. 
% 
%  Usage: rtout = rtpid_totter(fdata,dt,lpest,lmod,linit,p0,crb0); 
% 
%  Description: 
% 
%    Real-time parameter estimation using sequential 
%    least squares equation-error in the frequency domain.   
%    Transformation of time-domain data into the  
%    frequency domain is done using a recursive  
%    Fourier transform.  Inputs specifying a parameter 
%    estimate update lpest, modeling choice lmod,   
%    initialization linit, initial estimated parameter  
%    vector p0, and initial estimated parameter covariance  
%    matrix crb0, are optional.   
% 
%  Input: 
%     
%    fdata = flight data array in standard configuration. 
%       dt = sampling time, sec. 
%    lpest = parameter estimation flag: 
%            = 0 to omit the parameter estimation (default) 
%            = 1 to calculate parameter estimates 
%     lmod = modeling flag: 
%            = 0 for non-dimensional derivatives (default)  
%            = 1 for dimensional derivatives  
%    linit = initialization flag: 
%            = 0 for normal operation (default) 
%            = 1 to initialize 
%       p0 = initial parameter vector (default=zero vector). 
%     crb0 = initial parameter covariance(default=10^6*identity 
matrix). 
% 
%  Output: 
% 
%    rtout = data structure: 
%    rtout.y    = model output using current estimated parameters. 
%    rtout.p    = current estimated parameter vector. 
%    rtout.serr = current estimated parameter standard error vector. 
%    rtout.s2   = current model fit error variance estimate.   
%    rtout.Z    = measured output Fourier transform. 
%    rtout.U    = measured input Fourier transform. 
%    rtout.X    = regressor matrix Fourier transform. 
%    rtout.f    = frequency vector for the Fourier transforms, Hz. 
%    rtout.zf   = low-pass filtered output vector. 
%    rtout.uf   = low-pass filtered input vector.  






%    Calls: 
%      rtfilt.m 
%      rft_BM.m 
%      lesq.m 
% 
%    Authors:  Eugene A. Morelli (EAM) & Borja Martos (BM) 
% 
%    History:   
%      08 Mar  2007 - Created and debugged, EAM. 
%      02 Jul  2007 - Modified output format, EAM. 
%      22 Oct  2007 - Updated to include non-dimensional case, EAM. 
%      03 Mar  2008 – Dec 2012 Modified to output longitudinal non 
%dimensional derivatives, updated inputs and outputs, updated recursive 
%Fourier transform function call, BM.  
% 
%  Copyright (C) 2007  Eugene A. Morelli 
% 
%  This program carries no warranty, not even the implied  
%  warranty of merchantability or fitness for a particular purpose.   
% 
%  Please email bug reports or suggestions for improvements to: 
% 
%      e.a.morelli@nasa.gov 
% 
persistent w b a dataf0 
persistent Z0 U0 X0 C0 
% 
%  Set defaults. 
% 
if nargin < 3 | isempty(lpest) 
  lpest=0; 
end 
if nargin < 4 | isempty(lmod) 
  lmod=0; 
end 
if nargin < 5 | isempty(linit) 
  linit=0; 
end 
% 






%  Define outputs, inputs, and regressors.  
% 
  sarea=fdata(77); 
  cbar=fdata(79); 
  bspan=fdata(78); 
  c2v=cbar/(2*fdata(2)); 
  b2v=bspan/(2*fdata(2)); 
  qs=fdata(27)*sarea; 
  qsc=qs*cbar; 
  qsb=qs*bspan; 
 
  131
  av=fdata([5:7])*dtr; 
  mass=fdata(48); 
  Ixx=fdata(49); 
  Iyy=fdata(50); 
  Izz=fdata(51); 
  Ixz=fdata(52); 
  k1=mass*g/qs; 
  [CX,CY,CZ,CD,CYw,CL,CT_X]=compfc(fdata); 
  z=[fdata(4)*dtr,av(2)*c2v,fdata(11)*k1,CL,... 
     fdata(3)*dtr,[av(1),av(3)]*b2v,fdata(12)*k1,... 
     av(2)*Iyy/qsc,... 
     (av(1)*Ixx-av(3)*Ixz)/qsb,... 
     (av(3)*Izz-av(1)*Ixz)/qsb,... 
     (av(1)*av(3)*(Ixx-Izz)+(av(1)*av(1)-av(3)*av(3))*Ixz)/qsc,... 
     (av(2)*av(3)*(Izz-Iyy)-av(2)*av(1)*Ixz)/qsb,... 
     (av(1)*av(2)*(Iyy-Ixx)+av(2)*av(3)*Ixz)/qsb]'; 
  u=dtr*[fdata(14),fdata(15),fdata(16),fdata(17)]'; 















%  Initialization. 
% 
if linit==1 
  fmin=.1; 
  fmax=2; 
  df=0.01; 
  f=[fmin:df:fmax]'; 
  w=2*pi*f; 
  nw=length(w); 
% 
%  Fourth-order high-pass butterworth filter coefficients. 
%  Filter is designed for a cut-off frequency of 0.02 Hz.  













  dataf0=[z;u]; 
  dataf=rtfilt(b,a,[z;u]-dataf0,1); 
  zf=dataf(1:no); 
  uf=dataf(no+1:no+ni); 
  xf=[zf;uf]; 
% 
%  Recursive Fourier transform storage. 
% 
  Z0=zeros(no,nw); 
  U0=zeros(ni,nw); 
  X0=zeros(nr,nw); 
  Z=Z0; 
  U=U0; 
  X=X0; 
  C0=exp(-jay*w'*0); 
else 
% 
%  Recursive Fourier transform. 
% 
%  Allow for varying time step dt. 
% 
  dC=exp(-jay*w'*dt); 
% 
%  Compute the high pass filtered values of u and z.   
%  This is done to prevent pollution of the 
%  frequency content by large biases in the  
%  time domain data.  Initial values of u and z 
%  must be subtracted to start the filter properly.   
% 
  dataf=rtfilt(b,a,[z;u]-dataf0,0); 
  zf=dataf(1:no); 
  uf=dataf(no+1:no+ni); 
  xf=[zf;uf]; 
% 
%  Update the recursive Fourier transform. 
% 
  [Z,C]=rft_BM(zf,dC,Z0,C0,kbflag); 
  [U,C]=rft_BM(uf,dC,U0,C0,0); 
  [X,C]=rft_BM(xf,dC,X0,C0,kbflag); 
  Z0=Z; 
  U0=U; 
  X0=X; 
  C0=C; 
end 
% 




%  Estimate dimensional or non-dimensional derivatives,  
%  according to lmod.  The characters .' mean transpose without  
%  complex conjugation.   
% 




  Ze=jay*w(:,ones(1,no)).*Z.'; 
  Xe=X.'; 
 
% 
%  Non-dimensional derivatives. 
% 
     
% 
%  Vertical force coefficient with CZq. 
% 
[YZ,pZ,crbZ,s2Z]=lesq(Xe(:,lonindx),Xe(:,4),0,p0(1:3),diag(crb0(1:3))); 
    serrZ=sqrt(diag(crbZ)); 
    yZ=xf(lonindx)'*pZ;       
% 




    serrm=sqrt(diag(crbm)); 
    ym=xf(lonindx)'*pm;     
% 
%  Assemble the results. 
% 
  y=[yZ;ym]; 
  p=[pZ;pm]; 
  serr=[serrZ;serrm]; 
  s2=[s2Z;s2m]; 
else 
  y=zeros(nmo,1); 
  p=zeros(np,1); 
  serr=zeros(np,1); 


























A  detailed  derivation  of  the  Sears  2‐D  function  based  on  Ref.  [60]  for  the  upwash 
estimation  from  flight  data  is  included  in  this  appendix.  This  derivation  includes  a 




Up-wash estimation from flight data 
Equations are numbered based on Ref. [60]. 
 0u u fk                              (2) 

















                          
(4a) 
Substitute equations (2), (4), and (5) into equation (3) 
   02of G fk S kn                            (4b) 
For variations from an average state (primes): 




    
                      
(4c) 
The free airstream angle is assumed to be sinusoidal gust traveling with Uα: 
  ( ) (2 / )( ), x a a aik U t x i f U U t xf x t e e                          (4d) 
At the angle of attack measurement location (x=0): 





   2 / 2 /2, 0,a ai x U i x Ui ftf fx t e e t e                         (4f) 
In  the  variations  equation  above  the  angle  variation  α’,  which  is  measured  at  the 
radome  (x=0),  is actually  the sum of α’f at x=0 and  the upwash angle caused by α’f at
x x  ,  because  the  free  airstream  attack  angle  at  the  leading  edge  of  the  wing 
determines the bound vortex and the upwash angle (αu) as mentioned in the text before 
Eq. (5) in Ref. [60]: 
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H k S k H k          Equation (6) in the reference paper
  
Using equation (5) in the reference paper 
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where  ca is  the  calibration  factor  for  the 
upwash correction at low frequencies  0f  as estimated by maneuvers. This does two 
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theoretical  GS  value, measured  uk  , and calculated   0GS  must be known.   
 
According to Ref. [72], 
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%  Time delay, Coherence, Sears function, and Ku calculations 
% 
%  Usage: No function calls required 
% 
%  Description: 
% 
%    Time delay and coherence is calculated using cross spectral 
%    density functions. The Sears function is estimated based on input  
%    data and used to calculated Ku as a function of reduced frequency 
%    kb.   
% 
%  Input: N/A 
%     
%  Output: 
% 
%    Figure 1 – Time delay as a function of frequency (Hz) 
%    Figure 2 – Coherence as a function of frequency (Hz) 
%    Figure 3 – Sears function as a function of reduced frequency Kc 
%    Figure 4 – Ku as a function of reduced frequency Kb 
% 
%  Calls: N/A 
% 
%  Author:  Borja Martos  
% 
%  History:   
%      12 Jan 2012 - Created and debugged. 
% 
%  Copyright (C) 2012 Borja Martos 
% 
%  This program carries no warranty, not even the implied  
%  warranty of merchantability or fitness for a particular purpose.   
% 
%  Please email bug reports or suggestions for improvements to: 
% 




% GUI to select data set 
[FileName,PathName] = uigetfile('*.mat','Select mat file'); 
load(fullfile(PathName,FileName)) 
% Cross spectral density calculations 
[Pxy,freq]   = cpsd(aoa, CL,[],0,4096,50); 
[Pxx,freqxx] = cpsd(aoa, aoa,[],0,4096,50); 
[Pyy,freqyy] = cpsd(CL , CL,[],0,4096,50); 
  
numBins=27;                          %define number of bins - log 






for i = 1:numBins 
    flagBinMembers = (whichBin == i); 
    binMembers = Pxy(flagBinMembers); 
    binMean(i) = mean(binMembers);  %Mean of each bin - Cross Spectrum 
    frqMembers = freq(flagBinMembers); 
    frqMean(i) = mean(frqMembers);  %Mean of each bin - frequency 
end 
  
%Time delay Calculation 
Kxy= real(binMean); 
Qxy= imag(binMean); 











for i = 1:numBins 
    flagBinMembers = (whichBin == i); 
        binMembers = Pxx(flagBinMembers); 
    binMean(i) = mean(binMembers);  
        binMembers1 = Pyy(flagBinMembers); 
    binMean1(i) = mean(binMembers1);  
        binMembers2 = Pxy(flagBinMembers); 




























%Sears function Calculation Continued 




































































CLα 6.37  +/- 0.02 
CLq 67.34  +/- 0.90 
CLδe 0.45  +/- 0.02 
CMα ‐1.84  +/- 0.01 
CMq ‐50.31  +/- 0.59 
CMδe ‐1.82  +/- 0.02 
 

















Test Point 2 




CLα 5.29  -17.00 +/‐ 0.16 
CLq 52.28  -22.37 +/‐ 6.30 
CLδe 0.02  -95.83 +/‐ 0.17 
CMα ‐1.35  26.90 +/‐ 0.07 
CMq ‐42.64  15.25 +/‐ 2.77 
CMδe ‐1.54  15.21 +/‐ 0.07 
II 
CLα 5.27  -17.27 +/‐ 0.11 
CLq 43.88  -34.83 +/‐ 5.85 
CLδe ‐0.22  -149.65 +/‐ 0.17 
CMα ‐1.32  28.65 +/‐ 0.05 
CMq ‐42.54  15.45 +/‐ 2.87 
CMδe ‐1.52  16.04 +/‐ 0.08 
III 
CLα 5.36  -15.85 +/‐ 0.10 
CLq 83.34  23.77 +/‐ 5.29 
CLδe 0.41  -8.50 +/‐ 0.15 
CMα ‐1.36  26.24 +/‐ 0.05 
CMq ‐52.63  -4.60 +/‐ 2.72 
CMδe ‐1.69  6.72 +/‐ 0.08 
IV 
CLα 6.15  -3.53 +/‐ 0.11 
CLq 83.26  23.65 +/‐ 5.34 
CLδe 0.39  -12.67 +/‐ 0.15 
CMα ‐1.56  15.53 +/‐ 0.06 
CMq ‐52.58  -4.52 +/‐ 2.74 
CMδe ‐1.69  7.03 +/‐ 0.08 
V 
CLα 7.09  11.21 +/‐ 0.33 
CLq 114.27  69.70 +/‐ 12.50 
CLδe ‐0.87  -293.38 +/‐ 0.31 
CMα ‐1.82  1.40 +/‐ 0.10 
CMq ‐61.00  -21.25 +/‐ 3.99 
CMδe ‐1.38  24.08 +/‐ 0.10 
VI 
CLα 5.64  -11.54 +/‐ 0.03 
CLq 5.90  -91.24 +/‐ 0.13 
CLδe 0.08  -82.23 +/‐ 0.04 
CMα ‐1.71  7.34 +/‐ 0.01 
CMq ‐4.89  90.28 +/‐ 0.03 







Test Point 4 




CLα 5.20  -18.39 +/‐ 0.18 
CLq 52.08  -22.66 +/‐ 6.06 
CLδe ‐0.01  -102.14 +/‐ 0.16 
CMα ‐1.39  24.43 +/‐ 0.07 
CMq ‐41.62  17.28 +/‐ 2.37 
CMδe ‐1.52  16.33 +/‐ 0.07 
II 
CLα 5.37  -15.77 +/‐ 0.12 
CLq 46.42  -31.07 +/‐ 5.85 
CLδe ‐0.16  -134.70 +/‐ 0.18 
CMα ‐1.44  22.13 +/‐ 0.06 
CMq ‐41.15  18.22 +/‐ 2.67 
CMδe ‐1.50  17.40 +/‐ 0.08 
III 
CLα 5.52  -13.33 +/‐ 0.11 
CLq 87.45  29.87 +/‐ 5.41 
CLδe 0.53  19.13 +/‐ 0.16 
CMα ‐1.49  19.30 +/‐ 0.05 
CMq ‐52.15  -3.66 +/‐ 2.60 
CMδe ‐1.69  7.06 +/‐ 0.08 
IV 
CLα 6.31  -1.00 +/‐ 0.13 
CLq 87.29  29.64 +/‐ 5.50 
CLδe 0.52  15.22 +/‐ 0.16 
CMα ‐1.70  8.01 +/‐ 0.06 
CMq ‐52.05  -3.47 +/‐ 2.63 
CMδe ‐1.68  7.41 +/‐ 0.08 
V 
CLα 7.56  18.65 +/‐ 0.39 
CLq 112.73  67.42 +/‐ 12.91 
CLδe ‐0.94  -309.45 +/‐ 0.34 
CMα ‐2.02  -9.39 +/‐ 0.13 
CMq ‐58.79  -16.85 +/‐ 4.23 
CMδe ‐1.29  29.01 +/‐ 0.11 
VI 
CLα 5.64  -11.54 +/‐ 0.03 
CLq 5.90  -91.24 +/‐ 0.13 
CLδe 0.08  -82.23 +/‐ 0.04 
CMα ‐1.71  7.34 +/‐ 0.01 
CMq ‐4.89  90.28 +/‐ 0.03 








Test Point 12 




CLα 5.82  -8.70 +/‐ 0.20 
CLq 66.16  -1.75 +/‐ 6.74 
CLδe 0.42  -6.24 +/‐ 0.18 
CMα ‐1.56  15.35 +/‐ 0.07 
CMq ‐47.75  5.08 +/‐ 2.18 
CMδe ‐1.79  1.53 +/‐ 0.06 
II 
CLα 5.94  -6.76 +/‐ 0.11 
CLq 65.63  -2.54 +/‐ 5.40 
CLδe 0.36  -20.62 +/‐ 0.17 
CMα ‐1.61  12.79 +/‐ 0.06 
CMq ‐49.96  0.70 +/‐ 2.78 
CMδe ‐1.83  -0.74 +/‐ 0.09 
III 
CLα 6.01  -5.76 +/‐ 0.11 
CLq 106.85  58.68 +/‐ 5.70 
CLδe 1.01  126.21 +/‐ 0.17 
CMα ‐1.65  10.48 +/‐ 0.05 
CMq ‐61.38  -22.00 +/‐ 2.69 
CMδe ‐2.02  -11.15 +/‐ 0.08 
IV 
CLα 6.88  7.89 +/‐ 0.13 
CLq 106.38  57.99 +/‐ 5.79 
CLδe 0.99  120.17 +/‐ 0.18 
CMα ‐1.89  -2.48 +/‐ 0.06 
CMq ‐61.25  -21.74 +/‐ 2.70 
CMδe ‐2.01  -10.74 +/‐ 0.08 
V 
CLα 8.66  35.91 +/‐ 0.43 
CLq 134.32  99.48 +/‐ 13.64 
CLδe ‐0.69  -254.78 +/‐ 0.37 
CMα ‐2.39  -29.44 +/‐ 0.14 
CMq ‐69.15  -37.46 +/‐ 4.39 
CMδe ‐1.55  14.51 +/‐ 0.12 
VI 
CLα 5.64  -11.54 +/‐ 0.03 
CLq 5.90  -91.24 +/‐ 0.13 
CLδe 0.08  -82.23 +/‐ 0.04 
CMα ‐1.71  7.34 +/‐ 0.01 
CMq ‐4.89  90.28 +/‐ 0.03 
















aircraft with 8  years of experience and 5  years of experience as a  research pilot. His 
experience  includes  an  FAA  commercial  certificate,  instrument,  and  single  and multi‐
engine instructor ratings with over 1500 hours total time and over 500 hours in research 
aircraft as pilot in command. 
 
