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ABSTRACT
Recent analyses of observations and ocean model outputs have revealed coherent low-frequency quasi-
zonal jets in observed sea surface height (SSH) anomaly andmodel velocity fields. The jets were latent, that is,
they were not detectable by eye, but revealed and selected by time-averaging procedures. Time-averaging
procedures, when applied to fields that contain propagating features (eddies and waves), can create jetlike
structures of nonphysical nature (artifacts). This paper suggests the application of three criteria to distinguish
real jets from these artifacts, and demonstrates that quasi-zonal jets extracted from satellite altimetry ob-
servations off California were not artifacts. First, quasi-zonal jets off California were stronger than artifacts:
the observed SSH for the jets reached 4–5 cm, which is considerably larger than SSH artifacts, which did not
exceed 0.9–1.2 cm. Second, axes of the observed jets were not always oriented along the paths of propagating
mesoscale features (waves and eddies). Observed jet axes rotated as late as 12 months after propagating
mesoscale features changed their propagation direction. This behavior differed from that of artifacts, the axes
of which should be oriented in the same direction as propagation paths of mesoscale features. Third, gen-
eration (amplification) of quasi-zonal jets was accompanied by phase synchronization or locking of flow time
scales resulting from interactions between these scales. Because artifacts were a result of linear averaging
procedures, they cannot exhibit such phase synchronization.
1. Introduction
In recent years there has been growing recognition of
the existence of large-scale coherent quasi-zonal jets in
the atmosphere and oceans of the earth as well as in the
atmospheres of gaseous planets (Rhines 1975; Williams
1978; Panetta 1993; Onishenko et al. 2004; Galperin et al.
2006; Nadiga 2006; Baldwin et al. 2007; Huang et al. 2007;
Maximenko et al. 2008; Ivanov et al. 2009; Berloff et al.
2009; van Sebille et al. 2011 among others). In atmo-
spheres of planets as well as in the atmosphere of the
earth, jets were clearly detected because they were in-
tense and had clear signatures in cloud systems. For
example, spacecraft observations of Jupiter revealed
about 30 quasi-zonal jets at the cloud level (Williams
1975).
However, quasi-zonal jets observed in the World
Ocean, in contrast to those found in the atmosphere,
have low energy as compared to mean currents, Rossby
waves (RWs), or mesoscale eddies, that is, they are latent
[see Berloff et al. (2011) for an explanation of possible
mechanisms for this latency]. For example, the speed and
sea surface height (SSH) of jets reported in Maximenko
et al. (2008) reached only about 1 cm s21 and 1 cm, re-
spectively. Schlax and Chelton (2008, hereafter as SC08)
demonstrated that the temporal averaging of fields with
propagating eddies can produce ‘‘numerical’’ jets (arti-
facts) with speeds and SSHs similar to those reported
by Maximenko et al. (2008). Therefore, SSH fields that
have been time averaged appear to be a linear superpo-
sition of real quasi-zonal jets and artifacts, which result
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from averaging. In this case, the ratio of the signal (the
intensity of quasi-zonal jets) to noise (the intensity of
artifacts) in the ocean can be close to one. It is a chal-
lenge to extract real quasi-zonal jets from altimetry sig-
nals or drifter data using only simple time-averaging
procedures without a priori knowledge on the scales
and structure of the quasi-zonal jets because artifacts
and real jets share the same spatial and temporal scales.
SC08 used a simple model of propagating features,
which were assumed to be independent eddies with
randomly distributed parameters estimated from SSH
observations. A more realistic model should include
mesoscale eddies and Rossby waves with nonlinear dy-
namics. This model can result in other estimates for the
intensity and spatial characteristics of artifacts, which
differ from those obtained by SC08.
This paper investigates this issue and suggests both
methods to estimate artifact characteristics and criteria
to distinguish real quasi-zonal jets in the ocean. These
theoretical findings are then used to determine if the
quasi-zonal jets off California extracted by Ivanov et al.
(2009) were real.
Three criteria are introduced in this paper to distin-
guish the real jets from their artificial counterparts. First,
artifact and jet SSH intensities are compared. As a first
guess, artifact intensity was determined using an ana-
lytical solution for the SC08 model. However, the upper
boundary for artifact intensity was calculated on a
model-independent basis using two different approaches:
1) an adiabatic approximation,1 that is, assuming that
variations of characteristics of mesoscale structures over
a specified time interval are small (Landau and Lifshitz
1976), and 2) the first mean value theorem (Gradshteyn
and Ryzhik 2007). In both cases, the parameters used
were extracted from SSH observations.
Second, artifacts must be oriented along the paths of
propagating mesoscale features. As Scott et al. (2008)
have shown, mesoscale eddies tend to follow preferred
paths and, hence, may produce quasi-zonal features in
time-averaged maps of zonal velocity. However, Ivanov
et al. (2009) found that the jets did not always align with
the paths of the propagating features. If quasi-zonal jets
are nonlinear structures, then energy from mesoscale
eddies may be transferred to quasi-zonal jets, which de-
part considerably from a zonal orientation, even if the
mesocale eddies propagate in a purely zonal direction
(Smolyakov et al. 2000a,b). Ivanov et al. (2010) extracted
annual and semiannual propagating waves from the SSH
anomaly field off California and interpreted them as
nonlinear Rossby waves. This allowed identification of
the preferred Rossby wave path. Subsequently, the cor-
relation between the direction of quasi-zonal jets and
Rossby wave paths were estimated.
Third, if quasi-zonal jets are a product of nonlinear
interactions of different flow scales and/or are generated
by external forcing, then phase synchronization/locking
between these scales should exist. Pikovsky et al. (2001)
pointed out the universality of the phase synchronism–
locking phenomena for a large class of nonlinear waves and
processes. Phase synchronism–locking events are clearly
detected in a phase space that embeds the jets. Below,
a phase space is introduced and phase synchronization/
locking events are shown for the quasi-zonal jets off
California.
Because artifacts result from time averaging (a linear
procedure that cannot introduce nonlinear interactions
between different flow scales), no phase synchronization–
locking between the phases of artifact scales exists. This
explainswhy SC08 predicted artifacts with intensity and
structure similar to those of quasi-zonal jets even from
a model of propagating eddies that do not interact.
Therefore, existence of phase synchronization–locking
that resulted from interactions between different flow
scales is a valid argument for the nonartificial nature of
quasi-zonal jets.
This paper is organized as follows. In section 2, data
and methods used for extraction of quasi-zonal jets and
mesoscale features from SSH anomalies off California
are discussed. In section 3, two independent approaches
are used to estimate the intensity of artifacts that can
exist off California. Section 4 analyzes the degree of
correlation between the direction of jet axes and the
paths of propagating mesoscale features. A frequency–
phase analysis in section 5 detects phase synchronization/
locking events and demonstrates that they are a result of
nonlinear interactions between flow scales. Results are
summarized in the conclusions. Appendix A contains
a third independent estimate of the upper boundary
for artifact intensity, which agrees with those given in
section 3. Appendix B explains ridge extraction from a
wavelet scalogram for a complex signal distorted by noise.
2. Data and analysis methods
Data and methods for data analysis are briefly de-
scribed below. Additional details regarding data analy-
sis methods can be found in Ivanov and Collins (2009)
and Ivanov et al. (2009, 2010). The SSH anomaly field was
produced by the Archiving Validation and Interpretation
1 Note that the term ‘‘adiabatic’’ is commonly used in thermo-
dynamics to describe processes where there is no heat exchange
between a system and the environment, but here ‘‘adiabatic ap-
proximation’’ is defined in the context of classical mechanics and
has no direct relationship with heat exchange.
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on Satellite Data in Oceanography (AVISO) project
from observations between 10 October 1992 and 23 May
2007 (CNES 2006). Visual analysis of the SSH anomaly
field clearly demonstrated that a hierarchy of spatial and
temporal scales dominated this field. To understand the
spatiotemporal complexity of the altimetry signal, a dou-
ble spectral approach (Ivanov and Collins 2009) was ap-
plied to the analysis of the 763 weekly SSH anomaly
fields. The SSH anomaly field z(x, t) was decomposed
into six frequency bands using a Daubechies wavelet
transform (Addison 2005): 1) shorter than 2 months,
2) 2–4 months, 3) 4–9 months, 4) 9 months–1.5 yr, 5) 1.5–
2.5 yr, and 6) longer than 2.5 yr, that is,




where hp is a component of the SSH signal within the pth
frequency band.
Laskar’s method (Laskar 1993) was used to determine
the dominant frequency for each spectral band. Choice
of the width of each spectral band took into account the
fact that SSH structures were not monochromatic sig-
nals and their dominant frequencies varied with time
resulting from Doppler effects, nonlinear interactions,
low-frequency modulation, etc.
The following spatial spectral representation was then
used within each frequency band:




where x 5 (x, y), x and y are zonal and meridional di-
rections, respectively; Cm are basis functions [called M
modes by Ivanov and Collins (2009)]; and apm are the
spectral coefficients that minimize the least squares dif-
ference between the original SSH anomaly field and its
spectral decomposition within the pth frequency band.
The complete system of orthogonal basis functions
Cmwas found from the solution of the spectral problem,
D?Cm 5 2lmCm, (2.3)
with the following conditions at rigid (›Srigid) and open
(›Sopen) segments of the boundary (Fig. 1):
Cmj›S
rigid





is the normal to the boundary, D?
is the plane Laplace operator, and lm is an eigenvalue
corresponding to an M-mode Cm; M modes generalize
the classical Fourier basis for nonrectangular basins
(Ivanov and Collins 2009). In comparison to empirical
orthogonal functions (EOFs), which are popular in
oceanographic applications, M modes depend on basin
geometry and bottom topography only. The M modes
do not guaranty fast convergence of spectral series (2.2)
as EOFs do, but M modes are model independent and
do not mix different scales. Although dimensions of
phase space with M modes can be quite high, this does
not seem to be a problem becausemode calculation does
not require huge computer resources and coherent struc-
tures are represented through a superposition of modes.
The M modes generate an appropriate phase space,
and each M mode in this space is interpretable as a
standing wave associated with a particular period of os-
cillation and certain spatial scale. Pollitz (2001) showed
mathematically that this representation is equivalent to
the traveling wave decomposition where a propagating
feature is represented as a superposition of waves, each
of which is associated with a particular phase velocity.
This result is clear from the physical point of view be-
cause any standing wave can be the superposition of two
waves moving in opposite directions, so a superposition
of a number of standing waves approximates a propa-
gating feature (Rabinovich and Trubetskov 1989).
Because approximate boundary conditions (2.4) were
used, approximation errors of (2.2) resulting from in-
accuracy of the boundary conditions were reduced by
reconstructing the SSH anomaly field from (2.4) within
a reduced domain. The latter was obtained by shifting
all segments of the boundary ›Srigid< ›Sopen within the




(solid line) and ›S
new
(dashed line) are boundaries of the com-
putational and reduced computational domains, respectively, and
h is the distance between the boundaries.
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domain to a distance (h) (Fig. 1). The value of h was
determined by the data resolution and level of mea-
surement noise, and h/ 0 as data resolution increases
and/or noise variance tends to zero. Because spectral
problem (2.2)–(2.4) was formulated for elliptical oper-
ators, the subdomain between ›Srigid < ›Sopen and ›Snew
can be interpreted as a charge layer as described by
Morse and Feshbach (1953).
Estimates showed that by choosing h ’ 50 km and
using 1000 Mmodes in spectral decomposition (2.2), SSH
fields were approximated with error less than 0.01%
within the reduced domain. Additional mathematical
details of this approach and examples of its practical
applications can be found in Ivanov and Collins (2009)
and Ivanov et al. (2009, 2010), respectively.
TheMmodes generated the basis for phase space that
allowed for analysis of altimetry signals in both the
physical (state) and phase spaces. Quasi-zonal jets were
detected by Ivanov et al. (2009) within the sixth fre-
quency band, and Rossby wave–like structures were re-
ported for the third and fourth frequency bands by Ivanov
et al. (2010).
The jet system was delineated by a north–south series
of vortex chains, each of which presented an envelope
(shear flow) embedding mesoscale eddies that do not
propagate westward (Ivanov et al. 2009). Other papers
have also shown that quasi-zonal jets consisted of vortex
chains rather than a plane-parallel shear flow. An ex-
ample is given by Connaughton et al. (2010) who found
that narrow jets, even if they developed quickly, became
unstable and acquired coherent structures in the form
of Karman-like vortex streets. McWilliams (2006) also
pointed out that vortex chains/streets are more stable
than plane-parallel zonal jets, and zonally averaged speed
for the chains/streets can be larger than that allowed
by the Rayleigh–Kuo instability criterion for zonal jets.
It is important to note that the elements of quasi-zonal
jets off California, an envelope, and eddies embedded
into this envelope, shared the same spatial and tem-
poral scales. Therefore, it is not possible to separate the
eddies and jets by time averaging or using low-frequency
filters because of an uncertainty principle referred to as
the Heisenberg–Gabor limit (Cohen 1995).
The temporal behavior of the jet system consisted
of quasi-equilibrium states with transitions between
them. Observed nonlinear effects of the evolution of the
jets included the southward (meridional) drift of about
0.2 cm s21, deviations of the jets from the zonal direction,
and reformation of the jet system through decay and
merger of vortex chains. The typical structure of quasi-
zonal jets was visually recognized as a chain of vortices
embedded in a shear flow as shown in Fig. 2a. Vortices
in the chain moved neither westward nor eastward.
FIG. 2. Coherent structures extracted from SSH observations
(14 Sep 2005). Contour interval is 1 cm. (a)A systemof quasi-zonal jets
in a quasi-stationary state, (b) annualRossbywaves, and (c) semiannual
Rossby waves. The 221M-basis functions [summation in Eq. (2.2) from
m5 30 tom5 250] were used to reproduce these coherent structures.
Spatial spectral windows allow contributions of the seasonal cycle and
real Rossby waves to SSH to be separated (Ivanov et al. 2010), and
coherent structures to be detected; jets and waves were masked by
large-scale currents (Ivanov et al. 2009, 2010).
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Therefore, the quasi-zonal jets cannot be interpreted as
monochromatic westward-propagating Rossby waves.







h6(x, t) dt9 5 0, (2.5)










a6m(t9)Cm(x) dt9 5 0, (2.6)








a6m(t9) dt9 5 0, (2.7)
for each m. Here Tobs is a time period and ts corresponds
to 10 October 1992. Therefore, if a jet had one direc-
tion during the first half of the observation period, there
could not be a jet with the opposite direction at the same
location during the second half of the observational pe-
riod. This means that the quasi-zonal jets cannot be in-
terpreted as monochromatic standing Rossby waves.
The jets were observed to migrate southward. In this
case the eastward (westward) jet shifted equatorward
and was replaced by a neighboring westward (eastward)
jet. The migration took about 24 months but was in-
termittent. New jets were also generated by the merger
of neighboring jets but not as a monochromatic wave.
Ivanov et al. (2010) suggested a new interpretation of
propagating SSH anomalies in the California Current
System (CCS) as a signature of nonlinear RWs. Satellite
altimetry and float data were used to extract annual
and semiannual components of SSH anomalies from a
multiscale altimetry signal and estimate their kinematic
characteristics. Different propagation regimes for the
anomalies were identified by propagation speed, wave
steepness, and length of spatial phase coherence (SPC).
The latter was also used as a criterion for distinguishing
waves and eddies, as well as detecting transitions from
wavelike SSH fields, with signals propagating westward
or southwestward to a turbulent-like SSH field when a
halt of westward propagation of Rossby waves was ob-
served (Ivanov et al. 2010). The recurrence period for
wave behavior was estimated to be about 105–120 (195–
210) days for the semiannual (annual) component. Prop-
agation speed and length of SPC decreased with wave
steepness, and westward propagation halted during the
saturation regimes.
Figures 2b,c shows a typical structure of annual (in the
saturation regime) and semiannual (in the amplification
regime) Rossby waves extracted from the SSH anom-
aly field, respectively. The waves propagated westward
or southwestward with a speed that did not exceed
10 cm s21. Note that maximum values of SSH offshore
were about 4–5 (8–10) cm for the quasi-zonal jets in
Fig. 2a (Rossby waves in Figs. 2b,c).
Results discussed in this section and below did not
depend on the length of the sampling. The SSH series
was shortened by a factor of 2–4, and this did not affect
characteristics of either the quasi-zonal jets or Rossby
waves.
3. Intensity of artifacts off California
a. SC08 model
Analysis of the SC08 model showed that characteris-
tics of artifacts can be estimated in a simpler manner
than in the original paper. Following the SC08 model,
artifacts are a linear superposition of independent west-
ward and eastward jets generated by moving cyclones
and anticyclones, respectively. Structure and charac-
teristics of each jet can be estimated analytically. This
allowed extreme values of SSH for artifacts and mean
artifact structures to be determined from a statistical
ensemble formed from artifacts corresponding to in-
dependent eddies.
For simplicity, consider a case of an artifact generated
by a single Gaussian mesoscale eddy that traveled west-
ward. The SSH of an individual perturbation (say an
anticyclone) is written as
h(x, y, t) 5 AZ[(y 2 yo)/l] [Z(x 2 xo) 1 c(t 2 to)/l],
(3.1)
where (x, y) are zonal and meridional coordinates, re-






, c, l are
amplitude, coordinates of initial location, starting time,
zonal component of propagation speed, and character-
istic eddy size, respectively. In (3.1) it was also assumed
that the eddy was circular and its meridional drift was
negligible. Generalization of this result for anisotropic
eddies and nonzero meridional drifts is straightforward.
If h(x, y, t) is averaged over a time interval [to, to1 T]
where T is eddy lifetime, then
h(x, y, xo, yo) 5 BZ[(y 2 yo/l] ferf[(x 2 xo 2 cT)/l]
2 erf[(x 2 xo)/l]g, (3.2)





/2cT is the amplitude of the arti-
fact. The B2 is defined as artifact intensity. In general
Eq. (3.2) describes an anisotropic structure embedded
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in a large-scale envelope with the meridional (Ly) and
zonal (Lx) sizes defined as
Ly ; l and Lx; 2l 1 cT. (3.3)
If temporal resolution (Dt) of SSH observations was
quite high (i.e., with small time intervals between ob-
servations) and g5 cDt/l1, then the anisotropic en-
velope did not have an intrinsic structure (Fig. 3a). A
multieddy structure (a set of eddies of the same sign)
was embedded into a larger-scale envelope for g ; 1
(Fig. 3b). The artifact consisted of a set of eddies of the
same sign for g  1 (Fig. 3c). The explicit anisotropy of
the envelope disappeared whenT  2l/c. The zonal size
of the envelope increased with time (meridional size did
not depend on time) and its intensity decreased
h ; 1/T, as T/‘. (3.4)
From analysis of SSH observations for the CCS, typi-
cally c’ 5–10 km day21, Dt’ 2 weeks, l’ 200 km, and
g ’ 0.35–0.7. Using these parameters, model (3.2) pre-
dicts artifacts that represent chains of eddies embedded
into a larger-scale envelope. These structures were simi-
lar to those shown in Fig. 2a.
However, the amplitude of the artifacts calculated
for maximum observed values of A ’ 10 cm for the
CCS was
B’ 0:5 cm. (3.5)
The same parameter estimated for quasi-zonal jets from
the SSH anomaly field off California was
B^ ’ 4 2 5 cm. (3.6)
Therefore, artifact intensity was considerably less than
the observed quasi-zonal jet intensity predicted by the
SC08 model.
b. Adiabatic approximation
Estimates obtained by the SC08 model were approx-
imate because real mesoscale eddies interacted with one
another, deforming their shapes and changing their am-
plitudes, propagation speeds, and directions (McWilliams
2006). Contributions of these effects to artifact intensity
can be estimated using an assumption that eddy evo-
lution is described by an adiabatic approximation, that
is, an assumption that eddy characteristics vary slowly,
and thus their changes are small within a finite (short)
time interval. The adiabatic approximation did not limit
changes of eddy characteristics for long or infinite time
intervals. Using the adiabatic approximation, a model-
independent estimate of the upper boundary of artifact
intensity is obtained below.
Consider averaging over an ensemble of K artifacts
generated by mesoscale features,




FIG. 3. Artifacts obtained by time averaging a moving Gaussian eddy of 15-km diameter.
(a) Large-scale envelope. (b) Large-scale envelope embedding eddies of the same sign. (c)
A set of single eddies. Contours h are in nondimensional units.
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where h
k
is SSH for an artifact generated by the kth
mesoscale feature. Any changes in artifact structures
are due to variability of propagating features caused
by nonlinear interactions between these features, not to
direct interactions between individual artifacts. There-
fore, Eq. (3.7) shows that the mean over the ensemble
is a result of a linear interference of K artifacts. This
results in the following inequality:
2hmin# hh(x)i#hmax, (3.8)
where – (1) corresponds to east(west)ward jets and
hmax is maximum possible SSH of an artifact induced
by features propagating in the region of interest.






















where tI115 to1Tk, Tk is the lifetime of the kth prop-
agating mesoscale structure. Then within each time in-
terval [titi11],
hki(x, y, t)’hki(x 2 ckit, y). (3.10)
Use of Eq. (3.10) assumes that shape and kinematic
characteristics of the kth propagating mesoscale struc-
ture changed slowly within time interval [titi11]; that is,
an adiabatic approximation is used. However, changes
of the same characteristics within the time interval
[toto1T] are not necessarily small.
Using the second mean value theorem (Gradshteyn



























i112 ti and h^ki is SSH at a spatial point of an






Analysis of the AVISO SSH data off California
give max(h^
ki
)’ 10 cm, max(dt
i
)’ 1(2) month(s) for the
third and fourth frequency bands and min(T
k
)’ 12(24)
months for waves from the third (fourth) frequency band.
Therefore,
hmax’ 0:9 2 1:2 cm. (3.13)
This is an upper boundary for artifact intensity B. Any
estimate obtained from SC08 or similar models cannot
exceed this upper boundary.
Note that to obtain (3.13), only three parameters
need to be extracted from the SSH observations and
then used in (3.12). Another model-independent es-
timate for hmax is given in appendix A where the adi-
abatic approximation was not used. However, the
estimate in appendix A requires four parameters that
should be determined from the data. Because all pa-
rameters estimated from the SSH observations contain
errors, it is not clear a priori if the estimates obtained
in appendix A are more accurate than those derived
above.
In general, (3.13) estimates the maximum value of
artifact intensity if artifacts are induced by propagating
individual or interacting mesoscale eddies as well as
Rossby solitons. However, (3.13) overestimates artifact
intensity if propagating mesoscale features are inter-
preted as linear and weakly nonlinear Rossby waves.
The observed waves typically have a quasi-periodic spa-
tial structure (as, e.g., the semiannual Rossbywave shown
in Fig. 2c). Time averaging applied to traveling plane
waves should result in artifacts with zero intensity. In the
real ocean, Rossby waves are neither plane nor purely
periodic. Therefore, the intensity of artifacts induced by
Rossby waves differs from zero. However, because quasi
periodicity in time and space, these artifacts should be
weaker than those produced by individual or interacting
mesoscale eddies.
Although estimates (3.5), (3.13), and (A1.3) (from
appendix A) were obtained in different ways, they
agreed with one another. Therefore, artifact intensity
off California was smaller than the intensity of observed
quasi-zonal jets detected in altimetry observations.
4. Paths of propagating features and orientations
of quasi-zonal jet axes
Another important difference between quasi-zonal
jets and artifacts is that the axes of artifacts and the paths
of propagating features should be collinear while the
axes of physical jets are not necessarily stretched along
paths of propagating features because of nonlinear ef-
fects (Smolyakov et al. 2000a,b; Ivanov et al. 2009). The
nonlinear effects resulted in (i) changes in the jet direc-
tion from west to southwest and back (Figs. 4a,b), and
(ii) equatorward motion of a jet system with a speed
(cdrift) without change of jet orientation (Figs. 4c,d).
This suggests that the degree of correlation between
the directions of jet axes and wave propagation is an-
other useful criterion for distinguishing quasi-zonal jets
from their artifact counterparts.
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Because direction of propagation for mesoscale fea-
tures can change with time, the effect of this change on
orientation of artifact axes can be estimated as follows.
Feature lifetime T was divided into I intervals within
each of which the direction of mesoscale feature prop-




h (xi11, xi), (4.1)
where h(xi11, xi) is an artifact obtained within the time
interval [titi11] resulting from time averaging, and T5
tI 2 to, tI is the time for a mesoscale feature to decay.
Equation (4.1) allows for the reconstruction of an arti-
fact, even though its axis is not a straight line.
If a quasi-zonal jet axis is defined as a line of sym-
metry of an appropriate eddy chain, and coordinates of
this line are specified in the root-mean-square sense,
then at least two vortices should be embedded in order
to identify this chain. Therefore, to identify an artifact,
a length of any interval [titi11] cannot be less than
t 5 (l 1 l)/c, (4.2)
where l is the distance between centers of embedded
vortices and l is the characteristic size of the vortex.
For c# 10 cm s21, l# 300 km, and l# 300 km (these
values were directly estimated from SSH observations),
t# 60 days. (4.3)
Therefore, a change in propagation direction of meso-
scale features should be clearly detected in a change of
orientation of artifact axes within 60 days.
This result was used to examine quasi-zonal jets off
California observed between August 2003 and May
2007. An axis of a quasi-zonal jet was defined as a line
of symmetry of an eddy chain, and coordinates of this
line were determined in a root-mean-square manner.
FIG. 4. Orientation and movement of quasi-zonal jets off California. Contour interval is 1 cm. Quasi-
zonal jets directed (a) to the southwest on 5 May 2004, and (b) to the west on 11 May 2005, showing the
system of quasi-zonal jets rotating spatially. Equatorward drift is clearly observed in the shift of the
positions of quasi-zonal jets from (c) 17 Mar 2006 to (d) 9 Aug 2006.
1118 JOURNAL OF ATMOSPHER IC AND OCEAN IC TECHNOLOGY VOLUME 29
To determine the direction of mesoscale feature prop-
agation, a closed contour was used that bounded the
SSH anomaly (a signature of a feature on the ocean
surface). This contour was determined as the intersec-
tion of the SSH anomaly field and a threshold m, and the
direction of feature propagation was then measured
from kinematics of the geometrical center of the con-
tour. To reduce the uncertainty in determination of the
SSH anomaly boundary, which can be large for small
values of m resulting from measurement errors, a set of
thresholds m
1
,    , m
q
,    , m
Q
was introduced
and anomaly propagation speed (ua) was determined as
ua 5 limq/Q
yq, (4.4)
where yq5 y(mq) was the anomaly speed determined
for the given threshold mq. Starting from a threshold mq*
jyq*11 2 yq*j;O(yq*), (4.5)
and anomaly propagation speed was determined as
ua 5 yq* 1 O(yq*). (4.6)
The axes of quasi-zonal jets reoriented in space three
times between August 2003 and May 2007: from west-
ward to southwestward, from southwestward to westward,
and fromwestward to southwestward.Mesoscale features
may also propagate to the west or southwest. Figure 5
clearly shows that although the first west–southwest
transition for the jets occurred during October–December
2003, both semiannual (annual) waves continued to
propagate westward until 3 (7) months later. The first
southwest–west transition for quasi-zonal jets occurred
in October–December 2004, but did not influence the
direction of semiannual wave propagation, which changed
almost a year later in August–September 2005. The sec-
ond west–southwest transition for the jets occurred in
September–November 2006. Semiannual waves changed
their propagation direction at about the same time,
October 2006–January 2007, but the change of propa-
gation direction of annual waves that occurred at about
the same time was from the southwest to west.
These results demonstrated that paths of annual
Rossby waves were not always collinear with axes of
quasi-zonal jets, and vice versa. During time periods when
the axes of the quasi-zonal jets and preferred wave paths
were not collinear, artifacts oriented in the same direc-
tion as the quasi-zonal jets could not be produced by
propagating waves.
Paths of semiannual Rossby waves and axes of quasi-
zonal jets were also not collinear for 3–6 months and
longer. In addition, during the saturation regime (when
a transition from a wavelike field to an eddylike field
occurred), both annual and semiannual Rossby waves
did not propagate in the direction of the quasi-zonal flow
(Ivanov et al. 2010). Instead, wave packets of eddies
moved in arbitrary directions, and individual eddies had
considerable meridional drift. Therefore, the Rossby wave
paths and axes of quasi-zonal jets were directed differently
at times.
Figures 6a–c show semiannual waves that did not
propagate along quasi-zonal jets. The angle between di-
rections of wave propagation and axes of quasi-zonal jets
was ;308–408.
Note also that artifacts induced by mesoscale features
cannot have a regular (solid body like) drift southward
as was observed for the real quasi-zonal jets in Ivanov
et al. (2009). Changes in direction of mesoscale feature
paths can only result in a rotation of artifact axis because
the speed of meridional drift should vary along this axis.
The conclusion from the above discussion is that axes
of quasi-zonal jets and Rossby wave paths off California
were not always collinear. The delay in the rotation of
the jets relative to changes in the paths of Rossby waves
was considerably longer than 2 months (sometimes it was
as long as 12 months). Therefore, the quasi-zonal jets ob-
served off California cannot be interpreted as artifacts.
FIG. 5. Time table showing the directions of quasi-zonal flow and propagation of Rossby waves. Corresponding direction is indicated by
capital letters: west 5W or southwest 5 SW. Transitions between directions are marked (arrows).
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5. Phase synchronization
Anumber ofmechanisms can formquasi-zonal jets in the
ocean.Quasi-zonal jets can be generated by near-resonance
interactions betweenmodes (e.g., see Lee and Smith 2007);
anomalous local wind forcing, as assumed in Nakano and
Hasumi (2005); or by the instability of background currents
(e.g., Berloff et al. 2009). This study follows results of
Ivanov et al. (2009, 2010; L. M. Ivanov et al. 2011, un-
published manuscript, hereafter IVAa), and assumes that
independent of a mechanism for jet genesis, jets were
nonlinear structures and interactions among different scales
played an important role in jet formation and stability.
In particular, IVAa pointed out that the Rossby waves
off California were a subject to modulation (Behjamin–
Feir or quartet) instability. Quartet instability stimu-
lated the transfer of energy from waves and eddies to
biannual oscillations and quasi-zonal jets.
Near-resonance for wave interactions found in IVAa
should result into a number of nontrivial features of the
quasi-zonal jets, and in particular in specific dynamics of
scales in phase space that embed the jets: phases of sev-
eral scales can be either synchronized or locked. This
feature of quasi-zonal jets can be used to distinguish real
jets from artifacts.
Artifacts are not formed due to nonlinear interactions
of flow scales and, therefore, they should not exhibit
phase synchronization/locking events accompanying the
interactions. If phase synchronization–locking events
and appropriate nonlinear interactions are simulta-
neously detected in phase space, then this is an explicit
evidence for existence of real physical quasi-zonal jets.
Detection of a synchronization–locking events alone,
without an appropriate frequency-phase analysis, can-
not distinguish the real phase structure from those result-
ing from mathematical manipulations.
TheMmodes introduced by Eqs. (2.2)–(2.4) generate an
appropriate phase space. Hence, the underlying structure
of quasi-zonal jets and interscale interactions forming these
jets can be analyzed through the phase–frequency analysis
ofM-mode dynamics in amplitude–phase variables.
The Morlet wavelet transform was used to extract





apm(t9)c*[(t 2 t9)/t] dt9, (5.1)
where c is the Morlet wavelet transform (Kumar and
Foufoula-Georgiou 1997), the asterisk (*) indicates the
FIG. 6. An example of semiannual Rossby
waves that did not propagate along quasi-zonal
jets. Contour interval is 0.5 cm. (a) Quasi-zonal
jets on 16 Feb 2005; and semiannual waves on
(b) 23 Feb 2005 and (c) 2 Mar 2005. A reference
transect (dashed line) that uses for the movement
of SSH anomalies is denoted by ‘‘A’’ and ‘‘B’’ with
maximum and minimum amplitudes, respectively.
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conjugate operator, and t is a fixed scale. The wavelet
surface, defined as
Wpm(t, t) 5 jWpm(t, t)j exp[ifpm(t, t)], (5.2)
describes the amplitude in phase space for every time
scale t at defined ridge coordinates tr and each time
moment t from







are mode amplitude and phase,
respectively. A ridge curve (which had a certain time
length) on a wavelet surface corresponds to a time–
frequency energy localization and is also called an in-
stantaneous frequency curve. For those not familiar with
wavelet transform techniques, see Kumar and Foufoula-
Georgiou (1997). Following terminology from Pikovsky
et al. (2001), phase synchronization corresponds to the
case when phase difference for two oscillations is equal
to zero, and phase locking assumes this difference to be
constant.
A drawback of wavelet analysis applied to SSH ob-
servations is that the observational series was too short
to detect synchronization/locking events for M modes
with time scales slower than 2.5 yr outside a short time
interval between 1999 and 2001. Therefore, another
approachwas used to demonstrate phase synchronization/
locking events within the entire 15-yr interval. The
Morlet wavelet transform was only used to demonstrate
the nonlinear character of events within the 3-yr period
between 1999 and 2001.
Pereira et al. (2007) suggested that phase synchronization/
locking events in a nonlinear system can be detected
through correlations between local maxima and minima
of system variables in a phase space. In the present
paper amplitudes ofM modes were used as system vari-
ables. Two modes were in phase (antiphase) if the dif-
ference between two times tj and tj* corresponding to two
neighboring maxima or two neighboring minima was less
than some threshold d, that is,
jtj 2 tj*j# d. (5.4)
Here, d5 0 corresponded to phase synchronization and
d 6¼ 0 was phase locking. Note that in comparison with
such traditional techniques for calculation of phase of
a multifrequency signal as a wavelet or Hilbert trans-
form, the above approach is applicable to any signals
that contain distinct marker events. For an arbitrary
time t
j
, t , t
j11 the phase of the signal is defined by
Pikovsky et al. (2001) as




This was simpler to use than to calculate the signal phase
directly from either wavelet or Hilbert transforms.
This procedure was applied to M modes with time
scales longer than 2.5 yr (the sixth spectral band) and
for the choice of d 5 1 month and longer. This allowed
detection of correlations between phases ofMmodes or
coherent behavior of groups of modes within specified
time intervals. Figure 7 demonstrates such a coherent
behavior.
Figure 8a showsM-mode amplitudes correlated in this
manner (black and red points are maxima and minima
of the amplitudes, respectively). Clusters of correlated
maxima and minima were grouped within 12 time pe-
riods over the 15 yr. For d5 1month, the phase of 40–45
modes were either synchronized or locked. Distances
between centers of these clusters were approximately
12–15 months. The choice of d 5 1 month involved a
trade-off between the time resolution for SSH data
(approximately 2 weeks and longer) and the minimum
smoothing of peaks in Fig. 8a. However, results ob-
tained above did not change too much for different
choices of d when its value varied between 2 weeks and
2 months.
Maxima of integral square SSH also occurred within
these time intervals, that is, amplification of quasi-
zonal jets corresponded to phase synchronization of
M modes (Fig. 8b). This was explicit evidence that phase
synchronization/locking of M modes accompanied for-
mation of quasi-zonal jets.
The maxima of integral square SSH for the sixth
frequency band corresponded to minima of the same
characteristics calculated for the fifth frequency band
(Fig. 8b), and vice versa. Local amplitude minima, which
accompanied large-amplitude maxima of the integral
square SSH for the fifth frequency band, were probably
due to interactions ofMmodes from the sixth and fourth
frequency band. Periods of amplification of quasi-
zonal jets did not correlate with the behavior of the
integral square SSH for the fourth frequency band. De-
tailed mechanisms for synchronization/locking will be
discussed in IVAa.
However, the nonlinear nature of phase synchronization/
locking of M modes can be easily demonstrated by
analysis of wavelet scalograms. In the case of linear in-
terference, changes in dynamics at the scale with fre-
quency close to the forcing frequency do not lead to
changes in dynamics at other time scales. Nonlinear
interactions between scales appear through inter-ridge
transitions between the main frequencies of ridges, res-
onance frequency trappings, etc. (Chandre et al. 2003).
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There are a number of techniques that allow for de-
tection of ridges for signals of different complexity [see
Abid et al. (2007) for analysis of some of thesemethods].
A key element for the success of ridge detection is the
effectiveness of noise removal (Carmona et al. 1997).
The technique used here for ridge extraction involved
singular value decomposition and use of smoothing
splines to remove noise as described in appendix B.
The analysis of ridge evolution within the fourth, fifth
and sixth frequency bands provided evidence of the
nonlinear interactions of scales slower than 2.25 yr,
corresponding to quasi-zonal jets and Rossby waves with
annual periodicity. For example, Fig. 9a shows explicit
retrapping of themain frequency for awavewith a 2.25-yr
time scale (corresponding to scales of quasi-zonal jets),
which dissipated after year 10 by near-annual oscilla-
tions (an annual Rossby wave generated after year 8)
between 1999 and 2001. In Fig. 9b the generation of
subharmonics is shown; these include subharmonics
that corresponded to waves with periodicities of 1.75,
FIG. 7. Coherent behavior ofMmodes (from 30 to 60) for the sixth frequency band. The two
instances when groups of modes moved coherently with one another are indicated (dashed
vertical lines).
FIG. 8. Synchronization–locking events in phase space. (a) Synchronization of maxima
(black) and minima (red) ofM-mode amplitudes for the sixth frequency band; 40–50M-modes
are synchronized–locked if the time difference between two neighboring maxima or two neigh-
boring minima were less than 1 month. Centers of 12 time intervals where synchronization–
locking events were observed are indicated (dashed vertical lines). (b) Integral square SSH for
the sixth (blue), fifth (black), and fourth (red) frequency bands.
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1.25, and 0.75 yr. In Fig. 9b, strong frequency modulation
was also observed between 1998 and 2002: M-mode fre-
quencies varied with time and these variations were slow.
Retrapping of the main frequency and generation
of subharmonics observed in Figs. 9a,b were both ex-
plicit evidence for nonlinear interactions between M
modes from different frequency bands (Rabinovich and
Trubetskov 1989). These effects cannot be reproduced
by artifacts. Therefore, artifacts and the quasi-zonal jets
are easily distinguished through the phase–frequency
analysis of M-mode dynamics in the appropriative phase
space.
6. Conclusions
SC08 hypothesized that quasi-zonal jets observed in
SSH observations and model output could result from
long-term time averaging and be an artifact of propa-
gating mesoscale features. Chelton et al. (2011) are also
pessimistic that the length of the AVISO reference se-
ries is long enough to resolve the issue of whether ob-
served jets are real or are artifacts of an inadequately
sampled eddy field.
This paper examined the nature of quasi-zonal jets
off California using the following three criteria: the
difference between the intensity of quasi-zonal jets and
their artifacts, the degree of correlation between jet di-
rection and Rossby wave paths, and the existence of
phase synchronization/locking events that can be easily
detected in phase space. Although the present paper
focuses on the California Current System, similar cal-
culations can be done for theWorld Ocean in general or
a region of the ocean. TheMmodes are easily calculated
independent of size and shape of an area of interest.
This study has demonstrated the following:
First, the intensity of quasi-zonal jets observed off
California was considerably larger (by 4–5 times) than
the intensity of artifacts that can potentially exist in the
region. Three different methods were used to estimate
the intensity of artifacts. Independent of the model used
for propagating mesoscale features, the intensity of arti-
facts that could be produced off California did not exceed
0.9–1.2 cm. The intensity of observed quasi-zonal jets was
as large as 4–5 cm.
Second, for long time periods, the direction of Rossby
wave propagation did not always coincide with the di-
rection of quasi-zonal jet axes, and the jets did not always
stretch along preferred Rossby wave paths. Departure
of jets from zonal directions was previously explained
by Smolyakov et al. (2000a,b) and Ivanov et al. (2009)
as a result of nonlinear interactions between different
flow scales, which are described through M-mode in-
teractions in phase space. Artifacts, because of their nu-
merical nature, should stretch along preferred paths of
mesoscale eddies or Rossby waves.
Third, explicit phase synchronization–locking events
forMmodes were detected in phase space. These events
were due to nonlinear interactions between the modes.
This also distinguishes the real jets from artifacts gen-
erated by time averaging the data.
IVAa pointed out existence of near-resonance four
wave interactions in the California Current System, and
that they drive the quasi-zonal jets. This mechanism gen-
erating quasi-zonal flows was discussed by Plumb (1977),
Esler (2004), Connaughton et al. (2010), Lee and Smith
(2007), and others for simple conceptual models.
Rhines (1975) assumed that quasi-zonal jets are
driven by resonance triad instability. In our opinion
FIG. 9. Ridges for several M modes. Zero point on the x axis corresponds to 10 Oct 1992. Cones of
influence are shown (angled dashed lines). (a) The 30thM mode; explicit retrapping is indicated by the
arrow that connects two different time scales of 2.25 and 1 yr. (b)The 61st M mode; subharmonic gen-
eration is shown for the 2.5-, 1.75-, and 1.25-yr time scales, as well as frequency modulation of the 2.5-yr
time scale.
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this mechanism is not dominant in the California Cur-
rent System because the Rossby wave spectrum is quite
narrow here and Rossby wave amplitudes are not small.
We also found phase synchronization/locking events
within all six frequency bands (these results will be pub-
lished in IVAa). These events made wave spectra nar-
rower and accompaniedmodulation instability. Therefore,
phase synchronism plays a key role for the generation of
quasi-zonal jets off California and is a clear criterion for
distinguishing real quasi-zonal jets from artifacts caused
by time averaging.
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APPENDIX A
Estimate of theUpper Boundary ofArtifact Intensity
Estimates similar to (3.13) can also be obtained with-
out the adiabatic approximation hypothesis. Assume
that propagating features are characterized by intensity
A, a location where they originated xo, lifetime T, and
characteristic scale and propagation speed l and c, re-
spectively. The probability distribution functions for A,
xo, T, c, and l are f (A), f (xo), f (T), f (c), and f(l), re-
spectively. If these quantities are introduced, then h can
be averaged over all these characteristics as
hh(x)i 5
ð ð ð ð ð ð
h(x, xo,T, c, l)f (A)f (xo)f (T)f (c)f (l) dAdxo dT dc dl. (A1.1)
Because h(x, y) is bounded for any values of the char-
acteristic parameters, all distribution functions are pos-
itive, and integrals in (A1.1) are finite. Equation (A1.1)
can be simplified using the first mean value theorem
(Gradshteyn and Ryzhik 2007). Hence,
hh(x)i#h(x,A,T, c, l), (A1.2)
where Amin#A#Amax,Tmin#T#Tmax, cmin# c# cmax,
lmin# l# lmax. Using Amax ’ 10 cm, Tmax ’ 2 yr, cmax ’
10 cm s21, and lmax ’ 300 km,
hhmax(x)i# 1 cm. (A1.3)
This estimate agrees well with (3.13). Because only
parameters A, xo, T, c, and l were extracted from the
satellite data, (A1.3) is model independent; that is, it




Ridge extraction from a wavelet scalogram of a com-
plex signal distorted by noise is an ill-posed problem.
The method based on the local maximum of (5.3) is
shown to exhibit spurious ridges when noise is added. To
eliminate this phenomenon, two different noise dis-
crimination procedures were used to smooth the scalo-
gram and find local maxima.
First, singular value decomposition (SVD; Golub and
Van Loan 1996) of W(t, t) was used to exclude high-
order singular numbers for which the contribution of
noise was largest
W1(t, t) 5 ULreducedV
T, (B1.1)
whereLreduced5
s1 0 0 0 0




0 0 0 0 0
0 0 0 0 0
0 0 0 0 0





is a 7623 512
diagonal matrix where singular numbers after scut are
equal to zero, and T is the transpose operator. A problem
is how to estimate scut.
Second, a smoothing spline = (Wahba 1990) was also
applied toW(t, t) to exclude noise contributions
W2(t, t) 5 =(a) W(t, t), (B1.2)
where a is a smoothing parameter that controls the
trade-off between fidelity to the data and roughness of
the function estimate. This parameter should be de-
termined from knowledge of its effect on solutions or
a priori estimates of noise statistics.
Varying scut and a, the behavior of W1 and W2 were
studied. The optimal aopt was chosen using the follow-
ing conditions: (i) there was no difference in the num-




; (ii) there may be some
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have maximum resolution along t.
These three conditions allowed for detection of a finite
number of robust ridges. Then, appropriate wavelet
ridges were extracted using
R(tr, t) 5 maxt
ridge
j=(aopt) W(t, t)j2/t. (B1.3)
The following two comments on this procedure are
necessary:
1) Cross-validation (or generalized cross validation)
procedures were not used to estimate the optimal
value of the smoothing parameter aopt because our
experience (Ivanov et al. 2001) demonstrated that
the cross validation was effective only for small ratios
of noise/signal when noise statistics were close to
Gaussian.
2) Other ridge extraction algorithms using the phase
of the continuous wavelet transform have been pro-
posed (see Carmona et al. 1997, e.g.). These methods
were shown to be more accurate than the local
maximum method for a specific class of signals.
However, a combination of the local maximum
method and smoothing procedures used in this paper
were effective to accurately detect wavelet ridges.
Therefore, these procedures were satisfactory for
this study.
Figure B1a,b gives an example of the extraction of
ridges from a wavelet scalogram for SSH anomaly signals
on 5May 2004. Here nonsmoothedW(t, t) and smoothed
W2 are red and blue curves, respectively. Circles show
points of local maxima on the ridge (RP). It is clear from
Fig. B1a that the weak smoothing produced fictitious
maxima for time scales slower than 1.5 yr (red circles).
However, strong smoothing (the red curve) resulted in
the loss of the maxima for a time scale faster than 1 yr.
Figure B1b illustrates the extraction procedure dis-
cussed above. Here, circles indicatemaxima on the ridge
that were selected by the SVDprocedure, the smoothing
splines, and when the SVD and smoothing splines were
combined. Green and black circles correspond to de-
composition (B1.1) where only the first 20 and 10 sin-
gular vectors were kept, respectively. Blue, red, and
orange circles indicate results for the splines with dif-
ferent levels of smoothing and are arranged from lowest
smoothing (red) to highest smoothing (blue). Figure B1b
uniquely demonstrates the existence of aopt (results for
aopt are shown by blue circles), and convergence of the
extraction procedure as a / aopt. All fictitious maxima
(red circles) were effectively eliminated.
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