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INTRODUCTION 
A recent feasibility study has indicated the possibility of 
detecting molecular constituents of planetary atmospheres and the 
interstellar medium by measuring time delays of pulsed radio signals 
(1). Such time delays are due to dispersion by radio frequency 
resonances of the constituents and may be measurable under conditions 
for which resonance absorption is too weak to detect. In order to 
be able to use the method as a tool for determining number densities, 
the experimental techniques employed should be tested and calibrated 
in the laboratory under predetermined conditions for which the physi­
cal parameters are known. This dissertation presents a theoretical 
study of time delays for the dispersion rules describing the above 
mentioned media, followed by an experimental investigation of the 
same phenomenon. 
There are two types of line broadening encountered in micro­
wave spectroscopy: collision broadening and Doppler broadening, 
each with a characteristic absorption coefficient frequency profile. 
Collision broadening is the result of a perturbation in the energy 
level of the resonance due to collisions with other molecules and 
produces a Lorentzian profile, the halfwidth proportional to pressure. 
Doppler broadening is caused by a Maxwellian distribution of the line-
of-sight Velocities of the molecules which causes a Doppler shift in 
the resonance frequency of each molecule; the frequency profile is 
Gaussian, with a halfwidth proportional to the square root of the 
temperature. For typical atmospheric temperatures, collision 
broadening dominates for high pressure, Doppler broadening for 
extremely low pressure. When the pressure is such that the colli­
sion width is of the order of the Doppler width, both effects must 
be taken into account simultaneously. 
Previous theoretical analyses of the definition of a signal 
velocity for the case of anomalous dispersion have been concerned 
with the case of a Lorentz,profile, for the asymptotic condition, 
ox > 1, where a is the absorption coefficient for the resonance and 
X is the path length (2,3,4). Signal veocities were mathematically 
defined in these treatments by considering the integral representing 
the electric field vector of the pulse in the medium. Evaluation 
of this integral results in expressions for the signal and the 
precursor; a signal velocity is defined by comparing these expressions 
as a function of time. In this dissertation the same integral is 
evaluated exactly. Signal velocities are defined for the condition 
of weak absorption, ox « 1, using techniques similar to the early 
works, in addition, the case of Doppler broadening is treated in the 
asymptotic limit and signal velocities are defined. 
When an experiment was performed to measure the signal velocity 
for weak absorption, no positive results could be reported. This led 
to a reconsideration as to whether the mathematical definitions had 
any physical meaning. That is, although one can distinguish between 
the precursor and signal mathematically, can one do so experimentally? 
Because the exact solution for the dispersed pulse was at hand, various 
experiments could be performed in a computer calculation where the 
predicted pulse shape could be displayed. One could follow numeri-
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cally the time dependent contributions of the precursor and signal 
as a function of time. Then by observing the predicted shape of 
the directly detected pulse, the result of interference with an 
undispersed pulse, or the result of filtering the pulse before 
detection, one could determine whether a signal velocity is indeed 
observable. These calculations were performed and the results are 
presented herein- It appears that the experimental detection of the 
signal velocity is not possible In the region of anomalous dispersion. 
Because the details of the pulse shape depend upon the physical 
parameters of the medium, these parameters can be determined by 
fitting experimental data to the predicted pulse shapes. This v/as 
done as a function of intensity and as a function.of pressure. 
For the case of the interference experiment, no signal was detected, 
as predicted by the calculation. The filtered signal also behaved as 
predicted by the calculation, and no signal velocity was observed. 
All of these results are presented herein, along with some comments 
about an experiment reported by Shiren (6). Me has observed a pulse 
delay and his results are explained in light of the computer calculation. 
A summary and conclusions are presented at the end of the 
dissertation along with some comments about possible additional 
work on the problem. The remaining sections present the literature 
cited, acknowledgements, and appendices. 
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NON-ASYMPTOTIC THEORY 
The problem of defining a signal velocity for pulsed electro­
magnetic waves propagating in a medium of resonant absorbers has been 
discussed in some detail previously (2). The results of that and 
previous work will be outlined here insofar as they relate to the 
problem to be dealt with in this section, defining the signal velo­
city for the non-asymptotic condition,a x< 1, where a is the absorp­
tion coefficient for the resonance of the medium, and x the path length 
traversed by the signal. The notation will be the same as that of 
reference 2. 
For a sinusoidal step input signal of the form 
the solution for the wave equation for a plane wave in a medium of 
resonant absorbers is given by 
For a medium of N absorbers per unit volume, with resonant frequency 
Wg, and line halfwidth p, the dispersion rule for natural broadening is 
E(0,t) = sinm't t > 0 
(1) 
= 0 t < 0 
(2) 
kfe) = 1 - 4a^ /(w^ -WQ^ +2ipw)]2 (3) 
where 2 . , 2 ,  
a = It N e /m 
e,m = electron charge, mass. 
(4-a) 
(4-b) 
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The group velocity derived from Equation 3 has no physical 
meaning near resonance, where it gives the non-causal result that the 
signal travels faster than the speed of light in a vacuum. Using the 
saddle point method of integration, Brillouin analyzed the problem of 
defining a signal velocity for the case of signal frequencies outside 
the region of anomalous dispersion (3). His evaluation of Equation 2 
results in two terms: one represents the steady state signal, with 
sinusoidal frequency dependence the same as the impressed signal; 
the second term contains a wide spectrum of frequencies; is sinu­
soidal ly independent of and represents the precursor. Brillouin 
defined the arrival of the signal as that value of x/ct when the 
steady state contribution reached one half its final value; mathe­
matical ly, this corresponds to the pole crossing the path of steep­
est descent. He then extended this definition to the case of signal 
frequencies near resonance, but without a detailed analysis of the 
integral for this case. 
Baerwald later used a more precise generalized saddle point 
method of integration and defined a signal velocity for all frequen­
cies, in the asymptotic limit defined by ax » 1 (4). He defined 
the arrival of the signal as that time when the amplitude of the signal 
term equals that of the precursor. This signal velocity, as a function 
of frequency, has a minimum at resonance in contrast to Brillouin's 
definition which equals c there. Neither of the above results are 
expressible in closed form. 
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We have recently applied a method of asymptotic expansion of 
Fourier type integrals (5) to the problem^ approximating the disper= 
sîon rule for the case of a dilute medium and narrow line profile, 
describable near resonance by 
Both methods of defining the arrival of the signal, that of Brillouin 
and Baerwald, were used. The corresponding results each have essen­
tially the same shape as a function of frequency as their values. In 
the asymptotic limit, ax» 1, the signal velocity is (2) 
Shiren has measured time delays of pulsed ultrasonic signals 
propagating in a medium with a paramagnetic resonance. The resul­
tant time delays are an order of magnitude,and more, larger than those 
predicted by the above theories. He therefore postulates very narrow 
local resonances, each of which delay the signal by an amount somewhere 
between the values given by the theories of Brillouin and Baerwald. 
Their theories are then used in an averaging process in analyzing 
his data, the Brillouin theory as a lower limit. 
There are arguments as to why Brilouin's result is not a valid 
lower limit for the signal velocity, which shall be presented later. 
Because of this, and because conditions for which ox « 1 are of 
interest in atmospheric measurements (1), it was felt that a solution 
to the problem for weak absorption would be of value, with a signal 
velocity defined if possible. This work now follows. 
(5) 
v/c = [1 + C o(w)/p] ^ (6) 
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Evaluation of the Integral 
In this section we shall evaluate the integral exactly, expres­
sing the result in series form. From an approximation of this expression 
for ax « 1, signal velocities will be defined in the spirit of the 
previous definitions. 
The integral of liquation 2 is transformed to a Fourier integral 
by the transformation equation 
z = (l-§) (?) + (7) 
where 
Ç = x/ct (8) 
= afg/fl-s) (9) 
7Î = «3 - &Q +' p (10) 
1%'!^ = D . (11) 
The inverse transformation is 
t] = [z + (z-z^ )2(z-%_)2]/2(l-s) (12) 
where 
z+ = ± 2 A (l-§). (13) 
Equation 2 is now written, using r = t-x/c, as 
E(X't) = "26II0 KG e^ 'Wo^ -P' (Ij + lg) (14) 
wi th 
I ^  = -g- ^  e (z-zp) ^  dz (15) 
-ivt (Z-Zi) 
I = I £ e " T T dz (16) 
(z-z )(z-z+)2(z-z_)2 
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where 
z, = 2 A^(l-§)/r7' (17) 
2p = z(%'). (18) 
The contour and the singularities of the integrand move about in the 
transformed plane as a function of §, as shown in Figure 1. The 
branch points lie on the real axis ; both are at the origin at 
g = 1, move to + Vza at Ç and back to the origin for § = 0. 
The pole lies in the lower half plane for § = 1^ crosses the real 
axis between the branch points for given by 
f (§^) = D(ou') (19) 
and remains above it for all § < It lies to the left (right) 
of the imaginary axis for w' " Wq  > 0 (< 0), and it for m' = Wg, 
for all §. The exact position of the contour, the transformed 
real w-axis, is irrelevant since it will be deformed in the z-plane 
to evaluate the integrals. Suffice it to note that all the singu­
larities lie below the contour in the z-plane for all 
This transformation is the same that was used in our asymptotic 
theory (2). The branch cuts in Figure 1 are just the paths of steepest 
descent of the «i-plane. To evaluate the integral by the asymptotic 
method of expansion, one distorts the contour to lie along these 
cuts, as in Figures 2a and 2b. For very asymptotic conditions, the 
singularity which lies highest in this transformed plane gives the 
dominant contribution to the integral. Under these conditions one 
can define the signal arrival as the time when the pole in the 
figure, representing the steady state oscillations, climbs above the 
Z-PLANE 
z=-a z=o 
z_ 
Figure 1 
Figure 1. Transformed z-plane with contour, T, branch points, z^, and pole, z^. 
10 
ImZ 
Z= -a 
z: 
y 
TRANSFORMED PLANE 
Z = a 
Re Z 
W» OJq 
h 
Figure 2 a. Transformed z-plane for incident frequency 
far from resonance. 
TRANSFORMED PLANE 
ImZ 
Z = -a 
Z_ 7; 
Z = 0 
ReZ 
CU «CUo 
,ZP 
Figure 2 b. Transformed z-plane for incident frequency 
near resonance. 
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real axis and dominates the branch points. 
Alternatively one could define the arrival of the signal, for 
not so strong asymptotic conditions, as the time when the pole passes 
through the branch cut and its residue first begins to contribute. 
This is the analogue to the definition of Brillouin. Such a definition 
appears straightforward in a first order calculation. However a more 
exact method of asymptotic expansion, in which two singularities are 
treated jointly (5), should be used for the case of weakly asymptotic 
conditions, cases for which ox ~1, for example. For frequencies far 
off resonance the pole is near one of the branch points as it passes 
under the branch cut, as is shown in Figure 2a, These two singula­
rities are treated jointly in the expansion and it can be seen how the 
residue term reaches one half its final value as the pole passes through 
the branch cut. However for frequencies in the region of anomalous 
dispersion, as the pole passes through the branch cut, the tv/o branch 
points lie near one another and are to be treated jointly. It is not 
apparent how the pole contributes now so that an exact method of 
integration to show this behavior is necessary. 
To evaluate the integral, one first writes Equation 16 as 
2 '21 '22 
(20) 
(21) 
(22) 
•(z-z^) 2 (z-z_) ^  dz 
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The branch cuts are drawn up to lie along the positive z-axis, can­
celling one another to the right of z^, as Indicated in Figure 3. 
The contour is distorted downward to lie around the branch cut and 
pole, pinched off when necessary, and down to the infinite semi­
circle along which the integrand damps exponentially and contributes 
nothing. The integral about the cut is simply proportional to the 
Bessel function J^fz^t), as is shown in Appendix A. The integral 
1^2 's evaluated using the integral representation of one of the 
degenerate hypergeometric functions of two variables (7): 
P(a,b) 5^(a,c,a+b;Y,Z) = 
J de (23) 
0 
with Re a,b > 0, |arg(1-Y){ < rt. Translating z_ (z_^) to the origin 
for u)' > (<) cUq, one gets from the branch cut integration 
«22 = ifzp-z,) 2%ife'''=±t(Zp-z+)-1. 
.G,(i,1,1;2Y/(Y-1),Z) - ^  i } (24) 
(:p -:+ )= 
where 
Y = z /z (25) 
± P 
Z = 2iz^ t (26) 
for («'> U)q . Therefore the entire integral can now be written. 
for U)' > Wg, 
- -irte '^P^(l+1) - iaJgtz t) - lite 
l,(i,l,l;2V/(Y-l),z) 
(27) 
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TRANSFORMED 
PLANE 
|2Z_ 
Z = -a 
(-«<— 
ZpUiK 
Z_ 
Zp{i) 
Figure 3. Transformed plane, with branch cuts drawn to +», with 
contour wrapped about the resultant cut between z^ . 
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where the + holds for ^ D. Hence,for the pole in the lower 
half plane the residue does not contribute; however the function 
will begin to oscillate like the pole term before it does contri­
bute so that a measurable signal will be present. The expression 
given by Equation 27 is exact but is difficult to interpret as it 
stands. In the following it will be cast into more familiar expres-
2 
sions for various positions of the singularities as a function of A . 
CO > A^ > D, |2Y/(Y-n j < 1 
For this case the pole lies in the lower half plane and outside 
the circle centered at z_ with radius l2z_|, as is shown in Figure 
3. The function can be written in its series representation 
/2Y 
k=0 m=0 
which converges for |2Y/(Y-1)J < 1. (The terms of the form 
(a,m) are Appel 1 symbols defined by 
(a,m) =a(a+l) (a+2)'*" (a+m-1).) (29) 
Note that the representation given by Gradshteyn and Ryzhik is in 
error. They have a (l,m) instead of (l,k), which is demonstrated 
as correct in Appendix B. Equation 28 is now written in terms of 
a series of hypergeometric functions, 
" n \ v"! ). (30) 
The hypergeometric functions are convergent in the unit circle 
15 
of the argument as required by the condition presently under consi­
deration. The time variable is associated with = 2A(l-§), from 
which the precursor frequency arises. The argument of the hypergeo-
metric function is a function of relative position of the singu­
larities only. Hence at this point the function is not yet < 
oscillating with the steady state frequency. Since both arguments 
of the function are of the same order of magnitude no further 
expansion of Equation 30 will be attempted. 
c° > > D. |2Y/(Y-1) f > 1 
For ,this case the pole still lies in the lower half plane and 
the residue is not yet contributing, but it lies within the circle 
with center at z_. The hypergeometric functions in the expansion of 
Equation 30 are no longer convergent; however one can analytically 
contipiue them by a linear transformation. (See for example. Equation 
9.5.9 of Lebedev (8).) It follows that 
n—u (31) 
'2F,(-n,l;-n+i; (Y-1)/2Y) 
/Y-Kk 
= „ _ Z(Y-1) ~ J (i,n)(-n,k) n,k) f i2Y_l (32) 
n=0 k=0 (2,n) (-n+g-,k) 
which now converges for [2Y/(Y-1)( < 1. Note that 
Z(Y-1)/2Y = -i(z -z )t 
P -
(33) 
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so that now oscillations begin to appear containing the pole due to 
the k = n term of the double sum, in addition to the exponential 
2 2 2 
term of Equation 32. For A > , where A^ is that value for 
which [2Y/(Y-1)| = 1, the exponential term is being cancelled 
2 by the double sum, but ever less so as A further decreases. Hence 
2 2 2 
for some value A^ , A^ < Ag < D, one half of the steady state term 
will result from the effects of this semi-cancellation. 
To find Ag, one associates the time variable with the pole in 
the z-plane, as in Equation 33 for example, and examines the resulting 
expression. This is accomplished by a shift of indices of the double 
sum of Equation 32. Letting n = k+m, 
eo n CO CO 
S S -» S S (34) 
n=0 k=0 m=0 k=0 
and making use of the properties of the Appel 1 symbols, 
(a,m+n) = (a,m)(a+m,n), (35) 
(a,-m) = (-l)^V(l-a,m), (36) 
one has from Equation 32; 
" fi -7^ 
m= 
. r n.k) rz(Y-1)/2Y]k 
(37) 
5^j(2+m,k) ' k! 
Before approximating this expression, consider the magnitude 
of the arguments of the double sum as a function of A. Using 
2 A = o^ xp/T again, one has 
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|Z(Y-1)/2Y| = |(Zp-z )t| = 1^,(1 +^)^| (38) 
|Z| = |2 z_t| = 4 a^ xCp/A) (39) 
2 
so that the small variable is Z for the range of A under considera­
tion. Hence if one expands Equation 37 is terms of this small 
variable, one has to the m=l term, 
2 (40) 
,^[1-(?7'/A)^ ] lF^ (1,3;-i(Zp-z_)t ) 
and the expression for the wave is therefore 
E(x,t) = J Re i f ^  e-im't+ik^ x-cx ^  e-'Vf 
(41) 
Signal Velocity Definitions 
From the results attained thus far one could define a signal 
velocity three different ways using analogies to Brillouin's crite­
rion. He defined the arrival of the signal as that value of x/ct for 
which the residue first begins to contribute. At this time the signal 
begins to oscillate with its steady state frequency and the amplitude 
of the residue is one half its steady state value. 
If one uses the results of the above analysis and defines the 
arrival of the signal as that time at which the signal first begins 
to oscillate with its steady state frequency, the signal velocity is 
18 
v/c = s = (1 + a^ /A^ )""^  (42) 
2 
with A| , the solution to [2Y/(Y*-1)[ = 1, to be used: 
A/ = D {2 - Iw'-wpl _ _ 4 'w'-wo']i }-2 (43) 
' v D D . V D 
At this time the pole lies on the circle about z_ with radius |2z_|j 
Equation 37 begins to hold, and the exponential term in it is just 
being cancelled by some of the terms of the double sum. 
One can also define the signal arrival as that time when the 
steady state contribution reaches one half its final value. This can 
be considered in two different ways. Writing 
rj'/(T)' + A) = + iF. = F (44) 
one has from the first term of Equation 41, 
Re 1(F^+ IF.) . 
(45) 
e °^ [F^  sin(u)'T-(^ ) - F. cos (w'T4^ )] 
As T goes to infinity, F goes to one and F. to zero. Hence one 
half the steady state is reached at F^ = which is satisfied at 
2 
A = D. Note that it is at this time that the pole passes through the 
cut in Figure 3 into the upper half plane and the residue of the pole 
first begins to contribute. This is also the arrival time of the 
signal as predicted by the asymptotic theory. This definition thus 
satisfies two of the three criteria used by Brillouin and produces a 
result which agrees with that of the asymptotic theory. 
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Although the above result is mathematically pleasing, it is 
not a good working definition experimentally using the solution of 
Equation 41. Because the cosine term contributes oscillations with 
the frequency of the incident signal, it would contribute to the 
arrival of the signal as measured by a detector. Hence it must be 
properly accounted for in defining a signal velocity. To do so one 
must first consider the function F more closely as a function of 
time. rises monotonicaljy from zero at T = 0, to one half at 
2 
A = D, and to one as t • F. rises from zero at T = 0, to a 
2 
maximum at A = D, then to zero again as T -»œ. This maximum is 
one half for w' = uJq, and ever less for w' further off resonance. 
Hence the cosine oscillation is yielding its greatest contribution 
at the time defined as that of the signal arrival in the last sectii 
The energy density delivered by this contribution is also a maximum 
at this time and is not accounted for by this definition. To take 
both the sine and cosine oscillations into account equally one can 
write Equation 45 as equal to 
jFj^ e sin(u)'r + ç - ®) 
where 
tan © = F./Fp = pA/(D + AW) 
2 
At T=Oy © =rt/2 and the oscillation is a cosine. At A = D, 0 =ji/4 
for (o' = (Oq and is < 3t/4 for m' off resonance; that is, one has an 
equal mixture of sine and cosine at this time for tu' on resonance, 
with the sine term dominating ever more so for id' further off reso­
nance. At T -» 00, @ 0, and the signal oscillation approaches a 
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pure sine as it should. Hence one could alternatively define the 
signal arrival as that time when a given fraction of the steady 
state energy density with main frequency component w' arrived. 
For this fraction equal to a quarter, in analogy with Brillouin, 
one would set 
+ A) I = |F| = 
2 
The value of A satisfying this equation, to be used in Equation 42 
is . 
. 0{ + [1/3 H. 
Therefore the three criteria for defining the signal arrival which 
gave a single result in Brillouin's analysis give three different 
expressions for the signal velocity now, depending upon what one 
interprets as the correct signal expression. All of these three 
are larger lower limits than Brillouin's value so that the arguments 
made earlier against using his result as a lower limit for the case 
ox % 1 appear to be borne out. That is, the signal velocity for the 
mildly asymptotic condition ox « 1 should not be less than that for 
the case of a near vacuum, ox « 1. 
Time delays derived from these signal velocities, defined by 
At = x/v - x/c 
are shown in Figure 4, along with that from the asymptotic theory, 
At^, and the Brillouin analogue, Atg. Units for delay are cTqX/p 
and for frequency, p. These results suggest that the arrival of 
the steady state for the case ax « 1 does not take place instanta-
21 
0.90 
TIME DELAY 
0.80 VS FREQUENCY 
At 
0.70 
0.60 
iZi 0.40 
0.30 
At 
0.20 
At 
0.10 
o.ooL/_j_f!_j 
0.00 1.00 2.00 3.00 4.00 5.00 
FREQUENCY(/0) 
Figure 4. Time delays as a function of frequency. At is the 
time delay from the asymptotic theory, At^ is the Brillouin 
analogue, and At^ and At^ are defined from the non-asymptotic theory. 
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neously as the Brîllouîn definition would imply if used under this 
condition, but is spread over a reasonable length .of time. Hence 
the measurement of the signal arrival may depend quite heavily upon 
the detection system used. This factor will be considered further 
in a later discussion within this text. 
To complete the analysis of this section, an expression for the 
2 
wave will now be derived for 0 < A < D, i.e. for the pole in the 
upper half plane. For this case Equation 27 is convenient with the 
•" 12p»t plus Sign in the factor multiplying e P . The function is now 
written in terms of confluent hypergeometric functions with argument 
Z. The only time appears associated with the time variable is in 
the residue term: 
(LL+LJ)/^ . -JG(2AT) - ) «'Z*? • 
• S(i,k)  ^M : Z) 
k=0 K .  I  I  
As it stands the confluent hypergeometric functions converge very 
slowly because of the summation index in both Appel 1 symbols are 
nearly equal for large k. Making use of 
;F](a,b;z) = e^  (b-a,b;-z) 
(See for example, Lebedev (8), Equation 9.11.2, corrected from his 
previous equation), the first term of the sum is a Bessel function 
of zeroth order which adds to the one outside the sum so that 
23 
'R'z = ^ 1^ e-'^ '^ .^ 
-^f^ih^Mr) + 0[(A/%')2] 
The resulting expression the the wave is then 
E(x.t) - sinfa'r-k^x) - J e'P'" Re-
•,F,(J,2;1IAT) - I e'F"' Re -J^R IE"'®"'" J(,(2AT), 
to first order in A. As A goes to zero, the precursor term goes to 
zero and the steady state remains. 
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BESSEL FUNCTION SERIES AND SOMMERFELD'S RESULT 
The integral of Equation 2 can be solved exactly in the 77-plane 
using the dispersion rule of Equation 5. The results can be compared 
with previous work by Sommerfeld and the asymptotic calculation 
and a signal velocity can be defined in some sense which agrees 
with the result of the asymptotic calculation. Using 
the same notation as before, and writing l^+lg 8S 1^, 
The contour can be completed in the lower half plane along the 
Is damping so that this contour contributes nothing. Transforming 
the variable to 
J  ^ 7?-?? 
-«H i p 
(55) 
infinite semi-circle, along which the exponent of the integrand 
z = -11]/k 
Equation 55 becomes 
(56) 
For {z'/z I < 1, the pole can be expanded so that 
(57) 
25 
where the order of summation and integration have been interchanged. 
This is allowed because the expansion made is absolutely convergent 
for the contour Iz^l > izT. Making use of the integral represen­
tation of the Bessel function (8 ) 
. J,(z)=(2«t)-' (58,-
Equation 97 becomes 
CO 
lg= -2*; 2 (z')k J^X2AT). (57a) 
• k=0 
One could also evaluate Equation 56 by first distorting the 
contour around the origin, such that Iz^l < Iz^l. - In the process 
one picks up the residue of the pole. Now the denominator is expanded 
for |z'/z( > 1 : 
I = -2»r d/z') S (z')-k 
k=0 
= -2*! - '^ z''+2Ki S (z')-''-' J_k_,(2AT). , 
Using 
J_k(z) = (-A,^ (z) 
(59) 
(59a) 
and letting n=k+l, one finally has 
I = -2%i • 1/=')+ 2îti L(-z')'"j (2AT) . 
s - n=l " 
(59b> 
Using the generating function for the Bessel functions (See 
for example Abramowitz and Stegun (g). Equation 9.1.41) 
e?t(z-1/z) ^  
s (z)k J.(t) (60) 
i<=:~eo 
one can show that Equations57a and53b are identical. Both solutions 
are also absolutely convergent for z' finite and non-zero, as can 
be demonstrated by using the ratio test for large k on the terms in 
the expansion of either equation. Therefore there is no strict mathe­
matical reason for using one solution instead of the other for arbi­
trary values of z' and AT.. However, if one wanted the best approximation 
to the exact solution for the least number of terms taken in the series, 
Iz'l = 1 is the natural dividing line for choosing one expression 
over the other, if one then identifies the precursor with the series 
and the steady state with the exponential, using this criterion the 
2 ' 
steady state begins to contribute at Iz'l = 1, or at A = D. The 
signal velocity so defined is then the same as that given by the 
asymptotic theocy. However such a definition is naive since the 
series of Bessel functions of Equation57a is oscillating like the 
2 
steady state before A = D, the same way the function did in 
the last section before the pole passed through the cut and the 
residue began to contribute. A detailed examination of the series 
solution of the present section will not be carried out here as 
was done for the function. 
The first fev/ terms of the solution of Equation qive a good 
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approximation to the integral for T ~ 0 and can be compared with 
earlier work for this case. Writing the expression for the wave ' 
using the first few terms of the series of Equation 573, one has 
E(x,t) = e P'''Jq(2At) sin (o^r + e f^Re ^  e '*^0^ (2AT). (6l) 
The first order term is exactly the same as the result of the 
asymptotic theory when two branch points are treated jointly for 
§ close to one. The second term is similar to the result of 
Sommerfeld, Equation 2-33 of Brillouin (3): 
E(x,t) = ^  (2AT). (62) 
However in his derivation, Sommerfeld approximated the exact disper­
sion rule. Equation 3, for § close to one such that the. first term 
of his expansion is independent of UJQ. He also assumed p to be 
zero in his calculation. If these two terms are set equal to zero 
in Equatîon.61, thefirst order term disappears and Equation 62 results. 
Hence it appears that by assuming p to be zero and COq small, Sommerfeld 
may have not accounted for the first term properly., Hovrever, the 
dispersion rule in the present analysis was approximated for very 
specific physical conditions and it is difficult to compare the two 
results rigorously. Hence no other comparison shall be made other than 
to note their similarity. 
The expression, using Equation 59b, and % = t - x/c again. 
E(x,t) = e sin(w't-k x) - Re i S , )"• 
" (63) 
.j^ (2Ar) e-:wor-pr 
is analogous to the solution to the differential equation for a 
driven, damped harmonic oscillator- The first term can be considered 
as the analogue to the steady state response, the solution to the 
inhomogeneous oscillator equation. The second term is then the 
analogue to the transient re'sponse of the oscillator, the solution 
to the homogeneous equation. For the case of the harmonic oscillator 
initially at rest, the transient and steady state responses cancel 
at time equal tozero, when the force is applied, as required by the 
initial conditions. The growth of the oscillator amplitude to the 
final steady state results from the decay in cancellation of 'these 
two responses. 
The analogy of Equation 63 to this oscillator behavior is the 
motivation for the definition of the signal velocity. At r = 0, 
E(x,t) = 0, and the two terms in Equation 63 cancel. Just after ? = 0, 
this cancellation between the two responses is not quite complete; 
the oscillations which result are called the precursor. For longer 
times the signal arrives, with main frequency components equal to 
that of the final steady state signal. At this time the precursor 
still has a large amplitude and the amplitude behavior of the signal 
depends upon the particular mathematical solution employed, as does 
the signal velocity definition. From the mathematical results it is 
not as yet certain as to whether one can discriminate between the 
precursor and signal experimentally to measure a signal velocity. 
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COMBINED DOPPLER AND COLLISION BROADENING 
Dispersion Rule 
As indicated earlier there are two types of line broadening 
encountered in microwave spectroscopy: collision broadening, 
exhibiting a Lorentz profile; and Doppler broadening, exhibiting 
a Gaussian profile. When pressures are such that the colliision fre­
quency is of the order of the Doppler halfwidth, both effects must 
be considered simultaneously and the resulting resonance profile 
has a shape which differs from either of the two. in the treatments 
dealing with this effect for absorption measurements, an average 
absorption coefficient generally is derived by taking an appro­
priate average of the collision broadened absorption coefficient 
over a Maxwellian distribution of resonant frequencies (10). 
The frequency dependence of this absorption coefficient is given by 
an expression related to the error function. 
It is dangerous to assume that a similar averaging of the 
time delay for the Lorentz profile over a Maxwellian distribution of 
of resonant frequencies will give a correct result for the 
Doppler-collision time delay. The time delay effect is related to 
the dispersive properties of the medium. Hence any averaging must 
be done in frequency components before performing the integration 
for E(x,t) to properly account for coherence effects between scat­
terings from the molecules of the gas. Therefore in the following 
treatment the dispersion rule is derived for combined collision and 
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Doppler broadening. 
A gas of molecules at temperature, T, has a Maxwellian dis­
tribution of velocities along a given direction, and hence a simi­
lar distribution of shifts in resonance frequencies. The fraction 
of molecules with their resonant frequency shifted by an amount 
O in a band of frequencies dQwide is given by 
where N is the number per unit volume, and Wp is the Doppler halfwidth 
defined by 
with k Boltzmann's constant, M the molecular weight, and c the 
velocity of light. In the derivation of a dispersion rule using a 
gas of classical oscillators, one Fourier analyzes the electric 
field, polarization, and oscillator displacement (2). Then for a 
given Fourier component, the polarization 
3-(fi/WD)^ dO/ * Wp (64) 
(65) 
Pjy = Ce(a>) - = Ney^  (66) 
defines the dielectric constant, €((«), where 
(^0 " " T (wf-w0^ +2:pw)"l 
« - [a)(m-cPQ+i p)] ^ 
(67) 
(68) 
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is the Fourier transform of the displacement of the oscillator, in 
the same approximation made in the earlier treatment on k((y) for a 
narrow linewidth. For the case of a gas with a non-zero tempera­
ture the polarization is averaged over a unit volume: 
Pjy = ej dN(d (69) 
Using the Maxwellian distribution of Equation 64 and the fact that 
an arbitrary oscillator has its frequency shifted to Wg + Oy one 
obtains 
where now 
and 
7? = (w - Wg + i p)/a?Q (71) 
1 
"(1) = û / -RT (72) 
is the plasma dispersion fuction, related to the error function. 
(See for example, Abramowitz and Stegun (9), page 297.) 
Solving for eCui) from Equations 66,68 and 70^ using the relation 
ck((u) = (oCe(w)]^  (73) 
and expanding the square root of Equation 73 under the condition of 
lov/ density of oscillators, as was done for the case of a Lorentz 
profile, one has the dispersion rule 
32 
ck(w) = (B[1 + — w(%)] 
WWjj .. ((74) 
where a has the same meaning as before. In the limit as Wp -* 0, 
T] -* °=>, and one can use the asymptotic representation of w(?^ ) to show 
that the dispersion rule goes to that of the previous section. 
Equation 74 is also causal: it is an entire function, so that it 
has no branch:points or poles in the finite plane; its poles at 
infinity lie within the quarter section in the lower half plane 
5V4 < arg t] < Ist/h. Hence when distorting the contour into the 
upper half plane for t > x/c, there are no singularities for it 
to wrap around; the contour along the semi-circle at infinity 
contributes nothing since Equation 74 goes to the dispersion rule 
of the last section for this case. Therefore E(x,t) is zero for 
t > x/c and Equation 74 is causal. 
In the following analysis the actual integration leading to 
the solution for E(x,t) will not be performed. The reason for this 
is that, although the transformation to the z-plane can be made, 
in analogy to Equation 1, 
Définition of the Signal Velocity 
z = (l-§)[î7 - iîi^" A^w (??)!) , (75) 
where now 
(76) 
the inverse transformation, = Tjiz), cannot be carried out. 
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In the asymptotic method of expansion this is convenient for the 
transformed integral to expanded and the solution obtained. 
However the signal velocity for the asymptotic condition can be 
defined without actually evaluating the integral, but by merely consi­
dering the positions of the singularities of the integrand in 
the transformed plane. Because the non-asymptotic signal velocities 
appeared not to differ greatly compared to the asymptotic defintion, 
for the case of a Lorentz profile, the definition for the case of 
Doppler-col1ision broadening using the asymptotic criterion 
would appear to be useful for either condition, ax < 1. 
It can be shown for the case of a Lorentz profile that the saddle 
points in the rj-plane , = + A, transform to the branch points in 
the 2-plane, = +. 2a(l-§), and the pole in the tj-plane transforms into 
the pole in the z-plane. The same behavior holds for the case of Doppler 
broadening included in the dispersion rule. If one were able to perform 
the transformation of the integrand for this case to a function of z 
only and evaluate the integral, the result would consist of contri­
butions from integrating about the pole and along the branch cuts. 
These contributions would represent the steady state signal and pre­
cursors., respectively. Therefore the signal velocity for the asymp­
totic condition can again be defined by that value of x/ct for which 
the pole and branch points have equal imaginary parts. The result 
then is the analogue to At^ of the first section and should be the upper 
limit to the time delay for combined Doppler and collision broadening. 
The saddle points for the transformation of Equation 75 are just 
34 
A=10 
0.25 
SADDLE POINTS 
VS 
0.50 
Vso 
0.75 
1.00 
1.25 
-A^=5 1.50 
1.75 
2.00 
0.00 1.00 2.00 3.00 4.00 5.00 
Figure 5» Saddle points in the 7]-p1ane for the dispersion 
for Doppler broadening. 
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the roots of 
(77) 
(78) 
(79) 
??gW(i?^ ) = ia 2(1 + (2A^ )'"^ ] (80) 
The roots of this equation lie in pairs in the lower half rj-plane, 
symmetric about the imaginary tj-axis. For A = œ, (§ = 1), these are 
located about the Zeros of w(%); the way they vary in position with 
decreasing A is plotted in Figure 5 for the two most important ones. 
Now these saddle points transform into branch points in the z-plane 
located at 
 ^= (!-§)[ 1 - iit^ w'(?7g) ] = 0 
Using the recursion relation for w'(%), 
w' (tj) = ~2ijw(lj) + 2Î7C 
the saddle points are the roots of 
* (A^ +&)/%j ] (81) 
with the j a labeling index. Defining 
%j = Xj - ly. (82) 
Equation 81 becomes 
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 ^)3. (83) 
To define the signal velocity under the asymptotic condition, one 
2 
must know the dominant branch point as a function of A in order to 
compare its imaginary part with that of the pole. For the Lorentz 
profile there were just a pair of branch points to consider, with equal 
imaginary parts. For this case one need consider the transformed posi­
tion of all the saddle points of Figure 5 in order to know which dominates 
for a given value of A. For the present discussion the branch points 
will be labeled as follows: that which comes in along the real axis 
from infinity with decreasing A is that which lies near the zero 
of w'(tj) = 0 closest to the origin at § = 1, z^ ,^ and so on for 
which lies near the j_th closest zero to the origin for § = 1. 
Before determining which branch point dominates as a function of A, 
one must separate those branch points which lie below the contour from 
those which lie above it, since those above will not contribute to the 
integral for g < 1, and hence need not be considered further. This 
analysis is most easily carried out for § close to, but less than, 
one; then the j^th branch point, j > 1, is located approximately at 
Zyj = (l-S)A^ (x.+iy.)/IXj2+yj2| (84) 
To compare the contour and branch point, one first sets 
Re z = Re z. . 
c bj (85) 
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where is a point on the contour in the transformed plane. Solving 
this for a value of rj, one substitutes this value into Im to compare 
with the imaginary part of the branch point to determine whether the 
branch point lies above or below the contour. Using Equation 84, 
Equation 85 becomes 
Im w(W + p) = A^X../|?7 . P (86) 
where This equation is impossible to solve for in 
closed form so that some assumptions are necessary. If one assumes 
first that 
(i) |W I « 1 
Ù 
using (9) 
2 ^ 
w(TJ) = e"^  + ZiTju 2 (1,3/2, -if) (87) 
Equation 86 becomes 
+ A^ [2 (W^ ç)^ -p 0Î.) .T jr2 eP sin 2pW^ ] = f' (88) 
where ({/).) is the real Çmaginar^  part of the jF^  function. This 
equation cannot be satisfied for small W^. A second limiting possibility 
is 
(n) |»^ | » 1 
for which case, using the asymptotic representation of the w-function, 
(See for example, Abramowitz and Stegun (9) ) 
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w(z) ~ ir"2 (-;z)"1 [1 - -|(-îz)"^  + ..... ] (89) 
Equation 86 becomes 
Wc^l* (90) 
The value 
Wc = Xj / hgj 1^  (91) 
does satisfy this equation and the assumption made above. Substitu­
ting this value into Im z^ < Im using the asymptotic representa­
tion for w(7]) again, one has 
p ( 1  - )  < A % , / | t ,  p  .  ( 9 2 )  
A x /  J  
Hence it follows that the branch points z^j, j >1, lie above the 
contour for § < 1, and therefore for all § < I. Therefore these 
branch points need not be considered any further in the comparison 
with the pole. 
For j = 0 the comparison with the contour is again most easily 
carried out for A For this case, using the asymptotic repre­
sentation for w(?7) in Equation 80, one has 
hsol^ - + 3/2 = x/ (93) 
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and Equation 85 for this case becomes 
X 2 
W + #2 A Im w(W +ip) = 2A (94) 
One must again make assumptions as to the size of W to solve this 
equation: 
(i) jW^I > Tj as satisfied the previous case. Using the asymptotic 
representation for the w-function again. Equation '94 is 
W^ (1+AVW^ ) = 2A (95) 
which is satisfied by W^= 2A. Substituting this into Im z^ > Im z^g: 
p[l - + 0(A"2)3 > y^ f - 1) # -y^ /A^  (96) 
so that the contour lies above z^^ for | < 1. Therefore.it is the only 
branch point that will contribute to the integral and the only singu­
larity that need be compared with the pole with respect to determi­
ning a signal velocity. 
One need not consider the positions of the branch points, z, . 
"J 3 
j > 1, for § > 1 to prove causality since the dispersion rule was 
shown to be causal by the analysis in the (jy-plane earlier. Because 
of this analysis all branch points must lie under the contour in 
the z-plane or on another sheet for g > 1. 
The signal velocity is now defined in the asymptotic limit, 
ax » 1. The criteria for the arrival of the steady state is that 
value of A(ç) for which the amplitude of the residue of the pole 
equals that of the expression representing the precursor. Mathema-
ho 
tîcallyj this is expressed, for ax » 1, by equating the imaginary 
parts of the branch point and the pole. Ones solves 
Im 2p = Im (97) 
I • G • J 
1 2 1 
p - Re w(W'+ip) = y ( ^ ^ 3 _ ]) (98) 
KoP 
2 for a value of A to be used in Equation 42 to define the signal 
velocity. 
A computer program was written to solve this equation numeri­
cally and executed on the Iowa State I.B.M. 36O-65 machine. The 
w-function was represented by Equation 87 with a series representation 
for the confluent hypergeometric function, which is convergent 
over the entire complex 7]-plane. A subroutine was written for Equation 
2 
80 which gave the position of the saddle point for a given A and 
which was then used in Equation 98. This equation was solved for 
U)' = Wq by a, hand calculation, the solution of which was used as the 
starting point in the machine calculation. 
For a fixed p. Equation 98 was solved as a function of frequency 
out to three halfwidths off resonance. Values of p ranged from p = 10 
to 10 ^  so that the transition from a pure Lorentzian profile to 
a pure Doppler profile was covered. One can write the asymptotic time 
delay as 
At^ = a(w) a(w) X / [p + P(p/{Up) Wp]= (99) 
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Then 0!(%) describes the difference of the time delay frequency profile 
from that of absorption. Its effect is presented for various values 
of p in Figures 6 to 13, where the normalized time delay and absorp­
tion profiles are plotted against frequency. Each is symmetric about 
resonance so that they are plotted only on one side of resonance. It 
can be seen that cx(uj) becomes different from one at p 1.5 slowly 
increasing off resonance with decreasing p. Far from resonance, where 
the Lorentz tails dominate the profile, Q:(ty) again approaches one for 
all values of p. The parameter P is a kind of normalization constant 
for a given p, and is a function of p/uip. It is equal to zero for 
pure collision broadening and one half for Doppler broadening and 
its variation in the transition is shown in Figure 14. It begins to 
have an effect on the time delay a bit before the parameter Oi does. 
The asymptotic signal velocity can then be written as 
= c(l + CT^ /x)"' ^  0. (100) 
Presumably one could also calculate the analogue to the Brillouin 
signal velocity and v^ presented earlier. For the Brillouin definition 
the residue begins to contribute at Re Re which can be solved 
numerically in the same manner as Equation 97. To calculate v^ one 
must assume that the integral first begins to oscillate with the 
2 
steady state frequency at the value of A for which the pole lay on 
the circle about z^Q_ with radius |z^Q_ - z^Q^|, as earlier. Each of 
these definitions depends only on the relative positions of the branch 
points and pole. The signal velocity v^ depended on the solution to 
the integral for E(x,t) and cannot be derived in this case. These 
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definitions will not be calculated here because only a qualitative 
estimate was desired for the present. The result is that there is 
a qualitative change in the time delay in the transition to Doppler 
broadening when compared to the absorption coefficient. 
One of the more important results of this treatment is that the 
time delay for pure Doppler broadening is proportional to the total 
absorption over the Doppler width, rather than over the collision 
width. This second case seemed intuitively attractive since it was 
felt that perhaps the time delay might be proportional to the life­
time of the excited state of the transition described by the disper­
sion rule. For Doppler broadening dominating collisions in deter­
mining the line shape, the lifetime of the excited state is still 
the reciprocal of the collision frequency, while the Doppler width 
is simply an effect due to the motion of the molecules. Were ths 
time delay proportional to p j then g would have remained zero in 
the transition from collision broadening to Doppler broadening. 
Hence, proper derivation of the dispersion rule for this case shows 
that the time delay for Doppler broadening is not simply the delay 
for collision broadening, averaged over a Maxwellian distribution 
of resonance frequencies, which would be the result were p zero. 
The preceding analysis is also important for future work on 
the problem. One can get an expansion of the solution for the integral 
expression for the wave in the medium for Doppler broadening by expan­
ding the integrand in the transformed plane and integrating term by 
term. One must know the"position of the important singularities in the 
transformed plane before expanding the integrand, however. The 
43 
preceding analysis has traced these singularities as a function 
of time and appears to be a good starting point for continuation of 
this problem. 
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Figure 6. Absorption and time delay for collisions 
dominating Dopplër broadening. 
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Figure 7. Absorption and time delay for Doppi 
broadening effect beginning to appear. 
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Figure 8. Absorption and time delay for collisions 
and Doppler broadening of equal strengths. 
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Figure 9. Absorption and time delay. 
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Figure 10. Absorption and time delay. 
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Figure 11. Absorption and time delay. 
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Figure 12. Absorption and time delay. 
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Figure 13. Absorption and time delay for Doppler 
broadening dominating collisions. 
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Figure 14. The normalization parameter, P, as a function of halfwidth ratio. 
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NUMERICAL ANALYSIS 
, ' Broad Band Detecting 
The theory presented thus far has been concerned with defining 
the arrival time of the steady state signal. This can be quite 
arbitrary from an experimental point of view because to do so 
involves differentiating between the steady state and the precursor. 
The amplitude of the precursor may be of the same order as that of 
the steady state when its frequency is far from the input signal's 
frequency, wVj and at a time long before the arrival time of the 
steady state as predicted by theory. The time at which the instan­
taneous frequency of the precursor is A frequency units off resonance, 
using T = t - x/c, is 
T = oxp/A^ = r^(p/A)^ (101) 
where T. is the arrival time of the steady state as predicted by 
A 
the asymptotic theory. Hence for a broad band detector with a 
bandwidth a response will be measured at, and for all times after, 
T = T^(p/xf. (102) 
Unless the amplitude of the precursor behaves quite differently 
than that of the steady state before T^, if \ » p one will not 
be able to define the arrival time of a steady state by such a 
detection system. 
For simple crystal detection of microwave signals with no 
filtering, the bandwidth of the system is determined by the cutoff 
of the waveguide at low frequencies and by the crystal response at 
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high frequencies. The resulting bandwidth may therefore be as large 
as one half the resonance frequency used. Using these typical 
quantities, for a 30 MHz linewidth and a 25 GHz resonance frequency 
for the gas, the precursor produces a response at the detector at 
T fn lO"^ 
long before the onset of the steady state oscillations. 
Using the exact series solutions calculated earlier, those in 
terms of the Bessel function and the # function, a computer experi­
ment was performed to investigate the behavior of the precursor 
to see if it couldbe discriminated against in some manner. The first 
case considered was that of a broad band d.c. detection system with 
the properties as described earlier. In the calculation it was 
assumed that the non-linear response of the crystal detector can 
be well approximated by a square law behavior so that the detected 
2 
signal is simply E . For the solution given by the Bessel function 
series, using S = S^+ !S. for the sum of Equation one has 
E(x,r) = e sin (W'T + O) - e sin (OgT - S. cos WqT] (103) 
where 
2 
<p = à (w' - (Uq) x/cD. (104) 
For the solution employing the g function, using Equation 40 for 
Equations 26 and 44, and defining 
G = G^+ iG. = -(A-Î3')/(A+î7') (105) 
K = ix. = -iax (1 + 7)'/A)^ (I06) 
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C = 1 - kT ,F,(l'2+k,*) (107) 
one has 
E(x,T) = e [F.^ sin(fji'r"+ <p) - F. sîn(w'T + (p) ] 
+ i (2AT) sin - G^G^sinfWg-ZA)? (io8) 
+GjCjCos({aQ-2A)r] 
which is always valid, though slowly convergent for large T- This 
solution gives more of an intuitive feeling for the problem because 
it shows the sinusoidal frequency dependence of the precursor on AT 
and the time dependent amplitude of the signal. 
I 
Squaring the-above express ions, one obtains products of sines and 
cosines of lo'T and (o^r which can then be expressed as sinusoidal 
functions of the sumr and difference: of these phases. For example, 
using Equation 103, 
(x,T) = e"^ °* i[l - cos 2(w'T + <p)] + e i' 
'[S^ (^l + cos ZWQT) + S.^ (l - cos 2{UQT) + 
+ 2 S. SIN(2U,QR)3 - E"P^"^'^ {S^[COS(WT + (f>) -
- COSCWQT +(H.T + (p)2 - S.[sin((«QR + W'T + <p) + 
+ sin(WT + <p)3} (log) 
Where W = (U* - Wq, and and S. are slowly varying functions of 
of time compared to the sinusoidal oscillations. A similar result is had 
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when Equation 108 is squared. For a resonance near 25 GHz, the terms 
containing the sums of frequencies in their argument oscillate with 
a frequency of the order of 50 GHz. For the experimental apparatus 
which was of interest, coaxial line which carries the signal from 
the detector to the oscilloscope acts as a low pass filter to cut 
off these high frequencies, allowing only the d.c. signal and the 
difference frequencies to pass. Therefore the terms of Equation 109 
which would contribute to the displayed signal are the d, c. terms and 
the slowly varying Ber.sel function series: 
*[s^cps(V/r-!ip) - S.sin(WTi^)]. (jjQ) 
The equivalent expression obtained from Equation 108 is 
E^(*'^)d.c.= ^  e-2oX|F|2 + 1/8 e"2pr(j^2+|c.x]2) 
-  i  e " F . ; . X . ] c o s  (Wr - t - 2 A T + ( p )  
+FjCrV FrG|%;]sin(WT+2AT+(p)) (111) 
+ ^  e P''" ^^JgCF^cos (WT4Tp) + F. s i n ] 
-1/4 e-2prjq[G^G^G^cos(2AT) - Cj G. s i n (2AT) ] 
Each of these expressions were tested and were found to give 
identical numerical results for all values of r used. Because the 
Bessel function series was close to an order of magnitude faster 
than Equation 111, it v/as used in running the various "experiments" 
which were tried. The results of the calculations are presented in 
graphical form and represent the expected oscilloscope display for 
various types of measurements as plotted by the IBM simplotter. 
Pi rect Detection of Pulse 
First consider the properties of the d.c. detected signals. 
These are given for values of ax up to .75 in Figures 15 to 20 by 
the set of plots with their initial points at .5^ and for stronger 
ax in Figures 21 through 24. Each of these representations are 
for a fixed value of ax as a function of time for different values 
of W=«>'-tUQ. The results are symmetric about resonance. The signals 
at resonance behave as predicted by Baerwald: a slow decay from the 
unattenuated precursor to the final steady state. There are no 
strange oscillations of the precursor for times before (=ax 
in the units presented) nor a translation of the pulse which would 
allow one to mark as a significant time. The transition is 
smooth and the precursor still gives a noticeable contribution to 
the signal for times up to 10 T.. 
As the signal is shifted off resonance and interesting effect 
occurs. Pulse ringing begins to appear due to the interference 
2 between the precursor and the steady state terms in E (x,t). Even 
for the weakest absorption chosen, ax = .01, the ringing is present 
with a decaying envelope, as is shown in the magnified pulses of 
Figures 15a to d . For this small a value of absorption the sum S 
in Equation 110 rapidly converges and shows little variation with time. 
Hence, the ringing is due simply to the sinusoidal oscillations with 
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Figure 15 a. Pulse shape for weak absorption, the figures with initial 
,50. The interference signal is not visible; the normalized 
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Figure 15 b. Expanded view of ringing phenomenon for previous figure. 
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Figure 15 c. Expanded view of ringing phenomenon for weak absorption. 
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Figure 15 d. Expanded view of ringing phenomenon for weak absorption. 
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Figure 15 e. Expanded view of ringing phenomenon for weak absorption. 
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Figure 16. Pulse shapes with .initial values of .5; interference signal 
at bottom of figure, and normalized interference signal rising to one for 
large- times. 
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Figure 17. Pulse shapes with initial values of . 5 ,  interference signal at 
bottom of figure, and normalized interference signal rising to one for large 
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Figure 18. Pulse shapes with initial values of .5j interference signal at 
bottom of figure, and normalized interference signal rising to one for large time. 
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Figure 19. Pulse shapes with initial values of .5j interference signal at  _ _ 
bottom of figure, and normalized interference signal rising to one for large time. 
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Figure 20. Pulse shapes with initial values of .5^ interference signal at 
bottom of figure, and normalized interference signal rising to one for large tin 
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Figure 21. Pulse shapes as a function of time for changing frequency. 
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Figure 22. Pulse shapes for changing frequency. The dashed lines are hypothetical 
steady state extensions; the squiggly lines are the range of arrival times predicted 
by the Brillouin definition to that of the asymptotic theory. 
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Figure 23. Pulse shapes for changing frequency. The dashed lines are hypothetical 
steady state extensions; the squiggly lines are the range of arrival times predicted 
by the Brîllouin definition to that of the asymptotic theory. 
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Figure 24. Pulse shapes for strong absorption. 
multiplying S with the exponentially decaying envelope. 
This effect presents an interesting possibility for measuring 
parameters of a weakly absorbing medium. Absorption is usually 
measured by a null technique and may be difficult if the probe signal 
is extremely weak in the first place. However, amplification of a 
d.c. detected pulsed signal will produce the ringing effects of Figures 
15 a - d, from which one can measure p, the decay time of the 
envelope, and Ç), the phase "shift of the dispersed signal compared to 
that originally sent out. From these quantities one can then get 
an estimate of the pressure and the number density of the constituent 
producing the dispersion. 
The magnitude of the ringing is larger than the absorption 
at the same frequency as can be seen by considering Figured)a for 
W = 5. The relative magnitude of the first few oscillations is of 
the order of 3 parts in 500 or.6% whereas the absorption at the same 
frequency, as detected by a null measurement, is 
1 - e'GK,* 1 - (1-.01/26) ^  .04%, (112) 
a factor of 15 weaker. At W = 10 the ratio is even larger:.4%/.01%, 
or a factor of 40. Even at resonance the null absortron is just 
.01, the same order of magnitude of the ringing at W = 5. Because 
of this wide band feature one would be able to work over a much 
moce extended range of frequencies than allowed by absorption 
techniques. This would be advantageous for simply detecting the 
presence of weak, narrow lines before a more detailed analysis. 
As one goes to stronger absorption the ringing effect increases 
în magnitude and begins to change in character in the figures near 
ox = 1.5- Because the argument of the Bessel functions increase 
with increasing ax^ more terms must be taken in the series S so 
that the oscillatory nature of this factor becomes evident. The 
first oscillation of the pulse ringing now begins to take on the 
shape of the front of a wave packet, ever more so farther off 
resonance. The jagged lines drawn on the figures mark the range of 
arrival times of the pulses as predicted by Tg and Although the 
packets are delayed in the proper sense as a function of frequency, 
these predicted arrival times do not appear fall on any given region 
of the leading edge of the packets consistently. In fact far off 
resonance they begin to climb up the falling edge of what one might 
interpret as the precursor, if the leading edge of the packets were 
due to the steady state contribution one would expect to fall in 
the first minimum in each of the plots, since it appears that the 
edge begins to dominate the "precursor" here. It was according to 
this criteria! that the signal velocity leading to v/as defined. 
For the case of resonance, for ox large, a hump occurs in the 
signal. This hump must be due to the precursor and the cross 
term because the steady state is essentially zero in this case. As 
one follows the signal off resonance for each case one sees the hump 
grow to the leading edge of the packet spoken of above. Hence by 
arguments of continuity, a reasonably large contribution to this 
leadfng edge must come from the precursor terms. Hence , as long as 
one detects non-1inearly without filtering or using interference 
techniques, it does not appear possible to differentiate between the 
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precursor and the steady state signal. 
In a few cases a dotted line has been drawn from the origin to 
the leading edge of the packet or one of the humps in the waveform, 
interpreting these as the arrival of the steady state. The jagged 
lines have then been projected downward upon them to see what fraction 
of the steady state amplitude is reached at this time. From the 
definitions made in the non-asymptotic analysis, one would expect 
these times to appear near one quarter the final amplitude. However 
in all cases they appear much lower, although there is more consistency 
between their range of values. Hence the same conclusions about the 
precursor representing partially the leading edge of the wave packet 
can be drawn. 
Interference Measurement 
Up until now the discussion has centered about the direct d.c. 
detection of the pulse shape, in this case it does not appear 
possible to differentiate the steady state contribution from the 
precursor. One possible attempt at doing so would be by interfering 
the dispersed pulse with a comparison signal to suppress one of 
the terms in the expression for E(x,t) before detection. The most 
straightforward technique would be to suppress the final steady 
state of the dispersed signal, in which case the comparison signal 
would be 
E(x,t)^ = e sin(w'T + cp + n:). (113) 
If this signal is added to E(x,t) before detection, the resultant 
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detected signal will have zero amplitude as the final steady state 
is reached. The expression for the displayed signal for this case is 
= i [(Fr-I):+ F-.^ ] + 1/8 e-2PT(j(,2+jG.c|2) 
- J F.c.q.] cos(wr + (p + 2Ar) 
+ CF|G^C^- F;G^Gp] sin(v/r + «P + 2Ar)3 
+ ^  e cos(WT + <o) + F. sin(WT + çj)] 
- & JpCG^Cr cos(2Ar) - G.Cj sin(2AT)] 
- e cos(v/r + <p) cos (wr + + 2Ar) 
+ G.£. sin(Wr + Ç3 + 2Ar)3 (]i4) 
where the § solution has been used for E(x,t). It does not appear 
evident that better steady state - precursor discrimination can be 
made by this method over direct d.c. detection. The interference 
term which now appears may be larger than before for T ^  because 
of the difference (1 - F^) . This factor may be large for early 
times for large ox. 
The above expression was calculated for each of the cases 
treated earlier in the direct pulse display. The results are shown 
in Figures 15 to 20 as the set of graphs with smallest amplitude 
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at T = 0 and in 25 to 28 as those beginning with non-zero ampli­
tude. In each case they decay to zero as expected. This signal 
was also normalized by setting ' 
^ norm" ' " ^  (,15) 
to study the interference as a function of frequency more closely. 
This set of graphs starts from zero at r = 0 and rises to one 
for large times on the same figures. 
The results of this calculation are interesting. For small 
ax the interference signal behaves as expected. It is essentially zero 
for ax = .01 and grows slowly with increasing absorption. For small 
absorption, F.^^ 1, and one is getting essentially .complete cancel­
lation plus a small precursor contribution. For larger absorption 
F - 1 becomes different from zero near T = 0, so that the semi-
cancelled steady state oscillation is adding to the precursor to give a 
growing interference signal as expected. 
The first point of interest to notice is the frequency inde­
pendence of the interference signal for small absorption. All 
of the normalized plots are superimposed for ox up to .6 indicating 
that there are no relative differences between the interference 
signals as a function of frequency other than amplitude. This 
can be seen mathematically from Equation ]03' For these cases the 
Bessel function series, S, represents the interference signal well; 
e-pT3„^-pT ^jj(2Ar) (1,6) 
whence the frequency dependence cancels in the normalization above. 
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Figure 25. Interference and normalized interference signals for changing frequency. 
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Figure 26. Interference and normalized interference signals for changing W 
Note the largest interference signal now occurs off resonance. 
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Figure 27. Interference and normalized interference signals for changing frequency. 
Note the largest interference signal now occurs off resonance. 
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Figure 28. Interference and normalized interference signals for changing frequency. 
The largest interference signal now occurs off resonance and is larger than the input signal. 
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In fact for vanishing absorption the normalized interference signal 
rises as 
1 - exp(-2pr). (117) 
This can be seen by expanding the Bessel function of Equation ng 
for small argument: 
e P"*" S ftj e  ^(2AT) = e  ^o(Wo)xp (118) 
so that the only time dependence is in the exponential. Equation 
117 then results after normalization of this equation. 
The next trend of interest is the behavior of the interference 
with increasing absorption, it becomes more prominent for larger 
absorption, indicating greater dispersion, yet remains frequency 
independent until ax .75. Now a slight separation can be seen in 
the normalized signal, the signal with the faster rising slope 
being that at resonance. The normalized signal now rises faster than 
(1 - exp(-2pT)), indicating that more terms are taken in the Bessel 
function series than the first. It was felt that perhaps one could 
define a signal velocity from a study of the precursor as a function 
of frequency. One would expect the precursor at resonance to be more 
prominent than off resonance, lasting for a longer time, so that the 
normalized signal would be delayed compared to off resonance. A similar 
behavior might be expected for the signal at resonance with growing 
absorption. In each case the opposite effect is observed. 
One of the most interesting results of the interference experi­
ments occurs for fairly strong absorption. For these cases. 
interference off resonance begins to grow, with increasing ax faster 
than on resonance, so that at ox ~ 1.6, the initial value of the 
Interference signal at r =0 is the same from resonance out to V/ = 2p. For 
larger absorption the maximum interference signal at r = 0 is given 
at some frequency off resonance, the value of W growing w;th increasing 
absorption. ( For example, for crx = 6, the maximum is about .77 
at a frequency setting about 2.5 halfwidths off resonance.) The 
interference signal at resonance meanwhile approaches the limit 
.5 with increasing absorption. 
The growth of the interference sngnal to a value greater than 
one half off resonance at T = 0 raises the question as to what type 
of solution best describes the physical situation : one which 
consists of an ever present steady state response plus a transient 
response, as is given by the Bessel function solution of Equation 103, 
or one in which the cancellation of these two terms is taken account 
of to give a precursor and a slowly growing steady state contri­
bution, as is given by the # function,. Equation 108, and the asymptotic 
theory. If the first solution does, it makes no sense to talk of a 
signal velocity since the final steady state contribution is present 
at T = 0 for all frequencies. The interference signal behavior for 
strong absorption will now be interpreted from both points of view 
to try to answer this question. 
According to the solution given by the steady state and tran­
sient responses, the interference signal is simply the transient 
response itself. For the cases spoken of above then the transient 
at r = 0 is of greater amplitude than the original signal sent into 
the medium for frequencies off resonance, it also follows that the 
transient off resonance Is larger than that on resonance; because 
the transient is a result of the signal interacting with the resonance 
one would expect it to be weaker off resonance where the interaction 
is weaker. 
In terms of the picture presented by the solutions which give 
the precursor and the steady state oscillations which arrive at 
a time later than T = 0, the behavior of the large interference 
signal off resonance is more easily interpreted. For this case 
the precursor value initially is less than the original signal sent 
into the medium for all frequencies. It adds to the small steady 
state oscillations, (whose phase at this time need not be the same a 
as that of the fimal steady state signal) to produce the regular 
pulse shape with initial value one half. When the comparison signal 
is interfered with the pulse It is n/2 radians out of phase with 
the steady state oscillations, for the solution given by the $ 
function. Hence it does not produce destructive interference of 
the signal initially but can add to give a value greater than one 
half for the interference signal off resonance. With this interpre­
tation, the precursor can decrease as one goes off resonance, in 
contrast to the behavior of the transient for the same conditions. 
The large interference signal is mainly * due to a phase difference 
between the comparison signal and the steady state oscillations for 
early times. 
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The interference experiment appears to show that the concept 
of a precursor and steady state oscillations with time-dependent 
amplitude gives a better physica'l description of the signal than 
does the steady state - transient response description. Hence the 
concept^of a signal velocity does make sense. However the technique 
does not allow one to separate the precursor and steady state oscil­
lations to measure this signal velocity. 
Narrow Band Filtering 
An alternative to interference techniques for discriminating 
against the precursor is the use of a narrow band filter before 
detection. To incorporate it into the theory, a detector function 
with a Lorentzian frequency selectivity profile was chosen because 
it is easily treated in the theory as a simple pole, it fit the 
actual specifications of the detector used in the experiment 
quite well: fitting the half power point on the response curve 
to the halfwidth of a Lorentz profile, the 10 db point on the 
response curve is about 2.1 halfwidths off resonance. Hence it 
is somewhat narrower than Lorentzian, closer to a Lorentzian 
squared. This profile was also used in a few runs, represented 
by a pole squared, to look at some pertinent features which did not 
change in character from those of the simple pole treatment. 
For a sinusoidal detector response, the Fourier frequency 
spectrum is represented by a pair of poles located at 
W = ± Wp -
in the complex w - plane, where is the central frequency of 
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the detector and \ is its frequency response halfwidth. To include 
these properly in the integral formulation one must go back in 
the formalism to the point where the integrand has poles symme­
trically located about the real axis.(2) Including these in the 
integral one has 
CÔ 
r/v _ a lim p -iwt+ikx r 1 1 -, 
^ 2n €-0 J wrW'+ie w+uj'+ie 
"00 
(B-Wp+iX W+Wg+iX ^ (1^9) 
where k({u) is given by Equation 3, and 0! is a normalization 
constant. Taking k = w/c and w' = ujp, the response for the 
filter is 
E(x,t) = (1 - e sin w'T, (120) 
if 0!= iX is chosen as the normalization constant. Using the 
same assumptions made in arriving at Equations 2 and 5» narrow line-
widths and low density if oscillators, one has for arbitrary 
with the dispersion rule of Equation 5 used for k(w). Using 
partial fractions to separate the poles one finally has 
^ oj-to'+ie W-Wp+iX ^ (122) 
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For practical use one detects at the frequency propagated, i.e., 
Wp = w'. 
The solution for each term of Equation 122 is exactly that of 
the last section with p replaced by p-X for the second term. Both 
the Bessel function series and the ë function solution were used 
in the preliminary calculations and each gave identical answers, 
the Bessel function representation converging more rapidly again. 
For p ~ X, the first of the Bessel function solutions was used. 
Equationbecause of poor cancellation of the exponential and 
series of Equation59a. The cancellation could be obtained, however, 
by setting the tolerance higher at the expense of computing time. 
The results of this calculation are presented in Figures 2$ to 33, 
representing the oscilloscope display of the filtered signal. 
The time variable now is T = XT Where X is the bandwidth of the 
filter and, hence J one over the rise time of its response. In each 
case the signals have been normalized to their steady state 
amplitudes: 
= Ede/(x,t) / (123) 
Figures 29 to 30 represent the signal as a function of W for 
various values of p and ax = .3. Values of p and ax were chosen 
compatible with a real experiment which is discussed later in the 
text. As can be seen from the graphs there is a change in the 
shape of the leading edge of the pulse, which one couJd interpret 
as a time delay, but it is in the opposite sense from what was 
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Figure 29, Filtered signal for changing frequency. The singal at resonance is that 
rising most quickly, and appears to be time advanced. 
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Figure 30. Filtered signal for the linewidth larger than the filter width. The 
signal at resonance is even more advanced than that of the last figure. 
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Figure 31. Filtered signal for the linewidth iust larger than the filter width. 
The large precursor is now less effectively filtered than either of the previous figures, 
giving the large leading edge. 
90 
expected. That is, the signal with "the sharpest leading edge is 
that for propagation on resonance, giving a sort of time advance 
as a function of frequency. These results were first obtained 
with the Bessel function expansion and it was felt that perhaps 
the important frequency information of the signal was given by 
higher order terms in the expansion which were not showing up 
on the computer. An increase in the tolerance which demanded 
more terms in the expansion did not change the result. Hence the 
solution in terms of the § function was tested in which the 
amplitude term multiplying the steady state residue was known to 
grow from zero in an explicit manner. It was felt that perhaps 
this manipulation of the important residue term would produce 
results which would reflect the signal velocity definitions made 
from this expansion in Equations 4] to 49 • However, results 
identical to the Bessel function expansion were obtained. 
This apparent time advance of the signal at resonance compared 
to off resonance is best described by a consideration of the 
unfiltered signals of the last section. The precursor always 
gives its greatest contribution for early times. Therefore, it 
is all the more enhanced when compared to the attenuated steady 
state at these times, hence most strongly enhanced for propagation 
at resonance. Even though its instantaneous frequency lies outside 
the filter bandwidth for times before for \ = p, because it 
still has a relatively strong effect on the signal for times long 
after Ty^, the precursor will cause the filtered signal to show 
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a~sharper leading edge"at"resonance.' 1f one chooses a bandwidth 
much less than the resonance, \ « one discriminates against 
the precursor for times longer that This effect is shown 
by interpreting Figures 29 through 31 as for fixed p and decreasing 
Hence, the effect of the precursor at resonance is simply 
muted. It still exists though, because at resonance the precursor 
is always enhanced compared to off resonance. 
The next'.figure, 32 , shows the filtered signal, at resonance, 
for TX = .3 for various ratios of p/X which were experimentally 
feasible. According to the theory, the time delay is linearly 
proportional to TX and hence the signal should show the sharpest 
leading edge for the smallest TX. The opposite is observed however, 
again in agreement with the interpretation given in the last paragraph. 
The stronger the attenuation, the more the precursor is enhanced with 
respect to it. 
Figure 33 shows the filtered signal at resonance for cx = .3 
for halfwidths less than those of the previous figure. As was pointed 
out earlier in Equation 102, it appeared necessary that X > p for 
proper discrimination of the precursor. It is seen that for X ^  p 
that the signal begins to get a peak upon its leading edge, indicating 
the precursor is no longer being filtered. In the limit of X**» «>, the 
signal would revert to the unfiltered, with the sharp nose of the 
precursor. These results are again in agreement with the earlier 
interpretation. 
From the above analysis it does not appear that it is possible 
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Figure 33. Resonance signal for linewidths both larger and smaller than filter width. 
For linewidth smaller than filter width, the signal reaches a value larger than the steady 
state. 
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to discriminate against the precursor using filtering techniques. 
If one increases the absorption to a very large value to give a 
larger time delay, the precursor becomes even more enhanced compared 
to the steady state and the same, behavior results. Hence filtering 
of the signal before detection has been no greater an aid than 
interference techniques in attempting to measure the arrival of 
the steady state. 
Check of Various Signal Velocity Definitions 
Because the contribution of each term in the expression for 
2 
E (x,t) was known as a function of time, in the computer calculation, 
one could make a check as to the accuracy of all the signal velocity 
definitions made. Consider first the definition made in the asymptotic 
theory which gave the largest time delay, Because the cross 
term in the expression for E (x,t) oscillates for W ^  0, a comparison 
for this case is difficult off resonance. Hence, only the case of 
resonance is considered here. Even though the signal velocity defined 
in the asymptotic theory is applicable only to cases for which ax >> 1, 
one can consider, the results of applying it to cases for cx % 1. The 
signal arrival was defined as that time at which the amplitude of the 
precursor decreased to equal that of the steady state. Since there 
is no phase difference between the steady state and precursor for 
weak absorption, at-T^ 
Vec. l'= 
The times at which this equation holds, as determined from the computer 
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output, will be referred to as r^. This equation begins to make sense 
only for ax > .7, since for absorption weaker than this the steady 
2 
state value of is greater than four times the signal sent 
into the medium. Some of the values read off the output and 
compared to r. are: 
CTx = .75, pr^ = .75, pT^ = .06 
= .90, = .90, = .24 
= 1.5, = 1.5, =.63. 
Although there is a trend in the correct direction for increasing 
absorption, the predictions are not good. Hence it appears that the 
criterion used for extreme asymptotic cases is not useful here. 
For ox >1.5, the precursor can change sign before SO that 
at |E I = (EL1, E(x,t) can be zero instead of 2 E . Hence 
' ss' ' prec. " ss 
for very strong absorption the criterion of Equation 124 makes little 
sense and different considerations must be made. Consider the 
extremely asymptotic conditions, bx = 6,7.5,and 9. These cases are 
shown expanded in Figures 34, 35, and 36, respectively. The solid 
line is the entire signal, steady state response plus transient 
response, squared. The dashed line which always remains positive 
is the squared transient; that which oscillates to negative values 
is the cross term between the steady state and transient responses. 
The times marked by the dashed vertical lines mark the time T^ . 
In terms of the precursor and steady state signal it appears that 
the final steady state does rise to a reasonably constant value at 
a time near Ty^on the average. If one defined the signal arrival 
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Figure 34. Test of the asymptotic signal velocity. 
Solid line is the signal. Vertical line is the arrival 
time predicted by the asymptotic theory. 
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Figure 35* Test of the asymptotic signal velocity. 
Solid line is the signal. Vertical line is the arrival 
time predicted by the asymptotic theory. 
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as the time marked by the maximum of the final hump, the times 
given by are off^By I7, 22, and 15%, respectively. However in 
each case the definitions do make physical sense in that the signal 
has reached a steady state and no longer oscillates for times after r^ . 
Consider next the signal velocity leading to the time delay, Tg» 
The plots of the signal, or "steady state oscillations", defined by 
(126) SO = .5|F|^ e"2o* 
have been superimposed upon the directly detected pulse shapes im 
Figures 37and 38 for two typical cases of strong and weak absorption: 
ox = 6, and .45. Although the packet-like leading edges were shown 
to consist partially of precursor contributions, dotted lines have 
been extended up to meet this leading edge for purpose of comparison. 
The plot of this function rises quickly for early times, but conti­
nues to do so rather slowly after T^, so that the final steady state 
amplitude is not reached on these graphs. The reason for this is 
that probably more terms should be subtracted from the sum in Ç 
and added to F for times long after T^, since they become more 
important then. However for early times these plots should give 
a good representation of the squared amplitudes of the steady 
state oscillations. The problem is that one cannot detect the rise 
of this amplitude by interference or filtering techniques to prove 
their validity. Numerically they are one half at the times predicted, but 
because they were defined numerically, which is somewhat redundant. 
The analogue of the definition made by Brillouin, which gives 
Tg, cannot be estimated numerically. However its behavior as a func-
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Figure 37-. Wave forms with the function JFI^ superimposed. 
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Figure 38. Wave forms with the function |F| superimposed. 
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tion of frequency does appear similar to the anomalous behavior 
of the interference results for strong absorption. That is, the 
large interference signal off resonance can be attributed to the 
interference of the precursor and the comparison signal since the 
steady state contribution has not yet arrived according to Brillouin. 
However one would then expect a maximum in this behavior at a 
frequency between one and two halfwidths off resonance, according 
to Figure h. Instead this maximum continues to move further off 
resonance with increasing absorption. 
Brillouin's calculations were done for the case to' far from 
resonance. The parameters he chose were for optical frequencies, 
in which case Wq a /=« . 1 p, conditions for which the approximations 
made on k(w) in this work are not valid. Nevertheless his calcu­
lation is a first order asymptotic expansion, which produces expres­
sions similar to the asymptotic theory (See, for example, page 73, 
Equation 20, of reference 3, and page 23, Equation 54, of reference 2.). 
Hence there must be some limit on the absorption for which his 
calculation is valid. If one argues that it is good in the region, 
ax fa 1.7 to 2, one can say his results give as good a picture as 
the others for this case since the interference and filtering 
techniques cannot discriminate between one mathematical solution and 
another. 
Finally consider the time delays predicted by the group velo­
city. It appears that the presence of the precursor prohibits 
any possible detection of the time delays predicted by the group 
velocity. Figures 39 and 40 represent filtered and unfiltered 
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Figure 39. Filtered signal for very strong absorption and 1 
filter width much larger than linewidth. 
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Figure 40. Unfîltered signal for same parameters as last figure. The points of inflection 
of the curves and maxima and minima occur at diffe :nt times than for the filtered case. 
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(with X = 10 p) pulse shapes for a strong and very narrow resonance: 
2 
orx = 20 and p = .1 a x/c. Values of W used are 2 ,  4, 3.0, and 
the time scales are the same for both graphs. For the filtered 
figures the rise time of the signals have been decreased due to the 
response time of the filter. In addition the precursors have not 
been effectively filtered as can be seen by the oscillations of the 
signals near resonance, for which the steady state is zero, if \ 
is decreased to better discriminate against the precursors, the 
group velocity estimate of the resultant signal will be all the more 
dependent on the response time, X , of the filter. Hence to make 
group velocity estimates, the Unfiltered signal was chosen, but 
for a range of frequencies far enough off resonance that perhaps 
the precursor has little an effect on the leading edge. 
Figure 41 shows the normalized unfiltered signal for the same 
conditions as for Figure 40, on an expanded time scale, and for a 
range of frequencies from 12 to 40 halfwidths off resonance. One 
quarter of the final steady state is represented by .25 on the 
horizontal axis. The jagged lines again represent the range of 
arrival times between T^and For the large values of W chosen 
is the same as the group velocity. In a few cases the leading edge 
has been extended down to the origin, as if it were completely due 
to the final steady state. For W < 18, the group velocity predicts 
too late an arrival time of one quarter the final amplitude. For 
these cases it can be argued that the steady state oscillations have 
reached one quarter their final amplitude earlier, but are destruc-
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Figure 41. Normalized pulse shapes for same parameters as last figure for frequencies 
far off resonance. Dotted lines are extensions of the leading edge, and the squiggly 
lines are ranges of arrival times between the Briîouin delay and th'S asymptotic delay. 
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tively Interfered with by the precursor to produce an earlier 
value of one quarter in the figure. For W > 18, the group time dels/ 
éives too early an arrival time. For these cases one can say 
that the leading edges are still affected by the precursor and that 
the extended leading edge is not valid. The steady state oscilla­
tions are really rising more slowly. In either case the precursor 
plays a non-negligible role and prevents the detection of the 
steady state oscillations. 
The Experiment of Shiren 
The results of the preceeding analysis indicate that it is 
impossible to filter out the precursor for times near or before 
T^' Hence it appears that the definitions of the signal velocity 
in the region of anomalous dispersion made earlier are not veri­
fiable by these techniques. However Shiren reported a time delay 
for wave propagation in a resonant medium in which he claims the 
precursors were filtered properly. His results show a distortion 
and translation of the leading edge of the pulse. In the folowing 
we shall attempt to explain his results in terms of the theory 
presented thus far. 
In the measurements reported by Shiren the filter bandwidth he 
used was of the order of, or less than, the width of the three absorption 
1 ines measured: X = 10 MHz, p^= 8 MHz, p^= 4? MHz, and p^= 715 MHz. 
The reported time delays are at least an order of magnitude larger 
than predicted by the asymptotic theory, using these measured 
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absorption widths in the expression for Ty^. To explain the time 
delays reported Shiren invokes the concept of a resonance with a 
very narrow line width, much narrower than that of the absorption 
reported, which is shifted in varying amounts by local inhomoge-
neities in the medium to produce the measured absorption profile. 
If the dimension of the inhomogeneity is much less than a wavelength 
the dispersion rule of the Doppler theory would apply, with 
equal to the observed absorption width. The resultant T^"s ciiîcwlated 
are too small by 1, 2, and 3 orders of magnitude, respectively. 
However if the dimension over which the resonance is unshifted 
is mucJb larger than a wavelength, a large scale inhomogeneity, 
the pulse locally sees a medium of very narrow resonances, each 
delaying the signal by an amount tbut with the extremely narrow 
width used for p in tShiren then averages this expression over 
the profile given by absorption. The result is 
'''avg °*^Ploc (127) 
where ax has the frequency dependence and strength of the measured 
absorption, and is the narrow halfwidth of the local resonance 
being averaged. The result is a time delay much larger than 
the regular 
WA'Omeas'Ploc' V 
Shiren then used this expression to estimate with a measure of 
T 
avg 
Shiren's explanation appears to be in agreement with the 
results of our analysis, except for the statement that all the pre­
cursors were properly discriminated against. For each very narrow 
local resonance the filter width is now much larger than p. ( For 
the values of derived by Shiren, X/p is between h.S and ^7«5.) 
If the narrow resonances that Shiren postulates over local regions 
were not inhomogèneously broadened, the resultant absorption profile 
would be an order of magnitude larger at W = 0, resulting in an 
extremely narrow, strong line. Such a resonance can be approximated 
by Figure 39^ used previously, for which X/p = 10 presents a value 
in the region derived by Shiren. As applied to Shiren's experiment, 
one can think of the figure as for fixed {ij' and a varying to 
produce the values of W listed. 
One would then explain Shiren's time delay by saying that, on 
the average, the pulse frequency is on the wings of most of the 
local shifted resonances with which it interacts. Contributions to 
the pulse deformation due to the few lines with which it interacts 
for which WZ 0 will simply produce an overall absorption contribution, 
as for W = 2 . and less, but in less magnitude. For cu' on the observed 
center of the broadened resonance, for example, the pulse will inter­
act with the greatest number of W = 0 resonances, each giving an 
absorption contribution. However it will also interact with the 
wings of many more W ^ 0 resonances to form some distorted leading 
edge, some average of those pictured in Figure 1|0. As one tunes off 
the center of the observed resonance, the pulse is interacting with fewer 
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W = 0 local resonances, and its frequency is further on the wings 
of the non-zero resonances, so that the averaged pulse shape is 
rising faster to produce less a time delay. Finally, far off resonance, 
the filtered signal will rise with the rise time of the filter, 
for which case W is larger than those shown in the figure, and there 
is no pulse distortion or time delay due to the resonance. 
From the above discussion it appears that Shiren's physical 
interpretation of the time delays he saw is correct. However, his 
estimates of as derived from the theoretical time delay expressions 
are probably incorrect. According to the computer analysis, one 
quarter the final amplitude of the pulse occurs at a time later than 
any of the theoretical definitions, and it is a function of the ratio 
of the detector width over the line width. One could make an estimate 
of Pjqj. from the pulse shapes of Figure 39» To do so, one would 
define the arrival time of one quarter the final amplitude of the 
pulse numerically from the figure by an equation of the form, for 
example, 
Tfig'. = x/P|oc (129) 
where a(w) has the shape of the postulated local resonance. The para­
meter, Y, takes into account the additional frequency dependence that 
the time delays have, similar to the case of Doppler broadening treated 
earlier. One would take this expression and average it over the 
observed absorption profile in a manner analogous to Shiren's. He 
did this for Y = 1, using the asymptotic time delay, t^, and for 
a 7 which describes Brillouin's delay. 
Although such an averaging process appears useful in a first 
approximation, it is not valid mathematically, in such a process 
one is assuming that one has a square pulse impinging on each of 
the local resonances, which is not true. After traveling through 
one local region the pulse is dispersed, and it is this signal that 
impinges upon the next local region. One would have to Fourier 
analyze the signal at the interface of each local region, which 
results in a sum on k(w) in the integrand of Equation 2. Because 
each local region is much larger than a wavelength, the sum cannot 
be converted to an integral, as could have been done in the Doppler 
theory if such a method were used there in deriving k(w). This 
summation is not straightforward and will not be delved further into 
in this treatment. 
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EXPERIMENTAL BACKGROUND 
Line Broadening Mechanism 
The sources of spectral line broadening which arise in micro­
wave spectroscopy are (11): 
1. natural line breadth, 
2. saturation broadening, 
3. collisions with walls of containing vessel, 
4. collisions with other molecules, and 
5. Doppler broadening. 
The natural line breadth is due to radiation damping from a classical 
point of view, or, quantum meehanically, due to the zero point vibration 
of electromagnetic fields which are always present in free space. (11). 
It Is of the order of 10 ^  hertz for resonances near 25 GHz and hence 
too small to be of interest presently. Saturation broadening arises 
due to the use of a high Intensity signal in spectroscopic work, 
altering the population levels of the atom from the thermodynamic 
equilibrium condition. It is an effect which must be avoided in 
the study of time delays experimentally because the present theory 
does not account for it. Broadening due to collisions with the walls 
of the gas cell appear when the pressure becomes so low that the 
mean free path of the molecules becomes larger than the smallest 
dimension of the cell. However Doppler broadening appears before 
this for 25 GHz waveguide and is about an order of magnitude larger 
than this effect for room temperature. For atmospheric physics 
collision and Doppler broadening are the only tvw effects which must 
be considered and these have been described in sufficient detail 
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earlier. 
"5 
For pressures down to the order of 10 atmosphere, the princi­
ple line broadening mechanism for microwave resonances is due to 
collisions between molecules of the gas. The absorption coefficient 
for this case has a Lorentz profile and is given by the imaginary 
part of Equation 5 
IT Na e^f p 
a(m) 2 2 (130) 
m c ((JD - Wg) + p 
where is the number density difference between the lower and upper 
states involved in the transition; f is the oscillator strength for 
the transition, and the rest of the symbols are as given earlier. 
For this case of collision broadening the halfwidth is proportional 
to pressure (or number density): 
p = sr. P. = rr. N. !< T (131) 
. 1 1  Î  •  '  
where T. is the line broadening parameter and P. the partial pressure 
for the 2.th constituent of the gas, k is Boltzman's constant and T 
is the temperature. For a gas consisting of a single constituent, or 
one with a constant relative number density, the.absorption coeffi­
cient at resonance is independent of changes in the total number 
dens i ty: 
2 0! ' 
^ mck T rr. a. (132) 
i ' ' 
where the relative density of the J_th constituent is 
a, = N/Vta1-
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Making use of Equation 99 for the time delay for a Lorentz profile, 
the time delay at resonance is inversely proportional to number density 
and therefore increases with decreasing pressure until Doppler 
broadening effects begin to appear. 
When the pressure is reduced so that the collision width 
becomes of the order of the Doppler width, the pressure dependence 
of both the absorption coefficient and the time delay can be 
numerically calculated from the theory presented earlier. For further 
reduction in pressure Doppler broadening dominates and the absorption 
coefficient takes on a Gaussian profile and is now linearly dependent 
upon the number density, decreasing proportionally with pressure: 
From Equation 99 the time delay is also proportional to number 
density in the limit of pure Doppler broadening, now decreasing with 
pressure . Hence, for a given path length, the maximum time delay 
occurs at pressures at which the line broadening mechanism undergoes 
the transition from collision broadening to Doppler broadening. 
For collision broadening, the absorption coefficient and time 
delay exhibit different temperature dependence. Making use of the 
inverse temperature dependence of (due to expanding the Boltzmann 
factor, exp(-h(«Q/kT), which appears in taking the difference in 
number densities between the two levels involved in the transition) 
and the linear temperature dependence of p, one has 
O-(O)q) T (135) 
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Because of the p ^ dependence of the time delays 
At(wo) « T"3 (136) 
Hence, making simultaneous measurements of absorption and time delay, 
one can extract the temperature dependence unambiguously, whereas 
absorption measurements alone require a knowledge of all other 
physical parameters of the gas before a value of the temperature 
can be obtained. 
In the case of pure Doppler broadening, making use of the 
linear dependence of f^j^, the inverse temperature dependence of 
due to the Boltzmann factor, and the expression for the Doppler 
width. Equation (65), one has 
c(w') (137) • 
and 
At(u}') « M T ^  (128) 
The same statements can be made about the temperature dependence as 
in the case above. A second interesting difference for this case is 
the dependence on the resonance frequency of the two expressions. 
The linear dependence of a on is one reason for the lack of 
absorption lines below microwave frequencies for gases in the earth's 
atmosphere. However, the time delay for Doppler broadening is 
independent of other than through the line shape, so that equal 
number densities of two gaseous species may produce equal time delays, 
yet have entirely different absorption line strengths. Noting the 
range of frequencies spanned by the radio window of the earth's 
atmosphere (50 MHz to 23,000 MHz), it is apparent that time delays 
may be measurable for conditions for which absorption is not. 
I l l  
Experimental Apparatus 
Microwave Resonance Used 
The microwave spectrum of ammonia has a series of very strong 
absorption lines throughout the K-band range of frequencies (18 to 
26 GHz). The J = K = 6 line (where J is the total angular momen­
tum of the molecule and K is the projection of the total angular 
momentum onto the symmetry axis of the molecule) was chosen for two 
reasons. It is the second strongest line of the spectrum, and it 
has no neighboring resonances as does the strongest line, J = 3, 
K = 3. The resonance frequency is 25.05604 GHz, Its intensity is 
cOWg) = 6.9 X 10 ^ cm and its collision width parameter is 
r = 28 KHz/mm Hg (ll). For room temperature, the Doppler width is 
37.6 kHz. Hence the transition from collision broadening to Doppler 
_3 broadening occurs for pressures of the order of 1.3 x 10 mm Hg. 
Using the time delay predicted by the asymptotic theory for colli­
sion broadening, for the (6,6) ammonia line. 
At = .392 x(cm)/P(mm Hg) n-sec (139) 
At the transition to Doppler broadening 
At = 300 x(cm) n-sec (l40) 
Pressures down to 0.010 mm Hg are easily attainable so that path 
lengths of the order of three meters appeared sufficient to produce 
measurable time delays initially. 
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The basic experimental system employed was a K-band microwave 
gaseous spectrometer, modified appropriately to measure pulsed signals. 
Five different arrangements of the system were used and the detailed 
differences between each will be described in separate sections 
devoted to each method. However, common to all methods were some 
basic pieces of microwave equipment which shall be described presently. 
Gas iCel1 
The gas cell was constructed from sections of K-band wave guide 
with waveguide windows at each end of the cell. Holes of diameter 
3/64 inch (-...10 X) were drilled into the waveguide to allow gas to enter 
the cell, pumping from the cell, and pressure gauge connections. 
Because of the fact that the brass waveguide outgasses various 
unknown gases other than that of interest below pressures of ~50 
microns of mercury, the test gas was allowed in at one end of the cell 
through a needle valve and pumped out the other end. Therefore 
outgassing products were never allowed to become a ]arge fraction of 
the total gas.content using this technique. The gas cell was pumped 
on with a 1402 Welch pump and pressure measured from .500 mm Hg to 
.005 mm Hg with a Stokes McLeod gauge, model 276 BB. For pressures 
belvaw this, an ion gauge was to be used to measure the pressure. 
Klystron and Power Supply 
The signal source was an 0KI-24V10A, K-band klystron with 
power available from 18 to 26 GHz. The klystron was mounted in an 
oil bath and water cooled with soft copper tubing wrapped about it. 
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This was necessary to reduce the noise bandwidth of the klystron to 
a value much narrower than the line widths of the resonance which was 
to be probed. The 3 db width was determined to be less than 25 kHz 
with the water cooled oil bath. The power supply was a PRO Electronics 
812 model which could power two klystrons with similar operating 
characteristics simultaneously, and which was used in such a manner 
with the heterodyne technique using identical klystrons. 
Pulse System 
The signal was pulsed by means of a Philco switching diode, 
which is inserted directly into the waveguide line in a diode 
mount. A negative bias applied to the switch produces a large impe­
dance mismatch with the result that just a fraction of energy continues 
past the switch down the waveguide, the fraction depending on the 
magnitude of the bias voltage. The output of a pulse generator was 
then applied as the bias voltage and this signal then impressed upon 
the r.f. energy. Two pulse generators were available: a Rutherford Bl4, 
with a maximum voltage of + 10 volts, a 10 n-sec rise time, and 
pulse lengths up to the order of milliseconds; and an EH-120D, with a 
negative pulse of -25 volts maximum, a 1.2 n-sec rise time, and a 
maximum pulse length of 160 n-sec. 
It was desirable to use pulse lengths much longer than that 
attainable with the EH pulse generator for two reasons. The first 
is because the maximum time delays expected were of the order of the 
longest pulse length attainable with this piece of equipment. Assuming 
that the front edge of the pulse up to consists of the precursor 
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with its frequency different from the signal would just begin to 
reach its steady state oscillation about the time the pulse ended. 
Hence for even longer time delays the entire pulse might consist of 
just a precursor which would make the definition of a signal velocity 
impossible. 
The second reason for the long pulse lengths is so that the width 
of the Fourier spectrum of the pulsed signal is much less than the 
width of the resonance line. Then the main Fourier components of the 
signal are contained in a frequency range over which the resonance varies 
slowly, as is the case in the theory. Repeating a given wave form at 
a repetition rate 1/T yields a Fourier spectrum consisting of a series 
of lines separated by 1/T frequency units with an envelope given by 
the Fourier transform of the waveform being repeated. The Fourier 
transform of a single pulse of frequency m' and pulse length t is 
the function (12) 
fw } ( m  
which is illustrated in Figure (42)for the positive half frequency 
plane. The function has zeros at frequencies +u)'±2nn/T; hence as 
long as 2k/T « p, the shape of the resonance will appear slowly 
varying to the main frequency components of the pulse. The EH pulse 
generator was not able to meet this requirement with its .16 ju-sec 
pulse length maximum for line widths of interest (< 3MHz), because 
l/(.16 u-sec) = 6.25 MHz. Hence the Rutherford model was used in 
conjunction w^'is a Hewlett-Packard 460BR broad band amplifier to 
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Figure 43. Response curve of detecting crystal. 
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produce a reasonable bias with which to run the diode switch effi­
ciently. The response curve of the switching diode is shown in 
Figure (43) as a function of bias voltage. With the above arrange­
ment, the transmission loss was approximately 12 db. 
Detection 
The signal was detected by means of a 1N26 crystal rectifier and 
displayed on either a Hewlett-Packard 175-B or 185 sampling oscillo­
scope, the 175-B having a rise time of 10 n-sec. The 1N26 is a non­
linear element with a current-voltage response similar to that shown 
in Figure (44). The signal was detected both by d.c. and the hetero­
dyne technique. In the case of d.c. detection one merely detects the 
rectified output of the crystal. For a 25 volt puise applied across 
the diode switch one obtains ~12 db transmission loss so that less 
than 10% of the energy passes the switch as a c.w. signal, the remainder 
responding to the signal of the pulse generator. The small c.w. signal 
acts as a bias, shifting the operating point of the crystal off the 
axis slightly, and the pulsed signal is rectified as is indicated in 
Figure (44). Because the coaxial line which carries the signal from 
the detector acts as a low pass filter as indicated earlier, the 
resulting display is simply the d.c. signal and low frequency oscilla­
tions. For extremely narrow linewidths, the intensity of the r.f. 
signal had to be reduced to avoid saturating the resonance, and the 
resulting signal was too weak to be effectively displayed by this 
method. 
n? 
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V 
Figure 44. Response curve for a typical detector with 
rectification, or non-linear detectiion, exhibited. 
lOyO 
A(t) 
Figure 45. 
exh i b i ted. 
Time dependence of the precursor frequency 
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A convenient method to measure small signal amplitudes is the 
heterodyne technique, in which the non-linear characteristic of the 
crystal is taken advantage of in a second way. The small amplitude 
signal, Ôe, is mixed with a second, stronger c.w. signal, e, at a 
different frequency from the first, which acts as a bias on the crystal. 
Using (13) 
Re = 6E(t) sin ou't 
e = E sin (yi'+A)t 
one can make a Taylor series expansion, about the origin if no 
d.c. bias is applied to the crystal: 
i = f(e+ôe) = f(0) + f'(0)*(e+ôe) + ^ f' ' (0)• (e+ge)^ +• • (1^4) 
The quadratic term will contribute an expression due to the cross 
product proportional to 
E'6E(t) cos At. (145) 
The quartic term will also produce terms proportional to cos At, 
but mixing crystals are chosen such that f'^(O) is small enough so 
that it may be neglected. All harmonics of w' and .A will also appear 
with some small amplitude due to higher order terms in the series. 
Making use of the term given by Equation (%), one has the time depen­
dence of ôE(t), the pulse shape in this case, reproduced at an inter­
(142) 
(143) 
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mediate carrier frequency and magnified in amplitude. This is because 
the signal is now proportional to E*ôE(t) rather than 5E(t) , as vjas 
the case for square law detection. This me^^hqd will be considered 
later in more detail. 
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EXPERIMENTAL TECHNIQUES 
Because a precise frequency meter was not available, the 
frequency for a fixed pressure was measured by plotting out the 
measured absorption profile. Knowing the pressure to a reasonable 
degree of accuracy, one could then establish the half power point of 
the Lorentz profile and from this the frequency of the rest of the 
data points. This method was used in the first three techniques 
which follow. 
Interferometer 
The equipment was originally designed to operate as an inter­
ferometer, as diagrammed in the schematic of Figure . The c.w. 
signal from the klystron passes through the isolator, a one way 
transmission device which protects the klystron from reflected signals. 
The variable attenuator is adjusted such that the resonance line is 
not saturated by the signal. After the c.w. signal is pulsed at 
the diode switch, it passes into the hybrid tee where it divides 
and propagates into the gas cell and comparison arm. The hybrid tee 
is a four-port device which is the microwave analogue to the optical 
half silvered mirror. A signal entering port 1 divides equally and 
passes out through ports 2 and 3. In the case of Figure % they 
are both then reflected back into the ports after passing through the 
gas cell and comparison arm respectively. If these reflected signals 
are in phase they will pass out through port 1 again, if 180° out of 
phase, through port h. A tunable short was used at the end of the 
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Figure 46. Block diagram for interferometer experiment. 
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comparison cell by whJch the relative phase of the two reflected 
signals could be continuously adjusted. The resulting signal out 
of port k was d.c.-detected at the crystal and displayed on the 
oscilloscope, which was synchronized to the pulse generator. 
The comparison arm was the same length as the gas cell to within 
a wavelength, and hence to within 0.03 n-sec travel time. A variable 
attenuator was included in the arm so that the absorption due to the 
gaseous resonance could be balanced. If the interferometer is tuned 
to a null in the steady state, a time delay of the signal due to the 
interaction with the gaseous resonance would be measured as a pulse, 
the length of which would equal the time delay. The leading edge 
of this pulse would be the leading edge of the signal which has 
passed through the comparison arm of the interferometer at speed c; 
the trailing edge of the pulse, some time At later, would be the 
inverted leading edge of the signal which has interacted with the 
gaseous resonance and been delayed by an amount At. For a six foot 
length absorption cell, the path length is 365.8cm. Using Equation (13S), 
for pressures <0.100 mm Hg, the time delay should be ^ 14.3 n-sec. 
No pulse due to a time delay was observed; The rise time of the pulse 
generator prevented the observation of the interference of Figure I7. 
When the interferometer was tuned for constructive interference, 
or when the attenuator in the comparison arm was set to full attenuation 
so that only the signal passing through the gas cell was detected, 
the pulse shape exhibited a "ringing" phenomenon which was associated 
with the resonance. That is, for frequencies far off resonance, a 
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periodic oscillation with an amplitude of the order of ten percent or 
less of the pulse height and a frequency of a few megahertz became 
discernible, superimposed upon the pulse front. After a few oscillations 
it decayed away to the original pulse shape. As the signal frequency 
was tuned toward resonance, the period of the oscillation increased, 
until at resonance an oscillation could no longer be observed, the 
effective period being infinite. This behavior was symmetric about 
the resonance frequency. 
A ringing phenomena is observed in progagation through wave­
guides over extremely lang path lengths due to the dispersive pro­
perties of the guide and results in pulse distortion. However, in 
that case it does not exhibit a resonance-1 ike behavior with frequency 
since the dispersion rule for a waveguide is just that of a plasma. 
Equation (3 ), with 0^=0.. This phenomenon has been tabulated for 
various types of waveguide, and a calculation (Appendix C) shows 
that such a phenomena should not be detectable for the lengths of 
waveguide which were used in this experiment. 
That the phenomenon was associated with the ammonia resonance 
was verified by being able to identify four other resonances by 
associating this ringing effect with them: y(2,2) = 23.722 GHz, 
y(3,3) = 23,870 GHz, 1/(4,4) = 24.139 Ghz, and y(5,5) = 24,532 GHz. 
D. C. with Heterodyne Detection 
Pleshko and Palocz '14) have performed an experiment in 
which they have observed Sommerfeld precursors associated with 
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dispersion in a waveguide filled witha ferromagnetic material. They 
were able to observe directly the oscillations of the signal, and hence 
the continuously changing frequency of the precursor. The frequency 
of the signal during the first oscillation, for example, was roughly 
one fifth the final steady state frequency. Using this method one 
could roughly define the arrival of the steady state as that time 
when the frequency of the signal no longer changed as a function of 
time. However such a method is limited by the relative accuracy 
with which one can measure time differentials with respect to the 
period of the oscillations. Hence they made no quantitative esti­
mates of a time delay other than stating the velocity of propaga­
tion measured was less than that predicted by the group velocity. 
As stated earlier, the time at which the instantaneous frequency of 
the precursor is A frequency units off resonance is 
T(A) = T^ (p/A)2 
where is the arrival time of the steady state for ty' = Wq. 
As an example, for a line width of 0.3 MHz and a time delay of 160 n-sec 
for the 12 foot path length, the time at which the frequency of the 
precursor is 10 halfwidths from resonance is 
T (3 MHz) = 1.6 n-sec. (146) 
Similarly, T(2 MHz) = 3.6 n-sec, T(1 MHz) = 14.4 n-sec, T(.5 MHz) = 48 
n-sec, etc. 
125 
Because the carrier frequency in the present case is so high 
(for 25 GHz, O.Oh n-sec), the oscillations of the steady state 
signal for this case cannot be observed on an oscilloscope as they 
were by Pleshko and Palocz. Even if this were possible one would 
have to detect differences of 3 parts in 25,000, for example, if one 
wished to discriminate between the precursor 3 MHz off resonance and 
the steady state. This would involve counting one extra quarter oscil­
lation in 2,000 which would take 83 n-sec to count, a time over v/hîch 
the instantaneous frequency of the precursor will have changed drasti-
cally. 
The,above problem could be circumvented in the following way. 
Making use of the heterodyne technique one could reproduce the pulse 
shape of the signal at an intermediate frequency, the oscillations 
of which one could observe directly on an oscilloscope display, 
If the local oscillator is set at the intermediate frequency is 
C2 - & - and the instantaneous frequency of the precursor is now 
î?Q ± A. From the discussion in the above paragraph it would appear 
that one would like to have the intermediate frequency as low as 
possible to detect relative changes more easily. For example, for 
an intermediate frequency of 30 MHz, to detect the precursor 3 MHz 
off resonance, one need only detect changes of one part in ten, and 
therefore one half oscillation out of five. This alone is misleading 
however because the time over which five oscillations at 30 MHz occurs 
is still large (16 n-sec) compared to the time over which the instanta­
neous frequency is changing rapidly (e.g., a few n-sec for A = 3-»2 MHz). 
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If the intermediate frequency is set to zero, i.e. 
one could presumably measure A directly, observing an oscillation of 
continuously changing period. The number of oscillations such a 
signal undergoes before the arrival of the steady state is just the 
phase as the steady state begins, over 2n :  
n = Psg/Z* = 2 ATp/ln = cx^ x/^ t. (147) 
For the case ctqX = .3j n ~ .1, i.e. the sine wave has not yet undergone 
a quarter oscillation, which would appear to be the minimum necessary 
to perform such an analysis. In addition, because the two klystrons 
had noise bandwidths of «^25 kHz, A would not be measurable to closer 
than 50 kHz at best; this is sufficient as long as p/lTt » 50 kHz, 
since the steady state dominates for A < p. 
Because the heterodyne system was in operation, all the above 
methods were tried, in case the precursor frequency was other than that 
predicted by the theory, allowing it to be observed. None of them gave 
positive results however. 
Narrow Band Filtering 
Another experimental technique attempted was narrow band fil­
tering of the signal before rectification. There are no tunable 
narrow band filters commercially available as waveguide components 
at K-band frequencies. However an alternative method of filtering 
was possible, similar to the one used by Shiren. A narrow band 
30 MHz i.f. amplifier was employed in conjunction with the heterodyne 
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detection system used, which is diagrammed in block form in Figure 4?. 
The signal which is available at the output of the hybrid tee is the 
25 GHz signal, which is rectified, plus that given by Equation 145. 
Here E is the c.w. signal of the local oscillator and ÔE(t) the 
electric field amplitude of the wave which has traveled through the 
dispersive medium. The 3O MHz signal is linear in 6E so that 
rectification of this signal has not yet taken place. A picture 
of this signal is shown in Figure 48, 
The i.f. frequency was set to 3O MHz, the central frequency of 
the General Radio, 1216-A, narrow band amplifier which was used. 
The filtering of the signal takes place within the amplification 
system and the bandwidth is a function of the number and type of 
amplifier tubes used. The rectification (non-linear detection) 
of this signal takes place after filtering, at a double diode in the 
amplifier. The signal out of the amplifier is that of Equation 145, 
but rectified. Therefore the theory used in the numerical analysis 
is still valid for this experiment. 
The bandwidth at half maximum of this amplifier is .700 MHz 
(X= .350 MHz) with a rise time of the order of 1,3 [x-sec, For_^ 
pressures greater than 10 |j, Hg, p s .3OO MHz so that')f< p for 
pressures greater than 12 [x Hg. The graphs of Figure 32 are thé 
resonance predictions for the filter output for a filter with a 
Lorentz profile for pressures down to this value. 
Figure49a is a picture of the output of the amplifier for the 
signal as taken on an oscilloscope camera, for various pressures. 
The amplifier was set at automatic volume control so that the signals 
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47. Block diagram of the narrow band filtering 
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Figure 48. Heterodyne detection of pulse for both signal oscil­
lator and local oscillator set to the same intensity. Both d.c. 
and heterodyned signals are visible. The upper trace is for an 
external sweep, the lower on internal sweep. 
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Figure 49a. Top photograph represents filtered signal, far off resonance 
for all values of p, and on resonance for large p. Middle and bottom 
are for on resonance, p decreasing (p « 1.15 and 0.30 MHz, respectively). 
are normalized. The top picture is that for a pressure of about 
100 |j,Kg. As the signal was tuned through resonance no change in 
the output could be seen at this pressure, so that the signal also 
represents the off resonance output. The middle picture is the 
amplifier output for a pressure of 25 p, Hg, which exhibits a faster 
rise in the pulse shape, as predicted by the computer analysis. 
The off resonance signal was the same as that of the top picture. 
The bottom picture is the amplifier output for a pressure of 10 p, Hg, 
which shows even a greater enhancement of the precursor. 
The ratio of the detector width to the line width has increased to a 
point, according to the linewidth determined by the pressure measure­
ment, that the signal should rise above the final steady state. 
The pictures of Figure 49aappear to verify the predictions of the 
computer calculation. Because the Lorentz filter does not give an 
exact reproduction of the shape of the filter used, no numerical 
comparison was made to the theory. There would be no point in doing so 
because no information about the medium can be obtained from such an 
estimate. The pictures are presented because they are a successful 
observation-which confirms the somewhat unexpected prediction of 
the theory. 
Broad Band Detecting 
The final experimental technique presented is that of d. c. 
broad band detection. For this case the predicted signal from the . 
computer calculation is given in Figure 17, in which case the ringing 
effect is exhibited. For this weak an absorption the ringing can be 
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described by a sinusoidal oscillation with a decaying envelope. 
The. envelope is a combination of a decaying exponential and a slowly 
varying Bessel function of first order. For the parameters of interest, 
the Bessel function was dominated by the exponential in determining 
the envelope's shape, as shall be shown later. Because the ringing 
amplitude is a function of the parameters of the medium, presumably, 
one should be able to fit data to the theory to determine these 
parameters for given experimental conditions, in the following • 
treatments, a fit of the data from two different experiments will 
be performed. 
Because the Bessel function is a slowly varying function of time 
for the parameters of interest, the frequency of oscillation of the 
ringing phenomenon is just that of the sinusoidal oscillations of the 
precursor-signal interference term: w'-Wg. Although no direct, 
accurate method of measuring frequency was available, one could use 
the heterodyne, principle to prove this fact. With the local 
oscillator tuned to the gas resonance, the signal klystron's 
frequency, m', could be tuned through the resonance and the beat 
frequency compared with the ringing. This was accomplished in the 
following manner. First, the signal klystron was tuned to the reso­
nance of the gas as determined by the ringing effect. Then the method 
of detection was switched to heterodyning with the internal sweep 
on the osci 1 loscpe, so that the difference frequency of the tvjo 
klystrons could be observed. The local oscillator was then tuned 
to the resonance frequency of the gas. This was done by observing the 
heterodyne frequency on the oscilloscope until it exhibited an infi-
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ni te wavelength by tuning. Now one could tune the signal klystron 
off resonance and read the frequency difference, W, from the resul­
tant heterodyne frequency.- Pictures of the ringing effect were taken, 
using d. c. broad band detection. The heterodyne frequency was then 
displayed and photographed on the same plate so that a frequency 
comparison could be made. Two of such pictures are shown in Figure 49b 
both on a time scale of .2 [i-sec/cm. Hence the higher frequency 
oscillation is about 20 MHz, the lower frequency 6.35 MHz. More 
important the heterodyne frequency is seen to coincide with the ringing 
frequency, so that it Is indeed the difference, W. 
Data were taken for the ringing effect as a function of changing 
intensity and as a function of pressure in two separate operations. 
The signal was passed through a variable attenuator, which was used 
to vary the intensity of the signal in the first experiment performed, 
then through the gas cell, the pressure of which could be varied for 
the second measurement made at constant intensity. The signal was 
then detected at the end of the cell. The crystal current and voltage 
were measured by a Hewlett Packard 425A d. c. voltmeter-ammeter, from 
which the radiation intensity could be calculated. The voltage reading 
of the oscilloscope was also checked by this meter and was found to be 
properly calibrated. 
The ringing effect was photographed by a Polaroid oscilloscope 
camera, five times for each variable setting. The photographs were 
projected onto graph paper hung on a wall, producing roughly ten-to-
one magnification of the trace. Greater magnification produced poor 
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Figure 49b. Examples of the pulse ringing effect along with a hetero­
dyned signal of frequency equal to the difference between the incident 
frequency minus the resonant frequency. Both are for an absorption of 
.25 and a pressure of approximately 15 u Hg. 
133c 
Figure 49c. Examples of the pulse ringing effect: The top picture 
presents the effect as a function of incident frequency, the frequency 
of the ringing being just - ujq; the bottom picture is a presen­
tation of a series of the data used and shows the exponential decay 
of the ringing amplitude. 
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black-to-white definition of the trace. The graticules of the 
oscilloscope screen were calibrated to the graph paper divisions. 
The resultant trace was about an^inch wide and each one produced 
two curves, i. e.j the black-to-white definition of the top and bottom 
of each trace. Because the greatest amplitude of the ringing vas 
three to four divisions on the graph paper, only the maxima and minima 
of the curves were considered. Two maxima and one minimum were ana­
lyzed for each trace, and averaged over ten values. Hence, three 
averaged data points are available for each set of traces. 
Ringing Effect versus Saturation Intensity 
One of the problems encountered in measuring very narrow, pressure 
broadened line widths in microwave spectroscopy is that the inten­
sity of the radiation begins to interefere with the measurement (11). 
This occurs in two ways: first, it affects the linewidth; second, 
it changes the population levels of the two states of the absorbing 
transition, affecting the absorption coefficient. According to Townes 
(11), when collisQon and saturation are the only important broadening 
mechanisms, one can write 
= pj' + p^BI (148) 
where p is the resultant linewidth, is the linewidth due to colli­
sions without saturation, I is the radiation intensity, and B is a 
coefficient with proper units. The absorption coefficient for satura­
tion effects present is ' 
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o = 0^(1 4- CTpBM)"^ (149) 
where ag is the absorption coefficient for no saturation, B' is a 
coefficient, and I is the intensity again. The saturation effect 
occurs because stimulated emmission begins to become important 
compared to collisions in de-exciting the upper state of the absor­
bing transition. Because a is a function of the intensity, the 
dispersion rule is non-linear in the electric field, E(%,t), and 
the linear dispersion theory may not apply to the propagation problem 
under consideration. Because the intensity was a variable in the 
experimental setup, it was decide to take saturation measurements to 
see if the linear theory would describe the observations. 
, According to-the computer analysis, the relative amplitude of 
the ringing compared to the pulse height is a function of the total 
absorption of the medium. The envelope of the ringing amplitude 
depends upon the halfwidth of the resonance. The data werefit to 
the theory by varying these two paramenters until a theoretical curve 
was generated which best fit the three data points for a given inten­
sity. These curves are presented in Figures 50 through 57 . From 
each fitting a value of ox and p is obtained. These two parameters 
are then plotted as a function of intensity and are presented in 
Figures 58 and 59. 
Consider first the absorption versus intensity curve. Figure 58 • 
The curve passing through the data points was fit to them by the compute 
and is not a function of the form of Equation 149. The other tvro curves 
Cj and Cg, are described by this functions for values of B' equal to 
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2.5 and 18.9 cm/|i watt^  respectively. From the curves it appeals 
that either the absorption does not behave according to Equation 1^9, 
or that possibly B' was varying during the experiment. Because the 
intensity at which saturation occurs is a function of pressure, 
proportional to pressure squared (11), it follows that B' is also 
2 
a function of pressure, going like P . It varies, for example, from 
.515 cm/[i watt at SO^Mg, to 51.8 cm/jx watt at 5 p. Hg, so that it 
appears to be a sensitive function of pressure. The two values 
used to generate the curves were derived by fitting the first and 
last data points taken to Equation 1^9, and correspond to pressures 
of 21 and 8.2 [j, Hg, respectively. Fitting the rest of the data points 
to the same equation and solving for B' gives a smooth transition of 
the parameter between these two values. Hence it appears that a slow 
pressure variation over this range could produce the data points of 
Figure 58 , and Equation 149 does indeed describe the variation of CT 
as determined from a measurement of the ringing effect. 
Data were taken for a pressure which appeared to stabilize at 10 [j, Hg. 
The variation apparent in the data could be described in the following 
way. Because the inlet valve at one end of the gas cell was shut off, 
there was probably a pressure gradientc^ong the cell, the lowest pres­
sure at the end which was pumped on, the highest at the end with the 
inlet valve. Pressure vjas measured at the middle of the gas cell. 
This gradient probably builds up due to the high rate of outgassing 
at the low pressure end of the cell. The value of the pressure at the 
center of the cell could therefore appear to remain constant for such 
conditions. If the pressure actually reached 5 Hg near the end of 
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taking the data, it is possible that it was not measured by the McLeod 
gauge because of the pin size hole used to connect the gauge to the 
waveguide, A reasonable pressure gradient may exist across this hole 
at this low a pressure, making an accurate measurement difficult. 
Typical microwave absorption measurements are made at pressures 
ranging from ~ 100 [i H g to ~30 jj, Hg. low enough to separate neigh­
boring lines. Information about the molecular parameters are a function 
of collision line widths and Doppler broadening acts as a lov.'er limit 
to measuring these parameters. Hence it is considered a nuisance to 
such measurements and lovj pressures which were attained here are not 
used normally. In conclusion, it appears that the absorption coef­
ficient, as determined from the ringing effect probably does fit 
Equation 1^9, and the discrepancy in these measurements can be 
explained by pressure variations due to outgassing by the metal 
waveguide at the low presLures which were attained. 
Consider now the 1inewidth-squared versus intensity curve. 
Figure . 59 -  These data do not fit a straight line as well as the 
absorption data fit Equation 149. There are two possible reasons for 
this. First, whereas the absorption data were a function of ringing 
amplitude to pulse amplitude, which could be measured with reasonable 
accuracy, the linev/idth is measured by comparing relative amplitudes 
of the ringing maxima and minimum. In most cases the second minimum 
was of the order of the error bars in the measurement. Secondly, if 
the pressure was indeed changing , or if there was a pressure gra­
dient along the cell, is not constant for the measurements as was 
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assumed, so that Equation 148 will not be fit by the data. Neverthe­
less, a straight line was fit to the data and is presented in Figure 59. 
The intercept give some average value of the collision width of the 
gas during the measurement. From this value one can determine an 
average pressure, which varied either as a function of time if it 
were changing so, or as a function of distance along the gas cell 
if there were a pressure gradient present. In either case it appears 
that outgassing of the waveguide at this low pressure is the reason 
for the deviation of both absorption and halfwidth from their predicted 
values. From the graphj the average linewidth is..78 MHz, and the average 
pressure is 24.3 M Hg, large because of the poor fit of data to the line. 
Ringing Effect versus Pressure 
The second experiment performed was measurement of the ringing 
effect as a function of pressure. In the same manner as the previous 
section, the theory was fit to the data and values of p and ox were 
determined for each pressure setting. The data fitting is exhibited 
in Figures 60 through 66, and p and ax are plotted as a function of 
pressure in Figure 67. 
The absorption coefficient appears to be a constant with pressure, 
indicating no saturation effects. If saturation were present, ax 
would show a decrease at low pressures where the effect would begin 
to appear. The intensity used for this experiment was ~7 juwatts, 
which would begin to saturate the resonance at a pressure of 5 jU Hg. 
The average value of ax from the data is 0.111, whereas the value given 
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, by Townes is .1271 for this path length. The systematic error in a, 
due to the uncertainty in reading the pressure, is roughly 18 %, 
larger than the comparison of this quantity with Townes' value. 
The value of the halfwidth determined by these measurements is 
roughly as accurate as the absorption. The value of F determined 
form the graph, using p = T P, is 23-97 MHz/mm Hg, with an error of 
18% again. Bleany and Penrose's value (15), as dtermined from 
absorption profile measurements, is 28 MHz/mm Hg, with an error 
of 5%. It appears that the value of F measured would be better if 
the true pressure is lower than that measured. This may be the case 
because of the pinhole connection of the McLeod gauge connection spoken 
of earlier. Although equilibrium appeared to be reached before photo­
graphs were taken, a pressure differential could have existed across 
the pinhole connection. The error would have been a subjective one, 
in establishing when equilibrium was reached, and would have propagated 
through the experiment. Hence, the reasonably good fit of the data 
to a straight line. The percentage error here is 
In addition to the sources of error discussed thus far, there are 
those associated with the data reduction. Assuming the voltage at the 
crystal detector is accurate, errors are introduced, first, in trans-
fering the signal to the oscilloscope screen. The amplitude of the 
ringing oscillations may not be reproduced as accurately as the d. c. 
pulse height. It was observed that when heterodyne detecting, the 
heterodyne oscillations disappear as their frequency approaches the 
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upper end of the bandwidth of the oscilloscope amplifier, leaving just 
the d. c. signal. The Hewlett Packard oscilloscope has a 25 MHz 
bandwidth while the ringing frequency v/as about 5" MHz for the two 
experiments which were performed (5.1 and 5.21, respectively). 
In addition to the oscilloscope, errors are introduced in the photo­
graphing, projection, and tracing of the oscilloscope displays onto 
graph paper. In the ringing versus intensity measurements, the noise 
generated in the crystal is a function of intensity, whicli produces 
some distortion. 
All of the above errors could be drastically reduced by a different 
system of taking data. First, rather than using d. c. detection, one 
could use a good heterodyne detection system. This would involve 
building a good stabilization circuit such that the local oscillator 
is tied in frequency to the signal klystron very accurately. For 
the experiments being done, this would require a tunable system, which 
would add more sophistication. Rather than displaying the ringing on 
an oscilloscope screen, one could store the pulse shape, for example, 
in a multi-channel analyzer. This storage could then be used to 
drive a plotter, which would reproduce the pulse shape for .measurement. 
Such a method involves no subjective reduction by the experimenter. 
The problems involved with pressure at the low values reached are 
inherent in a metal system and are not as easily solved. For the 
problem caused by outgassing, perhaps one could pump on the system at 
more than one point along the gas cell so that the pressure gradient 
is not encountered at 1ow pressures. For the ringing versus pressure 
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measurement, one must allow very long periods of time for true equi­
librium to be reached. Neither of these two problems appear insur­
mountable. 
The results of the preceeding measurements indicate that indeed 
parameters of the medium can be measured by the ringing effect. 
The resulting data have low enough scatter in most cases so that 
theoretical curves can be fit to them quite well. The curves are 
determined well enough so that the variation from curves fit by other 
experimental methods can be explained by pressure problems within the 
system. These were known to exist and are apparently showing up in 
the data. Conversely, the variation may be real and perhaps the real 
part of k(w) varies differently with intensity tlian the absorption 
coefficient as given in Equation 149. Such a variation is not des­
cribed by the linear dispersion theory used here. 
The accuracy of the ringing measurements compared to absorption 
techniques have been discussed elsewhere in the text. The beauty of 
the ringing method is that a measurement at a single frequency gives 
both a value for the absorption and ha Ifwidth for a given pressure or 
intensity setting. If absorption techniques were used, one would have 
to scan the line in measuring these quantities. In conluding, it 
appears that the ringing effect is properly described by the theory, 
and this effect can be used to measure parameters of the medium. 
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SUMMARY AND CONCLUSIONS 
The exact solution has been derived for the problem of electro­
magnetic pulse propagation in a medium exhibiting a Lorentz profile 
with a dispersion rule approximated for low density of absorbers. 
Using an approximation of this solution for weak absorption, 
three different criteria were used to define mathematical 1 y signal 
velocities of the steady state oscillations for signal frequencies 
in the region of anomalous dispersion of the resonance. These were 
found to agree with results for the asymptotic case of strong 
absorption better than with the definition of Brillouin. Because of 
this agreement the first step in the solution for the case of a 
mixture of Lorentz and Doppler broadening was taken: defining the 
signal velocity for the asymptotic condition of strong absorption. 
This could be done without solving for an expression for the wave 
in the medium. 
Two different expressions for the exact solution mentioned above 
were used in a computer analysis of wave propagation in the medium. 
This analysis predicts the waveforms for various experiments which 
could be performed using square law detection. The main result of 
the analysis is that, for weak absorption, the concept of a signal 
velocity in the region of anomalous dispersion appears to make 
sense only from a mathematical point of view. One cannot discri­
minate between the steady state oscillations to define the signal 
velocity experimentally, neither by direct detection of the pulse, 
interferometry, nor narrow band filtering of the signal. 
For the case of weak absorption the computer analysis predicts 
a so-called ringing phenomenon of the pulse, in which case the pulse 
top oscillates with an amplitude small compared to the pulse height. 
This oscillation amplitude is a function of the parameters of the 
medium, disappearing in the limit of a vacuum. The envelope of 
these oscillations is a decaying exponential for extremely weak 
absorption, the decay time being the halfwidth of the resonance. 
The frequency of the oscillations is just the difference between 
the signal's main frequency component and the resonance frequency 
of the medium. 
For increasing absorption the oscillatory nature of the ringing 
changes, according to the computer analysis. Originally a decaying 
sinusoidal, the oscillations change to a much more complex form 
which is a mixture of Bessel function and sinusoidal oscillation, 
according to the exact solution for the wave. The most important 
feature is that the first oscillation begins to form the leading 
edge of a wave packet, which exhibits a delay as a function of fre­
quency in the correct sense as predicted by most of the signal velo­
cities. When the signal velocities, including the group velocity, 
are tested for predicting the arrival times of these packets, none 
give a correct answer which is consistent for all frequencies. The 
apparent explanation is that, because the squared amplitude is being 
detected, the cross term between the precursor and steady state oscil­
lations produces interference effects. These prohibit labeling the 
wave packet's leading edge as due completely to the steady state 
oscillations, in terms of which the signal velocities are defined. 
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For the case of the signal on resonance and very strong absorption, 
the delay produced from an asymptotic theory appears to give a some­
what a consistent a definition of the steady state arrival. 
The main conclusion of the computer analysis is that the signal 
velocity has little meaning from the experimental view taken here. 
However, because one has the solution for the waveforms one can 
glean some information about parameters of the medium from an experi­
mental measurement of the features of the dispersed pulse's shape. 
The experimental results reported verify the predictions of 
the computer analysis in a qualitative manner. The rising of the 
leading edge of the narrow band filtered signal where one would 
expect a decay is verified. It can be explained as due to an ampli­
tude modulation effect of the precursor which has not been effec­
tively filtered. It appears that such filtering is impossible for 
reasons explained in the text. The ringing effect predicted by the 
theory is also verified experimentally. It is shown to have the 
correct frequency dependence, and the decaying amplitude is esti­
mated to give.a measure of the halfwidth of the resonance. 
It appears that further theoretical work on the case of combined 
Lorentz and Doppler broadening is necessary if information about the 
medium is sought from pulse shape measurements. The signal velocities 
defined for this case have been shown not to have much physical sig­
nificance except for the case of very strong absorption. As was 
pointed out earlier, the problem cannot be solved exactly for this 
case. However one can get an asymptotic expansion of the solution 
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for this problem for the case of strong absorption. To get an 
estimate for how weak an absorption this solution is still valid, 
a comparison between the asymptotic theory and exact theory can be 
made for the case of collision broadening. This would involve 
applying the asymptotic expansion for the case of two singularities 
treated jointly to a computer analysis and comparing it for changing 
parameters to that performed herein. Perhaps with this information 
and the experience gained in doing so, a non-asymptotic expansion 
could then be performed to cover the whole range of parameters 
possible. 
With respect to further experimental work, it appears that a 
good superheterodyne receiving system would allow a better look 
at the pulse ringing effect for extremely weak signals. In addition 
to the two klystrons v/nich were available for this experiment, one 
would need stabilization circuits by which one klystron would be 
locked to the second in frequency. This involves very high Q. 
cavities or a very accurate crystal oscillator to maintain a constant 
difference frequency between the two signals. Furthermore, the use of 
a multi-channel analyzer and plotter to reproduce the pulse shape 
would remove subjective errors introduced in the method of data 
reduction used in this experiment. 
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APPENDIX A 
The integral 1^^ around the cut between and z_ is first 
written as the integral below the cut, from to z_, plus the 
Integral above the cut, from z to z^, with the phases on the branch 
cuts chosen to be zero to the right of the branch points: 
 ^ \ KZ-Z+JI-LJ". |(2-Z.)4|e'" 
(below) (A-1) 
1 -izt dz 
T(z.z+)i|e:^ Kz-zjile'"! 
(above) 
. J* 4 T (A-2) 
L (z-z^)g(z-zjw 
Then, since z_ = -z^and letting Q = z/z^, one has 
where T = z^t. Because sin gz^t is an odd function, it contributes 
nothing to the integral between the symmetric end points of the contour 
so that 
'z. =] 
Using an integral representation for the Bessel function (See for example, 
Lebedev ( 8 ) ,  Equation 5 . 1 0 . 3 . ) ,  
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Jo(^) = (A_5) 
- (1-t )2 
with jarg z| <.-k, it follows that 
l2^ = -iir Jo(z+t) (A-6) 
The same expression results for the choice of z in the argument 
because Jq is an even function of its argument. 
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APPENDIX B 
The first generalized confluent hypergeometric function of two 
variables has the integral representation: 
'ixàfbf *,(a,c,a+b;Y,Z ) = } c""'(l-C)'"'(1-YC)"^ dj (B-l) 
To get the correct series representation for |y| < 1, one expands the 
factor 
= S (c,k) = ,F (c,-;YG) (B-2) 
k=0 . " 
which converges for JY| < 1. Then 
W  n (B.3) 
Now one uses an integral representation for the confluent hypergeo­
metric function: 
p(A,B,Z) = d; (8-4) 
0 
so that, using 
A = a + k (B-5) 
B = A+ b = a + b + k (B-6) 
one has for the generalized function. 
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h ^ nàS'k)' Pta+k'S+k+k: Z) (B-7) 
Now using the Appel 1 symbol in terms of the gamma functions 
(a,k) = (B-8) 
so that 
r(a+k) = (a,k) r(a) (B-9) 
r(a+b+k) = (a+bjk) r(a+b) (B-IO) 
and using the series representation for the confluent hypergeometric 
function: 
„(a+k,a+b+k, Z) . S (B-1I) 
m=0 ' 
one has that 
 ^mm#  ^
Cancelling the gamma functions and using 
(a,k)(a+k,m) = (a,k+m) (B-13) 
one finally has the correct series representation for the generalized 
confluent hypergeometric function of two variables 
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APPENDIX C 
In this section the pulse distortion effects expected due to 
waveguide dispersion are calculated. Elliott has derived a parameter 
which when evaluated and compared with calculated waveforms .can give an 
estimate of the pulse distortion to expect when propagating signals in 
a waveguide (1.6), The parameter is 
a = 4 (BL)^ (C 1) 
""1 • 
where T is the repetition rate of the signal; L is the path length 
of waveguide used; and B is given by 
B  =  i  w /  V - '  .  ( C  2 )  
0)^  is the cutoff frequency of the waveguide (~15 GHz for K band 
waveguide) and v is the velocity of the signal in the medium in the 
waveguide, c in this case. Pulse shapes for various values of a are 
-1 
shown in Figure CI. Using values of T = 200 kHz, L = 3^7 cm, 
0)^  = 15 GHz, and v = 3 x l o '^cni/sec, one obtains 
a = 0.0015 (C 3) 
From the graphs it is seen that an effect akin to pulse ringing 
occurs at a = 0.10, which is about two orders of magnitude larger than 
the value for the present experiment. Therefore it is apparent that 
there should be no pulse ringing effects due to the waveguide based 
upon Elliott's calculation as large as those which were observed in 
the experiment. 
•X 
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a =0.03200 
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Figure Cl. 
Elliott (16). 
Examples of dispersion in a waveguide as calculated by 
