Clock synchronisation between sensors plays a key role in applications such as in autonomous robot navigation and mobile robot mapping. Such robots are often equipped with cameras for gathering visual information. In this work, we address the problem of synchronizing visual data collected from a low-cost 2D camera, with IMU (Inertial Measurement Unit) data. Both sensors are assumed to be attached to the same rigid body; hence, their motion is correlated. We present a motion based approach using a particle filter to estimate the clock parameters of the camera with the IMU clock as a reference. We apply the Lucas-Kanade optical flow method to calculate the movements of the camera in its horizontal plane corresponding to its recorded images. These movements are correlated to the motion registered by the IMU. This match allows a particle filter to determine the camera clock parameters in the IMU's time frame and are used to calculate the timestamps of the images. We presume that only the IMU sensor provides timestamp data generated from its internal clock. Our experiments show that given enough features are present within the images, this approach has the ability to provide the image timestamps within the IMU's time frame.
INTRODUCTION
In the field of autonomous robotics, it is important that the robot consistently interprets its environment and timely reacts to situations such as avoiding collisions. Various sensor types are typically adopted in order to collect different types of data to achieve this interpretation. A main aspect in mobile robotics and autonomous navigation is position estimation which plays a key role in the proper execution of tasks. Fusing data from different sensors allows to estimate the positions and actions of these autonomous robots. An important aspect of sensor fusion is time synchronization between sensors. In order to optimize the combination of different datasets, knowledge regarding the instants at which the data were obtained is paramount. The use of cameras and computer vision is becoming an important part in the field of robotics. For instance in vision perception for mobile platforms (Horst and Moller, 2017) . This paper focuses on synchronizing images of a low-cost 2D camera with movement data obtained from an IMU (Inertial Measurement Unit). These low-cost cameras often do not provide timestamp information with their images due to the lack of embedded hardware, nor can they be triggered with an external signal. For many of these sensors a software generated timestamp is adopted, which is based on the internal clock of the computer and the arrival time of the recorded image. Many publications on sensor synchronization exist, clearly showing the importance of this topic. Most approaches search for the clock offset between two clocks and clock skew. (Wu and Xiong, 2018) published a framework for multisensor soft time synchronization using the Robot Operating System (ROS) middleware. Their framework generates an arranged dataset of all data based on each individual data timestamp. They access all data in a single node. The synchronizer takes the data queue of lowest frequency as the baseline. For every data on the baseline queue, it takes the nearest data on other data queues of other sensors to join the set, resulting in a synchronized data set. This approach assumes that every data timestamp is accurate, ignoring possible errors of the timestamp. Assuming the data are timestamped, (Nelsson and Handel, 2010) propose to obtain the true timestamps using a Kalman filter based on the sampling instances each sensor model provides. Their approach to time synchronisation is by linear filtering the timestamps given to each measurement. (Li and Mourikis, 2014) focus on the temporal synchronization specifically between camera images and IMU data. They present an Extended Kalman Filter (EKF) approach for online estimation of time offset which is included in the EKF state vector. However, their approach also assumes that the IMU and image data are both timestamped. (Guo et al., 2015) propose to synchronize wireless network data using Rao-Blackwellized particle filtering(RBPF) based on the Dirichlet process mixture (DPM) model. Their approach estimates the clock offset and skew using the RBPF algorithm which is based on two way timing message exchange and the DPM model to describe the noise. (Ling et al., 2018) propose a nonlinear approach to model the varying camera and IMU time offset in order to achieve better Visual Inertial Odometry. Their approach models the time offset as an unknown variable to deal with an imperfect camera-IMU synchronization. In our approach, we assume that the images received from a low-cost camera do not have a timestamp generated in hardware or software. We propose to estimate the clock parameters of the camera with which to timestamp each image with respect to the time frame of an IMU's internal clock. The contribution of this approach is to achieve synchronization based on the same motion that each sensor, attached to the same rigid body, experiences. This approach differs from the previous methods by not relying on the synchronization of individual sensor generated timestamps. We adopt the following assumptions:
1. Camera and IMU are fixed to the same rigid body; this rigid body is in motion.
2. The IMU has an internal clock and has a higher data publishing rate in comparison with the camera.
3. The images are taken at a relatively fixed frequency meaning that the FPS of the camera does not rapidly decline unawares. The focal point of the camera is fixed, meaning that the camera is not allowed to auto adjust its focus.
4. The environment is assumed to be static.
All hardware used in our experiments was compliant with these assumptions. The continuation of this paper is divided as follows; Section 2 covers our approach to calculate the camera movements and to estimate the clock parameters using the particle filtering technique. In section 3 we report the results of our experiments executed with the use of online data streams in an indoor environment. This section is followed by our conclusion in section 4. In section 5 we mention opportunities to further optimize our approach.
METHOD
In this section we present a short overview of our approach followed by the used method for determining the movements of the 2D camera. Next, the process of correlating the cameras movements with the movements of the IMU is presented. The section closes with the particle filter approach to estimate the clock parameters of the camera w.r.t. the IMU's internal clock.
Overview
In order to estimate the moment a given image was recorded in accordance with the IMU's motion data, several calculations must occur. We propose to estimate the clock parameters of the camera rather than the timestamp of each image individually. These parameters, defined as clock offset and fps (frames per second or frame rate), can be used to estimate the timestamps of several consecutive images. Ideally, these parameters would be calculated for each image individually. However, in case our program would experience lag due to the data transfer rate and the computational load, consecutive images can be skipped during the calculation process. The timestamps of these skipped images can then be estimated with the last known clock parameters (1).
The estimation of these parameters is calculated using a particle filter. This approach has the advantage of being a multi-hypothesis approach. This allows us to handle estimating the parameters in case the frame rate of the camera exhibits slight variations. As input for the particle filter, correlated data of the IMU and camera must be provided. Therefore, we match the movements of the IMU in the horizontal plane with the movements of the camera in the same plane. Figure 1 shows the general workflow of our approach. Three main branches are present. The 'IMU data' branch collects the rotation data of the IMU while the 'Optical Flow' branch collects the images and calculates the 3D rotation and translation of the camera using optical flow. For further calculations, only the rotation in the horizontal plane is used. The The three main branches are run as a thread. The IMU data and Optical Flow branch each provides the motion data streams experienced by there respective sensors. The main branch assesses the correlation between these data streams and runs the particle filter to estimate the clock parameters.
'Main' branch uses these two data streams to estimate the clock parameters of the camera in the IMU's time frame using a particle filter. To prevent loss of data and reduce the computation time, each of these branches is run as a thread. This allows for the simultaneous computation of the camera movements and collecting the IMU data as well as matching the movements between the images and the IMU and estimating the parameters. The upcoming sections will go further into detail of each branch.
Camera Movements
This section describes the method used to calculate the movements of the camera. For this, we need two sets of data 1) describing the location of trackable pixels within each frame 2) representing the same pixels in the second consecutive image. This information can be used to calculate the rotation and translation matrix of which the former is to our interest. The necessary data can be acquired using the LucasKanade optical flow method. However, the optical flow method depends on three main inputs:
1. It requires the intrinsic parameters of the camera. These parameters describe the position of the camera's focal point, the optical center and the distortion coefficients of the camera.
2. A dataset of trackable pixels is needed as a starting point to determine the two data sets of consecutive pixels.
3. The algorithm requires two consecutive images of which the first image corresponds with the second requirement.
Using the chess board calibration method available in the open source library OpenCV based on (Zhang, 2000) , the intrinsic parameters of the camera are determined based on the pinhole camera model. These parameters are represented as a camera matrix:
Where f x and f y represent the focal point distance and c x and c y represent the optical center location. The intrinsic distortion parameters are represented as five values also known as distortion coefficients:
These intrinsic parameters allow for compensation of the image distortion. OpenCV also provides the tools for determining tracking points. As previously mentioned, we need a starting point of the pixels to track in order to calculate the position of these pixels within the consecutive image. This data set can be calculated using the FAST (Features from Accelerated Segment Test) feature detection (Rosten and Drummond, 2006) (Rosten et al., 2010) . This feature detector was chosen because of its calculation speed, which allows to determine tracking points in real time. By using FAST, a pixel is considered to be a tracking point within the grayscaled image when a number of the surrounding 16 pixels' intensities are above a certain threshold. Written as a set of conditions (2,3):
A set of N pixels S, ∀ a ∈ S, I a > I p + t
A set of N pixels S, ∀ a ∈ S, I a < I p − t
Where I p equals the intensity of the pixel of interest, I a represents the intensity of the surrounding pixel and t a threshold parameter. If the amount of pixels which meet one of these conditions is above a certain quantity, the pixel of interest is considered a trackable pixel. Once these trackable pixels are determined, they are used as a starting point for the optical flow method. The Lucas-Kanade optical flow method takes a 3x3 pixel matrix around a point of interest. It assumes that pixel intensities do not change between consecutive images and the neighbouring pixels have similar motion. It solves the basic optical flow equations (5) for these points using the least squares method:
V x and V y are the velocity components in their respective directions within the image. I x , I y and I t are the derivatives of the pixel intensity at instance (x, y,t) where x and y represent the pixel location and t its time instance. By solving the basic optical flow equations, the Lucas-Kanade optical flow function is able to determine the location of the feature points within the next image with the assumption that the movement between the consecutive images is relatively small. These new locations are also used as the input for the next optical flow calculation. Only if the number of trackable pixels or feature points declines below a certain threshold, the FAST feature detection is reapplied. This limits the computational load of the algorithm by avoiding constant feature point determination. The algorithm requires a minimum of 5 point pairs between two consecutive images for further calculation. This by itself sets the minimum threshold for reapplying the feature detection to 5 feature points. Once the two data sets are available (the feature points within the two consecutive images), the rotation matrix can be calculated. First, the essential matrix from the corresponding points within the two images is to be determined. The RANSAC method is used for computing the fundamental matrix. Using this matrix, the essential matrix is estimated based on the five-point algorithm described in (Nister, 2003) . Once the essential matrix is estimated, the rotations and translations are calculated (Malis and Vargas, 2007) and their feasibility is checked using a cheirality check (Nister, 2003) . This check verifies the possible pose estimations by analyzing if the triangulated 3D points have positive depth within the two consecutive images. Once the rotation matrix is obtained the values are converted to Euler angles.
Correlating Camera and IMU Data to Find Time Shift
The previous section described how the movements of the camera are acquired. Simultaneously, data from an IMU are collected, of which the Euler angles are used. In our case, we selected only the Euler angle in the horizontal plane for further calculations. The data of the IMU together with its provided timestamp are written to a dynamic list. Within this list, old data is discarded when new data is available. The image ID together with the movements obtained using the Lucas-Kanade optical flow method is similarly written to a dynamic list. A maximum number of data points is set on the IMU list. Once the amount of data within the IMU list reaches this threshold, the amount of data gathered in the camera list, which runs parallel with gathering the IMU data, is set as its treshold. Data is continuously written and discarded within the lists. Due to the frequency of the IMU being much higher than the frame rate of the camera, a linear interpolation is applied to the rotation data of the camera. After this step, the data of both sensors are normalized. Once normalized, a cross-correlation is performed between the two data sets. Algorithm 1 provides the pseudo code for this approach. figure 1 as part of the main branch. Rotation data y imu and y cam are added to the lists Y imu and Y cam . When new IMU data arrives and is added to the list, the oldest data is discarded. Each time new IMU data is available, we check if there is also new camera movement data available. Once both lists contain the most current information, the lists are interpolated, normalised and a correlation is preformed between the two movements.
The correlation function in our approach originates from the SciPy library in Python. The crosscorrelation allows the algorithm to match the latest incoming image to a time stamp in accordance with one of the data points provided by the IMU. 
Estimating the Clock Parameters
Using cross-correlation to find the time shift between camera rotation and IMU rotation still does not provide the clock parameters of the camera. We need these clock parameters, because once they are known, we can calculate the timestamps for every image. To estimate the clock offset and frame rate, a particle filter is implemented. This filter allows to consider multiple clock hypotheses. When there is a slight variance in the frames per second, the algorithm will be able to deal with these changes accordingly due to its multi-hypothesis approach. Dependent on the number of hypotheses (or particles) used, the particle filter will convert to the best estimated parameters more quickly. The filter is described as pseudo code in Algorithm 2.
DATA: particles:x_{t} elem of X_{t} action:u_{t}, measurement:z_{t}, weight:w_{t} RESULT: particles:X_{t}, best particle:x_{max} for m=size{X_{t}} to num_of_particles step 1 do: sample for instance m x_{t} = p(x_{t}|u_{t},x_{t-1}); calculate weight for instance m w_{t}=p(z_{t}|x_{t}); Z_{t} = Z_{t}+<x_{t},w_{t}>; end for m=0 to elements in Z_{t} step 1 do: draw particle for instance m x_{t} where w_{t}>w_{mean}; X_{t} = X_{t} + <x_{t}>; draw particle x_{max} where w_{max}=max(w_{t}); return X_{t}, x_{max}; end Algorithm 2: Particle filter to estimate clock parameters. One of the branches visualized in figure 1 . A set of particles is created with clock parameters. They are assigned a weight and added to the list Z t . The particles with a weight higher than the mean weight of all current particles are maintained. These are added to the list X t .
Z t represents the list of particles X t at a given time t − 1. Another input of the filter is u t which represents the recent action. In our case, it betokens the moment a new image is available represented by the image ID. When the particle filter is called for the first time, all particles are created with random guessed offset and frame rate around a given start value. The initial guess of the offset estimation is given by the first timestamp of the IMU data received at the starting point. The frame rate parameter randomly distributes around the ideal frame rate (30 fps). When the particle filter is repeatedly called, each particle is updated according to the image ID. Every particle provides a timestamp based on its parameters. Depending on the weight w t some particles are discarded and are recreated with random parameters when an update occurs. If the weight of a particle is high enough, the hypothesis is maintained. This weight of each particle changes with every update. z t represents the timestamp of the correlated data which were obtained by matching the movements of the camera with the IMU. This input is used to calculate the weight of each particle or hypothesis. In our particle filter, the weights of each particle are calculated based on the Gaussian distribution function:
Where w represents the calculated weight with σ 2 being the set variance. The variables x and z represent the estimated timestamp of the hypothesis and the IMU timestamp respectively. When each hypothesis has been assigned a weight, the values are normalized.
w n represents the normalized weight based on the original weight of the hypothesis (w p ) divided by the sum of the weight of all p hypotheses. After this normalization step, a selection of particles is made which we assume to best approximate the clock parameters. This selection is set at the median of all particles. This means we maintain fifty percent of all hypotheses for our next update of the particle filter. The other hypotheses are discarded and new hypotheses are created as a replacement. The parameters of these new clock hypotheses are randomly attributed around the parameters of the particle with the highest normalized weight. This allows the algorithm to converge to the correct parameters at a higher rate. Consequently, we assume that the particle with the highest weight has the highest probability of being correct and thus represents the optimal clock parameters. These parameters are used to calculate the timestamps of the images up to the point that the particle filter is executed once more. 
EXPERIMENTS
In this section we share the results of our conducted experiments and the difficulties we encountered. The outcome of our time synchronization program which is written in Python 3.6., is a list of camera image timestamps and IMU timestamps. We aimed to achieve the synchronisation of an XSENS Mti-G-710 IMU with an ICIDU VI-707801 webcam. The images produced by the CMOS camera can directly be accessed in Python using OpenCV. The IMU was calibrated using the delivered software by XSens. This software package allowed us to format the data output to publish Euler angles and timestamps. After this, using a Python written driver, we read in the correct data in order to estimate the webcam's clock parameters and consequently to estimate each image time stamp using our algorithm. As a baseline and profitability check, we ascertained the latency of the webcam. A script was written in OpenCV to read in the webcam images and to publish a timestamp on the screen of the laptop. This timestamp is generated with the clock of the computer. When the screen is recorded, the current timestamp is being published and captured within the image of the camera. This image is shown on the screen of the computer. The next recorded frame has the new timestamp of the computer as well as the previous frame with its timestamp, see figure 2. Take note that the time displayed is set in seconds. The difference between the time shown on the screen and the time displayed in the image from the USB camera is considered to be the latency of the camera. In our case, the mean latency of our web- cam is 91 ms calculated from 100 images. The average FPS of the webcam is 29 frames per second. We also noticed that a significant change in light intensity impacts the frame rate. Under normal light conditions, the camera frame rate is relatively constant at 29 frames per second. However, in environments with low light intensity, the frame rate descended drastically to an average of 10 frames per second. The IMU was set to publish data every 10 milliseconds (100 Hz) including its own timestamp. The threshold for the number of elements in the IMU data list was set to 40 data points. The number of particles produced by the particle filter was set to 1000 to achieve a good estimate more quickly. Figure 3 shows the timestamps of the IMU plotted for each data point in orange. The timestamps of the camera images are plotted in blue. In ideal conditions, due to the correlation between the movements of the two sensors, these two lines would fully coincide. In our results, we can see that the timestamps follow the same linearity and no major deviation occurred during our synchronization. Several runs were conducted with similar results.
Using correlation to estimate the clock parameters resulted in timestamping the images based on their movement. To eliminate the latency which is averaged at 91 ms should the images receive a timestamp at their point of arrival. Take into account that the latency of the images varies due to the low-cost/quality ratio of the webcam. Several runs were conducted and checked against the linearity of the IMU timestamps. Our results show that a mean deviation of 44 ms occurred. In some runs the deviation was 15 ms between the IMU timestamps and image timestamps, effec-tively showing that this method can approximate the time an image was taken based on correlated movement. However, notice that there are some irregularities within the graph of the image timestamps and that the linearity is not constantly preserved. This has several possible causes. For one, the algorithm is written to synchronize low-cost cameras having a relatively stable frame rate. However, if this frame rate changes rapidly, the particle filter needs time to adjust to a large difference. As previously mentioned, extreme changes in light conditions can affect the frame rate substantially. Second, fast movements may create blurry images. This makes tracking pixels of interest to determine the camera movements troublesome. Third, a lack of features within an image makes camera motion determination challenging.
CONCLUSION
We presented a new synchronization approach to synchronize images, which lack timestamps, of a lowcost camera with IMU data based on similar movement. Our approach assumes that the IMU publishes a timestamp generated with its internal hardware. We also assume that the camera has a relatively stable frame rate whithout a changing focal point of the camera lens. In our approach, a particle filter is used to estimate the clock parameters (offset and fps) of the camera, which allows for multiple hypotheses. This makes it possible to manage slight changes in the camera's frame rate. These slight changes are dependent on the camera hardware and its behaviour towards external factors such as large light intensity variations. The results show that this approach can effectively synchronize the recorded images with the IMU data within the IMU's time frame under optimal conditions. The approach reduces the timestamp error of the images in comparison with the latency, showing that we can reduce the timestamp error of software generated timestamps. However, some difficulties can arise during the synchronisation process. External factors such as movement speed, lighting conditions, and environmental aspects affect the quality of the images. This creates difficulties for calculating the optical flow.
FUTURE WORK
Some improvements to our current approach are feasible; Firstly, the algorithm can be further extended by correlating movements in 3D space instead of the current 2D space method. While our 2D space method is useful for mobile robots and other wheel driven applications operating in a horizontal plane, 3D space expands the synchronisation approach to almost all robotic applications using camera's and IMU's. Secondly, increasing the amount of data points by interpolating the data sets of the camera movements and IMU movements could improve the accuracy of the correlation. This in turn can improve the synchronization algorithm. However, adding more computational load to the algorithm could have counterproductive results. Finally, the camera used in our experiments provides low quality images. Higher quality images may improve the optical flow calculation and provide better rotation estimations.
