ABSTRACT View synthesis is an effective way to generate multi-view contents from a limited number of views, and can be utilized for 2-D-to-3-D video conversion, multi-view video compression, and virtual reality. In the view synthesis techniques, depth-image-based rendering (DIBR) is an important method to generate virtual view from video-plus-depth sequence. However, some holes might be produced in the DIBR process. Many hole filling methods have been proposed to tackle this issue, but most of them cannot achieve globally coherent or acquire trusted contents. In this paper, a hole filling method with depthguided global optimization is proposed for view synthesis. The global optimization is achieved by iterating the spatio-temporal approximate nearest neighbor (ANN) search and video reconstruction step. Directly applying global optimization might introduce some foreground artifacts to the synthesized video. To prevent this problem, some strategies have been developed in this paper. The depth information is applied to guide the spatio-temporal ANN searching and the initialization step is specified in the global optimization procedure. Our experimental results have demonstrated that the proposed method has better performance compared with other methods in terms of visual quality, trusted textures, and temporal consistency in the synthesized video.
I. INTRODUCTION
View synthesis is a necessary step in 2D-to-3D video conversion system, free viewpoint TV (FTV), multi-view video compression and virtual reality. In the view synthesis techniques, it is a practical way to synthesis virtual view through depth-image-based rendering (DIBR) [1] , which can enrich 3D resource and save much bandwidth for transmitting multiview contents. The DIBR technique can generate virtual views from a reference 2D video and its corresponding depth maps, but it may left some hole regions in the synthesized video as these regions are occluded by some foreground objects in the original view. As shown in Fig. 1(a) and (d), the blue region cannot be seen in the original view but exposed in the virtual view, so the hole region (disocclusion) is generated. Therefore, it is a key issue to fill the holes in the DIBR process. As the hole regions are originated from background region, they should be filled by background texture.
In the situation where multiple views are available, such as FTV, view interpolation can fill most of the holes by using image and depth features from multiple views [2] - [6] . Literatures [2] - [5] synthesize the virtual view between two reference views. Li et al. [6] exploit a new framework to reduce the holes from all possible views. As shown in Fig. 1 (c) and (f), multiple reference views can largely reduce the holes, but it requires more capturing resources and higher transmission bandwidth than single view. Moreover, in some applications, such as 2D-to-3D video conversion system, only single view can be provided. Even in the multiple views, some holes may still remain as these holes are occluded in all the views (shown in Fig. 1(d)-(f) ). In these situations, view extrapolation is inevitably employed to fill the holes. The view extrapolation is more complicated than view interpolation, since the holes are usually large. Therefore, many efforts have been put into the research and development of view extrapolation. [7] . (c) PatchMatch [11] . (d) Newson's method [38] . (e) Proposed method. (f) Ground truth.
The hole regions are the unknown regions from background, so it comes naturally to introduce image inpainting method to handle the disocclusion, because image inpainting method is a widely used technique to complete the unknown areas. Among the image inpainting methods, Criminisi's inpainting method [7] , Markov random field (MRF) based inpainting methods [8] - [10] , and PatchMatch based methods [11] - [14] are effective solutions to complete the holes with plausible results. However, these methods are not directly applicable for hole filling as some foreground textures might be selected to fill the holes, which is known as ''foreground bleeding'', as shown in Fig. 2(b)(c) . In order to prevent the foreground bleeding problem, some improved methods [15] - [24] modify the image inpainting method by exploiting the depth information. For the methods extended from Criminisi's method, include Daribo and Saito [15] , Gautier et al. [16] , Köppel et al. [17] , Ahn and Kim [18] , Buyssens et al. [19] modify the filling priority and the patch selection process with the depth information. Foreground removal approach alleviates the foreground bleeding [20] by detecting and removing the foreground objects. For the methods based on MRF inpainting method, literatures [21] - [23] add depth cue in the energy function to avoid the foreground bleeding problem. Ceulemans et al. [24] modify the priority VOLUME 6, 2018 belief propagation of [8] to guide the MRF optimization direction from background to foreground, which can avoid the foreground bleeding. For PatchMatch based image inpainting methods, He et al. [25] , Ciotta and Androutsos [26] add depth information to improve the quality of image completion results. Wang et al. [27] , Howard et al. [28] exploit depth information to fill the hole regions left by unwanted objects in stereo images. The image inpainting based methods handle each frame of the video separately without considering the temporal consistency, so they may bring some uncomfortable flicker artifacts in the synthesized video. Moreover, some trusted textures appeared in other frames may not be recovered as only the current frame is employed to fill the holes.
To keep away flicker noise between adjacent frames in the synthesized video, some spatio-temporal approaches extend the image inpainting to fill the hole regions with both spatial and temporal consistency. Hsu et al. [29] and Kim et al. [30] extend MRF-based inpainting method by additionally adding temporal consistency term to the energy function, Choi et al. [31] extend Criminisi et al.'s [7] image inpainting method by searching for the optimal patch in spatio-temporal volume. Although these spatio-temporal approaches consider the neighboring consistency, they might not recover the trusted texture without exploiting the total temporal information from all other frames.
In order to obtain the trusted texture, some part of ground-truth background information can be exploited from some other frames by background estimation method, and then be used to fill the holes in the virtual view. Huang and Zhang [32] obtain the uncovered background layer by median filtering its neighboring frames. Köppel et al. [33] separate the background and foregrounds by depth values, and then update the background of virtual video and depth map respectively. Sun et al. [34] develop a Switchable Gaussian Model (SGM) to build an online background method. Yao et al. [35] combine Gaussian Mixture Model (GMM) and Foreground Depth Correlation (FDC) to construct a stable background offline from several consecutive video frames and depth map. This method may introduce some foreground artifacts to the constructed background if the depth map is imperfect. In order to exclude the foreground textures from the constructed background, Luo et al. [36] remove the foreground objects to reconstruct a clean background and extend GMM for working in moving camera scenario. Some holes occluded by foreground objects may not be recovered by background model when the foreground objects remain stationary, in [36] , these holes are handled by Criminisi's inpainting method [7] . As mentioned above, the image inpainting method may bring flicker noise between adjacent frames in the synthesized video. Moreover, the framework of [36] is complicated as it has to handle several modules, such as foreground extraction and background reconstruction.
Another alternative solution to fill the holes is video completion method, which can maintain both spatial and temporal coherence in the video. For video completion, Wexler et al. [37] globally optimize the spatio-temporal patches of the hole regions with an iterative manner. Newson et al. [38] develop a fast approximated nearest neighbor technique to reduce the computational complexity in spatio-temporal cast. Granados et al. [39] design a new energy function to improve visual coherence and guide the video completion process interactively with user interface. Huang et al. [40] adopt spatial-only patches along with the flow vectors to complete the video with temporal coherence, and adapt for arbitrary dynamic scenes. The video completion methods can keep both spatial and temporal coherence, and avoid the flicker noise among adjacent frames. However, directly applying video completion methods might introduce some foreground artifacts to the synthesized video as shown in Fig. 2 (d) , so some improvements have to be made to prevent this problem.
In this paper, a hole filling method is proposed to recover the trusted contents in view synthesis. To fill the holes with trusted contents, view blending is used when complementary view is available. In the situation where complementary view is not available or the holes left after view blending, view extrapolation is employed. In the view extrapolation process, a depth guided global optimization framework is developed to achieve globally coherent (include spatial and temporal consistency) and acquire trusted contents in view synthesis. The global optimization is achieved by iterating the spatiotemporal approximate nearest neighbor (ANN) search and video reconstruction step. Firstly, the spatio-temporal ANN search is constrained to the background regions by the depth information, which can prevent the foreground texture falling into the inpainted regions. Furthermore, the initialization step is specified in the global optimization procedure to reconstruct the hole regions with correct texture. The proposed framework has some advantages as follow:
(1) The proposed framework handles hole filling as a single framework, rather than having to separate algorithms for several modules, such as foreground extraction in [31] , [33] , and [36] and background reconstruction in [33] - [36] . So the proposed framework does not rely on the results of foreground extraction and background reconstruction.
(2) The synthesized results can recover the trusted content and maintain temporal coherence, as the proposed framework jointly employs the spatial and temporal information.
(3) The filled regions can be constrained to the background regions by using the depth guided spatio-temporal ANN search and specifying the initialization step.
Schmeing and Jiang [41] also use temporally neighboring frames to recover the trusted contents, but they use superpixels as filling entities without considering the temporal consistency. Compared with the video completion methods [37] , [38] , we add the depth information and specify the initialization step of the global optimization, which can keep away from the foreground bleeding effectively. This paper is organized as follows. The proposed method is presented in Section 2, the pre-processing is introduced in Section 3, the global optimization method is described in Section 4, the experimental results are presented in Section 5. Finally, the conclusions are given in Section 6.
II. PROPOSED HOLE FILLING FRAMEWORK
The proposed framework focuses on filling the holes in both single view and multiple views. In the situation where multiple views are available, complementary view is used to fill the holes first, and then the remaining holes are filled by our framework. In the situation where only single view is available, the proposed framework is directly utilized to fill the holes. Fig. 3 shows the view synthesis in single view and multiple views. In the situation of single view, the warped video, warped depth map and hole mask is generated by 3D warping. Large holes can be observed in the warped video and the warped depth map. In the situation of multiple views, blended view is generated by blending the warped views together. The holes are largely reduced by view blending. The proposed framework can fill the holes in both warped view and blended view.
The proposed framework handles hole filling as a single global optimization framework, as shown in Fig. 4(a) . In order to prevent the foreground texture falling into the inpainted regions, the depth map and foreground (Fg) boundaries of disocclusion boundaries is employed to guide the global optimization. The proposed framework adopts the multi-resolution technique to improve the iteration speed and avoid local minima. In the proposed framework, the foreground (Fg) boundary is extracted and the depth map is predicted first, then different resolutions of the video, depth map, hole mask and foreground boundary are calculated. Next, the parameters of the global optimization are initialized and the global optimization is executed. After enough iterations of the global optimization, finally the output video is gotten.
The iteration of the global optimization is implemented as spatio-temporal manner to achieve globally coherent and recover trusted contents, as shown in Fig. 4 (b). The iteration mainly consists of two steps:
(1) A search for the nearest neighbors of patches (ANN search) guided by the information of video, depth map, and foreground boundary.
(2) A reconstruction step calculated by the information of nearest neighbors and the known video.
The synthesized video is iteratively optimized by the ANN search and video reconstruction step. More details of the iteration and initialization will be described in Section IV.
III. PRE-PROCESSING
As mentioned above, we need the depth map and foreground boundaries of the disocclusion boundaries to prevent the foreground bleeding problem in the global optimization, so we identify the foreground boundary and predict the depth map in the pre-processing step.
According to the characteristic of depth map, the pixel along the hole boundary can be identified as foreground boundary or not by applying the Laplacian operator to the depth map [42] . In the situation of single view, the foreground boundaries of the disocclusion boundaries at frame t can be obtained as
where d t is the original depth map at frame t used in a warping process, and ∂ t is the contour of the hole at frame t. d t is the Laplacian operator of the input depth map at frame t. Subscript w represents a warping operator, ( d t ) w represents the warped Laplacian of the original depth map at frame t. Morphological dilation is used to expand the foreground boundary wider, and the foreground boundaries of the disocclusion boundaries are shown in Fig. 5 (c) . As shown in Fig. 5 (b) , the warped depth map has some holes, we adopt the method in [20] to fill the holes of the warped depth map, and the result is shown in Fig. 5(d) . In the situation of multiple views, the foreground boundaries of the disocclusion boundaries are obtained by the same method, whose results are shown in Fig. 6 (a) and (b), then the foreground boundaries of multiple views are blended together to generate the complete foreground boundaries, as shown in Fig. 6(c) .
IV. DEPTH GUIDED GLOBAL OPTIMIZATION
This section mainly describes the process of depth guided global optimization. For a given input video V as shown in Fig. 7 , let H be the spatio-temporal hole region and S be the source region. Let I , d represent the color video content and depth map, respectively, p = (x, y, t) ∈ V represents a spatio-temporal position in the video. Let N p represent a spatio-temporal neighborhood of p, which is a rectangular cuboid centered around p. The video patch centered around at p is defined as vector W p , whose size is typically set to 5×5×5 [37] , [38] . To make video patch W p compose of the known color values, we denoteS = p ∈ S : N p ⊂ S as the set of source pixels whose neighborhood is also source pixel, and only use patches sampling fromS to fill the holes. Also, we denoteH = ∪ p∈H N p as a dilated version of H.
The spatio-temporal hole region H is wished to have global visual coherence with some source patches. To achieve this purpose, we minimize the following objective function like [37] 
where F is the foreground boundary, N is the number of pixels in N p \F.
In the proposed objective function, we employ the depth information and exclude the foreground pixels for the distance computation, so the best match patches are searched globally in terms of color, depth and foreground boundary. As the hole regions are originated from background region, they have similar depth values with that of the background region, but have different depth values to that of the foreground region, so the depth term can constraint the inpainted region to the background. Excluding the foreground pixels in the distance computation, the objective function can fill the hole regions with background pixels, and keep sharp edges along the foreground boundaries. Fig. 8 shows the necessity to utilize the depth information and exclude the foreground boundary in the distance computation of the objective function. For the objective function without adding depth information and considering foreground boundary, the filled region is a mixture of foreground and background texture, as shown in Fig. 8(d) . For the objective function utilize depth information but do not consider the influence of foreground boundary, the filled region around the foreground boundary may contain some foreground textures, as shown in Fig. 8(e) . Our proposed objective function can successfully recover the trusted texture by adding depth information and excluding the foreground boundary in the objective function, as shown in Fig. 8(f) .
As searching the best match with brute force consumes too much time, the objective function of (3) is usually optimized iteratively by using the following two steps [37] , [38] :
(1) Search: for each patch W p that has pixels in the hole region H, find its nearest neighbor (NN) in the source regionS. That is, search the optimized shift map φ(p), ∀p ∈ V\S.
(2) Reconstruction: for each pixel p ∈ H, calculate a new value I (p) by the given shift map φ and the video content in the source regionS.
These two steps are iterated so as to guarantee the convergence of the objective function. The process can be seen as an alternated minimization of cost (3) over the shift map φ and the video content I . The details of these two steps will be described in the following subsection.
A. APPROXIMATE NEAREST NEIGHBOR SEARCH
In order to achieve the global coherence in video inpainting, Newson et al. [38] extend the PatchMatch algorithm [11] to a spatio-temporal version. To fill the holes in view synthesis, we adopt the spatio-temporal ANN principle, but constrain the ANN search space by adding the predicted depth map and foreground boundary. The ANN search algorithm consists of three steps: initialization, propagation and random search.
The initialization step gives an initial ANN shift map φ to each patch W p , p ∈H. The shift map φ from the previous iteration is used to initialize the current iteration except the first iteration. The detail of our initialization will be described in Section IV (C).
The propagation step spreads better ANNs by comparing the already known neighboring candidates, and updates the shift map with the better value. On the odd iteration of the propagation, for a given patch W p at location p = (x, y, t), the known spatio-temporal neighboring candidates are:
The distances between W p and each candidate are calculated as follow
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Then the best candidate is chosen as
The value of φ(p) is replaced with the new better shift φ(q). Alternatively, on the even iteration of the propagation, the scanning order is reversed, the known spatio-temporal neighboring candidates of p = (x, y, t) are: 1, y, t), b = (x, y + 1, t), c = (x, y, t +1) . (7) Then by using (5) and (6), the best candidate is chosen as q and the value of φ(p) is replaced with the new better shift φ(q).
In the two different scanning orderings, the shift map is improved with the already known shifts in the propagation step.
The third step, the random search, searches randomly for better ANNs of each W p in a decreasing distance from p + φ(p), and updates the shift map with the better value. At iteration k, the random candidates are obtained as:
where r max is the maximum search radius around
and α ∈ (0, 1) is the reduction factor of the search window size. To avoid the algorithm getting stuck in suboptimal local minima, the random search starts with a maximum search distance, and then the search distance decreases exponentially. The parameter α is typically set to 0.5 [11] , [38] . The parameter r max is set to the maximum dimension of the video of the current resolution level.
B. VIDEO RECONSTRUCTION
The reconstruction step is realized by blending the color values of source patches best matched to target patch W p that overlaps pixel p [37] . The best matched source patches are approximately obtained by the ANN search step described above. The hole pixels are reconstructed in the following manner:
where
where parameter σ p is chosen as the 75-percentile of all distances d W q , W q+φ(q) , q ∈ N p as in [37] .
C. INITIALIZATION OF THE GLOBAL OPTIMIZATION
The initialization plays a vital role in the global optimization, which can largely determine the visual quality. To reconstruct the textures of the hole regions, we utilize the ''onion peel'' approach at the coarsest level like [38] . In other words, we reconstruct one layer (one pixel thick) of the hole at a time.
To avoid the problem of foreground bleeding, we employ the
Algorithm 1 Initialization of the Global Optimization
depth information and consider the foreground boundary to steer the direction of video inpainting from background to foreground.
For the current hole region H ⊂ H, let ∂H ⊂ H denote the current ''onion peel'' to inpaint, N p denote the unoccluded neighborhood of the pixel p. ∂H is defined as
where is the operation of morphological erosion, B is the structuring element. N p is defined as:
Like (3), the distance between two patches W p and W p+φ(p) is redefined as:
where N is the number of pixels in N p \F. Correspondingly, the reconstruction step is modified from (9) , the pixels in the current layer are reconstructed as:
The initialization procedure is described in Algorithm 1, and the initialization iteration is shown in Fig. 9 . As can be seen, the direction of initialization is steered from background to foreground, and the correct texture of the background is reconstructed.
To show the significance of the proposed initialization scheme on hole filling, we compare two different initializations: random initialization and onion peel initialization, as shown in Fig. 10 . Random initialization is implemented by initializing the hole regions with pixels chosen randomly from the video. It can be seen that random initialization cannot reconstruct the hole regions correctly, and the inpainted regions look blurry. In contrast, the proposed initialization reconstructs a satisfactory result with correct background texture. 
V. EXPERIMENTAL RESULTS
In this section, we evaluate the visual quality under different aspects, including quantitative comparison, visual sense, trusted textures recovering, and the influence of coding distortions. Then we compare the temporal consistency of the synthesized videos. Finally, we give the subjective evaluation.
A. EXPERIMENTAL SETUP
We evaluate the performance of the proposed framework in various situations, including stationary and moving camera scenario, simple and complex background (Bg) textures. We choose seven Multi-view Video-plus-Depth (MVD) sequences (''Ballet'' and ''Breakdancers'' [43] , ''PoznanHall2'' and ''Dancer'' [44] , ''Shark'' [45] , ''Kendo'' [46], ''Newspaper'' [47] ) and the parameters of the test dataset are shown in Table 1 .
The competitive representatives of 4 types of methods are chosen for comparison, including 5 image inpainting based methods (Criminisi's method [7] , Daribo's method [15] , Ahn's method [18] , VSRS [48] , and Zhu's method [5] ), a spatio-temporal method (Choi's method [31] ), a background reconstruction based method (Luo's method [36] ), and a video completion method (Newson's method [38] ). They are
Criminisi's method [7] , a popular and effective exemplarbased inpainting method to recover the unknown regions of an image. Daribo's method [15] , an improved method from Criminisi's inpainting method, which adds the depth values to compute the filling priority and patch distance.
Ahn's method [18] , an improved method from Criminisi's inpainting method, which modifies the filling priority and the best examplar selection by adding the depth feature.
VSRS [48] , the MPEG view synthesis reference software (VSRS) that have been proposed for the disocclusion filling of virtual views.
Zhu's method [5] , a hole filling method with new perspectives, which exploit the occluded information to fill the holes.
Choi's method [31] , a spatio-temporal disocclusion filling method extended from Criminisi's method that ensures both spatial and temporal consistency.
Luo's method [36] , a competing method which exploits background reconstruction for disocclusion filling.
Newson's method [38] , a state-of-the-art video completion method for the completion of large holes in video sequences.
In these competitive methods, Criminisi's method [7] , VSRS [48] and the proposed method can be used for both single view and multiple views, while Zhu's method [5] is developed for only two views, other methods are developed for only single view.
B. VISUAL QUALITY EVALUATION
In this part, we evaluate the visual quality in terms of PSNR (Peak Signal to Noise Ratio), SSIM (structural similarity) [49] , visual sense, the trusted textures recovering and the influence of coding distortions. PSNR is used to measure the squared intensity differences of synthesized and reference image pixels, SSIM is used to measure the structural similarity between synthesized and reference image, visual sense is to watch whether the synthesized image look visually plausible, trusted textures recovering is to watch whether the synthesized video reflects the ground truth, and the influence of coding distortions is to compute the quality degradation caused by the depth distortion.
The average PSNR and SSIM values of the synthesized videos from single view and multiple views are shown in Table 2 and Table 3 , respectively. 'Test seq.' denotes the dataset and projection information, for example, 'BA43' represents the sequence warped from view 4 to view 3 of ''Ballet'' in the single view, and 'BA3' represents the sequence warped from multiple views to view 3 of ''Ballet''. The best results are highlighted in boldface. The results show that the proposed method achieves the best overall results. The PSNR and SSIM values on each frame of 'BR43', 'DA35' and 'SH95' are shown in Fig. 11 . The proposed method shows better results in both PSNR and SSIM compared with other methods.
The visual quality comparisons of hole regions for ''Ballet'', ''Dancer'' and ''Shark'' are shown in Fig. 12 and Fig. 13 , the results of the proposed method are more plausible and maintain sharper boundaries between foreground and background, while other methods may bring some artifacts or blurry results. Directly applying image inpainting or video completion methods might introduce some foreground artifacts to the synthesized view, in the Criminisi's method [7] , the VSRS [48] and Newson's method [38] , a large part of hole regions are filled with foreground textures as shown in Fig. 12 (c)(f)(h) and Fig. 13 (c)(d) . In the Daribo's method [15] and the Ahn's method [18] , some artifacts occur along the foreground boundaries as shown in Fig. 12 (d) (e) ; in the Luo's method [36] , some artifacts or distorted textures are produced as shown in Fig. 12 (g) . The proposed method successfully preserves sharp edges along the foreground boundaries and shows trusted contents in Fig. 12 (i) and Fig. 13 (f) . Fig. 14 shows the trusted textures recovering comparison among the proposed method, Ahn's method [18] , Choi's method [31] , Luo's method [36] , and Newson's method [38] . Ahn's method [18] is the image inpainting based method, Choi's method [31] , Newson's method [38] , and the proposed method are the spatio-temporal methods, Luo's method [36] is the background reconstruction based method.
The image inpainting methods can fill the disoccluded regions with visually plausible textures, but the filled regions may not reflect the ground-truth textures occluded by the foreground objects. As shown in Fig. 14 (a) , although the filled region looks like its surrounding regions by using inpainting-based method, it has a large deviation from the ground-truth (Fig. 14(f) ). Choi's method is extended from image inpainting method that ensures both spatial and temporal consistency, but does not obtain the trusted texture as shown in Fig 14(b) . Because Choi's method only considers the neighboring consistency, they might not recover the trusted texture without exploiting the total temporal information from all other frames. Luo's method can recover most part of the ground-truth textures as shown in Fig. 14 (c) , but the texture has a little distortions. Because Luo's method is separated into several modules, such as foreground extraction and background reconstruction, the incorrect results of foreground extraction and background reconstruction may bring some distorted textures. Directly applying video completion method cannot avoid the foreground bleeding problem, so Newson's video inpainting method brings some foreground textures in the filled regions as shown in Fig. 14 (d) . The proposed method exploits spatial and temporal information uniformly in global optimization, so it can successfully recover the trusted texture as shown in Fig. 14 (e) , which looks the most likely the ground-truth textures as shown in Fig. 14 (f) .
In practice, the color video and depth map are encoded together by multi-view codec, so some coding distortions will be introduced to the depth map. In DIBR process, the distortions in the depth map will degrade the quality of the synthesized video [50] . In this part, the quality degradation of view synthesis caused by the depth distortion is evaluated. The input depth maps were compressed by using different quantization parameters (QPs). The MVD coding software ''3DV-ATM v13.1'' [51] is used to compress the MVD sequences, then different methods are used to synthesis the virtual views. Fig. 15 shows the relationship between video quality and the QPs of different methods. It can be seen VOLUME 6, 2018 [7] . (d) Daribo's method [15] . (e) Ahn's method [18] . (f) VSRS [48] . (g) Luo's method [36] . (h) Newson's method [38] . (i) Proposed method.(j) Ground truth.
that the proposed method achieves better results in different QPs compared with other methods.
C. TEMPORAL CONSISTENCY
As human visual system is very sensitive to the temporal consistency when watching videos, it is an important factor to evaluate the temporal consistency of the synthesized 3D video. In this part, the temporal consistency is evaluated like [52] and [53] .
Schmeing and Jiang [52] focus on calculating the flickers in the hole regions. In [52] , the amount of flickers over the frame is measured as follows:
where |H| is the total number of hole pixels in a video. The flicker value F l is calculated as follows:
where T syn and T gt represent the amount of flickers of the synthesized video and the ground truth. The lower F l value indicates fewer flickers over frames. Liu et al. [53] evaluates the temporal flicker distortion of the entire synthesized video with considering the camera movement, whose computation details of the measurement are described in [53] . Table 4 -6 shows the average flicker values F l and flicker distortion DFof the competing method on the tested videos, and the best results are highlighted in boldface. The proposed method has fewer flicker artifacts and flicker distortions than other methods over frames, it is because the proposed method employs global optimization to recover the most of the ground-truth textures, and maintain the temporal consistency. Fig. 16 shows the temporal consistency comparison among the proposed method and other methods in ''Ballet'' sequence, in which six consecutive frames of the same [7] . (d) VSRS [48] . (e) Zhu's method [5] . (f) Proposed method. (g) Ground truth. hole regions are chosen. The image inpainting based methods do not consider the temporal consistency, so they may bring some flicker artifacts in the synthesized video.
The temporally inconsistent results (marked in the yellow ellipses) are observed in Criminisi's method [7] , Daribo's method [15] , Ahn's method [18] , and Luo's method [36] , as shown in Fig. 16(c)-(f) . Although VSRS [48] and Newson's method [38] can maintain temporally consistent in the synthesized video, they bring some blurry mixtures of the background and foreground (marked in the yellow rectangles) to the hole regions, as shown in Fig. 16(g)(h) . On the other hand, the proposed method considers spatial and temporal information jointly with depth-guided global optimization, which shows visually plausible and temporally consistent results in the consecutive frames, as shown in Fig. 16(i) .
D. SUBJECTIVE EVALUATION
The subjective evaluation is also conducted on the synthesized videos by the subjective method like MOS (Mean Opinion Score) [54] . 15 participants are chosen from the graduate students and asked to watch the synthesized videos. All the participants have been educated the procedure of evaluation and how to give the scores reasonably. Especially, the participants are told to notice the artifacts along the boundary of the foreground objects and the flickers between adjacent frames. The participants have enough rest before watching the synthesized videos and give the quality scores independently. The videos are presented on a 42 inch Skyworth monitor with 1920 × 1080 resolution. According to the quality of visual sense, the score is ranged from 1 to 5, where 1 stands for poor quality and 5 for excellent quality. To see more details of the videos, all the videos are played in 5fps. As the hole filing in single view are more challenge, we concentrate on the subjective evaluation of synthesized videos in the single view. The results of MOS for synthesized videos are shown in Fig. 17 . The results have shown that the proposed method outperforms others in terms of perceived quality. (c) Criminisi's method [7] . (d) Daribo's method [15] . (e) Ahn's method [18] . (f) Luo's method [36] . (g) VSRS [48] . 
VI. CONCLUSIONS
This paper develops an effective hole filling method for view synthesis, in which exploits spatial and temporal information uniformly in global optimization. The global optimization for hole filling is achieved by iterating the spatio-temporal ANN search and video reconstruction step. Depth information is employed to guide the spatio-temporal ANN search and specify the initialization of video inpainting procedure, so that the proposed method can prevent the foreground texture falling into the synthesized video. The experimental results with datasets of different scenes demonstrate that the depth-guided global optimization could obtain trusted contents and maintain good temporal consistency. Overall, the proposed method achieves the best performance.
