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ABSTRACT
We find a new Hamiltonian formulation of the classical isotropic rotator where left and
right SU(2) transformations are not canonical symmetries but rather Poisson Lie group
symmetries. The system corresponds to the classical analog of a quantum mechanical
rotator which possesses quantum group symmetries. We also examine systems of two
classical interacting rotators having Poisson Lie group symmetries.
1. Introduction
Recently there has been interest in examining symplectic structures which possess
Poisson Lie group symmetries. [1-7] The interest is due in part to applications to clas-
sically integrable systems and in part to the claim that Poisson Lie group symmetries
are the classical analog of quantum group symmetries.[6, 7, 8] To establish the connec-
tion between Poisson Lie groups and quantum groups the quantization procedure known
as deformation quantization is utilized.[9] The study of classical systems with Poisson
Lie group symmetries may thus provide physical insight into the corresponding quantum
group invariant system.
Poisson Lie group transformations are implemented on phase space via group multipli-
cation, and in general, they are not canonical transformations as they need not preserve
the symplectic structure. However, they are defined so that invariance of the Poisson
brackets follows once the parameters of the group of transformations are allowed to have
certain nonzero Poisson brackets with themselves. Group multiplication is then said to
correspond to a Poisson map.
Symplectic structures possessing Poisson Lie group symmetries have been constructed
on spaces known as classical doubles. [1-4,7] Particle dynamics was not considered in
these treatments, nor were applications to physical particle systems. In this article we
write down particle Hamiltonians on the classical double corresponding to SL(2, C), and
prove that the resulting dynamics is identical to that of the isotropic rotator. The Hamil-
tonians and the symplectic structures are parametrized by a single parameter λ, and for a
particular limiting value of λ one recovers the standard formulation. Away from the lim-
iting value, we cannot express the Hamiltonian as the square of the angular momentum,
and further the angular momentum does not satisfy the SU(2) algebra. The rotator does
possess the usual left and right SU(2) symmetries. However for λ away from the limiting
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value, we find that these symmetries are not canonical. Rather they are Poisson Lie group
symmetries. We thus claim that it is possible to quantize the isotropic rotator (using the
method of deformation quantization) so that the resulting system possesses left and right
quantum group symmetries. We plan to study the quantization in a later paper.
Within the context of our example, we verify a claim[5, 11] that the charges generating
the Poisson Lie group symmetries are group-valued; For us they are valued in the dual of
SU(2). Because the charges are group-valued, some novel features arise when we consider
a system of two or more identical isotropic rotators. These features center around the
question of what is the analog of the “total charge” for the system. The answer cannot
be the sum of the individual charges since the sum is not a group operation. A more
natural analog to the “total charge” for systems with Poisson Lie group symmetries is
obtained by taking the group product, but this definition is not unique since the product
does not in general commute. Further, the transformations generated by such charges
are not the same as those generated by the total charge in the corresponding standard
canonical formalism.
The outline of this article is as follows: In Sec. 2 we review the standard Hamilto-
nian formulation of the classical rotator. The alternative Hamiltonian formulations on
the classical double SL(2, C) are given in Sec. 3. The charges generating left SU(2)
transformations are constructed in this section. In Sec. 4 we use another coordinatization
of SL(2, C) to construct the charges generating right SU(2) transformations. Systems of
two interacting rotators are examined in Sec. 5. Here we obtain four different interactions
for the rotators, each of which posses Poisson Lie group symmetries, and each of which
can be thought of as deformations of the usual spin-spin interaction.
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2. Standard Hamiltonian Formalism
In the standard Hamiltonian formalism for the classical rotator one has a set of angular
momenta ℓi, i = 1, 2, 3, which satisfy the SU(2) Poisson bracket algebra
{ℓi, ℓj} = c
k
ijℓk , (1)
ckij = ǫijk being the structure constants. To obtain the entire phase space we must include
the analog of position variables. These variables indicate the orientation of the rotator.
We denote such variables by g which here take values in the group G = SU(2). The
phase space which results is known as the cotangent bundle T ∗G of G. In specifying the
Poisson brackets for g, one has that the brackets of the components of g (here represented
by matrices) with themselves are zero, while the Poisson brackets of ℓi with g are given
by
{ℓi, g} = ieig , (2)
ei, i = 1, 2, 3, defining a basis for the Lie algebra G associated with G,
[ei, ej] = ic
k
ijek . (3)
Eq. (2) was chosen so that ℓi generate left translations on G. The latter are the canonical
transformations corresponding to spatial rotations. Canonical transformations associated
with right translations on G are generated by charges ti with tiei = g
−1ℓieig.
To determine dynamics for the system we now specify the Hamiltonian. The standard
Hamiltonian for the isotropic rotator is
H0 =
1
2
ℓiℓi , (4)
where we have set the moment of inertia equal to one. The resulting system is rotationally
invariant since {ℓi, H0} = 0. (It is also invariant under right SU(2) translations since
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{ℓi, tj} = 0.) Using eq. (4) the Hamilton equations of motion for the system state are
ℓ˙i = 0 , g˙g
† = iℓiei . (5)
Thus the angular momenta ℓi are constants of the motion, while g undergoes a uniform
precession.
3. Alternative Hamiltonian Formalism
We now give alternative Hamiltonian formulations of the isotropic rotator in which
we modify i) the phase space, ii) the nature of the symmetries and iii) the Hamiltonian.
Yet we preserve the dynamical system defined by the equations of motion (5). The
alternative Hamiltonian formulations are all parametrized by a single parameter λ, and
for a particular limiting value of λ we recover the standard formulation described in the
previous section.
i) We replace the phase space T ∗G by a space known as the classical double D which
we define below. D is a group which contains G along with another subgroup G∗, which
is the dual of G. G∗ has the same dimension of G. Further, let ei, i = 1, 2, 3, define a
basis for the Lie algebra G∗ associated with G∗, and f ijk be the structure constants for the
algebra, ie.
[ei, ej ] = if ijk e
k . (6)
The Lie algebra D associated with D is spanned by ei and e
i. If for the Lie bracket
between ej and e
i one takes
[ei, ej ] = ic
i
jke
k − if ikj ek , (7)
then there exists an invariant scalar product <,> on D such that ei and e
i are dual to
each other, ie.
< ej, e
i >=< ei, ej >= δ
i
j , < ei, ej >=< e
i, ej >= 0 . (8)
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In this sense the group G∗ is dual to G, and vice versa. The algebra D is determined by
the relations (3), (6) and (7). The invariance of the scalar product <,> is with respect to
the adjoint action of D. If α ∈ D, then under the adjoint action an infinitesimal change in
α is given by δǫα = [ǫ, α], ǫ being an infinitesimal element of D. The invariance condition
thus reads:
< δǫα, β > + < α, δǫβ >= 0 , α, β ∈ D . (9)
For the case of interest where G = SU(2), the dual group G∗ is the group of 2 × 2
lower triangular matrices with determinant equal to one. It is denoted by SB(2, C). The
structure constants for G∗ can be chosen to be f ijk = ǫijℓ ǫℓk3 . In the defining represen-
tation for the algebra G and G∗, the basis ei and e
i satisfying commutation relations (3),
(6) and (7) can be expressed in terms of Pauli matrices σi according to:
ei =
1
2
σi , e
i =
1
2
(iσi + ǫij3σj) . (10)
For the above representation the scalar product <,> defined in (8) corresponds to 2 times
the imaginary part of the trace. ei and e
i together span the SL(2, C) Lie algebra. Thus
after exponentiation we have that the classical double D is SL(2, C).
We shall coordinatize the phase space D = {γ} with variables in G and in G∗. Thus
let g ∈ G and g∗ ∈ G∗. An element γ in D is then labeled by (g∗, g) and can be defined
by using the Iwasawa decomposition γ = g∗g. The coordinates (g∗, g) of course do not
globally cover D as, for instance, (1, 1) and (−1,−1) are both mapped to the identity in
D. Nevertheless, they serve as a useful parametrization of a finite region of D.
For the Poisson brackets of g and g∗ we propose the following quadratic[10] relations
{g1, g2} = [ r
∗
12 , g1g2 ] , (11)
{g∗1, g
∗
2} = −[ r12 , g
∗
1g
∗
2 ] , (12)
{g∗1, g2} = −g
∗
1 r12 g2 , (13)
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where we use tensor product notation. The indices 1 and 2 refer to two separate vector
spaces on which the matrices act. r12 and r
∗
12 act nontrivially on both vector spaces 1 and
2, while g1 = g⊗1, g2 = 1⊗g, g
∗
1 = g
∗⊗1, g∗2 = 1⊗g
∗. Antisymmetry for Poisson bracket
relations (11) and (12) is insured upon assuming the following conditions for matrices r12
and r∗12:
r∗12 = −r21 and r
∗
12 − r12 = adjoint invariant , (14)
where adjoint invariant means: γ1γ2(adjoint invariant) = (adjoint invariant)γ1γ2 , for any
γ ∈ D. Assuming these relations, antisymmetry for the remaining Poisson bracket (13)
implies that
{g1, g
∗
2} = −g
∗
2 r
∗
12 g1 . (15)
Jacobi identities involving g and g∗ are satisfied provided the r matrices fulfill two
quadratic equations,
[r13, r12] + [r23, r12] + [r23, r13] = 0 , (16)
[r23, r31] + [r31, r12] + [r12, r23] = adjoint invariant . (17)
(along with the relations obtained by interchanging the three vector spaces.) Eq. (16) is
the classical Yang-Baxter equation, while (17) is a modified classical Yang-Baxter equa-
tion. We have used conditions (14) to derive (16) and (17). Two solutions to (16) and
(17) are:
r12 = λ e
i ⊗ ei (18)
or
r12 = µ ei ⊗ e
i , (19)
where λ and µ are constants. From r12 and eqs. (14) we can obtain r
∗
12.
From (11)-(13) we can compute Poisson brackets for elements γ in D. Using γ = g∗g,
we find
{γ1, γ2} = −γ1γ2 r
∗
12 − r12 γ1γ2 . (20)
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This symplectic structure has been studied in [4]. In [4] it was shown that using solution
(18) the corresponding symplectic two form is a deformation of the symplectic two form
for T ∗G. In what follows, we shall be interested in only solution (18) for this reason.
It is easy to show that symplectic structure defined by (11)-(13) is a deformation of
the Poisson brackets for a rigid body. The deformation parameter is λ. It is clear from
(11) and (18) that the brackets of components of g with themselves are zero in the limit
λ → 0. To recover (1) and (2) from (12) and (13) in this limit, one must also introduce
the parameter λ in g∗ = g∗(λ). We define g∗(λ) as follows:
g∗(λ) = eiλℓie
i
. (21)
Upon expanding g∗(λ) in λ and keeping the first order terms in eq. (13), we obtain
iλei ⊗ {ℓi, g} = −λe
i ⊗ eig , (22)
which is equivalent to eq. (2). By keeping second order terms in eq. (12), we obtain
− λ2ei ⊗ ej{ℓi, ℓj} = −iλ
2ℓk[ e
i ⊗ ei , e
k ⊗ 1 + 1⊗ ek ] (23)
= −λ2ℓkc
k
ij e
i ⊗ ej ,
which is equivalent to eq. (1).
ii) One feature of the symplectic structure defined by (11)-(13) is the existence of
Poisson Lie group transformations. In general Poisson-Lie group transformations are not
canonical transformations as they need not preserve the symplectic structure. However,
the symplectic structure can be made to be invariant under such transformations if we let
the parameters of the transformations have nonzero Poisson brackets with themselves.
Among transformations of this type for our system are the right transformations of G
on D = {γ},
γ → γh , h ∈ G (24)
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and the left action of G∗ on D = {γ},
γ → h∗γ , h∗ ∈ G∗ . (25)
In terms of the coordinates (g∗, g) this implies
g → gh , g∗ → g∗ , (26)
for the former and
g → g , g∗ → h∗g∗ , (27)
for the latter. By themselves transformations (26) and (27) do not preserve the Poisson
brackets (11)-(13). But (11)-(13) can be made to be invariant under (26) if we insist that
h has the following Poisson bracket with itself
{h1, h2} = [ r
∗
12 , h1h2 ] , (28)
and zero Poisson brackets with g and g∗. Then SU(2) right multiplication is a Poisson
map and (26) corresponds to a Poisson Lie group transformation. For (27) to be a Poisson
Lie group transformation, h∗ must have the following Poisson bracket with itself
{h∗1, h
∗
2} = −[ r12 , h
∗
1h
∗
2 ] , (29)
and zero Poisson brackets with g and g∗. Since the right-hand-sides of (28) and (29)
vanish in the limit λ → 0, the transformations (26) and (27) become canonical in the
limit.
We note that Poisson brackets (11)-(13) are invariant under the simultaneous action
of both G and G∗ via (26) and (27). For this we assume that
{h∗1, h2} = 0 . (30)
By comparing with eq. (13) we conclude that the algebra of the observables g and g∗ is
different from the algebra of the symmetries parametrized by h and h∗.
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If we consider the infinitesimal version of the right action of G, then from eq. (28)
we find that the Poisson bracket algebra of the corresponding infinitesimal parameters is
isomorphic to G∗. Similarly, from eq. (29) we find that the Poisson bracket algebra of the
infinitesimal parameters for left G∗ transformations is isomorphic to G.
Two additional Poisson Lie group transformations exist for this system and they too
become canonical in the limit λ→ 0. They correspond to the left action of G on D = {γ},
γ → fγ , f ∈ G (31)
and the right action of G∗ on D,
γ → γf ∗ , f ∗ ∈ G∗ . (32)
Because we decompose γ with that an element g∗ of G∗ on the left and an element g of G
on the right, these transformations have a complicated action on the coordinates (g∗, g).
Below we shall examine only the former set of transformations, ie. the left action of G
on D, because as we shall show they are deformations of the ordinary rotations of the
rotator.
The infinitesimal version of (31) is given by variations δγ = iǫbeb γ. It in turn leads
to the following variations δ on g and g∗
δg = iǫb(ad g∗)b
a eag , δg
∗ = iǫb
(
ebg
∗ − (ad g∗)b
a g∗ea
)
, (33)
where ad g∗ denotes an element of the adjoint representation of G∗,
(ad g∗)b
a =< g∗eag∗−1, eb > ,
and ǫb are the infinitesimal parameters of the transformation. Just as the infinitesimal
parameters of the right action of G, satisfied a Poisson bracket algebra which was iso-
morphic to G∗, the same must be true of the infinitesimal parameters ǫa if the symplectic
structure defined in (11)-(13) is to be invariant under (31). More specifically,
{ǫa, ǫb} = −λfabc ǫ
c , {ǫa, g} = {ǫa, g∗} = 0 . (34)
9
To show invariance we note that the Leibniz rule does not apply for δ acting on a Poisson
bracket. For example, in computing δ{g1, g2} = {g1 + δg1, g2 + δg2} − {g1, g2} we have
δ{g1, g2} = {δg1, g2}+ {g1, δg2} − {ǫ
b, ǫd}(ad g∗)b
a(ad g∗)d
cea ⊗ ec g1g2 . (35)
The last term in (35) cannot be ignored since like the other terms it is first order in ǫa.
Using (34) we can then show that the right-hand-side of (35) is equal to [ r∗12 , δg1g2 +
g1δg2 ], and hence (11) is invariant.
To show that transformations (33) are deformations of the ordinary rotations of a rigid
body we expand g∗ = g∗(λ) in powers of λ around λ = 0. To lowest order, (33) reduce to
δg → iǫaeag = ǫ
a{ℓa, g} , δℓa → −c
c
abǫ
bℓc = ǫ
b{ℓb, ℓa} , (36)
where we used (1) and (2) to compute the Poisson brackets. From eq. (34) the parameters
ǫa have zero Poisson brackets with everything when λ → 0 and hence (33) are canoni-
cal transformations in the limit. Eqs. (36) show that the limiting transformations are
generated by the angular momenta ℓa, and therefore correspond to rotations of the rigid
body.
It has been noted[5, 11] that the charges which generate Lie Poisson transformations
take values in a group. This will now be made evident for our example. For arbitrary λ,
we can express the variations (33) according to
δg1 =
i
λ
ǫa < {g1, g
∗
2}g
∗
2
−1, 1⊗ ea >2 , (37)
δg∗1 =
i
λ
ǫa < {g∗1, g
∗
2}g
∗
2
−1, 1⊗ ea >2 , (38)
where <,>2 indicates that the scalar product is taken on vector space 2. Eq’s (37) and
(38) reduce to (36) in the limit λ → 0. From the chain rule it follows that any function
F = F(g∗, g) of the coordinates g∗ and g undergoes the variation
δF1 =
i
λ
ǫa < {F1, g
∗
2}g
∗−1
2 , 1⊗ ea >2 , (39)
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under the left action of G on D, where F1 = F ⊗ 1. The variation of any function F on
D due to the left action of G can therefore be obtained by computing the Poisson bracket
of F with g∗. In this sense g∗ can be thought of as the charges generating the left action
of G on D. These charges are valued in G∗. The charges generating the right action of
G on D also take values in G∗. (We construct them in Sec. 4.) Conversely, the charges
associated with the action of G∗ on D take values in G.
iii) Just as the HamiltonianH0 on T
∗G [Cf. eq. (4)] describing a rigid body is invariant
under both the left and right actions of SU(2), we can insist that the corresponding
“deformed” Hamiltonian H(λ) on D be invariant under both the left and right actions of
SU(2). Let us also insist that H(λ = 0) = H0. One possible Hamiltonian consistent with
these requirements is
H(λ) =
1
2λ2
(Trγγ† − 2) =
1
2λ2
(Trg∗g∗† − 2) , (40)
where we now take γ and g∗ to be matrices in the defining representation of SL(2, C) and
SB(2, C) respectively, with the generators ei and e
i given by (10). For the Hermitean
conjugates of the generators we have
ei
† = ei , e
i† =
1
2
(−iσi + ǫij3σj) . (41)
The 2 in parenthesis in (40) was subtracted so that (40) reduces to the standard rigid
body Hamiltonian (4) when λ → 0, ie. H(λ = 0) = H0. Although H(λ) is invariant
under either the left or right actions of G, it is not invariant under either the left or right
actions of the dual group G∗. Thus dynamics breaks the SB(2, C) Lie Poisson symmetry
of the symplectic structure.
To obtain Hamilton’s equations of motion for the system we need the Poisson brackets
of g∗† with the dynamical variables g and g∗. These brackets are not already determined by
(11)-(13). We can make this more explicit by applying the two dimensional representation
11
for SB(2, C), parametrizing g∗ by a real and a complex number according to
g∗ =
(
y
z 1/y
)
, y ∈ R , z ∈ C .
Upon substituting this form into (12) using (10) we can obtain the Poisson bracket of for
instance y with z, {y, z} = iλ
2
yz, but the Poisson bracket of z with its complex conjugate
is undetermined. Therefore the Poisson brackets of the matrix components g∗† with g∗
are not fully determined.
To specify the Poisson brackets of g∗† with the dynamical variables, we note that the
group property and the algebra are preserved under
g∗ → g∗†
−1
, ea → ea† .
We shall require that the Poisson brackets of g and g∗ are preserved under this mapping
as well. Applying the mapping to (12) and (13) we obtain
{g∗1
†−1 , g∗2} = −λ [ e
i† ⊗ ei , g
∗
1
†−1g∗2 ] , (42)
{g∗1
†−1 , g2} = −λ g
∗
1
†−1 (ei
†
⊗ ei) g2 . (43)
From these relations and {g∗†
−1
g∗† , · } = 0 we easily obtain that
{g∗1
† , g∗2} = λ
(
g∗1
†(ei
†
⊗ ei) g
∗
2 − g
∗
2(e
i† ⊗ ei) g
∗
1
†
)
(44)
{g∗1
† , g2} = λ (e
i† ⊗ ei) g
∗
1
†g2 . (45)
For the equation of motion for g∗ we must find that it is a constant of the motion since
g∗ is the charge associated with the SU(2) left symmetry. Hamilton’s equation of motion
gives
g˙∗ = {H(λ), g∗} =
1
2λ
(
eig
∗ Tr[g∗g∗†(ei
†
− ei)]− g∗ei Tr[g
∗†g∗(ei
†
− ei)]
)
= −
i
4λ
(
σig
∗ Tr[g∗g∗†σi]− g
∗σi Tr[g
∗†g∗σi]
)
, (46)
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since we may replace ei
†
− ei by −iσi in the defining representation of SL(2, C). But it
is not hard to show that the right-hand-side of (46) is zero. Since both g∗g∗† and g∗†g∗
are Hermitean we can express them as a linear combination of the Pauli matrices and the
unit matrix. Upon substituting this form into (46) we get the desired result, ie.
g˙∗ = 0 . (47)
For Hamilton’s equation of motion for g we get
g˙ = {H(λ), g} =
1
2λ
eig Tr[g
∗†g∗(ei
†
− ei)] = −
i
4λ
σig Tr[g
∗†g∗σi] , (48)
or
g˙g† = −
i
2λ
(g∗†g∗)tl (49)
where Atl denotes the traceless part of the matrix A, ie. Atl = A−
1
2
Tr[A] × 12×2.
The right-hand-side of (49) is a traceless Hermitean matrix. From (47) it is also
a constant matrix. Hence g undergoes a uniform precession, and we obtain the same
dynamics as that of the isotropic rotator. This is despite the fact that the Hamiltonian
and symplectic structure of the deformed system defined in (11)-(13) differ from that of
the standard Hamiltonian formulation of the isotropic rotator.
The result that the system described here is isotropic is at first sight surprising because
if we expand the Hamiltonian (40) to second order in λ, we get an anisotropic looking
term
H(λ) =
1
2
ℓiℓi
(
1 +
λ2
12
(ℓ3)
2
)
+O(λ4) . (50)
But ℓi in g
∗ = g∗(λ) cannot be interpreted as the angular momenta of the rotator for the
deformed system. Rather,
Li = −
1
2λ
Trσig
∗†g∗ (51)
plays that role since we can rewrite the equations of motion (47) and (49) according to
L˙i = 0 , g˙g
† = iLiei , (52)
13
which is identical to (5). Unlike in the standard formalism we cannot express the Hamil-
tonian H(λ) as the square of the angular momentum. This is seen by comparing (40)
with LiLi. Further, Li = Li(λ) does not satisfy an SU(2) algebra, that is
{Li(λ), Lj(λ)} 6= c
k
ijLk(λ) (53)
(except in the limit λ → 0, where Li coincides with ℓi). To prove this it is sufficient to
consider the case of small (but not zero) λ. By expanding g∗†g∗ to second order in λ, we
find the following expression for Li(λ)
Li(λ) = ℓi −
λ
2
f ijk ℓjℓk +O(λ
2) = ℓi +
λ
2
(ℓ2δi3 − ℓ3ℓi) +O(λ
2) . (54)
Now use eq. (1) to prove the result (53). (For this we can show that there are no
corrections of order λ to the SU(2) algebra (1) coming from the expansion of g∗(λ) in
(12).)
As in the standard formulation of the isotropic rotator the equations of motion are in-
variant under SU(2)×SU(2) transformations. The latter were canonical transformations
in the standard formulation, whereas they correspond to Poisson Lie group symmetries
for the formulation presented here. To see that the equations of motion (47) and (49) are
invariant under transformations (24) and (31), let us rewrite them as equations for the
SL(2, C) group element γ = g∗g. We get:
γ˙γ−1 = −
i
2λ
(γγ†)tl . (55)
Eq. (55) is unchanged under γ → fγh, h, f ∈ SU(2).
4. Alternative Parametrization of Phase Space
In the preceding Hamiltonian formalisms, the isotropic rotator is invariant under both
left and right SU(2) transformations. The left SU(2) Poisson Lie group transformations
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are generated by g∗, the general form for infinitesimal transformations given by (39).
What are the generators of the right SU(2) Poisson Lie group transformations?
To answer this question it is easiest to introduce a new parametrization of the phase
space D. It corresponds to decomposing any element γ ∈ D with an element g˜ of G on
the left and an element g˜∗ of G∗ on the right. Thus locally we have
γ = g∗g = g˜g˜∗ . (56)
The symplectic structure on D given by (20) is recovered if for the coordinates g˜ and g˜∗
we take the following Poisson brackets
{g˜1, g˜2} = −[ r
∗
12 , g˜1g˜2 ] , (57)
{g˜∗1, g˜
∗
2} = [ r12 , g˜
∗
1 g˜
∗
2 ] , (58)
{g˜∗1, g˜2} = −g˜2 r12 g˜
∗
1 . (59)
In terms of the coordinates g˜ and g˜∗, the left action of SU(2) on D now has a simple
form
g˜ → f g˜ , g˜∗ → g˜∗ , (60)
the symplectic structure (57)-(59) being invariant provided
{f1, f2} = −[ r
∗
12 , f1f2 ] . (61)
The infinitesimal form of (61) agrees with (34) upon setting f = 1+ iǫaea.
On the other hand, right SU(2) transformations have a more complicated action on g˜
and g˜∗. Infinitesimal variations are of the form
δg˜ = iηb(ad g˜∗−1)b
a
g˜ea , δg˜
∗ = iηb
(
g˜∗eb − (ad g˜
∗−1)b
a
eag˜
∗
)
, (62)
where ηb are the infinitesimal parameters and, in order for the symplectic structure be
invariant, they satisfy
{ηa, ηb} = λfabc η
c , {ηa, g˜} = {ηa, g˜∗} = 0 . (63)
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Eq. (63) is the infinitesimal version of (28) with h = 1 + iηaea. These variations are
generated by g˜∗, as any function F = F(g˜∗, g˜) of the coordinates g˜∗ and g˜ undergoes the
variation
δF1 =
i
λ
ηa < g˜∗−12 {F1, g˜
∗
2}, 1⊗ ea >2 , (64)
under the right action of SU(2) on D. Thus just as with the left action of SU(2), the
charges g˜∗ generating the right action take values in the dual group SB(2, C).
Finally, we note that the invariant Hamiltonain (40) for the isotropic rotator can be
written solely in terms of the generators g˜∗ of right SU(2) transformations,
H(λ) =
1
2λ2
(Trg˜∗g˜∗† − 2) . (65)
5. System of Two Rotators
In the previous sections we examined the charges g∗ and g˜∗ which generate the left
and right SU(2) Poisson Lie group symmetries of the isotropic rotator. They were both
valued in the dual of SU(2). In general, Poisson Lie group symmetries are generated by
group-valued charges. [5] When we put together two identical systems possessing Poisson
Lie group symmetries, what are the associated charges for the combined system?
For the case of two identical systems possessing canonical symmetries the associated
charges for the combined system are sums of the charges for the individual systems. But
clearly we cannot apply the same procedure to the case of systems possessing Poisson
Lie group symmetries since the sum is not a group operation. A more natural analog to
the “total charge” for systems with Poisson Lie group symmetries is obtained by taking
the group product. However, such a definition is not unique since the product does not
in general commute. Thus if we put together two isotropic rotators then there are two
distinct analogs to the “total charge” associated with say left SU(2), and they generate two
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distinct sets of Poisson Lie group transformations. Further, both of these transformations
have the novel feature that the individual rigid bodies are rotated by different amounts,
and the rotation of one of them depends on the coordinates of the other. Thus neither
set of transformations corresponds to the rotations which would be generated by the total
angular momentum of the corresponding standard canonical formalism (although they all
coincide in the limit λ→ 0). We show these results in what follows.
Say that γ(1) and γ(2) denote SL(2, C) elements corresponding to two distinct rigid
rotators 1 and 2, while and g∗(1) and g∗(2) are the generators of the left SU(2) Poisson Lie
groups for the two respective systems. Thus, γ(A) and g∗(A) satisfy the Poisson brackets:
{γ(A)1, γ
(A)
2} = −γ
(A)
1γ
(A)
2 r
∗
12 − r12 γ
(A)
1γ
(A)
2 , (66)
{g∗(A)1, g
∗(A)
2} = −[ r12 , g
∗(A)
1g
∗(A)
2 ] , (67)
{γ(A)1, g
∗(A)
2} = − r
∗
12 γ
(A)
1g
∗(A)
2 , for A = 1, 2 , (68)
and
{γ(A)1, γ
(B)
2} = {g
∗(A)
1, g
∗(B)
2} = {γ
(A)
1, g
∗(B)
2} = 0 , for A 6= B , (69)
Generalizing formula (39), the left SU(2) Poisson Lie group generated by g∗(A) induces
the variation
δ(A)F1 =
i
λ
ǫa < {F1, g
∗(A)
2}g
∗(A)−1
2 , 1⊗ ea >2 . (70)
on an arbitrary function F of γ(1) and γ(2). Upon identifying F with the dynamical
variables γ(A), we then have that
δ(A)γ(A) = iǫaeaγ
(A) , for A = 1, 2 , (71)
and
δ(A)γ(B) = 0 , for A 6= B , (72)
Now define the product charge g∗(12) = g∗(1)g∗(2). Upon applying formula (69) with
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(A) = (12), it induces the following variations of γ(A):
δ(12)γ(1) = iǫaeaγ
(1) , (73)
δ(12)γ(2) = iǫa(ad g∗(1))a
b
ebγ
(2) , (74)
Thus rigid rotators 1 and 2 are transformed differently under the action of g∗(12). Further-
more, since g∗(1) corresponds to coordinates for rotator 1, we find that the transformation
of rotator 2 depends on the coordinates of rotator 1.
Similarly, let us define the product charge g∗(21) = g∗(2)g∗(1). Transformations of
rotator 1 induced by g∗(21) depend on the coordinates of rotator 2. These transformations
are given by (73) and (74) with the indices 1 and 2 interchanged.
If the dynamics for the system is such that we have two noninteracting isotropic rota-
tors, ie. the Hamiltonian for the combined system is just the sum of two free Hamiltonians
H(1) and H(2),
H(A) =
1
2λ2
(Trg∗(A)g∗(A)
†
− 2) , (75)
then charges g∗(12) and g∗(21) generate two distinct Poisson Lie group symmetries. When
λ → 0, these charges have an identical limit and it just corresponds to the total angular
momentum for the combined system. Thus only when λ→ 0, do g∗(12) and g∗(21) generate
the usual rotation symmetry for the combined system.
Interactions can be introduced which break one of the above Poisson Lie group sym-
metries, leaving the other intact. For example, the interaction Hamiltonian term
H(12) =
1
2λ2
(Trg∗(12)g∗(12)
†
− 2) , (76)
is not invariant under SU(2) transformations generated by g∗(21). On the other hand, (76)
is invariant under SU(2) transformations generated by g∗(12). To see this we only need to
use the result that the group product preserves the Poisson brackets, ie. it is a Poisson
map. Similarly, the interaction term
H(21) =
1
2λ2
(Trg∗(21)g∗(21)
†
− 2) , (77)
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is invariant under SU(2) transformations generated by g∗(21), but it is not invariant under
SU(2) transformations generated by g∗(12). Of course, neither (76) or (77) are invariant
under independent left SU(2) transformations of 1 and 2 generated by g∗(1) and g∗(2),
respectively.
In the limit λ→ 0, both SU(2) transformations get identified and they are generated
by the total angular momentum. Furthermore, the Hamiltonian interactions H(12) and
H(21) approach the same limit when λ → 0. For this set g∗(A) = g∗(A)(λ) = eiλℓ
(A)
i
ei and
expand (76) and (77) to lowest order in λ to obtain
H(12) , H(21) →
1
2
(ℓ
(1)
i + ℓ
(2)
i )
2 . (78)
Thus in the limit λ → 0, we recover the usual spin-spin interaction from both H(12) and
H(21).
In the above discussion we did not consider the possibility of right SU(2) Poisson
Lie group symmetries. Eq. (26) showed that the coordinates g∗ for a single rotator are
unchanged by right SU(2) transformations. Therefore all of the Hamiltonians considered
so far, including the interaction Hamiltonians (76) and (77), which are functions solely of
g∗(A) and g∗(A)
†
, are invariant under right SU(2) transformations. In Sec. 4 we denoted
the generators of the right SU(2) Poisson Lie group symmetry for a single isotropic
rotator by g˜∗. Let g˜∗(1) and g˜∗(2) be the generators of the right SU(2) Poisson Lie groups
transformations corresponding to two distinct rigid rotators 1 and 2. Then we can define
another set of product charges g˜∗(12) = g˜∗(1)g˜∗(2) and g˜∗(21) = g˜∗(2)g˜∗(1) associated with
right transformations. As with the corresponding left transformations, the rigid rotators
1 and 2 are rotated differently under the action of g˜∗(12) and g˜∗(21), and the transformation
of one of the rotators depends on the coordinates of the other. g˜∗(12) and g˜∗(21) generate
symmetries for all the previously discussed systems. As before, we can introduce new
interactions which break one of the symmetries and leaves the other intact. In analogy
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with (76) and (77), such interaction terms are
H˜(12) =
1
2λ2
(Trg˜∗(12)g˜∗(12)† − 2) , and H˜(21) =
1
2λ2
(Trg˜∗(21)g˜∗(21)† − 2) . (79)
Now these interactions are invariant under left Poisson Lie group transformations gener-
ated by g∗(1) and g∗(2). Furthermore, they approach the same limit as did H(12) and H(21)
when λ→ 0, given in (78).
We have therefore found four different deformations of the usual spin-spin coupling.
They correspond to the Hamiltonian terms: H(12), H(21), H˜(12) and H˜(21). All of these
interactions possess Poisson Lie group symmetries.
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