Abstract. We investigate the p-adic valuation of Weil sums of the form
Introduction
We consider Weil sums of binomials of the form
where F is a finite field, the exponent d is a positive integer such that gcd(d, q − 1) = 1, the coefficient a is in F , and ψ : F → C is the canonical additive character of F . Throughout this paper, F is always a finite field of characteristic p and order q = p n . Then ψ(x) = e 2πi Tr(x)/p , where the absolute trace Tr : F → F p is given by Tr(x) = x + x p + · · · + x p n−1 . The condition on d makes x → x d a permutation of F , which means that W F,d (0) = 0. Every character sum of the more general form x∈F ψ(bx s + cx t ) with b ∈ F × , c ∈ F , and gcd(s, q − 1) = gcd(t, q − 1) = 1 is equal to W F,s/t (−cb −t/s ) via the reparameterization y = b t/s x t , where division signifies inversion modulo q − 1. These sums and their close relatives arise often in number theory [8, 9, 11, 12, 13, 14, 22, 30, 31, 32, 43] . For example, the Kloosterman sum x∈F × ψ(x −1 + ax) is −1+ W F,|F |−2 (−a). Our Weil sums in (1) are also of practical interest, as they determine the performance of protocols in communications theory, remote sensing, cryptography, and coding theory. See the Appendix of [26] for how these sums relate to correlation of sequences and nonlinearity of boolean functions.
We are interested in the p-adic valuation of W F,d (a). We extend the padic valuation val p from Q to Q(e 2πi/p ) so that val p (1 − e 2πi/p ) = 1/(p − 1). Since W F,d (a) always lies in Q(e 2πi/p ), we see that its valuation must be an integer multiple of 1/(p−1). Bounds on the p-adic valuation of W F,d (a) have proved very helpful in determining the values of W F,d (a), as can be seen in [1, 2, 3, 4, 5, 6, 7, 10, 15, 16, 20, 21, 24, 26, 27, 28, 29, 34, 36, 37, 40, 41] . The main tool in determining the p-adic valuation of these Weil sums is Stickelberger's Theorem on the valuation of Gauss sums, which allows for an exact determination of (2) V F,d = min
in terms of a combinatorial formula that is given in Lemma 2.9 below. When d is a power of p modulo q − 1, we see that One can see that when d is not degenerate over F , the bound V F,d ≤ (2/3)[F : F p ] is always true: this universal bound is proved in Theorem 3.1. The stronger bound in part (iia) when [F : F p ] is a power of 2 is proved in Theorem 4.1. Interestingly, these two proofs do not use Stickelberger's Theorem, which is the most commonly used tool in determining the p-divisibility of these sums. We do use Stickelberger's Theorem to establish the bounds in part (iii) (proved in Theorem 5.1). Part (i) follows from (3 • For every field in case (iia) (see Lemma 4.2 in conjunction with Theorem 4.1).
• For every field in case (iiia) (see Lemma 5.5 This paper is organized as follows. After reviewing some basic results in Section 2, we prove the universal bound V F,d ≤ (2/3)[F : F p ] (when d is nondegenerate over F ) in Section 3, and then show that this bound is attained whenever [F : F p ] is divisible by 3. In Section 4 we prove the bound in part (iia) of Theorem 1.1, where F is obtained from its prime subfield via a tower of quadratic extensions. In Section 4 we also prove that this bound is always attained for some d in every field F satisfying the hypotheses. The bounds in part (iii) of Theorem 1.1, when d is known to be nondegenerate over the prime subfield, are proved in Section 5. In Section 6, we discuss some open problems.
Preliminaries
Here we recall some well known results that will be useful in the rest of the paper. We continue to use the definition of the Weil sum W F,d (a) from (1) and the definition V F,d from (2) in this section and in the rest of the paper.
Remark 2.1. If d is an integer coprime to q − 1, then (−1) d = −1 in F . This is because the coprimality makes d odd when p is odd.
Remark 2.2. If d and d ′ are positive integers coprime to q − 1 such that d ′ ≡ dp k (mod q − 1) for some k ∈ Z, then W F,d ′ (a) = W F,d (a) for all a ∈ F . This is because for every x ∈ F , we have x q = x and also the absolute trace has Tr(x p ) = Tr(x), so that the canonical additive character has ψ(x p ) = ψ(x). Remark 2.3. If d and e are positive integers coprime to q − 1 with de ≡ 1 (mod q − 1), then W F,e (a) = W F,d (a −e ) for every a ∈ F × via the reparameterization mentioned in the Introduction (and use Remark 2.1 to get the correct sign). Since W F,d (0) = W F,e (0) = 0, and a → a −e is a permutation of F × , this means that V F,e = V F,d . We let F × denote the group of multiplicative characters of F , and we denote the trivial multiplicative character by 1 and use the shorthandχ = χ −1 . For χ ∈ F × , we define the Gauss sum
where ψ is the canonical additive character of F as defined in the Introduction. We extend the p-adic valuation val p from Q to Q(e 2πi/p , e 2πi/(q−1) ) so that val p (1 − e 2πi/p ) = 1/(p − 1). This enables us to consider the p-adic valuation of our Gauss sums.
Lemma 2.5. Let d be a positive integer with gcd(d, q − 1) = 1. Then for a ∈ F × , we have
to roots of unity in C, which have p-adic valuation 0. Thus the first formula in Lemma 2.5 shows that
and the reverse inequality follows from the second formula in Lemma 2.5.
(In essence, the minimum p-adic valuation of the Fourier coefficients is the same as the minimum p-adic valuation of the original function when p does not divide the order of the underlying group.) Since W F,d (0) = 0, we could extend the minimization on the left hand side to include a = 0. Thus
So it remains to show that there is some nontrivial χ ∈ F × such that
Since |τ (χ)| 2 = q for any nontrivial multiplicative character and τ (χ) = χ(−1)τ (χ) (see [38, Theorems 5.11, 5 .12(iii)]), and since d is coprime to q − 1, we see that
We also state some useful bounds relating V F,d and
Lemma 2.7. Let K be a subfield of F , and let d be a positive integer with
Proof. First we prove the lower bound on V F,d . Let ψ K and ψ F be the canonical additive characters for K and F , respectively, and note that ψ F = ψ K • Tr F/K , where Tr F/K is the Galois-theoretic relative trace from F to K. Let R be a set of representatives for the cosets of K × in F × . Then for any a ∈ K, we have
Now let us consider the values taken on by the inner sum over K in the last expression: these depend on whether the coefficients Tr F/K (r d ) and Tr F/K (ar) are zero or not. If both coefficients are zero, the sum is |K|, and if only one is zero, then the sum is 0: since gcd(d, F × ) = 1, the map y → y d is a permutation of F , and thus restricts to a permutation of K. If both coefficients are nonzero, then the reparameterization described in the Introduction shows that the inner sum over
by Remark 2.4, we see that our inner sum always has a p-adic valuation of at least V K,d . Also note that |R| = (|F | − 1)/(|K| − 1), so that |R| − 1 is a multiple of |K|, and so it also has a p-adic valuation greater than or equal to V K,d . So for any a ∈ F , we see that W F,d (a) has a p-adic valuation greater than or equal to
, and so our upper bound is true by another application of Remark 2.4. So from now on we assume that d is nondegenerate over K (which forces |K| > 2). Let N F/K denote the Galois-theoretic relative norm from K to F . Then the Davenport-Hasse relation [38, Theorem 5.14] tells us that for χ ∈ K × , we have
As χ runs through the nontrivial characters in K × , their lifts χ • N F/K run through the nontrivial characters in F × whose orders are divisors of |K × |. So Corollary 2.6 and the Davenport-Hasse relation show us that Now we provide the definitions needed to make use of Stickelberger's Theorem. If t is an integer with t ≥ 2 and n is a positive integer, and if a ∈ Z/(t n − 1)Z, we define the standard t-ary expansion of a to be the expression
where the powers of t are elements of Z/(t n − 1)Z and a 0 , . . . , a n−1 are elements of Z with 0 ≤ a i < t for every i, and where we insist that a 0 = · · · = a n = 0 when a = 0 (to make the a i 's uniquely defined). Then we define the t-ary weight of a ∈ Z/(t n − 1)Z, (4) wt t,n (a) = a 0 + a 1 + · · · + a n−1 , so that wt t,n : Z/(t n − 1)Z → Z with 0 ≤ wt t,n (a) < n(t − 1) for every a ∈ Z/(t n − 1)Z. Note that our weight function is subadditive, that is, wt t,n (a + b) ≤ wt t,n (a) + wt t,n (b) for all a, b ∈ Z/(t n − 1)Z. And this inequality becomes an equality if and only if there are no carries (and no cyclic carries from the (n − 1)th digit to the 0th digit) when we compute the sum of a and b in base t arithmetic by summing their standard t-ary expansions.
Lemma 2.9. Let q = p n > 2, and let d be a positive integer with
wt p,n (a) + wt p,n (−da), or equivalently,
wt p,n (da) − wt p,n (a).
Proof. One can see that our two definitions of m are equivalent by reparameterizing the first one with −a in place of a and then noting that for any nonzero a ∈ Z/(p n − 1)Z, we have wt p,n (−a) = n(p − 1) − wt p,n (a). Now let ζ = e 2πi/(q−1) , and identify F with Z[ζ]/P , where P is a prime ideal of
And ω −a runs through the nontrivial multiplicative characters of F as a runs through the nonzero elements of Z/(p n − 1)Z, so the expression for V F,d in Corollary 2.6 becomes the desired expression.
Corollary 2.10. Let d be a positive integer with
Proof. Remark 2.4 handles the degenerate case. So we suppose d is nondegenerate over F , which forces q = p n > 4. For the upper bound, look at the formula for m in Lemma 2.9. Since d is not a power of p modulo Z/(p n − 1)Z, we see that wt p,n (−d) < n(p − 1) − 1, and then m ≤ wt p,n (1) + wt p,n (−d) < n(p − 1). Thus by Lemma 2.9, we know that
In the formula for m in Lemma 2.9, note that a is nonzero and d is coprime to p n − 1, so both wt p,n (a) and wt p,n (−da) are always strictly positive integers. And these weights are both equal to 1 simultaneously if and only if both a and −da are powers of p modulo q − 1, which will occur for some a ∈ Z/(q − 1)Z if and only if −d is a power of p modulo q − 1. This proves our lower bound and shows us when it is achieved.
Corollary 2.11. Let d be a positive integer with
Proof. If q = 2, then both d and −d are degenerate over F , and then our inequality follows from Corollary 2.10, so assume q > 2 henceforth.
By Lemma 2.9, we know that
Since d is coprime to q − 1 and q > 2, we see that d must be nonzero modulo q − 1, and so wt p,
Proof of the Universal Upper Bound
In this section, we prove an upper bound on V F,d that holds whenever d is nondegenerate over F , and then show that our bound is attained for infinitely many fields F . 
Proof. Let ψ : F → C be the canonical additive character of F , and for u, a ∈ F , define
Then for u, v, w, a ∈ F , we have
where δ is the Kronecker delta, and where the first sum in the fourth step is obtained using Remark 2.1, while the second sum in the fourth step is obtained via the reparameterization (r, s) = (tx, ty). For u, v, w ∈ F , we define N (u, v, w) to be the number of (x, y) ∈ F 2 simultaneously satisfying x + y = −1 and ux d + vy d = −w, and we define
Since our assumption that gcd(d, q − 1) = 1 makes t → t d a permutation of F , our calculation in the previous paragraph shows that
If we could find u, v, w ∈ F with u = v and p | N (u, v, w), then we would have p ∤ (δ u,v − 1 + N (u, v, w)), and so
, and in fact, this must be true for some b ∈ F × because direct calculation from the definition of S u,a shows that
, so this would prove our claim. Since N (u, v, w) counts the zeroes of a polynomial, it is always a nonnegative integer. For any (u, v) ∈ F 2 , we observe that
So the only way that we can have p ∤ N (u, v, w) for every w ∈ F is if N (u, v, w) = 1 for every w ∈ F , and this is true if and only if x → f v,u (x) is a permutation of F . So we will have completed our proof if we can find some u, v ∈ F with u = v such that x → f v,u (x) is not a permutation of F . In fact, we shall show that for every v ∈ F × , there is some u ∈ F {v} such that x → f v,u (x) is not a permutation of F .
Let v ∈ F × , and suppose that x → f v,u (x) is a permutation of F for every u ∈ F {v} in order to show a contradiction. Thus for any u, x, y ∈ F with u = v and x = y, we have f v,u (x) = f v,u (y), and thus
where we have used the fact that
for every x, y ∈ F with x = y. This means that x → f v,v (x) is a constant function on F , and in fact, the constant must be v since f v,v (0) = v. Since v = 0, this means that the function
be the zero function on F . Let d ′ be the least positive integer congruent to d modulo q −1, and write d ′ = p k e for some nonnegative integer k and positive integer e with p ∤ e. So d ≡ p k e (mod q − 1) with 0 < e < q, and in fact e > 1 because d is nondegenerate over F . For any x ∈ F , we have
e j x j , and since p ∤ e, this is a polynomial of degree e − 1 with 0 < e − 1 < q, and so is not divisible by x q − x, so that x → (x + 1) e − x e − 1 is not the zero function on F . This contradiction shows that f v,u (x) is not a permutation of F for some u ∈ F {v}, which completes our proof.
The following result shows that infinitely many fields F have some exponent d such that the upper bound in Theorem 3.1 is attained.
If p = 2, and d = 2 n/ℓ + 1 or d = 2 2n/ℓ − 2 n/ℓ + 1, then it is known (see [17] , [23, Theorem 5] , [24, Remark 3] , [25, Theorem 16] , [44] 
then it is known (see [18] , [19, Theorem 4.9] , [42, Theorems 3.3, 3.4 
Now we demonstrate that each of these exponents is coprime to the order of the group of units for its field. First of all, gcd(2 n/ℓ + 1, 2 n − 1) = gcd(2 n/ℓ + 1, (−1) ℓ − 1) = gcd(2 n/ℓ + 1, −2) = 1. And if p is odd, then (p 2n/ℓ + 1)/2 is odd, so that gcd
Now we examine d = p 2n/ℓ − p n/ℓ + 1 for an arbitrary prime p. We write the least odd prime divisor ℓ of n as ℓ = 3k+r with k ∈ Z and r ∈ {0, 1, 2}. Then
. If r = 0, then ℓ = 3, so then k = 1, and then our greatest common divisor is gcd(p 2n/3 − p n/3 + 1, −2) = 1. If r = 1, then k must be even (no prime is 4 modulo 6), so then our greatest common divisor becomes gcd(p 2n/ℓ − p n/ℓ + 1, p n/ℓ − 1) = gcd(1 − 1 + 1, p n/ℓ − 1) = 1. And if r = 2, then k must be odd (no odd prime is 2 modulo 6), so our greatest common divisor becomes gcd(
F p ] for each of the four d proposed above, it is clear that these values of d are all nondegenerate over F . And our exponents are clearly degenerate over F p : all exponents are degenerate over F 2 , and when p is odd, both (p 2n/ℓ + 1)/2 = 1+ (p n/ℓ − 1)(p n/ℓ + 1)/2 and p 2n/ℓ − p n/ℓ + 1 = 1 + (p n/ℓ − 1)p n/ℓ are congruent to 1 modulo p − 1.
Towers of Quadratic Extensions
In 
The following result shows that if F is as described in Theorem 4.1, then there is always an exponent d as described in the same theorem such that the upper bound on V F,d in the theorem is attained. Note that since there are no nondegenerate exponents over F 2 , F 3 , and F 4 , we need to work with a field having more than four elements to satisfy the hypotheses of Theorem 4.1. 
• d = (q + 2)/3 when √ q (mod 9) ∈ {2, 8}, and
Proof. We prove this result by proving that the above examples satisfy the desired conditions. Proof. The conditions on p and d imply that p ≥ 7 and d ≥ 5. And we may assume that d < p − 1 by replacing it with its remainder upon division by p − 1. We shall use Lemma 2.9 to bound V F,d . Let wt = wt p,1 be the p-ary weight function on Z/(p − 1)Z as defined in (4), and note that for any a ∈ Z/(p − 1)Z, the value of wt(a) is equal to the unique integer in {0, 1, . . . , p − 2} that is congruent to a modulo p − 1. We use the convention that if z ∈ Z, then wt(z) is a shorthand for wt(z), wherez ∈ Z/(p − 1)Z is the reduction modulo p − 1 of z. Now write u = p − 1 and note that u/6 is an integer since p ≡ 1 (mod 6) and u ≥ 6 because p ≥ 7. Write u = da + r with a positive integral quotient a and remainder r ∈ {1, . . . , d − 1}, so then a = (u − r)/d. Then r ≡ −da (mod u), and so wt(a) + wt(−da) = wt(a) + wt(r) = a + r = u − r d + r.
Lemma 2.9 will prove our desired bound (V F,d ≤ 1/3) if we show that
which is equivalent to
, which means that our inequality is satisfied, and equality is not actually possible (we would need d = 5 and u/3 = d + 3, which would force u = 24, that is, p = 25, which is absurd). We cannot have d = (u/3) − 2, since that would make d even, hence not coprime to u. − 1) ). So we assume that d ≥ 5 henceforth. And we may assume that d < p − 1 by replacing it with its remainder upon division by p − 1. We shall use Lemma 2.9 to bound V F,d . Let wt = wt p,1 be the p-ary weight function on Z/(p − 1)Z as defined in (4), and note that for any a ∈ Z/(p − 1)Z, the value of wt(a) is equal to the unique integer in {0, 1, . . . , p − 2} that is congruent to a modulo p − 1. We use the convention that if z ∈ Z, then wt(z) is a shorthand for wt(z), wherez ∈ Z/(p − 1)Z is the reduction modulo p − 1 of z. Now write u = p − 1 and note that (u + 2)/6 is an integer since p ≡ 5 (mod 6) and u ≥ 4 because p ≥ 5. Write u = da + r with a positive integral quotient a and remainder r ∈ {1, . . . , d − 1}, so then a = (u − r)/d. Then r ≡ −da (mod u), and so wt(a) + wt(−da) = wt(a) + wt(r) = a + r = u − r d + r.
3(p−1) . Equality is achieved if and only if one of the following holds:
• d ≡ 3 (mod p − 1), or • d ≡ (2p − 1)/3 (mod p − 1).
Proof. The conditions on
Lemma 2.9 will prove our desired bound (
which is equivalent to If we have (u + 2)/3 ≤ d < u/2, then a = 2 and r = u − 2d, so then wt(a) + wt(r) = 2 + u − 2d ≤ (u + 2)/3 and we could only get equality if d = (u + 2)/3 = (p + 1)/3, but this is impossible, since it would make d even, hence not coprime to u.
We Proof. We can assume that d < p 2 − 1 by replacing d with the remainder one gets when one divides it by p 2 − 1. Then we can write d = 
We shall use Lemma 2.9 to bound V F,d . Let wt = wt p,2 be the p-ary weight function on Z/(p 2 − 1)Z as defined in (4) . We use the convention that if z ∈ Z, then wt(z) is a shorthand for wt(z), wherez ∈ Z/(p 2 − 1)Z is the reduction modulo p 2 − 1 of z.
and so V F,d ≤ 1/2 by Lemma 2.9.
(mod p 2 − 1), and we have shown (in the b = 1 case) that V F,pd ≤ 1/2, so then V F,d ≤ 1/2 by Remark 2.2.
We cannot have b = (p + 1)/2, for then gcd(d,
and so V F,d ≤ 1/2 by Lemma 2.9. We assume that gcd(d, q − 1) = 1 henceforth, and determine V F,d via Lemma 2.9. Let wt = wt p,n be the p-ary weight function on Z/(p n − 1)Z as defined in (4). Suppose a is chosen among the nonzero x ∈ Z/(p n − 1)Z that minimize wt(x) + wt(−dx), and among such x, make sure that a is one with wt(a) minimal. Then we claim that wt(a) ≤ 2 because otherwise there is some nonzero a ′ = a − p j − p k such that wt(a ′ ) = wt(a) − 2, and then note that since p is odd and d − 1 = (q − 1)/2, we have −da ′ = −da + (p j + p k )(q − 1)/2 + p j + p k = −da + p j + p k , so that wt(−da ′ ) ≤ wt(−da) + 2, and so wt(a ′ ) + wt(−da ′ ) ≤ wt(a) + wt(−da).
If wt(a) = 2, say We assume that gcd(d, q − 1) = 1 henceforth, and determine V F,d via Lemma 2.9. Let wt = wt p,n be the p-ary weight function on Z/(p n − 1)Z as defined in (4) . Suppose a is chosen among the nonzero x ∈ Z/(p n − 1)Z that minimize wt(x) + wt(−dx), and among such x, make sure that a is one with wt(a) minimal. Then we claim that wt(a) ≤ 3 because otherwise there is some nonzero a ′ = a − p j − p k − p ℓ such that wt(a ′ ) = wt(a) − 3, and then note that since p ≡ 1 (mod 3) and d − 1 = (q − 1)/3, we have
that wt(−da ′ ) ≤ wt(−da) + 3, and so wt(a ′ ) + wt(−da ′ ) ≤ wt(a) + wt(−da). So wt(a) = 1, 2, or 3.
If wt(a) = 3, say We assume that gcd(d, q − 1) = 1 henceforth, and determine V F,d via Lemma 2.9. Let wt = wt p,n be the p-ary weight function on Z/(p n − 1)Z as defined in (4) . Suppose a is chosen among the nonzero x ∈ Z/(p n − 1)Z that minimize wt(x) + wt(−dx), and among such x, make sure that a is one with wt(a) minimal. Then we claim that wt(a) ≤ 3 because otherwise there is some nonzero a ′ = a − p j − p k − p ℓ such that wt(a ′ ) = wt(a) − 3, and then note that since p ≡ 1 (mod 3) and d − 1 = 2(q − 1)/3, we have
If wt(a) = 3, say Secondly, it is clear that gcd(3, q − 1) = 1 if and only if q ≡ 1 (mod 3), and since q is a power of p (which is not 3), this is true if and only if q ≡ 2 (mod 3).
We assume that gcd(3, q − 1) = 1 henceforth and set d = (2q − 1)/3. Then 3d = 2q − 1 ≡ 1 (mod q − 1), so d is the multiplicative inverse of 3 modulo q − 1. So 3d ≡ 1 (mod p − 1) and since 3 ≡ 1 (mod p − 1), this means that d ≡ 1 (mod p − 1).
Since 3 and d are inverses of each other modulo q − 1, Remark 2.3 tells us that V F,3 = V F,d , so it remains to show that V F,3 = n(p + 1)/3, which we now do using Lemma 2.9. Let wt = wt p,n be the p-ary weight function on Z/(p n − 1)Z as defined in (4) . Suppose a is chosen among the nonzero x ∈ Z/(q −1)Z that minimize wt(x) + wt(−3x), and among such x, make sure that a is one with wt(a) minimal. Write a = a 0 + a 1 p + · · · + a n−1 p n−1 with 0 ≤ a i < p for each i, and at least one a i is nonzero, and at least one a i is not p − 1. If a i ≥ (p+1)/3 for some i, let a ′ = a−p i (p+1)/3, so that wt(a ′ ) = wt(a)−(p+1)/3. Note that −3a ′ = −3a + (p + 1)p i , so that wt(−3a ′ ) ≤ wt(−3a) + 2, and thus wt(a ′ )+ wt(−3a ′ ) ≤ wt(a)+ wt(−3a)− (p + 1)/3+ 2 ≤ wt(a)+ wt(−3a), and since wt(a ′ ) < wt(a), this would contradict our choice of a unless a ′ = 0. And if a ′ = 0, then a = p i (p + 1)/3, so then −3a = −p i (p + 1) = −p i+1 − p i and so wt(a) + wt(−3a) = (p + 1)/3 + n(p − 1) − 2 ≥ n(p − 1), and this would contradict the choice of a since wt(1) + wt(−3) = 1 + n(p − 1) − 3 < n(p − 1).
So we must have a i ≤ (p − 2)/3 for every i, and thus 3a i ≤ p − 2 for every i. So 3a = 3a 0 + 3a 1 p + · · · + 3a n−1 p n−1 has wt(3a) = 3 wt(a), and so wt(a) + wt(−3a) = wt(a) + n(p − 1) − wt(3a) = n(p − 1) − 2 wt(a). And since a i ≤ (p − 2)/3 for every i, we have wt(a) ≤ n(p − 2)/3, and so wt(a) + wt(−3a) ≥ n(p + 1)/3, with equality if we let every a i = (p − 2)/3, that is, let a = (p − 2)(q − 1)/ (3(p − 1) ). So
wt p,n (a) + wt p,n (−3a) = n(p + 1) 3 , and so Lemma 2.9 shows that V F,3 = n(p + 1)/(3(p − 1)). Again consider our universal bound
Open Problems
It is interesting that the proof (in Section 3) does not use Stickelberger's Theorem (which underlies Lemma 2.9). Attempts to prove the universal bound directly with Stickelberger's Theorem lead to an interesting conjecture in elementary number theory that, if true, would provide an alternative proof for the universal bound. To state the conjecture, recall that if t is an integer with t ≥ 2 and n is a positive integer, then we define the standard t-ary expansion of an a ∈ Z/(t n − 1)Z to be the expression
where the powers of t are elements of Z/(t n − 1)Z and a 0 , . . . , a n−1 are elements of Z with 0 ≤ a i < t for every i, and where we insist that a 0 = · · · = a n = 0 when a = 0 (to make the a i 's uniquely defined). If b ∈ Z/(t n − 1)Z has standard t-ary expansion b = b 0 + b 1 t + · · · + b n−1 t n−1 , then we say that b covers a and write a b to indicate that a i ≤ b i for every i. If a b and a = b, we say that b strictly covers a and write a ≺ b.
Conjecture 6.2 (Covering Conjecture). Let t be an integer with t ≥ 2 and let n and d be positive integers such that d modulo t n − 1 is neither zero nor a power of t. Then there exist nonzero a, b ∈ Z/(t n − 1)Z such that a ≺ b and db ≺ da.
To see that this conjecture would provide an alternative proof of our universal bound (Theorem 3.1), let d be a positive integer coprime to p n − 1 and nondegenerate over F . Then Conjecture 6.2 would show that there are nonzero a, b ∈ Z/(p n − 1)Z such that a ≺ b and db ≺ da. Let wt = wt p,n be the p-ary weight function for Z/(p n − 1)Z as defined in (4). Now we shall use Stickelberger's Theorem via Lemma 2.9: since a, −b, and b − a are all nonzero elements of Z/(p n − 1)Z, we will obtain our universal bound . Similarly, we have wt(db) + wt(da − db) + wt(−da) = n(p − 1). Thus α + β + γ = 2n(p − 1) and so at least one of the three summands is less than or equal to (2/3)n(p − 1).
We have considerable evidence for the truth of Conjecture 6.2. To see this, we first provide some observations and partial proofs. The first observation shows that one only needs to check the conjecture for bases t that are not powers of smaller integers. Remark 6.3. If Conjecture 6.2 is true when t = t 1 and n = n 1 , then it is also true when t = t k 1 and n = n 1 /k for any positive divisor k of n 1 . For if x ≺ y when x and y are expressed in standard t 1 -ary expansions, then x ≺ y when they are expressed in standard (t k 1 )-ary expansions. The second observation is that Conjecture 6.2 is trivial when d is not coprime to t n − 1.
Lemma 6.4. Let t, n, and d be positive integers with t ≥ 2 and 1 < gcd(d, t n − 1) < t n − 1. Then there exist nonzero a, b ∈ Z/(t n − 1)Z such that a ≺ b and db ≺ da.
Proof. Let e = (t n − 1)/ gcd(d, t n − 1), so that 1 < e = gcd(e, t n − 1) < t n − 1 and de ≡ 0 (mod t n − 1). Letē ∈ Z/(t n − 1)Z be the reduction of e modulo t n − 1. This e is neither zero nor a power of t modulo t n − 1, so there exists some k such that t k ≺ē. And dt k is a nonzero element of Z/(t n − 1)Z because gcd(dt k , t n − 1) = gcd(d, t n − 1) < t n − 1. Thus dē = 0 ≺ dt k .
There is a useful principle for lifting instances of covering to higher moduli. Proof. Let g be the integer (t n − 1)/(t m − 1) and let A, B be the unique elements of Z/(t n − 1)Z given by A = ga and B = gb. (The fact that a and b are well defined modulo t m − 1 makes ga and gb well defined modulo t n − 1.) Then the t-ary expansion of A in Z/(t n − 1)Z is just the (n/m)-fold repetition of the t-ary expansion of a in Z/(t m − 1)Z, and similarly with B relative to b, dA relative to da, and dB relative to db. So A ≺ B and dB ≺ dA.
When d is invertible modulo t n − 1, the conclusion of Conjecture 6.2 can often be deduced from direct examination of the standard t-ary expansions of d (mod t n − 1) and its multiplicative inverse. Lemma 6.6. Let t be an integer with t ≥ 2 and let n and d be positive integers with with gcd(d, t n − 1) = 1 and d not a power of t modulo t n − 1. Letd ∈ Z/(t n − 1)Z be the reduction of d modulo t n − 1, and letē be the multiplicative inverse ofd. Suppose thatd andē have standard t-ary expansionsd = d 0 + d 1 t + · · · + d n−1 t n−1 andē = e 0 + e 1 t + · · · + e n−1 t n−1 , respectively, and there exist some j, k ∈ Z/nZ with j + k ≡ 0 (mod n) such that d j = 0 and e k = 0. Then t k ≺ē and dē ≺ dt k .
Proof. It is clear that t k ē because e k = 0. And in factē = t k , because then its inverse would be t n−k , but we were given that d is not a power of t modulo t n − 1. So t k ≺ē.
The t-ary digits of dt k are obtained by cyclically shifting those ofd, so that the jth digit ofd (which is nonzero) becomes the 0th digit of dt k . Thus dē = 1 dt k . And 1 = dt k because that would maked = t n−k , and d is not a power of t modulo t n − 1.
These principles allow us to prove that Conjecture 6.2 becomes true if we add d ≡ 1 (mod t − 1) as an hypothesis.
Lemma 6.7. Let t, n, and d be positive integers with t ≥ 2, d ≡ 0 (mod t n − 1), and d ≡ 1 (mod t − 1). Then there exist nonzero a, b ∈ Z/(t n − 1)Z such that a ≺ b and db ≺ da.
Proof. We may assume gcd(d, t n − 1) = 1 because otherwise Lemma 6.4 guarantees our result. Then the hypotheses of Lemma 6.6 are clearly satisfied when n = 1, thus establishing our result in that case. Then the cases with n > 1 can be deduced from the n = 1 case along with Lemma 6.5.
And we also can prove Conjecture 6.2 when n ≤ 4. Lemma 6.8. Let t and n be integers with t ≥ 2 and n ≤ 4, and let d be a positive integer such that d is neither zero nor a power of t modulo t n − 1. Then there exist nonzero a, b ∈ Z/(t n − 1)Z such that a ≺ b and db ≺ da.
