We have developed a model to describe the inhomogeneous broadening of optical spectra in the substitutionally disordered crystals. The comparison with the experimental f -f fluorescence spectra of SrFClxBrl_x:Sm2+ (O~x~ I) allowed to establish, in a very detailed manner, the relationship between the inhomogeneous spectral distribution and the crystal structure around the Sm 2 + impurity.
I. INTRODUCTION
Inhomogeneous broadening (IHB) of spectral lines due to imperfections or disordered structure is a general intrinsic property of solids, which comprises the information about the nature and distribution of the structural irregularities, as well as about the interactions between the optical center and the host. I The relationship between the inhomogeneous spectral distribution (ISD) and the structure of the solid plays also a crucial role in the physical phenomena which were previously essentially hidden by the inhomogeneous spectral "envelope" (excitation energy transfer within an ensemble of centers, correlations between the transition frequencies and other measurable quantities characterizing the optical centers; see, for example, Refs. 2-4, and references therein) and which have become accessible after introduction of tunable lasers and spectrally selective techniques. 5 -8 In rather general terms, IHB can be also viewed as a useful property for the potential technological applications of spectral hole burning technique. 9 In the crystals, the variations in the local environments of the impurity centers are caused by a relatively small number of point defects (below I at. %) or dislocations, which give rise to the inhomogeneous spectral Iinewidths of the order of 0.1-1 cm -I. The theory of IHB in crystals, comprehensively reviewed by Stoneham,l is based on two main assumptions; (i) superposition of pairwise impurity centerdefect interactions; and (ii) independent (uncorrelated) spatial distributions of the defects. The latter assumption is rigorously valid at low defect concentrations (small x or I-x values in the title compound), when the line shape resulting from the (locally neutral) point defects is predicted to be a Lorentzian. The experiment has verified the linear dependence of the linewidth and shift with the defect concentration. lo -12 Theory has been generalized for the correlated distributions of different transitions,I3 for degenerate transitions and correlated strains,14 and for two-dimensional solids. IS Amorphous solids with large IHB of spectral lines (I 00 cm-I and more) represent the other extreme in the given problem. Two approaches have been applied to describe the ·)Permanent address: Institute of Physics, Estonian Academy of Sciences, Riia 142. EE-2400, Estonia.
IHB in these systems. First, essentially the same statistical model, as for dilute defect systems, has been explored under the assumptions that it can be extrapolated to higher defect concentrations, and the so called Gaussian approximation is justified. 16 By using continuous spatial distributions with an impurity (solute) represented by a small sphere, a turnover from the low-concentration limit to the Gaussian line shape was also modeled within this approach.17 The second method, initially proposed for the fluids of rare gas elements,18 and thoroughly elaborated for both liquid and glassy environments,I9 allows us to overcome the assumption about the independent particle distributions by taking into the account the three-particle spatial correlations. The examples of experimentally determined ISD in glassy solids can be found in Refs. 20 and 21. Comparison with the experiment has been most successful for the spectral holes, inhomogeneously broadened under the external pressure. 16, 22, 23 The description of mixed crystals is usually considered as being of intermediate complexity between of the one of the crystals and of the glasses, respectively.24 The title compound represents the simplest subclass in the family of the mixed crystals 25 -the one with binary substitutional disorder and with full range miscibility (Le., O~x~ I). The composition of this type of compounds, and hence, their degree of disorder, can be varied continuously within wide limits, which makes up for their advantage as a model system. The IHB can be studied starting from the low-concentration limit up to maximum disorder at x=0.5.
In order to describe the IHB for the full range of x values, two essential modifications of the theory I seem to be unavoidable. The first point follows from the fact that at a large number of substitutions the major effect to the spectral distribution will be determined by the lattice sites closest to the (Sm) impurity. Obviously, the description of the defectimpurity interactions via long range defect fields or field gradients should be replaced by an appropriate crystal field model for the first coordination sphere(s). The second generalization concerns the proper accounting of different configurations in a binary compound AxB l_x. 24 The assumption (ii), cited above, becomes inadequate because it allows multiple occupancy of the lattice sites. In connection with the first point, it is convenient to separate the near neighbor clus-FIG. 1. Unit cell for the SrFX compound (1) and the projection of a portion of the crystal on an (a,c) plane (2). The labeled atoms on (2) pertain to the same plane (except of X4 in parentheses). The blank atoms are situated in a parallel plain displaced by the distance a12. Cl and Br sites are generally labeled by X; Sm2+ ligands by (Xl, X4) ; and the second type of actual Sm2+ near neighbors by (Yl, Y4). problem. This will allow us to avoid an a priori application of the superposition principle [assumption (i)] for the near neighbor substitutions, and, in addition, to describe the clustering effects around the optical center. Such separation of two crystal regions is, in fact, an extension of the strategy used in the Mott-Littleton method 26 for computing the defect structures in ionic materials. It has been also discussed by Stoneham 1 in connection with the satellite line spectra at low defect concentrations. The basic model with mentioned generalizations was first briefly described in Ref. 27 together with its simplified application to the title compound experimental spectra. This paper presents the results of a comprehensive study, where the parameters for Sm near neighbor substitutions are determined from the experiment. Recently a model, similar to the one we applied to the outer crystal region was published together with the calculations for a cubic crystal structure.2 s The paper is organized as follows. The experimental details are given in Sec. II. The basic model is described and developed to a fully analytical result in Sec. III. Finally Sec. IV applies the model to the SrFClxBrl_x structure, compares its results with the fluorescence spectra of two Sm 2 + I-I transitions e D 1 -7 F 0 and 5 Do-7 F 0) and discusses the results.
II. EXPERIMENT (SAMPLE PREPARATION AND FLUORESCENCE MEASUREMENTS)
The parent compounds, SrFCI and SrFBr, crystallize in the P4/nmm structure (point group D 4h) .2 9 ,30 The tetragonal structure persists for all intermediate compounds (values of x between 0 and 1), whereas the CI and Br ions are located in the double layers (X) between Sr-F-Sr sheets (Fig. 1) .31,32 Sm ions enter substitutionally into Sr positions (C 4v point symmetry in ordered crystals), and have five nearest neighbor heavy halogens (one axial, labeled as Xl in Fig, 1 , and four nonaxial, labeled as X4). Selected crystallographic parameters are given in Table I .
Samples were made by mixing stoichiometric amounts of previously prepared SrFCI and SrFBr, both doped nominally with 0.05% SmF 3 . The ground mixtures were either molten under an Ar atmosphere at llOO °C and slowly Fig. 2 . One obtains a number of subbands which are broadening with increasing disorder, and are shifting towards the low frequency side with increasing x-value. Similar spectra (at x equal to 0.2, 0.5, and 0.8) have been published for BaFClxBrl_x:Sm2+ together with a short interpretation [the sub bands were ascribed to six different compositions of the clusters CI
-
n Bf" (n =0, ... ,5) around Sm ion, but without taking into the account the general shift of the spectra].33
Our final analysis was performed on the spectra measured at 30 K in a He flow cryostat. This temperature was sufficiently low to avoid any measurable contributions from the homogeneous linewidths of the order of 0.0 I cm -1.2 7 As a result, the experimental spectra could be directly compared with the model lSD, even for the crystals with minor mixing. In order to see the gradual change in the spectra and to obtain a reasonable basis for comparison with the model, altogether 0.005, 0.01, 0.02, 0.03, 0.04.0.1,0.2.0.3.0.4,0.5,0.6,0.7,0.8,0.9,0.96,0.97,0.98, 0.99. 0.995, I) were prepared.
III. BASIC MODEL
The ISD of a nondegenerate impurity transition in a binary compound A" B I _ x (which may also be a sublattice of a more complex compound) can be written as a configurational average,
where P~(j) is the realization probability for a certain configuration (j) of the particles A and B around the impurity at the molar ratio x. and Vj + Vx is the transition frequency in this configuration. The latter quantity is divided into two parts, where Vx is a common frequency shift caused by the uniform dilatation in the finite crystal (usually called the Eshclby shift).34 The Vx is assumed to depend only on the molar ratio. For sake of generality we mention that if the actual Eshelby shifts are slightly different for different configurations, then these differences are included into Vj' Following the comments made in the Introduction we will separate the configurations of a small cluster around the impurity center from the surrounding lattice. The full advantage of this separation becomes clear later when we apply the model to the real system. At this stage one more reason can be noticed-the interaction of the impurity center with its nearest neighbors is generally specific-it does include overlap and covalency contributions even for rare earth impurities in ionic crystals. 2 .35 In what follows we will make the difference between the crystal region I (the first, and if applicable. the next nearest neighbors) and crystal region II (the outer lattice).
For region II we suppose that the substitution of B by A at a lattice site k induces the shift Vk of the actual transition frequency, and, that these shifts are additive. We also suppose the additivity of the total spectral shifts from two crystal regions, and, in addition, that the probability factors for the region I do not depend on the actual configuration of the surrounding lattice. Now the overall configuration probability factorizes into two parts, and the transition frequency is given by
Configuration of region II is given by the set of occupation numbers {TJk ; k = 1 , ... , N}, where k accounts for the different lattice sites, and TJk is equal to I or 0, depending on whether there is A or B in the lattice site k, respectively. Label i accounts for the relatively small number of region I configurations.
Under these assumptions formula (1) can be rewritten as
where the last expression gives the ISD due to the interactions with crystal region II.
Further factorization follows if we assume that the distribution of the particles A and B in region II is completely random, P~( {TJd) = II bx{l, TJk)' (6) k If the selections {TJk ; k = 1, ... ,N} are taken from a considerably larger ensemble, then the probabilities that a certain lattice site is occupied by A or B, are given by b x( I , I) = x or
It follows from the assumptions made above for region II that the spectral shifts Vk should be equal for symmetrically located sites. This allows, in principle, to reduce the number of products in Eq. (6) by using the joint occupation probability function for each subgroup of equivalent sites. This function is given by the binomial law, (7) where m is the number of equivalent sites (for example, m =4 for nonaxial sites in C 4v symmetry), and n is the actual number of particles A in the subgroup. This approach will be advantageous in the numerical calculations (Secs. IV Band IV C). We will proceed here with the general case with each site treated separately.
Formula (5) can be further simplified by writing the 8-function in its spectral representation,
Here the sum over the configurations is written in a simplified form and the exponent of i r~ Vk TJk has been transformed into a product. After performing the summation one obtains
At this point we note that at x ~ I the characteristic function F) 7) can be reduced to a form familiar from Ref. 1,
Here dp(r) is the probability to find a defect in the vicinity of point r in continuous medium and v(r) can be related to the long range field of a lattice defect. The Fourier transform (9) can be performed analytically by using the cumulant expansion of the function Fx(r). The result can be interpreted as a special case of a general result in the statistical analysis (see, for example Ref. 36) , which allows us to correct the probability distribution through the cumulants of the random variables. Corresponding formula have been derived for the generating function (11) in Ref. 37 . We will give below the explicit results for the arbitrary values of x.
The general formula for the cumulant expansion is
The cumulant coefficients K/X) may be calculated directly from the definition,
by using Eq. (10) . The final result is
The expressions for the numerical coefficients a ji are given in the Appendix. Formula (12) can be further rewritten as j=3
which becomes
after expanding each exponent under the infinite product into the Taylor series and by multiplying all these series. 
In conclusion, we have reached to a fully analytical expressions for the lSD, Eqs. (4) and (I8). In the simplest case, the coefficients P~(i) in formula (4) are given by the binomial distributions of the type (7), but in general they depend on the chemical potentials <I>(i) of different near neighbor
The series in formula (18) is, in fact, semiconvergent and is thereby given in a truncated form. It becomes totally divergent for the small x-values (or for the x-values close to unity), but gives reasonable approximation at the x-values which are of primary interest in the present work (see Sec. IV B).
IV. RESULTS AND DISCUSSION

A. Effect of near neighbors: Satellite line structures from region I
The spectral shifts due to substitutions in the nearest neighbor sites can be calculated, in principle, by ab initio methods or, perhaps, with the help of the crystal field superposition mode1. 35 In the situation of a solid solution with a full range solubility there is, however, a possibility to determine these shifts from the experiment by analyzing the spectra at a small number of substitutions. At x<0.05 and x>0.95 the IHB due to the outer crystal region is small and the satellite line structure due to near neighbor substitutions is clearly resolved. Satellite lines have been a frequent subject of studies, although their assignment to precise atomic configurations around the optical center has been less common (for a recent example, see Ref. 39) . The main aim of this section will be the identification of all of the resolved satellite lines emerging from Cl+-... Br substitutions, in order to have an empirical set of parameters for the crystal region I.
With this purpose we analyzed the spectra of 12 compounds at x<O.1 and x>0.9. An example for x= 1% is given in Fig. 3 There are 12 different configurations in the X-cluster (4· X4+ X I). which are schematically shown in the last column of Table II (the symbols are the same as used in Fig. 3 ). In what follows. the configurations will be numbered according to this table. The satellite lines, corresponding to different configurations can be identified, first of all, by analyzing the concentration dependence of the line intensities (which gives the composition of the cluster, n =0, ... , 5),  and by comparing the relative intensities of the lines corresponding to the same composition. If the occurrence of different configurations is completely random, then the intensities of the lines are governed by the formula,
The numbers of Cl ions in the X-cluster n(i) and the combinatorial weights m(i) are given in Table II .
In order to illustrate the identification of all the satellite lines, the spectra in Fig. 4 are shifted from their original position in the frequency scale. First, the maxima of the main lines are shifted to the same frequency within one subset (x=O.OI, 0.03, 0.1 for the upper subset; x=0.96, 0.97, 0.99 for the lower subset), and second, the lower subset is shifted so that the maxima of the satellite lines, resolved and identified in both subsets, do coincide. The spectral shifts introduced in this way follow approximately a linear dependence and B~ -+Br 4 Cl[1I(2)-lI(l)=7 cm-I ]; for Xl the corresponding shifts are essentially different; 1I(l2)-v(6)=16.9 cm-I and 1I (7)
For n = 2 (or 3) and m =4 two lines with identical intensity dependence are predicted. In this case the shift due to the axial (X 1) substitution was assumed to be bigger, as it was established for n = 1 and n =4 lines. Only for this assignment a regular behavior could be established for the frequencies v( i). This regularity is characterized, first of all, by the additive spectral shifts for X4 sites. This can be directly seen from Table I ). Note that the corresponding change is much smaller for r(Sr-X4), and, that the values of r in Table I The preliminary assignment of the first neighbor satellite lines can be summarized as follows: each configuration has probably a well defined frequency over the whole range of x; for non axial ligands the frequencies follow closely the superposition principle; the deviation from the superposition principle for an axial ligand is continuous with x and can be associated with the change in the crystal structure.
The satellite lines appearing on the opposite side of the main line are ascribed to the substitutions in next nearest neighbor positions (YI and Y4). For higher concentrations these lines are not clearly resolved, but are still visible as shoulders. Similar shoulders are visible at the first neighbor satellites (see lines No. 2,5,6,11 in Fig. 4 ), indicating that, at least approximately, additivity holds for the frequencies of X and Y substitutions. The intensities of the lines Y I and Y 4 in Fig. 3 are again in the ratio close to I :4. Hence, the smaller line can be assigned to the substitution in the next closest axial site (Yl in Fig. 1 ). The assignment of the nonaxial site (Y 4) is not final at the present stage and will be discussed in Sec. IV. The values of the spectral shifts, measured from the position of the main line, are as follows: -1.2 (Y4) and -2.2 (Y1) cm-I at x=O, and -2.7 (Y4) and -4.0 (Yl) cm-I at x=l. At the lowest concentrations (x<O.Ol and x>0.99) some additional weak lines, probably induced by chemical impurities or internal defects, were observed. All these lines were shown not to originate from Cl+-+Br substitutions by investigating the x-dependence of the spectra. In the worst case such a line was situated at the same frequency as the "true" satellite. For example, the intensities of the Y 1 and Y 4 lines were not in the 1:4 ratio for x>98% samples, and only comparison of the samples with different concentrations clarified the situation (there was a weak "false" line at the Yl position, present even in nominally pure SrFCl). The presence of foreign impurities was not, however, a major problem, and the purity of the starting materials was estimated to be better than 0.2%.
5 D I -7 F 0 transition spectra were analyzed in a similar manner. One-to-one correspondence with 5 Do-7 F 0 satellite lines was observed, but, all the spectral shifts v( i) were somewhat (5%-10%) bigger. The parameters for the 5 D I -7 F 0 transition wiII be given after the final fit of mixed crystal spectra in Sec. IV C.
B. Influence of the outer lattice (region II)
The information about the static interactions between the impurity and the outer crystal region remains hidden in the line shape, even at a low number of substitutions.
In order to evaluate the line shape on the basis of the results of Sec. II, one has to calculate the spectral shifts Vk induced by the substitutions at all the lattice sites of region II. For distant substitutions these shifts can be calculated if the spatial dependence of the point defect induced strain, and, the strain coupling constants for a given transition, are known. Unfortunately, the long range strain cannot be given by an explicit analytical formula for a tetragonal crysta1. 34 In order to analyze the applicability of Eq. (18) and to obtain some qualitative information about the line shape one may use the expressions for the continuous medium. I As a crude approximation we will use the formula vk=~(Vel/ri)(1-3 cos 2 e k ), (20) where ~ is the coupling strength and Vel the elementary cell volume.
The lattice product (10) (9) with the moments directly calculated from the cumulant coefficients (14). We will give below the explicit expressions for the average frequency, variance, scewness, and excess coefficients of the distribution Gx(l'),
On the other hand, the spectra were calculated with formula (18). The results, obtained within different approaches, are compared in Fig. 5 . One obtains that the spectrum is closely Gaussian at x =0.5. For a realistic distribution of the frequency shifts Ilk the first order corrections to the Gaussian in formula (18) are coming from the 3rd and 4th order cumulants (more precisely, from the dimensionless parameters 1' 1 and 1'2)' The x-dependence of 1'1 and 1'2 is shown in Fig.  6 . For x=O.5 the 1'1 [as well as all other odd cumulants, see formula (15)] vanish and the spectrum is symmetric. There is always some negative excess factor at x =0.5 but, as one can see from Fig. 5 , this has a negligible effect on the spectrum when near neighbor sites had been excluded.
In the range of 0.2:'Sx:'S0.8 (range A in Fig. 6 ) the deviations from the Gaussian curve are still relatively small and can be neglected in the first approximation. If the x-region is extended to A + B, the inclusion of only the 3rd and 4th cumulants [i.e., only K3 and K4 are nonzero in formula (A2)] will provide sufficient accuracy. This region can be approximately given by the inequality 11'1112+11'21<0.2. FinaIly, formula (18) is still applicable in the range C in Fig. 6 but in this case up to 30 higher order cumulants should be included. At smaller (or bigger) x-values the series becomes divergent; in other words, the cumulant expansion becomes unusable.
The rules sketched above for the applicability of the formula (18) should be quite general, provided that the closest sites to the impurity (with spectral shifts bigger than = I cm -1) are incorporated into the crystal region I. The convergency at the edges of region C is, indeed, somewhat dependent on the exact borderline between two crystal regions and should be checked in each particular case. We also note that the change in the coupling strength g does not alter the shape of the line; g acts as a scaling factor determining the central position Vx and the variance ~. By changing the sign of g the spectrum will be reflected with respect to point v=O. In the model calculations we used the negative value of g, as in this case the asymmetry coincided with that observed in the experimental spectra (see the main line in Fig. 3 ).
Similar calculations basing on the direct Fourier transform of the lattice product (10) or its cumulant expansion (12) have been made by Orth et al. for a simple cubic lattice?8 Although all near neighbor sites were included at x=0.5, the calculated spectrum was not so different from a Gaussian. In a cubic (or hexagonal) crystal there are less inequivalent sites around the substitutional impurity, and, if the superposition principle applies, a more uniform distribution of the first neighbor lines is expected, indeed. It was also shown that a sufficient correction to the Gaussian distribution could be obtained by using the direct Fourier transform of the cumulant series truncated at K4' This is, in essence, equivalent to the application of the formula (18) with only K3 and K4 included.
The analysis given above determines also quantitative limits for the so-called Gaussian approximation. The result that the ISD induced by point defects tends to a Gaussian if the defects are excluded from an increasing volume around the impurity has been derived in continuum approximation in Ref. 40 . Within the present formalism, the same result will be obtained when the spectral shifts vk--+O, and the number of sites N --+00. This can be interpreted as a special case of the central limit theorem, indeed. The calculation scheme, where enough sites around the optical center are treated exactly so that the residual line shape G xCv) is approximately Gaussian, was also suggested in Ref. 28 . In order to describe the overall ISD within this approach the influence of only a limited number of near neighbors should be known exactly. This scheme is clearly advantageous if the long range fields cannot be treated explicitly but enough information about the near neighbor sites can be obtained from the satellite lines and/or atomistic simulations. In our example the satellite lines provided enough data for using the Gaussian G x( v) at the x-values between 0.2 and 0.8 but additional corrections were needed for the outer x-range.
c. Fitting the mixed crystal spectra
Having now the two crystal regions concretely determined, and armed with the empirical spectral shifts for the near neighbor substitutions, the final formula for fitting the Sm2+:SrFClxBrl_x spectra can be written as a sum over region I configurations, 12 4 IAv)= 2: 2: 2:
where the product of the first four factors under the sum equals to P~ in Eq. (4). Label i accounts for the first neighbor configurations (see Table II 
The additional weights wU) measure the deviations of the first neighbor line intensities from the binomial law. When comparing the results of this model to the experimental spectra, one has to take into account that these deviations may also be caused by the parameters relating the ISD to the emission or absorption spectrum (absorption strengths, fluorescence yields of different clusters).
As not all the satellite lines emerging from Y I and Y 4 substitutions could be resolved, we will use for the corresponding frequency shifts a similar additivity hypothesis as for the outer crystal region. The frequencies for the region I configurations are then given by
where v(SrFBr) is the transition frequency in pure SrFBr compound. VYl and VY4 are the frequency shifts for a single substitution in Y I or Y 4 site, respectively. The latter quantities were determined to be different at x =0 and x = 1, and hence, one should introduce an interpolation for the intermediate values. The simplest ad hoc assumption is the linear dependence of these parameters with x,
vytCx) = VYI(O)+X[VYI(1)-VYI(O)], (1= 1,4). (25)
The quantity A Vo is equal to the frequency change of region I configurations when the host composition is changed from SrFBr to SrFCl. It is defined by the relation (26) which states that the frequencies of region I configurations change linearly with the x-value. For ii x the linear dependence can be seen from Eq.
(21). The average Eshelby shift
Vx should also change linearly with mole fraction, as long as the strain coupling is linear and the lattice parameters change linearly with x. The x-ray investigations confirm the latter assumption for the title compound?I,32 High-pressure experiments on SrFCI:Sm 2 + have also shown that the frequencies of f -f transitions are changing proportionally to the lattice parameters 41 (at least up to the changes which correspond to the differences between SrFCI and SrFBr lattices).
In Fig. 7 the spectral shifts given by formulas (24) and (25) In order to complete the description of the model we will list all the parameters which have to be used in fitting the experimental spectra, The values of spectral parameters in formulas (24) and (25) 
We used here the definition Vy(x) =4vY4(x) + vYl(x) for the total spectral shift of Y-cluster, and the conventions v(l)=O, v,(I2,1,4)=v(SrFCl). Relation (27) can be seen in graphical form in Fig, 7 , The parameters to be adjusted are the weights wei) (i = 1,.,.,12) and those determining the function Gx(v) [this is actually the coupling strength g in formula (20)], In fact, only nine independent weight parameters were used as the values of wU) were set equal for the lines with similar concentration dependence, and which could not be resolved in the spectra at 0,}<x<0.9: w(2) =w (7), w(3)=w(4), and w (9)=w (10) .
At the beginning we tried to fit the spectra by putting all wU) = I, but it was immediately clear that the subband intensities start to deviate from the distribution given by p x( i). It is important to note here, that in spite of the relatively big number of the weight parameters, it was possible to determine them uniquely for the most cases because of the existence of the clearly resolved subbands in the spectra, This is particularly true for x<O.4 and x>O,g, Some barely resolved maxima can also be seen for the central x-values between 0.4 and 0,8. Fitting was performed step by step, starting with the spectra at x=0.9 (or x=O, 1) and moving to the smaller (bigger) x-values, After each step the adjustable parameters were extrapolated to the next x-value, and then, were adjusted for best fit by comparing visually the experimental and model spectra,
In a second stage the starting parameters v(i) were also slightly adjusted for better coincidence with the maxima in the experimental spectra, In these cases where the maxima were not clearly resolved (x =0.5,0,6,0,7), the differences v(i) -v(I) were held constant and only the common shift for all the frequencies was adjusted, Figure 8 presents the results for 0, 1 ~x~0,9, Two sets of model spectra are shown, Those weighted by wei) are practically indistinguishable from the experimental curves (except for a slight discrepancy at the strongest line for x =0,9), For the simplified application of the model [we i) = 1 for all i] clear deviations can be seen, even for the spectra with well resolved subbands, We note that the simplified model spectra shown in Fig, g are calculated with the final frequency values (Table III) and that the discrepancies were even bigger if the initial values from Table II Vy(x) +a VO].
(28)
The intensities of the lines are given by w( i) . P x( i). The x-dependencies of the X-cluster average frequencies iix (1) and v x (12) were shown also in Fig. 7 (by the solid lines between the dashed ones).
The final result for x=0.5 is shown separately in Fig. 9 . The line spectrum in the upper part of the figure is similar to the ones given in Fig. 8 . The line structure in the lower part is due to the bigger (X + Y) cluster and is given by Eq. (22) when one replaces Gx(v) by a 8-function.
The weights wei), as determined by the fit, are shown in Fig. 10 (5)+w (8)pX<8), from which the values ofw(5) and w(8) cannot be determined uniquely. Thereby we used here the additional restriction that the dependence of w(5) and w(8) on the x-value should be as smooth as possible. The same rule was applied to the lines No.6 and No. 9/10 which also do form a single subband.
We see from Figs. 8 and 10 that a quantitatively perfect fit was only possible if the weights wei) were allowed not only to depart from unity but were also allowed to depend on the x-value. This dependence is generally smooth and monotonic, except for the x-values between 0.6 and 0.8. By investigating samples from different batches grown with this range of x-values, we observed slight spectral variations for samples with nominally the same compositIOn. The phase diagram of SrFClxBrl_x system is unsymmetrical with respect to the x =0.5 point, the minimum melting temperature occurring at x=O.3Y Correspondingly, the equilibrium has the widest x-splitting between the solidus and the liquidus lines on the other side of the central x value, approximately at x=0.7. One may conclude that 0.6<x<0.8 is exactly the region where the largest compositional variations may be expected. From the differences in the spectra we estimated these variations to be smaller than 5%.
The physical meaning of the weight factors remains somewhat unclear at the present stage. One interpretation is obviously, that some of the Sm-ligand configurations are thermodynamically more favorable. Yet, not very large differences may be expected, because the lattice distortions around the Sm2+ ion are small, and because the compositional stability of the crystals is generally good. The other factor to be considered is that the nonradiative relaxation rates 42 may be somewhat sensitive to the local structure as well as to the mean x-value (through the nonlocal interactions). Additional studies of the lifetimes, pressure, and temperature dependencies are probably useful for making the distinction between these mechanisms.
As it was mentioned above, the presence of clearly resolved subbands in the spectra allowed us also to adjust the frequencies v(i). With this we relaxed the model constrain that the values of v(i) are exactly constant over the whole range of x. The results for v( i) are presented in Fig. 11 . We also tried to locate more precisely the weaker lines No.4 and No. 10. This was possible only at the edges of the x-scale; for the central x-values the differences v(4)-v (3) and v(lO) -v(9) were held constant. In Table III we presented the quantities (v(i) -v(l), which are the averages over all values shown in Fig. 11 . By subtracting the value of v(l), one cancels the possible error in spectrometer repeatability or the deviation because of the compositional variations. To illustrate the latter effect, we used for x=0.6 the spectra of the sample where the actual composition can be predicted to be x=0.63.
Regarding the broadening by the outer crystal region, the spectra could be fitted with a constant value of the coupling parameter g=-5.9±O.6 cm-I . During the fitting procedure, in fact, we tried to adjust g for each value of x; the resulting values of the variance (which is uniquely determined by g and characterizes the subband width) are shown in Fig. 12 .
We see that the theoretical dependence, ax
[see formula (21)], which is a direct consequence of the superposition principle, is nicely followed.
Although the model is rigorously valid only for the transitions between non degenerate states, it appeared to describe well the 5 D I (E) -7 F o(A I) transition spectra because of the relatively small splitting between the 5 D I (E)-states. The latter spectra were in a good one-to-one correspondence with the 5 Do(A I) -7 F o(A I) transition spectra. The fitting could be done exactly in the same manner and all the remarks made above on the behavior of the weights and spectral parameters apply. The final values of the parameters are given in Table III . We note that the nearby 5 D I (A 2) -7 F o(A I) transition was neglected in the fitting procedure because it contributed less than 1 % to the total area under the curve. 
D. Discussion
By working out the model in detail in Secs. IV A-IV C we achieved finally a rather precise description of the mixed crystal spectra. At the same time, a set of well defined parameters was determined for the Sm2+ :SrFClxBrl_x system. The crucial factor for the successful application of the model was the separation, from the very beginning, of the nearest neighbor crystal sites, and the use of different approaches for the two crystal regions. In the simplest form the final model contained a single parameter W which had to be adjusted by comparison with the experimental spectra. As we see from Fig. 8 this basically allowed us to predict the position of the spectrum in the frequency scale (and its width) but failed to reproduce accurately the line shapes. After inclusion of the weight parameters and slight adjustment of region I frequencies the line shapes could be described very precisely. The accuracy of the data determined at the final fitting with numerous parameters, depends, in tum, on the rightness of the underlying model assumptions. In particular, the assumption postulated by formula (25) will need verifying arguments.
On the other side, the quasifree treatment of the frequencies vCi) in the previous section allows us to check the validity of the model assumptions summarized schematically in Fig. 7 . Note that the scheme in Fig. 7 can be compared to the one given for Nd3+ in LaClxBr3_x in Ref. 43 , where the difference between the transition frequencies in LaCl 3 and LaBr3 was described as a sum of "ionicity shift" and "volume shift." The first one corresponds to v(l2) in our notation, and the second one to the average (Avo+Avl)l2. The term "ionicity shift" keeps only a qualitative meaning (for a general discussion on this matter, see Ref. 44 ) because of the lack of exact additivity for Xl-sites and because of the relatively strong influence from the second nearest neighbors.
Let us tum to the matter of the "volume shifts" (spectral shifts of nonlocal origin). Provided that these shifts are equal for all configurations one should observe 12 strictly vertical lines in Fig. 11 . We see that this is quite the case--the deviations from the vertical line are smaller than 2 cm -I which makes about 5% from the average shift (Avo+Avl)/2. One may conclude that the local strain sensitivities do not differ by more than 5% for different X-clusters. Recalling now that the corresponding difference for the Y-clusters is equal to AVI-Avo=8 cm-I , we find, perhaps surprisingly, that the changes in the more remote Y-cluster have somewhat bigger influence on the strain sensitivity.
However, one should make clear at this point that the last conclusion is directly related to the assumption made with Eq. (25); the Vy depend on x-value (but not on the composition of X-cluster). In order to check the accuracy of this assumption, we tried to fit the spectra also under the opposite assumption, i.e., the Vy depend only on the composition of X-cluster (and not on x-value). More exactly, we supposed that the shifts Vy are increasing proportionally to the number of Cl ions in the X-cluster [with the values of Vy(O) and Vy(l) in Table II linked to i = I and i = 12, respectively J. The results of the fit, analogous to the ones given in Fig. 11 , are shown in Fig. 13 . One can conclude from Fig. 13 that the average "volume shifts" are decreasing from i = 12
to i = 1. This is in accordance with our alternate postulate. What is no longer in accordance with the model is the nonlinearity of the "volume shifts" [see comments following formulas (26) and (32)]. In addition, the spectra could not be fitted with a constant value of g but we had to choose smaller g for the clusters with bigger vy-values (which seems to be artificial as Vy is related to crystal region I and g to region II). As a conclusion, we see that formula (25) provides a more reasonable interpretation of the data. A further conclusion one can draw from the insensitivity of the vy-shifts on the composition of the X-cluster is that the Y-and X-sites are probably not in direct contact. For that reason we are eager to identify the Y 4-sites as shown in Fig. 1 .
As it follows from Eq. (26), the "volume shift" arises from two components, v x and v x' The Eshelby shift can be estimated as follows. By assuming that the strength of the image forces at the surface 45 builds up linearly with the number of substitutions in a solid solution,34 one may write
The Ll vp is the frequency shift induced by such hydrostatic pressure which changes the elementary cell volume by the value equal to Ll V between SrFCI and SrFBr. The volume change because of image forces at the surface, Ll VI' is a fraction of the total volume change which occurs when the composition changes from x =0 to x = 1. The corresponding ratio can be estimated by using the result of the continuum elasticity theory, 34
where P is Poisson's ratio. By assuming the average value of P to be around 0.2, the ratio (30) will be close to 0.5. Consequently, the total Eshelby shift VI is about half of the spectral shift measured at such a hydrostatic pressure which produces a fractional volume change equal to (Ll V/VkIBr' From the high-pressure data of SrFCI:Sm2+ (Ref. Within the same approximation (isotropic continuum), the coupling strength in formula (20) can be shown to be proportional to (Ll V/V)CIBf' and consequently, the spectral shift Vx to be proportional to the volume change. However, for v x the relation is not as direct as for v x and is more sensitive to the actual structure of the crystal. In order to estimate the coupling constant g one needs, in addition, the spectral responses of the given transition with respect to individual components of the strain tensor. Whereas the latter estimate is difficult to make at the present stage, one can obtain an independent experimental value of g by using the inhomogeneous line widths f ih measured at small x (or 1 -x) values. For the spatial dependence given by expression (20) the following relation holds: f ih = 1O.11g\x .46 From the values of the half-widths shown in Fig. 12 one can obtain the derivative Idf mldxl=40 cm-I (both for x--+O and x--+ 1), which leads to 19\=4 cm-I . The difference with the previously determined value (Ig\ =5.9 cm -I) is rather reasonable if we consider the crude character of Eq. (20). Regarding the sign of g, we note that the proposed negative value gives the right sign for both, the asymmetry ('YI>O at x<0.5) and the frequency shift vx(>O). The latter quantity should be positive, indeed, in order to cover the difference between the experimental volume shift and the estimated Eshelby shift [see formula (26) ].
Let us tum now to the spectral shifts of local origin. In tions of the number of CI ions in X4 positions. We see that the superposition principle is rather precisely fulfilled for X4-sites; by adding one Cl to an X4-site the frequency increases by 6.3 cm-I (Xl=Br) or by 8.5 cm-I (Xl=CI). On the upper part of the figure not the total cluster frequency but the shift resulting from a single Cl-+Br substitution in Xl position is shown. In this case the elementary shifts are not equal but depend on n(X4). The shift is about two times bigger for n(X4)=0 (all Br in X4 positions) than for n(X4)=4 (all Cl in X4 positions), and increases approximately linearly between these extremes. All the linear approximations shown in Fig. 14 can be given by the equation
where fl(X!) and II (X4) are the numbers ofCI ions in Xl and X4 positions, respectively, and the values of spectral parameters (vX4' VXI' aVX4XI) are given in Table III . Consequently, the description of the frequencies of 12 different configurations can be reduced, in a good approximation, to three parameters. One may expect this type of reduction to occur, keeping in mind the successful application of the crystal field superposition model (CFSM) to the lanthanide crystal field spectra. 35 In the frame of CFSM the third term in Eq. (31) is to be related to the distortions in the cluster geometry at the substitution. The presence of the cross-term may also reflect the fact that the problem cannot be totally reduced to pairwise interactions. Note that formula (31) is a direct representation of the experimental data. This implies that the method used in the present work may be helpful for testing the CFSM postulates.
The ions in the Y-sites are not in contact with Sm and hence their influence may be thought to be essentially Coulombic. We estimate here only the first order contribution which can be effectively described as a coupling between all(Sm 2 +) (difference between the ground state and excited state dipole moments of Sm 2 +) and all(CllBr) (effective dipole moment induced by substituting Cl-+Br). The spatial dependence of this dipolar contribution is given by Eq. (20). Direct calculation shows that the ratio VytfVY4 should be equal to 15 (actually is equal to 1.6), and the values of Vy at x =0 and x = 1 should differ by 4%-8% (the values at x = 1 are actually two times bigger). The large discrepancy between the calculated and experimental ratios shows that the influence of the Y-sites should be essentiaIly mediated by the F-ligands. The relatively strong dependence of the shifts Vy on the x-value can be associated with the detailed balance of the contributions from different types of ligands in the present compounds (which, in particular, makes the crystal field parameters sensitive with respect to X4-Sm angle).47,48
A direct electrostatic contribution should, in fact, be considered also for the crystal region II. Although the comparative calculations for Y-sites seem to agree with an interpretation where the strain coupling is dominating, an independent estimate would be useful for Coulombic interactions. For the remote sites only the dipolar term is of importance, whereas the coupling constant in formula (20) can be given through the coefficient of the linear pseudo-Stark effect aVE:g = ±iall(CllBr)i . aVE/2V el • Note that the sign of g will be opposite for the "lower" and "upper" layer in the double layer of ClIBr ions. The induced dipole moment can be estimated as foIlows. If we assume the change in the position of the point charge to be between a r!2 and a r (a r =0.15 A is the difference in the ionic radii of Cl-and Br-), then the corresponding dipole strength values are between 0.36 and 0.72 D. The other contribution, arising from the change in the ionic polarization, can be estimated to be 0.5 D on the basis of BaFCI and BaFBr data. 49 Taking into the account that the two mentioned dipoles are of opposite direction, one can write for the resulting value, iall(CIlBr)i ~ 0.2 D. By using the Stark-coefficients of Sm 2 +:BaFCI (avE=0.07 MHzN cm-I ) (Ref. 50) one finally obtains iel~0.6 cm-I .
The effect of the deviations from the superposition principle may also be considered for crystal region II. The first order generalization of formula (3) has similar structure as Eq. (31) and is given by Vj=V; +L Vk1lk+L aVik1lk+L 'aVkk'1lk1lk' (32) 
The third term in Eq. (32) takes into the account the fact that the coupling to region II may be slightly different for different near neighbor clusters. This generalization can be simply included into the model; the result will be that each region I configuration will have its own residual line shape G~(v-iJ,,).
The last term in Eq. (32) may be interpreted as resulting from pairwise interactions between the substitutions. The main contribution to this term may be thought to arise from the nearest sites to the given substitution (i.e., k' runs over a smaIl number of sites around k). For example, if we consider the substitution in site k to be the source of the strain field, then the strength of the elastic field can be evaluated through the force constants of pairwise interactions with nearest neighbors.
51 These strengths will be generally different for different neighbors which results in the variations of the frequency shift associated with site k.
One result arising from the last term in Eq. (32) can be seen relatively easily; the average frequency jjx will be a nonlinear function of x (an x 2 term wiIl appear). Note that this nonlinearity should be common for all the configurations of crystal region I and cannot explain the behavior we found when testing an alternate dependence to the one given by formula (25) (see Fig. 13 ). The absence of significant nonlinearity in the volume shifts may serve as a supporting argument for the use of the linear approximation (3) with a fixed set of parameters Vk' The relatively small effect of the second order terms in Eq. (32) is also in accordance with the estimate we obtained for the strain magnitude €; by using the value of the fractional volume change (a V/V)C1Br=0.097 and formulas of continuum elasticity theory34 we estimated €<2X 10-3 , which is five times smaIler than the commonly used limiting value for the linear elasticity.
Finally, we would like to point out that during the course we foIl owed in clarifying the formation of inhomogeneous broadening, it became evident, in parallel, that the mixed crystal spectra can provide rich information for a detailed crystal field analysis (Table III) . Figure 15 gives an additional illustration to this point. Here the model is applied to a satellite line spectrum. One can see that a rather fine spectral selection of numerous clusters is possible. Close inspection -clusters (i=5,6,1l,12) . By improving the purity of the samples and the dynamic range of the measurement one may probably have even a more detailed description of the rareearth-near-neighbor clusters. In order to check further the generality of the model and the accuracy of the interpretation, it will be also useful to have experimental data for the related compounds. Work on closely analogous Sm2+:BaFClxBrl_x and on the compounds with cationic disorder (like Sm2+:SryBal_yFC1) will be completed in near future. Another interesting test of the model assumptions could be a study of the correlation between the distributions of two different transitions. 52
V. CONCLUSIONS
We developed a model to describe the inhomogeneous broadening of optical spectra in the substitutionally disordered crystals, which is compared to the experimental I-I fluorescence spectra of Sm 2 + impurity in SrFClxBrl_x' The model, in its final form, was applied in a semiempirical way so that its basic parameters were determined from the experiment. The success of such an approach is based on two features; (i) the initial parameters for the near neighbors can be found from the satellite line spectra; (ii) the line shape due to the interactions with the outer lattice is relatively insensitive to the exact form of these interactions in the range ofO.l<x<O.9.
We believe that the approach used in the present work is generally applicable to the compounds with substitutional disorder, especially to those having the full range miscibility. It allows not only to understand the formation of IHB and to relate the structural variations to the spectra, but also provides a sensitive tool for probing the impurity-ligand interactions (through the possibility to compare different ligand clusters eventually in the same solid).
