We consider a direct search approach for solving nonsmooth minimization problems where the objective function is locally Lipschitz continuous and piecewise continuously differentiable on a finite family of polyhedra. A generating set search method is proposed, which is named structured because the structure of the set of nondifferentiability near the current iterate is exploited to define the search directions at each iteration. Some numerical results are presented to validate the approach.
Introduction
We propose a generating set search (GSS) method for solving the piecewise smooth optimization problem min
where Ω ⊆ R n is the union of a finite family of polyhedra, f : R n → R is continuous on Ω and continuously differentiable on each polyhedron. Well known cases of (1) are obtained when solving overdetermined linear systems in ℓ 1 or ℓ ∞ sense, as it occurs in a variety of applications from statistical shape analysis, financial mathematics and multivariate data analysis (see e.g. [7] , [12] , [16] ), where f (x) = A T x − b 1 or f (x) = A T x − b ∞ , with A ∈ R n×m and b ∈ R m . These problems are in fact piecewise linear and can be solved by linear programming techniques. In other cases however, reformulations as linear programs are impossible because of nonlinear terms in the objective function, as e.g. when f has the form φ(x) + µ A T x − b 1 or φ(x) + µ A T x − b ∞ , with µ > 0 and φ smooth. Problems of this kind arise in many application fields and have received a great renewed interest in the last years, for example by researchers involved in signal and image restoration (see e.g. [13] , [23] , [24] and the references therein quoted). Finally, it is worth to mention that problems in the class (1) arise as subproblems in the context of methods for general nonlinear programming (see e.g. [14] , [3] ).
In previous papers we have shown that direct search methods represent a direct and somehow natural approach to cope with nonsmoothness induced by the 1-norm. In particular, suitable implementations of generalized pattern search (GPS) methods can be successfully used to solve the ℓ 1 -approximation problem [4] , as well as more general problems where f smoothly depends on the term |A T x − b| (the absolute value is to be intended component-wise) [5] .
Here we consider the whole class of continuous objective functions whose nondifferentiability set exhibits a piecewise linear structure, so that we can also handle, for example, nonsmoothness coming from the maximum of affine functions. Moreover we switch to GSS methods. This class of direct search methods, which includes GPS methods as a particular case, has been recently defined by Kolda, Lewis and Torczon [17] for smooth constrained and unconstrained minimization problems. We extend GSS methods to the piecewise smooth problem (1) .
Starting from an initial guess x 0 and an initial value ∆ 0 of the step-length control parameter, a GSS method generates a sequence of iterates {x k } such that f (x k+1 ) ≤ f (x k ). Each iteration requires the evaluation of the objective function at a finite number of trial points, in order to find a new point ξ with a value of f lower than f (x k ). The trial points are taken in the set
where Γ k is named the core set of search directions, and L k is an optional, possibly empty, set of directions, usually tailored to the particular application in such a way to obtain specific efficient algorithms. Simple as well as sufficient decrease can be required at each iteration in order to obtain convergent GSS methods [17] . Simple decrease is typical of GPS methods, where Global convergence to stationary points is obtained through quite strong algebraic conditions, both on the search directions and on the steplength parameter ∆ k , which ensure that all the trial points lie on an integer pattern. Sufficient decrease is a well known tool to globalize GSS methods [21] , while allowing more freedom in the definition of the trial points. As discussed in [17] , [19] , this greater flexibility can be particularly exploited in constrained problems.
In this paper we concentrate on the classical sufficient decrease condition
is a nonnegative, continuous and increasing function such that
can be found in P k , then the iteration is successful, the trial point ξ is accepted as the new iterate x k+1 and the step-length is updated so that ∆ k+1 ≥ ∆ k ; otherwise the iteration is declared unsuccessful, x k+1 = x k and the step-length is reduced. The convergence analysis of GSS methods in [17] and [18] assumes continuous differentiability of the objective function. Here the proof of convergence is based on different techniques introduced by Audet and Dennis in [1] to study the convergence of GPS methods for Lipschitz continuous functions. The theory developed in [1] allows to prove convergence to a (Clarke) stationary point, if strict differentiability at that point is assumed. By exploiting the structure of problem (1), here we are able to avoid this assumption and devise a different essential property of the functions to which our algorithms can be successfully applied (see condition (4) in the next section). This assumption is not particularly restrictive and it is surely satisfied in all above mentioned applications.
A plan of the work is as follows. In Section 2 we describe in more details the problem we are considering and state suitable first order stationarity conditions. In Section 3 we introduce the structured GSS (SGSS) method and study its convergence properties. The term "structured" is used to indicate that the structure of the nondifferentiability set is exploited in order to choose the core set Γ k at each iteration. It is worth to stress that the method does not require explicit knowledge of the polyhedra which form Ω. In fact, at each iteration we only need local information so that the polyhedral faces near the current iterate can be detected. The effectiveness of the approach is illustrated in Section 4, where we discuss the application of a SGSS algorithm to the solution of a signal denoising problem. Some main algorithmic issues are addressed and exemplified on the classical discrete ℓ ∞ -approximation problem in Section 5. The results of preliminary numerical experiments show that a SGSS method can compete with existing efficient methods to solve the same problems. Finally, conclusions and perspectives are drawn in Section 6.
Piecewise smooth functions on polyhedra
We consider a class of piecewise smooth functions as specified by the following definition.
where {E j : j = 1, . . . , N } is a family of n-dimensional polyhedra with pairwise disjoint interior, the function f : R n → R is said piecewise smooth on Ω if it is continuous on Ω and such that
with f j continuously differentiable on an open neighbourhood of E j .
It is easily seen that f is locally Lipschitz continuous on Ω and that the nonsmoothness locus of f is included in the union of the faces of the polyhedra.
Remark 2.1. The assumption that the polyhedra E 1 , . . . , E N , and hence Ω, are full dimensional leaves out the possibility of handling equality constraints. However the only motivation behind this hypothesis is that of a major simplifying in the presentation. In fact all the results of the next sections could be proved as well without assuming the polyhedra are full dimensional but this would just require more technicalities.
The GSS method we present in the following section equally applies to the unconstrained (Ω = R n ) and to the linearly constrained (Ω ⊂ R n ) cases. Convergence analyses are also quite similar in the two cases, the only difference being the need we occasionally have of referring explicitly to the boundary ∂Ω of the feasible region, when Ω ⊂ R n . Therefore we will formally develop the analysis having in mind the linearly constrained problem: just remind that ∂Ω = ∅ in the unconstrained case. We recall that the tangent cone at x ∈ Ω is defined by
(of course, in the unconstrained case T (x) = R n for all x ∈ R n ). Similarly, denoting by J(x) the index set of "active polyhedra" at x ∈ Ω, i.e.
J(x) = {j ∈ {1, . . . , N } : x ∈ E j }, for j ∈ J(x) we define the tangent cone to E j at x by
It is easy to see that dim T j (x) = n for all j ∈ J(x), and that
Finally we recall the following first order necessary optimality condition for optimization problems with locally Lipschitz continuous objective function [9] . Definition 2.2. Let f be Lipschitz near x ∈ Ω. Then x is said a stationary point for problem (1) 
Here f
We are interested in stating conditions under which the nonnegativity of f
• (x; d) over a suitable finite set of directions Γ(x) is sufficient to ensure the stationarity of x. The task is trivial if x lies in the interior of a single polyhedron, where f is continuously differentiable: in this case we can choose Γ(x) as any positive basis of R n . Unfortunately things are not so simple if either x ∈ ∂Ω or x lies on the common boundary of at least two polyhedra (|J(x)| > 1) and f can be nondifferentiable. So more work is needed when x ∈ H, with
Some classical results of nonsmooth analysis (see e.g. [9, Chapter 2]) yield the following useful characterization of f
where ∂f (x) denotes the generalized gradient of f at x. In our case ∂f (x) can be represented as the convex hull of {∇f j (x) :
then it is easy to derive sufficient conditions for the stationarity of x and to get in the meantime useful suggestions for the definition of the core set of search directions.
Remark 2.2. Some comments are needed on condition (4), on which our theory will be based. It trivially holds at points x where f is regular, that is points where the generalized directional derivative f • (x; d) reduces to the classical one-
and j ∈ J(x), such as any point x ∈ Ω − H. The class of regular functions is a wide class. For example, it is well known that convex functions are regular, so our theory applies to all convex problems of the form (1), in particular to f (x) = A T x−b p with p = 1, ∞. Moreover any function of the kind f (x) = φ(x) + ψ(x), with φ continuously differentiable and ψ regular, is regular as well, so that condition (4) is satisfied at all x in the domain. Therefore, our theory applies, for example, to functions of the kind f (x) = φ(x) + µ A T x − b p with µ > 0, φ regular and p = 1, ∞. As specified in the Introduction, these functions model a wide range of real life optimization problems. Nonetheless the regularity is not a necessary condition for (4) . In fact, the example below shows a situation where (4) holds despite the absence of regularity. Fig. 1a ). f is not convex and attains its minimum atx = (0, 0) T where it is nonsmooth. The nonsmoothness locus of f consists of the coordinate axes and the bisecting lines x 2 = x 1 and x 2 = −x 1 . So R 2 is partitioned into the cones T 1 , T 2 , . . . , T 8 , which are shown in Fig. 1b together with the gradients g j = ∇f j (x), j = 1, . . . , 8. We can easily show that f is not regular atx, but conditon (4) is satisfied. Due to the symmetry of the function, we can restrict ourselves to the positive quadrant, where
In the theorem below a sufficient condition for the stationarity of a point x ∈ Ω is given, assuming (4). This condition is illuminating for the definition of the structured GSS methods in the next section.
Theorem 2.1. Let f : R n → R be a piecewise smooth function according to Definition 2.1, and let x ∈ Ω be such that (4) holds. If f
for some nonnegative coefficients α 1 , . . . , α p , and, by using (4), we have
Since, by assumption, f
. . , p, the result follows immediately.
The following example reveals that (4) is a "tight" assumption for Theorem 2.1.
Example 2.2. Let us consider the partition of R
2 into the three polyhedra T simple computations give f
3 } satisfies the assumptions of Theorem 2.1. But this is not sufficient to ensure the stationarity of x, and f
T . In fact, Theorem 2.1 does not apply because condition (4) does not hold:
Structured GSS
For the reader's convenience, we sketch in Figure 2 a generic GSS method. The key issue to obtain convergence to stationary points is the choice of the core directions set Γ k at each iteration. To this aim, we observe that, if the assumptions of Theorem 2.1 hold at an iterate x k which is not stationary, then Γ(x k ) must contain at least one descent direction for f at x k . This suggests that Γ k should include Γ(x k ). However when choosing Γ k we have also to consider the portion of H near x k , in order to avoid stagnation at points of H which are not stationary. Indeed, as in [4] and [20] , when x k approaches H, the core directions set must take into account the geometry of both the nondifferentiability set of f and the boundary of Ω near x k . In the definition below we also state some technical conditions on the core sets of search directions, which will be used in the convergence analysis.
Definition 3.1. We call Structured GSS (SGSS) a generating set search algorithm with the following properties:
2.1 Create the core directions set Γ k and the optional directions set L k (possibly L k = ∅).
Evaluate f on the trial set
P k = {x k + ∆ k d, d ∈ Γ k ∪ L k } in order to find a point ξ such that f (ξ) ≤ f (x k ) − ρ(∆ k ).
2.3
If such a ξ has been found, then set 
(ii) There exist three positive constants M , β L and
(iii) Given x ∈ Ω and j ∈ J(x), every limit pointĜ j (x) of a sequence of generators sets {G
is a set of generators for T j (x). Property (i) in Definition 3.1 says that the core set of search directions Γ k conforms to the geometry of H near x k (see [1] , where the definition of search directions conforming to a given subset was introduced to handle linear constraints).
Property (ii) can be easily ensured for example by normalizing the search directions, and using the same set of generators for each tangent cone to a given polyhedron E j , that is choosing
within any given iteration k. Finally, property (iii) is the generalization to our case of a similar assumption made in [11] on the limit points of bounded sequences of positive spanning sets of R n .
Remark 3.1. If x k is close to ∂Ω, the set of trial points P k may contain some infeasible points. Then we have to define a strategy to handle infeasible trial points. The barrier approach, which consists in discarding all infeasible points, is the simplest one. But other strategies are possible as shown for example in [17] , where infeasible trial points are projected onto the boundary of the feasible region ∂Ω along the search direction (if
As it is shown in [19] , this strategy may be very efficient when the solution belongs to ∂Ω.
Convergence properties
In the following, S and U will denote the set of the indices of the successful and unsuccessful iterations, respectively. In this section we state the convergence properties of a Structured GSS algorithm. In particular, we prove that if the linearity assumption (4) of f
• (x; ·) over the cones T j (x), j ∈ J(x), holds for all x ∈ Ω, then the limit points of subsequences {x k } k∈U are stationary. The proof of this result requires a couple of lemmas which hold for any GSS algorithm like the one outlined in Fig. 2 applied to the minimization of a generic function f . In the first lemma we show that the sufficient decrease condition yields convergence to zero of {∆ k } [19, Theorem 3.4] ). Since, as far as we are aware, the detailed proof did not appear in past papers about GSS methods, we include it for sake of completeness. Proof. If |S| < ∞, that is if only finitely many successful iterations were produced, there exists an index k U s.t. any iteration k with k ≥ k U is unsuccessful and ∆ k ≤ θ k−kU max ∆ kU . Hence lim k→∞ ∆ k = 0. On the other hand, if |S| = ∞ we can argue as follows. Since the sequence {f (x k )} is nonincreasing and the function f is lower bounded, lim k→∞ f (
) ∀k ∈ S, and passing to the limit for k → ∞ we have {ρ(∆ k )} k∈S → 0, which implies
Moreover |U| = ∞ as well, otherwise an index k S would exist s.t. for k ≥ k S all iterations are successful and ∆ k ≥ ∆ kS > 0, which contradicts (5). Now let S = {s 1 ,
where, for i = 1, 2, . . .,
Without loss of generality we can assume s 1 < u 1 , so that u i = s i + p i + 1. Then ∆ ui+j ≤ ∆ ui ≤ λ max ∆ si+pi for j = 0, 1, . . . , q i and i = 1, 2, . . ., which by (5) implies {∆ k } k∈U → 0 for k → ∞.
The next lemma is focussed on the behaviour of the objective function around a limit pointx of the subsequence {x k } k∈U . If f is locally Lipschitz aroundx, then we can prove that the Clarke directional derivative of f atx along the limitd of a subsequence of search directions is nonnegative. In order to prove this result, we need more strong assumptions on the forcing term ρ(t) than in previous Lemma.
Since lim k→∞ ∆ k = 0 by Lemma 3.1, without loss of generality we can assume that all trial points are feasible, that is
for k ∈ K. Since f is locally Lipschitz and ρ(t) = o(t), the right hand side in (6) tends to zero for k → ∞, k ∈ K. Then
If f andx satisfy the assumptions of Theorem 2.1, and a SGSS method is used, then f
• (x; ·) can be proved to be nonnegative along a set of directions sufficiently rich to ensure the stationarity ofx.
Theorem 3.1. Let f : R n → R be a piecewise smooth function according to Definition 2.1, and let x 0 ∈ Ω be given s.t. the level set L(x 0 ) = {x ∈ Ω : f (x) ≤ f (x 0 )} is compact. Denote by {x k } the sequence of iterates produced by a SGSS algorithm starting from x 0 , and assume that the forcing term ρ satisfies the assumptions of Lemma 3.2. Then, if condition (4) is satisfied for all x ∈ Ω, each limit pointx of the subsequence {x k } k∈U is a stationary point.
Proof. Let K ⊆ U be an infinite subset of indices such that {x k } k∈K →x for k → ∞, and x k ∈ B(x, ǫ) ∀k ∈ K, where ǫ > 0 is the threshold value in Definition 3.1-(i). Then for k ∈ K, the core set of search directions Γ k includes a set G k j (x) of generators of the cone T j (x), for all j ∈ J(x). Because of the bounds in Definition 3.1-(ii), the sequence {G k j (x)} k∈K has at least one limit pointĜ j , i.e. there must exist a positive integer p j ≤ M and an infinite subset
k pj ,j }, ∀k ∈K, and G k j (x) k∈K →Ĝ j for k → ∞, withĜ j = {d 1,j , . . . ,d pj ,j }. Now, for every j ∈ J(x), we have p j convergent subsequences of search directions, {d k i,j } k∈K →d i,j , which satisfy all the assumptions of Lemma 3.2; hence f
• (x;d) ≥ 0, for alld ∈ j∈J(x)Ĝ j .
By Definition 3.1-(iii) eachĜ j is a set of generators for T j (x) with j ∈ J(x); then by Theorem 2.1x is a stationary point of f .
The following example well illustrates the implications of Theorem 3.1, where, it is worth to recall, we are dealing with Clarke stationarity. In particular, the example shows situations where a suitable instance of the proposed method produces a sequence converging to a stationary pointx where there exist directions d such that f ′ (x; d) < 0. Observe now that the algorithm never visits points on the negative real line, since the trial sets are P 2k = {0, 
clearly we obtain the same sequences of iterates and step-lengths. Nowx is not a minimizer for f because f ′ (x, −1) = −1, but this fact does not contradict our theory. Indeedx is a Clarke stationary point:
A generalization to R n is straightforward: take the function f :
for x 1 ≥ 0 with x 0 = (1, 0, . . . , 0) T and Γ k = {±e 1 , . . . , ±e n }. We remark that the behavior of the method drastically changes if we use a forcing term ρ(t) = αt 2 with α ≤ 1: in this case within three iterations we reach the minimizer x * = (− 
An application in signal denoising
As a straightforward application of the results of the previous section, we used a SGSS algorithm to solve a piecewise smooth optimization problem arising in the restoration of signals corrupted by random-valued impulse noise. These signals are characterized by a certain number of data which are affected by erratic and possibly large values of noise (outliers), while the others are uncorrupted. In two recent papers by Nikolova [24] - [25] , it has been shown that such signals can be satisfactorily restored by minimizing a cost-function f which combines a nonsmooth data-fidelity term with a smooth regularization term. In our experiments, we have considered a test problem described in [25] , where the uncorrupted signal is described in Fig. 3(a) and different percentage of noisy data (see Fig.  3(b) for an example where the percentage is 30%). The cost-function is
where n = 250, y ∈ R n represents the noisy signal, φ(t) = √ 0.2 + t 2 is the regularizing function, N = {−2, −1, 1, 2}, ω 1 = ω −1 = 1 and ω 2 = ω −2 = 0.6. If f reaches its minimum atx thenẑ =x + y is the restored signal. The convexity of f follows immediately from the convexity of x 1 and φ. Furthermore, the only source of nonsmoothness is the term x 1 , and therefore the structure of H is obvious. So a simple coordinate search algorithm, where Γ k = {e 1 , −e 1 , e 2 , −e 2 , . . . , e n , −e n } for all k, can be used and all the assumptions of Theorem 3.1 are satisfied. We used the classical forcing term ρ(t) = 10 −4 t 2 and adopted a weak strategy to accept a new successful iteration: as soon as a trial point is found which satisfies the sufficient decrease condition, say ξ = x k +∆ kd withd = ±e j for some j, the iteration is stopped and x k+1 = ξ. In order to improve the efficiency, we performed a line search procedure alongd and set x k+1 = argmin{f (x k + α∆ kd ), α = 1, 2, 4, 8, . . .}. We recall that the line search does not influence the theoretical properties of the method. At the next iteration, the exploration of new trial points is restarted from x k+1 + ∆ k+1 e j+1 . It is worth to compare the performance of this simple SGSS algorithm with the method proposed in [25] , which is the best method available in the literature to minimize f . This is based on a Gauss-Seidel type procedure where the new iterate x k+1 is obtained by sequentially updating x k i for i = 1, . . . , n. A suitable criterion is used to decide if either simply setting x k+1 i = 0 or minimizing f along the i-th coordinate direction,
As described in [8] , these one-dimensional minimization problems can be solved by the Newton method, but because of very small regions of convergence careful choices of the initial guesses are required, taylored to the used regularizing function φ.
The main computational cost of both algorithms is given by the number of function evaluations. In Table 1 we report the total number of φ and/or φ ′ evaluations -normalized with respect to the dimension n of the problem -required to restore the signal of Fig. 3 for different We implemented the algorithms in MATLAB 7.04. In all runs we started with x 0 = 0, ∆ 0 = 1, and adopted the stopping criterion suggested in [8] :
The quality of the restored signal was the same for the two algorithms, but, as the table shows, SGSS appeared more efficient in case of large percentage of corrupted data, e.g. 30% and more: we were able to save more than 20% of function evaluations and CPU time. This is mainly due to the fact that the need to use the Newton's method in the procedure of [25] increases with the number of noisy data.
Algorithmic issues
The example of the previous section is an instance of piecewise smooth problem on polyhedra, which can be very simply solved by the SGSS approach, because the polyhedra E 1 , . . . , E N , are the coordinate orthants, and the set of positive and negative coordinate directions contains the generators of the cones T j (x), for all x ∈ E j and j = 1, . . . , N . In general the core directions set must be dynamically determined at each iteration. Typically, this task requires the definition of a working index set, which identifies the polyhedra or the portion of H close to x k , followed by the computation of a core directions set satisfying Definition 3.1 (particularly point (i)). The spirit is similar to the techniques for linearly constrained smooth problems (see [17] , [20] ). In [4] and [5] we have discussed how this issue can be addressed when nonsmoothness is due to the presence in f of the absolute values |r 1 (x)|, . . . , |r m (x)|, where r i (x) = a T i x − b i , with a i ∈ R n and b i ∈ R for i = 1, 2, . . . , m. Here we discuss the construction of the core directions sets when nonsmoothness is due to the presence of a piecewise smooth term of the form max{r 1 (x), . . . , r m (x)}, that is when the objective function f is piecewise smooth on polyhedra of the form
Of course, the index set of active polyhedra at a given x is J(x) = {j : r j (x) ≥ r i (x), i = 1, . . . , m} and H = {x ∈ R n : |J(x)| ≥ 2}. Given x ∈ H and j ∈ J(x), the cone T j (x) admits the following representation:
where a i − a j , for i = j, are the normals to the faces of E j which contain x. Given η > 0, at the iteration k, we consider the working index set J(
. . , m}, which contains the indices of all polyhedra close to x k . Indeed, by continuity there exists
Let us assume for simplicity J(x k , η) = {1, . . . , ℓ} and for each j = 1, . . . , ℓ consider the matrix
The construction below relies on the following nondegeneracy assumption: at each iteration the normals to the polyhedral faces close to the current iterate are linearly independent. We defer to the next section some considerations on the degenerate case.
Under this assumption M j k is full column rank and a generating set for the cone T , it can be seen that the set We further observe that when the columns of M j k are linearly independent, the associated cone has dimension n. In other words, the nondegeneracy assumption in fact ensures that all polyhedra close to x k are full dimensional. We have considered the unconstrained case for the sake of simplicity, but linear constraints can be easily treated in a very similar way: we complete M j k by appending the normals to the nearly binding constraints at x k and repeat the construction sketched above with the new M j k .
An application to polynomial ℓ ∞ -approximation
As an example we consider the classical discrete ℓ ∞ -approximation of a real function g(t) by a n − 1 degree polynomial over p equispaced points in a given interval, for example [−1, 1] . This is a piecewise linear problem which can be reformulated as a linear programming problem and solved by linear programming techniques. The most famous method in this class is due to Barrodale and Phillips [6] . This is a modification of the simplex method applied to the dual formulation of the problem. The high efficiency of this method for discrete ℓ ∞ -approximation problems is mainly due to a very effective choice of the starting point (see [2] ). On the other hand, Coleman and Li [10] proposed a method which works directly on the original problem and well compares with the Barrodale and Phillips's method, not only in solving approximation problems but also in solving randomly generated overdetermined linear systems in the ℓ ∞ sense.
Here we compare SGSS with the Coleman and Li's algorithm [10] . This method assumes the differentiability of f at x 0 and generates a sequence of iterates where f is differentiable. It works in the residuals space, based on the equivalence between the given problem, which can be written as
with A ∈ R n×p and b ∈ R p , and the problem
where Z ∈ R (p−n)×p is a full rank matrix such that AZ T = 0. Given the current iterate r k , a descent direction d k is computed by solving a p × n weighted least squares problem, which takes into account the nearby geometry of the nondifferentiability set. Then, a line search procedure is implemented to minimize Ψ k (t) = r k + td k ∞ with respect to t > 0. Since Ψ k is convex, piecewise linear and such that Ψ k (t) → +∞ for t → +∞, it attains its minimum at some point where it is nondifferentiable. Such points are usually named (positive) breakpoints and are given by the intersection of a residual |r The implementation of this linesearch is very technical and requires some carefully tuned safeguards, in particular in order to avoid iterates too near to nondifferentiability points. A good feature of the Coleman and Li's method is that it exhibits ultimate quadratic convergence, because the descent direction eventually approaches the Newton's direction for a constrained system of nonlinear equations, which describes the optimality conditions for the problem.
In our SGSS method, if the working index set at the iteration k is empty, we use Γ k = {±e 1 , . . .±e n }; otherwise we compute W is column rank deficient for some j, η is repeatedly reduced (halved) until either M j k is full column rank or η falls below a safeguard threshold (we chose the machine precision) and failure is declared. We use x 0 equal to the least squares solution of the polynomial approximation problem, and ∆ 0 = 10 −6 x 0 ∞ as initial step-length. The stopping criterion is ∆ k < 10 −12 (1 + x k ∞ ). At unsuccessful iterations we reduce ∆ k by a factor θ k = 2 −10 . At successful iterations ∆ k is left unchanged (λ k = 1) and the new iterate x k+1 = x k + ∆ kd is the first trial point which gives sufficient decrease. In this case, a line search procedure to minimize Φ k (t) = f (x k + td) with t ≥ ∆ k , is implemented. As for the Coleman and Li's algorithm, this procedure works on the breakpoints, which are given by the intersection of the ray {x
We omit the details, and only remark that the implementation in this case is less problematic than in the case of the Coleman and Li's algorithm, because no safeguards are necessary to avoid nondifferentiability points.
We solved many approximation problems for different functions g(t); here we report only on a couple of problems which highlight the typical behaviour of the methods.
In Table 2 we report the number of performed iterations, N it , and the computational cost in kflops for the Coleman-Li method. We recall that this method requires the solution of a p × n least squares problem (2pn 2 + 4pn − 2n 3 /3 flops) plus a matrix-vector product (2pn flops) per iteration. Some of the results are followed by an asterisk: this means that we had to change the starting point x 0 because the least squares solution happened to belong to H. In these cases we replaced Table 3 : Results for the SGSS method: N it , kflops, % save by summing the cost of matrix-vector products A T x and SVD of n × ℓ matrices with 2 ≤ ℓ ≤ n (estimated as 2pn and 14nℓ 2 + 8ℓ 3 flops, respectively). In the table we also indicate the percentage of kflops saved with respect to the Coleman-Li algorithm. Failures of the SGSS algorithm because of violation of the nondegeneracy assumption are denoted by the symbol -. ¿From the results SGSS appears more efficient in almost all cases for n = 4, 6, 8. As it can be expected, the percentage of savings tends to decrease for increasing n. For n = 10 SGSS is no more competitive with the Coleman-Li algorithm, but this disadvantage becomes less prominent for larger values of p.
Concluding remarks
We have proposed structured GSS methods for piecewise smooth optimization. Preliminary numerical tests on a signal denoising problem as well as on the classical ℓ ∞ -approximation problem show that the method is promising and comparable with respect to the best methods known in literature. The good numerical results on the signal denoising problem stimulate us to further develop this subject and to investigate also image deblurring problems. These are large dimensional problems where the objective function is sum of a smooth nonlinear term and a nonsmooth term of kind A T x − b 1 , where the matrix A is highly structured. The question is how to exploit the rich structure of the matrix A to compute the core directions set with a reasonable effort.
In the presence of degeneracy the question of the efficient computation of a set of generators for a single degenerate cone has been addressed in [19] , where the authors suggest the use of the cddlib code by Fukuda [15] . However in our framework things are more complicated because we are working with a family of polyhedra and the number of cones to be considered can grow prohibitively. Of course, the not full dimensional cones could be discarded, but the information is not available a priori. We are actually studying the possibility of using different strategies to define Γ k , in a similar spirit to Algorithm 1 in [22] (see also [18] ). For example, for the problems considered in the previous section we can consider a search directions set which contains a set of generators only for the cones Z j k associated to the columns of M j k , with j in the working index set J(x k , η) and η = η k = ∆ k . We implemented and tested this idea using cddlib and it was successful: for instance, we were able to recover the failure in Table 3 . However such a directions set does not meet the requirement (i) of Definition 3.1, so that the convergence analysis developed in Section 3 does not apply.
