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1. Introduction. One form of a theorem due to F. and M. RrEsz [7] 
states that a complex Borel measure fl on the unit circle is equivalent 
2n 
to Lebesque measure iff e-intft(dt)=O for n<O. Using this result it 
0 
can be shown that a complex function F, analytic in the unit disc is of 
the form F(z) = _2I . f f(t) dt, where I E Ll(dt) and r e-intt(t) dt = 0 for 
:n~ ltl=l t-z o 
2n 
n<O, if and only if SUPr<l f IF(reit)ldt<=. The purpose of this paper 
0 
is to generalize these theorems to the case where fl and F have values 
in the dual of some Banach space. In particular we will prove the following 
results: 
Theorem I. Let fl be a vector measure with finite total variation defined 
on the Borel subsets of the unit circle T and· having values in the dual X* 
of a Banach space X. If 
2n 
(P) f e-int ft(dt) = 0 
0 
for n < 0 then there exists a scalarly measurable function f from T to X* 
such that 
ft(B) = (P) f f(t)dt 
B 
for all Borel sets B. Furthermore, the completion of lftl is equivalent to 
Lebesque measure. 
Theorem 2. Let F be a function defined and analytic in lzl <I with 
values in the dual X* of a complex Banach space X. Then F is of the form 
I f(t) 
F(z) = -2 . (P) f t- dt, :n~ ltl=l -z 
where f is scalarly measurable from T to X*, the measure ft(B) = (P) f f(t)dt 
B 
*) Sponsored by the Mathematics Research Center, United States Army, Madison 
Wisconsin under Contract No. DA-11-022-0RD-2059. 
409 
2n 
is of finite total variation and (P) f e-intf(t)dt = 0 for n < 0, if and only if 
~ 0 
8UPr<l f IIF(reit)lldt < oo. 
0 
Theorem 2 extends to the case p = 1 Theorems 1 and 3 of [8] which 
were proved for 1 < p.;;; oo. In Section 2 we present some facts about 
vector measures and in Section 3 we prove Theorems 1 and 2. The proofs 
rely on the corresponding theorems for scalar valued measures and 
functions. 
2. Vector measures and the dual of C(S, Z). In this section it will be 
convenient to use a more general setting than is necessary for our im-
mediate purpose. Thus, let S denote an arbitrary compact Hausdorff 
space and let E denote the a-algebra of Borel subsets of S. Let X denote 
an arbitrary real or complex Banach space with dual X* and denote 
the value of the functional x* EX* at the point x EX by (x, x*). C(S,X) 
will denote the Banach space of all continuous functions f from S to X 
with the norm off defined by 11/11= sup 11/(s)ll· The scalar valued con-
ses 
tinuous functions on S will be denoted by C(S). 
If R(S) denotes the space of all complex regular Borel measures on S 
then a generalization of a famous theorem due to F. Riesz states that 
R(S) is isomorphic and isometric to the dual of C(S). Generalizations of 
this theorem for vector valued functions have been given by several 
authors in various setting. We mention in particular the papers by S. 
BocHNER and A. E. TAYLOR [1], M. GowuRIN [4], I. SINGER [9] and 
N. DrNCULEANU [3]. All of these authors represent the dual of C(S, X) 
in terms of vector valued measures. Since the definitions in this area 
do not seem to be completely standard we will present them here. 
A set function f-t defined on E with values in X will be called a vector 
measure with values in X (or simply a vector measure if the range is 
understood) if and only if f-t is strongly countably additive, i.e., if and 
only if given an arbitrary sequence (Bn) of disjoint sets from E 
00 00 
f-1,( U Bn) = ! f-I,(Bn), 
n~l n~l 
where the sum on the right converges in the norm of X. Iff-tis a vector 
measure from E to X then it is clear that (f-1,, x*) is a scalar measure 
on E for each x* EX*. Conversely, a theorem first proved by B. J. Pettis 
states that f-t is strongly countably additive whenever (f-t, x*) is countably 
additive for each x* E X*. A modification of the proof of the Pettis 
theorem given in [5, p. 75 and Lemma 3.2.1, p. 6] shows that f-t is a 
vector measure from E to X* if and only if (x, !-') is countably additive 
for each x EX . 
. The non-negative set function lf-tl, called the total variation of f-t, is 
defined on E by 
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where the supremum is taken over all finite disjoint partitions of B into 
Borel sets. p, is said to have finite total variation if IJ-LI(S)<oo. An arbitrary 
vector measure may not have finite total variation; nevertheless, it is 
easily shown that the set function IJ-LI is always countably additive. 
Furthermore, IJ-LI is the supremum of {I (p,, x*) I : x* EX*, llx* II< 1} in the 
lattice of all real Borel measures, where I (p,, x*) I is the total variation of 
(p,, x*). In the case p, is from .E to X*, IJ-LI =sup {l(x, p,)l : x EX, llxll < 1}. 
One more concept is necessary to characterize the dual of O(X, S). 
A vector measure p, from .E to X is said to be regular if and only if given 
B E .E and s > 0 there exists a compact set 0 C B and an open set U :J B 
such that 0 C B' C U implies ILu(B)-p,(B')II<s. This, it can be shown, 
is equivalent to saying that (p,, x*) is regular for each x* EX* or, in 
the case that p, is from .E to X*, that (x, p,) is regular for all x EX. 
N. DINCULEANU [3] has shown that p, is regular if and only if IJ-LI is regular. 
Let R(S, X*) denote the space of all regular vector measures from .E 
to X* which have finite total variation. I. SINGER [9] proved that cor-
responding to every u E O*(S, X) there is a unique vector measure from 
.E to X* with finite total variation and such that (x, p,) E R(S) for each 
x EX. From what we have said this is equivalenttosayingthatp,ER(S,X*). 
Singer's theorem also states that llull = IJ-LI(S). Thus, we conclude that 
O*(S, X) is isomorphic and isometric to R(S, X*). The relation between 
O*(S, X) and R(S, X*) is given in terms of an abstract integral and 
we write 
u(f) = J (f(s), p,(ds)). 
s 
A function f from T to X* is said to be scalarly measurable if (x, f) 
is measurable for each x EX. The integrals in Theorems 1 and 2 are to 
be interpreted as weak integrals in the sense of PETTIS [5, p. 77]. 
3. Proofs of Theorern 1 and 2. Throughout this section all set functions 
will be defined on the Borel subsets of the unit circle T. Since the Borel 
subset and Baire subsets coincide on T, and since every Baire measure 
is regular, all of the measures, both vector and scalar, will be regular. 
2n 
Proof of Theorem 1. 'The hypothes!s that (P) J e-intp,(dt) = 0 for n < 0 
. b 0 
implies that J e-int(x, p,(dt))) = 0 for all x EX and all n < 0. This implies 
0 
by the classical F. and M. Riesz theorem that for each x EX, l(x, p,)l 
and Lebesgue measure vanish on the same Borel sets. Thus, from the 
fact that jp,l = sup l(x, p,)l or directly from the definition of IJ-LI, it 
llrell.;;;;l ·' ' 
follows that IJ-LI and Lebesgue measure vanish on the same Borel sets. 
This proves that the completion of IJ-LI is equivalent to Lebesgue measure. 
The remainder of the proof has nothing to do with the analytic character 
of the measure p, but rather concerns the representation of p, in terms of a 
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2n 2n 
point function. If g E C(T, X) then IS (g(t), ,u(dt))l < f llg(t)ll i,ul(dt) [3, 
0 2" 0 
p. 62]. This shows that the linear functional g --+ f (g(t), ,u(dt)) on C(T, X) 
0 
can be (uniquely) extended to a bounded linear functional on the space 
Ll(T, X, l,ul) of all strongly l,ul-measurable, l,ul-summable functions from 
T to X. A theorem originally due to Dunford and Pettis states there 
exists a scalarly l,ul-measurable function cp from T to X* such that 
2:n: 2n s (g(t), ,u(dt) = s (g(t), cp(t))l,ul (dt) 
0 0 
for all g E Ll(T, X, l,ul) (see [2] and [6, p. 544]). Since the completion of 
f,ul is equivalent to Lebesque measure there exists by the Radon-Nikodym 
theorem a non-negative function rJ> such that l,ul(dt)=rf>(t)dt. Letting 
f(t) = cp(t)f/>(t) we have ,u(B) = (P) f f(t)dt for all Borel sets B. This completes 
the proof of Theorem l. B 
Proof of Theore1n 2. Assume that F is of the form 
F(z) = ~ (P) f f(t) dt 
2n~ 111 _ 1 t-z 
where ft(B) = (P) S f(t)dt has finite total variation and the negative Fonder 
B 
coefficients of f vanish. Then we can replace the Cauchy kernel by the 
Poisson kernel and write 
I 2" 
F(rei6) = -2 (P) f f(ei(B-t>) Pr(t) dt. 
n o 
We will write Fr(eiB) = F(reiB). Fr is identified with an element of C*(T, X) 
in the following way: For g E C(T, X) write 
2" 
Fr(g)= S (g(ei6), Fr(ei6))d0. 
0 
2" 
Then it can be shown that IIFrll = f lfFr(ei6)lld0. Without some separability 
0 
condition on X or X* the same formula does not hold for f since 11/11 is 
not necessarily measurable. Nevertheless, we do have 
2n 
sup I S (g(ei8), f(ei6) )dOl= ll,ull 
lluiJ.;;l o 
where 
,u(B) = (P) f f(ei6)d0. 
B 
For g E C(T, X) we have 
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Taking absolute values and the supremum over 11!711.;;;; l shows that 
2" 1 2" J II Fr(e'6) II dO< -2 J ll,uiiPr(t)dt =I Lull o n o 
for all r < I. This proves half of Theorem 2. 
Now, assume that F is analytic in lzl < l with values in X* and such 
2" 
that sup J liFr(e'6}lld0.;;;; I. This means, after identifying the functions 
r<l 0 
Fr with the corresponding elements of O*(T, X) =R(T, X*), that the set 
{Fr} is bounded in R(T, X*) and hence conditionally weak-* compact 
in R(T, X*). Thus, there is a ,u E R(T, X*) such that every weak-* neigh-
borhood of ,u contains an Fr for r arbitrarily close to I. It follows that 
2" 2" J e-int(x, Fr(eit))dt -+ J e-int(x, ,u(dt)) for each n and each x EX. This 
0 ~ 0 
shows that (P) J e-int,u(dt)=O for n<O. By Theorem l there exists a 
0 
scalarly measurable function I with values in X* such that 
,u(B) = (P) J l(t)dt. 
B 
This I clearly satisfies the conditions of Theorem 2. 
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