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A general principle for martingale inequalities is illustrated by deriving 
I/ M (IO < [p + (p” - Zp)‘/*] /I S [lp for all p > 2 from the case p = 2 where M 
is the maximal function of a martingale and S its square function. 
The point of this note is to illustrate a rather general interpolation 
principle for martingale inequalities. For the sake of concreteness 
and brevity, we shall consider only inequalities of the form 
relating the martingale maximal function M and the martingale 
square function S. 
Inequalities of this form are well-known. Estimates of the form (1) 
for p > 1 are due to Burkholder [l], while the case p = 1 was treated 
by Davis [2]. The estimate (2) may be viewed as a limiting case of (1) 
with aP = O(p). What we shall show is that a single inequality 
11 M & < b (1 S & implies (2) with a certain constant a depending on b, 
and (1) with aP < a . p for p > 4. What is going on resembles 
interpolation between HP and BMO, but we do not use explicit 
interpolation although a technique used in Marcinkiewicz interpolation 
is what gives the result. 
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Beyond illustrating general principles our method gives good 
constants. Starting from the classical Doob inequality 
we obtain 
THEOREM 1. Inequality (2) holds with a = 2, and Inequality 
(1) holds with aP < 2p for 2 < p < co; in fact, up ,< p + (p” - 2p)l12 
forp > 2. 
We shall give a simple example with 
SGl and Pr(M > (} = e-' for [>l. 
Thus, Theorem 1 gives a very good estimate despite the generality of 
our approach, which uses very little information about the specific 
functions M and S. 
Let (Fl : --co < t < EI) be an increasing right-continuous family 
of fields with u fit dense in the basic field F. Given a random 
variable X EL, , let X designate the martingale with X(t+) = c”,X. 
The martingale maximal function M = i%fX is simply 
M = sup 1 X(t+)l. (3) 
The martingale square function S is defined as the value S( co), where 
S is the unique adapted positive increasing process satisfying 
cFT,, / x - X(*-)12 = b,+S2 - sy7-) (4) 
for all stopping times 7, where it is to be understood that X(7--) 
and S(F-) are interpreted as 0 in the event {T = -co}. In discrete 
time, i.e., Ft = 9% for n < t < n + 1, we have 
S”(t+) = XL + c (X, - X,d2 with x, = 8,X. 
n<t 
EXAMPLE. Let T be a positive random variable with the distribu- 
tion Pr{T > t> = e- 1. Take the fields Fl to be generated by all 
Bore1 subsets of [0, t] and the interval [t, co]. Put X = T - 1, then 
X(t+) = T - 1 in {T < t} and X(t+) = t in {T > t}. Thus, 
M = T{T > -&> + (1 - T){T < &} and S(t+) = 1 . {T < t>. 
In particular, Pr{M > @ = Pr{ T > e} = e-E for 6 > 1, while 
S = I. This shows that I&,, a,/p 3 e-l. 
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Before proving Theorem 1, we shall illustrate the ideas with a 
simpler result. 
THEOREM 2. If Inequality (1) holds for p = 1, then it holds for all p 
with acp < (1 + a12)l12p and (2) holds with a < (1 + a12)li2. 
Remark. The best known estimate is a, < loll2 given by Garsia 
[3, 11.31, who, however, gives a complicated argument yielding poor 
constants for p > 2. One should observe that 1) M Jjl ,< a, 1) S \I1 is 
the “easy” Davis inequality in contrast to \I S \I1 < b, I( M \I1 . One can 
get (1) for p > 2 by duality from I] S )I* < bq 1) M jJg for q < 2, but 
these latter inequalities are more difficult. By contrast, 11 S lip < 
(2q)1/2 I] M jJQ for q > 2 is elementary. 
Proof of Theorem 2. Let T be a stopping time. Put Y = X - X(7+). 
The corresponding martingale Y has Y(t+) = 0 in {t < T). If we 
replace the fields gt by s( 7 v t +) and relativize to an event of 
F(T+), the general inequality (II) gives 
ci?7+MY < a,&?+SY. (5) 
In this situation, S2Y = S2 - S2(7+) where S = SX, while 
M - M(T+) < MY where M(t+) = SUP,(~ (X($+)1. Thus we have 
&,+M - M(T+) < a,&,+[S2 - S2(~+)]‘i2 (5’) 
for all stopping times T. The further fact needed is 
Mb+) - Mb-) d 1 x(7+) -x(-)1 < S(T+)* 
This combined with (5’) gives 
d’T+M - M(V) < a&‘+S, (6) 
with a2 = 1 + a12. From this point on, we use only that M is a 
positive increasing adapted process and (6) holds for all stopping 
times 7. The argument is basically due to Neveu [4]. Given a positive 
number 5 > 0, let T be the first time M > f. Then, 
{M > 5) = (7 < X)0) ET(T+); 
so (6) and the fact that M(T-) < e give 
(7) 
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In terms of the decreasing rearrangements M*, S*, and the average 
decreasing rearrangements M**, S**, e.g., 
M*(x) = sup{t : /.@I > $51 > x}, 
M**(x) = x-l 6 M*(y) dy, 
Formula (7) becomes 
M** - M* < aS**. 
Let B be the adjoint of the averaging operator: 
(7’) 
BP(x) = jm y-V(y) dy. 
22 
Applying B to both sides of (7’) and using the fact that BM** = 
M** + BM* (integration by parts), we obtain 
Mx* < aBS**. 63) 
If (1 is any functional of the form /l(f*) = sup Jzf*(x)g(x) dx, 
where g ranges over a class of positive decreasing locally integrable 
functions with Gg(y) u’y < h(x) < co, for all g in the class, then 
(8) implies 
JM*) < &W*>, (9) 
where /3 = &l) is the bound for the operator B. When n corresponds 
to the &-norm, the dual of the Hardy inequality gives p = p; so 
II WI, d ap II WI, . If S < 1, then S**(x) < min(1, x-l); so 
BS**(x) < 1 + log l/x, for x < 1. Thus (8) gives M**(x) < 
a(1 + log l/x), f or x < 1. On the other hand M* < M**, and 
M*(x) < a(1 + log l/x), f or x < 1, is simply another way of writing 
p{M > a() < el-‘. l 
The argument for Theorem 1 is more complicated in detail, and 
we shall fuss a bit in order to obtain good constants. 
Proof of Theorem 1. We postpone to the end of the proof the 
reasoning that gives 
cYT+[M - M(T--)I2 < W,+S2. (10) 
The rest of the argument uses only that M is a positive increasing 
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adapted process and that (10) holds for all stopping times. As before, 
we choose 6 > 0 and let T be the first time M > 6 to get 
s 
(M - t)” dp < 4 1 S2 dp. (11) 
bf>El (M>fi 
Unlike the case with Formula (7) Inequality (11) is not in a convenient 
form. We introduce, therefore, 
N = M2, T = 49. 
In terms of decreasing rearrangements this gives 
N** - N* < T** + 2M*(M** - M” >- (11’) 
The Schwarz inequality applied to (11) gives also 
M** - M* < T*“112 3 (12) 
and this substituted in (11’) yields 
N** - N* < T** + 2N*VT**~J2. (13) 
Henceforth, we have only to manipulate (13). The operator B satisfies 
a Schwarz inequality: 
B(FG) < [B(F”)]‘J”[B(G”)]‘J”. 
Therefore, applying B to both sides of (13) gives 
N** < BT** + 2(BN*)‘J2(BT**)lJ2. 
We claim that (14) gives 
(14) 
A(N*) < @l(T*) + 2[(/3 - 1) A(N*)]‘J2[/3A(T*)]1J2. (1% 
After a bit of manipulation, (15) becomes 
A(N*) < ,8[/31J2 + (p - 1)1/z]2 A(T*). (15’) 
If we take /l corresponding to the LPI,-norm, p > 2, then p = p/2, 
and (15’) gives 
II M IID < PJ2[F2 + (P - 2)““lll S lip . 
The case where S is bounded is already handled by (12). 
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The deduction of (15) from (14) re q uires a little care, but only for 
the sake of precision in the constants. Given the test function g, 
which we can assume vanishes outside a finite interval, let y be the 
Radon measure defined on Iw+ by y(]x, co[) = g(x+). We then have 
IOU N*(x) g(x) dx = lorn g(x) d[xN**(x)] = JbR xiv**(x) dy(x). (16) 
Thus (14) d S h an a c warz inequality in the y-integration gives 
s 





m xBT**(x) dy(x), 
0 
E = r xBN*(x) c&(x). 
Now (16), with BT* replacing N*, says 
D= 
s 
m BT*(x)g(x) dx < A(BT*) < ,bi(T*). (18) 
0 
To estimate E, we integrate by parts observing that 
(d/dx) xBN*(x) = BiV*(x) - N*(x). 
Hence, we have 
E = Jrn [&V*(x) 
0 
- N*(x)] g(x) dx d ,M(N*) - lrn N*(x) g(x) dx. (19) 
0 
If we now take g so that A(N*) m JF N*(x)g(x) dx, then (17) with 
estimates (18) and (19) gives (15). 
It remains only to prove (10). To do this, put 2 = X - X(7-) 
and consider the stochastic base S(T v t+). Doob’s inequality for 
the maximal function relativized to an event of S(T+) gives 
where MZ = SUP~,~ / b,Z /. It is obvious that M - M(T-) < MZ, 
and the right-hand side of (20) is majorized by 4g7+S2 as (4) shows. 
Finally, we remark that for all that concerns inequalities of the 
form (l), there is no need to restrict the results to finite measures. 
INTERPOLATION FOR MARTINGALE 7 
1. D. L. BURKHOLDER, Martingale transforms, Ann. Math. Statist. 37 (1966), 1494- 
1504. 
2. B. DAVIS, On the integrability of the martingale square function, Israel J. Math. 8 
(1970). 187-190. 
3. A. M. GARSIA, “Martingale Inequalities,” W. A. Benjamin, Inc., Reading, Mass., 
1973. 
4. J. NEVEU, “Martingales g temps discret,” Masson, Paris, 1972. 
