We develop a theory of optimal stopping problems under G-expectation framework. We first define a new kind of random times, called G-stopping times, which is suitable for this problem. For the discrete time case with finite horizon, the value function is defined backwardly and we show that it is the smallest G-supermartingale dominating the payoff process and the optimal stopping time exists. Then we extend this result both to the infinite horizon and to the continuous time case. We also establish the relation between the value function and solution of reflected BSDE driven by G-Brownian motion.
Introduction
Consider a filtered probability space (Ω, F , P, F = {F t } t∈[0,T ] ), the objective of optimal stopping problem is try to find a stopping time τ * in order to maximize the expectation of X τ over all stopping times. Here X is a given progressively measurable and integrable process, called the payoff process. In financial market, X can be regarded as the gain of an option. An agent has the right to stop this option at any time t and then get the reward X t , or to wait in the hope that he would obtain a bigger reward if he stops in the future. This problem has wide applications in finance and economics, such as pricing for American contingent claims and the decision of a firm to enter a new market. Note that there is an implicit hypothesis in the above examples that the agent knows the probability distribution of the payoff process. This assumption excludes the case where the agent faces Knightian uncertainty. In this paper, we will investigate the optimal stopping problem under Knightian uncertainty, especially volatility uncertainty.
The optimal stopping problems under Knightian uncertainty attracks a great deal of attention due to its importance both in theory and in applications. We may refer to the papers [1] , [2] , [3] , [4] , [12] , [16] . Roughly speaking, Cheng and Riedel [3] , Riedel [16] considered the optimal stopping problem in a multiple priors framework, which makes the linear expectation be a nonlinear one. Bayraktar and Yao [1, 2] studied this problem under what they called the filtration consistent nonlinear expectations. In these papers, they put assumptions either on the multiple priors P or on the nonlinear expectation E to make sure that the associated conditional expectation is time consistent and the optional sampling theorem still hold true. Similar with the classical case, the value function is an E-supermartingale dominating the payoff process X. Besides, its first hitting time τ * of X is optimal and it is an Emartingale up to time τ * . However, in the above papers, all probability measures in P are equivalent to a reference measure P thus these models can only represent drift uncertainty. The ambiguity of volatility uncertainty requires that P is a family of non-dominated probability measures which makes this situation much more complicated. Ekren, Touzi and Zhang [4] and Nutz and Zhang [12] investigated the optimal stopping problem under non-dominated family of probability measures. In problems under G-expectation, both in finite and infinite time case. Then we extend the results to the continuous time case and we show that the value function of optimal stopping problem corresponds to the solution of reflected G-BSDE in Section 4. In Section 5, we presents some results of optimal stopping when the payoff process is Markovian.
2 G-stopping times and essential supremum in the quasi-surely sense
In this section, we introduce the essential supremum in the quasi-surely sense and a new kind of random time, called G-stopping time, appropriate for the study of optimal stopping under G-expectation.
Then we investigate some properties of extended (conditional) G-expectation. Some basic notions and results of G-expectation can be found in the Appendix. Let (Ω, L 1 G (Ω),Ê) be the G-expectation space and P be the weakly compact set that representsÊ. The following notations (see [8] ) will be frequently used in this paper. 
Let H ⊂ L 1 (Ω) be a set of random variables. We give the definition of essential supremum of H in the quasi-surely sense. Roughly speaking, we only need to replace the "almost-surely" in the classical definition by "quasi-surely". (i) For any ξ ∈ H, ess sup ξ∈H ξ ≥ ξ, q.s.
(ii) If there exists another random variable η ′ ∈ L(Ω) such that η ′ ≥ ξ, q.s. for any ξ ∈ H, then ess sup ξ∈H ξ ≤ η ′ q.s.
Remark 2.4
It remains open to prove the existence of the essential supremum in the quasi-surely sense for the general case. However, if it does exist, it must be unique.
Remark 2.5 Consider a probability space (Ω, F , P ) and a set of random variables Φ. Set
Φ is a countable subset of Φ}.
There exists a countable set Φ * := {φ n , n ∈ N} contained in Φ, such that
Then η := sup n∈N φ n is the essential supremum of Φ under P . However, this construction does not hold in the quasi-surely sense if we only replace the expectation E P by the G-expectationÊ. We may consider the following example.
Then choose a countable subset
It is easy to check that
H is a countable subset of H}.
is not the essential supremum of H.
Remark 2.6
In the classical case, the essential supremum can be constucted by countable many random variables while this does not hold true for the one in the quasi-surely sense. We may consider the following example.
Then there exists a constant x 0 ∈ [1, 2] such that x 0 = x n , for any n ∈ N. We have c(sup
which is a contradiction.
We now list some typcial situations under which the essential supremum exists.
Proposition 2.7
If there are only countable many random variables in H, then the essential supremum exists.
Proof. Without loss of generality, we may assume H = {ξ n , n ∈ N}. We then define
We claim that η is the essential supremum of H. It is easy to check (i). We now show (ii) holds true. If η ′ is a random variable in L(Ω) such that η ′ ≥ ξ n , q.s. for any n ∈ N, then we have c(η ′ < ξ n ) = 0, for any n ∈ N. Note that
which completes the proof.
Definition 2.8 A set H is said to be dense in H, if for any ξ ∈ H, there exists a sequence {ξ n , n ∈ N} ⊂ H such thatÊ[|ξ n − ξ|] → 0 as n → ∞.
Proposition 2.9
If H has a countable dense subset, then the essential supremum of H exists.
Proof. Without loss of generality, set H := {ξ m , m ∈ N} is the countable dense subset of H. Denote
We claim that η is the essential supremum of H. It is sufficent to prove for any ξ ∈ H, η ≥ ξ, q.s. For any ξ ∈ H, there exists a sequence {ξ n , n ∈ N} ⊂ H such thatÊ[|ξ n − ξ|] → 0 as n → ∞. By Proposition 1.17 of Chapter VI in [15] , there exists a subsequence {ξ n k } ∞ k=1 such that,
Since for any k,ξ n k ≤ η, we have ξ ≤ η, q.s.
Remark 2.10
Consider the example in Remark 2.5.
It is easy to check that H is a countable dense subset of H. Then η := sup ξ∈ H ξ = f 1 ( B 1 ) is the essential supremum of H.
is upwards directed and
Then the essential supremum of H exists.
Proof.
Since the family H is upwards directed, there exist two increasing sequences {ξ i n , n ∈ N} ⊂ H, i = 1, 2, such that lim
We claim that η := sup n η n is the essential supremum of H, where η n = ξ 1 n ∨ ξ 2 n . Obviously, the second statement in Definition 2.3 holds true. We now prove the first statement. It is easy to check that
Letting n → ∞, it follows that
Applying Proposition 28 (7) in [8] , we havê
which implies that η has no mean uncertainty. For any ξ ∈ H, using the monotone convergence theorem, we get thatÊ
Then we conclude that
which indicates that ξ ∨ η − η = 0, q.s. The proof is complete.
In the following, we list some properties of the extended (conditional) G-expectation. It is natural to extend the definition of G-expectationÊ to the space L(Ω), still denoted byÊ. For each X ∈ L(Ω), the extended G-expectation has the following representation
Proof. By the classical monotone convergence theorem and Fatou's Lemma, we have for each P ∈ P, E P [lim inf n→∞ X n ] exists and
Taking supremum over all P ∈ P, we get the desired result.
Remark 2.13
It is worth pointing out that the Fatou Lemma of the"lim sup" type does not hold under G-expectation. For example, set 0 < σ 2 <σ 2 = 1. Consider the sequence {X n , n ∈ N}, where
In fact, for any given X ∈L 1 * * G (Ω), the supremum of expectation over all probability P ∈ P is attained.
Proposition 2.14 For any X ∈L 1 * * G (Ω), there exists some P ∈ P, such that
Proof. We first claim that for any X ∈ L 1 * * G (Ω), if P n → P weakly, then we have lim sup
We first prove Equation (2.2) for any
. Applying Lemma 1.29 of Chapter VI in [15] , it follows that
Letting m → ∞, by the monotone convergence theorem, Equation (2.2) holds. For any X ∈ L 
Then for any ε > 0, there exists some M independent of P , such that, for any m ≥ M ,
By the definition of extended G-expectation, we can choose a sequence of probability measures {P n }, such thatÊ
Noting that P is weakly compact, without loss of generality, we may assume that P n converges to P weakly. We can calculate that
Since ε can be arbitrarily small, we get the desired result. Now we extend the definition of conditional G-expectation. For this purpose, we need the following lemma, which generalizes Lemma 2.4 in [6] .
Proof. Otherwise, we may choose a compact set
(Ω) and they are decreasing in n. We denote by X, Y the limit of
For each fixed m, n ∈ N, we have
By a similar analysis, we have
By Proposition 34 (4) and (8) in [8] , we can check that
. This is a contradiction and the proof is complete.
Lemma 2.15 allows us to extend the definition of conditional G-expectation. For each t ≥ 0, set
we define the conditional expectation, still denoted byÊ s , by settinĝ
(Ω), then the extended conditional G-expectation (2.3) coincides with the one as in Proposition A.1. In fact, for any ξ ∈ L * 1,0,t G
(Ω) with representation ξ = n i=1 η i I Ai and s ≥ t, we can calculate that
for any P ∈ P.
3 Optimal stopping in discrete-time case
In this section, we study the optimal stopping problem under G-expectation for the discrete time case, i.e. the G-stopping time τ takes values in some discrete set. We first investigate the finite time case by applying the method of backward induction and then extend the results to the infinite time case.
Finite time horizon case
In this subsection, we need to assume the payoff process X satisfies the following condition.
Theorem 3.2 Let Assumption 3.1 hold true. We define the following sequence {V n , n = 0, 1, · · · , N } by backward induction: Let V N = X N and
Then we have the following conclusion:
Proof. (1) It is easy to check that for any n = 0, 1, · · · , N ,
(2) For any n = j, · · · , N , we can check that
and
By Remark A.5,
It is easy to check that, for any j < n ≤ N ,
Since {τ j ≤ n} ∈ B(Ω n ), applying Lemma 2.15 and equation (2.3), we havê
Combining (3.2) and (3.3), we can get
which shows that {V n∧τj , n = j, j + 1, · · · , N } is a G-martingale. Consequently, we have
We claim that, for any τ ∈ T j,N ,
First, similar with (3.1), we obtain X τ ∈ L * 1 G (Ω N ). We then calculate that
where we use Equation (2.3) again in the last equality. Repeat this procedure, we get that (3.4) holds. The proof is complete.
is defined by
By a similar analysis, we have the following conclusion:
By Proposition 2.14, there exists some P ∈ P such that
Infinite time horizon case
Now we study the infinite time case. The conditions on the payoff process are more restrictive compared with the finite time case mainly due to the fact that the order of the right-hand side of Doob's inequality under G-expectation is strictly larger than the one of the left-hand side.
Assumption 3.4 {X n , n ∈ N} is a sequence of random variables bounded from below and for any
For each fixed N ∈ N, we define the following sequence {Ṽ
It is easy to check that for any
Proposition 3.5 The sequence {Ṽ ∞ n , n ∈ N} defined by (3.6) is the smallest G-supermartingale dominating the process {X n , n ∈ N}.
Proof. By monotone convergence theorem, letting N → ∞ in (3.5), we havẽ
which implies that {Ṽ ∞ n , n ∈ N} is a G-supermartingale dominating the process {X n , n ∈ N}. Let {U n , n ∈ N} be a G-supermartingale dominating the process {X n , n ∈ N}. By Theorem 3.2, {Ṽ N n , n = 0, 1, · · · , N } is the smallest G-supermartingale dominating {X n , n = 0, 1, · · · , N }. Then for each n ∈ N and N ≥ n, we haveṼ N n ≤ U n . It follows that
For each j ∈ N, denote by T j the collection of all G-stopping times taking values in {j,
Remark 3.6 If a G-stopping time τ satisfies condition (3.7), noting that {τ = ∞} ⊂ {τ > N } for any N ∈ N, we obtain that
which implies that τ is finite quasi-surely. However, the inverse does not hold true. Consider the following example. Let 0 < σ 2 <σ 2 = 1. Set
It is easy to check that τ is a G-stopping time and c(τ = ∞) = 0. However, for any fixed N ∈ N, we have
Proposition 3.7 Under the above assumptions, we havẽ
Proof. By Theorem 3.2, it is obvious thatṼ 0 ≥Ṽ N 0 , for any N ∈ N, which implies thatṼ 0 ≥Ṽ ∞ 0 . We then prove the inverse inequality. For any τ ∈ T 0 and ε > 0, there exists some N such that c(τ > N ) ≤ ε. By Assumption 3.4 and the Hölder inequality, we can calculate that
Letting ε → ∞, since τ is arbitrarily chosen, we finally get the desired result.
Proposition 3.8 Assume that
By the proof of Theorem 3.2, we have
Without loss of generality, we may assume X n ≥ 0 for any n ∈ N. It is easy to check thatṼ 
By a similar analysis as
Step (i), we can get that −Ṽ
which shows that {Ṽ ∞ n∧τj , n = j, j + 1, · · · } is a G-martingale.
(iii) First, we claim that there exists some 1 < p < β such that
By Theorem 3.2, we haveṼ
, where τ
By monotone convergence theorem, we havê
We then show thatṼ
Step (ii), we have for any n ≥ jṼ
(3.11)
For any ε > 0, there exists some N > 0 such that, for any n ≥ N , c(τ j > n) ≤ ε. It is easy to check thatÊ
First, letting n → ∞, since ε is arbitrarily small, (3.11) yields thatṼ
In the following, we show that for any τ ∈ T j ,Ṽ ∞ j ≥Ê j [X τ ]. For any τ ∈ T j and ε > 0, there exists some N such that c(τ > N ) ≤ ε. We can calculate that
It follows thatÊ
By a similar analysis as the proof of Theorem 3.2, we have for each
. This completes the proof. 
Then silimar results still hold for the sequence {V ∞ , n ∈ N}. More precisely, set
Assume that τ j is finite quasi-surely (i.e. c(τ j > N ) → 0, as N → ∞). Then we have
(iv) The sequence {V ∞ n , n ∈ N} is the largest G-submartingale dominated by the process {X n , n ∈ N}.
4 Optimal stopping in continuous time
Finite time horizon case
In this subsection, we provide the relation between the valuc function of the optimal stopping problem and the solution of reflected G-BSDE. Denote by T ∞ s,t the collection of all G-stopping times τ such that s ≤ τ ≤ t and by T n s,t the collection of all G-stopping times taking values in I n such that s ≤ τ ≤ t, where 0 ≤ s < t and
For each n ∈ N, we define the following sequence {V
where t n k = k/2 n . By Theorem 3.2, for any n ∈ N and k = 0, 1, · · · , 2 n , we have
It is easy to check that for any n ∈ N and k = 0, 1,
. Then we may define
Morevoer, the sequence {V ∞ t , t ∈ I} is the smallest G-supermartingale dominating the process {X t , t ∈ I}.
Proof. Let t n k , t m l ∈ I and t n k < t m l , where m, n ∈ N. It is easy to check that
Now let {U t , t ∈ I} be a G-supermartingale dominating {X t , t ∈ I}. By Theorem 3.2, we know that {V n , t ∈ I n } is the smallest G-supermartingale dominating {X t , t ∈ I}. Therefore, for any m ≥ n,
, which completes the proof. Proof. Note that for each n, V n 0 = sup
Consequently, we have V 0 ≥ V n 0 , n ∈ N. Letting n tends to infinity, we get V 0 ≥ V ∞ n . Now we prove the inverse inequality. For each τ ∈ T 0,1 and n ∈ N, set
It is easy to check that τ n ∈ T n 0,1 and |τ n − τ | ≤ 1/2 n . Applying the continuity property of X (see Lemma B.2), we have lim
Since τ is arbitrarily choosen, we deduce that V 0 ≤ V ∞ 0 . According to [3] , we know that the value function of the optimal stopping problem defined by g-expectation coincides with the solution of reflected BSDE with a lower obstacle. It is natural to conjecture that our value function (4.1) defined by G-expectation corresponds to the solution of reflected BSDE driven by G-Brownian motion. The solution of reflected G-BSDE is a triple of processes (Y, Z, L) such that the first component Y lies above the obstacle process X and the last component can be regarded as the force to push Y upwards which behaves in a minimal way satisfying the martingale condition instead of the Skorohod condition. For more details, we may refer to the Appendix B. 
where A t = Y t − X t . It is easy to check that τ n ε is a G-stopping time and it is decreasing in n and ε. We prove (4.3) in two cases. Suppose that τ (ω) = t ∈ I. Then there exists some n ∈ N such that t ∈ I n . For any k ≥ n and ε > 0, we have τ k ε (ω) ≤ t. For each fixed m ∈ N, Note that A t (ω) is continuous in t. Denote by ε m the minimum of A t (ω) on the interval [0, t − 1/m]. For any ε < ε m and n ∈ N, we have τ n ε (ω) > t − 1/m and τ ε (ω) > t − 1/m. We conclude that for any k ≥ n and ε < ε m ,
First letting k → ∞ and ε → 0 and then letting m → ∞, we show that (4.3) holds true when τ (ω) ∈ I. If τ (ω) = t / ∈ I, there exists a sequence {t k } ⊂ I such that t k ↓ t. For any ε < ε m , there exists a constant K m such that, for any k ≥ K m ,
It follows that τ ε (ω) ≤ t k . We deduce that for any ε < ε m and k ≥ K m ,
First letting k → ∞, then letting ε → 0 and finally letting m → ∞, the above inequality yields that (4.3) holds true. By the continuity property of X (see Lemma B.2), we have
Remark 4.5 By a similar proof of Proposition 7.7 in [11] , for any t
is the solution of reflected G-BSDE with data (X 1 , 0, X) and
Modified the proof of Theorem 4.4 slightly, we obtain that Y t = V ∞ t , for any t ∈ I. With the help of the relation between value function of optimal stopping problem and the solution of reflected BSDE driven by G-Brownian motion, we may get the following representation theorem similar with the discrete time case. Theorem 4.6 For each t ∈ I, we have
Proof. Since t ∈ I, we assume that t = k 2 n for some n ∈ N. Then for any τ ∈ T ∞ t,1 and m ≥ n, set
We can check that τ m ∈ T m t,1 and |τ − τ m | ≤ 1/2 m . By the continuity property of X, it follows that
We now claim that if
For each fixed n ∈ N and ε > 0, set τ n,ε t = inf{s ∈ I n , s ≥ t :
where {A} is the process defined in Theorem 4.4. By a similar analysis, we have τ n,ε t ∈ T n t,1 and lim
Applying Lemma B.2 and Remark 4.5 yields that
The proof is complete.
Infinite time horizon case
In this subsection, we investigate the infinite time horizon case. The payoff process X satisfies the following assumption. 
It is easy to see that for any
). If n < m, the for any N ∈ N, we can easily check that
. We define
) and V satisfies the following property. Proof. By Proposition 3.5 and 3.7, we derive that {V
where T n t is the collection of all G-stopping time taking values in I ∞ n , greater or equal to t and satisfying equation (3.7) . It is easy to check that for any t 
which yields that {V t , t ∈ I ∞ } is a G-supermartingale. If {U t , t ∈ I ∞ } is another G-supermartingale dominating {X t , t ∈ I ∞ }, then for t = t n k ∈ I ∞ and m ≥ n, it is easy to check that
On the other hand, for any τ ∈ T ∞ 0 , there exists τ n ∈ T n 0 such that τ n → τ . Noting that X is continuous and applying Lemma 2.12, we getÊ
Since τ is chosen arbitrarily, the proof is complete.
Remark 4.9 In fact, {V t , t ∈ I ∞ } can be defined by the following procedure. By equation (4.2) and Proposition 4.2, we can construct a sequence {V ∞,N t , t ∈ I ∞ , t ≤ N } such that it is the smallest G-supermartingale dominating the process {X t , t ∈ I ∞ , t ≤ N }. Besides, by Theorem 4.6, for any t ∈ I ∞ with t ≤ N , we have V
It is easy to check that for
. For each t = t n k ∈ I ∞ , We may definẽ
We claim that V t =Ṽ t for any t ∈ I ∞ . It suffices to prove that {Ṽ t , t ∈ I ∞ } is the smallest Gsupermartingale dominating {X t , t ∈ I ∞ }. For any s, t ∈ I ∞ with s ≤ t, we havê
Now suppose that {U t , t ∈ I ∞ } is the a G-supermartingale dominating {X t , t ∈ I ∞ }, then we have
By a similar analysis as the proof of Proposition 3.8, we derive that for any τ ∈ T ∞ t and t ∈ I
On the other hand, if there exists some η ∈ L(Ω t ), such that η ≥Ê t [X τ ] for any τ ∈ T ∞ t with some t ∈ I ∞ , then η ≥ V ∞,N t for any N ≥ t, which implies that η ≥ V t . By the definition of essential supremum, the above analysis shows that
for each t ∈ I ∞ .
Markovian case
In this section, we will present some results of optimal stopping under G-expectation when the payoff process is Markovian. More precisely, consider the payoff process {X t,ξ } generated by the following G-SDE:
where ξ ∈ L p G (Ω t ), p ≥ 2 and b, h, σ : R → R are deterministic functions satisfying the following: (H1) There exists a constant L > 0, such that for any x, y ∈ R
Then we have the following estimates, which can be found in [11, 15] .
where the constant C depends on L, G, p and T .
For simplicity, set X Lemma 5.2 For each given ϕ ∈ C b,Lip (R) and s, t ≥ 0, we havê
Discrete time case
In this subsection, we first investigate the discrete time case. For a given function f ∈ C b,Lip (R) and x ∈ R, consider the following optimal stopping problem
[f (X Proof. Since f ∈ C b,Lip (R), F N is bounded. Besides, by Proposition 5.1, we have
It is easy to check that {X 
It is important to note that V N 0 (x) = F N (x). Moreover, we have the following identity
This will be shown in the proof of the next theorem. Now we set
Since both F
N −n and f are Lipschitz continuous, then D n is a closed set which implies that I {X x n ∈Dn} ∈ L 1 * G (Ω n ). Therefore, we may conclude that τ N,x D is a G-stopping time. Finally, for any f ∈ C b,Lip (R), define the following transition operator T :
Theorem 5.4 Consider the optimal stopping time problem (5.2). Then for any n = 1, 2, · · · , N , the value function F n satisfies the Wald-Bellman equations
where F 0 (x) = f (x). Furthermore, we have
is a G-stopping time and optimal in equation (5.2);
Proof. We claim that {V n 0 } satisfies the Wald-Bellman equations. Indeed, it is easy to check that V 0 0 (x) =X x 0 = f (x) and
We assume that for any n ≤ k,
By the above procedure, we have
which yields that
Note that the above analysis also establishes that for any 0 For the infinite time case, the value function is defined by
where
. By Proposition 3.7, we have
which implies that F is a bounded lower semicontinuous function. Then letting N → ∞ in equation
Since F is lower semicontinuous, D is a closed subset of R. Then we define
Similar with the finite time case, τ x D is a G-stopping time.
Definition 5.5 A measurable function F : R → R is said to be superharmonic, if for all x ∈ R,
Remark 5.6 We should point out that there is an implicit assumption in the above definition that
Lemma 5.7 Suppose that F is lower semicontinuous and bounded from below (resp. upper semicontinuous and bounded from above). Then F is superharmonic if and only if {F (X x n ), n ∈ N} is a G-supermartingale for any x ∈ R.
Proof. Since F is lower semicontinuous and bounded from below, there exists a sequence
for any m, n ∈ N and x ∈ R. We can calculate that 6) for all n ∈ N and x ∈ R, which implies {F (X x n ), n ∈ N} is a G-supermartingale. For the "only if" part, note that F (X x n ) ≥Ê n [F (X x n+1 )] holds for any n ∈ N. Letting n = 0 yields that F is superharmonic. (ii) The value function F is the smallest superharmonic function which dominates f on R;
It is easy to check that for any n = 1, 2, · · · , N , there exists a unique solution to the Wald-Bellman equation (5.4) . However, when the time horizon is infinite, there may be many solutions to the WaldBellman equation (5.7). For example, if f (x) ≡ c, the any F (x) = C ≥ c solves this equation. In the following, we give a sufficient condition under which the solution to equation (5.7) is unique.
Theorem 5.9 Suppose that G : R → R is lower semicontinuous and bounded from below satisfying the Wald-Bellman equation
for x ∈ R. Furthermore, we assume that, for some p > 1,
for any x ∈ R. If the following "boundary condition at infinity" holds,
for any x ∈ R, then G equals to the value function F .
Proof. Without loss of generality, we assume that G ≥ 0. Since G satisfy the Wald-Bellman equation, it is superharmonic and G ≥ f . By Theorem 5.8, we have G ≥ F . In the following, we show the converse inequality. Define the random time
where ε > 0 and
It is a closed subset of R due to the lower semicontinuity of G. Therefore, τ x ε is a G-stopping time for any ε > 0 and x ∈ R. Besides, by (5.8), τ x ε satisfy condition (3.7). We claim that {G(X x τ x ε ∧n ), n ∈ N} is a G-martingale for all x ∈ R. By a similar analysis in the proof of Theorem 3.8, we have G(X
Continuous time case
In this section, we investigate the optimal stopping problem in the continuous time case when the payoff process is Markovian satisfying equation (5.1). Similar with Definition 5.5, a basic concept is the following:
Definition 5.11 A measurable function f : R → R is called superharmonic (w.r.t X t ), if
for all G-stopping time τ satisfying equation (3.7) and all x ∈ R.
Remark 5.12 It is importiant to note that in the above definitions, there is an implicite assumption that
It is easy to check that a superharmonic function is excessive. The following proposition shows that the converse is true for some typical f .
Proposition 5.13
Suppose that f is bounded and lower semicontinuous. If f is excessive, then it is also superharmonic.
Proof. We first prove this result for f ∈ C b,Lip (R). Without loss of generality, we assume that f ≥ 0.
Step 1. Suppose that τ is a discrete G-stopping time of the following form:
By a similar analysis as the proof of Theorem 3.2, we have
where we use the Markov property in the forth equality.
Step 2. If τ is bounded and continuous, there exists a sequence of discrete G-stopping time {τ n } ∞ n=1
such that |τ − τ n | ≤ 1/2 n . Applying the continuity of f (X x ), similar with the proof of Proposition 4.3, we haveÊ [f (X
Step 3. If τ satisfy equation (3.7) , by a similar analysis as the proof of Proposition 3.7, it follows thatÊ
Now we show the result still hold for f which is bounded and lower semicontinuous. We can choose a sequence {f n } ∞ n=1 ⊂ C b,Lip (R) such that f n ↑ f . By the proof of Theorem 2.15, we derive that f (X x τ ) ∈ L 1 * * G (Ω tn ) for each discrete G-stopping time τ with the form in Step 1. Besides, since f n (X x t ) ↑ f (X x t ) for any t ≥ 0 and x ∈ R, we havê
(5.9)
Then the proof of Step 1 can be extended to the case where f is lower semicontinuous and bounded from below. If τ is continuous and bounded and τ n is choosen as Step 2, noting that f is lower semicontinuous and applying Fatou's Lemma, it is easy to check that
Repeating the proof of Step 3, we finally get the desired result.
Proposition 5.14 Suppose that f is bounded and lower semicontinuous. Then f is excessive if and only if {f (X x t )} is a supermartingale for any x ∈ R.
Proof. If {f (X x t )} is a supermartingale, it follows that
which implies that f is excessive. The other direction can be shown easily by using equation (5.9). The proof is complete.
For any given bounded and Lipschitz continuous function g, by the following iterative procedure, we may construct the smallest superharmonic function dominating g. By induction, we derive that g n is continuous. Defineḡ(x) = lim n→∞ g n (x). Thenḡ is bounded and lower semicontinuous. We claim thatḡ is excessive. Indeed, we can show that g(x) ≥ g n (x) =Ê[g n−1 (X x t )], for any t ∈ S n , n ≥ 1.
Letting n → ∞, it follows thatḡ ≥Ê[ḡ(X The above two inequalities implyḡ is excessive. By Proposition 5.13,ḡ is superharmonic. If f is a superharmonic function and f ≥ g, by induction, it is easy to check that f ≥ g n for any n = 1, 2, · · · . Letting n tend to infinity, we finally get the desired result. .7). Consider the following optimal stopping problem:
It is easy to see that V ≥ V n , for any n ≥ 1. On the other hand, for any τ ∈ T , there exists a sequence of G-stopping time {τ n } such that τ n ∈ T ∞ n and τ n → τ . Applying Fatou's Lemma, we havê E[g(X If t / ∈ I ∞ , there exists {t n } ⊂ I ∞ such that t n → t. Noting that V is lower semicontinuous, it follows thatÊ [V (X We derive that V is an excessive function. Applying Proposition 5.13, V is also superharmonic. For any superharmonic function f ≥ g, it is easy to check that
which yields that V is the smallest superharmonic function dominating g.
Conclusion
In this paper, we use the G-stochastic analysis to study optimal stopping problem under Knightian uncertainty for both the discrete time case and the continuous time case, and the time horizon can be finite or infinite. In order to solve this problem, we first introduce a new kind of random times, called G-stopping times, such that the conditional G-expectation is well defined for each payoff process X stopped at some G-stopping time τ . Besides, since the multiple priors P represented the G-expectation is non-dominated, we need to define the essential supremum in the P-quasi-surely sense. For the discrete time case, when the time horizon is finite, we apply the method of backward induction to define value function V and then to show that V is the Snell envelope of X and the first hitting time is an optimal stopping time. By taking the time horizon N goes to infinity, we get similar results with the finite time case. By the refinement of the time interval, we can study the continuous time case and then establish the relation between the value function and the solution of reflected G-BSDE. Therefore, it helps to get numerical approximation for the value function as well as the solution of reflected G-BSDE. In a Markovian setting, for the discrete time case, we show that the value function is the solution to the Wald-Bellman equation. For the continuous time case, similar with the classical result, the value function coincides with the smallest superharmonic function dominating the payoff function.
