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Sciences, Beijing, ChinaABSTRACT Cell growth in size is a complex process coordinated by intrinsic and environmental signals. In a research work
performed by a different group, size distributions of an exponentially growing population of mammalian cells were used to infer
cell-growth rate in size. The results suggested that cell growth was neither linear nor exponential, but subject to size-dependent
regulation. To explain the observed growth pattern, we built a mathematical model in which growth rate was regulated by the
relative amount of mRNA and ribosomes in a cell. Under the growth model and a stochastic division rule, we simulated the evo-
lution of a population of cells. Both the sampled growth rate and size distribution from this in silico population agreed well with
experimental data. To explore the model space, alternative growth models and division rules were studied. This work may serve
as a starting point to understand the mechanisms behind cell growth and size regulation using predictive models.INTRODUCTIONHow cells grow in size between divisions has been a classic
problem in biology. Despite extensive research over the de-
cades, much about the topic still remains unknown (1–5). To
measure cell-growth rate, two approaches are usually taken.
The first is to directly monitor the size of single cells (early
attempts to measure cell size at single-cell level suffered
from technical limitations (6–8), but much progress has
been made to allow accurate measurement of the size of a
single cell (9,10)). The other approach is based on collective
measurement of large populations of cells in a synchronized
or asynchronized state (8,11,12). Together, these two types
of measurements provide complementary data, shedding
light on the mechanisms that regulate cell growth.
In 2009, Tzur et al. (13) estimated the mean growth rate in
size of a mouse lymphoblast cell line (L1210) using a pop-
ulation level approach. In particular, measurements of size
distributions of the asynchronized, newborn, and dividing
cell populations were conducted. With these three size dis-
tributions as input, the averaged cell-growth rate as a func-
tion of cell size was computed from the Collins-Richmond
equation (11). This equation is built on the observation
that the balance of flux among subpopulations allows the
size distribution of asynchronous populations of cells to
remain at dynamic equilibrium. Similar methods have
been used to study the growth rate of bacteria and animal
cells (11,14,15).
The estimated growth rate as a function of cell size ob-
tained by Tzur et al. (13) is replotted here in Fig. 1 A (see
Fig. 2A of Tzur et al. (13)). On average, cell-growth rate first
increases with cell size, then decreases after reaching a crit-
ical size. This L-shaped growth pattern is consistent with
results previously reported in Collins and Richmond (11)Submitted July 2, 2013, and accepted for publication January 29, 2014.
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0006-3495/14/03/0991/7 $2.00and Anderson et al. (15) and is confirmed in a more recent
work in Kafri et al. (12). As proposed in Tzur et al. (13),
the reduction in growth rate seen in very large cells could
be related to some size-dependent regulation of cell growth.
Little is known about the mechanism behind the regulation.
It is also not clear how such regulation would affect cell
growth and division.
By mathematical modeling and stochastic simulation,
we investigate what growth models could give rise to the
observed growth pattern, and how they affect the size homeo-
stasis in a cell population. In particular, we propose a simple
cell-growth model to explain the experimental data in Tzur
et al. (13). The model assumes that a cell’s growth rate is
determined by both its ribosome number and mRNA level.
During a cell-cycle, the relative abundance of ribosome and
mRNA undergoes change, coordinating cell growth. With
a probabilistic division rule that tells a cell when and how
to divide, the evolution of an in silico cell population can
be simulated. With fitted parameters, the in silico population
reproduces theL-shaped growth curve and cell size distribu-
tions as observed in experiment. We further explore alterna-
tive cell-growth models and division rules to study how they
affect cell size distributions in the population. This work
provides a phenomenological explanation of the complex
experimental data in Tzur et al. (13) and reveals the intricate
connections among growth regulation, division control, and
size homeostasis.CELL-GROWTH MODEL
As sketched in Fig. 2 A, we build our model based on some
intuitive assumptions:Assumptions
The size (volume) of a cell, denoted by s, is assumed to be
proportional to its protein mass, which in turn is consideredhttp://dx.doi.org/10.1016/j.bpj.2014.01.038
FIGURE 1 Cell-growth rate as a function of cell
size. (A) Experimental result obtained using the
Collins-Richmond method in Tzur et al. (13).
Permission was obtained from the American
Association for the Advancement of Science
(AAAA, Washington, DC, www.aaas.org) to reuse
this figure. Note that different curves correspond
to different detailed implementations. (B) Aver-
aged growth rate obtained from the in silico popu-
lation simulated using our cell-growth model
(black curve). Pure exponential growth (v(s) ¼
(l2  g2)s) for 0 % s % 2000 and linear decay
in growth rate (v(s) ¼ 500  g2s) for s R 2000
(Dashed-red curve). To see this figure in color,
go online.
992 Hu and Zhuto be proportional to the total number of ribosomes in the
cell (ribosome is considered to be a representative of prote-
ome). These notions allow us to rescale the units of protein
mass and ribosome quantity so that 1fL of cell volume
contains one unit of protein and one unit of ribosome.
Here g2 denotes protein degradation rate per unit of protein
mass.
The protein synthesis rate is assumed to be proportional
to the total number of the cell’s working ribosomes, which
are specifically those that can allocate mRNA to carry out
translation. In case there is a shortage of mRNA, some ribo-
somes become idle.
The unit of m, the mRNA level in a cell, is rescaled
so that one unit of ribosome needs one unit of mRNA.
In the rescaled units, the amount of working ribosomes
in a cell equals to min{m,s} (m and s are treated as
continuous variables). Thus, the protein synthesis rate is
l2min{m,s}.
The mRNA has a degradation rate of g1 and an age-
dependent production rate of
l1ðktÞh=ð1þ ðktÞhÞ;where t is the cell age, and h and k are two parameters con-
trolling the transcription rate of mRNAs.
Mathematically, the dynamics of s and m is given by
dm
dt
¼ l1ðktÞ
h
1þ ðktÞh  g1m; (1a)A B
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dt
¼ ½l2 minfm; sg  g2s : (1b)
The condition [x]þ¼max{0,x} keeps ds/dt nonnegative, due
to the fact that the cell size does not shrink because consti-
tuting amino acids remain in the cell even if protein degrada-
tion occurs faster than synthesis. The Hill’s function term
allows mRNA level to saturate quickly after the cell is born.
A typical trajectory of the above system is shown in
Fig. 2 B (see Methods for the parameter values). mRNA
level is initially low in the newborn cell, because old
mRNA degraded during mitosis and chromosomes need
time to unfold before new mRNA can be transcribed. This
phase is called Growth Stage I, in which insufficient
mRNA supply limits protein synthesis. In Growth Stage
II, mRNA level builds up quickly, allowing all ribosomes
in the cell to work full time. Meanwhile, new ribosomes
are produced at a rate proportional to the total amount of
ribosomes currently available in the cell. As a result, cell
size grows exponentially. Nevertheless, cells can only
have limited mRNA supply due to limited DNA copy num-
ber. In Growth Stage III, if a cell keeps growing beyond
a critical size, mRNA will become rate-limiting again and
its growth rate will decrease as a result of increased protein
decay due to the growing cell mass.
In addition to a model that specifies how each cell grows,
we also need to know how andwhen a cell divides to simulate
an evolving population of cells. FollowingTzur et al. (13),we
assume the size difference between two sibling daughter cellsFIGURE 2 (A) A two-variable cell-growth
model. Cell size is proportional to the number of
ribosomes it contains. The decay rate per cell vol-
ume is g2 and the production rate is proportional to
the amount of working ribosomes, l2min{m,s}. (B)
Trajectory of mRNA and cell size simulated using
Eqs. 1a and 1b. Initially, the mRNA level is set
to zero. According to the relative abundance of
mRNA and ribosomes, three growth stages can be
identified in which mRNA and ribosomes play
different roles in regulating cell growth (see main
article). To see this figure in color, go online.
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ation s ¼ 68.8 (fL), that is independent of the size of the
mother cell. For simplicity, the mRNA level of newborn
cell is set to 0. The detailed rules specifying when a cell
divides will be discussed in the next section.
According to the model, a cell’s size s and mRNA level
m completely determine its growth rate. Many details of
cellular processes are missing in this oversimplified model
but, at least phenomenologically, the model can explain
the observed complex growth pattern very well. From the
in silico cell population we obtain the mean growth rate
v(s) as shown in Fig. 1 B (see Methods for the detailed im-
plementation). It fits the observed L-shaped growth curve
(Fig. 1 A) quantitatively. Further discussion and analysis
of the shape of the growth curve and two additional models
that explore model space are elaborated in the Appendices.Division rules and size homeostasis
In this section, we study different rules telling a cell when to
divide to see if they can reproduce the cell size distributions of
the asynchronous and newborn cell populations as measured
experimentally in Tzur et al. (13). It is assumed that a division
rate function q(s, m, t) exists, so that the probability a cell
divides during an infinitesimal time interval (t,t þ dt) is qdt.
The following three division rules are considered.
Division rule 1: age-gate
qðtÞ ¼

0; if t<t0;
q0; if tRt0:
Division rule 2: age-gate plus size-gate
qðs; tÞ ¼ q1ðtÞ þ q2ðsÞ;
with
q1ðtÞ ¼

0; if t<t0;
q0; if tRt0;
q2ðsÞ ¼

0; if s<s0;
q0; if sRs0:Division rule 3: signal integration
qðtÞ ¼

0; if AðtÞ<A0;
q0; if AðtÞRA0;
where
AðtÞ ¼
Z t
tII
minfm; sgdt0 (2)
is the area of the part of the shaded region in Fig. 2 B up to t.
For each rule, we fit the parameters (q0 and t0 for Division
Rule 1, q0, s0 and t0 forDivisionRule 2, q0 andA0 forDivision
Rule 3) to minimize the sum of L1-distances between the
in silico and experimental size distributions of the asynchron-
ized and newborn cell populations. The best-fit distributions
for each division rule are plotted in Fig. 3. The optimization
procedure is further described inMethods. Belowwe discuss
some implications of the results for size homeostasis.
As noted in Anderson et al. (15), if cells grow exponen-
tially in size and the division rule depends on age only, the
variance of cell size will diverge. Consistent with this state-
ment, we found that for cells that grow exponentially in
size, underDivisionRule 1 there is no stable size distribution:
either all the cell size goes to zero or the variance of the size
distribution goes to infinity. For our cell-growth model, how-
ever, a homeostasis population can be established under
Division Rule 1. This means the L-shaped growth pattern
can indeed function as a size-dependent regulation to main-
tain a stable size distribution in the population. Nevertheless,
this built-in regulation is not delicate enough: the in silico
size distributions of the newborn cells (Fig. 3B, green dashed
curves) is too flat in shape. As a result, many newborn cells
are found to be too small or too large in size, which are likely
to be unfavored states for them. In other words, the quality of
the in silico newborn cell population is not as good as the
real one due to the lack of a quality-checking mechanism
(in terms of cell size) in this division rule.
Under Division Rule 2, the in silico distributions fits well
with the experimental data (Fig. 3, red dot-dashed curves).
This division rule degenerates to Division Rule 1 in the limit
of s0/ N. By taking extra size information into account,FIGURE 3 Asynchronous (left) and newborn
(right) cell size distributions from experimental
(black thick line) and in silico populations simu-
lated using Division Rule 1 (green dashed line),
Division Rule 2 (red dot-dashed line), and Division
Rule 3 (blue solid line). Sample size is N ¼ 105.
See Methods for the parameter values. To see this
figure in color, go online.
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pared with Division Rule 1 that only uses age information.
Division Rule 3 gives the best fit to the experimental data
(Fig. 3, blue solid curves). We assume that after cells leave
Growth Stage I (Fig. 2 B), they start to measure a mitosis-
signal in a cumulative way. The intensity of the signal is pro-
portional to the protein synthesis rate, min{s,m}. Once the
time integral of this mitosis-signal (Eq. 2) reaches a critical
value A0, the cell begins to divide at rate q0. If the area of
Region I is also taken into the integration, similar results
still hold.
For each division rule (using the optimal parameters
found), the L1-distance between the in silico and experiment
distributions as a function of simulation time is plotted in
Fig. 4. Initially all cells are identical in size and synchronized
at age zero. As the population evolves under the growth
model and division rule, the size distributions gradually reach
homeostasis. The time taken for the in silico population to
reach size homeostasis is ~10 days. Given that the average
cell cycle length is roughly 10 h in our model (see
Fig. 1 B), >20 rounds of divisions are needed for a synchro-
nous population to reach homeostasis.
Lastly, both Division Rules 2 and 3 predict that, for cells
with the same size, older cells are more likely to divide than
younger cells, and for cells with the same age, larger cells
are more likely to divide than smaller cells, a notion consis-
tent with experimental observation in Tzur et al. (13). Our
study suggests that a size-dependent regulation is important
in maintaining size homeostasis in cell population.METHODS
Simulation of a cell population
We want to simulate the evolution of a population of cells and collect its
statistical information when cell size reaches homeostasis. Because simu-
lating the entire population is practically impossible due to the exponen-
tially growing number of cells, we keep track of only a limited number
of cells. In particular, we maintain a population of N ¼ 105 cells, andtime (hour)
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FIGURE 4 L1-distance between the in silico and experimental size distri-
butions (see Methods). Initially, the population is synchronized at age zero
and all cells have an identical cell size. Different curves correspond to
different division rules. To see this figure in color, go online.
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cell division occurs. This procedure gives us a population evolving under
the Moran process (16) with a fixed population size. It mimics drawing
random samples from an exponentially growing population, provided that
there is no inheritable difference in fitness among cells.
To simulate the growth of one single cell, Eqs. 1a and 1b are solved using
a fourth-order Runge-Kutta method with a constant step-size Dt ¼ 0.05 (h).
The parameters used are
l1 ¼ 2000; g1 ¼ 1; l2 ¼ 0:25; g2 ¼ 0:15;
k ¼ 0:5; and h ¼ 4:
These values are chosen empirically to fit the experimental data. In princi-
ple, the number of mRNA molecules and ribosomes in a cell are integers
and driven by stochastic processes. However, because their copy numbers
are usually very high in a cell, a continuous and deterministic approach
makes a very good approximation here.
Cell divisions are modeled as stochastic events that arrive randomly in
time. Given the division rate q of a cell, the probability that the cell divides
during a small time interval dt is qdt. A straightforward implementation is
to generate a random variable u uniformly distributed in (0,1), and if u <
qdt, the cell divides; otherwise, it continues to grow. Doing this for large
populations is very computationally expensive, due to the need to generate
one random variable for each cell at every time step dt. A more efficient
way is to assign a random variable u uniformly distributed in (0,1) to
each newborn cell and update the valueZ t
0
qðtÞdt þ ln u;
with small time increments. This term is negative when t is small
and increases as t marches forward. At time t0, where t0 solves the
equation Z t
0
qðtÞdt þ ln u ¼ 0;
the cell divides. It can be shown that the two procedures above generate sta-
tistically equivalent waiting time for mitosis (17). The latter is much more
efficient because only one random variable is generated for each cell during
its entire lifecycle.Collecting statistics from the in silico population
Growth-rate curve
To compute the average growth rate v(s), we sort cells by size s, partition
them into small intervals of s, and take the average of the growth rate of
cells in each interval.
Asynchronous and newborn cell size distributions
The asynchronous size distribution can be directly sampled from the
homeostasis in silico population. For the latter, we store the size of each
cell when it is born. When needed, the newborn cell size distribution will
be sampled from the latest recorded birth size of N ¼ 105 cells.Fitting the parameters in division rules
Each division rule contains several parameters. For a given set of
parameters, we simulate the population for a sufficiently long time and
obtain its asynchronous size distribution fsim and newborn cell distribution
fn
sim as described above. We want to find the parameter set that minimize
Cell Growth in Silico 995kf sim  f expk1 þ kf simn  f expn k1:
This is a nonlinear optimization problem and we use the Optim routine in
the software R (http://cran.r-project.org/doc/manuals/r-release/R-intro.
html#index-optim) for this task. The best-fit parameters we find, for Divi-
sion Rule 1, are t0 ¼ 6.4, q0 ¼ 0.8; for Division Rule 2, t0 ¼ 8, s0 ¼
1440, q0 ¼ 0.18; and for Division Rule 3, A0 ¼ 6400, q0 ¼ 0.5.DISCUSSION
In this article, we propose a model of cell growth to
explain the L-shaped curve of growth rate as observed in
experiments. The model assumes that cell growth in size
is regulated by its mRNA content: cells only experience
exponential growth in size when there is enough mRNA.
Otherwise, insufficient amount of mRNA compromises
the efficiency of cells’ growth rate. The rate-limiting effect
of mRNA occurs in newly born cells or when cell reaches a
certain size threshold. We also study several stochastic
division rules and examine whether they would be capable
of regenerating the observed size distributions under our
growth model. Interestingly, the data could not be ex-
plained simply by the age-gate division rule. The result
implies that some quality-control mechanisms (or ‘‘sizers’’)
in mitosis-decision would be necessary to help with the
explanation.
To our surprise, with a properly chosen division rule, our
simple cell-growth model explains the complex experi-
mental data extremely well. Mathematically, deducing a
model that is consistent with some observed data is an
inverse problem and the solution is never unique (as long
as the model allows unlimited complexity). There can be
other models that can also explain the experiment, but it is
not trivial to find one—a point we try to demonstrate by
considering some alternative cell-growth models in the
Appendices.
In our model, the mRNA level in a cell plays an essential
role in regulating the growth rate. On the one hand, a tran-
sitional low level of mRNA, which may be caused by the
densely packed chromosomes before and after mitosis,
holds back the growth of the newborn cells. We guess this
might be a cause of the growth inhibition during the early
stage of a cell cycle observed for several cell lines in exper-
iments (12). On the other hand, limited mRNA supply
results in growth-rate reduction in very large cells. Experi-
ments have shown that the mRNA level reaches a plateau
in division-arrested yeast because of limited DNA copy
number (18), but to what extent limited mRNA will affect
cell growth to be removed, remains to be determined. The
idea that mRNA plays a rate-limiting role in certain stages
of cell growth appears to be consistent with the fact that
gene expression and cell size are tightly correlated (19).
We hope experiments in the future can provide more quan-
titative data relating mRNA content and cell growth.APPENDIX 1: THE RELATION BETWEEN v(s) AND
V(s,m)
For a single cell, the growth rate V(s,m) depends on its size s as well as
other variables such as the mRNA level m in our model. For two cells
with the same s, their m-value can be different, as might their V(s,m)
value. The v(s) obtained using the Collins-Richmond method (11) can
be considered as an average of V(s,m) in the sense described mathemati-
cally below.
In an asynchronous population, the frequency density of s and m reaches
a steady state with a joint distribution denoted by p(s,m). Denote f(s) as the
marginal distribution of s, i.e.,
f ðsÞ ¼
Z
m
pðs;mÞdm: (A1)
For any s ¼ s0, the flux across a point s0 in the marginal space equals to
the flux across a plane s ¼ s0 in the joint space (s,m), which gives
f ðs0Þvðs0Þ ¼
Z
m
Vðs0;mÞpðs0;mÞdm: (A2)
Because the above equations hold for any s0, from Eqs. A1 and A2, we have
vðsÞ ¼
R
m
Vðs;mÞpðs;mÞdm
f ðsÞ
¼
Z
m
Vðs;mÞ pðs;mÞR
m0pðs;m0Þdm0
dm:
By definition,
pðs;mÞ=
Z
m0
pðs;m0Þdm0
is the conditional probability density of m given s, denoted by p(mjs). So
we get
vðsÞ ¼
Z
m
Vðs;mÞpðmjsÞdm: (A3)
It means v(s) is the expectation of the growth-rate V(s,m) conditioning on
given s.APPENDIX 2: AN INTUITIVE EXPLANATION OF
FIG. 1 B
The model-predicted growth rate v(s) can be estimated by substituting V(s,t)
in Eq. A3 by ds/dt given by Eq. 1b. An explicit expression for v(s) is not
available, but some qualitative analysis can be made.
On the one hand, we have
vðsÞ ¼
Z s
0
ðl2m g2sÞþpðmjsÞdm
þ
Zmmax
s
ðl2  g2ÞspðmjsÞdm;
(A4)Biophysical Journal 106(5) 991–997
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cell can support, as determined by setting the left-hand side of Eq. 1a to
zero. For small cells, say, s < 1500, many are still in Growth Stage I,
with a relatively low mRNA level. This means p(mjs) > 0 in the first
term of the above equation. Because
ðl2m g2sÞþ<ðl2  g2Þs
for 0 < m < s, overall v(s) < (l2  g2)s, which explains why for small s
the growth curve (solid line in Fig. 1 B) lies below the exponential curve(red-dashed line).
On the other hand, for larger cells (sR 1500), the mRNA level is almost
saturated in all cells, so, approximately, we have
pðmjsÞ ¼ dðm mmaxÞ:
Direct calculation yieldsvðsÞ ¼ l2 minðs;mmaxÞ  g2s:
Hence for 1500 % s < 2000, v(s) increases linearly with s, and for
s R 2000, v(s) decreases linearly with s.APPENDIX 3: EXPLORING THE MODEL SPACE
We consider a class of models that can be written as
dm
dt
¼ Hðs;m; tÞ; (A5a)
ds ¼ Vðs;mÞ: (A5b)
dt
Here the controlling variable m may have different meanings in different
models. Eqs. 1a and 1b belong to this class, with m representing mRNAlevel. Two other models in this class are studied.Model A1
m ¼
8<
:
lþ k1ðs s1Þ; if s<s1;
l; if s1%s<s2;
lþ k2ðs s2Þ; if sRs2:
(A6a)
ds þ
dt
¼ ½ms : (A6b)A B
Biophysical Journal 106(5) 991–997Here m is the effective growth rate per volume and is chosen as a piecewise
linear function of s based on results from direct observation of single cell
growth in Son et al. (9). For l ¼ 0.1, k1 ¼ 0.0001, k2 ¼ 0.0001, s1 ¼
1500, and s2 ¼ 2000, the relation of m versus s is plotted in the inset of
Fig. 5 A. The shape of this curve is roughly consistent with the experimental
results (see Fig. S4 in Son et al. (9)), but the part that m decreases for large s
was exaggerated to fit the data here.
For this model,m depends on s only, so p(mjs)¼ d(m –m(s)), and Eq. A3
becomes
vðsÞ ¼
8<
:
½l1sþ k1ðs s1Þsþ; if s<s1;
l1s; if s1%s<s2;
l1sþ k2ðs s2Þs; if sRs2:
(A7)
As Fig. 5 A shows, the predicted growth curve agrees with the experi-
ment result qualitatively.Model A2
It is briefly mentioned in Kafri et al. (12) that the observed growth
rate reduction for large cells might be caused by the fact that fast-
growing cells divide earlier at a relatively small size, leaving slow-growing
cells with relatively larger sizes behind. In the meantime, all cells grow
exponentially. To test this hypothesis, we consider the following model:
ds
dt
¼

0; if t<C ln 2=ðlþ mÞ;
ðlþ mÞs; otherwise:
Here m represents the difference in intrinsic growth rate among cells, whichis a random variable uniformly distributed in (l/2, l/2), with l ¼ 0.1.
When dividing, the same m is passed from a mother cell to daughter cells.
For this model, we use a special division rule given below:
Division rule for model A2
qðtÞ ¼

0; if sðlþ mþ 0:35Þ%1000;
q0; if sðlþ mþ 0:35Þ>1000;
where l ¼ 0.1, 0.05% m% 0.05, and q0 ¼ 10.
It is easy to verify that the fastest growing cells (m ¼ 0.05) divide at
approximately size s ¼ 2000, and the slowest growing cells (m ¼ 0.05)
divide at approximately size s ¼ 2500.
Due to different growth rates, the time needed for a cell to double its size
(which is ln2/(l þ m)) is also different. To give no selective bias in this het-
erogeneous population, we assume each cell waits a time period of C – ln2/
(lþm) before it starts to grow (C¼ 14). Now the cell cycle length, which is
the waiting time plus the doubling time, is equal among all the cells.FIGURE 5 (A) Growth rate of Model A1, as
given by Eq. A7. (Inset) Corresponding growth
rate per volume (m in Eq. A6a). (B) Mean growth
rate in Model A2 (black curve). (Dashed-
red curve) Pure exponential growth (v(s) ¼
(l2  g2)s) for 0 % s % 2000 and linear decay
in growth rate (v(s) ¼ 500  g2s) for s R 2000.
To see this figure in color, go online.
Cell Growth in Silico 997Simulation shows that the averaged growth rate v(s) predicted by this
model is indeed L-shaped (Fig. 5 B). For 1300 < s < 2000, most cells
are in the exponential growth stage and no cell divides. Because m is
now uniformly distributed in the population, v(s) equals to ls. As s in-
creases, cells with larger m are dying and the mean value of m in the pop-
ulation shifts from 0 to l/2, so v(s) decreases. However, inconsistent with
the experiment, for s< 1300, the mean growth rate is close to zero, because
most cells are still in their waiting phase. In addition, the cell size distribu-
tions under this model cannot match the measured distributions (result not
shown). Thus, the model in its presented form can only provide a partial
explanation to the experiment.
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