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Abstract
Rapid development of Internet technologies pro-
motes traditional newspapers to report news on so-
cial networks. However, people on social networks
may have different needs which naturally arises the
question: whether can we analyze the influence of
writing style on news quality automatically and as-
sist writers in improving news quality? It’s chal-
lenging due to writing style and ‘quality’ are hard
to measure. First, we use ‘popularity’ as the mea-
sure of ‘quality’. It is natural on social networks
but brings new problems: popularity are also influ-
enced by event and publisher. So we design two
methods to alleviate their influence. Then, we pro-
posed eight types of linguistic features (53 features
in all) according eight writing guidelines and ana-
lyze their relationship with news quality. The ex-
perimental results show these linguistic features in-
fluence greatly on news quality. Based on it, we
design a news quality assessment model on social
network (SNQAM). SNQAM performs excellently
on predicting quality, presenting interpretable qual-
ity score and giving accessible suggestions on how
to improve it according to writing guidelines we re-
ferred to.
1 Introduction
Due to the rapid development of Internet technologies, on-
line social networks are becoming popular. People are more
and more willing to receive news on social networks. This
social trend promotes traditional newspapers to report news
on social networks. We observed that writing style can make
a great difference on news quality: The popularity (a kind
of measure for quality to some extent) of news which are
posted by same-level publishers and describe a same event
even varies hundreds of times due to different writing style
as Figure 1 shows. Thus a question naturally arises: whether
can we analyze the influence of writing style on news quality
automatically and assist writers in improving news quality?
Generally, it is difficult to estimate ‘quality’ of text in a
certain field (such as science articles [Pitler and Nenkova,
2008]) without human judgement as the ground truth. How-
ever, for content on social networks, ‘popularity’ can be seen
as the natural ground truth for ’quality’. Methods that es-
timate information quality of web pages based on the num-
ber of their incoming links, which can be seen as a kind of
measure for popularity, has been successful [Kleinberg, 1999;
Page et al., 1999]. These facts implied that there is high corre-
lation between the popularity and the quality of information.
However, simply treating ‘popularity’ and ‘quality’ as syn-
onyms is not reasonable in our work. Since apart from writing
style, popularity is also greatly influenced by event and pub-
lisher. We design methods to weaken their influence. In this
context, we can regard ‘popularity’ as the measure for ‘qual-
ity’.
News on social networks describe events in concise and ac-
cessible language and wish to attract user’s attention to partic-
ipate in them. To achieve these goals, some universal writing
guidelines are followed by news writers like ‘news should be
written interestingly’, which are introduced to in this paper.
Previous works often focused on predicting quality pre-
cisely but gave little insights into how to write. Our work
steps further to analyze why the quality score is given and
present some accessible suggestions on how to improve it.
Our contributions are summarized as follows.
1. We propose eight types of linguistic features based on
eight news writing guidelines to mining writing style
which may influences news quality on social networks.
2. We analyze the relationship of these features and news
quality from both Inter-User and Intra-User. From Inter-
User, as events reported by different users have great
overlap, we can weaken its influence on popularity by
analyzing among users. From Intra-User, user’s influ-
ence including the number of followers can be alleviated
within each user.
3. Then we propose a social network news quality assess-
ment model (SNQAM). SNQAM predicts the quality of
news by weighted summation of all features according to
their correlation with quality. It can also predict scores
for the eight feature types respectively and give targeted
suggestions according to the corresponding guideline.
The experimental results show that the style features in-
deed have high correlation with news quality and prediction
results for quality are reasonable and interpretable.
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Figure 1: Examples to show the relationship of writing style and quality(popularity). Two pieces of news are reported by CCTV News and
Xinhua Viewpoint respectively (all belong to very authoritative news media with more than 50 million followers). They reported the same
event with great difference in description. Post1 (the left one) receives higher popularity compared with Post2 (the right one). It tends to use
‘we, your’ to show that event reported is related users and interact with them. It also uses many ‘!’ to attract users’ attention and ‘(1), (2),
(3)...’ to make news more readable. This paper focuses on mining such writing style and analyzes its relationship with quality.
2 Related Work
Works about assessment of information quality have made
great progress for many types of information. Kleinberg and
Page et al. estimate quality of web pages based on the number
of their incoming links; [Gu et al., 2015] propose a new no-
reference image quality assessment metric using the recently
revealed free-energy-based brain theory and classical human
visual system-inspired features.
[Pitler and Nenkova, 2008; Louis and Nenkova, 2013] take
into account various linguistic factors to produce predictive
models for article quality. Few works focused on news on
social networks.
It is generally difficult to estimate ‘quality’ without human
intervention especially for articles. Pilter et al. used human
judgement as the ground truth of article quality while Louis
et al. classified articles which were appeared in “The Best
American Science Writing” as high-quality articles. To solve
this problem, popularity-based methods have been widely
used. These works often focus on improving prediction ac-
curacy and pay more attention on factors besides writing
style including publisher’s social context, information diffu-
sion model, etc. [Cui et al., 2011] analyze the relationship
between user’s information and content popularity; [Wu et
al., 2017; Gao et al., 2016] used temporal information and
model the diffusion of information to predict popularity. All
of them focus on predicting popularity but can give little in-
sights on how to write.
3 Facets of news writing
We discuss eight prominent facets of news writing which we
hypothesized will have an impact on news quality. Some
facets such as Readability and Formality are used widely in
the tasks of text analysis like clickbait detection [Biyani et al.,
2016] and authorship attribution [Gu et al., 2015]. Others are
proposed by us according to some news writing guidelines.
For each facet, we first define some basic linguistic features
then combine them to get a high-level feature. All features
are defined within a piece of news and summarized in Table
1. We get 45 basic features and 8 high-level features in all.
Readability: Being clear and easy to read is a basic
requirement of news. Especially for social network like
Weibo, the length of posts is limited to 140 words and users
generally spend less time to quickly browse the news.
Sentence broken [Xiao and Liu, 2015], Characters,
Words, Average word length, Sentences, Clauses [Pitler and
Nenkova, 2008], RIX, LIX and LW [Anderson, 1983] are all
proposed before to capture Readability in a piece of news. In
addition, considering that users of social network are involved
in all walks of life, too many professional terms will make
users confusing. Therefore, we propose Professional words
to count their number. The smaller the above 10 features, the
higher the readability. Based on them,
Readability = -(Sentence broken + Characters+ Words
+ Sentences + Clauses + Average word length + Profes-
sional words+ LW + RIX + LIX)
Logic: Good news should be logical and contextually co-
herent. Forward reference [Biyani et al., 2016] is used to
capture logic of news which can create a sort of tease or in-
formation gap between several sentences. It includes demon-
stratives (this, that, those, these...) and third person pronouns
(he, she, his, her, him). Conjunctions are also used to make
context more coherent, like ‘so, and’. Thus, Logic = For-
ward reference + Conjs
Credibility: News should be rigorous and credible, espe-
cially for official media. For news media In Weibo, ‘@’ is
often used to bring out the object of the event. Sometimes
Facets Features Facets Features
Readability Sentence broken, Characters, Words,
Sentences, Clauses, Average word length,
Professional words, RIX, LIX, LW
Logic Forward reference, Conj
Credibility @, Numerals, Official speech, Time,
Place, Object, Uncertainty, Image
Formality Noun, Adj, Prep, Pron, Verb, Adv, Sen-
tence broken
Interactivity Question mark, First pron, Second pron,
Interrogative pron
Interestingness Rhetoric, Exclamation mark, Face, Idiom,
Adversative, Adj, Image
Sensation Sentiment score, Adv of degree,
Modal particle, First pron, Second pron,
Exclamation mark, Question mark
Integrity HasHead, HasImage, HasVideo, HasTag,
HasAt, HasUrl
Table 1: Linguistic features (some features can be classified into different facets).
it is used to elicit the source of the news. Detailed num-
bers and relevant images can make the news more authentic.
Official speech counts the number of words which indicate
that information is released by the official institutions, such
as ‘Circulated’. Time, Place, Object respectively correspond
to the three elements of news people often said: when, where
and who. It’s important for news to conclude such elements.
Uncertain words shouldn’t be used as they will confuse read-
ers including ‘maybe, perhaps, ...’.
Credibility = @ + Numerals + Official speech + Time +
Place + Object - Uncertainty + Image
Formality: News on social network tend to be more spo-
ken than custom newspaper. Referring to the formality
definition in English [Biyani et al., 2016], Formality of news
is related to the number of various parts of speech includ-
ing Noun, Adj, Prep, Pron, Verb and Adv. Sentence broken
is also considered as the higher formality the text, the less
pauses in the sentence [Gu et al., 2015]. Thus,
Formality = Noun + Adj + Prep - Pron - Verb - Adv - Sen-
tence broken
Interactivity: News with higher interactivity can cause
readers to think and promote them participate in the dis-
cussion. Sentences like ”How about you?” can achieve this
effect. So, we counts the number of question marks, first pro-
nouns, second pronouns and interrogative pronouns in news.
Interactivity = Question mark + First pron + Second pron
+ Interrogative pron
Interestingness: Naturally, interesting description can at-
tract more readers Rhetoric counts the number of rhetori-
cal devices used in news. For example,
Today, ‘Little Penguin’ is 15 years old.
Because Tencent QQ, a popular chat software in China, has
the icon like a penguin, the news compared it to ‘Little Pen-
guin’. Such description is interesting. Usually the content
of rhetoric will be extracted with ’, so Rhetoric is counted
by the number of ’. Similarly, Idiom, expressions, Exclama-
tion mark and images are considered. Adversative words like
‘however, but’ can enhance the drama of the story. Adjectives
are used to modify nouns and enrich description [McIntyre
and Lapata, 2009]. Based on above seven features, Interest-
ingness of a piece of news is defined as,
Interestingness = Rhetoric + Exclamation mark + Face +
Idiom + Adversative + Adj + Image
Sensation: Good news can impress people and cause a
sensation. Content with distinct emotional orientation is
obviously easier to be noticed by readers in a huge and con-
tinuous flow of information. Emotional expression has be-
come an important means for news content to gain attention.
We calculate sentiment score of a piece of news by emo-
tional dictionary matching[here add where dictionary from].
The sentiment score is between -1 and 1, where negative
value means negative emotion, positive value means posi-
tive emotion and the greater the absolute value, the stronger
the emotion. Adv of degree means the number of degree
adverbs, like ‘too, very’. Modal particle is the number of
modals, like ‘Ah’. Similarly, Sensation has positive corre-
lation with First pron, Second pron, Exclamation mark and
Question mark as well. We define Sensation as follows,
Sensation =Sentiment score + Adv of degree +
Modal particle + First pron + Second pron + Excla-
mation mark + Question mark
Integrity: Some parts are essential for news like title.
We observed that the news media on social networks gen-
erally have the following basic structure: title, image, video,
topic(#), @ and web link. Since the title is the focus of catch-
ing the reader’s eye, tags (#) can help news pushed to more
people, and People are more willing to read multimodal in-
formation, we give these features higher weights when calcu-
lating the Integrity of a piece of news,.
Integrity = 2*HasHead + 2*HasImage + 2*HasVideo+
2*HasTag + HasAt + HasUrl
Most of the features can be obtained directly by HanLP1,
an open source Chinese natural language processing package
including functions like word segmentation, part-of-speech
tagging, syntax analysis, etc. Its part-of-speech category is
abundant. In addition to the basic part-of-speech like nouns,
it can also recognize time words, name, various symbols, etc,
which can be used to obtain Time, Object and others. Other
features, such as Adversative and Adv of degree, were ob-
tained by querying the Chinese dictionary and performing
dictionary matching.
1https://github.com/hankcs/HanLP
4 Corpus and Quality Measure
4.1 Corpus
Data Collection
We chose Weibo as the research platform, a Chinese social
network similar to Twitter with more than 337 million users
by June 2018. Most traditional news media create their ac-
counts on Weibo for publishing news and interacting with
people.
This paper focus on news media. We chose 4 authoritative
news accounts on Weibo according to the list published by
People’s Network Opinion Center2 (which analyzed the me-
dia’s readings, forwarding numbers and comments and eval-
uated their influence on social networks). They are People’s
Daily, CCTV News, Xinhua Net and Xinhua Viewpoint. All
of them locate at top 30 of the list and belong to influential
accounts. We collected all of their posts since registered.
Data Preprocessing
It has been previously suggested that 85% of posts received
80% of reposts within 48 hours on Weibo [Ma et al., 2013].
So, our data set retained posts published for more than a
week; Due to the different time of the first post, we have kept
posts between July 2012 and November 2018; On Weibo,
there exits sweepstakes. Such posts often require users to for-
ward them and draw prizes, so the popularity will be higher.
They are noises for our analysis, so we unify all users’ lot-
tery posts; As the popularity of forwarding post cannot be
distinguished whether resulted from this post or the source.
Therefore, we only keep original posts. Finally, we get data
size in Table 2.
Accounts Followers Posts Quality
(million)
People’s Daily 8,268 82,788 8647.1
CCTV News 7,789 84,583 6048.9
Xinhua Net 5,115 67,765 471.4
Xinhua Viewpoint 5,180 72,152 506.0
Table 2: ‘Quality’ here refers to average sum of ‘like’, ‘comment’
and ‘repost’ for each piece of news.
Their average qualities on Weibo are quite different as Ta-
ble 2 shows. So we guessed that there are some differences
in their writing style, which lead to the difference of quality.
4.2 Quality Measure
Quality of news on Weibo can be measured by popularity
easily, including ‘repost’, ‘like’ and ‘comment’. We define
quality as the sum of these indicators as they have strong cor-
relation with each other (Spearman Rank Correlation, SRC,
is larger than 0.75).
5 Methods and Experiments
We analyze the usefulness of the eight types of linguistic fea-
tures for news quality assessment from both Inter-User and
2http://yuqing.people.com.cn/n1/2018/1214/
c364056-30467317.html
Intra-User. Then based on them, we propose a news quality
assessment model.
5.1 Feature Analysis: Inter-User
From Inter-User, as events reported by different users have
great overlap, we can weaken its influence on popularity by
analyzing among users. Although the four media we selected
all belong to influential media on Weibo, their qualities are
quite different and can be divided into two levels. Most qual-
ities of posts on People’s Daily and CCTV News are higher
than that of the remaining two media and differs greatly as
Figure 2 shows. Therefore, we classified all the posts of the
high-quality accounts (People’s Daily and CCTV News) as
VERY GOOD and all the posts of typical accounts ( Xin-
hua Net and Xinhua Viewpoint) as TYPICAL. By comparing
the differences in writing style between these two types of ac-
counts, we can find out the reasons for making these accounts
high-quality.
10 0 10 20 30 40 50 60 70 80 90
Periods
0
5000
10000
15000
20000
25000
30000
35000
40000
Po
pu
la
rit
y
People's Daily
CCTV News
Xinhua Net
Xinhua Viewpoint
Figure 2: Quality of People’s Daily and CCTV News are always
dozens of times higher than the others (Data is too large to observe
intuitively, thus we calculate average popularity of 4 accounts per
period (30 days) from July 2012 to November 2018).
Classification between VERY GOOD and TYPICAL:
We chose Random Forest (RF) as the classifier and optimized
the model on the dataset using 5-fold cross validation. We
divided the dataset into 5 parts, train on 4 parts and test on
the held-out data. Experiments based on all features and each
type of news quality features respectively with same RF pa-
rameters are performed. The classification results about the
average accuracy of 5 experiments obtained are shown in Fig-
ure 3.
As Figure 3 shows, classification with all features achieve
99.6% accuracy which implies that writing style have great
difference on VERY GOOD and TYPICAL news. More-
over, to analyze the performances of each feature type, we
performed same experiments with only one type respec-
tively. Experimental results show that only using Readabil-
ity, Credibility, Formality, Interestingness or Sensation
features all performed well with accuracy more than 96%.
It indicates that the corresponding five writing guidelines are
very helpful in news writing. Take Sensation as an example,
as shown in Figure 4, news of VERY GOOD are always more
emotional, which encourages news writers to use stronger
Figure 3: Average accuracy of test in 5-fold cross validation for var-
ious feature types.
emotional expression when describing events to arouse peo-
ple’s emotional resonance.
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Figure 4: Sensation of VERY GOOD tend to be higher than that of
TYPICAL.
Remaining style feature type including Logic and Interac-
tivity give accuracy 86.1% and 82.7% respectively, implying
moderate correlation with news quality. Integrity only gives
54.7% accuracy mainly resulting from that posts in our data
set are all published by authoritative media and in standard
format. Therefore, we can nearly ignore it when evaluating
quality for news.
Feature Importances: Importances of features for RF clas-
sification with all features are presented in Table 3.
Top 10 important features are mostly belong to Readabil-
ity, Credibility, Interestingness and Sensation, which are
also the types performed individually with accuracy more
than 96% mentioned before. It further confirms the impor-
tance of these types of style in news quality assessment and
gives us insights into where we should improve more specifi-
cally. Like Sensation mentioned before, news writes can im-
prove news quality by improve Sensation mainly focusing on
using more exclamatory marks and emotional words.
Rank Feature
1 CredibilityC
2 Average word lengthR
3 CharactersR
4 Exclamation markIE,S
5 SentencesR
6 WordsR
7 Professional wordsC
8 Sentiment scoreS
9 NumeralsC
10 RhetoricIE
Table 3: Top 10 important features in classification. Upper corner
means corresponding feature type, such as Average word lengthR
means feature Average word length belongs to Readability (R).
Some features belong to more than one category.
5.2 Feature Analysis: Intra-User
Within each user, user’s influence on popularity including the
number of followers can be alleviated. By mining common
laws for all users, we can analyze the relationship of writing
style and news quality.
Correlation between Linguistic Features and Quality:
We calculate the SRC between feature and quality for each
user and present 10 common and most influential features for
all users in Table 4 .
Feature Correlation
mean standard deviation
InterestingnessIE 0.347 0.028
Exclamation markIE,S 0.306 0.048
ImageIE,C 0.303 0.060
Average word lengthR -0.242 0.030
SensationS 0.234 0.066
LIXR -0.226 0.018
RIXR -0.217 0.013
PronF 0.214 0.054
Second pronIR,S 0.192 0.043
Forward referenceL 0.186 0.050
Table 4: Mean and standard deviation are calculated on the corre-
lation of all users. The greater the absolute value of the mean, the
greater the correlation. Positive value means positive correlation.
We find that the influences of features have great overlap
among all users. First, the standard deviation is relatively
small which means the correlation of features and quality are
very similar within each user. Second, there exits 10 common
features among top 20 correlated features of all users. It indi-
cates, for each user, features playing most important roles are
similar as well.
Moreover, compared features in Table 4 and Table 3, we
find that the main feature types they belong to are similar:
Readability, Credibility, Interestingness and Sensation,
which proves that no matter within users or among users,
these writing guidelines are most important and should be
paid more attention.
Quality Drift: According to researches on authorship attri-
bution research [Azarbonyad et al., 2015], there exits writing
style drift when time span is long. Observing the user’s qual-
ity trend curves over time, we find a interesting phenomenon:
For Xinhua Net, its quality has suddenly increased after 50th
periods and then keep a stable and little higher level than be-
fore 50th periods. To figure out if such change is related with
writing style, we compare all features time trends and find
that some are very similar to quality trend as Figure 5 shows.
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Figure 5: Three features which have most similar change to quality
(Face, Interestingness and Exclamation mark).
After 50th periods, Xinhua Net began to use more faces,
exclamation marks and describe news more interesting which
are all belong to the most important feature types for quality
(Interestingness and Sensation). It was a wise reform and
received good reward which further implies that by chang-
ing writing style analyzed in this paper, news quality can be
improved in application.
5.3 News Quality Assessment Model
Although in Section Intra-User, experiments for classifying
news into VERY GOOD and TYPICAL performed even 99%
accuracy based on writing style features, such classification
seems not very appealing in reality. To give accessible sug-
gestions on improving quality, besides classification, we also
want to give a interpretable quality score. Therefore, based
on analysis above, we propose the following news quality as-
sessment model.
News Quality Score =
n∑
i=1
Wi ∗ Fi (1)
Wi = Ii ∗ Ci (2)
where n refers to the number of features, Wi is the weight of
each feature for news quality assessment and Fi is the value
of ith feature. Wi is calculated by multiplying feature im-
portance Ii (when classifying posts into VERY GOOD and
TYPICAL in Intra-User) and correlation Ci between features
and news quality mentioned in Inter-User (as the correlation
of features in each user are slightly different, we use the cor-
relation calculated in all user’s posts.).
The quality assessed by the above simple model performs
strong relationship with the corresponding quality obtained
on social networks (popularity), which achieves 0.606 SRC.
In addition, the score can be seen as calculating by sum-
ming the scores of eight news writing facets. So, by analyz-
ing what facet gets low score, we can give the targeted sug-
gestions following by the corresponding writing guidelines.
Take an example, for two posts introduced in Introduction,
our model predict their quality with 0.770 (Post1) and 0.207
(Post2) respectively. Figure 6 shows the detailed analysis for
eight writing facets.
Figure 6: Compared with Post1, Post2 has low quality mainly due
to its bad performance on Sensation (0.384 vs. 0.108), Interesting-
ness (0.296 vs. 0.013) and Credibility (0.316 vs. 0.115).
Thus we suggest that Post1 can be improved by focusing
on improving the three feature types such as using some faces
to stimulate the reader’s emotions, more digits and detailed
description to improve Credibility, and describing events in
more interesting and appealing ways like using ‘!’ as Post1
did.
6 Conclusion
In this paper, we analyze the influence of writing style on
news quality. Firstly, we propose eight types of linguistic
features based on eight news writing guidelines to mining
writing style which may influences news quality and analyze
the relationship of these features and news quality from both
Inter-User and Intra-User. Then we propose a simple but in-
terpretable model to predict the quality of news and give tar-
geted suggestions on how to improve quality. The experimen-
tal results demonstrate the efficacy of these features.
In future work, we will try to explore news generation tech-
niques to generate high-quality news followed by these writ-
ing guidelines.
References
[Anderson, 1983] Jonathan Anderson. Lix and rix: Varia-
tions on a little-known readability index. Journal of Read-
ing, 26(6):490–496, 1983.
[Azarbonyad et al., 2015] Hosein Azarbonyad, Mostafa De-
hghani, Maarten Marx, and Jaap Kamps. Time-aware au-
thorship attribution for short text streams. In Proceedings
of the 38th International ACM SIGIR Conference on Re-
search and Development in Information Retrieval, pages
727–730. ACM, 2015.
[Biyani et al., 2016] Prakhar Biyani, Kostas Tsioutsiouliklis,
and John Blackmer. ”8 amazing secrets for getting more
clicks”: Detecting clickbaits in news streams using article
informality. In Proceedings of the Thirtieth AAAI Con-
ference on Artificial Intelligence, February 12-17, 2016,
Phoenix, Arizona, USA., pages 94–100, 2016.
[Cui et al., 2011] Peng Cui, Fei Wang, Shaowei Liu, Ming-
dong Ou, Shiqiang Yang, and Lifeng Sun. Who should
share what?: item-level social influence prediction for
users and posts ranking. In Proceedings of the 34th inter-
national ACM SIGIR conference on Research and devel-
opment in Information Retrieval, pages 185–194. ACM,
2011.
[Gao et al., 2016] Jinhua Gao, Huawei Shen, Shenghua Liu,
and Xueqi Cheng. Modeling and predicting retweeting
dynamics via a mixture process. In Proceedings of the
25th International Conference on World Wide Web, WWW
2016, Montreal, Canada, April 11-15, 2016, Companion
Volume, pages 33–34, 2016.
[Gu et al., 2015] Ke Gu, Guangtao Zhai, Xiaokang Yang,
and Wenjun Zhang. Using free energy principle for blind
image quality assessment. IEEE Transactions on Multime-
dia, 17(1):50–63, 2015.
[Kleinberg, 1999] Jon M Kleinberg. Authoritative sources in
a hyperlinked environment. Journal of the ACM (JACM),
46(5):604–632, 1999.
[Louis and Nenkova, 2013] Annie Louis and Ani Nenkova.
What makes writing great? first experiments on arti-
cle quality prediction in the science journalism domain.
Transactions of the Association for Computational Lin-
guistics, 1:341–352, 2013.
[Ma et al., 2013] Haixin Ma, Weining Qian, Fan Xia, Xi-
aofeng He, Jun Xu, and Aoying Zhou. Towards modeling
popularity of microblogs. Frontiers of Computer Science,
7(2):171–184, 2013.
[McIntyre and Lapata, 2009] Neil Duncan McIntyre and
Mirella Lapata. Learning to tell tales: A data-driven ap-
proach to story generation. In ACL 2009, Proceedings of
the 47th Annual Meeting of the Association for Computa-
tional Linguistics and the 4th International Joint Confer-
ence on Natural Language Processing of the AFNLP, 2-7
August 2009, Singapore, pages 217–225, 2009.
[Page et al., 1999] Lawrence Page, Sergey Brin, Rajeev
Motwani, and Terry Winograd. The pagerank citation
ranking: Bringing order to the web. Technical report, Stan-
ford InfoLab, 1999.
[Pitler and Nenkova, 2008] Emily Pitler and Ani Nenkova.
Revisiting readability: A unified framework for predicting
text quality. In Proceedings of the conference on empirical
methods in natural language processing, pages 186–195.
Association for Computational Linguistics, 2008.
[Wu et al., 2017] Bo Wu, Wen-Huang Cheng, Yongdong
Zhang, Qiushi Huang, Jintao Li, and Tao Mei. Sequen-
tial prediction of social media popularity with deep tempo-
ral context networks. In Proceedings of the Twenty-Sixth
International Joint Conference on Artificial Intelligence,
IJCAI 2017, Melbourne, Australia, August 19-25, 2017,
pages 3062–3068, 2017.
[Xiao and Liu, 2015] Tianjiu Xiao and Ying Liu. A stylistic
analysis of jinyong’s and gulong’s fictions based on text
clustering and classification. Journal of Chinese Informa-
tion Processing, 29(5):167–178, 2015.
