The increasing complexity of software engineering requires effective methods and tools to support requirements analysts' activities. While much of a company's knowledge can be found in text repositories, current content management systems have limited capabilities for structuring and interpreting documents. In this context, we propose a tool for transforming text documents describing users' requirements to an UML model. The presented tool uses Natural Language Processing (NLP) and semantic rules to generate an UML class diagram. The main contribution of our tool is to provide assistance to designers facilitating the transition from a textual description of user requirements to their UML diagrams based on GATE (General Architecture of Text) by formulating necessary rules that generate new semantic annotations.
Introduction
Increasing complexity of IS (information systems) and their quickly development prompted an increased interest in their study, in order to evaluate their performance in response to users' expectations. There is much and growing interest in software systems that can adapt to changes in their environment or their requirements in order to continue to fulfill their tasks.
In fact, requirements specification is a fundamental activity in all process of software engineering. Many Researches [5] notice that many system failures can be attributed to a lack of clear and specific information requirements. Knowledge requirements are formally defined and transferred from some knowledge source to a computer program. It has been argued that requirements study and knowledge acquisition are almost identical processes. Analysts can use several techniques necessary to extract relevant knowledge for software engineering. These knowledge define system expectations in terms of mission objectives environment, constraints, and measures of effectiveness and suitability. Thus, we need platforms and tools that enable the automation of activities involved in various life cycle phases of software engineering. These tools are very useful to extract functional and nonfunctional requirements from textual descriptions in order to develop graphic models of application screens, which will assist end-users to visualize how an application will look like after development. The aim of the work presented in this paper is to develop a tool that transforms a textual description to an UML class diagram. Our tool takes as input text data that represent textual user requirements descriptions. First, it identifies named entities (i.e., classes, properties and relationships between classes) and second it classifies them in a structured XML file. The paper is organized into five sections. Section 2 reviews some related works. Section3 gives an overview of GATE API. Section 4 discusses our system and the final section presents a conclusion.
Related works
In the last years several efforts have been devoted by researchers in the Requirements Engineering community to the development of methodologies for supporting designers during requirements elicitation, modeling, and analysis. [10] implemented a system named GeNLangUML (Generating Natural Language from UML) which generates English specifications from class diagrams. The authors translate UML version 1.5 class diagrams into natural language. This work was considered by most developers as an efficient solution for reducing the number of errors and verification and an early validation of the system but we need for all time to generate UML diagram from natural language. The system process is as follows:  Grammatical labeling based on a dictionary wordnet to disambiguate the lexical structure of UML concepts.  Sentences generation from the specification by checking attributes, operations and associations with reference to a grammar defining extraction rules.  Checking if the generated sentences are semantically correct.  Generating a structured document containing the natural specification of a natural class diagram.
Hermida et al. [7] proposed a method which adapts UML class diagrams to build domain ontologies. They describe the process and the functionalities of the tool that they have developed for supporting this process. The authors have chosen a use case in the pharmacotherapeutic domain. The authors present a good approach however it is specific to a well defined area (pharmacotherapeutic). In [6] authors proposed a tool NT2OD which derives an initial object diagram from textual use case descriptions using natural language processing (NLP) and ontology learning techniques. NT2OD consists of creating a parse tree for the sentence, identifying objects and relations and generating the object diagram.
In our work we propose a CASE tool (Computer-aided software engineering). We extract information from users' requirements to generate class diagram taking in account existing approaches. We propose a design tool which extracts UML concepts and generate UML class diagram according to different concepts (class, association, attribute). The idea is to use GATE API 1 and we extended it by new JAPE rules to extract semantic information from user requirements.
GATE overview
GATE "General Architecture for Text Engineering" is developed by the Natural Language Processing Research Group 2 at the University of Sheffield 3 . GATE is a framework and graphical development environment, which enables users to develop and deploy language engineering components and resources in a robust fashion [4] . GATE contains different modules to process text documents. GATE supports a variety of formats (doc, pdf, xml, html, rtf, email…) and multilingual data processing using Unicode as its default text encoding. In the present work we use the information extraction tool ANNIE plugin (A Nearly-New IE system) (Fig. 1) 
System description
Our system is a document analysis and annotation framework that uses efficient methods and tools adopted from markup domain. The approach discriminates between domains of the annotation process and hence allows an easy adaptation to different applications. In fact, it uses GATE API and especially the following components: sentence splitter, pos tagger, gazetteer, named entity transducer. The entity recognition is the most interesting task for this reason we extended ANNIE tool with additional rules and additional lists to enhance entities' extraction. The following figure (fig. 2 ) describes the process we have proposed for the extraction UML concepts in order to generate an UML class diagram. 
Morphological analysis
The first phase of our system consists in morphosyntactic analysis of users' requirements. The tool parses an input document according to a predefined grammar. The produced parse tree consists of structures such as paragraph, sentence, and token. In this step we use sentence splitter and Tokeniser component to extract sentences and basic linguistic entities. Then, we used Pos Tagger to associate with each word (token) grammatical category and to distinguish the morphology of various entities. For example below, the tagger identifies a verb (i.e., passe), two nouns (i.e., client, commande), an, and two prepositions (i.e., le, une ).
Le (PRP) client (NN) passe (VB) une (PRP) commande (NN).

Semantic Extraction of UML concepts
The second phase is extraction of UML concepts. The system is based in the results generated by morphosyntactic analysis stage and uses the Named Entity Transducer component to perform the operation for extracting named entities (classes, attributes and associations) referring to new JAPE rules and Gazetteer lists.
IJCSI
JAPE rule (Java Annotation Patterns Engine) a variant adapted to the Java programming language consists in files containing a set of rules [3] . Gazetteer lists are lookup lists with one entry per line containing names of people large organizations, months of the year, days of the week, numbers, etc [10] . In class diagram usually have the following format:
Noun+verb+Noun
The example below demonstrates two classes (le client, une commande), and an association (passe). Figure 3 (fig. 3 ) describes a Jape rule called "Class" allowing the recognition of classes running a well-defined set of instructions. The actual treatment begins from line 7 of this figure by testing whether the word (token) under analysis belongs to a gazetteer list already defined. If this test is checked, the word in question will be annotated "Class" or there will be a passage to the following instructions from line 16. To extract association concept we use Jape rule illustrated in Figure 4 (fig. 4) . If the token belong to gazetteer lists (lines 7, 9, 11, 13), it will be annotated as association otherwise the instructions from line 16 will be executed: if the token belongs to the class list, the second token is a "verb", and that the third word belongs to the list "Class", then the second word (token) will be annotated as an association. In addition, we execute instructions in figure 5 (fig. 5 ) to extract attribute. This rule is running as precedent ones (JAPE rule extracting class, and JAPE rule extracting association). If the token fits in attribute lists so it will have an attribute annotation. Else if the token is a name following by a verb and another name not belonging in the class list the latter is identified as an attribute. In this step, we propose a graphical representation of JAPE rules set used by all modules of ANNIE components that we have integrated in our application ( fig. 6 ). 6 ) illustrates a transducer describing extended JAPE grammar used in the context of our proposal: semantic extraction of UML concepts in order to create the corresponding UML class diagram.
Extraction relations between UML concepts
The third phase allows organizing relations between the entities (UML concepts) and gives not defined entities the corresponding annotation based on relations between the named entities that already exist. This phase presents a coreference resolution which is executed by Orthomatcher component. The tasks of recognizing relations are more challenging. The tool matches and annotates complex relations using annotations rules.
Test phase
In this phase, we have formed a corpus of users' requirements in different areas. Then, we have tested our system on this corpus. We applied GATE which generates an XML file containing all semantic tags. We clean the file by removing unnecessary tags like <sentence>, <token>… Figure 7 ( fig. 7) shows an example of output GATE file. Our tool is robust and efficient and the error rate is very low, except that case studies are very complicated. 
Conclusion
Documents are central to Knowledge Management, but intelligent documents, created by semantic annotation, would bring the advantages of semantic search and interoperability. These benefits, however, come at the cost of increased authoring effort. Our system consists in semantic annotation of users' requirements based in GATE API. In fact, we have followed JAPE rules and Gazetteer lists elaboration to identify classes, associations and attributes in class diagrams. We assume that a chart generation of our XML file will be useful to ensure good 
