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Abstract
The imaginary-time formulation is investigated in the field theory. The Dirac and
photon’s Lagrangians are treated in the imaginary-time and space and are invariant
under scale transformations, which are motivated by the Tolman-Ehrenfest relation and
Wilson’s approach in the renormalization group. With the functional approaches, the
propagators of leptons and photons can be derived both for the real- and the imaginary-
time. The theory is free of UV divergence in the integration range of the imaginary-
time, (0, β ], which is required by the KMS condition. The results of one-loop radiative
corrections are proved to be consistent with those in QED. The renormalization group
equations with respect to vacuum’s temperature give no Landau pole and show identical
renormalization coefficients as those from the MS scheme of the renormalization in the
limit of zero temperature.
1
1 Introduction
A field theory of imaginary-time and space based on the assumption that vacuum is a
thermodynamical system is constructed. It is figured to be filled with off-shell parti-
cles, and may communicate with physical ones as being the so-called virtual particles.
The macroscopic observable of the system, the temperature, is introduced through the
imaginary-time, and the theory is built according to Matsubara’s formalism [1] for ei-
ther a fermionic or a bosonic many-particle system. The quantizations of the field
operators are achieved in terms of the Matsubara frequency, instead of the energy, and 3-
momentum. The propagators are derived for the real-time and the imaginary-time from
the same partition functions through the path integral approach [2]; the loop corrections
of QED according to the corresponding Feynman rules are calculated respectively for
the real-time and the imaginary-time. The propagators of the real-time are obtained by
summing over all of the Matsubara frequencies, ωn, then the analytical continuation is
performed from the imaginary-time to its real axis. They become the traditional propa-
gators in the limit of zero temperature, which is parametrized by the variable β (= 1kBT ),
as it gets close to infinity. This is because that the additional factors in the two-point
correlation functions besides the conventional components are the density functions of
fermions and bosons, 1 ∓ nF,B(ξp), where nF,B(ξp) = 1eβξp±1 and ξp is the energy car-
ried by the particle. If the temperature of the hypothetical vacuum is comparable to
that of the microwave background radiations (CMB) [3], which is around a few Kelvins,
the factor β is about 104 (eV−1), or equivalently 1016 (TeV−1) so that the exponential
function is vastly large in the denominator and the density function becomes unity. As
particles are created in the modern accelerators, this condition could be easily fulfilled.
Although it appears that the density functions violate the Lorentz invariance, for a very
tiny temperature it would, on the contrary, explains why the Lorentz invariance holds in
the many-particle field theory. For a typical loop integral in this formalism, the calcula-
tions compose of a traditional Feynman integral containing the density functions and the
residues of the poles from the density functions. The loop corrections of the real-time,
for the real part of the physical observables, such as self-energies, etc., give negligible
contribution, therefore they are free of the ultraviolet divergences (UV). Beyond the
threshold of the ingoing momenta, the same imaginary part as in the field theory is
generated from the branch cut.
The loop calculations for the imaginary-time, τ , are similar to the traditional ways;
only the zeroth-component of the four-momentum for a particle is replaced by iωn, where
ωn is equal to
2nπ
β or
(2n+1)π
β for a boson or a fermion. Instead of integrating τ from 0 to β,
the lower bound of the imaginary-time is replaced by an infinitesimal β0 in the imaginary-
time evolution operator for the perturbation theory. The loop integrals at β0 provide
a reference point for radiative corrections, and the UV divergences for the imaginary-
time could be removed automatically without introducing any counter term to absorb
them. The radiative corrections derived from QED, such as the anomalous magnetic
dipole moment, g − 2, of the electron are consistent with the results in this formalism.
Moreover, the renormalization group equations can be also derived as functions of β,
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which plays the role of the renormalization scale µ in field theory. They are consistent
with the results of those in the MS scheme of renormalization [4]. One thing related
to this idea is the Tolman-Ehrenfest relation [5], and from the studies in the general
relativity it implies that the physical time is proportional to the proper time by the
formula t = βτp, where the ratio β is often regarded as the ”speed of time”, and t
is then called the thermal time [6]. Both of them imply that the temperature of the
vacuum could determine the physical scale. It will be shown that they are related to
the sacle transformations applied in the imaginary-time theory. On the other hand,
there have been many efforts in studying the many-particle theory of the relativistic
quantum fields [7]. Some of the approaches toward a QED or a QCD plasma [8] are
similar to those presented here; instead of studying an on-shell many-particle system,
some of the differences from their works are to treat the vacuum as a macroscopic system,
which only off-shell particles are filling in, and to seek regenerating the known results
in loop computations in the conventional field theories. In the work of [13] that follows
this one, the relations between the imaginary-time hamiltonian with various vacuum
effects are discussed, such as the Casimir effect [9] and the van der Waals forces [10].
For the two effects, the thermal theory of vacuum not only generates consistent results
with the conventional calculations but also yields the cutoff functions to automatically
regulate the divergences, while in the precedent approaches the regularization functions
are added intentionally. Other effects, like Unruh effect [11] and the Hawking radiation
[12], also exhibit many agreements. In short, the proposed thermal vacuum provides
a solid thermal bath for the uniformly accelerated observer in the Unruh’s thought
experiment to observe the black-body radiation. Meanwhile, in the general relativity,
one theoretical source of the black-body radiation is the black hole, which establishes a
unique environment, the event horizon, for the virtual photons to radiate and make the
black hole evaporate in a very slow pace, and agreements between the imaginary-time
formalism and the viewpoint from Hawking’s approach are explained in the same paper.
From the last two effects, they correspond an acceleration or a surface gravity, g, to
an effective temperature, T = ~g2πckB . To estimate the temperature of the vacuum, it is
about 4× 10−20K for the surface gravity on earth or ∼ 6× 10−8K for a black hole of a
sun’s size. This supports the assumption that the propagators of the particles deduced
from the imaginary-time formalism in an infinitesimal temperature would become the
conventional ones, and thus secure the Lorentz invariance. To extend and show the
usefulness of the imaginary-time field theory, the cosmological constant can be derived
through the approaches of the DeWitt-Schwinger representation [14] and the Casimir
effect in ref. [15]. One of the unique features for the cosmological constant, the ratio
w = −1, in the equation of state, p = wρ, can be obtained without any trouble from
the divergence. In a recent article [16], an application on the quantization of the weak
gravitational field is discussed.
In the next section, the free and the interaction Lagrangian of electrons and photons
in the imaginary-time and space are discussed, as well as their relations to the scale
invariance. The interaction range of the imaginary-time in the S-matrix is given a
nonzero lower bound, which leads to the cancellations of the UV divergences. The Green
3
functions of both kinds of particles are derived for the real-time and the imaginary-time
in Section 3. In the following section, the radiative corrections, such as the self-energy,
are performed and the comparisons with the results from the field theory will be checked.
Then the renormalization group equations with respective to the variation of the vacuum
temperature are presented in Section 5. In the end, a conclusion will be given. In the
appendices, some details of the calculations are provided for reader’s convenience.
2 Lagrangian in imaginary-time
2.1 Fermion Lagrangian
Here we may start with the path integral approach for fermions, and what in the following
is basically generalized from the derivations in ref. [2]. Let’s consider a partition function
over an imaginary-time variable, τ ,
Z ≡ Tr e−βK =
∏
{τ}
Tr e−β(τ)K(τ)∆τ ,
where K(τ) (= Hˆ − µchNˆ) is a normal ordered operator, K(ψ†(τ), ψ(τ)). The operator
Hˆ and Nˆ are the Hamiltonian and the number of the particle, and µch is the chemical
potential. A notation, which is used throughout the paper, is the boldface that indicates
a 3-dimensional vector, such as the position vector, x, and 3-momentum, p. The fermion
fields, which are generalized to four dimensions of the imaginary-time and space, ψ(τ,x)
and ψ†(τ,x), are the so-called grassmann numbers in the path integral formalism. For
the first step, the exponential function is divided into products of infinitesimal changes
with respect to the variation of the imaginary time, τ . After summing over all of the
functional changes of the fields, we may obtain from the Hamiltonian density of Dirac
particles, K(τ,x) = ψ†(τ,x)(−iγ0~γ · ~∇+mfγ0 − µf)ψ(τ,x):
Z =
∫
e
∫ β
0
dτ
∫
d3xψ†(τ,x)(− ∂∂τ+iγ0~γ·~∇−mfγ0+µf)ψ(τ,x)[dψ†(τ,x)dψ(τ,x)], (1)
where µf is the chemical potential of fermions. The notation for a vector, ~v, means a
3 dimensional vector. In Appendix A, the details of the derivation are provided. Here
introduce a rescaling factor eµfτ for a transformation of the field operator, ψr(τ, ~x) =
eµfτψ(τ, ~x). With the inclusion of this factor, the reference point of the energy of a
fermion is shifted to the Fermi surface, since the term of the chemical potential µf is
removed from the new Lagrangian. From above, the rescaled imaginary-time, space and
mass are
τr =
3
2µf
(
e
2
3
µfτ − 1
)
, ~xr = e
2
3
µfτ~x, mr = e
− 2
3
µfτm and βr =
3
2µf
(
e
2
3
µfβ − 1
)
,
so that the new partition function becomes
Z =
∫
e
∫ β
0
dτr
∫
d3xrψ
†
r(τ,x)
(
− ∂
∂τr
+iγ0~γ·~∇r−mrγ0
)
ψr(τ,x)[dψ†r(τ,x)dψr(τ,x)]. (2)
4
The subscript, r, will be dropped hereafter without causing any ambiguity. In the fol-
lowing, besides fermion’s propagator of the imaginary-time is derived from this partition
function, that of the real-time can also be obtained from it through the summation of
the Matsubara frequency and the analytic continuation from the imaginary-time, τ , to
the real-time, t.
2.2 Interaction Lagrangian in QED
The QED Lagrangian in the imaginary-time and space, (τ, ~x), can be identified from the
partition function, eq. (2). After replaced with the covariant derivative, it becomes
LDirac + Lint = ψ¯(i /Dτ −m)ψ,
where the covariant derivative is Dµτ =
(
∂
i∂τ ,
~∇
)
+ ieAµ(τ, ~x). The Lagrangian of the
imaginary-time is invariant under the following gauge transformations
ψ(τ, ~x)→ eiΛ(τ,~x)ψ(τ, ~x),
A0 → A0 + i
e
∂τΛ(τ, ~x), ~A→ ~A− 1
e
~∇Λ(τ, ~x),
where A0 is the time component of the vector potential and ~A is for the spatial di-
mensions. So the action of the interaction Lagrangian, Sint, in the generating function
is
iSint = i
∫
d(iτ)d3xLint(τ, ~x) = e
∫
dτd3x ψ¯ /Aψ. (3)
The only difference from the usual interaction action is an extra imaginary number i,
therefore as we apply the corresponding Feynman rules, the corresponding factor for
each vertex is eγµ, instead of −ieγµ.
2.3 Scale invariance and thermal time
The scale invariance [17] is one of the important features in diverse fields of science. In
statistical mechanics, it is used to study phase transitions, and is found that near the
critical point the fluctuations happen at all length scales [18]. In the study under the
imaginary-time and space, the same feature can also been found. The Lagrangian LDirac
in eq. (2) for fermions is
LDirac(ψ,ψ†, τ,x) = ψ†(τ,x)
(
− ∂
∂τ
+ iγ0~γ · ~∇−mfγ0
)
ψ(τ,x). (4)
As for the photons the corresponding Lagrangian, LMaxwell(Aµ, τ, ~x), including the term
of the chemical potential, µγ , could be obtained by replacing the time, t, with the
imaginary-time, −iτ ; combined with the gauge fixing term, Lfix, they are:
LMaxwell + Lfix = −1
4
FµνF
µν + µγAµA
µ − ζ
2
(∂µA
µ)2
5
=
1
2
Aν
(
− ∂
2
∂τ2
+ ∂i∂
i
)
Aν +
ζ − 1
2
(
−A0 ∂
2
∂τ2
A0 +Ai∂
i∂kA
k
)
+ µγAµA
µ,
(5)
where the indices, 0, and i (= 1, 2, 3) refer to the components of the imaginary-time
variable, τ , and 3-dimensional space, x. The factor ζ is the gauge parameter. The
integration by parts has been used to derive from the first to the second line in eq. (5).
eq. (4) and (5) are invariant under the transformations
ψ(τ,x) → s3/2ψ0(τ,x), τ → s−1τ0, x→ s−1x0
Aµ(τ,x) → sAµ0 (τ,x), µγ → s2 µγ,0 and m→ sm0, (6)
where s is a scale factor. In the representation of the momentum space, (ωn,p), in
expansions like eq. (14) and (23), the transformation are
ψ(ωn,p) → s5/2ψ0(ωn,p), ωn → s ω0,n,
Aµ(τ,x) → s3 Aµ0 (τr,x), p→ sp0.
Here a temperature dependent cutoff may be introduced, the maximal number of the
Matsubara frequency, Nmax, is related to it by:
ωcutoff =
2πNmax
β
, (7)
The number Nmax is a constant and is only constrained by the total number of particles
in the system. Obviously, it is meaningless that the maximal number of mode is larger
than the total number of the particles in a many-particle system. This assumption will
be useful as the UV divergences are considered in Section 4. The cutoff frequencies
between two different temperatures implies a scale factor,
s =
β0
β
, (8)
with the assumption that Nmax is the same regardless of different temperatures. As for
the loop integrals in Section 4, the 3-momentum integration and frequency summation
are performed separately. In the field theory, no matter what regularization of divergence
is used, the cutoffs for each of four dimensions of the momentum are equal quantities.
The same fashion is adopted in the following calculations, so, in a similar way, we may
define a cutoff for the 3-momentum phase space
Λ =
2πNmax
β
. (9)
The change of the scale leads to the theory of the renormalization group; this is known
from the efforts made by Kadanoff [19] in 1966, Wilson [20] et al. in 1975 . An example
proposed is the spins in a solid; the renormalization group describes the couplings’
variation as observed in different sizes of blocks. The effective Lagrangian may be
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obtained after the scale transformation and integrating out the momentum phase space
between different cutoffs, Λ and sΛ. The coupling constants and masses are re-defined in
the new scale. Another example is the Hawking radiation [12], for the field theory in the
curved space-time, the ground states are defined separately near the event horizon and
in the distance, the match of the conformally invariant wave functions for incident rays
and outgoing rays leads to the discovery of the Hawking temperature. In the formalism
presented in this paper, the Lagrangian densities possesses the same features as those
in their works; in addition, the cutoffs, in eq. (7) and (9), obey the transformation
law, Λ = sΛ0, without the need of integration between two scales. As a result, the
action in the partition function is scale invariant. Another important concept developed
over decades is the thermal time [6], especially in the discussions of the possibilities
for a quantum gravity theory. The connection between the thermodynamics and the
general relativity has been discussed with intense literatures. It may be started from
the Tomita-Takesaki theorem [21] to derive a time flow from a generic thermal physical
state, and the Unruh effect and the Hawking radiation are shown to relate to this idea.
The thermal time, t, is related to the geometrical time, τp, or say the proper time, by a
simple formula: t = βτp. This agrees with the scale transformations for the imaginary-
time in eq. (6) for different thermal times. As early as the 1930s, it was figured in a
stationary spacetime with a time-like Killing vector field ξ, a temperature of the vacuum
satisfies the Tolman-Ehrenfest relation [5]
T ||ξ|| = const. , (10)
where ||ξ|| =
√
gabξaξb is the norm of ξ. A thermal equilibrium point of view was
adopted regarding the gravity, and in the Newtonian limit, the gravitational field was
related to the gravitational field by
∇T
T
=
~g
c2
, (11)
where ~g is the strength of the gravitational field. As for the spatial dimensions, in Section
5 the temperature is shown to play the same role to vary the scale of the dimensions
as the renormalization scale µ in renormalization. The Tolman-Ehrenfest relation, the
Hawking radiation and the result of the renormalization group from the imaginary-time
theory all imply that the temperature of vacuum determines the physical scales. In
conclusion, the transformations from eq. (6) and (8) can be regarded as those between
coordinates of flat space-time to hold the Lagrangian invariant under scale changes.
More discussions are given in Section 4.
2.4 Perturbation theory for imaginary-time
Similar to the perturbation for the real-time, the S-matrix is the imaginary-time evolu-
tion operator from 0 to β:
〈p1, · · · ,pn|S |k1, · · · ,km〉 = 〈p1, · · · ,pn|Tτ e−
∫ β
0 dτHint(τ) |k1, · · · ,km〉,
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Τ2
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Figure 1: From the KMS condition, the Green function is cyclic with respect to the imaginary-
time τ . Therefore, for n = 1, in eq. (12) the intergation domain of τ is an open-closed interval
(0, β] in order to avoid the overlap of the periodic domains at points −β, 0, β, 2β... as shown in
(a). Similarly, for a specific time order τ1 > τ2 in the case of n = 2, the periodic domains in the
plane of τ1-τ2, the origin has to be taken out from the gray triangular domain A to prevent the
confliction. The same reason and result can also apply on and be obtained for the cases of the
other time order τ2 > τ1 and the higher dimensions of τ , n > 2.
where Hint(τ) =
∫
d3xHint(x) and Tτ is the operator of the imaginary-time ordering.
According to the KMS condition [22], the Green functions of imaginary-time are cyclic
in the interval from zero to β. As illustrated in Figure 1 (a), the domain has to be
an open-closed interval. Therefore we have to slightly modify the above definition by
replacing the lower bound of the imaginary-time, zero, with β0:
lim
β0→0+
〈p1, · · · ,pn|Tτ e−
∫ β
β0
dτHint(τ) |k1, · · · ,km〉,
where β0 is an infinitesimal positive number. It may not appear to make a difference
from the above expression. As we will find out later, the infinitesimal shift of the lower
integration bound of τ gives a new reference point for the radiative corrections, and it
automatically removes the UV divergences without the need to introduce any counter
term. The expansion of the imaginary-time evolution operator can be written as
lim
β0→0+
e
− ∫ β
β0
dτHint(τ) = lim
β0→0+
∞∑
n=0
(−1)n
n!
∫ β
β0
dτ1 . . . dτnTτ {Hint(τ1) . . . Hint(τn)}
=
∞∑
n=0
(−1)n
n!
(∫ β
0
dτ1 . . . dτnTτ {Hint(τ1) . . . Hint(τn)}
− lim
β0→0+
∫ β0
0
dτ1 . . . dτnTτ {Hint(τ1) . . . Hint(τn)}
)
. (12)
As for the multi-dimensional integration of the imaginary-time in the above expression,
a 2-dimensional case is illustrated in Figure 1 (b), a small neighborhood around the
origin in the τ1-τ2 plane has to be removed from the integration domain. From the
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Τ2
Β
Β
o Β0
Β0
Τ1 > Τ2
Τ2 > Τ1
Figure 2: After combined with the contributions from two different time orders, τ1 > τ2 and
τ2 > τ1, as shown in Figure 1 (b), the integration domain for two imaginary-time variables, τ1
and τ2, is illustrated as above. The gray area is the new integration domain with the infinitesimal
white square removed from the multi-dimensional integration of τ .
new definition, the radiative corrections computed from this imaginary-time evolution
operator have to subtract the contributions of τ from 0 to β0. In the two dimensional
case, after combined with all possible time orders, as shown in Figure 2, a small white
square, which is the area from 0 to β0 for τ1 and τ2, is excluded from the integration
domain. Even though β0 is infinitely close to zero, the contributions are divergent if
the integral of β also has UV divergence. In this definition, the UV divergences are
canceled spontaneously along with the consideration of the consistency in scale, which
will be depicted in Section 2.4.1. In Section 4, all of the radiative corrections that are
computed for the imaginary-time have to be subtracted from the contributions from 0 to
β0, as shown as the second term in the parenthesis of eq. (12). The integral of β0 plays
a similar role to a counter term as in the renormalization, and the computed radiative
corrections that are shifted to the reference point at β0 will be called renormalized
radiative corrections throughout the paper for convenience and also to emphasize their
correspondences in the field theory.
2.4.1 Examples from φ3- and φ4-theory
Here to provide some examples to manifestly explain how the UV divergences are can-
celed by a closed-open domain of the imaginary-time τ , (0, β], where the lower bound
will be denoted as β0(= 0
+). The action of the interaction hamiltonian of the φ3-theory
is
SI =
∫ β
0
dτ
∫
d3xHI(τ,x), where HI(τ,x) =
λ
3!
φ3(τ,x),
where λ is the coupling constant. The coupling λ has dimension [mass], and it is a
function of β because of the scale invariance of the action, namely λ(β) = β1β λ1, where
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λ1 is the coupling constant at another temperature β1. They are assumed to be massless
particles here. Consider the correlation function
〈0|Tτ{φ(x)φ(y)e
∫ β
0
dτ
∫
d3xHI (τ,x)}|0〉
to its one-loop level
〈0|Tτ
{
φ(x)φ(y)
∫ β
β0
dτz1
∫
d3z1HI(τz1 , z1)
∫ β
β0
dτz2
∫
d3z2HI(τz2 , z2)
}
|0〉.
According to the difinition given in eq. (12), the above expression can be separated into
two counterparts
= 〈0|Tτ
{
φ(x)φ(y)
∫ β
0
dτz1
∫
d3z1HI(τz1 , z1)
∫ β
0
dτz2
∫
d3z2HI(τz2 , z2)
}
|0〉
−{β → β0}. (13)
The first term is well known, and the second one is supposed to play the role of counter
term. As β0 → 0+, it would be interesting to see what happens to the second one,
especially two of the Green functions are expressed in different scales, or say different
temperatures β and β0. For example, the coordinates x and z0,1 in φ(x)φ0(z0,1) are of
different scales, where the subscript-0 corresponds to the temperature parameter β0 for
the the coordinate variables or fields. In order to compare the difference of the first and
the second term in eq. (13), we may perform the scale transformation on the coordinate
variables and the field operators by
τz0,i =
β0
β
τzi , z0,i =
β0
β
zi, and φ0(z0,i) =
β
β0
φ(zi), where i = 1, 2.
We may consider the self-energy diagram, , for the second term in eq. (13)
as below. Since we don’t know what is the Green function of different scales, like
φ(x)φ0(z0,i), scale transformations for the external field operators from φ(x)
(
= β0β φ0(x0)
)
and φ(y)
(
= β0β φ0(y0)
)
and needed. Thus,
λ20
∫ β0
0
dτz0,1d
3z0,1
∫ β0
0
dτz0,2d
3z0,2 〈0|
{
φ(x)φ0(z0,1)φ0(z0,1)φ0(z0,2)φ0(z0,2)φ0(z0,1)φ0(z0,2)φ(y)
}
|0〉,
= λ20
(
β0
β
)2 1
β0
∑
n
∫
d3p0
1
p20,n
(
1
β0
∑
m
∫
d3k0
1
k20,m
1
(k0,m + p0,n)2
)
1
p20,n
e−ip0,n·(x0−y0),
=
1
β
∑
n
∫
d3p
1
p2n
(
λ2
β0
∑
m
∫
d3k0
1
k20,m
1
(k0,m + p0,n)2
)
1
p2n
e−ipn·(x−y),
where pn = (iωn,p) and k0,n = (iω0,m,k0). The factor
(
β0
β
)2
in the second line is from
the scale transformations of φ(x) and φ(y), and in the third line the scale transformations
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on p0,n and λ0 =
β
β0
λ are performed. The loop integral now is in the parenthesis of the
third line. We may explain the idea of cancellation with some examples. Consider the
imaginary-time Feynman integral without coupling constants,
I1(∆) =
1
β
Nmax∑
n=1
1√(
n
β
)2
+∆
(
≃
∫ Λ
0
dx
1√
x2 +∆
, for β ≫ 1
)
,
I2(∆) ≡ lim
β0→0
1
β0
Nmax∑
n=1
1√(
n
β0
)2
+∆0
,
where the continuous variable x (= n/β) has a dimension of [mass], ∆ is the function of
the external momenta or masses and Λ = Nmaxβ . To simplify the expressions, the factor of
(2π) in the Matsubara frequency is ignored. The above sums are from the loop integral,
1
β
∑Nmax
n
∫
d3k
(k2n+∆)
, after integrating over the 3-momentum. As β ≫ 1, I1 becomes an
integral over x. The term ∆0 in I2 is negligible after taking the limit of β0 → 0. In this
case, there are β0 coming from outside the loop integral and they happen to be canceled
out, but we should pay attention that this definition just include β0 from inside the loop
integral. We obtain
λ2I1(∆) = λ
2 log
(
Λ+
√
Λ2+∆2√
∆
)
≃ λ2 log Λ + ... ,
λ2I2(∆0) = λ
2
Nmax∑
n=1
1
n
= λ2(logNmax + γE).
After substituting Λ = Nmaxβ into I1, it is obviously that the terms with Nmax are the
same in I1 and I2. Thus a clean cancellation, λ
2I1(∆)− λ2I2(∆), can be fulfilled. As a
double check for the integrals without UV divergence, consider an example in the vertex
diagram, , similar to eq. (48):
I3(∆) =
1
β
Nmax∑
n=1
1((
n
β
)2
+∆2
) 3
2
(
≃
∫ Λ
0
dx
1
(x2 +∆2)
3
2
, for β ≫ 1
)
,
I4(∆0) = lim
β0→0
1
β0
Nmax∑
n=1
1((
n
β0
)2
+∆20
) 3
2
= 0.
For β0 inside the loop and with its limit to zero, we will have I4 as a reference point for
I3, and I4(∆0) = limβ0→0
∑ β20
n3
= 0. The triangular Feynman integral is then λ2I3(∆),
as the same as the traditional integral. In the summations of the Matsubara frequency
in I2 and I4, the limiting process of β0 inside the loop is treated as a definition. As we
may remember from the conventional calculations of the Casimir effect [9], the difference
of the continuous and discrete potential functions is calculated. The discrete potential
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is due to the discrete mode number of the electromagnetic standing waves between the
two plates, as the momentum in the normal direction of the plates is 2πnL , where L is
a small distance, similar to the case of β0 → 0 in the Matsubara frequency 2πnβ0 . This
could be an analogy for such an assumption and condition. Therefore, it could be tricky
to give those reference integrals certain kinds of conditions, but it is also important to
see if it is universal to all perturbative theories.
Let’s also see an example from φ4-theory. The corresponding interaction Lagrangian
is LI = λ4!φ4, where the coupling constant λ is dimensionless. For a self-energy diagram,
zx y , similarly perform the scale transformation on φ(x) and φ(y) first, we have
λ
∫ β0
0
dτz0d
3z0 〈0|
{
φ(x)φ0(z0)φ0(z0)φ0(z0)φ0(z0)φ(y)
}
|0〉,
= λ
(
β0
β
)2 1
β0
∑
n
∫
d3p0
1
p20,n
(
1
β0
∑
m
∫
d3k0
1
k20,m
)
1
p20,n
e−ip0,n·(x0−y0),
=
(
β0
β
)2 1
β
∑
n
∫
d3p
1
p2n
{
λ
β0
∑
m
∫
d3k0
1
k20,m
}
1
p2n
e−ipn·(x−y).
The part in the curly bracket is the imaginary-time Feynman integral for β0. We may
notice that there is an extra factor
(β0
β
)2
from outside the loop, and it has to be taken
into account in the result. From the above two examples. we may generalize the above
the derivation by considering
〈0|φ(x1)...φ(xE)
V∏
i=1
∫
ddziHI(zi)|0〉,
where E is the number of the external legs and V is the number of the vertices. The
extra factors of
( β
β0
)
are given by(
β
β0
)V ·λd
·
(
β0
β
)E
·
(
β
β0
)4E−4
·
(
β
β0
)−2E
,
where λd is the mass dimension of the coupling constant. The first is from all of the
coupling constants, and the second is from the scale transformation of E external field
operators φ(x) = β0β φ0(x0). The third is due to the integrations of external momentum
space and −4 in the exponent is from the δ-function to ensure momentum and frequency
conservations; the external propagators give the last ratio factor. To conclude, the extra
factor that has to be taken into account for β0 is(
β
β0
)V ·λd+E−4
.
Thus, for the diagram of φ3-theory , we have V = 2, λd = 1 and E = 2,
the factor is one. For the one , V = 3, λd = 1 and E = 3, and the factor is
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( β
β0
)2
. As for the diagram of φ4-theory, zx y , V = 1, λd = 0 and E = 2, the factor
is
(β0
β
)2
.
3 Green’s function
3.1 Propagator of fermions
3.1.1 Real-time
In terms of the real-time, it is obtained according to an analytic continuation from the
imaginary-time τ , after the Matsubara frequencies are summed. As for the quantization
of the fields, the creation and annihilation operators asωn,p, b
s
ωn,p are quantized for the
respective Matsubara frequency, ωn, and 3-momentum p, and they will be treated as the
grassmann numbers latter in the functional formalism. The field operators are expanded
by the Fourier expansion and transform for the respective discrete and continuous phase
spaces as
ψ(τ, x) =
1
β
∑
n
∫
d3p
(2π)3
ψ(ωn, p˜)e
−iωnτ+i~p·~x,
and ψ†(τ, x) =
1
β
∑
n
∫
d3p
(2π)3
ψ†(ωn, p˜)eiωnτ−i~p·~x, (14)
where in the momentum phase space:
ψ(ωn,p) =
1√
2ξp
∑
s
(
asωn,pu
s(p) + bs†−ωn,−pv
s(−p)
)
,
and ψ†(ωn,p) =
1√
2ξp
∑
s
(
bs−ωn,−pv
s†(−p) + as†ωn,pus†(p)
)
. (15)
The superscript s indicates the spin state of the spinor us(p) or vs(−p). The spinors
satisfy the Dirac equation, such as (/p − mf)u(p) = 0 and so on. In the traditional
way, the factor 1/
√
2ξp is inserted in the expansions, eq. (14), to ensure the Lorentz
Invariance. In fact, even without this factor, it can be shown that the Lorentz invariance
is still hold for the propagators in this Matsubara frequency expansion and the resultant
2-point correlation function in eq. (20), will not be modified. The action, A, from the
partition function Z is
A =
∫ β
0
dτ
∫
d3~x LDirac(τ, ~xr) = 1
β
∑
ωn
∫
d3~p LDirac(ωn, ~p),
where the Lagrangians in the respective representations are
LDirac(τ, ~x) = ψ†(τ,x)
(
− ∂
∂τ
+ iγ0~γ · ~∇−mfγ0
)
ψ(τ,x),
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LDirac(ωn, ~p) = ψ†(ωn,p)
(
iωn − γ0~γ · ~p−mfγ0
)
ψ(ωn,p), (16)
=
∑
s
(iωn − ξp) as†ωn,pasωn,p −
∑
s
(iωn + ξp) b
s
ωn,pb
s†
ωn,p . (17)
The lines from eq. (16) to (17) are derived by using the Dirac equation, and the factor,
2ξp, coming from the spinor products, u
r†(p)us(p) and vs†(p)vs(p), are canceled by
those in eq. (15). The correlation function for two different imaginary-time and space
points, (τx,x) and (τy,y), is related to the one for the Matsubara frequency and 3-
momentum as follows
〈ψ¯(τx, ~x)ψ(τy, ~y)〉 = 1
β2
∑
n,m
∫
d3p
(2π)3
d3k
(2π)3
〈ψ¯(ωn,p)ψ(ωm,k)〉e−iωnτx+iωmτy+ip·x−ik·y.
As the creation and annihilation operators are regarded as grassmann numbers, the
partition function is treated as a functional of them; the correlation function for the
Matsubara frequency and 3-momentum can be obtained by inserting eq. (15) into:
〈ψ(ωn,p)ψ¯(ωm,k)〉
= −
∑
s
us(p)u¯s(p)
βδmn(2π)
3δ3(p− k)
2ξp(iωn − ξp) −
∑
s
vs(−p)v¯s(−p)βδmn(2π)
3δ3(p− k)
2ξp(iωn + ξp)
.
As for the case of τx > τy, we may obtain the retarded propagator by summing over the
Matsubara frequency with the help of eq. (60), and choose the semicircle below the real
axis of p0 for the contour. This is achievable as the analytic continuation of the variable
τ = it is applied. The retarded fermion propagator is derived from
〈ψ(τx, ~x)ψ¯(τy, ~y)〉Ret =
∫
⊗
d4p
(2π)4
i
/p−mf
e−p0(τx−τy)+ip·(x−y)(1− nF(p0)), (18)
where we have used the relations∑
s
us(p)u¯s(p) = ξpγ0 − ~p · ~γ +mf = /p+mf ,
∑
s
vs(p)v¯s(p) = ξpγ0 − ~p · ~γ −mf = /p−mf ,
and the formulas in Appendix D for the sum of Matsubara frequencies for fermions.
The notation,
∫
⊗, indicates that the contributions from the poles of the density function
have to be excluded by either adjusting the contour off them, such as illustrated in fig.
6 (b), or removing the contributions from the enclosed residues. For fermions, there are
poles at p0 = ±πβ , ±3πβ ... . For the other imaginary-time ordering of the field operators,
τy > τx,
〈ψ¯α(ωm,k)ψβ(ωn,p)〉
=
∑
s
usβ(p)u¯
s
α(p)
βδmn(2π)
3δ3(p− k)
2ξp(iωn − ξp) +
∑
s
vsβ(−p)v¯sα(−p)
βδmn(2π)
3δ3(p− k)
2ξp(iωn + ξp)
.
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The chosen contour is the upper semicircle of the p0-complex plane.
〈ψ¯α(τy, ~y)ψβ(τx, ~x)〉Adv =
∫
⊗
d4p
(2π)4
i
/p−mf e
p0(τx−τy)+ip·(x−y)nF(p0). (19)
eq. (18) and (19) have shown the retarded and advanced propagators for fermions. By
choosing the Feynman boundary conditions as in the field theory [23], we may define the
corresponding Feynman propagator as follows
SF (τx − τy,x− y) ≡ Θ(τx − τy)〈0|ψ(τx,x)ψ¯(τy,y)|0〉 −Θ(τy − τx)〈0|ψ¯(τy,y)ψ(τx,x)|0〉
=
∫
⊗
d4p
(2π)4
e−p0(τx−τy)+ip·(x−y)
i
/p−mf + iε (1− nF (p0)) .
The analytic continuation of the imaginary-time τ to the real-time t by making τ = it
may be applied as soon as the Matsubara frequencies are summed, there is no confusion
that we do the replacement now
SF (tx − ty,x− y) =
∫
⊗
d4p
(2π)4
e−ip·(x−y)
i
/p−mf + iε
(1− nF (p0)) . (20)
In the limit of β → ∞, the above Feynman propagator becomes the one that we are
familiar with. The density function becomes irrelevant as to suppress the violation of
the Lorentz invariance. In the tree-level, the four momentum integral
∫
⊗
d4p
(2π)4 →
∫ d4p
(2π)4
is a usual one, since the poles do not lie in the real axis of p0.
3.1.2 Imaginary-time
From the functional approach, the field operators are treated as grassmann numbers
without the use of the spinors. According to the Lagrangian in eq. (16), the correlation
function for the imaginary-time can also be obtained directly:
〈ψ¯(ωn,p)ψ(ωm,k)〉 = βδnm(2π)3δ(3)(p− k) 1
(iωnγ0 − ~γ · ~p−mf) .
Followed by the same approaches in the field theory, the Feynman propagator between
the two points, (τx,x) and (τy,y), in the imaginary-time and space is
SF(τx − τy,x− y) = 1
β
∑
n=odd
∫
d3p
(2π)3
e−iωn(τx−τy)+ip·(x−y)
1
(iωnγ0 − ~γ · ~p−mf)
. (21)
3.2 Propagator of photons
From the Lagrangian densities in eq. (5), the partition function of the photon field is
known as
Z =
∫
e
∫ β
0 dτ
∫
d3x(− 14FµνFµν−
ζ
2
∂µAµ∂νAν+µγAµAµ)[dAσ(τ,x)dA
σ(τ,x)], (22)
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Figure 3: The Feynman diagrams are drawn for a fermion being produced and propagating
through space between two space-time points, (tx,x) and (ty,y). (a) for tx > ty, the chance for
a fermion with a momentum p to be created at y and annihilated at x is proportional to 1−nF (p0),
since there is filled with nF (p0) of fermions. (b) for tx < ty, as a fermion is annihilated at y and
created at x, the probability is proportional to nF (p0), because it cannot be annihilated without
the existence in the first place.
where ζ is the gauge parameter. The choice of the gauge will be ζ = 1 in the following
calculations. The role that the chemical potential µγ plays is similar to the mass squared,
m2γ =
µγ
2 . This term will be ignored in the derivation of photon’s propagators and will
be considered after the chemical potential is computed in Section 4.1.5.
3.2.1 Real-time
One of the differences in quantizing the photon fields is that it is expanded by the Mat-
subara frequency, ωn (=
2πn
β ), instead of the energy. The other is that the expansion is
the Fourier expansion without intentionally adding the factor 1√
2E
to ensure the Lorentz
Invariance. It can be shown later that the Lorentz invariance is secured as β →∞, like
in the case of fermion’s. The field operator of photons is expanded with respective to
the Matsubara frequency and the 3-momentum as follows
Aµ(τ,x) ≡ 1
β
∑
n
∫
d3q
(2π)3
Aµ(ωn,q)e
−iωnτ+iq·x, (23)
where the field operator in the momentum representation is
Aµ(ωn,q) =
1√
2|q|
3∑
λ=0
(
aλωn,qǫ
λ
µ(q) + a
λ†
−ωn,−qǫ
λ∗
µ (−q)
)
.
The action, iA, of the photon fields, is
iA =
∫ β
0
dτ
∫
d3~x L0(Aµ, τ, ~x) = 1
β
∑
ωn
∫
d3~q L0(aλq, aλ†q , ωn, ~q),
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Figure 4: Feynman diagrams are illustrated for a boson being produced and propagating through
space between two space-time points, (tx,x) and (ty,y). (a) for tx > ty, the chance for a boson
with a momentum q to be annihilated at a latter time, tx, is proportional to 1 + nB(q0), since
there are 1+nB(q0) of bosons in the vacuum. (b) for tx < ty, as a boson to be annihilated at tx
ahead of the event at ty, the chance is proportional to nB(q0), because it can only annihilated
nB(q0) of bosons before ty.
where the Lagrangian of free photons, denoted as L0, includes only the first two terms
in eq. (5). The term with the chemical potential density µγ is dropped temporarily and
will be taken into consideration later in the computation of the photon’s self-energy. We
choose the gauge parameter to be ζ = 1, the Lagrangian in the momentum space is
L0(aλq, aλ†q , ωn, ~q) =
1
4|q| (ω
2
n + |q|2)
∑
λ
(−gλλ)
(
aλωn,qa
λ†
ωn,q + a
λ†
ωn,qa
λ
ωn,q
)
,
where the matrix gλλ′ = diag(1,−1,−1,−1). The propagator of photons in two repre-
sentations can be related by
〈Aµ(τx, ~x)Aν(τy, ~y)〉 = 1
β2
∑
n,m
∫
d3q
(2π)3
d3k
(2π)3
〈Aµ(ωn,q)Aν(ωm,k)〉 e−iωnτx−iωmτy+iq·x+ik·y.
The result of the summation for the polarization vectors is
∑3
λ=0 gλλǫ
λ
µǫ
λ
ν = gµν . The two-
point correlation function for the momentum representation can be derived as follows:
〈Aµ(ωn,q)Aν(ωm,k)〉 = βδ−n,m(2π)3δ3(q+ k)−gµν
2|q|
{
1
iωn + |q| −
1
iωn − |q|
}
.
(24)
The sum of the polarization vectors is replaced by a negative metric tensor. When
computing the propagator in the imaginary-time and space representation, assume τx >
τy and sum over the Matsubara frequency, then we may obtain a two-point correlation
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function of a 4-momentum integral by introducing a complex integral for a variable q0
with a semi-circle contour in the lower q0-complex plane. We use the formulas in eq.
(61) in Appendix D to sum over the Matsubara frequencies for bosons. The retarded
propagator is
〈Aµ(τx, ~x)Aν(τy, ~y)〉Ret =
∫
⊗
d4q
(2π)4
−igµν
q2
(
1 +
1
eβq0 − 1
)
e−q0(τx−τy)+iq·(x−y).
The contour is chosen to enclose the two residues of the poles at q0 = −|q| and |q|. The
resultant expression is similar to the one in the field theory except the factor 1+nB(q0).
In the limit of large value of β, the density function becomes unity as in the case of
fermions. The integral sign,
∫
⊗, remind us of that the poles of the density function
have not to be enclosed by the contour or their residues inside the contour have to be
excluded; this will be taken into account when the radiative corrections are computed
in the following sections. Analytically continuation from the imaginary-time to the real-
time is made by letting τ = it; the corresponding Feynman propagator can be obtained
in a similar manner to the retarded one:
DµνF (tx − ty,x− y) =
∫
⊗
d4q
(2π)4
−igµν
q2 + iε
(1 + nB(p0)) e
−iq·(x−y).
3.2.2 Imaginary-time
Like fermion’s propagator of the imaginary-time in eq. (21), the photon’s imaginary-time
propagator is derived from the Lagrangian of photons in eq. (5):
Dµν(τx − τy,x− y) = 1
β
∑
n
∫
d3q
(2π)3
e−iωn(τx−τy)+iq·(x−y)
−1
q2n
(
gµν − (ζ − 1)q
µ
nqνn
q2n
)
, (25)
where qn = (iωn,q). The corresponding Matsubara frequency, ωn =
2πn
β , and n is an
integer. As mentioned, the chemical potential has not been included in the above, and
will be included in the computations of radiative corrections.
4 One-loop radiative corrections
4.1 Self-energy of photons
4.1.1 Real-time
The radiative corrections in QED with the propagators that are formulated in the pre-
vious section will be applied on loop calculations. Feynman rules are similar except the
extra density functions that are attached to each propagating particle and the redun-
dant residues from the same density functions that have to be carefully dealt with. As a
photon carries a momentum, pµ, an electron and a positron are created and annihilates
with momenta kµ+ pµ and kµ, as shown in fig. 5. The 4-velocity of the whole statistical
system measured by an observer is denoted as uµ. In the theory of relativity, the energy
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Figure 5: One-loop self-energy Feynman diagrams of a photon for different time ordering of the
interaction vertices: (a) A photon annihilates first and creates an electron and a positron, later
the two annihilate and a photon is created, the probability for this process is proportional to the
product of 1 − nF(k0 + p0) and nF(k0). (b) A photon disappears due to the annihilation of an
electron and a positron in the background, and its momentum has been carried away by another
photon that is produced earlier. The probability is proportional to the product of 1 − nF(−k0)
and nF(−k0 − p0).
of a particle, with a 4-momentum pµ, measured by the system is written as a scalar
product, (p ·u). As the observer is at rest with respective to the system, uµ = (1, 0, 0, 0),
the energy of the particle then happens to be p0. In this section, the calculations for the
self-energy of a photon may be proceeded in a similar way from the those in ref. [23],
with ∆ = m2f − x(1 − x)p2, after the Feynman parametrization is applied and the loop
momentum is shifted from qµ to lµ:
iΠµν2 (p) = −4e2
∫ 1
0
dx
∫
⊗
d4l
(2π)4
2lµlν − gµν l2 − 2x(1− x)pµpν + gµν(m2f + x(1− x)p2)
(l2 −∆)2
× 1
e−βl·u−log b + 1
1
eβl·u−log a + 1
, (26)
where lµ = kµ + xpµ, a = eβxp·u, b = eβ(1−x)p·u and x is the Feynman parameter.
In general, the integrals with different powers of the denominator after the Feynman
parameterization are in the form:∫
⊗
d4l
(l2 −∆)λ {1− nF((k + p) · u)} {1− nF(−k · u)}
=
∫
⊗
d4l
(l20 − l2 −∆)λ
1
e−βl·u−log b + 1
1
eβl·u−log a + 1
. (27)
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Figure 6: (a) The traditional contour are drawn after the Wick rotation is applied. The contour
in blue, including (A) and (B), is running clockwise and those in red for the poles from one of
the density function are counterclockwise. (b) The closed contour is represented by the blue lines
with four segments (A), (B), (C) and (D). The integral in eq. (29) is for the contours (A) and
(B). The thick line of (E) is the branch cut of the integrand in the complex plane of l0 as ∆ < 0.
The value Λt is the cutoff for the energy.
After applying the Wick rotation and taking into account the shifting of the poles from
the density functions, the integral becomes
i
∮
RC,LC
(−1)λdlEd3l
(l2E + l
2 +∆)λ
1
eiβlE−log a + 1
1
e−iβlE−log b + 1
− (residues of 2 nF),
=


i
∮
RC dlE
∫
d3l (−1)
λ
(l2E+l
2+∆)λ
1
eiβlE−log a+1
1
e−iβlE−log b+1
+ 2πi ab(1−ab)β
∑
n∈I
∫
d3l (−1)
λ
[
∆+l2+( (2n+1)pi
β
−i log a
β
)2
]λ
i
∮
LC dlE
∫
d3l (−1)
λ
(l2E+l
2+∆)λ
1
eiβlE−log a+1
1
e−iβlE−log b+1
− 2πi ab(ab−1)β
∑
n∈I
∫
d3l (−1)
λ
[
∆+l2+(
(2n+1)pi
β
−i log b
β
)2
]λ ,
where we have changed the variable by making l0 = ilE. Before the Wick rotation being
applied, the residues of the poles from the density functions are either above or below
the real axis of the complex variable l0, as illustrated in fig. 6. After the rotation, the
poles that have to be taken into account are either in the right- or left-hand side of the
imaginary axis, depending on which contour is adopted. As β ≫ 1, for the integration
along the imaginary axis, the density functions in the first integral of both contours
become unity, it changes to a traditional Feynman integral used in field theory. In
practical calculations, the formulas below eq. (27) include an integration over a closed
contour and a series of residues, and the contour can be chosen as the outlines of the
rectangular box, (A), (B), (C) and (D), as shown in fig. 6, where the contour (B) runs
down the complex plane and gets around the poles. The integral for the contour (B)
comprises two parts, one is for the vertical lines between two poles, (B.1), and the other
is the semicircles to avoid the poles, (B.2), whose resides happen to be half values of
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the full poles. For the first, take the right contour as an example, the parametrization
of the contour is l0 = ilE + (log a/β), where lE is from (2n − 1)π/β to the next pole
(2n + 1)π/β. The factor in the integrand of eq. (27), 1/(eβl0−log a + 1), following the
contour is
1
eiβlE + 1
=
1
2
− i sinβlE
2 + 2 cos βlE
,
while other density function along the contour (B.1), 1/(eiβlE−log a−log b + 1) becomes
unity for large value of β. The imaginary part are canceled by the upper and the lower
halves of the contour (B), and can be ignored from now. Therefore, the sum of the
integral ng all of the vertical lines, (B.1), is half size of the value for that of the contour
(A) due to the factor 12 in the real part. For the semicircles, the density function
gives a factor −2π/β to the residue for each pole, and it can be regarded as −∆lE as
β ≫ 1. The contribution from the half residues happens to be same as that from the
first part, therefore the combined result for the integral along the contour (B) can be
expressed similar to the that along the imaginary axis as it runs through the contour,
l0 = ilE + log a/β. As we choose the new contour, the pole of the factor 1/(l
2
0 − l2−∆),
as indicated by (F) in the above figure, could be outside the rectangular box, and its
residue is proportional to
1
2
√
l2 +∆
1
e−β
√
l2+∆−log b + 1
1
eβ
√
l2+∆−log b + 1
. (28)
The residue is vanishing due to the last factor in eq. (28) for large loop momentum l2
and large β; the same can also be applied for the LC. Based on the above discussions,
the result of eq. (27) for the contours (A) and (B) can be written as
(A) + (B) = i
∫ Λt
−Λt
dlE
∫
d3l
(−1)λ
(l2E + l
2 +∆)λ
+ i
∫ 2piNm
β
− 2piNm
β
dlE
∫
d3l
(−1)λ+1[
∆+ l2 +
(
lE − i log aβ
)2]λ .
The integrals along the contours, (B.1) and (B.2), are combined into the second integral
in the above. The integrations of the loop momentum that we will apply are separated
into two steps, the first is to integrate the 3-momentum, then the energy, instead of
being treated equivalently in the field theory. For the case of λ = 1, and use the cutoffs,
Λt = Λ =
2πNmax
β , which are introduced in Section 2.3, the two integrals of (A) and (B)
become
(A) + (B) = −i
∫ Λt
−Λt
dlE
∫
d3l
1
(l2E + l
2 +∆)
+ i
∫ 2piNm
β
− 2piNm
β
dlE
∫
d3l
1[
∆+ l2 +
(
lE − i log aβ
)2]
= −4πi
[(
ΛΛt
(∆ + Λ2 + Λ2t )
− Λt√
∆+Λ2t
tan−1
(
Λ√
∆+Λ2t
))
log2 a
β2
+ · · ·
]
. (29)
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As the cutoff Λt and Λ are of the same size, from power countings, the coefficient of the
order log
4 a
β4
is proportional to 1
Λ2
, so it is negligible, as well as those of higher orders.
The correction to the order of p20 (∝ log
2 a
β2 ) gives a non-negligible contribution; the value
in the parenthesis of order p20 is −0.285398 when ∆ is neglected. The mass of the
photon is expected to be < 10−18eV [24], so this non-trivial corrections needs carefully
examinations to see if it can be removed. As we discussed the contour in fig. 6, the
segmants of (C) and (D) are not included in the discussion so far, and it can be proved
that the contributions from these two are of the same size as (A)+(B) up to a minus
sign. For the contours of (C) and (D), the integrals are
(C) + (D) = −4π
∫ − log a
β
0
dx
√
∆+ (Λt + ix)2 tan
−1
(
Λ√
∆+ (Λt + ix)2
)
−4π
∫ 0
− log a
β
dx
√
∆+ (−Λt + ix)2 tan−1
(
Λ√
∆+ (−Λt + ix)2
)
= 4πi
[(
ΛtΛ
∆+ Λ2 +Λ2t
− Λt√
∆+Λ2t
tan−1
(
Λ√
∆+Λ2t
))
log2 a
β2
+O
(
log4 a
β4
)]
,
which happens to cancel the correction in eq. (29). As it applies to the self-energy of the
photon, the combined results contribute zero to the next-leading order. As for λ = 2,
the corresponding integrals for the contours (A) and (B), are
(A) + (B) = i
∫ Λt
−Λt
dlE
∫
d3l
1
(l2E + l
2 +∆)2
− i
∫ 2piNm
β
− 2piNmax
β
dlE
∫
d3l
1[
∆+ l2 +
(
lE − i log aβ
)2]2
= 2πi
[(
− 1
ΛΛt
+
2ΛΛt
(Λ2 +Λ2t )
2
+
Λt
Λ(Λ2 + Λ2t )
− 1
Λ2t
tan−1
(
Λ
Λt
))
log2 a
β2
+O
(
log4 a
β4
)]
.
The result of the above approaches zero once the cutoffs are taken to infinity, and that
of (C) and (D) can be proved to be vanished in the same manner. Therefore, the whole
integral for different λ contributes nothing to the self-energy as they are used in eq. (26).
The only nonzero contribution to the self-energy happens when ∆ < 0 and the branch
cut appears along the contour (A). Since the integral along contour (A) is identical to the
traditional loop integral as β ≫ 1, it gives the same imaginary part over the threshold
as that from the field theory.
4.1.2 Imaginary-time
The one-loop radiative corrections to the self-energy of photon are computed according
to the Lagrangian in eq. (5) with the gauge ζ = 1. From the corresponding Feynman
rules, the self-energy to the next-leading order, Ωµν2,β, is
Ωµν2,β(pn) = (−1)e2
1
β
∑
m
∫
d3q
(2π)3
Tr
[
γµ
1
/qm −mf
γν
1
(/pn − /qm)−mf
]
,
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where p0m = i
ωm
β and ωm =
2π
β (m +
1
2). The minus sign is added for a closed fermion
loop. The self-energy of the photon is taking a general form
Ωµν2,β(pn) ≡
(
gµν − p
µ
npνn
p2n
)(
p2nΩT (p
2
n)−M(p2n)
)
+
pµnpνn
p2n
(
p2nΩL(p
2
n)−M(p2n)
)
, (30)
We make a shorthand for the factor ∆(p2n) = m
2
f − x(1− x)p2n. The contribution to the
correction mass, M(p2n), is from the term of the metric tensor, g
µν , therefore it is the
same for the longitudinal and the transverse parts. The integration over 3-momentum
are taken first while the cutoff Λ is kept finite until the whole integration is finished. One
the other hand, in the limit of β0 → 0, according to Section 2.4.1, an extra scaling factor
(β0β )
2 has to be added. The dimensionless quantities, like Ω0T and Ω0L, are free from the
extra factor, only M0 has to be corrected. It is noticed that there is in fact no quadratic
divergence for the photon mass in QED due to gauge- and Lorentz-invariance. However
the Lorentz invariance is only secured for β ≫ 1 in the imaginary-time formalism,
there would be no wonder that the quadratic divergence will appear in the following
calculation. The arguments of the self-energy functions can be dropped, since they do
not depend on them, and we obtain
Ω0T = − 2α
3π
(logNmax + CE) +
α
3π2
(
G+
π
4
)
, Ω0L =
α
3π2
(
G+
π
4
)
,
M0 =
2α
π
(
β0
β
)2{4πN2max
β20
+
(
G+
π
4
) m2f
π
− π
2
12β20
}
, (31)
where CE = −0.036489... for
∑Nmax
m=1
1
m− 1
2
= logNmax + CE . Besides, we have used∑Nmax
m=1
(
m− 12
)
= N
2
max
2 ,
∑Nmax
m=1
(
m− 12
)2
= Nmax3
(
N2max − 14
)
, etc. . The factor G (=
0.915966...) is Catalan’s constant. It is obtained from the sum,
∑∞
n=0
(−1)nn
(2n−1)2 =
G
2 +
π
8 ,
as the integral is expanded in powers of 1/Λ.
As for the other limiting case, for β ≫ 1, the sum of the fermionic frequency becomes
an integral over the variable ω, that is 2πβ
∑ → ∫ dω. When integration over dω, as
shown in Appendix B: eq. (54) and (55), the following treatment for the inverse tangent
function is adopted by making
tan−1
(
Λ√
ω2 +∆
)
=
π
2
− tan−1
(√
ω2 +∆
Λ
)
.
This will make a good expansion of 1/Λ when the cutoff is taken to infinity. The
corrections to the photon mass is independent from the incoming momentum. We will
drop its arguments hereafter. We may set Λt = Λ =
2πNmax
β and obtain
ΩT (p
2
n) = −
2α
π
(
G
6π
+
1
3
logNmax − 1
3
log β +
1
3
log(4π) −
∫ 1
0
dxx(1− x) log∆(p2n)
)
,
ΩL(p
2
n) =
Gα
3π2
, and M =
2α
π
(
4π
β2
N2max +
Gm2f
π
)
. (32)
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In Section 2.4, the radiative corrections, similar to the renormalized conditions, are
defined as the differences between β and β0 (= 0
+) in eq. (12); they can be written for
the respective quantities such as follows
ΩˆT (p
2
n) ≡ ΩT (p2n)− Ω0T , Mˆ ≡M −M0, and ΩˆL(p2n) ≡ ΩL(p2n)− Ω0L.
The renormalized results for transverse and longitudinal parts are
ΩˆT (p
2
n) = −
2α
π
(
−1
3
CE +
α
24
+
1
3
log 4π − 1
3
log β −
∫ 1
0
dxx(1 − x) log ∆(p2n)
)
,
ΩˆL(p
2
n) = −
α
12π
, and Mˆ =
2α
π
{
Gm2f
π
+
π2
12β2
}
. (33)
For the corrected photon mass squared, Mˆ , looks non-trivial, we will leave it temporarily
and be back on this later. It can be compared with the self-energy of the gluon in a
QCD plasma [7]; its Debye mass is
mD = g
2
(
NfT
2
6
+
NcT
2
3
+
Nfµ
2
q
2π2
)
, (34)
where µq is the quark chemical potential and g is the QCD coupling constant. We know
that in a sense the µq is equivalent to a mass term in the Lagrangian, therefore the
correction to the Debye mass of a gluon in QCD plasma is similar to that of a photon
in the imaginary-time formalism of vacuum. They all depend on the temperature and
fermion masses or chemical potentials in a similar form.
We now combine the tree-level and the one-loop contribution for the photon propa-
gator, as we assume it carries a mass mγ :
−gµν
(iωn)2 − |q|2 −m2γ
+
−gµα
(iωn)2 − |q|2 −m2γ
(Ωˆαβ)
−gβν
(iωn)2 − |q|2 −m2γ
+ . . .
= −g
µν(1− ΩˆT )
(iωn)2 − q′2
+
pµnpνn(ΩˆL − ΩˆT )
(p2n −m2γ)2
+ . . . , (35)
where q′2 = q2 + (m2γ + Mˆ)(1− ΩˆL). The role of a photon’s intrinsic mass is played by
the chemical potential µγ in the Lagrangian, eq. (5), so the effective mass of the photon
to the leading order can be defined from above as
m2eff,γ =
µγ
2
+ Mˆ. (36)
Unlike the effective mass of the fermion which will be defined in eq. (46), the correction
from the imaginary-time context will shift the pole of the photon propagator as seen in
eq. (24). To see if the effective mass of the photon is nearly zero or not, the calculation
of the chemical potential, which is ignored in the derivation of the photon propagator, is
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necessary and will be performed below. On the other hand, the renormalized amplitude
of the photon is defined as
Z3 ≡ 1− ΩˆT . (37)
Its dependence on β results in one of the renormalization group equation, and will be
discussed in detail in Section 5.
4.1.3 Running coupling and Lamb shift
The radiative corrections to the self-energy of photons give rise to the slight change
of the electric potential V (x) in QED. In this section, we will see if the same results
are concluded for the imaginary-time formalism. The correction to the amplitude can
approximated by setting ωn = 0, since ΩˆT depends weakly on it, especially as β ≫ 1. To
Ignore the constants in the expression, the quantity can be redefined in the q2 dependence
of the effective charge
Ω2(0,q) ≡ ΩˆT (0,q) − ΩˆT (0,0) = −2α
π
∫ 1
0
dx(1− x) log
(
m2f
m2f + x(1− x)p2
)
.
The expression is the same as what is obtained in the field theory [23] in the non-
relativistic limit. In the non-relativistic limit, the potential V (x) is obtained from the
formula
V (x) = −e2
∫
d3p
(2π)3
eip·x
p2(1− Ω2(0,p)) .
From above, we may see that it also gives the same results as in QED for the effective
potential.
4.1.4 Ward identity
One of the important requirements in the field theory is to check the gauge invariance of
the theory, as it is related to the conservation of the momentum. As to the self-energy
of the photon, it states
Πµν(p)pν = 0, (38)
and generates zero mass for the photon. Based on the discussions in Section 4.1.1, the
real part of the self-energy of the photon, Πµν is highly suppressed for β → ∞ along
the contour as shown in fig. 6. This means eq. (38) is automatically satisfied for the
real part. As to the imaginary part from the branch cut, examine how the dimensional
regularization does to ensure the Ward identity. The reason is that it provides an equality
between the d-dimensional integrals:∫
ddlE
(2π)d
(−2d + 1) l2E
(l2E +∆)
2
= −
∫
ddlE
(2π)d
∆
(l2E +∆)
2
. (39)
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Regardless of the real parts of the both integrals, for d = 4, both of the imaginary parts
are coming from the term, ∆
(4π)2
log ∆, in the outcomes of above integrals, therefore eq.
(39) is contented for the imaginary part. Thus the self-energy tensor of the photon from
the real-time formalism satisfies eq. (38). As for the imaginary-time propagators, we
may know from the above one-loop calculations, it does contribute a small radiative
correction to photon’s mass. On the other hand, we know from the traditional QED,
the Lorentz- and gauge-invariance result in zero correction to the mass for photons. In
the imaginary-time formalism, the Lorentz invariance does not hold in the imaginary-
time Lagrangian densities as shown in Section 2. Thus there is no wonder there are an
appearance of quadratic divergence in photo’s self-energy and a nonzero mass correction.
Fortunately, the quadratic divergence can be removed by its counterpart at the high
energy limit, β0, and the nonzero mass correction is canceled by its chemical potential,
which will be explained right below. Therefore after taking into account all of the
factors, the self-energy correction to photon’s propagator can be expressed in the form
of Ωµν(q) = Ω(q)(gµν − qµqν
q2
) for both real-time and imaginary-time propagators, and
the Ward identity can be secured.
4.1.5 Chemical potential
The calculation presented here is generalized from Appendix C. In the 4-momentum
space (iωn,p), the number operator of the vector field is proportional to the product of
the photon field operators, such as
Nˆ(iωn,p) ≡: Aµ(iωn,p)Aµ(iωn,p) : = 1
2
∑
λ=1,2
:
(
aλωn,pa
λ†
ωn,p + a
λ†
ωn,pa
λ
ωn,p
)
:,
where λ denotes the polarization states. The representation in space and imaginary-time:
Nˆ(τ,x) = Aµ(τ,x)Aµ(τ,x). They are related by
1
β
∑
n
∫
d3p
(2π)3
Nˆ(ωn,p) =
∫ β
0
dτ
∫
d3x Nˆ(τ,x).
The interaction Hamiltonian in the imaginary-time and space, which is proposed in
Section 2.2, is Vˆ = e
∫
d3xψ¯(x)γµψ(x)Aµ =
∫
d3xHint. We may rewrite eq. (59) in
Appendix C in terms of the chemical potential density, µγ , as
β µ→
∫ β
0
dτ
∫
d3xµγ(τ,x) = −
∑
n=1
1
n!
〈δ(
∫ β
0 dτ
∫
d3xHint)
n
δ(AµAµ)
〉. (40)
The first non-vanishing term is for n = 2, the variation, δ, is placed inside the integral
on H2int. The leading order term of the right-hand-side becomes∫ β
0
dτ
∫
d3xµγ(τ,x) = −e
2
2!
〈
(∫ β
0
dτ
∫
d3xψ¯γµψ
)2
〉. (41)
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The Lorentz index, µ, is contracted with the other one, so that the right-hand-side is
kept as a scalar. It then can be computed
RHS = −e
2
2!
∫ β
0
dτ
∫
d3x
∫ β
0
dτ ′
∫
d3x′TrSF (x− x′)γµSF (x′ − x)γµ,
= −e
2
2!
∫ β
0
dτ
∫
d3x
1
β
∑
n
∫
d3q
(2π)3
Tr
1
/qn −mf
γµ
1
/qn −mf
γµ.
The dependence of x in the first line of the above disappears after integrating out the
variable x′. As compared with eq. (41), we may obtain the chemical potential density:
µγ = − e
2
2β
∑
n
∫
d3q
(2π)3
Tr
1
/qn −mf
γµ
1
/qn −mf
γµ.
The above can be derived directly from eq. (30) by setting the incoming momentum,
pn = 0 and contracting the two Lorentz indices, so in a similar way to define the renor-
malization condition for the chemical potential density we may obtain
µˆγ = −2Mˆ.
The subtraction from the value at β0 = 0
+ have been applied in the above. The corrected
mass of photon from the self-energy is canceled by the chemical potential density, so that
the effective mass, which is defined in eq. (36), diminishes to the order of O(α).
4.2 Self-energy of fermions
4.2.1 Real-time
In fig. 7, it shows that two situations of a fermion emitting and absorbing a photon
during its propagation. The self-energy of the fermion can be expressed in the form of
Σ(p) = /pΣV (p
2) +mfΣS(p
2).
The scalar quantity, ΣV (p
2), can be obtained by taking 14Tr/p on both sides,
−iΣ(p) = −e2
∫
⊗
d4k
(2π)4
γµ
(/p + /k) +mf
[(k + p)2 −m2f ]k2
γν(1− nF ((k + p) · u))(1 + nB(−k · u)).
After projecting onto /p, their coefficient functions are
ΣV (p
2) = 2ie2
∫
dα1dα2δ(α1 + α2 − 1)(1 − α1)
∫
⊗
d4K
(2π)4
1
[K2 −∆(p2)]2
× 1
e−β(K+(1−α1)p)·u + 1
−1
eβ(K−α1p)·u − 1 ,
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where ∆(p2) = −α1α2p2 + α1m2f and a = eβ(1−α1)p·u and b = eβα1p·u. As for the scalar
part of self-energy function,
ΣS(p
2) = −i4e2
∫
⊗
d4k
(2π)4
1
[(k + p)2 −m2f ]k2
(1− nF ((k + p) · u))(1 + nB(−k · u)).
In general, the 4-momentum integral, ISE,λ, where λ is the power of the denominator,
with nF and nB can be written in the form of
ISE,λ =
∫
⊗
d4l
(l2 −∆)λ {1− nF((k + p) · u)} {1 + nB(−k · u)}
=
∫
⊗
d4l
(l20 − l2 −∆)λ
1
e−βl·u−log b + 1
−1
eβl·u−log a − 1 ,
where l = k + xp, a = eβxp·u and b = eβ(1−x)p·u. It can explicitly be written for the left
and right contours of the imaginary axis as follows
ISE,λ =
∮
RC,LC
dl0d
3l
(l20 − l2 −∆)λ
−1
eβl0−log a − 1
1
e−βl0−log b + 1
± (residues of nB and nF),
=


i
∮
RC dlE
∫
d3l (−1)
λ
(l2E+l
2+∆)λ
−1
eiβlE−log a−1
1
e−iβlE−log b+1
+ 2πi ab(1+ab)β
∑
n∈I
∫
d3l (−1)
λ+1
[
∆+l2+( 2npi
β
−i log a
β
)2
]λ
i
∮
LC dlE
∫
d3l (−1)
λ
(l2E+l
2+∆)λ
−1
eiβlE−log a−1
1
e−iβlE−log b+1
− 2πi (−1)ab(ab+1)β
∑
n∈I
∫
d3l (−1)
λ+1
[
∆+l2+(
(2n+1)pi
β
−i log b
β
)2
]λ ,
where ilE = l0. Take the right contour for example, as β ≫ 1, the factor abab+1 becomes
unity; the integral and the summation can be expressed as
= i
∫ Λt
−Λt
dlE
∫
d3l
(−1)λ
(l2E + l
2 +∆)λ
+ i
∫ 2piNmax
β
− 2piNmax
β
dlE
∫
d3l
(−1)λ+1[
∆+ l2 + (lE − i log aβ )2
]λ .
As discussed before, the cutoff is chosen as Λt =
2πNmax
β , which is the same as the cutoff
of 3-momentum, Λ. As for λ = 2, the corresponding integral of the segments (A) and
(B), similar to the contour in fig. 6, is
= 2πi
[(
− 1
ΛΛt
+
2ΛΛt
(Λ2 + Λ2t )
2
+
Λt
Λ(Λ2 + Λ2t )
− 1
Λ2t
tan−1
(
Λ
Λt
))
log2 a
β2
+O
(
log4 a
β4
)]
The result is suppressed by the cutoffs of the energy and the momentum, as well as (C)
and (D), and approaches zero while taking their values to infinities; except the imaginary
part if there is a branch cut.
4.2.2 Imaginary-time
The self-energy of an electron is calculated according to the Lagrangian of fermions in
eq. (4) and the interaction Lagrangian in eq. (3). As in photon’s self-energy, the fermion
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Figure 7: One-loop self-energy Feynman diagrams of an electron for different time ordering
of the interaction vertices: (a) An electron annihilates first and creates another electron and a
photon, later the two annihilate and an electron is created, the probability for this process is
proportional to the product of 1−nF(k0+ q0) and nB(k0). (b) An electron disappears due to the
annihilation of a positron and a photon in the background, and its momentum has been carried
away by another electron that is produced earlier. The probability is proportional to the product
of 1 + nB(−k0) and nF(−k0 − q0).
is assigned with a 4-momentum, pµn (= (iωn,p)), where ωn =
nπ
β and n is an odd integer.
Its self-energy takes the form:
Ξ (p2n) = /pnΞV (p
2
n) +mf ΞS(p
2
n).
Similar to the procedures that are taken for the real-time case, as for the gauge, ζ = 1,
Ξ(p2n) =
1
β
∑
m
∫
d3k
(2π)3
(eγµ)
1
(/pn + /km)−mf
(eγν)
−1
k2m
gµν .
After contracting with the vector, /pn, and use the relation:
ΞV (p
2
n) =
1
4p2n
Tr[/pnΞ] and ΞS(p
2
n) =
1
4mf
Tr[Ξ].
The loop momentum is km (= (iωm,k)). The function of the self-energy, ΞV (p
2
n), can be
obtained after taking the projection onto 4 momentum, /pn, and applying the Feynman
parametrization:
ΞV (p
2
n) =
α
2π
∫ 1
0
dα1(1− α1)2π
β
∑
m
1
[(2πmβ + iα1p
0
n)
2 +∆(p2n)]
1/2
, (42)
where the shifted loop momentum, Kµn = k
µ
n+α1p
µ
n, and αi (i = 1, 2, 3) are the Feynman
parameters. As the factor β gets large, the summation 2πβ
∑
is approximated by the
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integral
∫
dω from −Λt to Λt. It becomes
ΞV (p
2
n) =
α
4π
(
2 log Λt + 2 log 2− log ∆(p2n)
)
. (43)
The self-energy at an infinite temperature can be expressed as
Ξ0V (p
2
n) =
α
2π
∫
dα1dα2δ(α1 + α2 − 1)(1 − α1)
∑
m
1
|m| =
α
4π
(2 logNmax + 2γE) ,
where the integer, m, goes from ±1 to ±Nmax and γE (= 0.577216...) is the Euler-
Mascheroni constant. As for the other function of the self-energy,
Ξ0S(p
2
n) = −
α
π
∫ 1
0
dα1
2π
β0
∑
m
1
[(2πmβ0 + iα1p
0
n)
2 +∆(p2n)]
1/2
. (44)
Similarly, the scalar part of the self-energy at infinite temperature can be expressed as
Ξ0S(p
2
n) = −
α
π
∫ 1
0
dα1
∑
m
1
|m| = −
α
π
(2 logNmax + 2γE) ,
when Nmax is extremely large. From eq. (12), we could have the renormalized self-energy
functions for the imaginary-time as follows
ΞˆV ≡ ΞV (β, p2n)− Ξ0V , and ΞˆS ≡ ΞS (β, p2n)− Ξ0S .
from eq. (43) and (44), let Λt =
2πNmax
β ,
ΞˆV (β, p
2
n) =
α
4π
(
2 log
2π
β
+ 2 log 2− 2γ − log ∆(p2n)
)
,
ΞˆS(β, p
2
n) = −
α
π
(
2 log
2π
β
+ 2 log 2− 2γ − log ∆(p2n)
)
. (45)
The dependence of β in the above results is related to the renormalization group equa-
tions, and will be further explained in Section 5. We combine the tree-level and the
one-loop contribution
1
iωnγ0 − /p−mf
+
1
iωnγ0 − /p−mf
(Ξˆ)
1
iωnγ0 − /p−mf
+ · · · = 1
iωnγ0 − /p−mf − Ξˆ
.
We may approximate the self-energy as Ξˆ(ωn, |p|) ≈
(
iωnγ0 − /p
)
ΞˆV (0, |p|)+mf ΞˆS(0, |p|),
since the self-energy functions ΞˆV (ωn, |p|) and ΞˆS(ωn, |p|) in eq. (45) have only weak
dependence on the Matsubara frequency. The propagator for the imaginary-time may
be derived to
≈ 1
iωnγ0 − /p−mf − (
(
iωnγ0 − /p
)
ΞˆV +mf ΞˆS)
=
1 + ΞˆV (0, |p|)
(iωnγ0 − /p)−mf(1 + ΞˆV + ΞˆS)
,(46)
where the effective mass of the fermion is defined as mf,eff = mf
(
1 + (ΞˆV + ΞˆS)(0, |p|)
)
.
One thing needs to emphasize is that this effective mass does not come into the play of
the traditional propagator 1/(/p −mf) since in the summation of 1/(iωn − ξeffp ) over the
Matsubara frequencies of eq. (20) the effective mass, meff , would just add corrections
to the density function. The pole of the traditional propagator is not shifted from the
correction of the imaginary-time. From the previous section discussing the corrections
for the real-time, no real part is generated, therefore a fermion mass defined by the
pole of its propagator will always be a fixed value. As we have seen from the approach
of partition function in eq. (16) and eq. (17), such a replacement could be made,
1
iωnγ0−/p−mf →
1
(iωn−ξp)γ0 . The one-loop corrected propagator for the imaginary-time
can be replaced by
1 + ΞˆV
iωnγ0 − /p−mf,eff
→ 1 + ΞˆV
(iωn − ξeffp )γ0
.
The renormalized amplitude to a fermion field, Z2, can be defined as
Z2 ≡ 1 + ΞˆV (0, |p|). (47)
The amplitude will give rise to the renormalization group equation with respective to
the variation of the variable, β, and will be discussed in Section 5.
4.3 Vertex correction
4.3.1 Real-time
The computation of the vertex corrections for the real-time is similar to those in the
previous sections. The nonzero contribution is the imaginary part, while the real part
is zero along the rectangular contour similar to that in fig. 6 (b). Here the derivations
of the loop integrals and the residues of the poles from the three density functions are
shown. The corresponding Feynman diagram showing the incoming, outgoing and loop
momenta are illustrated in fig. 8 (a). The correction to the vertex, δΓµ(p′, p), is derived
from
δΓµ(p′, p) =
∫
⊗
d4k
(2π)4
−igνρ
(k − p)2 + iε u¯(p
′)(−ieγν) i( /k
′ +m)
k′2 −m2f + iε
γν
i(/k +m)
k2 −m2f + iε
(−ieγν)u(p)
×nB ((k − p) · u) {1− nF((k + q) · u)} {1− nF(k · u)} ,
= 4ie2
∫
⊗
d4l
(2π)4
∫ 1
0
dxdydzδ(x + y + z − 1)
×u¯(p′)
[
γµ ·
(
− 1
2D2
− ∆
2D3
+ (1− x)(1− y) q
2
D3
+ (1− 4z + z2)m
2
f
D3
)
+
iσµνqν
2mfD3
(2m2f z(1 − z))
]
u(p)
−1
eβ(l·u)−log c − 1
1
e−βl·u−log a + 1
1
e−βl·u+log b + 1
.
where D = l2 − ∆ + iε, ∆ = −xyq2 + (1 − z)2m2f and a = eβ(1−α2)q·u+βα3(p·u), b =
eβα2(q·u)−βα3(p·u) and c = eβα2(q·u)+β(1−α3)p·u. For a convenient purpose, we may write
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p - k
p
k
k ' = k + q
p '
qn'' = Hq0, qL
p ' = Ip0', p 'M
pn = Hp0, pL
km = Ik0, k
Ó
M
(a)
Lt
-Lt
(A)
l0
lE
(E)
l2 +D
(B)
(b)
Figure 8: (a) The Feynman diagram for the vertex correction is illustrated, and the momentum
of each particle is shown for either the imaginary-time or the real-time. (b) The contour for the
vertex correction is represented by the blue lines with two segments (A) and (B). The branch
cut, for ∆ < 0, is denoted as (E). On the both side of the imaginary axis, the dots indicate the
poles from three density functions.
down their products: ac = eβ(p+q)·u, c/b = eβp·u and ab = eβq·u, which are constants
without the dependence of the loop momentum l. As β ≫ 1, ac, c/b and ab≫ 1.
A general form of the loop integrals for the vertex corrections, IVE,λ, of the loop
momentum, kµ, for the power, λ, of the denominator is written as
IVE,λ =
∫
⊗
d4l
(l2 −∆)λnB ((k − p) · u) {1− nF((k + q) · u)} {1− nF(k · u)}
=


i
∮
RC dlE
∫
d3l (−1)
λ
(l2E+l
2+∆)λ
1
eiβlE−log c−1
1
e−iβlE−log a+1
1
e−iβlE+log b+1
+ 2πi ac
2
(b+c)(1+ac)β
∑
n∈I
∫
d3l (−1)
λ
[
∆+l2+( 2npi
β
−i log c
β
)2
]λ
i
∮
LC dlE
∫
d3l (−1)
λ
(l2E+l
2+∆)λ
1
eiβlE−log c−1
1
e−iβlE−log a+1
1
e−iβlE+log b+1
− 2πi abc(b+c)(1−ab)β
∑
n∈I
∫
d3l (−1)
λ
[
∆+l2+(
(2n+1)pi
β
−i log b
β
)2
]λ
−2πi ac(ac+1)(ab−1)β
∑
n∈I
∫
d3l 1[
∆+l2+(
(2n+1)pi
β
−i log a
β
)2
]λ .
Even though on the left-hand side there are twice number of the poles more than those on
the right, the coefficient of the second set of residues, ac(ac+1)(ab−1) , diminishes as β ≫ 1.
In fact, the sum of the two coefficients for the residues on the left is equal to the that
on the right,
ac2
(b+ c)(1 + ac)
=
abc
(b+ c)(1 − ab) +
ac
(ac+ 1)(ab− 1) ,
so the two sets of residues on one side are comparable to the one on the other. As for
the results of the above calculation, the same logic applies as those for the self-energy
integrals, the only nonzero contribution is the imaginary part due to the branch cut, (E)
in fig. 8, under the condition ∆ < 0.
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4.3.2 Imaginary-time
The Feynman diagram for the vertex loop correction is shown in fig. 8 (a), including
the related external and internal momenta. In the calculations of the vertex correction,
there is one thing needed to be clarified. As the Gordon decomposition is applied,
the on-shell propertyties of the external momenta p and p′ have to be used through
(/p − mf)u(p) = (/p′ − mf)u(p′) = 0. However, in the imaginary-time formalism, the
external energy-momentum pn and p
′
n′ are in the forms of p
µ
n = (iωn,p) and p
′µ
n′ =
(iωn′ ,p
′) when they are in the loop. Thus, as the operator pn acts on the physical states
u(p), the analytic continuation has to be applied pn → p, as well as p′n′ → p′, outside the
loop. That means that the energy p0 has to rotate from the imaginary-axis to the real
axis after the loop integral is completed. It is similar to the Wick rotation. When the
loop momentum is rotated from the real axis to the imaginary one in the conventional
way, the external momenta are in fact carried by the shifted loop momentum along
the Wick rotation implicitly. In addition, for a convenient reason in the calculations,
the denominator, which is obtained after the Feynman parametrization, is denoted as
D = (pm+yqn′′−xpn)2−l2−∆(q2n′′), and the factor ∆(q2n′′) = −xyq2n′′+(1−z)2m2f +zm2γ ,
where mγ is the mass of photon. The variables x, y and z are the Feynman parameters.
The nonzero photon mass mγ is given to avoid the infrared divergences at this stage.
The correction to the vertex with a fermionic frequency ωm =
2π
β (m+
1
2) is
δΓµ({p′n′}, {pn})
=
1
β
∑
m
∫
d3k
(2π)3
gνρ
(km − pn)2 u¯(p
′
n′)(eγ
ν)
(/km + /qn′′ +m)
(km + qn′′)2 −m2f
γµ
(/km +m)
k2m −m2f
(eγρ)u(pn),
=
4e2
β
∑
m
∫ 1
0
dxdydzδ(x + y + z − 1)u¯(p′n)
[
γµ ·
(
− 1
16π
[
(ωm − iyq0′′ + ixp0)2 +∆(q2n′′)
]1/2
−
(
∆(qn′′)
2
− (1− x)(1 − y)q2n′′ − (1− 4z + z2)m2f
)
1
32π
[
(ωm − iyq0′′ + ixp0)2 +∆(q2n′′)
]3/2
)
+
iσµνqn′′ν
2mf
(2m2f z(1− z))
1
32π
[
(ωm − iyq0′′ + ixp0)2 +∆(q2n′′)
]3/2
]
u(pn). (48)
Under the condition of β ≫ 1, the summation over, 2πβ
∑
m, is replaced by an integration,∫
dω:
δΓµ({pn′}, {pn}) = α
π
∫ 1
0
dxdydzδ(x + y + z − 1)u¯(p′n)
[
γµ ·
(
− log 2Λ + 1
2
log∆(q2n′′)
−
(
∆(q2n′′)
2
− (1− x)(1− y)q2n′′ − (1− 4z + z2)m2f
)
1
2∆(q2n′′)
)
+
iσµνqn′′ν
2mf
(2m2f z(1− z))
1
2∆(q2n′′)
]
u(pn). (49)
Remember that we analytically continue u(pn) → u(p) and u(p′n′) → u(p′), while the
Gordon decomposition is used in the above. We may retrieve the form factors from
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above by defining
F1(qn′′) = − α
2π
(
logNmax + log 4π − log β + 5
4
)
+
α
π
∫ 1
0
dz
∫ 1−z
0
dx
(
1
2
log∆(q2n′′) +
zq2n′′ + 2(1− 3z + z2)m2f
∆(q2n′′)
)
,
F2(qn′′) =
α
π
∫ 1
0
dz
∫ 1−z
0
dx
m2f z(1 − z)
∆(q2n′′)
.
The corresponding form factors F1(p
2
n′′) and F2(p
2
n′′) in the limit of high temperature
are obtained by ignoring the terms that are not related to 1/β0 since they are negligible
as compared to those with 1/β0, when β0 → 0. In addition, the Matsubara frequencies
from the imaginary part of external 4-momenta, ωn and ωn′′ , can also be ignored as the
sum of loop frequency ωm is going up to a very large number Nmax; it will be explained
more by eq. (51). The vertex correction at β0 is
δΓµ0 ({pn′}, {pn}) =
α(2π)
πβ0
∑
m
∫ 1
0
dxdydzδ(x + y + z − 1)u¯(p′n)
[
γµ ·
(
− 1
2 |ωm + yωn′′ − xωn|
−
(
∆(p2n′′)
2
− (1− x)(1− y)q2n′′ − (1− 4z + z2)m2f
)
1
4 |ωm + yωn′′ − xωn]3
)
+
iσµνqn′′ν
2mf
(2m2f z(1− z))
1
4 |ωm + yωn′′ − xωn|3
]
u(pn),
= − α
2π
u¯(p′n) γ
µ · (logNmax + CE) u(pn). (50)
It is obtained from the sum,
∑Nmax
m=1
1
m+ 1
2
(= logNmax + CE). The terms with the de-
nominator, |ωm + yωn′′ − xωn|3, diminish due to the fact that, besides the constants, α,
π and so on, it contains the factor, β20 , and the sum over the integer m,
∑∞
m=1
1
(m+ 1
2
)3
=
0.414398..., is a finite number. Thus, it becomes zero after taking the limit of β0 → 0.
This is similar to the case of I4 explained in Section 2.4.1. During the above derivation,
the shift of the frequency, ωm → ωm + yωn′′ − xωn′ , is applied, then the summation
range changes from the symmetric one,
∑Nmax
−Nmax to an asymmetric one,
∑N1
−N2 , where
N1,2 = Nmax ±∆N , where the difference of the two cutoffs is ∆N = yωn′′ − xωn′ . The
terms in eq. (50) involving the cutoffs is
− α
4π
(logN1 + logN2) = − α
2π
{
logNmax +
1
2
log
(
1 +
∆N
Nmax
)
+
1
2
log
(
1− ∆N
Nmax
)}
. (51)
As long as Nmax ≫ ∆N , the shifting effect can be ignored. Therefore the form factors
in the limit of small β0 are
F0,1(q
2
n′′) = −
α
2π
(logNmax + CE) , and F0,2(q
2
n′′) = 0.
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The renormalized form factors, which can be defined from eq. (12), are given as below
with a new reference points at β0 = 0
+:
Fˆ1(q
2
n′′) ≡ F1(q2n′′)− F0,1(q2n′′),
= − α
2π
(CE + log 4π − log β + 5
4
) +
α
π
∫ 1
0
dz
∫ 1−z
0
dx
(
1
2
log∆(q2n′′)
+
zq2n′′ + 2(1 − 3z + z2)m2f
∆(q2n′′)
)
,
Fˆ2(q
2
n′′) ≡ F2(q2n′′)− F0,2(q2n′′) =
α
π
∫ 1
0
dz
∫ 1−z
0
dx
z
1− z =
α
2π
.
The form factor Fˆ1(q
2
n′′) also possesses the infrared divergence. From the result of
Fˆ2(q
2
n′′), the ratio
g−2
2 =
α
2π , which is consistent with what QED predicts for the one-
loop level. It is known that there is an infrared divergence in the function Fˆ1(q
2
n′′), and
a tiny photon mass mγ is given to avoid the catastrophe temporarily. In a subsequent
work [25] related to this issue, the infrared divergence can be regularized by giving a non-
zero minimal Matsubara frequency
(
2π
β
)2
in the loop momentum. The added frequency
is to emphasize the discreteness of the Matsubara frequency, since it is treated as a
continuous variable in our calculations as β ≫ 1. And in the case of QED presented
here for the vertex correction, the loop frequency is not allowed to be zero for any
fermionic propagator.
5 Renormalization group equations
5.1 Renormalized amplitude Z2 and electron’s effective mass meff
From one-loop corrections for the imaginary-time in the previous section, the corrections
to the amplitudes of the fields are obtained. The renormalized constant of a fermion is
defined from eq. (47) before being taken into the limit of β ≫ 1:
Z2 = 1 + ΞˆV |ω0=0,
= 1 +
α
2π
∫ 1
0
dα1(1− α1)2π
β
∑
m
1
[(2πmβ )
2 +∆(0,p)]1/2
− α
4π
∑
m
1
|m| .
We may be interested in the change of the renormalized amplitude with respect to the
temperature. Take derivative of the above formula:
∂ logZ2
∂ log β
= − α
2π
∫ 1
0
dα1(1− α1) 2π
β
∑
m
∆(0,p)
[(2πmβ )
2 +∆(0,p)]3/2
.
While β ≫ 1, the summation becomes an integration 2πβ
∑
m →
∫
dω:
∂ logZ2
∂ log β
∣∣∣∣
β≫1
= − α
2π
∫ 1
0
dα1(1− α1)
∫ ∞
−∞
dω
∆(0,p)
[ω2 +∆(0,p)]3/2
= − α
2π
.
35
We may change the variable β to the temperature, T (= 1β ), so that
∂ logZ2
∂ log T
∣∣∣∣
T≃0
=
α
2π
.
This is the same as the renormalization group equation that is obtained fromMS scheme
[4] for the renormalized amplitude of a fermion with the renormalization scale, usually
denoted as µ, is replaced by the temperature. As we shall see from below, all of the
renormalization group equations to the next-to-leading order in the field theory are the
same as those derived from the imaginary-time formalism. in the other limit, β → 0, the
term ∆(0,p) in the denominator can be ignored before the summation is done, so that
∂ logZ2
∂ log β
∣∣∣∣
β→0
= lim
β→0
−αζ(3)
2π
β2∆
(2π)2
= 0,
and change the variable β to temperature T
∂ logZ2
∂ log T
∣∣∣∣
T→∞
= 0.
In fact the above result for the limit of infinite value of β can be obtained directly in
eq. (45). Now consider the effective mass of a fermion, which is defined as mf,eff =
m
(
1 + (ΞˆV + ΞˆS)(0, |p|)
)
, from eq. (45) and (46), take the derivative of the effective
mass
∂ logmeff
∂ log β
=
α
2π
∫ 1
0
dα1(1 + α1)
2π
β
∑
m
∆(0,p)
[(2πmβ )
2 +∆(0,p)]3/2
,
so as β ≫ 1, transform the summation into an integral, we have
∂ logmeff
∂ log β
∣∣∣∣
β≫1
=
α
2π
∫ 1
0
dα1(1 + α1)
∫ ∞
−∞
dω
∆(0,p)
[ω2 +∆(0,p)]3/2
= 6
α
4π
.
In the limit of β → 0, the value is zero in a similar way to that of Z2. We may change
it into a function of temperature T ,
∂ logmeff
∂ log T
∣∣∣∣
T≃0
= −6 α
4π
, and
∂ logmeff
∂ log T
∣∣∣∣
T→∞
= 0.
The result for the zero temperature is consistent as the renormalization equation, ∂ logmeff∂ log µ =
−6 α4π , in field theory. As discussed in the previous section, this correction to the fermion’s
mass only goes to the corrected fermion density function and does not shift the pole of
the propagator.
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5.2 Renormalized amplitude Z3 and charge renormalization constant
Zα
In the limit of infinite β, we may use the results from the previous sections for the
discussions here. For the photon’s renormalized amplitude, it is defined from the one
loop correction to the propagator in eq. (35),
Z3 ≡ 1− ΩˆT (β, 0,p).
The corresponding renormalization group equations in the limit of infinite value of β,
which can be easily obtained from eq. (33), as well as in the other limit of β → 0, are
∂ logZ3
∂ log β
∣∣∣∣
β≫1
= −8
3
α
4π
, and
∂ logZ3
∂ log β
∣∣∣∣
β→0
= 0.
Like the traditional renormalization constants defined in the field theory, we may also
define the factor Z1 = 1 + Fˆ1 to describe the vertex correction. In a similar way, the
correction to electron’s charge can be defined as e0 = Z
1
2
α e, and it is related to the other
renormalized constants by Zα = Z
2
1Z
−2
2 Z
−1
3 . It is obvious that, in the framework of the
imaginary-time, the Ward identity still holds in the same fashion, so that Z1 = Z2 and
Zα = Z
−1
3 . We may obtain
∂ logZα
∂ log T
∣∣∣∣
T≃0
= −8
3
α
4π
, and
∂ logZα
∂ log T
∣∣∣∣
T→∞
= 0.
This is the same as the renormalization group equation, ∂ logZα∂ log µ = −83 α4π , from the MS
scheme of renormalization. This may lead to a discussion of Landau pole [26, 27], which
states that coupling constants become infinite in a finite momentum scale. In the theory
presented here, the renormalization group equations are identical with those predicted
in the field theory, as the temperature of the vacuum is regarded as a parameter of scale,
only in the low temperature limit. The variation of couplings, with respect to a high
T , vanishes, as shown in above. Therefore the electromagnetic coupling, α, does not
diverge over all range of temperature within this picture.
6 Conclusion
In this paper, the vacuum is treated as a thermodynamical system, which is described
by microscopic observables, and is applied on the calculations of radiative corrections as
those in the field theory. The theory has been constructed and compared with the conven-
tional formalism of QED. It shows that, in a temperature close to zero, the mathematical
formalisms coincide with those in the traditional theory, such as the propagators of the
electron and the photon, and so on. The imaginary-time, τ , is introduced with a finite
range (β0, β), where β0(= 0
+) is infinitesimal, in the construction of the partition func-
tions; the field operators are expanded by the Matsubara frequencies and 3-momenta.
The formalism can be separated into two parts for the real-time and the imaginary-time
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from the same partition function. The real-time evolution of the field is achieved by the
analytic continuation of the variable τ , by setting τ = it, after Matsubara frequencies
are summed. The one-loop radiative corrections have been calculated for the self-energy
of the electron, the vacuum polarization of the photon, and the vertex correction. The
results from the imaginary-time are always being real values, such as the self-energy;
their UV divergences, instead of introducing counter terms, could be removed by sub-
tracting the counterpart quantities, like corrections to the field amplitudes, masses, etc.,
at the reference point, β0 = 0
+. These values at a very high temperature lose the de-
pendence of the external momenta, and are similar to the roles of the counter terms
in the field theory. Those ”counter terms” are automatically equipped in the theory
from the lower integration bound of the imaginary-time, β0, so the theory is intrinsically
free of UV divergences. The correction to the self-energy of a fermion contribute to the
propagator 1/(/pn −m), which only affects the density function and the field amplitude,
and does not shift the pole of the propagator for the real-time. As for the self-energy
of the photon, the imaginary-time corrections make a shift to photon’s mass, which is
defined as the pole of the propagator of the real-time. The one-loop mass correction to
the photon is non-negligible and is canceled by its chemical potential, so that agreeable
comparisons to the experimental results can be secured. The loop corrections from the
real-time is found to be always finite and imaginary, because they comprise the conven-
tional loop integrals and the residues from the density functions, which would cancel
each other. The integrals along closed contours contribute nothing except the branch
cuts, when the incoming momenta excesses the threshold. The resultant imaginary part
is the same as those in the traditional Feynman integrals. The loop corrections from
the real-time and the imaginary-time happen to account for the imaginary and the real
parts of the calculations that are known in the field theory. As a result, it can be seen
that this imaginary-time formalism in the low temperature limit is similar to the math-
ematical structure of the field theory. The consistency of the whole theory still needs
more efforts to check, but if there is any consistency problem in the theory it should not
be like those in other imaginary-time theory for plasma because of their mathematical
similarities. Another important conclusion of this paper is the renormalization group
effects. The Lagrangian densities are invariant under the scale transformation. From
the Tolman-Ehrenfest relation that was discovered in the general relativity, the temper-
ature determines the speed of time. Similar discussions for all of four dimensions could
also found in Wilson’s approach in discussing the renormalization group in condensed
matter physics and the Hawking radiation in the curved space-time field theory. In
the calculations provided here, the corrections to the renormalized amplitudes of the
fields and fermion mass are given from the imaginary-time corrections; the renormaliza-
tion group equations can be derived from them with respective to the variation of the
temperature. The amazing point of these computation is that it shows the the same
renormalization coefficients at a temperature close to zero as those obtained in the field
theory. Besides, this theory for electrodynamic forces does not generate infinite values of
couplings, the so-called Landau pole, as the variation of the coupling is found to vanish
at a very high temperature. In addition to these derived results, the field theory in this
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imaginary-time formalism incorporates various concepts in the traditional field theory
with those in the thermodynamics and the general relativity. The Einstein equation has
been known before that it can be perceived in a thermodynamical perspective, such as
the Tolman-Ehrenfest relation. In the studies of the black hole, it is shown that the area
of the event horizon is proportional to the entropy of the black hole. Besides, the field
theory in the curved space-time is usually studied in different vacuum states in which
the space-time is under conformal transformations. They are combined in the construc-
tion of the imaginary-time field theory and make deep connections with the knowledge
obtained in the particle physics. To test its applicability on other physics of the vac-
uum, various effects, such as the Casimir effect, have been discussed in the following
paper and many agreements can be proved. On the other hand, in the cosmology one
important role that could be played by the vacuum is the dark energy. In another work,
the cosmological constant can be computed without the interference of the divergence in
the imaginary-time field theory through the DeWitt-Schwinger representation and the
traditional calculation of the Casimir force. Both results give the same ratio for the
equation of state, w = −1.
A Functional approach
The following derivations are generalized from ref. [2]. The exponential factor of the
above partition function can be divided into a product of N components as follows
e−β(x)K(x)∆x = lim
N→∞
(
e−(β(x)/N)K(x)∆x
)N
= (1− ǫK∆x) · · · (1− ǫK∆x),
where ǫ = β/N . Then, the partition function Z becomes
Z =
∏
{x}
∫
〈−ψ†1(x)|(1 − ǫK(x)∆x)|ψ(x)N−1〉e−ψ
†
N−1(x)ψN−1(x)∆x〈ψ†N−1(x)|
×(1− ǫK(x)∆x)|ψN−2(x)〉e−ψ
†
N−2(x)ψN−2(x)〈ψ†N−2(x)| · · · |ψ2(x)〉e−ψ
†
2(x)ψ2(x)∆x〈ψ†2(x)|
×(1− ǫK(x)∆x)|ψ1(x)〉e−ψ
†
1(x)ψ1(x)∆x
N−1∏
i=1
dψ†i dψi,
where we have used the definitions of the trace and the identity operator,
TrΩ =
∫
〈−ψ†(x)|Ω|ψ(x)〉e−ψ†(x)ψ(x)∆xdψ†(x)dψ(x) and
I =
∫
|ψ(x)〉〈ψ†(x)|e−ψ†(x)ψ(x)∆xdψ†(x)dψ(x).
As ǫ is infinitesimal, an approximation can be made by the replacement
〈ψ†i+1(x)|(1 − ǫK(Ψ†(x),Ψ(x))∆x)|ψi(x)〉 = 〈ψ†i+1(x)|(1 − ǫK(ψ†i+1(x), ψi(x))∆x)|ψi(x)〉,
= eψ
†
i+1(x)ψi(x)e−ǫK(ψ
†
i+1(x),ψi(x))∆x.
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The additional conditions are given for the boundary values of the operators for i-index:
ψ†N (x) = −ψ†1(x) and ψN (x) = −ψ1(x). With all of the formulas stated above,
Z =
∏
{x}
∫ N−1∏
i=1
eψ
†
i+1(x)ψi(x)∆xe−ǫK(ψ
†
i+1(x),ψi(x))∆xeψ
†
i (x)ψi(x)∆xdψ†i (x)dψi(x),
=
∏
{x}
∫ N−1∏
i=1
exp
[(
ψ†i+1(x)− ψ†i (x)
ǫ
ψi(x)−K(ψ†i+1(x), ψi(x))
)
ǫ∆x
]
dψ†i (x)dψi(x).
By making the transform, ǫ → dτ , and changing the sum into an integral of τ , then
rewrite the field operators in 4 dimensions of the imaginary-time and space, ψi(x) →
ψ(τ,x), we can obtain eq. (1) in Section 2.1.
B Details for calculations of photon’s self-energy
In derivation of Photon’s self-energy with respect to the imaginary-time, the integration
over the space is proceeded first. The sum is taken over Matsubara frequencies for the
limit of β → 0, and it becomes a continuous integral as for the other limit β → ∞.
Before the 3-dimension integration, the self-energy functions are
ΩT − M
p2n
= −4e
2
p2n
∫ 1
0
dx
1
β
∑
m
∫
d3l
(2π)3
{
1
2
1[
(ωm + xωn)2 + l2 − x(1− x)p2n +m2f
]
+
1[
(ωm + xωn)2 + l2 − x(1− x)p2n +m2f
]2
[
1
2
(
x(1− x)p2n −m2f
)
+(m2f + x(1− x)p2n)
]}
,
(52)
ΩL − M
p2n
= −4e
2
p2n
∫ 1
0
dx
1
β
∑
m
∫
d3l
(2π)3
{
1
2
1[
(ωm + xωn)2 + l2 − x(1− x)p2n +m2f
]
+
1[
(ωm + xωn)2 + l2 − x(1− x)p2n +m2f
]2
[
1
2
(
x(1− x)p2n −m2f
)
−2x(1− x)p2n + (m2f + x(1− x)p2n)
]}
, (53)
where ∆(ωn,p) = m
2
f −x(1−x)p2n = m2f +x(1−x)(ω2n+p2). After integrating over the
3-momentum with a cutoff Λ, the transverse and longitudinal parts are
ΩT − M
p2n
= −4e
2
p2n
∫ 1
0
dx
1
β
∑
m
{
1
2
(
Λ
2π2
− 1
4π
√
[(ωm + xωn)2 +∆] tan
−1
(
Λ√
(ωm + xωn)2 +∆
))
+
1
8π
1√
[(ωm + xωn)2 +∆]
[
1
2
(
x(1− x)p2n −m2f
)
+ (m2f + x(1− x)p2n)
]}
, (54)
ΩL − M
p2n
= −4e
2
p2n
∫ 1
0
dx
1
β
∑
m
{
1
2
(
Λ
2π2
− 1
4π
√
[(ωm + xωn)2 +∆] tan
−1
(
Λ√
(ωm + xωn)2 +∆
))
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+
1
8π
1√
[(ωm + xωn)2 +∆]
[
1
2
(
x(1− x)p2n −m2f
) − 2x(1 − x)p2n + (m2f + x(1− x)p2n)
]}
.(55)
The above derivations lead to the results of eq. (31) and eq. (32) in Section 4.1.2.
C Details for calculations of photon’s chemical potential
In the statistical mechanics, the thermodynamical potential is defined as
Ω(T, V, µ) = − 1
β
lnZ, (56)
where T and V is the temperature and the volume of the system. The relation between
the thermodynamical potential and the Helmholtz free energy, F (T, V,N) are related to
each other through a Legendre transformation
Ω(T, V, µch) = F − µchN, (57)
where N is the number of the particles and µch is the chemical potential. The partition
function can be written as
Z = Tr eβHˆ−µchNˆ ,
where Hˆ and Nˆ are the Hamiltonian and the number operator of the system. With
a small perturbation in the Hamiltonian, it can be expressed as Hˆ = Hˆ0 + Vˆ . The
partition function can be perturbed in the following way
Z = Tr eβHˆ0+βVˆ−µchNˆ = Tr
(∑
n=0
1
n!
βnVˆ n
)
eβHˆ0−µchNˆ ,
= Tr eβHˆ0−µchNˆ +
∑
n=1
1
n!
Tr
(
βnVˆ n
)
eβHˆ0−µchNˆ = Z0
(
1 +
∑
n=1
1
n!
〈βnVˆ n〉
)
.
The above expression can be changed to thermodynamical potential according to (56).
β (Ω− Ω0) = −
∑
n=1
1
n!
〈βnVˆ n〉
Similar to eq. (57), the difference of the Helmholtz free energy can be written as below
δF = − 1
β
∑
n=1
1
n!
〈βnVˆ n〉 − µchδN. (58)
The symbol δX denotes the total variation of the function, X. As the equilibrium is
reached and the free energy stays stable, so that δF = 0. Therefore the change of the
R.H.S. of eq. (58) with respect to the variation of particle’s number is
δF
δN
= − 1
β
∑
n=1
1
n!
〈δ(β
nVˆ n)
δN
〉 − µch = 0.
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In turn, the chemical potential can be obtained through the above equation
µch = − 1
β
∑
n=1
1
n!
〈δ(β
nVˆ n)
δN
〉. (59)
D Summation of Matsubara frequency
The summation formulas used in derivation of the fermion’s propagator to sum over the
Matsubara frequency, ωn =
πn
β , are shown. For fermions, n is an odd integer, and an
even number for bosons. For fermionic frequencies,
1
β
∑
n=odd
e−iωnτ
iωn − ξp = −
eξp(β−τ)
eβξp + 1
for τ > 0, and
1
β
∑
n=odd
eiωnτ
iωn − ξp = −
eξp(β+τ)
eβξp + 1
for τ < 0. (60)
For bosonic frequencies,
1
β
∑
n=even
e−iωnτ
iωn − ξp = −
eξp(β−τ)
eβξp − 1 for τ > 0, and
1
β
∑
n=even
eiωnτ
iωn − ξp = −
eξp(β+τ)
eβξp − 1 for τ < 0, (61)
where ξp =
√
|p|2 +m2f,b with a fermion or boson mass mf,b.
E Feynman rules for real-time
Feynman rules corresponding to the fermionic and bosonic Lagrangian discussed in Sec-
tion 2 are presented. The momentum, p, denoted the 4-momentum: (p0,p), where
the boldface indicates the 3-momentum for spacial components. The density functions
are nF (p0) =
1
eβp0+1
and nB(p0) =
1
eβp0−1 for the fermionic and bosonic distributions
respectively.
• Dirac Propagator : p =
i
/p−mf + iε
(1− nF (p0)) ;
• Photon Propagator : q =
−igµν
q2 + iε
(1 + nB(q0)) ;
• QED vertex :
Μ
= −ieγµ.
where e is the charge of the fermion and is −|e| for an electron. The rest Feynman rules
are the same as those in QED.
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F Feynman rules for imaginary-time
The Feynman rules for the imaginary-time is similar to those for the real-time except
the zeroth component of the momentum is replaced by the Matsubara frequency, ωn.
• Dirac Propagator : pn = HiΩn, pL =
1
/pn −m
;
• Photon Propagator :
qn = HiΩn, qL
= −gµν
q2n
;
• QED vertex :
Μ
= eγµ;
• Impose conservations of Matsubara frequency and momentum
at each vertex;
• integrate over each loop frequency and momentum : 1
β
∑
n
∫
d3p
(2π)3
.
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