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Dans cet article, nous Øvaluons dans quelle mesure un modŁle structurel de petite taille ￿incluant
￿ la fois des prix et des salaires visqueux, ainsi que des hypothŁses permettant d￿ augmenter la
complØmentaritØ stratØgique entre les ￿rmes ayant un pouvoir de monopole sur la ￿xation des prix
￿est capable de rØpliquer les donnØes amØricaines d￿ aprŁs guerre. Pour rØpondre ￿ ce problŁme,
nous Øvaluons le modŁle en deux Øtapes. Dans une premiŁre Øtape, nous estimons le modŁle en
minimisant la distance entre les autocovariances thØoriques des variables macroØconomiques clefs
et leurs contreparties empiriques obtenues ￿ partir d￿ un modŁle VAR. Dans une seconde Øtape,
nous appliquons la procØdure de Watson (1993) [Measures of ￿t for calibrated models. Journal
of Political Economy 101 (6), 1011￿ 1041] a￿n de quanti￿er la capacitØ du modŁle ￿ rØpliquer les
donnØes. Notre principal rØsultat est que la combinaison des prix et salaires visqueux est nØcessaire
pour obtenir une bonne adØquation entre le modŁle et les donnØes. Notre analyse rØvŁle aussi que
le modŁle composØ uniquement de salaires visqueux n￿ est pas satis￿sant au regard des rØsultats
proposØs par la procØdure de Watson (1993).
Mots-clefs : Prix et salaires visqueux, complØmentaritØ stratØgique, test de Watson.
Codes JEL : C52, E31, E32.
Abstract
In this paper, we ask whether a small structural model with sticky prices and wages, embedding
various modelling devices designed to increase the degree of strategic complementarity between
price-setters, can ￿t postwar US data. To answer this question, we resort to a two-step empirical
evaluation of our model. In a ￿rst step, we estimate the model by minimizing the distance between
theoretical autocovariances of key macroeconomic variables and their VAR-based empirical coun-
terparts. In a second step, we resort to Watson￿ s (1993) procedure [Measures of ￿t for calibrated
models. Journal of Political Economy 101 (6), 1011￿ 1041] to quantify the model￿ s goodness-of-￿t.
Our main result is that the combination of sticky prices and sticky wages is central in order to
obtain a good empirical ￿t. Our analysis also reveals that a model with only sticky wages does not
perform well according to Watson￿ s criterion (1993).
Keywords: Sticky prices, sticky wages, strategic complementarities, Watson￿ s test.
JEL Codes: C52, E31, E32.
1RØsumØ non technique :
Les modŁles de type Nouveaux KeynØsiens incorporant des rigiditØs nominales sur les prix et les
salaires ont re￿u une attention considØrable ces derniŁres annØes et sont de plus en plus utilisØs
dans une optique d￿ analyse des politiques Øconomiques. De plus, les dØveloppements thØoriques
rØcents associØs ￿ ce type de modŁle ont dØclenchØ un bon nombre de travaux de recherche portant
sur l￿ Øvaluation empirique de ceux-ci. L￿ objectif de ce papier est de contribuer ￿ cette littØrature en
e⁄ectuant une Øvaluation formelle d￿ une version amØliorØe du modŁle Nouveau KeynØsien qui est
habituellement utilisØ dans la littØrature. Nous rØalisons l￿ Øvaluation de ce modŁle sur des donnØes
trimestrielles des Etats Unis sur la pØriode 1965(1)-2002(4). Nous procØdons en trois Øtapes.
Dans une premiŁre Øtape, nous dØveloppons un modŁle structurel d￿ Equilibre GØnØral Dynamique
Stochastique de petite taille qui est composØ ￿ la fois de prix et de salaires visqueux. Par ailleurs,
nous introduisons di⁄Ørents ØlØments de modØlisation qui sont reconnus comme amØliorant la ca-
pacitØ du modŁle ￿ reproduire les donnØes. Tout d￿ abord, a￿n de reproduire au mieux les propriØtØs
de persistance de l￿ in￿ ation et de la production, nous supposons la formation d￿ habitudes sur la
consommation et l￿ existence d￿ un processus d￿ indexation des prix et des salaires. Ensuite, nous
supposons la prØsence de biens matØriels comme facteur de production et d￿ une ØlasticitØ variable
de la demande de biens a￿n de gØnØrer une persistance de l￿ in￿ ation su¢ samment ØlevØe, sans pour
autant avoir un degrØ de rigiditØ des prix trop ØlevØ.
Dans une deuxiŁme Øtape, nous estimons les paramŁtres du modŁle en utilisant les Moindres CarrØs
Asymptotiques appliquØs sur les autocovariances obtenues ￿ partir d￿ un modŁle Vectoriel AutoRe-
gressif (VAR) canonique sur le taux de croissance de la production, l￿ in￿ ation, l￿ in￿ ation salariale,
et le taux d￿ intØrŒt nominal de court terme. Cette mØthode consiste ￿ identi￿er les paramŁtres
de notre modŁle structurel qui minimisent la distance entre les autocovariances thØoriques de ces
variables et leurs contreparties empiriques obtenues ￿ partir du modŁle VAR. En rØpliquant aussi
prØcisØment que possible la version tronquØe des autocovariances obtenues par le modŁle VAR, nous
nous assurons que le modŁle ØtudiØ est capable de reproduire les caractØristiques clefs relatives ￿
la persistance et aux co-mouvements des donnØes amØricaines. Par ailleurs, l￿ introduction de vis-
cositØ des salaires dans ce type de modŁle ayant ØtØ promu comme un ØlØment essentiel dans les
modŁles Nouveaux KeynØsiens, nous accordons une attention particuliŁre ￿ l￿ hypothŁse de viscositØ
des prix et celle de viscositØ des salaires. Plus prØcisØment, nous estimons tout d￿ abord le modŁle
de rØfØrence qui est composØ ￿ la fois de prix et salaires visqueux, puis nous estimons ensuite un
2modŁle alternatif qui combine salaires visqueux et prix ￿ exibles et un autre modŁle composØ de
prix visqueux et salaires ￿ exibles.
Dans la derniŁre Øtape, nous Øvaluons la capacitØ du modŁle ￿ reproduire les mouvements de court
et long terme de ces variables macroØconomiques en implØmentant la procØdure de Watson (1993).
Celle ci consiste ￿ dØcomposer, dans le domaine des frØquences, l￿ erreur nØcessaire pour rØconcilier
le spectre du VAR et celui du modŁle. Un avantage important de cette procØdure est qu￿ elle o⁄re
la possibilitØ de se concentrer directement sur les frØquences du cycle des a⁄aires.
Nos principaux rØsultats sont les suivants. Tout d￿ abord, nous montrons que la combinaison des
prix et salaires visqueux est nØcessaire pour obtenir une bonne adØquation entre le modŁle et les
donnØes, puisque le modŁle de rØfØrence est capable de rØpliquer les principales caractØristiques des
donnØes amØricaines et les rØsultats obtenus par la procØdure de Watson (1993) aux frØquences
du cycle des a⁄aires sont satisfaisants. Par ailleurs, notre analyse montre que le modŁle avec
seulement des salaires visqueux n￿ est pas capable de rØpliquer les spectres empiriques des variables
au regard des rØsultats de proposØs par la procØdure de Watson (1993) ; tandis que le modŁle avec
seulement des prix visqueux, bien que moins performant que le modŁle de rØfØrence, est meilleur
que le modŁle avec seulement des salaires visqueux. Ce rØsultat contraste avec ceux qui avaient ØtØ
obtenus par ailleurs dans la littØrature, lesquels suggŁrent que la viscositØ des salaires impliquent
des e⁄ets de persistance plus importants que la viscositØ des prix (Andersen, 1998; Huang and Liu,
2002; Christiano et al., 2005, par exemple). Cependant, contrairement ￿ ces auteurs, nous nous
concentrons sur la persistance globale plut￿t que sur la seule persistance conditionnelle aux chocs
monØtaires.
Non-technical summary:
New Keynesian models embedding nominal rigidities in prices and wages have received considerable
attention over the recent years and are being more and more used for policy analysis purposes. The
theoretical developments associated with New Keynesian models have also sparked an important
set of studies that have proposed to assess the empirical ￿t of these models. The objective of the
present paper is to contribute to this literature by providing a formal assessment of the goodness-
of-￿t of an augmented version of the basic New Keynesian model that is currently in use in the
literature. We implement the assessment of this model on quarterly U.S. data over the sample
1965(1)-2002(4). We approach the things in three stages.
3In a ￿rst step, we develop a small structural Dynamic Stochastic General Equilibrium (DSGE)
model which is featuring stickiness of prices and wages. In addition, we include various additional
modelling elements, which are known to enhance the ability of this model to ￿t the data. Firstly,
we assume habit formations on consumption and price and wage indexation schemes, in order to
promote the reproduction of the persistence properties of in￿ ation and output. Secondly, we assume
the presence of material goods as a production input and a variable elasticity of demand for goods
so as to generate a large amount of in￿ ation persistence without relying on an unrealistically high
degree of nominal rigidities.
In a second step, we estimate the model￿ s parameters using the Asymptotic Least Square method
applied on the autocovariances implied by a canonical VAR on output growth, in￿ ation, wage in-
￿ ation and the Federal Funds rate. The latter consists in pinning down the structural parameters
of our DSGE model so as to minimize the distance between the theoretical autocovariances of
these variables and their VAR-based counterparts. By replicating as closely as possible a truncated
version of the autocovariances as implied by a canonical VAR, we make sure that the investigated
model is able to reproduce key persistence and co-movement characteristics of U.S. data. In addi-
tion, since the inclusion of sticky wages assumption has been promoted as an essential feature of
the New Keynesian framework, we pay particular attention to the relative merits of sticky prices
versus sticky wages in obtaining a good ￿t. In particular, we ￿rst estimate the benchmark model
which is composed by prices and wages both sticky, and we then estimate a alternative model which
combines sticky wages and ￿ exible prices, and an other with sticky prices and ￿ exible wages.
In the last step, we assess the ability of our model to reproduce short- and long-run movements
of these macroeconomic aggregates. To do so, we resort to Watson￿ s (1993) procedure. The latter
consists in decomposing in the frequency domain the error necessary to reconcile the VAR-based
and the model-based spectra. Thus, it gives us a complete assessment of the model, based on the
full set of second order moments, further decomposed in the frequency domain. One key advantage
of Watson￿ s (1993) procedure is that it naturally o⁄ers the possibility of directly focussing on the
business cycle frequency ranges.
Our main results are as follow. First, we show that the combination of sticky prices and sticky wages
is necessary in order to obtain a good empirical ￿t since the benchmark model is able to reproduce
the whole characteristics of U.S. data and it is satisfactory according to Watson￿ s (1993) criterion
at business cycle frequencies. In addition, our analysis reveals is that a model with only sticky
4wages does not a good job of ￿tting the empirical spectra according to Watson￿ s (1993) criterion
while a model with only sticky prices, though less successful than the benchmark model, is better
than the model with only sticky wages. This result contrasts with those previously obtained in
the literature, which all suggest that wages stickiness implies more persistence e⁄ects than prices
stickiness (Andersen, 1998; Huang and Liu, 2002; Christiano et al., 2005, for instance). However,
contrary to these authors, we focus on the overall persistence rather than on the sole persistence
conditional on monetary shocks.
51 Introduction
Models embedding nominal rigidities in prices and wages (New Keynesian models hereafter) have
received considerable attention over the recent years and are being more and more used for policy
analysis purposes. The theoretical developments associated with New Keynesian models have also
sparked an important set of studies that have proposed to assess the empirical ￿t of these models,
ranging from Rotemberg and Woodford (1997) to Ireland (2002, 2004) and many other.
The objective of the present paper is to contribute to this literature by providing a formal assessment
of the goodness-of-￿t of an augmented version of the basic New Keynesian model that is currently
in use in the literature. To do that, we have to consider a model that can be reasonably taken
to the data. Doing so requires that the model features two types of ￿frictions￿ : (i) mechanisms
designed to enhance the ability of small structural Dynamic Stochastic General Equilibrium (DSGE)
models to reproduce the persistence properties of in￿ ation and output, such as habit formations
and price and wage indexation schemes; (ii) mechanisms designed to lower the degree of nominal
price rigidity needed to match the data, such as the presence of material goods as a production
input and a variable elasticity of demand for goods, as in Basu (1995), Bergin and Feenstra (2000),
Kimball (1995), and Woodford (2003).1 As these authors show, including these elements helps
New Keynesian models to generate a large amount of in￿ ation persistence without relying on an
unrealistically high degree of nominal rigidities. The contribution of our paper is twofold.
First, although we are in line with a class of estimation methods named parametric estimation, we
estimate the parameters of our model using an original method which allows us to address to some
issues. Indeed, at least two broad alternative approaches have been adopted in the literature in
order to estimate DSGE model. A ￿rst strand has opted for Full Information Maximum Likelihood
(FIML). Using this estimation method, the results concerning the New Keynesian framework have
typically been mixed2. However, FIML estimation of DSGE models has often been criticized in the
1See also Huang and Liu (2004).
2Authors such as Dennis (2004) argue that simple vector autoregressive (VAR) models outperform hybrid New
Keynesian models in terms of relative information criteria. Authors such as Fuhrer and Rudebusch (2004), Fuhrer
(1997) and Estrella and Furher (2002) argue that sheer versions of the IS and Phillips curves arising from microfounded
DSGE models do not ￿t the data well or imply dynamics that are at odds with the data. Other, such as Roberts
(2005) and Ireland (2002, 2004) argue that these models obtain a reasonable ￿t provided enough lags of in￿ ation and
output or enough rigidities are included in the theoretical framework.
6literature. A well-known issue is that the method might not be robust to model mis-speci￿cation.
Accordingly, FIML estimation might be too demanding for models which, by construction, are
highly stylized representations of the real world. So as to avoid these problems, a second strand
of the literature has increasingly relied on limited information approaches, which emphasize key
moments from the data that the DSGE models under study ought to reproduce. In particular, a
number of papers have adopted a common empirical strategy based on Minimum Distance Estima-
tion (MDE), following the original work by Rotemberg and Woodford (1997, 1999), which consists
in picking the DSGE parameters so as to mimic as closely as possible the responses of key variables
to a monetary shock and/or a technology shock, as implied by a structural VAR model.3 The cen-
tral empirical message emerging from this literature is that tightly parameterized New Keynesian
models can satisfactorily reproduce the economy￿ s dynamic response to these structural VAR-based
identi￿ed shocks. Yet, a potential issue with this popular approach is that it might not fully exploit
the cross-equation restrictions implied by the DSGE models. In particular, there is no reason to
expect that a set of parameters selected so as to reproduce the economy￿ s response to a monetary
shock will do a good job when confronted with other structural shocks.
Acknowledging these limitations, our contribution is to resort to an estimation method that might
be viewed as a compromise between FIML estimation and standard MDE. The latter consists in
picking the structural parameters of our DSGE model so as to replicate as closely as possible a
truncated version of the autocovariances of output growth, in￿ ation, wage in￿ ation and the Federal
Funds rate, as implied by a canonical VAR. More precisely, the parameters of the New Keynesian
model are obtained by minimizing the distance between the theoretical autocovariances of these
variables and their VAR-based counterparts. In doing so, we make sure that the investigated model
is able to reproduce key persistence and co-movement characteristics of U.S. data. In addition, in
order to assess the ability of our model to reproduce short- and long-run movements of these macro-
economic aggregates, we resort to Watson￿ s (1993) procedure. The latter consists in decomposing
in the frequency domain the error necessary to reconcile the model and the data. An advantage
of combining our estimation method and Watson￿ s (1993) procedure is that both are mutually
consistent. Indeed, the model￿ s parameters are estimated so as to replicate a truncated version of
the VAR-based autocovariances, while Watson￿ s (1993) procedure gives us a complete assessment
3A non exhaustive list of contributions includes Amato and Laubach (2003), Boivin and Giannoni (2003), Chris-
tiano et al. (2005), and Edge et al. (2003).
7of the model, based on the full set of second order moments, further decomposed in the frequency
domain. Moreover, Watson￿ s (1993) procedure appears particularly suitable for our purpose. In-
deed, as has been often acknowledged, DSGE models are not necessarily meant to account for all
the dynamic movements in the data. One key advantage of Watson￿ s (1993) procedure is that it
naturally o⁄ers the possibility of directly focussing on the frequency ranges along which we seek to
assess the performances of our model.
The second contribution of our paper is to pay particular attention to the relative merits of sticky
prices versus sticky wages in obtaining a good ￿t. Indeed, since the inclusion of sticky wages in
the baseline model has been promoted as an essential feature of the New Keynesian framework, we
assess whether sticky prices and/or sticky wages are necessary to obtain a satisfactory model. Our
approach is close in spirit to that retained by Rabanal and Rubio-Ram￿rez (2005). However, we
complete their results since we resort to a di⁄erent model-assessment tool, and in addition, we go
further in our analysis since we assess the relative information of sticky prices and sticky wages.
The empirical results in this paper highlight the pretty good ability of the New Keynesian model
to replicate the second order moments of postwar U.S data.4 In particular, according to Watson￿ s
(1993) criterion, the model does a good job in reproducing the empirical spectra of output growth,
in￿ ation, the short-term interest rate, and wage in￿ ation at business cycle frequencies. Our main
result is that the combination of sticky prices and sticky wages is necessary in order to obtain
a good empirical ￿t. This result has been previously emphasized in the literature. However, an
original result which our analysis reveals is that a model with only sticky wages does not perform
well according to Watson￿ s criterion (1993) while a model with only sticky prices, though less
successful than the benchmark model, is better than the model with only sticky wages. This result
is interesting since it is opposed to the ￿ndings of Andersen (1998). However, contrary to him, our
approach is based on the empirical assessment of a theoretical model.
The remainder is as follows. Section 2 expounds the model. Section 3 presents our estimation
procedure and results. In addition, we detail the relative contribution of sticky prices and/or sticky
wages. Section 4 assesses the goodness-of-￿t of the models using Watson￿ s (1993) procedure. The
last section brie￿ y concludes.
4Jung (2004) applies Watson￿ s (1993) procedure to a sticky price model with external habit formation and reports
very large relative mean square approximation errors (almost always close to 100%). See also Ellison and Scott (2000)
for similarly disappointing results when applying Watson￿ s procedure to a simple sticky price model.
82 The Model
2.1 Final and Material Goods
In this sector, perfectly competitive ￿rms produce a homogeneous good that can either be consumed
(yt) or serve as an input in the production of material goods (qt). Following Woodford (2003), Basu
(1995), and Bergin and Feenstra (2000), this modelling device is included so as to increase the degree
of strategic complementarity between price-setting ￿rms. Let us de￿ne dt ￿ yt + qt, the aggregate
demand for ￿nal and material goods, and let Pt denote the nominal price of good dt.5
So as to reinforce further the degree of strategic complementarity in price-setting decisions, it is
also assumed that the aggregate ￿nal good is produced by combining intermediate goods through a
production function characterized by a variable-elasticity. More precisely, following Kimball (1995),








d& = 1; (1)
where dt (&) denotes the input of intermediate good & 2 [0;1], and the function G(￿) is increasing,
strictly concave, and satis￿es the normalization G(1) = 1. If we let Pt (&) denote the nominal price
of intermediate good &, the overall demand addressed to the producer of intermediate good ￿ &, dt (￿ &),



















2.2 Aggregate Labor Index
Following Erceg et al. (2000), we assume for convenience that a set of di⁄erentiated labor inputs,
indexed by ￿ 2 [0;1], are aggregated into a single labor index ‘t by competitive ￿rms, which will be
referred to as labor intermediaries in the sequel. They produce the aggregate labor input according








where ￿w > 1 is the elasticity of substitution between any two labor types, and ‘t (￿) denotes the
input of labor of type ￿.
5A detailed technical appendix is available from the authors upon request.
9Let Wt (￿) denotes the nominal wage rate associated to type-￿ labor, which labor intermediaries















Notice that equation (4) is a direct consequence of the combination of equation (3) and the zero
pro￿ts condition for labor intermediaries.
2.3 Intermediate Goods
In the third sector, monopolistic ￿rms produce the intermediate goods & 2 [0;1]. Each ￿rm & is
the sole producer of intermediate good &. Let ￿(￿) denotes the elasticity of demand for a producer
of intermediate good facing the relative demand ￿ = dt (&)=dt. According to the implicit demand





This last equation illustrates that intermediate good ￿rms face a varying elasticity of demand for














￿ dt (&); (5)
where F (￿) is an increasing and concave production function, nt (&) denotes the input of aggregate
labor, mt (&) denotes the input of material goods, and sm is the share of material goods in gross
output. This speci￿cation, borrowed from Rotemberg and Woodford (1995), allows for an increased
degree of strategic complementarity between price-setters, as shown in Woodford (2003). Finally,
zt is a productivity shock which evolves according to the following process
zt = log(a) + zt￿1 + ￿t; ￿t = ￿￿￿t￿1 + "￿;t;
10where ￿￿ 2 (0;1), "￿;t ￿ iid(0;￿￿), and a > 1 is the average, gross growth rate of technical progress.
The autocorrelation of productivity shocks is meant to capture the e⁄ects of gradual technology
di⁄usion, such as those rationalized by Rotemberg (2003).6
Cost minimization ensures that
mt (&) = smdt (&); and eztF (nt (&)) = (1 ￿ sm)dt (&);
so that the real cost S(dt (&)) of producing dt (&) units of goods & is
S(dt (&)) = wtF￿1 ￿
(1 ￿ sm)e￿ztdt (&)
￿
+ smdt (&);
where wt ￿ Wt=Pt.
Following Calvo (1983), we assume that in each period of time, a monopolistic ￿rm can reoptimize
its price with probability 1 ￿ ￿p, irrespective of the elapsed time since it last revised its price. If
the ￿rm cannot reoptimize its price, the latter is rescaled according to the simple revision rule











j=t (1 + ￿)1￿￿p(1 + ￿j)￿p if T > t
1 otherwise
; (6)
where ￿t = Pt=Pt￿1 ￿ 1 represents the in￿ ation rate, 1 + ￿ is the steady state in￿ ation rate, and
￿p 2 (0;1) measures the degree of indexation to the most recently available in￿ ation measure.
Let us consider the pricing behavior of monopolist ￿ &. Firm ￿ & takes the demand function (2) into
account when setting its price. Additionally, it takes into account the fact that this price rate will
presumably hold for more than one period ￿ except for the automatic revision. Let P?
t (￿ &) denote
the price chosen in period t, and let d?
t;T(￿ &) denote the demand for good ￿ & in period T if ￿rm ￿ & last
reoptimized its price in period t. According to (2), d?











































6Altig et al. (2004) and Gal￿ et al. (2003) also consider autocorrelated growth rates of technical progress.
11subject to the demand function (7), where ￿t is the representative household￿ s marginal utility of
wealth, and Et f￿g is the expectation operator conditional on the information set available as of
time t. That ￿t appears in the above maximization program re￿ ects the fact that the representative
household is the ultimate owner of ￿rm ￿ &.
Standard manipulations yield the approximate loglinearized ￿rst order condition
^ ￿t ￿ ￿p^ ￿t￿1 = {
(1 ￿ ￿p)(1 ￿ ￿￿p)
￿p
( ^ wt + !p ^ dt) + ￿Et
￿




{ ￿ [(1 ￿ ￿sm)
￿1 (1 + ￿p￿￿) + ￿p!p]￿1:
In equation (8), ^ ￿t is the logdeviation of 1+￿t, ^ dt and ^ wt are the logdeviations of dte￿zt and wte￿zt,
respectively7, ￿p ￿ ￿(1) is the steady state elasticity of demand for a producer of intermediate good.
Following Woodford (2003), we let ￿￿ denote the elasticity of ￿(￿) in the neighborhood of ￿ = 1,







Here, F (n), F0 (n), and F00 (n) denote the value of F and its ￿rst and second derivatives, evaluated
at the steady state value of n.
The composite parameter { is linked to the degree of strategic complementarity between the price-
setting decisions of the intermediate goods producers. More precisely, the smaller {, the higher the
degree of strategic complementarity. When the latter is high, as explained by Woodford (2003),
in￿ ation and output turn out to be persistent, i.e. adjust gradually to shocks. As is clear from the
above de￿nition of {, we can observe that the share of material goods sm reduces the responsiveness
of in￿ ation. Furthermore, ￿￿ and ￿p play a similar role to that of sm.
In empirical estimations of the New Keynesian Phillips Curve, it is not uncommon to obtain a very
low partial elasticity of in￿ ation with respect to the real marginal cost.8 Similarly, in estimated
DSGE models, this partial elasticity is also found to be very small. Given a certain calibrated value
for {, such a small elasticity translates into a high probability of not reoptimizing prices (high ￿p),
7Given the presence of a stochastic trend in technical progress, consumption and real wages grow at the same
rate while labor is constant through time. To obtain a bounded steady state, trending variables dated t are divided
through by e
zt.
8See Gal￿ and Gertler (1999) and Eichenbaum and Fisher (2004).
12e.g. Rabanal and Rubio-Ram￿rez (2005). It turns out, however, that this probability is thought to
be small in practice, as suggested by the results reported by Bils and Klenow (2004). Thus, if one
is mainly interested in obtaining a realistic estimate of ￿p, it is important to calibrate { to a small
value.9
2.4 Households
The economy is inhabited by a continuum of di⁄erentiated households, indexed by ￿ 2 [0;1]. A
typical household ￿ acts as a monopoly supplier of type-￿ labor. It is assumed that at each point
in time only a fraction 1 ￿ ￿w of the households can set a new wage, which will remain ￿xed until
the next time period the household is drawn to reset its wage. The remaining households simply
revise their wages according to the simple rule









j=t (1 + ￿)1￿￿w(1 + ￿j)￿w if T > t
1 otherwise
;
where ￿w 2 (0;1) measures the degree of indexation to the most recently available in￿ ation measure.
Notice that we let the households index their nominal wage to past in￿ ation as well as to the average
growth rate of technical progress. In addition to being economically realistic, this assumption
contributes to ensuring the existence of a well-behaved deterministic steady state.
A typical household must select a sequence of consumption plans and nominal bonds holdings.
As such, the above described problem makes the choices of wealth accumulation contingent upon
a particular history of wage decisions, thus leading to households heterogeneity. For the sake of
tractability, we assume that the momentary utility function is separable across consumption and
leisure. Combining this with the assumption of a complete set of contingent claims market, all the
households will make the same choices regarding consumption and will only di⁄er by their wage
rate and labor supply. This is directly re￿ ected in our notations.
9See Eichenbaum and Fisher (2004) for a related discussion in the context of an estimated New Keynesian Phillips
Curve.




￿T￿tfegT log(yT ￿ byT￿1) ￿ e￿TV (‘T (￿))g; (9)
where ￿ 2 (0;1) is the subjective discount factor, V (￿) is a convex function measuring labor
disutility, and b 2 (0;1) is the parameter of habit in consumption. The variable ‘t (￿) is household
￿￿ s labor supply at period t. Finally, gt and ￿t are preference shocks, to be speci￿ed below.








where divt denotes pro￿ts redistributed by monopolistic ￿rms; wt (￿) ￿ Wt (￿)=Pt is the real wage
rate earned by type-￿ labor; bt ￿ Bt=Pt, where Bt denotes the nominal bonds acquired in period t
and maturing in period t + 1; 1 + it denotes the nominal interest rate. The ￿rst order conditions
















where, as explained before, ￿t is the multiplier on constraint (10). Let us de￿ne ^ {t and ^ yt as the
logdeviations of 1 + it and yte￿zt, respectively, and ^ ￿t as that of ￿tezt. Additionally, let us de￿ne
￿ b = b=a. We thus obtain the approximate loglinear ￿rst order conditions
(1 + ￿￿ b2)^ yt = ￿ b^ yt￿1 + ￿￿ bEtf^ yt+1g ￿ (1 ￿ ￿￿ b)(1 ￿￿ b)^ ￿t + ￿ gt + ￿￿ bEtf￿t+1g ￿￿ b￿t; (13)
^ ￿t = ^ {t + Etf^ ￿t+1 ￿ ^ ￿t+1 ￿ ￿t+1g; (14)
where the shock ￿ gt is de￿ned by
￿ gt = (1 ￿￿ b)gt ￿ ￿￿ b(1 ￿￿ b)Etfgt+1g:
Let us now consider the wage setting decision confronting a household drawn to reoptimize its
nominal wage rate in period t, say household ￿. In the sequel, it will be convenient to de￿ne wage
in￿ ation ￿w
t ￿ Wt=Wt￿1 ￿ 1. Since the household is a monopoly supplier, it will take the demand
function (3) into account when setting its wage. Additionally, it takes into account the fact that
14this wage rate will presumably hold for more than on period -except for the automatic revision.
Now, let W?
t (￿) denote the nominal wage rate chosen in date t, and ‘?
t;T (￿) denote hours worked

































Standard manipulations yield the approximate loglinear relation
^ ￿w
t ￿ ￿w^ ￿t￿1 =
(1 ￿ ￿w)(1 ￿ ￿￿w)
￿w (1 + !w￿w)
(￿!w^ yt ￿ ^ ￿t ￿ ^ wt) + ￿Etf^ ￿w
t+1 ￿ ￿w^ ￿tg + ￿ ￿t; (16)
with
￿ ￿t =
(1 ￿ ￿w)(1 ￿ ￿￿w)
￿w (1 + !w￿w)
￿t:
In the above relationship, ^ ￿w
t and ^ wt are the logdeviations of 1 + ￿w
t and wte￿zt, respectively, and








Finally, we assume that
￿ gt = ￿g￿ gt￿1 + "g;t; ￿g 2 (0;1); "g;t ￿ iid(0;￿g);
￿ ￿t = ￿￿￿ ￿t￿1 + "￿;t; ￿￿ 2 (0;1); "￿;t ￿ iid(0;￿￿):
2.5 Monetary Policy
Monetary authorities are assumed to obey the following interest rate rule
^ {t = apEtf^ ￿t+1g + ay^ yt + ￿t;
where ￿t is an monetary shock which evolves according to
￿t = ￿￿￿t￿1 + "￿;t; ￿￿ 2 (0;1); "￿;t ￿ iid(0;￿￿):
This rule incorporates the usual feedback terms according to which monetary authorities react to
the expected logdeviation of in￿ ation as well as the logdeviation of output from its stochastic trend.
15A large set of the literature assumes that monetary authorities take their decisions according to an
inertial policy rule (e.g. Clarida et al., 2001). In this context, inertia is modelled by assuming that
the current nominal interest rate also reacts to its past level. Based on evidence from the term
structure of interest rates, Rudebusch (2002) argues convincingly against this speci￿cation. The
latter would imply forecastability of the nominal interest rate at horizons of more than a quarter,
which is not apparent in the data. Instead, we follow Rudebusch (2002) and assume that monetary
authorities face persistent shocks in the conduct of their policy10.
2.6 Equilibrium
In equilibrium, it must be the case that ^ dt = ^ yt. The ￿nal linear system can then be summarized
as follows
(1 + ￿￿ b2)^ yt = ￿ b^ yt￿1 + ￿￿ bEtf^ yt+1g ￿ (1 ￿ ￿￿ b)(1 ￿￿ b)^ ￿t + ￿ gt + ￿￿ bEtf￿t+1g ￿￿ b￿t; (17)
^ ￿t = ^ {t + Etf^ ￿t+1 ￿ ^ ￿t+1 ￿ ￿t+1g; (18)
^ ￿w
t ￿ ￿w^ ￿t￿1 =
(1 ￿ ￿w)(1 ￿ ￿￿w)
￿w (1 + !w￿w)
(￿!w^ yt ￿ ^ ￿t ￿ ^ wt) + ￿Etf^ ￿w
t+1 ￿ ￿w^ ￿tg + ￿ ￿t; (19)
^ ￿t ￿ ￿p^ ￿t￿1 =
(1 ￿ ￿p)(1 ￿ ￿￿p)
[(1 ￿ ￿sm)
￿1 (1 + ￿p￿￿) + ￿p!p]￿p
( ^ wt + !p^ yt) + ￿Etf^ ￿t+1 ￿ ￿p^ ￿tg; (20)
^ ￿w
t = ^ ￿t + ^ wt ￿ ^ wt￿1 + ￿t; (21)
^ {t = apEt f^ ￿t+1g + ay^ yt + ￿t: (22)
This system is solved with the AIM package proposed by Anderson and Moore (1985).
3 Model Estimation
In this section, we estimate the above model using the Asymptotic Least Square (ALS) method
applied on the autocovariances implied by a canonical VAR. First, we describe the model calibration
and second, we introduce the estimation method. Finally, our estimation results are discussed.
10In an experiment not reported here, we make sure that our model generates little predictability of the short-term
interest rate, as in U.S. data.
163.1 Structural Parameters Calibration
We partition the model parameters into two groups. The ￿rst one collects the parameters which
we calibrate prior to estimation. These include parameters that can be given a value based
on ￿rst order moments, as well as parameters that cannot be separately identi￿ed. Let  c =
(￿;￿;!p;￿w;sm;￿p;￿￿)
0 denote the vector of calibrated parameters, whose values are reported in
table 1. We choose ￿ = 0:99 as is conventional in the literature for models confronted with quar-
terly data. Assuming that F is Cobb-Douglas, i.e. y = n1=￿, we set ￿ = 3=2, implying a labor
share close to 66%, as in the data. Notice that we implicitly assume that pro￿ts are redistributed
proportionately to factors income, so that 1=￿ is indeed the steady state labor share, as in Chari
et al. (2000). Given that F is Cobb-Douglas, the de￿nition of !p implies !p = ￿ ￿ 1.
Finally, we chose to calibrate sm, ￿￿, ￿p and ￿w because these parameters cannot be separately
identi￿ed as long as we want to estimate the probabilities of price and wage ￿xity, namely ￿p and
￿w. The reason why is simple. Notice that ￿p and ￿p (resp. ￿w and ￿w) appear only in equation
(20) (resp. equation (19)). Fundamentally, the data allow us only to estimate the partial elasticity
of in￿ ation (resp. wage in￿ ation) with respect to the real marginal cost (resp. labor disutility
wedge), and many combinations of ￿p and ￿p (resp. ￿w and ￿w) are compatible with a given
estimate of this partial elasticity, as explained by Rotemberg and Woodford (1997) and Amato and
Laubach (2003). Thus, ￿p and ￿p (resp. ￿w and ￿w) are not separately identi￿ed. Here, we chose
to estimate ￿p and ￿w, which requires that ￿p and ￿w be calibrated prior to estimation. Similar
arguments hold for ￿￿ and sm, which cannot be separately identi￿ed when one wants to estimate
￿p.
We set ￿w = 21, as in Christiano et al. (2005) and Schmitt-GrohØ and Uribe (2005). We assume that
in the deterministic steady state, the markup charged by intermediate goods producers amounts to
20%, implying ￿p = 6, as is conventional in the literature11. Following Rotemberg and Woodford
(1995), we set sm = 0:50, implying that the share of material goods in gross output is 50%: Under
this calibration, the share of materials goods in production costs is ￿sm = 0:60, as proposed by
Woodford (2003). Finally, we assume that ￿￿ = 1. The rationale for this choice is as follows.
According to Kimball (1995), ￿￿ could be set at an arbitrarily large value. However, as pointed out
by Chari et al. (2000), one is not completely free to choose an arbitrary value for ￿￿. Doing so
11e.g. Rabanal and Rubio Ramirez (2005), Rotemberg and Woodford (1995).
17might result in an implausibly convex demand function. Indeed, a ￿rst order Taylor expansion on
￿p (￿) near the steady state yields
￿p (￿) ￿ ￿p ￿ (1 + ￿p ￿ ￿)(￿ ￿ 1);
where ￿ governs the curvature of the demand function.12 Following Kimball (1995), Chari et
al. (2000) choose a parameterization in which a 1 percent increase in market share ￿ leads to a
decline in the elasticity of demand from 10 to 7. They ￿nd that the value of ￿ consistent with this
assumption is ￿ = ￿289. If we let D(P (&)=P) denote the demand function, taking a second order





















so that, under Chari et al.￿ s calibration, a 2% increase in relative prices results in a 78% decline in
demand, and a 2.3% increase in relative prices results in almost zero demand. They conclude that
a demand function with such an extreme level of convexity is implausible.
In our own calibration, assigning values to ￿p and ￿￿ amounts to assigning a value to ￿.13 Setting
￿p = 6 and ￿￿ = 1, implies that ￿ = ￿23. Thus, using the above formula, we obtain that a 2%
increase in relative prices results in a 14.8% decline in demand. This value is close to what obtains
in the case of constant elasticity of demand (￿￿ = 0), in which case a 2% increase in relative prices
results in a 11.2% decline in demand.
As discussed above, the degree of strategic complementarity in price setting decisions results from
the calibration of the parameters sm, ￿p and ￿￿. It turns out that this modest degree of curvature of
the demand function, combined with the assumptions that material goods are used in production,
permits us to obtain a small value for { ({ = 0:049). As explained above, setting { to a small
value is important if one is willing to obtain a good empirical ￿t without relying on an extremely
high degree of nominal rigidities.









13The exact link between ￿￿ and ￿ is
￿￿ =
1 + ￿p ￿ ￿
￿p (￿p ￿ 1)
:
183.2 Structural Parameters Estimation
In a ￿rst step, we estimate an empirical VAR model. We use U.S. data from the Non Farm
Business (NFB) sector over the sample 1965(1)-2002(4). We estimate the VAR model on the
following variables
yt = (￿^ yt ^ ￿t ^ {t ^ ￿w
t )
0 ;
where ￿^ yt is output growth, ^ ￿t is the in￿ ation rate, ^ {t is the short-term nominal rate, and ^ ￿w
t is
the wage in￿ ation rate. We construct ￿^ yt as the ￿rst di⁄erence of the log of real GDP, ^ ￿t as the
growth rate of GDP￿ s implicit de￿ ator, ^ ￿w
t as the growth rate of nominal hourly compensation, and
^ {t is simply the quarterly Fed Funds rate. The estimated, canonical VAR is of the form
yt = ￿0 + ￿1yt￿1 + ::: + ￿pyt￿p + et; et ￿ iid(0;￿e); (23)
where p is the maximal lag. In our case, we set p = 4, as is conventional in the literature. Using
the estimated VAR, we can easily compute the empirical autocovariances of yt. Let ￿j denote the







0￿0 ; k > 0;
where the vec(￿) operator transforms an (n ￿ m) matrix into an (nm ￿ 1) vector by stacking the
columns of the original matrix, and the vech(￿) operators transforms an (n ￿ n) matrix into an
(n(n + 1)=2 ￿ 1) vector by vertically stacking those elements on or below the principal diagonal.
Let ^ ￿T denote the empirical estimate of ￿ resulting from the estimated VAR, where T is the sample
size. As shown in L￿tkepohl (1993)
p
T(^ ￿T ￿ ￿)
d ￿! N(0;￿￿);
where ￿￿ depends on the VAR parameters.




The vector   is estimated via the ALS method. Formally, if we let h(￿) denote the mapping from
  to the DSGE counterpart of ￿, the ALS estimate of   is then
^  T = argmin
 2￿
(h( ) ￿ ^ ￿T)0WT(h( ) ￿ ^ ￿T);
19where ￿ is the set of admissible values for   and WT is a positive semi-de￿nite weighting matrix.
In practice, WT is a diagonal matrix with the inverse of the asymptotic variances of each element
of ^ ￿T along the diagonal. With this choice for WT, the parameters are selected so that the model-
based autocovariances lie as much as possible inside the con￿dence interval of their VAR-based
counterpart. In addition, we select arbitrarily k = 10 in our empirical implementation of the above
procedure14.
Under standard regularity conditions, we have
p
















In practice, all the partial derivatives are evaluated at the point estimate.
3.3 Estimation Results
First, we estimate our benchmark model with prices and wages both sticky. The estimated para-
meters as well as the J statistic are reported in the column entitled M1 of table 2. Second, we
decompose our model into two alternatives. We consider a model with only sticky wages and a
model with only sticky prices (columns M2 and M3 of table 2, respectively). This latter step will
help us to assess the relative merits of sticky wages and sticky prices.
3.3.1 The Model with Price and Wage Both Sticky
We start the discussion of our results with model M1. In a ￿rst step, we tried to estimate all the
parameters in  . Three parameters were characterized by binding constraints, namely ￿w = 1,
￿￿ = 0 and ￿￿ = 0. In a second step, we enforced these equalities and estimated the remaining
parameters. The ￿rst step suggests that the degree of wage indexation to past in￿ ation is very high.
This result is consistent with the ￿ndings of Giannoni and Woodford (2004) and the assumption
of Christiano et al. (2005). Moreover, the zero autocorrelations in the innovation to productivity
growth and labor supply shock seem to suggest that the model contains enough internal propagation
mechanisms that it does not need to rely on an exogenous channel of persistence.
14We also estimated the model with k = 5 and k = 15. We obtained results which are close to our case k = 10.
20We then proceed to estimate the remaining parameters. When it comes to the price setting side of
the model, we obtain the following results. The probability of no price adjustment is ￿p = 0:704
and the probability of no wage reoptimization is ￿w = 0:775. Thus, on average, an intermediate
good producer does not reoptimize its price for more than three quarters and a half, and the
representative household does not reoptimize its wage for roughly one year. It thus appears that,
under reasonable calibrations, our model is able to provide pretty small degrees of nominal price and
wage rigidities. Indeed, taking sampling uncertainty into account, our estimate of ￿p is consistent
with the results reported by Bils and Klenow (2004). Thus, thanks to the strategic complementarity
in price setting behaviour, our model is able to respond to the challenge of having a degree of price
rigidity compatible with microeconometrics studies.
Thus, our estimated model is characterized by a moderate amount of nominal price rigidities and a
higher degree of nominal wage rigidities. In addition, the degree of price indexation to past in￿ ation
is ￿p = 0:736, which implies that during each quarters, ￿xed prices incorporate roughly 74% of past
in￿ ation.
When it comes to the monetary policy rule parameters, we obtain ap = 1:451, suggesting that over
the period 1965-2002, the response of monetary authorities to the expected deviations of in￿ ation
was rather strong. In addition, the response of monetary authorities to the deviation of output
from its stochastic trend is very small and not signi￿cant (ay = 0:007). This suggests that in our
sample, monetary authorities did not particularly grant attention to this variable. We obtain a
pretty high degree of habits in consumption, with ￿ b almost equal to 0:90. However, this result is
not completely surprising given previous estimates in the literature (Boivin and Giannoni, 2003).
Finally, !w is estimated to a value of 0:606, with little precision.
The standard error of productivity shocks is similar to previous estimates obtained in the literature
(￿& = 0:943%)15. The standard error of the preference shock is only 0:274%. The standard errors
of the monetary shock is close to 0:40%. The large and signi￿cant estimate ￿￿ = 0:881 implies that
the monetary shock is highly persistent. To a lesser extent, the preference shock is also signi￿cantly
persistent (￿g = 0:506).
Figure 1 plots the theoretical and empirical autocovariances (both from model M1 and from the
VAR), together with the VAR-based 95% asymptotic con￿dence interval. This ￿gure shows that
the model does a pretty good job of reproducing the cross covariances between the four variables.
15Burnside and Eichenbaum (1996); Ireland (2002) for instance.
21In particular, the model is able to reproduce the high autocovariance of output growth at short
horizons. This has traditionally represented a challenge for studies of business cycle, following the
seminal paper by Cogley and Nason (1995). This relative success simply re￿ ects the fact that our
model incorporates a su¢ cient number of internal sources of propagation. The autocovariances of
in￿ ation, the Fed Funds rate, and wage in￿ ation are also fairly well replicated. The model also
performs reasonably well when it comes to the cross-covariances between lagged output growth
and in￿ ation, wage in￿ ation and the interest rate. In addition, notice that despite the fact that
the estimation algorithm drove ay to zero, the model is also able to reproduce the correlation
pattern between the nominal interest rate and output growth. In particular, the model is able
to replicate the inverted-leading indicator property of the nominal interest rate. Overall, the
theoretical autocovariances are well within the con￿dence intervals of their VAR-based counterparts.
3.3.2 The Sticky Wages Model
In this second step, we propose to deconstruct the relative importance of sticky wages in explain-
ing the results obtained in the previous section. To do so, we re-estimate the benchmark model
assuming that prices are fully ￿ exible (￿p = ￿p = 0). The column entitled M2 in table 2 reports
the values of the estimated parameters when we impose these constraints. As previously, we were
confronted with binding constraints. In particular the estimation algorithm drives !w to an implau-
sibly large value. We thus decide to calibrate !w = 3, which seems to correspond to a upper bound
for this elasticity. Under this speci￿cation, the estimation algorithm drives the probability of not
reoptimizing wages to a lower value than in model M1 (￿w = 0:575), implying that, on average the
representative household does not reoptimize its wage for slightly more than two quarters. Thus,
at face value, model M2 seems to be characterized by a smaller overall degree of nominal rigidities
than model M1. Moreover, wages are no longer indexed to past in￿ ation since ￿w is driven to zero
in the estimation stage. This implies that, in each quarter, ￿xed wages increase at a constant rate.
However, closer scrutiny seems to suggest that the persistence channels have simply changed. In
particular, the habit parameter is higher than in model M1 (￿ b = 0:93). Thus, the fully ￿ exible prices
assumption seems to need much more consumption smoothing in order to replicate the VAR-based
autocovariances. Similarly, the innovation of the productivity shock becomes persistent (￿￿ = 0:807)
with a standard error of 0:178%, which suggests that the model su⁄ers from a lack of internal
propagation mechanisms alleviated by exogenous sources of persistence. A possible interpretation
22is that this exogenous persistence mechanism has substituted for nominal price rigidities. Notice
also that under this assumption, the labor supply shock is no longer necessary to replicate the
autocovariances of U.S. data, since the estimation algorithm drives ￿￿ to zero. Lastly, the preference
shock is not signi￿cantly persistent and its standard error is higher than in the benchmark model
(￿g = 0:37%).
In addition, the monetary policy rule is also a⁄ected by this speci￿cation since ap = 1:369, which
implies that monetary authorities are mildly less reactive to variations in expected in￿ ation. How-
ever, the monetary shock remains quite persistent (￿￿ = 0:831) and the standard error is close to
0:19%:
Figure 1 highlights the performances of model M2. It clearly appears that the model with only
sticky wages is less successful in replicating the autocovariances of the four variables than model
M1. In particular, the model is not able to mimic the autocovariance of output growth. In the same
fashion, the VAR-based cross covariances between output growth and in￿ ation are overestimated
by model M2. Although the model-based autocovariances of in￿ ation, the interest rate and wage
in￿ ation are within the VAR-based con￿dence interval, the ￿t is not very satisfying. This is evidence
that wage stickiness is not su¢ cient in itself to ￿t the autocovariances between wage in￿ ation and
the other variables.
3.3.3 The Sticky Prices Model
We now alter our model by assuming that wages are fully ￿ exible while prices are sticky (￿w =
￿w = 0). The column entitled M3 in table 2 reports the estimated parameters in this case. First,
the degree of price rigidities remains almost constant, compared to the benchmark model M1.
Indeed, the probability of no price reoptimization (￿p) varies from 0:704 to 0:682. In addition, the
degree of price indexation to past in￿ ation increases compared to model M1 (￿p = 0:797): The
habit parameter is also close to the estimate obtained in the benchmark model since ￿ b now equals
0:886. Finally, in terms of the interest rate rule, the response of the monetary authorities to a
variation in expected in￿ ation is close to the value obtained by Clarida et al. (2001) (ap = 1:26),
whereas ay is driven to zero, thus slightly smaller than in the benchmark model.
When it comes to the stochastic shocks parameters, the model￿ s dynamics are di⁄erent from what
obtains in model M1. The monetary shock does not seem to be necessary in order to replicate
the autocovariances of the four variables, since the estimation algorithm drives ￿￿ to zero. On the
23contrary, the model requires a large amount of serial correlation in the labor supply shock. Indeed,
during the estimation stage, ￿￿ was driven toward its upper bound. Accordingly, we reestimated
the model with the imposed constraint ￿￿ = 0:99, so as to avoid non-stationarity issues. Finally,
the productivity shock and the preference shock are not much altered compared to the benchmark
model.
Figure 1 shows that model M3 replicates approximately the autocovariances of the variables. More
precisely, the VAR-based autocovariances of output growth and the interest rate are close to the
one provided by the benchmark model. The variance of wage in￿ ation is overestimated. A possible
reason is that the real wage is too volatile compared to price in￿ ation, thus translating into a
volatile wage in￿ ation. Assuming that wages are fully ￿ exible seems to also a⁄ect the covariance
between lagged output growth and wage in￿ ation which is overestimated. In addition, in a model
with only sticky prices, the cross covariances between in￿ ation and output growth is rather well
replicated.
4 Assessing the Model￿ s Fit
To assess formally the models￿￿t, we now resort to Watson￿ s (1993) procedure. The latter is not a
test based on a null hypothesis but rather o⁄ers a simple measure of ￿t that allows us to provide
a quantitative assessment of the model￿ s ability to replicate the dynamics of the data.
4.1 Watson￿ s Procedure
Watson￿ s (1993) procedure consists in decomposing the performances of a model into the frequency
domain. The procedure amounts to augmenting the data generated by the model, xt, with an
approximation error ut designed to reconcile the second order moments of the model with those
from the data, yt. If the added error is small, then the model is judged to do a good job of
accounting for these moments. Here, we will study the spectral properties of the process yt, either
taken in level or Hodrick-Prescott (HP) ￿ltered.16
Formally, the procedure underlying Watson￿ s (1993) procedure might be described as follows. First,
the error induced by the model is de￿ned as the di⁄erence between the two data sets, i.e. ut =
yt ￿ xt. Assuming that yt and xt are jointly stationary, we can de￿ne the spectral density matrix
16As is customary with quarterly data, we set the smoothing parameter to 1600.
24of ut at frequency ! by the formula
Au(e￿i!) = Ay(e￿i!) + Ax(e￿i!) ￿ Axy(e￿i!) ￿ Axy(e￿i!)0;
where a prime denotes the transpose-conjugate operation and Axy(e￿i!) is the cross-spectrum of
the model and data.
To compute Au(e￿i!) three terms are needed. First, Ay(e￿i!), the spectral density of yt, is built
from the VAR previously estimated. Second, Ax(e￿i!), the spectral density of xt, is computed from
the approximate solution to the DSGE model. Third, we need the cross spectral density Axy(e￿i!).
However, this quantity cannot be determined by the model, nor can it be estimated from the data.
Watson (1993) points out that any restriction used to identify Axy(e￿i!), and hence Au(e￿i!),
is arbitrary. However, he proposes a way of computing a lower bound for the variance of ut by
selecting Axy(e￿i!) so as to minimize tr(￿Au(e￿i!)), subject to the requirement that the spectral
density matrix of (x0
t;y0
t)
0 be positive semide￿nite at all frequencies. Here, tr(￿) is the trace operator
and ￿ is a pre-speci￿ed weighting matrix.
For each frequency, we can determine a lower bound of the variance of the approximation error
divided by the variance of the data. Let r(!) denote this bound and rj (!) denote the jth compo-












Watson (1993) proposes to integrate separately both the numerator and denominator of the above
expression, de￿ning so the Relative Mean Square Approximation Error (RMSAE) induced by the
model. The smaller it is, the better the model reproduces the spectral behavior of the data.
This statistic is nothing more than the variance of the error relative to the variance of the data,
decomposed in the frequency domain.
4.2 Results of Watson￿ s (1993) procedure
Table 3 reports the estimated RMSAEs with their standard errors. The standard errors of the
RMSAEs are based on the sampling error in the estimated VAR coe¢ cients used to estimate the
data spectrum. The latter are based on the sampling uncertainty in the estimated VAR coe¢ cients
used to estimate the data spectrum. As before, the columns labelled M1, M2, and M3 correspond
25to the sticky prices ￿sticky wages, sticky wages, and sticky prices models, respectively. Watson￿ s
procedure (1993) is not a test based on a null hypothesis but rather o⁄ers a simple measure of ￿t
of the three models. Thus, we decide to base our discussion about the goodness-of-￿t of the models
both on the value and the signi￿cance of the RMSAEs. More particularly, we will argue that a
model does a good job of ￿tting the data when the RMSAEs are small and when all (or almost all)
RMSAEs are not signi￿cant.
Panel A reports the RMSAEs over the frequency range [0;￿] so as to get a feel for the overall
models￿behavior. However, as has been often acknowledged in the literature, DSGE models are not
necessarily meant to account for all the dynamic movements in the data. Naturally, in this paper,
our primary focus is on the business cycle. Thus, in a second step, we restrict our attention to the
frequency band [￿=16;￿=3]. This interval insulates the frequencies typically attached to business
cycle, i.e. cyclical movements the reproduction period of which runs from 6 to 32 quarters. The
results of this second step are included under the heading B. Additionally, we complete this study
by considering HP-￿ltered variables, which are reported under the heading C. Given that this ￿lter
is widely used as an operational de￿nition of the business cycle, it seems natural to include it in
our empirical analysis.
Moreover, in the top panel of table 3, results are obtained under the assumption that all variables
are given the same weight in Watson￿ s procedure, i.e. ￿ is the identity matrix. The bottom
panel of the table resorts to a diagonal matrix ￿ containing the VAR-based variances of yt along
its diagonal. This alternative weighting scheme permits us to downsize the importance of those
elements of yt that have a high variance relative to the others.
4.2.1 The Model with Price and Wage Both Sticky
The results of Watson￿ s procedure applied to our benchmark model M1 con￿rm our previous
conclusion, i.e. the model does a very good job of ￿tting the main characteristics of post-war U.S.
data. With the ￿rst weighting matrix, when evaluated over the whole frequency range, all RMSAEs
are small and only the RMSAE associated with output growth is signi￿cant, which reinforces our
conclusion about the goodness-of-￿t of our benchmark model. Since we assess a business cycle
model, we focus our analysis on business cycle frequencies. In this case, the RMSAEs for in￿ ation,
wage in￿ ation, and the Fed Funds rate increase but it remains very small when compared, for
example, with what Jung (2004) obtains. In addition, the errors are not signi￿cant, except for
26in￿ ation. These results are very encouraging about the quality of ￿t of our benchmark model.
When we focus on HP ￿ltered variables, the errors for output growth and in￿ ation are signi￿cant,
but the RMSAEs are close to the case over the business cycle frequencies. Still, the model performs
well when the sampling error is taken into account.
Figure 2 provides a graphical interpretation of these results, under the minimum error representa-
tion with equal weight. As expected, the model is able to reproduce the peak in the spectrum of
output growth at business cycle frequencies. Notice that for output growth, the error is mainly con-
centrated at low or high frequencies. The spectrum of ut slightly peaks at business cycle frequencies
for in￿ ation and the Fed Funds rate. Finally, the variance of the error is mainly concentrated at
low frequencies for wage in￿ ation.
4.2.2 The Sticky Wages Model
Figure 3 gives us the results of Watson￿ s procedure for model M2. In this case, the error needed
to match the VAR-based and model-based spectra for all variables is much higher than in model
M1. In particular, as was to be expected from ￿gure 1, model M2 fails to replicate the VAR-based
spectrum of output growth.
Table 3 con￿rms this result since the errors appear to be signi￿cant in almost all the cases con-
sidered. In particular the RMSAEs are strongly a⁄ected by the assumption that prices are fully
￿ exible. Over the whole frequency range, the error is signi￿cant for output growth (18%), wage
in￿ ation (34%) and in￿ ation (49%). Model M2 does also a poor job of ￿tting the data when the
focus is on business cycle frequencies. More precisely, the variance of the error needed to match
the VAR-based and model-based spectra is greater than 45% for all variables, except for output
growth (26%), and it even reaches 108% for in￿ ation. When it comes to HP-￿ltered variables, the
results are even worse, since the RMSAEs for HP-￿ltered variables are all large and signi￿cant.
This is especially true for in￿ ation which requires an error whose variance is at least 160% of its
empirical counterpart. To sum up, since most of the RMSAEs are large and signi￿cant, we can
conclude that Watson￿ s procedure is not overwhelmingly supportive of model M2.
4.2.3 The Sticky Prices Model
Figure 4 gives us the results of Watson￿ s procedure for model M3. It appears that the match
between the VAR-based and the model-based spectra is not as good as in model M1. In particular,
27model M3 seems to su⁄er from a lack of ampli￿cation properties, since the spectrum of output
growth is much lower than its empirical counterpart at all frequencies. The variance of the error
(relative to that of the data) for the other variables is large, particularly at low frequencies.
Columns M3 of table 3 report the estimated RMSAEs when wages are perfectly ￿ exible. Over the
whole frequency range, the RMSAEs are larger than for model M1. However, notice that none
is signi￿cant. This result contrasts with the ￿ndings of Ellisson and Scott (2000), who showed
that their sticky price model obtains a very poor ￿t (especially at high frequencies). Compared to
the benchmark model, the RMSAE rises from 13% to 39% for in￿ ation, from 10% to 38% for the
interest rate, and from 4% to 40% for wage in￿ ation. Although the RMSAEs are all not signi￿cant
over the whole frequency range, the results are less successful at business cycle frequencies. Indeed,
the RMSAEs of in￿ ation, wage in￿ ation, and the Fed Funds rate are signi￿cant. Finally, when it
comes to the HP-￿ltered variables, the RMSAEs are overall signi￿cant.
Thus, the sticky price model seems to do a relatively poor job compared to the benchmark model.
Although it is not completely wrong according to Watson￿ s (1993) criterion over the whole frequency
range ￿contrary to the sticky wage model, the model does not perform well on business cycle
frequencies. This comparison con￿rms that prices and wages both sticky are a necessary ingredient
in order to reproduce the empirical autocovariances of our four variables.
5 Conclusion
The present paper proposed to provide a systematic assessment of the goodness-of-￿t of a small-
scale, typical sticky prices ￿sticky wages New Keynesian model, similar to those currently in use
in the literature. The model incorporates a large number of modelling ingredients that have been
shown to improve the ￿t of New Keynesian models: habit formations, material goods, a variable
elasticity of demand for goods, as well as prices and wages indexation schemes. The model was
confronted to the data with a two-step procedure. First, the structural parameters were estimated
so as to reproduce a truncated version of the autocovariances of key macroeconomic variables, as
implied by a simple canonical VAR. Second, the overall goodness-of-￿t of the model was assessed
by resorting to Watson￿ s (1993) procedure.
The empirical results in this paper highlight the ability of the sticky prices ￿sticky wages model to
replicate the second order moments of postwar U.S data. It appears that the New Keynesian model
28is able to reproduce satisfactorily the empirical spectra of output growth, in￿ ation, the short-term
nominal interest rate, and wage in￿ ation, according to Watson￿ s (1993) criterion. Our main result
is that the combination of sticky prices and sticky wages is necessary in order to obtain a good
empirical ￿t. An original result which our analysis reveals is that a model with only sticky wages
does a very poor job of ￿tting the data, according to Watson￿ s (1993) criterion. This result contrasts
with those previously obtained in the literature, which all suggest that wages stickiness implies more
persistence e⁄ects than prices stickiness (Andersen, 1998; Huang and Liu, 2002; Christiano et al.,
2005, for instance). However, contrary to these authors, we focus on the overall persistence rather
than on the sole persistence conditional on monetary shocks.
However, our results suggest that prices and wages stickiness is central for New Keynesian models
to provide a reasonable explanation of U.S. postwar business. This result reinforces the importance
of the conclusion reached by Erceg et al. (2000) who showed that in such an environment, it is no
longer feasible for monetary authorities to completely stabilize price in￿ ation.
To conclude, one must notice that in spite of its good performances, the model still needs improve-
ments especially when it comes to reproducing the dynamics of in￿ ation and the nominal interest
rate at business cycle frequencies. Concerning the Federal Funds rate, these shortcomings might be
alleviated by modifying the monetary policy rule. As to in￿ ation a possible solution could consist
in including further lags of in￿ ation in the so-called New Keynesian Phillips curve, as suggested by
Kiley (2005). We leave these for future research.
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34Table 2.Results of ALS estimation
Models



























































































Notes: Models codes as follows. M1: benchmark model; M2: sticky wages model;
M3: sticky prices model. The number in parentheses are the standard errors of the
parameters. A star refers to a constraint imposed during the estimation stage to avoid
convergence issues.
35Table 3. Results of Watson procedure (RMSAE)
De￿nition of Data Spectrum and Range of Evaluation
Variables A. All Frequencies B. 6￿ 32 Quarters C . HP, All Frequencies
Equal Weights, ￿ = ￿1









































































Unequal Weights, ￿ = ￿2









































































Notes: Models codes as in table 2. The particular weighting matrices ￿ used to minimize tr(￿Au), are ￿1:
identity matrix; ￿2: matrix containing the inverse of the VAR-based variances of yt along its diagonal. The
number in parentheses are standard errors based on the sampling error in the estimated VAR coe¢ cients used to

















































































































































































































































Figure 1: SVAR-Based and Model-Based Autocovariances. Plain line: VAR model; Line with circles: model M1;








































Figure 2: Model M1 spectral densities (dashed line), VAR-based spectral densities (solid line), and error spectral
densities (dash-dot line) for output growth, in￿ ation, short term nominal interest rate, and wage in￿ ation. The data












































Figure 3: Model M2 spectral densities (dashed line), VAR-based spectral densities (solid line), and error spectral
densities (dash-dot line) for output growth, in￿ ation, short term nominal interest rate, and wage in￿ ation. The data











































Figure 4: Model M3 spectral densities (dashed line), VAR-based spectral densities (solid line), and error spectral
densities (dash-dot line) for output growth, in￿ ation, short term nominal interest rate, and wage in￿ ation. The data
have been multiplied by 100. The error is computed under the minimum error representation with equal weight.
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