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Abstract
Background: The detection of cis-regulatory modules (CRMs) that mediate transcriptional
responses in eukaryotes remains a key challenge in the postgenomic era. A CRM is characterized
by a set of co-occurring transcription factor binding sites (TFBS). In silico methods have been
developed to search for CRMs by determining the combination of TFBS that are statistically
overrepresented in a certain geneset. Most of these methods solve this combinatorial problem by
relying on computational intensive optimization methods. As a result their usage is limited to finding
CRMs in small datasets (containing a few genes only) and using binding sites for a restricted number
of transcription factors (TFs) out of which the optimal module will be selected.
Results: We present an itemset mining based strategy for computationally detecting cis-regulatory
modules (CRMs) in a set of genes. We tested our method by applying it on a large benchmark data
set, derived from a ChIP-Chip analysis and compared its performance with other well known cis-
regulatory module detection tools.
Conclusion: We show that by exploiting the computational efficiency of an itemset mining
approach and combining it with a well-designed statistical scoring scheme, we were able to
prioritize the biologically valid CRMs in a large set of coregulated genes using binding sites for a
large number of potential TFs as input.
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In eukaryotic genomes transcriptional regulation is often
mediated by the concerted interaction of several transcrip-
tion factors and cofactors [1]. Each transcription factor
recognizes its own binding site or regulatory motif. The
combination of several transcription factor specific motifs
is called a cis-regulatory module (CRM). The presence of a
cis-regulatory module thus determines the transcriptional
response of a specific gene. As coexpression might imply a
similar mechanism of coregulation, coexpressed genes
can be searched for the presence of statistically overrepre-
sented CRMs. Some strategies have been developed to
search de novo for the best transcription factor binding site
combination, such as for instance CisModule [2]. The
complex nature of the problem, however, still poses some
restrictions on the applicability of these de novo algo-
rithms. Most of the more pragmatic module detection
methods are combinatorial search strategies that start
from a set of binding sites for individual motifs. These
binding sites are obtained by screening intergenic
sequences with each TF-specific position weight matrix
(PWM). Subsequently these methods search for the motif
combination that is statistically most overrepresented in a
set of genes of interest, as compared to the background [3-
6]. Although these algorithms can in principle be applied
to sets of coexpressed genes, most of them do not explic-
itly assess the specificity of the overrepresented module
for the observed expression pattern in the coexpressed
geneset. Exceptions are for instance CREME [4], which
provides an extensive statistical framework and Modu-
leMiner [7], which does apply a leave one out strategy in
combination with a genomewide ranking to define the
modules most specific for the coexpressed geneset as com-
pared to the remainder of the genome. The drawback of
the latter method is that the underlying optimization pro-
cedure is computationally very intensive restricting its use
to relatively small sets of genes and a small number of TFs.
In this work we propose a novel framework for the detec-
tion of CRMs based on itemset mining. We tested our
framework on a benchmark compiled from a recent ChIP-
Chip experiment in human stem cells and compared its
performance to several previously described module
detection algorithms.
Results
Module detection framework
The analysis flow we used is outlined in Figure 1. Like
other module detection methods, our method starts from
an existing library of PWMs extracted from TRANSFAC [8]
(step 1). All intergenic sequences of a coexpressed or
coregulated set of genes are screened with those PWMs to
identify per PWM the p-value of the best hit in each
sequence [9]. The search for CRMs then boils down to
searching through an exponentially large number of com-
binations of these individual binding sites (step 2). Tradi-
tional optimization based methods rely on heuristics to
make this search computationally tractable; however,
such methods come with no guarantee that a globally
optimal solution will be found. In contrast, here we
applied a strategy from itemset mining [10] (see Meth-
ods). Itemset mining approaches exhaustively investigate
all possibly interesting solutions (in this case, motif mod-
ules or CRMs), and hence do not suffer from local optima
problems. They are able to do this despite the exponential
number of combinations of binding sites by exploiting
properties of the search space that allow for efficient prun-
ing during the search. The output of our itemset mining
algorithm is an exhaustive list of all possible motif mod-
ules (or potential CRMs). To filter the biologically most
interesting CRM candidates from this list, we compute a
score for each of the potential CRMs (see Methods). This
score assess how specific this CRM is for the set of genes in
which it occurs, and for the cluster of input genes as a
whole. A CRM is considered significant for the genes in
which it occurs if that geneset does not contain many
other overrepresented CRMs, and it is considered specific
for the whole cluster of input genes if the CRM is statisti-
cally more overrepresented in this cluster of genes than in
the remainder of the genome. By iteratively applying this
scoring system we can prioritize a list of non-redundant
and most promising CRMs. The higher the rank of a CRM
in this list, the higher its potential of being a biologically
valid one (as it is the most specific for the genes in which
it occurs and the most explanatory for the whole set of
input genes). As such, our framework combines advan-
tages associated with the efficiency of an itemset mining
search strategy with those related to statistical scoring
measures.
Benchmark dataset
The application of chromatin immunoprecipitation com-
bined with DNA microarray techniques (ChIP-chip) in
eukaryotes allows the genome wide mapping of the phys-
ical interaction between a TF and its target gene. Our test
set was derived from a genomewide ChIP-Chip analysis
performed by Boyer et al. 2005 [11] (see Methods). It con-
sists of 116 genes that co-bind three core TFs, OCT4,
SOX2, NANOG (involved in plurypotency and self-
renewal) in their 1000 bp proximal promoter region.
Moreover, the three TFs bind in each other's close proxim-
ity turning them in a true case example of a CRM. The
advantage of this dataset over previous ones is that it is
much larger (the muscle dataset [12], for instance con-
tains 12 genes), which allows us to fully exploit the poten-
tial of our method.
Note that ModuleDigger will normally be applied to sets
of genes that are coexpressed, as identified for example by
microarray data. Here the set of genes is selected based onPage 2 of 12
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Analysis flowFigure 1
Analysis flow. The input consists of a set of coexpressed or coregulated genes. Step 1: Screening the intergenic sequences of 
these genes with a library of PWMs. Step 2: Apply our itemset mining strategy to find all the modules (closed motifsets) that 
occur in a minimal number of genes in the dataset (a minimum support defined by the user). Step 3: Determine the final rank of 
each module. An original ranking is assigned to each module based on the module specificity score. In the update step the rank of 
overlapping modules is reduced by iteratively assigning an updated score.
BMC Bioinformatics 2009, 10(Suppl 1):S30 http://www.biomedcentral.com/1471-2105/10/S1/S30ChIP-chip data instead. While this may be unusual in
practical applications, knowing exactly which regulators
bind the intergenic regions of the set of genes selected,
allows us to better assess the performance of our method.
Modules detected by ModuleDigger on the benchmark set
To test ModuleDigger we ran it on the 1000 bp proximal
promoter regions of all 116 genes. As mentioned above,
ModuleDigger uses a two step approach: it first exhaus-
tively enumerates all CRMs that occur in the benchmark
geneset and subsequently assigns a rank to all CRMs that
is proportional to the specificity of the module for the
geneset in which it occurs and for the set of input genes as
a whole. For benchmarking our method we considered
only the module consisting of the three TFs OCT4, SOX2
and NANOG, as a valid module. All other modules were
considered biologically invalid. Note that this is a con-
servative assumption, which may result in an overestima-
tion of the number of modules considered to be
biologically invalid as the genes of our dataset may con-
tain other yet uncharacterized CRMs. The performance of
the algorithm is assessed by the average rank the valid
module receives after running the algorithm. In our test
we started off with the simple case in which we only used
ten TFs as input (the three true TFs together with seven
randomly sampled TFs) (see Methods for Running param-
eters). The complexity of the problem was increased by
gradually including more randomly selected TFs (20, 30
or 40 TFs) (see Additional file 1 for the motif models from
TRANSFAC and Additional file 2 for the sets of TFs). To
asses the statistical significance of the ranked modules, we
used a strategy described by Tusher et al. [13]. We com-
pared the score that the valid module received with the
score of a module that received a rank similar to the one
of the valid module, in a randomized version of the data-
set (see Methods, Figure 2). We can then conclude that if
the score of the biologically valid module is higher than
the score of an equally ranked module in more than 90%
of the randomized datasets, it was successfully assigned a
significantly high rank by ModuleDigger. We also assessed
the number of false positive modules that should be
expected to be discovered by ModuleDigger, by counting
the number of modules in the randomized dataset that
contained a score higher than the score of the true module
in our benchmark dataset.
These results (Table 1) show that in the presence of a
restricted number of TFs (10, 20, 30 or 40), ModuleDigger
is able to identify the biologically valid module consist-
ently and significantly as one of the more highly ranked
modules. Inspecting the composition of the more highly
ranked modules showed that many of them consist of (a)
random TF(s) in combination with at least either OCT4,
SOX2 or NANOG. Further increasing the noise in the
dataset (including more random TFs not belonging to the
experimentally verified CRM) lowers the rank of the bio-
logically valid CRM and increases the number of invalid
modules among the higher ranked modules. The search
space increases and it becomes easier to randomly detect
modules that receive a score equal to the score of the bio-
logically valid module.
Comparison with other CRM detection algorithms
In this section, we compare our module detection frame-
work first with a de novo module detection tool CisModule
[2]. Next we evaluate the performance of ModuleSearcher
[3] on our benchmark data set. ModuleSearcher [3] is a
module detection algorithm that starts from a library of
known PWMs and subsequently searches for the combi-
nation of binding sites that is overrepresented in the set of
coregulated genes. Finally, we compare ModuleDigger
with Clover [6]. Although Clover was developed to search
for individually over-represented TFBS in the intergenic
sequences of coexpressed genes, it has previously shown
to also be able to compete with module detection meth-
ods in identifying true regulatory modules.
First we ran CisModule [2], a de novo algorithm on our
benchmark set (see methods). CisModule did detect a
module of three TFs in our dataset, but none of the bind-
ing sites corresponded to the OCT4, SOX2 and NANOG
binding sites. We can, however, not exclude that indeed a
module composed of yet unknown sites is more overrep-
resented than the module described by Boyer et al. [11].
Module scores of the true modules versus equally ranked ran om m dulesFigur 2
Module scores of the valid modules versus equally 
ranked random modules. For each valid module its score 
(log value, the lowest one is the best) is plotted versus the 
score (log value) of the equally ranked module in the rand-
omized dataset. Different symbols correspond to the differ-
ent datasets of increasing complexity (using respectively 10, 
20, 30 and 40 TFs as input).Page 4 of 12
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Searcher [3] and ModuleDigger were able to detect a mod-
ule of the three known binding sites in our benchmark set
(Table 2) (see Methods). We used all 116 intergenic
sequences as input. The number of input PWMs was var-
ied. We started with the easy case in which we only pro-
vided four PWMs as input, i.e. the three PWMs known to
belong to the CRM and one randomly sampled from
TRANSFAC (Table 2A). Then we gradually increased the
complexity of the problem, i.e. finding the right CRM by
using more TFs as input (Table 2B) (see Additional file 3
for the sets of TFs that were used in this analysis). For each
tool we recorded the running time and tested whether the
output contained the CRMs for which Boyer et al. [11]
provided experimental evidence. Because not all methods
could identify the module consisting of the three TFs
OCT4, SOX2, and NANOG in the set of coregulated genes,
we define in this section not only the module containing
the three TFs as the valid module but also the modules
consisting of two out of three TFS are considered to be
valid modules.
When ModuleSearcher [3] was run in the A* mode and
using four TFs as input, it was able to find the complete
OCT4, SOX2 and NANOG module in all 10 runs with a
quite high specificity. More specifically, besides the mod-
ule consisting of the three TFs, the output contained on
average 2.4 other modules amongst which were also the
SOX2, NANOG module. The OCT4, SOX2 and NANOG
module could, however, only be located in a very small
number of the 116 genes (0.9%). No output was obtained
when running ModuleSearcher using the genetic algo-
rithm mode. Clover [6] detected only OCT4, SOX2 as sin-
gle overrepresented TFs but not NANOG. Therefore only
the combination OCT4, SOX2 was retrieved in every run
and among on average 3.9 other modules. The sensitivity
Table 1: Running ModuleDigger in the presence of a gradual increase in noise.
Number of TFs included
Test set 10 TFs 20 TFs 30 TFs 40 TFs
Runs RANK S FP RANK S FP RANK S FP RANK S FP
1 6 y 1 18 y 3 41 y 29 15 y 12
2 12 y 2 9 y 2 35 y 3 153 y 2
3 12 y 2 11 y 3 45 y 39 55 y 1
4 11 y 3 14 y 14 71 y 66 54 y 9
5 3 y 1 12 y 1 15 n 18 138 y 52
6 1 y 0 8 y 3 38 y 1 48 y 23
7 1 y 0 4 y 3 52 y 3 141 y 49
8 2 y 0 6 y 3 58 y 1 147 y 3
9 4 y 2 12 y 11 32 y 1 155 y 52
10 1 y 0 5 y 3 45 y 39 158 y 81
Average 6.3 / 1.1 10 / 4.5 43.2 / 20 108 / 28.4
Median 5 / 1 10 / 3 43 / 10.5 139 / 17.5
Std 4.7 / 1.1 4.3 / 4 15.2 / 22.6 56 / 28.0
For each specified number of TFs, 10 different runs were performed which differed in the PWMs randomly selected from TRANSFAC. Average, 
Median and Std: average, median and standard deviation of the rank of the biologically valid module (OCT4, SOX2 and NANOG). RANK: the rank 
the valid module received in our output; Score of valid module versus random modules (S): assesses whether the score of the true module is higher 
than the score of an equally ranked module in a randomized dataset (y = yes, n = no). Number of false positives (FP): the number of modules in the 
randomized dataset that contained a score higher than the score of the valid module in our benchmark dataset.Page 5 of 12
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present in 45.3% of the 116 genes. ModuleDigger found
all valid modules (combinations of three and two motifs)
in all runs, and this with a rather good specificity. For the
OCT4, SOX2, NANOG module, for instance, over the 10
runs on average 6 modules were more highly ranked than
the OCT4, SOX2, NANOG module. Note however, that
amongst these 6 modules there are also the combinations
OCT4, SOX2 (average rank 3) and OCT4, NANOG (aver-
age rank 4). The sensitivity is also quite high as valid mod-
ules were detected in 27–49% of the genes.
When repeating the experiment for ten TFs, only Modul-
eDigger is able to find the complete OCT4, SOX2,
NANOG module and this with a very high specificity and
sensitivity. From these results it is clear that it is much eas-
ier to assign a high rank to a module of three TFs than to
a module of two TFs. For the valid modules that consist of
two motifs, ModuleSearcher and ModuleDigger perform
equally well regarding the specificity, as assessed by the
total number of modules (NM) that were identified. How-
ever, ModuleDigger detects the valid modules in more test
runs, as indicated by the sum of the recovery rate (SRR)
over all ten runs. ModuleDigger also shows a higher sen-
sitivity, i.e. the number of genes in which the valid mod-
ules are detected is larger.
Discussion
Our itemset mining methodology detects CRMs by taking
as input a set of genes, assuming that at least a subset of
these are coregulated, and searches for a recurrent pattern
of TFBS. The complete analysis flow consists of three
Table 2: Comparison between methods.
A
Method Clover ModuleSearcher(A*) ModuleDigger
Running time 1.6 min 0.5 min 10 s
NM SRR Sn NM SRR Sn NM SRR Sn
OCT4, SOX2, NANOG 0 0 0 2.4 10 1.1% 6 10 27.6%
OCT4, SOX2 3.9 10 45.3% 0 0 0 2 10 49.1%
OCT4, NANOG 0 0 0 0 0 0 3 10 42.2%
SOX2, NANOG 0 0 0 2.4 10 0.9% 9 10 28.4%
B
Method Clover ModuleSearcher (A*) ModuleDigger
Running time 4 min 0.5 min 20 s
NM SRR Sn NM SRR Sn NM SRR Sn
OCT4, SOX2, NANOG 0 0 0 0 0 0 5 10 28%
OCT4, SOX2 6.8 10 45.3% 21 5 2.8% 18 10 49%
OCT4, NANOG 0 0 0 0 0 0 23 10 42%
SOX2, NANOG 0 0 0 21 4 0.5% 20 10 9%
(A) For all algorithms we used as input the benchmark set, the PWMs of OCT4, SOX2, NANOG and one random PWM. NM: number of modules 
present in the output for those runs where the RR = 1 (average over runs where RR = 1). SRR (summation of recovery rate): number of runs for 
which the output contained a module corresponding to the valid modules (OCT4, SOX2, NANOG or combinations thereof). Sn: number of genes 
containing the valid module in the output (average of runs for which RR was 1). (B) Similar to (A) but using OCT4, SOX2, NANOG in combination 
with 7 randomly selected PWMs.Page 6 of 12
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TFBS; Step 2: the enumeration of all frequent CRMs (all
possible closed motifsets); Step 3 the module rank assign-
ment (the prioritization of modules). Our method differs
from previous approaches in that it first enumerates all
the possible combinations of the TFBSs given in the input,
and subsequently applies an iterative ranking step in
which CRMs that are specific for the set of genes in which
the CRM occurs (gene specificity score), statistically over-
represented in the complete set of input genes (coexpres-
sion specificity score), and not overlapping with higher
ranked CRMs, are prioritized by assigning them an overall
module score. By using this prioritized list of modules we
can define how many modules still score higher than the
one the user selects and by using order statistics we can
assess the number of false positives to expect if we choose
a specific threshold for the module score. The advantage
of using an itemset mining approach instead of an optimi-
zation-based strategy is clear from the comparison with
other module detection methods. First, the algorithm is
much faster and can easily be applied to larger datasets
(containing more genes and more TFs). Secondly, because
it exhaustively explores all solutions it does not risk to get
stuck in a local optimum. Optimization based strategies
may not return any output, or they may output a module
different from the biologically valid one, even if it is the
global optimum.
Conclusion
We have presented an efficient methodology to detect
CRMs based on itemset mining, implemented in the tool
ModuleDigger. By applying our method on a benchmark
dataset of increasing complexity we have explored the
potential and limits of our strategy.
Methods
Benchmark dataset
From the UCSC database (human assembly of NCBI 35)
[14] we could retrieve a match for 333 gene names out of
the 353 names originally listed as being cobound by
OCT4, SOX2 and NANOG (genes names as listed in [11]).
We retrieved the corresponding 1000 bp intergenic
sequences of these 333 genes from UCSC. Only those
sequences were retained for which the binding of OCT4,
SOX2 and NANOG was located in the 1000 bp proximal
promoter region. This resulted in 116 intergenic
sequences known to bind OCT4, SOX2 and NANOG (see
Additional file 4 for the list of 116 genes).
Running parameters ModuleDigger
Potential binding sites for individual motifs were identi-
fied by screening the intergenic sequences of each of the
genes of the benchmark data set by motif models
described in TRANSFAC [8]. Screening was performed
with the method of Hertzberg et al. [9]. The advantage of
this method is that it converts screening scores to p-values
by using a randomization strategy. Using p-values instead
of raw scores allows comparing motif hits obtained with
motif models that are different in length. A motif matrix
is compiled by discretizing the screening results with a
one indicating that the particular TF contains at least one
hit of the corresponding PWM within the upstream region
of the gene and a zero that it does not contain a hit. A
threshold on the Hertzberg screening p-value of 0.4 was
chosen.
To estimate for each TF the number of occurrences of its
binding site on a genomewide level (co-expression specif-
icity score see below), we selected 5000 random
sequences with a length equal to the length of our bench-
mark sequences (1000 bp) (see Additional file 5 for the
list of 5000 genes). Frequencies of genomewide occur-
rence were derived by converting the screening results to a
corresponding random motif matrix, discretizing this
matrix with a similar Hertzberg p-value threshold as for
the test data and counting for each TF the number of
occurrences (ones). The minimum support parameter of
ModuleDigger, specifying the required minimum number
of genes in a CRM, was set to two. For the tests outlined in
Table 1, we set the parameters such that all CRMs con-
tained exactly three motifs. For the tests outlined in table
2, we choose parameter settings such that all CRMs con-
tain two or three motifs.
Running parameters for other tools
We only included module detection methods for which
the command line version was available in order to be
able to optimize parameter settings for our dataset. EMC-
MODULE [5] was not included because it requires all
TFBS to have the same length, a restriction that is not valid
for our dataset.
ModuleSearcher was obtained from the author [15]. For
ModuleSearcher we used both the genetic and A* algo-
rithm as optimization strategy. As input we used binding
site predictions obtained by screening the intergenic
sequences using MotifScanner [16] with prior set as 0.2,
and a 3th order background model [17]. For all parameter
settings we used default settings except for the maximum
number of motifs and for the length of the region within
which a module should be contained. The maximum
number of motifs was set to two or three motifs. For the
length of the promoter region that should contain the
module we used both 200 bp (default value) and 1000
bp.
Clover was downloaded from the website of the paper.
The input consisted of the intergenic sequences, the
PWMs, and the human background model (default back-
ground model as suggested by the author). The p-valuePage 7 of 12
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0.05. We compiled potential modules from the output of
Clover by making all combinations of at least two TFs
from the TF that were found significantly enriched in our
benchmark dataset. Then we checked whether the true
modules were among the collection of potential modules.
For CisModule the number of motifs to search for was set
to one, two or three and the length of the module was set
to 200 bp and 1000 bp separately, we ran it for 1000 iter-
ations, and set the motif length from 12 bp to 15 bp.
Benchmarking ModuleDigger
For testing the noise sensitivity of our method we applied
ModuleDigger on the benchmark dataset of 116 genes
and gradually increased the number of TFs that composed
the input search space. Each combination consisted of the
experimentally verified TFs together with a number of
noisy TFs randomly sampled from TRANSFAC. Each test
was run 10 times. In each run we recorded the rank and
the score of the biologically valid module, consisting of
three TFs OCT4, SOX2 and NANOG. The significance of
the ranking was assessed based on order statistics as
described by Tusher et al. [13]. The idea behind this
approach is represented in Figure 3. In a randomized set
we expect the scores to be neutral, not reflecting any true
signal. A randomized set is composed by searching for
modules in the 116 sequences using a TF set as input
which does not contain the true TFs known to be present
in the data. Different modules obtained in randomized
and in the real set are ranked according to their score and
plotted against a baseline. The baseline is constructed by
making 10 randomized sets, ranking their modules and
averaging the scores of the equally ranked modules. The
baseline thus consists of average scores of randomized
sets. When comparing a random set with the baseline we
expect all values to be close to the diagonal of the first
quadrant (Figure 3a). When plotting the modules found
in the non-randomized dataset against the baseline, it is
clear that the highest ranked modules have a score, which
is consistently better than the score of the equally ranked
modules in the random set, reflecting the true signals in
the real data set (Figure 3b).
Benchmarking with other tools
For comparison with the other methods, we used for all
methods the 116 intergenic sequences. Most of the previ-
ously developed module detection tools require a data
reduction prior to their usage. This data reduction is usu-
ally based on preselecting regions conserved between spe-
cies and the TFBS located within them. In most of the
described analyses this results in sets of 500 bp in length
per sequence and an input of about 20 TFs that can make
up the module. For our benchmarking, we mimicked data
reduction by only including for each gene the proximal
promoter region and by providing a restricted number of
TFs of which we knew they were present amongst the
experimentally verified modules. In the comparative anal-
ysis we started with a first analysis containing four TFs
(three experimentally verified ones and one sampled ran-
domly from 584 TFs present in TRANSFAC). Each test was
repeated ten times, each time randomly sampling another
TF. We repeated all analyses using ten TFs as input. We
assessed the results by calculating the sum of the recovery
rate (SRR), the number of modules in the output (NM)
and the sensitivity. The recovery rate (RR) equals one if
the true module was among the results of a specific test.
The SRR thus corresponds to the number of tests that con-
tain the true modules. If the module was recovered (i.e. if
RR = 1), we also computed the NM, or the number of
modules that were identified (for Modulesearcher this
equals the total number of modules in the output which
contain at least two motifs; for Clover this equals the total
number of combinations one can make with TFs called
significant; for ModuleDigger this equals the number of
modules ranked higher than the true module). The sensi-
tivity is defined as the number of genes out of the 116 in
which the module was detected. All values reported are
averages over the 10 test runs.
Module scores of the true modules versus equally ranked ran om m dulesFigur 3
Module scores of the valid modules versus equally 
ranked random modules. Plot of the scores of the 70 
best ranked modules versus a baseline for a) a random set 
and b) the true sets. The baseline consists of the average 
scores of the 70 best ranked modules in 10 different rand-
omizations. For the "true sets" we used as input a set of 10 
TFs amongst which OCT4, SOX2 and NANOG were 
present, while the random sets use as an input a set of TFs 
without the OCT4, SOX2 and NANOG. The random sets 
are thus not expected to contain any true modules. Panel a) 
all selected modules are random and reflect scores of false 
positives. They are distributed on the diagonal of the first 
quadrant. Panel b) the scores of the highly ranked modules in 
the true dataset score consistently higher than the equally 
ranked modules in the random sets.Page 8 of 12
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Enumerating all frequent closed CRMs (Figure 1 step 2)
For the identification of modules, defined as combina-
tions of individual motifs, we rely on itemset mining.
Itemset mining searches for the combination of items (in
our case the motifs) that are supported by a minimal
number of transactions (in our case the genes). We used
an implementation provided in the package MINI which
is based on CHARM [10]. CHARM searches for closed sets
using a dual itemset-tidset (motifset-geneset) search tree.
A closed set is a set of motifs (or a potential module) that
is frequent (i.e., simultaneously contained in the inter-
genic region of a minimal number of genes) and that can
no longer be extended by additional motifs without
decreasing the number of genes with all these motifs in
their intergenic region. CHARM is designed to efficiently
limit the number of combinations to be tested if different
itemsets (or motifsets) are related to each other by a valid
"subset" relation, meaning an itemset can only satisfy all
constraints if all of its subsets do. A consequence is that we
can search for modules by starting with very small motif-
sets (containing just one motif), gradually expanding
them, and stopping (or pruning) the search once a motif-
set is reached which does not meet a lower bound on the
number of genes that contain that motifset. This pruning
step results in a massive speed-up, making the method
applicable to large data sets. Implementing the subset
relation for the motif data is straightforward as the motif
matrix is a binary matrix: a target gene has a motif instance
for a regulator if the corresponding gene-regulator entry in
the motif matrix is equal to one. In our set up an itemset
was called valid if it contained at least two genes.CHARM
outputs all possible closed motifsets (or equivalently
closed CRMs). This list is exhaustive and still contains
many redundant (i.e., partially overlapping modules)
modules as well as modules that are not biologically inter-
esting because they are not specifically associated with the
set of genes in our benchmark set.
Assigning a rank to each CRM (Figure 1 step 3)
To assess the statistical significance of the selected mod-
ules we adapted the filtering strategy described in MINI
[18]. The scoring scheme developed here depends on two
scores outlined below: the geneset specificity score and
the coexpression specificity score.
Geneset specificity score
For the geneset specificity score we assume that the initial
null model considers all genes to be 'independent'. In par-
ticular, under this null hypothesis the presence of a motif
in the intergenic region of a gene is assumed to be inde-
pendent of its presence in the intergenic region of the
other genes. For a particular gene g, we can estimate the
probability to contain any given motif in its intergenic
region as the fraction of all motifs present in its intergenic
region. Formally this is , where cg = count(g) is
the total number of motifs that have at least one hit in
gene g and Nm is the total number of motifs from the used
PWM library.
The independence assumption implies that the probabil-
ity for a set of genes g ∈ G to simultaneously contain any
given motif equals pG = ∏g ∈ Gfg, i.e., the product of the
probabilities for each individual gene from G to contain
the motif. Based on pG, we can use the binomial distribu-
tion to compute for a specific geneset G the probability
that it contains any s motifs under the null hypothesis:
Hence, the probability that a geneset G contains a motifset
with at least s motifs is given by cumulating this probabil-
ity over all values larger than or equal to s:
The smaller , the more surprising such a motifset
would be under the null hypothesis. Hence, a smaller
value of  indicates a stronger deviation from the null
hypothesis of independence, and hence that a stronger
association between the motifs in the geneset G.
Coexpression specificity score
The geneset specificity score does not yet take into account
the identity of the motifs contributing to a particular mod-
ule. In other words, it does not assess to what extent a par-
ticular module is explanatory for the total set of input
genes. Therefore we calculate a second coexpression specifi-
city p-value: to this end we formulate a null hypothesis
under which we assume that the motifs are the independ-
ent random variables, meaning that each motif has its
own specific probability of occurrence in any given gene,
independent of the presence of the other motifs in the
gene. The probability of each individual motif m is
derived from its frequency of occurrence:  where
cm corresponds to the number of intergenic sequences in
the genome that contain at least one hit of the motif, and
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The independence assumption implies that the probabil-
ity of finding a particular module (being a set of motifs m
∈ M) in a gene equals pM = ∏m ∈ Mfm, the product of the
individual probabilities of each of the single motifs. Using
these module probabilities, the probability of finding a
particular motifset M in a set of s genes out of the total
cluster of n genes by chance can be calculated by the bino-
mial distribution:
The probability of finding a motifset M in at least s of the
n genes is calculated by means of the cumulative binomial
distribution function, as
Stronger deviations from the null hypothesis assuming
motif independence are revealed by smaller values of ,
which may in turn reveal an association between the
genes containing the motifs in M.
Module specificity score
For each module identified by the itemset mining
approach we calculate both the specificity p-value of a
module for a geneset and the coexpression specificity p-
value. The final score assigned to a module (module specif-
icity score) is
and (somewhat abusively) we refer to it as the p-value of
the CRM. By selecting CRMs with a small p-value defined
in this way, we ensure that neither of the null hypotheses
discussed above can explain the association pattern
revealed by the motifset and the geneset of the CRM.
Iterative p-value updating of the module score
We have noted that the set of closed CRMs is already a
reduced representation of the set of all frequent CRMs
across the set of input genes. Additionally, the module spe-
cificity score from Equation 5 allows us to rank CRMs in
order of decreasing significance (i.e. in order of increasing
p-value). However, in practice this list will still contain
many partially overlapping modules. For instance, con-
sider two CRMs which occur in almost the same genes and
of which the first is composed of two motifs (M1 and M2)
while the second module consists of three motifs, par-
tially overlapping with the motifs of the first module (M1,
M2, M3). It is not uncommon that both such highly
redundant CRMs are highly ranked in the list of CRMs
after sorting it in order of decreasing significance. To avoid
the output being overwhelmed by a large number of
highly redundant CRMs, we need to correct for redun-
dancy between CRMs, and we do this by means of an iter-
ative procedure that in each iteration selects the next most
interesting CRM, conditioned on the CRMs already
selected so far.
To start, the list of closed CRMs is sorted according to the
module specificity scores calculated as in Equation 5. The
CRM on top of the list is then selected as the most inter-
esting CRM and removed from the list. To select the sub-
sequent CRMs, an iterative procedure is applied. In each
iteration, the p-values of all CRMs still in the list are
adjusted, ensuring that the CRM with smallest adjusted p-
value remains on top of the list. This p-value adjustment
(described in detail below) is designed to penalize CRMs
that overlap with already selected CRMs, in order to make
sure that selected CRMs are as non-redundant as possible
with the ones that have previously been selected. Subse-
quently, the top-ranked CRM is selected and removed
from the list as well.
To explain the iteration more in detail, let us assume that
k CRMs have already been selected, with gene sets Gi for i
= 1,..., k (i.e., we are now in iteration k). The set of genes
of all already selected CRMs is denoted by .
Let M be a motifset of a CRM in the list of which the p-
value (Equation 5) will need to be adjusted. We will dis-
cuss how the coexpression specificity score (Equation 4) can
be adjusted; for the geneset specificity score (Equation 2) the
procedure is analogous, and combining these two allows
one to adapt the module specificity score from Equation 5.
All we will do is adapting the way in which pM is computed
in Equation 4: the probability that a random gene's motif-
set contains all motifs from M. As noted earlier, all motifs
from M can simultaneously be among a gene's motifs by
pure chance, assuming independence of the motifs. How-
ever, after a few iterations, it may also be attributable to
associations already identified in previous iterations by
already selected CRMs. In particular, for any gene g, all
motifs that have been part of the motifset of an already
selected CRM containing g in its geneset, have already
been associated with gene g. Let us denote this set of
motifs for a gene g by Mk(g). Then, we adapt pM in the fol-
lowing way (where again Ng is the number of background
genes):
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from M are associated in a random gene, assuming that
the motifs occur independently of each other. At iteration
k, such genes are estimated to occur with a prior probabil-
ity of , and the probability that they do contain
all motifs in M is estimated as . The second term
captures the probability that a gene belonging to an
already selected CRM contains all motifs from M. This
probability is possibly larger than under the independ-
ence model, estimated by multiplying just those fm for
motifs that were not part of the already selected CRMs
containing the gene g, i.e. for motifs m that do not belong
to Mk(g).
Note that this adjusted value of p'M reduces to the initial
definition of pM in Equation 4 if no CRMs have already
been covered (i.e. if k = 0). Then the first factor in the first
term is equal to one, and the second term is equal to 0.
However, for larger values of k it can only increase in
value. As a result, also the p-value as computed by Equa-
tion 4 and hence also Equation 5 can only increase. This
means that we can avoid having to adjust all p-values for
all CRMs still in the list, and still be able to select the CRM
that is most significant after adjustment. We can do this by
starting with the CRM at the top of the list, adjusting the
p-value, and reinserting the CRM with adjusted p-value in
the list in order to maintain the correct order. If the new
position after reinsertion is still on top (i.e. its adjusted p-
value is smaller than all p-values for all other CRMs,
whether already adjusted or not), this means that it would
remain on top even after adjusting the p-values of the
lower-ranked CRMs. Hence, it can be selected as the next
CRM in the output and removed from the list, thus ending
the iteration.
The pseudocode of the entire iterative algorithm is given
below. The set R of all closed CRMs is sorted according to
its module specificity score. The most highly ranked CRM is
then selected and removed from R (steps 1–4).
Algorithm (R)
1: for each M ∈ R do
2: 
3: sort R in ascending order of these p-values
4: select the top-ranked CRM from R and remove it from R
5: k := 1
6: repeat until a sufficient number of CRMs are selected:
7: CRM := the top ranked CRM in R
8: adjust the p-value of CRM
9: insert CRM in R to keep R sorted in order of increasing
p-value
10: if CRM remains top-ranked after reinsertion:
11: select CRM and remove it from R
12: k:= k+1
Then the iterative updating and selection of CRMs starts.
If after the updating of its p-value the CRM remains top-
ranked in R, then that CRM is considered to be interesting
and is selected (steps 7–12). The iteration counter k is
incremented and the next iteration starts. The iteration
can be stopped as soon as enough CRMs have been
selected.
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CRM: Cis-regulatory module; NM: Number of modules in
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Rate; TF: Transcription factor; TFBS: Transcription factor
binding site.
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