In this paper we introduce a collection of powerful statistical comparison results. We first present the results that we obtained while developing a general comparison concept. After that we introduce a separate lifting procedure that is a comparison concept on its own. We then show how in certain scenarios the lifting procedure basically represents a substantial upgrade over the general strategy. We complement the introduced results with a fairly large collection of numerical experiments that are in an overwhelming agreement with what the theory predicts. We also show how many well known comparison results (e.g. Slepian's max and Gordon's minmax principle) can be obtained as special cases. Moreover, it turns out that the minmax principle can be viewed as a single max principle as well. The range of applications is enormous. It starts with revisiting many of the results we created in recent years in various mathematical fields and recognizing that they are fully self-contained as their starting blocks are specialized variants of the concepts introduced here. Further upgrades relate to core comparison extensions on the one side and more practically oriented modifications on the other. Those that we deem the most important we discuss in several separate companion papers to ensure preserving the introductory elegance and simplicity of what is presented here.
Introduction
In this paper we study comparisons of random processes. This topic has a fairly rich history and is among the most successful tools in modern probability and statistics. The range of applications is also quite large and our own interest started through such an application. Namely, while studying many random optimization problems we characterized their performance by developing a collection of novel probabilistic mechanisms that used as starting blocks some forms of random processes comparisons (see, e.g. [12, [16] [17] [18] [19] and references therein). After initially recognizing the importance of the role that the strong random comparisons can play, we eventually went much further and designed much stronger concepts through which we were able to achieve substantial improvements in studying many problems previously essentially untouchable by any other tool (more on this can be found in, e.g. [13] [14] [15] and references therein).
As mentioned above, many great results have been obtained in the theory of comparisons of random processes. In our view, two the most typical and influential are the Slepian's max [11] and the Gordon's minmax [5] principle (see also [3, 4, 6, 20] ). What makes these results particularly unique is that they are fairly self-contained and are basically derived without relying on much of other knowledge. In fact, the line of work before the Slepian's is relatively short and for most parts goes through e.g. [2, 9, 10 ]. Gordon's work, on the other hand, is pretty much the first upgrade after Slepian in the direction that it pursues. Of course many applications and extensions of these principles are known and we stop short of reviewing these here as our topic of study won't necessarily go into these directions (for more extensive studies in these directions we instead refer to classical works, e.g. [1, 7, 8, 21] ). Namely, Slepian's and Gordon's principles by definition in its core deal with the extrema of the random processes. Here, we focus on some fundamentals of comparisons that don't necessarily deal with the extrema but rather with general functions of random processes (as it will turn out, the special cases of the results that we develop can be used to deal with the random processes extrema as well and in later sections we will discuss how it can be done).
We will split the presentation into two main parts. In the first part we will introduce a general comparison principle. This principle will turn out to be a very powerful tool and, as we will show, it will contain as special cases both, the Slepian's max and the Gordon's minmax principle. As such it can then also serve as a replacing starting block in many of our earlier works where the max and minmax principles were used (see, e.g. [12, [16] [17] [18] [19] ) which in turn makes all these results basically fully self-contained. On the other hand, in the second part we will introduce a lifting procedure which is a comparison principle on its own as well. However, in certain scenarios it will turn out that the two principles can be connected to each other with the lifting one often acting as a substantial upgrade. Moreover, it will turn out that the special cases of the lifting principle can also be used as starting blocks in many of our other earlier works (see, e.g. [13] [14] [15] ) making those fully self-contained as well.
General concepts
For a given set X = {x (1) , x (2) , . . . , x (l) }, where x (i) ∈ S n−1 , 1 ≤ i ≤ l, and S n−1 is the unit Euclidean sphere in R n , we will be interested in the following function
where s ∈ {−1, 1} and β > 0 is a real parameter. A typical behavior of this function we will study through a Gaussian framework, i.e. we will assume that G ∈ R m×n is an (m × n) dimensional matrix with i.i.d. standard normal components. In such a context (and especially so if m, n, and l are large) the expected value of the above function is usually its most relevant statistical characteristic. We will denote this expected value by ξ(X , β, s) and set ξ(X , β, s) E G f (G, X , β, s)
To study ξ(X , β, s) we will employ the following interpolating function ψ(·) ψ(X , β, s, t) = E G,u (2) ,h
where u (2) and h are m and n dimensional vectors of i.i.d standard normals, respectively (G, u (2) , and h are all assumed to be independent of each other; E denotes the expectation; although it will typically be clear from the context with respect to what randomness the expectations are being computed, we will still often in the subscript emphasize the underlying randomness). It is not that hard to see that ξ(X , β, s) = ψ(X , β, s, 1). Also, ψ(X , β, s, 0) is an object typically much easier to handle than ψ(X , β, s, 1). Below, we will try to connect ψ(X , β, s, 1) to ψ(X , β, s, 0) which will then automatically connect ξ(X , β, s) to ψ(X , β, s, 0). To facilitate writing we also set
Clearly, we then have
where u (i,1) j is the j-th component of u (i,1) and G j,1:n is simply the j-th row of G. It is also rather obvious that for any fixed i, the elements of u (i,1) , u (2) , and u (i,3) are i.i.d. standard normals. We can then rewrite (3) in the following way ψ(X , β, s, t) = E G,u (2) ,h 1 β √ n log 
In what follows we will also often find helpful in facilitating writing the following
√ tu (i,1) j
√ tu
From (6) and (7) we obviously have ψ(X , β, s, t) = E u (i,1) ,u (2) ,u (i,3) 1 β √ n log(Z).
Below we show that ψ(X , β, s, t) is a decreasing function of t. To that end we have
From (7) we also find
(10) A combination of (9) and (10) gives
We will handle separately all the terms appearing in the above sums. These include E u (i,1) ,u (2) ,u (i,3)
, and E u (i,1) ,u (2) ,u (i,3)
Z . We will start with com-
.
Handling
Below we study E u (i,1) ,u (2) ,u (i,3)
. We will present two strategies how to handle E u (i,1) ,u (2) ,u (i,3)
We start with the following observation
where we utilized Gaussian integration by parts. Since E(u
we easily also have
From (7) we find
and dA
Combining (14), (15) , and (16) we obtain
A combination of (13), (17) , and (18) gives
. (19) 2) Fixing u (2) To ensure the easiness of presentation we will try to parallel as much as possible what we presented above. We start with the following
From (7) we have
(2)
Now, we also have
A combination of (20) , (21), (22), and (23) gives
In this section we study E u (i,1) ,u (2) ,u (i,3)
. We start with the following observation
(25) A combination of (23) and (25) gives
. We start with the following
(27) We easily also have
From (29), (15) , and (16) we find
Combining (18) and (31) we have
A combination of (28), (30), and (32) gives
(34) Trivially we then also have
For p = i we find
From (7) we find dA
Combining (36) and (37) we obtain
For p = i we have
(39) A combination of (35), (38), and (39) gives
Connecting all pieces together
Combining (11), (19) , (24), (26), (33), and (40) we obtain
After cancelling all terms that can be cancelled and rearranging a bit we have
Grouping the first and third and second and fourth term we can write
Grouping the first and second term we can also write
and
≤ 0 and function ψ(X , β, s, t) is indeed decreasing in t. We summarize the obtained results in the following theorem.
, and h be independent of each other.
Then the following function ψ(X , β, s, t)
is decreasing in t.
Proof. Follows from the above discussion.
Corollary 1. Assuming the setup of Theorem 1, we have
as well as the following comparison principle
Proof. Follows trivially from the above theorem by noting that
The power of simulations
In this section we present a few numerical results that showcase the strength of the above theoretical results as well as the ultimate power of numerical simulations. We chose m = 5, n = 5, l = 10, and selected set X as the columns of the following matrix 
Clearly, set X + (and matrix X + ) is totally random, i.e. there is nothing specific about it besides that the norm of each of its elements is equal to one. For such a set we then simulated derivatives dψ(X ,β,s,t) dt according to (11) (which we refer to as the standard interpolation) and according to (46) (which we refer to as the computed interpolation) and computed ψ(X , β, s, t) according to (48). We also simulated ψ(X , β, s, t) directly (i.e. without interpolating computations) through (8) . Throughout all simulations, every quantity of interest that needed to be averaged was averaged over a set of 3e4 experiments. Also, through all the simulations we set β = 10. We simulated two different scenarios with all other parameters being the same: 1) s = 1 and 2) s = −1.
1) s = 1 -numerical results
The results that we obtained for s = 1 are presented in Figure 1 and Table 1 . Figure 1 shows the entire range for t (i.e. its shows the values for t ∈ (0, 1)) whereas Table 1 focuses on several concrete values of t and shows obtained values of all key quantities. As both, Figure 1 and Table 1 , show, the agreement between all presented results is rather overwhelming.
2) s = −1 -numerical results The results that we obtained for s = −1 are presented in Figure 2 and Table 2 . Figure 2 again shows the entire range for t, whereas Table 2 focuses on several concrete values of t and shows explicitly the obtained results. As was the case for s = 1, here we again have that both, Figure 2 and 
β → ∞
It is often of particular interest to study the following limiting behavior of ξ(X , β, s)
s = 1 -a Slepian's comparison principle
In particular when s = 1 we have
Recalling that ξ(X , β, 1) = ψ(X , β, 1, 1) and utilizing the above machinery we have 
(55) is of course a form of the well-known Slepian comparison principle [11] . Namely, based on the Slepian comparison principle one has
Of course, this form is only a special case of a much stronger concept introduced in Theorem 1.
Numerical results
We below show in Figure 3 and Table 3 simulated results. All parameters are the same as earlier, with the exception that now β = 10, which in a way emulates β → ∞. As can be seen from both, Figure 3 and Table 3 , the agreement between all presented results is again overwhelming. Moreover, even rather small value of β, namely, β = 10, is already a fairly good approximation of β → ∞. ψ(X , β, s, t) as a function of t
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Figure 3: Left -ψ(X , β, s, t) as a function of t; m = 5, n = 5, l = 10, X = X + , β = 10, s = 1; rightcomparison between β = 3 and β = 10 
Relying again on ξ(X , β, 1) = ψ(X , β, 1, 1) and the above machinery we have
(57) is of course a form of the well-known Gordon comparison principle [5] . Gordon's principle is an upgrade on the above Slepian's comparison principle, and assumes the following
Clearly, connecting beginning and end in both, (57) and (58) we obtain the same inequalities (−h and h have the same distribution). As was the case above with the Slepian's form, forms, (57) and (58) are again only a special case of a much stronger concept introduced in Theorem 1.
In Figure 4 and Table 4 simulated results are shown. All parameters are again the same as earlier, with the exception that now β = 10 which again in a way emulates β → ∞. Both, Figure 4 and Table  4 , again demonstrate a solid agreement between all the presented results with β = 10 being a pretty good approximation of β → ∞. ψ(X , β, s, t) as a function of t ψ(X , β, s, t) as a function of t 
Moving away from the unit sphere
What we presented so far assumed a fairly general sets X . The only restriction was that their elements should have unit norm. Now, we will remove such a restriction and show how the results that we obtained earlier can be modified to account for fully general sets X . Let X = {x (1) , x (2) , . . . , x (l) }, where be a given set. We will be interested in the following function
where all objects are as earlier, and u (4) is a standard normal random variable independent of G. Given that we continue to consider random medium where the expected values play the crucial role, we introduce the following non-spherical analogues to ξ(X , β, s)
and to ψ(X , β, s, t)
Clearly,ξ M (X , β, s) = ψ M (X , β, s, 1). As earlier, ψ M (X , β, s, 0) is an object much easier to handle than ψ M (X , β, s, 1). Below, we will follow the strategy from earlier sections and will try to connect ψ M (X , β, s, 1) to ψ M (X , β, s, 0) which will then automatically connect ξ M (X , β, s) to ψ M (X , β, s, 0). We can also rewrite (61) in the following way
√ tu ) and β i = β x (i) 2 . We recall on the definition of B (i) from (7) and set
From (62) and (63) we obviously have
and analogously to (11)
Handling the derivatives
Below we show how already computed quantities can be used to characterize each of the terms appearing in the above sums.
As in Section 2 we present two different characterizations.
Similarly to what we had in (13) we now have
Following closely the derivations from Section 2.1 one can observe that every single step can be repeated and the only difference will be that β changes to β i and now E(u
(also, we note right here that E(u
as well). Following (19) we then have
(67)
Similarly to what we had in (20) we now have
and utilizing the above observations from (24) we have
Following (25) we have
(70) Utilizing the above reasoning we then easily have
Following (27) we have
and through the above mentioned changes from (33)
ZM From (34) we also have
and similarly as above from (40)
ZM
Utilizing integration by parts we obtain
We also have
Combining (76) and (77) we have
Connecting everything together
Now, we can combine (65), (67), (69), (71), (73), (75), and (78) and follow the procedure from Section 2.5 to obtain similarly to (44)
The sum to the right of the equality sign in the first row is obtained in the same way as the corresponding one in (44) with the above mentioned small adjustments. The second row follows from (78) and the third row follows from (75). From (79) we further have
(80) then easily gives
Finally we have
We summarize the above results in the following theorem.
Theorem 2. Assume the setup of Theorem 1 without the restriction that the elements of X have the unit norm. Function
Corollary 2. Assuming the setup of Theorem 2, we have
Proof. Follows trivially from the above theorem by noting that dψM (X ,β,s,t) dt ≤ 0.
Simulations
In this section we present a few additional simulation results. We again chose m = 5, n = 5, l = 10, and selected set X as the columns of the following matrix 
As earlier, set X − (and matrix X − ) is chosen totally randomly, i.e. there is nothing specific about it (this time even the norm of its elements is not equal to one). For such a set we repeated simulation experiments from earlier section. Namely, derivatives dψM (X ,β,s,t) dt were simulated according to (65) and according to (80) and with such derivatives ψ M (X , β, s, t) is computed according to (84). We also again simulated ψ M (X , β, s, t) directly (i.e. without interpolating computations) through (64). Throughout all simulations, the number of repetitions is again kept at 5e4. Moreover, we set β = 3 and simulated two different scenarios with all other parameters being the same: 1) s = 1 and 2) s = −1.
1) s = 1 -numerical results
The results that we obtained for s = 1 are presented in Figure 5 and Table 5 in a fashion that fully parallels what we have done in earlier sections. Both, Figure 5 and Table 5 
2) s = −1 -numerical results
The results that we obtained for s = −1 are presented in Figure 6 and Table 6 . As above for s = 1, here we again have that both, Figure 6 and Table 6 , show an overwhelming agreement between the presented results. 
β → ∞
It is often of particular interest to study the following limiting behavior of ξ M (X , β, s)
We again distinguish two scenarios. 1) s = 1 -a Slepian's comparison principle When s = 1 we have
Since ξ M (X , β, 1) = ψ M (X , β, 1, 1), the above machinery then gives
(91) is again of course a form of the well-known Slepian comparison principle [11] . Indeed, based on the Slepian comparison principle one has
Of course, this form is only a special case of a much stronger concept introduced in Theorem 2.
Numerical results
We below show in Figure 7 and Table 7 simulated results. We again emulate what was done in earlier section and set all parameters to be the same as before. Along the same lines we again set β = 10, as a way to approach closer β → ∞ regime. As can be seen from both, Figure 7 and Table 7 , the agreement between all presented results is again overwhelming. Moreover, β = 10 doesn't bring much of a difference when compared to β = 3 which hints that there are scenarios where β as small as three is already a fairly good approximation of β → ∞. 
Relying again on ξ M (X , β, 1) = ψ(X , β, 1, 1) and the above machinery we have
(57) is of course again a form of the well-known Gordon comparison principle [5] . Namely, according to the Gordon's principle one has the following
Clearly, connecting beginning and end in both, (93) and (94) we obtain the same inequalities (as earlier, −h and h have the same distribution, and so do −u (4) and u (4) ). SImilarly to what we had above, (93) and (94) are again a special case of a much stronger concept introduced in Theorem 2.
Numerical results In Figure 8 and Table 8 simulated results are shown. All parameters are again the same as earlier, and β = 10 is selected to emulate β → ∞. Both, Figure 8 and Table 8 , again demonstrate a solid agreement between all the presented results with β = 10 being a pretty good approximation of β → ∞. 
Lifting
In this section we introduce a powerful lifting principle that in some scenarios substantially improves on the above introduced comparison concepts. We will be interested in the following function
where G, u (4) , X , β, and s are as earlier, and c 3 ≥ 0 is a real number (a Gaussian framework is also assumed, i.e. we will continue to assume that G ∈ R m×n is an (m × n) dimensional matrix with i.i.d. standard normal components; also we assume a general set X ). In such a context, the expected value of the above function is again the most relevant. We will denote this expected value by ξ * (X , β, s, c 3 ) and set
Following into the footsteps of what we presented in Section 2, we will employ the following interpolating function ψ * (·) to study ξ * (X , β, s, c 3 )
where u (2) is as earlier. Clearly, ξ * (X , β, s, c 3 ) = ψ * (X , β, s, c 3 , 1) . Similarly to what we had in Section 2, ψ * (X , β, s, c 3 , 0) is an object much easier to handle than ψ (X , β, s, c 3 , 1) . Following further what was done in Section 2, below we will try to connect ψ * (X , β, s, c 3 , 1) to ψ  *  (X , β, s, c 3 , 0) which will then automatically connect ξ * (X , β, s, c 3 ) to ψ * (X , β, s, c 3 , 0) . Recalling on (4) we have analogously to (6) 
where u 
) and
M , and Z M from (7) and introducing A (i) * and Z * to be more aligned with the notation of this section
we can rewrite (99) in the following way
Similarly to what we was done in Section 2, we will study behavior of ψ * (X , β, s, t) when viewed as a function of t. To that end we have
Utilizing
dt from (10) we have
As in Section 2, all the terms appearing in the above sums can be handled separately. In fact, many of the computations already done in Section 2 can be repeated with minimal obvious changes. Below we present what the final results of these changes are for each of the terms.
Computing the derivatives
Here we show how one can quickly determine all the relevant derivatives.
Similarly to what was noted in Section 2.8, one can again closely follow the derivations from Section 2.1 and observe that every single step can be repeated with rather minimal differences. Namely, besides already observed changes from Section 2.8, E(u
and E(u
, the powers of Z * and the constants that multiply them will also change (where we used to have power one now we will have (1 − c 3 ) and where we used to have two now we will have (2 − c 3 ); the constant that multiplied power two was minus one while now the corresponding constant that multiplies power (2 − c 3 ) will be −(1 − c 3 )). Following (19) and (67) we then have
√ t
. (104) 1.2) Fixing u (2) Similarly to what we had in (20) we now have
and utilizing the above observation about changing the powers of Z * from (24) and (??) we have
Utilizing the above changing powers of Z * reasoning we then easily have after following the derivation of (26) and (71)
(108)
and through the changing powers of Z * from (33) and (73)
From (34) we also have
and, similarly as above, through the derivation of (40) and (75) Table 9 , the values for ψ * (X , β, s, c 3 , t) are given in two forms: 1) the value itself and 2) the adjusted value 1 βc3 log (ψ * (X , β, s, c 3 , t)) − βc3 2 / √ n (the adjusted value is a way how one can think about connecting ψ * (X , β, s, c 3 , t) and ψ(X , β, s, t); we will discuss this in a greater detail below and whenever we deem as needed, we will present these values as well). As both, Figure 9 and Table 9 , show, the agreement between all presented results is again overwhelming. 
The results that we obtained for s = −1 are presented in Figure 10 and Table 10 . Figure 10 again shows the entire range for t, whereas Table 10 focuses on several concrete values of t. As was the case for s = 1, here we again have that both, Figure 10 and Table 10 , show that the agreement between all presented results is rather overwhelming.
β → ∞
There are many interesting consequences of the above lifting principle. Here we select a particular one that connects to some of the comparison principles that we successively utilized in e.g. [13] [14] [15] . Let us assume that β is large, say β → ∞ and that we have the following scaling c 3 ← observe a bit of the flattening effect which is a consequence of the lifting procedure and in turn tightens the corresponding comparisons from Section 2. This effect will be way more pronounced in the example that follows below. log(ψ * (X , β, s, c 3 , t) ) − βc3 2 )/ √ n as a function of t adjusted ψ * and ψ -standard interp. adjusted ψ * and ψ -computed interp. adjusted ψ * and ψ -no interp. adjusted limβ→∞ ψ * and limβ→∞ ψ -no interp.
ψ(X , β, s, t)
log(ψ * (X , β, s, c3, t)) − log E u (2) ,h e c
3 max
basically one of the key components of the mechanisms we introduced and utilized in [13] [14] [15] .
Numerical results
In Figure 12 and Table 12 simulated results are shown. All parameters are again the same as earlier, with the exception that now β = 10 which again in a way emulates β → ∞ and c 3 = .1. Both, Figure 12 and Table 12 , again demonstrate a solid agreement between all the presented results with β = 10 being a pretty good approximation of β → ∞. In particular, the right part of the figure shows a more pronounced flattening effect as a consequence of the lifting procedure. This of course tightens the corresponding comparisons from Section 2. log(ψ * (X , β, s, c 3 , t)) − βc3 2 )/ √ n as a function of t adjusted ψ * and ψ -standard interp. adjusted ψ * and ψ -computed interp. adjusted ψ * and ψ -no interp. adjusted limβ→∞ ψ * and limβ→∞ ψ -no interp.
( 1 βc3 log(ψ * (X , β, s, c3, t)) − 
Conclusion
In this paper we introduce a series of very powerful statistical comparison results. Two types of comparisons are presented: 1) the general one which relies on the basic analytical properties and 2) the lifted one that relies on a lifting procedure as a way to strengthen the general one. A substantial set of numerical experiments is also presented and a very strong agreement with the theoretical predictions is observed. A particular feature of the presented results is their generality. Although they don't treat extremes of random processes per se, they are strong enough so that they cover these scenarios as well (as we also demonstrated, one can quickly show that they contain as special cases many well known results from the theory of the extremes of random process, including the Slepian's maz and Gordon's minmax principles; in fact, much stronger statement is true, namely, the results that we presented here show that various minmax scenarios are basically just the max ones). Another important feature of the presented results is that they contain as special cases some of the comparison concepts that we utilized as starting points in solving many hard problems in various areas of mathematics in recent years (in particular, for many of these problems it often happened that no other tool was available even to come close to the characterizations that we provided through the comparison principles). Moreover, what we present here is derived pretty much while relying only on the axioms and Leibniz-Newton derivative calculus. As quite a few other results that we have created in recent years essentially use as the starting blocks the concepts presented here, that makes the theories that we developed for handling many hard mathematical problems pretty much fully self-contained and, modulo Leibniz-Newton, entirely based on our own work.
Creating a theory while utilizing not much more than just the axioms, establishes a very powerful selfsustainable tool. Its underlying concepts can then serve as major cornerstones for various other extensions, which include both, the core comparison ones and the application oriented ones. We will present many of them separately to ensure that in this introductory paper the clarity and simplicity of the exposition are preserved.
