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Abstract 
This thesis considers the application of information visualisation techniques to an 
agent-based model of a financial system.   
The minority game is a simple agent-based model which can be used to simulate the 
events in a real-world financial market. To aid understanding of the relationships 
between agents and the model dynamics, we apply information visualisation techniques. 
We use the space-filling information visualisation techniques treemap and sunburst. 
Another information visualisation technique, called logical fisheye-lens, can be used to 
augment treemap and sunburst, allowing users to magnify areas of interest in these 
visualisations. 
In this thesis, treemap and sunburst, both with and without fisheye-lens, are applied 
to the minority game, and their effectiveness is evaluated. This evaluation is undertaken 
through experimentation with users performing various tasks on financial market data 
generated by the model. A subjective questionnaire is also used to measure the users’ 
impressions of the visualisation techniques. 
Finally, new visualisation techniques are proposed and implemented in software. 
These techniques which augment treemap, sunburst and fisheye-lens to account for 
limitations identified in the user experimental evaluation. 
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1  Introduction 
1.1  Motivation and Definition of the Question 
In the real world environment, we often encounter such situations where some 
entities compete for a limited resource. For instance, agents in a stock market compete 
for a fixed number of stocks. Different strategies lead to different trade activities, and 
lead to different profits. The agents who take the minority position (buying when the 
majority wants to sell and selling when the majority wants to buy) will tend to make a 
greater profit in such a market. In general, just a few people will get significant profits 
in this trading activity. Such situations are typical in complex financial systems.   
In this thesis, a model called the minority game [CZ97] is used to simulate such a 
financial system. This is an agent-based model, where every member in the real market 
can be regarded as an independent agent. Each agent has its own properties and 
strategies which can be used to guide its activities. The agent can be any business entity, 
such as a company, a sales agent, a dealer or even an individual. In the real world, an 
agent’s decisions are made through the investigation and analysis of the market and 
learning from other agents. The minority game simplifies this by using only the history 
of the market to guide the next step of activity. 
The minority game model exposes the fundamental essence of a real financial 
market. Such insight can then be applied to real-world applications – for example, 
agents in a stock market can analyse the strategies of other agents and attempt to predict 
future price trends. 
To gain a better understanding of the minority game, two popular visualisation 
techniques can be used: treemap [Sh90] and sunburst [SZ00]. These techniques can be 1.  Introduction    2 
 
used to display the static state of a minority game simulation, or its dynamic evolution 
over time; information on an agent’s capital, strategies and decisions can also be 
displayed. Further, to display some focal information, another visualisation technique 
called logical fisheye-lens [Fu86] can be used to augment treemap and sunburst. With 
this technique, users can magnifying the information they are interested in without 
damaging the whole display. 
Treemap and sunburst have previously been used to visualise hierarchical 
information in applications such as document management [Wa02] [SY02] [SZ00]. 
Some research has been done to compare these visualisation techniques for different 
applications. The results show that they have the advantages and disadvantages in 
different situations. 
The question answered in this thesis is: 
Which advantages and disadvantages do the treemap, sunburst and fisheye-lens 
techniques have for visualising the minority game? 
Unlike previous work, which only attempts to visualise static hierarchies such as 
file system snapshots, the experiments in this thesis consider data from a dynamically 
“evolving” system. In addition, this thesis also considers the application of fisheye-lens 
techniques to these visualisations.   
1.2  Contributions of this Thesis 
There are three major contributions of this thesis: 
(1) Visualising the minority game model using the treemap, sunburst and 
fisheye-lens techniques. 1.  Introduction    3 
 
(2) Comparing these visualisation techniques through user experimentation, 
including both objective tasks and a subjective survey of users’ preferences. 
(3) Proposing enhancements to these visualisation techniques based on their 
shortcomings identified in these experiments. 
1.3  Organization of this Thesis 
This thesis is organized as follows: 
•  Chapter 2 introduces background knowledge about the minority game model. A 
generalized minority game model is presented and some related experimental 
analysis of the parameters in the model is given. A standard minority game 
model that can be used to simulate a real-world stock market is also introduced. 
•  Chapter 3 introduces background knowledge about information visualisation. 
Emphasis is placed on the visualisation of hierarchical information, and the 
application of geometric and logical fisheye-lens techniques. 
•  Chapter 4 explains, in detail, the two main space-filling visualisation techniques 
that will be used in this thesis: treemap (and its variants) and sunburst. 
•  Chapter 5 details the particular variation of the minority game used in this thesis 
and how the treemap, sunburst and fisheye-lens techniques are used to visualise 
it. 
•  Chapter 6 presents the design, procedure, results and analysis of the user 
experiments. 1.  Introduction    4 
 
•  Chapter 7 introduces enhancements to the existing space-filling visualisation 
techniques, based on the disadvantages identified in Chapter 6. 
•  Chapter 8 summarises the thesis, and discusses possibilities for future research. 
•  Appendix A lists the tasks and questions used in the experiments of Chapter 6, 
and includes screenshots of the experimental software being used. 
•  Appendix B discusses details of implementing the experimental software. 
•  Appendix C presents the Human Ethics approval and documentation for this 
thesis. 
•  Appendix D (as a CD) contains all software used in the thesis. All software was 
developed by the author and is written in Java. The raw data from the 
experiments and the statistical results generated by SPSS are also included in the 
CD. 
The main contributions of this thesis are to be found in Chapters 5, 6 and 7. 
 
1.4  Publications 
Some of the work presented in this thesis has previously appeared in the following 
publications: 
 
Wei Jiang, Richard Webber and Ric D Herbert (2005), “Information Visualization 1.  Introduction    5 
 
Of An Agent-Based Financial System Model”, The Proceedings of 11th International 
Conference on Computing in Economics and Finance (CEF2005), Washington DC, 
USA, June 2005. gemini.econ.umd.edu/cgi-bin/conference/ 
download.cgi?db_name=SCE2005&paper_id=468, [accessed 16 Sep 2006] 
 
Wei Jiang & Richard Webber & Ric D Herbert (2005), “Measurement of 
Space-filling Techniques in Simulating the Minority Game”, Neural Networks and 
Brain, ICNN&B’05. IEEE International Conference, Publication Date: 13-15 Oct 2005, 
Volume: 1, PP:542-547, ISBN:0-7803-9422-4, Posted Online:2006-04-10 
 
Webber, Richard, Ric D Herbert and Wei Jiang (2006), “Space-filling Techniques in 
Visualizing Output from Computer Based Economic Models”, The Proceedings of 12th 
International Conference on Computing in Economics and Finance (CEF2006), 
Limassol, Cyprus, June 2006. 
https://gemini.econ.umd.edu/cgi-bin/conference/download.cgi?paper_id=67, [accessed 
16 Sep 2006] 
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2  The Minority Game 
2.1  What is the Minority Game? 
In modern society, financial activities are very common. Big companies and small 
individual consumers are both members of the powerful economic system. Their 
activities determine the trends of market prices. It is very important to find an efficient 
mechanism to create models of market environments and to analyse the relationship 
between financial activities and market prices based on those models. 
In this thesis, a simple model called the minority game [CZ97] is used to simulate a 
financial market system. Using the minority game, we can well simulate the situation 
where a fixed number of agents share limited resources in a market. Despite the 
simplicity of this model, it can simulate the fundamental events of real-world financial 
markets, and gives us a good starting point to research the properties of complex 
financial systems. 
The minority game is an abstract model based on the El-Farol Bar problem which 
W. Brain Arthur used to illustrate bounded rationality and inductive behaviour in 
economics [Ar94]. For this problem, consider 100 people trying to decide if they will go 
to “El-Farol Bar” tonight. The atmosphere of the bar is best when it holds 40 patrons. If 
the number of people in the bar is too far above 40, then the bar is too crowded and 
people do not enjoy themselves. If the number of people in the bar is too far below 40, 
then the bar is too empty and people do not enjoy themselves. Only within a fixed range 
around 40 will the patrons have a good time. No one knows ahead of time how many 
people will go to the bar. Everyone has to decide whether or not to go, based purely on 2 – The Minority Game    7 
 
the numbers of people who attended in previous nights. Arthur uses this as an example 
of a complex dynamic system which can be considered as a game. 
The general minority game simplifies the “El-Farol Bar” model as follows: 
•  An odd number of players or agents participate in the game; 
•  In each step, every agent has to choose between two alternatives, such as “0” 
and “1”, or “buy” and “sell”; 
•  The ones who chose the minority side win that round; 
•  Those who chose the majority side do not win that round;   
•  Every agent makes their decision based only on the previous history of results. 
In relation to “El Farol Bar” problem, the minority game has the following 
differences. First, the minority game simplifies the events that decide the result as a 
random number determines the size of the winning group, rather than a fixed number 
like 40. Next, the number of participants is limited to an odd number where in “El Farol 
Bar” problem it can be odd or even.  Furthermore, in the “El Farol Bar” problem, the 
public information is the result of the game as ‘good’ or ‘bad’, and the others’ choices in 
the previous rounds. Here, ‘good’ means the number of attendances is around 40, and 
‘bad’ means too crowded or too few. In the minority game, the public information is the 
result of each agent as ‘win’ or ‘lose’, and this agent’s choices in the previous rounds. In 
the application significance, the mechanism that minority ‘wins’ is more typical and 
very close to the real situation in the real world that some agents compete for limited 
resources.  
Here, we give an example of how a minority game runs. There are 11 agents in the 2 – The Minority Game    8 
 
game. At a certain time point, 6 agents choose “1” and 5 agents choose “0”. The 5 
agents who chose “0” are the winners as they are on the minority side, while others are 
the losers as they are on the majority side. The winners get a reward (e.g., a point added 
to their score) while the losers get nothing. 
Each agent has its own strategy to help making decisions about which alternative to 
choose. These strategies use the result of previous rounds of the game to make a 
decision for the next round. A binary sequence can be used to represent which choice 
was the winner in each of the previous rounds – this is called a history. The entire 
history for all rounds of the game is called the game’s signal. A set of possible histories 
plus their resulting decisions forms a strategy. Table 2-1 shows a sample of a strategy. 
History Decision
000 1 
001 0 
010 0 
011 1 
100 1 
101 0 
110 1 
111 0 
Table 2-1: A decision strategy (M=3) 
For the historical record of length M, we must account for 2
M different possible 
histories, each with a corresponding decision. For example, the agent will choose 1 
when the history is 000 is shown in row 1 of Table 2-1. Such a group of 2
M histories and 
their decisions forms one strategy. It follows that the set of possible strategies is 2
2^M. 
There are 3 parameters that define a particular minority game. As well as M (the 
length of the public historical record) there are N (the numbers of agents) and S (the 
numbers of the strategies held by each agent). The parameter S defines the number of 
strategies an agent can have to choose between – this can be more than 1. Under the 2 – The Minority Game    9 
 
simple minority game model, every agent has the same value for S. In the standard 
minority game, agents cannot affect one another – that is, one agent cannot tell another 
agent their strategy, or learn the strategy of another agent. 
In addition to the score recorded for each agent, each strategy also gets a virtual 
score based on how many times that strategy (if used) would have resulted in a win for 
the agent. This virtual score is used as a reference for measuring the performance of a 
strategy. In some variations on the minority game model, the agents chose a strategy 
from their strategy pool based on the virtual score of each strategy [Zh98]. 
An evolutionary mechanism was imported into the minority game model by Zhang 
[Zh98]. Within this model, the success of each agent can be judged by its score or 
winning rate. At certain time steps, one or more of the worst agents (those with the 
lowest win rates or the least scores) will be removed from the game. Then, the same 
number of new agents will be added to the game. The new agents will (typically) inherit 
the strategies of the best agent(s). The frequency at which evolution occurs becomes 
another parameter of the model. 
To aid in understanding the evolution model, in Figure 2-1, the evolutionary 
hierarchy is represented by a tree in which each node represents an agent in the minority 
game model. Time increases as we move down the tree. After each evolution point, we 
get a different set of agents. In Figure 2-1a, the root node is a dummy node whose 
children are the initial agents of the game. There are five initial agents, A, B, C, D and E, 
shown at time t1 – this is before any evolution has occurred. At time step t2 (Figure 
2-1b), an evolution step occurs. Agent A is the best agent, and remains in the game. 
Agent B is removed from the game, as it is the worst agent. Agents C, D and E remain 
in the game as they are neither the best nor the worst agents. 2 – The Minority Game    10 
 
In the tree view, lines between agents represent the heritage relationships between 
parent agents and their children. Agent B from t1 has no children in t2 since it has been 
removed from the game. Agent A1 is added to replace agent B (the number of agents 
must remain constant). The new agent A1 has the same strategies as agent A (hence is a 
child of A), but it starts with the default score. Agents A, C, D and E are carried over 
from t1 to t2 as, respectively, A*, C*, D* and E*. These agents at time t2 are the same 
as their “parent” agents from time t1. The * is simply a convenient way to distinguish 
them in the tree view. 
If there are more than one “best” agents, then we can arbitrarily pick one and pass 
on its strategy. If there are more than one “worst” agents, then all worst agents are 
removed and replaced by copies of the best agent. 2 – The Minority Game    11 
R 
 
A  B  C  D  E  t1 
R 
A  B  C  D  E  t1 
A*  A1  C*  D*  E*  t2 
(a) Before evolution
(b) After evolution
 
Figure 2-1: Evolutionary trees 
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2.2  Measurement of the Parameters of the Minority Game 
In the research of Challet and Zhang [CZ97], the simplest general minority game 
model was built. This model contained no strategy, learning or evolution. They 
performed experimentation and analysis to measure the affects of different parameters 
under this model. 
First, they researched the affects of the different value of parameter M with fixed N and 
S. Figure 2-2 shows the affects of the different length M to the agent for making 
decisions over time. There are 1001 players attending the game. Every player has to 
choose one alternative between option A and B. The actual number of attendance at side 
A is different with different memory size 6, 8 and 10 against time. In the figure, the 
x-axis represents time and the y-axis represents the numbers of agents that chose 
alternative  A in each round. It is clear that the fluctuation in A descends with the 
ascending of value M. That is, the longer the public history record, the less fluctuation 
in choice. The most ideal situation is that (N-1)/2 agents chose the minority side – in 
this case the resource will be shared most effectively [CZ97]. So, the degree of resource 
sharing is correlated to value of M. This is most likely because, as M increases, the 
agents have more information on which to base their decisions. So we can say, the 
individuals in the game are more ‘intelligent’ with more memory size. 
The research of Challet and Zhang also shows that, when the length of M becomes 
very large, agents have to spend more time to make decisions. Thus, though the resource 
is shared more equally as M increases, the efficiency of operation decreases. 2 – The Minority Game    13 
Another simulation analysis by Challet and Zhang measures the affects of payoff. 
Payoff is the benefit (addition to score) which an agent receives for being in the 
minority side. Different payoffs lead to different strategies. In this experiment, two 
cases were measured. In the first case, every winning agent received 1 added to their 
score. Under such a condition, no matter how many agents win, the payoff is fixed. It is 
said that the payoff is independent from the number of winners. The strategies 
employed by each agent need only to consider whether he or she can be in the minority 
side in a certain round. 
 
(a) M=6 
 
(b) M=8 
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(c) M=10 
Figure 2-2: Fluctuation of choice A against different M [CZ97] 
 
(a) The distribution of choice A when the payoff is fixed 
 
(b) The distribution of choice A when the payoff is equal to N/X-2 
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(X is the number of winners in the round) 
Figure 2-3: Distributions of the choice based on different payoffs [CZ97] 
Figure 2-3a shows the distribution of choices in the case above. The x-axis 
represents the number of times an agent chose A during the game. The y-axis represents 
the number of agents who chose A with the frequency. The figure shows a normal 
distribution with one peak at A chosen 50% of the time. 
The second case considered by Challet and Zhang uses a payoff which equals N/X-2, 
where X is the number of winners in that round. This payoff is linearly inverse in the 
number of winners – that is, the less the number of winners, the more payoff the 
winners receive. The best result (for an individual agent) is achieved when there is only 
one agent in the minority side. Under such condition, agents will have to consider not 
only how to stay in the minority side, but also how to lure other agents into the majority 
side. In this case, the distribution of choices exhibits a bimodal distribution, as shown in 
Figure 2-3b. 
As one of the three prime parameters, the value of S, also measured in an 
experiment. S is similar to M in that it provides more “freedom of choice” to an agent 
when making its decisions. The larger the value of S is, the more strategies an agent can 
choose between. In this experiment, agents were measured with varying S and fixed M. 
Figure 2-4 shows the winning rates of three agents – the best, the worst and one near the 
middle (winning rate here is the proportion of winning rounds during the game). The 
results show that an agent’s winning rate becomes lower as the value of S gets larger. 
The reason is probably that many options “distract the agent’s attention”. Large amounts 
of experimental data show that the best effect is achieved when an agent is able to focus 
on just one strategy. Furthermore, Figure 2-5 shows the relationship between the 2 – The Minority Game    16 
switching rate of an agent’s strategy (how often the agent’s “best” strategy changes) and 
its winning rate. The more frequent the strategy is switched, the lower the winning rate. 
From a statistical point of view, the score distribution of agents is balanced when 
time and number of agents move towards positive infinity. This is shown in Figure 2-6, 
which displays the scores over time of 9 agents, grouped into best, worst and average. 
Note that the scores of the best agents rise linearly while the scores of the worst agents 
descend linearly at a similar rate. It is also interesting to note that the “bad” agents are 
always bad while the “good” agents are always good. 
 
Figure 2-4: Winning rate against number of strategies [CZ97] 
 
Figure 2-5: Relationship of switching rate and winning rate [CZ97] 
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Figure 2-6: Scores of 9 agents over time [CZ97] 
 
Figure 2-7: Distribution of success rate with different time length [CZ97] 
As time approaches positive infinity, the distribution of agents’ scores will approach 
the best possible result – the number of “winning” agents approaches (N-1)/2 and the 
resources are equally shared. This is reflected in Figure 2-7, which shows the virtual 
score of each strategy versus its winning rate. The x axis represents the winning rate of 
the strategy, and the y axis represents the virtual score of each strategy. The figure 
shows plots for three different times within the game (1000, 5000 and 10000). As time 
increases, the distribution of strategies becomes more concentrated around the 50% 
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winning rate. In other words, as time approaches positive infinity, each agent will adopt 
strategies which most equally share the resource. This means there is not a so-called 
‘good strategy’ or a ‘bad strategy’. 
Evolution is another important factor in the model, especially if a mechanism to 
adjust strategies is used. Generally with evolution, the new-born agent inherits all the 
strategies of the best agent but reset the virtual scores of the strategies to zero. However, 
such an evolutionary mechanism could lead to an unequal sharing of resources. Figure 
2-8 compares two cases where the x axis represents time and y axis represents numbers 
of people who chose side A among 1001 people. In the first case, a new-born agent 
inherits the strategies of the best agent and then replaces one of these strategies with a 
new (random) strategy. This procedure is called “learning”. Using this learning 
procedure, the performance of agents becomes closer to ideal as time approaches 
positive infinity.   
 
(a) Evolution with a “learning” procedure 
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(b) Evolution without a “learning” procedure 
Figure 2-8: Agent performance under evolution [CZ97] 
In the second case, new-born agents simply inherit the best agent’s strategies 
without any mutations. In this case, even though the activities of the agents are still 
different (since the virtual scores of the strategies are different), the performance of 
agents does not converge to the ideal, as shown in Figure 2-8b. From this we can 
conclude that an evolution mechanism with simple inheritance but no “learning” 
procedure is not enough to produce a stable simulation. 
The final simulation experiment of Challet and Zhang considered the effect of using a 
dynamic value of M, and measured it against the number of agents (N). The “learning” 
process in this experiment is that a bit of memory can be added or subtracted for the 
new player. In the experiment, two groups of players with different numbers 101 and 
1001 attend the game with the initial average memory length (M=2). At the end of the 
game, the memory length had stabilised around 4, the bigger population with M slightly 
more than the smaller population (see Figure 2-9). The results show that more people 
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need more time to learn, but at last the final memory length will be steady with the time, 
and the more the people, the more powerful memory are needed.   
 
 
Figure 2-9: Varying M over time for different values of N [CZ97] 
2.3  A Standard Minority Model for Simulating a Stock Market 
Since the minority game was created by Challet and Zhang [CZ97], there have been 
over 200 related papers published. The minority game has been used in many different 
research areas as a simple agent-based model. The underlying mechanism of many 
agents competing for a limited resource can be used in simulating complex 
environments such as economic systems [MS00, BP00], Internet traffic [HPPL98], 
ecology [TCPG01] and biology [NM92, So99]. However, the most common application 
area, and the purpose for which the minority game model was created, is financial 
market simulation. Based on his abstract minority game and the quantitative analysis, 
Y-C Zhang [Zh98] made a standard minority model for a stock market. 
A simple stock market prototype was built based on the analysis above. In that 
model, the choice made by agents is to either “buy” or “sell” the chosen stock. Cash and 
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stock are exchanged through the trade. The history of winning choices is used to decide 
whether to buy or sell in the next round. A variable payoff is used – winning agents 
receive a payoff inverse in the number of winners. Agents cannot directly affect the 
strategy of another agent or learn another agent’s strategy. However, evolution is used to 
model the propagation of successful strategies. 
This simple model is a good beginning for simulating a financial market with the 
minority game, but there is considerable research left to perfect the model. For example, 
the current minority game model can just be used to simulate the simplest activities in 
the real financial market. But in the real market, the activities are not only buying and 
selling. In the stock market, people can choose buying, selling or keeping their current 
stock which is more than two options. Also, in the real market, people do not just make 
decisions based on the previous history, and the decisions they make affect one another. 
In the stock market people can easily get a very long history through the Internet (for 
example, with Bloomberg software [Bloomberg]) which means that the memory is very 
huge. If considering the number of stocks, capital and trades in a real stock market, the 
minority model will become very large indeed. 
2.4  Remarks 
This chapter introduced the agent-based model called the minority game. Though it 
is a theoretical game [We95], it can be applied to a variety of fields. To be successful, a 
minority game model should have the following properties: 
•  An odd number individuals competing for a limited resource; 
•  A public historical record used to help making decisions; 2 – The Minority Game    22 
 
•  An evolutionary mechanism that ensures the system trends toward 
“equilibrium”. 
Section 2.1 introduced the basic definition of the minority game model. The 
original purpose of the minority game was to analyse financial problems using 
simulation methods from physics. An evolutionary mechanism was added to simulate a 
real financial market, in that each agent has to adjust its strategy to ensure it won’t be 
“wed out” of the model. The “learning” that results leads to a model with a symmetric 
distribution of resources. 
Section 2.2 introduced research by Challet and Zhang [CZ97] into the parameters 
of the minority game model. Different values of M  and  S, and different payoff 
mechanisms, were measured to analyse their affects on the system. Furthermore, they 
found that a simple evolutionary mechanism is not enough for conducting a ‘perfect’ 
system, and that self-adjusting strategies should be included in the model. Based on this 
work, researchers can identify the appropriate characteristics to build a model to 
simulate a real financial market. 
Section 2.3 briefly introduced a standard minority game prototype which simulates 
a stock market. However, the requirements of the simple minority game are somewhat 
limiting for this application. In particular, in a stock market there are usually three 
possible activities: “buy”, “sell” or “hold” – the number of agents who are observing the 
market while holding their stocks can be an important factor in determining the stock 
price. This situation is not allowed in the simple minority game model. However, it can 
be modelled by a system with a changeable value of N (those agents who hold their 
stocks are not counted in N for that round). Researching the affect of a dynamic value of 2 – The Minority Game    23 
 
N on the minority game model could be a useful approach to understanding the 
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3.  Information Visualisation 
3.1    Background 
Visualisation is the process whereby information and knowledge are transferred to 
the user in a visual form. Visualisation supports a human being’s natural capability to 
recognize visual information quickly. A good visualisation interface lets us observe, 
manipulate, research, browse, filter, discover and understand a large amount of 
information and communicate our understanding of this information easily. 
Visualisation can also help to find hidden characteristic and rules in data. [FWD01] 
We can regard visualisation as a kind of mapping from raw data to a visual form 
and then to the user’s internal mental model. In the information visualisation reference 
model (see Figure 3-1), there are three procedures as the information is transformed 
from the original data to the visual form. They are data transformation, visual mapping 
and view transformation. 
 
Figure 3-1: Information visualisation reference model [CMS99] 
3.1.1  Data transformation 
Data transformation converts the raw data into data tables. Raw data could be raw 
text, networks of Web pages, etc. The raw data is transformed into a structured form, 
such as tables or graphs, which can be more easily manipulated. 3 – Information Visualisation    25 
 
Formatted: Font: 9 pt
3.1.2  Visual mapping 
The goals of mapping data tables into a visual structure are: 
z  All the data in the data tables are represented in the visual structure. 
z  The visual structure is easy to interpret. 
 
There are three aspects to a visual structure: spatial substrate, marks and the marks’ 
graphical properties. In the procedure of visual mapping, visual structure encodes the 
information with marks (node, lines, text) and graphical properties (colour, size, shape) 
in the spatial substrate.   
3.1.3  View transformation 
The purpose of view transformation is to interactively modify and/or augment the 
visual structure so that it is possible to interact with the information being visualised. 
The basic techniques include viewpoint control (change the user’s orientation within the 
visual structure) and distortion (filtering, summarising or warping the visual structure). 
Several methods of distortion will be discussed later in this thesis.   
Due to the broad application of the Internet, calculation of financial data, 
development of e-business and data mining techniques, there has arisen the need for 
visualisation techniques to be applied, not only to scientific data, but to abstract 
information. Information visualisation is the area of visualisation concerned with how 
to represent the properties of interest from such data visually when the data itself has no 
intrinsic visual representation. 3 – Information Visualisation    26 
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(a) 
 
(b) 
Figure 3-2: Two traditional plots 
Consider a traditional plot and a tree view diagram. A traditional plot is based on 
two-dimensional axes. The x- and y-coordinates represent two properties of data objects. 
In a plot, when the value of one property is fixed, the values of the other property can be 
compared. For example, in Figure 3-2a, when the x-value is fixed to α, we can see easily 
the y-value of A is larger than the y-value of B. Furthermore, we can observe trends in 
these values. For example, in Figure 3-2b, the trend of C is descending at first, before 
turning and ascending. When the y-value is fixed to β, there are two different x-values 
for C. 3 – Information Visualisation    27 
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However, sometimes we wish to know the relationship between objects that go 
beyond those which can be shown by a traditional plot. For example, we may wish to 
visualise that object A is a “child” of B and B is a “child” of C. A traditional plot cannot 
(in general) show this type of relationship. This sort of hierarchical relationship between 
objects can easily be shown using a tree view diagram, such as Figure 3-6. 
There has been much research in the area of information visualisation. For a general 
overview, see [CMS99], [Sp00] and [Wa04]. In this thesis, we are mainly interested in 
the following areas. 
1.  Visualisation of hierarchical information 
A very common relationship between abstract objects is a hierarchical relationship. 
Examples include a file directory structure and (most) organizational management 
structures. The most intuitive hierarchical structure is the tree structure. Some 
traditional tree visualisations can be seen in Figures 3-6 through 3-8. Other techniques 
include cone trees [RMC91], hyperbolic trees [LRP95] [LR96], treemaps [Sh90] and 
sunbursts [SZ00]. These techniques are described in detail in Section 3.2 and Chapter 4. 
2.  Multi-dimension information visualisations 
No more than 3 dimensions of information can be visualised by the positions of 
graphical elements within the spatial substrate. However, in the real world, there is 
much information with many more than three dimensions. Colour, size, etc., can be used 
to visualise some of these extra dimensions. 
Even the difference between 2 and 3 dimensions can be significant. There is 
evidence that a 3-dimensional space can represent more information than a 3 – Information Visualisation    28 
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2-dimensional space [WF94]. How to effectively use 3-dimensional visualisations on a 
2-dimensional computer screen is also an important research question. The 
2-dimensional projection of a 3-dimensional visualisation should include all the 
information of the 3-dimensional space and provide a good interface for the user to 
interact with the information.   
3.  Visualisation of dynamic data 
In real world applications, it is often not sufficient to have only a static view of the 
information. It is often necessary to visualise information that changes dynamically (and 
even unpredictably) over time. The visualisation of information which varies over time 
is an important research area [Tu83][Ge98]. The successful visualisation of dynamic 
information can help us understand how this information changes over time and even to 
predict the future trends of the system. Typical applications include stock market values 
and Internet traffic data. 
In many cases, independent data only give us few clues and even cheat us. For 
example, Table 3-1 shows a sales revenue report of a company from 2000 to 2004. We 
can conclude that every December is a peak month since the sales revenue in each year 
from 2000 to 2004 is much higher than in other months. We then deduce the reason that 
Christmas is the possible cause of the peak. But, if we trust isolated data, we will 
probably arrive at a wrong conclusion. For example, compared to the datum of April 
2002 and the same month in the previous two years, the sales revenue descends. But, in 
fact, the overall sales revenue from 2000 to 2004 is continuously ascending. Reading a 
table can take much time, whereas a diagram supplies an intuitive interface to help 3 – Information Visualisation    29 
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people understand and compare the datum easily. Figure 3-3 is the corresponding 
diagram of Table 3-1, from which it is easy to reach the conclusion that the company is 
growing over time.   
Month      Year  2000  2001  2002  2003  2004 
1  3.12  4.21  5.87  5.87  7.32 
2  3.81  4.77  7.32  8.32  9.32 
3  2.92  3.59  6.32  9.32  10.55 
4  4.11  4.89  3.32  8.22  9.38 
5  3.24  5.22  7.33  8.34  9.83 
6  4.21  5.21  8.21  8.23  10.88 
7  2.45  6.27  9.23  10.32  11.34 
8  1.52  3.87  5.32  7.32  8.38 
9  2.77  4.21  6.38  5.33  10.83 
10  2.41  3.23  8.33  9.34  12.83 
11  3.24  4.79  9.34  11.32  12.83 
12  8.21  12.33  15.98  22.32  25.38 
 
Table 3-1: Sales of a company from 2000 to 2004 
 
Figure 3-3: Sample diagram of Table 3-1 3 – Information Visualisation    30 
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3.2    Visualisation of Hierarchical Information   
Commonly, a tree is a data structure of an abstract data model of real applications. 
A tree is a planar, acyclic graph. There is one and only one undirected path between 
any two nodes. Rooted trees are widely used in applications to represent file systems, 
organizational charts and similar hierarchies. In a rooted tree, there is one and only one 
root node and all edges are directed towards it [Ha72].   
A tree drawing is the conversion of an abstract model into a visual form to help 
people understand the model. We will introduce some tree drawing methods in this 
section including the simplest method and many popular techniques.   
In a simple rooted tree drawing algorithm (such as that in [Ta93]), nodes of the 
same level are horizontally aligned. For each node vi, we just let y(vi) be the level 
(distance from the root) of vi and x(vi) be the rank of vi in an in-order traversal of the tree 
starting at the root. The width of the drawing is equal to n (the number of nodes), and 
the time taken to calculate the drawing O(n log n) if the tree is balanced, but O(n
2) if the 
tree is not balanced. This visualisation of a tree displays its symmetries and its 
isomorphic subtrees (see Figure 3-4). 
Reingold and Tilford improved the above drawing using a recursive approach 
[RT81] [Ta93]. As shown in Figure 3-5, after the individual layouts for the left and right 
subtrees are determined, the subtrees are placed so they are separated by a horizontal 
distance of 2 units. Their common parent node is then placed on the level above 
vertically and half-way horizontally between its children. If there is only one child, then 
the parent is placed at horizontal distance 1 from the child, according to whether it is a 3 – Information Visualisation    31 
 
Formatted: Font: 9 pt
left or a right child. This approach generally yields good drawings, but does not 
guarantee that the width of the drawing is minimal. For example, the drawing in Figure 
3-8a can be made to occupy less width by moving the unshaded three-node subtree to 
the left, as in Figure 3-8b. Unfortunately, it has been shown that minimizing the width is 
NP-hard if integer coordinates are required [Ta93]. Particularly, a simple tree drawing 
diagram can be regarded as a more complex plot diagram with the x- and y-coordinates. 
We can see that a conventional plot diagram like Figure 3-2 shows it is not enough to 
represent a specific structure like a tree.   
As we mentioned in Section 3.1, many other techniques have been proposed for 
visualising hierarchical data structures. In this thesis, we try to find a good visualisation 
technique to represent the tree structure that is generated by the minority game with 
evolutionary mechanism. Here we give some criteria for a good visualisation technique 
to visualise the minority game.   
z  Ability to represent the hierarchical structure and the relationship of the parent 
node and children nodes. 
z  Ability to compare events: colour and size of the segments in the view can be 
used to represent the properties of each agent like score and strategy.   
z  Use of space effectively. No obvious space is wasted. 
The following sections outline some of these techniques, and give the reasons why 
two techniques in particular – treemap and sunburst – were chosen for use in this thesis. 3 – Information Visualisation    32 
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Figure 3-4: A simple rooted tree drawing [Ta93] 
 
Figure 3-5: Left and right subtrees drawing [Ta93] 
 
(a) Before minimization 3 – Information Visualisation    33 
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(b) After minimization 
Figure 3-6: Minimum width tree drawing [Ta93] 
3.2.1  Cone Tree 
Cone tree [RMC91] is a highly interactive 3-dimensional visualisation technique 
that uses cones to represent a hierarchical structure. Each cone represents one parent and 
all of its children nodes. Many cones are drawn recursively to represent a whole tree. 
Figure 3-7 shows an example cone tree. In the snapshot, each node is drawn like a 3×5 
index card. The location of the node is based on its level in the tree. When one node is 
selected with the mouse, all nodes on the path from that node up to the root are rotated 
to the front of the display and highlighted. Smooth animation is used to help users to 
understand the relationship between the successful views. In many applications, the 
nodes are rendered in different colour to show properties of the nodes – for example, 
file type in a file management system [CM00]. 
An advantage of a cone tree over a traditional tree view is that it uses interactive 
animation to enhance the users’ perception of the information. However, considered 
with the criteria mentioned in section 3.2, although a cone tree uses 3-dimensional space, 
the overall structure is still like the traditional tree view, with few nodes at the top and 
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trees with more than a moderate number of nodes. In addition, much of the information 
in the tree is often hidden because of occlusions between elements in the 3-dimensional 
structure. The size and colour of the nodes in the view can represent the score and 
strategies, but it is not easy to compare arbitrary nodes without changing the focus in 
the visualisation.   
 
Figure 3-7: A cone tree display[RMC91] 
3.2.2  Hyperbolic Tree 
Hyperbolic tree [LRP95] [LR96] is a focus+context technique for visualising and 
manipulating large hierarchies. As a focus+context technique, it supports the user to 
focus their attention on the details of a specific area of the visualisation, without losing 
track of the surrounding visual context. The main advantage of the hyperbolic tree over 
other focus+context approaches is that there is no need to recalculate the layout as the 
user moves their viewpoint. 3 – Information Visualisation    35 
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The approach taken is to layout the hierarchy once in hyperbolic space, much like a 
cone tree but with the children of each node placed on the surface of a hemisphere 
centred on the node. Then, the hyperbolic space is mapped onto a circular 
2-dimensional display region as the user moves their viewpoint. Figure 3-8 shows an 
example of a hyperbolic tree. The “focus” node appears in the centre of the display, and 
its neighbours are placed around it. 
Users interact with a hyperbolic tree browser by changing their focus from one 
node to another, typically choosing from the nodes in the neighbourhood of the current 
focus (see Figure 3-8). Like a cone tree, a hyperbolic tree can use smooth animation and 
help users follow the change in the visualisation. Note that this animation is not a 
change in the underlying layout of the visualisation – rather, it is simply a change in the 
user’s viewpoint within hyperbolic space. 
The amount of space needed to display a node decreases as a function of its 
distance in the tree from the focus node. The number of nodes that can be 
accommodated around the edge of the display can be exponentially large. Further, 
experiments have shown that a hyperbolic tree browser can be used to handle up to 10 
times as many nodes as a conventional browser when performing node location tasks 
[LRP95]. 
The main disadvantage of a hyperbolic tree is that it is difficult to compare the sizes 
of nodes due to the “scaling” of hyperbolic space. 3 – Information Visualisation    36 
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(a) Focused on “Allaire” 
 
(b) Focused on “Hicks”   
Figure 3-8: A hyperbolic tree [LRP95] 
3.2.3  Pyramid Tree 
Pyramid tree [BPV96] uses a set of overlapping triangles in the shape of a pyramid 
to represent the nodes in the tree. The approach taken by a pyramid tree is to make best 
use of the space available by sharing triangles between several subtrees. 3 – Information Visualisation    37 
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For example, in Figure 3-9a, a pyramid tree represents a 13 node tree with 9 
triangles. Nodes A to M are represented by triangles 1 to 9, with triangles 6, 7 and 8 
representing more than one node each. The meaning of the ambiguous triangles is 
decided based on the “focus” node chosen by the user. For example, when triangle 2 is 
highlighted, triangles 5, 6 and 7 represent nodes E, F and G respectively, when triangle 
3 is highlighted, triangle 6, 7 and 8 represent nodes F, G and H respectively, when 
triangle 4 is highlighted, triangle 7, 8 and 9 represent nodes G, H and I respectively. 
Figure 3-9b shows a simple sample of highlighted diagram. In the figure, the three 
sub-triangles of B represent nodes E, F and G respectively when B is chosen. 
Table 3-2 contains a comparison of a traditional tree view and the pyramid tree, 
where n is the branching factor of the tree and k is the depth. As can be seen, the number 
of graphical elements needed to represent the tree is exponentially fewer in the pyramid 
diagram than in the traditional tree view. For example, in a tree with depth 3 and 3 
sub-nodes each node has, 13 nodes are needed in normal tree view, and only 9 nodes are 
needed in pyramid tree with the method Figure 3-9 shows. The number of saved nodes 
increases rapidly with the rise of the branching factor and the depth of the tree. 
As each triangle can be used to represent multiple nodes from different parts of the 
hierarchy, colour is used to help the user understand the role of each triangle. For 
example, in Figure 3-10a, when a focus node is chosen, all nodes are highlighted in a 
colour to indicate their role. The colour key is shown in Figure 3-10b. Based on the 
colour key, the nodes are given different roles as ‘selected node’, ‘uncle node’, 
‘browsing uncle node’, etc.   3 – Information Visualisation    38 
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Table 3-2: Comparison of traditional tree view and pyramid tree [BPV96] 
 
(a) A tree and its ambiguous drawing 
 
(b) Disambiguated by focusing on node B 
Figure 3-9: A pyramid tree [BPV96] 
The advantages of the pyramid tree method are that the space utilization (both in 
terms of area and number of visual elements) is much better than a traditional tree view, 
and the user can view both focus and context simultaneously. However, the distribution 
of the nodes is still like the conventional tree view in that it has few elements at the top 
and many at the bottom. Also, when the focus node is selected the pyramid tree cannot 
display the heritage relationships of many of the nodes not descended from the focus 3 – Information Visualisation    39 
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node. Furthermore, this technique depends on all nodes having the same size and uses 
colour to assist in displaying the hierarchical structure – as a result, node size and colour 
cannot be used to encode other information in the visualisation. 
 
(a) highlighting 
 
(b) colour key 
Figure 3-10: Colour highlighting in a pyramid tree [BPV96] 
3.3    Focus+Context Visualisation — Generalized Fisheye-lens 
Fisheye-lens [FPF88][MRC92][SB94][Fu86] is a type of focus+context technique 
that can be used to magnify part of a visualisation without destroying the context around 
it. Fisheye-lens techniques can be divided into two types: geometrical fisheye-lens and 
logical fisheye-lens. Geometrical fisheye-lens is much like a magnifying glass. Through 
moving the “lens” the user can focus on part of the visualisation and see the focal area 3 – Information Visualisation    40 
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in detail. Just like a magnifying lens, a geometrical fisheye-lens can be used with any 
visualisation technique – it simply magnifies the graphical image of the visualisation, 
independent of any underlying layout algorithm. However, unlike a normal magnifying 
lens, a geometrical fisheye-lens distorts the display without hiding any information 
around the focal area. 
Consider the example of a magnifying lens in Figure 3-11. Comparing Figures 
3-11a and 3-11b you can see that, after magnification, some information around the 
magnifying lens is lost. Now consider the example of a geometrical fisheye-lens in 
Figure 3-12. You can see that the original display is distorted, magnifying the central 
area, but the information around the focus is not lost. Rather, the information further 
from the focal area is reduced to make room for the focal area – but it is still there, 
providing the user with a context for the focal information. 
  
(a) Before magnification (http://desk.hdskin.com/)   3 – Information Visualisation    41 
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(b) After magnification (http://desk.hdskin.com/) 
Figure 3-11: A magnifying lens 
 
(a) Before magnification 
 
(b) After magnification 
Figure 3-12: A geometrical fisheye-lens magnifier 3 – Information Visualisation    42 
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Figure 3-13: A sample display of perspective wall [MRC91] 
Geometrical fisheye-lenses appear in applications under many guises. For example, 
the  perspective wall [MRC91] is a 3-dimensional visualisation based on a 
2-dimensional visualisation by Spence and Apperley [SA82]. The 2-dimensional 
visualisation is distorted by projecting it onto three walls in the 3-dimensional space 
(see Figure 3-13). The wall in the centre is used to show the detailed information of the 
focal area, while the walls on the left and the right show the context. This technique is 
good at representing sequential information. Users can use a mouse to smoothly “scroll” 
the location of the focus. The context information is automatically distorted as the focus 
changes. 
Logical fisheye-lens gives us a method to decide the importance of the events in a 
system. A typical simple example of logical fisheye-lens is described in Furnas’ paper 
[Fu86]. In the paper, he gave a sample of ‘New Yorker’s view of the United States’: a 
poster detailing the central city of New York and summary information about other 
regions around New York. Such a map is good for New Yorkers to search a specific 3 – Information Visualisation    43 
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street or a shop and simple information of other cities that are not important for New 
Yorkers. The importance of the mapping is based on the importance of the information 
in people’s mind.   
In Furnas’ paper, he gave an algorithm to calculate the importance degree of the 
nodes. In Figure 3-14a, it defined the distance of all nodes from node y as D(x,y), where 
the distance between two adjacent levels is 1. Figure 3-14b defined a priori importance 
of each node as API(x). The importance of root node is defined as 0, the children nodes 
are defined as –1, –2 or –3 based on the distance to the root node. Based on the 
predefined importance and the distance of the nodes to node y, we can get the 
importance degree of all nodes based on node y. The equation is shown in Figure 3-14c, 
where the importance of node x is DOIx = API(x) - D(x,y).   
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(b) A priori Importance in the tree 
(c) The fisheye DOI 
Figure 3-14: The algorithm of Furnas’ fisheye lens   
Logical fisheye-lens view differs from geometrical fisheye-lens view in that the 
magnification of a graphical element does not rely on its coordinates within the visual 
substrate but rather on its relation to the focal information within the structure of the 
visualisation. The typical logical fisheye-lens reduces the size of visual elements as their 
logical distance from the focus increases [Fu86]. For example, logical distance could be 
the length of the shortest path from the focus node in a tree. 3 – Information Visualisation    45 
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Logical fisheye-lenses have two advantages over geometrical fisheye-lenses. Firstly, 
they can reflect the structure underlying the visualisation, since a logical fisheye-lens 
view does not depend explicitly on the node positions. Secondly, they allow a 
visualisation technique’s layout algorithm to take into account the size of visual 
elements after fisheye-lens distortion has taken place (and before the visualisation 
layout is generated). 
Examples of logical fisheye-lenses can be found in Chapter 5 of this thesis. 
3.4    Remarks 
This chapter introduced the field of information visualisation, and in particular, 
some techniques that can be used to visualise hierarchical information. Different 
visualisation techniques have their advantages and disadvantages for specific 
applications. For this thesis, techniques are needed which can represent the hierarchy of 
data from an agent-based simulation with evolution, whose nodes include information 
on an agent’s score and strategies. In addition, a user should be able to interact with the 
visualisation to locate and compare nodes based on these properties. 
Based on the discussion in this chapter, none of these visualisations are entirely 
adequate. Cone trees make good use of user interaction for showing paths within the 
hierarchy but are limited when looking at the overall structure of a large hierarchy and 
when comparing nodes in different parts of the hierarchy. The distortion of hyperbolic 
trees makes the comparison of nodes based on size very difficult, and the overloading of 
nodes in pyramid trees may prevent the comparison of nodes in different subtrees of the 3 – Information Visualisation    46 
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hierarchy. 
In the next chapter, two “space-filling” visualisation techniques are detailed, which 
are expected to be better suited to visualising the data generated by a minority game 
model with evolution. 4 – Space Filling Visualisations    47 
4  Space Filling Visualisations 
4.1    Introduction 
As discussed in Chapter 2, a minority game can be used to simulate situations 
where many agents share a limited resource. A typical example is a financial market. 
Economists will be interested in such cases to analyse how people’s activities affect the 
financial market and then how the market affects the individual’s activities. In fact, this 
is only one of the possible research areas. More and more people are beginning to use 
the minority model to simulate applications in different fields [Ch05]. Normal tree 
views or plot diagrams do not represent well the relationships between the agents and 
their properties like score and strategy. With an evolutionary mechanism, a minority 
game model is a dynamic system that changes with time. In this thesis, we are 
concerned with the static diagram of this system at one time point. 
The evolution mechanism of the minority game produces a simple, but sometimes 
very large, tree data structure. All nodes, except for the root node, have one parent node. 
Chapter 3 outlined several visualisation techniques applicable to tree structures. 
However, not all of these are suitable for visualising the minority game. 
Considering the criteria for a good visualisation technique to represent the 
minority game mentioned in section 3.2, the set of visualisation techniques called 
“space-filling” techniques overcome several of the disadvantages of traditional tree 
views. In particular, as the numbers of agents increases, the evolutionary tree can 
become very complex. Traditional tree layout algorithms do not make efficient use of 
space, and so these algorithms may have difficultly handling large trees. Space-filling 
approaches try to minimize wasted space, so such approaches may be better at 
visualising the minority game. This chapter introduces two space-filling techniques: 4 – Space Filling Visualisations    48 
treemap and sunburst. Note that in this thesis, we measure the efficiency of the use of 
space based simply on the utilization of the whole screen space, but not the distribution 
of space inside the visualisation displays. This means the more space on the screen that 
is used, the more efficiently the space is used.   
4.2    Treemap 
4.2.1  Normal Treemap 
Treemap [Sh90] [H03] is a visualisation technique created by Johnson and 
Shneiderman. It works by dividing rectangles into smaller rectangles repeatedly to 
represent a hierarchical structure. Each rectangle represents a node. Each rectangle is 
separated into sub-rectangles that represent their children. Figure 4-1 shows a traditional 
tree view and its equivalent treemap. In the treemap, we can see that the root node (the 
whole rectangle) is separated by vertical lines into smaller rectangles. Each smaller 
rectangle represents one child node. The major vertical lines separate the root node 
(A16) into nodes B3, C3 and D10. Each child node is further separated by horizontal 
lines into even smaller rectangles. For instance, the node B3 is separated into nodes E1 
and F2. Vertical lines and horizontal lines are used alternately until all nodes are 
represented in the display. Hence, the node D10 is represented by a vertical rectangle, 
which is then divided by horizontal lines to represent its children G2, H4 and I4. G2 is 
then split by a vertical line into J1 and K1. 4 – Space Filling Visualisations    49 
    
  ( a )   T r a d i t i o n a l   t r e e   v i e w                  ( b )   T r e e m a p   d i s p l a y  
Figure 4-1: Traditional tree view and treemap display [WW99] 
Through the comparison of traditional tree views and treemaps, some factors can 
be noted. Firstly, as a space-filling technique, a treemap makes more efficient use of the 
space available than a traditional tree view. The use of the display in traditional tree 
views is not balanced, and tends to be wide at the bottom (the leaves) and narrow at the 
top (the root). There is considerable space wasted on the upper-left and upper-right sides. 
The display area of a treemap is a rectangle, which can fill the entire display (since most 
display platforms are rectangular). In a treemap, size can be used to encode information 
about an agent, such as its score. While it is possible to use nodes of different size in a 
traditional tree view, most layout algorithms do not account for this. 
4.2.2  Cushion Treemap 
While all nodes of a hierarchy can be represented in a normal treemap, the 
relationship between parent nodes and children nodes is not always well represented. In 
a normal treemap, all children occupy their parent nodes’ space – that is, all nodes are 
drawn inside their parent node, the parent is hidden by its children, and it can be 
difficult to determine which level a particular node is located in. Figure 4-2 shows some 
examples. In Figure 4-2a, node A and node B can belong to one parent agent, but also 
can belong to different parents. In Figure 4-2b, A, D, E and F are the leaf nodes. The 4 – Space Filling Visualisations    50 
figure shows four possible ways in which these nodes can be arranged. In fact, a large 
number of arrangements can be achieved by inserting paths of nodes with one child 
each into the tree. Only the leaf nodes are explicitly shown in the treemap diagram, so 
we cannot distinguish which situation the diagram represents. 
 
(a) 
 
(b) 
Figure 4-2: Examples of ambiguity in normal treemaps 4 – Space Filling Visualisations    51 
 
(a) Tree view 
 
(b) Nested treemap 
Figure 4-3: A nested treemap [JS91] 
To solve this problem, Johnson and Shneiderman proposed nested treemaps [JS91]. 
Nested treemaps add margins around all nodes – both child and parent nodes. An 
example is shown in Figure 4-3. Figure 4-3a shows the original tree view, while Figure 
4-3b shows the corresponding nested treemap. The advantage of this method is that it is 
easier to distinguish parent nodes and children nodes, allowing a user to identify sibling 
nodes and to more easily locate nodes within the hierarchy. The disadvantage of nested 
treemaps is that, as the number of levels and nodes increased, the margins around nodes 
occupy more and more of the space, making the display crowded and making it difficult 
to distinguish the nodes from the margins. 4 – Space Filling Visualisations    52 
Cushion treemap [WW99] is another enhanced treemap created by van Wijk et al. 
which addresses both the problems of normal treemaps and nested treemaps. A cushion 
treemap draws a curved surface over each rectangle. The shape of this surface is 
determined by the number and depth of the nodes in the subtree represented by the 
rectangle. 
First, the algorithm defines a shape for each individual node using Equation 1. 
Δz(x,y) = 4h(x-x1)(x2-x)/(x2-x1)    (1)  [WW99] 
x1 and x2 are the left and right boundaries of the rectangle, and h is a coefficient used to 
indicate the height of the curve, as shown in Figure 4-4. Similarly, Equation 2 is used to 
define a shape in terms of the top and bottom boundaries. 
Δz(x,y) = 4h(y-y1)(y2-y)/(y2-y1)    (2)  [WW99] 
Equations 1 and 2 determine the colour (intensity) of each pixel z(x,y). When the 
algorithm draws a pixel on the graph, it combines the values for all the curves at that 
pixel’s location, as in Figure 4-4. Combining surfaces results in various shapes of each 
grid. The intensity of each cushion pixel can give us more detail about the level of each 
node than a simple treemap. Figure 4-5 shows an example of a treemap that has been 
cushioned (and “squarified” – see Section 4.2.3). 
 
Figure 4-4: Cushioning of interval [WW99] 4 – Space Filling Visualisations    53 
 
Figure 4-5: A squarified cushion treemap [BHW00] 
Considering cushion treemaps, we can see each rectangle still occupies the same 
space as a normal treemap – no extra space is needed. An experienced user can easily 
distinguish the level of different nodes by the shape of the cushioning, making finding 
nodes within the hierarchy easier. However, it can take some time for a user to become 
experienced at reading the cushioning, which may be a disadvantage in many 
applications. 
4.2.3  Squarified Treemap 
Squarified treemap [BHW00] is another variation on the normal treemap algorithm. 
In a normal treemap, as the sibling nodes are drawn inside the parent node based on 
their proportions, it is common (especially in large hierarchies) that long thin rectangles 
(high aspect ratio) will result (see Figure 4-6a). Such long thin rectangles present a 
problem, in that they are difficult for users to locate and distinguish. In extreme 
situations, such rectangles can degenerate to a single line of pixels. Squarified treemap 
attempts to overcome this problem by altering the algorithm which positions the 
children nodes within the parent node. It attempts to place children such as to minimize 
their aspect ratios – making the rectangle of each child as close to a square as possible. 4 – Space Filling Visualisations    54 
 
(a) Subdivision problem 
 
(b) Squarified subdivision algorithm 
Figure 4-6: Squarified algorithm [BHW00] 
Figure 4-6a demonstrates the subdivision problem of the normal treemap. In Figure 
4-6a, the children nodes are drawn into the root node in turn. The size of each node is 
determined by its weighting (importance) relative to its sibling nodes. If the parent 
rectangle is divided horizontally, then the thinnest child has an aspect ratio of 1/16, 
whereas, if the parent rectangle is divided vertically, then the thinnest child has an 
aspect ratio of 1/36. 
Figure 4-6b demonstrates the squarified treemap algorithm. As shown below, step 
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squarified treemap display for all children nodes with a common parent node. 
(1) As the root node is oriented left-to-right (its width is greater than its height), 
the first child is placed top-to-bottom against the left edge of the parent 
rectangle – the (initial) height of the child node is the full height of the 
parent, and the width is determined by its weighting relative to its sibling 
nodes. In this case, the first node has area 6 and aspect ratio 8/3. 
(2) As the first node was oriented top-to-bottom, the second node is placed 
above the first one, giving each node an aspect ratio of 3/2. 
When placing the third node we have a choice. 
(3) Placing next node above the second node (continuing the current 
“sub-block”) gives it an aspect ratio of 4/1. 
(4) Placing the third node in a new sub-block beside the first two nodes gives it 
an aspect ratio of 9/4. This is the better aspect ratio, so the display in (1) and 
(2) is chosen. If this is not the better aspect ratio, then go back to (3) to put 
the fourth node above the third node. 
The remaining steps simply repeat this procedure until all children of the parent 
node have been placed. Bruls et al. [BHW00] determined that placing the nodes in order 
from largest to smallest leads to the best result. The procedure is called recursively to 
position the subtree under each placed node. 
In a squarified treemap, nodes tend to be more “square” (with a lower aspect ratio). 4 – Space Filling Visualisations    56 
This makes nodes easier to distinguish and locate in the hierarchy. However, it can 
sometimes make it harder to determine which branch of the hierarchy a particular node 
belongs to. 
4.3 Sunburst 
Sunburst [SZ00] [St06] is a radial space-filling visualisation technique. It represents 
hierarchical data structures by separating space into a set of homocentric circles (see 
Figure 4-7). The area between two adjacent circles represents one level in a tree 
structure. The circle in the centre represents the root node, with the hierarchy moving 
outward from the centre. Each circle can be separated into segments by radial lines. 
Each segment represents a node of the hierarchy. Children nodes are drawn within the 
angle occupied by their parent node. For example, in Figure 4-8, nodes B,C and D are 
the children of node A; node B has a child node E; node C has three children nodes F, G 
and H; node D has two children nodes I and J. 
Compared with the traditional tree view, sunburst uses a radial structure which 
avoids the problems of drawing a tree with few nodes near the root but many nodes near 
the leaves. However, space is still wasted, as the resulting drawing is circular, whereas 
most display platforms are rectangular. Like the treemap, sunburst can vary the size of 
the segment representing a node to encode extra information, such as its score. 
An issue with sunburst is that the children are placed “outside” their parent node. 
This can be an advantage, in that it avoids the ambiguous hierarchy problem of normal 
treemaps. However, it can be a disadvantage in that, if a node at an upper level has no 
children, the space outside it is wasted. For example, in Figure 4-9, since the node A is a 
leaf node, it has no children nodes and much space (the red highlighted area) is wasted. 
The bigger the size of A and greater the number of levels below A in the tree, the more 4 – Space Filling Visualisations    57 
space is wasted. 
 
Figure 4-7: A sunburst [SZ00] 
        
(a)  Traditional  tree  view                 (b)  Sunburst  display 
Figure 4-8: Traditional tree view and sunburst display 4 – Space Filling Visualisations    58 
 
Figure 4-9: Extra space wastage of sunburst 
This can become more of a problem when the size of the segments is used to 
represent properties of the nodes. Consider using sunburst to visualise a file system. The 
size of the segments can represent the size of the files. If a file is large, then the space it 
occupies will also be large. If the file is not a directory, then this space cannot be reused 
by other nodes. We gave an example, as shown in Figure 4-10, both treemap and 
sunburst are used to visualise a file system. The node B accounts for 70% of the whole 
size of files, and as such occupies most of the space in the visualisations. For sunburst 
(Figure 4-10b), however, the wasted space occupies nearly 2/3rds of the display area. 
For the treemap (Figure 4-10c), this is not such a big problem, as the space is all 
“internal” to the visualisation. 4 – Space Filling Visualisations    59 
 
(a)  tree  view       (b)  sunburst 
 
(c) treemap 
Figure 4-10: Treemap and sunburst with a large leaf node 
4.4 Remarks 
This chapter introduced two space-filling visualisation techniques: treemap and sunburst. 
Both visualise hierarchical data by recursively subdividing a display area – treemap fills 
the space from the outside working in, while sunburst fills the space from the inside 
working out. A large amount of information can be shown using these techniques. In 
both cases, the size and colour of the graphical elements can be used to represent 
properties of the data objects being visualised.   
Comparing sunburst with treemap, it is not clear that one technique is better than 
the other. Treemap appears to be better than sunburst for its use of space, both due to the 
circular display area of sunburst and its issues with “dead space” under leaf nodes. 4 – Space Filling Visualisations    60 
Treemap avoids this by “re-using” a parent node’s space to represent its children. 
However, this can be at the expense of not clearly showing the relationship between 
parent nodes and children nodes, while sunburst makes this relationship obvious. In 
some cases, people take sunburst as the only choice because explicitly representing 
non-leaf nodes is the necessary requirement. But in some cases when this requirement is 
not necessary, people will be confused as to which tool to choose to get the best 
effectiveness and performance. For example, in the minority game application, people 
may only care about the comparing of scores of live agents, which are all leaf nodes, 
and may find the treemap more appropriate to increase the performance. So some work 
about the comparison of treemap and sunburst is significant.   
Another issue with both treemap and sunburst is that the regions representing nodes 
can become very small as the size of the data structure becomes large. In treemap this 
problem is addressed by “squarification”, but this only delays the onset of the problem – 
it does not solve it. Techniques to assist users in dealing with large hierarchies using 
treemap and sunburst will be discussed in Section 5.4. 5 – Visualising a Simulated Financial Market    61 
5  Visualising a Simulated Financial Market   
5.1    Using Space-filling Technique in Financial Market 
With the rapid progress of world finances, trading in markets have become more 
and more popular. To adapt to this progress, people need a better understanding of 
market behaviours. One of the biggest challenges in understanding financial markets is 
how to deal with the vast quantity of information they produce. Information 
visualisation techniques can be applied to the financial market data as a powerful tool to 
aid our understanding. Space-filling visualisation techniques have already been used in 
financial market applications [DH06][Cu06], as well as in other fields [Mo06]. 
In this thesis, we use the minority game as a model of a real financial market. The 
space-filling techniques are used to visualise the data generated by this simulation. This 
research work is intended as a reference for future work on real financial market 
applications. 
In this chapter, we define our own minority game model based on Zhang’s 
model[Zh98]，which includes the fundamental events of real markets, such as many 
agents sharing limited resources and each individual agent making decisions based only 
on its own strategy. The combination of all agents’ activities determines the whole 
history of the model. In this model there is no so called “best” strategy − if there was 
such a strategy, all agents would use it and no minority group would ever be generated. 
Self-adjustment of strategies ensures the system moves towards a symmetric 
distribution as time passes – that is to say that, as time passes, the number of agents who 
chose one activity is closer to (N-1)/2 (where N is the number of agents), and resources 
are more evenly shared[Me02]. 5 – Visualising a Simulated Financial Market    62 
We will use two space-filling techniques: treemap and sunburst to visualise this 
model. Furthermore, we will use a kind of visualisation enhancement technique − 
fisheye-lens – to complement the space-filling techniques. 
5.2    Our Minority Game Model 
We use a minority game model to simulate a simple trade environment. Each agent 
in the model represents a company who trades in a single stock on the stock market. 
Companies can only make decisions about whether to buy or sell the stock based on the 
public history of previous winning choices. No one knows ahead of time how many 
companies will buy or how many companies will sell in the next time step. If the 
minority group of companies chooses to buy, the price of the product will be in favour 
to the buyers. Similarly, if the minority chooses to sell, the price of the product will be 
in favour to the sellers. To simplify the effects of prices on the results, we define that at 
each time step, companies on the minority side will gain 1 unit of capital, and the 
capital of the companies on the majority side remain the same. The initial capital of 
each company is defined as 1. 
In this minority game model, three main parameters are defined as follows: 
•  N is the total number of companies (this must be odd). The value of N is 
fixed during the game. 
•  M is the length of public history records. The value of M is fixed as 3 in the 
model. It follows that there are 2
3=8 actions in one strategy and the whole 
set of possible strategies is 2
2^3=256. 
•  S is the number of strategies each company holds. Based on the discussion 5 – Visualising a Simulated Financial Market    63 
in Section 2.2, we fixed the value of S as 1 to make companies concentrate 
on one strategy to enhance the efficiency, since increasing the values of S 
makes the simulation slower without improving stability – see section 2.2.   
The strategy in this model is a set of predetermined actions that a company takes 
based on the previous rounds’ results. Though there is only one strategy for every 
company, this strategy can be mutated during the game. Based on the results of the 
previous round, the corresponding actions in the strategy are changed. This 
self-evolving mechanism for strategies is shown in Table 5-1. In Table 5-1a, the first 
column shows the number of time steps and the second column shows the M previous 
winning choices in the history. In the first round, the history is populated with random 
bits. The third column shows the original choice made by the company based on the 
history. The fourth column shows the results of the current round (that is, which choice 
was in the minority). The last column shows the capital of the company after that round. 
Table 5-1b shows the strategy changing with the running of the game. Columns R0 
to R8 show the corresponding choices after each round, from round 0 to round 8. At the 
beginning of the game, each company has its initial (random) strategy and a capital of 1 
(Table 5-1a). In each round, if the company wins, then its strategy is not changed. 
However, if the company loses, then the corresponding action of the strategy will be 
changed. For example, in round 1 the history is 001, so the company chooses 1 based on 
its strategy (see Table 5-1b). The choice is the same as the winning choice (see Table 
5-1a); therefore the strategy does not change. In round 2, the company chooses 1, which 
is different from the winning choice; the company lost this round, so the corresponding 
action of the strategy is changed from 1 to 0 (see row 011, columns R1 and R2 in Table 
5-1b).  5 – Visualising a Simulated Financial Market    64 
Round History  Original 
Action  Result Capital 
1 001 1 1  (+1)2 
2 011 1 0 2 
3 110 1 1  (+1)3 
4 101 0 1 3 
5 011 0 0  (+1)4 
6 110 1 1  (+1)5 
7 101 1 0 5 
8 010 0 1 5 
  (a) Rounds of the game 
Action  History 
R0 R1 R2 R3 R4 R5 R6 R7 R8 
000  1 1 1 1 1 1 1 1 1 
001  1 1 1 1 1 1 1 1 1 
010  0 0 0 0 0 0 0 0 1 
011  1 1 0 0 0 0 0 0 0 
100  1 1 1 1 1 1 1 1 1 
101  0 0 0 0 1 1 1 0 0 
110  1 1 1 1 1 1 1 1 1 
111  0 0 0 0 0 0 0 0 0 
  (b) Strategy adjustment 
Table 5-1: An example of strategy self-adjustment 
For the evolutionary mechanism, we define that evolution occurs every three 
rounds – this value is sufficiently large to avoid many companies easily getting 0% or 
100% winning rates. The winning rate is measured to judge the performance of 
companies. Companies with the highest winning rate are deemed the best companies, 
while companies with the lowest winning rate are deemed the worst companies. In 
every 3 rounds, all worst companies are removed from the game. The same numbers of 
new companies are added into the model to replace the removed companies. They 
duplicate the strategy of one of the best companies and are treated as children of that 
company in the evolutionary hierarchy. The capital of the new companies is set to 1. All 
the other companies (including the one best company chosen above) remain in the 
model – they are effectively duplicated into the next level of the evolutionary hierarchy 5 – Visualising a Simulated Financial Market    65 
as the child companies of themselves, with the same strategies and the same capital as 
their parent companies.   
In summary, this simple minority game model is suitable to simulate a real financial 
market environment. This model is similar to Zhang’s model [Zh98] in that agents 
represent companies, the alternatives represent the activity of buying or selling a stock, 
and scores represent the accrued capitals of the companies. 
The major difference with Zhang’s model is that, in our minority model the number 
of strategies is fixed as 1. In Zhang’s model, each agent has 2
2^M possible strategies. In 
each round, the strategy has a ‘virtual’ score, it supposed that the strategy is used in one 
round, if it wins, the virtual score gain 1 point, and otherwise the score remains the 
same. The virtual score is not the real score the agent received, but a virtual strategy 
score to help find the best strategy in the strategy pool. The agent can choose the 
strategy with the most virtual score in each round. Such a situation is suitable for the 
real financial application. But in the real environment, people do not always use this 
kind of strategy. In our model, we simplify the model so that each agent only has one 
strategy, and the strategy self-mutates based on the previous results. The strategy 
method is not the main point of our research in this thesis, and the simpler model can 
enhance the performance of the visualisation. 
 
5.3    Visualising the Minority Game with Treemap 
As discussed in Chapter 4, treemap is a space-filling technique for visualising 
hierarchical data structures. The output of an evolutional minority game model is such a 
hierarchical data structure, so it can be visualised by the treemap technique. The 
evolutionary hierarchy of the model is represented directly by the treemap structure – 
each rectangle (node) represents a company (agent) which may “spin off” subsidiary 5 – Visualising a Simulated Financial Market    66 
companies in the next evolution step. The size of a rectangle represents the capital of the 
corresponding company. The colour of a rectangle is used to represent the strategy of 
the corresponding company. 
Following the discussion in Chapter 4, a squarified cushion treemap is used, since a 
squarified treemap is less likely to contain long thin rectangles that are difficult to locate, 
and cushioning can help users to distinguish the levels within the evolutionary 
hierarchy. 
While size is used to represent the capital of a company, it is important to note that 
it is only showing the ratio of the capital of that company relative to its sibling 
companies. For example, consider two companies which are children of the same parent 
company. One company has a capital of 5, while the other has a capital of 10. If the 
parent company has a display size of 15cm
2, then the children will have sizes of, 
respectively, 5cm
2 and 10cm
2. Now consider another two companies with capitals of 5 
and 10, whose common parent company has a display size of 30cm
2. The display sizes 
of these companies will be, respectively, 10cm
2 and 20cm
2. From this example it can be 
seen that, while size can be used to compare the capital of companies that have the same 
parent, it cannot easily be used to compare companies with different parents. 
Colour is used to represent strategy by mapping the similarity in strategy between 
two companies to a similarity in their colour – the more similar the strategies, the closer 
the colours. This is achieved using a variation on the “spring” algorithm [Ea84] [KK89] 
(see Appendix B for details). 
Figure 5-1a shows an example of a treemap used to visualise a minority game 
simulation. As discussed in Chapter 4, treemaps (other than nested treemaps) cannot 
explicitly show the properties of non-leaf nodes, as their display area is reused by their 5 – Visualising a Simulated Financial Market    67 
children. However, for visualising the minority game this is may not be a significant 
problem, if users are mostly interested in the “live” companies that are explicitly shown 
by the leaf nodes. In this context, the evolutionary hierarchy is simply used to group 
together companies that have evolved from a common ancestor, helping to emphasize 
patterns of good (or bad) capital that result from this evolution. 
In addition to the treemap visualisation, an interface is supplied so that users can 
directly query the properties of a company – by leaving the mouse cursor over a 
rectangle, the user can access information about the corresponding company, such as its 
ID number, its capital and the ID number of its parent. This is shown in Figure 5-1b. 
   
( a )           ( b )  
Figure 5-1: Treemap visualisation of a minority game 
We implemented this technique and the code is included in Appendix D (on CD). 
5.4    Visualising the Minority Game with Sunburst 
Sunburst can also be used to visualise a minority game model. As with treemap, the 
evolutionary hierarchy of the model is represented directly by the sunburst structure, 
while the size of a circular segment represents the capital of the corresponding company 
and the colour of a segment is used to represent the strategy of that company. Here the 5 – Visualising a Simulated Financial Market    68 
size depicts the area of each segment: the bigger the angle of the segment, the bigger the 
size, since the distance between two circles is always fixed. As with treemap, the size of 
a segment in sunburst is only relative to the ratio of capital for siblings under a common 
parent. The same “spring” algorithm approach is used to map the strategies of 
companies to colours for visualisation with the sunburst.   
The homocentric circles of a sunburst represent evolutionary steps in a minority 
game. At each evolution point, the angle of the segment representing a company is 
divided into smaller angles for the segments of the next circle out which will represent 
the new child companies. If a particular company “dies” (because it is one of the worst 
companies at that evolution step), then the angle containing its segment is no longer 
used in the outer circles. 
   
( a )           ( b )  
Figure 5-2: Sunburst visualisation of a minority game 
Figure 5-2a shows an example of a sunburst used to visualise a minority game 
simulation. As with treemap, the user can leave the mouse cursor over a segment to 
access information about the corresponding company (see Figure 5-2b). One difference 
with sunburst, however, is that the user can access all companies that have existed 
during the minority game simulation – not just those represented by leaf nodes which 5 – Visualising a Simulated Financial Market    69 
were alive at the end of the simulation.   
We implemented this technique and the code is included in Appendix D (on CD). 
5.5    Use of Fisheye-lens 
Though space-filling techniques can visualise the minority game model, there are 
still some limitations. First, users cannot easily distinguish very tiny segments in the 
display. It is also difficult for users to locate a certain segment with the mouse. For 
example, consider 3 sibling companies with capitals of 1000, 1 and 2. As the size of the 
segments is based on the proportions of the capital of each node, then the nodes with 
capital 1 and 2 become very tiny in both treemap and sunburst diagrams. Users could 
overlook such small segments reducing the benefits of the visualisation. Secondly, 
sometimes users will be interested in a certain node including all of its children nodes, 
and this can be difficult to focus on in the treemap and sunburst diagrams if the parent 
has many children and a relatively low capital.   
In the financial market case the first of these problems relates to a company with a 
large capital base overshadowing smaller companies in the visualisation. The second 
problem relates to when users wish to follow the history of a single company as it 
changes over time and hence wish to focus more on a section of the visualisation. 
In this thesis, to overcome these problems, we apply a logical fisheye-lens to the 
visualisations of treemap and sunburst. Fisheye-lens is a technique which can be used to 
enhance both treemap and sunburst visualisations of the simulated financial market. 
Through magnifying parts of the display, the user can focus on important information 
within the visualisation. Though geometric fisheye-lens techniques can be with any 
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visualisation. In this thesis, logical fisheye-lens techniques designed specifically for 
treemap and sunburst are used. These techniques respect the structure of the 
visualisation, magnifying the focal information without damaging the structure of the 
context.  
5.5.1  Fisheye-lens with Treemap 
The rectangle structure of a treemap requires a fisheye-lens technique that preserves 
this rectangularity – intuitively, distorted rectangles are less easily compared, making 
the treemap more difficult to use. In this thesis, a method similar to [AKY04] is used. 
Figure 5-3 shows some examples of these logical fisheye-lens techniques applied to a 
treemap. 
Figure 5-3a shows an example of a single company being magnified. The user 
selects a node – in this case the bright green node under the mouse cursor – then selects 
“magnify self” from the pop-up menu. The result is that the selected node is expanded – 
it is given a greater share of the space within its parent node. Its sibling nodes are 
shrunk to make room for the expanded node. Any nodes descended from the selected 
node and its siblings have their sizes proportionally increased and decreased, 
respectively. The parent node and all other nodes in the visualisation are unchanged. 
Note that this “magnify” simply increases the display size of the rectangle – it does 
not change the actual capital of the corresponding company in the minority game 
simulation. It follows that when this (or any other) fisheye-lens technique is used on a 
treemap, the apparent size of rectangles can no longer be used to compare the relative 
capital of companies, even if the companies have a common parent. 
Figure 5-3b shows an example of a company and its parent company both being 5 – Visualising a Simulated Financial Market    71 
magnified. Again, the bright green node under the mouse cursor is the company chosen 
to be magnified. The result is that the parent of the selected node is expanded. This has 
the side-effect of expanding all of the nodes descended from the parent node (including 
the selected node). Then the selected node is further expanded as per the “magnify self” 
operation. All other nodes in the visualisation not descended from the parent of the 
select node are unchanged. 
    
(a) magnify self 
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(c) magnify all ancestors and self 
Figure 5-3: Applying fisheye-lens techniques to a treemap 5 – Visualising a Simulated Financial Market    73 
Figure 5-3c shows an example of a company and all its ancestor companies being 
magnified. Once more, the bright green node under the mouse cursor is the company 
chosen to be magnified. The result is that all nodes on the path from the root node to the 
select node, except for the root node itself, are expanded. All other nodes in the treemap 
are shrunk to make room for the expanded nodes. 
All the three fisheye-lens techniques described above can be used concurrently and 
repeatedly, and users can reset the display to the default node sizes (no magnification) at 
any time.   
5.5.2  Fisheye-lens with Sunburst 
Logical fisheye-lens techniques have also been designed specifically for sunburst 
visualisations. In particular, these techniques preserve the homocentric circles and radial 
segments of sunburst. Stasko and Zhang [SZ00] details three such fisheye-lens 
techniques. 
The first and simplest technique is called the angle detail technique (see Figure 
5-4a). A node is selected for magnification – in this case the node labelled A – and the 
proportion of the angle of its parent node that it occupies is increased. This has the 
side-effect of expanding all of the nodes descended from the select node. All other 
children of the parent node are shrunk as their angles are reduced to allow for the 
expanded node. 
This technique is closest to the “magnify self” technique for treemap described in 
Section 5.4.1. It has the advantages that it is simple to use and that it maintains the 
original sunburst structure well. However, it is only able to magnify within the confines 
of the angle of the parent node. To magnify a leaf node can require many magnifications 5 – Visualising a Simulated Financial Market    74 
of the node and all its ancestors several times. This could be handled by a technique 
similar to the “magnify ancestors and self” technique described for treemap – however, 
Stasko and Zhang describe two more fisheye-lens techniques that address this problem. 
The second technique is called the detail inside technique (see Figure 5-4b). A node 
is selected for magnification – in this case the node labelled A. The radius of the root 
node is then increased so that the entire original sunburst is drawn around the outside of 
the display area. A new sunburst is then created for the subtree rooted at the selected 
node – the selected node becomes the root node of the new sunburst, and occupies an 
angle of 360 degrees. This new sunburst is drawn at the centre of the display, inside the 
original sunburst display. 
The advantage of this technique is that small structures at the lowest levels of the 
tree can be magnified to their maximum size in a single step. The disadvantage of this 
technique is that the correspondence between the new magnified sunburst and the 
original sunburst can be difficult to follow. 
The third technique is called the detail outside technique (see Figure 5-4c). It is 
very similar to the detail inside technique. The main difference is that the original 
sunburst is pushed to the inside of the display, and then the new magnified sunburst is 
drawn outside the original sunburst around the edges of the display. 
In this thesis, only the angle detail method has been used. This was done firstly to 
avoid confusing the users with too many different interaction techniques. Of the three 
techniques discussed here, angle detail is the simplest to use and understand. 
Furthermore, it is the most similar to the techniques employed with treemap, making it 
more suitable for comparison. 5 – Visualising a Simulated Financial Market    75 
   
(a) Angle detail 
   
(b) Detail inside 
   
(c) Detail outside 
Figure 5-4: Applying fisheye-lens techniques to a sunburst 
We implemented this technique and the code is included in Appendix D (on CD). 
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5.6    Remarks 
In Section 5.2 a minority game model was described for use in the experiments of 
this thesis. To simplify the model, the parameters M and S were fixed. A system for 
adjusting strategies based on self-adapting and evolution was described. 
Though this model has many of the fundamental characteristics of a real financial 
market, it also has some limitations. For instance, in this model, since all new 
companies inherit strategies from their parent without mutation, children companies that 
belong to the same parent company will have the same strategy. This leads to a situation 
in which these companies will all make the same decision in the following rounds, 
increasing the probability of picking the majority side. 
Different approaches can be used to solve this issue. For example, new companies 
could only inherit those bits of their parent’s strategy that have never lost. For example, 
assume the parent company A has the strategy in Table 5-2a and that rows 3 through 5 
are actions that never lost in the game. When evolution occurs, the children companies 
A1 and A2 copy rows 3 through 5 into their strategies, and then randomly generate bits 
for the remaining rows (see Tables 5-2b and 5-2c). This approach could solve the above 
issue of strategies merging. 
However, for this thesis, merging of strategies is not a significant problem. The 
purpose of this thesis is to investigate the use of visualisation tools to visualise a 
financial market like a minority game simulation, and not to (explicitly) develop an 
efficient mechanism to simulate real markets. Extreme situations, such as many 
companies adopting the same strategy, can and should be acceptable to the 
visualisations. Indeed, the ability to highlight such situations is an important 
requirement for a good visualisation technique.   5 – Visualising a Simulated Financial Market    77 
In Section 5.3 and 5.4, details of using treemap and sunburst to represent the 
minority game model were given, including the use of the sizes and the colours of nodes 
to represent, respectively, the capitals and strategies of companies. 
History Decision
000 0 
001 0 
010 0 
011 1 
100 1 
101 0 
110 1 
111 1 
(a) Strategy of parent company A 
History Decision
000 1 
001 0 
010 0 
011 1 
100 1 
101 0 
110 1 
111 0 
(b) Strategy of child company A1 
History Decision
000 1 
001 1 
010 0 
011 1 
100 1 
101 0 
110 1 
111 1 
(c) Strategy of child company A2 
  Table 5-2: A sample of partly strategy heritage (M=3) 
Sunburst explicitly shows the level of the nodes within the evolution hierarchy, 
whereas normal treemap does not. As the hierarchy is important for this thesis a cushion 
treemap is used. However, cushion treemaps require some experience before they can 
be used effectively. In addition, squarifying is used to delay the onset of long thin 5 – Visualising a Simulated Financial Market    78 
rectangles in large hierarchies. However, when using a squarified treemap the levels of 
the hierarchy can become unclear, since horizontal and vertical segments are both used 
in the same levels. While it is difficult to say whether the squarified cushion treemap is 
the “best” treemap for this thesis, it has all the aspects required to visualise the minority 
game. 
In Section 5.5, different logical fisheye-lens techniques were described for both 
treemap and sunburst visualisations. Note that the distortion of the segments with 
fisheye-lens technique will not affect the whole display structure, since only the sizes of 
sibling nodes belonging to the same parent nodes can be compared. We will not 
compare the sizes of different nodes with different parent nodes. Whether fisheye-lens 
affects the performance of users’ operations and by how much is one of the questions 
being asked in this thesis. 
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6  Experiments 
6.1  The Purpose of the Experiment 
In this thesis, we used the minority game model to simulate a real financial market. 
As discussed in Chapter 5, treemap and sunburst are both space-filling visualisation 
techniques which could be appropriate for visualising results from a minority game 
simulation, and fisheye-lens techniques may be able to enhance their effectiveness. 
These techniques differ from the usual way of visualising financial data. In this chapter, 
user experiments are designed, performed and analysed to determine which of these 
visualisation techniques are more effective for visualising various aspects of the 
minority game model. 
The experiments in this chapter provide quantitative measures of users’ 
performance using both treemap and sunburst during the completion of different tasks 
using a minority game simulation. Performance is measured both in terms of the 
correctness of answers and the time taken. Based on the results of these experiments, 
conclusions are drawn as to the ways in which each visualisation technique best 
supports the minority game model. Furthermore, through a subjective questionnaire, the 
preferences of users towards each visualisation tool are measured. 
6.2  Previous Related Visualisation Research 
Both treemap and sunburst have been broadly utilized in many applications, such as 
document management and database management. In 2000, Stasko et al. designed some 
experiments which were used to measure the performance of treemap and sunburst in 
the area of file and directory management [SCGM00]. Their aim was to determine 
which technique is more powerful and acceptable to users in this area. 6.  Experiments    80 
Stasko et al. designed two experiments. Thirty-two volunteers participated in the 
first experiment and 28 participated in the second. The only difference between these 
two experiments was the number of files and directories visualised – they used 500 files 
and directories in the first experiment and 3000 files and directories in the second. The 
purpose of using two hierarchies was to measure the performance of completing specific 
tasks in different size environments and to compare the differences. In the first 
experiment, the participants were divided into 4 groups of 8 people each. To eliminate 
learning effects, two different hierarchies (A and B) were used (as shown in Table 6-1). 
The numbers of files in the two hierarchies were the same, but the names of the files and 
directories and the directory structures were different.   
Participants ran the visualisation software on a standard computing platform and 
answered 16 questions, such as “identify (name or point out) the largest file and the 
second largest file”. After this, participants completed a subjective questionnaire, with 
questions such as “I was able to figure out the types of the files using toolname”, where 
toolname was replaced by the name of the tool being used. Before the experiment, all 
participants completed a short training session on the background of the experiment and 
were asked to complete a demonstration question. During the experiments, results such 
as the correctness of the answer for each task and the time taken to provide the answer 
were recorded. This data was then subjected to statistical analysis. 
Group  Phase 1  Phase 2 
1  TM & Hierarchy A  SB & Hierarchy B 
2  TM & Hierarchy B  SB & Hierarchy A 
3  SB & Hierarchy A  TM & Hierarchy B 
4  SB & Hierarchy B  TM & Hierarchy A 
Table 6-1: The design in Stasko et al.’s experiment 
The results of Stasko et al. showed that sunburst is better then treemap for searching 6.  Experiments    81 
for a file or directory based on a given path or when judging the level of a file. On the 
other hand, treemap was found to be better than sunburst for comparing the sizes of two 
files. 
The experiments detailed in this thesis are inspired by those of Stasko et al., but 
they differ in several key features.   
1.  The nature of the data is different. 
The nature of data from financial systems is different from the nature of data from 
file systems. The data used by Stasko et al. naturally fits into a hierarchical structure and 
is usually visualised using a hierarchical view. The minority game model produces 
rapidly dynamic data and is usually visualised using conventional time plots. The 
overall aim of our visualisation is to try to bring out features of the data which is not 
readily apparent from the conventional time plots.   
In the experiments of Stasko et al, they used the static data (files and directories), 
but in our experiments, we used dynamic data generated from the minority model. In 
our experiments we incorporate the historical information stored in our system, which is 
quite different with the static model in their experiments.       
2.  The use of optimised treemap.   
In our experiments, we use squarified cushioned treemap rather than the normal 
treemap used in Stasko et al.’s experiment. It is thought that squarified cushioned 
treemap can help users better understand hierarchies and makes better use of space. 
3.  The use of fisheye-lens. 
A display enhanced technique called fisheye-lens is used in our experiments, and 6.  Experiments    82 
the performance is also measured with using the fisheye-lens or not using the 
fisheye-lens. This can help to decide whether the enhanced display technique is 
necessary for such an information visualisation model. 
4.  The properties represented in the experiments are different. 
In both experiments, the sizes of nodes are used to represent properties of the 
entities – in the experiments of Stasko et al., node size is used to represent file size, 
whereas in this thesis node size is used to represent a company’s capital. Colour is also 
used to represent the properties of the entities in both experiments – in the experiments 
of Stasko et al., colour is used to represent file type, whereas in this thesis colour is used 
to represent a company’s strategy. This is a significant difference, as file type is a 
categorical property allowing only equality comparisons (either file type A is equal to 
file type B, or it is not) whereas strategy is a discrete property allowing difference 
comparisons (strategy A can be more different from strategy B than from strategy C).   
5.  Other features 
There are other features that differ from Stasko et al.’s experiment. In their 
experiment, the size of every segment is comparable, since the size of parent node is the 
sum of its children nodes. In our experiment, only nodes that are siblings in the 
hierarchy can be directly compared, as the size of parent node is not related to its 
children nodes. There are also differences in the operation of the experimental tools. In 
their experiment, Stasko et al. had users click the mouse to get information like file 
name and size. In our experiment, mouse over is used. This was mentioned in Stasko et 
al.’s paper [SCGM00] as a future enhancement.   6.  Experiments    83 
6.3  Hypotheses 
We designed some experiments in this thesis that attempt to determine which 
visualisation technique is better for visualising the minority game simulation of a 
financial market. In our experiments, the size of one element in treemap or sunburst 
represents the capital of a company, whereas the colour of the element in treemap or 
sunburst represents the strategy of the company. The dynamics of the model is 
represented in treemap or sunburst by the hierarchy of elements at each point in time. 
An evolutionary mechanism is implemented in our model and we choose not to view 
the data at each time step but at each time step where evolution occurs. 
 
Based on the characteristics of treemap and sunburst, the results of previous 
research and anecdotal user experience, the following hypotheses were put forward: 
1.  Treemap is better than sunburst for comparing the sizes of nodes. 
It seems easier for users to compare the sizes of axis-aligned rectangular 
areas than to compare radially-aligned circular segments. 
2.  Sunburst is better than treemap for distinguishing the levels of nodes. 
The explicit display of the hierarchy in sunburst is expected to make 
distinguishing levels easier than the space reuse approach of treemap. 
3.  Using fisheye-lens techniques will improve the rate of correctness in the 
experiments. 
The ability of fisheye-lens to magnify areas of interest should make it 
easier for users to make correct decisions. 
No hypothesis is put forward concerning which technique will be best for 6.  Experiments    84 
comparing the strategies of companies based on node colour. 
6.4  Details of the Experiments 
6.4.1  Participants 
Twenty-five participants volunteered for these experiments. One participant’s 
results were discarded due to their log file being corrupted by a bug in the experimental 
software. The remaining 24 participants were divided into 8 groups with 3 participants 
in each group. All the participants were staff, research students or visiting researchers at 
National ICT Australia [NICTA]. While all participants had some experience related to 
information visualisation techniques, the contents of these experiments were new 
concepts
1. 
6.4.2  Design 
In these experiments, squarified cushioned treemap and sunburst were used to 
represent a minority game model. The agent in the model represents a company. The 
sizes of nodes were used to represent the capitals of the corresponding companies. 
Colour was used to represent the strategies of companies. For some experimental groups, 
a fisheye-lens technique was used to enhance the visualisation. 
To measure the performance of the visualisation tools in different sized 
environments, two sets of data were used: a small data set containing 11 companies and 
a larger data set containing 31 companies. These sizes were chosen as, for data sets with 
fewer companies, the model tended to be too simple and trial users easily achieved all 
correct results.  Whereas data sets with more than 31 companies tended to produce 
visualisations that were too complex (recall that there are 31 agents in every level of the 
                                                        
1  All experiments were redone for this version of the thesis. 6.  Experiments    85 
hierarchy). In addition, for data sets with too many companies the time taken to generate 
a colour mapping for representing strategies (see Appendix B) became prohibitive. Each 
minority game simulation was run for 10 time-step rounds, including 3 evolution steps 
(after rounds 3, 6 and 9). Again, this number was chosen after trial use to make the 
visualisations not too complex but not too simple. 
Participants were placed into groups randomly. The experimental factors and group 
sizes are shown in Table 6-2. 
Each participant was asked to complete a two-part experiment. In the first part, they 
were asked to perform a set of tasks using one of the visualisation tools. The correctness 
(or accuracy of answers) and time taken to perform each task were recorded. In the 
second part, participants were asked to rate their preferences for using the visualisation 
tool. After the experiments, we did some statistical analysis based on the recorded data, 
and then made our conclusions.   
The experiments were designed and analysed in consultation with the statistical 
services at the University of Newcastle. The experiments had Human Ethics approval 
(H-853-0704), the related documents are included in Appendix C.   
6.4.3  Materials 
All participants completed the experiments on the same computer: a Fujitsu 
Lifebook P7010 running the Windows XP operating system, using an external LCD 
monitor, an external keyboard and an external 3-button mouse. All tasks and questions 
were completed using the experimental software (see Appendix A) written by the 
author. 6.  Experiments    86 
 
Group Display  Data  Size  Fisheye-lens  Numbers 
1 Treemap Small  No  3 
2 Treemap Small  Yes  3 
3 Treemap Large  No  3 
4 Treemap Large  Yes  3 
5 Sunburst Small  No  3 
6 Sunburst Small  Yes   3 
7 Sunburst Large  No  3 
8 Sunburst Large  Yes  3 
 
Table 6-2: Experimental factors     
6.4.4  Procedure 
Immediately before their experimental session, all participants attended a training 
session. In the training session, some information about the experiment was given by a 
verbal presentation accompanied by a slideshow. A demonstration version of the 
software was used by each participant to become familiar with the experimental 
software. Each training session was tailored to the experimental group. For example, 
groups without fisheye-lens techniques in their experiment did not receive training on 
fisheye-lens techniques in their training session. After the training session, participants 
were invited to ask questions. Each experiment commenced only after ensuring the 
participant understood the background of the experiment and were confident in how to 
use the software. All the related training documents are included in the accompanying 
CD.  
In the first part of the experiment, participants were asked to complete 10 tasks. The 
tasks chosen were ones that are usually difficult to undertake under the conventional 
time plot produced for the minority game. These tasks were grouped into 4 categories: 
Tasks 1-2: searching for the agent with the most capital; 
Tasks 3-5: comparing the levels of agents in the evolutionary hierarchy; 
Tasks 6-7: comparing the strategies of agents. 6.  Experiments    87 
Tasks 8-10: analysing the model over time. 
The correctness of the answers and the time taken to complete each task were 
recorded by the software automatically. Every task had a time limit of 60 seconds. This 
time was chosen after initial trials as the time within which most people could finish 
most of the tasks. A longer time for each question is not appropriate, since, with 
unlimited time, every question could be accurately answered. If the time limit was 
reached, the result of current task was recorded as “time out” and regarded as incorrect. 
The time used of “time out” was recorded as 60 seconds in the statistical analysis. Note 
that participants in these initial trials did not participate in the normal experiments. 
The same data structure and corresponding visualisation was used for each task 
within a group. Each visualisation was designed so that completing the assigned tasks 
was not trivial, but also not overly difficult. In some tasks, specific parts of the 
visualisation were highlighted to assist in framing the task’s question.   
After participants completed the 10 tasks of part 1, they moved on to part 2 where 
they were asked to answer 10 subjective questions. This questionnaire is used to 
determine the preferences of the users for various aspects of the software. Since a 
successful visualisation tool should not only have good efficiency in operation, but also 
be accepted by users, such subjective investigation is significant. 
Questions were answered using a Likert scale. There was no time limit for 
answering these questions. Only the participants’ responses were recorded by the 
software. 
All data sets, tasks and questions are shown in Appendix A and included in the 
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6.4.5  Analysis of the Tasks 
6.4.5.1  Summary 
In section 6.4.5, we analyse the results in the first part of the experiments. Firstly, 
we measured the correctness and time taken to answer the questions based on the 
participants’ performance of each task (see Appendix A.1), and summarised them into 
tables. Secondly, we used the statistical methods to analyse the summarised data for 
each factor. There are three factors in our experiments: treemap or sunburst, large data 
set or small data set, and using fisheye-lens or not using fisheye-lens. Finally, we 
propose reasonable explanations for each significant trend found using the statistical 
analysis.  
Sections 6.4.5.2 through 6.4.5.4 detail the results of the first part of questions in the 
experiments and the analysis based on the statistical tool. In section 6.4.5.2, we 
summarised and classified the original results to some tables for each factor. In sections 
6.4.5.3 and 6.4.5.4, we discussed the results of statistical analysis performed on the 
correctness and time taken from the tables in section 6.4.5.2. The conclusions in 
sections 6.4.5.3 and 6.4.5.4 are listed below. 
z  For simple tasks in comparing the capital of companies, without fisheye-lens is 
better than with fisheye-lens. 
z  With a small data set it is easier to find the best company in a highlighted area 
than with a large data set.   
z  With a small data set it is easier to find the best company in the entire 
visualisation than with a large data set.   
z  Sunburst is better than treemap to distinguish the companies in different levels 6.  Experiments    89 
and calculate the number of sub-companies. 
z  With a small data set it is better than with a large data set to calculate the 
number of sub-companies. 
z  Sunburst is better than treemap for exploring the hierarchical structure and 
predicting which company will be removed from the model. 
z  Sunburst is better than treemap to find which company dominates the market. 
z  With a small data set it is better than with a large data set to find which 
company dominates the market. 
z  People are able to count the sub-companies more quickly with a small data set 
than with a large data set. 
z  Sunburst shows a trend to be a quicker method than treemap for determining 
whether one company is the child of another in the evolutionary hierarchy. 
z  With a large data set it is quicker to compare strategies through comparing 
colours than with a small data set. 
z  Using fisheye-lens is quicker than not using fisheye-lens to predict which 
company will be removed from the model through exploring the evolutionary 
hierarchy. 
z  A small data set shows a trend to be a quicker method than with large data set 
to predict which company will be removed out of the model through exploring 
the display over time steps. 
z  Sunburst is quicker than treemap in finding which company dominates the 6.  Experiments    90 
simulation. 
6.4.5.2  Analysis Based on the Results 
All the results about the correctness and time taken for each question in the 
experiments are listed as an Excel file in the accompanying CD. In appendix C, the 
correctness of the answers for each participant is listed: 1 for correct and 0 for incorrect. 
The time taken to answer each question is also listed, where time-outs are recorded as 
60 seconds. These results are summarised in Table 6-3.6
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ID Display  Type Data  Size FishEye  T1 T2 T3 T4 T5 T6 T7 T8  T9,T10 T12  T345 T67  T8910
1 Treemap  Small  Fisheye  22 12 22.67 16.33 28.33 32.67 49.67 25 57 17.00 22.44 41.17  41.00 
2 Treemap  Small  NoFisheye  21.33 29.33 16 32.33 20.33 31  33 38 41.33 25.33 22.89 32.00  39.67 
3 Sunburst  Small  Fisheye  25.33 37.33 9.67 18 15 21.67 16.67 17.33 43 31.33 14.22 19.17  30.17 
4 Sunburst  Small  NoFisheye  27.33 31.67 11.67 17.33 12.33 28 28.33 26.33 30.67 29.50 13.78 28.17  28.50 
5 Treemap  Large  Fisheye  26.33 43 10.67 38.33 11.33 20 14.33 32 46.67 34.67 20.11 17.17  39.34 
6 Treemap  Large  NoFisheye  24 23.33 38.67 33.33 27 22.67 34.67 51 60.67 23.67 33.00 28.67  55.84 
7 Sunburst  Large  Fisheye  36.67 44.33 10.67 42 11.67 25 29.67 24.67 32.33 40.50 21.45 27.34  28.50 
8 Sunburst  Large  NoFisheye  22.33 37 12.67 23 11 19.33  33 41 34 29.67 15.56 26.17  37.50 
ID  DisplayType  DataSize FishEye  C1 C2 3  C4 C5 C6 C7 C8 C9,C10 C12  C345 C67 C8910
1  Treemap  Small  Fisheye  1  2 2 3 3 1 2 0  1  1.50  2.67  1.50  0.50 
2  Treemap  Small  NoFisheye  3  3 3 3 3 3 1 1  1  3.00  3.00  2.00  1.00 
3  Sunburst  Small  Fisheye  2  3 3 3 3 3 1 0  3  2.50  3.00  2.00  1.50 
4  Sunburst  Small  NoFisheye  3  3 3 3 3 3 2 2  2  3.00  3.00  2.50  2.00 
5  Treemap  Large  Fisheye  3  2 1 3 3 3 0 0  0  2.50  2.33  1.50  0.00 
6  Treemap  Large  NoFisheye  3  2 2 3 3 3 0 0  1  2.50  2.67  1.50  0.50 
7  Sunburst  Large  Fisheye  3  1 3 2 3 3 1 2  1  2.00  2.67  2.00  1.50 
8  Sunburst  Large  NoFisheye  3  2 3 1 3 3 2 2  1  2.50  2.33  2.50  1.50 
(a) Summary of the results of correct answers 
Table 6-3: Summary of the original results
(b) Summary of the results of time used 
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In Table 6-3a, columns C1 through C9C10 correspond to the 10 tasks, note that we 
regarded question 9 and question 10 as one question since they are strongly related. 
Each cell in these columns contains the sum of the scores of all participants within a 
particular group for that task. Similarly, columns C12, C345, C67 and C8910 contain 
the average summed score of the group for the tasks in the four task categories 
described above. As there are 3 participants in each group, all score values are out of 3. 
Table 6-3b is similar to Table 6-3a, but contains the average time taken by all 
participants in the group for the corresponding task. Columns T12, T345, T67 and 
T8910 contain the average times for the tasks in the four task categories. 
The ANOVA (Analysis of Variance) [MM03] method is used for analysing the 
results of the experiments. Using this method, the effects of each factor on the results 
are measured, including the main effects and all 2-way interactions. The p-value
2 of 
each factor is calculated; p ≤ 0.05 is taken to mean that this factor is significant in 
affecting the results. The SPSS software package [SPSS] was used to calculate the 
values of FF
                                                       
3, MSE
4 and p for all factors. First, the full model with all 2-way interactions 
was measured and the significant factors (p ≤ 0.05) were marked. Then, non-significant 
terms were removed to simplify the model and the significant factors recalculated for 
the remaining terms. 
Table 6-4 shows the results of statistical analysis on Tables 6-3a and 6-3b. For each 
 
2  p is the probability that a test value would be as or more extreme than the observed value purely by 
chance (see [MM03] and http://www.isixsigma.com/dictionary). 
 
3  F is the measurement of distance between individual distributions. As F goes up, p goes down (i.e., 
more confidence in their being a difference between two means) (see [MM03] and 
http://www.isixsigma.com/dictionary). 
 
4  The Mean Square Error (MSE) is a measure of the variance in the experimental values (see [MM03] and 
http://davidmlane.com/hyperstat/A67017.html). 
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factor and each task, the mean values of the correctness and time spent are listed in, 
respectively, Tables 6-4a and 6-4b. The differences between the mean values of two 
factors are also shown in these tables. A value marked with * indicates the difference is 
significant (p ≤ 0.05) – these are the factors which affected the results of the experiment. 
The value marked with # indicates means the p-value of the factor is between 0.05 and 
0.1 – there exists a trend in the data related to this factor, but the factor is not directly 
significant. Values without a mark had no effect on the results.  
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   Main  Effect  Q1 Q2 Q3 Q4 Q5 Q6 Q7  Q8  Q9,Q10 Q12 Q345  Q67  Q8910 
Treemap  2.5  2.25 2 3 3  2.5  0.75  0.25  0.75  2.38  2.67 1.63  0.50 
Display Type 
Sunburst 2.75  2.25 3  2.25 3  3  1.5  1.5  1.75  2.50  2.75  2.25  1.63 
Difference     -0.25 0 -1*  0.75* 0 -0.5  -0.75  -1.25# -1.00* -0.13  -0.08  -0.63*  -1.13 *
Fisheye 2.25  2  2.25 2.75 3  2.5  1  0.5  1.25  2.13  2.67  1.75  0.88 
Fisheye 
No  Fisheye  3 2.5 2.75 2.5 3  3  1.25  1.25  1.25  2.75 2.75  2.13  1.25 
Difference     -0.75* -0.5 -0.5 0.25 0  -0.5 -0.25 -0.75  0.00 -0.63# -0.08  -0.38*  -0.38 
Small  2.25  2.75 2.75 3  3 2.5 1.5 0.75 1.75 2.50 2.92  2.00  1.25 
Data Size 
Large 3  1.75 2.25 2.25 3  3  0.75  1  0.75  2.38  2.50  1.88  0.88 
Difference     -0.75* 1* 0.5  0.75* 0 -0.5  0.75  -0.25  1.00 *  0.13  0.42 * 0.13  0.38 
(a) The statistical results of correct answers based on factors 6
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   Main  Effect  T1 T2 T3 T4  T5  T6 T7  T8 T9,T10 T12  T345 T67 T8910
Treemap 23.42 36.92 32  30.08 21.75 26.58 52.92 46.5 35.71 30.17 27.94  39.75  41.11 
Display Type 
Sunburst 27.92 37.58 11.17 25.08 12.5 23.5 51.92 42.33 20  32.75 16.25  37.71  31.17 
Difference     -4.50 -0.66 20.83 5.00  9.25# 3.08  1.00  4.17  15.71* -2.58 11.69* 2.04  9.94* 
Fisheye 27.58 39.17 23.42 28.67 16.58 24.83 52.58 39.75 27.38 33.38 22.89  38.71  33.57 
Fisheye 
No Fisheye  23.75 35.33 19.75 26.5 17.67 25.25 52.25 49.08 28.33 29.54 21.31  38.75  38.71 
Difference     3.83 3.84 3.67 2.17  -1.09  -0.42  0.33  -9.33* -0.95  3.84  1.58  -0.05  -5.14 
Small 24  32.58 15  21  19 28.33 51.92 41.67 26.5 28.29 18.33  40.13  34.09 
Data Size 
Large 27.33 41.92 28.17 34.17 15.25 21.75 52.92 47.17 29.21 34.63 25.86  37.34  38.19 
Difference     -3.33 -9.34  -13.17  -13.17* 3.75 6.58* -1.00  -5.50# -2.71 -6.34 -7.53  2.79  -4.11 
Table 6-4: Statistical analysis of the results in Table 6-3
(b) The statistical results of time based on factors 
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6.4.5.3  Discussion of Table 6-4a 
For simple tasks in comparing the capital of companies, with fisheye-lens has less 
correct answers than without fisheye-lens.   
From analysing task 1, we found that not using fisheye-lens has higher 
correctness (accuracy) than using fisheye-lens, with F(1,4)=9.00, MSE=0.125 and 
p=0.040. We propose that this is because task 1 is relatively simple, and participants 
can easily answer the question without using fisheye-lens. Those participants who 
used fisheye-lens may have been distracted by its use, rather than concentrating on 
answering the question. Also, using fisheye-lens distorts the size of elements in the 
visualisation, making it difficult to compare the capital of companies.   
Finding the best company in a highlighted area has more correct answers for a 
large data set than with a small data set. 
Another result was found from task 1 is that correctness is higher with large 
data set than with small data set, with F(1,4)=9.00, MSE=0.125 and p=0.040. This 
result may have been caused by our experimental design. In the small data set, the 
correct answer has two options, while in the large data set, the correct answer has 
three options. Also, the correct company in the large data set display is more 
obvious than in the small data set. When we measure the correctness, the answer 
including one correct option is regarded as correct.   
      Task 1 also shows the interaction of fisheye-lens and data size, with F(1,4)=9.00, 
MSE=0.125 and p=0.040. As Figure 6-1 shows, in the case without using 
fisheye-lens, the correctness of using small data set and large data set are the same. 
But while using fisheye-lens, the correctness with large data set is the same, but the 6.  Experiments    97 
correctness with small data set is decreased. Based on the analysis above, we could 
think that the task with large data set is easier than with small data set when using 
fisheye-lens. Again, we suggest that those participants who used fisheye-lens may 
have been distracted by its use, rather than concentrating on answering the question. 
 
    Figure 6-1: The interaction of data size and fisheye-lens for task 1 
 
With a small data set finding the best company in the entire visualisation has 
more correct answers for a small data set than with a large data set.   
For task 2, the results show that the correctness is higher with small data set 
than with large data set, with F(1,6)=8.00, MSE=0.25 and p=0.030. This is intuitive, 
as participants have to scan more elements in the large data set so are more likely to 
choose incorrectly. This shows in task 2 but not in task 1 as task 2 covers the whole 
of the large data set whereas task 1 only covers a smaller subset. This conclusion is 6.  Experiments    98 
the opposite of the analysis in task 1, suggesting that task 1 may indeed have been 
an aberration caused by our experimental design. 
Sunburst has more correct answers than treemap for distinguishing the 
companies in different levels and calculating the number of sub-companies.   
   For task 3, sunburst is better than treemap to distinguish the level of the node, 
with F(1,4)=8.00, MSE=0.25 and p=0.047. In treemap, as non-leaf nodes are not 
shown explicitly, it is difficult to perceive the evolutionary hierarchy. Participants 
must judge parent-child relationships by cushioning and relative position (which is 
less reliable due to squarification). For similar reasons, sunburst is better than 
treemap for assessing the number of sub-companies, as supported by task 4 with 
F(1,4)=9.00, MSE=0.125 and p=0.040.   
A small data set has higher correctness than with a large data set to calculate the 
number of sub-companies.     
Also supported by task 4, small data set is better than large data set to calculate 
the numbers of offspring nodes, with F(1,4)=9.00, MSE=0.125 and p=0.040. 
Intuitively, it is easier to compare small subtrees in the small data set than large 
subtrees in the large data set. 
Task 4 also shows the effects of the interaction of display type and data size, 
with F(1,4)=9.00, MSE=0.125 and p=0.040. As shown in Figure 6-2, using treemap 
the correctness with small data set and with large data set are the same. However, 
using sunburst the correctness with small data set is much better than with large 
data set. The reason could be that while using treemap display, participants found it 
difficult to compare the number of sub-companies of two parent companies, no 6.  Experiments    99 
matter whether they were using the large data set or the small data set, whereas with 
sunburst display, they were able to compare a small number of sub-companies 
easily using the explicitly shown hierarchy, but found assessing large subtrees more 
difficult.  
 
    Figure 6-2: The interaction of data size and display type for task 4 
 
Sunburst has higher correctness than treemap for exploring the hierarchical 
structure and predicting which company will be removed from the model. 
For task 8, we found that sunburst has the trend to be better than treemap for 
exploring the minority game model over several evolutionary steps to predict which 
company will be removed from of the model next, with F(1,6)=5.00, MSE=0.625 
and p=0.067. This is mostly likely due to sunburst explicitly showing the 6.  Experiments    100 
evolutionary structure.   
In task 8, the key consideration is which company in the previous round has 
always or most frequently lost, thus has the lowest winning rate. Based on the 
display, participants cannot see the winning rate of one company (neither directly 
nor through the mouse-over information). Participants can only browse over 
different time steps to see the change of capitals to make their decision. In sunburst, 
participants can easily locate the same company in different time-steps, whereas in 
squarified treemap finding the same company in different time-steps can be quite 
difficult, often requiring browsing of the mouse-over information.   
Sunburst has higher correctness than treemap to find which company dominates 
the market. 
For tasks 9 and 10, we found that sunburst is better than treemap for finding a 
dominant company, with F(1,4)=8.00, MSE=0.25 and p=0.047. The primary 
considerations to judge which company is dominant are the winning rate and the 
number of sub-companies. Sunburst is more intuitive than treemap, for assessing 
winning rate (task 8) and the numbers of sub-companies, due to its explicit display 
of the evolutionary hierarchy. 
With small data set has higher correctness than with a large data set to find 
which company dominates the market. 
Also from tasks 9 and 10, we found that it is easier to find a dominant 
company with small data set than with large data set, with F(1,4)=8.00, MSE=0.25 
and p=0.047. Again, this is most likely because participants have to scan more 
elements to find a correct answer. 6.  Experiments    101 
In table 6-4a, Q12, Q345, Q67, Q8910 show the effects of each factor when 
grouped by the kind of task.   
Tasks 1 and 2 are to find the company with most capital. The result shows that 
there is a trend that not using fisheye-lens is better than using fisheye-lens, with 
F(1,6)=5.00, MSE=0.156 and p=0.067. This trend is due to a significant difference 
for task 1, coupled with a lesser difference for task 2. The reason could be that, the 
first task is so simple that participants can answer it easily without fisheye-lens, 
while participants using fisheye-lens were distracted by its use. The lesser trend in 
the second task could be explained by participants using knowledge gained in 
answering the first task to help them answer the second task, since the visualisation 
in the first task is the same as the second task, simply with the search not restricted 
to the highlighted part.   
Tasks 3, 4 and 5 are about distinguishing the levels of companies and 
understanding the hierarchical structure of the model. The result shows that it is 
easier to understand the hierarchical structure with small data set than with large 
data set, with F(1,6)=10.603, MSE=0.033 and p=0.017. Again, this trend is derived 
from a significant difference in one task (task 4) and a lesser difference in a second 
task (task 3). This result backs up the intuition that it is easier to comprehend a 
small evolutionary hierarchy than a large one.   
Tasks 6 and 7 are about comparing strategies through comparing the similarity 
of colours of different companies. While there were no significant results for 
individual tasks, the results show that it is better to compare strategies with sunburst 
than with treemap, with F(1,4)=25.00, MSE=0.781 and p=0.007. The reason could 
be that cushioning effect used to expose the evolutionary hierarchy in treemap 6.  Experiments    102 
makes comparing colours difficult, whereas the flat shading used for sunburst 
makes comparing colours easier. Another result from tasks 6 and 7 is that it is better 
to compare strategies without fisheye-lens than with fisheye-lens, with F(1,5)=9.00, 
MSE=0.281 and p=0.040. Again, the reason could be that the task is simple enough 
to be completed without fisheye-lens, while participants using fisheye-lens were 
distracted by its use. 
Tasks 8, 9 and 10 are about understanding the evolutionary mechanism over 
time. For the result, we can find that sunburst is better than treemap in 
understanding the model over time, with F(1,6)=22.091, MSE=0.115 and p=0.003. 
The conclusion is consistent with the analysis of tasks 8, 9 and 10, in that sunburst 
explicitly shows the evolutionary hierarchy whereas treemap relies on the subtle 
indication given by cushioning to expose the hierarchy.   
6.4.5.4  Discussion of Table 6-4b 
People are able to count the sub-companies more quickly with a small data set 
than with a large data set. 
For task 4, the time taken to answer with large data set was significantly more 
than with small data set, with F(1,4)=7.972, MSE=43.496 and p=0.048. In the 
display of large data set there are more elements to count. Further, the elements are 
smaller, making them harder to distinguish and causing users to take more time to 
count them.   
Sunburst shows a trend to be a quicker method than treemap for determining 
whether one company is the child of another in the evolutionary hierarchy. 
Task 5 shows that there is a trend that is quicker to determine whether one 6.  Experiments    103 
company is a child of another using sunburst rather than using treemap, with 
F(1,6)=5.382, MSE=31.778 and p=0.059. This result is surprising, as we expected 
no significant difference, or possibly treemap to be slightly faster. The key 
consideration for answering this task in treemap is whether one rectangle is inside 
another, whereas for sunburst it is whether one segment is within the arc occupied 
by the other. The only reasonable explanation we can propose is that some 
participants were not confident in their understanding of how the evolutionary 
hierarchy is displayed in treemap, and so took more time to consider their answers. 
With a large data set it is quicker to compare strategies through comparing 
colours than with a small a data set. 
Task 6 shows that it is quicker to compare the strategies through comparing the 
colours with a large data set than with a small data set, with F(1,4)=8.447, 
MSE=10.267 and p=0.044. Again, this was unexpected. The explanation could be 
that participants with the small data set made more use of the slower but more 
accurate mouse-over information, whereas participants with the large data set relied 
more on the visual cues, being trained not to rely on mouse-over by previous tasks. 
However, this explanation does not account for the results in section 6.4.5.3, where   
the large data set was found to also be more accurate than the small data set for this 
task (although not significantly so). 
Using fisheye-lens is quicker than not using fisheye-lens to predict which 
company will be removed from the model through exploring the evolutionary 
hierarchy. 
Task 8 shows that using fisheye-lens is quicker than without using fisheye-lens 
when predicting which company will be removed in the next time step, with 6.  Experiments    104 
F(1,4)=9.424, MSE=43.593 and p=0.037. Using fisheye-lens allows participants to 
more easily interrogate small elements of the visualisation, which are likely to be 
those with low capital, hence a low winning rate and candidates for being removed. 
A small data set shows a trend to be a quicker method than with a large data set to 
predict which company will be removed out of the model through exploring the 
display over time steps. 
Another factor in task 8 shows that there is a trend with the small data set 
being quicker than the large data set, with F(1,5)=5.061, MSE=43.593 and p=0.088. 
This is because, in the small data set, there are fewer elements to consider as 
candidates for being removed.   
Sunburst is quicker than treemap in finding which company dominates the 
simulation. 
Tasks 9 and 10 show that sunburst is quicker than treemap for finding the 
dominant company in the simulation, with F(1,6)=9.744, MSE=55.325 and p=0.021. 
This is consistent with the analysis of correctness we discussed above. Sunburst 
shows the hierarchical structure more clearly than treemap, enabling participants to 
more quickly decide which companies are consistently not winning and hence are 
candidates for removal.   
As shown in table 6-4b, T12, T345, T67 and T8910 are the combined affects 
of the grouped tasks.   
Tasks 3, 4 and 5 are about understanding the evolutionary hierarchy. The result 
shows that sunburst is quicker than treemap, with F(1,6)=6.161, MSE=22.675 and 
p=0.048. Observing the time taken for tasks 3, 4 and 5, we can see for every task 6.  Experiments    105 
the time taken with sunburst is less than that taken with treemap. This result 
enhances the analysis of task 4 discussed above. Sunburst has a very intuitive 
display of hierarchical structure which makes it easier to understand the 
evolutionary hierarchy of the data.   
Tasks 8, 9 and 10 are about exploring emerging characteristics over the life of 
the simulation. The result shows that sunburst is quicker than treemap to answer 
these questions, with F(1,6)=8.019, MSE=40.829 and p=0.030. This result enhances 
the analysis of tasks 9 and 10 discussed above.   
6.4.6  Analysis of the Questionnaire 
6.4.6.1  Summary 
In section 6.4.6, we will analyse the results of the subjective questions in the second 
part of the experiments. First, we summarised the answers of the subjective questions 
(see Appendix A.2) into tables. Secondly, we use statistical methods to analyse the 
summarised datum for each factor. Finally, we put forward reasonable explanations for 
each conclusion based on the statistical analysis.   
The conclusions we draw are listed below. 
z  People tend to think that using sunburst is better than treemap when comparing 
the companies in different time steps. 
z  People think sunburst is better than treemap to distinguish the location of one 
company in the evolutionary model. 
z  People think sunburst is better than treemap to understand the relationship of 
two companies in different hierarchies. 6.  Experiments    106 
z  People think it is better with treemap and a large data set than with treemap and 
a small data set to compare the strategies, and it is better with sunburst and a 
small data set than with sunburst and a large data set to compare the strategies. 
z  There is a trend for people to believe that with a large data set it is easier than 
with a small data set to compare the winning rates of companies. 
z  There is a trend for people to believe that sunburst is better than treemap for 
determining whether a single company dominates the simulation. 
z  People believe that sunburst is easier to use than treemap. 
 
6.4.6.2  Analysis Based on the Results 
 
The original results of the subjective questions are also recorded in the Excel 
file included in the accompanying CD. In the table, columns S1 through S10 
contain the answers by each participant as a number: 1=“strongly agree”, 2=“agree”, 
3=“neutral”, 4=“disagree” and 5=“strongly disagree”. These results are summarised 
in Table 6-5 – each cells in columns S1 through S10 shows the average score of 
participants in each group for each question. Table 6-6 shows the statistical analysis 
of these results. Points of interest are discussed below.   Main  Effect  S1 S2 S3 S4 S5 S6 S7 S8 S9  S10 
Treemap 2.5 2.42 3.17 3.08 2.25  2.08 3.17 3  2.83 2.83
Display Type 
Sunburst 2.34 1.92 2.67 1.42 1.33  2.17 2.75 2.25 2.08 2.08
Difference     0.16 0.5 0.5# 1.66* 0.92*  -0.09 0.42 0.75# 0.75* 0.75*
Fisheye 2.5 2.08 2.92 2  1.42  2.08 2.92 2.58 2.42 2.58
Fisheye 
No Fisheye  2.34 2.25 2.92 2.5 2.17  2.17 3  2.67 2.5 2.33
Difference     0.16 -0.17 0  -0.5 -0.75*  -0.09 -0.08 -0.09 -0.08 0.25
Small 2.17 2.08 2.58 2.67 1.75  2.08 3.33 2.67 2.33 2.33
Data Size 
Large 2.67 2.25 3.25 1.83 1.83  2.17 2.58 2.58 2.58 2.58
Difference     -0.5 -0.17 -0.67* 0.84* -0.08  -0.09 0.75# 0.09 -0.25 -0.25
Table 6-6 Statistical analysis of Table 6-5 
DisplayType DataSize  FishEye  S1  S2 S3 S4 S5 S6 S7 S8 S9  S10 
Treemap Small  Fisheye  2  2.33 3  3.33 1.33  2.33 3.33 2.33 2.33 2.67
Treemap Small  NoFisheye  2.67 2.33 3  4  2.67  2.33 4  3.67 2.67 2.33
Sunburst Small  Fisheye  2  2  2  1.33 1.67  2  3.33 2.33 2.33 2.33
Sunburst Small  NoFisheye  2  1.67 2.33 2  1.33  1.67 2.67 2.33 2  2 
Treemap Large  Fisheye  3.33 2.67 3.67 2.33 1.67  1.67 2.33 3.33 3  3.33
Treemap Large  NoFisheye  2  2.33 3  2.67 3.33  2  3  2.67 3.33 3 
Sunburst Large  Fisheye  2.67 1.33 3  1  1  2.33 2.67 2.33 2  2 
Sunburst Large  NoFisheye  2.67 2.67 3.33 1.33 1.33  2.67 2.33 2  2  2 
Table 6-5: Summary of the results of the questionnaire 
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People have a trend to think that using sunburst is better than treemap to 
compare the companies in different time steps. 
For question 3, there is a trend that those using sunburst believe they are able 
to compare the capitals of companies in different time steps more than those using 
treemap, with F(1,4)=6.060, MSE=0.083 and p=0.070. This supports the discussion 
above about Q3, Q4 and T5. Treemap cannot explicitly show parent companies, 
which leads to not being able to know the capitals of parent companies. 
Another result is that people using the small data set believe they can compare 
the capitals of the companies in different time steps more than those using large 
data set, with F(1,4)=10.693, MSE=0.083 and p=0.031. This also supports the 
analysis above about Q4 and T4. 
People think sunburst is better than treemap to distinguish the location of one 
company in the evolutionary model. 
For question 4, people using sunburst believe that they can distinguish the 
location of one company in the evolutionary model more than those using treemap, 
with F(1,4)=39.641, MSE=0.140 and p=0.003. Similarly, people using small data 
set believe that they can distinguish the location of one company in the 
evolutionary model more than those using the large data set, with F(1,4)=9.881, 
MSE=0.140 and p=0.035. The reason is the same as for question 3: in treemap 
display the parent companies cannot be explicitly shown, so that people can only 
infer where a company is located in the evolutionary hierarchy. The smaller data set 
makes this inference less challenging. 6.  Experiments    109 
 
 
People think sunburst is better than treemap in understanding the relationship of 
two companies in different hierarchies. 
For question 5, people using sunburst believe that they can understand the 
relationship between companies and sub-companies more than those using treemap 
with F(1,4)=13.468, MSE=0.125 and p=0.021. Again, this can be attributed to 
treemap not explicitly visualising the evolutionary hierarchy. Also, people using 
fisheye-lens believe they can understand the relationship between companies and 
sub-companies than those not using fisheye-lens, with F(1,4)=8.939, MSE=0.125 
and p=0.040. This preference can be attributed to fisheye-lens making participants 
more confident in their ability to find the tiny sub-companies. 
There is interaction between the display type and the use of fisheye-lens for 
question 5, with F(1,4)=9.059, MSE=0.125 and p=0.040. As Figure 6-3 shows, 
when using treemap, people using fisheye-lens think it it easier to understand the 
relationship between companies in the evolutionary hierarchies than those who did 
not use fisheye-lens. However, while using sunburst, people did not think it 
important whether using fisheye-lens or not. 6.  Experiments    110 
 
    Figure 6-3: The interaction of fisheye-lens and display type for question 5 
 
People think it is better with treemap and a large data set than with treemap and a 
small data set to compare the strategies, and it is better with sunburst and a small 
data set than with sunburst and a large data set to compare the strategies. 
There is interaction between the display type and the data size for question 6, 
with F(1,4)=16.144, MSE=0.042 and p=0.016. As Figure 6-4 shows, while using 
treemap, people believe it is easier to compare the strategies through colours with 
the large data set than with the small data set. However, while using sunburst, the 
opinion is opposite. We cannot explain this result. 
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    Figure 6-4: The interaction of data size and display type for question 6 
 
There is a trend for people to believe that with large data set is easier than with 
small data set for comparing the winning rates of companies. 
For question 7, people using the large data set tend to believe that they can 
compare the winning rates of companies more than those using small data set, with 
F(1,6)=5.654, MSE=0.199 and p=0.055. While we cannot explain this result, we 
note the similar belief for treemap and large data set in question 6 discussed above. 
It is possible that the participants in the treemap + large data set groups were 
coincidentally more confident than other groups. 
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There is a trend for people to believe that sunburst is easier than treemap for 
determining whether a single company dominates the simulation. 
For question 8, people using sunburst tend to believe that they can determine 
whether a single company dominates the simulation, with F(1,6)=5.675, 
MSE=0.200 and p=0.055. The explicit display of the evolutionary hierarchy in 
sunburst gives participants more confidence in their ability to assess the 
performance of companies over the life of the simulation.   
People believe that sunburst is easier to use than treemap. 
Questions 9 and 10 assess how well people understand the minority game 
model and the tools used in the experiment. For question 9, the results show that 
people using sunburst believe that they understand the visualisation tool well after 
the training session (with F(1,4)=26.995, MSE=0.042 and p=0.007) and after the 
experiment (also with F(1,4)=26.995, MSE=0.042 and p=0.007) more than those 
using treemap. Anecdotally, during training sessions we found that most 
participants quickly understood the sunburst display, while participants had more 
difficulty understanding the treemap display. This result is despite the use of 
cushioning and squarification, which are intended to improve the usefulness of 
treemap. Indeed, several participants commented that they had difficulty using the 
cushioning feature during the experiments.   
There is interaction between the display type and the data size for question 9, 
with F(1,4)=8.265, MSE=0.042 and p=0.045, and for question 10, with 
F(1,4)=8.265, MSE=0.042 and p=0.045. When using the small data set, people 
thought sunburst somewhat easier to use than treemap, whereas when using the 6.  Experiments    113 
large data set, people thought that sunburst was MUCH easier to use than treemap 
(see Figures 6-5 and 6-6). 
 
    Figure 6-5: The interaction of data size and display type for question 9 
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    Figure 6-6: The interaction of data size and display type for question 10 
 
6.5  Remarks 
In our experiment, we measured the performance of the visualisation tools in 
four aspects: finding a specific company with the most capital, comparing the 
locations of companies in the evolutionary hierarchy, comparing the strategies of 
companies, and understanding the underlying minority game model through 
exploring the visualisation over time. We summarize our conclusions below: 
z  Sunburst is better than treemap in searching for the company with most 
capital. 
z  With a small data set it is easier than with a large data set to search the 
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company with the most capital. 
z  Sunburst is better than treemap in comparing the locations of companies 
in the evolutionary hierarchy. 
z  With a small data set it is easier than with a large data set to compare the 
locations of companies in the evolutionary hierarchy. 
z  Sunburst is better than treemap in understanding the minority game model 
through exploring the visualisation over time. 
z  With a small data set it is better than with a large data set to understand the 
minority game model through exploring the visualisation over time. 
z  For simple tasks, fisheye-lens is not necessary, and using fisheye-lens can 
decrease the performance of the visualisation tool.   
z  Overall, people think sunburst is easier to use than treemap.   
 
It is instructive to compare the user experimental results obtained here with 
those of the other comparison of treemap and sunburst by Stasko et al. Generally 
we found similar results. They concluded that treemap is better than sunburst for 
comparing the sizes of the files, which differs from our conclusion. This can be 
explained as, in Stasko et al.’s experiments, the area of a non-leaf (directory) 
rectangle in the treemap is the sum of the areas of its contained leaf (file) rectangles. 
It follows that the sizes of files can be compared directly no matter where they are 
relative to each other in the directory hierarchy. This is not the case in our 
experiments, as the area of a non-leaf rectangle is determined by the capital of the 6.  Experiments    116 
 
corresponding company relative to its sibling companies in the evolutionary 
hierarchy. So, to compare the capital of companies requires a comparison, not only 
of the two companies involved but also all of their ancestor companies. Performing 
such a comparison is easier with an explicit display of the evolutionary hierarchy, 
as provided by sunburst. 
Our other conclusions are generally in agreement with those of Stasko et al. In 
particular, our last conclusion agrees with Stasko et al.’s general conclusion, and 
extends it by showing that sunburst is also better than treemap for understanding 
the evolutionary hierarchy and the underlying minority game model. 
Considering the 10 subjective questions, we found that sunburst is preferred 
over treemap in 6 questions. These questions are mainly about understanding the 
hierarchical structure, and the understanding of the minority game model, 
supporting the above conclusion. However, treemap is not useless – it has 
advantages which we will build upon in next chapter.   
Recalling our original hypotheses, we find that only the hypothesis that 
“sunburst is better than treemap for distinguishing the levels of nodes” is fully 
supported. The hypothesis that “treemap is better than sunburst for comparing the 
sizes of nodes” is not supported by any significant statistical trend. However, it is 
noted that the sizes of the nodes can only be directly compared when the nodes are 
siblings in the evolutionary hierarchy. For the hypothesis that “using fisheye-lens 
techniques will improve the rate of correctness in the experiments”, we found that 
fisheye-lens improved the speed at which some complex tasks could be performed, 
but not the correctness of the answers. For simple tasks, using fisheye-lens reduced 
correctness when comparing the capitals of companies.   6.  Experiments    117 
 
An overall aim of this thesis is to consider the effectiveness of the use of 
information visualisation tools as an aid to the understanding of dynamic financial 
data. We have used the minority game as a model to generate the data and treemap 
and sunbursts as information visualisation tools. The experiments in this chapter 
have shown that people can effectively use these tools as an aid to understanding 
the data, and aspects of the data that are not readily available in the usual time plot 
approach to financial data. We have compared the tools and also compared our 
results to other experiments that used these tools. In the next chapter we enhance 
the tools based on the findings in this chapter.   7.  Proposed  Enhancements  to  Visualisation Techniques   118 
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One of the benefits of space-filling visualisations is their efficient use of screen 
space. Of the visualisations used in this thesis, treemap is more efficient than sunburst in 
its use of screen space, by virtue of its rectangular elements. However, the results of our 
experiments show that sunburst is better than treemap for understanding of the minority 
game and is preferred by users. Based on these observations, we attempt to combine the 
advantages of these two space-filling techniques to construct new visualisation tools 
while overcoming their disadvantages.   
In this chapter, two variations on the space-filling visualisations presented in this 
thesis are proposed. Furthermore, a variation of fisheye-lens is also proposed. All of 
these new techniques are implemented in Java by the author. The source code is 
included in the accompanying CD. 
7.1  Enhancement 1: Filled Sunburst 
7.1.1 Introduction 
This first enhancement we propose is based on the sunburst visualisation, as it has 
been found to be best for representing the evolutionary hierarchy of a minority game 
simulation. As discussed in Chapter 6, the work of Stasko et al. indicates that the sizes 
of every file can be compared based on the size of the corresponding elements in a 
treemap or sunburst. However, our experiments show that this is only true for 
companies in a minority game simulation if the companies being compared are siblings 
or the capital of the child companies are the sum of the capitals of their parent company 
(the latter case is always true for the file and directories in Stasko et al.). Another issue 
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similar, such as the companies labelled 1, 2 and 3 shown Figure 7-1. 
To overcome these problems, a variation on the sunburst visualisation technique is 
proposed. The inspiration for the idea comes from the thermometer. In this variation 
(see Figure 7-2), the circular segments representing sibling companies all occupy the 
same angle. Then, rather than using the size of its angle to represent a property of the 
corresponding entity (such as the capital of a company), the property is represented by 
filling the segment with colour from the inner circle towards the outer. The company 
with the highest value for the property is filled completely (in Figure 7-2 this is the 
purple company on the right-hand side) – all other companies are filled by the 
proportion of their property value to the maximum value. 
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Figure 7-2: A filled sunburst 
 
 
 
This variation also partially overcomes the issue of space wasted due to “dead” 
companies, as was discussed in Section 4.3. As all companies occupy the same angle, 
there is no additional penalty for “large” leaf companies  －  a large file near the top of a 
visualisation of a directory structure wastes no more space than a small file in the same 
position. 
To enhance this visualisation technique further, the interface should support a 
“marking” facility, whereby users can interactively compare the values represented by 
the filled portions of companies. For example, in Figure 7-3a, there are eight sibling 
companies: companies 1, 2, 3 and 4 seem to have similar capital, while companies 6, 7 
and 8 also seem to have similar capital. To assist in comparing these companies, the 
interface allows the user to select one company, then “mark” the display with a 
homocentric circle which coincides with the edge of the filled portion of the selected 
company. Figure 7-3b shows the circle which results from this operation on company 1. 
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larger than the values of companies 2, 3 and 4, but smaller than the value of company 5. 
Multiple marking circles can be used for more complex comparisons. For example, 
Figure 7-3c shows two marking circles on the display, allowing the user to determine 
that only company 5 has a value larger than the value of company 1 and smaller than the 
value of company 7. 
Comparing the filled sunburst visualisation with a traditional sunburst, there are 
several improvements. Whereas the traditional sunburst only supports direct comparison 
of company sizes between companies which are children of the same parent company, 
filled sunburst allows the comparison of all companies. Filled sunburst also allows the 
easy identification of the company with the highest value (it is the only one fully filled 
by colour). However, filled sunburst does have its own disadvantages. In particular, if a 
company has a particularly low capital for the properties represented by the filled 
portion, then its colour may not be clearly visible. In this case, the property represented 
by the colour cannot be easily determined. 7.  Proposed  Enhancements  to Visualisation Techniques   122 
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( b )            ( c )  
Figure 7-3: Compare the sizes of similar companies using “marking” circles 
7.1.2 Simulation 
      The filled sunburst has been implemented by the author. The source code is included 
in the accompanying CD.   
   Figure 7-4 shows the interface of the program. The left part shows the display with 
the new visualisation technique, the area in the middle shows the control panel that 
allows users to choose different options, and the right part shows the original tree 
structure. We included three tree structures with different complexities as a 7.  Proposed  Enhancements  to Visualisation Techniques   123 
demonstration. When users choose tree1, tree2 or tree3 through operating on the control 
panel, the corresponding tree will be shown in the right panel. In the tool, we have two 
approaches to show the capitals of companies. 
1.  In the first approach, only the capital of sibling companies can be compared. The 
capital of a parent company is not related to the capital of its children. Of the 
siblings, the company with most capital has full colour rendered, while the rest 
of the companies have the colour with the proportion of its capital compared 
with the highest capital of the siblings. For example, the most capital of the 
sibling companies is 10, the company with capital 10 is full coloured, and the 
company with capital 5 is half coloured. 
2.  In the second approach, the capital of every company in the display can be 
compared. The company with the highest capital is full coloured and the rest of 
the companies are coloured with the proportion compared with the highest 
capital in the tree. 
These two methods are implemented in the demonstration program, allowing us to 
compare their effectiveness. Obviously, the second method overcomes the 
disadvantage of normal sunburst that it cannot compare the capital of every 
company in the minority game. Users can choose ‘For Siblings’ or ‘For All Nodes’ 
in the panel to switch between these two methods. The option ‘Enhancement1’ at the 
bottom of the control panel is selected for simulating the method described in 
section 7.1.1.   7.  Proposed  Enhancements  to Visualisation Techniques   124 
 
Figure 7-4: The interface of filled sunburst implementation. 
 
In Figure 7-5a, we chose tree1 with ‘For Siblings’ – the display is shown in the left 
panel. In Figure 7-5b, we chose the same tree with ‘For All Nodes’. Comparing the two 
displays, we find that in the first display some segments are full coloured, while in the 
second display only one segment is full coloured.   
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(b) “For All Nodes” colouring 
Figure 7-5: Two methods of cell colouring. 
To help compare the capital of the companies, we used a ‘marking’ method with 
the display. When the mouse moves over one segment, a circle is shown in the display. 
For example, if we choose ‘For Siblings’ (see Figure 7-6), when we move the mouse 
over the segment on the right side, a circle is shown in the display – the radius of the 
circle is equal to the coloured part of the selected company. Such a circle can help users 
to compare the capital of this company with its sibling companies. The circle can also 
be used with ‘For All Nodes’. In this case multiple circles should be drawn in the 
display – one for each level of the hierarchy, but each at the same value as the selected 
company. This enhancement is intended for future implementations. 7.  Proposed  Enhancements  to Visualisation Techniques   126 
 
Figure 7-6: Marking circle with “siblings” 
 
7.2  Enhancement 2: Hybrid Sunburst/Treemap 
7.2.1 Introduction 
Based on the discussion in Section 4.4, a disadvantage common to both traditional 
and filled sunburst is that they occupy a circular display area, where as most display 
devices are rectangular. This leads to considerable wasting of space in the corners of the 
display. In this section, a visualisation technique is suggested to overcome this problem 
by combining the explicit hierarchy of sunburst with the rectangular display area of 
treemap. The resulting technique is somewhat similar to a rectangular cartogram 
[KS04]. 
Consider Figure 7-7: Figure 7-7a shows a traditional tree view, while Figure 7-7b 
shows the same data visualised by the proposed hybrid technique. The rectangles of the 
hybrid are labelled with the nodes of the tree they represent. Rectangles with no label 
are the equivalent of the space outside a “dead company” in a sunburst display. 7.  Proposed  Enhancements  to Visualisation Techniques   127 
 
(a) 
 
(b) 
Figure 7-7: A hybrid sunburst/treemap 
The hybrid visualisation is constructed by drawing a rectangle top-to-bottom in the 
centre of the display to represent the root. The space to the left of the root is partitioned 
into similar rectangles, one for each level of the tree below the root. The space to the 
right of the root is similarly partitioned. The correspondence between levels and 
rectangles is shown by the numbers across the top of Figure 7-7b. 
The children of the root are represented by dividing the rectangles immediately to 
the left and right of the root rectangle. Those children represented in the left rectangle 
are termed “left” children, and those in the right rectangle are termed “right” children. 7.  Proposed  Enhancements  to Visualisation Techniques   128 
The grandchildren of the root are represented by dividing the rectangles immediately to 
the left and right of the rectangles holding the children of the root. Child companies are 
always drawn within the vertical range occupied by their parent company. Thus, in 
Figure 7-7b, company B1 in level 2 is a “left” child of the root company A, so its 
children C1, C2 and C3 subdivide the vertical range of B1 within the left level-3 
rectangle, and the children of C3 (D1, D2 and D3) subdivide the vertical range of C3 
within the left level-4 rectangle. Similarly, C4 and C5 subdivide the vertical range of B3 
within the right level-3 rectangle. 
The same method of proportionally filling companies with colour that was used in 
the filled sunburst can also be used with the hybrid sunburst/treemap visualisation 
technique (see Figure 7-8). Similarly, a “marking” facility can be used. However, in this 
case a “mark” is a pair of vertical lines showing the filled portion of the selected 
company in both the left and right rectangles of the selected level (see Figure 7-9). This 
can be extended by repeating the marking lines for all rectangles of the visualisation, 
allowing the values of all companies in the tree to be compared (see Figure 7-10). 
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Figure 7-9: A hybrid sunburst/treemap with marking 
 
Figure 7-10: A hybrid sunburst/treemap with multiple-marking 
One disadvantage of this hybrid technique is that it still suffers from the “long thin 
rectangles” experienced by normal treemaps. As the number of levels in the hierarchy 
increases, the space for companies in the lower levels becomes smaller and smaller, 
resulting in long thin rectangles such as D1 through D6 above. Unlike normal treemaps, 
squarification cannot be used to delay this problem, as the aspect ratios of the rectangles 7.  Proposed  Enhancements  to Visualisation Techniques   130 
are largely constrained by the sunburst-like construction of the visualisation. 
1.2.2 Simulation 
The method described in section 7.2.1 has been implemented by the author and the 
source code included in the accompanying CD. To show this method, we should choose 
‘Enhancement2’ in the middle control panel. As with the simulating for enhancement 1, 
we have two options to render the colour. When we choose ‘For Siblings’, only the 
capital of sibling companies can be compared. When we choose ‘For All Nodes’, the 
capital of every company can be compared.   
Figure 7-11a shows the display of ‘For Siblings’, and Figure 7-11b shows the 
display of ‘For All Nodes’. Comparing the two displays, we find that in display 1 some 
segments are full coloured, while in display 2 only one segment is full coloured. The 
marking operations are also used with this interface. As Figure 7-12 shows, when we 
choose ‘For Siblings’, while the mouse is moving over one segment, the marking lines 
are drawn in the display for every company of this level of the hierarchy. It can help to 
compare the capitals of the sibling companies. The same method can also be used with 
‘For All Nodes’. This enhancement is intended for future implementations. 
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Figure 7-11: Simulation of two method about enhancement 2 
 
Figure 7-12: Accessorial lines using in enhancement 2 
7.3  Applying Fisheye-lens to the Enhanced Visualisations 
7.3.1 Introduction 
Two simple methods of applying logical fisheye-lens techniques are proposed for 7.  Proposed  Enhancements  to Visualisation Techniques   132 
the visualisations presented in this chapter. The first simple method is to allow the user 
to increase the proportion of each company that is coloured relative to the value of the 
represented property. 
For example, Figure 7-13a shows an unmagnified filled sunburst. The user is 
allowed to select one company and “pull” its coloured region out (represented by 
dashed line leading to the cross in figure 7-13a) so that it covered a greater proportion of 
the company. All companies in the same level also have their coloured regions increased 
proportionally. The result is shown in Figure 7-13b. Note that the company which was 
coloured blue is now coloured black to show that it its filled proportion is now greater 
than 100%. This method can be repeated multiple times on one or several companies in 
the display. 
 
( a )           ( b )  
Figure 7-13: Increasing the filled portion relative to the represented value 7.  Proposed  Enhancements  to Visualisation Techniques   133 
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Figure 7-14: Increasing the radius of the selected circle 
The second simple fisheye-lens technique is shown in Figure 7-14. Figure 7-14a 
shows the original display. A logical fisheye-lens can be applied by simply increasing 
the radius of the selected circle. At the same time, the radii of other circles are shrunk so 
that the overall size of the display remains the same. The result is shown in Figure 
7-14b. 
Both of these simple fisheye-lens methods can also be applied to the hybrid 
sunburst/treemap visualisation. 
The remainder of this section details a more advanced method of applying 
fisheye-lens techniques to the hybrid sunburst/treemap visualisation. In Chapter 4, it 
was discussed that both treemap and sunburst have the disadvantage that a few 
companies can occupy a large proportion of the display space, leaving little room for the 
other companies. To overcome this problem, the notion of degree of importance (DOI) 
is borrowed from the work of Furnas [Fu86] and adapted to the hybrid visualisation 
technique. 
When initializing the display, a DOI for every level of the hierarchy is calculated: 7.  Proposed  Enhancements  to Visualisation Techniques   134 
DOIi = Ni / Ntot where Ni is the number of companies in level i and Ntot is total number 
of companies over all levels. For example, the DOI values for Figure 7-7a are shown in 
Table 7-1. These DOI values can be used to scale the width of each rectangle in the 
hybrid visualisation. If R is the radius of the display (half the width), then the widths of 
the rectangles at level i are Wi = DOIi × (R - DOI1/2), as shown in Figure 7-15. Note 
that the left and right rectangles at each level have the same width to maintain the 
balance of the hybrid visualisation structure. 
Level 
Number of 
companies DOI 
1 1  1/19 
2 5  5/19 
3 7  7/19 
4 6  6/19 
Table 7-1: DOI of the levels of the tree in Figure 7-4a 
 
Figure 7-15: Applying DOI to widths of the hybrid visualisation 
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visualisation. For example, consider the five children companies of company A in 
Figure 7-7a. The number NBi of companies in each sub-tree can be calculated. The sum 
NBtot of companies in all sub-trees can also be calculated. Table 7-2 lists DOIBi = NBi / 
NBtot for each sub-tree Bi. If H is the height of the display, then the height of each 
sub-tree is HBi = 2H * DOIBi, as shown in Figure 7-16a. Note that, unless both “sides” of 
the visualisation contain an equal number of companies, the height of the side with 
more companies will be greater than H, and the height of the side with fewer companies 
will be smaller than H. Such an unbalanced display could waste some space, especially 
when the height with more companies is much greater than H. To overcome this 
problem, we can balance the display by normalising the height of each side individually, 
as Figure 7-16b shows. 
Sub-tree Number of companies DOI 
B1 7  7/18 
B2 1  1/18 
B3 3  3/18 
B4 1  1/18 
B5 6  6/18 
Table 7-2: DOI of the sub-trees Bi of the tree in Figure 7-7a 
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(b) 
Figure 7-16: Applying DOI to subtrees Bi of the hybrid visualisation 
The DOI method can also be applied to the width and height of the hybrid 
visualisation simultaneously. What is more, the same methods can be applied to the 
filled sunburst visualisation – level DOI can determine the radius of each circle, and 
subtree DOI can determine the angle occupied by each segment. 7.  Proposed  Enhancements  to Visualisation Techniques   137 
7.3.2 Simulation 
The methods described in section 7.3.1 have been implemented by the author and 
the source code included in the accompanying CD. These methods are available for both 
the filled sunburst and hybrid treemap/sunburst techniques.   
The first method is used to increase the efficiency of space use. For example, we 
can choose ‘Angle DOI’ in the control panel with enhancement 1. With this method, 
each leaf company has the same angle range, so that the space is well used, as Figure 
7-17 shows. With enhancement 2, we have two optimisations: when we choose ‘Width 
DOI’, as Figure 7-18 shows, the middle root company is shrunk so that more width is 
used by the available companies; when we choose ‘Height DOI’, as Figure 7-19 shows, 
every leaf company has the same height and less height is wasted by “dead” companies. 
These two methods can be used together – the effect is best when a large number of 
companies need to be displayed.   
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Figure 7-18: Width DOI for enhancement 2 
 
Figure 7-19: Height DOI for enhancement 2 
The fisheye-lens effects discussed in Section 7.3.1 have also been implemented. 
For example, consider the filled sunburst interface shown in Figure 7-20. If we tick 
‘Fisheye-lens’ in the control panel, when we move the mouse over a company and click 
the right button, a popup menu is shown in the display. If we then choose ‘magnify 
nodes in current layer’, the coloured area of current company is magnified, as Figure 
7-21 shows. The coloured areas of sibling companies are also magnified. If the sibling 7.  Proposed  Enhancements  to Visualisation Techniques   139 
companies now have their proportions more than 1, the colour of these companies 
becomes black. For example, company A has capital 3, while its sibling company B has 
capital 5. The original proportion of A is 3/5, so the colour of A is partly rendered. When 
we use fisheye-lens, the proportion of company A is doubled, so the proportion of A 
becomes 6/5. This is more than 1, so the colour of company A becomes black and fully 
rendered.  
 
Figure 7-20: The popup menu shows the options of fisheye-lens 
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The second option of fisheye-lens is ‘magnify this layer’. When we choose 
‘magnify this layer’ in the popup menu, the area of this layer is magnified and the areas 
of other layers are proportionally shrunk. This method can help to observe companies in 
the layer which we are interested in. Figure 7-22 shows the operation of ‘magnify this 
layer’. This fisheye-lens method can also be used in a similar way with the hybrid 
treemap/sunburst visualisation. 
 
(a) Before magnification 
 
(b) After magnification 
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7.4  Remarks 
This chapter detailed two new visualisation techniques which overcome some of 
the disadvantages of sunburst in visualizing the minority game. In both of these 
solutions, areas of colours can be used to represent a value of a property of each node 
(such as the size of a file, or the capital of a company). However, it is only the 
proportion of the company occupied by this colour which represents the value, so the 
colour itself can still be used to represent other properties of the node (such as the type 
of a file, or the strategy of a company).   
Fisheye-lens techniques were also described which can be applied to both of these 
new visualisations. These fisheye-lens techniques allow the visualisations to better 
make use of the space available by weighting the sizes of nodes according to their 
degree of importance, and also (if used successfully) allow users to expose the details of 
areas of interest within the visualisation 
The solutions proposed in this chapter are based on the analysis of treemap, 
sunburst and the experiments in this thesis. While they are yet to be tested by user 
experiments, they promise considerable enhancement of the existing visualisation 
techniques and act as a starting point for future research. 
The demonstration implementations in the accompanying CD are simply 
proof-of-concept for the new techniques described in this chapter. Further functions 
need to be implemented to enhance their use. For example, when we choose ‘For All 
Nodes’ in the control panel, while the mouse is moving over one company, multiple 
marking lines should be displayed (one line for each “level” of the hierarchy). This can 
help in comparing the level of capital of all companies. When the display is distorted by 
fisheye-lens, the marking lines must also be distorted to reflect the correct proportions 
of the capital of all the companies.   8.  Conclusion  and  Future  Work    142 
8  Conclusion and Future Work 
8.1  Summary 
The relatively new area of Information Visualisation has received increasing 
research focus in recent years, but a problem at the moment is the disconnection 
between academic research and real applications. In this thesis, we analysed the possible 
application of information visualisation in the area of financial systems. Information 
visualisation techniques were used on a financial system model as an aid to 
understanding the output from the system. We undertook user experiments to evaluate 
the effectiveness of the techniques and to compare the techniques in user understanding 
of the financial system. Further, based on the user experiments, we developed and 
implemented some new information visualisation techniques that extend those 
previously used.   
8.2  Our Work 
Firstly, we analysed the minority game and the possible application in real financial 
markets. Based on this, we built our own minority model. The model simulates a 
financial system where a fixed number of agents (companies) compete and each 
company attempts to obtain the largest stock of capital. Highly successful companies 
and their strategies are replicated and replace unsuccessful companies.   
Secondly, based on such a model, we used two space-filling visualisation 
techniques to visualise the model, and imported a visualisation enhanced technique: 
logical fisheye-lens, to strengthen the affect of original display. 
Next, to compare the performance and effectiveness of these visualisation 
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environment. We used statistical methods to draw our own conclusion about the 
effectiveness of the techniques. Fisheye-lens technique was also measured in the 
experiment. Also, through a subjective questionnaire to the participants in the 
experiments, we collected statistics on the preference of the users to the techniques. We 
also simulated a small financial market (small data set or number of companies) and a 
larger financial market (large data set) to gauge the effectiveness of the techniques with 
different sized markets. The main conclusions of the experiment are listed below: 
z  For simple tasks in comparing the capital of companies, without 
fisheye-lens is better than with fisheye-lens. 
z  With a small data set it is easier to find the best company in a highlighted 
area than with a large data set.   
z  With a small data set it is easier to find the best company in the entire 
visualisation than with a large data set.   
z  Sunburst is better than treemap to distinguish the companies in different 
levels and calculate the number of sub-companies and thus the evolution 
of successful companies. 
z  With a small data set it is better than with a large data set to calculate the 
number of sub-companies. 
z  Sunburst is better than treemap for exploring the hierarchical structure and 
predicting which company will be removed from the model. 
z  Sunburst is better than treemap to find which company dominates the 
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z  A small data set is better than a large data set to find which company 
dominates the market. 
z  People are able to count the sub-companies more quickly with a small 
data set than with a large data set. 
z  Sunburst shows a trend to be quicker than treemap for determining 
whether one company is the child of another in the evolutionary hierarchy. 
z  With la arge data set it is quicker to compare strategies through comparing 
colours than with a small data set. 
z  Using fisheye-lens is quicker than not using fisheye-lens to predict which 
company will be removed from the model through exploring the 
evolutionary hierarchy. 
z  A small data set shows a trend to be quicker than with large data set to 
predict which company will be removed out of the model through 
exploring the display over time steps. 
z  Sunburst is quicker than treemap in finding which company dominates the 
simulation. 
z  People demonstrate a trend to think that using sunburst is better than 
treemap to compare the companies in different time steps. 
z  People think sunburst is better than treemap to distinguish the location of 
one company in the evolutionary model. 
z  People think sunburst is better than treemap to understand the relationship 8.  Conclusion  and  Future  Work    145 
of two companies in different hierarchies. 
z  There is a trend for people to believe that with a large data set it is easier 
than with a small data set to compare the winning rates of companies. 
z  There is a trend for people to believe that sunburst is better than treemap 
for determining whether a single company dominates the simulation. 
z  People believe that sunburst is easier to use than treemap. 
z  People think it is better with treemap and a large data set than with 
treemap and a small data set to compare the strategies, and it is better with 
sunburst and a small data set than with sunburst and a large data set to 
compare the strategies. 
Finally, based on the experimental analysis, we developed some new visualisation 
solutions based on the advantage and disadvantage of the conventional sunburst, 
treemap and fisheye-lens. These new solutions combined the advantages and discarded 
the disadvantages of the old techniques what used in our experiment, and hope to 
increase the performance in visualising the minority game model. A demo program was 
implemented in this thesis that can help readers better understand the new solutions. It 
also can be a starting point for the future research work in this field. 
8.3  Main Contributions of this Research 
The main contributions in this thesis are discussed below.   
Firstly, we used different space-filling techniques to visualise the minority game. In 
the past, the minority game has not been used with information visualisation techniques. 
We used the sunburst and treemap information visualisation techniques. We also used 8.  Conclusion  and  Future  Work    146 
fisheye-lens, a kind of focus-context technique to enhance the effect of the 
visualisations. We evaluated the effectiveness of these techniques in a simulated 
financial market. Our research has significance to an important application area. 
Secondly, based on our usability research work, we designed some new information 
visualisation techniques. These were implemented but usability experiments await 
future research. Again, these techniques have significance to information visualisation 
applications to financial markets. 
8.4  Future Work 
Here, we suggest some possible directions of the future research work. 
Since the minority game model can be used to simulate real-world financial 
systems, the visualisation techniques applied to the minority game in this thesis could 
also be used to visualise real financial market data. Future research could include using 
these visualisations to explore differences between the behaviours of minority game 
models and real-world financial markets, leading to more accurate models and more 
appropriate visualisation techniques. 
In this thesis, only the simplest fisheye-lens techniques were used for interacting 
with the visualisations. Future research could include considerably more powerful 
(more complex) fisheye-lens techniques, such as the “detail inside” and “detail outside” 
for sunburst [SZ00], as well as other means of interacting with space-filling 
visualisations.  
The most immediate goal, however, is to analyse the new visualisation techniques 
proposed in Chapter 7 through experiments similar to those in this thesis. These 
experiments would be a means to verify that the new visualisation techniques do indeed 8.  Conclusion  and  Future  Work    147 
overcome the limitations of existing techniques identified in this thesis, and to identify 
new shortcomings which could be addresses in the next generation of visualisation 
techniques. 
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A    Tasks and Questions 
This appendix contains the lists of tasks and subjective questions used in the 
experiments of Chapter 6, as well as screenshots of the experimental software. 
A.1  Task list 
1.  Identify the company with the most capital in the highlighted part (write down 
its ID). 
2.  Identify the company with the most capital in the entire simulation (write down 
its ID). 
3.  Which of the two highlighted companies was created first in the simulation 
(write down 'red' or 'blue')? 
4.  Which of the two highlighted companies created more 'sub-companies' in the 
remaining evolution steps (write down 'red' or 'blue')? 
5.  Is the company highlighted blue a descendent of the company highlighted red 
according to the evolutionary hierarchy (write down 'yes' or 'no')? 
6.  Which of the two highlighted companies has the strategy closest to the company 
highlighted in yellow (write down 'red' or 'blue')? 
7.  Identify the 3 agents with strategies most similar to the strategy of the 
highlighted company (write down their IDs separated by commas). 
8.  Identify the company which is most likely to be removed in the next 
evolutionary step (write down its ID). 
9.  Does any company 'dominate' this simulation (write 'yes' or 'no')? That is, it wins 
significantly more often than any other company. 
10. Identify the company which dominates this simulation (write down its ID). A  –  Tasks  and  Questions    2 
 
Figure A-1: The experimental software requesting a task on treemap with 11 agents 
 
 
Figure A-2: The experimental software requesting a task on treemap with 31 agents A  –  Tasks  and  Questions    3 
 
Figure A-3: The experimental software requesting a task on sunburst with 11 agents 
 
Figure A-4: The experimental software requesting a task on sunburst with 31 agents 
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A.2  Question List 
1.  I was able to identify which company had the most capital using this 
visualisation tool. 
2.  I was able to compare the capitals of two companies at the same evolutionary 
time-step using this visualisation tool. 
3.  I was able to compare the capitals of two companies at different evolutionary 
time-steps using this visualisation tool. 
4.  I was able to compare the 'ages' of companies with respect to the evolutionary 
time-line using this visualisation tool. 
5.  I was able to identify the relationship between companies and sub-companies 
using this visualisation tool. 
6.  I was able to determine the similarity of companies' strategies using this 
visualisation tool. 
7.  I was able to compare the winning-rates of companies using this visualisation 
tool. 
8.  I was able to determine whether a simulation was dominated by a single 
company using this visualisation tool. 
9.  After the training session, I felt I knew how to use this visualisation tool well. 
10.After answering all the questions, I felt I knew how to use this visualisation tool 
well. A  –  Tasks  and  Questions    5 
 
Figure A-5: The experimental software running the subjective questionnaire 
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B  Colour Mapping with the Spring Algorithm 
A spring algorithm [Ea84] [KK89] is a heuristic visualisation algorithm which tries 
to create an aesthetically pleasing layout of a graph by modeling the graph as a physical 
system then finding a minimal energy solution to that system. The vertices of a graph 
are replaced by steel rings and the edges are replaced by springs. There are forces 
between each pair of vertices – between pairs of vertices connected by edges the springs 
apply attractive or repulsive forces according to force equation (1) or (2); between pairs 
of vertices not connected by edges there are repulsive (electrostatic) forces according to 
force equation (3). In these equations, c1, c2 and c3 are constants, and d is the geometric 
distance between the pair of vertices. The constant c1 and c3 are used to control the 
distance between two nodes when the attractive force or repulsive force is acted on the 
nodes respectively. The constant c2 represents the ‘ideal’ distance between a pair of 
nodes connected by a spring. Note that a different value of c2 can be used for each pair 
of nodes. The choice between equations (1) and (2) is a trade-off between the (generally) 
faster computation of (1) and the greater ability of (2) to localize clusters of connected 
nodes in dense graphs. Based on the past research, the values c1=2.0, c2=1.0, c3=1.0 are 
appropriate for most graphs [Ea84].   
c1*(d-c2)    (1) 
c1*log(d/c2)    (2) 
c3/sqr(d)   (3) 
In a typical spring algorithm (such as [Ea84]), the vertices are first placed in the 
display area randomly, then the positions of the vertices are updated repeatedly by the 
forces between them until the system stabilizes. Figure B-1 shows some examples of the 
visualisations that result from running a spring on simple graphs. B. Colour Mapping with the Spring Algorithm    7 
The generic spring algorithm is as follows (c4 and M are constants). First, the nodes 
are randomly put in the display, then the algorithm is run for M times. In each iteration, 
it calculates the force between each pair of nodes and moves the nodes to new locations. 
For sufficiently large M, the graph will tend to stabilize at an aesthetically pleasing 
drawing.  
Algorithm SPRING(graph) : 
Place vertices in random locations ; 
Repeat M times (or until stable) : 
Calculate the force on each vertex by (1), (2) and (3); 
Move the vertex c4*(force on vertex) 
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Figure B-1: Graphs drawn using a spring algorithm [Ea84] 
The spring algorithm is not simply limited to graph layout – it can be used to find 
a solution for many optimization problems. In this thesis, the spring algorithm is used 
to generate a mapping between the strategies of companies and the colours that 
represent the strategies in the visualisations. The objective is to allocate colours to the 
nodes of the visualisation such that the more similar the colour – the more similar the 
strategy of the corresponding company. 
To achieve this, each company is regarded as a vertex in the spring algorithm. 
These vertices are placed randomly into a 2-dimensional space representing two colour 
components (such as red and blue). There is an edge between every pair of vertices. 
The parameter c2 of the force equations is used to encode the Hamming distance 
(number of different bits) between the strategies of the companies on each end of the 
edge (hence, c2 can differ for each pair of vertices). For example, if the strategies of 
two companies are 01011001 and 10100001 (these are just the action bits of the 
 B. Colour Mapping with the Spring Algorithm    9 
 
strategies – we assume the agents of the underlying minority game model have the 
same value for M), then the Hamming distance between the companies is 5 (there are 
five bits that differ between the two strategies),  and c2 is equal to 5. In our 
implementation, we add a slight modification to the original algorithm – we did not use 
constant M, but set a threshold stability value of 0.0000001. When the movement of 
each node in an iteration is smaller than this value, the algorithm is stopped. This 
method ensures that the algorithm only stops when a stable state is reached (in theory, 
it is possible for the algorithm to never stabilise, but in practice this did not happen). 
After the algorithm is run and a stable state is reached, the distances between 
vertices should approximate the distances between their corresponding strategies. The 
2-dimensional coordinates of the vertices in the final state of the graph are then 
transferred to the colour components of the nodes in the visualisation. Thus, the 
similarity of pairs of strategies can be evaluated based on the similarity of the 
corresponding colours in the visualisation. 
However, using the spring algorithm for this purpose has two limitations which 
need to be considered. Firstly, the relationships between the colours that result only 
approximate the strategies of the companies being represented. This is sufficient to 
answer questions such as “is the strategy of company A similar or dissimilar to the 
strategies of company B?”, but not questions such as “do the strategies of company A 
and company B differ by 1 or 2 bits?”. Secondly, the time needed to run the algorithm is 
proportional to the square of the number of vertices in the visualisation. For large 
numbers of vertices, this can be very time consuming. References   148 
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