Summary: Evaluating covariate effects on gap times between successive recurrent events is of interest in many medical and public health studies. While most existing methods for recurrent gap time analysis focus on modeling the hazard function of gap times, a direct interpretation of the covariate effects on the gap times is not available through these methods. In this paper, we consider quantile regression that can provide direct assessment of covariate effects on the quantiles of the gap time distribution. Following the spirit of the weighted risk-set method by Luo and Huang 
Introduction
Recurrent event data frequently arise in medical and epidemiology studies, where each subject may experience a number of "failures" over the course of follow-up. Examples of recurrent failure events include tumor recurrences, recurrent infections, and repeated hospitalization. The times between successive recurrent events (gap times) are the natural outcome of interest in these studies. Most existing methods for recurrent gap time analysis focus on modeling the hazard functions of gap times; for example, Huang and Chen (2003) studied proportional hazards (PH) models and Sun, Park, and Sun (2006) considered additive hazards models. Other researchers have considered linear models for the covariate effects on the (transformed) gap times. For example, Chang (2004) and Strawderman (2005) proposed accelerated failure time (AFT) models for logarithm transformed gap times, and Lu (2005) proposed semiparametric linear transformation models by assuming linear covariate effects on an unspecified monotone increasing function of the gap times. However, these models only consider the effects of the covariates on the mean of the (transformed) gap time, thus important forms of heterogeneity might be overlooked. Furthermore, the associated theory generally requires that the data are homoscedastic in the sense that the error terms in the regression models are independent of the covariates. This assumption is often found to be too restrictive in practice.
In this paper, we consider quantile regression for recurrent gap time data. Formulation of quantile regression is based on the conditional quantiles of the gap times given the covariates of interest. The covariate effects in quantile regression models are easier to interpret than those of hazard-based models. In addition, contrary to the PH model, quantile regression does not need the PH assumption and hence is more flexible. More importantly, quantile regression allows the covariates to have different effects at the tails or at different segments of the conditional distribution of the gap times and therefore allows for heteroscedasticity in the data. Quantile regression provides a complete picture on the covariate effects on the gap time. This modeling framework is also naturally robust for heavy-tailed gap times.
Quantile regression was originally proposed by Koenker and Bassett (1978) for analyzing uncensored continuous data. For univariate survival data, quantile regression was first studied by Powell (1984 Powell ( , 1986 for data with fixed censoring where the censoring times are observed for all observations. The random censoring case was first studied by Ying, Jung, and Wei (1995) which assumed that the event time and the censoring time are unconditionally independent, and by Yang (1999) under a more relaxed conditional independence assumption but with independent and identically distributed (i.i.d.) error distributions. Portnoy In this paper, we extend the martingale-based estimating equation approach by Peng and Huang (2008) for univariate survival data to recurrent gap time data following the spirit of the weighted risk-set method proposed by Luo and Huang (2011) . The proposed estimation procedure can be easily implemented in existing software packages for univariate censored quantile regression. Applying the theory of empirical processes, we establish uniform consistency and weak convergence for the proposed estimator of the regression quantiles.
The rest of the article is organized as follows. In Section 2 we first present the estimation procedure for the first gap time only data by using Peng and Huang's method. We then discuss how this method can be extended to recurrent gap time data. We propose to use the bootstrap resampling and data perturbation methods for estimating the variance of the proposed estimator. In Section 3 we report the results from simulation studies for both homoscedastic and heteroscedastic recurrent event data. In Section 4 we analyze the hospitalization data from the Danish Psychiatric Central Register. Some concluding remarks are provided in Section 5.
Method

Model Setup
We begin by introducing some notation to describe the structure of the recurrent gap time data. Suppose n subjects are recruited into a study after experiencing an initial event. Let i = 1, 2, . . . , n index subjects and j = 0, 1, 2, . . . index the sequence of the recurrent events for a subject, where j = 0 indexes the initial event. For the ith subject, T ij denotes the gap time between the (j − 1)th and jth events and C i denotes the time between enrollment and the end of follow-up. Let m i be the index of the last censored gap time, so that m i satisfies the constraint
where I(·) is the indicator function. Thus ∆ i = 0 if the subject is free of events during follow-up, and ∆ i = 1 if the subject experienced recurrent events. As discussed in Wang and Chang (1999) , the unique structure of recurrent events generates many difficulties in modeling gap time data. Firstly, the second and later gap times are subject to "induced" dependent censoring. Specifically, while the first gap time, T i1 may be subject to independent censoring C i , the second and later gap times, T ij (j 2), are subject to dependent censoring
, as gap times of the same subject are usually correlated. Secondly, due to intercept sampling, the last censored gap time, T im i , tends to be longer than the uncensored gap times. Finally, the number of gap times is informative about the underlying distribution, as subjects at a higher risk of experiencing recurrent events are likely to have shorter, and hence more, gap times. Because of these reasons, naively treating recurrent gap time data as clustered survival data (e.g. family data) would not be appropriate.
[ Figure 1 about here.]
Let Z i be a p × 1 vector of time-independent covariates, including the intercept. The τ th
τ ∈ (0, 1). To model the effect of Z i on the quantiles of T ij , we impose the following model assumptions:
M1: There exists a nonnegative subject-specific frailty variable (or vector) γ i such that, conditioning on γ i and Z i , the individual recurrent event process is a renewal process.
M2: Given Z i , the conditional quantiles of T ij satisfy the quantile regression model
where 
i is the number of uncensored gap times (see Figure 1 ).
Weighted Risk-Set Estimators
To estimate β(τ ), a simple approach would be applying the estimation procedure for quantile regression for univariate survival data to the subset of the data that comprised of only the first gap times,
In particular, we apply the martingale-based estimation equation proposed by Peng and Huang (2008) and estimate the quantile regression model by solving U (β, τ ) = 0, where
with N ij (t) = I(X ij t, ∆ i = 1), R ij (t) = I(X ij t), and H(x) = − log(1−x) for 0 x < 1.
The time to first event analysis, however, is expected to be inefficient because the second and later gap times are not used in the formulation of (2).
For recurrent gap time data, Luo and Huang (2011) introduced two weighted stochastic processes as important building blocks for estimation procedure, namely, the averaged counting process N * 
As a result, we have 
This suggests that we can assign a weight w ij = 1/m * i to the first m * i observations of subject
Note that the censoring indicator ∆ i remains unchanged for each subject and the last censored gap time is discarded for those subjects who have at least one complete gap time after the data manipulation. We apply the martingale-based estimating equation method to the working data as if they were i.i.d. observations with sample size
where
. By some simple algebra, we
hence the working estimating equation (4) is equivalent to U * in (3).
As in Peng and Huang (2008), we can use a grid-based estimation procedure to obtain an estimate of the true quantile coefficient β 0 (·). Specifically, we define an estimator of β 0 (τ ), denoted by β * (τ ), as a right-continuous piecewise-constant function that jumps only
and τ U is a constant subject to certain identifiability constraints due to censoring. We can obtain β * (τ k ) by sequentially solving the following estimating equation, which approximates (3), for β(τ k ):
where exp{Z
. . , n are set to be 0. Since equation (5) is not continuous, an exact root may not exist. Following Peng and Huang (2008), we define β * (τ k ) as the generalized solutions of (5), for which a slight perturbation of any of its components results in changing sign of the estimating function (Fygenson and Ritov, 1994) . In fact, solving the estimating equation (5) for 0 is equivalent to locating the minimizer of the following L 1 -type convex objective function:
where A is a very large number. Alternatively, as argued in Peng and Huang (2008) and Koenker (2008a) , finding the solution to (5) can be formulated as a linear programming problem. Therefore the estimation of β 0 (τ ) also can be obtained by using software for linear programming problems, such as the R package, quantreg by Koenker (2008b) .
We now establish the uniform consistency and weak convergence of the proposed estimator
denote the grid in τ , and let 
converges weakly to a Gaussian process for τ ∈ [ν, τ U ], where 0 < ν < τ U .
The proof of asymptotic properties closely follows the proof for the univariate survival data given in Peng and Huang (2008) 
Resampling Methods for Variance Estimation
Both data perturbation and bootstrap resampling methods for the variance estimation of the regression quantiles are available in the R package quantreg for univariate censored quantile regressions. We propose to extend both methods to the variance estimation of the proposed estimator β * (τ ) for recurrent gap time data. To apply the data perturbation method proposed by Jin et al. (2001) to our recurrent gap time data, we first generate a simple random sample of size n, (ζ 1 , . . . , ζ n ) from a nonnegative distribution with unit mean and unit variance, for example, exponential (1). We then multiply ζ i to the weighted data of subject i. The
. . , n, are set to be 0. Denote the minimizers of (7) by β(τ ). With the data fixed at the observed values, we repeatedly generate perturbed data a large number of times, say, B times and obtain B realizations, ( β *
we can estimate the variance-covariance matrix for β * (τ ) based on the sample statistics of
, based on which the pointwise confidence interval (CI) for β(τ ) can be constructed.
To use the bootstrap resampling method, we randomly sample n subjects with replacement from the n subjects in the original data set B times. For each resampled data set, we minimize the target function in (6) with the resampled data to obtain a bootstrap estimate for β(τ ).
The resulting B realizations of the estimates can then be used to obtain the bootstrap estimate of the variance-covariance matrix for β * (τ ). Note that both resampling methods take subjects as the perturbation or resampling unit, such that the sequence of the gap times of a subject is not disturbed by the resampling procedures.
Simulations
In this section we investigate the performance of the proposed methods via Monte-Carlo studies, each with 1000 replicates and n = 100 within each replicate. We apply the proposed WRS method to the simulated recurrent gap time data, with two different variance estimation methods. For variance estimation, we set the data perturbation times or the bootstrap resampling times B = 100. For all the following examples, the censoring times C i , i = 1, . . . , n are generated from the uniform distribution on (0, π), where π is chosen so that the proportion of subjects without any complete gap times is 25% or 40%.
We consider three different settings. In the first example, the regression quantile processes for covariates Z 1 is a constant; while in the second example, β Z 1 (τ ) varies with τ . The third example differs from the second example in the functional form of β Z 1 (τ ) and an additional covariate Z 2 .
Example 1. We generate recurrent event gap times from an AFT model, Example 2. For each subject i, i = 1, . . . , n, we generate recurrent event gap times T ij based on a heteroscedastic model with the random errors dependent on the covariate, Example 3. In this example, log(T ij ) follows a multiple-covariate model, [ The results in Tables 1-3 While it is natural to compare a quantile regression model to an AFT model due to their similar linear form in the conditional quantile function, it has been found less straightforward to compare a quantile regression model with the popular classical PH model, which focuses on the hazard function. The PH model for recurrent gap times by Huang and Chen (2003) takes log λ to be linear in the covariates,
where θ is the regression coefficient, λ 0 (t) is the baseline hazard function of the gap times for the subjects whose covariates are zero, and λ(t|Z i ) is the hazard function of T ij given Z i ,
log S(t|Z i ). Following the argument in Portnoy (2003), we can easily prove that under the PH model assumption in (8), the quantile for T ij , given
where Λ 0 (t) ≡ (2003) and Koenker and Geling (2001) suggested to use a local measure of the effect of the regression coefficient in the PH model on the conditional qantile at τ ,
which is the derivative of the conditional quantile function in (9) with respect to the covariate z, evaluated at the average value of the covariate,z. The PH regression coefficients, θ can be estimated by θ using the method proposed in Huang and Chen (2003) . Using the heteroscedastic data generated in Example 2 (σ Table 4 . The estimated quantile process for onset age based on the WRS method is positive, ranging between 0.03 and 0.09, for τ between 0.1 and 0.6, suggesting that later onset ages are associated with longer gap times between two adjacent hospitalizations.
We observe that the estimated quantile is virtually constant when τ ranges between 0.1 and 0.45, but after 0.45 it starts to increase steadily. The estimated regression quantile coefficient based on the first gap method (shown as dashed lines in Figure 3) indicates a similar effect of onset age as the WRS method, whereas the 95% pairwise confidence interval is slightly wider than that of the WRS method. The estimate of the onset age effect based on the AFT model (Chang, 2004) , depicted as the dot-dashed line in Figure 3 , falls within the range of the maximum and minimum values of the estimated regression quantile coefficients of the WRS method or the first gap method, but it clearly differs from the estimated regression quantile coefficient for τ close to or larger than 0.5. The effect of gender, in the presence of onset age in the regression, is not significant in any of the models.
[ Figure 3 about here.]
[ Table 4 about here.]
Remarks
Quantile regression has received much attention recently. Most existing censored quantile regression methods focus on univariate survival data. The limited work on multivariate survival data includes Yin and Cai (2005) which studied quantile regression for clustered survival data. In this article, we study quantile regression models for recurrent gap time data, which can serve as a useful alternative to hazard-based models and mean-based models.
To estimate the regression quantile process for recurrent gap time data with the proposed method, the function crq in R package quantreg can be used directly on a pre-cleaned working data set where the last censored gap should be removed for those at least one complete gap time has been observed. A weight vector ((m * 1 ) 
As suggested by a referee and also noted by Wang and Chang (1999) , the efficiency gain of the WRS-based methods relative to the first gap method may be diminished if the correlation among recurrent gap times is strong. More efficient estimators can be constructed by incorporating weight functions into estimating equations, that is,
where a i is a positive-valued and bounded weight function subject to the constraint E(a
where (β, τ ). Theoretically, the optimal weighted average can be achieved by using the weights which are proportional to the inverse of the variances of the summand,
in (10). To this end, techniques in estimating the within-subject correlation structure among the gap times are needed and will be exploited in our future research.
The proposed model in (1) assumes that the linearity between the covariates and the conditional quantiles hold for all τ ∈ (0, 1). This global linearity assumption may not hold in practice. For univariate survival data, Peng and Huang (2008) considered a class of supremum test statistics based on the large sample distribution of a functional of the martingale residual The validity of the proposed estimation procedure relies on the exchangeability property implied by the conditionally i.i.d. assumption (M1) imposed in this paper and many others, including Huang and Chen (2003) , Chang (2004), and Lu (2005) . The conditional frailty model is useful in describing heterogeneity due to omitted covariates -thus gap times from the same subject are more similar than those from different subjects. However, we acknowledge that the exchangeable correlation structure can be inadequate when the gap times within a subject is complex. The readers are referred to Cook and Lawless (2006) for discussions on the limitations of the exchangeable correlation structure, as well as for an alternative parametric log-normal model for recurrent gap times to allow for flexible correlation structures.
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