Based on the equation-error approach, two constrained weighted least squares algorithms are developed for unbiased in nite impulse response system identi cation. Both white input and output noise are present, and the ratio of the noise powe r s i s k n o wn. Through a weighting matrix, the rst algorithm uses a generalized unit-norm constraint w h i c h is a generalization of the Koopmans-Levin method. The second method employs a monic constraint w h i c h in fact is a relaxation algorithm for maximum likelihood estimation in Gaussian noise. Algorithm modi cations for the input-noiseonly or output-noise-only cases are also given. Via computer simulations, the e ectiveness of the proposed estimators is demonstrated by contrasting with conventional benchmarks in di erent signal-to-noise ratio and data length conditions.
Introduction
The problem of identifying linear systems from their input and output measurements has received signi cant a t t e n tion because of its important applications in signal processing, communications and control 1]-4]. In this study, w e consider in nite impulse response (IIR) system identi cation in the presence of white input and/or output measurement noise, which is also known as the errors-invariables (EIV) problem 4]. Standard techniques for system identi cation include joint output (JO) approach 5 ], Frisch s c heme 6]-7], structured total least squares (STLS) 8]-10] and Koopmans-Levin (KL) 11]-14] approach. One major advantage of the JO and Frisch methods are that they can estimate the unknown input and output noise powers as well. While the STLS and KL methods assume that the ratio of the noise powers is available. In this paper, we will formulate the EIV problem using the equation-error (EE) 15]-16] approach which has the major advantage of global convergence, although compensation of the parameter bias is required to achieve u n biased estimation.
In the presence of white output noise only, Regalia 16] has proposed to minimize the EE cost function subject to a unit-norm constraint. Recently, it has been shown 17]-18] that the constrained EE optimization can be formulated in a mixed least squares (LS)-total least squares framework. Furthermore, the KL scheme, which can also be cast in the EE framework, provides unbiased estimates by nding the eigenvector corresponding to the minimum eigenvalue of the sample covariance matrix 12], or the right singular vector corresponding to the smallest singular value of the data matrix 13]-14]. However, all the above E E s c hemes only use standard LS optimization and they generally cannot produce optimum estimation performance, that is, minimum achievable mean square errors of the parameter estimates. In this paper, our major contribution is to utilize the technique of weighted least squares (WLS), together with appropriate constraints, to boost the estimation accuracy of the EE approach for system identi cation.
The rest of the paper is organized as follows. In Section 2, we rst consider solving the EIV problem with the use of LS, assuming that the noise power ratio is available. An improvement t o t h e LS solution is then devised by minimizing a WLS cost function subject to a generalized unit-norm constraint, where the weighting matrix is determined iteratively. The second algorithm we develop also employs WLS but with the monic constraint. Simulation results are presented in Section 3 to evaluate the proposed algorithms by comparing with di erent b e n c hmarks, namely, the LS, KL, output-error (OE) 3], prediction-error (PE) 2] and STLS methods 9] as well as the asymptotic Cram er-Rao lower bound (CRLB) for in nite measurements 20] . It is shown that the mean square errors of the proposed WLS algorithms attain the CRLB for su ciently high signal-to-noise ratios (SNRs) and/or large data lengths. Finally, concluding remarks are drawn in Section 4.
Algorithm Development
In the following, the problem of IIR system identi cation in the presence of input and output noise based on the EE formulation is rst reviewed. A unit-norm LS solution via minimization of the EEbased LS cost function subject to a generalized unit-norm constraint is obtained, which is identical to the KL method. This approach is then improved by using WLS with an iterative procedure. The second approach also employs WLS but with the monic constraint. Finally, w e present the required modi cations of the proposed unit-norm WLS algorithm for the output-noise-only systems and the results can be readily applied to the input-noise-only systems as well as to the monic WLS algorithm.
Equation-Error Formulation
The unknown IIR system is stable and causal and has the form 
where s k and d k denote the noise-free input and output, respectively, and m k and n k represent t h e input and output measurement noise which are independent of s k . It is assumed that s k is a stochastic process while m k and n k are uncorrelated zero-mean white processes with unknown variances 2 m and 
where fã l g and fb l g are optimization variables of fa l g and fb l g up to a scalar because we h a ve not assignedã 0 = 1 .
Weighted Least Squares with Generalized Unit-Norm Constraint
The corresponding LS cost function is then We observe that when fã l g and fb l g equal the true system parameters, then S is a zero vector. However, the minimum of EfJ(~ )g will not correspond to the desired fa l g and fb l g in the presence of input and/or output noise because the second term of (5) also contains the unknown parameters to be estimated. Extending the idea of the unit-norm constraint approach for output-noise-only systems 16] to noisy input-output systems, unbiased IIR system identi cation can be achieved via minimizing EfJ(~ )g subject to~ T ~ = 1 (6) This is a generalized unit-norm constraint and we refer this scheme to as the unit-norm LS method. Using the technique of Lagrange multipliers, the constrained optimization problem can be solved by computing the generalized eigenvector corresponding to the smallest generalized eigenvalue of the pair (Y T Y ). Comparing with 13]-14], it is easy to see that the unit-norm LS method is in fact identical to the KL solution computed from the data matrix, although we use eigenvalue decomposition while the latter is realized by singular value decomposition (SVD).
Since it is well known 19] that the KL approach is inferior to the maximum likelihood (ML) method, the unit-norm LS method will also produce suboptimum parameter estimates as well. Nevertheless, the formulation of the unit-norm LS approach leads directly to an improvement through adding a symmetric positive de nite matrix, say, W, to the LS cost function. An optimal choice of W is the 
From (4), (5) and (9), it is easy to show that for WLS minimization, the corresponding constraint w i l l become:~ T ~ = 1 (10) where = EfQ T WQg= 2 m is a matrix of dimension (2L + 2 ) (2L + 2) and has the form: = 2 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 4 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 5 (11) (4) and (6) are only a special case of (9) and (10) when W is the identity matrix. Since W and are unknown, we propose to estimate in an iterative manner as follows:
(i) Find an initial estimate of the system parameter vector, denoted by^ , through computing the generalized eigenvector corresponding to the minimum generalized eigenvalue of the pair (Y T Y ), which is the unbiased unit-norm LS solution.
(ii) Use the estimated^ to constructŴ as well as^ , which represent the estimates of W and , respectively, based on (8) and (11) .
(iii) Compute the generalized eigenvector corresponding to the minimum generalized eigenvalue of the pair (Y TŴ Y ), which is the updated parameter estimate^ .
(iv) Repeat Steps (ii) and (iii) for a few iterations until parameter convergence. Then divide the eigenvector bŷ a 0 to get the IIR coe cient estimates.
We refer this algorithm to as the unit-norm WLS estimator. Although there is no guarantee of convergence for the above relaxation algorithm 21], our simulation studies in Section 3 demonstrate that the unit-norm WLS estimator is able to achieve global convergence with optimum estimates for su ciently large SNRs and/or data lengths.
Weighted Least Squares with Monic Constraint
In the literature, another commonly used constraint for linear system identi cation is the monic Substituting (12) and (13) into (9) yields the monic WLS cost function
whereã 0 = 1 i n W as well. I t c a n b e s h o wn that the minimum of (14) (15) It is expected that the WLS estimator with the monic constraint will attain nearly optimum performance whenŴ ! W. As in the unit-norm WLS algorithm,Ŵ is not available at the beginning and we propose the following iterative estimation procedure:
(i) Use the unbiased unit-norm LS solution as the initial estimate of the system parameter vector . Normalize the rst element o f to be unity. Note that it is possible to substituteŴ with the identity matrix in (15) for parameter initialization 21]. However, the corresponding solution is biased because Y 1 is correlated with Y 2 3], which m a y increase the possibility o f local convergence and subsequently results in a smaller SNR operation range than that of the unit-norm LS solution.
(ii) Use the estimated% to constructŴ based on (8).
(iii) Compute an improved% using (15) .
(iv) Repeat Steps (ii) and (iii) for a few iterations until parameter convergence. It is worthy to mention that the iterative reweighting procedure can eliminate the estimator bias upon convergence, even though the initial parameter estimates may be biased.
We refer this algorithm to as the monic WLS algorithm. Again, we are not aware 21] of the existence of a proof of global convergence for the above relaxation algorithm but its excellent estimation performance has been demonstrated via computer simulations in Section 3.
Modi cations for Output-Noise-Only Systems
In this Section, we modify the unit-norm WLS algorithm for the output-noise-only case and the results can be straightforwardly applied to the input-noise-only case as well as to the monic WLS algorithm. In fact, system identi cation with only output noise is also frequently addressed in the literature 1], 16] and commercial available algorithms 24] for this problem including the OE and PE methods, where the former is optimum only for white Gaussian distributed data while the optimality o f t h e latter holds for general Gaussian processes 3]. As a result, the following development also allows us to compare the proposed WLS approach with the OE and PE algorithms. The weighting matrix W is now T â = 11â (22) That is,â is determined as the generalized eigenvector corresponding to the minimum generalized eigenvalue of the pair (Z 11 ; Z 12 Z 22 ;1 Z 12 T 11 ). Once we h a ve foundâ,b is then obtained from (21) . As a result, the relaxation algorithm of the unit-norm WLS estimator for output-noise-only systems is given as follows: (iv) Repeat Steps (ii) and (iii) for a few iterations until parameter convergence.
(v) Normalizeâ withâ 0 = 1 and then computeb using (21).
Numerical Examples
Computer simulations using MATLAB had been performed to evaluate the performance of the two proposed algorithms for estimating IIR system parameters. The noise-free input s k was a sequence of zero-mean, independent identically distributed Gaussian random variables with unity p o wer while m k and n k were also independent white Gaussian processes. The noisy input-output, and noisy output only cases were considered. In the former, we assigned 2 = 20 and comparison was made with the unit-norm LS, SVD-based KL 13]-14] and STLS 9] methods as well as asymptotic CRLB for Gaussian input and white Gaussian disturbances 20]. While for the latter, we c o n trasted the developed estimators with several optimum output-noise-only system identi cation methods, namely, the OE, PE 2]-3] using 24] a s w ell as the STLS scheme. The unknown system had the form H(z) = 1 1 ; z ;1 + 0 :5z ;2 which w as second order with parameters a 1 = ;1, a 2 = 0 :5 a n d b 0 = ;1. For the iterative procedures of the unit-norm WLS and monic WLS algorithms, we stopped after three iterations because it was found that the algorithms almost converged with this termination criterion. The standard performance measures of mean and mean square error (MSE) were used and all results were obtained from 500 independent runs. Figures 1 to 3 show the MSEs for a 1 , a 2 and b 0 , respectively, of the unit-norm LS, unit-norm WLS, monic WLS, KL and STLS methods in estimating the noisy input-output system at output noise power ranging from ;30 dB to 20 dB with N = 50. When the output noise power was smaller than ;5 dB, the two WLS techniques had MSEs whose values were close to the CRLB, and their improvement o ver the unit-norm LS and KL methods was around 2 to 4 dB. As expected, we d o n o t observe a n y di erences between the unit-norm LS and KL methods although the rst used eigenvalue decomposition while the second employed SVD realization. The WLS methods were also superior to the STLS scheme because the latter could attain optimum performance only for very high SNRs. Furthermore, the threshold performance of the monic WLS scheme was better than that of the unitnorm WLS method which m a y be due to the numerical instability in performing the generalized eigenvalue decomposition at larger noise conditions.
The corresponding biases, which w ere obtained by subtracting the true values from the mean estimates, are plotted in Figures 4 to 6 . It is seen that all methods except the STLS scheme were approximately unbiased when the output noise level was less than 0 dB. The results suggest that the STLS method is only suitable for use in very small noise conditions. Figures 7 to 12 plot the MSEs and mean errors for a 1 , a 2 and b 0 , respectively, of the unit-norm LS, unit-norm WLS, monic WLS, OE, PE and STLS methods when the system consisted of output noise only at N = 50. It is observed that the unit-norm WLS and monic WLS schemes were comparable with the two realizable optimum benchmarks, namely, the OE and PE methods, particularly when the noise level was less than 0 dB. As expected, the unit-norm LS approach performed the worst among all other algorithms. We also observe that the two WLS methods were more robust than the STLS scheme at larger noise conditions, although the monic scheme again had a better threshold performance.
The above t wo tests were repeated for a larger sample size of N = 500 and the results are shown in Figures 13 to 24 . Again, the optimality of the unit-norm WLS and monic WLS estimators, in terms of mean and mean square error performance, was illustrated for su ciently small noise conditions. Furthermore, we see that the MSEs of the WLS methods could reach the CRLB for larger noise levels when N was increased from 50 to 500.
Concluding Remarks
The problem of unbiased system identi cation in the presence of white Gaussian input and output noise, assuming that the noise power ratio is known, has been addressed. The relationship between the unit-norm constraint approach and the Koopmans-Levin method for impulse response estimation has been illustrated via the development of a unit-norm least squares algorithm. This algorithm is then improved by using the technique of weighted least squares (WLS), and the resultant parameter estimates are obtained via the minimization of a WLS cost function subject to a generalized unit-norm constraint. The weighting matrix is the Markov estimate. We also derive another WLS method for system identi cation based on the monic constraint, which is in fact a relaxation algorithm for solving the maximum likelihood estimate. Computer simulations show that the estimation performance of the two proposed algorithms is very similar and attains optimum performance in terms of mean square errors for both noisy input-output and output-noise-only systems at su ciently large signal-to-noise ratio condition. Apparently, a c hallenging extension of this work is to study the convergence issues of the iterative WLS algorithms.
In case of unknown noise power ratio, suitable candidates for the problem are joint output and Frisch methods. The former can achieve m a x i m um likelihood estimation performance but involves extensive computations while the latter is relatively computationally attractive with suboptimum performance 7]. For known ratio of white input and output noise powers, the monic and unitnorm WLS methods outperform Koopmans-Levin (KL) and structured total least squares (STLS) approaches in terms of mean square error and threshold SNR performance, respectively, although the KL technique is the simplest while the computational complexities of proposed and STLS methods are comparable. When there is either input or output noise, the proposed methods will be the proper choices over the prediction error and output error approaches only when the data length is su ciently small because the computational load of the latter does not increase signi cantly with the number of received samples while the WLS solutions do. 
