This article presents a comparison of different gradient estimators for the sensitivity of waiting times in a bulk server system. Inspired by a transportation network, our model is that of a bursty arrival process that waits at a "platform" until the server is available (representing a train or bus ready for departure). At the departure epochs, all waiting passengers leave at once. The departure process is assumed to be a renewal process and, based on a limiting result, the interdeparture times are approximated by truncated normal random variables. The interarrival times are assumed to be identically and independently distributed (i.i.d.), with a general distribution of bounded density. We are interested in calculating the sensitivities of the total cumulative waiting time of all passengers with respect to the interdeparture times. For this general model where neither the interarrival times nor the interdeparture times are exponential, there is no analytical formula available. However, the estimation of such sensitivities is an important problem for flow control in such networks. We establish a Smoothed Perturbation Analysis (SPA), a Measure-Valued Differentiation (MVD), and a Score Function (SF) estimator, including numerical experiments.
INTRODUCTION
The present research is motivated by a larger research project on intelligent urban transportation (see Vázquez-Abad and Zubieta [2005] and references therein). The goal is to synthesize a decentralized control procedure to adjust the frequencies of the different lines in a subway network, using stochastic approximation to optimize the total daily cost of the network. The results show that such control procedures can give meaningful results in real time if:
-It is possible to build an estimator of certain local gradients at each platform where two or more lines meet (called transfer platforms), and -This estimator has a relatively small variance so that the procedure can actually adapt in a timely manner to changes in passenger behavior.
The purpose of the present work is to answer these two questions. To better compare the estimators, we develop instances of gradient estimators using the three methodologies that are the only ones applicable to the problem, to our knowledge. Our development is not merely an exercise on the implementation of known techniques: New theoretical results and implementation of the estimation methods are analyzed.
Preliminary Work and Motivation
We briefly present here the main ideas from Vázquez-Abad and Zubieta [2005] to better motivate our model. The proofs of the results mentioned in this section can be found in that reference. The goal is to synthesize an adaptive control procedure that adjusts the frequencies of the subway lines to respond to passenger travel demands. The objective is to minimize the total passenger expected waiting time (which decreases as the frequencies of lines increase) plus the operation costs of the network (which increase as the frequencies increase). Convexity of the objective function allows us to propose a gradient descent method for finding the optimal frequencies.
The operation cost per day is assumed to be additive with respect to the different lines of the network, and proportional to the number of train trips per day on each line, that is, inversely proportional to the mean interdeparture time. Therefore its derivative can be calculated analytically. Consider now the passenger expected waiting time. It is also additive with respect to each of the platforms on each of the lines in the network. Each platform will contribute to the objective function via two terms: the waiting time due to passengers that arrive from the outside, plus the contribution due to passengers that arrive from other lines in the network, assuming that the platform in question is in a transfer station.
Days are divided into segments, each having a different demand for the transportation network (peak hours, etc) . Under the common assumption that passengers arrive at each station from outside following a Poisson process with a rate which is constant for each day segment, the expected total waiting time of these passengers at any station can be calculated analytically, as well as its derivative with respect to the mean interdeparture time at the platform.
Therefore, in order to calculate the gradient of the objective function with respect to the mean interdeparture times per line, it remains only to consider, for each platform, the expected waiting time of passengers coming from another line in the network. Fix the platform where transfer passengers are waiting, as well as the line where they come from. Suppose that this line has a frequency 1/μ. Then the bursty arrival process at the platform under study is a renewal process with mean inter-arrival time μ. The size of each burst corresponds to the number of transferring passengers in the arriving train and it depends on the routing combinations in the subway, as well as on passenger travel patterns. Let θ be the mean inter-departure time between trains in the given platform. Because neither arrival nor departure processes are Poisson, the occupancy process of passengers in transfer at the given platform is not a regenerative process and the expected total waiting time cannot be calculated analytically.
A result from Vázquez-Abad and Zubieta [2005] yields a simplification of the subway network model that is the basis for the model in this work. A change of θ affects the waiting time of the passengers at the given platform that come from the μ-line. But clearly this waiting time is also affected by a change in μ. Equivalently, a change in θ will also affect changes in the waiting times of passengers transferring to other lines at the given station. As shown in Vázquez-Abad and Zubieta [2005] , the derivative of the expected waiting time at the given platform with respect to θ (mean interdeparture times) can be used to reproduce the derivative with respect to μ (mean interarrival times).
Putting the preceding results together, Vázquez-Abad and Zubieta [2005] concludes that in order to implement a decentralized stochastic approximation algorithm with tracking capabilities operating in real time, it suffices to build robust and efficient estimators of the local derivatives of waiting times at each platform. The results in that reference also show that use of the gradient estimator via the Score Function (SF) method (see Section 3.2) requires a very long learning time. Motivated by those results, we propose here an efficient coding for a Measured Valued Derivative (MVD) estimator (refer to Section 3.3) that is significantly more efficient, as we will show in Section 5.
Model for the Bulk Server System
Consider the following occupancy process. Let θ ∈ [a, b] ⊂ R, with 0 < a < b < ∞, and define the departure process as a renewal process D θ = {D θ (t) : t ≥ 0} whose interjump times {Y θ ( j )} are identically and independently distributed (i.i.d.) with mean θ ∈ . The departure (or service) epochs are given by The initial epoch V (0) is independent of θ: It is from this time onwards that the value of θ affects the dynamics of the consecutive departures.
The (bursty) arrival process {A(t) : t ≥ 0} is a renewal process independent of D θ with arrival epochs {S(k)}, with S(0) = 0. Each arrival has a burst of size P (k) that is assumed to be a random variable whose distribution, conditional on {A(t); t ≤ S(k)}, is independent of k. In the context of a transportation network, P (k) represents the number of passengers arriving at the platform, and the "services" are the train departures. Because passengers may come in groups (particularly those transferring from other trains in the station), we have adopted here this general model rather than the more common queueing model with single customer arrivals. Throughout the article we assume that the following stability condition holds for finite T .
We turn to modeling the waiting process of passengers. The occupation process X (t) evolves as
where A(V θ ( j )) is the index of the last arrival prior to the j th departure, and V θ (D θ (t)) is the epoch of the latest departure prior to time t, so X (t) counts all the arrivals from the previous departure up until time t (see Figure 1) .
Notice that D θ (S(k)) + 1 identifies the index of the train that the kth group of transfer passengers board. Accordingly, for j = D θ (S(k)) + 1, the cumulative wait at the platform for each arriving burst k is P (k)(V ( j ) − S(k)), so that
for j ≥ 1, is the accumulated waiting time of passengers that arrive between the departure of the ( j − 1)st and j th train. The time horizon is denoted by T , and the corresponding cost function is
It follows that E[L(θ )] is the cumulative expected waiting time of all arriving passengers within the time horizon of interest (typically one day segment). This article explains how to estimate the derivative
at any platform, as is required for the implementation of decentralized adaptive control of the system. In this article we will build the estimators using two properties of the local model in the transportation network (for details on the model assumptions, please refer to Vázquez-Abad and Zubieta [2005] ).
-The fluctuations of the interdeparture times at any given platform (node) of the network result from a series of additive fluctuations due to the fluctuations in departure times at previous nodes in the route, and -θ is a scale parameter of the interdeparture time distribution, representing the situation where large interdeparture times yield larger variance, too.
The cumulative effect of the random fluctuations yields an approximate Gaussian distribution for the interdeparture times. In accordance with empirical studies in Vázquez-Abad and Zubieta [2003] , this approximation works well for a number of network models. Therefore, we assume throughout the article that Y θ ( j ) are i.i.d. and approximately distributed according to a normal distribution with mean θ and standard deviation θσ , denoted by N θ,(θσ ) 2 , for given σ > 0. It follows from renewal theory (see Ross [2003] 
For our model, we choose σ small enough so that the probability of the event Y θ ( j ) < 0 is negligibly small for θ ∈ . More precisely, the probability that Y θ ( j ) is lower than zero is equal to the probability that a standard normal random variable is lower than −1/σ . For example, if σ ≤ 0.3, then the probability that Y θ ( j ) is smaller than zero is 0.0005. In the simulation experiments we project Y θ ( j ) onto [0.001, ∞) and issue a message to the screen to inform the analyst when a sample from the normal distribution is smaller than 0.001.
Because θ is a scaling parameter of Y θ ( j ), we can use the representation
where ξ ( j ) is normally distributed with mean 1 and variance σ 2 (and independent of θ), and the symbol L = means that the random variables have the same distribution. In addition, let If we define V θ ( j ) almost surely (a.s.) by the sum of independent normal random variables given on the righthand side of Eq. (5), then taking the pathwise derivative of V θ ( j ) with respect to
were Lipschitz continuous in θ with probability one, then the stochastic derivative, known as the IPA estimator
where
would be unbiased [Vázquez-Abad 2000] . However, L(θ ) fails to be Lipschitz continuous and the discontinuities of this functional are easily described: A negative infinitesimal perturbation of θ may shift V θ ( j ) so that a particular arrival k * may get into the j th departing train for the nonperturbed process, while it would have to wait for train j + 1 in the perturbed process. Thus the difference in contribution to the accumulated waiting time will be of order larger than O( θ).
It is well known that if L(θ ) is a.s. Lipschitz continuous in θ then the IPA estimator (the stochastic derivative L (θ)) is unbiased for (2) and often yields simple and good derivative estimators. For this model, however, the cost L(θ ) may have discontinuities. The main approaches to sensitivity analysis that apply to the proposed problem are: Smoothed Perturbation Analysis (SPA) (see Gong and Ho [1987] and Fu and Hu [1997] ), the Score Function Method (SF), (see Reiman and Weiss [1989] and Rubinstein and Shapiro [1993] ), and Measure-Valued Differentiation (MVD), (see Pflug [1996] and ). For an overview on gradient estimation methods, we refer to Fu [2006] . In order to identify a suitable sensitivity estimator, we derive and compare all three estimators for the proposed problem.
The article is organized as follows. Section 2 is devoted to sample-path analysis, and an unbiased SPA estimator is established therein. Section 3 addresses the distributional approach. The key result establishing interchanging differentiation and integration for a Radon-Nikodym derivative is established in Section 3.1. Section 3.2 then establishes the score function estimator for our model and in Section 3.3 a MVD estimator is presented. In Section 4 we show that the MVD estimator can be obtained in single-run form. Numerical results are presented in Section 5.
Contributions
The general burst arrival/bulk service model studied here arises in a number of important applications, and the methodology introduced here to calculate the sensitivities may help devise better online control strategies for theses systems as well. For instance, in telecommunications, Multiple Access Protocols (MAP) allocate a common server to a number of sources, possibly with different service requirements. One such scheme is similar to a computer sharing device called a "bus," where the different sources waiting for service are visited in a route. When the server is at a particular station, it serves all the packets or requests in waiting. In flexible manufacturing systems, automated vehicles also take and deliver parts to different stations, yielding a similar model for the occupation process.
The specific contributions of the article are listed in the following:
-Instabilities in SPA. We identify here a condition on the distribution of the conditioning variable for smoothing that gives rise to numerical instabilities. This is a pathological behavior of the SPA estimator, which to our knowledge has not been identified before. The numerical instabilities can be corrected, as we explain in Section 5, albeit at the price of a bias in the estimation. -Variance Reduction. While the SF estimator is easy to implement, many observations may be required before accurate estimates are obtained, which can hinder the tracking capabilities of the stochastic approximation operating in real time. It is our development of the MVD code for the parallel computation of the different "phantom" systems that permits computation of the derivatives within reasonable times for adaptation, due to the variance reduction of the resulting estimator. -Single-Run Implementation. For this type of model we show how the "phantoms" can be read from the nominal path. This implementation of the "phantoms" overcomes the drawback of MVD-based estimators of having to simulate several versions of a system in parallel. -Relation Between Score-Function and MVD. We present a new proof technique for establishing unbiasedness of the these two gradient estimators. In particular, we first establish sufficient conditions for interchanging differentiation and integration for a Radon-Nikodym derivative and then deduce from this result both the score function estimator and the MVD estimator. This approach provides a deeper insight into the relation between the score function method and MVD.
SMOOTHED PERTURBATION ANALYSIS
This section presents the formulation of an SPA estimator for,
(recall that V (0) is the time of the first departure of a train and S(0) is the first passenger arrival epoch). In the following, expected values are understood as conditional expectations given the initial values V (0) and S(0). The model for SPA uses common random variables {ξ ( j )} in (4) for all θ , so that,
• B. Heidergott and F. J. Vázquez-Abad We say that the kth arrival is a critical event if it satisfies
in words: If arrival k is a critical event, then transfer passengers arriving in group k get into train j = D θ (S(k)) + 1 at the given platform for the nominal process at θ, whereas they miss train j in the perturbed process at θ − θ and will have to wait until later, as represented in Figure 2 .
THEOREM 2.1. Suppose that (S) holds. Let φ θ (·) be the density of the interdeparture times, and denote by θ (·) its cumulative density function (c.d.f.). Let
then the SPA estimator
is unbiased for the desired derivative, that is,
PROOF. The SPA estimator will be built using the limit of the finite differences
which contains the history of the process up to arrival epoch S(k). Call
. . , the event set where the kth arrival is the first critical event of the process, and call
where no discontinuities occur. Then,
where 1 {B} denotes the indicator function of event B, namely, 1 {B} (ω) = 1 if ω ∈ B and zero otherwise. In order to calculate the limit as θ → 0 for expression [b] , we calculate the contribution from each of the first critical events, conditioning on the history of the process, that is, the limits of the form
for each k. The aforesaid limit is evaluated in two steps, first calculation of the critical rates
and then calculation of the limiting value of the difference process:
, given that the kth arrival is the first critical event and that this event still falls within the observation window, namely, k < A(T ).
Critical rates. On the event θ (k), the D θ (S(k) + 1)-th train departs after S(k) in the nominal path but before S(k) in the perturbed path for θ − (it is indeed the same physical train, since on θ (k) no event order changes have taken place prior to the departure of the D θ (S(k) + 1)-th train). Let Y * θ be the interdeparture time Y θ (D θ (S(k))) conditioned on the event that the departure of the next train (that is train D θ (S(k)) + 1) takes place after epoch S(k), that is, it has the conditional distribution of Y θ conditioned on the event that Y θ is greater than
Let 1 {C θ (k)} be the indicator function that there is no critical event prior to k.
Naturally this random variable is measurable with respect to F(k). It holds that
Hence,
Because the arrival and departure renewal processes are independent and have continuous densities, it follows that given any trajectory up to the kth arrival, there is a sufficiently small value of θ such that 1 {C θ (k)} = 1. Thus
together with the fact that Y θ has a bounded density to obtain
The previous result implies that
Using the fact that S(k) ≤ T a.s., yields
Note that P( θ (k)|F(k)) ≤ 1 for any admissible θ, and by (11),
follows from applying the Dominated Convergence theorem. Using that each term P( θ (k)|F(k)) can be bounded as a function of θ independent of k by the expression on the righthand side of (12), and using the fact that
where the last equality follows from (13). In addition to that, if E sup θ ∈ D θ (T ) is finite, then the term [a] inside the expectation E in Eq. (9) converges to the
Difference process. Given θ (k) and F(k), the contribution to the difference process of the mth group, for m < k is
which is of order O( θ) because all passengers in arrivals m < k board the same train in both the nominal and the perturbed process, namely
, and the difference in their wait is infinitesimal.
Provided that the perturbation is small enough, the definition of the critical event implies that passengers arriving in group k board train D θ (S(k)) + 1 in the nominal trajectory, but they have to wait for train D θ (S(k)) + 2 in the perturbed path. Thus the contribution to L is
For passengers in future trains k + m, m > 0, the contribution is again infinitesimal, even if k + m happens to be a secondary critical event. By a secondary critical event we mean that, given θ (k), the passengers arriving in incoming trains k + l board the same outgoing train in both trajectories, for l < m, but those arriving at time S(k + m) just missed train D θ (S(k + m) + 1) in the perturbed trajectory. While the contribution to the expected wait of those passengers is proportional to θ P (k + m) (using the same calculation as before), it can be shown that the probability of a secondary critical event given θ (k) and F(k) is O( θ ). This follows from the independence of the arrival and departure processes, as well as the assumption that the interdeparture times have a bounded density. Hence, the contribution of a second critical event (whenever it may occur) is zero. Applying an induction argument it follows that the contribution of any sample path with more than one critical event to the derivative is zero and thus,
Finalizing. From (10) and (15), it now follows that,
for the SPA contribution of the derivative estimator. Following (9), combining the preceding SPA contribution with the IPA contribution (14) completes the proof.
By Theorem 2.1, a sufficient condition for unbiasedness of the SPA estimator is that E[A(T )] < ∞ and that E sup θ ∈ D θ (T ) < ∞, which is satisfied for the model of Section 1.2 whenever the renewal processes have interevent times with uniformly bounded densities on . To see this, notice that in our representation, where (4) is satisfied almost surely (a.s.), D θ (T ) ≤ D a (T ) almost surely (a.s.) for all θ ≥ a > 0, which has a finite expectation, from (3).
THE DISTRIBUTIONAL APPROACH

Preliminary Results
Let {Y θ (i) : i ∈ N} be a sequence of i.i.d. normal random variables with density
and define the stopping time τ θ = min{n :
Consider a measurable real-valued functional H T of the process {Y θ (i) : i ∈ N} with the property that the outcome of
Let = [ã,b], with 0 <ã < θ <b < ∞, be a neighborhood of θ . Let
and notice that it is finite. The following theorem establishes sufficient conditions for interchanging expectation and differentiation of the Radon-Nikodym derivative. The proof of the theorem is provided in the Appendix. 
Score Function
Let τ θ = D θ (T ) + 1 (notice that D θ (T ) is not a stopping time because it cannot be determined from the observation of only (Y θ , . . . , Y θ (D θ (T ))). Identify h with the partially integrated local cost of (1) over the first n trains.
In the preceding formula only passenger groups are taken into account that arrive before T (see the indicator mapping 1(S(k) < T )). In other words, trains with number n > τ θ are not taken into account in the previous sum. Since any passenger group waits at most as long as the time horizon, an upper bound for h(n; ·) can be obtained by
The score function estimator is presented in the following theorem. Recall that {Y θ (k)} are assumed to be i.i.d. normal with density φ θ (·).
THEOREM 3.2. If (S) holds, then the score function estimator
is unbiased for the derivative (2).
PROOF. We will apply directly Theorem 3.1. Condition (i) in Theorem 3.1 is satisfied by (21). As for condition (ii) note that for anyθ ∈ , B in (21) is independent of τθ and Y θ (k) appearing in (19), and we obtain for B in (ii)
Note that by virtue of (4) it holds that θ Yθ (k)/θ L = Y θ (k) and we may replace K (Y θ (k)) byK (Yθ (k)) for appropriately definedK . This follows from the fact that we are interested in expectations, therefore we can use the particular representation (4) of the process to establish this result. Using Wald's equality it follows that It is easy to see that E[K (Yθ (1))] = E[K (Y θ (1))] is finite and finiteness of the other expected values follows from our stability condition (S) and (3), respectively. The preceding expression is thus finite and we may apply Theorem 3.1.
Recall that neither τ 1 nor (Y 1 (1) , . . . , Y 1 (τ 1 )) depend on θ. We calculate
and applying a change of measure yields
where we have used the fact that
which completes the proof of the claim.
Measure-Valued Differentiation
Notice that in (20) the derivative of φ θ with respect to θ appears inside an expectation. As a fist step, we show that the derivative of φ θ with respect to θ can be written as rescaled difference of two appropriate densities.
Let N μ,s 2 be a normal distribution with mean μ and variance s 2 , with s 2 > 0. Denote the density of N μ,s 2 by
Furthermore, denote by
the density of a double-sided Maxwell distribution with mean μ and shape parameter s, and denote the corresponding distribution by M μ,s 2 . Moreover, recall that see Pflug [1996] and Heidergott et al. [pear] . Applying the chain rule of calculus therefore yields
and set
In words, the derivative of the distribution N θ,(θσ ) 2 with respect to θ is the sum of the derivative of N θ,(θσ ) 2 with respect to the mean and the derivative of N θ,(θσ ) 2 with respect to the standard deviation. Rearranging terms yields
The previous result allows for the following interpretation: The derivative is the mixture of the partial derivatives with respect to the mean and the standard deviation, respectively.
Inserting the expression on the righthand side of the preceding equation into the expression for the derivative in Theorem 3.1, and applying a change of measure yields 
In the same vein we define the corresponding "-" variables. Let
The resulting expression for the derivative is
In words, L (MVD) (θ ) is the difference between the performance of the "+" version and that of the "−" version rescaled by (1 + σ √ 2π )/(θσ √ 2π ). We summarize the previous analysis in the following theorem.
PROOF. It remains to be shown that the conditions in Theorem 3.1 are satisfied. This follows from the same line of argument as in the proof of Theorem 3.2.
Note that the deduction of the MVD estimator only depends on the representation of the derivative in Theorem 3.1 and the fact that d φ θ /d θ can be written as difference of two densities. Hence, the preceding analysis applies to any distribution whose density is differentiable with respect to θ , provided that the result in the Appendix can be established for that particular distribution.
Remark 3.4. An MVD estimator can be established under more general conditions along the line of argument put forward in 2006] without using Theorem 3.1. For an approach to a single-run version of the MVD estimator, see Heidergott et al. [pear] .
SINGLE-RUN IMPLEMENTATION OF THE MVD-BASED ESTIMATOR
The construction of L (MVD) in Section 3.3 requires generation of two phantom processes (V ± ( j ; p), j = 1, . . . , D ± (T ; p)), for each term p in the sum. There are several ways to implement the MVD estimator, according to the choice of random variables with the required distributions. In the present work we have used common random numbers (crn) for the passenger arrival sequence S(k) for all the phantom processes. The plus and minus processes are calculated using the same sequence of (observed) passenger arrivals S(k) and the train depar (θσ ) 2 ). These sequences are also mutually independent. When a train p is scheduled for departure in the main simulation, the code generates
2 ), and the pth phantom processes are started by setting
Remark 4.1. For our model we have chosen the distribution of the interdeparture times such that the probability of observing a negative interdeparture time is negligible. The MVD estimator, however, introduces new distributions for the interdeparture times. For example, for the "−" scenario, the interdeparture time may be equal to θ − Z θ ( p), where Z θ ( p) follows a Weibull
For the numerical values in our example, we obtain P (
The MVD estimator is built by calculating the difference between the waiting times (or any other performance of interest) in the "+" and the "−" versions of the process, which differ only in one train interdeparture time. Although seemingly two simulations for each term p in L (MVD) are required in parallel, the phantom methodology can be used to integrate the difference process and calculate the estimator directly using only one sample path, without the need for storing information or performing offline simulations.
In our simulations, once we have evaluated the process up to departure of train V θ ( j ), we generate first Y θ ( j + 1), and next we generate all the arrivals within the period (V θ ( j ), V θ ( j + 1)]. Necessarily, the code generates up to the first passenger arrival after departure of train j + 1. In mathematical terms, iteration j in our code uses information generated by (V θ 
. Call F j the history generated by the available information:
The goal is to write the MVD estimator in terms of an adapted process (and possibly an augmented state component), which means that we can write the code to establish a pathwise estimator that only needs to simulate (or observe) the nominal process to calculate the derivative.
The pseudocode for the basic simulation is as follows. k = 1, generate S(k) = P(k), generate V(1)=Y(1); W = 0; for (j=1, ..., Trains-1) do Generate Y(j+1), and set V(j+1) = V(j) + Y(j+1); while (S(k) < V(j+1)) do W = W + (V(j+1) -S(k)) * P(k); Generate P(k+1), and set S(k+1) = S(k) + P(k+1); k = k+1; end (while); end (for);
We will be using two equivalent formulas for the estimator in (24), namely
) is the index of the (phantom) train that passenger group k boards in the (±) pth phantom system, and N ± θ ( j ; p) is the number of passengers that board the j th train in the (±) pth phantom system, that is
The phantom departure processes are shifted from the nominal process by a constant amount after the perturbation, that is, Therefore, in (27) , for each term p, the contribution of the first p − 1 trains is zero, and in (28) the contribution of the first passenger arrival groups k such that S(k) ≤ V θ ( p) also cancels out. At the time of the j th iteration of the simulation, we create the j th phantom systems by calculating the corresponding Y ± ( j +1) according to (25) and (26). At this point, we calculate the corresponding ± ( j + 1). For the simulations, knowledge of these shifts will be sufficient to calculate the MVD estimator. In mathematical terms, we use the enlarged filtration {F j }, whereF j = σ ( ± (1), . . .
contains the history of the nominal process plus the shifts (up to train j ).
Each phantom process indexed by ( p, s) , with p ≤ D θ (T ) and s ∈ {" + ", " − "} contributes to L (MVD) (θ ) in Eqs. (27) and (28) an amount given by 
PROOF. Suppose that the phantom system indexed by (
and N s ( j ; p) can be written as
and this is a function of {S(k), k ≤ A(V θ ( j )}, thus measurable with respect toF j +1 . However, for passenger group k = A(V θ ( j )), the index J s (k; p) of the phantom train may not be known yet, because phantom trains depart earlier, so that J s (k; p) ≥ j . Now suppose that the system is right-shifted. Then the number of passengers N s ( j ; p) may count passenger groups arriving after S(k),
so it is not measurable with respect toF j . However, the index of the phantom train boarded by passenger groups
which is measurable with respect toF j .
At iteration j in the code, we consider the contribution from each phantom system ( p, s) with p ≤ j + 1 of each passenger group to the MVD (28) or (27), depending on whether the phantom system in question is left-or right-shifted, as we now explain.
Fix a phantom system ( p, s) and suppose that it is left-shifted. To calculate N s ( j + 1; p) it suffices now to look at the indices k such that
which we accomplish in our code by enlarging the state space with the index
Then we add the contribution as summarized by the following pseudocode, for each left-shifted phantom system with p ≤ j + 1.
Our code keeps a list with passenger group information {(S(k), T (k))} for indices k such that
along with the vectors K s ( j ; p). This list is also updated at iteration j by adding the new information as new arrivals are generated. Now suppose that the phantom system in question is right-shifted. Here we keep a variable J s (k; p), k = A(V θ ( j )) for each phantom system and at the epoch of the generation of the kth passenger group within iteration j in our main simulation, we perform the following procedure for each right-shifted phantom system with p ≤ j + 1.
In our computer program we have chosen to optimize the list updating structures in order to save both memory and computing time. A final correction must be considered: At the end of the day all passenger groups that arrived after the last train should be allowed to leave the metro. It may be necessary to generate the last trains for the left-shifted processes or force the last train to empty the station at the closing time T . On the other hand, a right-shifted process may have spanned the horizon T before train D θ (T ) so a corresponding correction is included our program as well.
NUMERICAL STUDY
In this section we present the numerical results obtained for simulations using the model of Section 1.2 truncated to D = 15 departures. The interdeparture distribution is Gaussian with θ = 4.0 and σ = 0.1. 1 For these values, the condition 1/θ < e 1/2σ 2 is satisfied. The arrival process is a renewal process simulated from a network model where different routes may converge to the node under study (see Vázquez-Abad and Zubieta [2005] for details). The interarrival times
where {δ j (k)} represent independent perturbations with uniform distribution in (−0.1, 0.1). For the simulations we used δ = 0.1 and μ = 7.3, so that E[T (1)] = 7.3, Var[T (1)] = 1.6. Finally, P (k) = ρT (k). As shown in Vázquez-Abad and Zubieta [2005] , this represents the (conditional) expectation of the number of passengers in group k, where ρ is the aggregated passenger arrival rate. We used ρ = 1. An experiment with finite differences (which required 10 7 simulated days) gave the estimates
We use these values as a benchmark for comparison.
The SPA Estimator
The SPA estimator L (SPA) of Section 2 contains the term
which is the hazard rate function evaluated at the point S(k) − V θ ( j − 1): the elapsed time between departure of a train and arrival of a passenger group. If 1 − θ (x) is small, then the preceding fraction can cause a numerical instability in the SPA estimator. Hence, if the critical event is a rare event, then the SPA estimator runs into numerical difficulties. For distributions with increasing hazard rate, however, if 1 − θ (x) ≈ 0 then φ θ (x)/(1 − θ (x)) ≈ 0 and we therefore may replace the critical rate by where > 0 becomes a design parameter of the estimator. Denote the resulting SPA estimator by L (SPA) (θ ) and notice that L (SPA) (θ) is biased. We performed a series of experiments to illustrate the effect of the choice of on the estimator. The results in Table I were all obtained with N = 10 4 simulated days. The results agree with the fact that larger values of will yield a biased estimator, but a very small value will run into instabilities, resulting in an underestimation of the derivative. Finding the best value of for these problems is an open research question.
The SF Estimator
The SF estimator L (SF) can be implemented straightforwardly and no numerical instabilities arise. Table II shows the results of several experiments with different sample sizes in terms of the simulated days N . Table III shows the results of the program described in Section 4. For our numerical experiments we have generated Maxwell distributed random variables M θ ( p) as described in . The normal random variables for the interdeparture times Y θ ( p) were generated via the relation p) . In addition to introducing a positive correlation (which reduces variance of the MVD estimator), this helps to keep short running times.
The MVD Estimator
Y θ ( p) = θ + U ( p)(M θ ( p) − θ ), for U ( p) a uniform U [0, 1] random variable in- dependent of M θ (
Discussion of Results
Both SF and MVD are numerically stable, but SPA can behave very badly due to conditioning on a rare event. The variance of SF is, however, much larger than the variance of the single-run version of MVD estimator. The CPU time required for establishing a confidence interval of width ≈ 6 was 1.71 seconds for the score function method and 0.029 seconds for MVD estimator. Taking the corresponding sample size into account, this data indicates that the single-run MVD takes approximately 1.7 times longer than the score-function method per simulated day. To see this, notice that 100,000 samples take 1.71 seconds for the SF method, thus 1000 samples take 0.0171. However for MVD, the 1000 samples take 0.029 seconds of CPU. Thus, per simulated day (that is, a "sample"), MVD takes 0.029/0.071 = 1.6959 times longer. However, this is outweighted by the lower variance of the MVD estimator. For example, for establishing a confidence interval of width ≈ 6, the score function method requires approximately 100 times as many observations as the MVD estimator. We conclude with remarking that because SF and MDV are "distributional" methods (see Vázquez-Abad [2000] ), they can in principle be applied to other performance functions and are thus very robust.
CONCLUSION
Motivated by an important and challenging problem in public transportation, we derived an SPA, an SF, and an MVD estimator for the sensitivities of the waiting times of bursty arrivals to a bulk server system. For our model, the SPA and MVD sensitivity estimators turn out to be intrinsically different and our analysis may serve as a counterexample to the folk belief that SPA and measure-valued differentiation yield in principle equivalent estimators. Efficient implementation of the SPA estimators suffers from the problem of biasedness, whereas the SF estimator can be implemented without difficulty in its unbiased form. While single run requires somewhat elaborate coding, when it comes to sample variance, the MVD estimator outperforms the others. It should be apparent that our single-path implementation is actually independent of the distribution of interdeparture times; that is, once the random variables Y ± ( p) are generated, regardless of their distribution, the code will evaluate a MVD derivative. This implies that the MVD formulation here can be extended to other bulk service systems with different interdeparture times. In this sense, we believe that the phantom MVD estimators present the same advantages of single-path implementation methods such as IPA, as well as those of distributional approaches such as SF, while overcoming their disadvantages. The investigation into variance reduction techniques such as control variates is a topic of further research.
APPENDICES
We now prove Theorem 3.1. First, we use the fact that for any adapted stopping time τ θ the event {τ θ = n} can be determined with the knowledge of the history up to time n, namely, (Y θ (1), . . . , Y θ (n)). Note that the following change
