Abstracb This paper presents the estimation of the transmission gain for an AC power line data network in an intelligent home. The estimated gain ensures the transmission reliability and efficiency. A neural-fuzzy network with rule switches is proposed to perform the estimation. An improved genetic algorithm is proposed to tune the parameters and the rules of the proposed neural-fuzzy network. By turning on or off the rule switches, an optimal rule base can be obtained. An application example will be given.
' email: hkl@eie.polyu.edu.hk gain for transmitters should be used; however, the transmission rate has to be reduced and the power for data transfer will increase. Thus, the gain of the transmitters in a power line data network is an important factor to ensure the transmission reliability and efficiency. In this paper, a neural-fuzzy network (NFN) with rule switches [7-81 is proposed to estimate the transmitter gain. Thanks to the rule switches, an optimal rule base can be obtained after training. An improved genetic algorithm (GA) is employed to tune the parameters and the rule base of the proposed NFN.
NEURAL-FUZZY NETWORK WITH RULE SWITCHES
We use a fuzzy associative memory (FAM) [ I l l typed rule base for the NFN. The main difference between the proposed NFN and the traditional NFN is that a unit step function is introduced to each rule. The unit step functions is defined as, This is equivalent to adding a switch to each rule in the NFN. The rule is used if the corresponding rule switch is closed; otherwise, the rule is not needed. An NFN with rule switches is shown in Fig. 1 . Referring to this figure, we define the input and output variables as xi andyj respectively; where i = 1,2, . . . , ni,; n,, is the number of input variables; j = 1 , 2 , . . ., nou,; no,, is the number of output variables. The behavior ofy, of the NFN is govemed by m/fuzzy rules of the following format: R,: IF x , ( f ) is ,4,z(x,(f)) AND x , ( f ) is ,428(xz(f)) AND ._.
AND x,,m(f) is 4 ," 8 (~, ( f ) )
THENy,(t) is w i P , g = 1,2, ..., m, ; f = 1,2, ..., nd ( 2 ) where nd is the number of input-output data pairs; w, , j = 1,2, ..., no",, is the output singleton of the rule g; g = 1, 2, ..,, mf
The NFN membership functions are bell-shaped ones given by,
where the parameters X, and U," are the mean value and the standard deviation of the membership hnction respectively. The grade of the membership of each rule is defined as, l , 2 , ..., m,
(4)
The j-th output of the NFN, y,{f), is defined as, It should be noted that for this partially connected NFN, the number of rules is equal to the number of membership functions of each input variables, mf Comparing with that of a fully connected NFN, the number of rules required is smaller.
IMPROVED GENETIC ALGORITHM
Genetic algorithm (GA) is a directed random search technique [9] that is widely applied in optimization problems. Much research effort has been put to improve the performance ofGA. Different selection schemes and genetic operators have been proposed [9] . Selection schemes such as rank-based selection, elitist strategies, steady-state election and tournament selection were reported [9] . In this paper, the standard GA is modified and new genetic operations are introduced to improve its performance. The improved GA process is shown in Fig. 2 . Its details will be given as follows.
A. Initial Population
set of population is usually generated randomly.
The initial population is a potential solution set P. The first 
p,-,
wherepop-size is the population size; no-vars is the number of variables to be tuned; pi, , i = 1, 2, ._., pop-size;j = 1,2, ..., no-vars, are the parameters to be tuned; para;, and para:, are the minimum and maximum values of p , respectively for all i. From (6) to (8), we see that the potential solution set P contains some candidate solutions pi (chromosomes). The chromosome p i contains some variables p , (genes)
B. Evaluation
Each chromosome in the population will be evaluated by a defined fitness function. The better chromosomes will retum higher values in this process. The fitness function to evaluate a chromosome in the population can be written as,
The form of the fitness function depends on the application.
C. Selection
Two chromosomes in the population will be selected to undergo genetic operations for reproduction by the method of spinning the roulette wheel [9] . It is believed that high potential parents produce better offspring (survival of the hest
ones). The chromosome having a higher fitness value should therefore have a higher chance to be selected. First, we assign probability qi to the chromosome pi :
The cumulative probability it for pi is defined as, = Z: qr , i = 1,2, . . .,pop-size
Then, we randomly generate a nonzero floating-point number,
. Hence, a chromosome having a larger/(pj) will have a higher chance tn he selected. The best chromosomes will get more offspring, the average will stay and the worst will die off. In the selection process, two chromosomes will he selected to undergo the genetic operations.
D. Genetic Operations
The genetic operations are to generate some new chromosomes (offspring) from their parents after the selection process. They include the crossover and mutation operations.
Crossover
The crossover operation exchanges information from the two parents, chromosomes pI and p2, obtained in the selection process. The two parents will produce one offspring. First, four chromosomes will he generated 
where i, is the index i that gives a maximum value of /(os:), i = 1, 2, ,3 ,4. If the crossover operation can provide a good offspring, a higher fitness value can be reached in less iteration. As seen from (12) to (15), the potential offspring after the
crossover operation spreads over the domain. While (12) and (15) result in searching around the centre region'of the domain (a value of w near to 1 in (15) can move os: to be near U), (13) and (14) move the potential offspring to be near the domain boundaxy (a small value of w in (13) and (14) can move osf and os: to be near pmar and pmin respectively).
Mutarion
The offspring (18) will then undergo the mutation operation, which changes the genes of the chromosomes. In this paper, a different process of mutation is proposed. The details are as follows. Every gene of the offspring os of (18) will have a chance to mutate governed by a probability of mutation, p , E [ O I], which is defined by users. This probability gives an expected number @,xno-vars) of genes that undergo the mutation. For each gene, a random number between 0 and 1 will be generated such that if it is less than or equal to p. , the operation of mutation will take place on that gene and updated instantly. The gene of the offspring of (18) is then mutated by: 
E. Reproduction
The new offspring will be evaluated using the fitness function of (9). This new offspring will replace the chromosome with the smallest fitness value among the population if a randomly generated number within 0 to 1 is smaller than p , E[O 11 , which is the probability of acceptance defined by users. Otherwise, the new offspring will replace the chromosome with the smallest fitness value only if the fitness value of the offspring is greater than the fitness value of that chromosome in the population. p. is effectively the probability of accepting a bad offspring in order to reduce the chance of converging to a local optimum. Hence, the possibility of reaching the global optimum is kept.
After the operation of selection, crossover, mutation and reproduction, a new population is generated. This new population will repeat the same process. Such an iterative process can be terminated when the result reaches a defined condition, e.g. a defined number of iteration has been reached.
E Benchmurk Test Functions
Some benchmark test functions [IO] areused to examine the applicability and efficiency of the improved GA. Six test functions, A ( x ) , i = 1, 2, 3, 4, 5 , 6 will be used, where x = [x, xz ... (26) where n = 2 and the minimum point is atA(1, 1) = 0, (27) where n = 5 and the minimum point is ath ([5.12,5] , . . ., where n = 3 and the minimum point is atfs(0, 0, 0) = 0. It should be noted that the minimum values of all functions in the defined domain are zero except forfs(x). The fitness functions forf;(x) tof4(x) andfs(x) are defined as, and the fitness function forfs(x) is defined as, fifness =fs(x) (32) The proposed CA is used to find the minimum points of these 6 test functions. The results are compared with those obtained by the standard GA with arithmetic crossover and non-uniform mutation [9]. The control parameters of the proposed CA and the standard CA with arithmetic crossover and non-uniform mutation are tabulated in Table I . These parameters are selected by trial and error through experiments for good performance. The initial values of x in the population for a test function are set to be the same for both GAS. The number of iteration for each test function is listed in Table 11 . For test functions 1 to 6, the initial values are [I I I ] [I I I] respectively. The results of the average fitness values over 50 times of simulations based on the proposed and standard CAS are shown in Fig. 3 and tabulated in Table 11 . It can he seen that the performance of the proposed CA is better.
V. APPLICATION EXAMPLE The proposedNFN will be employed to estimate the gain of the transmitter in a power line data network. A network with 48 inputs and 48 outputs is employed to perform the estimation. The inputs of the proposed NFN are the gains in every half-hour of the previous day, while the outputs are the estimated gains in every half-hour of the present day. Seven NFNs will be used for estimating the transmission gain. These NFNs are named Sunday-Monday, Monday-Tuesday, Tuesday-Wednesday, Wednesday-Thursday, Thursday-Friday, Friday-Saturday and Saturday-Sunday NFNs. For instance, the Sunday-Monday NFN makes use of the transmission gains of Sunday to estimate the transmission gains of Monday. To perform the training, we have to collect some testing patterns. 48 transmission gains for every half-hour at each day (24 hours) will be measured. To measure the optimal transmission gain, a data packet is continuously sent from the transmitter to the receiver while the transmission gain value is increased gradually. The increment in the gain value will stop at the point where the data packet can be correctly received. At that point, the value of the transmission gain is the smallest possible one that is not susceptible to interference, and the optimal transmission gain would be set at a value a hit higher than this smallest one.
In this application example, transmission gains for 7 weeks are collected as the testing patterns to train the proposed NFN IV.
OF FUNCT'oNS AND RULE BASE using the proposed CA. Take the Sunday-Monday NFN for By introducing the rule switches, the parameters and the rule instance, the measured transmission gains for Sundays of the base of the NFN proposed in section 11 can be tuned using the previous 7 weeks SerYe as the inputs and the desired improved GA. To perform the tuning process, Some 
The objective is to minimize the mean absolute error (MAE) of (35) For comparison purpose, a traditional 3-layer NFN [ l l ] is also trained by the improved GA. The proposed NFN and the traditional 3-layer NFN will also be trained by standard GA with arithmetic crossover and non-uniform mutation [9] under the same condition. For the standard GA approach, the probabilities of crossover and mutation are selected to be 0.6 and 0.01 respectively, and the shaping parameter of the CA for non-uniform mutation [9] is selected to he I. Table 111 shows the results of the proposed and traditional approaches for the Sunday-Monday NTN. To obtain the fitness value for the testing pattem, the measured transmission gains for Sunday of week 8 are fed to the trained NFN to obtain the estimated transmission gains for Monday of week 8. The fitness value is then obtained by (33) and (34) based on the estimated and measured transmission gains. Fig. 4 shows the actual (solid line) and predicted (dotted line) normalized gains for Monday of week 8 using the proposed and traditional NFNs respectively with the improved CA. Fig.   5 shows the actual (solid line) and predicted (dotted line) normalized gains for Monday of week 8 using the proposed and the traditional NFNs respectively with standard CA. It can be seen that the performance of the proposed approach is better than that of other approaches in terms of the fitness values and size of the rule base.
VI. CONCLUSION
A neural-fuzzy network with rule switches has been proposed to estimate the transmission gain for the AC power line data network in an intelligent home. The proposed NFN facilitates the learning of the network parameters and the rule base. An improved CA has been proposed for the training process. An application example has been given to illustrate the design process and the merits of the proposed approach. Table I . Control parameters nf GAS for the benchmark test functions: (a) improved GA, (b) standard GA with anthmetic crosso~cr and non-uniform mutation. 
