Consider the distance between two i.i.d. Poisson processes with arrival rate λ > 0 and respective arrival times X 1 , X 2 , . . . and Y 1 , Y 2 , . . . on a line. We give a closed analytical formula for the
where Γ(z) is Gamma function.
As an application to sensor networks, we derive that the expected transportation cost to the power b of the bicolored matching with edges {X k , Y k } between two i.i.d. Poisson processes with arrival rate λ = n and respective arrival times X 1 , X 2 , . . . and Y 1 , Y 2 , . . . is in Θ n 
Introduction
It is common to use sensors for detecting and monitoring events which occur in many instances of everyday life. Though, it is well known, it happens quite often that due to external factors such as non-reporting or misplaced sensors the monitoring may not be effective. In such cases the sensors must be relocated from their initial locations to new positions.
The cost of sensor movement has been the subject of interest in computer science research community. The paper [8] addresses the expected sum of movement of n identical sensors displaced uniformly and independently at random in the unit interval to attain the coverage of the unit interval. Further, in [5] the authors studied the movement of n sensors with identical d−dimensional cube sensing radius in d dimensions when the cost of movement of sensor is proportional to some (fixed) power a > 0. Ajtai et al. [1] consider the optimal transportation cost for random matchings of bicolored point sets. The matching theorems for N random variables independently uniformly distributed in the d−dimensional unit cube [0, 1] d , where d ≥ 2 were investigated in [12] .
More importantly, our work is closely related to [7] where the author studied the event distance between two i.i.d. Poisson processes with arrival rate λ > 0 and respective arrival times X 1 , X 2 , . . . and Y 1 , Y 2 , . . . on a line. In [7] the closed formula for the event distances E [|X k+r − Y k |] , for any k ≥ 1, r ≥ 0 was derived as the combination of the Pochhammer polynomials. The following open problem was proposed in [7] to study more general moments
, where a is fixed. We derive a closed formula for the moments
, for any k ≥ 1, r ≥ 0, when a is natural number and provide asymptotics to real-valued exponents.
The motivation for studying the expected distances to the power a arises in sensor networks, where the one Poisson process represents resources while the second-events. It is required to match resources with events one-by-one(see [2] for details). Further, the parameter a in the exponent represents various conditions of the line e.g., friction, lubrication etc. which may affect the sensor movement. Therefore the expected distance to the power a gives a more realistic metric than the one previously studied for a = 1.
Preliminaries
In this subsection we introduce some basic concepts and recall some useful identities involving indefinite and definite integrals, binomial coefficients and special functions which will be useful in the analysis in the next section. We recall the definition of the Pochhammer polynomial [4] 
The Euler Gamma function Γ(z) = ∞ 0 t z−1 e −t dt is defined for z > 0. Moreover, we have Γ(n + 1) = n!, when n is natural number. We will use the Legendre duplication formula (see [9, Identity 5.5.5])
Applying the basic identity Γ(z + 1) = zΓ(z) with z = k + 1 + a 2 , z = k + 2 and getting the difference of the sequence
we have
.
Applying this formula for k = 0 to n − 1 we easily derive
, when a ∈ N
Let X i be the arrival time of the i−th event in a Poisson process with arrival rate λ > 0. We know that the random variable X i obeys the Gamma distribution with parameters i ∈ N, λ > 0. Its probability density function is given by f i,λ (t) = λe
where m is nonnegative integer and k ∈ N (see [6, 7, 10] ). Using integration by parts we can derive the following identity
where m is nonnegative integer and λ, x > 0. We will use the following binomial identity
This identity can be checked using generating functions. Notice that
(1−z 2 ) k and equating coefficients of z a on both sides of this equation gives us (6).
Outline and results of the paper
We consider the expected distance to the power a between two i.i.d. Poisson processes with arrival rate λ > 0 and respective arrival times X 1 , X 2 , . . . and Y 1 , Y 2 , . . . on a line. We give a closed form formula
, for any integer k ≥ 1, r ≥ 0, when a is natural number as the combination of the Pochhammer polynomials (see Theorem 2 and Theorem 5).
Especially, for r = 0, the closed analytical formula for
, when k ≥ 1 and a ∈ N was obtained involving Gamma functions (see Theorem 2 and Theorem 7).
Further, we provide the application to sensor networks. The sensors are initially placed on the half-infinite interval [0, ∞) according to two Poisson processes. Let X 1 , X 2 , . . . and Y 1 , Y 2 , . . . be the arrival times of two i.i.d. Poisson processes, respectively, with arrival rate λ = n. The sensors in X 1 , X 2 , . . . , X n are colored 0 and the sensors in Y 1 , Y 2 , . . . , Y n are colored 1. We show that the expected transportation cost to the power a of the bicolored matching with edges
, when a is natural number (see Theorem 8) .
Then, we extend our results concerning the expected cost to the power b of the bicolored matchnig with edges {X k , Y k } to real-valued exponents b > 0 (see Theorem 9).
Here is an outline of the paper. In Section 2 we obtain closed formula for event distances to the power a of two i.i.d. Poisson processes, when a ∈ N. In Section 3 we consider the application to sensor networks. Finally, Section 4 provides conclusions.
Main result
Consider two i.i.d. Poisson processes with arrival rate λ > 0 and respective arrival times X 1 , X 2 , . . . and Y 1 , Y 2 , . . . on a line. We give a closed analytical formula for the
, for any integer k ≥ 1, r ≥ 0, when a is natural number.
Closed formula when a is an even natural number
We begin with the following lemma which is helpful in the proof of Theorem 2.
Lemma 1. Assume that, a is even natural number. Let
Proof. As a first step, observe the following formula
Applying Identity (4) and Definition (1) we deduce that
This completes the proof of Lemma 1.
We are now ready to prove the main theorem, when a is an even natural number. 
Proof. The first part of the theorem follows immediately from Lemma 1 with i = k+r. Putting together the first part of the theorem with r = 0, Definition (1) and Identity (6) we get
Note that, if
. This is enough to prove Theorem 2.
Closed formula when a is an odd natural number
It is worthwhile to mention that, when the parameter a in exponent is odd number, it is not so easy to derive the closed form formula (see Theorem 5 and Theorem 7).
The general strategy of our proof is the following. In computing the moment (8)). Then we make an important observation that expectation E [|X i − y k | a ] is equal to the sum of the integrals (9) and (10) . The first integral is easy to compute, while deriving the second integral is combinatorially challenging.
Our analysis of the moment distance proceeds along the following steps. Firstly, we give Lemma 3 and Lemma 4 which are helpful in the proof of Theorem 5. Then, Theorem 7 follows from Theorem 5 and Lemma 6.
Lemma 3. The following identity is valid for all
Hence, computing the moment
is equal to the sum of the following two integrals which we evaluate separately.
Case of integral (9).
Observe that
After that, the calculation are almost exactly the same as in the proof of Lemma 1. Applying Identity (4) and Definition (1) we have
Case of integral (10).
where
Applying Identities (5) and (4) we have
Therefore, we deduce that
Adding Formulas (11), (12) and (13) we derive the desired formula for
, when a is odd natural number. This completes the proof of Lemma 3. Now we give a simpler expression for the moment distance of two i.i.d. Poisson processes in the following lemma.
Lemma 4. Assume that, a is odd natural number. Let
Proof. Applying Lemma 3 we deduce that
l+k−1+a−j l 1 2 l+k−1+a−j . Using summation by parts 
Hence, we deduce that
Applying Identity (15) to Formula (14) we have 
Combining together (16), (17) and changing summation in the second sum in (16) we get the desired result.
We are now ready to give the first main result, when a is an odd natural number. 
Proof. Applying Lemma 4 for i = k + r we deduce that
Applying Formula (18) for a = 1 and the identity Γ(1/2) = √ π we derive
. Therefore
Combining Formula (18) and the identity Γ(1/2) = √ π we get
Putting together (19) and (20) completes the proof of Theorem 5.
The next lemma will be helpful in the proof of Theorem 7. The proof of Lemma 6 is technically complicated and the overall strategy is the following. Firstly, we write D(k, a) (see (23)) as the polynomial of variable k (see (24)) of degree less than or equal to a−1 2 . Then, using the binomial identities (25), (26) and the Legendre duplication formula (2) we finally deduce that
Lemma 6. Assume that, a is an odd natural number. Let
Proof. From Identities (6) and
Applying Equation (22) we deduce that
Therefore, we have
2 −l) are polynomials of variable k for each j ∈ {0, 1, . . . , l}, l ∈ {0, 1, . . . , a−1
2 ) are polynomials of variable k for each j ∈ {0, 1, . . . , a − 1 − l}, l ∈ { a−1 2 + 1, . . . , a − 1}. Therefore, D(k, a) is the polynomial of variable k of degree less than or equal to a−1 2 . Hence, to prove Equality (21) it remains to obtain the following equality
Applying this we have
Notice that
Applying this and the identity
(see [3, Identity 7 .17, p. 36]) we get
Finally, from the Legendre duplication formula (2) for z = a+1 2 we deduce that
This is enough to prove Lemma 6.
Finally, we can prove the second main result of this subsection. 
Proof. First, we substitute Identity (6) into Theorem 5 and observe that
Then, the result of Theorem 7 follows from Lemma 6 and the identity Γ(1/2) = √ π.
Application to sensor networks
In this section we consider the application to sensor networks. The sensors are thrown randomly according to Poisson processes.
Let Let b > 0 be a constans. We consider the expected transportation cost to the power b of the bicolored matching with edges {X k , Y k } as follows
The following theorem gives the closed form formula for the expected transportation cost to the power a of the bicolored matching with edges {X k , Y k }, when a is natural number. Proof. The result of the theorem follows immediately by summing the corresponding identities (for λ = n) from the second part of Theorem 2 and Theorem 7 as well as Identity (3).
We are now ready to extend our results to real-valued exponents and provide asymptotic analysis. 
Conclusion
In this paper, we studied the expected distance to the power a between Poisson events of two i.i.d. Poisson processes with arrival rate λ > 0 and respective arrival times X 1 , X 2 , . . . and Y 1 , Y 2 , . . . on a line. We obtained a closed form formula for the E [|X k+r − Y k | a ] , where k ≥ 1, r ≥ 0 and a ∈ N. As a consequence we derive the application to sensor networks concerning the expected transportation cost to the power b > 0 of the bicolored matching.
