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ABSTRACT
In this paper, we propose a particle filtering (PF) method for indoor
tracking using radio frequency identification (RFID) based on aggre-
gated binary measurements. We use an Ultra High Frequency (UHF)
RFID system that is composed of a standard RFID reader, a large set
of standard passive tags whose locations are known, and a newly de-
signed, special semi-passive tag attached to an object that is tracked.
This semi-passive tag has the dual ability to sense the backscatter
communication between the reader and other passive tags which are
in its proximity and to communicate this sensed information to the
reader using backscatter modulation. We refer to this tag as a sense-
a-tag (ST). Thus, the ST can provide the reader with information
that can be used to determine the kinematic parameters of the object
on which the ST is attached. We demonstrate the performance of the
method with data obtained in a laboratory environment.
Index Terms— particle filtering, tracking, RFID, tags
1. INTRODUCTION
Radio Frequency IDentification (RFID) is a well-known technology
for real-time identification of objects and people. Besides identifi-
cation, RFID can also be used for localization and tracking, which
can enable a number of applications involving tracking of people,
robots and other mobile objects such as forklifts and carts used in
warehouses [1]. Methods for RFID localization and tracking can
be broadly classified into three categories [2]: i) distance-based, ii)
scene-analysis, and iii) proximity-based. Distance-based methods
rely on range measurements that can be Received Signal Strength
(RSS), Time Of Arrival (TOA), or Time Difference of Arrival
(TDOA). Scene-analysis methods consist of two phases. First, en-
vironmental information (fingerprints) is acquired. Then, the target
location is estimated by matching the measurements with the stored
fingerprints. All of these methods require some kind of calibration,
and therefore they are not suitable for environments with dynamic
changes. Proximity-based methods employ a different approach,
using binary information related to the presence or absence of the
target within the ranges of reference tags.
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In this paper, we propose a novel particle filtering method
(called PF-BIN), based on aggregated binary measurements for
indoor RFID tracking.1 We use a passive RFID system, which
is composed of a standard UHF, ISO 18000-6C (Class1, Gen2)
compliant RFID reader, a large set of standard passive tags whose
locations are known, and a specially designed semi-passive tag,
which is attached to an object that is tracked. The new tag, referred
to as sense-a-tag (ST) [4], can sense backscatter communication
between the reader and passive tags that are in its proximity and can
communicate the sensed information to the reader using backscatter
modulation. The ST will detect closer tags more often than distant
ones in a fixed number of reader queries, and this information can
be used for tracking. Therefore, our method for tracking belongs to
the class of proximity-based methods.
The paper is organized as follows. In Section 2, we briefly de-
scribe the ST and the system used for tracking. In Section 3, we
present the methods for indoor tag tracking. The experimental re-
sults are shown in Section 4. We conclude the paper with some final
remarks in Section 5.
2. HARDWARE DESCRIPTION
Our approach is based on the use of STs in conjunction with a stan-
dard reader-tag RFID system. Passive tags with known locations are
deployed in the area of tracking. The ST is placed on the object that
needs to be tracked, and an RFID reader with one or more antennas
is positioned so as to “illuminate” the tracking area. The ST has the
following capabilities: i) to detect and decode backscatter signals
from RFID tags in its proximity and ii) to communicate with the
reader using backscatter modulation. For more on the characteristics
of the ST, see [3, 4].
Passive and semi-passive RFID tags communicate with a reader
via a weak reflected backscatter. This backscatter is further affected
by multipath reflections and other ambient interferences in cluttered
indoor environments like warehouses, retail stores, libraries, and of-
fices [5]. This results in a low signal-to-noise ratio (SNR) of the
tag’s response received by the reader. Consequently, conventional
distance-based techniques for localization become highly inaccurate
and unreliable. Our ST based approach leads to a more robust so-
lution, since it relies on capturing the weak backscatter signal in
the close proximity of the tags, where it is stronger rather than at
a distance where it is weaker and affected more by the above inter-
ferences.
The ST communicates passively without an on board radio.
However, an on board battery is used for powering up the ST cir-
cuitry, thus making it a semi-passive device. The ST incorporates
1For indoor localization using an ST, see [3].
a novel locator protocol, which is fully compatible with the EPC
(Electronic Product Code) Global Class 1 Gen 2 standard. This
protocol enables the ST to communicate with a standard reader
and conveys binary information about the presence or absence of a
responding tag in its proximity. The protocol specifies two states
of operation for the ST. In the first state or the listen state, the ST
listens for backscattering tags in its vicinity. In the second state or
the respond state, the ST itself functions as an RFID tag and conveys
the information of the tags detected when it was in the listen state as
part of its EPC ID payload. The transition between the two states is
done using the Select function provided by the 18000-6C compliant
RFID reader. The tracking algorithm (see Section 3), which runs
on the host computer that also controls the reader, uses aggregated
binary information from successive query rounds.
3. INDOOR TRACKING USING RFID SYSTEM
Let us assume that we have K reference (passive) tags with known
two-dimensional (2D) positions, lk (k = 1, 2, · · · ,K) and one ST
attached to an object with an unknown position and velocity xt at
time t. A reference tag can be detected by an ST with probability
pk,t. This probability depends on various factors, but primarily on
the distance between the reference tag and the ST, orientation, and
the power of the reader [5]. This probability is easily estimated by
counting the number of detections of a tag by an ST in a fixed num-
ber of reader queries. Using this observation, our goal is to estimate
xt at each time t.
3.1. Standard Bayesian solutions
We use the following discrete state-space model:
xt+1 = Axt +But (1)
yt = Cxt + vt (2)
where xt = [x1,t x2,t x˙1,t x˙2,t]T is the state vector at time t, which
includes the position and velocity of the ST that we want to estimate,
ut = [u1,t u2,t]
T is the process noise (which accounts for the vari-
ation of the speed), yt = [y1,t y2,t]T is observation at time t, and
vt = [v1,t v2,t]
T is observation noise. The observation is given as
yt =
∑
k pk,tlk, i.e., the weighted average of the positions of the de-
tected tags. We have already shown in [3] that this position estimate
is more accurate than other estimates found either by non-weighted
average, or simply by association with the nearest reference point.
It is also worth noting that, since our observations represent static
position estimates, our model is linear (in contrast to distance-based
methods). Given this observation, the sampling period TS , and as-
suming random motion of the target, we can define the matrices A,
B, and C as follows:
A =
 1 0 TS 00 1 0 TS0 0 1 0
0 0 0 1
 , B =
 TS01
0
0
TS
0
1

C =
[
1 0 0 0
0 1 0 0
] .
We apply the Bayesian approach to solve this tracking problem
and in particular, we use Kalman filtering and particle filtering. At
time t, our goal is to estimate the posterior distribution p(xt|y1:t)
given the prior p(xt−1|y1:t−1) (initially, p(x0|y0) = p(x0) is avail-
able), the state evolution p(xt|xt−1) (defined by the motion model
Algorithm 1 SIR particle filtering for tracking (at time t)
1: for all particles m = 1...Nm do
2: Draw particle x(m)t ∼ p(xt|x(m)t−1)
3: Compute weight: w(m)t = w
(m)
t−1 · p(yt|x(m)t )
4: end for
5: Normalize weights: w(m)t = w
(m)
t /
∑
m
w
(m)
t
6: Resample with replacement from multinomial distribution de-
fined by w(m)t (m = 1...Nm)
(1)), and the likelihood function p(yt|xt) (defined by the measure-
ment model (2)). This posterior can be found by following the pre-
diction and filtering equations [6]:
p(xt|y1:t−1) =
∫
p(xt|xt−1)p(xt−1|y1:t−1)dxt−1 (3)
p(xt|y1:t) ∝ p(yt|xt)p(xt|y1:t−1). (4)
A standard closed-form solution can be found using traditional
Kalman filtering (KF) [7], assuming that the model is linear (as in
our case), and that ut and vt are drawn from Gaussian distribu-
tions. The estimation of the process noise ut is generally very diffi-
cult (it requires an accelerometer or a similar device attached to the
target). Thus, we approximate ut by a Gaussian distribution. To
make the process reliable, we need to find an upper bound of the
true noise, e.g., by injecting enough uncertainty into the covariance
matrix. However, the measurement noise vt can be easily obtained
using real samples. Generally, we cannot expect (especially, in in-
door environment) that this noise vt is Gaussian, so KF is not an
optimal solution for our problem.
Therefore, we apply the particle filtering (PF) method [6] in
which we represent the posterior distribution by a set of random
samples (particles) with associated weights. We apply the well-
known sample-importance-resampling (SIR) method (called PF-
SIR). In this method, the particles are drawn from p(xt|xt−1), then
weighted by the likelihood function, p(yt|xt), and finally, resampled
in order to avoid the degeneracy problem (the situation in which all
but one particle have negligible weights). The PF-SIR method is
summarized in Alg. 1.
Note that the likelihood function does not have a parametric
form, and therefore we want to find its kernel density estimate (KDE)
[8]. Namely, given a set of Ni calibration samples vit = yit − Cxit,
we have:
p(vt) =
∑
i
Kh(vt − vit) (5)
where Kh is the commonly used spherically symmetric Gaussian
kernel: Kh(x) = N (x, 0, hI), and h is the bandwidth which con-
trols the variance. To find h, we use the generalized cross entropy
(GCE) estimator [9], which provides very accurate estimates. This
kernel can be found offline prior to tracking. However, if the RFID
system is fast enough to provide Ni samples during the sampling
period (TS) and also to compute (5), the likelihood function can be
obtained online, at each time frame. We can see that the main draw-
back of this method is high complexity.
3.2. Improved PF method (PF-BIN)
We propose a model for the number of detections of a tag by an ST
and show how we proceed with particle filtering. First, we model the
probability of detection of a tag by an ST according to
p =
1
1 + eα(d−d0)
(6)
where d is the distance between a tag and the ST, and α > 0, d0 > 0
are parameters of the model, with d0 being the distance at which the
probability of detection is equal to 1/2, and α being the parameter
which determines the steepness of the function.
Our measurements represent the number of times a tag is de-
tected by an ST in N query rounds. We assume that during the N
query rounds, the location of the object with the ST has not changed
much (recall that the object with the attached ST is moving). Let
the number of detections of the kth tag be equal to nk. Then the
probability of nk is modeled by the binomial distribution, i.e.,
P (nk) =
(
N
nk
)
p
nk
k (1− pk)N−nk (7)
where pk is given by (6) with d replaced by dk, the distance between
the ST and the kth tag. In the field, there are total of K tags and for
each of them we have a number of detections nk ∈ {0, 1, · · · , N},
k = 1, 2, · · · ,K.
Under the assumption that the parameters of the model in (6) are
known (they are estimated offline), we proceed with particle filtering
as follows (note that we also assume that at time t − 1 we have the
set of particles x(m)t−1):
Step 1: Propagate the particles by using the prior, that is,
x
(m)
t ∼ p(xt|x(m)t−1). (8)
Step 2: Compute the likelihood of the particles x(m)t given the mea-
surements yt = [n1,t n2,t · · ·nK,t]>. The likelihood func-
tion is given by
p(yt|x(m)t )
=
∏K
k=1
(
N
nk
)
p
(m)
nk,t
k,t (1− p(m)k,t )(N−nk,t) (9)
where
p
(m)
k,t =
1
1 + e
α(d
(m)
k,t
−d0)
(10)
and d(m)k,t is the distance between the ST (whose location is
defined by the particle x(m)t ) and the kth tag at time t. We
note that the weights of the particles are
w
(m)
t ∝ p(yt|x(m)t ). (11)
Step 3: Resample with replacement.
4. EXPERIMENTAL RESULTS
Figure 1 shows our experimental setup. We deployed 9 reference
tags in an area of 3m x 1.6m. The reader antenna was at a distance
of about 2m from the center of the area, and its power level was set
to 28dBm. The ST was placed on a chair with wheels that could be
moved easily. Our objective was to track the ST during a period of
6s (Ts ≈ 0.7s). In the experiment the speed of the movement was
approximately constant.
Fig. 1: Experimental setup. There were 9 reference points (shown by the
standing boxes), one reader (shown antenna in foreground), and one ST (on
the chair) which represents the target.
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Fig. 3: Samples of probability of detection and the corresponding fitting.
In the first set of experiments, our goal was to obtain calibration
samples2 used for estimation of the likelihood (for PF-SIR), mea-
surement covariance matrix (for KF) and probability of detection
(for PF-BIN). To that end, we acquired 20 independent measure-
ments at 20 grid points. Using these samples, we obtained empir-
ical KDE of the measurement noise used for the PF-SIR method.
For the KF method, we estimated the measurement covariance ma-
trixR = diag(0.025, 0.027), and assumed (without measuring) that
the process covariance matrix was given by Q = diag(0.2V, 0.2V )
where V is the speed of movement. Finally, for the PF-BIN method,
we estimated the parameters of our model for probability of detec-
tion as α̂ = 3.059 and d̂0 = 0.32m. The estimation was performed
based on fitting with the exponential curve as shown in Figure 3.
Having defined all the parameters, we tracked the ST over a number
of different tracks. We applied the KF, PF-SIR and PF-BIN methods.
The results for two tracks are shown in Figure 2.
Finally, we conducted simulations of 100 random tracks. We
used the same model, obtained from the real data. We changed the
number of reference tags (K = 16), the sampling period (Ts =
0.3), and the deployment area (4m x 4m). According to Figure 4,
where we show the averaged RMSE over the 100 tracks, the PF-
BIN consistently performed better than the PF-SIR. On the other
hand, the KF had the worst performance during some initial period,
2Due to the complex location protocol (see Section 2), our RFID system
was not fast enough to obtain the likelihood online.
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Fig. 2: Illustration of results of tracking for two different tracks. The starting point of the target is marked with a dot, and the destination point with an x.
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Fig. 4: Comparison of the RMSEs of the three methods.
probably because of the setup time that is necessary for parameter
tuning. In Figure 5, we plotted the cumulative distribution functions
(CDF) of the errors of each of the methods. As we can see , PF-BIN
performed the best of all methods.
Regarding complexity, we found that PF-BIN was twice faster
than the PF-SIR, but about 10 times slower than the KF. Thus, one
may conclude that the KF is an option for a low-cost application
where high accuracy is not crucial. However, if one wants to have
a robust algorithm, PF-based methods should be applied. In our ex-
periments, we did not detect large outliers, but in general, they can
be expected.
5. CONCLUSIONS
In this paper, we presented three methods for RFID based tracking
of objects using aggregated binary measurements in indoor environ-
ments. They include two PF methods and a Kalman filtering method.
The two PF methods are based on two different observation models.
With simulations and experimentation with real data obtained using
a novel semi-passive RFID system, we showed that the PF method
referred to as PF-BIN performed the best in terms of both RMSE and
CDF. There remain a few issues we plan to explore. They include
the implementation of a real-time PF-BIN method that estimates the
parameters α and d0 online.
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Fig. 5: Comparison of the CDFs of position errors of the three methods.
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