Two questions concerning the boundary control of certain elastic systems  by Datko, R
JOURNAL OF DIFFERENTIAL EQUATIONS 92, 2744 (1991) 
Two Questions Concerning the Boundary 
Control of Certain Elastic Systems 
R. DATKO 
Department of Mathematics, Georgetown University, Washington, DC 20057 
Received October 31, 1990; revised November 8, 1990 
DEDICATED TO HENRY ANTOSIEWICZ 
ON THE OCCASION OF HIS 65TH BIRTHDAY 
We present two questions connected with the stabilization of certain hyperbolic 
partial differential equations which are controlled on their boundaries. The uncon- 
trolled versions of these systems are conservative and therefore represent only 
approximate realizations of the physical phenomena. The first question concerns 
the qualitative behavior of a given stabilizing feedback for such a system vis a vis 
that of an appropriately damped realization using the same feedback. The second 
question concerns the robustness of both the original system and a damped version 
when time delays occur in a given feedback stabilization scheme. 0 1991 Academic 
Press, Inc. 
INTRODUCTION 
In recent years one very active area of mathematical control theory has 
been the investigation of the boundary control of linear elastic systems (see, 
e.g., [7] for a comprehensive survey of the area). Much of the investigation 
is centered around the control and stabilization of systems whose uncon- 
trolled versions are conservative, for example, the wave equation with 
homogeneous Dirichlet or Neumann boundary conditions. When certain of 
these systems are controlled on the boundary rather remarkable results are 
obtained. For example, the wave equation in Example 2.8 of this paper has 
a velocity feedback which drives all solutions to zero in a finite time, T = 2. 
In this case one feedback control not only stabilizes but also completely 
controls the system. This property does not even hold for finite-dimen- 
sional systems of the form 
i=Ax+Cu. (0.1) 
However, when one realizes that the boundary controllers which lead to 
complete controllability for these elastic systems are introduced through 
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unbounded operators, even though the control space may be tinite-dimen- 
sional, strong results are not too surprising. Aside from the question of 
the practicality of considering control systems with unbounded control 
operators, there are two other potential problems with the boundary 
control of these elastic systems. For example, a vibrating string or beam 
which is clamped on both ends eventually comes to rest if no external 
forces are applied. However, the most common mathematical realizations 
of these systems are given by partial differential equations whose solutions 
oscillate indefinitely. The justification is that the oscillatory models are 
good approximations to the physical phenomenon over some finite, 
if unspecified, time interval. This assumption is often borne out by 
experimental data. However, boundary stabilization of many elastic models 
has the abstract mathematical formulation 
i(t) + Ax(?) = Cu( c), (0.2) 
where A is positive definite and unbounded in some abstract Hilbert space 
and u is an appropriate contol introduced by an unbounded operator C. 
An operator K is then sought such that if 
u(t) = -Kit(t) (0.3) 
the solutions of (0.2)-(0.3) decay with a uniform rate. This formulation 
assumes that the dynamics on the left-hand side of (0.2) are valid over 
(0, co), which, since this is not true for the uncontrolled system, should be 
given some justification. 
Now suppose in place of (0.2) we consider the system 
j;-(t) + Di( t) + Ax(t) = Cu( t), (0.4) 
where D is a nonnegative semidetinite operator defined on an appropriate 
Hilbert space and is such that when u(t) s 0 the solutions of (0.4) decay at 
a uniform rate. With a suitable choice of the operator D, the homogeneous 
system of (0.4) might be considered a realization of the same physical 
phenomena as the homogeneous version of (0.2), but now, since damping 
is present, over the entire half line (0, co). 
Thus one natural question to ask is whether a feedback control of the 
form (0.3) which stabilizes (0.2) improves the stability characteristics of 
(0.4). As we shall indicate in Proposition 2.6 and Example 2.8 of this paper 
the answer is ambiguous. In fact, if Df = &Al (a not unnatural assumption 
for some mechanical systems, such as a Kelvin-Voight beam) one might be 
better off using a bounded feedback as is done in [S]. But even in the case 
when DC? = ~2 in (0.4) curious qualitative differences may occur, at least for 
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some types of wave equations with suitable geometry. For instance in 
Example 2.8, when the feedback has the form 
u(t) = -kw,( 1, t), (0.5) 
k>O, the structure of the resulting dynamical system (0.4) can be 
represented by a neutral functional-differential equation for k # 1, and by 
a retarded functional-differential equation when k = 1. 
A second question concerns the effects of small time delays on (0.2) or 
(0.4) when in place of (0.3) we assume the feedback is given by 
u(t) = -ki(t -h), h > 0. (0.6) 
Three papers on this problem have already appeared [l-3] and one is 
about to appear [4]. In Section 3 we reinterpret the example in [ 11 to 
show that small time delayed feedbacks of the form (OS), where k is a 
fixed constant, destroy stability for a damped wave equation whose 
homogeneous version may, by a suitable choice of damping, decay at an 
arbitrary rate. We also indicate in Proposition 3.3 that a certain general 
class of systems of the form (0.4) with feedback (0.3) may be immunized 
from delays of the form (0.5) by appropriately limiting the feedback 
operator K. However, as Example 2.8 shows, this may restrict the degree to 
which the decay rate of the uncontrolled system may be enhanced. 
Finally in Example 3.5 we show that systems of the form 
w,t = wxx + EW,,t (0.7) 
w(0, t) = 0, wz( 1, t) = -kw,( 1, t-h), (0.8) 
where E, k, and h are positive constants become unstable for an arbitrarily 
small value of h and any values of E and k. 
We believe the two “problems” posed in this paper call into question 
certain aspects of the boundary control of elastic systems described by 
hyperbolic partial differential equations. For one thing the mathematical 
conservative models were never meant to represent physical systems for 
infinite time. Hence any control theory based on these models should 
attempt to justify its conclusions as some suitable approximation to reality. 
SO far as we know this has not received a great deal of attention, and, as 
we demonstrate by example, a suitably damped version of a conservative 
model may exhibit remarkably different qualitative behavior vis a vis the 
conservative system for the same feedback. 
Also, the question of small time delays in the feedback has not been 
extensively addressed in the case of elastic systems. The lack of robustness 
with respect o time delays in these systems does not occur for finite-dimen- 
sional control systems governed by ordinary or functional differential 
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equations. Since in practical implementation of almost any feedback system 
allowance should be made for occurrence of small delay, it seems strange 
that a theory which has been so extensively developed has omitted such an 
obvious consideration. 
1. PRELIMINARIES 
(i) % will denote the complex plane, R the real line, R + the 
nonnegative real numbers, and N the positive integers. The symbol 
I*, 1 d p < co, will denote the sequence spaces of complex numbers whose 
absolute values have their pth powers summable. L(Loc) will denote the 
locally integrable functions defined on R+. If CI E P, 1 <q < cc, then (CI, .) 
will denote the linear mapping from I* + %? determined by a, where 
l/p + l/q = 1. The identity mapping from any Banach space into itself will 
be denoted by I. The zero vector in any Banach space by 0. 
(ii) Let X be a complex Banach space with norm 1. ( and P a com- 
plex Hilbert space with I( .I1 which is densely embedded in X. The Cartesian 
product of JF with itself will be denoted by 2 x %. The inner product on 
2 and 2 x 2 will be denoted by ( ., .). The continuous linear mappings 
from a Banach space 2 into a Banach space Y will be denoted by [Z, Y] 
and if Z= Y by [Z]. 
Assumption 1.1 A will denote a linear operator from a dense domain, 
9(A), in X such that 
9(A)= {x&f: AXE%‘} (1-l) 
is dense in 2 and A 1 gcAj is a closed self-adjoint positive operator. We also 
assume A - ‘/’ 1 H is compact in (%I. B will be a linear mapping from a 
dense domain, 9(B), in fl into X such that (i) 9(A”*)cQ(B), 
(ii) BA - ‘I* I H is in [2, X], (iii) A - “*BA -I’* I x is compact self-adjoint 
and nonnegative definite in [%I, and (iv) if 
Ax = px, lx1 # Lo, then A-‘12BA-1i2x # 0. (1.2) 
Condition (1.2) ensures that the nontrivial eigenvectors of A are not 
mapped into 0 by A-“2BA-‘/2. 
The conditions given in Assumption 1.1 cover a large class of problems 
arising in the study of damped second-order differential equations of the 
type 
2(t) + Bk(t) + Ax(t) = Lo, (1.3) 
where the solutions are defined in some weak sense, see, e.g., [9]. 
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2. A COMPARISON OF STABILIZING FEEDBACKS FOR SOME CONSERVATIVE 
AND DAMPED OSCILLATORY SYSTEMS 
(i) Let 
a= {lzj} 
be a real sequence in 1 m. 
(ii) Let {ej> be th e b asis for lp (Ip, 1 Q p < co) defined by 
ej' {sjk}9 
(2.1) 
(2.2) 
where Sj,, is the Kronecker delta. 
(iii) Let {dj} b e a monotonically increasing sequence on R+ such 
that 
0<;11 and lim lj= cc. (2.3) 
j+ m 
(iv) W e e 1 e t d fn d h e symmetric unbounded operator A on a dense set, 
$@(A, lp), from lp into IP by the equations 
Ae, = Sej, jEN. (2.4) 
Assume that 
and if 
then 
Ax = ,ux, x#O, 
(2.5) 
(2.6) 
(a, A - 1’2x) A - 1’2x # 0. (2.7) 
If (2.5), (2.6), and (2.7) are satisfied the following property may be easily 
verified. 
PROPERTY 2.1. Let B: 1’ + I* be defined by 
Bx = (a, A- ‘12x) a, (2.8) 
and (2.5), (2.6), and (2.7) be satisfied, then B satisfies Assumption 1.1, where 
2 = l2 and 9(B) = 1’. 
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We consider three generalized ifferential equations in the Hilbert space 
2 = l*, which may be viewed as control problems. These are 
and 
jt(t)+Ax(t)=u(t)a (2.9) 
qt)+&a(t)+Ax(t)=u(t)a (2.10) 
n(t) + .54i(t) + Ax(t) = u(t) cc, (2.11) 
where u E L(Loc) is the control and E > 0 is fixed. 
Since a E 1 m, (2.9), (2.10), and (2.11) make sense only in some 
generalized or weak sense, which is given below. 
DEFINITION 2.2. Let x(0) =x0 and n(O) =x1 be vectors in Z2 and 
u E L(Loc) and let V(n) denote the formal Laplace transform of u. If one of 
the analytic vector-valued functions 
or 
x(n) = (A2Z+ ‘4-l [Ax, + Xl + P-(J)], (2.12) 
x(l)=(/l*z+&Az+A)-’ [(2+&)X0+X1+ V(A)] (2.13) 
x(A)= [1*z+(d+ l)A]-’ [(AZ+EA)Xo+Xr+ V(A)], (2.14) 
which are the respective formal transforms of (2.9), (2.10), and (2.11), is the 
Laplace transform of a Lebesgue-measurable mapping from R+ -+ Z2, then 
the respective inverse transformation is defined to be a weak solution of the 
corresponding formal differential equation. 
When u = 0 Eqs. (2.10) and (2.11) are damped versions of (2.9). The term 
s&(t) in (2.11) is sometimes referred to as internal damping. Systems of 
the form (2.11) where ~={a~} satisfies Q+.=O,~EN, for some k>l, 
have been investigated by Y. Sakawa [S]. 
In (2.9), (2.10), and (2.11) we select u(t) to be the feedback 
u(t) = -k(cc, i(t)) c1. (2.15) 
Clearly R(t) must be in I’ for (2.14) to make sense. 
DEFINITION 2.3. A generalized eigenvalue and generalized eigenvector 
of (2.9), (2.10), or (2.11) for u(t) satisfying the feedback (2.15) are any pair 
I, E %? and x0 E I1 which respectively satisfy 
(Liz+ A) x0 = -I,(4 x0) a, (2.16) 
[(A;+d)z+AJx,= -I,(a,xo)01, (2.17) 
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or 
[l;Z+ (do + 1) A] x0 = -/Io(a, x0) a. (2.18) 
PROPOSITION 2.4. Zf Izo and x0 # 0 are a generalized eigenvalue and 
generalized eigenvector of (2.9) (2.10), or (2.11), then xoei.Ot is a weak solu- 
tion respectively of 
i(t) f Ax(t) = -(a, a(t)) a (2.19) 
Z(t) + &i(t) + Ax(t) = -(a, i(t)) a (2.20) 
or 
Z(t) + A(&(t) +x(t)) = -(a, i(t)) a. (2.21) 
ProoJ The proof for all three systems is the same and is identical to the 
one given in [4, Theorem 4.41. 
PROPOSITION 2.5. The generalized eigenvalues of (2.19), (2.20), and 
(2.21) are respectively given by the scalar equations 
- 1 = ,%(a, (12Z+ A)-’ a); (2.22) 
-l=A(a, [(,12+~L)Z+A]p1a); (2.23) 
-1 =I(a, [12Z+(~ll+ 1) Al-la). (2.24) 
Proof Since the proofs are similar we will prove the proposition only 
for (2.24). Thus assume x0 # 0 and A are a generalized eigenvector and 
eigenvalue of (2.21). They must satisfy (2.18). That is 
x0= -I[~2Z+(~,I+1)A]-1(a,xo)a. (2.25) 
Operating on (2.25) using the mapping (a, .) we obtain 
(a, x0) = -J.(a, [L2Z+ (&A + 1) A]-’ a)(a, x0), 
which, since (a, x0) # 0, is equivalent to (2.24). 
Conversely assume (2.24) is satisfied. If 
xo=[12Z+(E1+1)A]-‘a, 
then 
and 
L(a, x0) = J(a, [12Z+ (&,I + 1) A]-’ a) = -1 
[A2Z+(~L+1)A]xo=a= -I(a,x,)a, 
which establishes the proposition. 
(2.26) 
34 R.DATKO 
PROPOSITION 2.6. (i) The generalized eigenvalues of (2.19) if they 
exist, i.e., the solutions of Eq. (2.22), lie in Re A< 0. (ii) The generalized 
eigenvalues of (2.20), if they exist, lie in Re R < 0 and if A= 6 + iw is a solu- 
tion of Eq. (2.23) with o # 0, 6 < -~12. (iii) The generalized eigenvalues of 
(2.21) if they exist, lie in Re A< 0 and if A = 6 + iw is a solution of (2.24) 
with w#O, then -~/2<~<0. 
Proof: (i) The solutions of (2.22) satisfy the equation 
(2.27) 
Let A = 6 + iw, where 6 and w are real. Observe that 
A 6 + iw 
AZ+ 6*w2 + Aj + 2i6w 
= [S(S’+w’+;1,+iw(-6*-w2+Aj))] TV, 
where zj > 0. Thus if w # 0 Eq. (2.27) reduces to the two equations 
- 1 = 6 C (S* + W* + Lj) a,+, 
and 
C (d2 + w2) apj = C Ajaj%,. 
That is 
from which is follows that 6 > 0, since ~~ >0 for all j E N. 
(ii) Let A be a generalized eigenvalue of (2.20) and let x, with 
llx/I = 1, be a generalized eigenvector corresponding to ,I. Then an easy 
calculation shows that L and x must satisfy the quadratic equation 
~2+(E+I(CI,X)12)~+(Ax,x)=0 (2.29) 
whose solutions lie in Re 1~ 0. To prove the second part of (ii), observe 
that if I = 6 + iw, where 6 and w are real then 
A 
A2 + EA + lj 
= (6 + iw)[S” - w* + Aj + cd - iw(c + 26)] pj, 
where /?, > 0. 
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If o # 0, (2.23) reduces to the two equations 
1 [S(S2 + 02) + &(62 +w2) + Ajz,s] p,u; = -1 
x(6* + 03) fljuf = 1 sp,a,‘. 
Hence 
1 [26 Ill2 + E InI*] lJiaJ = -1. (2.30) 
Since fij > 0 for j E N, (2.32) implies that 
26+&<0, i.e., 6< --:. 
2 
(iii) The proof that the real parts of the solutions of (2.24) lie in 
Re A < 0 is similar to that given in (ii) for (2.23) and will be omitted. The 
second part of (iii) is based on the observation that if 1= 6 + io, w # 0, 
then 
;1 
P+(&L+l)& 
= (6 + iO)[~* - 13’ + ctj + E81j- iW(26 + &A,)] Tj, 
where zj > 0. Thus if o # 0, Eq. (2.24) reduces to the two equations 
and 
1 IAl* zjaj’ = C ijjzja,f, (2.32) 
that is, 
IAl2 1 [26 + & InI*] TjUi” = -1. (2.33) 
Equation (2.33) implies 
~c%+E~~<%+E (A(*<0 
and since 6 < 0 this implies - 21~ < 6 < 0. 
Remark 2.7. As has been pointed out in the Introduction, we believe, 
since conservative elastic systems are only finite time approximations to 
physical phenomena, that feedback stabilizers for such models should induce 
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similar qualitative behavior for “reasonably” appropriate damped systems. 
Proposition 2.6 indicates for rank-one control systems that feedback stabi- 
lizers of the type (2.15) “improve” the point spectrum of the homogeneous 
version of (2.10) which is damped version of (2.9). That is, the eigenvalues 
of (2.20) whose imaginary parts are not zero lie in Re L < --s/2, whereas 
the unforced system (2.10) has its spectrum on Re A= -s/2. 
On the other hand, for the homogeneous version of (2.11) the feedback 
(2.15) cannot shift the oscillatory eigenvalues (i.e., those whose imaginary 
part is not zero) to the left of Re L = -2/s. Hence the decay rate of (2.21) 
is less than ep(2’E)r. However, Sakawa [S] has shown that the same decay 
rate may be achieved for systems of the form (2.11) when the control is 
introduced by means of a bounded operator. This is clearly a more realistic 
approach than using the operator -(a, .) tl, which uniformly stabilizes 
(2.19), since this operator is unbounded, even though the control space is 
finite dimensional (see, e.g., [7]). 
Thus suppose one could justify the homogeneous versions of (2.10) and 
(2.11) as realistic approximations to some physical phenomenon which is 
to be controlled. As we shall show in Example 2.8 it is entirely possible for 
a feedback controller of the type (2.15) to predict a much more stable 
system for (2.19) than for (2.21). 
EXAMPLE 2.8. Consider the following three partial differential equa- 
tions, defined for 0 <x < 1 and t > 0, 
and 
w,, = wxx, (2.34 ,I 
w,, = w,, +2&W, + &2w, (2.35 
w,, = wxx + EWxx*9 (2.36 ‘) 
where E > 0 is fixed. Associated with each of these systems are the boundary 
conditions 
w(0, t) = 0, w,(L t)= -kw,(L t), (2.37) 
where k>O is a constant. 
Using the method given in Example 3.1 in [2] we can reduce the system 
(2.34)-(2.37) to (2.19), the system (2.36)-(2.37) to (2.21), and the system 
(2.35)-(2.37) to one of the form 
qt)+2&f(t)+(A+EI)X(t)= -((u.,i(t))GI). (2.38) 
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(The EZ in (2.38) is for convenience of presentation. The example could be 
given without this term, but this would lead to needless complications.) In 
Example 3.1 in [2] it is shown that 
and 
lj= [(j- 4) ny, jEN. 
The eigenvalue equation for (2.34)-(2.37) satisfies the equation 
coshA+ksinhA=O, (2.39) 
the eigenvalue equation for (2.35~(2.37) is 
(A + E) cosh(1 + E) + A sinh(A + E) = 0, (2.40) 
and the eigenvalue equation for (2.36~(2.37) is 
& cash J&i + ksinh & (2.41) 
These equations are obtained by respectively solving the boundary value 
problems 
fg!J= L2W, $kJ=(i+E)2 w 
and 
(1 +cl)$Pw over [0, 11, 
with the boundary conditions W(0) = 0, (dW/dx)( 1) = -kA W. 
(i) We shall first compare the solutions of (2.39) and (2.40). 
If k = 1 Eq. (2.39) has no solution and indeed it is shown in Example 3.1 
in [2] that all solutions of (2.34~(2.37) are zero for time t>2. The 
solutions of (2.39) for k # 1 are given by 
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(2.42) 
Thus system (2.34)-(2.37) can be made extremely stable. 
The solutions of (2.40) are given by the equation 
- 2Ee - 2;. 1 = -& [l +e-2ee-21], (2.43) 
which is also the spectral equation for the scalar functional differential 
equation 
l-k 
-ee-“x(t-2) 
l+k 1 = -& [x(t)+C2”x(t-2)]. (2.44) 
(see, e.g., [S] ). If k = 1, (2.44) is a retarded functional differential equation 
otherwise it is a neutral functional differential equation. However, some 
qualitative properties of retarded and neutral functional differential equa- 
tions are considerably different (see, e.g., [S] ). 
For instance, in this example when k = 1 the solutions of (2.43) have the 
property that their real parts tend to minus infinity. On the other hand, if 
k # 1 the solutions of (2.43) lie in a vertical strip in the complex plane. 
In fact, if we set the left-hand side of (2.43) equal to zero the resulting 
equation has solutions for 1# 0 satisfying 
Rei= -i[lnE/+a], (2.45) 
and given any z > 0 all but a finite number of solutions of (2.43) satisfy 
-t[ln El+&]-T<Rei< -i[ln El +s]+i. (2.46) 
This last property may be found in the work of Henry [6]. 
Another interesting qualitative property which distinguishes the solu- 
tions of (2.44) for k = 1 from those when k # 1 is the smoothness of solu- 
tions. That is, the initial data for both types of systems is given on the 
interval [ - 2, 0 J. If, for example, the initial data is only once continuously 
differentiable on [ - 2,0], then when k = 1 (the retarded case) the solution 
of (2.44) becomes twice continuously differentiable at time T= 2. If k # 1, 
a solution of (2.44) cannot gain smoothness with increasing time (see 
[S, Chap. l] for a discussion of this phenomenon). 
Thus the feedback system (2.35~(2.37) exhibits quite different qualitative 
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behavior for k = 1 and k # 1. A situation not often met with in other types 
of control problems. Whether the above phenomenon is peculiar to our 
model or is in some sense of general occurrence we cannot say. However, 
it is certainly possible to embed a one-dimensional model of the wave equa- 
tion in a multi-dimensional wave equation for certain special geometries 
(see, e.g., [3, Example 2.81). 
(ii) We now consider the solution of the spectral equation (2.41) for 
k # 0 and compare it to solutions of the spectral equation for k = 0 (i.e., for 
the internally damped wave equation with homogeneous boundary condi- 
tions). 
We can rewrite (2.41) in the form 
J&ctnh&= -k. (2.47) 
If k = 0, (2.47) has solutions given by L/m = (nz + x/2) i, n EN, i.e., 
neN. (2.48) 
The solutions of (2.48) of the form 
2 = 6 + io, 0 #O, (2.49) 
satisfy -c/2 -C Re 6 -C 0 and are only finite in number. The real solutions of 
(2.47) have one branch with J. + --oo and another branch accumulating to 
- l/s. If k # 0, an elementary analysis shows that the solutions of (2.47) 
have the same structure. Thus the best the feedback (2.37) can accomplish 
is to effect the distribution of the eigenvalues of the homogeneous ystem 
which mie in -2/e < Re L < 0, of which there are only a finite number. 
Sakawa [S] has shown this can be done using a bounded operator on the 
boundary instead of the unbounded one 
-kw,( 1, t). 
3. THE EFFECTS OF TIME DELAYS ON STABILIZING FEEDBACKS 
We begin this section with an example. 
EXAMPLE 3.1. We consider 
WI, = wxx - 2&W, - E2W, o<x< 1, t>o, 
w(0, t) = 0, w,(l, t) = -kw,(l, t - h), 
(3.1) 
(3.2) 
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where in (3.1) and (3.2) E, k, and h are positive constants. The term 
-kw,(l, t-h) 
represents a small time delay in the feedback (2.37). The spectral equation 
for the system (3.1)-(3.2) is given by 
(A + E) cosh(l+ E) = -klecih sinh(A + E) (3.3) 
which is equivalent to the equation 
A[1 +e-2&e~2”+ke~i.h-ke-2&e-“(2+h)] = -E[l +e-2&e-2”]. (3.4) 
Equation (3.4) represents the spectrum of the neutral functional differential 
equation 
f [x(t)+e-2”x(t-2)+kx(t-h)-ke-2”x(t-2-h)] 
= --E[x(t)+e-2”x(t-2)] (3.5) 
(see, e.g., [S]). The following result was shown to hold for (3.1)-(3.2) or 
its mathematical equivalent (3.5) [ 11. 
(i) If k<(l -eP2”)/(1 +e-” ), the solutions of (3.4) lie in 
Re il < -6(h), where S(h) > 0 depends on h. 
(ii) If 
k, l-eP2’ 
1 + e-“’ (3.6) 
then (3.4) has solutions in Re A > 0 for a dense set of h in R+. In particular, 
given any 6 > 0 there is an 0 < h, < 6 such that when h = h,, (3.4) has a 
solution in Re A> 0. Notice that no matter which value of E > 0 is chosen 
k = 1 satisfies (3.6). This means that the feedback, - w,( 1, t), which drove 
all solutions of (2.34)-(2.37) to zero in time T= 2, destroys the stability of 
(2.35k(2.37) for arbitrarily small time delays independent of the damping 
term, 2swI, in (2.35). 
We now consider a variant of the system (2.20) given by 
Z(t) + pi + Ax(t) = -k(a, c?(t - h) a), 
where E > 0, k > 0, and h 2 0. 
(3.7) 
PROPOSITION 3.2. The generalized eigenvalues of (3.7) satisfy the 
equation 
-1=ke~“~([(;1~+sA)I+A]~~ol,~~). (3.8) 
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Proof The proof is almost identical to the proof of (2.22) in Proposi- 
tion 2.5 and will be omitted. 
The next proposition is a sufficient condition for the generalized eigen- 
values of (3.7) to lie in Re L-C 0 for all delays h, provided k is chosen 
sufficiently small. 
PROPOSITION 3.3. Assume there exists a 6, > 0 such that 
sup{ll([(I*+~~)Z+A]-‘cc,a)(: -&<ReI}<M<co. (3.9) 
Then there exists a k = k, such that for any h > 0 the solutions of (3.8) lie 
strictly in Re A < 0 whenever k < k,. 
Hence the system 
n(t) + G(t) + Ax(t) = -k(a, x(t - h) CI) (3.10) 
has all its generalized eigenvalues lying strictly in a half-plane to the left of 
the imaginary axis if k < k,. 
Proof If we choose k0 = 1/2M then, since (3.9) is satisfied, 
Ik/I(((/I’+EJ.)Z+A)-‘or,cl)l<; 
if -6<Re3,andk<k,.Henceifh>Oandk<1/2M, 
IkLe-“h(((i2 + &A) I+ A)-’ IX, a)1 < i 
whenever 
ReA> -6(h)=max (3.11) 
which shows that the generalized eigenvalues of (3.16) lie strictly in the left 
half-plane Re 1~ -6(h). 
Remark 3.4. As Example 3.1 indicates, it is possible that a system of 
the form (3.7) may be uniformly asymptotically stable for all time delays if 
k is chosen sufticiently small, and the decay rate will be greater than it was 
for k=O and h =O. However, if one wishes to account for small time 
delays, h > 0, this stability enhancement may be limited because of the 
constraint on the magnitude of k. 
The next example is, in our opinion, a dramatic “anomaly” involving the 
effects of feedback delays on boundary feedback. In this example we show 
that small time delays in - kw,( 1, t) in (2.37) destroy stability of the system 
(2.36~(2.37). In fact there exists a null sequence of positive delays {h,} for 
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which the resulting system has eigenvalues {A,) such that Re %, + co as 
II -+ co. This result may be interpreted in various ways, but we believe it 
calls into question the theoretical efficacy of considering the stabilization of 
certain elastic and perhaps viscoelastic systems via boundary controls of 
the type (2.37). 
EXAMPLE 3.5. We consider the system 
w,, = w.x.x - ~W.xxn O<x<l,t>O 
with the boundary conditions 
w(0, 2) = 0, w,(L f)= -kw,(l, t-h), 
where E, k, and h > 0. 
It is easy to verify that functions of the form 
w(x, t) = e” sinh 
where 1 satisfies 
(3.12) 
(3.13) 
(3.14) 
J&. cash & = -kecAh sinh J-&. (3.15) 
are solutions of (3.12)-(3.13). 
Clearly (3.15) describes the eigenvalues of the system, and we may 
without any loss of generality assume 
c=k=l. (3.16) 
(This will be apparent from the discussion given below.) 
Hence, under the assumption (3.16), Eq. (3.15) becomes 
eah= -mtanh&. 
One set of solutions for h in (3.17) is given by the equation 
+(2n+1)7ci , 1 
(3.17) 
(3.18) 
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where Log represents the principal branch of the logarithm and n is a 
positive integer. We look for solutions of (3.18) along the half line 
J. = Rew+)‘, R > 0. (3.19) 
Substituting (3.19) into (3.18) we obtain the function 
iLogR+ii+iLog 
+ Log +(2n+l)ni . 1 
The derivative of [Re’“‘4’ih(R)] is 
(3.20) 
-$ C(Re (n’4)i) h(R)] 
1 1 A+2 1 1 
= 2R + e(d4)i sinh(A/m) cosh(A/m) 2(1+ A)3’2 --- 1 2 A2 + 2 ’ 
A = ReW)’ (3.21) 
If we write Re’“‘4”h(R) in the form 
Re’“‘4’ih(R)=~LogR+~i+(2n+l)ni+c,(R)+i~2(R), (3.22) 
where si and s2 are real valued functions, then it is obvious from (3.20) and 
(3.21) that 
lim I[hW)I + k2(R)l 3 = 0 (3.23) 
R-0 
and 
(3.24) 
for R > 0 and some M > 0 which is independent of R. 
Returning to (3.20) we see using (3.22) that h(R) is real if and only if 
(3.25) 
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That is, 
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;+(Zn+l)+LogR+EI(R)-E2(R)=F(R). (3.26) 
The relations (3.23) and (3.24) show that for R sufficiently large the right 
side of (3.26), F(R), is monotonically increasing and hence there exists an 
N such that for all 12 > N, (3.26) has a unique solution R(n). 
Clearly Log(R(n)) is asymptotic to 2(2n + 1) rc + 7c/4, i.e., 
lim 2(2n+ l)n+z/4 
n+m Log R(n) = ” 
(3.27) 
From (3.20) and (3.22) 
iz(R)=R-l[LogR+2~,(R)]. 
& 
(3.28) 
Thus since R = R(n), h(R) = h(n) -+ 0 as n -+ co. 
Notice that in this example we can obtain very precise estimates on 
A = Re(n’4)i and h if we choose n suffkiently large. 
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