We describe quantum dynamical calculations of ultracold 85 Rb trap-loss collisions induced by pulses of light whose frequency is chirped on the nanosecond time scale. The chirped light excites the ground-state collisional wave function to the long-range attractive potential and escape from the trap is modeled by an absorbing boundary at short range. Both positive and negative chirps are considered and various chirp shapes and detunings are examined. For positive chirps, the loss rates are rather independent of the chirp shape. Negative chirps, on the other hand, show a dependence on chirp shape for detunings where collisional flux can be coherently returned to the ground state. These trends are consistent with the results of a recent experiment.
I. INTRODUCTION
Efforts to bring the techniques of coherent control to bear on ultracold molecule formation [1] have attracted significant attention in recent years. This has been motivated in large part by the interest in improving the production efficiency and manipulation of ultracold molecules [2] [3] [4] [5] for the myriad of applications in ultracold chemistry, many-body dipolar systems, quantum information, and precision spectroscopy. Direct laser cooling of atoms is now a standard technique [6] . Although progress is being made [7] , extending this concept to molecules is, in general, not straightforward. The impediment is the multitude of internal levels [8] . Since coherent control techniques [9, 10] typically deal with internal degrees of freedom, while atom cooling schemes [6] manipulate the translational degrees of freedom, combining the two offers the prospect of complete control over molecular systems. The process of photoassociation [11] [12] [13] [14] , in which laser light converts colliding atoms into bound molecules, is one specific possibility. A number of such schemes [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] , using coherent control with ultrafast pulses to form molecules, have been considered. Experimental progress, however, has been limited. Early experiments demonstrated that the photodestruction of ultracold molecules could be coherently controlled using shaped [30] and chirped [31] ultrafast pulses. More recently, coherent transients were observed in excited-state molecules photoassociated with femtosecond pulses [32] [33] [34] [35] [36] . In addition, some evidence for the production of molecules in the electronic ground state was reported [33] . Photoassociative ionization studies with short pulses have also been carried out [37, 38] .
We have recently performed a series of experiments with frequency-chirped light [39] [40] [41] [42] that are related to coherently controlled molecule formation, but that differ in two important aspects. Instead of detecting molecules formed by photoassociation, we measure the rate of laser-induced trap-loss collisions between ultracold Rb atoms. Also, in contrast to the short-pulse work, our experiments take place on a nanosecond time scale, which is better matched to the motion of atoms undergoing long-range collisions. We have demonstrated coherent control of these collisions by varying the direction of the frequency chirp [41] . Because the atom pair always accelerates inward on the attractive potential, and a negative chirp provides an excitation (or Condon) radius which can follow this motion, there can be multiple interactions between the atom pair and the light, as shown in Fig. 1(b) . This can lead to coherent deexcitation and thus the suppression of the short-range inelastic collision rate, a process we denote as "coherent collision blocking." This cannot happen for a positive chirp where the excitation radius moves outward with time [ Fig. 1(a) ]. In our most recent work [42] , we demonstrate further coherent control by varying not only the direction, but also the shape of the frequency chirp. We find that under certain conditions, the details of the chirp nonlinearity significantly affect the rate of trap-loss collisions. This type of control of the collisional wave function as it evolves from long range to short range may benefit the process of photoassociative molecule formation. Dynamical studies of trap-loss collisions may also help to improve our understanding of the mechanisms of these important loss processes [43] .
In the present work, we discuss the results of quantum dynamical calculations of these most recent experiments. The dynamics of the collisional wave functions, on both ground-state and excited-state potentials, are followed in the presence of various frequency chirps. Collisional loss, as measured in the experiment, is assumed to occur when the atom pair reaches short range in the excited state. In general, the simulations reproduce the trends observed in the experimental data. A dependence of the collisional loss rate on the shape of the negative chirp is demonstrated for certain parameters, while the loss rate for positive chirps is found to be relatively insensitive to the details of the chirp shape. These variations with negative chirp shape occur in the regime of coherent collision blocking, indicating that details of the chirp are most important when the internuclear separation and the Condon radius vary on similar time scales. This concurrence allows multiple interactions between the collisional wave function and the chirped light, resulting in an increased sensitivity of the excited-state wave function evolution to the chirp shape. We also find that the dependence on negative chirp shape The ground-and excited-state potentials are shown as well as the excited-state wave packet, the region of R swept over by the chirp, and the absorbing boundary (dashed line). Note that the horizontal axis is logarithmic. For the positive chirp (a), the excitation radius (upward arrow) moves outward in time while the excited-state wave packet moves inward. However, for the negative chirp (b), the excitation radius moves inward in time, following the excited wave packet trajectory. This leads to multiple interactions, which can return a portion of the wave packet to the ground state (downward arrow).
involves the efficiency of collisional loss for a given amount of excitation, and not simply the amount of excitation.
The paper is organized as follows. In Sec. II, we present the theory used in the quantum dynamical calculations of the ultracold collisions. The specific nonlinear frequency chirps used in the simulations are also described. In Sec. III, we present results of the simulations, including not only the overall collisional loss rate constants, but also examples of population and wave function dynamics. The results are also compared to the experimental measurements. Section IV comprises concluding remarks.
II. THEORY
The time-dependent Schrödinger equation for two interacting 85 Rb atoms is solved with the Chebychev polynomial expansion method [44] for the temporal operators, and with a mapped Fourier grid to address the wide range of length scales in the system [45] . In the dressed-state picture, the two-channel Hamiltonian has the form
In Eq. (1),T is the kinetic energy operator, p is the center detuning of the linearly chirped pulse with respect to the atomic asymptote [defined as 5S 1/2 (F = 3) → 5P 3/2 (F = 4)], andV g/e are the ground/excited-state potentials. We restrict the treatment to a single excited-state potential, 0 + u [18, 46] , and ignore hyperfine structure. To account for the two possible initial scattering states the computation is performed separately for the singlet X 1 + g and the triplet a 3 + u states [18, 46] , each adjusted for its proper scattering length [47] , and then a weighted average is taken. At long range, hyperfine mixing relaxes the u-g selection rule, allowing both of these ground states to be excited. Within the rotatingwave approximation, the time-dependent coupling between the ground and excited states due to the chirped pulse is given bȳ
where μ is the transition dipole moment, E 0 is the peak electric field, σ is the pulse width, ν chirp is the chirp rate, and t center defines the center of the intensity pulse. Due to the nature of the nonlinear chirps, instead of using a chirp rate, we input instantaneous frequency offsets,ω(t), from the center frequency of the linearly chirped pulse, p . Therefore,
The chirps (concave-down, concave-up, and linear for both positive and negative directions, chirping ∼1 GHz in 100 ns) are characterized by a heterodyne signal [42] . A reference beam is combined with the modulated beam on a photodiode. The resulting beat frequency yields the instantaneous offset frequency as a function of time,ω(t), through analysis of the maxima and minima. These data points are then interpolated using a piecewise cubic Hermite interpolating polynomial (PCHIP) to yield a frequency value every 0.1 ns. The resulting values are smoothed using a 5 ns full width at half maximum (FWHM) Gaussian function, ensuring that the slope is always <0 for negative chirps or >0 for positive chirps. The smoothed frequencies are then interpolated again using a PCHIP time step of ∼0.45 ps, corresponding to the temporal propagation step of the simulations. The resulting instantaneous frequencies, in 2 ns steps, are shown in Fig. 2 . The corresponding 40 ns FWHM intensity profiles of the pulses with peak intensity I = 67 W/cm 2 are also displayed. We run the simulations for 200 ns to ensure full convergence, keeping the frequencies constant at the value they reached at 100 ns for the duration of the run. In Sec. III we present results for the first 100 ns since this more closely matches the time scale of the experiment [42] and convergence is already met to within a few percent at 100 ns. Based on the range of the frequency chirps, any positive (negative) chirp with p closer to the atomic resonance than ∼−635 (−500) MHz would go through resonance during the 100 ns chirp. The atomic resonance is problematic because it corresponds to an infinite excitation radius. Also, we have not included a repulsive excited-state potential that would be relevant for The initial s-wave scattering state is computed by diagonalization of the time-independent Hamiltonian of the groundstate potential in the mapped Fourier grid basis. Observables are computed by taking a single initial state that corresponds to the 50 μK temperature of the sample and factorizing according to [20] . This thermal averaging is discussed in Sec. III. Contributions to the loss from higher partial waves are found to be negligible.
We model the trap loss as follows. If the atom pair reaches short range in the excited state (5S 1/2 + 5P 3/2 ), the atoms can gain sufficient kinetic energy to be ejected from the trap. This can occur either by radiative escape, where the excited atom pair spontaneously decays at short range, or by fine-structure predissociation, where a short-range curve crossing results in the atom pair emerging on the lower fine-structure asymptote (5S 1/2 + 5P 1/2 ) [48] . Decay into a bound molecular state, which would occur primarily inside the absorbing boundary, also results in loss of the colliding atoms because molecules are not confined in the atom trap. We model these loss mechanisms by placing an absorbing boundary on the excited-state potential at R = 100 a 0 to absorb incoming collisional flux. Any collisional flux reaching this internuclear separation is considered to result in the loss of the atoms from the trap. We have checked that the calculated losses are rather insensitive to the exact location of this boundary, as discussed in Sec. III. We note that this short-range absorbing boundary is distinct from an absorbing wall of a calculational box used to prevent population from leaving the box.
In the collisions we are simulating, the atoms initially move very slowly and interact at long range. The relevant time scale can therefore be quite long and spontaneous emission cannot be ignored. We model this decay process by coupling the excited state to a sink channel with a damping rate of = (22 ns) −1 [48] . This sink channel represents loss of excitedstate population occurring outside the absorbing boundary and thus not resulting in loss from the trap. We note that this treatment takes into account only a unidirectional decay from the excited state, and does not account for any incoherent interactions that result from decay of this population back to the ground state. Therefore, some incoherent effects that are relevant to our discussion, such as flux enhancement (see next section), are not included.
III. RESULTS AND ANALYSIS
To understand the results of the quantum dynamical calculations, we first examine the population transfers and losses shown in Fig. 3 . As discussed in Sec. II, the trap loss is defined as the cumulative fraction of the initial ground-state population which encounters the excited-state absorbing boundary. As can be seen from these plots, most of the population remains in the ground state throughout the 100 ns chirp. At long times, the total population (ground state plus excited state) does not sum to unity because of the irreversible transfer to the trap-loss channel and to the spontaneous emission sink. To gain further insight, we examine the loss per excited atom pair for each case. This is defined as the trap loss divided by the average excited-state fraction during the 100 ns observation window and is a measure of the likelihood for an excited atom pair to undergo trap loss as opposed to spontaneous emission. The weighted average of the singlet and triplet loss per excited atom pair for the positive and negative concave-down, concave-up, and linear chirps is shown in Fig. 4 . The amount of loss per excited atom pair decreases for both the positive and negative chirps as the pulse detuning, p , gets closer to resonance. This is due to the fact that excitation at larger R results in less acceleration and therefore a greater chance for spontaneous emission before encountering the absorbing boundary. The largest separation occurs for the negative chirps with p /2π = −750 MHz. Here the concave-down chirp has the most loss per excited atom pair, followed by the linear chirp and then the concave-up chirp. This trend is consistent with that of the trap loss [Figs. 3(c) and 3(d)], indicating that the efficiency of loss for a given amount of excitation, and not simply the amount of excitation, is important. We find that for the positive chirps there is no significant difference among the shapes for each detuning. The variation that occurs at p /2π = −550 MHz for the positive chirps is due to these shapes going through the atomic resonance (R = ∞) at slightly different times and with slightly different slopes, as expected for the frequency chirps shown in Fig. 2(a) .
Examples of the excited-state wave packet evolution can be seen in Fig. 5(d) ], the intensity is low and excitation is no longer occurring, so the already existing excited-state wave function begins to move inward on the attractive potential. Note also the significant difference between Figs. 5(c) and 5(g). Both are at times approximately 20 ns after the peak of the pulse, but Fig. 5(g ) has a much smaller amplitude. This is due to coherent collision blocking whereby the negative chirp drives population back down to the ground state as the excitation radius follows the wave packet motion inward, and is consistent with the generally smaller trap loss seen for negative versus positive chirps.
We now examine the dependence on chirp shape in Fig. 5 . For the positive chirp, there is not much difference in the evolution of R e between concave-down and concave-up shapes [ Fig. 5(d) ]. The results are also similar for the linear chirp (not shown). However, for the negative chirp [ Fig. 5(h) ], the differences in R e for the two chirp shapes are more pronounced. Comparing the wave packets at the beginning of the shaping, we see that for the negative chirp with p /2π = −750 MHz [ Fig. 5(e) ] the concave-up chirp provides more overall excitation. This is likely due to the wave packet motion being less synchronized with the higher instantaneous chirp rate, resulting in less deexcitation [see also Fig. 3(c) ]. Despite this, a larger portion of the wave packet created by the concave-down chirp is able to more quickly accelerate inward on the excited-state potential than for the other shapes. At the same time, for p /2π = −950 MHz [shown in the insert of Fig. 5(e) ], there is less of a difference between concave-down and concave-up wave packets.
In order to estimate the trap-loss rate constant β from a single energy eigenstate calculation, we start by finding the number of molecules per chirped pulse leading to loss N mol . Since the gas is dilute and the Hamiltonian is represented on a finite grid in coordinate space, we divide the trap volume V into many small boxes of volume ν box where the number of small boxes is larger than the total number of atoms in the trap, N . Then the number of excited-state molecules leading to loss at a given temperature T (taken to be 50 μK) is given by [20] . Following the procedure in Sec. 5 of Ref. [20] , the thermally averaged probability to make such a molecule, P e T ,box , is given by
where E 0 is the single energy eigenstate, E 0 is the energy width of this level (the inverse of the density of states in the box), μ is the reduced mass, and P E 0 is the probability to induce an excited-atom loss event, examples of which are shown as losses in Fig. 3 . We note that Eq. (5) applies when the Wigner-Kramers-Brillouin (WKB) approximation is valid, which is the case in our energy range [20] . This corresponds to the trap loss coming primarily from atom pairs whose energy E 0 is close to kT . The number of atoms lost per pulse, N atoms , is twice the number of corresponding molecules N mol :
The collisonal trap-loss rate constant β, where β × N/V is the time-averaged loss rate per atom, can then be defined as
where P cycle is the number of pulses per cycle of the experiment (typically 60) and t is the repetition time, 722 μs. Plugging in the relevant numbers for this experiment [42] leads to
Using this conversion [Eq. (8)], and performing the weighted average of the singlet and triplet ground states, we find the absolute values for β as shown in Figs. 6(a) and 6(b). We note that the efficiency of the absorbing boundary, which we assume to be 100%, will affect the absolute values of β. However, the results are rather insensitive to the boundary's location. For example, shifting the absorbing boundary from 100 a 0 to 150 a 0 increased the singlet-state trap loss for the p /2π = −750 MHz positive linear chirp [ Fig. 3(a) ] by only 0.66%. This is because the attractive potential is sufficiently steep that any excited-state collisional flux reaching these small values of R is accelerated very quickly to even smaller values of R. These results are also consistent with the smooth nature of the population plots in Figs. 3(a) and 3(b) . There is also a general trend of β decreasing as the detuning gets farther from resonance. This is due to fewer atom pairs being available for excitation at the corresponding smaller values of R. Now focusing on the results for the nonlinear negative chirps [ Fig. 6(b) ], we see that the values for the negative chirps are smaller than those of the positive chirps. As mentioned earlier, this is attributed to the positive chirps having efficient excitations with no further interactions, whereas the negative chirp may have further interactions which drive the population back down to the ground state. The general trend in this detuning range is a reduction in β as we approach resonance, which is opposite to the behavior for the positive chirps. Although there are more atom pairs available at large R (i.e., closer to resonance), this enhancement in initial atom-pair excitation is more than compensated for by the increased likelihood of coherent collision blocking for these slow-moving pairs, resulting in less overall loss. We note again that flux enhancement, due to long-range excitation followed by spontaneous emission and then reexcitation at shorter range [41] , is not included in the quantum dynamical calculations. As mentioned in Sec. II, the simulations do take into account spontaneous emission, but do not allow for the decayed wave function to be reexcited. The evolution of the population in the spontaneous emission sink is shown in Figs. 3(c) and 3(d) for the negative chirp with p /2π = −750 MHz. At the various negative chirp detunings examined, the sink populations at t = 100 ns, averaged over chirp shape and singlet and triplet ground states, are ∼0.008 for −950 MHz, ∼0.014 for −750 MHz, and ∼0.031 for −550 MHz. This trend indicates that flux enhancement effects will be most important at the smallest negative detuning (−550 MHz). In our previous measurements with linear chirps, and in the corresponding classical Monte Carlo simulations [41] , we found that this flux enhancement mechanism dominates the loss for negative chirps centered closer to resonance than p /2π = −600 MHz, consistent with the sink population trend discussed above. Excluding the contribution of flux enhancement will thus have the largest effect at −550 MHz.
We now examine the effect of chirp shape for the negative chirps. At p /2π = −550 MHz, the various shapes yield similar values of β. However, p /2π = −750 MHz and −950 MHz are in the collision blocking regime [41] . Specifically, at p /2π = −750 MHz, the concave-down chirp yields a higher β than that of the concave-up or linear chirps. There is a similar but smaller separation at p /2π = −950 MHz, indicating that the values of β are starting to converge. This is consistent with measurements at larger detunings [42] where β becomes independent of chirp shape. Since the excitation occurs at short range where the attractive potential is steep, the changing excitation radius cannot keep up with the wave packet motion and multiple interactions are less likely to occur. From the wave packet dynamics for p /2π = −750 MHz [Figs. 5(e) and 5(g)], we see that a larger portion of the wave packet created by the concave-down chirp is able to more quickly accelerate inward on the excited-state potential, giving rise to the larger β. These dynamics also lead to a larger loss per excited atom pair as seen in Fig. 4 . In fact, by comparing Fig. 6(b) and Fig. 4 , we conclude that the chirp shape dependence for p /2π = −750 MHz is due mainly to the efficiency of loss for a given excitation, as opposed to the amount of initial excitation. The further interactions possible in this regime are further exemplified through the oscillations seen in Figs. 3(c) and 3(d) .
The measured values of β induced by these nonlinear chirps [42] are shown in Figs. 6(c) and 6(d). As can be seen from the data for the positive chirps in Fig. 6(c) , there is no significant difference in β due to the shaping of the positive chirps, except possibly at p /2π = −950 MHz. This is expected since the positive chirp sweeps outward, away from the evolving excited-state wave packet. These results are similar to those of the simulations shown in Fig. 6(a) .
The data shown in Fig. 6(d) for the negative chirps show a dependence on the nonlinearity of the chirp. Specifically, the concave-down chirp is found to have a value of β that is 50(20)% larger than those of the concave-up and linear chirps at p /2π = −750 MHz [42] . There is a similar trend at p /2π = −950 MHz. These variations are also seen in the simulations [ Fig. 6(b) ], although to a lesser extent. At p /2π = −550 MHz, comparing the simulations with the measurements is problematic because of the important role of flux enhancement. Nevertheless, it is interesting that both show little dependence on the chirp shape. However, the detuning dependence of the simulations and the measurements is quite different because the former does not include flux enhancement.
IV. CONCLUSION
In summary, we have presented quantum dynamical calculations of excited-state trap-loss collisions caused by frequency-chirped light. The dependencies on chirp direction, chirp shape, and center detuning have been examined and compared to the results of a recent experiment. The basic trends are in agreement. In particular, the loss rate for positive chirps shows little dependence on chirp shape, while for negative chirps, a dependence is seen for certain center detunings. This is attributed to the coherent return of collisional flux to the ground state as the resonant radius for excitation follows the accelerating excited-state flux inward. Although the simulations do account for spontaneous emission, only a single attractive excited-state potential is considered and the hyperfine structure is ignored. Despite these simplifications, qualitative agreement with the experiment is found and evidence for coherent control is seen in the dependence on the shape for the negative chirp. An interesting future direction is to extend the simulations from trap-loss collisions to photoassociation and to utilize coherent control to optimize the formation of bound molecules.
