Decision making in engineering is becoming increasingly complex due to the large number of alternatives and multiple conflicting goals. Powerful decisionsupport expert systems powered by suitable software are increasingly necessary. In this paper, the multiple attribute decision method known as analytical hierarchy process (AHP), which uses pairwise comparisons with numerical judgments, is considered. Since judgments may lack a minimum level of consistency, mechanisms to improve consistency are necessary. A method to achieve consistency through optimisation is described in this paper. This method has the major advantage of depending on just n decision variables -the number of compared elements -and so is less computationally expensive than other optimisation methods, and can be easily implemented in virtually any existing computer environment. The proposed approach is exemplified by considering a simplified version of one of the most important problems faced by water supply managers, namely, the minimisation of water loss.
Introduction
A variety of powerful tools have emerged in recent decades to help decision makers understand and analyse various types of decisions. Decisions are usually dynamic in realistic, but raises important problems about how such costs and benefits should be considered. The main problem derives from the fact that comparisons with regard to certain properties will only work for properties with well-defined scales of measurement.
Nevertheless, direct comparisons are necessary to establish measurements for intangible properties that have no scales of measurement.
The analytical hierarchy process (AHP) [7] is a multiple attribute decision method that uses structured pairwise comparisons with numerical judgments from an absolute scale of numbers. AHP has been applied in several areas, such as logistics, manufacturing, government, and education [8] .
The fundamentals of AHP, including its hierarchical, multi-level structure with goals, criteria, and alternatives, the way judgment is compiled into positive reciprocal matrices, the estimation of the relative weights of the decision elements, the use of prioritisation techniques, and the way in which aggregation is performed to obtain a final composite vector of priorities can be found in any handbook and many papers about the subject (see, for instance [7, 9] ). Ultimately, the decision-making problem is discrete and involves selecting the best alternatives from a finite set of feasible choices based on the evaluation of each against a given set of criteria.
When using judgment to estimate dominance in making comparisons between two alternatives -and especially for intangibles -instead of using numbers from a scale, a single number drawn from a fundamental scale of absolute numbers is assigned.
Judgment must be based on knowledge, that is to say, on data. One method to collect data is by directly interviewing experts. This data can be supplemented with contingent valuation methods [10] ; or by the participation of an expert panel [11] ; or by applying the Delphi technique (a systematic and interactive forecasting method that relies on a panel of experts for forecasting) [12] . The person coordinating the Delphi method is known as a facilitator, and facilitates the responses of the panel of experts.
Pairwise comparisons are quantified using a scale. There are several approaches in developing such scales [13] . In this paper, we consider a nine-point scale developed by Saaty [9, 14] , with the possibility of including intermediate numerical (decimal) values in the scale to model hesitation between two adjacent judgments [15] . To extract priority vectors from the comparison matrices, among the many existing methods [16, 17, 18, 19] , the eigenvector method, which was first proposed by Saaty in his seminal paper [9] in 1977, is used in this paper.
A comparison matrix, A, exhibits two basic properties, namely homogeneity (a ij = 1, if elements i and j are considered equally important; in particular a ii = 1 for every i) and reciprocity (a ji = 1/a ij for all i, j). Besides these two properties, a third property, that of consistency, should theoretically be desirable for a comparison matrix.
A positive n × n matrix is consistent if a ij a jk = a ik , for i, j, k = 1, . . . , n. Consistency expresses the coherence that may exist between judgments about the elements of a set.
Since preferences are expressed in a subjective manner it is reasonable (and, arguably, even desirable) for some kind of incoherence to exist. When dealing with intangibles, judgments are rarely consistent unless they are forced in some artificial manner.
A is not generally consistent because it only contains the comparison values obtained through numerical judgment. For most problems, estimates of these values by an expert are assumed to be small perturbations of the 'right' values. This implies small perturbation of the eigenvalues (see, for instance, [20] ).
The next problem to solve is the eigenvalue problem Aw = λ max w, where λ max is, according to the Perron-Frobenius theory (see, for example, [21] ), the unique largest eigenvalue of A, which also gives the so-called Perron eigenvector, that is an estimate of Z, the priority vector. A decision about the consistency level of a matrix is now crucial.
Although various measurements of inconsistency can be developed, the measurement proposed by Saaty [7] is used in this paper. The intrinsic consistency threshold developed by Monsuur [22] is also used.
In [18] Finan and Hurley state that additional artificial manipulation to increase consistency will on average improve the reliability of an analysis. Several alternatives to improve consistency, mostly based on various optimisation techniques, have been proposed in the literature. In this paper, a solution based on the minimisation of the distance between two matrices that uses a truly reduced number of decision variables is proposed. As a consequence, the process may be accomplished with no computational burden at all. This paper is a revised and extended version of a conference paper [23] . The re-mainder of this paper is structured as follows. In the following section, the notation and necessary elements used later -a reduced version of a number of results included in [23] -is concisely presented. Based on these properties, in Section 3 an optimisation technique (the main contribution in [23] ) is developed that produces the closest consistent matrix to a given positive reciprocal matrix, and which involves only n decision variables (n being the order of the matrix) and just one constraint, in stark contrast to other optimisation methods [6, 24, 25] that consider O(n 2 ) decision variables and many constraints (Section 3 being a significant expansion of [23] ). A simple decision-support expert system implementing various prioritising methods, in particular the method presented in this paper, has also been added (Section 4). Finally, these results are applied to a comparison between two alternatives in water supply management, namely, active leakage control and passive leakage control. The paper closes with enriched conclusions.
2 Notation and review of the properties of consistent matrices M n,m will hereinafter denote the set of n × m real matrices, and M + n,m will denote the subset of M n,m composed of positive matrices. It will be assumed that the elements of IR n are column vectors, i.e., IR n is identified with M n,1 . For a given A ∈ M n,m , let us write [A] ij the (i, j) entry of the matrix A. The superscript T denotes the matrix transposition.
The mapping J :
will play an important role in the sequel. The following facts are evident : If A ∈ M + n,m and λ > 0, then
The next result [23] gathers well knows equivalent facts (see [7, 26] , among others) and enables the definition of consistent matrices.
, then following statements are equivalent.
There exists
2. There exists w = [w 1 . . . w n ] T ∈ M + n,1 such that a ij = w i /w j for all i, j ∈ {1, . . . , n}.
3. a ij a ji = 1 and a ij a jk = a ik hold for all i, j, k ∈ {1, . . . , n}.
It is worthwhile providing an interpretation of this theorem. Statement 3 corresponds to the definition of consistency given in Section 1. Statement 1 provides the main tool in this paper for developing the optimisation process described in Section 3. Finally, the components of vector w given by Statement 2 may be considered as absolute values for any of the elements involved in the process. If such values are known, the comparisons are straightforward: a ij = w i /w j for i, j = 1, . . . , n. In general, however, such absolute values are unknown. Specifically, the aim of AHP is to assign to each of the n elements under comparison, priority values w i , i = 1, . . . , n, that reflect the emitted judgments. If judgments are consistent, the relations between the judgments, a ij , and the values, w i , are a ij = w i /w j , i, j = 1, . . . , n, and A is consistent.
Item 3 of Theorem 1 shows that any consistent matrix is reciprocal. Even though the converse is false in general, however, it is simple to prove that any reciprocal matrix of order 2 is consistent.
It is worthwhile noting that for a given consistent matrix A = (a ij ), the vector
It is also well known that the rank of any matrix of the form uv T (where u, v ∈ M n,1 are nonzero vectors) is 1, hence the rank of any consistent matrix is one. Furthermore, for a consistent matrix A written as in item 1 of Theorem 1 one has AJ(x) = J(x)x T J(x) = nJ(x), which proves the very well known fact that n is an eigenvalue of any consistent matrix A = J(x)x T of order n and J(x) is an eigenvector of A associated with n. Moreover, it is known (see, for 
for all i, j ∈ {1, . . . , n}. Hence x j /y j does not depend on the index j, and thus, by denoting λ = x j /y j , one has x i = λy i for all i ∈ {1, . . . , n}. Therefore, the following result holds.
From the Perron-Frobenius theory (see e.g., [21, Chapter 8] ) it is known that there is λ max , an eigenvalue of A, such that λ max > |λ| for any λ eigenvalue of A (the eigenvalue λ max is called the Perron root of A). Saaty proved [7] that λ max ≥ n, and the equality holds if and only if A is consistent. At this point another criterion for a reciprocal matrix to be consistent may be given. It will be used in the next section to achieve consistency for a non-consistent matrix. Proof: As stated before, any consistent matrix has rank one. Assume that A is a reciprocal matrix whose rank is 1. It is a simple textbook exercise that any matrix A ∈ M n,n having rank 1 can be written as A = uv T , where u, v ∈ IR n are nonzero. As
A is positive, it can be assumed that the vectors u and v are positive. From A T = J(A)
is obtained. Pre-multiplying by v T and transposing yield (
Taking into account from this point that u and v are positive, it is possible to write
From Theorem 1 and bearing in mind that vJ(v) T = 0 it is found that λ = λ −1 . Using λ > 0 leads to λ = 1. Since A = uv T and u = λJ(v), Theorem 1 finishes the proof. 2
Achieving matrix consistency
As stated above, the interest is in finding (approximate) solutions for the following problem: given A ∈ M + n,n , find a consistent matrix B such that A 'is close to' B.
Several alternatives, mostly based on various optimization techniques, have been proposed in the literature to help improve consistency. The weighted least squares [16] method tries to minimize the sum of errors of the differences between the judgments and their derived values. In [25] it is proposed a goal programming method that uses relative deviations to force changes in the values of the comparisons so that the target values differ as little as possible from the original values -while approximately taking homogeneity into account and preserving reciprocity and consistency. A slight modification of this method that reduces the number of decision variables and constraints is used in [6] . The logarithm least squares method has a long history and has been intensively studied by many authors (e.g. [17, 27, 28] ), although it has been shown that is equivalent to the normalization of geometric means of rows (NGMR), which is easier since NGMR consists in multiplying the n elements in each row and taking the nth root, and then normalising so that these numbers add up to unity [17, 29, 30] .
Other methods include fuzzy programming [31] and enhanced goal programming [27] .
In [24] , a method is developed that uses linear programming (LP); the output is easy to understand, and sensitivity analysis can be performed using the LP standard theory.
Even though not fitting strictly the form of an optimization problem, various other methods deserve being considered here. For example, Saaty [32] proposed a method based on perturbation theory to find the most inconsistent judgment in the matrix; this action could be followed by the determination of the range of values to which that judgment could be changed and whereby the inconsistency could be improved -and then asking the judge to consider changing the judgment to a plausible value within that range. The authors have recently developed a method [33] based on a linearization process [34] that follows an iterative feedback process to achieve an acceptable level of consistency while complying to some degree with expert preferences.
Despite the abundance of prioritisation methods, it becomes clear that those methods based on optimization perform, in general, better than other more direct methods.
Also, as shown in [19] , 'none of prioritization methods perform better than others in every inconsistent case', and 'the most appropriate prioritisation operator is in fact on a case-by-case basis'. The purpose of this section (and of the paper) is to provide another optimisation process that has the important advantage of depending of only n decision variables -the number of compared elements. Thus, this process is simpler, less computationally expensive, and can be easily implemented either in a stand-alone piece of software using any optimisation library or integrated in a specific platform built using any of the existing computer environments, as the one presented below.
The concept of closeness between matrices is, of course, defined in terms of a matrix norm (see [21, Section 5.2] ). This is the approach used in this paper, namely, the minimisation of a matrix norm using Theorem 1, which enables reducing the number of decision variables to just n, the order of the matrix. Thus, the main purpose of this section will be to study the following problem: given A ∈ M + n,n , find a consistent matrix B such that A − B 'is small'. The Frobenius matrix norm is proposed in view of its simplicity. Such a norm is defined as
Let us, then, formally write the posed problem as:
Using the Frobenius matrix norm is equivalent to minimising the root mean square variance of the differences a ij − w i /w j , which is one of the measurement methods propagating measurement priority vectors described in [19] .
Observe that J(λx)(λx) T = J(x)x T holds for any λ > 0 and x ∈ M + n,1 . Therefore, bearing in mind Theorem 2, Problem 1 can be 'normalised' to the following:
n,n and · a norm in IR n . Find x ∈ M + n,1 such that x = 1 and
It will be shown in the next result that the solution of Problem 2 does not depend on the considered norm in IR n . Proof: Define u = u/|u|. To prove the theorem, it must be shown that
Pick any y ∈ M + n,1 such that |y| = 1. Define y = y/ y . Since u is a solution to Problem 2, one has
Since u is a scalar multiple of u, one has J(u)u T = J( u) u T . Similarly, J(y)y T = J( y) y T is obtained. Consequently, (3) enables (2) to be proven. 2
Hence any norm in IR n can be used to solve the minimisation Problem 2. Two norms in IR n will be proposed.
1. The 1-norm in IR n (i.e., x 1 = |x 1 | + · · · + |x n |). This norm is proposed since for any x ∈ M + n,1 , it is found that x 1 = x 1 + · · · + x n , which is a very simple and differentiable expression.
The 2-norm (or Euclidean norm) in IR
n (i.e.,
). It will be noticed that · 2 is differentiable (the origin is the unique point of non-differentiability and 0 2 = 1). Although the expression of this norm is more complicated than the 1-norm, the Euclidean norm is also proposed in view of the Theorem 5 result shown below.
Theorem 5. Let A ∈ M n,n and x ∈ M n,1 . Then
Proof: Before proving this theorem, notice that tr(XY ) = tr(Y X) holds for any pair of matrices X and Y such that XY and Y X are meaningful. Now,
Observe that J(x) T J(x) = J(x) 2 2 is scalar and commutes with any matrix, hence xJ(x) T J(x)x T = J(x) 2 2 xx T . Therefore, by taking advantage of the fact that the trace is a linear operator,
Furthermore, since J(x) T Ax is scalar, tr[J(x) T Ax] = J(x) T Ax holds. As a result, one
and the theorem is proven. 2
Observe that for x ∈ IR n such that x 2 = 1, one has
In the implementation of the method, this latter expression will be used to avoid arithmetic multiplications.
In view of Theorem 4, Theorem 5, and (4), one finds that Problem 2 is equivalent to the following:
n,1 such that x 2 = 1 and
The Lagrangian multiplier method can be readily used to solve Problem 2 with respect to the 1-norm or Problem 3. It is clear that if x is a solution of Problem 2, then λx is a solution of Problem 1 for any λ > 0.
In the next result, it is shown that the set of solutions of Problem 2 is not empty.
Theorem 6. Let A ∈ M + n,n . There exists x ∈ M + n,1 such that x 1 = 1 and
Proof: Let us introduce the following subsets of IR n : Problem 3 can be solved numerically using any optimisation library or integrated in some specific platform built using any of the existing computer environments. Once vector x is obtained, the sought consistent matrix may be readily built: J(x)x T .
However, this consistent matrix may not fully reflect the original expert judgments.
Experts may wish to enforce their know-how, and propose the modification of one or more entries of matrix J(x)x T . In facing the problem of how to overcome inconsistency in AHP while still taking into account expert know-how, the described procedure must be integrated into a suitable tool to balance the latter with the former. The simple decision-support expert system presented in the next section integrates the straightforward optimisation procedure described in this section along with a simple method of eliciting information to achieve a compromise that produces optimal comparison matrices.
Implementing the process
In this section, a tool developed in MatLab for implementing an iterative process to streamline the trade-off between expert know-how and synthetic consistency obtained by using the results of the previous section is presented. Figure 1 shows the GUI (guided user interface) containing the problem elements. The various criteria can be selected at the top left-hand side. The criteria matrix (top centre) is then able to accept expert judgment using Saaty's 9-point scale. This scale is presented on the right for convenience. In the second row of elements, the alternative comparison matrices for the various criteria may be introduced.
Most provided matrices will almost certainly be non-consistent, and with nonnegligible probability will not have acceptable consistency ratios. In addition to the method presented in this paper, various methods for consistency improvement are also implemented, namely NGMR, and the methods described in [6, 25, 33, 34] . Any of the implemented prioritising processes, in particular, the optimisation described in this paper, can now be used to build a consistent matrix.
The matrix selected by the user is shown in the lower-central part of the GUI and subject to consistency improvement through any of the available methods. Specifically, for the prioritising method described in this paper the function fmincon (from the MatLab Optimization Toolbox) is executed to perform the optimisation process described in Problem 2. This function minimises the expression in Problem 3, while considering the constraint therein contained.
The new matrix thus generated with non-negligible probability may now be considered by the expert(s) to partially reflect their opinions and they may choose to modify some of the matrix entries. Shifting one or more entries of the matrix while preserving reciprocity will produce an inconsistent matrix, and a similar process can again be undergone in an attempt to reach a reasonable trade-off between consistency and expert know-how compliance.
The final decision may be accessed using the options in the lower right-hand area.
This tool has been used to develop the decision-making process described in the paragraph below. Associated documentation can be found online at [35] , and the tool is available from the second author on request.
Application for water leakage management
For the sake of simplicity, a problem with only two management alternatives for leakage control to achieve the stated objective of minimising water losses is considered. These alternatives are active leakage control (ALC) and passive leakage control (PLC). ALC is associated with the enforcement of a specific project and involves taking action to identify and repair leaks that have not been reported in distribution systems or individual district metered areas. On the other hand, PLC (no specific project considered) boils down to just repairing reported or evident leaks [36] . Even though this is a simplified statement of an important real-world problem, it is used to numerically exemplify the optimisation developed in Section 3. This problem is similar to another problem considered in [6] . Nevertheless, the problem is here extended to a wider range of criteria, and is solved with the method proposed in this paper which, in contrast with the method used in [6] , uses only n decision variables.
The criteria used in this paper to decide on the eventual alternative(s) are the following:
C 1 : planning development cost and its implementation; The first step involves building a suitable matrix of criteria that embodies knowhow regarding this specific problem. In this case, a decision was made about taking the point of view of the management of a supply company -OOAPAS (a public water company) in Morelia, Michoacán (Mexico). Since more criteria -some of which were unfamiliar to second level management staff -were used (compared with the problem presented in [6] ), judgment from a top ranking group of experts in the company was the key interest in this application. The results correspond with the conclusions of this panel of experts, and were compiled after comprehensive discussion. As a consequence, the entries of this matrix represent the expert knowledge of the company managers.
Upon evaluation and following the nine-point Saaty scale, matrix A in Table 1 was produced to reflect the opinions regarding the relative importance of the seven criteria. Clearly this matrix is positive, homogeneous, and reciprocal, but not consistent.
For example, a 12 a 23 = 7 · 3 = a 13 = 3. The Perron eigenvalue is λ max 9.5, which gives a consistency index CI 0.416 and a consistency ratio CR 30.8%. According to Saaty's criterion [7, 9] , the consistency of this matrix is inadmissible. Neither does it pass the scale-independent criterion given by Monsuur, since λ max > 7.87 [22] .
Matrix A is now used to build the problem described in Problem 2. This problem is solved by applying the optimisation processes described in Theorem 6. Starting with an initial iterate defined by the vector whose 7 components are 1/7, the MatLab that generates the consistent matrix given in Table 2 , which, accordingly, is the closest consistent matrix to A in the sense of the Frobenius norm. Following the iterative process described in Section 4, a reasonable trade-off between consistency and expert know-how compliance is eventually reached. It will be supposed that matrix B in Table 2 embodies this trade-off. while lower values refer to criteria regarded as less important. In this case, the largest value corresponds to planning development costs and implementation. The lowest value corresponds to water extraction.
As a multi-criteria decision-making method, the AHP also uses derived composite priorities of alternatives obtained from their priorities with respect to each criterion.
The simplest way to compose priorities consists of multiplying each priority of an alternative by the priority of its corresponding criterion and adding through all the criteria to obtain the overall priority of that alternative [32] . Thus, the next step is to obtain vectors of priorities for our two alternatives, namely ALC and PLC, for each criterion. These vectors will reflect the weight, or relative importance, of each alternative for each criterion [8] . Calculation of these priority vectors is straightforward since the seven matrices are 2 × 2. In fact, as said, reciprocal 2 × 2 matrices are always consistent. As a result, any column of any such matrices is a principal eigenvector (corresponding to λ max = 2). Consequently, normalisation of any of these columns directly gives the sought priority vector. The seven priority vectors are given in Table   3 
The largest coordinate of W will be associated with 'the best alternative' and the lowest with 'the worst alternative' [15] .
As a consequence, in this specific problem there is no clear preference for any alternative, although the ALC policy is slightly preferred over PLC. It is remarkable that the first impression of the co-author who acted as a facilitator, and the priority vector obtained before optimisation, pointed towards a slightly greater difference between both alternatives, and showed an a priori clear inclination for ALC over PLC by the decision-maker. Nevertheless, the economic aspects become relevant when consistency is enforced, and the stark reality is that the planning development cost and its implementation (C 1 ) that a water utility may incur for ALC, as much as PLC, play a leading role in the decision. A clear interpretation can be inferred taking into account the specific location of the study -where the economic conditions clearly prevail over other criteria. The second factor influencing this decision must be attributed to potential inconveniences caused by closed or restricted streets. The interesting aspect regarding the application of AHP is indeed the inclusion of social costs in decision-making. In a similar way, environmental costs, and all the externalities and normal costs for leakage management can also be included.
Conclusions
Decision making in engineering is becoming progressively more complex. Problems involve more decision variables, sophisticated constraints, and conflicting objectives;
and in many cases problems are pervaded by uncertainty and subjectivity. Although This optimisation process has been implemented within an iterative feedback process that achieves an acceptable level of consistency while complying to some degree with expert preferences. As a consequence, it can be used as a decision support system for streamlining the trade-off between expert reliability and synthetic consistency.
The obtained results have been applied to a simplified version of a complex problem in engineering: the selection of a suitable policy to manage a water supply network to avoid water losses -a worrying and crucial issue in water management. The interest of the application herein presented is that it goes beyond the classical evaluation of the water losses from a mere economic point of view. The results show that the inclusion of social and environmental costs point slightly in the direction of ALC as the best alternative in leakage control. Even though in this specific case, the economic aspects remain the most important factors, a clear upsurge of other aspects can be observed.
A clear interpretation can be inferred taking into account the location of the study, namely, that economic conditions clearly prevail over other criteria. Nevertheless, it can also be stated that water supply managers and authorities should, accordingly, shift direction from purely economic policies towards new policies that include social and environmental dimensions.
The main objective of the paper is to provide an optimisation method for comparison matrix prioritisation. The 7 × 7 criteria matrix in Table 1 is used to exemplify the approach. For the sake of simplicity only two alternatives are considered. In effect, reciprocal 2 × 2 matrices are always consistent, so the alternative matrices did not need consistency improvement. Nevertheless, considering a wider range of alternatives is straightforward, and the same consistency improvement method could be applied to all the alternative matrices.
Finally, the proposed method can be easily applied or extended to the challenging case of group decision making [24, 37] . Various approaches can be devised. One could consider individual comparison matrices, then obtain the matrix of the geometric mean of the expert judgments and apply the process described in this paper to this matrix.
Another alternative could be the individual application of the process to the expert matrices and, finally, the use some type of voting system to produce the final priority vector. Another approach could minimise some aggregate value of distances between individual matrices and the matrix J(x)x T , where x is the sought priority vector.
Another possibility worth exploring would compute interval bounds for the expert judgment and then include these bounds into the optimisation problem as constraints to be satisfied. In the case of many decision makers, various voting systems could be considered with different purposes, such as eliminating outliers, aggregating values, etc.
