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Sur certaines contributions unipotentes dans la formule des
traces d’Arthur
Pierre-Henri Chaudouard
Re´sume´
Nous e´tablissons un de´veloppement fin pour la partie ge´ome´trique de la formule des traces
d’Arthur tel que conjecture´ par Werner Hoffmann. Pour le groupe ge´ne´ral line´aire, nous en
de´duisons une expression pour la contribution des orbites unipotentes re´gulie`res par blocs (ce
sont des orbites avec un seul bloc de Jordan avec e´ventuellement une multiplicite´). Comme
conse´quence, nous obtenons des formules explicites pour les coefficients globaux d’Arthur
attache´s a` de telles orbites.
Abstract
We establish a fine expansion for the geometric part of the Arthur-Selberg trace formula
(as it was conjectured by Werner Hoffmann). For the general linear group, we deduce an
expression for the contributions of regular by blocks unipotent orbits (orbits with one Jordan
block with multiplicity). As a consequence, we find formulas for Arthur’s global coefficients
attached to such orbits.
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1 Introduction
1.1. La formule des traces d’Arthur-Selberg joue un roˆle central en the´orie des formes auto-
morphes. De nombreuses applications reposent sur une comparaison de deux formules des traces.
Ne´anmoins on peut espe´rer tirer une information inte´ressante d’une seule formule des traces
(par exemple une dimension d’espaces de formes automorphes). Mais pour cela, il faut dispo-
ser d’une formule aussi explicite que possible. Dans l’e´tat actuel de la formule des traces, son
coˆte´ ge´ome´trique est une combinaison de distributions locales avec des coefficients, de nature glo-
bale, dont on ne connait pas de formules sauf pour les termes semi-simples (ce sont alors des
≪ volumes ≫). Comme il y a une sorte de de´composition de Jordan pour ces coefficients, le point
crucial est de les comprendre pour les termes unipotents. Dans cette article, on re´sout la question
pour le groupe GL(n) et les orbites des e´le´ments unipotents dont la de´composition de Jordan
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ne comprend qu’un seul bloc avec e´ventuellement une multiplicite´ (on les appelle re´guliers par
blocs). L’article [9], dont le pre´sent article ge´ne´ralise les me´thodes, avait aborde´ un proble`me
similaire pour les corps de fonctions sous un angle un peu diffe´rent. Dans l’article [8], on avait
e´galement donne´ une expression pour les coefficients des orbites des e´le´ments unipotents dont la
de´composition de Jordan comprend tous les blocs de taille 1 a` une taille donne´e. Signalons les
articles re´cents [15] et [12] ou` l’e´tude de ces coefficients est e´galement aborde´e.
Notre point de de´part est un de´veloppement fin du coˆte´ ge´ome´trique de la formule des traces
(un tel de´veloppement avait e´te´ conjecture´ par Hoffmann dans [11]).
1.2. De´veloppement fin de la formule des traces. — Dans cet article, on travaille en fait
sur les alge`bres de Lie (c’est-a`-dire qu’on remplace l’action par conjugaison d’un groupe sur lui-
meˆme par son action adjointe). Dans ce cadre, on dispose d’un analogue de la formule des traces
d’Arthur (cf. [7]) dont le de´veloppement nilpotent comprend (via un passage par l’exponentielle)
les coefficients globaux unipotents mentionne´s pre´ce´demment. Soit G un groupe re´ductif sur un
corps de nombres F et g son alge`bre de Lie. Soit A l’anneau des ade`les de F et f ∈ S(g(A)) une
fonction de Bruhat-Schwartz. Soit o une orbite ≪ ge´ome´trique ≫ de G agissant sur g. Pour chaque
sous-groupe parabolique standard P de de´composition de Levi MN , on a un ersatz de noyau (une
fonction sur M(F )N(A)\G(A))
kP,o(f, g) =
∑
X∈m(F )o
∫
n(A)
f(Ad(g−1(X + U)) dU
ou` m(F )o est l’ensemble des X ∈ m(F ) tels que ≪ l’orbite induite ≫ soit o. En s’inspirant des
constructions d’Arthur, on forme alors une sorte de noyau automorphe modifie´ (une fonction sur
G(F )\G(A))
kTo (f, g) =
∑
P
εGP
∑
δ∈P (F )\G(F )
τˆP (δg, T )kP,o(δg, f).
ou` la somme porte sur les sous-groupes paraboliques standard. Le coefficient εGP est un signe et
τˆP est une certaine fonction caracte´ristique qui assure, entre autres, que la somme sur δ est a`
support fini. Enfin, T est un parame`tre de troncature. Voici le re´sultat ge´ne´ral qu’on obtient (on
note G(A)1 un certain sous-groupe de G(A) pour lequel le quotient G(F )\G(A)1 est de volume
fini).
The´ore`me 1.2.1. — (pour des e´nonce´s plus pre´cis, cf. the´ore`me 3.2.1, corollaire 3.2.2 et propo-
sition 3.2.3)
1. Pour tout parame`tre T , on a
∑
o
∫
G(F )\G(A)1
|kTo (f, g)| dg <∞.
ou` la somme est prise sur toutes les orbites ge´ome´triques.
2. Pour toute orbite o, l’application
T 7→
∫
G(F )\G(A)1
kTo (f, g) dg
est polynomiale en le parame`tre T .
3. Ce polynoˆme est asymptotique a` l’inte´grale∫
G(F )\G(A)1
FG(g, T )
∑
X∈o(F )
f(Ad(g)−1X) dg
construite a` l’aide de la fonction caracte´ristique FG(g, T ) d’un certain compact de G(F )\G(A)1.
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La se´rie
∑
o
∫
G(F )\G(A)1
kTo (f, g) dg est donc absolument convergente et sa somme est ≪ la
formule des traces pour les alge`bres de Lie ≫ (cf. [7]). On parle de de´veloppement fin car il se
fait selon les classes de conjugaison (ici ge´ome´triques) alors que dans [7] le de´veloppement se fait
selon les classes de conjugaison semi-simples (rationnelles). Pour les corps de fonctions, le groupe
GL(n), les orbites nilpotentes et une fonction test tre`s simple, ce the´ore`me est de´montre´ dans [9].
L’assertion 1 dans le cas des groupes avait e´te´ conjecture´e par Hoffmann (cf. conjecture 1 [11]). Les
me´thodes de l’article permettent aussi de de´montrer l’e´nonce´ de Hoffmann. L’assertion 3 permet
de faire le pont avec les construction d’Arthur dans [3]. On peut de´finir alors une distribution
JTo (f) =
∫
G(F )\G(A)1
kTo (f, g) dg.
Un proble`me ge´ne´ral est de trouver une expression aussi explicite que possible pour cette inte´grale
en termes de distributions locales plus e´le´mentaires.
1.3. Cas de GL(n). — De´sormais G = GL(n) et o une orbite ≪ re´gulie`re par blocs ≫. Soit
f ∈ S(g(A). On pose
Jo(f) = J
T=0
o (f).
Dans ce cas, il est possible de re´e´crire l’inte´grale qui de´finit Jo(f) de sorte qu’on puisse inse´rer un
facteur de convergence. On peut alors permuter l’inte´grale et la somme sur P qui de´finit kTo (f, g).
On en de´duit une expression pour Jo(f) en terme d’inte´grales orbitales re´gularise´es (cf. the´ore`me
5.1.1). En utilisant la the´orie des (G,M)-familles d’Arthur, on obtient le the´ore`me suivant (pour
les choix implicites de mesures on renvoie au § 4.2).
The´ore`me 1.3.1. —(pour une version plus pre´cise, cf. the´ore`me 6.2.1 et §6.3) Soit o l’orbite
d’un e´le´ment de g qui posse`de un seul bloc de Jordan de taille r avec multiplicite´ d (on a donc
n = rd).
Soit S un ensemble fini de places et supposons que f = fS ⊗ 1S ou` 1S est la fonction
≪ unite´ ≫ hors S et fS ∈ S(g(AS)). Alors
Jo(fS ⊗ 1S) =
∑
(L,o′)
|WL|
|W | a˜
L(S, o′)JGL (o
′, fS)
ou` l’on somme sur les couples (L, o′) forme´s d’un sous-groupe de Levi semi-standard et d’une
L-orbite nilpotente o′ ⊂ l tels que IGL (o′) = o. Les groupes WL et W sont des groupes de Weyl,
la distribution JGL (o
′, fS) est une inte´grale orbitale nilpotente ponde´re´e locale. Enfin le coefficient
a˜L(S, o′) admet une expression combinatoire explicite en terme de la fonction ζ partielle hors S
du corps F .
L’expression ci-dessus e´tait formellement connue d’Arthur. L’innovation est que le the´ore`me
fournit des formules explicites pour les coefficients a˜L(S, o′). Arthur n’avait donne´ des expressions
que pour l’orbite nulle (c’est le seul cas semi-simple et nilpotent).
1.4. Plan de l’article.— La section 2 rassemble les notations et les notions utiles a` la suite. La
section 3, qui s’applique a` tout groupe re´ductif, est consacre´e a` e´tablir un de´veloppement fin de la
formule des traces. Ensuite l’article se spe´cialise au cas du groupe GL(n) et d’une orbite re´gulie`re
par bloc o. La section 4 introduit certaines inte´grales orbitales re´gularise´es. Celles-ci re´apparaissent
a` la section 5 dans une expression combinatoire pour la contribution Jo(f). On en de´duit, a` la
section 6, le de´veloppement de Jo(f) en termes d’inte´grales locales. Dans la section finale 7, on
de´montre quelques re´sultats utiles sur les (G,M)-familles d’Arthur.
1.5. Remerciements. — Lors de l’e´laboration de cet article, j’ai rec¸u le soutien de l’Institut
Universitaire de France et des projets Ferplay ANR-13-BS01-0012 et Vargen ANR-13-BS01-0001-01
de l’ANR. Je souhaite e´galement remercier Ge´rard Laumon : mon inte´reˆt pour la partie unipotente
de la formule des traces a e´te´ grandement stimule´ par notre travail en commun sur le comptage
des fibre´s de Hitchin (cf. [9]).
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2 Notations et rappels
2.1. Soit F un corps de nombres.
2.2. On taˆche de suivre les notations d’Arthur. Soit G un groupe alge´brique de´fini sur F . On note
par la meˆme lettre en minuscule gothique, ici g, son alge`bre de Lie ; cette convention vaut pour
tous les groupes alge´briques rencontre´s. Soit NG son radical unipotent. Soit X
∗(G) le groupe des
caracte`res rationnels de G de´fini sur F . L’action adjointe de G sur g est note´ Ad. Sauf mention
contraire, un sous-groupe de G signifie un sous-groupe alge´brique de G de´fini sur F .
2.3. SupposonsG connexe et re´ductif. SoitM ⊂ H des sous-groupes de G. Soit FH(M) l’ensemble
des sous-groupes paraboliques de G inclus dansH et contenantM . Supposons de plus queM est un
sous-groupe de Levi de G, ce par quoi on entend un facteur de Levi d’un sous-groupe parabolique
de G. Soit PH(M) l’ensemble des sous-groupes paraboliques de G inclus dans H , dont M est un
facteur de Levi. Tout sous-groupe parabolique Q ∈ FH(M), posse`de un unique facteur de Levi
note´MQ qui contientM . En particulier, Q =MQNQ est une de´composition de Levi de Q. L’image
de l’application Q ∈ FH(M) 7→MQ est note´e LH(M). Lorqu’on a H = G, on omet l’exposant G
dans la notation.
2.4. Soit M un sous-groupe de Levi de G. Soit AM le sous-tore de´ploye´ maximal du centre de
G. Pour tout sous-groupe H de G stable par conjugaison par AM , on note Σ
H
M l’ensemble des
racines de AM sur h. Soit P ∈ P(M) et Q un sous-groupe parabolique contenant P . Soit ∆QP
l’ensemble des racines simples dans Σ
MQ∩NP
M . Lorsque Q = G, on note simplement ∆P = ∆
G
P . On
a ∆QP ⊂ ∆P .
2.5. Pour tout P ∈ P(M), soit aP = Hom(X∗(P ),R) et son dual a∗P = X∗(P ) ⊗Z R. Soit
〈·, ·〉 l’accouplement canonique entre a∗P et aP . Le morphisme de restriction X∗(P )→ X∗(M) est
bijectif ce qui permet d’identifier aP a` aM = Hom(X
∗(M),R), de meˆme pour les espaces duaux.
Soit M ⊂ L des sous-groupes de Levi et P ∈ P(M) et Q ∈ P(L) tels que P ⊂ Q. En utilisant
le morphisme de restriction X∗(M)→ X∗(AM ), on identifie a∗M a` X∗(AM )⊗R. De la sorte on a
ΣPM ⊂ a∗M . Soit aQ,∗P le sous-espace de a∗P engendre´ par ∆QP ; il ne de´pend que de M et L, on le
note encore aL,∗M . On note ρ
Q
P la demi-somme des e´le´ments de Σ
MQ∩NP
M .
2.6. A` chaque α ∈ ∆P est associe´e une coracine α∨ ∈ aP (cf. [1]). On note ∆Q,∨P l’ensemble des
coracines des e´le´ments de ∆QP . Dualement au morphisme de restriction X
∗(L) → X∗(M), on a
une projection aM → aL dont on note aLM le noyau. L’ensemble ∆Q,∨P forme une base de aLM . Ce
dernier est en dualite´ parfaite avec aL,∗M . L’orthogonal dans aM de a
L,∗
M s’identifie via la projection
aM → aL a` aL. On a donc des de´compositions
aM = a
L
M ⊕ aL
et de meˆme pour les duaux.
2.7. Soit ∆ˆQP la base des poids de a
L,∗
M , c’est-a`-dire la base duale de ∆
Q,∨
P : on indexe ses e´le´ments
(̟α)α∈∆Q
P
avec 〈̟β , α∨〉 = δα,β (symbole de Kronecker). Soit ∆ˆQ,∨P la base des copoids, c’est-a`-
dire la base de aLM duale de ∆
Q
P . De meˆme, on indexe ses e´le´ments (̟
∨
α)α∈∆QP
. Finalement, pour
tout ∆ ⊂ aM , on note Z(∆) le sous-groupe engendre´ par ∆.
2.8. Lorsqu’on a des groupes note´s P1 ⊂ P2 on note simplement a21, ∆21 etc. les objets aP2P1 et
∆P2P1 .
2.9. Induction d’orbites. — Les re´fe´rences pour ce paragraphe sont [14] et [6]. Soit O = OG
l’ensemble des orbites adjointes ≪ ge´ome´triques ≫ de G. Soit P ⊂ G un sous-groupe parabolique
et X ∈ p. Soit L = P/NP le plus grand quotient re´ductif de P . Le groupe L agit par adjonction
sur son alge`bre de Lie l = p/nP . Soit
π : p→ l
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la projection canonique. Soit OLX l’orbite de π(X) sous L.
Soit IGP (X), qu’on note encore I
G
P (OLX), l’unique e´le´ment de O tel que l’intersection
(2.9.1) IGP (X) ∩ π−1(OLX)
soit un ouvert de Zariski dense dans π−1(OLX). On dit que c’est l’orbite induite. Dans ce cas,
l’intersection est exactement la P -orbite de X .
Identifions le quotient L a` un facteur de Levi de P . Supposons X ∈ l. Soit Q ∈ P(L). On a
alors IGQ (X) = I
G
P (X). On note alors simplement I
G
L (X) cette orbite.
Pour tout sous-groupe parabolique P ⊂ Q ⊂ G, on peut de´finir de la meˆme fac¸on une orbite
induite IQP (X) qui est une orbite dans q/nQ (pour l’action adjointe de Q/NQ). L’induction est
transitive au sens ou` l’on a la formule suivante
(2.9.2) IGQ (I
Q
P (X)) = I
G
P (X).
Le lemme suivant sera utile pour la suite.
Lemme 2.9.1. — Soit P un sous-groupe parabolique de G de de´composition de Levi P =MPNP .
Il existe une famille de polynoˆmes (Φi)i∈I sur mP × nP indexe´e par un ensemble fini I telle que
pour toute MP -orbite o dans mP il existe Io ⊂ I qui ve´rifie les deux proprie´te´s suivantes :
1. pour tout X ∈ o et Y ∈ nP on a X + Y ∈ IP ′P (X) si et seulement s’il existe i ∈ Io tel que
Pi(X,Y ) 6= 0.
2. pour tout X ∈ o il existe i ∈ Io tel que le polynoˆme Po,i(X, ·) soit non identiquement nul sur
nP .
De´monstration. — On fixe une base de p. Comme famille de polynoˆmes (Φi)i∈I , on prend les
de´terminants extraits de toute taille de la matrice dans la base choisie de l’endomorphisme de p
induit par ad(X + Y ) pour X ∈ mP et Y ∈ nP .
Soit o une MP -orbite dans mP et X ∈ o. Soit Y ∈ mP ′ ∩ nP et O′ la P -orbite de X . Une
condition ne´cessaire et suffisante pour avoir X+Y ∈ IP ′P (X) est que O′ soit un ouvert dense dans
O⊕ nP . Pour cela il faut et il suffit qu’on ait e´galite´ entre les espaces tangents en X + Y . Ceux-ci
e´tant [p, X+Y ] et [mP , X ]⊕nP , une condition ne´cessaire et suffisante pour avoir X+Y ∈ IP ′P (X)
est donc l’e´galite´
(2.9.3) [p, X + Y ] = [mP , X ]⊕ nP
On a toujours [p, X + Y ] ⊂ [mP , X ] ⊕ nP . Soit ro = dim([mP , X ] ⊕ nP ). L’entier ro ne de´pend
pas du choix de X ∈ o. La condition ne´cessaire et suffisante (2.9.3) est donc que le rang de
l’endomorphisme de p induit par ad(X + Y ) soit au moins ro. L’ensemble Io ⊂ I indexe les
de´terminants extraits de taille au moins ro re´pond a` l’assertion 1. Cet ensemble re´pond aussi a`
l’assertion 2 car pour tout X ∈ mP il existe au moins un Y tel que X + Y ∈ IP ′P (X). 
2.10. Soit A l’anneau des ade`les de F et | · | la valeur absolue ade´lique. Pour ne pas alourdir, on
ne la distingue pas dans les notations de la valeur absolue usuelle sur C. Soit G un groupe de´fini
sur F . Soit G(A)1 le noyau de tous les homorphismes |χ| pour χ ∈ X∗(G). On note
[G] = G(F )\G(A) et [G]1 = G(F )\G(A)1
Les groupes G(A) et G(A)1 est muni d’une mesure de Haar. Les quotients [G] et [G]1 sont munis
des mesures quotients par la mesure de comptage.
2.11. On suppose de´sormais G re´ductif et connexe.
Soit P0 un sous-groupe parabolique minimal de G muni d’une de´composition de Levi P0 =
M0N0. Soit P un sous-groupe parabolique P standard c’est-a`-dire contenant P0. On dispose alors
d’une de´composition de Levi standard P =MPNP ou`MP est l’unique facteur de Levi qui contient
M0.
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Soit V l’ensemble des places de F et K =
∏
v∈V Kv ⊂ G(A) un sous-groupe compact maximal
≪ en bonne position ≫ par rapport a` P0. On fixe sur K la mesure de Haar qui donne le volume
total 1. On a la de´composition d’Iwasawa G(A) = NP (A)MP (A)K. Le logarithme du module des
caracte`res fournit un homomorphisme canonique
HP : P (A)→ aP .
La de´composition d’Iwasawa induit une application G(A)→ P (A)/P (A)∩K qui par composition
avec HP donne une application encore note´ HP
HP : G(A)→ aP .
2.12. Soit A∞P la composante neutre du groupe des R-points du sous-tore Q-de´ploye´ maximal de
ResF/QAMP . Soit A
G,∞
P = A
∞
P ∩G(A)1. On a alors une de´compositionG(A) = NP (A)MP (A)1A∞P K.
On fixe des mesures de Haar sur les diffe´rents groupes qui apparaissent de fac¸on a` obtenir pour
tout f ∈ C∞c (G(A)1) la relation∫
G(A)1
f(g), dg =
∫
AG,∞
P
∫
MP (A)1
∫
NP (A)
∫
K
exp(−〈2ρP , HP (a)〉)f(nmak) dndmdadk.
2.13. The´orie de la re´duction. — Soit τP = τ
G
P et τˆP = τˆ
G
P les fonctions caracte´ristiques
respectives des chambres de Weyl ouvertes respectivement aigue¨ et obtuse dans aGP . On voit souvent
ces fonctions comme des fonctions sur a0 = aP0 par composition avec la projection a0 → aP . Pour
alle´ger les notations, on pose pour T ∈ a0 et g ∈ G(A)
τP (g, T ) = τP (HP (g)− T )
et
τˆP (g, T ) = τˆP (HP (g)− T ).
Si T = 0, on omet le T dans la notation. On utilise aussi pour P ⊂ Q les variantes τQP et τˆQP
relatives a` MQ (qu’on voit encore comme des fonctions sur aP0 via la projection a0 → aQP ).
On utilisera les constructions d’Arthur suivantes (cf. [1] p.941). Soit ω ⊂ N0(A)M0(A)1 un
ensemble compact et T− ∈ −a+0 . Soit SP (ω, T−) l’ensemble de Siegel forme´ des
pak
avec p ∈ ω, k ∈ K et a ∈ A∞0 = A∞P0 tel que τP0 (a, T−) = 1. On suppose que T− et ω sont tels que
G(A) = P (F )SP (ω, T−). Soit S
P (ω, T−, T ) ⊂ SP (ω, T−) forme´ des x tel que pour ̟ ∈ ∆ˆMP0
〈̟,H0(x) − T 〉 6 0.
Soit FP (·, T ) la fonction caracte´ristique des g ∈ G(A) pour lesquels il existe δ ∈ P (F ) tel que
δg ∈ SP (ω, T−, T ) ⊂ SP (ω, T−). On peut voir cette fonction comme la fonction caracte´ristique
d’un compact de A∞P NP (A)M(F )\G(A).
Soit
a+0
la chambre de Weyl ouverte aigue¨ positive dans a∗P0 . On fixe
T+ ∈ a+0
tel que le lemme suivant soit vrai (un tel point existe toujours).
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Lemme 2.13.1. —(Arthur, [1] lemme 6.4) Soit P2 un sous-groupe parabolique standard. Pour
tout T ∈ T+ + a+0 et tout g ∈ P2(F )\G(A), on a
1 =
∑
P1⊂P2
∑
δ∈P1(F )\P2(F )
F 1(δg, T )τ21 (δg, T ).
2.14. Soit S(g(A)) l’espace des fonctions complexes de Schwartz-Bruhat sur g(A) munie de
sa topologie usuelle (cf. [16]). On fixe sur g une forme note´e 〈·, ·〉, biline´aire, non de´ge´ne´re´e et
invariante par l’action adjointe. On fixe ψ un caracte`re additif de F\A. On fixe sur g(A) (et de
meˆme sur ses sous-alge`bre de Lie) la mesure de Haar qui donne le volume 1 au quotient g(F )\g(A).
On sait alors de´finir une transforme´e de Fourier sur S(g(A)).
3 Asymptotique uniforme d’inte´grales orbitales tronque´es
3.1. —Soit f ∈ S(g(A)) et P un sous-groupe parabolique deG. On de´finit pour g ∈ NP (A)MP (F )\G(A)
kP (f, g) =
∑
X∈mP (F )
∫
nP (A)
f(Ad(g)−1(X + U) dU.
On de´finit la fonction suivante pour tout X ∈ p et o ∈ O
ξP,o(X) =
{
1 si IGP (X) = o ;
0 sinon.
Observons que, par de´finition meˆme, ξP,o(X) est invariante par P et ne de´pend que de la projection
de X sur mP (selon p = mP ⊕ nP ). On a e´videmment pour tout X ∈ p∑
o∈O
ξP,o(X) = 1.
On pose pour g ∈ NP (A)MP (F )\G(A)
kP,o(f, g) =
∑
X∈mP (F )
ξP,o(X)
∫
nP (A)
f(Ad(g)−1(X + U) dU.
On a donc ∑
o∈O
kP,o(f, g) = kP (f, g).
Soit T ∈ a0. On de´finit
(3.1.1) kTo (f, g) =
∑
P
εGP
∑
δ∈P (F )\G(F )
τˆP (δg, T ) · kP,o(f, δg)
ou` εGP = (−1)dim(a
G
P ) et la somme est prise sur l’ensemble fini des sous-groupes paraboliques
standard de G.
3.2. Les e´nonce´s. — On fixe une norme ‖ · ‖ sur l’espace vectoriel a0.
The´ore`me 3.2.1. — Soit K une partie compacte de S(g(A)). Pour tout ε > 0, il existe ε′ > 0 et
c > 0 tel que pour tout f ∈ K et tout T ∈ T+ + a+0 tel que
〈α, T 〉 > ε‖T ‖
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pour tout α ∈ ∆, on a
(3.2.1)
∑
o∈O
∫
[G]1
|FG(g, T )
∑
X∈o(F )
f(Ad(g)−1X)− kTo (f, g)| dg 6 c · exp−ε
′‖T‖ .
La preuve du the´ore`me est assez longue et occupe les §§ 3.5 a` 3.12. Ce the´ore`me a le corollaire
suivant.
Corollaire 3.2.2. — Pour tout f ∈ S(g(A)) et tout T ∈ a0 on a∑
o∈O
∫
[G]1
|kTo (f, g)| dg <∞.
La preuve du corollaire est donne´e au §3.4. On peut donc de´finir une distribution pour tous T ∈ a0
et o ∈ O
(3.2.2) JTo (f) =
∫
G(F )\G(A)1
kTo (f, g) dg.
On a aussi le re´sultat suivant.
Proposition 3.2.3. — L’application T 7→ JTo (f) est polynomiale.
La preuve de la proposition est donne´e au §3.3.
Remarques 3.2.4. —
1. Dans le cas d’une orbite nilpotente, Arthur a essentiellement montre´ (du moins dans le cas
des groupes) qu’une inte´grale∫
[G]1
FG(g, T )
∑
X∈o(F )
f(Ad(g)−1X) dg
est asymptotique a` un polynoˆme en T (cf. [3] the´ore`me 4.2). Seule l’existence du polynoˆme
est affirme´e. Ici on en donne une expression inte´grale.
2. Dans le cas des groupes, le corollaire 3.2.2 a e´te´ propose´ comme conjecture par Hoffmann
(cf. [11] conjecture 1). Les me´thodes pre´sente´es ici doivent aussi fournir une de´monstration
de la conjecture d’Hoffmann.
3.3. Preuve de la proposition 3.2.3. — On admet provisoirement le corollaire 3.2.2. Soit T1
et T deux points de a0. En reprenant les me´thodes d’Arthur (cf. par exemple [5] section 9), on voit
qu’il existe pour tout sous-groupe parabolique standard Q un polynoˆme pQ(T1, ·) de sorte que
JTo (f) =
∑
P0⊂Q⊂G
pQ(T1, T )
∑
o′∈OMQ ,IG
Q
(o′)=o
J
MQ,T1
o′ (fQ)
ou` J
MQ,T1
o′ (fQ) est la distribution qu’on a de´finie en (3.2.2) mais relativement au point T1, au
groupe MQ et a` la fonction fQ ∈ S(mQ(A)) de´finie par
fQ(Y ) =
∫
nQ(A)
∫
K
f(Ad(k−1)(Y + U)) dU
pour Y ∈ mQ(A). La proposition s’en de´duit.
3.4. Preuve du corollaire 3.2.2. — Comme FG(·, T ) est a` support compact sur [G]1, on a
e´videmment ∑
o∈O
∫
[G]1
FG(g, T )
∑
X∈o(F )
|f(Ad(g)−1X)| dg <∞.
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Le corollaire 3.2.2 vaut donc pour T ∈ T+ + a+0 d’apre`s le the´ore`me 3.2.1. On fixe T1 ∈ T+ + a+0 .
Soit T ∈ a0. En reprenant les notations du §3.3 et de [2] section 2 (en particulier la preuve de
l’e´quation (2.3) de ibid.), on voit qu’on a la majoration
∑
o∈O
∫
[G]1
|kTo (f, g)| dg 6
∑
P0⊂Q⊂G
∫
aG
Q
|Γ′Q(H,T − T1)| dH
∑
o′∈OMQ
∫
[MQ]1
|kMQ,T1o′ (fQ,m)| dm
ou` dH est une mesure de Haar sur aGQ, Γ
′
Q(·, T − T1) est une fonction a` support compact sur
aGQ ([2] lemme 2.1) et k
MQ,T1
o′ est l’expression (3.1.1) relative a` MQ. Le majorant est fini puisque
T1 ∈ T+ + a+0 .
3.5. Premie`re re´duction dans la de´monstration du the´ore`me 3.2.1. —
Soit P2 ⊂ P3 des sous-groupes paraboliques standard, g ∈ G(A), o ∈ O et f ∈ S(g(A)). Soit
k2,3,o(f, g) =
∑
P2⊂P⊂P3
εGP · kP,o(f, g)
Arthur a introduit dans [1] lemme 6.1 une fonction caracte´ristique sur a0 note´e σ
3
2 = σ
P3
P2
. Pour
g ∈ G(A), soit
σ32(g, T ) = σ
3
2(HP0 (g)− T ).
On rappellera ses proprie´te´s au fur et a` mesure de nos besoins. Pour le moment, nous allons
montrer que le the´ore`me 3.2.1 est une conse´quence de la proposition suivante.
Proposition 3.5.1. — Soit K une partie compacte de S(g(A)). Soit
P1 ⊂ P2 ( P3
des sous-groupes paraboliques. Pour tout ε > 0, il existe ε′ > 0 et c > 0 tel que pour tout f ∈ K et
tout T ∈ T+ + a+0 tel que
〈α, T 〉 > ε‖T ‖
pour tout α ∈ ∆, on a
∑
o∈O
∫
P1(F )\G(A)1
|F 1(g, T+)F 2(g, T )τ21 (g, T+)σ32(g, T )|k2,3,o(f, g)| dg 6 c · exp−ε
′‖T‖ .
Tout d’abord, des manipulations formelles (cf. pp. 41-43 dans [5]) montre qu’on a pour tout
o ∈ O et T ∈ T+ + a+B
kTo (f, g) =
∑
P2⊂P3
∑
δ∈P2(F )\G(F )
F 2(δg, T )σ32(δg, T )k2,3,o(f, g).
Pour P2 = P3 = G, la contribution est simplement
FG(g, T )
∑
X∈o(F )
f(Ad(g)−1X).
Pour P2 = P3 ( G la contribution correspondante est nulle (car alors σ
3
2 ≡ 0 cf. [1] lemme 6.1).
Pour prouver la majoration (3.2.1), il suffit de la prouver pour toute contribution associe´e comme
ci-dessus a` P2 ( P3. Or, pour P2 ( P3, on a, par le lemme 2.13.1 (appplique´ au point T = T+)∫
[G]1
∑
δ∈P2(F )\G(F )
F 2(δg, T )σ32(δg, T )|k2,3,o(f, g)| dg
=
∑
P0⊂P1⊂P2
∫
P1(F )\G(A)1
F 1(g, T+)τ
2
1 (g, T+)F
2(δg, T )σ32(δg, T )|k2,3,o(f, g)| dg
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On tombe pre´cise´ment sur une somme finie d’expressions qui sont majore´es par la proposition
3.5.1.
3.6. Deuxie`me re´duction dans la de´monstration du the´ore`me 3.2.1. — Dans ce para-
graphe, on va montrer que la proposition 3.5.1 re´sulte de la proposition suivante. Pour P1 ⊂ P3
des sous-groupes paraboliques, soit
(3.6.1) A3,+1 = {a ∈ A∞1 | α(a) > 1 ∀α ∈ ∆31}.
Proposition 3.6.1. — Soit K une partie compacte de S(g(A)),
P1 ⊂ P2 ( P3
des sous-groupes paraboliques et
α ∈ ∆31 −∆21.
Il existe c > 0 tel que pour tout f ∈ K et tout a ∈ A3,+1 ,
exp(〈−2ρ1, H1(a)〉)
∑
o∈O
|k2,3,o(f, a)| 6 c · α(a)−1.
Pour tout o ∈ O, on a, par de´composition d’Iwasawa et nos choix de mesures,∫
P1(F )\G(A)1
F 1(g, T+)τ
2
1 (g, T+)F
2(δg, T )σ32(δg, T )|k2,3,o(f, g)| dg
=
∫
[N1]
∫
[M1]1
∫
AG,∞1
∫
K
exp(〈−2ρ1, H1(a)〉)F 1(m,T+)F 2(nma, T )τ21 (a, T+)σ32(a, T )|k2,3,o(f, nmak)| dg
En utilisant le fait que g 7→ k2,3,o(f, g) et g 7→ F 2(g, T ) sont toutes deux invariantes a` gauche
par N3(A), on majore l’expression ci-dessus par le volume de [N3] multiplie´ par∫
[N31 ]
∫
[M1]1
∫
AG∞1
∫
K
exp(〈−2ρ1, H1(a)〉)F 1(m,T+)F 2(nma, T )τ21 (a, T+)σ32(a, T )|k2,3,o(f, nmak)| dkdadmdn
Lemme 3.6.2. — Soit a ∈ AG,∞1 , n ∈ N31 (A) et m ∈ M1(A)1 et H ∈ aG1 tel que a = exp(H).
Sous les trois conditions suivantes
– F 2(nma, T ) = 1 ;
– σ32(a, T ) = 1 ;
– τ21 (a, T+) = 1,
on a
1. Pour tout α ∈ ∆31 −∆21
〈α,H〉 > 〈α, T 〉
2. Pour tout α ∈ ∆21
〈α,H〉 > 〈α, T+〉
3. soit H =
∑
α∈∆1
Hα̟
∨
α . Pour tout α ∈ ∆31, on a 0 6 Hα et si de plus α ∈ ∆21 on a
0 6 Hα 6
〈̟′α, T 〉
〈̟′α, ̟∨α〉
ou` ̟′α est la projection sur a
2,∗
1 de ̟α.
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De´monstration. — La condition F 2(nma, T ) = 1 implique que pour tout ̟ ∈ ∆ˆ20, on a
〈̟,H0(nma)− T 〉 6 0.
Pour ̟ ∈ ∆ˆ21 ⊂ ∆ˆ20, on a
〈̟,H0(nma)− T 〉 = 〈̟,H0(a)− T 〉
= 〈̟,H − T 〉
d’ou`
(3.6.2) 〈̟,H − T 〉 6 0.
La projection de H − T sur a31 s’e´crit∑
β∈∆32
〈β,H − T 〉̟∨β +
∑
β∈∆21
〈̟β , H − T 〉β∨.
Soit α ∈ ∆31 −∆21 et α¯ la projection de α sur a3,∗2 . On a donc
〈α,H − T 〉 = 〈α¯,H − T 〉̟∨α¯ +
∑
β∈∆21
〈̟β, H − T 〉〈α, β∨〉.
Si σ32(a, T ) = 1 le premier terme est positif (cf. lemme 6.1 de [1]). Les autres termes le sont aussi
en vertu de (3.6.2) et du fait que la famille ∆1 est une base ≪ obtuse ≫ (c’est bien connu, pour
une re´fe´rence agre´able voir [13] lemme 1.2.6). On obtient ainsi l’assertion 1. L’assertion 2 est une
paraphrase de la condition τ21 (a, T+) = 1. On e´crit
H =
∑
α∈∆1
Hα̟
∨
α
autrement dit Hα = 〈α,H〉 pour α ∈ ∆1. Pour α ∈ ∆31, on a Hα > 0 par les assertions 1 et 3 et
la positivite´ de T et T+. Soit α ∈ ∆21 et ̟′α la projection sur a2,∗1 de ̟α. On a
〈̟′α, H〉 =
∑
β∈∆21
Hβ〈̟′α, ̟∨β 〉
Comme pour tout β, γ ∈ ∆21, on a 〈γ,̟∨β 〉 > 0, on a aussi 〈̟γ , ̟∨β 〉 > 0. En particulier 〈̟′α, ̟∨β 〉 >
0. Pour α = β, on a
〈̟′α, ̟∨α〉 = 〈̟α, ̟∨α〉 > 0.
Par l’ine´galite´ (3.6.2), on obtient
Hα〈̟′α, ̟∨α〉 6 〈̟′α, T 〉
ce qui donne la dernie`re condition.

Soit a1(T ) l’ensemble des H ∈ aG1 qui ve´rifie les trois assertions du lemme 3.6.2 et
A1(T ) = exp(a1(T )).
Soit Ω31 et Ω des sous-ensembles compacts de N
3
1 (A) tels que Ω
3
1 s’envoie surjectivement sur
[N31 ] par la projection canonique et pour tout a ∈ A1(T ) on ait a−1Ω31a ⊂ Ω. De tels compacts
existent (cf. la discussion pp. 943-944 de[1]). Soit Ω1 ∈ M1(A)1 un compact tel que la projection
canonique M1(A)
1 → [M1]1 envoie Ω surjectivement sur l’ensemble des m ∈ M1(A)1 tel que
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F 1(m,T+) = 1. On est donc ramene´ a` majorer l’expression (a` des volumes finis pre`s qu’on peut
ne´gliger car inde´pendants de T )∫
A1(T )
exp(〈−2ρ1, H1(a)〉)σ32(a, T ) sup
n∈Ω,m∈Ω1,k∈K
|k2,3,o(f, anmk)| dg
Quitte a` remplacer K par un compact qui contient les fonctions f(Ad(nmk)−1(·)) pour n ∈ Ω,m ∈
Ω1, k ∈ K et f ∈ K, on est re´duit a` majorer∫
A1(T )
exp(〈−2ρ1, H1(a)〉)τ21 (a, T+)σ32(a, T )|k2,3,o(f, a)| da
pour f ∈ K. Comme il re´sulte des de´finitions, on a A1(T ) ⊂ A3,+1 . On est donc en mesure d’utiliser
la proposition 3.6.1 ou plutoˆt l’ine´galite´ suivante qui en est un corollaire imme´diat : il existe c > 0
et e > 0 tels que pour tout a ∈ A3,+1
exp(〈−2ρ1, H1(a)〉)
∑
o∈O
|k2,3,o(f, a)| 6 c ·
∏
α∈∆31−∆
2
1
α(a)−e.
La proposition 3.5.1 re´sulte alors du lemme suivant.
Lemme 3.6.3. — Sous les hypothe`ses de la proposition 3.5.1, pour tous e > 0 et tout ε > 0, il
existe ε′ > 0 et c > 0 tel que pour tout f ∈ K et tout T ∈ T+ + a+0 tel que
〈α, T 〉 > ε‖T ‖
pour tout α ∈ ∆, on a ∫
A1(T )
σ32(a, T )
∏
α∈∆3
1
−∆2
1
α(a)−e da 6 c · exp−ε′‖T‖ .
De´monstration. — On utilise l’isomorphisme ≪ exponentielle ≫ pour identifier la mesure sur
AG1 a` une mesure de Haar sur a
G
1 . Par un changement de variables, il revient au meˆme de majorer
(3.6.3)
∫
a1(T )
σ32(exp(H), T ) exp(−e
∑
α∈∆31−∆
2
1
〈α,H〉) dH.
Soit H = H1 +H2 +H3 avec
H1 =
∑
α∈∆21
Hα̟
∨
α
H2 =
∑
α∈∆31−∆
2
1
Hα̟
∨
α
et
H3 =
∑
α∈∆1−∆31
Hα̟
∨
α .
Supposons de plus H ∈ a1(T ) et σ32(exp(H), T ) = 1. D’apre`s le lemme 3.6.2, les coefficients de H1
sont majore´s par des formes line´aires en T . Comme σ32(exp(H), T ) = 1, on a (cf. [1] lemme 6.1),
on a
〈α,H − T 〉 6 0
pour α ∈ ∆2 −∆32 et
〈̟,H − T 〉 > 0
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pour ̟ ∈ ∆ˆ3. En observant que H3 ∈ aG3 , on voit que H3 est astreint a` rester dans un compact
de aG3 qui de´pend de H1 et H2. En tenant compte du controˆle des coefficients de H1, on voit qu’il
existe un polynoˆme P en T et Hα pour α ∈ ∆31 −∆21 de sorte que pour tout β ∈ ∆1 −∆31 on ait
|Hβ | 6 P (T, (Hα)α∈∆31−∆21).
Ainsi il existe un polynoˆme P tel que l’expression (3.6.3) soit majore´e par∫
|P (T, (Hα)α∈∆31−∆21)|
∏
α∈∆31−∆
2
1
exp(−eHα) dH
ou` l’inte´grale est prise sur les H =
∑
α∈∆31−∆
2
1
Hα̟
∨
α avec Hα > 〈α, T 〉. Il existe c > 0 et k > 0
tel que pour 0 < e′ < e on ait
|P (T, (Hα)α∈∆31−∆21)|
∏
α∈∆31−∆
2
1
exp(−eHα) dH 6 c‖T ‖k
∏
α∈∆31−∆
2
1
exp(−e′Hα)
Par conse´quent (3.6.3) est majore´e par
c‖T ‖k
∏
α∈∆31−∆
2
1
∫ ∞
〈α,T 〉
exp(−e′Hα) dHα = c‖T ‖k
∏
α∈∆31−∆
2
1
(e′)−1 exp(−e′〈α, T 〉).
La proposition 3.5.1 s’en de´duit. 
3.7. Troisie`me re´duction dans la de´monstration du the´ore`me 3.2.1. — Dans ce para-
graphe, on va montrer que la proposition 3.6.1 re´sulte de la proposition 3.7.1 ci-dessous. On fixe
pour toute la suite de la de´monstration du the´ore`me 3.2.1 une racine
α ∈ ∆31 −∆21.
Soit Q le sous-groupe parabolique maximal de G contenant P1 de´fini par la condition
∆Q1 = ∆1 − {α}.
Comme α /∈ Σ21, on a aussi P2 ⊂ Q.
L’application P → P ∩MQ induit une application surjective de l’ensemble des sous-groupes
paraboliques de G compris entre P2 et P3 sur l’ensemble des sous-groupes paraboliques de MQ
compris entre P2∩MQ et P3∩MQ. Soit R un tel sous-groupe parabolique de MQ. Il a exactement
deux ante´ce´dents par l’application pre´ce´dente : l’un, note´ P ′, n’est pas inclus dans Q contrairement
a` l’autre qui est note´ P . On a d’ailleurs P = Q ∩ P ′. Soit
kR,o(f, g) = ε
G
P ′kP ′,o(f, g) + ε
G
P kP ′,o(f, g).
On a alors
k2,3,o(f, g) =
∑
R
kR,o(f, g)
ou` la somme porte sur les sous-groupes paraboliques R de MQ compris entre P2∩MQ et P3∩MQ.
La proposition 3.6.1 re´sulte alors de la proposition ci-dessous.
Proposition 3.7.1. — Soit K une partie compacte de S(g(A)) et R un sous-groupe parabolique de
MQ compris entre P2 ∩MQ et P3 ∩MQ. Il existe c > 0 tel que pour tout f ∈ K et tout a ∈ A3,+1 ,
exp(〈−2ρ1, H1(a)〉)
∑
o∈O
|kR,o(f, a)| 6 c · α(a)−1.
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3.8. De´monstration de la proposition 3.7.1. — On utilise les notations du §3.7 et les
hypothe`ses de la proposition 3.7.1.
Soit
nP
′
P = mP ′ ∩ nP
et
n¯P
′
P = mP ′ ∩ n¯P .
On a
mP ′ = n¯
P ′
P ⊕mP ⊕ nP
′
P
et
nP = n
P ′
P ⊕ nP ′ .
Soit
k˜P ′,o(f, g) = ε
G
P ′
∑
X∈(mP⊕nP
′
P )(F )
∑
Y ∈n¯P
′
P (F )−{0}
ξP ′,o(X + Y )
∫
nP ′(A)
f(Ad(g)−1(X + Y + U) dU.
k˜P,o(f, g) = −εGP
∑
X∈mP (F )
ξP,o(X)
∑
Z∈n¯P
′
P
(F )−{0}
∫
nP (A)
f(Ad(g)−1(X + U))ψ(〈Z,U〉) dU.
et
k˜R,o(f, g) =
∑
X∈(mP⊕nP
′
P )(F )
(εGP ′ · ξP ′,o(X) + εGP · ξP,o(X))
∫
nP ′(A)
f(Ad(g)−1(X + V )) dV.
Lemme 3.8.1. — On a
kR,o(f, g) = k˜P ′,o(f, g) + k˜P,o(f, g) + k˜R,o(f, g).
De´monstration. — Par de´finition, on a
kR,o(f, g) = ε
G
P ′ · kP ′,o(f, g) + εGP · kP,o(f, g).
On a
εGP ′ · kP ′,o(f, g) = k˜P ′,o(f, g) +
∑
X∈(mP⊕nP
′
P
)(F )
εGP ′ · ξP ′,o(X)
∫
nP ′(A)
f(Ad(g)−1(X + V )) dV.
Il s’agit donc de voir qu’on a
εGP · kP,o(f, g) = k˜P,o(f, g) +
∑
X∈(mP⊕nP
′
P
)(F )
εGP · ξP,o(X)
∫
nP ′ (A)
f(Ad(g)−1(X + V )) dV.
Cette e´galite´ re´sulte imme´diatement de la formule sommatoire de Poisson ci-dessous, relative
a` la somme rationnelle sur nP
′
P (F ) et valable pour tout X ∈ mP (F )∑
Y ∈nP
′
P (F )
∫
nP ′(A)
f(Ad(g)−1(X + Y + V )) dV =(3.8.1)
∑
Z∈n¯P
′
P (F )
∫
nP (A)
f(Ad(g)−1(X + U))ψ(〈Z,U〉) dU.
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Le lemme 3.8.1 implique que la proposition 3.7.1 re´sulte des trois lemmes ci-dessous dont les
preuves se trouvent respectivement aux paragraphes 3.10, 3.11 et 3.12.
Lemme 3.8.2. — Pour tout k ∈ N∗, il existe c > 0 tel que pour tout f ∈ K et tout a ∈ A3,+1 on
ait
exp(〈−2ρ1, H1(a)〉)
∑
o∈O
|k˜P ′,o(f, a)| 6 c · α(a)−k.
Lemme 3.8.3. — Pour tout k ∈ N∗, il existe c > 0 tel que pour tout f ∈ K et tout a ∈ A3,+1 on
ait
exp(〈−2ρ1, H1(a)〉)
∑
o∈O
|k˜P,o(f, a)| 6 c · α(a)−k.
Lemme 3.8.4. — Il existe c > 0 tel que pour tout f ∈ K et tout a ∈ A3,+1
exp(〈−2ρ1, H1(a)〉)
∑
o∈O
|k˜R,o(f, a)| 6 c · α(a)−1
3.9. On va utiliser dans la suite le lemme e´le´mentaire suivant.
Lemme 3.9.1. — L’action par homothe´tie de Gm sur G
n
a induit une action de A
× sur An donc
une action de
R× →֒ (F ⊗Q R)× →֒ A×
sur An.
Il existe une constante N et c > 0 tel que pour tout
Soit f ∈ S(An). Pour tout k ∈ N, il existe c > 0 tel que pour tout a > 1, on ait les assertions
suivantes
1. ∑
X∈Fn
f(aX) 6 c ;
2. ∑
X∈Fn−{0}
f(aX) 6 c · a−k ;
3. ∑
X∈Fn
a−nf(a−1X) 6 c.
De´monstration. — Les deux premie`res assertions sont e´videntes. Quant a` la troisie`me, on a par
la formule de Poisson ∑
X∈Fn
a−nf(a−1X) =
∑
X∈Fn
fˆ(aX)
et l’on est ramene´ a` la premie`re assertion. 
3.10. Preuve du lemme 3.8.2. — On de´compose g en espace propre sous l’action de A1
g = m1 ⊕ (⊕β∈ΣG1 gβ).
Pour β ∈ ΣG1 , on pose
dβ = dimF (gβ).
15
On a dβ > 1. Tout X ∈ g s’e´crit X = X1 +
∑
α∈Σg1
Xβ conforme´ment a` cette de´composition. On
de´duit de [16] lemme 5 que pour tout f dans K, il existe des fonctions positives φ1 ∈ S(g1(A)) et
φβ ∈ S(gβ(A)) pour tout β ∈ ΣG1 de sorte que pour tout X ∈ g(A) on ait
|f(X)| 6 φ1(X1)
∏
β∈ΣG1
φβ(Xβ).
L’expression
exp(〈−2ρ1, H1(a)〉)
∑
o∈O
|k˜P ′,o(f, g)|
est donc majore´e par le produit des expressions suivantes
(3.10.1)
∏
β∈Σ
N
P ′
1
∫
gβ(A)
φβ(Uβ) dUβ
(3.10.2)
∏
β∈Σ
M
P ′
1 ∩Σ
N1
1
β(a)−dβ
∑
Xβ∈gβ(F )
φβ(β(a)
−1Xβ)
(3.10.3)
∑
X1∈m1(F )
φ1(X1)
(3.10.4)
∏
β∈Σ
MP
1 ∩Σ
N¯1
1
∑
Xβ∈gβ(F )
φβ(β(a)
−1Xβ)
(3.10.5)
∑
Y ∈n¯P
′
P
(F )−{0}
∏
β∈Σ
NP
1 ∩Σ
M
P ′
1
φ−β(β(a)X−β).
Les expressions (3.10.1) et (3.10.3) sont e´videmment finies et inde´pendantes de a. L’expression
(3.10.2) est majore´e inde´pendamment de a (cf. lemme 3.9.1 assertion 3) de meˆme que l’expression
(3.10.4) (cf. lemme 3.9.1 assertion 1). L’expression (3.10.5) est majore´e par la somme sur γ ∈
ΣNP1 ∩ ΣMP ′1 du produit de
(3.10.6)
∑
X∈g−γ(F )−{0}
φ−γ(γ(a)X)
et
(3.10.7)
∏
β∈Σ
NP
1 ∩Σ
M
P ′
1 −{γ}
∑
Xβ∈g−β(F )
φ−β(β(a)Xβ)
L’expression (3.10.7) est majore´e inde´pendamment de a (encore une fois par le lemme 3.9.1 as-
sertion 1). En utilisant l’assertion 2 du lemme 3.9.1, on majore l’expression (3.10.6) par γ(a)−k pour
tout entier k > 1. Comme γ ∈ ΣMP ′1 , il existe des entiers nβ > 0 de sorte que γ =
∑
β∈∆P
′
1
nββ.
Comme, de plus, γ ∈ ΣNP , on a nα > 1. En utilisant le fait que a ∈ A3,+1 et que ∆P
′
1 ⊂ ∆31, il
vient
γ(a)−k 6 α(a)−k
et cela conclut.
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3.11. Preuve du lemme 3.8.3. — Comme dans le paragraphe 3.10 ci-dessus, il existe des
fonctions positives φ ∈ S(mP (A)) et φ′ ∈ S(n¯P ′P (A)) et φ′′ ∈ S(nP ′ (A)) telles que pour tout f ∈ K,
tout X ∈ mP (A), V ∈ nP ′(A) et tout Z ∈ n¯P ′P (A) on ait
|
∫
nP
′
P
(A)
f(X + U + V )ψ(〈Z,U〉) dU | 6 φ(X) · φ′(Z) · φ′′(V ).
On en de´duit (la premie`re majoration utilise un changement de variable e´vident)
exp(〈−2ρ1, H1(a)〉)
∑
o∈O
|k˜P,o(f, a)|
6
∑
X∈mP (F )
∑
Z∈n¯P
′
P (F )−{0}
|(
∏
β∈Σ
MP∩N1
1
β(a)−dβ )
∫
nP (A)
f(Ad(a)−1(X) + U))ψ(〈Ad(a)−1Z,U〉) dU.
6 [
∑
X∈mP (F )
(
∏
β∈Σ
MP∩N1
1
β(a)−dβ )φ(Ad(a)−1X)] · [
∑
Z∈n¯P
′
P
(F )−{0}
φ′(Ad(a)−1Z)] ·
∫
n
Q
P (A)
φ′′(V ) dV
En proce´dant comme dans le paragraphe pre´ce´dent, on voit que le premier facteur est borne´
inde´pendamment de a et que le second peut se majorer par l’expression (3.10.5) pour des fonctions
positives φβ bien choisies. Comme pre´ce´demment, on arrive a` la majoration cherche´e.
3.12. Preuve du lemme 3.8.4. — On reprend les notations du §3.7. Comme pre´ce´demment, il
existe des fonctions positives φ1 ∈ S(mP (A)), φ2 ∈ S(nP ′P (A)), φ3 ∈ S(nP ′(A)) de sorte que pour
tout f ∈ K et pour tous X ∈ mP (A), Y ∈ (nP ′P (A) et U ∈ nP ′(A) on ait
|f(X + Y + U)| 6 φ1(X)φ2(Y )φ3(U)
Il s’ensuit que
exp(〈−2ρ1, H1(a)〉)|k(3)R,o(f, a)|
se majore par le produit de ∫
nP ′ (A)
φ3(U) dU
par la double somme
(3.12.1) (
∏
β∈Σ
MP∩N1
1
β(a)−dβ )
∑
X∈mP (F )
φ1(Ad(a)
−1X)×
(3.12.2)
∑
Y ∈nP
′
P
(F )
|(εGP ′ · ξP ′,o(X + Y ) + εGP · ξP,o(X))|(
∏
β∈Σ
M
P ′
∩NP
1
β(a)−dβ )φ2(Ad(a)
−1Y )
Lemme 3.12.1. — Soit X ∈ mP et Y ∈ nP ′P . Si X + Y ∈ IP
′
P (X) alors pour toute orbite o
|εGP ′ · ξP ′,o(X + Y ) + εGP · ξP,o(X)| = 0.
De´monstration. — Observons que si X +Y ∈ IP ′P (X) alors on a, par transitivite´ de l’induction
d’orbites,
IGP ′(X + Y ) = I
G
P ′(I
P ′
P (X)) = I
G
P (X).
Il s’ensuit qu’on a
ξP,o(X) = ξP ′,o(X + Y ).
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Cela conclut car on a toujours
|εGP ′ · ξP ′,o(X + Y ) + εGP · ξP,o(X)| = |ξP ′,o(X + Y )− ξP,o(X)|.

On peut donc majorer (3.12.2) par
(3.12.3)
∑
{Y ∈nP
′
P (F )|X+Y /∈I
P ′
P (X)}
(ξP ′,o(X + Y ) + ξP,o(X))(
∏
β∈Σ
M
P ′
∩NP
1
β(a)−dβ )φ2(Ad(a)
−1Y ).
Sommant l’expression (3.12.3) sur o ∈ O, on obtient
(3.12.4) 2
∑
{Y ∈nP
′
P
(F )|X+Y /∈IP
′
P
(X)}
(
∏
β∈Σ
M
P ′
∩NP
1
β(a)−dβ )φ2(Ad(a)
−1Y ).
D’apre`s le lemme 2.9.1, il existe une famille finie de polynoˆmes (Φi)i∈I non tous nuls qui
de´pendent de X ∈ mP mais dont le degre´ total de chaque polynoˆme est borne´ inde´pendamment
de X telle que pour tout Y ∈ nP ′P on a
X + Y /∈ IP ′P (X)
si et seulement si pour tout i ∈ I on a Φi(Y ) = 0. En raisonnant comme dans la preuve de
la proposition 5.3.1 de [9], on de´montre qu’il existe une constante c > 0 telle que pour tout
X ∈ mP (F ) et tout a ∈ A3,+1 on ait∑
{Y ∈nP
′
P
(F )|X+Y /∈IP
′
P
(X)}
(
∏
β∈Σ
M
P ′
∩NP
1
β(a)−dβ )φ2(Ad(a)
−1Y ) 6 c · α(a)−1.
On en de´duit qu’il existe une constante c > 0 telle que pour tout a ∈ A3,+1 la somme
exp(〈−2ρ1, H1(a)〉)
∑
o∈O
|k(3)R,o(f, a)|
soit majore´e par le produit de cα(a)−1 par
(
∏
β∈Σ
MP∩N1
1
β(a)−dβ )
∑
X∈mP (F )
φ1(Ad(a)
−1X).
Comme pre´ce´demment, on montre que cette dernie`re expression est borne´e inde´pendamment de
a ∈ A3,+1 . Le lemme en re´sulte.
4 Inte´grales orbitales nilpotentes re´gularise´es
4.1. Notations — Soit n ∈ N∗ et G = GL(n). Soit T le sous-tore maximal de G forme´ des
matrices diagonales. Soit B ⊂ G le sous-groupe de Borel des matrices triangulaires supe´rieures
et NB son radical unipotent. Les notations sont celles de la section 2 a` ceci pre`s : les groupes T
et B joueront le roˆle des groupes M0 et P0. On re´serve ces deux dernie`res lettres pour d’autres
objets. Soit P un sous-groupe parabolique contenant B. On note a∗P,C = a
∗
P ⊗R C. On de´finit de
meˆme aG,∗P,C etc. Soit a
G,+
P,C l’ouvert des λ ∈ aG,∗P,C qui ve´rifient ℜ(〈λ, α∨〉) > 0 pour tout α ∈ ∆P .
Soit B ⊂ P0 ⊂ P des sous-groupes paraboliques. On a une de´composition aG,∗0,C = aP,∗0,C ⊕ aG,∗P,C de
sorte que tout λ ∈ aG,∗0,C s’e´crit λP + λP selon cette de´composition.
4.2. Normalisation de mesures. — Pour toute place v de F , on munit le corps comple´te´ Fv
de la mesure de Haar de´termine´e de la manie`re suivante :
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– si v est re´elle, Fv = R est muni de la mesure de Lebesgue usuelle ;
– si v est archime´dienne non re´elle , Fv = C de la mesure 2dxdy ;
– si v est non-archme´dienne, la mesure est celle qui donne le volume N(Dv)−1/2 a` l’anneau
des entiers Ov de Fv (ou` N(Dv) est la norme de la diffe´rente).
Soit ui,j les coordonne´es ≪ standard ≫ sur NB. On en de´duit la forme volume invariante ∧ui,j
ce qui, avec les choix pre´ce´dents, permet de munir NB(A) et chaque NB(Fv) d’une mesure de
Haar. On a alors vol(NB(Ov)) = 1 pour presque tout v et
vol(NB(A)/NB(F )) = 1.
Par le meˆme proce´de´, on munit g(A) et chaque g(Fv) d’une mesure de Haar. On a aussi vol(g(Ov)) =
1 pour presque tout v et vol(g(F )\g(A)) = 1.
Soit (ti)16i6n les coordonne´es ≪ standard ≫ sur T . On en de´duit la forme volume invariante
dt1
t1
∧ . . .∧ dtntn . Cela permet de munir T (Fv) d’une mesure de Haar pour toute place archime´dienne
de F . En une place non-archime´dienne v, on normalise la mesure de Haar sur T (Fv) par
vol(T (Ov)) = N(Dv)−n/2.
Cela munit T (AF ) d’une mesure de Haar. Le morphisme HB : T (A) → aT induit une une suite
exacte
(4.2.1) 1→ T (A)1 → T (A)→ aT → 1.
Au moyen des coordonne´es usuelles sur GL(n), on identifie aT a` R
n sur lequel on dispose du
produit scalaire usuel. L’espace aT et tous ses sous-espaces sont munis de la mesure de Haar
euclidienne. On munit T (A)1 de la mesure qui induit sur le quotient T (A)1\T (A) la mesure choisie
sur aT .
Soit K =
∏
Kv le sous-groupe compact maximal de GL(n,AF ) de´fini par Kn,v = O(n,R) pour
une pace re´elle, Kn,v = U(n,C) pour une place complexe et Kn,v = GL(n,Ov) pour une place
non-archime´dienne. On met sur K la mesure de Haar qui est le produit des mesures de Haar qui
donnent le volume 1 a` chaque Kv.
On munit G(A) de la mesure de Haar qui satisfait pour toute f ∈ C∞c (G(A))∫
G(A)
f(g) dg =
∫
T (A)
∫
Nn(A)
∫
K
f(tnk) dtdndk.
Le morphisme HG induit une suite exacte
1→ G(A)1 → G(A)→ aG → 1.
et on met sur G(A)1 la mesure qui redonne la mesure euclidienne sur aG. Cette suite exacte se
restreint en une suite exacte
1→ T (A) ∩G(A)1 → T (A)→ aG → 1
et on munit T (A) ∩ G(A)1 de la mesure qui redonne encore la meˆme mesure sur le quotient aG.
On a alors pour toute f ∈ C∞c (G(A)1)∫
G(A)1
f(g) dg =
∫
T (A)∩G(A)1
∫
N(A)
∫
K
f(tnk) dtdndk.
Les quotients [G] et [G]1 sont munies des mesures quotients des mesures pre´ce´dentes par la mesure
de comptage sur G(F ).
4.3. Fonctions ξ. — Soit N = [F : Q] le degre´ de F sur Q et dF le discriminant de F . Soit
1 = ⊗v1v ∈ S(A) la fonction de´finie place par place ainsi :
– 1v(x) = d
1/2N
F exp(−πd1/NF x2) pour v re´elle
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– 1v(x) = d
1/N
F exp(−2πd1/NF |x|2) pour v complexe
– 1v = N(Dv)−1/21D−1v pour v non-archime´dienne ou` 1D−1v est la fonction caracte´ristique de
la diffe´rente inverse.
On ve´rifie que pour toute place v ∫
Fv
1v(x) dx = 1.
Soit
ξv(s) =
∫
F×v
1v(x)|x|s dx×.
C’est une inte´grale convergente pour ℜ(s) > 0, holomorphe en s, qui se prolonge analytiquement
au plan complexe en une fonction encore´ note´ ξv. Soit
ξ(s) =
∫
A×
1(x)|x|s dx×.
C’est une inte´grale convergente pour ℜ(s) > 1, holomorphe en s, qui se prolonge analytiquement
au plan complexe en une fonction encore´ note´ ξ. Pour ℜ(s) > 1, on a la formule du produit
ξ(s) =
∏
v
ξv(s).
4.4. Fonctions Zn. — Pour toute place v de F , on introduit la fonction 1g,v = 1gl(n),v ∈
S(g(Fv) qui est de´fini par 1g,v(X) =
∏
16i,j6n 1v(Xi,j) ou` Xi,j sont les coordonne´es de X dans la
base canonique. Plus ge´ne´ralement, on de´finit pour un ensemble quelconque de places, 1g,S(g) =
⊗v∈S1g,S ∈ S(g(AS)) et 1Sg (g) = ⊗v/∈S1Sg ∈ S(g(AS)). Lorsque S est vide, on note simplement
1g(g) = 1
S
g (g). Soit s ∈ C et
Zn(s) =
∫
GL(n,A)
1gl(n)(g)| det(g)|sdg.
On montre que cette inte´grale converge absolument pour ℜ(s) > n et que sur l’ouvert de´fini par
ℜ(s) > 0 on a
Zn(s+ n) = ξ(s+ 1)ξ(s+ 2) . . . ξ(s+ n).
ce qui donne ipso facto le prolongement me´romorphe de Zn(s) a` C. On introduit aussi la fonction
(4.4.1) Z˜n(s) = (s− n)Zn(s).
Alors Z˜n(s + n) est holomorphe pour ℜ(s) > −1. Pour S un ensemble de places, on utilisera les
variantes locales
Zn,S(s) =
∫
GL(n,AS)
1gl(n),S(g)| det(g)|sdg.
et ZSn (s) =
Zn(s)
Zn,S(s)
. Notons que si S est fini, les fonctions Zn,S(s+ n) et
(4.4.2) Z˜Sn (s+ n) = sZ
S
n (s+ n).
sont holomorphes pour ℜ(s) > −1.
Avec nos choix de mesure, on a la formule simple suivante.
(4.4.3) vol([G]1) = vol(aGT /Z(∆
∨)) · Z˜n(n),
ou`
(4.4.4) vol(aGT /Z(∆
∨)) =
√
n.
On utilisera aussi le lemme suivant.
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Lemme 4.4.1. — Soit S un ensemble fini de places et f ∈ S(gl(d,AS)r). Soit
Z(s1, . . . , sr, f) =
∫
GL(d,AS)r
f(g1, . . . , gr)
r∏
i=1
| det(gi)|d+s dg
1. L’inte´grale converge absolument pour ℜ(si) > −1.
2. Elle se prolonge en une fonction me´romorphe sur Cr.
3. Soit 1 = 1⊗r
gl(d),S et I ⊂ {1, . . . , r}. Soit HI l’hyperplan de Cr de´fini par si = 0 pour tout
i ∈ I. Alors pour tout s = (s1, . . . , sr) dans un ouvert de HI , on a
Z(s1, . . . , sr, f) = Z(s1, . . . , sr,1)
Z((si)i/∈I , fI)
Z((si)i/∈I ,1I)
ou`
fI((Ai)i/∈I) =
∫
gl(d)(AS)I
f(g1, . . . , gr) dAI
ou` dAI est la mesure additive sur gl(d)(AS)
I .
De´monstration. — Pour l’assertion 1, en majorant f par un produit, on voit qu’il suffit de
traiter le cas r = 1 qui est bien connu (cf. [10] Chap.I prop. 1.1). L’assertion 2 se de´duit aussi des
me´thodes de ibid. : on utilise la de´composition d’Iwasawa pour se ramener au cas d = 1, qui se
traite comme dans la the`se de Tate. Il reste a` traiter le point 3. La seule observation a` faire est
qu’il existe une constante cS > 0 telle que
dg = cS | det(g)|−ddag
ou` dg est la mesure ≪ multiplicative ≪ sur GL(d,AS) et celle, ≫additive ≫, sur gl(d,AS). Ainsi on
a dans le cas r = 1
Z(s = 0, f) = cS
∫
gl(d)(AS)
f(A) dA.
L’assertion 3 s’en de´duit imme´diatement.

4.5. Sous-groupe parabolique P0. — Soit r et d des entiers > 1. Soit n = rd et G = GL(n)
avec n ∈ N∗. Soit P0 le sous-groupe parabolique standard de G dont le facteur de Levi standard
est isomorphe a` GL(d)r.
Soit P un sous-groupe parabolique de G contenant P0. Il existe un entier k > 1 et des entiers
ni > 1 pour 1 6 i 6 k de sorte que r =
∑k
i=1 ri et P soit forme´ des matrices triangulaires
supe´rieures par blocs de la forme 

A1 ∗ ∗
. . . ∗
Ak


avec Ai ∈ GL(rid) (les entre´es omise sont des ze´ros).
Pour 1 6 i 6 k, soit
Xrid =


0 Id 0 0
0
. . . 0
. . . Id
0

 .
ou` Id de´signe la matrice identite´ de taille d. Le centralisateur de Xrid dans GLrid est le sous-groupe
forme´ des matrices
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(4.5.1)


A1 A2 . . . Ar
A1
. . .
...
A1 A2
A1

 .
avec A1 ∈ GL(d) et Ai ∈ gl(d) pour 2 6 i 6 k. Soit P = MN la de´composition de Levi standard
de P et
XP =


Xr1d
. . .
Xrkd

 ∈ m
Lorsque P = G, on note simplement X = XG. Soit MX le centralisateur de XP dans M . On a
MXP ⊂ P0. Soit
PX =MXPNP .
C’est un sous-groupe de P0. C’est encore le centralisateur dans P de la classe de X + n ∈ p/n.
Le groupe GL(d)k se plonge dans MX (chaque facteur GL(d) se plonge diagonalement dans
GL(rid) pour 1 6 i 6 k) et forme un facteur de Levi LX deMX . On munit LX(A) de la mesure de
Haar donne´e par la mesure de Haar sur chaque GL(d,A) (normalise´e comme au §4.2). Le radical
unipotent note´ NX(A) est e´galement muni de la mesure de Haar normalise´e par vol([NX ]) = 1.
On en de´duit une mesure de Haar ≪ produit ≫ sur le groupe unimodulaireMX(A). On a des suites
exactes induites respectivement par HG et HP
(4.5.2) 1→MX(A) ∩G(A)1 →MX(A)→ aG → 1.
et
(4.5.3) 1→MX(A)1 →MX(A) ∩G(A)1 → aGP → 1.
On munit MX(A) ∩ G(A)1 et MX(A)1 des mesures qui redonnent sur les quotients la mesure
euclidienne fixe´e. On observera qu’on a GX(A) ∩ G(A)1 = GX(A)1. On aura besoin du calcul
suivant ; on rappelle qu’on note [MX ]
1 =MX(F )\MX(A)1.
Lemme 4.5.1. — On a
vol([MX ]
1) = (dZ˜d(d))
|∆GP |+1 vol(aMT /Z(∆
M,∨))−1
De´monstration. — Par nos choix de mesures, on a
vol([MX ]
1) = vol([LX ]
1)
ou` le facteur de Levi LX(A)
1 est muni de la mesure de Haar qui donne sur le quotient LX(A)
1\LX(A)
la mesure qu’on obtient en identifiant ce dernier a` aGP via HP . Le groupe LX est isomorphe a` un
produit de groupes GL(d) indexe´s par les ≪ blocs ≫ de M . En raisonnant bloc par bloc, on est
ramene´ a` traiter le cas M = G. Le volume cherche´ est alors
vol([GLd]
1) =
√
d · Z˜d(d).
multiplie´ par l’inverse du rapport des normes
‖(1, . . . , 1)‖Rn
‖(1, . . . , 1)‖Rd
=
√
n
d
.
d’ou`
vol([GX ]
1) =
d√
n
Z˜d(d) = dZ˜d(d) vol(a
G
T /Z(∆
∨))−1
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si l’on tient compte de (4.4.4). 
4.6. Polynoˆmes θ et θˆ. — Suivant Arthur ([2] p.15), on de´finit des polynoˆmes de la variable
λ ∈ aP0 pour tout P0 ⊂ P
θˆP0 (λ) = vol(a
P
0 /Z(∆ˆ
P,∨
0 ))
−1
∏
̟∨∈∆ˆ∨0
〈λ,̟∨〉
et
θP (λ) = vol(a
G
P /Z(∆
∨
P ))
−1
∏
α∈∆P
〈λ, α∨〉.
4.7. Inte´grale orbitales re´gularise´es. — Soit f ∈ S(g(A). Soit P ⊃ P0 de de´composition de
Levi P =MN . Pour tout λ ∈ aG,+P0,C, on pose
JP,X(f, λ) =
∫
MX(F )N(F )\G(A)1
exp(−〈λ,H0(g)〉) · τˆP (g)
∫
nP (A)
f(Ad(g−1)(XP + U) dU dg
lorsque l’inte´grale converge absolument.
The´ore`me 4.7.1. —
1. Pour tout λ ∈ aG,+P0,C, l’inte´grale qui de´finit JP,X(f, λ) converge absolument et de´finit une
fonction holomorphe de λ.
2. Cette fonction se prolonge en une fonction me´romorphe sur aG,∗P0,C, encore note´e JP,X(f, λ).
3. La fonction
J˜G,X(f, λ) = θˆ
G
0 (λ)JG,X(f, λ)
est holomorphe sur l’ouvert de´fini par ℜ(〈λ,̟∨〉) > −1 pour tout ̟∨ ∈ ∆ˆ∨0 .
4. On a
J˜G,X(f, λ
P ) = θˆP0 (λ)JP,X(f, λ)θP (λ).
Dans le cas de la fonction particulie`re f = 1g, on peut expliciter les inte´grales JP,X(f, λ).
Proposition 4.7.2. — On a
1.
JP,X(1g, λ) = vol([MX ]
1)θP (λ)
−1
∏
α∈∆P0
Zd(d+
1
d
〈λP , ̟∨α〉).
2.
J˜G,X(1g, λ) = d
|∆G0 | vol(aG0 /Z(∆ˆ
G,∨
0 ))
−1 · vol([GX ]1) ·
∏
α∈∆G0
Z˜d(d+
1
d
〈λ,̟∨α〉).
La preuve du the´ore`me 4.7.1 et de la proposition 4.7.2 occupent le reste de cette section.
4.8. Preuve de l’assertion 1 du the´ore`me 4.7.1 — On commence par faire une se´rie de
manipulations formelles qu’on justifiera ensuite. Soit
fP (Y ) =
∫
K
∫
nP (A)
f(Ad(k−1)(Y + U)) dU.
Par de´composition d’Iwasawa, on a
JP,X(f, λ) =
∫
MX (F )\M(A)∩G(A)1
exp(−〈λ,H0(m)〉) · τˆP (HP (m))fP (Ad(m)−1(XP )) dm.
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On commence par calculer pour m ∈M(A) ∩G(A)1 l’inte´grale∫
MX (F )\MX (A)∩G(A)1
exp(−〈λ,H0(hm)〉) · τˆP (HP (hm)) dh.
Observons qu’on a MX ⊂ M ∩ P0 et donc H0(hm) = H0(h) +H(m). En utilisant la suite exacte
(4.5.3), on voit que l’inte´grale s’e´crit encore
exp(−〈λ,H0(m)〉) vol([MX ]1)
∫
aG
P
exp(−〈λ,H)〉) · τˆP (H +HP (m)) dH.
Un calcul usuel montre que cette inte´grale converge pour ℜ(〈λ, α∨〉) > 0 pour tout α ∈ ∆P et
qu’elle vaut sur cet ouvert
exp(−〈λP , H0(m)〉) vol([MX ]1)θP (λ)−1.
On voit donc qu’il suffit de prouver la convergence absolue de l’inte´grale
(4.8.1)
∫
MX(A)\M(A)
exp(−〈λP , H0(m)〉)fP (Ad(m)−1XP ) dm.
On utilise la de´composition d’Iwasawa de M(A) :
M(AAA) = NP0 (A)M0(A)KM
avec NP0 = N0 ∩M et KM = K ∩M(A). On a une de´composition de Levi pour MX(A)
MX(A) = N
P
0,XP (A)M0,XP (A)
ou` l’ajout de l’indice XP signifie qu’on prend le centralisateur. En observant que la fonction fP est
K ∩M(A)-invariante par adjonction et en tenant compte de vol(KM ) = 1, on voit que l’inte´grale
(4.8.1) s’e´crit
(4.8.2)∫
M0,XP (A)\M0(A)
exp(−〈λP + 2ρP0 , H0(m)〉)
∫
NP
0,XP
(A)\NP0 (A)
fP (Ad(m)
−1Ad(n)−1XP ) dndm.
Soit nP,der0 = [n
P
0 , n
P
0 ]. L’application N
P
0,XP
\N00 → nP,der0 donne´e par n 7→ Ad(n−1)XP −XP est un
isomorphisme qui induit une bijection au niveau des ensembles ade´liques qui pre´servent la mesure
(cf. [8] lemme 7.3.3). Ainsi on voit que (4.8.2) est e´gale a`
(4.8.3)
∫
M0,XP (A)\M0(A)
exp(−〈λP + 2ρP0 , H0(m)〉)
∫
n
P,der
0 (A)
fP (Ad(m)
−1(XP + U)) dUdm.
On a un supple´mentaire naturel de nP,der0 dans n
P
0 qui est stable par l’action adjointe de M0 a`
savoir la somme des espaces poids
n˜P0 = ⊕α∈∆P0 nα.
Chaque espace nα s’identifie naturellement a` gl(d). Soit
ι : gl(d)∆
P
0 → n˜P0 .
l’isomorphisme qui s’en de´duit. On a XP ∈ nP,der0 . L’application m 7→ ι−1(Ad(m−1)XP ) identifie
le quotient M0,XP (A)\M0(A) a` GL(d,A)∆
P
0 et cette identification est compatible au mesure. Si
l’on fait dans (4.8.3) le changement de variable U 7→ Ad(m)−1U et cette identification, on obtient
que l’inte´grale (4.8.3) est e´gale a`∫
GL(d,A)∆
P
0
f˜P (ι((gα)α∈∆P
0
)
∏
α∈∆P0
| det(gα)|d+ 1d 〈λ
P ,̟∨α〉dgα
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ou` l’on a de´fini la fonction f˜P ∈ S(gl(d)(A)∆P0 ) par
f˜P (Y ) =
∫
n
P,der
0 (A)
fP (ι(Y ) + U) dU
On peut trouver des fonctions φα ∈ S(gl(d)(A)) telles que
f˜P (ι((gα)α∈∆P0 )) 6
∏
α∈∆P0
φα(gα).
La convergence voulue se de´duit de celle de chaque inte´grale∫
GL(d,A)
φα(g)| det(g)|s+ddg
pour ℜ(s) > 0. Cette convergence se voit aise´ment par une de´composition d’Iwasawa qui rame`ne
l’inte´grale en une inte´grale sur le tore diagonal. On montre e´galement que la convergence est
uniforme pour s dans un compact inclus dans ℜ(s) > 0. On en de´duit l’assertion 1 du the´ore`me
4.7.1.
4.9. Preuve de la proposition 4.7.2 et preuve du 4.7.1 pour la fonction 1g. — Avec les
notations du paragraphe pre´ce´dent, on a (1g)P = 1m. De meˆme, on a (1˜g)P = ⊗α∈∆P0 1gl(d). En
reprenant les calculs pre´ce´dents, on arrive a`
JP,X(1g, λ) = vol([MX ]
1)θP (λ)
−1
∏
α∈∆P0
Zd(d+
1
d
〈λP , ̟∨α〉).
Cela donne l’assertion 1 de la proposition 4.7.2 mais aussi l’assertion 2 (le prolongement me´romorphe)
pour cette fonction particulie`re. On a donc
J˜G,X(1g, λ) = d
|∆G0 | vol(aG0 /Z(∆ˆ
G,∨
0 ))
−1 · vol([GX ]1) ·
∏
α∈∆G0
Z˜d(d+
1
d
〈λ,̟∨α〉)
qui est bien holomorphe pour λ tel que ℜ(〈λP , ̟∨α〉) > −d pour tout α ∈ ∆P0 . On a alors
J˜G,X(1g, λ
P ) = d|∆
G
0 | vol(aG0 /Z(∆ˆ
G,∨
0 ))
−1 · vol([GX ]1) · Z˜d(d)|∆P |
∏
α∈∆P0
Z˜d(d+
1
d
〈λP , ̟∨α〉)
= d|∆P |
vol(aP0 /Z(∆ˆ
P,∨
0 ))
vol(aG0 /Z(∆ˆ
G,∨
0 ))
· vol([GX ]
1)
vol([MX ]1)
· Z˜d(d)|∆P | · θˆP0 (λ)JP,X(1g, λ)θP (λ)
Lemme 4.9.1. —On a
vol(aP0 /Z(∆ˆ
P,∨
0 ))
vol(aG0 /Z(∆ˆ
G,∨
0 ))
· vol([GX ]
1)
vol([MX ]1)
· (dZ˜d(d))|∆P | = 1.
De´monstration. — Par nos choix de mesures, on a
vol(aPT /Z(∆ˆ
P,∨
B )) · vol(aPT /Z(∆P,∨B )) = 1.
En utilisant les suites exactes pour P et P = G
0→ aP0T → aPT → aPP0 → 0
on a
vol(aP0 /Z(∆ˆ
P,∨
0 ))
vol(aG0 /Z(∆ˆ
G,∨
0 ))
=
vol(aPT /Z(∆ˆ
P,∨
B ))
vol(aGT /Z(∆ˆ
G,∨
B ))
=
vol(aGT /Z(∆
G,∨
B ))
vol(aPT /Z(∆
P,∨
B ))
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Le lemme re´sulte alors du lemme 4.5.1. 
Le the´ore`me 4.7.1 est donc comple`tement prouve´ pour la fonction particulie`re 1g.
4.10. Fin de la preuve du the´ore`me 4.7.1. — Soit f ∈ S(g(A) et S un ensemble fini de
places telles que f = fS ⊗ 1Sg avec fS ∈ S(g(AS). En reprenant les calculs pre´ce´dents, on obtient
JP,X(f, λ) =
JSP,X(fS , λ)
JSP,X(1S,g, λ)
· JP,X(1, λ).
ou` l’on pose
JSP,X(fS , λ) =
∫
GL(d,AS)
∆P
0
(˜fS)P (ι((gα)α∈∆P0 )
∏
α∈∆P0
| det(gα)|d+ 1d 〈λ
P ,̟∨α〉dgα
ou` (˜fS)P est l’analogue local e´vident de f 7→ f˜P . L’assertion 2 du the´ore`me 4.7.1 re´sulte alors de
l’assertion 2 du lemme 4.4.1 ci-dessous et de l’assertion analogue pour la fonction particulie`re 1g.
On en de´duit e´galement
J˜G,X(f, λ) =
JSG,X(fS , λ)
JSG,X(1S,g, λ)
· J˜G,X(1, λ),
ce qui donne l’assertion 3 du the´ore`me 4.7.1 (cf. assertion 1 du lemme 4.4.1). En utilisant l’assertion
3 du lemme 4.4.1 et les expressions obtenues au §4.8, on montre que, pour λ dans l’ouvert de
convergence, on a
JSG,X(fS , λ
P )
JSG,X(1S,g, λ
P )
=
JSP,X(fS , λ)
JSP,X(1S,g, λ)
.
Il s’ensuit qu’on a aussi
J˜G,X(f, λ
P ) =
JSG,X(fS , λ
P )
JSG,X(1S,g, λ
P )
· J˜G,X(1, λP )
=
JSG,X(fS , λ
P )
JSG,X(1S,g, λ
P )
· θˆP0 (λ)JP,X(1g, λ)θP (λ)
=
JSP,X(fS , λ)
JSP,X(1S,g, λ)
· θˆP0 (λ)JP,X(1g, λ)θP (λ)
= θˆP0 (λ)JP,X(f, λ)θP (λ)
d’abord sur un ouvert non vide puis partout par prolongement analytique.
5 Contribution des orbites re´gulie`res par bloc pour GL(n)
5.1. Les notations sont celles de la section 4. On dispose de l’e´le´ment nilpotent X ≪ re´gulier par
bloc ≫ de´fini en §4.5. Soit o l’orbite de X et JTo la distribution sur g(A) de´finie en (3.2.2). On pose
Jo(f) = J
T=0
o (f)
pour tout f ∈ S(g(A)). Soit W le groupe de Weyl de (G, T ). On l’identifie au sous-groupe des
matrices de permutations. Pour M ∈ L(T ), on a une version relative WM . Rappelons qu’on
dispose du groupe parabolique P0 = M0N0 (cf. §4.5). Soit W0 = NormW (M0)/WM0 . Pour tout
L ∈ L(M0), on a aussi WL0 = NormWL(M0)/WM0 . Le groupe W agit naturellement sur aT et son
dual. Le groupe WL0 agit naturellement sur a
L
0 et son dual.
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The´ore`me 5.1.1. — Soit f ∈ S(g(A)). La fonction me´romorphe de´finie par
1
|W0|
∑
w∈W0
J˜G,X(f, wλ)θP0 (wλ)
−1
est holomorphe en λ = 0 et sa valeur en ce point est e´gale a` Jo(f).
Remarque 5.1.2. — Dans le cas des groupes et de l’orbite unipotente re´gulie`re, une telle formule
e´tait connue de Lapid et Finis comme je l’ai appris lors d’un expose´ de Finis a` Orsay en 2010.
5.2. Preuve du the´ore`me 5.1.1. — Soit f ∈ S(g(A)). On pose pour g ∈ P0(F )\G(A)
kP,X(f, g) =


∑
δ∈PX(F )\P0(F )
∫
nP (A)
f(Ad(δg)−1(X + U)) dU si P0 ⊂ P
0 sinon.
Soit
kX(f, g) =
∑
P0⊂P⊂G
εGP · τˆP (g) · kP,X(g)
C’est une variante des constructions du §3.1. On a
kP,o(f, g) =
∑
δ∈P0(F )\P (F )
kP,X(f, δg)
et
(5.2.1) ko(f, g) =
∑
δ∈P0(F )\G(F )
kX(f, δg)
valables pour tout g ∈ G(A).
On utilise alors le the´ore`me de convergence suivant.
The´ore`me 5.2.1. — Soit f ∈ S(A). Pour λ = 0 ou pour λ ∈ aG,+P0,C l’inte´grale suivante converge.∫
P0(F )\G(A)1
| exp(−〈λ,HP0 (g)〉) · kX(f, g)| dg <∞
De´monstration. — Conside´rons le cas λ ∈ aG,+P0,C. Formellement, on a∫
P0(F )\G(A)1
exp(−〈λ,HP0(g)〉) · kX(f, g) dg =
∑
P0⊂P⊂G
εGP · JP,X(f, λ).
avec les notations du §4.7. D’apre`s le the´ore`me 4.7.1, l’inte´grale qui de´finit JP,X(f, λ) converge
absolument. La convergence absolue de l’inte´grale conside´re´e s’ensuit. Le cas λ = 0 est traite´ a`
part au §5.3. 
On en de´duit le lemme.
Lemme 5.2.2. — Soit λ ∈ aG,+P0,C. On a
lim
t→0+
∫
P0(F )\G(A)1
exp(−〈tλ,HP0(g)〉) · kX(f, g) dg = Jo(f).
De´monstration. — Pour tout t dans l’intervalle [0, 1], on a pour tout g ∈ P0(F )\G(A)1
| exp(−〈tλ,HP0(g)〉)| 6 (1− t) + t exp(−〈ℜλ), HP0 (g)〉) 6 1 + exp(−〈ℜ(λ), HP0 (g)〉)
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En particulier,
| exp(−〈tλ,HP0 (g)〉)| 6 |kX(f, g)|(1 + exp(−〈ℜ(λ), HP0(g)〉))
et d’apre`s le the´ore`me 5.2.1 la fonction majorante est absolument convergente. Il s’ensuit que
l’inte´grale conside´re´e est une fonction continue de t ∈ [0, 1]. La limite cherche´e existe et vaut∫
P0(F )\G(A)1
kX(f, g) dg =
∫
[G]1
∑
δ∈P0(F )\G(F )
kX(f, δg) dg
et cette dernie`re inte´grale est bien Jo(f) (cf. (5.2.1)). 
La proposition ci-dessous donne une expression pour Jo(f). Combine´e avec des re´sultats
ge´ne´raux sur les (G,M)-familles d’Arthur (cf. proposition 7.1.1 et corollaire 7.2.1), elle implique
le the´ore`me 5.1.1.
Proposition 5.2.3. — L’expression∑
P0⊂P⊂G
εGP · θˆP0 (λ)−1J˜G,X(f, λP )θP (λ)−1
est holomorphe en λ = 0 et sa valeur en ce point est e´gale a` Jo(f).
De´monstration. — La fonction conside´re´e est me´romorphe. L’holomorphie en λ = 0 re´sulte de
celle de J˜G,X(f, λ) au voisinage de 0 (the´ore`me 4.7.1 assertion 3) et d’un the´ore`me ge´ne´ral (cf.
the´ore`me 2.6.4 de [9]). Le seul point restant est le calcul de la valeur en λ = 0. Compte tenu du
lemme 5.2.2, il suffit de voir que la fonction conside´re´e co¨ıncide sur l’ouvert aG,+P0,C avec l’inte´grale∫
P0(F )\G(A)1
exp(−〈λ,HP0(g)〉) · kX(f, g) dg.
Or on a vu dans la preuve du the´ore`me 5.2.1 que cette inte´grale est e´gale pour λ ∈ aG,+P0,C a`∑
P0⊂P⊂G
εGP · JP,X(f, λ).
On utilise alors le the´ore`me 4.7.1 assertion 4 pour conclure. 
5.3. Fin de la preuve du the´ore`me 5.2.1. — Rappelons qu’il reste a` prouver la convergence
de ∫
P0(F )\G(A)1
|kX(f, g)| dg.
Dans le cas qu’on conside`re G = GL(n), le lemme 2.13.1 vaut pour le point T = 0. On note
alors F (g) = F (g, T = 0), τP (g) = τ(g, T = 0) etc. Pour alle´ger encore, on omet aussi f dans les
notations. On a alors pour g ∈ G(A)
kX(g) =
∑
B⊂P⊂G
εGP · τˆP (g) · kP,X(g)
=
∑
B⊂P⊂G
εGP
[ ∑
B⊂P1⊂P
∑
ν∈P1(F )\P (F )
F 1(νg)τP1 (νg)
]
τˆP (g) · kP,X(g)
=
∑
P1⊂P2
∑
ν∈P1(F )\G(F )
F 1(νg)σ21(νg)
∑
{P |ν∈P (F ) et P1⊂P⊂P2}
εGP · kP,X(g).
Par le changement de variable ν′ = νδ, on a∑
δ∈P0(F )\G(F )
|
∑
B⊂P⊂G
εGP · τˆP (δg) · kP,X(δg)|
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=
∑
δ∈P0(F )\G(F )
|
∑
P1⊂P2
∑
ν∈P1(F )\G(F )
F 1(νg)σ21(νg)
∑
{P |νδ−1∈P (F ) et P1⊂P⊂P2}
εGP · kP,X(δg)|
qu’on majore par∑
δ∈P0(F )\G(F )
∑
P1⊂P2
∑
ν∈P1(F )\G(F )
F 1(νg)σ21(νg)|
∑
{P |νδ−1∈P (F ) et P1⊂P⊂P2}
εGP · kP,X(δg)|
=
∑
P1⊂P2
∑
ν∈P1(F )\G(F )
F 1(νg)σ21(νg)
∑
δ∈P0(F )\G(F )
|
∑
{P |νδ−1∈P (F ) et P1⊂P⊂P2}
εGP · kP,X(δg)|
qui, par le changement de variable δ′ = δν−1, est e´gal a`
=
∑
P1⊂P2
∑
ν∈P1(F )\G(F )
F 1(νg)σ21(νg)
∑
δ∈P0(F )\G(F )
|
∑
{P |δ∈P (F ) et P1⊂P⊂P2}
εGP · kP,X(δνg)|
Comme au §3.5, on voit donc qu’il suffit de prouver pour P1 ( P2 la convergence de l’expression
suivante ∫
P1(F )\G(A)1
F 1(g)σ21(g)
∑
δ∈P0(F )\G(F )
|
∑
{P |δ∈P (F ) et P1⊂P⊂P2}
εGP · kP,X(δg)| dg
Soit α ∈ ∆21 et Q le sous-groupe parabolique maximal contenant Q tel que ∆Q1 = ∆1 − {α}.
On reprend les notations du §3.7 dans la situation P1 = P2 a` ceci pre`s : les groupes note´s P2 et
P3 la`-bas sont note´s ici respectivement P1 et P2. On fixe P ( P
′ deux sous-groupes paraboliques
compris entre P1 et P2 qui ont meˆme trace sur MQ. Soit χP et χP ′ les fonctions caracte´ristiques
respectives de P (F ) et P ′(F ).
Par le meˆme raisonnement que dans la preuve du the´ore`me 3.2.1, on voit qu’il suffit de prouver
le lemme suivant
Lemme 5.3.1. — Soit K une partie compacte de S(g(A)). Il existe c > 0 tel que pour tout f ∈ K
et tout a ∈ A2,+1 (cf. (3.6.1)),
exp(〈−2ρ1, H1(a)〉)
∑
δ∈P0(F )\G(F )
|χP ′(δ) · kP ′,X(δa)− χP (δ) · kP,X(δa)| 6 c · α(a)−1.
De´monstration. — On fixe une fonction φ ∈ S(g(A)) telle que
|f | 6 φ
pour tout f ∈ K.
Si δ /∈ P ′(F ) ou si P0 6⊂ P ′ l’expression en valeur absolue est nulle. Donc on peut se limiter au
cas ou` P0 ⊂ P ′ et ou` δ ∈ P0(F )\P ′(F ) ≃ (P0 ∩M ′)(F )\M ′(F ). On examine donc l’expression
exp(〈−2ρ1, H1(a)〉)
∑
δ∈(P0∩M ′)(F )\M ′(F )
|kP ′,X(δa)− χP (δ) · kP,X(δa)|.
Supposons tout d’abord P0 6⊂ P . L’expression ci-dessus se simplifie en
exp(〈−2ρ1, H1(a)〉)
∑
δ∈(P0∩M ′)(F )\M ′(F )
|kP ′,X(δa)|
qu’on majore par
exp(〈−2ρP ′1 , H1(a)〉)
∑
X′
∫
nP ′ (A)
φ((Ad(a)−1X) + U) dU
ou` l’on somme sur les e´le´ments X ′ dans la classe de M ′(F )-conjugaison de XP ′ . Distinguons dans
cette somme deux contributions :
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1. celles des X ′ qui n’appartiennent pas a` p : on traite leur contribution par le lemme 3.8.2.
2. celles des X ′ qui appartiennent a` p.
Conside´rons ce dernier cas : soit X ′ un tel e´le´ment qu’on e´crit Y + V avec Y ∈ mP (F ) et V ∈
nP
′
P (F ). Soit R un sous-groupe parabolique standard tel que Y ∈ IPR (0). Si X ′ ∈ IP
′
P (Y ) alors par
transitivite´ de l’induction
IP0(0) = IP ′(XP ′) = IP ′(X
′) = IP ′(I
P ′
P (Y )) = I
G
P (Y ) = I
G
R (0)
donc ne´cessairement P0 et R sont associe´s donc e´gaux. Donc P0 ⊂ P ce qui n’est pas. Ainsi,
l’ensemble sur lequel on somme dans cette second contribution est inclus dans l’ensemble des
Y +V avec Y ∈ mP (F ) et V ∈ nP ′P (F ) tel que Y +V /∈ IP
′
P (Y ). On raisonne comme dans la preuve
du lemme 3.8.4 (cf. en particulier la majoration de (3.12.4)).
Supposons ensuite P0 ⊂ P . On traite d’abord la contribution des δ /∈ P (F ). Cette contribution
se majore par
exp(〈−2ρP ′1 , H1(a)〉)
∑
X′
∫
nP ′ (A)
φ((Ad(a)−1X) + U) dU
ou` l’on somme sur les e´le´ments X ′ qui sont conjugue´s a` XP ′ par un e´le´ment δ ∈ M ′(F )− (M ′ ∩
P )(F ). De nouveau, on conside`re deux sortes de contribution : celles des e´le´ments X ′ /∈ p(F ) et
la contribution des e´le´ments de p(F ). La premie`re se majore comme pre´ce´demment. Conside´rons
Y +V avec Y ∈ mP (F ) et V ∈ nP ′P (F ) qui est conjugue´ a` XP ′ par un e´le´ment δ ∈M ′(F )− (M ′ ∩
P )(F ). Si Y + V ∈ IP ′P (Y ) alors, comme pre´ce´demment, on voit que Y ∈ IPP0(0) donc que Y et
XP appartiennent a` la meˆme M -orbite note´e o. Par conse´quent XP ′ et Y + V appartiennent a`
(o⊕ nP ′P ) ∩ IP
′
P (o). Cette intersection est en fait une M
′ ∩ P -orbite. Il existe ν ∈M ′ ∩ P tel que
Ad(ν)XP ′ = Y + V = Ad(δ)XP ′
il s’ensuit que δ ∈ νM ′X′P ⊂ PP0 = P ce qui est une contradiction. Donc on est ramene´ a` une
situation de´ja` traite´e (cf. la majoration de (3.12.4)).
Il nous reste pour P0 ⊂ P a` traiter la contribution des δ ∈ P (F ). Soit δ ∈ P (F ). On a
(5.3.1) kP,X(δa) =
∑
ν∈MXP (F )\(MP∩P0)(F )
∫
nP (A)
f(Ad(δa)−1(Ad(ν)−1XP + U) dU.
Comme dans la preuve du lemme 3.8.1, a` l’aide d’une formule sommatoire de Poisson, on peut
remplacer cette expression par
(5.3.2) k˜P,X(δa) =
∑
ν∈MXP (F )\(MP∩P0)(F )
∑
V ∈nP
′
P (F )
∫
nP ′ (A)
f(Ad(δa)−1(Ad(ν)−1XP + V + U) dU,
ou` MXP est le centralisateur de XP dans MP . Les deux expressions (5.3.1) et (5.3.2) ne sont
pas e´gales. Cependant, la somme sur δ ∈ P0(F )\P (F ) de leurs diffe´rences satisfait la majoration
cherche´e (cf. lemme 3.8.3). On doit donc majorer
(5.3.3) exp(〈−2ρ1, H1(a)〉)
∑
δ∈P0(F )\P (F )
|kP ′,X(δ)− k˜P,X(δa)|
ou`
(5.3.4) kP ′,X(δa) =
∑
ν∈MX
P ′
(F )\(MP ′∩P0)(F )
∫
nP ′(A)
f(Ad(δa)−1(Ad(ν)−1XP ′ + U) dU.
Observons que dans (5.3.2), on a
Ad(ν)−1XP + V ∈ IP
′
P (XP )
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si et seulement si Ad(ν)−1XP + Y est (MP ′ ∩ P )(F )-conjugue´ a` XP ′ . Par conse´quent, on a
k˜P,X(δa)− kP ′,X(δa) =
∑
ν∈MXP (F )\(MP∩P0)(F )∑
{V ∈nP
′
P
(F )|Ad(ν)−1XP+V /∈IP
′
P
(XP )
∫
nP ′ (A)
f(Ad(δa)−1(Ad(ν)−1XP + V + U) dU
Finalement, l’expression (5.3.3) se majore par
exp(〈−2ρ1, H1(a)〉)
∑
Y
∑
{V ∈nP
′
P
(F )|Y+V /∈IP
′
P
(Y )
∫
nP ′ (A)
f(Ad(a)−1(Y + V + U) dU
et l’on conclut comme dans la preuve du lemme 3.8.4. 
6 Calcul de coefficients globaux d’Arthur.
6.1. Les notations sont celles des sections 4 et 5. Soit S un ensemble fini de places. Arthur
a de´fini dans [4] des inte´grales orbitales ponde´re´es locales unipotentes. Sa construction s’adapte
au cas des alge`bres de Lie. A priori, ces distributions apparaissent comme des limites d’inte´grales
orbitales ponde´re´es plus explicites. En fait, et c’est le point de vue adopte´ dans [8], on peut extraire
de [4] une expression inte´grale pour ces distributions. Rappelons brie`vement leur de´finition. Soit
f ∈ S(g(AS)), L ∈ L(T ) et o une L-orbite nilpotente dans l : on de´finit
JGL (o, f) =
∫
nP (AS)
∫
KS
f(Ad(k−1)U)wL(U) dU.
ou` P est un certain sous-groupe parabolique et wL une fonction de´finie a` l’aide de la the´orie des
(G,M)-familles. Pour des de´finitions de´taille´es, on renvoie a` [8] §§ 8.5 et 12.5. Pre´cisons cependant
que l’inte´grale de´pend de choix de mesure : on suit ceux adopte´s dans le pre´sent article qui ne sont
pas exactement ceux de [8].
6.2. De´veloppement d’Arthur. — Il s’agit de de´velopper la distribution globale Jo(f) en
termes des distributions nilpotentes ponde´re´es introduites ci-dessus.
The´ore`me 6.2.1. — Soit o l’orbite de X et S un ensemble fini de places. Pour toute fonction
fS ∈ S(g(AS)), on a
(6.2.1) Jo(fS ⊗ 1S) = vol([M0]1) ·
∑
L∈L(M0)
|WL0 |
|W0| a
L(S, oL)J
G
L (oL, fS)
ou`
1. oL = Ind
L
M0(0) ;
2. aL(S, oL) est la valeur en 0 de l’expression suivante (bien de´finie pour λ dans un ouvert de
aL,∗M0,C)
1
|WL0 |
∑
w∈WL0
ϕ(w · λ)θL0 (wλ)
ou` θL0 (λ) = θ
L
P0∩
est de´fini au §4.6 et ou`
ϕ(λ) =
∏
α∈∆LP0∩L
Z˜Sd (d+
1
d〈λ,̟∨α〉)
Z˜Sd (d)
pour λ ∈ aL,∗M0,C.
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Remarque 6.2.2. — En exploitant la proposition 7.1.1 et son corollaire 7.2.1, on peut donner
deux expressions alternatives pour le coefficient aL(S, oL) : c’est la valeur en 0 qui est commune
aux deux expressions suivantes ∑
Q
εLQ · θˆQP0∩L(λ)−1ϕ(λQ)θQ(λ)−1
et ∑
Q
εPP0 · θˆPP0∩L(λ)−1ϕ(λQ)θQ(λ)−1
ou` l’on somme sur les sous-groupes paraboliques Q de L qui contiennent P0 ∩ L.
6.3. Variante. — Les distributions JGL (oL) ne de´pendent que la W -orbite de (L, oL). On voit
qu’il en est de meˆme des coefficients aL(o, S). Soit (L, oL) tel que I
G
L (oL) = o. Ne´cessairement, il
existe w ∈ W tel que wM0w−1 ⊂ L et oL = ILwM0w−1(0). On pose alors
a˜L(S, oL) = vol([M0]
1) · aw−1Lw(S, ow−1Lw).
Il vient alors
Jo(fS ⊗ 1S) =
∑
L∈L(M0)/W0
|W0(L)|−1a˜L(S, oL)JGL (oL, fS)
=
∑
L∈L(T )/W
|W (L)|−1
∑
o′
a˜L(S, o′)JGL (o
′, fS)
=
∑
L∈L(T )
|WL|
|W |
∑
o′
a˜L(S, o′)JGL (o
′, fS)
ou`
– on somme sur les L-orbites nilpotentes o′ dans l tels que IGL (o
′) = o ;
– on pose W (L) = NormW (L)/W
L et W0(L) = NormW0(L)/W
L
0 si de plus M0 ⊂ L ; dans ce
dernier cas, ces groupes sont isomorphes.
On retrouve formellement le de´veloppement d’Arthur (corollaire 8.4 de [3]). Au passage a` l’alge`bre
de Lie pre`s, est-ce le meˆme de´veloppement terme a` terme ? Par construction, les distributions
JGL (o
′) sont les meˆmes. On peut montrer que les coefficients a˜L(S, o′) sont aussi ceux de´finis par
Arthur (cf. la remarque 12.7.2 de [8]). En particulier, pour L =M0, la seule orbite o
′ possible est
l’orbite nulle (0) et on trouve
a˜M0(S, (0)) = vol([M0]
1)
comme calcule´ par Arthur (corollaire 8.5 de [3]).
6.4. Preuve du the´ore`me 6.2.1. L’expression obtenue au the´ore`me 5.1.1 repose sur la combi-
natoire d’une (G,M0)-famille d’Arthur obtenue par une construction simple a` partir de la fonction
JG,X(f, λ) ou plutoˆt de sa variante J˜G,X(f, λ) (cf. § 4.7). On a pour λ dans un ouvert de aG,∗P0,C et
f = fS ⊗ 1Sg
J˜G,X(f, λ) = vol([GX ]
1)θˆG0 (λ)
∫
GX(A)\G(A)
exp(−〈λ,H0(g)〉)f(Ad(g−1)(X)) dg
= vol([GX ]
1)d|∆
G
0 | vol(aG0 /Z(∆ˆ
G,∨
0 ))
−1 · ψ(λ)φ(λ)
ou` l’on pose
ψ(λ) =
∫
GX (AS)\G(AS)
exp(−〈λ,H0(g)〉)fS(Ad(g−1)(X)) dg
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et
φ(λ) = d−|∆
G
0 | vol(aG0 /Z(∆ˆ
G,∨
0 ))θˆ
G
0 (λ)
∫
GX (AS)\G(AS)
exp(−〈λ,H0(g)〉)1Sg (Ad(g−1)(X)) dg
=
∏
α∈∆G0
Z˜Sd (d+
1
d
〈λ,̟∨α〉).
La seconde e´galite´ est un calcul analogue a` celui de la proposition 4.7.2 assertion 2. On introduit
alors les (G,M0)-familles de´finies pour w ∈W0 par
ψwP0 = ψ(w
−1λ) et φwP0 = φ(w
−1λ).
On a d’ailleurs pour P ∈ P(M0)
φP (λ) =
∏
α∈∆GP
Z˜Sd (d+
1
d
〈λ,̟∨α〉)
Soit L ∈ L(M0). On sait associer a` φ et Q ∈ P(L) une (L,M)-famille : pour tout parabolique
R ∈ PL(M0) et λ ∈ aL,∗M0,C on pose
φQR(λ) = ϕRNQ(λ).
On a donc explicitement
φQR(λ) = Z˜
S
d (d)
|∆GL |
∏
α∈∆L
R
Z˜Sd (d+
1
d
〈λ,̟∨α〉).
En particulier, on voit que φQR(λ) ne de´pend pas du choix de Q ∈ P(L). On note simplement φLR
cette fonction. De meˆme, a` ψ on associe une (G,L)-famille : pour λ ∈ aG,∗L,C et Q ∈ PG(L) on pose
ψQ(λ) = ψP (λ)
pour un quelconque e´le´ment P ∈ PQ(M0) (le re´sultat ne de´pend pas du choix de P ). Finalement,
on note φLM0 et ψL les valeurs respectives en λ = 0 des fonctions (lisses) suivantes
λ ∈ aL,∗M0,C 7→
∑
P∈PL(M0)
φLP (λ)θ
L
P (λ)
−1
et
λ ∈ aG,∗L,C 7→
∑
P∈PG(L)
ψP (λ))θ
G
P (λ)
−1.
Au facteur 1|W0| vol([GX ]
1)d|∆
G
0 | vol(aG0 /Z(∆ˆ
G,∨
0 ))
−1 pre`s, la valeur de Jo(f) est donne´e par la
valeur note´e (ψφ)M0 en 0 de l’expression∑
P∈P(M0)
φP (λ)ψP (λ)θP (λ)
−1.
D’apre`s Arthur (cf. [2] corollaire 6.5), on a la formule de de´composition
(ψφ)M0 =
∑
L∈L(M0)
φLM0ψL.
D’apre`s le lemme 6.4.1 ci-dessous, on a
ψL = Zd,S(d)
|∆G0 |JGL (oL, fS).
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D’autre part, φLM0 est la valeur en le point 0 de la fonction φ
L
M0
(λ) de la variable λ ∈ aL,∗M0,C de´finie
ainsi
φLM0 = Z˜
S
d (d)
|∆G0 |
∑
P∈PL(M0)
∏
α∈∆LP
Z˜Sd (d+
1
d〈λ,̟∨α〉)
Z˜Sd (d)
θLP (λ)
−1
= Z˜Sd (d)
|∆G0 |
∑
w∈WL0
∏
α∈∆L
P0∩L
Z˜Sd (d+
1
d 〈w−1 · λ,̟∨α〉)
Z˜Sd (d)
θLP0∩L(w
−1 · λ)−1
Le the´ore`me 6.2.1 s’en de´duit compte tenu de l’e´galite´
vol([GX ]
1)d|∆
G
0 | vol(aG0 /Z(∆ˆ
G,∨
0 ))
−1 · Z˜d(d)|∆
G
0 | = vol([M0]
1)
qui est donne´e par le lemme 4.9.1 pour P = P0.
Lemme 6.4.1. — Avec les notations ci-dessus, on a
ψL = Zd,S(d)
|∆G0 |JGL (oL, fS).
De´monstration. — On va d’abord faire le lien avec d’autres inte´grales introduites dans [8]. Soit
P ∈ P(M0) et w ∈W0 tel que w−1Pw = P0. Pour tout λ ∈ aG,∗0,C et g ∈ G(AS), on a
〈w−1 · λ,HP0 (g)〉 = 〈λ,w ·HP0(g)〉 = 〈λ,HP0(wg)〉
(on profite ici du fait que w peut eˆtre repre´sente´ par une matrice de permutation) ; dans la
terminologie de [8], le groupe P0 est un groupe de Richardson pour l’e´le´ment X . Le vecteur
HP0(wg) y est note´ RP (g) (ibid. § 5.3). Plus ge´ne´ralement, pour tout Q ∈ F(M0), on peut de´finir
un vecteur RQ(g) ∈ aMQ (ibid. § 5.4). On ve´rifie, et c’est imme´diat sur les de´finitions, qu’on a
pour tout λ dans un ouvert de aG,∗L,C et Q ∈ P(L)
ψQ(λ) =
∫
GX(AS)\G(AS)
exp(−〈λ,RQ(g)〉)fS(Ad(g−1)(X)) dg.
Le membre de droite fait sens ici car pour h ∈ GX(AS) on a RQ(hg) = RQ(h) + RQ(g) (ibid.
lemme 5.6.1) et RQ(h) ∈ aG ici.
Soit k = dim(aGL ) et λ ∈ aG,∗L,C un point assez ge´ne´ral. Il re´sulte de la the´orie des (G,M)-familles
(cf. [2] formule (6.5) p. 37) que
ψL =
1
k!
∑
Q∈PG(L)
dk
dtk
(ψQ(tλ))|t=0 θ
G
Q(λ)
−1.
En de´rivant sous l’inte´grale, il vient
dk
dtk
(ψP (tλ)) =
∫
GX(AS)\G(AS)
(−〈λ,RQ(g)〉)k exp(−〈tλ,RQ(g)〉)fS(Ad(g−1)(X)) dg
et on peut e´valuer cette expression en t = 0 (cf. les e´nonce´s de convergence de la section 8 de
ibid.). Par conse´quent, on a
ψL =
∫
GX(AS)\G(AS)
fS(Ad(g
−1)(X))vGL,X(g) dg
ou` le poids est donne´ par la formule
vGL,X(g) =
1
k!
∑
Q∈PG(L)
(−〈λ,RQ(g)〉)k exp(−〈λ,RQ(g)〉)θGQ(λ)−1.
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Le poids est donc celui de´fini aux paragraphes 8.3 et 12.5 de ibid.. Il re´sulte du the´ore`me 8.5.1 de
ibid. qu’avec nos choix de mesures on a
ψL = Zd,S(d)
|∆G0 | · JGL (oL, fS).

7 Un re´sultat sur les (G,M)-familles
7.1. La situation dans ce paragraphe est tout-a`-fait ge´ne´rale (c’est celle de la section 2). Soit
P0 ⊂ G un sous-groupe parabolique.
Proposition 7.1.1. — Soit ϕ une fonction lisse sur aG,∗P0 . Les fonctions
c˜P0(ϕ, λ) =
∑
P0⊂P⊂G
εGP · θˆP0 (λ)−1ϕ(λP )θP (λ)−1
et
cP0(ϕ, λ) =
∑
P0⊂P⊂G
εPP0 · θˆP0 (λ)−1ϕ(λP )θP (λ)−1
sont lisses en λ = 0. En outre,
(7.1.1) cP0(ϕ, 0) = c˜P0(ϕ, 0).
De´monstration. — Soit k = dim(aGP0). La lissite´ de la fonction cP0 en 0 est un re´sultat d’Arthur
(cf. lemme 6.1 de [2]). La lissite´ de c˜P0 en 0 s’obtient par une variante des me´thodes d’Arthur (cf.
la preuve du the´ore`me 2.6.4 de [9]). En utilisant un de´veloppement de Taylor, on voit que pour
tout point λ assez ge´ne´ral, on a
c˜P0(ϕ, 0) =
1
k!
∑
P0⊂P⊂G
εGP · θˆP0 (λ)−1(
dk
dtk
ϕ(tλP ))|t=0θP (λ)
−1
et
cP0(ϕ, 0) =
1
k!
∑
P0⊂P⊂G
εPP0 · θˆP0 (λ)−1(
dk
dtk
ϕ(tλP ))|t=0θP (λ)
−1.
En particulier, chaque expression ne de´pend que du comportement local de ϕ en 0. On peut donc
et on va supposer que ϕ est lisse et a` support compact. On peut l’e´crire alors comme la transforme´e
de Fourier d’une fonction ϕˆ lisse et a` de´croissance rapide sur aGP0 :
ϕ(λ) =
∫
R
ϕˆ(H) exp(i〈λ,H〉) dH
On a donc
(
dk
dtk
ϕ(tλ))|t=0 =
∫
R
ϕˆ(H)(
dk
dtk
exp(it〈λ,H〉)|t=0 dH.
Il vient donc
c˜P0(ϕ, 0) =
∫
R
ϕˆ(H) · c˜P0(exp(i〈λ,H〉), 0) dH
et
cP0(ϕ, 0) =
∫
R
ϕˆ(H) · cP0(exp(i〈λ,H〉), 0) dH.
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Il suffit donc de prouver (7.1.1) pour les fonctions ϕ telles que ϕ(λ) = exp(i〈λ,H〉). Pour une
telle fonction, on a (en tenant compte de εGP0 = (−1)k)
c˜P0(exp(i〈λ,H〉), λ) = εGP0 exp(i〈λ,H〉) · cP0(exp(−i〈λ,H〉), λ)
= exp(i〈λ,H〉) · cP0(exp(i〈λ,H〉),−λ)
En λ = 0, on obtient l’e´galite´ (7.1.1) pour la fonction exp(i〈λ,H〉) : cela conclut. 
7.2. Plac¸ons-nous dans le cas de G = GL(n) et P0 le sous-groupe parabolique de´fini au§4.5. Soit
P0 =M0N0 la de´composition de Levi standard de P0. On peut formuler le corollaire suivant a` la
proposition 7.1.1.
Corollaire 7.2.1. —Soit ϕ une fonction sur aG,∗P0,C holomorphe au voisinage de 0. L’expression
(7.2.1)
1
|W0|
∑
w∈W0
ϕ(w−1 · λ)θ0(w−1λ)
est holomorphe en λ = 0 et sa valeur en ce point est e´gale a`
c˜P0(ϕ, 0).
De´monstration. — Introduisons pour tout w ∈ W0
ϕwP0(λ) = ϕ(w
−1 · λ).
La famille (ϕP )P∈P(M0) est alors dans la terminologie de [2] une (G,M0)-famille. Que l’expression
(7.2.1) soit holomorphe en λ = 0 re´sulte de la the´orie d’Arthur (cf. preuve du lemme 6.2 de [2]) et
du fait qu’ici l’ensemble P(M0) des sous-groupes paraboliques qui admettent M0 comme facteur
de Levi est un W0-torseur. En outre, par le corollaire 6.4 de [2] on a∑
w∈W0
ϕ(w−1 · λ)θ0(w−1λ) =
∑
w∈W0
cwP0(ϕ(w
−1 · λ), λ)
On ve´rifie aise´ment qu’on a
cwP0(ϕ(w
−1 · λ), λ) = cP0(ϕ,w−1λ).
Il s’ensuit que la valeur en λ = 0 de (7.2.1) est e´gale a` |W0|·cP0(ϕ, 0). On conclut par la proposition
7.1.1. 
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