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Abstract
In this note, we consider the topological and homological properties of braid groups for the
M&obius Band M. We show that there is an isomorphism as algebras
H∗(C(M; S2n);F) ∼= H∗(S2n+1 × S2n+1;F);
where F denotes either Q or Fp with p¿ 2. The integer homology of Br(M; k) is also given.
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1. Introduction
1.1. Background
Recall that the kth ordered con<guration space of a topological space N , denoted by
F(N; k); is de<ned to be the space of ordered subsets of N with k distinct points, i.e.,
F(N; k)= {(m1; : : : ; mk)∈Nk |mi =mj; if i = j}:
Let M be a manifold without boundary. Let Qi denote a <xed subset, having cardi-
nality i, i∈N, of M . In [6], Fadell and Neuwirth proved
Theorem 1.1 (Fadell and Neuwirth [6, Theorem 1]). The projection
F(M; k)
p→M
to the *rst coordinate is a locally trivial *ber space with *ber F(M − Q1; k − 1).
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Let k denote the symmetric group on k letters, then the braid group Br(S; k) on a
surface S with k strands is de<ned to be 1(F(S; k)=k). The pure braid group on a
surface S with k strands is de<ned to be 1(F(S; k)).
The following is a slightly simpli<ed version of a theorem, stated by Hopf, that
relates the cohomology of an aspherical space and the cohomology of its fundamental
group.
Theorem 1.2 (Mac Lane [8, Theorem 11:5]). There is an isomorphism;
H∗(;A) ∼= H∗(K(; 1);A);
where A is an Abelian group with the trivial Z-module structure.
Finally, we recall the de<nition of con<guration spaces with parameters. Let M be
an m-manifold, M0 a submanifold of M , and X a space with basepoint x0.
Denition 1.3. The con<guration space of (M;M0) with parameters in X , denoted by
C(M;M0;X ), is de<ned as the following:
C(M;M0;X )=
(∐
k¿0
F(M; k)×k X k
)/
∼;
where ∼ is the equivalence relation generated by
(m1; : : : ; mk ; x1; : : : ; xk)= (m1; : : : ; mk−1; x1; : : : ; xk−1)
if mk ∈M0 or xk = x0.
In Section 2:4 of [2], B&odigheimer et al. sketch the proof of the following theorem.
Theorem 1.4. Let M be a smooth; compact manifold; M0 a compact submanifold; and
X a CW complex with basepoint. If N is a submanifold of M and of codimension
zero; and if N=(N ∩M0) or X is connected; then
C(N; N ∩M0;X )→ C(M;M0;X ) q→C(M;N ∪M0;X )
is a quasi*bration.
1.2. Statement of results
The main result is the following.
Theorem 1.5. Let F denote either Q or Fp with p¿ 2; there is an isomorphism as
algebras
H∗(C(M; S2n);F) ∼= H∗(S2n+1 × S2n+1;F):
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This theorem also gives the cohomology of the braid group for the M&obius Band
with F coeIcients.
In Section 2, the above result is obtained when F is Q, by analyzing a quasi<bration
2S2n+2 → C(M; S2n)→ S2n+2:
We also have some “byproducts” about the M&obius Band M; namely, the integer
homology of F(M; k), and of Br(M; k).
Lemma 1.6. There is an isomorphism of 2-modules;
Hn(F(M; 2);Z) ∼=


Z if n=0; 2;
Z⊕ Z if n=1;
0 otherwise;
where 2 interchanges generators for H1(F(M; 2);Z); and acts on H2(F(M; 2);Z)
by the sign representation.
Lemma 1.7. There is an isomorphism
Hn(Br(M; 2);Z) ∼=


Z if n=0; 1;
Z=2 if n=2;
0 otherwise:
In Section 3, H∗(C(M; S2n);Fp), with p¿ 2, is obtained. The method is as follows:
First, we construct a map  ◦  of C(M; S2n) to S2n+1, by combining two maps from
the quasi<bration
2S2n+2 → C(M; S2n) →S2n+2
and the <ber sequence
V2(2n+ 3)→ S2n+2  → S2n+1 → V2(2n+ 3)→ S2n+2;
where Vr(d) denotes the Stiefel manifold of r-frames in Rd. Then, we show
Theorem 1.8. If p¿ 2 and n¿ 0; there is a p-local quasi*bration
S2n+1 → C(M; S2n)→ S2n+1
which has a cross section.
2. H∗(C(M; S2n);Q)
In this section, we calculate H∗(C(M; S2n);Q). As analyzed in Section 2.1, much
of the work is in <nding H∗(F(M; 2)) (Lemma 1.6) and H∗(Br(M; 2)) (Lemma 1.7).
94 J.H. Wang / Journal of Pure and Applied Algebra 169 (2002) 91–107
Fig. 1. 2S2n+2 → C(M; S2n)→ S2n+2.
2.1. Analyzing H∗(C(M; S2n);Q)
Consider D2 as a submanifold of M; by setting M0 = ∅, Theorem 1.4 implies
Corollary 2.1. There is a quasi*bration
C(D2; S2n)→ C(M; S2n)→ C(M; D2; S2n):
Notice that C(D2; S2n) is homotopy equivalent to 2S2n+2 ([2] , Section 2:5), and
that C(M; D2; S2n) is homotopy equivalent to S2n+2 [1, Proposition 2], we have the
following quasi<bration:
2S2n+2 → C(M; S2n)→ S2n+2:
Since we have the following isomorphisms:
H∗(2S2n+2;Q)∼=H∗(S2n+1 × 2S4n+3;Q)
∼=H∗(S2n+1 × S4n+1;Q);
the E2 term of Serre spectral sequence for
2S2n+2 → C(M; S2n)→ S2n+2
with rational coeIcients is as shown in Fig. 1.
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Lemma 2.2. (i) The possible di?erential
d2n+1 : H2n(2S2n+2)→ H2n+1(S2n+2)
in Fig. 1 is trivial;
(ii) the possible di?erential d4n+2 in Fig. 1 can be determined by H∗(F(M; 2)=2).
Proof. To analyze the possible di(erentials d2n+1 and d4n+2, we apply a “separating”
method, developed by Cohen [11, Section 4:1]. By the stable splitting theorem [1] for
C(M;M0;X ),
C(M; S2n)
stable
∞∨
k=1
Dk(M; S2n):
Notice each Dk(M; S2n) is (2nk−1)-connected. The cohomology groups of Dk(M; S2n)
concentrates in degrees between 2nk and 2k + 2nk. Thus, for any k, if we choose n,
such that (2(k−1)+2n(k−1))¡ 2nk and 2k+2nk ¡ 2n(k+1), or n¿k, then the co-
homology of Dk(M; S2n) is separated from those of Di(M; S2n)’s, where i = k. Conse-
quently, ∀j6 k, the cohomology of Dj(M; S2n) is separated from Di(M; S2n); ∀i¿ k,
and from each other.
In particular, by choosing n¿3, the cohomologies of D1(M; S2n) and D2(M; S2n)
are separated from those of other Dk(M; S2n)’s, and from each other.
Since D1 is homotopy equivalent to M+ ∧ S2n,
d2n+1 : H2n(2S2n+1)→ H2n+1(S2n+2)
is trivial.
The cohomolgy of D2(M; S2n) is presented by a chain complex enclosed by the box.
Since there is a homotopy equivalence
D2(M; S4n)  8nF(M; 2) ∨ S8n
the possible di(erential d4n+2 can be determined by H∗(F(M; 2)=2).
Remark 2.3. The Fadell–Neuwirth <bration
(M− Q1)→ F(M; 2)→M
implies that F(M; 2) is a K(; 1). Thus by Theorem 1.2, H∗(F(M; 2)=2) is isomorphic
to H∗(Br(M; 2)).
Since
F(M; 2)→ F(M; 2)=2 → B2;
we have the Lyndon–Hochschild–Serre spectral sequence, and
H∗(2; H∗(F(M; 2);Z))⇒ H∗(Br(M; 2);Z):
Therefore we start with F(M; 2).
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2.2. F(M; 2)
Consider the Fadell–Neuwirth <bration
(M− Q1)→ F(M; 2)→M:
Let  denote 1(M), and H denote 1(M−Q1). Then  is isomorphic to Z and H is
isomorphic to F[a; b], the free group with two generators. Since M is a K(; 1), and
M−Q1 a K(H; 1), we have again a Lyndon–Hochschild–Serre spectral sequence, and
H∗(; H∗(H))⇒ H∗(F(M; 2)):
This spectral sequence is analyzed below. The <rst step is the next lemma, which
computes the local coeIcient system.
Lemma 2.4. The local coeAcient system on M induced by M−Q1 interchanges the
two generators of H1(M− Q1).
Proof. Notice that M is homeomorphic to S1 ×2 R1. Let % : [0; 1] → M, such that
%(t)= (e2it ; 0). Then % represents a generator of 1M ∼= Z. De<ne map
+ : [0; 1]× (M− Q1)→ F(M; 2);
where Q1 = {∗}, and ∗=(1; 0)∈ S1 ×2 R1, such that
+ : (t; s; r) → ((e2it ; 0); (se2it ; r))= (%(t); (se2it ; r)):
Since (1; 0) is not in M− Q1, then (e2it ; 0) =(se2it ; r). So + is well de<ned.
Then the diagram
[0; 1]× (M− Q1) +−−−−−→ F(M; 2)
p1

 projection
[0; 1]
%−−−−−−−−−−−−→ M
(2.1)
commutes, where p1 is the projection to the <rst coordinate. Moreover, let p2 be the
projection of [0; 1]× (M− Q1) to the second coordinate. Then
(p2 ◦ +)(1; s; r)=p2({∗}; (se2i; r))= (se2i; r)
is a well-de<ned map from M−Q1 to itself, which is in fact the reOection with respect
to the equatorial S1 ⊂M.
Two choices of generators of H1(M − Q1), which is isomorphic to Z ⊕ Z, can be
represented by two imbeddings, ,+- and .−-, of S1 in the space M−{∗}, as shown
in Fig. 2.
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Fig. 2. The representatives of two generators of H1(M− Q1).
Hence
(p2 ◦ +)∗ : H∗(M− Q1)→ H∗(M− Q1)
is the map interchanging x and y.
Let Ztrival denote Z as a trivial Z-module. Consider  to be the free group generated
by {t}. There is a Z resolution of Ztrival by free Z-modules given by
0→ B1 @→B2 1→Ztrival → 0;
where B1 is isomorphic to Z as a free Z-module, B0 is the group ring Z; @(1)=
1− t, and 1()= {1} [3, I.4].
Now we are ready to state
Lemma 1.6. There is an isomorphism of 2-module;
Hn(F(M; 2);Z) ∼=


Z if n=0; 2;
Z⊕ Z if n=1;
0 otherwise;
where 2 interchanges generators for H1(F(M; 2);Z); and acts on H2(F(M; 2);Z)
by the sign representation.
Proof. Since there are isomorphisms
Hn(M− Q1;Z) ∼= Hn(S1 ∨ S1;Z) ∼=


Ztrivial if n=0;
Z⊕ Z if n=1;
0 otherwise;
we immediately have that H1(; H0(M − Q1)) is isomorphic to Z. Let b denote a
generator of H1(; H0(M− Q1)).
We only have to calculate Hi(; H1(M− Q1)), where i=0; 1. Consider
Hom(B1;H1(M− Q1)) 2←−−−−− Hom(B0;H1(M− Q1))
∼=

 ∼=
H 1(M− Q1) 2
′
←−−−−−−−−−−−− H 1(M− Q1)
(2.2)
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Fig. 3. (M− Q1)→ F(M; 2)→M.
where the vertical maps are given by evaluating homomorphisms at 1. Then by de<-
nition
Hi(;H 1(M− Q1)) ∼=


ker(2) if i=0;
Hom(B1; H 1(M− Q1))
im(2)
if i=1:
Denote H1(M − Q1) by 〈x〉 ⊕ 〈y〉. Let Px; Py∈Hom(B0;H1(M − Q1)), such that
Px(1)= x, and Py(1)=y. Let xˆ; yˆ∈Hom(B1;H1(M − Q1)), such that xˆ(1)= x, and
yˆ(1)=y. Then
2 Px(1)= ( Px ◦ @)(1)= Px(1− t)= x − y=(xˆ − yˆ)(1);
i.e., 2 Px= xˆ− yˆ. Similarly, 2 Py= yˆ− xˆ. Therefore, im 2= 〈xˆ− yˆ〉, and we have isomor-
phisms
H1(;H 1(M− Q1)) ∼= Z⊕ Z=im 2 ∼= Z ∼= 〈xˆ〉 ∼= 〈yˆ〉:
Assume 2(a Px + b Py)= 0, then a( Px − Py) + b( Py − Px)= (a − b)( Px − Py)= 0. Then, we
have isomorphisms
H0(;H 1(M− Q1)) ∼= ker 2 ∼= Z ∼= 〈xˆ + yˆ〉:
So the only non-zero entries of the E2 term of the Lyndon–Hochschild–Serre spectral
sequence for
(M− Q1)→ F(M; 2)→M
are in bidegrees (0; 0); (0; 1); (1; 0); (1; 1) (Fig. 3).
Thus the spectral sequence collapses.
The 2 action on H∗(F(M; 2);Z) is determined in the <rst two lemmas of the next
section.
J.H. Wang / Journal of Pure and Applied Algebra 169 (2002) 91–107 99
2.3. Br(M; 2) and H∗(C(M; S2n);Q)
Lemma 2.5. The 2 action on H1(F(M; 2);Z); which is isomorphic to Z ⊕ Z; is
interchanging two generators.
Proof. The geometric representation of the generators of H1(; H0(M − Q1)) and
H0(; H1(M−Q1)) can be given by (,+ .; ∗), and (∗; ,+ .), where , and . are de-
scribed in Fig. 2. Since 3(m1; m2)= (m2; m1)∈F(M; 2), the 2 action on H1(F(M; 2);
Z) is interchanging two generators. Dually, the 2 action on H1(F(M; 2);Z) is also
interchanging two generators, Px + Py and b.
Lemma 2.6. The cup product b∪ (xˆ+ yˆ)= Px+ Py∈H2(F(M; 2);Z). Furthermore; b∪
( Px+ Py) is twice a choice of the generator for H2(F(M; 2);Z) ∼= Z; and the 2 action
on H2(F(M; 2);Z) is the sign representation.
Proof. Consider again the free Z resolution of Ztrival,
0→ B1 @→B0 1→Ztrival → 0;
where B1 is isomorphic to Z as a free Z-module, and B0 is the group ring Z. For
i=0; 1, let ei denote the generator of Bi as a free Z-module. Then @(e1)= 〈1− t〉e0.
De<ne  : B∗ → B∗ ⊗ B∗ as the following. Restricted to B0;  is given by the
formula (e0)= e0 ⊗ e0. Since @e1 = (1− t)e0 and
((1− t)e0) =(e0 − te0)
= e0 ⊗ e0 − te0 ⊗ te0:
We can choose
|B1 :B1 → B1 ⊗ B0 ⊕ B1 → B0 ⊗ B1
to be
(e1)= e1 ⊗ e0 + te0 ⊗ te1:
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Then
@ ◦ (e1) = @(e1 ⊗ e0 + te0 ⊗ te1)
= (1− t)e0 ⊗ e0 + te0 ⊗ (1− t)te0
= e0 ⊗ e0 − te0 ⊗ te0
= ◦ @(e1):
Thus  is a well-de<ned diagonal map.
The cup product b ∪ ( Px + Py) is de<ned to be
∗(b× ( Px + Py)) : B1 → H 0(M− Q1)⊗ H1(M− Q1);
where
∗ : Hom(B1;H0(M− Q1))⊗ Hom(B0;H1(M− Q1))
→ Hom(B1;H0(M− Q1)⊗ H1(M− Q1))
is induced by . Then b ∪ ( Px + Py) maps e1 into H0(M − Q1) ⊗ H1(M − Q1) as the
following:
e1
→ (e1 ⊗ e0 + te0 ⊗ te1) p1→ (e1 × e0) 1⊗ (x + y):
Hence b ∪ ( Px + Py) ∼= xˆ + yˆ.
However, H2(F(M; 2);Z), which is isomorphic to Z, is generated by xˆ= yˆ. There-
fore, b ∪ ( Px + Py) is in fact twice of the generator of H2(F(M; 2);Z). By Lemma
2.4,
3(b ∪ ( Px + Py))= ( Px + Py) ∪ b:
As b∪ ( Px+ Py)=− ( Px+ Py)∪ b, we have 3(xˆ+ yˆ)=− (xˆ+ yˆ). Therefore, the 2 action
on H2(F(M; 2);Z) is the sign representation.
Now we prove:
Lemma 1.7. There is an isomorphism
Hn(Br(M; 2);Z) ∼=


Z if n=0; 1;
Z=2 if n=2;
0 otherwise:
Proof. Let Z(±1) denote Z as a 2-module where 2 acts by the sign. The entries
of the Lyndon–Hochschild–Serre spectral sequence, as shown in Fig. 4, are
Hn(2; H0(F(M; 2);Z)) ∼= Hn(2;Ztrivial) ∼=


Z if n=0;
Z=2 if n¿ 0; and n ≡ 0(2);
0 otherwise;
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Fig. 4. F(M; 2)→ F(M; 2)=2 → B2.
Hn(2; H1(F(M; 2);Z)) ∼= (Z⊕ Z)2 ∼=
{
Z if n=0;
0 otherwise;
Hn(2; H2(F(M; 2);Z)) ∼= Hn(2;Z(±1)) ∼=
{
Z=2 if n ≡ 1(2);
0 otherwise:
Let z be a generator of H0(2; H1(F(M; 2);Z)) and b the generator of H2(2; H0
(F(M; 2);Z)). Assume d2(z)=b, then d2(bz)=b2 =0. However, bz=0, thus d2(z)=0.
Since F(M; 2)=2 is of dimension 4, the other possible di(erentials are all isomor-
phisms. The theorem follows.
In fact, this calculation gives a further analysis of a di(erential in the Serre spectral
sequence for
2S2n+2 → C(M; S2n)→ S2n+2:
Corollary 2.7. In the spectral sequence in Section 2:1; the di?erential (over Z) is
given by d4n+2(y)= 2b.
Theorem 2.8. There is an isomorphism
H∗(C(M; S2n);Q) ∼= H∗(S2n+1 × S2n+1;Q):
Proof. Lemma 2:1 and Corollary 2:6 have determined the possible di(erentials in
Fig. 1, i.e., x is an in<nite cycle, while d4n+2 is an isomorphism with rational co-
eIcients. Therefore, we have Fig. 5.
Hence H∗(C(M; S2n);Q) is isomorphic to E[a2n+1]×Q[x2n].
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Fig. 5. 2S2n+2 → C(M; S2n)→ S2n+2.
3. H∗(C(M; S2n);Fp)
The purpose of this section is calculating the modp, with p¿ 2, cohomology of
C(M; S2n). As we have seen in Section 2.1, the space C(M; S2n) is naturally the total
space of a quasi<bration
2S2n+2 → C(M; S2n)→ S2n+2:
The main idea of this section is to show there exists a map C(M; S2n)→ S2n+1, with
p-local <ber S2n+1 (Theorem 1.8). Thus localized at p; C(M; S2n) can be described
as a smaller space. The main steps here are as follows:
(i) construct a map C(M; S2n)→ S2n+1;
(ii) identify the homotopy <ber.
3.1. Stiefel manifolds
By the Stiefel manifold Vr(d), we mean the collection of all r-frames in Rd, or,
Vr(d)=O(d)=O(d− r)= SO(d)=SO(d− r):
Consider <bration
S2n+1 !→V2(2n+ 3)→ V1(2n+ 3)
and the <ber sequence
V2(2n+ 3)
7→S2n+2  → S2n+1 !→V2(2n+ 3)→ S2n+2:
Replace the quasi<bration
2S2n+2 → C(M; S2n)→ S2n+2
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by a <bration
˜
2
S2n+2 → C˜(M; S2n)→ S2n+2
such that C˜(M; S2n) is homotopy equivalent to C(M; S2n). We now consider the fol-
lowing commutative diagram:
C˜(M; S2n)
identity−−−−−→ C˜(M; S2n) −−−−−→ {∗}


  ◦

(S2n+2)
 −−−−−→ S2n+1 !−−−−−→V2(2n+ 3)
(3.1)
Let F denote the homotopy <ber of C(M; S2n+1), then the above diagram can be
expanded to the following commutative diagram of <brations:
2V2(2n+ 3)
i−−−−−→ ˜2S2n+2−−−−−−−−−→ F −−−−−→ V2(2n+ 3)



{∗} −−−−−→ C˜(M; S2n) −−−−−→
identity
C˜(M; S2n) −−−−−→ {∗} 

  ◦

V2(2n+ 3)
7−−−−−→ S2n+2  −−−−−→ S2n+1 !−−−−−→ V2(2n+ 3)
(3.2)
We identify the homotopy <ber F in the next section. Now we prove a lemma about
the Stiefel manifold V2(2n+ 3), which is useful in the proof of Lemma 3.2
Lemma 3.1. If p¿ 2; there is a p-local equivalence
V2(2n+ 3)→ S4n+3:
Proof. The E2 term of the Serre spectral sequence of the <bration
S2n+1 !→V2(2n+ 3)→ V1(2n+ 3)
is shown in Fig. 6.
Notice that d2n+2 : H2n+1(S2n+1)→ H2n+2(V1(2n+3)) is the only possible non-trivial
di(erential. Consider the unit sphere bundle associated to the tangent bundle over
S2n+2
S2n+1 → T (S2n+2)→ S2n+2;
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Fig. 6. S2n+1 !→V2(2n + 3)→ V1(2n + 3).
where T (Sn) ∼= SO(n+ 1)=SO(n− 1). There is an isomorphism of <brations
S2n+1 −−−−−−−−−→ S2n+1

V2(2n+ 3) −−−−−→ T (S2n+2)

V1(2n+ 3) −−−−−→ S2n+2
(3.3)
The di(erential d2n+2 in the Serre spectral sequence of the right-side <bration is multi-
plication with the Euler class of S2n+2 [7, Section 16:7]. Since 2n+2 is even, d2n+2 is
multiplication by 2, thus, an isomorphism with F coeIcients. Hence H∗(V2(2n+3);F)
is isomorphic to H∗(S4n+3;F), i.e., V2(2n+3) is p-local equivalent to S4n+3, if p¿ 2.
3.2. The homotopy *ber F
Lemma 3.2. If p¿ 2; there is a p-local equivalence
2S2n+2 → (2S4n+3 × F):
Proof. Consider the E2 term of the homology Serre spectral sequence for
2S2n+2 → C(M; S2n)→ S2n+2:
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By an analogous argument to the one for the possible di(erential d4n+2 in Fig. 1, we
have that the di(erential
d4n+2 :H4n+2(S2n+2)→ H4n+1(2S2n+2)
is given by multiplication by 2, hence an isomorphism with F coeIcients.
Now consider the E2 term of the Serre spectral sequence for
2V2(2n+ 3)→ {∗} → V2(2n+ 3):
Since the total space is trivial, the possible di(erential
d4n+2 :H4n+2(V2(2n+ 3);F)→ H4n+1(2V2(2n+ 3);F)
is an isomorphism. Thus, by the naturality of the Serre spectral sequence,
i∗ :H4n+1(2V2(2n+ 3))→ H4n+1(2S2n+2)
is also an isomorphism.
Let H :S2n+2 → S4n+3 be the second James–Hopf invariant map. Then, we have
H4n+1(2V2(2n+ 3))
i∗−→H4n+1(2S2n+2) (H)∗−−−→H4n+1(2S4n+3);
which sends a non-trivial primitive of H4n+1(2V2(2n + 3)) to non-trivial primitive
of H4n+1(2S4n+3). Hence H ◦ i is a self-map of 2S4n+3 with the induced map
(H ◦i)∗ non-zero on H4n+1(2S4n+3;F). In the light of the Cohen–Mahowald theorem
[5, Theorem 1:1], H◦i is a p-local homotopy equivalence. The following commutative
diagram:
implies that there is a p-local equivalence of 2S2n+2 to (2S4n+3 × F).
Proposition 3.3. If f :2S2n+2 → 2S4n+3 × X is a p-local equivalence; then there is
a p-local equivalence S2n+1 → X .
Proof. Since there is a p-local equivalence 2S2n+2 → (2S4n+3 × S2n+1), we have
that
: :2S4n+3 × S2n+1 → 2S2n+2 H◦g−−−→2S4n+3 × X
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is a p-local equivalence. We claim that
% :S2n+1 ,→ 2S4n+3 × S2n+1 :→2S4n+3 × X projection−−−−−→X
is a monomorphism on the module of primitives in modp homology. By [9], this
suIces to see that %∗ is injective.
Let {xps2n} be a basis for PH∗S2n+1. It is well known that
H∗(2S2n+1;Fp) ∼=
∞⊗
j=0
E(x2npj−1)⊗
∞⊗
j=0
Fp(y2npj−2)
with .x2npj−1 =y2npj−2, where . is the Bockstein operation [10]. We want to show
that no two linearly independent primitives share the same degree. Notice that y’s
all have odd degrees. So we only need to show 2nps =pj(4npk + 2pk − 2). Assume
2nps =pj(4npk + 2pk − 2). Since 2n¡ 4npk + 2pk − 2, so s¿ j, it follows that
2nps−j =4npk + 2pk − 2, which is impossible since p is an odd prime. Thus there is
at most one primitive in each degree.
Since PH∗(2S4n+3 × X ) is isomorphic to PH∗(2S4n+3) ⊕ PH∗(X ), PH∗(X ) is
concentrated in degrees 2npi, i¿ 0, and the composites
PH∗(S2n+1)→ PH∗(2S2n+2)→ PH∗(2S4n+3)→ PH∗(X )
are isomorphisms in degree 2npi. Thus
PH∗(S2n+1)→ PH∗(X )
is an isomorphism, and hence H∗(S2n+1)→ H∗(X ) is an injection.
Let 7(Y ) denote the PoincarSe series of H∗(Y ;Fp), then 7(2S2n+2)= 7(S2n+1)
7(2S4n+3), and 7(2S2n+2)= 7(X )7(2S4n+3) by the hypothesis. Thus, 7(S2n+1)
= 7(X ). Therefore, % is a p-local equivalence.
Theorem 1.8. If p¿ 2; there is a p-local equivalence S2n+1 → F .
Proof. By Lemma 3.2 and Proposition 3.3, this map is a modp cohomology isomor-
phism.
Theorem 3.4. If p¿ 2; there is an isomorphism
H∗(C(M; S2n);Fp) ∼= H∗(S2n+1 × S2n+1;Fp):
Proof. The E2 term of the modp homolopy Serre spectral sequence for the <bration
S2n+1 → C(M; S2n)→ S2n+1
is shown in Fig. 7.
By the “separating” method, the “complex” inside the box gives the modp coho-
mology of M. Thus, d2n+1(z)= 0. Notice H∗(S2n+1) is isomorphic to ?[-2n], the
divided polynomial algebra on y2n [4]. Since -i2n = i!-2ni and all groups are torsion
free, d2n+1(-2ni)= 0. The theorem follows.
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Fig. 7. S2n+1 → C(M; S2n)→ S2n+1.
(Based on Theorem 1.5, we make the following
Conjecture 3.5. There is a p-local equivalence
C(M; S2n)→ S2n+1 × S2n+1:)
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