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Resumo
RAMOS, Edson Marcos Leal Soares. Aperfeic¸oamento e Desenvolvimento de Ferramentas
do Controle Estat´ıstico da Qualidade - Utilizando Quartis para Estimar o Desvio Padra˜o.
2003. Tese (Doutorado em Engenharia de Produc¸a˜o) - PPGEP/UFSC, Floriano´polis - SC,
Brasil.
O objetivo deste trabalho e´ aperfeic¸oar e desenvolver ferramentas do controle estat´ıstico da
qualidade, atrave´s da utilizac¸a˜o de um estimador do desvio padra˜o σ baseado nos quartis.
A teoria utilizada para estimar σ atrave´s dos quartis foi desenvolvida e o estimador do
desvio padra˜o apresentado. Resultados de simulac¸o˜es demonstram que as estimativas de
σ, obtidas a partir do estimador baseado nos quartis sa˜o, em geral, mais pro´ximas do
verdadeiro valor do paraˆmetro do que as estimativas produzidas por R¯/d2 e S¯/cn. Quando
o estimador proposto de σ for utilizado nas aplicac¸o˜es, a poss´ıvel falta de capacidade do
processo em atender a`s exigeˆncias, tende ser mais rapidamente detectada do que quando
R¯/d2 e´ utilizado. Durante a aplicac¸a˜o verificou-se que os limites obtidos para os gra´ficos
de controle reduzem a probabilidade de ocorreˆncia de alarmes falsos (erro tipo I). Na
presenc¸a de outliers, o estimador de σ proposto produz estimativas, para a linha central e
para os limites de controle, mais robustas do que o me´todo padra˜o de Shewhart. De fato, o
me´todo proposto detecta a presenc¸a de observac¸o˜es extremas no processo, enquanto que o
me´todo de Shewhart na˜o o faz. Quatro ı´ndices de capacidade do processo e cinco gra´ficos
de controle foram aperfeic¸oados para monitorar o n´ıvel e a dispersa˜o do processo. Tabelas
com fatores empregados na construc¸a˜o dos gra´ficos de controle, quando σ e´ estimado a
partir dos quartis, sa˜o apresentadas. E finalmente, duas novas ferramentas gra´ficas para
o controle estat´ıstico da qualidade foram desenvolvidas e apresentadas.
Palavras Chave: Controle Estat´ıstico da Qualidade, Estimac¸a˜o e Quartis.
Abstract
RAMOS, Edson Marcos Leal Soares. Tools Improvement and Development of the Statis-
tical Quality Control - Using Quartiles to Estimate the Standard Deviation. 2003. Thesis
(Doctoral in Industrial Engineering) - PPGEP/UFSC, Floriano´polis - SC, Brazil.
The objective of this work is to improve and develop tools of the Statistical Quality
Control, by using an estimator of the standard deviation σ based on the quartiles. The
theory used to estimate σ through quartiles was developed and the standard deviation’s
estimator was presented. Results of simulations show that estimates of σ obtained from
the estimator based on quartiles, are in general closer to the parameter’s true value,
than the estimates produced by R¯/d2 and S¯/cn. When the σ proposed estimator was
used in applications, the possible lack of the process capability to meet the requirements
tended to be more quickly detected than when R¯/d2 was used. During application it
was noted that the limits obtained by the control charts reduces the probability of false
alarms occurs (type I error). In the present of outliers, the σ proposed estimator produces
estimates, for the central line and control limits, more robust than the pattern Shewhart’s
method. In fact, the σ proposed estimator detects the extreme observations present in the
process, while Shewhart’s method fails. Four process capability indices and five control
charts were improved in order to monitor the level and the spread process. Tables with
factors used in the control charts construction, when σ is estimated from the quartiles, are
presented. Finally, two new graphic tools for the statistical quality control were developed
and presented.
Key Words: Statistical Quality Control, Estimation and Quartiles.
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Cap´ıtulo 1
Introduc¸a˜o
1.1 Aspectos Gerais
Os me´todos estat´ısticos cada vez mais veˆm sendo reconhecidos como um importante
instrumento para diagnosticar e otimizar a gesta˜o e operac¸a˜o de diversos sistemas, desde
os sistemas humanos aos mais complexos sistemas f´ısicos. As aplicac¸o˜es destes veˆm desem-
penhando um papel importante na soluc¸a˜o de muitos problemas, da indu´stria a` agricul-
tura, passando pelos setores so´cio-econoˆmico, administrativo e de sau´de. Grande parte das
mais avanc¸adas pesquisas cient´ıficas em diversas a´reas do conhecimento dependem cada
vez mais dos me´todos estat´ısticos. Eles sa˜o cada vez mais empregados nas engenharias,
sobretudo na Engenharia de Produc¸a˜o.
De fato, os me´todos estat´ısticos aplicados a` Engenharia de Produc¸a˜o, mais especifi-
camente nas indu´strias, na˜o constituem novidade, eles sa˜o ta˜o antigos como a pro´pria
indu´stria. Parte desses me´todos, conhecidos como Controle da Qualidade, foram durante
muito tempo aplicados sob a forma tradicional denominada “inspec¸a˜o”. Somente a partir
de 1924 [veja Shewhart (1931)], no entanto, e´ que se desenvolveu o Controle Estat´ıstico
da Qualidade (CEQ), cuja aplicac¸a˜o vem se tornando generalizada nos pa´ıses industriali-
zados.
Desde sua introduc¸a˜o por Shewhart, os gra´ficos de controle teˆm sido a ferramenta
do CEQ mais amplamente utilizada para monitorar e manter o controle estat´ıstico dos
processos. Gra´ficos de controle sa˜o aplicados para distinguir num processo as variac¸o˜es
que na˜o podem ser economicamente identificadas e corrigidas (causas aleato´rias), daquelas
que podem ser (causas assinala´veis).
Dentre os diversos tipos de gra´ficos de controle, os gra´ficos de controle para varia´veis sa˜o,
certamente, os mais empregados no controle estat´ıstico da qualidade, mais especificamente,
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os gra´ficos desenvolvidos para monitorar o n´ıvel do processo, como por exemplo, o gra´fico
da me´dia (gra´fico X¯), o gra´fico da mediana (gra´fico X˜) e os gra´ficos desenvolvidos para
monitorar a dispersa˜o do processo, como por exemplo, o gra´fico do desvio padra˜o (gra´fico
S), o gra´fico da variaˆncia (gra´fico S2) e o gra´fico da amplitude (gra´fico R).
Os ı´ndices de capacidade sa˜o outro exemplo de ferramentas bastante comuns do CEQ,
utilizadas primordialmente para avaliar a habilidade de um processo em satisfazer a`s
especificac¸o˜es exigidas. O controle estat´ıstico da qualidade na˜o e´ simplesmente uma colec¸a˜o
de te´cnicas estat´ısticas, mas uma forma de pensar que e´ essencial para a melhoria cont´ınua
da qualidade.
Comprovadamente, me´todos estat´ısticos como o CEQ sa˜o ferramentas eficazes no pro-
cesso de investigac¸a˜o, ana´lise e infereˆncias nos mais variados tipos de ocorreˆncias nas
diversas a´reas do conhecimento humano. Por exemplo, parece razoa´vel supor que a dis-
tribuic¸a˜o das alturas dos brasileiros adultos possa ser representada por um modelo normal.
Mas esta afirmac¸a˜o na˜o e´ suficiente para determinar qual a distribuic¸a˜o normal corres-
pondente; seria necessa´rio conhecer os paraˆmetros (me´dia e variaˆncia) desta distribuic¸a˜o
normal para que ela ficasse caracterizada. Se fosse poss´ıvel medir a altura de todos os
brasileiros adultos, haveriam meios de obter a sua distribuic¸a˜o exata e, da´ı, produzir os
correspondentes paraˆmetros. Contudo, raramente se consegue obter a distribuic¸a˜o exata
de alguma varia´vel, ou porque isto e´ muito dispendioso, ou muito demorado ou a`s vezes
porque consiste num processo destrutivo. Por exemplo, se fosse observada a durabilidade
de laˆmpadas e se todas fossem testadas ate´ queimarem, na˜o restaria nenhuma para ser
vendida. Assim, a soluc¸a˜o e´ selecionar parte dos elementos (amostra), analisa´-los, obter
estimativas para os paraˆmetros desejados e inferir propriedades para o todo (populac¸a˜o).
Seguramente, no controle estat´ıstico da qualidade, um dos maiores interesses e´ obter
estimativas para o desvio padra˜o populacional σ. Logo, se o valor de σ da dispersa˜o do
processo na˜o e´ conhecido, pode-se estima´-lo dos dados observados. Estimadores comuns
de σ, utilizados no CEQ, baseiam-se no desvio padra˜o amostral S e na amplitude amostral
R.
Entretanto, apesar da presenc¸a obrigato´ria dos me´todos de estimac¸a˜o no controle es-
tat´ıstico de qualidade, lacunas no processo de estimac¸a˜o do desvio padra˜o σ, ainda pre-
cisam ser preenchidas. Assim, esse trabalho procura apresentar uma alternativa para es-
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timac¸a˜o de σ atrave´s dos quantis amostrais, mais especificamente, baseando-se nos quartis
amostrais.
O estimador proposto possui a vantagem de reduzir a probabilidade de ocorreˆncia de
alarmes falsos (erro tipo I), quando aplicado aos gra´ficos de controle para varia´veis, e
tambe´m de melhorar a sensibilidade do processo de avaliac¸a˜o de capacidade na detecc¸a˜o
de um na˜o atendimento dos processos a`s especificac¸o˜es exigidas. Ainda, novas ferramentas
para o controle estat´ıstico de qualidade podem ser desenvolvidas a partir do estimador de
σ baseado nos quartis.
1.2 Justificativa e Importaˆncia do Trabalho
A pesquisa e´ justificada em virtude dos constantes avanc¸os na tecnologia empregada nos
processos produtivos industriais, que exigem, ale´m de um quadro de pessoal qualificado,
me´todos de controle estat´ıstico da qualidade capazes de monitorar, detectar e avaliar
mudanc¸as nas caracter´ısticas de qualidade, durante o processo de produc¸a˜o, ta˜o logo
quanto poss´ıvel.
A quantificac¸a˜o da dispersa˜o do processo e´ fundamental para entender a qualidade
das unidades produzidas num processo fabril. Infelizmente, a total falta de compreensa˜o
estat´ıstica, a respeito dos estimadores de σ, por alguns usua´rios do controle estat´ıstico
de qualidade, pode conduzir ao na˜o comprometimento destes no processo de melhoria
cont´ınua dos processos industriais, na˜o assegurando desta forma a qualidade das unidades
produzidas.
A utilizac¸a˜o de um estimador para σ baseado nos quartis melhora o entendimento
dos usua´rios do CEQ a respeito do conceito de variabilidade do processo. Ale´m disso,
possibilita melhorias nas estimativas dos ı´ndices utilizados para avaliar a capacidade dos
processos e nos tradicionais gra´ficos de controle Shewhart para varia´veis.
Finalmente, a metodologia proposta possibilita aos usua´rios e pesquisadores do CEQ o
desenvolvimento e aperfeic¸oamento de muitas ferramentas para o controle estat´ıstico da
qualidade.
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1.3 A Hipo´tese Ba´sica da Tese
Parte-se da hipo´tese de que o estimador para σ, baseado nos quartis, reduz a probabili-
dade de ocorreˆncia de alarmes falsos (erro tipo I), quando aplicado aos gra´ficos de controle
para varia´veis e tambe´m melhora a sensibilidade dos ı´ndices de capacidade em detectar
um na˜o atendimento dos processos a`s especificac¸o˜es exigidas. Ainda, possibilita o desen-
volvimento de novas ferramentas para o controle estat´ıstico de qualidade, contribuindo
desta forma para o aperfeic¸oamento e desenvolvimento do CEQ.
1.4 Objetivos
1.4.1 Objetivo Geral
Este trabalho tem como objetivo aperfeic¸oar e desenvolver ferramentas do controle
estat´ıstico da qualidade, atrave´s da utilizac¸a˜o de um estimador para o desvio padra˜o σ
baseado nos quartis.
1.4.2 Objetivos Espec´ıficos
Como objetivos espec´ıficos podem-se enumerar:
• Dar uma visa˜o geral a respeito de gra´ficos de controle;
• Demonstrar o processo de construc¸a˜o e avaliac¸a˜o dos gra´ficos de controle para
varia´veis;
• Desenvolver a teoria de estimac¸a˜o de σ atrave´s dos quartis;
• Mostrar a metodologia de construc¸a˜o e avaliac¸a˜o de gra´ficos de controle para moni-
torar o n´ıvel e a dispersa˜o do processo, quando σ for estimado a partir dos quartis;
• Criar tabelas com fatores para construc¸a˜o dos gra´ficos de controle da me´dia, media-
na, amplitude, desvio padra˜o e variaˆncia, quando o estimador de σ e´ baseado nos
quartis;
• Utilizar o estimador de σ baseado nos quartis, durante a avaliac¸a˜o da capacidade
dos processos, pelos ı´ndices Cp, Cpl, Cpu e Cpk;
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• Avaliar o desempenho do estimador de σ baseado nos quartis, quando este for uti-
lizado nos ı´ndices de capacidade e nos gra´ficos de controle;
• Apresentar um novo gra´fico de controle para monitorar e avaliar o n´ıvel do processo,
quando o estimador de σ baseado nos quartis e´ utilizado;
• Realizar a construc¸a˜o de um novo gra´fico de controle para monitorar e avaliar a
dispersa˜o do processo, utilizando o estimador de σ baseado nos quartis.
1.5 As Limitac¸o˜es do Trabalho
Como principais limitac¸o˜es deste trabalho teˆm-se:
• A escassez de material bibliogra´fico referente a` teoria dos quantis, mais especifica-
mente referentes aos quartis;
• A falta de acompanhamento in loco da aplicac¸a˜o dos gra´ficos de controle e dos ı´ndices
de capacidade desenvolvidos dificultou a interpretac¸a˜o e ana´lise dos mesmos;
• A aplicac¸a˜o em poucos processos reduziu a capacidade de ana´lise e interpretac¸a˜o da
metodologia proposta.
1.6 Estrutura do Trabalho
Esta tese de doutorado encontra-se dividida em oito cap´ıtulos, a saber:
• Cap´ıtulo 1: refere-se a` introduc¸a˜o do trabalho, onde sa˜o englobados a justificativa e
importaˆncia do trabalho, a hipo´tese do trabalho, objetivos geral e espec´ıficos, ale´m
das suas limitac¸o˜es;
• Cap´ıtulo 2: traz uma visa˜o geral a respeito dos gra´ficos de controle;
• Cap´ıtulo 3: mostra os gra´ficos para varia´veis utilizados no monitoramento do n´ıvel
e da dispersa˜o do processo;
• Cap´ıtulo 4: apresenta os principais ı´ndices para avaliac¸a˜o da capacidade dos proces-
sos;
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• Cap´ıtulo 5: faz uma breve apresentac¸a˜o dos princ´ıpios de estimac¸a˜o em controle
estat´ıstico da qualidade;
• Cap´ıtulo 6: traz toda estrutura de estimac¸a˜o do desvio padra˜o amostral atrave´s dos
quartis;
• Cap´ıtulo 7: mostra a aplicac¸a˜o do estimador de σ baseado nos quartis, aos principais
gra´ficos de controle para varia´veis, ı´ndices de capacidade e na construc¸a˜o de novos
gra´ficos de controle para monitorar o n´ıvel e a dispersa˜o do processo;
• Cap´ıtulo 8: apresenta as considerac¸o˜es finais e recomendac¸o˜es para trabalhos futuros.
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Cap´ıtulo 2
Visa˜o Geral de Gra´ficos de Controle
2.1 Introduc¸a˜o
A busca por me´todos mais rigorosos de controle da qualidade que pudessem gerar mais
confianc¸a nos produtos e servic¸os conduziu a` formac¸a˜o do Departamento de Engenharia e
Inspec¸a˜o dos laborato´rios da Bell Telephone, em 1924. Neste mesmo ano, Walter Andrew
Shewhart introduz o conceito de gra´ficos de controle atrave´s de um memorando te´cnico
nos laborato´rios Bell, nele Shewhart apresenta um gra´fico de controle, o qual mais tarde
veio a ser chamado o primeiro gra´fico de controle de Shewhart [veja Banks, 1989].
Os gra´ficos de controle sa˜o instrumentos que mostram a evoluc¸a˜o do n´ıvel de operac¸a˜o
do processo e de sua variac¸a˜o ao longo do tempo. Ale´m disso, os gra´ficos de controle sa˜o
ferramentas extremamente u´teis para identificar se as variac¸o˜es observadas num processo
sa˜o decorrentes de causas comuns de variac¸a˜o, consequ¨entemente, de pequena importaˆncia,
ou decorrentes de causas especiais de variac¸a˜o, e portanto, de grande importaˆncia, que
necessitam ser identificadas e eliminadas do processo. Um gra´fico de controle e´ um registro
gra´fico da qualidade de uma caracter´ıstica particular de um produto.
O procedimento de construc¸a˜o de gra´ficos de controle envolve, de forma geral, tomar
amostras de tamanhos fixos em intervalos amostrais e atrave´s destas, obter estimativas
para o n´ıvel e para a dispersa˜o do processo. Estas estimativas sa˜o enta˜o utilizadas para
determinar os limites de controle (superior e inferior) e a linha central dos gra´ficos.
Avanc¸os na tecnologia exigem dos usua´rios e pesquisadores dos gra´ficos de controle
interesse em poˆr estimadores cada vez mais precisos, tanto para o n´ıvel quanto para a
dispersa˜o do processo. Assim, uma das proposic¸o˜es deste trabalho e´ obter um estimador
para a dispersa˜o do processo baseado nos quartis para ser utilizado na construc¸a˜o de
gra´ficos de controle.
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Neste cap´ıtulo um breve relato dos diferentes tipos de gra´ficos de controle sera´ feito,
destacando a peculiaridade de cada um, mas considerando que eles teˆm o propo´sito
prima´rio de monitorar o processo. Para a utilizac¸a˜o na pra´tica, os aspectos ba´sicos para
se aplicar um gra´fico de controle sa˜o descritos. E´ destacado na fase de planejamento de
um gra´fico de controle, o cuidado na escolha do tamanho amostral e da especificac¸a˜o dos
limites de controle, dentre outros, visto que estes passos constituem-se como fundamentais
para a correta aplicac¸a˜o desta ferramenta do controle estat´ıstico da qualidade. Ale´m disso,
alguns dos benef´ıcios advindos da aplicac¸a˜o dos gra´ficos de controle sa˜o citados.
Por fim, esse cap´ıtulo encontra-se estruturado em oito sec¸o˜es que discutira˜o os seguintes
aspectos: a sec¸a˜o 2.2 apresentara´ algumas das principais pesquisas envolvendo a utilizac¸a˜o
e o desenvolvimento dos gra´ficos de controle; a Sec¸a˜o 2.3 tecera´ breves considerac¸o˜es acerca
dos princ´ıpios dos gra´ficos de controle; a Sec¸a˜o 2.4 abordara´ a utilizac¸a˜o do gra´fico de
controle na pra´tica; a Sec¸a˜o 2.5 falara´ sobre o planejamento de um gra´fico de controle; a
Sec¸a˜o 2.6 trara´ um breve relato acerca dos benef´ıcios da utilizac¸a˜o dos gra´ficos de controle;
a Sec¸a˜o 2.7 mostrara´ os tipos de gra´ficos de controle e, finalmente, a Sec¸a˜o 2.8 enfocara´
brevemente a relac¸a˜o entre teste de hipo´tese e gra´ficos de controle.
2.2 Algumas das Principais Pesquisas Envolvendo Gra´-
ficos de Controle
A aceitac¸a˜o dos gra´ficos de controle de Shewhart nas indu´strias e´ em parte devido
a` sua simplicidade. Seguramente, melhorar o desempenho destes gra´ficos e/ou propor
novas metodologias de construc¸a˜o e utilizac¸a˜o, tornou-se um desafio dos pesquisadores e
usua´rios do controle estat´ıstico da qualidade. Shewhart (1941), por exemplo, propo˜e testes
adicionais para tornar os gra´ficos de controle sens´ıveis a` pequenas mudanc¸as na me´dia do
processo. Moore (1957) mostra o efeito da na˜o-normalidade quando gra´ficos de controle
sa˜o utilizados. Ennerson e Manning (1959) apresentam um gra´fico de controle para avaliar
o desempenho do processo de forma ra´pida e simples. Dentre as vantagens da utilizac¸a˜o
da metodologia proposta, verifica-se a reduc¸a˜o do retrabalho e sucateamento, ale´m da
melhoria na confiabilidade do produto. Freud (1960) considera a utilizac¸a˜o dos gra´ficos
de controle de Shewhart na indu´stria qu´ımica, comparando-os com gra´ficos de controle de
aceitac¸a˜o.
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O gra´fico de controle de regressa˜o e´ apresentado por DiPaola (1945) para descrever e
representar o controle simultaˆneo das relac¸o˜es entre duas varia´veis. Mandel (1969) utiliza
o gra´fico de controle de regressa˜o para estudar as relac¸o˜es entre o nu´mero de homens-
horas trabalhadas e o volume de cartas processadas nas 74 maiores ageˆncias de correios
dos EUA. Mitra (1988) utiliza a amplitude amostral como estimador de σ para construc¸a˜o
dos limites de controle do gra´fico de regressa˜o.
Comumente, durante a construc¸a˜o de gra´ficos de controle sa˜o utilizados tamanhos de
amostras constantes. Mitra (1957) tabela valores para construc¸a˜o de limites de controle,
onde o tamanho amostral n e´ constante, baseados na me´dia e amplitude de uma populac¸a˜o
normal. Pore´m, existem situac¸o˜es em que o tamanho amostral n na˜o e´ constante. Numa
situac¸a˜o em que o tamanho amostral e´ varia´vel, cada amostra pode conter um nu´mero
diferente de observac¸o˜es. Neste contexto, Ferrell (1964) propo˜e construir gra´ficos de con-
trole utilizando tamanhos de subgrupos varia´veis. Neles sa˜o “plotadas” as amplitudes de
variac¸a˜o do tamanho amostral, Rv, e as meias variac¸o˜es do tamanho amostral, Mv (uma
medida de tendeˆncia central do subgrupo, um tipo de “me´dia”, isto corresponde a “plotar”
R e X¯ em gra´ficos de controle convencionais. Outra proposta, vista em Ferrell (1964), e´
utilizar a mediana das amplitudes de variac¸a˜o do tamanho amostral, R˜v, e a mediana
das meias variac¸o˜es do tamanho amostral, M˜v, para estabelecer os limites de controle e
estimar as caracter´ısticas populacionais. Isto corresponde ao uso de R¯ e X¯ em gra´ficos de
controle convencionais.
Segundo Alloway e Raghavachari (1991), os limites de controle destes gra´ficos conven-
cionais sa˜o exatos somente se a caracter´ıstica do processo em considerac¸a˜o e´ normalmente
distribu´ıda. Entretanto, Burr (1967) verifica que os usuais limites de controle para os
gra´ficos X¯ − R sa˜o robustos a`s suposic¸o˜es de normalidade e podem ser empregados a
menos que a populac¸a˜o seja extremamente na˜o-normal. Schilling e Nelson (1976) mostram
que amostras de tamanhos quatro e cinco, para o gra´fico X¯, sa˜o suficientes para assegurar,
razoavelmente, a robustez para a suposic¸a˜o de normalidade.
Contudo, se a verdadeira distribuic¸a˜o do processo e´ desconhecida, enta˜o, gra´ficos de
controle que sa˜o baseados em suposic¸o˜es distribucionais menos restritivas sa˜o u´teis. Co-
mumente, muitas distribuic¸o˜es das caracter´ısticas de qualidade monitoradas teˆm mais
volume na cauda (distribuic¸o˜es caudalosas) do que a distribuic¸a˜o normal. Va´rios es-
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tat´ısticos envolvidos na aplicac¸a˜o de gra´ficos de controle nos processos, por exemplo
Gunter (1989), creˆem que estas distribuic¸o˜es ocorrem mais frequ¨entemente na pra´tica
do que a distribuic¸a˜o normal. Conhecidamente, o desempenho de estimadores robustos
e na˜o-parame´tricos sa˜o frequ¨entemente melhores estimadores do que estimadores tradi-
cionais para distribuic¸o˜es caudalosas.
Um nu´mero limitado de gra´ficos de controle na˜o-parame´tricos tem sido relatado na lite-
ratura. Farnum e Stanton (1986) propo˜em a utilizac¸a˜o de gra´ficos de controle baseados no
teste de sinal. Considerac¸o˜es econoˆmicas para um gra´fico baseado em testes de sinais sa˜o
apresentadas por Arnold (1986). Alloway e Raghavachari (1991) apresentam um gra´fico
de controle baseado no estimador Hodges-Lehmann associado com a estat´ıstica de rank de
Wilcoxon, sua eficieˆncia estat´ıstica e´ quase ta˜o boa quanto a aproximac¸a˜o parame´trica se
as suposic¸o˜es Gaussianas sa˜o consideradas, e pode ser mais eficiente quando a normalidade
na˜o e´ considerada. Saad e Reynolds (1979) utilizam uma estat´ıstica de rank para testar
a simetria em torno de um n´ıvel fixado, enquanto que Hackl e Ledolter (1991) descrevem
um procedimento baseado em ajustes exponencialmente “rankeados” para construc¸a˜o de
limites de controle.
Outro fator relevante e´ que, frequ¨entemente, erros significantes de medidas esta˜o pre-
sentes em aplicac¸o˜es de controle de qualidade. O efeito dos erros de medidas nas caracte-
r´ısticas monitoradas pelo gra´fico X¯, considerando que somente a me´dia do processo muda,
e´ discutida por Bennett (1954). O efeito de erros de medida sobre o poder do gra´fico X¯−R
em detectar mudanc¸as no processo, quando a me´dia e a variaˆncia do processo mudam,
sa˜o apresentadas por Kanazuka (1986). Ele mostra que o poder dos gra´ficos de controle
depende da magnitude da mudanc¸a do processo. Um grande erro de medida resulta na
reduc¸a˜o do poder, assim, a utilizac¸a˜o de um tamanho de amostra maior e/ou reduc¸a˜o dos
erros de medida podem cobrir a perda. Tricker et al. (1998) mostram o efeito do erro de
medida quando o gra´fico R e´ utilizado. Linna e Woodall (2001) apresentam o efeito do
erro de medida em gra´ficos de controle de Shewhart. Um modelo considerando o custo e
um plano o´timo de amostragem tambe´m e´ dado.
Um problema comum na utilizac¸a˜o de gra´ficos de controle e´ o baixo poder que estes
apresentam em detectar pequenas mudanc¸as na caracter´ıstica de qualidade monitorada.
Uma soluc¸a˜o para este problema e´ a utilizac¸a˜o dos gra´ficos de controle CUSUM (soma
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acumulada) e EWMA (me´dias mo´veis ponderadas exponencialmente), que possuem alta
probabilidade de detectar pequenas mudanc¸as. Entretanto, uma aproximac¸a˜o proposta
por Burr (1969), que utiliza tamanhos amostrais adapta´veis, isto e´, utiliza qualquer gra´fico
de controle permitindo que o tamanho amostral mude dependendo do valor estat´ıstico,
obtido em ana´lises da amostra pre´via, vem sendo utilizada por alguns pesquisadores como
soluc¸a˜o para este problema. Por exemplo, Daudin (1992) apresenta a primeira comparac¸a˜o
entre os dois esquemas de construc¸a˜o de gra´ficos de controle (tamanhos amostrais fixos
versus tamanhos amostrais adapta´veis). Prabhu et al. (1993) e Costa (1994) propo˜em
esquemas similares a`quele dos tamanhos amostrais de Daudin (1992), pore´m mais simples
para operac¸a˜o do usua´rio.
O gra´fico de controle T 2 de Hotelling [veja Hotelling (1947)], com tamanhos amostrais
adapta´veis, e´ apresentado por Aparisi (1996). Seus resultados mostram intensa melhoria
em comparac¸a˜o com esquemas de tamanhos amostrais univariados. Os ganhos de poder
sa˜o ate´ melhores que aqueles obtidos com gra´ficos de controle multivariados CUSUM,
mostradas por Pignatiello e Runger (1990), e com gra´ficos de controle multivariados
EWMA, apresentadas por Lowry et al. (1992), mas manteˆm a simplicidade do gra´fico
T 2 de Hotelling.
Costa (1998) desenvolve um procedimento que utiliza os gra´ficos X¯ e R conjuntamente,
quando os paraˆmetros sa˜o adapta´veis. Um modelo de Markov para determinar as pro-
priedades da unia˜o dos gra´ficos de controle X¯ e R com tamanhos amostrais varia´veis e´
visto em Costa (1999). O planejamento econoˆmico do gra´fico X¯, quando os paraˆmetros
sa˜o adapta´veis, e´ obtido por Costa e Rahim (2001). O esquema do tamanho amostral
adapta´vel e´ utilizado por Aparisi et al. (2001) em gra´ficos de controle de variaˆncia genera-
lizada |S|, para detectar mais rapidamente mudanc¸as na matriz de variaˆncia-covariaˆncia.
Epprecht e Costa (2001) apresentam uma metodologia para construc¸a˜o de gra´ficos de
controle para atributos com amostras adapta´veis. Magalha˜es et al. (2001) mostram um
modelo de custo da qualidade para um gra´fico X¯, quando todos os paraˆmetros de planeja-
mento sa˜o adapta´veis. O modelo proposto viabiliza a selec¸a˜o o´tima e de forma econoˆmica
os paraˆmetros de planejamento do gra´fico.
O gra´fico de controle para proporc¸o˜es de duas varia´veis desenvolvido por Spisak (1990),
o gra´fico de controle baseado na distribuic¸a˜o geome´trica mostrado por Kaminsky et al.
Ramos, Edson M. L. S. PPGEP/UFSC
2.3 Princ´ıpios dos Gra´ficos de Controle 12
(1992) e o gra´fico de selec¸a˜o de causas de Wade e Woodall (1993), sa˜o algumas das mais
recentes linhas de pesquisa sobre gra´ficos de controle.
Finalmente, na u´ltima de´cada, uma nova classe de gra´ficos de controle para a moni-
torac¸a˜o dos processos sujeitos a distu´rbios moderados tem sido desenvolvida. Estes gra´ficos
sa˜o chamados de dinaˆmicos porque alguns de seus paraˆmetros sa˜o permitidos variar du-
rante a operac¸a˜o. Por enquanto, o tamanho das amostras varia entre dois tamanhos,
grandes e pequenos, dependendo do que e´ observado do processo. Se um ponto amostral
situa-se perto mas na˜o fora dos limites de controle (indicando que o processo poderia ser
ajustado), enta˜o a pro´xima amostra e´ escolhida para ser grande (para aperfeic¸oar o poder
do gra´fico). Inversamente, se um ponto amostral situa-se perto ao alvo, enta˜o a pro´xima
amostra e´ escolhida para ser pequena (para compensar grandes amostras). A motivac¸a˜o do
esquema dinaˆmico e´ associada com o ganho em velocidade com o qual o gra´fico sinalizara´
condic¸o˜es fora de controle.
2.3 Princ´ıpios dos Gra´ficos de Controle
A fabricac¸a˜o de um produto sempre envolve uma certa quantidade de variac¸a˜o nas
condic¸o˜es de produc¸a˜o. De uma forma geral, diversos fatores sa˜o responsa´veis pela variac¸a˜o
estoca´stica das caracter´ısticas de qualidade de interesse, observadas nas unidades produzi-
das. Num processo de produc¸a˜o implementado e planejado cuidadosamente, estas variac¸o˜es
inerentes sa˜o pequenas e na˜o podem ser atribu´ıdas a fatores isolados controla´veis. Sob
estas condic¸o˜es diz-se que o processo de produc¸a˜o esta´ sob controle estat´ıstico ou que
ocorre sem distu´rbios. Durante a produc¸a˜o cont´ınua, pode acontecer que estas variac¸o˜es
aumentem ou excedam uma quantidade razoa´vel, devido a mudanc¸as significantes nos
fatores controla´veis do processo. Por exemplo, fadiga do pessoal ou desgaste de uma fer-
ramenta poderia levar a uma mudanc¸a sistema´tica no n´ıvel do processo. Enta˜o conclui-se
que o processo esta´ fora de controle estat´ıstico ou esta´ perturbado.
Mantendo o foco nessas caracter´ısticas, os gra´ficos de controle foram desenvolvidos com
o propo´sito prima´rio de monitorar continuamente se o processo de produc¸a˜o esta´ sob
controle estat´ıstico. Quando trabalha-se com gra´ficos de controle sempre se supo˜e que o
estado de controle estat´ıstico e´ caracterizado por um processo que pode ser representado
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por varia´veis aleato´rias independentes e identicamente distribu´ıdas (i.i.d.). Em particular,
esta suposic¸a˜o implica em falta de autocorrelac¸a˜o.
Os gra´ficos de controle sa˜o definidos atrave´s de estat´ısticas e se baseiam em certas
distribuic¸o˜es de probabilidade, principalmente na distribuic¸a˜o normal. Assim, supo˜e-se
que, quando um processo industrial esta´ sob controle, uma caracter´ıstica de qualidade
observa´vel em sa´ıdas sucessivas se comporta como uma sequ¨eˆncia de varia´veis aleato´rias
independentes com distribuic¸a˜o normal de me´dia µ e variaˆncia σ2, pelo menos aproxi-
madamente.
2.4 Gra´fico de Controle na Pra´tica
Ao se aplicar um gra´fico de controle, geralmente, extraem-se amostras de tamanhos
fixos n de um processo de produc¸a˜o em pontos espec´ıficos de tempo. Os intervalos entre
estes pontos de tempo sa˜o em geral constantes. Os valores observa´veis X1, X2, . . . , Xn das
caracter´ısticas de qualidade monitoradas sa˜o resumidos no vetor amostralX e sa˜o tambe´m
utilizados nas suas formas originais ou sa˜o condensados numa estat´ıstica amostral, por
exemplo, a soma amostral, a me´dia amostral, a mediana amostral, a variaˆncia amostral,
o desvio padra˜o amostral ou a amplitude amostral. Um gra´fico de controle e´ uma figura
gra´fica desses resultados amostrais, constru´ıdo de forma manual ou atrave´s do processa-
mento eletroˆnico dos dados.
Os resultados sa˜o “plotados” no eixo vertical contra os pontos de tempo espec´ıficos de
suas observac¸o˜es ou contra o nu´mero de ı´ndices amostrais no eixo horizontal. Em adic¸a˜o
a esses dois eixos o sistema de coordenadas conte´m va´rias linhas fixas. Um gra´fico de
controle tipo Shewhart usualmente conte´m uma linha central paralela a abscissa. A altura
desta linha central (LC) e´ dada pelo valor alvo do processo de produc¸a˜o. Este valor
pode, por exemplo, ser um valor nominal exigido por lei, um padra˜o ou especificac¸o˜es de
produc¸a˜o. Pode ser tambe´m um valor baseado na experieˆncia passada do processo ou um
valor estimado tomado de uma pre´-produc¸a˜o do processo produtivo sob condic¸o˜es sem
perturbac¸o˜es.
E´ absolutamente necessa´rio um gra´fico de controle possuir uma ou duas linhas de con-
trole. Dependendo se e´ deseja´vel monitorar os desvios das caracter´ısticas de qualidade
acima e abaixo do valor alvo ou somente desvios unilaterais, respectivamente, trabalha-se
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com duas ou uma linha de controle. De acordo com isto ha´ uma distinc¸a˜o entre gra´ficos de
controle bilaterais e gra´ficos de controle unilaterais. As linhas de controle sa˜o chamadas
de limite superior de controle e limite inferior de controle, abreviadas por LSC e LIC,
respectivamente. Estas linhas teˆm o propo´sito de decidir se o processo esta´ sob controle es-
tat´ıstico ou se distu´rbios possam ter ocorrido. Ale´m dessas linhas de controle, os gra´ficos de
controle de Shewhart algumas vezes conteˆm uma ou duas linhas adicionais de adverteˆncia.
Os n´ıveis correspondentes a estas linhas sa˜o chamados limite de adverteˆncia superior e
limite de adverteˆncia inferior (LSA e LIA, respectivamente) e a distaˆncia entre eles e a
linha central e´ menor do que aquelas entre as linhas de controle LSC e LIC.
A Figura 2.1 mostra um gra´fico de controle de Shewhart com linhas de controle e
adverteˆncia bilaterais. Para facilitar a orientac¸a˜o os pontos amostrais sa˜o ligados por
linhas retas.
Figura 2.1 Gra´fico de Controle de Shewhart com Linhas de Controle e Adverteˆncia Bila-
terais.
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Durante a aplicac¸a˜o de um gra´fico de controle existem treˆs eventos poss´ıveis para
cada amostra. No primeiro, o resultado amostral pode situar-se dentro dos limites de ad-
verteˆncia, neste caso assume-se que o processo de produc¸a˜o ocorre sob controle estat´ıstico,
da´ı na˜o e´ necessa´rio tomar qualquer ac¸a˜o particular. No segundo evento, o resultado
amostral pode situar-se entre os limites de controle e os limites de adverteˆncia, havendo
assim a suspeita de uma perturbac¸a˜o no processo. Neste caso, uma segunda amostra e´
extra´ıda imediatamente, e se o novo resultado situar-se dentro dos limites de adverteˆncia,
a suspeita e´ descartada, entretanto, se o novo resultado situar-se fora dos limites de ad-
verteˆncia a suspeita justifica-se e uma ac¸a˜o corretiva devera´ ser tomada objetivando tornar
o processo produtivo sob controle estat´ıstico. Finalmente, no terceiro evento, o resultado
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amostral pode situar-se sobre ou fora dos limites de controle. Se isto ocorrer, uma inter-
venc¸a˜o no processo produtivo devera´ ser feita imediatamente. Numa situac¸a˜o concreta,
esta intervenc¸a˜o depende particularmente do processo produtivo, do conhecimento sobre
ele e do tipo de perturbac¸a˜o indicada na inspec¸a˜o. Sob certas circunstaˆncias pode ate´ ser
necessa´rio separar todas as unidades que foram produzidas depois da u´ltima amostragem.
Quando gra´ficos de controle sem limites de adverteˆncia sa˜o utilizados, o primeiro evento
refere-se aos limites de controle e o segundo evento e´ omitido.
Para Mittag e Rinne (1993) a utilizac¸a˜o de limites de adverteˆncia modifica conside-
ravelmente as propriedades estat´ısticas de um gra´fico de controle. Em particular, na˜o e´
poss´ıvel controlar sua curva de poder.
2.5 Planejamento de um Gra´fico de Controle
O planejamento de um gra´fico de controle envolve principalmente a escolha adequada
do tamanho da amostra, o intervalo de tempo entre amostras consecutivas e a especificac¸a˜o
dos limites de controle e, quando apropriado, dos limites de adverteˆncia. Durante a fase
de planejamento de um gra´fico de controle, testes teo´ricos e considerac¸o˜es econoˆmicas
sa˜o importantes. Woodall (1985) planeja gra´ficos de controle, baseando-se no desempenho
estat´ıstico destes sobre algumas regio˜es de controle previamente especificadas. Caulcutt
(1995) mostra os principais tipos de erros e acertos, usualmente cometidos por usua´rios dos
gra´ficos de controle. Woodall (2000) afirma que o planejamento dos gra´ficos de controle
desenvolvidos por Shewhart sa˜o bastante u´teis em muitas aplicac¸o˜es atuais, entretanto,
ele considera que a introduc¸a˜o de novas ide´ias relacionadas ao controle estat´ıstico da
qualidade, como por exemplo, me´todos multivariados e planos amostrais, teˆm sido muito
lentamente introduzidos no ambiente industrial.
Quando se quer determinar o tamanho da amostra e o intervalo amostral, pode-se
utilizar crite´rios econoˆmicos, como por exemplo, custos de inspec¸a˜o, custos de produc¸a˜o
parada devido a` interrupc¸a˜o do processo para realizar ajustes necessa´rios e custos de
perturbac¸o˜es na˜o detectadas. Na pra´tica o tamanho amostral n e a frequ¨eˆncia amostral sa˜o
escolhidos arbitrariamente, geralmente, baseados em experieˆncias passadas. O tamanho
amostral n e´ raramente maior que 15 e, por razo˜es nume´ricas, um nu´mero ı´mpar.
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Proschan e Savage (1960) da˜o boas recomendac¸o˜es de como iniciar o processo de cons-
truc¸a˜o de gra´ficos de controle. Considerac¸o˜es a respeito do tamanho amostral ideal e do
n´ıvel de significaˆncia utilizados no desenvolvimento dos limites de controle, tambe´m sa˜o
mostradas.
A especificac¸a˜o dos limites de controle e´ o assunto central no planejamento de um gra´fico
de controle. Os limites de controle sa˜o especificados de forma que a estat´ıstica de teste
g(X) alcance ou exceda seus valores somente com uma pequena probabilidade α, quando
o processo ocorre sem perturbac¸o˜es. Para um gra´fico de controle, com ambos LSC e LIC,
isto significa que:
P [g(X) /∈ (LSC;LIC)|processo esta´ sob controle estat´ıstico] = α. (2.1)
Na pra´tica utilizam-se testes estat´ısticos com distribuic¸o˜es sime´tricas e, consequ¨ente-
mente, sempre se procedera´ como descrito na Figura 2.1, especificando-se os limites LSC
e LIC com a mesma distaˆncia da linha central (LC). A probabilidade (2.1) enta˜o consiste
de duas probabilidades iguais, dadas por:
P [g(X) ≥ LSC|processo esta´ sob controle estat´ıstico] = α/2 (2.2)
e
P [g(X) ≤ LIC|processo esta´ sob controle estat´ıstico] = α/2. (2.3)
Quando se planeja um gra´fico de controle unilateral se procede de forma ana´loga. So-
mente na˜o se divide a probabilidade α em duas probabilidades e se determina o LSC ou
LIC, respectivamente, atrave´s das seguintes equac¸o˜es:
P [g(X) ≥ LSC|processo esta´ sob controle estat´ıstico] = α (2.4)
ou
P [g(X) ≤ LIC|processo esta´ sob controle estat´ıstico] = α. (2.5)
E´ importante na˜o especificar os limites de controle muito pro´ximos da linha central,
porque a variac¸a˜o natural no tempo, quando o processo esta´ em estado de controle es-
tat´ıstico, pode induzir a uma intervenc¸a˜o. A probabilidade α de interferir num processo
sem perturbac¸o˜es (alarme falso) aumenta, quando a distaˆncia entre os limites de controle
diminui. Entretanto, se as linhas de controle esta˜o muito distantes da linha central enta˜o
ocorre o risco de se responder muito tarde a uma perturbac¸a˜o sistema´tica no processo.
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A probabilidade de na˜o interferir em um processo perturbado (alarme negligenciado)
aumenta quando a distaˆncia entre as linhas de controle e a linha central aumenta. Geral-
mente, os limites de controle sa˜o calculados de forma que a estat´ıstica amostral g(X)
de um processo sem perturbac¸o˜es situe-se dentro das linhas de controle com probabili-
dade de 99%. Consequ¨entemente, para determinac¸a˜o das linhas de controle geralmente
estabelece-se um α = 0, 01 em (2.1) e, respectivamente, em (2.4) ou (2.5).
A estat´ıstica amostral g(X), supostamente, possui uma distribuic¸a˜o sime´trica e cont´ınua,
por exemplo a distribuic¸a˜o normal. Supo˜e-se tambe´m que sua densidade exista. Se o teste
escalar Y = g(X) possui condic¸o˜es sob controle e distribuic¸a˜o com esperanc¸a µY (n´ıvel
da linha central LC) e desvio padra˜o σY , enta˜o os limites de controle LSC e LIC sa˜o
colocados no n´ıvel µY ± 3σY .
2.6 Benef´ıcios da Utilizac¸a˜o dos Gra´ficos de Controle
Um gra´fico de controle monitora a conformidade entre o estado desejado e o atual de
um processo com relac¸a˜o a certas caracter´ısticas de qualidade. A aplicac¸a˜o de um gra´fico
de controle supo˜e possuir o efeito de que mudanc¸as indeseja´veis no comportamento da ca-
racter´ıstica de qualidade, por exemplo, uma mudanc¸a na me´dia, um aumento na dispersa˜o,
um aumento no nu´mero de unidades na˜o-conformes ou um aumento de na˜o-conformidades,
sejam descobertas e corrigidas ta˜o logo quanto poss´ıvel. Como consequ¨eˆncia, a frac¸a˜o
defeituosa do processo, ou respectivamente, a quantidade de reparos de na˜o-conformidades
e´ reduzida e consequ¨entemente a produtividade aumenta.
Gra´ficos de controle que ja´ cumpriram seu propo´sito como instrumento do controle de
um processo, servem para a empresa como prova e documentac¸a˜o dos esforc¸os da garantia
da qualidade do produtor para o consumidor.
Finalmente, os gra´ficos de controle da qualidade podem tambe´m ser utilizados para
avaliac¸o˜es internas da precisa˜o do maquina´rio e ferramentas. Ainda, podem servir como
aux´ılio nas deciso˜es sobre investimentos adicionais ou na programac¸a˜o de manutenc¸a˜o
e/ou vistorias gerais.
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2.7 Tipos de Gra´ficos de Controle
Existem va´rios crite´rios utilizados para classificar os gra´ficos de controle, como por
exemplo, quanto ao nu´mero de linhas de controle, os gra´ficos distinguem-se entre gra´ficos
de controle unilaterais e bilaterais. Dependendo se os ca´lculos dos limites de controle en-
volvem ou na˜o especificac¸o˜es te´cnicas, os gra´ficos de controle de Shewhart sa˜o classificados
em cla´ssicos ou modificados, respectivamente.
Um gra´fico de controle e´ dito ser de rastreamento u´nico, quando o gra´fico conte´m so-
mente um sistema de coordenadas no qual os resultados da inspec¸a˜o, para monitorar um
aspecto do processo de produc¸a˜o (locac¸a˜o ou dispersa˜o), sa˜o introduzidos. Um gra´fico
de controle de rastreamento duplo conte´m dois sistemas de coordenadas para monitorar
simultaneamente a locac¸a˜o e a dispersa˜o. Gra´ficos de controle com rastreamento duplo
sa˜o nada mais que dois gra´ficos de controle com rastreamento simples aplicados simul-
taneamente, ambos relacionados a mesma caracter´ıstica de qualidade. Diferentes destes,
gra´ficos de controle multivariados monitoram va´rias caracter´ısticas de qualidade ao mesmo
tempo.
De acordo com o tipo de caracter´ıstica de qualidade, os gra´ficos de controle distin-
guem-se entre gra´ficos de controle para atributos e gra´ficos de controle para varia´veis.
Termos sinoˆnimos sa˜o gra´ficos de controle para dados conta´veis e gra´ficos de controle para
medidas. Gra´ficos de controle para atributos sempre utilizam uma estat´ıstica de teste com
distribuic¸a˜o discreta, enquanto a estat´ıstica amostral de um gra´fico para varia´veis possui
uma distribuic¸a˜o cont´ınua.
Finalmente, pode-se diferenciar os gra´ficos de controle dependendo se a decisa˜o de in-
terferir no processo e´ baseada unicamente no resultado amostral apresentado ou tambe´m
em amostras precedentes. Gra´ficos de controle do tipo Shewhart somente utilizam o resul-
tado amostral atual, sendo conhecidos como gra´ficos de controle sem memo´ria. Gra´ficos
de controle com memo´ria, por exemplo CUSUM e EWMA, utilizam os resultados das
amostras precedentes.
A notac¸a˜o dos gra´ficos de controle depende, frequ¨entemente, da estat´ıstica de teste e
do tipo de rastreamento do gra´fico. Na pra´tica, as seguintes notac¸o˜es mais usuais foram
estabelecidas:
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• Gra´fico X - Gra´fico de controle simples para atributos onde a estat´ıstica teste acu-
mula as na˜o-conformidades por unidades produzidas ou o nu´mero de unidades na˜o-
conformes na amostra;
• Gra´fico p - Gra´fico de controle para atributos, o qual utiliza a proporc¸a˜o de unidades
na˜o-conformes na amostra como sua estat´ıstica de teste;
• Gra´fico u - Gra´fico de controle para atributos. Sua estat´ıstica de teste e´ o acu´mulo
de na˜o-conformidades por unidade f´ısica;
• Gra´fico de X¯ e Gra´fico X˜ - Gra´ficos de controle para varia´veis com a me´dia amostral
e a mediana amostral, respectivamente, como a estat´ıstica de teste. Por conseguinte,
estes gra´ficos sa˜o tambe´m chamados de gra´fico da me´dia e gra´fico da mediana.
Ambos teˆm o propo´sito de monitorar o n´ıvel do processo;
• Gra´fico de R, Gra´fico S e Gra´fico S2 - Gra´ficos de controle para varia´veis onde
a estat´ıstica de teste e´ a amplitude amostral, ou o desvio padra˜o amostral ou a
variaˆncia amostral, respectivamente. Estes gra´ficos sa˜o tambe´m chamados de gra´fico
da amplitude, gra´fico do desvio padra˜o e gra´fico da variaˆncia, respectivamente. Eles
monitoram a dispersa˜o do processo de produc¸a˜o;
• Gra´fico de X¯ − S, Gra´fico X¯ −R, Gra´fico X¯ −MR, Gra´fico X˜ − S, Gra´fico X˜ −R
e Gra´fico X˜ −MR - Gra´fico de controle para varia´veis com rastreamento duplo e
que utilizam a me´dia amostral ou a mediana amostral para monitorar o n´ıvel do
processo e o desvio padra˜o amostral, a amplitude amostral ou a amplitude mo´vel
para controlar a dispersa˜o do processo. Estes gra´ficos sa˜o apropriadamente chamados
como acima, por exemplo, gra´fico da me´dia-amplitude no caso do gra´fico X¯ −R.
2.8 Teste de Hipo´tese e Gra´ficos de Controle
Conforme mencionado na Sec¸a˜o 2.5, gra´ficos de controle sa˜o principalmente uma forma
gra´fica de uma estat´ıstica amostral g(X) como uma func¸a˜o do tempo. Todos os gra´ficos de
controle teˆm em comum que suas aplicac¸o˜es sa˜o equivalentes a repetidamente desempenhar
um teste de hipo´teses da seguinte forma:
H0 : o processo produtivo esta´ sob controle estat´ıstico
H1 : o processo produtivo esta´ fora do controle estat´ıstico.
(2.6)
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Se a realizac¸a˜o da func¸a˜o amostral alcanc¸a ou excede os limites de controle LSC e LIC
(gra´ficos de controle bilaterais) ou um deles (no caso de gra´ficos de controle unilaterais),
enta˜o a hipo´tese H0 e´ rejeitada e ajustes no processo sa˜o realizados. A regia˜o de aceitac¸a˜o
(RA) para H0 e´ dada pelo conjunto de todas as realizac¸o˜es da estat´ıstica de teste que se
situam dentro dos limites de controle. Consequ¨entemente, a regia˜o de rejeic¸a˜o (RR) para
H0 e´ definida como sendo o complementar de RA. Logo, a regra de decisa˜o do teste leˆ-se
como segue:
• Se a estat´ıstica de teste g(X) situa-se sobre ou fora das linhas de controle, e´ necessa´rio
intervir no processo.
• Se a estat´ıstica de teste g(X) situa-se dentro das linhas de controle, enta˜o na˜o e´
necessa´rio tomar nenhuma ac¸a˜o.
Numa dada situac¸a˜o a hipo´teseH0 diz que um paraˆmetro de locac¸a˜o (µ, digamos) ou um
paraˆmetro de dispersa˜o (σ, digamos) da caracter´ıstica de qualidade monitorada concorda
com um desejado valor. Este valor alvo pode ainda ser um valor nominal ou estimado de
uma produc¸a˜o pre´via do processo.
No que segue este trabalho estara´ restrito a gra´ficos de controle univariados para
varia´veis.
Este cap´ıtulo procurou proporcionar uma visa˜o geral acerca dos gra´ficos de controle,
destacando algumas das principais pesquisas envolvendo a utilizac¸a˜o e o desenvolvimento
destes gra´ficos. Ale´m dos tipos, os princ´ıpios, a utilizac¸a˜o na pra´tica e o planejamento
dos gra´ficos de controle, foram mostrados testes de hipo´teses por tra´s da utilizac¸a˜o de tal
ferramenta, bem como, os seus benef´ıcios.
Todos estes aspectos sa˜o de extrema importaˆncia, pois atrave´s deles sera˜o obtidas me-
lhores estimativas para o n´ıvel e dispersa˜o do processo. Tais estimativas para a dispersa˜o
do processo, constituem um dos principais objetivos deste trabalho, ou seja, buscar por
estimadores cada vez mais precisos a serem utilizados na construc¸a˜o de gra´ficos de controle.
Finalmente, este cap´ıtulo serve como embasamento para o entendimento a respeito dos
gra´ficos de controle para varia´veis implementado no pro´ximo cap´ıtulo.
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Cap´ıtulo 3
Gra´ficos de Controle para Varia´veis
3.1 Introduc¸a˜o
Conforme poˆde ser visto no cap´ıtulo anterior, existe um crescente interesse de pesqui-
sadores e usua´rios de gra´ficos de controle na obtenc¸a˜o de estimadores cada vez melhores
para o n´ıvel e dispersa˜o do processo.
De fato, as caracter´ısticas importantes de um processo produtivo, no controle para
varia´veis, sa˜o o n´ıvel e a dispersa˜o natural do processo. Mudanc¸as significativas no n´ıvel
e/ou na dispersa˜o do processo produtivo podem originar alterac¸o˜es significativas na frac¸a˜o
na˜o-conforme, por esta raza˜o, no controle para varia´veis, o n´ıvel e dispersa˜o do processo,
comumente sa˜o controlados simultaneamente. Isto e´ geralmente conseguido utilizando o
gra´fico X¯ ou o gra´fico X˜, para o controle do n´ıvel e o gra´fico S, o gra´fico S2 ou o gra´fico R,
para o controle da variabilidade. Quando utilizados em conjunto, estes gra´ficos constituem
um procedimento razoavelmente eficiente para o controle de um processo. Os gra´ficos para
dispersa˜o monitoram a variabilidade dentro da amostra, enquanto que, os gra´ficos para o
n´ıvel monitoram a variabilidade entre as amostras.
Deve ficar claro que para o controle da variabilidade (e indiretamente do n´ıvel) de um
processo, a caracter´ıstica de qualidade deve ser normalmente distribu´ıda. Nas aplicac¸o˜es
pra´ticas do controle da qualidade, esta restric¸a˜o na˜o e´ demasiadamente se´ria, uma vez que
caracter´ısticas qualitativas medidas em escala continua teˆm, em geral, distribuic¸a˜o normal
ou aproximadamente normal. Se os gra´ficos de controle va˜o ser estabelecidos para um novo
processo, do qual na˜o se teˆm informac¸o˜es pre´vias, antes de procurar estabelecer os gra´ficos
deve ser feito um teste de normalidade para a caracter´ıstica de interesse. Eventualmente
pode ser necessa´rio efetuar uma transformac¸a˜o na varia´vel, visando a normalidade.
A indicac¸a˜o ba´sica de falta de controle de um processo e´ a ocorreˆncia de pontos fora
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dos limites de controle, quer nos gra´ficos para o n´ıvel, quer nos gra´ficos para a dispersa˜o.
Pore´m, mesmo com todos os pontos entre os limites de controle, a presenc¸a de tendeˆncias,
ciclos ou alguma outra configurac¸a˜o t´ıpica dos pontos pode revelar descontrole do processo.
Algumas recomendac¸o˜es pra´ticas teˆm sido apresentadas por va´rios estudiosos, por exem-
plo Kume (1993) e Montgomery (2001), para a verificac¸a˜o do estado de controle de um
processo. Segundo Bravo (1995), e´ geralmente aceito que no gra´fico de um processo sob
controle estat´ıstico, cerca de 2/3 do nu´mero total de pontos devem estar localizados no
terc¸o central do gra´fico. Se para 25 amostras mais de 90% ou menos de 40% dos pontos
estiverem situados no terc¸o central do gra´fico de controle, tem-se uma indicac¸a˜o de des-
controle do processo. Evideˆncias de deslocamento da me´dia do processo ou de tendeˆncia
dos pontos sa˜o geralmente aceitas se ocorrerem 7 pontos consecutivos de um dos lados
da linha central do gra´fico ou 7 pontos consecutivos na˜o crescentes ou na˜o decrescentes.
Nelson (1984) apresenta oito testes gra´ficos simples para detectar falta de controle atrave´s
do gra´fico X¯.
Durante o processo de construc¸a˜o dos gra´ficos de controle para varia´veis, o gra´fico
para dispersa˜o e´ constru´ıdo em primeiro lugar, uma vez que ele fornece uma estimativa
da variabilidade do processo, a qual e´ usada para construc¸a˜o do gra´fico para o n´ıvel.
Evidentemente, esta estimativa so´ deve ser usada quando o processo estiver sob controle
em relac¸a˜o a variabilidade. Nas aplicac¸o˜es em conjunto, o gra´fico para a dispersa˜o e´
usualmente apresentado depois do gra´fico para o n´ıvel.
Neste cap´ıtulo sera´ abordado o processo de construc¸a˜o e implementac¸a˜o dos gra´ficos
de controle para varia´veis, mais especificamente, os gra´ficos para monitorar o n´ıvel e a
dispersa˜o do processo. O processo de obtenc¸a˜o dos limites de controle e da linha central
para os gra´ficos do desvio padra˜o, da variaˆncia, da amplitude, da me´dia e da mediana sera˜o
detalhadamente vistos. Tabelas com fatores para construc¸a˜o dos limites sera˜o mostradas.
Algumas das principais pesquisas envolvendo os gra´ficos de controle para varia´veis sera˜o
apresentadas.
Portanto, nas sec¸o˜es seguintes sera˜o abordados as seguintes classes de gra´ficos de con-
trole para varia´veis: a Sec¸a˜o 3.2 mostrara´ os treˆs gra´ficos de controle mais comuns (gra´fico
do desvio padra˜o, gra´fico da variaˆncia e gra´fico da amplitude), utilizados no monitora-
Ramos, Edson M. L. S. PPGEP/UFSC
3.2 Gra´ficos de Controle para Monitorar a Dispersa˜o do Processo 23
mento da dispersa˜o do processo, e a Sec¸a˜o 3.3 apresentara´ o gra´fico da me´dia e o gra´fico
da mediana, ambos, utilizados no monitoramento do n´ıvel do processo.
3.2 Gra´ficos de Controle para Monitorar a Dispersa˜o
do Processo
Quando se constro´i gra´ficos de controle para a dispersa˜o do processo, tem-se que decidir
primeiramente se o gra´fico e´ para detectar mudanc¸as em ambas as direc¸o˜es ou se somente
numa direc¸a˜o. Neste u´ltimo caso um gra´fico de controle unilateral para dispersa˜o do
processo e´ utilizado.
Se o teste de hipo´tese e´ escolhido da seguinte forma
H0 : σt ≤ σ
H1 : σt > σ,
(3.1)
somente e´ de interesse uma mudanc¸a crescente (gra´fico de controle unilateral com limite
superior), em um tempo t, na caracter´ıstica de qualidade monitorada X (X ∼ N(µ, σ2)).
Certamente, gra´ficos de controle que detectam mudanc¸as na dispersa˜o do processo em am-
bas as direc¸o˜es podem ser constru´ıdos. A aplicac¸a˜o de tal gra´fico de controle corresponde
a realizac¸a˜o de um teste de hipo´teses do tipo
H0 : σt = σ
H1 : σt 6= σ. (3.2)
Finalmente, a seguir, treˆs diferentes gra´ficos de controle para a dispersa˜o do processo
sa˜o apresentados. O gra´fico do desvio padra˜o amostral, o gra´fico da variaˆncia amostral e
o gra´fico da amplitude amostral.
3.2.1 Gra´fico do Desvio Padra˜o (Gra´fico S)
Com a relativa facilidade com que e´ poss´ıvel calcular os desvios padro˜es utilizando
calculadoras com func¸o˜es embutidas, o gra´fico S esta´ crescendo em uso como gra´fico de
controle para medir a dispersa˜o do processo. Davis (1999) fornece um programa computa-
cional simples que determina o tamanho amostral o´timo e o limite superior de controle
para gra´ficos S unilaterais. Logo, se algum desvio padra˜o amostral observado esta´ acima
do LSC, enta˜o o gra´fico sinalizara´ que o processo pode ter problemas. Enquanto que, se o
desvio padra˜o amostral observado estiver abaixo do LSC, sinais na˜o sera˜o gerados. Para
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Montgomery (2001) o gra´fico do desvio padra˜o oferece maior eficieˆncia na estimac¸a˜o da
dispersa˜o e e´ mais flex´ıvel para aplicac¸o˜es que envolvam tamanhos de subgrupos maiores
e/ou diferentes que o gra´fico R.
Para determinar os limites de controle do gra´fico S, e´ necessa´rio supor que os valores
observados da caracter´ıstica de qualidade monitorada sa˜o normalmente distribu´ıdos com
me´dia µ e variaˆncia σ2. Se Sj e´ o desvio padra˜o amostral do j-e´simo subgrupo, enta˜o
Sj =
√√√√ n∑
i=1
(Xi − X¯)2
n− 1 . (3.3)
No entanto, o desvio padra˜o amostral Sj na˜o e´ um estimador na˜o-viesado de σ (veja
Cap´ıtulo 5). Como (n− 1)S2j /σ2 tem distribuic¸a˜o qui-quadrado com n− 1 graus de liber-
dade, pode-se verificar que
µSj = E[Sj] = cnσ (3.4)
e
σSj =
√
V ar[Sj] =
√
σ2 − c2nσ2 = σ
√
1− c2n, (3.5)
onde n e´ o tamanho do subgrupo amostral e
cn =
(
2
n− 1
)1/2
Γ(n/2)
Γ[(n− 1)/2] . (3.6)
Baseando-se nas fo´rmulas (3.4) e (3.5), a linha central e os limites de controle 3 sigmas
para o gra´fico S, quando um valor padra˜o e´ dado por σ, sa˜o obtidos atrave´s das seguintes
expresso˜es:
LSC = cnσ + 3σ
√
1− c2n
LC = cnσ
LIC = cnσ − 3σ
√
1− c2n.
Comumente, defini-se
B5 = cn − 3
√
1− c2n
e
B6 = cn + 3
√
1− c2n,
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tal que, a linha central e os limites de controle para o gra´fico S, quando um valor padra˜o
e´ dado por σ, passam a ser expressos por
LSC = B6σ
LC = cnσ (3.7)
LIC = B5σ.
Valores de cn, B5 e B6, obtidos a partir de Montgomery (2001), esta˜o tabulados para
alguns tamanhos amostrais na Tabela A.1 do Apeˆndice A.
Se nenhum padra˜o e´ dado para σ, enta˜o ele deve ser estimado. Logo, supo˜e-se que m
amostras sejam analisadas, cada uma com tamanho n, e que Sj e´ o desvio padra˜o da
j-e´sima amostra. Assim, a me´dia dos m desvios padra˜o e´ dada por
S¯ =
1
m
m∑
j=1
Sj. (3.8)
A estat´ıstica S¯/cn e´ um conhecido estimador na˜o-viesado de σ. Portanto, a linha central
e os limites de controle 3 sigmas do gra´fico S, quando nenhum padra˜o e´ dado para σ, sa˜o
LSC = S¯ + 3
S¯
cn
√
1− c2n
LC = S¯ (3.9)
LIC = S¯ − 3 S¯
cn
√
1− c2n.
Definindo-se as constantes
B3 = 1− 3
cn
√
1− c2n
e
B4 = 1 +
3
cn
√
1− c2n,
a linha central e os limites de controle para o gra´fico S, quando nenhum valor padra˜o e´
dado para σ, sa˜o
LSC = B4S¯
LC = S¯ (3.10)
LIC = B3S¯.
Valores de B3 e B4, obtidos a partir de Montgomery (2001), esta˜o tabulados para alguns
tamanhos amostrais na Tabela A.1 do Apeˆndice A.
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3.2.2 Gra´fico da Variaˆncia (Gra´fico S2)
O gra´fico S, apresentado na sec¸a˜o anterior, e´ baseado na estat´ıstica S que e´ um esti-
mador tendencioso de σ. Uma outra forma de monitorar a variabilidade de um processo
consiste em controlar a variaˆncia σ2, e isto pode ser feito com base no seu estimador
na˜o-tendencioso S2. O gra´fico resultante e´ denominado gra´fico S2.
Wludyka e Nelson (1997) mostram um procedimento gra´fico, baseado na variaˆncia
amostral S2, para testar a hipo´tese de homogeneidade das variaˆncias de k-amostras,
para amostras de populac¸o˜es normais. Wludyka et al. (2001) apresentam alguns aper-
feic¸oamentos realizados no teste gra´fico de Wludyka e Nelson (1997). O novo procedimento
utiliza um gra´fico S2 para determinar o poder do teste de homogeneidade de variaˆncias,
para va´rias combinac¸o˜es de k, graus de liberdade (ν) e n´ıvel de significaˆncia (α). O poder
dos gra´ficos e´ apresentado para α = 0, 10; 0, 05; 0, 01.
Em textos cla´ssicos do controle estat´ıstico da qualidade que abordam o gra´fico S2, por
exemplo em Duncan (1974) e Montgomery (2001), os limites de controle sa˜o determinados
de forma probabil´ıstica, naturalmente supondo normalidade nos valores observados da
caracter´ıstica de qualidade monitorada. Aqui os limites de controle sa˜o determinados como
feito para o gra´fico S. Portanto, novamente supo˜e-se que os valores observados da carac-
ter´ıstica de qualidade monitorada sa˜o normalmente distribu´ıdos com me´dia µ e variaˆncia
σ2. Se S2j e´ a variaˆncia amostral do j-e´simo subgrupo, enta˜o
S2j =
n∑
i=1
(Xi − X¯)2
n− 1 . (3.11)
A partir da estat´ıstica (n−1)S2j /σ2 que tem distribuic¸a˜o qui-quadrado com n−1 graus
de liberdade, pode-se verificar que
µS2j = E[S
2
j ] = σ
2 (3.12)
e
σ2S2j
= V ar[S2j ] =
2σ4
n− 1 . (3.13)
Se m amostras sa˜o analisadas, cada uma com tamanho n, e suas variaˆncias S21 , S
2
2 , . . .,
S2m calculadas, um estimador na˜o-tendencioso de σ
2 e´
S¯2 =
1
m
m∑
j=1
S2j . (3.14)
Ramos, Edson M. L. S. PPGEP/UFSC
3.2 Gra´ficos de Controle para Monitorar a Dispersa˜o do Processo 27
A partir de (3.13) e (3.14), um estimador na˜o-tendencioso para o desvio padra˜o de S2j e´
σˆS2j = S¯
2
√
2
n− 1 . (3.15)
Portanto, a linha central e os limites de controle 3 sigmas do gra´fico S2 sa˜o obtidos
atrave´s das seguintes expresso˜es:
LSC = S¯2 + 3S¯2
√
2
n− 1
LC = S¯2 (3.16)
LIC = S¯2 − 3S¯2
√
2
n− 1 .
Definindo-se as constantes
B7 = 1− 3
√
2
n− 1
e
B8 = 1 + 3
√
2
n− 1 ,
a linha central e os limites de controle para o gra´fico S¯2 sa˜o dados por
LSC = B8S¯2
LC = S¯2 (3.17)
LIC = B7S¯2.
Valores de B7 e B8, obtidos a partir de Mittag e Rinne (1993), esta˜o tabulados para
alguns tamanhos amostrais na Tabela A.2 do Apeˆndice A.
A linha central e os limites de controle probabil´ısticos para o gra´fico S¯2, sa˜o dados por
LSC =
σ2
n− 1χ
2
n−1;0,99865
LC = σ2
LIC =
σ2
n− 1χ
2
n−1;0,00135,
onde 0,99865 e 0,00135 sa˜o, respectivamente, os percentis 1− α/2 e α/2 da distribuic¸a˜o
qui-quadrado com (n− 1) graus de liberdade.
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Quando o paraˆmetro σ2 for desconhecido, pode-se estima´-lo atrave´s de (3.11). E uti-
lizando os procedimentos anteriores, a linha central e os limites de controle probabil´ısticos
para o gra´fico S¯2, sa˜o estimados por
LSC =
S¯2
n− 1χ
2
n−1; 0,99865
LC = S¯2 (3.18)
LIC =
S¯2
n− 1χ
2
n−1; 0,00135.
3.2.3 Gra´fico da Amplitude (Gra´fico R)
Certamente, o mais comum dos gra´ficos de controle para medir a dispersa˜o na dis-
tribuic¸a˜o ba´sica de uma caracter´ıstica de qualidade e´ o gra´fico da amplitude ou gra´fico
R. Sua popularidade e´ principalmente devido a facilidade com que as amplitudes sa˜o cal-
culadas. Logo, quando me´todos estat´ısticos sa˜o implementados em problemas industriais,
seguramente um estimador bastante utilizado para σ e´ a amplitude amostral R.
Considerac¸o˜es a respeito da amplitude em controle de qualidade foram feitas inicial-
mente por Shewhart em 1924 com o surgimento dos gra´ficos de controle e a partir da´ı veˆm
sendo amplamente difundidas por va´rios pesquisadores na a´rea de controle da qualidade.
Um dos primeiros pesquisadores a fazer se´rias considerac¸o˜es sobre o uso da amplitude
amostral como medida de dispersa˜o foi Tippett (1925), que tabula a amplitude me´dia,
em termos do desvio padra˜o populacional, para amostras de tamanho n = 2, 3, . . . , 1000,
atrave´s de uma populac¸a˜o normal. Uma extensa˜o desse trabalho pode ser vista em Pear-
son (1926), que mostra como calcular valores modificados para β1 e β2 (pontos de um
diagrama constru´ıdo a partir da distribuic¸a˜o das amplitudes), para n = 60 e 100.
Student (1927) ajusta as curvas de Pearson (1926) para os quatro primeiros momentos
da amplitude para alguns valores de n. A partir dos resultados de Student (1927), com
pequenas modificac¸o˜es, Pearson (1932) calcula pontos inferiores e superiores a 0, 5%, 1%,
5% e 10%, para n = 2, 3, . . . , 30 e tambe´m para n = 35, 40, 45, . . . , 100. Mckay e Pearson
(1933) encontram a distribuic¸a˜o exata, para as amplitudes amostrais de tamanho 3, de
uma populac¸a˜o normal e da˜o novos resultados relativos a` forma da curva da amplitude.
No artigo publicado por Pearson (1938), observa-se que o pioneiro na proposta de uti-
lizar a raza˜o da amplitude (amplitude padronizada ou amplitude relativa), Q = W/σR,
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como uma estimativa do desvio padra˜o populacional foi Student. A proposta de usar a
raza˜o da amplitude, idealizada por Student, foi desenvolvida por Newman (1939), que
tabula um nu´mero de pontos de 1% e 5% de Q, que ele obteve atrave´s da quadratura da
distribuic¸a˜o de probabilidade aproximada de W = R/σR, onde W e´ a amplitude popu-
lacional dada por Pearson (1932), exceto para n = 3, cuja distribuic¸a˜o exata foi obtida
por Mckay e Pearson (1933). Newman (1939) propoˆs um me´todo sistema´tico, aplicando a
amplitude padronizada, para mu´ltiplas comparac¸o˜es no tratamento de me´dias em exper-
imentos.
A func¸a˜o de probabilidade da amplitude foi primeiro tabulada por Pearson e Hartley
(1942), para n = 2, 3, . . . , 20. A base teo´rica computacional destes ca´lculos pode ser vista
em Hartley (1942).
Nos trabalhos de Patnaik (1950), Hartley (1950) e David (1951), sa˜o constatadas
aplicac¸o˜es da amplitude em ana´lise de variaˆncia. Assim, uma das nota´veis ocorreˆncias
para o aprimoramento teo´rico da amplitude foi o desenvolvimento de va´rios procedimen-
tos de comparac¸o˜es mu´ltiplas, baseados na amplitude padronizada. Tais procedimentos
sa˜o encontrados no teste de Newman-Keuls [que e´ uma modificac¸a˜o feita por Keuls (1952)
no teste proposto inicialmente por Newman (1939)], nos testes propostos por Tukey (1952)
e em um teste para amplitudes mu´ltiplas proposto por Ducan (1955).
Aplicac¸o˜es da amplitude amostral como estimador de σ, tambe´m, podem ser vistas em
textos cla´ssicos, por exemplo, Juran e Gryna (1992), Kume (1993) e Montgomery (2001).
Recentemente, Ramos et al. (2002) fazem considerac¸o˜es sobre a amplitude amostral como
estimador de σ e sua utilizac¸a˜o no controle estat´ıstico de qualidade. Resultados de si-
mulac¸o˜es proporcionam uma discussa˜o a respeito do tamanho de subgrupo ideal. Ainda,
fornecem uma expansa˜o da tabela dos fatores A, A2, A3, d2(n), d3(n), D3 e D4, para
n = 2, 3, . . . , 100, utilizados na construc¸a˜o de gra´ficos de controle para varia´veis e tambe´m
para os coeficientes de assimetria α3(n) e curtose α4(n).
Para determinar os limites de controle do gra´fico R, e´ necessa´rio supor que os valores
observados da caracter´ıstica de qualidade monitorada sa˜o normalmente distribu´ıdos com
me´dia µ e variaˆncia σ2. Se R e´ a amplitude amostral de uma amostra de tamanho n, enta˜o
R = Xmax −Xmin, (3.19)
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onde Xmax e´ o maior valor observado na amostra e Xmin e´ o menor valor observado na
amostra.
Se m amostras sa˜o analisadas, cada uma com tamanho n, e suas amplitudes R1, R2, . . .,
Rm obtidas, enta˜o a me´dia das amplitudes e´ dada por
R¯ =
R1 +R2 + . . .+Rm
m
. (3.20)
“Existe uma importante relac¸a˜o entre a amplitude amostral (R) e o desvio padra˜o (σ)
de uma distribuic¸a˜o normal, dada por W = R/σR e conhecida como amplitude relativa”
[Montgomery, 2001]. A me´dia e o desvio padra˜o de W sa˜o, respectivamente, as constantes
d2 e d3 e sa˜o func¸a˜o do tamanho amostral n [veja Ramos et al. (2002)].
A partir da estat´ıstica W , obte´m-se um estimador de σ da seguinte forma:
σ =
R¯
d2
. (3.21)
Wadsworth et al. (1986) mostram que a eficieˆncia de (3.21) em estimar a dispersa˜o do
processo, principalmente para pequenos tamanhos de subgrupos, e´ quase ta˜o alta quanto
a do desvio padra˜o amostral.
Usando as propriedades de W e as equac¸o˜es (3.20) e (3.21), obteˆm-se
µR = E[R] = R¯ (3.22)
e
σR =
√
V ar[R] = d3σ = d3
R¯
d2
. (3.23)
Consequ¨entemente, a linha central e os limites de controle 3 sigmas do gra´fico R sa˜o
LSC = R¯ + 3d3
R¯
d2
LC = R¯ (3.24)
LIC = R¯− 3d3 R¯
d2
.
Definindo-se as constantes
D3 = 1− 3d3
d2
e
D4 = 1 + 3
d3
d2
,
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a linha central e os limites de controle para o gra´fico R passam a ser estimados por
LSC = D4R¯
LC = R¯ (3.25)
LIC = D3R¯.
Valores de d2, d3, D3 e D4, obtidos a partir de Mittag e Rinne (1993), esta˜o tabulados
para alguns tamanhos amostrais na Tabela A.2 do Apeˆndice A.
3.3 Gra´ficos de Controle para Monitorar o Nı´vel do
Processo
Antes de aplicar um gra´fico de controle para o n´ıvel do processo µ, em um tempo t, tem-
se que decidir se e´ deseja´vel detectar mudanc¸as crescentes e decrescentes ou uma mudanc¸a
em somente uma direc¸a˜o, na caracter´ıstica de qualidade monitorada X (X ∼ N(µ, σ2)).
Se o interesse e´ no u´ltimo caso, utiliza-se um gra´fico de controle unilateral para o n´ıvel do
processo.
O teste de hipo´tese escolhido para este gra´fico e´ do tipo
H0 : µt ≤ µ
H1 : µt > µ,
(3.26)
ou
H0 : µt ≥ µ
H1 : µt < µ,
(3.27)
dependendo se e´ deseja´vel uma mudanc¸a crescente ou decrescente, respectivamente, no
processo. Entretanto, se movimentos crescentes e decrescentes no n´ıvel do processo sa˜o
relevantes, enta˜o implementa-se um gra´fico de controle bilateral para o n´ıvel do processo.
Seu teste de hipo´teses e´ da forma
H0 : µt = µ
H1 : µt 6= µ. (3.28)
No que segue, dois diferentes gra´ficos de controle para o n´ıvel do processo sa˜o intro-
duzidos. O gra´fico da me´dia e o gra´fico da mediana, dependendo se a me´dia amostral X¯
ou a mediana amostral X˜, respectivamente, e´ escolhida como estat´ıstica de teste.
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3.3.1 Gra´fico da Me´dia (Gra´fico X¯)
O mais comum dos gra´ficos de controle para estudar e controlar a tendeˆncia central
na distribuic¸a˜o ba´sica de uma caracter´ıstica de qualidade e´ o gra´fico da me´dia, ou gra´fico
X¯. Sua relativa facilidade de ca´lculo e aplicac¸a˜o, aliada a sua excelente sensibilidade na
detecc¸a˜o de mudanc¸as na me´dia da distribuic¸a˜o, contam para a sua popularidade.
Uma recomendac¸a˜o prevalecente e´ que, por fortes razo˜es estat´ısticas, os limites de con-
trole devem ser baseados no mı´nimo em 25 subgrupos amostrais, comumente com cinco
observac¸o˜es cada. King (1954) mostra um procedimento para estabelecer limites de con-
trole iniciais em gra´ficos X¯, com o propo´sito de testar se o processo estava sob controle
estat´ıstico, enquanto os subgrupos iniciais estavam sendo extra´ıdos.
Duncan (1956) faz o planejamento econoˆmico do gra´fico X¯ para monitorar o processo.
Roberts (1959) utiliza o gra´fico de controle X¯ para gerar me´dias mo´veis geome´tricas.
O procedimento mostra que as observac¸o˜es ponderadas sa˜o pouco afetadas quando a
suposic¸a˜o de normalidade na˜o e´ satisfeita. Hill (1964) desenvolve a ide´ia de se utilizar
limites de controle adapta´veis em gra´ficos X¯.
Hiller (1964) apresenta um me´todo para construc¸a˜o de limites de controle em gra´ficos
X¯ baseado em um pequeno nu´mero de subgrupos amostrais. O me´todo de Hiller (1964)
proporciona a construc¸a˜o de limites de controle para gra´ficos X¯ estatisticamente fortes,
independentes do pequeno nu´mero de subgrupos amostrais observados. A simplicidade do
me´todo exige somente a utilizac¸a˜o de uma tabela, e a interpretac¸a˜o dos resultados e´ a
mesma como para gra´ficos X¯ com limites de controle convencionais. Ott (1967) fornece
um me´todo gra´fico, semelhante ao gra´fico de controle de Shewhart, para avaliar a me´dia
amostral X¯.
Ghosh et al. (1981) apresentam as propriedades do gra´fico X¯ quando os limites de
controle sa˜o constru´ıdos a partir da estimac¸a˜o de σ2 das observac¸o˜es amostrais. Davis et
al. (1993) desenvolvem um procedimento gra´fico para determinar as chances do gra´fico X¯
detectar uma mudanc¸a na me´dia do processo. Klein (2000) fornece esquemas baseados nas
sequ¨eˆncias amostrais “plotadas” nos gra´ficos de controle X¯, para melhorar o desempenho
na detecc¸a˜o de pontos fora dos limites de controle nestes gra´ficos. Nedumaran e Pignatiello
(2001) propo˜em a construc¸a˜o de limites de controle para o gra´fico X¯, utilizando os pontos
percentuais da distribuic¸a˜o Run Length (comumente, utilizada para determinar o nu´mero
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de amostras selecionadas antes de um ponto situar-se fora dos limites de controle). Marcel-
lus (2001) verifica as propriedades dos gra´ficos X¯ quando limites de controle assime´tricos
sa˜o utilizados.
O gra´fico de controle de Shewhart para me´dia e´ uma das mais importantes ferramentas
do controle estat´ıstico de qualidade. Podendo ser utilizado inicialmente para determinar a
capacidade de um processo de produc¸a˜o em produzir consistentemente entre os limites de
especificac¸a˜o pre´-estabelecidos. Tambe´m e´ utilizado para indicar quando o processo esta´
fora de controle estat´ıstico, isto e´, quando causas assinala´veis de flutuac¸o˜es irregulares
entraram no processo.
Para o processo de construc¸a˜o de gra´ficos X¯ assume-se novamente, que a caracter´ıstica
da qualidade monitorada X e´ normalmente distribu´ıda com me´dia µ e variaˆncia σ2. Se
X¯ e´ a me´dia de uma amostra de tamanho n, enta˜o
X¯ =
1
n
n∑
i=1
Xi. (3.29)
Seja X¯i, i = 1, 2, . . ., denotando a me´dia do i-e´simo subgrupo. Sabe-se que os X¯i sa˜o
normalmente distribu´ıdos com me´dia e variaˆncia dadas por
E[X¯i] = µ (3.30)
e
V ar[X¯i] =
σ2
n
. (3.31)
Assim, segue-se que
Z =
X¯i − µ√
σ2/n
∼ N(0, 1). (3.32)
Se o processo permanece em controle, enta˜o
√
n(X¯i − µ)/σ tem distribuic¸a˜o normal
padra˜o. Portanto, demonstra-se que Z quase sempre estara´ entre −3 e 3, pois P [−3 <
Z < 3] = 0, 9973.
Consequ¨entemente,
P
[
−3 <
√
n
(
X¯i − µ
)
σ
< 3
]
= 0, 9973,
ou similarmente,
P
[
µ− 3σ√
n
< X¯i <
µ+ 3σ√
n
]
= 0, 9973. (3.33)
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O intervalo dentro dos colchetes em (3.33) e´ conhecido como intervalo de variac¸a˜o
bilateral da estat´ıstica de teste X¯ com n´ıvel 1 − α, e possui a propriedade de que (1 −
α)100% de todas as realizac¸o˜es de X¯ sa˜o esperadas situarem-se dentro deste intervalo,
no caso de uma produc¸a˜o sem perturbac¸o˜es. Desta forma, a linha central e os limites de
controle do gra´fico X¯ sa˜o dados por
LSC = µ+ 3
σ√
n
LC = µ (3.34)
LIC = µ− 3 σ√
n
.
Considere agora que a me´dia µ e o desvio padra˜o σ na˜o sejam conhecidos inicialmente,
logo eles tera˜o de ser estimados a partir dos dados. Assim, suponha que m amostras sa˜o
analisadas, cada uma com tamanho n, e suas me´dias X¯1, X¯2, . . . , X¯m calculadas, enta˜o
um estimador na˜o-tendencioso de µ e´ a me´dia das me´dias, obtida atrave´s de
X¯ =
X¯1 + X¯2 + . . .+ X¯m
m
. (3.35)
Para estimar σ, usualmente recorre-se a`s estat´ısticas S¯/cn e R¯/d2, baseadas no desvio
padra˜o amostral e na amplitude amostral, respectivamente.
Portanto, a linha central e os limites de controle 3 sigmas do gra´fico X¯, quando o desvio
padra˜o amostral e´ usado para estimar σ sa˜o dados por
LSC = X¯ + 3
S¯
cn
√
n
LC = X¯ (3.36)
LIC = X¯ − 3 S¯
cn
√
n
.
Definindo-se a constante
A3 =
3
cn
√
n
,
a linha central e os limites de controle para o gra´fico X¯ passam a ser estimados por
LSC = X¯ + A3S¯
LC = X¯ (3.37)
LIC = X¯ − A3S¯.
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Valores de A3, obtidos a partir de Montgomery (2001), esta˜o tabulados para va´rios
tamanhos amostrais na Tabela A.3 do Apeˆndice A.
Consequ¨entemente, quando a amplitude amostral e´ utilizada para estimar σ, a linha
central e os limites de controle 3 sigmas do gra´fico X, sa˜o obtidos atrave´s de
LSC = X¯ + 3
R¯
d2
√
n
LC = X¯ (3.38)
LIC = X¯ − 3 R¯
d2
√
n
.
Definindo-se a constante
A2 =
3
d2
√
n
,
a linha central e os limites de controle para o gra´fico X¯ passam a ser estimados por
LSC = X¯ + A2R¯
LC = X¯ (3.39)
LIC = X¯ − A2R¯.
Valores de A2, obtidos a partir de Montgomery (2001), esta˜o tabulados para alguns
tamanhos amostrais na Tabela A.3 do Apeˆndice A.
3.3.2 Gra´fico da Mediana (Gra´fico X˜)
Outro gra´fico que usa uma medida de tendeˆncia central da distribuic¸a˜o ba´sica de uma
caracter´ıstica de qualidade, utilizado para estudar e controlar o n´ıvel do processo e´ o gra´fico
da mediana ou gra´fico X˜. O uso dos gra´ficos de controle da mediana e amplitude me´dia,
com tamanhos de subgrupos fixos, podem ser prefer´ıveis ao habitual gra´fico X¯ − R para
controlar certas situac¸o˜es, de acordo com Ferrel (1953). Clifford (1959) utiliza o gra´fico
de controle da mediana para estabelecer limites de controle atrave´s de um processo de
medida e contagem. Osinski (1962) relata como a companhia borracheira de Chicago
reduziu a variabilidade do processo em 30% e o desgaste do maquina´rio em 50%, atrave´s
da utilizac¸a˜o de gra´ficos X˜.
O gra´fico da mediana e´ geralmente usado em conjunto com o gra´fico das amplitudes,
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para tambe´m monitorar a dispersa˜o na distribuic¸a˜o ba´sica de uma importante carac-
ter´ıstica de qualidade. Consequ¨entemente, o gra´fico da mediana e´ frequ¨entemente associa-
do com pequenos subgrupos amostrais, assim como os gra´ficos de controle X¯ e R. Segundo
Dixon e Massey (1969) a eficieˆncia da mediana em estimar a verdadeira me´dia popula-
cional cai com o aumento do tamanho da amostra ou do subgrupo amostral. Eles mostram
que a eficieˆncia e´ maior para tamanhos de nu´meros pares que para nu´meros ı´mpares. Para
grandes tamanhos amostrais a eficieˆncia aproximada e´ de 0,637 em comparac¸a˜o com a
me´dia aritme´tica. Isto e´, a me´dia amostral de uma amostra de tamanho 64 poderia ter a
mesma precisa˜o para estimar a me´dia populacional como a mediana de uma amostra de
tamanho 100.
Janacek e Meikle (1997) propo˜em modificac¸o˜es nos gra´ficos de controle da mediana
quando distribuic¸o˜es na˜o-normais sa˜o utilizadas. Apesar da perda de poder quando dis-
tribuic¸o˜es normais sa˜o utilizadas, o me´todo e´ bastante robusto quando as caracter´ısticas
de qualidade monitoradas apresentam distribuic¸o˜es na˜o-normais, ale´m disso, possui a van-
tagem de na˜o exigir ca´lculos trabalhosos do usua´rio. Pore´m, Ryan e Howley (1999) fazem
duras cr´ıticas a metodologia proposta por Janacek e Meikle (1997), principalmente em
relac¸a˜o a falta de demonstrac¸a˜o de que a na˜o-normalidade seja realmente um problema
durante a utilizac¸a˜o de gra´ficos de controle. Janacek e Meikle (1999) respondem as cr´ıticas
atrave´s de um contra-exemplo, no qual a suposic¸a˜o de normalidade dos dados parece na˜o
ser a melhor escolha.
Nelson (1982) recomenda a utilizac¸a˜o de gra´ficos de controle X˜, para monitorar o n´ıvel
do processo, sempre que o ca´lculo da me´dia for considerado trabalhoso para o usua´rio.
Uma tabela comparando os erros padra˜o da mediana para populac¸o˜es normais em relac¸a˜o
aos erros padra˜o da me´dia e suas eficieˆncias, para tamanhos amostrais n = 3, 5, 7, 9 e 11,
tambe´m e´ fornecida.
O gra´fico da mediana possui va´rias vantagens, dentre as quais, pode-se citar:
• a folha dos dados e a aritme´tica envolvida em encontrar X¯ e R sa˜o eliminadas;
• desde que, ambas, a mediana deX e a mediana deR na˜o sejam grandemente afetadas
por observac¸o˜es fora de controle estat´ıstico, os reca´lculos das linhas centrais e dos
limites de controle praticamente nunca sa˜o necessa´rios;
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• a linha central no gra´fico e´ a adequada para sequ¨eˆncias abaixo e acima da mediana;
• desde que os resultados individuais sejam “plotados”, e´ poss´ıvel mostrar os limites
de controle e os limites de especificac¸a˜o;
• comparac¸o˜es entre a capacidade do processo e a realizac¸a˜o do processo sa˜o fa´ceis
para realizar;
• o gra´fico pode ser facilmente resumido;
• o gra´fico de controle para medianas pode ser facilmente adaptado para um procedi-
mento sem gra´ficos.
Assumindo que a caracter´ıstica de qualidade monitorada X e´ normalmente distribu´ıda
com me´dia µ e variaˆncia σ2, e que X˜ e´ a mediana de uma amostra de tamanho n, enta˜o
pode-se defini-la como:
X˜ = X(i), i =
1
2
(n+ 1) (3.40)
onde X(i) representa o elemento de ordem i. Quando o nu´mero de observac¸o˜es e´ par,
utiliza-se como mediana a me´dia aritme´tica das duas observac¸o˜es centrais. Ou seja, a
mediana e´ o valor que ocupa a posic¸a˜o central da se´rie de observac¸o˜es, quando estas esta˜o
ordenadas segundo suas grandezas (em ordem crescente ou decrescente).
Seja X˜i, i = 1, 2, . . . , denotando a mediana do i-e´simo subgrupo, sabe-se que as X˜i sa˜o
normalmente distribu´ıdas como me´dia e variaˆncia dadas por
E[X˜i] = µ (3.41)
e
V ar[X˜i] =
σ2√
n
(pi
2
)2
. (3.42)
Assim, segue-se que
Z =
X˜i − µ√
σ2pi2/4n
∼ N(0, 1). (3.43)
Se o processo permanece em controle, enta˜o 2
√
n(X˜−µ)/(σpi) tem distribuic¸a˜o normal
padra˜o. Consequ¨entemente, o intervalo de variac¸a˜o bilateral da estat´ıstica de teste X˜ com
n´ıvel 1−α, que possui a propriedade de que (1−α)100% de todas as realizac¸o˜es de X˜ sejam
Ramos, Edson M. L. S. PPGEP/UFSC
3.3 Gra´ficos de Controle para Monitorar o Nı´vel do Processo 38
esperadas situarem-se dentro deste intervalo, no caso de uma produc¸a˜o sem perturbac¸o˜es
e´ da forma
P
[
µ− Z1−α/2 σ√
n
pi
2
≤ X˜i ≤ µ+ Z1−α/2 σ√
n
pi
2
]
= 1− α. (3.44)
Portanto, a linha central e os limites de controle do gra´fico X˜ sa˜o dados por
LSC = µ+ 3
σ√
n
pi
2
LC = µ
LIC = µ− 3 σ√
n
pi
2
.
Definindo-se a constante
hn =
pi
2
√
n
, (3.45)
a linha central e os limites de controle para o gra´fico X˜ passam a ser estimados por
LSC = µ+ 3hnσ
LC = µ (3.46)
LIC = µ+ 3hnσ
Valores de hn sa˜o desenvolvidos neste trabalho e esta˜o tabulados para alguns tamanhos
amostrais na Tabela A.3 do Apeˆndice A.
Considere agora que a mediana µ e o desvio padra˜o σ na˜o sejam conhecidos inicialmente,
logo eles tera˜o de ser estimados a partir dos dados. Assim, supo˜e-se que m amostras sa˜o
analisadas, cada uma com tamanho n, e suas medianas X˜1, X˜2, . . . , X˜m calculadas, enta˜o
dois estimadores na˜o-tendenciosos de µ sa˜o a me´dia das medianas amostrais e a mediana
das medianas amostrais, obtidas, respectivamente, atrave´s de
¯˜X =
X˜1 + X˜2 + . . .+ X˜m
m
(3.47)
e
˜˜X = X˜(i); i =
1
2
(m+ 1), (3.48)
onde X˜(i) representa a mediana de ordem i. Quando o nu´mero de amostras e´ par, utiliza-se
como mediana das medianas amostrais a me´dia aritme´tica das duas medianas centrais.
Para estimar σ, usualmente, recorre-se as estat´ısticas S¯/cn e R¯/d2, baseadas no desvio
padra˜o amostral e na amplitude amostral, respectivamente.
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Portanto, a linha central e os limites de controle 3 sigmas do gra´fico X˜, quando o
desvio padra˜o e´ usado para estimar σ e a me´dia das medianas amostrais ou mediana das
medianas amostrais e´ usada para estimar µ, sa˜o dados, respectivamente, por
LSC = ¯˜X + 3hn
S¯
cn
LC = ¯˜X (3.49)
LIC = ¯˜X − 3hn S¯
cn
ou
LSC = ˜˜X + 3hn
S¯
cn
LC = ˜˜X (3.50)
LIC = ˜˜X − 3hn S¯
cn
.
Definindo-se a constante
H3 =
3hn
cn
, (3.51)
a linha central e os limites de controle para o gra´fico X˜ passam a ser estimados por
LSC = ¯˜X +H3S¯
LC = ¯˜X (3.52)
LIC = ¯˜X −H3S¯
ou
LSC = ˜˜X +H3S¯
LC = ˜˜X (3.53)
LIC = ˜˜X −H3S¯.
Valores de H3 sa˜o desenvolvidos neste trabalho e esta˜o tabulados para alguns tamanhos
amostrais na Tabela A.3 do Apeˆndice A.
Consequ¨entemente, quando a amplitude amostral e´ utilizada para estimar σ, e a me´dia
das medianas amostrais ou mediana das medianas amostrais e´ usada para estimar µ, a
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linha central e os limites de controle 3 sigmas sa˜o dadas, respectivamente, por
LSC = ¯˜X + 3hn
R¯
d2
LC = ¯˜X (3.54)
LIC = ¯˜X − 3hn R¯
d2
ou
LSC = ˜˜X + 3hn
R¯
d2
LC = ˜˜X (3.55)
LIC = ˜˜X − 3hn R¯
d2
.
Definindo-se a constante
H4 =
3hn
d2
, (3.56)
a linha central e os limites de controle para o gra´fico X˜ passam a ser estimados por
LSC = ¯˜X +H4R¯
LC = ¯˜X (3.57)
LIC = ¯˜X −H4R¯
ou
LSC = ˜˜X +H4R¯
LC = ˜˜X (3.58)
LIC = ˜˜X −H4R¯.
Valores de H4 sa˜o desenvolvidos neste trabalho e esta˜o tabulados para alguns tamanhos
amostrais na Tabela A.3 do Apeˆndice A.
Neste cap´ıtulo foram apresentados os principais gra´ficos de controle para monitorar
a dispersa˜o e o n´ıvel do processo. Algumas das principais pesquisas responsa´veis pelo
desenvolvimento da teoria de construc¸a˜o e utilizac¸a˜o destes gra´ficos foram mostradas. O
processo de construc¸a˜o de cada gra´ficos tambe´m foi enfocado.
E´ importante salientar que o cumprimento de todas as fases, durante a construc¸a˜o dos
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gra´ficos de controle para varia´veis, sera´ determinante para o eˆxito do emprego de tal
ferramenta estat´ıstica, principalmente no estabelecimento dos estimadores.
Finalmente, no cap´ıtulo subsequ¨ente, to´picos acerca dos principais ı´ndices de capacidade
do processo sera˜o abordados. A eˆnfase sera´ no me´todo de construc¸a˜o e interpretac¸a˜o destes
ı´ndices.
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Cap´ıtulo 4
I´ndices de Capacidade do Processo
4.1 Introduc¸a˜o
Devido a sua simplicidade de obtenc¸a˜o e avaliac¸a˜o, os ı´ndices de capacidade sa˜o outro
bom exemplo de ferramenta do controle estat´ıstico de qualidade com ampla utilizac¸a˜o
industrial. Tal qual os gra´ficos de controle, a determinac¸a˜o da capacidade do processo
depende de estimativas para a dispersa˜o e para o n´ıvel (em alguns casos) do processo.
Assim, a obtenc¸a˜o de estimadores para a dispersa˜o do processo, capazes de melhorar a
sensibilidade dos ı´ndices, sa˜o de grande interesse para pesquisadores e usua´rios dos ı´ndices
de capacidade do processo.
A capacidade de um processo, segundo Prazeres (1996), pode ser definida como: “Habi-
lidade intr´ınseca de um processo em desempenhar suas func¸o˜es nas condic¸o˜es de trabalho,
satisfazendo certas especificac¸o˜es e toleraˆncias. E´ uma medida da uniformidade inerente
ao processo”.
A quantificac¸a˜o do n´ıvel e da dispersa˜o do processo e´ fundamental para entender a
qualidade das unidades produzidas em um processo industrial. A utilidade dos limites de
controle no estudo da capacidade do processo e´ mostrada por Bingham (1962), quando a
amplitude e amplitude me´dia sa˜o utilizadas. Kane (1986) apresenta algumas aplicac¸o˜es dos
ı´ndices de capacidade, juntamente com considerac¸o˜es de amostragem estat´ıstica. Bissell
(1990) obte´m aproximac¸o˜es para o erro padra˜o e intervalos de confianc¸a para alguns ı´ndices
de capacidade.
Rodriguez (1992) utiliza me´todos gra´ficos e outras te´cnicas estat´ısticas para mostrar
a evoluc¸a˜o da ana´lise da capacidade do processo. Kushler e Hurley (1992) constroem
limites de controle de confianc¸a para alguns ı´ndices de capacidade, quando o tamanho
amostral e´ pequeno. Shore (1997) analisa a capacidade do processo quando as observac¸o˜es
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sa˜o autocorrelacionadas. Parlar e Wesolowsky (1999) fornecem um me´todo simples para
determinar os limites de especificac¸a˜o e os ı´ndices de capacidade do processo para fornece-
dores de componentes industriais, em termos do Cpk desejado num processo de montagem.
Nelson (1999) mostra a importaˆncia da normalidade das observac¸o˜es quando ı´ndices de
capacidade sa˜o utilizados. Testes para verificac¸a˜o da normalidade e simetria sa˜o sugeridos,
considerac¸o˜es a respeito do tamanho amostral n tambe´m sa˜o feitas.
Basicamente, o estudo da capacidade visa verificar se o processo consegue atender a`s
especificac¸o˜es, ou na˜o. Ou seja, e´ avaliado se a dispersa˜o natural (6σ) de um processo
esta´ dentro dos limites de especificac¸a˜o. Assim, considerando a situac¸a˜o onde a me´dia do
processo µ, e o desvio padra˜o σ, sa˜o desconhecidos e estimados por µˆ e σˆ, respectivamente,
e que este processo comporta-se conforme a distribuic¸a˜o normal, pode-se imediatamen-
te determinar a porcentagem de defeituosos a partir das especificac¸o˜es fornecidas e dos
paraˆmetros µ e σ. Pore´m, e´ mais simples avaliar o processo atrave´s dos ı´ndices de capaci-
dade.
Apesar da grande variedade de ı´ndices de capacidade [veja, por exemplo, Kotz e Lovelace
(1998)], quatro ı´ndices sa˜o mais frequ¨entemente utilizados para mensurar a capacidade
de um processo em atender a`s especificac¸o˜es. Estes ı´ndices de capacidade sa˜o comumente
conhecidos como Cp, Cpu, Cpl e Cpk.
Este cap´ıtulo mostrara´ os quatro principais ı´ndices de capacidade utilizados na avaliac¸a˜o
dos processos. Suas formas de obtenc¸a˜o e ana´lise sera˜o detalhadas e a necessidade de
estimativas para σ, quando ı´ndices de capacidade sa˜o utilizados, sera´ vista. Portanto,
nas sec¸o˜es seguintes considerac¸o˜es a respeito destes ı´ndices sera˜o abordadas. A Sec¸a˜o 4.2
apresentara´ o ı´ndice de capacidade do processo Cp e a Sec¸a˜o 4.3 mostrara´ os ı´ndices Cpu,
Cpl e Cpk.
4.2 I´ndice Cp
O Cp foi o primeiro dentre os cinco ı´ndices de capacidade do processo desenvolvidos
pelos japoneses. Projetado para dar uma medida indireta da habilidade do potencial do
processo em satisfazer as exigeˆncias (especificac¸o˜es). Sua definic¸a˜o e´ da forma
Cp =
LSE − LIE
6σ
, (4.1)
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onde LSE e´ o limite superior de especificac¸a˜o, LIE e´ o limite inferior de especificac¸a˜o e σ e´
o desvio padra˜o do processo. Finley (1992) refere-se a este ı´ndice como ICP, chamando-o
de capacidade potencial ou ı´ndice de capacidade potencial. Montgomery (2001) refere-se
ao Cp como PCP , denominando-o de proporc¸a˜o da capacidade do processo (para na˜o
confund´ı-lo com a estat´ıstica Cp de Mallow, utilizada na ana´lise de regressa˜o). O ı´ndice
Cp pode ser redefinido de forma simples como
Cp =
Especificac¸a˜o do Produto
Capacidade do Processo
(4.2)
=
Dispersa˜o Permitida do Processo
Dispersa˜o Natural do Processo
.
O numerador do Cp da´ o tamanho da amplitude sobre a qual as observac¸o˜es do processo
podem variar. O denominador da´ o tamanho da amplitude sobre a qual o processo esta´
atualmente variando. Obviamente, deseja-se que o processo monitorado possua um Cp ta˜o
grande quanto poss´ıvel. Nem o numerador, nem o denominador, referem-se ao n´ıvel do
processo, isto e´, o Cp compara somente disperso˜es (amplitudes), na˜o levando em conta
onde o processo esta´ centrado.
Kotz e Johnson (1993) alertam que o ı´ndice Cp deve ser utilizado somente para processo
sob controle estat´ıstico e cujas observac¸o˜es sa˜o independentes e normalmente distribu´ıdas.
Quando Cp e´ utilizado sob quaisquer outras condic¸o˜es estimativas incorretas da capacidade
do processo sera˜o produzidas.
A Figura 4.1 mostra claramente a desejada relac¸a˜o entre a dispersa˜o permitida do
processo e a dispersa˜o natural do processo.
Para o processo ser considerado capaz, o ı´ndice Cp deve ser igual ou maior do que 1,00,
o que equivale a dizer que pelo menos 99,73% das unidades produzidas sera˜o conformes,
admitindo-se a distribuic¸a˜o normal para a variabilidade das unidades produzidas e que a
me´dia do processo seja centralizada na especificac¸a˜o. Entretanto, Cp = 1, 00 na˜o e´ comu-
mente usado como um valor mı´nimo aceita´vel. Uma estimativa de Cp = 1, 33 se tornou
o crite´rio mais comumente aceito como limite inferior para determinac¸a˜o da capacidade
de um processo. Esta estimativa assegura que os dados do processo utilizam aproximada-
mente 75% ou menos da amplitude de especificac¸a˜o. Isto assegura uma taxa muito baixa de
rejeic¸a˜o (0,007%) e e´, portanto uma estrate´gia efetiva para prevenc¸a˜o de itens defeituosos.
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Usando 1,33 da´-se alguma garantia que um Cp = 1, 00 sera´ poss´ıvel quando fontes adi-
cionais de variac¸a˜o forem experimentadas no processo de produc¸a˜o. Juran e Gryna (1980),
por exemplo, recomendam um valor mı´nimo do Cp = 1, 33 para um processo produtivo
cont´ınuo. Entretanto, alguns processos exigem maior rigor com relac¸a˜o ao controle da va-
riabilidade que outros, neste sentido Kotz e Johnson (1993) recomendam valores mı´nimos
de 1,50 para processos existentes e 1,67 para novos processos. Montgomery (2001) cita
valores mı´nimos de 1,33 para um processo existente e 1,50 para um novo processo.
Figura 4.1 Relac¸a˜o entre a dispersa˜o permitida do processo e a dispersa˜o natural do pro-
cesso.
µ
L IE L S E
V ariação Natural do P rocesso = V N
V ariação P ermiss ível do P rocesso = LS E  -  L IE
Entretanto, uma regra usual para a ana´lise do ı´ndice de capacidade do processo e´
descrita da seguinte forma:
• Cp < 1, 00 - A capacidade do processo e´ inadequada a` especificac¸a˜o exigida. O
processo e´ considerado vermelho. Nesta situac¸a˜o, o responsa´vel pela produc¸a˜o devera´
tentar diminuir a variabilidade do processo ou realizar o trabalho em outro processo
que atenda as especificac¸o˜es;
• 1, 00 ≤ Cp ≤ 1, 33 - A capacidade do processo esta´ dentro da especificac¸a˜o exigida.
O processo e´ considerado amarelo. Nesta situac¸a˜o, o responsa´vel pela produc¸a˜o
devera´ tentar diminuir a variabilidade do processo. Gra´ficos de controle sa˜o u´teis
para manter o processo sob controle estat´ıstico, evitando a produc¸a˜o de unidades
na˜o-conformes;
• Cp > 1, 33 - A capacidade do processo e´ adequada a` especificac¸a˜o exigida. O processo
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e´ considerado verde. Nesta situac¸a˜o, o responsa´vel pela produc¸a˜o na˜o precisa tomar
maiores cuidados com o processo, a menos que se queira reduzir a variabilidade para
aumentar a qualidade dos produtos.
A Figura 4.2 mostra que quando a dispersa˜o natural do processo utiliza toda a faixa de
especificac¸a˜o (dispersa˜o permitida do processo), Cp = 1, 00 e e´ esperado que o processo
produza 27 unidades na˜o-conformes a cada 10000 unidades produzidas. Quando apenas
60% da faixa de especificac¸a˜o e´ utilizada pela dispersa˜o natural do processo Cp = 1, 66 e
e´ esperado que o processo produza somente 6 unidades na˜o-conformes a cada 10000000
de unidades produzidas.
Figura 4.2 Relac¸a˜o entre a faixa de especificac¸a˜o utilizada, Cp e as unidades na˜o-
conformes produzidas.
Cp = 2,00
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Contudo, o ponto de refereˆncia de 1,00 foi escolhido para relacionar Cp a` variac¸a˜o
natural seis sigmas usada nos gra´ficos de controle. Se um processo e´ exatamente capaz,
enta˜o LSC = LSE/
√
n e LIC = LIE/
√
n, onde n e´ o tamanho amostral.
Na Figura 4.2 a porcentagem da faixa de especificac¸a˜o utilizada e´ obtida atrave´s de
P = (1/Cp)× 100%.
Testes de hipo´teses apropriados devem ser utilizados para determinar se os valores do
ı´ndice de capacidade verdadeiros excedem o limite inferior para determinac¸a˜o da capaci-
dade.
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4.2.1 Teste de Hipo´teses e o I´ndice Cp
Na ana´lise da capacidade do processo o interesse e´ desempenhar um teste de hipo´teses
da seguinte forma:
H0 : o processo na˜o e´ capaz
H1 : o processo e´ capaz.
(4.3)
Para fazer isto, estima-se o valor do ı´ndice, Cˆp, e compara-o com um limite inferior para
determinac¸a˜o da capacidade, ψ. Isto e´,
H0 : Cˆp ≤ ψ
H1 : Cˆp > ψ,
(4.4)
onde ψ e´ comumente 1,33, como mencionado anteriormente. A hipo´tese H0 e´ rejeitada e
a hipo´tese alternativa H1 e´ a aceita se Cˆp > ψ.
4.3 I´ndices Cpu, Cpl e Cpk
O ı´ndice Cpk foi desenvolvido, tambe´m no Japa˜o, para suprir algumas das lacunas
deixadas pelo Cp, principalmente com relac¸a˜o ao fato de que o ı´ndice Cp mede a capaci-
dade somente em termos da dispersa˜o do processo e na˜o leva o n´ıvel do processo em
considerac¸a˜o.
A definic¸a˜o de Cpk obedece um procedimento de dois passos, conforme mostrado a
seguir. Primeiro considere a situac¸a˜o de especificac¸a˜o unilateral, isto e´, onde somente um
limite de especificac¸a˜o e´ dado. Relacionando as disperso˜es natural e permitida do processo,
dois novos ı´ndices sa˜o obtidos. Estes ı´ndices sa˜o definidos por
Cpu =
Dispersa˜o Superior Permitida no Processo
Dispersa˜o Superior Natural no Processo
(4.5)
=
LSE − µ
3σ
e
Cpl =
Dispersa˜o Inferior Permitida no Processo
Dispersa˜o Inferior Natural no Processo
(4.6)
=
µ− LIE
3σ
.
onde LSE e´ o limite superior de especificac¸a˜o, LIE e´ o limite inferior de especificac¸a˜o e
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σ e´ o desvio padra˜o do processo. Estes ı´ndices sa˜o denominados de ı´ndices de capacidade
superior e inferior, respectivamente.
Finalmente, a partir das Equac¸o˜es (4.5) e (4.6), um ı´ndice natural para o caso de
especificac¸a˜o bilateral, denominado de Cpk, e´ definido por
Cpk = min{Cpu, Cpl}
(4.7)
=
d− |µ−M |
3σ
,
onde d = (LSE − LIE)/2 e´ o comprimento da metade do intervalo de especificac¸a˜o e
M = (LSE + LIE)/2 e´ o ponto me´dio do intervalo de especificac¸a˜o.
Observando a definic¸a˜o do Cpk, nota-se que este ı´ndice quantifica a capacidade em
func¸a˜o da pior metade dos dados do processo. Isto e´, o ı´ndice Cpk, ale´m de avaliar a
variabilidade natural do processo em relac¸a˜o a variabilidade permitida, verifica tambe´m
a posic¸a˜o do processo em relac¸a˜o aos limites (superior e inferior) de especificac¸a˜o. Ou
seja, o ı´ndice Cpk relaciona a distaˆncia escalar entre a me´dia do processo e o limite de
especificac¸a˜o mais pro´ximo.
Para o processo ser considerado capaz, o Cpk deve ser igual ou superior a um. Os valores
de Cp e Cpk estabelecidos como crite´rio para ser o limite inferior durante a avaliac¸a˜o da
capacidade de um processo, na˜o possuem nenhum embasamento estat´ıstico, sa˜o apenas
uma margem de seguranc¸a que visa assegurar que os valores de Cp ou Cpk tenham alta
probabilidade de serem no mı´nimo superiores a um.
Os ı´ndices Cpu e Cpl esta˜o relacionados com Cp por Cp = (Cpu + Cpl)/2, que e´ usado
para medir capacidade do processo na situac¸a˜o de um u´nico limite de especificac¸a˜o. Claro
que, no caso de um u´nico limite, por exemplo, Cpu = 1, 00 implica numa metade com
muitos itens na˜o-conformes (0,136%) como quando Cp = 1, 00 no caso dos dois limites
(duas metades).
Este cap´ıtulo procurou proporcionar uma visa˜o geral acerca dos principais ı´ndices uti-
lizados para avaliar a capacidade de um processo, destacando suas metodologias de cons-
truc¸a˜o, formas de interpretac¸a˜o e algumas das principais pesquisas envolvendo a utilizac¸a˜o
e o desenvolvimento destes ı´ndices.
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A correta avaliac¸a˜o da capacidade de um processo, que deve satisfazer certas especi-
ficac¸o˜es, sera´ decisiva para a qualidade das unidades produzidas num processo industrial,
da´ı sua importaˆncia na a´rea do controle da qualidade e especificamente, neste trabalho.
Finalmente, o cap´ıtulo subsequ¨ente abordara´ os principais estimadores para a dispersa˜o
e para o n´ıvel do processo, bem como, as suas propriedades.
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Cap´ıtulo 5
Princ´ıpios de Estimac¸a˜o em Controle
Estat´ıstico da Qualidade
5.1 Introduc¸a˜o
A estat´ıstica pode ser divida didaticamente em duas partes: (1) estat´ıstica descritiva,
que tem por objetivo descrever caracter´ısticas importantes de dados populacionais conhe-
cidos e (2) a estat´ıstica indutiva ou inferencial, que utiliza dados amostrais para fazer
infereˆncias (ou generalizac¸o˜es) sobre uma populac¸a˜o. As duas principais aplicac¸o˜es da
estat´ıstica inferencial envolvem a utilizac¸a˜o de dados amostrais (a) para estimar o valor
de um paraˆmetro populacional e (b) para formular uma conclusa˜o sobre uma populac¸a˜o.
Considerando X como sendo uma varia´vel aleato´ria com func¸a˜o de densidade (ou de
probabilidade) denotada por f(x|θ), onde θ e´ um paraˆmetro desconhecido, diz-se que
uma populac¸a˜o e´ o conjunto de valores de uma caracter´ıstica (observa´vel) associada a
uma colec¸a˜o de indiv´ıduos de interesse. Logo, uma sequ¨eˆncia X1, . . . , Xn de n varia´veis
aleato´rias independentes e identicamente distribu´ıdas (i.i.d.) com func¸a˜o de densidade
(f.d.p) ou, no caso discreto, func¸a˜o de probabilidade (f.p.) e´ dita ser uma amostra aleato´ria
de tamanho n da distribuic¸a˜o X.
E qualquer caracter´ıstica dos elementos da populac¸a˜o e´ chamada de paraˆmetro, isto
e´, uma quantidade nume´rica desconhecida (que se deseja estimar). Como por exemplo a
me´dia µ = E(X) ou a variaˆncia σ2 = V ar(X). O conjunto Θ em que θ toma valores e´
denominado espac¸o parame´trico. Por exemplo, seja X1, . . . , Xn uma amostra aleato´ria da
varia´vel X, onde X ∼ N(µ, σ2). Se σ2 = 1, enta˜o θ = µ e´ o paraˆmetro desconhecido e
Θ = {µ,−∞ < µ <∞}.
Qualquer estat´ıstica que assuma valores em Θ e´ um estimador para θ, isto e´, estimador
e´ uma estat´ıstica amostral (como a me´dia amostral X¯ = (1/n)
∑n
i=1Xi) utilizada para
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obter uma aproximac¸a˜o de um paraˆmetro populacional. Estimativa e´ um valor espec´ıfico,
ou um intervalo de valores, usado para aproximar um paraˆmetro populacional.
Agora considere que, com base nos valores amostrais, se pretende estimar a me´dia de
uma determinada caracter´ıstica de qualidade de todos os produtos de um processo fabril
qualquer. Poderia se utilizar uma estat´ıstica como a mediana amostral, o ponto me´dio,
ou a moda como estimativa dessa me´dia populacional µ, mas a me´dia amostral X¯ em
geral e´ a melhor estimativa de uma me´dia populacional. A escolha de X¯ se baseia em um
estudo e uma ana´lise cuidadosa das distribuic¸o˜es das diferentes estat´ısticas que poderiam
ser usadas como estimadores.
As razo˜es que explicam porque uma me´dia amostral e´ um melhor estimador de uma
me´dia populacional µ do que quaisquer outros estimadores, como a mediana e a moda,
sera˜o apresentadas mais adiante. Portanto, nas pro´ximas sec¸o˜es breves considerac¸o˜es a
respeito dos principais estimadores para a dispersa˜o e para o n´ıvel do processo, bem
como, as suas propriedades sera˜o abordadas. A Sec¸a˜o 5.2 tecera´ um breve relato acerca
das propriedades dos estimadores. A Sec¸a˜o 5.3 mostrara´ os principais estimadores para
a dispersa˜o do processo e, finalmente, a Sec¸a˜o 5.4 apresentara´ os principais estimadores
para o n´ıvel do processo.
5.2 Propriedades dos Estimadores
Na sec¸a˜o anterior iniciou-se uma discussa˜o em torno de X¯, como sendo um melhor
estimador de uma me´dia populacional µ do que outros estimadores. Basicamente, pode-se
destacar a presenc¸a de importantes qualidades (propriedades) em X¯ que o torna um bom
estimador para µ. Primeiro, para muitas populac¸o˜es, a distribuic¸a˜o de me´dias amostrais
X¯ tende a ser mais consistente (apresenta menor variac¸a˜o) do que as distribuic¸o˜es de
outras estat´ısticas amostrais.
Uma estat´ıstica T (X) = (X1, . . . , Xn) e´ consistente para θ se e somente se P (|T (X)−
θ| > ²) → 0, quando n ↑ ∞, onde ² > 0. Ou seja, T (X) p−→ θ (T (X) converge em
probabilidade para θ, veja James (1996)). Alternativamente, T (X) e´ consistente para θ se
e somente se, lim
n→∞
E[T (X)] = θ e lim
n→∞
V ar[T (X)] = 0.
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Considerando X1, . . . , Xn uma amostra aleato´ria da varia´vel X ∼ N(µ, σ2), tem-se
lim
n→∞
E
[
X¯
]
= lim
n→∞
E
[
1
n
n∑
i=1
Xi
]
= lim
n→∞
1
n
(nµ) = µ (5.1)
e
lim
n→∞
V ar
[
X¯
]
= lim
n→∞
V ar
[
1
n
n∑
i=1
Xi
]
= lim
n→∞
1
n2
(nσ2) = 0. (5.2)
Portanto, se me´dias amostrais sa˜o utilizadas para estimar a me´dia populacional µ,
essas me´dias amostrais tera˜o menor desvio padra˜o do que outras estat´ısticas amostrais,
tais como mediana ou a moda.
Outra propriedade importante e´ que, para todas as populac¸o˜es, diz-se que a me´dia
amostral X¯ e´ um estimador na˜o-viesado da me´dia populacional µ. Um estimador T (X)
e´ dito na˜o-viesado (na˜o-tendencioso) de θ se E[T (X)] = θ, ∀ θ. A partir da expressa˜o
(5.1) pode-se verificar facilmente que X¯ e´ realmente um estimador na˜o-tendencioso de µ.
Basicamente, isto significa que a distribuic¸a˜o de me´dias amostrais tende a centrar-se em
torno da me´dia populacional µ. Isto e´, as me´dias amostrais na˜o tendem a sobreestimar
nem a subestimar sistematicamente o valor de µ, ao contra´rio, tendem para o valor-alvo
que e´ o pro´prio valor de µ.
Uma das formas comumente utilizada para se avaliar o desempenho de um estimador e´
atrave´s de seu erro quadra´tico me´dio (EQM), obtido por
EQM [θˆ] = V ar[θˆ] +B2(θˆ), (5.3)
onde B(θˆ) = E[θˆ] − θ e´ denominado o vie´s do estimador θˆ. Portanto, como X¯ e´ um
estimador na˜o-viesado da me´dia populacional µ, seu EQM e´ avaliado por EQM [X¯] =
V ar[X¯] = σ2/n.
A eficieˆncia e´ outra importante propriedade dos estimadores. Assim, se T (X) e T
′
(X)
sa˜o dois estimadores na˜o-viesados de um mesmo paraˆmetro θ, e V ar[T (X)] < V ar[T
′
(X)],
enta˜o, T (X) e´ dito mais eficiente do que T
′
(X).
Conforme visto na Sec¸a˜o 3.3, X¯ ∼ N(µ, σ2/n) e X˜ ∼ N(µ, piσ2/2n). Observa-se facil-
mente que X¯ e X˜ sa˜o estimadores na˜o-viesados de µ. Entretanto, V ar(X˜)/V ar(X¯) = pi/2.
Portanto V ar(X¯) < V ar(X˜). Logo, X¯ e´ um estimador mais eficiente que X˜, para estimar
a me´dia populacional µ.
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Por estas razo˜es a me´dia amostral X¯ e´ utilizada como a melhor estimativa da me´dia
populacional µ. Como a me´dia amostral X¯ e´ um valor u´nico que corresponde a um ponto
na escala nume´rica, ela e´ comumente chamada de estimativa pontual. Isto e´, um valor
(ou ponto) u´nico usado para aproximar um paraˆmetro populacional. Quando uma ampli-
tude (ou um intervalo) de valores que tem probabilidade de conter o verdadeiro valor da
populac¸a˜o e´ determinada, esta e´ comumente denominada de intervalo de confianc¸a (ou
estimativa intervalar).
Um intervalo de confianc¸a esta´ associado a um n´ıvel de confianc¸a que e´ uma medida da
nossa certeza de que o intervalo conte´m o paraˆmetro populacional. O n´ıvel de confianc¸a
e´ a probabilidade 1 − α (comumente expressa como o valor percentual equivalente) de o
intervalo de confianc¸a conter o verdadeiro paraˆmetro populacional. Sa˜o escolhas comuns
para o grau de confianc¸a: 90% (com α = 0, 10), 95% (com α = 0, 05) e 99% (com α = 0, 01).
5.3 Estimando a Dispersa˜o do Processo
No controle estat´ıstico da qualidade, um dos maiores interesses e´ obter estimativas
para o desvio padra˜o populacional σ. Logo, se os valores amostrais sa˜o conhecidos, pode-
se calcular o desvio padra˜o amostral S. Contudo, como as habituais variaˆncias amostrais
S2 tendem a centrar-se no valor da variaˆncia populacional σ2, diz-se que S2 tambe´m
e´ um estimador na˜o-tendencioso de σ2. Quando a suposic¸a˜o de normalidade nos dados
observados e´ verificada, S2 torna-se a melhor estimativa pontual de σ2. Portanto, seria
natural esperar que S fosse o melhor estimador pontual de σ, mas isso na˜o ocorre, porque S
e´ um estimador tendencioso de σ. Entretanto, vale ressaltar que se o tamanho da amostra
e´ grande, a tendenciosidade e´ ta˜o pequena que pode-se utilizar S como uma estimativa
razoavelmente boa de σ.
Outro estimador de σ bastante utilizado baseia-se na amplitude amostral R. Pore´m,
apesar da presenc¸a obrigato´ria na literatura de controle estat´ıstico da qualidade, sua
definic¸a˜o, e ainda considerac¸o˜es a seu respeito deixam a desejar.
Portanto, se o valor de σ da dispersa˜o do processo na˜o e´ conhecido, pode-se estima´-lo dos
dados observados. No que segue, quatro possibilidades para estimar σ sera˜o apresentadas.
Os estimadores σˆ de σ mostrados, sa˜o todos na˜o-viesados, mas diferem com relac¸a˜o as
suas variaˆncias.
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• Primeiro Estimador - Desvio Padra˜o Amostral Corrigido
Seja X1, . . . , Xn uma amostra aleato´ria da caracter´ıstica de qualidade X, onde X ∼
N(µ, σ2). Se Si, conforme Equac¸a˜o (3.3), e´ o desvio padra˜o amostral do i-e´simo subgrupo,
enta˜o, a me´dia e a variaˆncia de Si sa˜o obtidas pela Equac¸a˜o (3.4) e σ
2
Si
= σ2(1 − c2n),
respectivamente. Facilmente, se verifica que Si na˜o e´ um estimador na˜o-viesado de σ.
Assim, um estimador σˆ na˜o-viesado para σ e´ dado por
σˆI =
Si
cn
, (5.4)
onde
V ar [σˆI ] = V ar
[
Si
cn
]
= (1− c2n)σ2. (5.5)
Valores de cn esta˜o tabulados para alguns tamanhos amostrais na Tabela A.1 do Apeˆndice
A.
• Segundo Estimador - Me´dia dos Desvios Padra˜o Amostrais Corrigidos
Considera-se que m amostras da caracter´ıstica de qualidade X (X ∼ N(µ, σ2)) sa˜o
analisadas, cada uma com tamanho n, e que Si seja o desvio padra˜o amostral da i-e´sima
amostra. Enta˜o S¯, conforme Equac¸a˜o (3.8), e´ a me´dia dos m desvios padra˜o amostrais.
Logo, um estimador σˆ na˜o-viesado para σ e´ dado por
σˆII =
S¯
cn
, (5.6)
onde
V ar [σˆII ] = V ar
[
S¯
cn
]
=
(1− c2n)
c2n
σ2. (5.7)
• Terceiro Estimador - Me´dia das Amplitudes Amostrais Corrigidas
Supondo-se que m amostras da caracter´ıstica de qualidade X (X ∼ N(µ, σ2)) sa˜o
analisadas, cada uma com tamanho n, e que Ri seja a amplitude amostral da i-e´sima
amostra, enta˜o R¯, conforme Equac¸a˜o (3.20), e´ a me´dia das m amplitudes amostrais.
Portanto, um estimador σˆ na˜o-viesado para σ e´ dado por
σˆIII =
R¯
d2
, (5.8)
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onde
V ar [σˆIII ] = V ar
[
R¯
d2
]
=
d23
d22
σ2. (5.9)
Valores de d2 e d3 esta˜o tabulados para alguns tamanhos amostrais na Tabela A.2 do
Apeˆndice A.
• Quarto Estimador - Mediana das Amplitudes Amostrais Corrigidas
Supondo-se que m amostras da caracter´ıstica de qualidade X (X ∼ N(µ, σ2)) sa˜o
analisadas, cada uma com tamanho n, e suas amplitudes R1, . . . , Rm calculadas, enta˜o a
amplitude mediana e´ obtida atrave´s de
R˜ = R(i), i =
1
2
(m+ 1), (5.10)
para m ı´mpar, onde R(i) representa a amplitude de ordem i. Quando o nu´mero de am-
plitudes e´ par, utiliza-se como mediana a me´dia aritme´tica das duas amplitudes centrais,
quando estas esta˜o ordenadas segundo suas grandezas (em ordem crescente ou decres-
cente).
Portanto, um estimador σˆ na˜o-viesado para σ e´ dado por
σˆIV =
R˜
d˜2
, (5.11)
onde
V ar [σˆIV ] = V ar
[
R˜
d˜2
]
=
σ2
4d˜23
. (5.12)
Valores de d˜2 e d˜3 esta˜o tabulados para alguns tamanhos amostrais na Tabela A.2 do
Apeˆndice A.
5.4 Estimando o Nı´vel do Processo
Se o valor µ do n´ıvel do processo na˜o e´ conhecido, pode-se estima´-lo a partir dos
dados observados. Existem va´rias possibilidades para fazer isto. A seguir, quatro me´todos
diferentes para estimar µ sera˜o mostrados. Todos os estimadores µˆ de µ, apresentados, sa˜o
na˜o-viesados e no mı´nimo distribu´ıdos assintoticamente de modo normal. Entretanto, os
estimadores µˆ de µ possuem variaˆncias diferentes, isto significa que eles na˜o teˆm a mesma
eficieˆncia em estimar o verdadeiro n´ıvel do processo µ.
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• Primeiro Estimador - Me´dia das Me´dias Amostrais
Considera-se que m amostras da caracter´ıstica de qualidade X (X ∼ N(µ, σ2)) sa˜o
analisadas, cada uma com tamanho n, e que suas me´dias amostrais X¯1, . . . , X¯m calculadas,
a partir da Equac¸a˜o (3.29). Enta˜o, um estimador distribu´ıdo normalmente e na˜o-viesado
para µ e´ dado pela Equac¸a˜o (3.35). A variaˆncia de X¯ e´ obtida atrave´s de
V ar
[
X¯
]
=
[
1
m
m∑
i=1
X¯i
]
=
σ2
m
, (5.13)
onde σ2 e´ a variaˆncia do processo.
• Segundo Estimador - Mediana das Medianas Amostrais
Se m amostras de uma caracter´ıstica de qualidade X (X ∼ N(µ, σ2)) sa˜o analisadas,
cada uma com tamanho n, e suas medianas amostrais X˜1, . . . , X˜m calculadas, a partir
da Equac¸a˜o (3.40), para n ı´mpar e utilizando a me´dia aritme´tica das duas observac¸o˜es
centrais quando n for par, quando estas esta˜o ordenadas segundo suas grandezas (em
ordem crescente ou decrescente).
Assim, a Equac¸a˜o (3.48) apresenta um estimador com distribuic¸a˜o aproximadamente
normal e na˜o-viesado para µ, quandom e´ ı´mpar. Quando o nu´mero de amostras e´ par o es-
timador de µ e´ obtido utilizando-se a me´dia aritme´tica das duas medianas centrais, quando
estas esta˜o ordenadas segundo suas grandezas (em ordem crescente ou decrescente).
A variaˆncia de ˜˜X e´ obtida atrave´s de
V ar
[
˜˜X
]
=
σ2
m
c4n, (5.14)
onde σ2 e´ a variaˆncia do processo e valores de cn esta˜o tabulados para alguns tamanhos
amostrais na Tabela A.1 do Apeˆndice A.
• Terceiro Estimador - Me´dia das Medianas Amostrais
Supondo-se que m amostras de uma caracter´ıstica de qualidade X (X ∼ N(µ, σ2)) sa˜o
analisadas, cada uma com tamanho n, e suas medianas amostrais X˜1, . . . , X˜m calculadas,
a partir da Equac¸a˜o (3.40) para n ı´mpar e utilizando a me´dia aritme´tica das duas obser-
vac¸o˜es centrais quando n for par, quando estas esta˜o ordenadas segundo suas grandezas
(em ordem crescente ou decrescente).
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Portanto, um estimador µˆ distribu´ıdo aproximadamente normal e na˜o-viesado para µ e´
dado pela Equac¸a˜o (3.47). A variaˆncia de ¯˜X e´ obtida atrave´s de
V ar
[
¯˜X
]
=
σ2
m
c2n, (5.15)
onde σ2 e´ a variaˆncia do processo e valores de cn esta˜o tabulados para alguns tamanhos
amostrais na Tabela A.1 do Apeˆndice A.
• Quarto Estimador - Mediana das Me´dias Amostrais
Seja X¯1, . . . , X¯m as me´dias amostrais de m amostras, cada uma com tamanho n, de
uma caracter´ıstica de qualidade X (X ∼ N(µ, σ2)), calculadas utilizando-se a Equac¸a˜o
(3.29), enta˜o, um estimador µˆ distribu´ıdo aproximadamente normal para µ e´ dado por
µˆ = ¯˜X = X¯(i); i =
1
2
(m+ 1), (5.16)
para m ı´mpar, onde X¯(i) representa a me´dia de ordem i. Quando o nu´mero de amostras
e´ par, utiliza-se como mediana das me´dias amostrais a me´dia aritme´tica das duas me´dias
centrais, quando estas esta˜o ordenadas segundo suas grandezas (em ordem crescente ou
decrescente). A variaˆncia de ˜¯X e´ obtida atrave´s de
V ar
[
˜¯X
]
=
σ2
m
c2n, (5.17)
onde σ2 e´ a variaˆncia do processo e valores de cn esta˜o tabulados para alguns tamanhos
amostrais na Tabela A.1 do Apeˆndice A.
A escolha por um destes quatros estimadores µˆ para µ, dependera´ do crite´rio de decisa˜o
adotado. Por exemplo, quando a eficieˆncia do estimador e´ considerada, a me´dia das me´dias
devera´ ser a escolha mais apropriada. Se o crite´rio for a robustez do estimador, isto e´, a
sensibilidade com relac¸a˜o aos outliers (pontos extremos), a mediana das medianas sera´
prefer´ıvel.
Neste cap´ıtulo os princ´ıpios de estimac¸a˜o no controle estat´ıstico da qualidade foram
mostrados. As principais propriedades dos estimadores, bem como, os estimadores para o
n´ıvel e para a dispersa˜o do processo, tambe´m, foram abordados.
Finalmente, o cap´ıtulo servira´ como suporte ao bom entendimento acerca do processo de
estimac¸a˜o do desvio padra˜o, quando quartis sa˜o utilizados. Este assunto sera´ apresentado
no cap´ıtulo posterior.
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Cap´ıtulo 6
Estimando o Desvio Padra˜o
Amostral Atrave´s dos Quartis
6.1 Introduc¸a˜o
A ide´ia de obter estimativas para o desvio padra˜o populacional σ, conforme abordado
no cap´ıtulo anterior, e´ um dos maiores interesses entre os pesquisadores e estudiosos do
controle estat´ıstico da qualidade. Tippett (1950), por exemplo, mostra que tanto a ampli-
tude R, como o desvio padra˜o S, sa˜o estimadores va´lidos de σ somente se os subgrupos sa˜o
tomados ao acaso de uma populac¸a˜o esta´vel. Como e´ comum tomar subgrupos periodica-
mente e na˜o ao acaso, ha´ um risco de que a frequ¨eˆncia de amostragem seja combinada
com a ac¸a˜o de alguma varia´vel desconhecida e produza uma amplitude ou desvio padra˜o
irreal para σ. Entretanto, ele recomenda a utilizac¸a˜o da amplitude R para tamanhos de
subgrupos n ≤ 20.
Juran e Gryna (1992) comentam que, se o tamanho de amostra for n = 2, o me´todo da
amplitude pode ser considerado como um bom estimador do desvio padra˜o σ, tal como
e´ o habitual estimador S, uma vez que ambas as estat´ısticas utilizam todos os dados
dispon´ıveis. Para n ≥ 3, S torna-se uma estat´ıstica mais eficiente, pois S usa todos os
pontos de dados em cada subgrupo, enquanto que, a amplitude utiliza apenas os dois
pontos extremos e assim ignora as informac¸o˜es centrais.
A aproximac¸a˜o padra˜o para estimar σ, durante a construc¸a˜o de gra´ficos de controle
X (gra´ficos de controle para observac¸o˜es individuais), e´ baseada em amplitudes mo´veis
(MR) de tamanho dois. Supondo que os dados observados possuem distribuic¸a˜o, pelo
menos aproximadamente normal, os limites de controle sa˜o obtidos por X¯ ± 3(MR/d2),
onde X¯ e´ a me´dia das n observac¸o˜es, MR e´ a me´dia de n − 1 amplitudes mo´veis e
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d2 = 1, 128 para subgrupos de tamanho dois. Cryer e Ryan (1990) mostram que MR/d2
e´ menos eficiente em estimar σ, do que o estimador na˜o-viesado S/cn.
Quando as observac¸o˜es sa˜o positivamente correlacionadas, MR/d2 pode subestimar
muito σ. Se as observac¸o˜es sa˜o negativamente correlacionadas, MR/d2 tende a sobreesti-
mar σ. Assim, Cryer e Ryan (1990) sugerem na˜o utilizar MR/d2 e sim S/cn para estimar
σ, durante o processo de construc¸a˜o de limites em gra´ficos de controle X.
Supondo que o processo esta´ sob controle e que as observac¸o˜es dentro de um subgrupo
sa˜o normalmente e independentemente distribu´ıdas com me´dia µ e variaˆncia σ2, enta˜o
entre todas as estat´ısticas com valor esperado igual a µ, X¯ possui a menor variaˆncia, σ2/n,
conforme visto no Cap´ıtulo 5. Por esta raza˜o, o uso de X¯ como a medida estat´ıstica para
a tendeˆncia central, faz com que o gra´fico de controle possua limites mais apertados do
que aqueles obtidos utilizando alguma estat´ıstica alternativa, imparcial para µ, quando
as observac¸o˜es sa˜o extra´ıdas de uma distribuic¸a˜o que e´, pelo menos, aproximadamente
normal.
Por esta raza˜o, os limites dos gra´ficos X¯, X˜, S, S2 e R de Shewhart sa˜o baseados inteira-
mente sobre me´dias, especificamente sobre X¯, ¯˜X, S¯, S¯2 e R¯. Entretanto, aqui acredita-se
que a melhor medida estat´ıstica para representar os subgrupos pode na˜o ser a medida
mais apropriada para calcular os limites de controle. Este argumento e´ baseado sobre a
propriedade das medidas estat´ısticas chamada “resisteˆncia”. Uma estimac¸a˜o e´ chamada de
resistente se na˜o e´ indevidamente influenciada por algumas observac¸o˜es extremas. A am-
plitude, o desvio padra˜o e a me´dia amostral sa˜o claramente na˜o resistentes. Por exemplo,
supondo que X1, X2 , . . . , Xn−1 sa˜o aproximadamente iguais a alguma constante, digamos
zero, enquanto Xn = ω, enta˜o X¯ ' ω/n e R ' ω. Ou seja, se a maioria das observac¸o˜es
sa˜o razoavelmente pro´ximas uma das outras, enquanto uma observac¸a˜o difere, enta˜o a
observac¸a˜o extrema possui grande influeˆncia no valor da me´dia amostral e amplitude,
particularmente se n na˜o for grande.
Esta falta de resisteˆncia de X¯, S e R torna-os especialmente u´teis na “plotagem” de
sequ¨eˆncias de pontos nos gra´ficos X¯, S e R. A me´dia amostral baseada sobre um pequeno
nu´mero de observac¸o˜es e´ muito sens´ıvel a valores extremos, e e´ uma excelente escolha
para identificar mudanc¸as no n´ıvel do processo e observac¸o˜es fora de controle estat´ıstico.
Limites de controles derivados da eficieˆncia de X¯, baseados sobre a suposic¸a˜o que o pro-
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cesso esta´ sob controle, tornam a me´dia amostral uma medida de subgrupo ideal para as
me´dias do processo em gra´ficos de controle para varia´veis. Argumentos similares podem
ser considerados para o desvio padra˜o, S, e a amplitude amostral, R.
Por outro lado, a construc¸a˜o dos limites de controle na˜o deve ser indevidamente influ-
enciada por valores na˜o usuais de subgrupos. Por esta raza˜o, e´ vantajoso utilizar medidas
mais resistentes no ca´lculo de tais limites.
Tukey (1977) sugere que cinco medidas sejam utilizadas para representar um conjunto
de observac¸o˜es. Elas sa˜o: a mediana X˜, os extremos, isto e´, X(1) e X(n), o menor e o
maior valor do conjunto de dados, respectivamente, e os quartis. O primeiro quartil (Q1)
e´ um valor que deixa um quarto dos dados abaixo e treˆs quartos acima dele. Ja´ o terceiro
quartil (Q3) e´ um valor que deixa treˆs quartos dos dados abaixo e um quarto acima dele.
O segundo quartil (Q2) e´ a mediana.
Estas cinco medidas sa˜o chamadas estat´ısticas de ordem (estas na˜o sa˜o as u´nicas; ha´
outras) e sa˜o medidas resistentes de uma distribuic¸a˜o. Para ilustrar o fato de que, por
exemplo, a mediana e´ uma medida resistente, considere o seguinte conjunto de dados: 5;
7; 8; 10; 12 e 15, dos quais obtemos X¯ = 9, 5 e X˜ = 9, 0. Suponha agora, que o valor 15
passa a ser 150. Obte´m-se enta˜o, X¯ = 32, enquanto a mediana na˜o se altera. Observe que
a me´dia aumentou mais de duas vezes. Note ainda, que o desvio padra˜o para o primeiro
caso e´ S = 3, 62 e apo´s a mudanc¸a de 15 para 150, tem-se S = 57, 86, ou seja, aumentou
mais de quinze vezes do anterior.
A comparac¸a˜o destas distaˆncias pode fornecer informac¸o˜es sobre a forma da distribuic¸a˜o.
De fato, observe na Figura 6.1 como seriam estas distaˆncias para uma distribuic¸a˜o sime´trica.
Espera-se, intuitivamente que: (a) a dispersa˜o inferior seja aproximadamente igual a
dispersa˜o superior; (b) Q2 −Q1 ∼= Q3 −Q2; (c) Q1 −X(1) ∼= X(n) −Q3 e (d) as distaˆncias
entre a mediana e os quartis sejam menores que as distaˆncias entre os extremos e os
quartis.
Neste contexto, este trabalho propo˜e que os tradicionais estimadores de σ, como por
exemplo, S¯/cn e R¯/d2 sejam substitu´ıdos por medidas mais resistentes. De imediato,
espera-se que este procedimento reduza a influeˆncia dos valores extremos na construc¸a˜o
dos limites de controle. Uma medida de dispersa˜o mais resistente e´ o intervalo interquartil,
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IQ. Onde
IQ = Q3 −Q1. (6.1)
Figura 6.1 Comparac¸a˜o de algumas medidas resistentes numa distribuic¸a˜o sime´trica.
  (1)
  ( )

1

2

3
50% das 
observações
Portanto, nas sec¸o˜es seguintes sera´ abordada a construc¸a˜o de um estimador para o
desvio padra˜o σ, baseado nos quartis amostrais, mais especificamente utilizando (6.1).
Assim, a Sec¸a˜o 6.2 mostrara´ a func¸a˜o de distribuic¸a˜o amostral e suas propriedades; a Sec¸a˜o
6.3 enfocara´ os quantis populacionais e amostrais; a Sec¸a˜o 6.4 apresentara´ o estimador para
o desvio padra˜o amostral baseado nos quartis e, finalmente, a Sec¸a˜o 6.5 trara´ resultados
de simulac¸o˜es.
6.2 Func¸a˜o de Distribuic¸a˜o Amostral
Definic¸a˜o 6.2.1. Seja X um valor real com f.d. (func¸a˜o distribuic¸a˜o) F (x) : x ∈ R.
Supondo que uma amostra de tamanho n, {X1, . . . , Xn}, i.i.d. e´ extra´ıda, a func¸a˜o de
distribuic¸a˜o emp´ırica associada a amostra acima e´ dada por
Fn(x) =
1
n
(# de Xi ≤ x na amostra)
=
1
n
n∑
i=1
I(−∞,x](Xi) (6.2)
=
1
n
n∑
i=1
1{Xi≤x},
onde I e´ a func¸a˜o indicadora dada por
I(−∞,x](Xi) = 1{Xi≤x} =
{
1, se Xi ≤ x
0, caso contra´rio.
Ramos, Edson M. L. S. PPGEP/UFSC
6.3 Quantil Populacional e Quantil Amostral 62
O valor esperado e a variaˆncia de Fn(x) sa˜o dados, respectivamente, por
E [Fn(x)] =
1
n
n∑
i=1
E
[
I{Xi≤x}
]
=
1
n
n∑
i=1
P {Xi ≤ x} = F (x) (6.3)
e
V ar [Fn(x)] =
1
n2
n∑
i=1
V ar
[
I{Xi≤x}
]
=
F (x)[1− F (x)]
n
≤ 1
4n
. (6.4)
Observe que V ar[Fn(x)] → 0 quando n → ∞. Utilizando o teorema central do limite
(veja, por exemplo, James (1986)), pode-se concluir facilmente, que para cada x fixado
√
n {Fn(x)− F (x)} D−→ N(0, F (x)[1− F (x)]). (6.5)
6.3 Quantil Populacional e Quantil Amostral
Inicialmente, considere as treˆs seguintes situac¸o˜es: (i) se F e´ cont´ınua e na˜o-decrescente,
enta˜o F−1 e´ dada por
F−1(p) = x, (6.6)
quando p = F (x), para 0 < p < 1, onde p e´ o p-e´simo quantil; (ii) se F possui uma
descontinuidade em x0, suponha que F (x
−
0 ) < p < F (x0) = F (x
+
0 ), neste caso, embora
na˜o exista x para que p = F (x), F−1(p) e´ definida como sendo igual a x0; (iii) (6.6) e´
amb´ıgua quando F e´ decrescente, enta˜o, qualquer valor a ≤ x ≤ b pode ser escolhido para
x = F−1(p). A convenc¸a˜o neste caso e´ para definir
F−1(p) = a,
isto e´, como o menor valor x para que F (x) = p. Esta condic¸a˜o assegura que F−1 seja
cont´ınua a` esquerda.
Estas treˆs situac¸o˜es podem ser combinadas em uma simples definic¸a˜o dada a seguir.
Definic¸a˜o 6.3.1. Seja F (x) uma func¸a˜o distribuic¸a˜o para 0 < p < 1. O p-e´simo quantil
populacional de F (x) e´ definido por
Qp = F
−1(p) = inf{x : F (x) ≥ p}. (6.7)
Logo,
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Definic¸a˜o 6.3.2. Seja X uma varia´vel aleato´ria com func¸a˜o de distribuic¸a˜o F (x). Se F
e´ cont´ınua (sem saltos), enta˜o
P = F (Qp) = P (x ≤ qp). (6.8)
Em particular, q1/4, q2/4, q3/4 sa˜o, respectivamente, o 1
o quartil, a mediana e o 3o quartil
de F .
Agora considere que dada uma amostra aleato´ria i.i.d., X1, . . . , Xn de F , o p-e´simo
quantil amostral qˆn,p, (0 < p < 1) , e´ definido como o p-e´simo quantil da func¸a˜o emp´ırica
Fn(x). Logo,
qˆn,p =

X1, para 0 < p ≤ 1/n
X2, para 1/n < p ≤ 2/n
X3, para 2/n < p ≤ 3/n
...
...
...
...
...
Xn−1, para (n− 2)/n < p ≤ (n− 1)/n
Xn, para (n− 1)/n < p ≤ 1.
(6.9)
A func¸a˜o de distribuic¸a˜o do p-e´simo quantil amostral, no caso discreto, e´ definida por
Fqˆn,p(x) =
n∑
i=[np]+1
(
n
i
)
[F (x)]i [1− F (x)]n−i , (6.10)
onde F (x) e´ a func¸a˜o distribuic¸a˜o de X e [np] denota o maior inteiro menor que (n× p).
Para o caso cont´ınuo, a func¸a˜o de distribuic¸a˜o do p-e´simo quantil amostral, e´ dada por
Fqˆn,p(x) = k
(
n
k
)∫ F(x)
0
tk−1(1− t)n−kdt, (6.11)
onde k = [np] + 1.
Supondo F absolutamente cont´ınua com f.d.p. f . Enta˜o, a f.d.p. de qˆn,p e´
fqˆn,p(x) =
dF qˆn,p(x)
dx
=
dF qˆn,p(x)
dF (x)
× dF (x)
dx
(6.12)
= n
(
n− 1
k − 1
)
[F (x)]k−1 [1− F (x)]n−k f(x).
Sen e Singer (1993) mostram que a consisteˆncia da sequ¨eˆncia {qˆn,p}n≥1 e´ dada pela
definic¸a˜o a seguir.
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Definic¸a˜o 6.3.3. Seja {Xn}n≥1 uma sequ¨eˆncia de varia´veis aleato´rias i.i.d. com func¸a˜o
distribuic¸a˜o F e 0 < p < 1. Supondo que o p-e´simo quantil, qp de F , seja o u´nico ponto
x, tal que F (x−) ≤ p ≤ F (x), ou seja, apenas qp satisfaz
lim
x−→q−p
F (x) = F
(
q−p
) ≤ p ≤ F (qp) , (6.13)
onde x aproxima-se de qp pela esquerda. Enta˜o,
qˆn,p
q.c−→ qn,p, (6.14)
isto e´, qˆn,p converge quase certamente para qn,p. Logo, converge em probabilidade, ou seja,
qˆn,p
p−→ qn,p.
Segundo Cadwell (1952) para qualquer populac¸a˜o cont´ınua, o quantil de uma amostra
de tamanho n possui distribuic¸a˜o assintoticamente normal. Lehmann (1999) mostra que
a normalidade assinto´tica dos quantis multivariados e´ obtida atrave´s da definic¸a˜o dada a
seguir.
Definic¸a˜o 6.3.4. Seja {Xn}n≥1 uma sequ¨eˆncia de varia´veis aleato´rias i.i.d. com func¸a˜o
distribuic¸a˜o F e 0 < p1 < p2 < . . . < pm < 1. Suponha que F possua f.d.p., f cont´ınua e
estritamente positiva (> 0) em qp1 , . . . , qpm. Logo,
√
n
 qˆn,p1 − qp1... ...
qˆn,pm − qpm
 D−→ Nm ( 0∼ , P∼ ) , (6.15)
onde
P
∼ =
(∑
ij
)
1≤i,j≤m, com
∑
ij = Pi(1 − Pj)/f(qpi)f(qpj) para i ≤ j(Pi ≤ pj),
∑
ij =∑
ji, para i ≤ j.
6.4 Estimador do Desvio Padra˜o Amostral Baseado
nos Quartis
Considere inicialmente que,
σˆq =
IQ
ξn
=
qˆ3/4 − qˆ1/4
ξn
, (6.16)
seja um estimador de σ cujas propriedades sa˜o desconhecidas. Onde qˆ3/4 e qˆ1/4 sa˜o o 3
o
e o 1o quartil, respectivamente, e ξn e´ uma constante que depende do tamanho amostral
n.
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Agora, suponha que X1, . . . , Xn e´ uma amostra de tamanho n, i.i.d. com distribuic¸a˜o
N(µ, σ2). Assim, utilizando (6.15), tem-se que
√
n
(
qˆn,1/4 − q1/4
qˆn,3/4 − q3/4
)
D−→ N2
([
0
0
]
;
[ ∑
11
∑
12∑
21
∑
22
])
, (6.17)
onde
F (q1/4) = 1/4 = 0, 25⇒
q1/4 − µ
σ
= Z(1/4) ≈ −0, 67⇒ q1/4 ≈ µ− 0, 67σ.
Analogamente, q3/4 ≈ µ+ 0, 67σ.
Portanto, as variaˆncias e covariaˆncias em (6.17), sa˜o obtidas por∑
11
=
1/4× (1− 1/4)
f 2(q1/4)
=
1/4× 3/4
f 2(q1/4)
=
3
16f 2(q1/4)
; (6.18)
∑
12
=
1/4× (1− 3/4)
f(q1/4)f(q3/4)
=
1/4× 1/4
f(q1/4)f(q3/4)
=
1
16f(q1/4)f(q3/4)
; (6.19)
∑
21
=
∑
12
; (6.20)
∑
22
=
3/4× (1− 3/4)
f 2(q3/4)
=
3/4× 1/4
f 2(q3/4)
=
3
16f 2(q3/4)
. (6.21)
A variaˆncia do segundo quartil para n = 3, 4 e 5 foi obtida por Person e Adyantha¯ya
(1928). Como X ∼ N(µ, σ2), enta˜o
f(x) =
1√
2piσ
exp
{
−1
2
(
x− µ
σ
)2}
,
f(q1/4) =
1√
2piσ
exp
{
−1
2
(−0, 67)2
}
,
f(q3/4) =
1√
2piσ
exp
{
−1
2
(−0, 67)2
}
,
f(q1/4) = f(q3/4) ≈ 0, 319
σ
. (6.22)
Assim, substituindo (6.22) nas equac¸o˜es (6.18)-(6.21) obte´m-se∑
11
=
1
16
× 3σ
2
0, 102
,
∑
12
=
∑
21
=
1
16
× σ
2
0, 102
,
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e ∑
22
=
1
16
× 3σ
2
0, 102
.
Portanto,
√
n
(
qˆn,1/4 − q1/4
qˆn,3/4 − q3/4
)
D−→ N2
([
0
0
]
;
σ2
1, 625n
[
3 1
1 3
])
. (6.23)
Observe que(
− 1
ξn
1
ξn
)(
qˆn,1/4 − q1/4
qˆn,3/4 − q3/4
)
=
qˆn,3/4 − qˆn,1/4
ξn
− qn,3/4 − qn,1/4
ξn
= σˆ − qn,3/4 − qn,1/4
ξn
. (6.24)
Utilizando os resultados dos quantis multivariados, tem-se que
√
n
(
− 1
ξn
1
ξn
)(
qˆn,1/4 − q1/4
qˆn,3/4 − q3/4
)
=
(
σˆ − qn,3/4 − qn,1/4
ξn
)
=
(
σˆ − 2× 0, 67× σ
ξn
)
=
(
σˆ − 1, 34σ
ξn
)
.
Logo,
√
n
(
σˆ − 1,34σ
ξn
)
D−→ N
([ −1/ξn 1/ξn ][ 00
]
; σ
2
1,625n
[ −1/ξn 1/ξn ][ 3 11 3
][ −1/ξn
1/ξn
])
,
ou seja, quando n −→∞
√
n
(
σˆ − 1, 34σ
ξn
)
D−→ N
(
0;
4σ2
1, 625nξn
)
. (6.25)
Agora, observe que 4/1, 625 ≈ (pi/2)2. Assim,
√
n
(
σˆ − 1, 34σ
ξn
)
D−→ N
(
0;
(pi
2
)2 σ2
nξ2n
)
. (6.26)
Consequ¨entemente, para um tamanho de amostra finito, pode-se fazer, para o estimador
de σ proposto na Equac¸a˜o (6.16), as seguintes aproximac¸o˜es:
E [σˆq] ≈ σ (6.27)
e
V ar [σˆq] ≈
(pi
2
)2 σ2
nξ2n
. (6.28)
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A partir da Equac¸a˜o (6.27) pode-se verificar que assintoticamente σˆq e´ um estimador
na˜o-viesado de σ. Observe ainda que, na Equac¸a˜o (6.28) quando n→∞ a V ar [σˆq]→ 0,
ou seja, σˆq e´ um estimador consistente para σ.
Agora, supondo-se que m amostras da caracter´ıstica de qualidade X (X ∼ N(µ, σ2))
sa˜o analisadas, cada uma com tamanho n, e seus desvios padra˜o σˆ1, σˆ2, . . . , σˆm obtidos a
partir da Equac¸a˜o (6.16), enta˜o a me´dia dos desvios padra˜o e´ estimada por
Q¯ = σ¯q =
σˆq1 + σˆq2 + . . .+ σˆqm
m
=
∑m
j=1 IQj
mξn
=
IQ
ξn
, (6.29)
onde σˆqj =
(
qˆ3/4;j − qˆ1/4;j
)
/ξn, j = 1, . . . ,m.
Verifica-se facilmente que a me´dia e a variaˆncia de Q¯ sa˜o expressas por
E
[
Q¯
]
= E
[∑m
i=1 IQi
mξn
]
=
1
m
m∑
i=1
E
[
IQi
ξn
]
=
1
m
mE
[
qˆ3/4 − qˆ1/4
ξn
]
= σ (6.30)
e
V ar
[
Q¯
]
= V ar
[∑m
i=1 IQi
mξn
]
=
1
m2
m∑
i=1
V ar
[
IQi
ξn
]
=
1
m2
mV ar
[
qˆ3/4 − qˆ1/4
ξn
]
=
1
m
(pi
2
)2 σ2
nξ2n
. (6.31)
A partir da Equac¸a˜o (6.30) pode-se verificar que Q¯ e´ um estimador na˜o-viesado de σ.
Observe ainda que, na Equac¸a˜o (6.31) quando n → ∞ a V ar[Q¯] → 0, ou seja, Q¯ e´ um
estimador consistente para σ.
6.5 Simulac¸o˜es
Para o estudo da adequac¸a˜o do estimador do desvio padra˜o baseado nos quartis, apre-
sentado na Equac¸a˜o (6.29), foram simuladas amostras com tamanhos n = 5, 6, 8, 10, 15,
30, 50, e 100, supondo que sa˜o independentes e normalmente distribu´ıdas com µ = 0 e
σ2 = 1.
Para cada valor do tamanho amostral n fixado, foram geradas 5000 amostras, divididas
em 200 sequ¨eˆncias amostrais, com 25 amostras cada. Da´ı foram calculadas R, S e IQ para
cada amostra, de onde obte´m-se R¯, S¯, IQ, R¯/d2, S¯/cn e IQ/ξn. Para as 200 sequ¨eˆncias
amostrais encontram-se as me´dias amostrais das estimativas obtidas por S¯/cn, R¯/d2 e
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IQ/ξn e seus erros quadra´ticos me´dios, calculados utilizando-se as Equac¸o˜es (5.7), (5.9) e
(6.31), respectivamente. A simulac¸a˜o foi feita utilizando o simulador do aplicativo Minitab
13.0 for Windows, da Minitab Inc.
Utilizando procedimento similar, as me´dias amostrais das estimativas de σ2 geradas
a partir de S¯2 e Q¯2, tambe´m foram obtidas e seus erros quadra´ticos me´dios calculados,
respectivamente, pelas equac¸o˜es (3.13) e
V̂ ar
[
Q¯2
]
= 2
[(pi
2
)2 σˆ2
mnξ2n
]2
+ 4
(pi
2
)2 σˆ2
mnξ2n
. (6.32)
Nas Figuras 6.2 e 6.4 as estimativas obtidas atrave´s do estimador baseado na amplitude
amostral esta˜o denominadas de “Amplitude”, enquanto que, as estimativas obtidas pelo
estimador baseado nos quartis esta˜o denominadas de “Quartil”.
A Figura 6.2 apresenta as estimativas de σ, obtidas a partir de IQ/ξn e R¯/d2, para
pequenos e moderados tamanhos amostrais (n = 5, 6, 8 e 10). A principal conclusa˜o a
partir dos dados desta figura e´ que as estimativas de ambos os estimadores apresentam
comportamento semelhante. Entretanto, observa-se uma melhora no comportamento do
estimador baseado nos quartis.
Figura 6.2 Comparac¸a˜o entre as estimativas de σ, obtidas a partir de IQ/ξn e R¯/d2, para
pequenos e moderados tamanhos amostrais (n = 5, 6, 8 e 10).
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A Tabela 6.1 mostra as me´dias amostrais das estimativas obtidas por R¯/d2, IQ/ξn e
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S¯/cn para o desvio padra˜o σ, juntamente com seus respectivos erros quadra´ticos me´dios
dentro de pareˆnteses. A principal conclusa˜o a partir desta tabela e´ que os resultados
obtidos atrave´s de IQ/ξn sa˜o, em me´dia, mais pro´ximas do verdadeiro valor do paraˆmetro
do que as produzidas por R¯/d2 e S¯/cn. Entretanto, a variabilidade das estimativas obtidas
(medida atrave´s de seu erro quadra´tico me´dio) a partir de IQ/ξn e´, em geral, menor do que
a variabilidade obtida por R¯/d2 e S¯/cn. Note que, a partir dos erros quadra´ticos me´dios,
os valores obtidos por IQ/ξn convergem mais rapidamente para o verdadeiro valor do
paraˆmetro do que os produzidos por R¯/d2 e S¯/cn.
Tabela 6.1 Me´dias Amostrais das estimativas obtidas por R¯/d2, IQ/ξn e S¯/cn para o
desvio padra˜o σ, juntamente com seus respectivos erros quadra´ticos me´dios dentro de
pareˆnteses.
Tamanho R¯/d2 IQ/ξn S¯/cn
amostral n
5 1,007 1,005 1,009
(0,139) (0,123) (0,117)
6 1,006 1,000 1,004
(0,121) (0,061) (0,096)
8 1,000 1,000 1,000
(0,069) (0,030) (0,067)
10 1,000 1,009 1,001
(0,064) (0,018) (0,054)
15 1,000 1,000 1,000
(0,038) (0,007) (0,035)
30 1,000 1,000 1,001
(0,016) (0,002) (0,014)
50 1,000 1,000 1,000
(0,010) (0,001) (0,010)
100 1,000 1,000 1,000
(0,000) (0,000) (0,000)
Pode ser visto na Figura 6.4 que, para amostras de tamanhos grandes (n = 15, 30, 50 e
100), o estimador baseado nos quartis apesar de apresentar melhor comportamento, como
esperado, na˜o difere do estimador baseado na amplitude.
Os resultados sugerem que, quando n → ∞ os estimadores apresentados sa˜o todos
Ramos, Edson M. L. S. PPGEP/UFSC
6.5 Simulac¸o˜es 70
equivalentes, ou seja, possuem a mesma eficieˆncia para estimar o verdadeiro valor de σ.
Entretanto, uma ana´lise mais cuidadosa indica que o estimador baseado nos quartis produz
melhores estimativas para σ. De fato, observando a Figura 6.3 constru´ıda utilizando os
erros quadra´ticos me´dios de S¯/cn, R¯/d2 e IQ/ξn, obtidos a partir das Equac¸o˜es (5.7),
(5.9) e (6.31), respectivamente, considerando m = n e σ2 = 1 e utilizando os valores
de cn, d2 e ξn dados nas Tabelas A.1, A.2 e A.4 do Apeˆndice A, constata-se que IQ/ξn
produz menores erros quadra´ticos me´dios do que S¯/cn e R¯/d2. Ale´m disso, estimativas do
erro quadra´tico me´dio obtidas para IQ/ξn convergem mais rapidamente para zero do que
estimativas do erro quadra´tico me´dio obtidas para S¯/cn e R¯/d2.
Figura 6.3 Comparac¸a˜o entre os erros quadra´ticos me´dios dos estimadores S¯/cn, R¯/d2 e
IQ/ξn, considerando σ
2 = 1 e m = n, para tamanhos amostrais n = 3, 4, . . . , 25.
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Na Figura 6.3, os erros quadra´ticos me´dios obtidos para S¯/cn, R¯/d2 e IQ/ξn esta˜o
denominados de “S”, “Amplitudes” e “Quartis”, respectivamente.
A Tabela 6.2 mostra as me´dias amostrais das estimativas obtidas por S¯2 e Q¯2 para
a variaˆncia σ2, juntamente com seus respectivos erros quadra´ticos me´dios dentro de
pareˆnteses. A principal conclusa˜o a partir desta tabela e´ que as estimativas obtidas atrave´s
de Q¯2 sa˜o mais pro´ximas do verdadeiro valor do paraˆmetro quando o tamanho amostral e´
pequeno e que as estimativas obtidas utilizando S¯2 sa˜o mais pro´ximas do verdadeiro valor
do paraˆmetro quando o tamanho amostral e´ moderado. Para grandes tamanhos amostrais
Q¯2 e S¯2 sa˜o equivalentes.
Neste cap´ıtulo foi apresentado o estimador para o desvio padra˜o σ, baseado nos quar-
tis. To´picos a respeito da func¸a˜o de distribuic¸a˜o amostral e dos quantis populacionais
e amostrais foram mostrados. Resultados de simulac¸o˜es demonstram que as estimativas
obtidas sa˜o mais pro´ximas do verdadeiro valor do paraˆmetro, quando o estimador para
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σ baseado nos quartis e´ utilizado, e que as estimativas para σ2 obtidas a partir de Q¯2
sa˜o mais pro´ximas do verdadeiro valor do paraˆmetro para pequenos tamanhos amostrais,
para moderados tamanhos, as estimativas produzidas utilizando S¯2 sa˜o mais pro´ximas, e
quando o tamanho amostral e´ grande ambos estimadores sa˜o equivalentes.
Tabela 6.2 Me´dias Amostrais das estimativas obtidas por S¯2 e Q¯2 para a Variaˆncia σ2,
juntamente com seus respectivos erros quadra´ticos me´dios dentro de pareˆnteses.
Tamanho S¯2 Q¯2
amostral n
5 1,017 1,000
(0,110) (0,100)
6 1,008 1,000
(0,078) (0,068)
8 1,007 1,003
(0,036) (0,025)
10 1,000 1,000
(0,016) (0,024)
15 1,001 1,000
(0,009) (0,011)
30 1,000 1,000
(0,003) (0,002)
50 1,000 1,000
(0,001) (0,001)
100 1,000 1,000
(0,000) (0,000)
Finalmente, no cap´ıtulo subsequ¨ente, as estat´ısticas mostradas neste cap´ıtulo sera˜o
aplicadas em conjuntos de dados reais e teo´ricos, atrave´s da utilizac¸a˜o das ferramentas
estat´ısticas, apresentadas nos Cap´ıtulos 3 e 4, para monitorar e avaliar o n´ıvel, a dispersa˜o
e a capacidade dos processos.
.
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Figura 6.4 Comparac¸a˜o entre as estimativas de σ, obtidas a partir de IQ/ξn e R¯/d2, para
grandes tamanhos amostrais (n = 15, 30, 50 e 100).
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Cap´ıtulo 7
Aplicac¸a˜o
7.1 Introduc¸a˜o
Conforme visto na Sec¸a˜o 2.5, a probabilidade de ocorrer alarmes falsos (erro tipo I)
aumenta quando a distaˆncia entre os limites de controle diminui. Comumente, os limites
de controle sa˜o expressos como um mu´ltiplo do desvio padra˜o. Por exemplo, se o mu´ltiplo
for igual a k, enta˜o os limites de controle sa˜o chamados limites k-sigmas, uma escolha
comum e´ k = 3.
Se a estat´ıstica utilizada possui distribuic¸a˜o pelo menos aproximadamente normal, pode-
se obter um α do erro tipo I para se escolher o mu´ltiplo de sigma para construc¸a˜o dos
limites de controle atrave´s de k = Zα/2, onde Zα/2 sa˜o os pontos percentuais superior da
distribuic¸a˜o normal padra˜o. Utilizar limites 3-sigmas na construc¸a˜o de gra´ficos de controle,
implica numa probabilidade α = 0, 0027 de ocorreˆncia do erro tipo I.
Neste cap´ıtulo, quatro exemplos sera˜o utilizados para ilustrar a aplicac¸a˜o de IQ/ξn
para os gra´ficos de controle para varia´veis apresentado no Cap´ıtulo 3. A capacidade dos
processos tambe´m sera´ avaliada e comparada quando o estimador de σ e´ baseado nos
quartis e na amplitude. Os exemplos ilustrara˜o tambe´m, a apresentac¸a˜o do gra´fico Q¯,
desenvolvido para monitorar a dispersa˜o do processo, e do gra´fico Q2, constru´ıdo para
monitorar o n´ıvel do processo.
Um dos exemplos e´ baseado sobre dados medidos dos diaˆmetros internos de ane´is de
pisto˜es, retirados de Montgomery (2001, p. 213). Este conjunto de dados, mostrado na
Tabela B.1 do Apeˆndice B, e´ utilizado para propo´sitos ilustrativos, pois na˜o e´ conhecido
se os dados foram obtidos de um processo controlado estatisticamente. O conjunto de
dados consiste de 125 observac¸o˜es, agrupadas em 25 amostras, de 5 observac¸o˜es cada. As
25 me´dias, medianas, amplitudes, desvios padra˜o, variaˆncias e IQ’s foram obtidas e sa˜o
mostradas na Tabela B.1.
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Outros dois exemplos, apresentados nas Tabelas B.2 e B.3 do Apeˆndice B, respectiva-
mente, mostram dados de temperatura do eletrodo (oC) e de temperaturas do o´leo (oC)
do misturador, ambas caracter´ısticas de qualidade monitoradas no processo de produc¸a˜o
de alumı´nio numa indu´stria brasileira. Os dados proveˆm da aplicac¸a˜o real da metodologia
aqui proposta, durante o meˆs de Fevereiro de 2003. Cada conjunto de dados consiste de 200
observac¸o˜es, agrupadas em 25 amostras, de 8 observac¸o˜es cada. As 25 me´dias, medianas,
amplitudes, desvios padra˜o, variaˆncias e IQ’s foram obtidas e tambe´m sa˜o mostradas nas
Tabelas B.2 e B.3.
O exemplo apresentado na Tabela B.4 do Apeˆndice B, mostra dados de temperaturas
do o´leo (oC) do misturador monitoradas no meˆs de Janeiro de 2003. Ao conjunto de
dados reais foram adicionadas, de forma fict´ıcia, duas amostras caracterizadas como out-
liers. Cada conjunto de dados consiste de 200 observac¸o˜es, agrupadas em 25 amostras,
de 8 observac¸o˜es cada. As 25 me´dias, desvios padra˜o e IQ’s foram obtidas e tambe´m sa˜o
mostradas na Tabela B.4.
Assim, a Sec¸a˜o 7.2 mostrara´ a aplicac¸a˜o de Q¯ aos gra´ficos de controle para varia´veis
para monitorar a dispersa˜o do processo; a Sec¸a˜o 7.3 apresentara´ Q¯ aplicado aos gra´ficos
de controle para varia´veis para monitorar o n´ıvel do processo; a Sec¸a˜o 7.4 tratara´ da
aplicac¸a˜o de Q¯ durante o processo de avaliac¸a˜o da capacidade do processo e, finalmente,
a Sec¸a˜o 7.5 abordara´ a utilizac¸a˜o de Q¯ no desenvolvimento de novas ferramentas para o
CEQ.
7.2 Q¯Aplicado aos Gra´ficos de Controle para Varia´veis
para Monitorar a Dispersa˜o do Processo
7.2.1 Q¯ Aplicado ao Gra´fico do Desvio Padra˜o
A partir das expresso˜es dadas por (3.9), utilizadas para obtenc¸a˜o da linha central e
dos limites de controle para o gra´fico S, substitui-se S¯/cn por IQ/ξn obtendo-se
LSC = S¯ + 3
IQ
ξn
√
1− c2n
LC = S¯ (7.1)
LIC = S¯ − 3IQ
ξn
√
1− c2n.
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Definido-se a constante
E3 =
3
ξn
√
1− c2n,
a linha central e os limites de controle para o gra´fico S, quando σ e´ estimado por IQ/ξn
sa˜o
LSC = S¯ + E3IQ
LC = S¯ (7.2)
LIC = S¯ − E3IQ.
Valores de E3 esta˜o tabulados para alguns tamanhos amostrais na Tabela A.4 do
Apeˆndice A.
Considerando os dados de temperatura do eletrodo (oC), mostrados na Tabela B.2 do
Apeˆndice B, tem-se que S¯ = 1, 984 e IQ = 2, 443. Para amostras de tamanho n = 8,
a partir das Tabelas A.1 e A.4 do Apeˆndice A, encontra-se cn = 0, 965, ξn = 1, 132 e
E3 = 0, 695.
O gra´fico S, para os dados de medidas de temperatura do eletrodo (oC), quando os
limites de controle sa˜o constru´ıdos a partir das expresso˜es (3.9) e (7.1), ou seja, quando
σ e´ estimado por S¯/cn e por IQ/ξn, respectivamente, e´ mostrado na Figura 7.1.
Figura 7.1 Gra´fico S para medidas de temperatura do eletrodo (oC) - σ estimado por S¯/cn
e IQ/ξn.
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A partir desta figura, observa-se que os limites de controle do gra´fico S sa˜o mais abertos
quando σ e´ estimado por IQ/ξn do que quando estimado por S¯/cn. Esta caracter´ıstica re-
duz a probabilidade de ocorreˆncia do erro tipo I durante a utilizac¸a˜o do gra´fico de controle
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do desvio padra˜o no monitoramento da dispersa˜o do processo. Observe que a dispersa˜o
do processo estudado (temperatura do eletrodo (oC)) esta´ sob controle estat´ıstico.
A Tabela 7.1 apresenta estimativas para a linha central e para os limites de controle
do gra´fico S, obtidas a partir das expresso˜es (3.9) e (7.1), para os dados de medidas de
temperatura do eletrodo (oC).
Tabela 7.1 Linha Central e Limites de Controle para o Gra´fico S - Dados de medidas de
temperatura do eletrodo (oC), apresentados na Tabela B.2 do Apeˆndice B.
Expressa˜o Utilizada
(3.9) (7.1)
LSC 3,601 3,682
LC 1,984 1,984
LIC 0,367 0,287
7.2.2 Q¯ Aplicado ao Gra´fico da Variaˆncia
A partir das expresso˜es dadas por (3.16), utilizadas para obtenc¸a˜o da linha central e
dos limites de controle para o gra´fico S2, substitui-se um dos S¯2, na construc¸a˜o dos limites
de controle, por (IQ/ξn)
2 obtendo-se
LSC = S¯2 + 3
(
IQ
ξn
)2√
2
n− 1
LC = S¯2 (7.3)
LIC = S¯2 − 3
(
IQ
ξn
)2√
2
n− 1 .
Definido-se a constante
E6 =
3
ξ2n
√
2
n− 1 ,
a linha central e os limites de controle para o gra´fico S¯2 sa˜o dados por
LSC = S¯2 + E6IQ
2
LC = S¯2 (7.4)
LIC = S¯2 − E6IQ2.
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Valores de E6 esta˜o tabulados para alguns tamanhos amostrais na Tabela A.4 do
Apeˆndice A.
Considerando os dados de medidas de temperatura do eletrodo (oC), mostrados na
Tabela B.2 do Apeˆndice B, tem-se que S¯2 = 4, 400 e IQ
2
= 5.760. Para amostras de
tamanho n = 8, a partir das Tabelas A.1 e A.4 do Apeˆndice A, encontra-se cn = 0, 965,
ξn = 1, 130 e E6 = 1, 251.
O gra´fico S2, para os dados de medidas de temperatura do eletrodo (oC), quando os
limites de controle sa˜o constru´ıdos a partir das expresso˜es (3.16) e (7.3), ou seja, quando
σ2 e´ estimado por S¯2 e por (IQ/ξn)
2, respectivamente, e´ mostrado na Figura 7.2.
Figura 7.2 Gra´fico S2 para medidas de temperatura do eletrodo (oC) - σ2 estimado por S¯2
e (IQ/ξn)
2.
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A principal conclusa˜o a partir desta figura e´ que a probabilidade de ocorreˆncia de
alarmes falsos e´ reduzida, quando os limites de controle para o gra´fico S2 e´ constru´ıdo
utilizando-se (IQ/ξn)
2 para estimar σ2 em vez de S¯2. Isto pode ser visto observando que
os limites de controle do gra´fico S2, sa˜o mais abertos quando σ2 e´ estimado por (IQ/ξn)
2
do que quando estimado por S¯2. Veja que a dispersa˜o do processo estudado (temperatura
do eletrodo (oC)) esta´ sob controle estat´ıstico.
A Tabela 7.2 apresenta estimativas para a linha central e para os limites de controle
do gra´fico S2, obtidas a partir das expresso˜es (3.16) e (7.3), para os dados de medidas de
temperatura do eletrodo (oC), mostrados na Tabela B.2 do Apeˆndice B.
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Tabela 7.2 Linha Central e Limites de Controle para o Gra´fico S2 - Dados de medidas de
temperatura do eletrodo (oC), mostrados na Tabela B.2 do Apeˆndice B.
Expressa˜o Utilizada
(3.16) (7.3)
LSC 11,462 11,869
LC 4,402 4,402
LIC 0,000 0,000
7.2.3 Q¯ Aplicado ao Gra´fico da Amplitude
A partir das expresso˜es dadas por (3.24), utilizadas para obtenc¸a˜o da linha central e
dos limites de controle para o gra´fico R, substitui-se R¯/d2 por IQ/ξn obtendo-se
LSC = R¯ + 3d3
IQ
ξn
LC = R¯ (7.5)
LIC = R¯− 3d3 IQ
ξn
.
Definido-se a constante
E2 = 3
d3
ξn
,
a linha central e os limites de controle para o gra´fico S, quando σ e´ estimado por IQ/ξn,
sa˜o
LSC = R¯ + E2IQ
LC = R¯ (7.6)
LIC = R¯− E2IQ.
Valores de E2 esta˜o tabulados para alguns tamanhos amostrais na Tabela A.4 do
Apeˆndice A.
Considerando os dados de medidas do diaˆmetro interno (mm) de ane´is de pisto˜es,
mostrados na Tabela B.1 do Apeˆndice B, tem-se que R¯ = 0, 024 e IQ = 0, 011. Para
amostras de tamanho n = 5, a partir das Tabelas A.2 e A.4 do Apeˆndice A, encontra-se
d2 = 2, 326, d3 = 0, 864, ξn = 0, 991 e E2 = 2, 616.
O gra´fico R, para os dados de medidas do diaˆmetro interno (mm) de ane´is de pisto˜es,
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quando os limites de controle sa˜o constru´ıdos a partir das expresso˜es (3.24) e (7.5), e´
mostrado na Figura 7.3.
Figura 7.3 Gra´fico R para medidas do diaˆmetro interno (mm) de ane´is de pisto˜es - σ
estimado por R¯/d2 e IQ/ξn.
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A partir desta figura, nota-se claramente, que os limites de controle do gra´fico R, sa˜o
mais abertos quando σ e´ estimado por IQ/ξn do que quando estimado por R¯/d2. Esta
caracter´ıstica reduz a probabilidade de ocorreˆncia do erro tipo I durante a utilizac¸a˜o do
gra´fico de controle da amplitude no monitoramento da dispersa˜o do processo. Observe
que a dispersa˜o do processo estudado (diaˆmetro interno (mm) de ane´is de pisto˜es) esta´
sob controle estat´ıstico.
Tabela 7.3 Linha Central e Limites de Controle para o Gra´fico R - Dados de medidas do
diaˆmetro interno (mm) de ane´is de pisto˜es, mostrados na Tabela B.1 do Apeˆndice B.
Expressa˜o Utilizada
(3.24) (7.5)
LSC 0,050 0,053
LC 0,024 0,024
LIC 0,000 0,000
A Tabela 7.3 apresenta estimativas para a linha central e para os limites de controle
do gra´fico R, obtidas a partir das expresso˜es (3.24) e (7.5), para os dados de medidas do
diaˆmetro interno (mm) de ane´is de pisto˜es, mostrados na Tabela B.1 do Apeˆndice B.
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7.3 Q¯Aplicado aos Gra´ficos de Controle para Varia´veis
para Monitorar o Nı´vel do Processo
7.3.1 Q¯ Aplicado ao Gra´fico da Me´dia
A partir das expresso˜es dadas por (3.36) e/ou (3.38), utilizadas para obtenc¸a˜o da linha
central e dos limites de controle para o gra´fico X¯, substitui-se S¯/cn e/ou R¯/d2 por IQ/ξn
obtendo-se
LSC = X¯ + 3
IQ
ξn
√
n
LC = X¯ (7.7)
LIC = X¯ − 3 IQ
ξn
√
n
.
Definido-se a constante
E10 =
3
ξn
√
n
,
a linha central e os limites de controle para o gra´fico X¯ sa˜o
LSC = X¯ + E10IQ
LC = X¯ (7.8)
LIC = X¯ − E10IQ.
Valores de E10 esta˜o tabulados para alguns tamanhos amostrais na Tabela A.5 do
Apeˆndice A.
Considerando os dados de medidas do diaˆmetro interno (mm) de ane´is de pisto˜es,
mostrados na Tabela B.1 do Apeˆndice B, tem-se que X¯ = 74, 001, R¯ = 0, 024, S¯ = 0, 010 e
IQ = 0, 011. Para amostras de tamanho n = 5, a partir da Tabelas A.1, A.2, A.4 e A.5 do
Apeˆndice A, encontra-se cn = 0, 940, d2 = 2, 326, A2 = 0, 577, ξn = 0, 991 e E10 = 1, 354.
O gra´fico X¯, para os dados de medidas do diaˆmetro interno (mm) de ane´is de pisto˜es,
quando os limites de controle sa˜o constru´ıdos a partir das expresso˜es (3.36), (3.38) e (7.7),
e´ mostrado na Figura 7.4.
Observa-se nesta figura que a probabilidade de ocorreˆncia do erro tipo I, durante a
utilizac¸a˜o do gra´fico de controle da me´dia no monitoramento do n´ıvel do processo, e´ menor
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quando σ e´ estimado por IQ/ξn do que quando estimado por R¯/d2 ou por S¯/cn. Isto pode
ser observado analisando a Figura 7.4, pois os limites de controle do gra´fico X¯, sa˜o mais
abertos quando o estimador de σ e´ baseado nos quartis. Observe que o n´ıvel do processo
estudado (diaˆmetro interno (mm) de ane´is de pisto˜es) esta´ sob controle estat´ıstico.
Figura 7.4 Gra´fico X¯ para medidas do diaˆmetro interno (mm) de ane´is de pisto˜es - σ
estimado por R¯/d2, S¯/cn e IQ/ξn.
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A Tabela 7.4 apresenta estimativas para a linha central e para os limites de controle do
gra´fico X¯, obtidas a partir das expresso˜es (3.36), (3.38) e (7.7), para os dados de medidas
do diaˆmetro interno (mm) de ane´is de pisto˜es, mostrados na Tabela B.1 do Apeˆndice B.
Tabela 7.4 Linha Central e Limites de Controle para o Gra´fico X¯ - Dados de medidas do
diaˆmetro interno (mm) de ane´is de pisto˜es, mostrados na Tabela B.1 do Apeˆndice B.
Expressa˜o Utilizada
(3.36) (3.38) (7.7)
LSC 74,015 74,015 74,016
LC 74,001 74,001 74,001
LIC 73,988 73,988 73,986
Agora, considerando os dados de temperatura do o´leo (oC) do misturador, mostradas
na Tabela B.4 do Apeˆndice B, e observando que as amostras 17 e 23 foram modificadas
por valores artificialmente produzidos, objetivando criar resultados discrepantes (outliers)
no conjunto de dados em estudo, tem-se que X¯ = 250, 50, S¯ = 0, 853 e IQ = 0, 938. Para
amostras de tamanho n = 8, a partir da Tabelas A.1, A.3, A.4 e A.5 do Apeˆndice A,
encontra-se cn = 0, 965, A3 = 0, 110, ξn = 1, 132 e E10 = 0, 937.
O gra´fico X¯, para os dados de temperatura do o´leo (oC) do misturador, quando os
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limites de controle sa˜o constru´ıdos a partir das expresso˜es (3.37) e (7.8), e´ mostrado na
Figura 7.5.
Figura 7.5 Gra´fico X¯ para medidas de temperatura do o´leo (oC) do misturador - σ esti-
mado por S¯/cn e IQ/ξn.
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Observa-se nesta figura, que o conjunto de dados modificado artificialmente ilustra
outra diferenc¸a entre os limites de controle constru´ıdos utilizando σˆ = IQ/ξn e os limites
de controle constru´ıdos utilizando σˆ = S¯/cn. O fato dos pontos extremos na˜o afetarem
a construc¸a˜o dos limites de controle, quando IQ/ξn e´ escolhido para estimar σ, produz
limites de controle mais robustos do que quando S¯/cn e´ escolhido para estimar σ. De
fato, nota-se que os limites obtidos a partir de (7.8) sa˜o mais apertados do que os limites
correspondentes ao gra´fico padra˜o de Shewhart para a me´dia, constru´ıdos a partir de
(3.37). O efeito destes limites mais apertados e´ que pontos extremos caira˜o fora dos limites
de controle produzidos quando IQ/ξn e´ utilizado para estimar σ, sinalizando desta forma, a
necessidade de tomar medidas corretivas apropriadas. Observando a Figura 7.5 verifica-se
que os dois pontos extremos artificialmente produzidos na˜o foram detectados pelo me´todo
padra˜o de construc¸a˜o do gra´fico X¯.
7.3.2 Q¯ Aplicado ao Gra´fico da Mediana
A partir das expresso˜es dadas por (3.49) ou (3.50), utilizadas para obtenc¸a˜o da linha
central e dos limites de controle para o gra´fico X˜, quando o desvio padra˜o amostral e´
utilizado para estimar σ e a me´dia das medianas amostrais, ou mediana das medianas
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amostrais, e´ utilizada para estimar µ, substitui-se S¯/cn por IQ/ξn obtendo-se
LSC = ¯˜X + 3hn
IQ
ξn
LC = ¯˜X (7.9)
LIC = ¯˜X − 3hn IQ
ξn
ou
LSC = ˜˜X + 3hn
IQ
ξn
LC = ˜˜X (7.10)
LIC = ˜˜X − 3hn IQ
ξn
.
Definindo-se a constante
E11 =
3hn
ξn
, (7.11)
a linha central e os limites de controle para o gra´fico X˜ passam a ser estimados por
LSC = ¯˜X + E11IQ
LC = ¯˜X (7.12)
LIC = ¯˜X − E11IQ
ou
LSC = ˜˜X + E11IQ
LC = ˜˜X (7.13)
LIC = ˜˜X − E11IQ.
Valores de E11 esta˜o tabulados para alguns tamanhos amostrais na Tabela A.5 do
Apeˆndice A.
Agora considere que, a partir das expresso˜es dadas por (3.54) ou (3.55), utilizadas para
obtenc¸a˜o da linha central e dos limites de controle para o gra´fico X˜, quando a amplitude
amostral e´ utilizada para estimar σ, e a me´dia das medianas amostrais, ou mediana das
medianas amostrais, e´ utilizada para estimar µ, substitui-se R¯/d2 por IQ/ξn obtendo-se
LSC = ¯˜X + 3hn
IQ
ξn
LC = ¯˜X (7.14)
LIC = ¯˜X − 3hn IQ
ξn
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ou
LSC = ˜˜X + 3hn
IQ
ξn
LC = ˜˜X (7.15)
LIC = ˜˜X − 3hn IQ
ξn
.
Observe que as expresso˜es dadas por (7.14) e (7.15) sa˜o as mesmas que (7.9) e (7.10),
respectivamente. Consequ¨entemente, utilizando a constante E11, a linha central e os limites
de controle para o gra´fico X˜ passam a ser estimados por (7.12) ou (7.13).
Considerando os dados de medidas de temperatura do o´leo (oC) do misturador, mostra-
dos na Tabela B.3 do Apeˆndice B, tem-se que ¯˜X = 249, 68, R¯ = 3, 661, S¯ = 1, 262 e
IQ = 1, 511. Para amostras de tamanho n = 8, a partir das Tabelas A.1, A.2, A.4 e A.5
do Apeˆndice A, encontra-se cn = 0, 965, d2 = 2, 847, ξn = 1, 132 e E11 = 1, 092.
O gra´fico X˜, para os dados de medidas de temperatura do o´leo (oC) do misturador,
quando os limites de controle sa˜o constru´ıdos a partir das expresso˜es (3.57) e (7.12), e´
mostrado na Figura 7.6.
Figura 7.6 Gra´fico X˜ para medidas de temperatura do o´leo (oC) do misturador - σ esti-
mado por R¯/d2 e IQ/ξn.
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Nota-se na Figura 7.6 que quando σ e´ estimado por IQ/ξn, os limites de controle do
gra´fico X˜ sa˜o mais abertos do que quando σ e´ estimado por R¯/d2, isto reduz a probabili-
dade de ocorrer o erro tipo I durante a utilizac¸a˜o do gra´fico da mediana no monitoramento
do n´ıvel do processo. Observe que o n´ıvel do processo estudado (temperatura do o´leo (oC)
do misturador) esta´ sob controle estat´ıstico.
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A Tabela 7.5 apresenta estimativas para a linha central e para os limites de controle do
gra´fico X˜, obtidas a partir das expresso˜es (3.52), (3.57) e (7.12), para os dados de medidas
de temperatura do o´leo (oC) do misturador, mostrados na Tabela B.3 do Apeˆndice B.
Tabela 7.5 Linha Central e Limites de Controle para o Gra´fico X˜ - Dados do exemplo da
Tabela B.3 do Apeˆndice B.
Expressa˜o Utilizada
(3.52) (3.57) (7.12)
LSC 251,82 251,86 251,90
LC 249,68 249,68 249,68
LIC 247,54 247,50 247,54
7.4 Q¯ Aplicado aos I´ndices de Capacidade
Considerando que LSE = 260 e LIE = 240 para a caracter´ıstica de qualidade moni-
torada (temperatura do o´leo (oC) do misturador), cujos dados sa˜o mostrados na Tabela
B.3 do Apeˆndice B, e utilizando R¯/d2 ou IQ/ξn para estimar σ na Equac¸a˜o (4.1), a
capacidade do processo estudado e´ estimada como sendo
Cˆp(R¯/d2) =
LSE − LIE
6σˆ
=
LSE − LIE
6× R¯
d2
=
260− 240
6× 1, 286 = 2, 592 (7.16)
ou
Cˆp(IQ/ξn) =
LSE − LIE
6σˆ
=
LSE − LIE
6× IQ
ξn
=
260− 240
6× 1, 335 = 2, 497. (7.17)
A partir das estimativas (7.16) e (7.17) para Cp, observa-se que o ı´ndice de capacidade
obtido quando σ e´ estimado por IQ/ξn, apresenta uma estimativa menor do que quando
σ e´ estimado por R¯/d2. Essa caracter´ıstica de IQ/ξn aumentara´ no usua´rio de ı´ndices de
capacidade, a preocupac¸a˜o com a reduc¸a˜o da variabilidade do processo, pois, conforme
visto no exemplo acima, espera-se que quando um processo na˜o for capaz de atender as
especificac¸o˜es, Cˆp(IQ/ξn) detecte mais rapidamente do que o Cˆp(R¯/d2).
Note que (7.16) ou (7.17) indica que a temperatura do o´leo (oC) no misturador esta´
adequada a` especificac¸a˜o exigida, neste caso o processo e´ considerado um processo verde,
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isto e´, esta´ sob controle estat´ıstico. A Figura 7.7 mostra o histograma para a carac-
ter´ıstica de qualidade monitorada (temperatura do o´leo (oC) do misturador). Verifique
que o processo esta´ centrado na me´dia e sua variabilidade e´ muito baixa, de fato, so-
mente 1/Cˆp(R¯/d2) = 38, 58% ou 1/Cˆp(IQ/ξn) = 40, 04% da faixa especificac¸a˜o esta´ sendo
utilizada pela dispersa˜o natural do processo.
Figura 7.7 Histograma para medidas de temperatura do o´leo (oC) do misturador.
   
 = 240
   
 = 260
Média = 249,7  
Conforme apresentado na Sec¸a˜o 4.3, outra forma de medir a capacidade do processo e´
atrave´s do Cpk, assim para o exemplo acima, a Tabela 7.6 mostra as estimativas para os
ı´ndices de capacidade Cpl e Cpu, necessa´rios no processo de obtenc¸a˜o da estimativa para
Cpk. Portanto, a partir da Tabela 7.6, tem-se
Cˆpk(R¯/d2) = min{Cˆpl(R¯/d2); Cˆpu(R¯/d2)} = 2, 509 (7.18)
ou
Cˆpk(IQ/ξn) = min{Cˆpl(IQ/ξn); Cˆpu(IQ/ξn)} = 2, 417. (7.19)
Tabela 7.6 Estimativas para os I´ndices de Capacidade Cpl e Cpu - Dados de medidas de
temperatura do o´leo (oC) do misturador, mostrados na Tabela B.3 do Apeˆncide B.
σ Estimado por
R¯/d2 IQ/ξn
Cˆpl 2,509 2,417
Cˆpu 2,675 2,577
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Observa-se claramente, que as estimativas para Cpu, Cpl e Cpk quando σ e´ estimado por
IQ/ξn apresentam a mesma caracter´ıstica que Cˆp(IQ/ξn), isto e´, Cˆpl(IQ/ξn), Cˆpu(IQ/ξn)
e Cˆpk(IQ/ξn) mostram estimativas um pouco menores do que Cˆpl(R¯/d2), Cˆpu(R¯/d2) e
Cˆpk(R¯/d2). Assim, tambe´m espera-se que, quando um processo na˜o for capaz de atender
a`s especificac¸o˜es, as estimativas para Cpl, Cpu e Cpk, utilizando σˆ baseado nos quartis,
detectem mais rapidamente esta falta de capacidade, do que as estimativas para Cpl, Cpu
e Cpk utilizando σˆ baseado na amplitude.
7.5 Q¯ Aplicado ao Desenvolvimento de Novas Ferra-
mentas para o CEQ
7.5.1 Gra´fico Q¯
O gra´fico dos quartis, ou gra´fico Q¯, e´ uma gra´fico para varia´veis utilizado no monitora-
mento e avaliac¸a˜o da variabilidade de um processo. O gra´fico dos quartis na˜o e´ denomi-
nado de gra´fico Q para na˜o confundi-lo com o gra´fico Q de Quesenberry [veja Quesenberry
(1991)].
Para determinar os limites de controle do gra´fico Q¯ e´ necessa´rio supor que os valores
observados da caracter´ıstica de qualidade monitorada sa˜o normalmente distribu´ıdos com
me´dia µ e variaˆncia σ2.
A partir das expresso˜es (6.30) e (6.31), a linha central e os limites de controle 3-sigmas
para o gra´fico Q¯ sa˜o dados por
LSC = Q¯+ 3Q¯
pi
2
1
ξn
√
mn
LC = Q¯ (7.20)
LIC = Q¯− 3Q¯pi
2
1
ξn
√
mn
,
ou alternativamente,
LSC =
IQ
ξn
+ 3
IQ
ξn
pi
2
1
ξn
√
mn
LC =
IQ
ξn
(7.21)
LIC =
IQ
ξn
− 3IQ
ξn
pi
2
1
ξn
√
mn
.
Ramos, Edson M. L. S. PPGEP/UFSC
7.5 Q¯ Aplicado ao Desenvolvimento de Novas Ferramentas para o CEQ 88
Definindo-se as constantes
E12 =
1
ξn
(
1− 3pi
2
1
ξn
√
mn
)
e
E13 =
1
ξn
(
1 + 3
pi
2
1
ξn
√
mn
)
,
a linha central e os limites de controle para o gra´fico sa˜o
LSC = IQE13
LC =
IQ
ξn
(7.22)
LIC = IQE12.
Valores de E12 e E13 esta˜o tabulados para alguns tamanhos amostrais na Tabela A.4
do Apeˆndice A.
Considerando os dados de medidas de temperatura do o´leo (oC) do misturador, mostra-
dos na Tabela B.3 do Apeˆndice B, sabe-se que S¯ = 1, 262 e IQ = 1, 511. Para amostras de
tamanho n = 8, a partir das Tabelas A.1 e A.4 do Apeˆndice A, encontra-se cn = 0, 965,
B3 = 0, 185, B4 = 1, 815, ξn = 1, 132, E12 = 0, 424 e E13 = 1, 343.
A Figura 7.8 mostra o tradicional gra´fico S de Shewhart, constru´ıdo para monitorar os
dados de medidas de temperatura do o´leo (oC) do misturador, apresentados na Tabela B.3
do Apeˆndice B. Lembre que, na Sec¸a˜o 7.4, durante o estudo da capacidade deste processo,
verificou-se a adequac¸a˜o do mesmo a` especificac¸a˜o exigida.
Figura 7.8 Gra´fico S para medidas de temperatura do o´leo (oC) do misturador.
 
0,000
0,500
1,000
1,500
2,000
2,500
1 3 5 7 9 11 13 15 17 19 21 23 25
Amostras
D
is
pe
rs
ão
 
Am
os
tra
l
6 15
22
7 13
20
11
18
Usualmente, os responsa´veis pelo controle dos processos concentram seus esforc¸os sobre
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processos cuja capacidade estimada e´ considerada baixa ao atendimento das especificac¸o˜es
exigidas. Assim, quando causas assinala´veis ocorrem em processos refinados (processos
com alta capacidade de atender as especificac¸o˜es), por exemplo, o processo apresentado
na Figura 7.8, um grande esforc¸o e´ exigido no sentido de buscar as prova´veis causas. Uma
recomendac¸a˜o comum e´ utilizar, em processos refinados, ferramentas que detectem peque-
nas mudanc¸as na caracter´ıstica de qualidade monitorada. Gra´ficos de controle CUSUM e
EWMA sa˜o boas opc¸o˜es para monitorar pequenas mudanc¸as no n´ıvel do processo.
A partir do gra´fico S, mostrado na Figura 7.8, observa-se que a caracter´ıstica de quali-
dade monitorada encontra-se sob controle estat´ıstico. Agora, note que os pontos amostrais
6, 7, 11, 13, 15, 18, 20 e 22 indicam a poss´ıvel presenc¸a de pequenas mudanc¸as na dispersa˜o
do processo, entretanto maiores concluso˜es na˜o podem ser tiradas baseando-se apenas no
gra´fico S.
A Figura 7.9 mostra o gra´fico Q¯ para os dados de medidas de temperatura do o´leo (oC)
do misturador, apresentados na Tabela B.3 do Apeˆndice B. Observa-se a partir desta
figura, que os pontos amostrais 6, 7, 11, 13, 15, 18, 20 e 22 esta˜o fora e/ou sobre os limites
de controle. Portanto, a principal conclusa˜o a partir desta figura e´ que o gra´fico Q¯ surge
como uma simples ferramenta gra´fica capaz de detectar pequenas mudanc¸as na dispersa˜o
do processo.
Figura 7.9 Gra´fico Q¯ para medidas de temperatura do o´leo (oC) do misturador.
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7.5.2 Gra´fico Q2
O gra´fico da mediana baseado nos quartis, ou gra´fico Q2, e´ um gra´fico para varia´veis
desenvolvido para ser utilizado no monitoramento e avaliac¸a˜o do n´ıvel de um processo.
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Para determinar os limites de controle do gra´fico Q2 e´ necessa´rio supor que os valores
observados da caracter´ıstica de qualidade monitorada sa˜o normalmente distribu´ıdos com
me´dia µ e variaˆncia σ2.
Inicialmente, considere a Figura 7.10, uma curva normal com me´dia zero e portanto,
com mediana zero. Assim, utilizando a tabela das probabilidades da distribuic¸a˜o nor-
mal padra˜o, facilmente encontrada em livros de estat´ıstica, verifica-se que q1/4 = Q1 =
0, 2500 ⇒ Z1/4 ' −0, 6745; q2/4 = Q2 = 0, 0000 ⇒ Z2/4 ' 0, 0000, e que q3/4 = Q3 =
0, 2500 ⇒ Z3/4 ' 0, 6745. A partir do valor esperado de (q3/4 − q1/4)/ξn, mostrado na
Equac¸a˜o (6.27), tem-se que IQ = Q3 −Q1 = 0, 5000⇒ ZIQ ' 1, 349.
Figura 7.10 Gra´fico da Distribuic¸a˜o Normal Padra˜o.
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Agora, observe que (i) Zα/2 = 3 = Q3 + φIQ e que (ii) Zα/2 = −3 = Q1 − φIQ, onde
φ = 1, 7239. A a´rea entre estes dois pontos embaixo da curva e´ 0,9973, isto e´, 99,73% da
distribuic¸a˜o esta´ entre estes dois valores. Valores para φ sa˜o obtidos por
φ =
Zα/2 −Q3
IQ
=
Zα/2 − 0, 6745
1, 349
(7.23)
ou
φ =
Q1+Zα/2
IQ
=
−0, 6745 + Zα/2
1, 349
. (7.24)
A Tabela 7.7 mostra alguns valores Zα/2 e φ, com suas respectivas a´reas embaixo da
curva normal.
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Tabela 7.7 Fatores utilizados na construc¸a˜o do Gra´fico Q2.
Zα/2 φ A´rea embaixo da curva normal
3,000 1,7239 99,73%
2,698 1,5000 99,30%
2,000 0,9826 95.46%
1,000 0,2410 68.26%
Supondo que Q¯1 e´ um estimador consistente de Q1, Q¯2 e´ um estimador consistente de
Q2 e que Q¯3 e´ um estimador consistente de Q3, a linha central e os limites de controle
3-sigmas do gra´fico Q2 sa˜o dados por
LSC = Q¯3 + φIQ
LC = Q¯2 (7.25)
LIC = Q¯1 − φIQ.
Limites de controle para o gra´fico Q2 utilizando Zα/2 = 2, 698 sa˜o recomendados para
detectarem observac¸o˜es discrepantes (outliers).
O gra´fico Q2, com limites 3-sigmas, para os dados de medidas de temperatura do o´leo
(oC) do misturador, apresentados na Tabela B.3 do Apeˆndice B, e´ mostrado na Figura
7.11, juntamente com limites obtidos a partir das expresso˜es padra˜o para o gra´fico de
controle da mediana, dadas pela Equac¸a˜o (3.57). A partir desta figura, observa-se que os
limites de controle do gra´fico Q2 sa˜o mais abertos que os tradicionais limites do gra´fico X˜.
Esta caracter´ıstica reduz a probabilidade de ocorreˆncia do erro tipo I durante a utilizac¸a˜o
do gra´fico de controle da mediana no monitoramento do n´ıvel do processo. Observe que
o n´ıvel do processo estudado (temperatura do o´leo (oC) do misturador) esta´ sob con-
trole estat´ıstico. Entretanto, muitos pontos amostrais situam-se pro´ximos dos limites de
controle constru´ıdos a partir da Equac¸a˜o (3.57), caracterizando neste caso uma grande
probabilidade de ocorrer alarmes falsos, pois de acordo com a Sec¸a˜o (7.4) este processo
atende a`s especificac¸o˜es com uma certa folga operacional, conforme caracterizado pelos
limites de controle constru´ıdos utilizando as expresso˜es dadas por (7.25).
Este cap´ıtulo mostrou a aplicac¸a˜o do estimador de σ proposto, baseado nos quartis, no
processo de construc¸a˜o de gra´ficos de controle para varia´veis, utilizados no monitoramento
do n´ıvel e da dispersa˜o do processo. Em geral, os limites de controle obtidos, quando
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IQ/ξn e´ utilizado para estimar σ, sa˜o mais abertos do que quando constru´ıdos utilizando-
se S¯/cn, R¯/d2 e S¯
2. Esta propriedade e´ traduzida nos gra´ficos de controle gerados, atrave´s
da reduc¸a˜o da probabilidade de ocorreˆncia de alarmes falsos. Na presenc¸a de outliers,
o estimador de σ proposto produz estimativas , para a linha central e para os limites
de controle, mais robustas do que o me´todo padra˜o de Shewhart. De fato, o me´todo
proposto detecta a presenc¸a de observac¸o˜es extremas no processo, enquanto que o me´todo
de Shewhart na˜o o faz.
Figura 7.11 Gra´fico Q2 para medidas de temperatura do o´leo (
oC) do misturador.
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Estimativas para Cp, Cpl, Cpu e Cpk, durante a aplicac¸a˜o do estimador de σ baseado nos
quartis, na avaliac¸a˜o da capacidade do processo, apresentaram valores um pouco menores
do que quando R¯/d2 foi utilizado. A partir destes resultados, espera-se que, quando IQ/ξn
for utilizado como estimador de σ na avaliac¸a˜o da capacidade dos processos, uma poss´ıvel
falta de capacidade seja mais rapidamente percebida do que quando R¯/d2 for utilizado.
Portanto, quatro ı´ndices de capacidade do processo e cinco gra´ficos de controle para
monitorar o n´ıvel e a dispersa˜o do processo foram aperfeic¸oados. Duas novas ferramentas
para o controle estat´ıstico da qualidade foram apresentadas. A primeira e´ um gra´fico de
controle para varia´veis, denominado gra´fico Q¯, constru´ıdo para ser utilizado em processos
refinados. E a segunda, o gra´fico Q2, um gra´fico para varia´veis, desenvolvido para moni-
torar o n´ıvel do processo, em especial a mediana amostral. Seus limites de controle sa˜o
um pouco mais abertos do que os limites de controle do gra´fico X˜, esta caracter´ıstica do
gra´fico Q2 reduz a probabilidade de ocorreˆncia do erro tipo I, durante o monitoramento e
avaliac¸a˜o do n´ıvel do processo.
Finalmente, tabelas com fatores para construc¸a˜o dos gra´ficos de controle da me´dia,
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mediana, amplitude, desvio padra˜o e variaˆncia, quando o estimador de σ e´ baseado nos
quartis, e para o gra´fico Q¯ foram obtidas a partir da simulac¸a˜o de 5000 amostras para
cada tamanho amostral n.
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Cap´ıtulo 8
Considerac¸o˜es Finais e
Recomendac¸o˜es
8.1 Considerac¸o˜es Finais
Este trabalho teve como objetivo aperfeic¸oar e desenvolver ferramentas do controle
estat´ıstico da qualidade, atrave´s da utilizac¸a˜o de um estimador para o desvio padra˜o σ
baseado nos quartis.
Para tanto, inicialmente, foi mostrada uma visa˜o geral acerca dos gra´ficos de controle,
destacando algumas das principais pesquisas envolvendo a utilizac¸a˜o e o desenvolvimento
desta ferramenta do CEQ. Ale´m dos tipos, os princ´ıpios e o planejamento dos gra´ficos
de controle, foram mostrados testes de hipo´teses, por tra´s da utilizac¸a˜o dos gra´ficos de
controle, bem como, os seus benef´ıcios.
Os principais gra´ficos de controle para monitorar a dispersa˜o e o n´ıvel do processo foram
vistos. Algumas das principais pesquisas responsa´veis pelo desenvolvimento da teoria de
construc¸a˜o e utilizac¸a˜o destes gra´ficos foram mostradas. O processo de construc¸a˜o de cada
gra´ficos tambe´m foi enfocado.
Ale´m disso, os principais ı´ndices utilizados para avaliar a capacidade de um processo
foram abordados, destacando suas metodologias de construc¸a˜o, formas de interpretac¸a˜o
e algumas das principais pesquisas envolvendo a utilizac¸a˜o e o desenvolvimento destes
ı´ndices.
A teoria de estimac¸a˜o de σ atrave´s dos quartis foi desenvolvida e o estimador para
o desvio padra˜o σ baseado nos quartis apresentado. To´picos a respeito da func¸a˜o de
distribuic¸a˜o amostral e dos quantis populacionais e amostrais foram vistos. Resultados de
simulac¸o˜es sugerem que as estimativas de σ, obtidas atrave´s de IQ/ξn sa˜o, em geral, mais
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pro´ximas do verdadeiro valor do paraˆmetro do que as estimativas produzidas por R¯/d2 e
S¯/cn.
Princ´ıpios de estimac¸a˜o no controle estat´ıstico da qualidade foram mostrados. As prin-
cipais propriedades dos estimadores, bem como, os estimadores para o n´ıvel e para a
dispersa˜o do processo tambe´m foram abordados.
A aplicac¸a˜o do estimador de σ, baseado nos quartis, no processo de construc¸a˜o de
gra´ficos de controle para varia´veis, utilizados no monitoramento do n´ıvel e da dispersa˜o
do processo foi detalhadamente mostrada. Em geral, os limites de controle obtidos, quando
IQ/ξn e´ utilizado para estimar σ, sa˜o mais abertos do que quando constru´ıdos utilizando-
se S¯/cn, R¯/d2 e S¯2. Esta propriedade e´ traduzida nos gra´ficos de controle gerados, atrave´s
da reduc¸a˜o da probabilidade de ocorreˆncia de alarmes falsos. Na presenc¸a de outliers,
o estimador de σ proposto produz estimativas , para a linha central e para os limites
de controle, mais robustas do que o me´todo padra˜o de Shewhart. De fato, o me´todo
proposto detecta a presenc¸a de observac¸o˜es extremas no processo, enquanto que o me´todo
de Shewhart na˜o o faz.
Foi visto que as estimativas para Cp, Cpl, Cpu e Cpk, durante a aplicac¸a˜o do estimador de
σ baseado nos quartis, na avaliac¸a˜o da capacidade do processo, apresentaram valores um
pouco menores do que quando R¯/d2 foi utilizado. A partir destes resultados, espera-se que,
quando IQ/ξn for utilizado como estimador de σ na avaliac¸a˜o da capacidade dos processos,
uma poss´ıvel falta de capacidade seja mais rapidamente percebida do que quando R¯/d2
for utilizado.
Quatro ı´ndices de capacidade do processo e sete gra´ficos de controle para monitorar o
n´ıvel e a dispersa˜o do processo foram aperfeic¸oados.
Duas novas ferramentas para o controle estat´ıstico da qualidade foram apresentadas.
A primeira e´ um gra´fico de controle para varia´veis, denominado gra´fico Q¯, constru´ıdo
para ser utilizado no monitoramento da dispersa˜o de processos refinados. E a segunda, o
gra´fico Q2, um gra´fico para varia´veis, desenvolvido para monitorar o n´ıvel do processo, em
especial a mediana amostral. Seus limites de controle sa˜o um pouco mais abertos do que
os limites de controle do gra´fico X˜, esta caracter´ıstica do gra´fico Q2 reduz a probabilidade
de ocorreˆncia do erro tipo I, durante o monitoramento e avaliac¸a˜o do n´ıvel do processo.
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Finalmente, tabelas com fatores para construc¸a˜o dos gra´ficos de controle da me´dia,
mediana, amplitude, desvio padra˜o e variaˆncia, quando o estimador de σ e´ baseado nos
quartis, e para o gra´fico Q¯ foram obtidas a partir da simulac¸a˜o de 3000 amostras para
cada tamanho amostral n.
8.2 Recomendac¸o˜es
Recomenda-se para trabalhos futuros:
• Obter o ARL (estat´ıstica que define o nu´mero de amostras selecionadas antes de
ocorrer um sinal fora dos limites de controle) para os gra´ficos de controle da me´dia,
da mediana, da amplitude, do desvio padra˜o, da variaˆncia, quando o estimador de
σ for baseado nos quartis;
• Avaliar o ARL para os gra´fico de controle Q¯ e Q2;
• Construir, quando o estimador de σ for baseado nos quartis, para os gra´fico de
controle da me´dia, da mediana, da amplitude, do desvio padra˜o, da variaˆncia, as
curvas caracter´ısticas de operac¸a˜o (CCO), que indicam a probabilidade de ocorreˆncia
do erro tipo II, ou seja, a chance que um ponto amostral, que deveria estar fora dos
limites de controle, possui de estar situado entre os limites de controle;
• Desenvolver as CCO para os gra´fico de controle Q¯ e Q2;
• Utilizar o estimador de σ baseado nos quartis para construc¸a˜o de limites de controle
do gra´fico de regressa˜o;
• Criar gra´ficos de controle para monitorar o n´ıvel e a dispersa˜o do processo quando os
paraˆmetros de construc¸a˜o sa˜o adapta´veis e o estimador de σ e´ baseado nos quartis;
• Avaliar a influeˆncia do erro de medida sobre o poder dos gra´ficos X¯ e R, quando os
quartis estiverem sendo utilizados para estimar σ;
• Pesquisar a influeˆncia do estimador de σ baseado nos quartis na construc¸a˜o de limites
de controle quando o processo for na˜o-normal;
• Criar o gra´fico de controle para a me´dia quando o estimador de µ e´ a me´dia aparada
e o estimador de σ e´ IQ/ξn;
Ramos, Edson M. L. S. PPGEP/UFSC
8.2 Recomendac¸o˜es 97
• Construir as curvas de poder para os gra´ficos de controle da me´dia, da mediana, da
amplitude, do desvio padra˜o e da variaˆncia, quando o estimador de σ for baseado
nos quartis;
• Obter as curvas de poder para os gra´ficos de controle Q¯ e Q2;
• E finalmente, estender a aplicac¸a˜o de IQ/ξn a outros ı´ndices de capacidade, como
por exemplo, o ı´ndice k e o ı´ndice Cpm.
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Tabela A.1 Fatores para construc¸a˜o de gra´ficos de controle para varia´veis - Gra´ficos de
controle para dispersa˜o do processo.
Gra´fico do Desvio Padra˜o
Fatores para os Limites Fatores para
de Controle Linha Central
n B3 B4 B5 B6 cn 1/cn
2 0 3,267 0 2,606 0,798 1,253
3 0 2,568 0 2,276 0,886 1,128
4 0 2,266 0 2,088 0,921 1,085
5 0 2,089 0 1,964 0,940 1,064
6 0,030 1,970 0,029 1,874 0,915 1,051
7 0,118 1,882 0,113 1,806 0,959 1,042
8 0,185 1,815 0,179 1,751 0,965 1,036
9 0,239 1,761 0,232 1,707 0,969 1,032
10 0,284 1,716 0,276 1,669 0,973 1,028
11 0,321 1,679 0,313 1,637 0,975 1,025
12 0,354 1,646 0,346 1,610 0,978 1,023
13 0,382 1,618 0,374 1,585 0,979 1,021
14 0,406 1,594 0,399 1,563 0,981 1,019
15 0,428 1,572 0,421 1,544 0,982 1,018
16 0,448 1,552 0,44 1,526 0,984 1,017
17 0,466 1,534 0,458 1,511 0,985 1,016
18 0,482 1,518 0,475 1,496 0,985 1,015
19 0,497 1,503 0,49 1,483 0,986 1,014
20 0,51 1,490 0,54 1,470 0,987 1,013
21 0,523 1,477 0,516 1,459 0,988 1,013
22 0,534 1,466 0,528 1,448 0,988 1,012
23 0,545 1,455 0,539 1,438 0,989 1,011
24 0,555 1,445 0,549 1,429 0,989 1,011
25 0,565 1,435 0,559 1,420 0,990 1,011
Fonte: Montgomery (2001)
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Tabela A.2 Fatores para construc¸a˜o de gra´ficos de controle para varia´veis - Gra´ficos de
controle para dispersa˜o do processo. (continuac¸a˜o)
Gra´fico da Variaˆncia Gra´fico das Amplitudes
Fatores para os Fatores para Linha Fatores para os Limites
Limites de Controle Central de Controle
n B7 B8 d2 1/d2 d˜2 d3 d˜3 D3 D4
2 0 5,243 1,128 0,886 0,954 0,853 0,450 0 3,267
3 0 4,000 1,693 0,591 1,588 0,888 0,435 0 2,575
4 0 3,449 2,059 0,486 1,978 0,880 0,445 0 2,282
5 0 3,121 2,326 0,430 2,257 0,864 0,457 0 2,115
6 0 2,897 2,534 0,395 2,472 0,848 0,468 0 2,004
7 0 2,732 2,704 0,370 2,645 0,833 0,477 0,076 1,924
8 0 2,604 2,847 0,351 2,791 0,820 4,870 0,136 1,864
9 0 2,500 2,970 0,337 2,915 0,808 0,495 0,184 1,816
10 0 2,414 3,078 0,325 3,024 0,797 0,503 0,223 1,777
11 0 2,342 3,173 0,315 3,121 0,787 0,509 0,256 1,744
12 0 2,279 3,258 0,307 3,207 0,778 0,515 0,283 1,717
13 0 2,225 3,336 0,300 3,285 0,770 0,521 0,307 1,693
14 0 2,177 3,407 0,294 3,356 0,763 0,527 0,328 1,672
15 0 2,134 3,472 0,288 3,422 0,756 0,532 0,347 1,653
16 0 2,095 3,532 0,283 3,382 0,750 - 0,363 1,637
17 0 2,061 3,588 0,279 3,538 0,744 - 0,378 1,622
18 0 2,029 3,640 0,275 3,591 0,739 - 0,391 1,609
19 0 2,000 3,689 0,271 3,640 0,733 - 0,404 1,596
20 0,027 1,973 3,735 0,268 3,686 0,729 - 0,415 1,585
21 0,051 1,949 3,778 0,265 - 0,724 - 0,425 1,575
22 0,074 1,926 3,819 0,262 - 0,720 - 0,435 1,565
23 0,095 1,905 3,858 0,259 - 0,716 - 0,443 1,557
24 0,115 1,885 3,895 0,257 - 0,712 - 0,452 1,548
25 0,134 1,866 3,931 0,254 - 0,708 - 0,459 1,541
Fonte: Mittag e Rinne (1993)
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Tabela A.3 Fatores para construc¸a˜o de gra´ficos de controle para varia´veis - Gra´ficos de
controle para o n´ıvel do processo.
Gra´fico da Me´dia Gra´fico da Mediana
Fatores para os Fatores para os
Limites de Controle Limites de Controle
n A∗ A2∗ A3∗ hn H3 H4
2 2,121 1,880 2,659 1,111 4,176 2,954
3 1,732 1,023 1,954 0,907 3,070 1,607
4 1,500 0,729 1,628 0,785 2,557 1,144
5 1,342 0,577 1,427 0,702 2,242 0,906
6 1,225 0,483 1,287 0,641 2,022 0,759
7 1,339 0,419 1,182 0,594 1,856 0,659
8 1,061 0,373 0,110 0,555 1,727 0,585
9 1,000 0,337 1,032 0,524 1,621 0,529
10 0,949 0,308 0,975 0,497 1,532 0,484
11 0,905 0,285 0,927 0,474 1,457 0,448
12 0,866 0,266 0,886 0,453 1,392 0,418
13 0,832 0,249 0,850 0,436 1,334 0,392
14 0,802 0,235 0,817 0,420 1,284 0,370
15 0,775 0,223 0,789 0,406 1,239 0,350
16 0,750 0,212 0,763 0,393 1,198 0,334
17 0,728 0,203 0,739 0,381 1,161 0,319
18 0,707 0,194 0,718 0,370 1,127 0,305
19 0,688 0,187 0,698 0,360 1,096 0,293
20 0,671 0,180 0,680 0,351 1,068 0,282
21 0,655 0,173 0,663 0,343 1,041 0,272
22 0,640 0,167 0,647 0,335 1,017 0,263
23 0,626 0,162 0,633 0,328 0,994 0,255
24 0,612 0,157 0,619 0,321 0,972 0,247
25 0,600 0,153 0,606 0,314 0,952 0,240
Fonte: ∗Montgomery (2001)
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Tabela A.4 Fatores para construc¸a˜o de gra´ficos de controle para varia´veis - Gra´ficos de
controle para a dispersa˜o do processo.
Fatores para os Limites de Controle
Gra´fico
Amplitude Desvio Padra˜o Variaˆncia Q¯
n ξm E2 E3 E6 E12 E13
2 0,564 4,535 3,206 13,338 0 9,180
3 0,852 3,128 1,631 4,133 0 3,338
4 0,953 2,770 1,224 2,697 0 2,346
5 0,991 2,616 1,033 2,160 0,049 1,969
6 1,064 2,391 0,867 1,676 0,246 1,634
7 1,121 2,230 0,755 1,378 0,356 1,428
8 1,132 2,173 0,695 1,251 0,424 1,343
9 1,174 2,064 0,628 1,088 0,472 1,232
10 1,178 2,030 0,591 1,019 0,509 1,188
11 1,193 1,980 0,554 0,943 0,537 1,139
12 1,194 1,956 0,529 0,897 0,562 1,113
13 1,210 1,910 0,501 0,837 0,579 1,074
14 1,212 1,889 0,480 0,801 0,596 1,054
15 1,234 1,838 0,455 0,745 0,604 1,017
16 1,229 1,831 0,442 0,725 0,619 1,009
17 1,235 1,807 0,426 0,695 0,628 0,991
18 1,250 1,773 0,409 0,659 0,632 0,968
19 1,252 1,758 0,397 0,638 0,640 0,957
20 1,260 1,735 0,384 0,613 0,942
21 1,250 1,738 0,377 0,607 0,656 0,944
22 1,273 1,697 0,361 0,571 0,653 0,918
23 1,272 1,688 0,354 0,559 0,660 0,913
24 1,271 1,681 0,346 0,548 0,665 0,908
25 1,275 1,667 0,338 0,533 0,668 0,900
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Tabela A.5 Fatores para construc¸a˜o de gra´ficos de controle para varia´veis - Gra´ficos de
controle para o n´ıvel do processo.
Fatores para os
Limites de Controle
Gra´fico da Gra´fico da
Me´dia Mediana
n E10 E11
2 3,761 5,910
3 2,033 3,194
4 1,574 2,471
5 1,354 2,125
6 1,151 1,807
7 1,012 1,590
8 0,937 1,471
9 0,852 1,339
10 0,805 1,266
11 0,758 1,192
12 0,725 1,138
13 0,688 1,081
14 0,662 1,040
15 0,628 0,987
16 0,610 0,959
17 0,589 0,926
18 0,566 0,888
19 0,550 0,863
20 0,532 0,836
21 0,524 0,823
22 0,502 0,789
23 0,492 0,774
24 0,482 0,758
25 0,471 0,739
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Tabela B.4 Medidas de temperatura do eletrodo (oC) durante a produc¸a˜o de alumı´nio -
Janeiro/2003.
Nu´mero
da Observac¸o˜es x¯ Si IQi
amostra
1 250,00 250,00 249,00 251,29 251,00 250,00 250,00 251,00 250,29 0,756 1,000
2 249,20 251,00 251,00 249,00 250,00 251,00 252,00 251,00 250,53 1,031 1,200
3 250,00 253,00 251,00 248,25 250,00 249,00 250,00 251,00 250,28 1,436 1,250
4 250,00 251,00 251,00 251,00 251,00 251,00 249,00 251,00 250,63 0,744 0,250
5 250,00 251,00 250,00 251,00 251,00 250,00 250,00 250,00 250,38 0,518 1,000
6 251,00 251,00 251,00 251,00 251,00 251,00 249,00 249,00 250,50 0,926 0,500
7 251,00 252,37 250,00 247,35 247,69 251,16 251,61 251,13 250,29 1,833 1,852
8 251,00 250,00 252,00 249,38 250,00 251,00 251,00 250,00 250,55 0,845 1,000
9 251,00 250,00 251,67 250,00 250,00 250,00 251,00 249,00 250,33 0,836 1,000
10 250,50 251,00 251,00 251,00 250,00 250,00 250,00 250,00 250,44 0,496 1,000
11 251,00 250,00 252,00 250,00 251,00 251,00 251,00 250,00 250,75 0,707 1,000
12 251,00 250,00 252,00 250,00 250,00 250,00 250,11 250,00 250,39 0,737 0,333
13 251,89 250,00 250,00 250,00 251,11 250,44 251,00 250,00 250,56 0,710 1,028
14 250,17 250,00 251,50 249,00 251,67 251,60 250,00 249,00 250,37 1,105 1,775
15 250,00 250,63 249,33 251,33 250,00 250,78 251,00 251,25 250,54 0,703 1,063
16 251,00 250,00 250,00 249,00 250,68 250,00 252,00 249,71 250,30 0,912 0,831
17 251,00 251,20 250,80 253,00 250,00 251,75 252,00 251,20 251,37 0,894 0,863
18 251,56 250,00 251,00 251,00 249,00 250,00 250,00 249,89 250,31 0,818 1,028
19 250,12 250,18 250,00 251,00 250,25 250,23 251,00 250,04 250,35 0,409 0,338
20 250,00 250,22 250,00 250,30 251,11 251,14 251,11 251,00 250,61 0,525 0,946
21 250,00 251,00 251,00 250,00 250,00 250,00 253,00 248,89 250,49 1,216 1,000
22 250,00 251,00 250,00 250,00 251,40 250,00 250,00 249,67 250,26 0,602 0,250
23 251,20 251,00 251,00 250,63 251,00 251,70 253,44 251,00 251,37 0,890 0,325
24 251,00 250,00 252,00 249,00 251,17 249,00 250,14 249,63 250,24 1,072 1,569
25 250,00 250,38 251,00 250,10 251,40 251,20 250,00 250,00 250,51 0,595 1,050
x¯ = 250, 50 S¯ = 0, 853 IQ = 0, 938
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