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Abstract
Landslides are frequently happened Indonesia, as many as 274 districts/cities are prone to landslides. There are many
parameters that aﬀect the landslide occurrence such as rainfall, land slope, soil moisture, and vibration. It is needed to
provide a system that not only able to process data parameters to provide early warning of landslide disaster, but also
increase the readiness of the population to minimize losses caused by this disaster. Generalized Regression Neural
Network method is used to identify the eﬀect of each parameter on the occurrence of landslide disaster. Tests
conducted on ﬁeld conditions and simulations on safe, alert, and danger condition to know the calculation result of
artiﬁcial neural network. The simulation results are compared with the artiﬁcial neural network feed forward back
propagation and manual calculations to demonstrate the eﬀectiveness of the proposed method. The validation test on
ﬁeld condition using simulation shows average error of Generalized Regression method and Feed Forward
Backpropagation method are 0.00115 and 0.08702, respectively. Furthermore, the Mean Square Error performance of
the former method is better than that of the latter with values of 2.9157e-06 and 0.0112, severally. © 2019 IEEE.
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Abstract - EDM is a process of machining electrically 
conductive materials by precisely controlled electrical discharge 
through a small clearance gap that occur between an electrode 
and a workpiece in the presence of a dielectric fluid. Through 
EDM process, the material of workpiece are melted and gap 
distance will increase. In order to maintain a stable spark, the 
gap must be controlled. This paper presents control spark gap 
system of EDM using PID controller with voltage and position 
feedbacks. The results show Time Rise (Tr) of PID control with 
voltage feedback has a value about 75 seconds and Time Rise (Tr) 
of PID control with voltage and position feedbacks has a value 
about 18.6 seconds. The average error of gap distance in PID 
control with voltage feedback is 55.56 and the average error of 
gap distance in PID control with voltage and position feedbacks 
is 48.53. Addition of the position feedback is used to increase the 
rise time and stabilize distance the electrode and the workpiece. 
Keywords –Electrical Discharge Machining, PID 
Control; Position Feedbacks 
I.  Introduction 
EDM is a process of machining electrically 
conductive materials by precisely controlled electrical 
discharge (sparks) through a small clearance gap 
(approximately 10 to 50 μs) that occur between an electrode 
and a workpiece in the presence of a dielectric fluid [1-4]. 
EDM system consists of power generator, workpiece 
positioning system and flushing system[1-3].  
Through EDM process, the material is melted and 
gap distance decreases. In order to maintain a stable spark, the 
gap must be controlled[5,6]. The gap distance is adjusted by 
DC motor linear system and controlled by a digital control 
system. This control system uses voltage sensor to sense the 
voltage and encoder sensor to sense the distance. The 
information from the sensor is related to voltage gap and 
waveform of the pulse. 
Andromeda, T [7] explained the control of electrode 
gap in EDM with encoder to monitor the electrode position. 
The system limits the position of the electrode, so that it is 
within the distance control of the workpiece. The additional 
position sensor increases the Material Removal Rate (MRR). 
Jawaad, S. A. A [8] discussed the control of servo system with 
digital PID controller and close loop to control the speed and 
position of DC Motor using ARM mbed microcontroller. 
This paper presents a gap control of Electrical 
Discharge Machining servomechanism system using RC-
Generator as a power generator. A PID control with voltage 
and position feedbacks is used to control the gap. 
II.  Spark Gap System Model and Simulation 
The spark gap system is accomplished by the servo 
mechanism system. The PID control uses a two types loop 
feedback consisting of a voltage gap loop and position loop as 
shown in block diagram of figure 1. 
 
Fig 1. Block diagram of PID controller for spark gap 
The DC motor consists of electrical equivalent 
components: resistive (R), inductive (L), supply voltage (v) 
and motor voltage (e), mechanical equivalent components: 
torque (T), inertia (J) and friction constant (𝐾𝑓). The 
parameters for the model DC motor are obtained from 
manufacturer’s datasheet are listed in table 1. 
Table 1. Parameters of DC Motor 
Parameter Symbol Value 
Armature Resistance R 6.8 Ω 
Armature Inductance L 4.2 mH 
Back EMF constant 𝐾𝑒 0.01434 V.s/rad 
Torque constant 𝐾𝑡 0.01434 N.m/A 
Friction coefficient 𝐾𝑓 1.08 × 10
-5 
N.m.s/rad 
Inertia of Rotor J 2.1 × 10-6 Kg.m2 
Gear (G) Ngm/Ngl 1/300 
Leadscrew (L) dls 8 × 10-3 m 
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Abstract— Any vehicular network attributes in VANETs 
(e.g., sender-receiver distance, number of similar messages 
heard) can be used to determine candidate rebroadcast vehicles. 
The use of only limited number of attributes, however, may rule 
out potential broadcast candidates. For example, a counter-
based scheme broadcast will never take specific rebroadcast 
nodes into consideration even though they have great sender-
receiver distance. Hence, this research employs multiple 
vehicular attributes to tackle such an issue. The use of naïve-
Bayes probability in our protocol combines the individual 
strengths of the incorporated vehicular attributes to obtain a 
broadcast decision. The results suggest that the proposed 
method is intelligent to the variation of network density and its 
performance outperformed both the distance-based scheme and 
the Efficient Counter-based Scheme (ECS) broadcast scheme at 
any network densities. Our algorithm contributes to the increase 
of 1.8% average reachability, 30.3% saving on rebroadcast 
tries, 5% drops on delivery cost and shortens the total delay time 
by about 19.6% over the ECS scheme. The analytical model 
justifies the simulated reachability and saved-rebroadcast 
results, showing similar trends over network density 
experimented. 
Keywords—Broadcast-storm, naïve-Bayes, VANET attributes, 
network density, back-off 
I. INTRODUCTION 
Simple broadcast in a dense network may result in a 
massive message redundancy, contention and collision, the 
so-called broadcast storm problem [1, 2, 3, 4]. Initial schemes 
for alleviating broadcast storm problem are either by 
redundant broadcast reduction or timing differentiation. 
Probabilistic schemes use probability to inhibit some hosts 
from rebroadcast; therefore, the number of redundant 
messages transmitted is reduced. A counter-based scheme 
reduces message redundancy by listening for duplicates that 
arrive during back-off time. If similar messages are received 
multiple times reaching a threshold before the expiry of the 
timer, the message will be dropped. Distance-based scheme 
uses distance between the sending and receiving vehicles to 
make rebroadcast decision based on a set threshold as the 
greater the distance, the larger the additional coverage can be 
obtained. Location-based scheme provides more precise 
information on a vehicle's contribution to the new coverage.  
If the additional coverage exceeds the set threshold, the 
vehicle will immediately rebroadcast the message after the 
count-down timer reaches zero. In cluster-based system, 
reduction of duplicates is by assigning few vehicles as cluster-
heads and gateway vehicles while letting the other vehicles as 
members that are not responsible for message rebroadcast. 
Details on such schemes can be found in [2, 4]. 
Our approach to the broadcast-storm problem is to employ 
a more comprehensive set of VANET's vehicular attributes to 
make rebroadcast decision. Whilst, to the best of our 
knowledge, the available solutions to the broadcast-storm 
problem employ only a limited number of attributes, e.g., the 
distance-based and the counter-based broadcast. The reason 
behind our proposed method was that selectively picking the 
rebroadcast vehicles will give a better performance than 
merely picking them blindly. For example, the distance-based 
broadcast offers better overall performance compared to the 
probabilistic-based broadcast. In addition, the inclusion of 
various vehicular attributes of VANETs means a better and 
more selective mechanism for choosing more accurate 
rebroadcast vehicles. As an advantage of our protocol, the 
attributes employed in this study require only one-hop 
information. No two-hop or global knowledge are employed. 
Discussion on this research will be as follows. Section 2 
discusses the broadcast-storm problem mitigation from 
literature. Section 3 presents the selected attributes and 
performance measures of VANETs and section 4 discusses 
our intelligent multiple-vehicular-attributes (iMVA) 
broadcast scheme. Following this, results and discussions and 
conclusion can be seen in Section 5 and 6. 
II. LITERATURE REVIEW 
As vehicle’s radio coverage is limited, routing is deemed 
fundamental for messages delivered to other vehicles beyond 
the radio coverage. Broadcasting is a common operation for 
delivering messages over networks. It is also useful for route 
finding as the underlying mechanism for unicast and multicast 
routing protocols. When dealing with broadcasting messages, 
the broadcast-storm problem is most likely to arise when a 
simple-flooding scheme is used.  Available solutions to such 
a problem available in literature usually employ one or more 
(local or global) attributes/entities that selection on 
rebroadcast vehicles or cancellation on an assigned 
rebroadcast can be relied with. This incurs less accurate 
selection of broadcast candidates, hence the performance 
offered might not optimal.  
Literature [1, 2, 3, 4] provides legacy single-attribute 
broadcast schemes (e.g. distance-based, location-based, and 
counter-based) that demonstrate the sender-to-receiver 
distance or number of message copies can be used to select the 
broadcast candidates. The use of speed differential between 
the sender and the receiver is also proposed. In [5], the speed 
is considered as a representation of vehicle density. Lower 
speed implies higher vehicle density.  Literature [6] combined 
the use of the counter-based and the probabilistic schemes. 
The number of message copies heard during the waiting 
period is used to determine the vehicle's broadcast probability. 
In [7], local node density is used in DECA protocol to select 
broadcast candidates. Vehicles will be selected to broadcast a 
message if they have the highest number of neighbors. Upon 
a message has been received, every node checks if it is the 
selected rebroadcast node. If so, it broadcasts the message, 
otherwise it stores the message for future needs.  
Multiple-attributes based broadcast protocols are also 
available: Literature [8] uses neighbor density and the 
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Abstract— due to the improvement in technology, smart 
devices and smart applications are included in most of human life 
aspects, and in order to make the interconnection between human 
and these applications and devices simpler, making these devices 
and applications understand the spoken language is essential. 
Speech recognition is the field that is meant to analyze and 
understand the spoken language.  In this paper a new model is 
proposed to classify the Arabic words into two classes: subject 
name class or object name class. The Mel Frequency Cepstral 
Coefficient transformation is used to extract the features from the 
uttered words, and finally a MAHALANOBIS DISTANCE is 
used to classify the words using MATLAB tool. The data set that 
is used contained of 100 Arabic words 50 are subject names and 
50 are object names. The results show that the accuracy of 
detecting subject and object name is 96%. (Abstract) 
Keywords— Arabic speech recognition, pattern recognition, 
signal processing  
I. INTRODUCTION  
 
Pattern recognition is an attracting research area [1], 
examples of pattern recognition applications are: speech 
recognition and face recognition [2]. For the time being, a 
massive improvement on technology is leading to great demand 
on making digital applications understand the natural spoken 
language. Multi stages should be done to achieve this; 
following are the steps that should be done [3], the speech 
signal must be converted from analogue form to digital form 
then it must be preprocessed because it is infeasible to work 
with a speech signal inasmuch the size of speech signal is very 
large [4], in order to be ready for features extraction step from 
the spoken language. After extracting features, preprocessed 
words will be entered into the machine learning model to be 
learned. Afterwards, the model will be trained according to 
these uttered words. The trained model will be tested using the 
test dataset. Thus, the speech Recognition is the process of 
converting the signal of the speech into a sequence of words, 
using an algorithm implemented in the computer.  
Most of Arabic language is constructed according to 
predefined patterns. The most used and useful patterns in 
Arabic language are those related to subject name (لعافلا مسا) as 
(براض). Sense (لعافلا مسا) carries information about the action 
and who made the action like (براض,لكآ). And object name( مسا
لوعفملا) carries the information about on whom the action is 
done on. This makes the identification of the word build 
according to this pattern important in many applications. In this 
paper a new model is proposed to recognize the spoken words 
belonging to these categories. 
Speech recognition systems can be separated into several 
different classes by describing what types of utterances they 
have the ability to recognize. These classes are classified as the 
following: 
• Isolated Words: in this type of speech recognition the 
training data set and tested data set are separated words, 
in which the speaker will uttered the sample word then 
pause [5]. 
• Connected Words: it is as the same as the isolated words 
but it is a Connected word systems (or more correctly 
'connected utterances') are similar to isolated words, but 
allows separate utterances to be 'run-together' with a 
minimal pause between them [6]. 
• Continuous Speech: in this type of the recognition the 
speakers speak naturally and the computer will 
recognize the words, this type of the recognition is 
considered the hardest one in order that the computer 
must determine the boundaries of the words [7].  
Most of subject names are constructed from specific 
patterns which is Fa’el (لعاف) and most of object name are 
constructed from specific pattern which is Mafoal (لوعفم). In 
this paper a new model is proposed to classify the uttered 
words into subject name (  مسا لعاف ) and object name (لوعفم مسا), 
in which the subject name will be in a specific pattern which is 
(لعاف) and object name will be also on a specific pattern which 
is (لوعفم). The uttered words are preprocessed using the Mel 
Frequency Cepstral Coefficient MFCC transformation then a 
function called Mahalanobis distance [8, 9] which computes  
the difference between the samples to find the class that the 
sample belong to. 
This paper is organized as follows, section 2 will describe 
the techniques that have been proposed so far, section 3 
describes the dataset used in this paper, section 4 describes the 
proposed technique, section 5 evaluate the performance, and 
finally section 6 conclude the paper.  
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Abstract—One alternative and a non-invasive method named 
iridology, has been developed to find more effective way of 
detecting diabetes mellitus. Iridology is the method of mapping 
the human organs, and it has corresponded in iris’ zone. It can be 
used to detect damaged tissues, particularly in the pancreas 
where it holds the primary role of producing insulin. This study 
focuses on developing a non-invasive diabetes mellitus prediction 
system through an iris image using an image processing 
algorithm and neural network model. The processing starts with 
image enhancement using FFT filter and grayscaling, iris 
localization using Circular Hough Transform (CHT), and 
normalization using rubber sheet normalization. Segmentation 
on pancreas in iris image then resulted as followed, one ROI of 
right-eye image and two ROIs of left-eye image.  The image 
database is collected with maximum of three images taken from 
15 healthy subjects and 11 diabetes subjects, resulted in 201 data 
images. Feature extraction method that has been used is the 
Gabor filter, using the texture feature of the segmented iris 
image. The evaluation method we use for the system is the 
confusion matrix to obtain its accuracy and other parameters. 
Classification model of Feed-Forward Neural Network (FNN) is 
implemented to classify between diabetes and healthy subjects 
with the best results of accuracy number 95.74% and 92.57% for 
training and testing data respectively. The result shows that this 
system can be proposed as a complementary tool for therapeutic 
methods for diabetes prediction. 
Keywords—diabetes mellitus; Gabor filter; image processing; 
iris image; neural network 
I.  INTRODUCTION  
Diabetes is one of the causes of the death-related case in the 
world. To detect if someone has Diabetes by measuring the 
blood glucose level, it can be done through other body fluid 
such as urine, sweat, saliva, and ocular system fluid [1]. 
Measuring the blood glucose using biosensor strip on a small 
amount of blood drawn is the most used method, which is an 
invasive way to do. In this study, we implement one of an 
alternative and non-invasive method to more effectively detect 
diabetes, which is called an iridology method. It is a method to 
detect and predict the condition of one’s organ that is 
represented and mapped respectively on the human iris, by 
looking at its characteristics such as dark spot, structure, and 
color of the iris [2]. The method has been recognized as one of 
an alternative method that increased in usage number as a 
complementary medical method to predict several diseases in 
the human body [3]. We focused on the iridology zone of the 
pancreas, which is an organ that has the primary function of 
producing insulin hormone and controlling the blood glucose 
affecting diabetes.  
In medical application, the development of machine 
learning has helped a lot in predicting and analyzing the 
symptoms along with image processing implementation to 
predict and detect a disease [4]. Algorithms that have been used 
to detect diseases through iris image include Fast Fourier 
Transform filtering, Circular Hough Transform (CHT), rubber 
sheet normalization, and feature extraction such Gabor filter, 
Discrete Wavelet Transform (DWT), or Gray Level Co-
Occurance Matrix (GLCM). The method we use, Gabor filter, 
is a method that can analyze an image using its frequency 
domain with a sinusoidal plane wave modulated of Gaussian 
function [5].  
Several topologies and training functions of Neural 
Network (NN) model are used and compared to establish a 
better system using the extracted features, as it has been 
applied in previous research of detecting particular disease 
through medical images [6]. The NN model is implemented 
using MATLAB to build a prediction model which based on 
the reference data of diabetes and healthy subjects. 
II. SYSTEM DESIGN AND IMPLEMENTATION 
A. Data Preparation 
The iris image dataset is obtained from diabetes and healthy 
subjects. The healthy subject here means that they have never 
been diagnosed with diabetes disease. The age range of 
subjects is from 20 to 60 years old, and the ratio for diabetes 
and the healthy subject is 11:15 people. We acquire the images 
from each subject with a maximum number of three shots, each 
left, and right eye. Eye images then are selected to get the best 
ones, which are not blurred, and the iris captured utterly, that 
will be processed further.  
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