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Abstract

Data-driven inference is widely encountered in various scientific domains to convert the observed measurements into information that cannot be directly observed about a system. Despite
the quickly-developing sensor and imaging technologies, in many domains, data collection remains an expensive endeavor due to financial and physical constraints. To overcome the limits
in data and to reduce the demand on expensive data collection, it is important to incorporate
prior information in order to place the data-driven inference in a domain-relevant context and to
improve its accuracy.
Two sources of assumptions have been used successfully in many inverse problem applications. One is the temporal dynamics of the system (dynamic structure). The other is the lowdimensional structure of a system (sparsity structure). In existing work, these two structures
have often been explored separately, while in most high-dimensional dynamic system they are
commonly co-existing and contain complementary information.
In this work, our main focus is to build a robustness inference framework to combine dynamic
and sparsity constraints. The driving application in this work is a biomedical inverse problem
of electrophysiological (EP) imaging, which noninvasively and quantitatively reconstruct transmural action potentials from body-surface voltage data with the goal to improve cardiac disease
prevention, diagnosis, and treatment. The general framework can be extended to a variety of
applications that deal with the inference of high-dimensional dynamic systems.
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Chapter 1

Introduction

1.1

Motivation

Data-driven inference is widely used in solving various scientific and engineering problems that
require the conversion of observed measurements of a system into information that cannot be
directly observed about the system. Although the advances in sensor and imaging technologies have led to an explosion of data, in many domains data collection is still an expensive
endeavor due to physical and financial constraints. For example, in clinical domains, to assess
the physiological condition of an organ sometimes require expensive, high-resolution imaging
data, while at other times it may require the use of invasive procedures because the organ is otherwise unaccessible. As another example, currently the deep ocean robot can be used to collect
the data but it costs a large amount of money and time. As a result, many inverse problems
suffer from the challenge of ill-posedness: the existence of non-unique solutions and the risk of
obtaining a larglely perturbed solution when a small error is introduced into the data. In order to
overcome the challenge of limited data or reduce the demands on expensive data collection, an
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accurate data-driven inference often requires the incorporation of prior knowledge and imposition of prior assumptions in order to overcome the limit in data and to place the inference in a
domain-relevant context.
Two types of assumptions have been used successfully in many inverse problem applications. In
classic literature, knowledge about the temporal dynamics of a system has been widely explored.
The dynamic constrains used in the inverse problem can incorporate prior knowledge about
system physics. However, there may be mismatch between the prior knowledge and actual data.
This sometimes could lead to a erroneous model-dominated estimation, especially when the
model prediction is high in dimension while the data is limited. In modern literature, the hidden
low-dimensional structure of a system has been shown to be a powerful knowledge to overcome
the limit in measurement data. In most high-dimension system, these two data structures are
commonly existing and their integration, due to their complementary nature, can be expected to
improve the robustness of the inference. However, the integration of dynamic and sparsity prior
has been rare to date in data-driven inference.
In this dissertation, the main focus is to build an inference framework to combine dynamic and
sparsity constraints to improve the robustness and efficiency. The driving application in this
work is a biomedical inverse problem of electrophysiological (EP) imaging, which noninvasivly
and quantitatively reconstructs transmural action potentials from body-surface voltage data in
order to improve cardiac disease prevention, diagnosis, and treatment. The general framework
can be extended to a variety of applications that deal with the inference of high-dimensional
dynamic systems.
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Problem Statement

Bioelectrical sources in the heart produce electromagnetic fields that can be sensed as small
voltages in the volume conductor of the torso, according to the quasi-static electromagnetic filed
theory on anatomical regions of heart-torso.This time-varying voltage is noninvasively measured
on the body-surface as electrocardiograms (ECG) which, when displayed over time, can provide
diagnostic information about the electrphysiological dysfunctions of the heart. However, ECG
data provide very low spatial resolution (typical 12-leads ECG), lacking regional detailed information about cardiac electrical propagation that is required for interventional therapies such as
localization and ablation of the arrhythmogenic substrate. Alternatively, an invasive procedure
can be used to map the regional electrical data on the heart surface, using a catheter introducing
into the cavity and sampling the heart surface point by point. Apart from limitation associated
with the invasive nature of this procedure, catheter mapping only provides a poor surface surrogate for intramural electrical activities that occur beneath the surface of the heart. The critical
gap in experimental methods has motivated many computational methods for inverse problem of
electrocardiography (IECG), that, analogous to tomographic imaging, solve an inverse problem
to quantitatively reconstruct transmural action potentials from body-surface voltage data. This
line of research, also know as electrophysiological (EP) imaging, has the potential to improve
the current clinical practice of electrophysiology in terms of accuracy, efficiency, and safety.
The cardiac EP imaging, analogous to tomographic imaging, solves an inverse problem to quantitatively reconstruct transmural action potential from body-surface voltage data. The relationship between the current source in the heart and the bioelectric field is governed by the quasistatic equations of electromagnetism theory. Unfortunately, this inverse problem is plagued by
two types of ill-posedness: 1) the mathematical ill-posedness caused by the limited number
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of measurements, i.e., the dimension of measurements is typically much smaller than the dimension of unknown variables; and 2) the physical ill-posedness decided by the Helmholtz’s
equivalent double-layer principle of electromagnetic field, i.e., an infinite number of intramural
solutions fit the same electrical field on the surface.
The cardiac EP system, like many high-dimensional dynamic system, has two important properties that can be exploited to improve ECG-based inference of the system. First, the electrical
activity in the ventricles follows a well-defined process where both the nonlinear temporal dynamics of the action potential on a single cell and the cell-to-cell propagation of action potential
have been well understood and described by many physics-based computer models. In previous
EP imaging work, it has been shown that the inclusion of this dynamic physiological knowledge
can improve EP Imaging, although it also runs the risk of subjecting the inference to incorrect
prior knowledge that may differ substantially from actual data. Second, while the cardiac EP
system is high in dimension with an unknown action potential in each local cell of the heart,
at any given time instant there exists a low dimension structure hidden in space – only a small
region of the heart will have ”active” electrical sources contributing to the ECG data at any given
time. This hidden sparsity of the system can be expected to overcome the limit in ECG data, yet
it has been little explored in exisitng EP imaging work. In this dissertation, we will develop a EP
imaging framework to show that 1) the use of sparsity constraint can help improve the stability
of EP system and overcome the mismatch between a priori physiological assumptions and real
individual conditions. and 2) the integration of sparsity and dynamic constraints can further
improve the robustness of the inference of trasmural EP imaging. However, sparsity-based estimation has been traditionally done in a static time instant without considering the dynamics of
the system.
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Contribution and Dissertation Organization

In this dissertation, we develop a framework to combine different priors in data-driven inference
in order to achieve higher robustness and accuracy in the inference results. Driven by the specific
application of cardiac EP imaging, the main goal is to integrate the prior knowledge about
physiological dynamics and low-dimensional sparsity structure during ECG-based inference of
intramural action potential activity. There are two main contribution of this work:

• Introduction of the sparsity concept in transmural EP imaging: The structure of cardiac
transmural EP undergoes a complex spatiotemporal change during the propagation process. Cardiac current sources start from a few focal sites, and then propagates throughout
the atrial and ventricular myocardium during the cardiac cycle. There are two types of
spatial sparsity during this cycle. One is that excitation stimuli, the starting points of electrical propagation, are typically sparse in space no matter whether the ventricles are under
sinus-rhythm or pacing (external stimulus, foci, etc) conditions. We propose a method
to localize transmural stimuli based on their spatial sparsity using surface data, using an
L0 penalty realized through an iteratively re-weighted algorithm. Pinpointing transmural
excitation stimuli from noninvasive or minimally-invasive surface data, this method is potentially beneficial to subject-specific EP modeling research as well as clinical decisions
involving external device pacing and ectopic foci.
The other type of sparsity structure is based on a fresh perspective to view the transmural
action potential as time-varying 3D images: as the action potential propagates in time, the
spatial gradient of action potential is always localized (structurally sparse). We propose a
novel adaption of the total-variation (TV) prior into the reconstruction of transmural action
potentials, where a variational TV operator is defined instead of a common discrete operator, and the TV-minimization is solved by a sequence of weighted, first-order L2-norm
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minimizations. The use of TV-minimization is not only motivated by the improvement of
reconstruction resolution but, more importantly, is tied to the intrinsic spatial property of
intramural action potential and the clinical significance of its gradient region (i.e., narrow
wavefront, or abnormal value along ischemic/infarcted region).
• Formulation of a probabilistic approach and demonstration of the importance of solution
uncertainty in informing clinical decisions: While deterministic optimization provides a
point estimate of the solution, we show that the posterior distribution of the solution, with
its mean and variation (uncertainty), provide additional information to guide the correct
interpretation of the results. In addition, to alleviate the challenge of finding optimal regularization parameters, we formulate a flexible hierarchical structure to automatically infer
the hyperparameters that allows the automatic inference of hyperparameters controlling
the prior and likelihood density functions (i.e., contribution of data-fitting and regularizatoin terms).
• Integration of physiological dynamic model and sparisty prior to improve the robustness
and efficacy of EP imaging: While dynamic and sparsity constraints are two most successful approaches for overcoming the lack of measurements in inference, their integration has
not received much attention until recently. The key challenge is to strike a balance when
integrating the low-dimensional structure with the dynamic context provided by domain
physical models. We propose to use a variational Bayesian framework to integrate sparsity models into the dynamic context, and demonstrate its improvement over using either
the dynamic model or the sparisty constraint alone in ECG imaging.

This dissertation is organized as follows: Chapter 2 reviews the background of Bayesian inference for inverse problem cardiac electrophysiology and related inverse EP effort. Chapter
3 through chapter 7 present the major technical development and validation of the presented
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framework, including the sparsity prior used in the beginning of electrical cycle to detect excitation stimuli (Chapter 3), the gradient sparsity prior used in deporlization and reporliztion and
the infarct heart (Chapter 4), the Bayesian framework to incorporate the low-dimension structure (Chapter 5) and the integration framework to combine the low-dimension structure with
physiological dynamic model (Chapter 6). Chapter 7 concludes with summaries of the strength
and limitation of the framework, as well as discussion of future research direction.

Chapter 2

Background and Related Work

2.1

Cardiac Electrophysiology

The heart is an electromechanically coupled organ (Figure 2.1) that supplies the metabolic needs
of the body by pumping blood to all necessary tissues. This task is performed through a coordinated muscular contraction cycle which progresses through the four major chambers of the
heart: the right and left atria (RA and LA), and the right and left ventricles (RV and LV). Its
efficient contraction must be preceded by coordinated and steady electrical excitation spreading
three-dimensionally throughout the myocardium. Disturbances in the heart’s electrical activity
may cause significant abnormalities in its mechanical function, and are the basis of much cardiac morbidity and mortality. In fact, malfunction of the heart electrical behavior is the principal
cause of sudden cardiac death [4].

2.1.1

Cardiac Action Potential

The nature of the electrical propagation is mediated by ion channels embedded within the cellular membrane of cardiac muscle cells. The membrane current resulting from the membrane
8
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F IGURE 2.1: Schematics of the longitudinal cross-section of human heart, showing four major
chambers and the primary cardiac conduction system [1]

conductance change produces potential difference across the cell membrane (between intracellular and extracellular space), known as the cardiac transmembrane potential (TMP) or action
potential. Cardiac transmembrane potentials may be recorded by means of microelectrodes. A
typical resting potential in a ventricular muscle fiber is −80 to −90 millivolts with respect to
surrounding extracellular fluid, similar to that found in nerve and skeletal muscle. The shape of
the cardiac action potential, however, is quite distinctive primarily because of its long duration.
A typical action potential from a ventricular cell is shown in Figure 2.2. Its total duration may
be 200-300 milliseconds (in contrast to 1 or 2 milliseconds for nerve and skeletal muscle), and it
consists of 5 distinct phases. The initial rapid upstroke (phase 0) from the resting potential to a
positive value of about +20 millivolts is similar to the spikes of other cells. Early repolarization
(phase 1) brings the potential down to a plateau level over 2 to 3 milliseconds. The plateau
itself (phase 2) follows, and accounts for most of the action potential duration. Repolarization
(phase 3) brings the potential back to the resting level. The period between action potentials
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F IGURE 2.2: Representative time course of ventricular transmembrane potential (action potential) in a cardiac cycle. The numbers along the curve correspond to the 5 different phases: 0:
rapid depolarization; 1, initial repolarization; 2, plateau; 3, rapid repolarization; 4, resting.

(phase 4) is stable except in cells that have the property of autorhythmicity. The action potential, or TMP dynamics, represents the electrical activity within a single myocyte over time, and
its propagation throughout the heart constitutes the whole image of cardiac electrical activity.

2.1.2

Cardiac Propagation

A cardiac action potential, once started in a cell, propagates by local current spread as in other
excitable cells. Normally, the activation begins from the pacemaker cells found at the SA node
Figure 2.1, which are characterized by self-excitability. That is, in pacemaker cells the transmembrane potential spontaneously rises until threshold is reached and an action potential takes
place. Action potentials initiated by the pacemaker cells excite neighboring cells, and these excite their neighbors, so that a spread of excitation on a cell-to-cell basis takes place initially in
the atria. When this excitation reaches the atrio-ventricular (AV) node Figure 2.1, which separates the atria from the ventricles, activity reaches the ventricles only through the AV node.
In the ventricular region the Purkinje system conducts the impulse rapidly to numerous sites
in the right and left ventricle from which further conduction takes place on a cell-to-cell basis
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F IGURE 2.3: Representative action potential during normal rhythm from the SA node, atria,
AV node and different layers of ventricles cell.

within the working ventricular muscle. Ventricular depolarization begins on the left side of the
interventricular septum, spreads to the apex, then to the walls of the ventricles, and finally to the
base of the left ventricle.
The forms of action potential vary depended on different anatomical regions and cell types.
Figure 2.3 shows the transmembrane action potential in different regions. It is found that the
action potential of the pacemaker (SA) and AV node is small with short duration; while the
Purkinje cell action potential is similar to the ventricular except for a sharper initial peak with
larger and of much longer duration. The myocytes from the endocardium and epicardium also
have markedly different action potential shapes and durations. Because of this heterogeneity
in electrical property, the atrial repolarization proceeds in the same direction as depolarization
while ventricular repolarization follows an inverted pattern: the process begins in the epicardium
and ends in the endocardium [5]. The summed electrical activityof all cardiac cells results in the
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F IGURE 2.4: Electrode positioning of standard 12-lead recording system, including 3 standard
limb leads and 6 precordial ECG leads.

electrical potential difference that can be measured on the body surface.

2.1.3

Computational EP Activity Model

The EP activity model is a nonlinear dynamic model that includes the general knowledge of the
spatiotemporal TMP evolution through the 3D myocardial mass. It is briefly introduced here for
an understanding of the cardiac electrophysiological system and sufficient background for the
information recovery strategy developed in this thesis (chapter 6).
Complexity of cardiac electrophysiological models ranges from macroscopic-level two-variable
equations [6] to the cellular level LuoRudy model [7] with an excess of fifteen variables. Among
them, the family of two-variable diffusion-reaction systems [6, 8, 9] are favorable in Inverse
ECG studies because of their ability to balance model plausibility with the solvability and computational feasibility of the inverse problem, which gives as:
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∂u
∂t

= ∇ · (D∇u) + f1 (u, v)





∂v
∂t

= −f2 (u, v)
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(2.1)

where u stands for 3D action potential, v for recovery current, D is the diffusion tensor, and
∇ · (D∇u) accounts for intercellular electrical propagation. Variations of f1 (u, v) and f2 (u, v)
produce different TMP shapes. The detail of how f1 and f2 impact the TMP shape will explain
in the Chapter 7 7 for the implementation and parameters definition.

2.2

Cardiac Electrocardiography

Electrocardiography is concerned with understanding cardiac electrical events through measurements on the body surface. The goal of electrocardiography is to utilize body surface potentials,
available noninvasively, to decipher and evaluate cardiac depolarization and repolarization sequences during normal and abnormal rhythms [10].

2.2.1

Standard 12-lead Electrocardiograms (ECG)

Electrocardiography is made possible by the location of the human heart within the chest. The
first ECG is made by Willem Einthoven in 1902 [11]. He established the basic nomenclature
for morphological description of the electrocardiogram and introduced a simple dipole model of
the heart and an equilateral-triangle representation of standard electrocardiographic limb leads
that are still in use today [12]. Then, the leads locations were improved and modified by Wilson
[13, 14]. They proposed a recording system comprising three electrodes, LA, RA and LL,
placed on the left arm, right arm and left leg respectively. So that, the standard leads define the
conventional 12-lead ECG consisting of 6 limb leads and 6 precordial leads (Figure 2.4), which
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F IGURE 2.5: A typical normal standard 12-lead ECG trace.

F IGURE 2.6: Schematic diagram of the typical waveform and intervals of the ECG.

is currently used in diagnostic cardiology and patient monitoring [15]. Figure 2.5 illustrates a
typical normal trace from 12-lead electrocardiogram.
A schematic of a normal trace of a ECG lead voltage over time is shown in Figure 2.6. The
first wave is P wave and it arises from activation of the atria. After the first wave there follows a
short period where the ECG is remain in its baseline (PR segment). QRS complex represents the
activation of the ventricular myocardium with the largest magnitude, following by ST segment
which is a brief period between the end of the QRS complex and the beginning of the T wave
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F IGURE 2.7: Represent the standard arrangement of 120 leads on the torso for BSPM. Left
half of the grid represents anterior surface, right half the posterior surface of the chest.

where there is no conduction and the line is flat. The ST segment a key indicator for both myocardial ischaemia and necrosis if it goes up or down [15]. The T wave is visible representing
the ventricular repolarisation. The PR interval measures the time from the beginning of the P
wave to the onset of the QRS complex which is a measure of AV conduction time. The QT
interval gives the total duration of the ventricular depolarization and repolarization. Therefore,
the contribution from the action potential of a single myocyte to the ECG is easy to understand;
on the other hand, accurate inference of single action potential from ECG requires further mathematical study since ECG represents a global summation of the electrical activity within the
entire heart.

2.2.2

Body-surface Potential Mapping (BSPM)

The classical standard ECG has provided pysicians in clinical routine a mean for diagnosis and
monitoring cardiac activity for more than a century, but it only records an inadequate subset of
the body surface potential data. By the contrast, the technique of body-surface potential mapping
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emerged [16], which records potential distribution on the torso surface with tens to hundreds
electrode sites on the anterior and posterior chest. As shown in Figure 2.7, BSPM attempts
to capture the total time-varying body-surface potential distribution generated by the heart, so
that it preserves spatial relationships among cardiac electric events and they can depict those
events in more detail. Unfortunately, currently there is no recognized standard for electrode
positioning or recording system. The difficulty in the interpretation of massive amounts of data
and the cumbersome recording and acquisition process explains why the cost-effectiveness ratio
for this technique is still unfavorable in clinical practices.

2.3

Computational Electrophysiology

Modeling of the cardiac electrophysiological system seek to establish the relationship between
general TMP activity inside the myocaridum and BSP observation and to personalize heart and
torso structures from tomographic images. In what follows, we will briefly review the HeartTorso model, computational EP activity model and TMP-BSP forward model.

2.3.1

Personalized Heart-Torso Model

Based on a set of short-axis cardiac medical images such as CT, we extract the 2D contours
of epicardium and endocardium slice by slice using CardioViz3D [17], and build triangulated
meshed for heart surfaces. A cloud of mesh-free points is then placed within the heart-surface
to represent the 3-D myocardium, an example of mesh-free represented heart model shown in
Figure 2.8(b). The ventricular fiber structures are mapped from the mathematical model of
myocardial fiber structure using [18] to describe myocaridal conductive anisotropy. First, fiber
orientations on the epicardium and endocardia of personalized heart model are mapped from
the reference heart model. Because ventricular fibers are spirally arranged and fiber orientations
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F IGURE 2.8: (a) Fiber structure constructed for a meshfree presented canine heart; (b) and (c)
Boundary-element represented torso model with coupled meshfree nodes represented ventricular model;

change from epi- to endocardium in a counterclockwise manner[19], fiber orientations inside
the myocardium are interpolated from those on the surfaces. Figure 2.8(a) exemplifies fiber
structure constructed for a meshfree presented canine heart.
The forward problem of electrocardiogram related to the electric signal generated in the heart
with the resulting potential distribution on the body surface. The electric field in the human
torso is mainly determined by the size and position of the internal organs and structures. These
are also referred to as inhomogeneties. The various tissues, fluids, and structures are known to
vary with respect to their conductivities. Hence the torso model includes all major anatomical
structures like blood, lungs, fat, anisotropic skeletal muscle intestine, liver, kidneys, bone, cartilage and spleen. To reduce model complexity, it is reasonable to emphasize the accuracy of
geometrical modeling and relax excessive restrictions on tissue anisotropy or inhomogeneity. In
this dissertation, the torso is assumed as an isotropic and homogeneous volume conductor. The
torso structure also get from the medical image with recording the location of each lead and
then is decried by trangulated mesh for body surface. Figure 2.8(c) illustrates a personalized
heart-torso model that the boundary-element representation of the body-surface with coupled
ventricular model. In practical, the number of mesh-free nodes usually ranges from 1500 to
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F IGURE 2.9: (a) Forward model; (b) The electromagnetic filed within heart-torso

4500 for a physiological plausible yet computationally feasible representation of the 3-D myocardium. The triangulated body surface, in comparison, only possesses around 500 vertices,
because the resolution of Body-surface has less impact on the forward modeling proved by literature [20].

2.3.2

Computational Forward Electrocardiography

The forward problem of electrocardiography is to solve the problems like: given knowledge of
the heart generator, can the body surface potentials be specified? If the transmembrane potentials
of all the cells within the heart were known, can a mathematical expression be found to specify
the extracellular potentials everywhere in the surrounding space? (Figure 2.9(a)) The investigation of the forward problem has frequently employed the use of physical and/or mathematical
models.
Physical Method
The models are typically plastic containers shaped in the form of a human torso and filled with
a conductive liquid medium. Inhomogeneities of the conducting media (such as lungs) are
sometimes modeled by bags of lower conductivity material such as sand. By placing welldefined electrical dipole sources within the model torso, the relationship between the cardiac
generator and body surface potentials may be studied.
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Mathematical Method
Mathematical models have been proposed as well.The forward problem of electrocardiography
refers to the calculation of the body surface potentials starting from either equivalent current
dipoles that represent the hearts electricalactivity or from known potentials on the epicardium.
Two general approaches are used, namely, surface methods or volume methods. In surface
methods, the heart is typically represented by a number of spatially distributed dipole sources
imbedded in a conductive medium of variable complexity. Computer simulations have made
it possible to develop impressive demonstrations using hundreds of dipoles, and synthesizing
the resultant body surface potential distributions [21]. The simplest mathematical model for
relating the cardiac generator to the body surface potentials is the single dipole model. Surface
methods are also termed boundary element methods since only the boundaries between torso
regions enter into consideration.
In volume methods, the entire three-dimensional torso model is represented numerically, usually
by a combination of tetrahedral and hexahedral (brick-shaped) elements. Volume methods can
involve the finite difference, finite element, and finite volume methods, and also the boundary
element methods.
In our work, we are interest in the volume methods and to generate the personalized forward
models. We use boundary element methods coupled with meshfree nodes [22] to build a mathematical forward model between the volume current source in the heart and the bioelectric field
(most commonly measured in the body surface by ECG. This is governed by quasi-static approximation of the electromagnetic theory (simplification of Maxwells equation) (Figure 2.9(b)).
Within the myocardium volume Ωh , the bidomain theory [23] defines the distribution of the
extracellular potential φte as a result of the gradients of action potential u , which is given:

∇ · ((Di (r) + De (r))∇φte (r)) = ∇ · (−Di (r)∇u(r)),

∀r ∈ Ωh

(2.2)
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where r stands for the spatial coordinate, Di and De are the effective intracellular and extracellular conductivity tensors, and their summation Dk = Di + De is bulk conductivity tensor.
In the region bounded between heart surface and the body surface, potentials φt are calculated
assuming that no other active electrical source exists within the torso as:

∇ · (Dt (r)∇φt (r)) = 0,

∀r ∈ Ωt /h

(2.3)

where Dt is the torso conductivity tensor and Ωt /h the entire thorax except Ωh . Within the
myocardium equation (2.2) applied, because the anisotropic ratio of Dk is a magnitude smaller
than that of Di [23], we only retain the anisotropy of Di to reduce model complexity; therefore,
Dk and Dt become scalars σk and σt . In the torso volume external to the heart equation (2.3),
we assume homogeneous and isotropic conduction because it has been shown that torso conductivity modulates only the magnitude but not the pattern of body-surface signal [24]. Based
on these assumptions, the forward relationship between cardiac action potential u(t) and bodysurface voltage data φ(t) can be described in the following Poisson equation within the heart
and Laplace equation external to the heart:

σk ∇2 φtk (r)=∇ · (−Di (r)∇u(r)),

∀r ∈ Ωh

(2.4)

∀r ∈ Ωt /h

(2.5)

σt ∇2 φt (r)=0,

In this study, equations 6.1 are solved with the coupled meshfree and boundary element methods
[24, 25]. The value of anisotropic intracellular conductivity tensor Di , bulk conductivity σk ,
and torso conductivity σt are adopted from [26]. This gives us a biophysical model on a subjectspecific heart-torso model derived from tomographic images:

φ(t) = Hu(t)

(2.6)
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where the transfer matrix H is specific to each individual’s torso anatomy and is typically considered time-invariant as the motion induced by heart contraction and relaxation process is disregarded. The condition number of H was shown to be typically at the order of 1016 [22].

2.3.3

Computational Inverse Electrocardiography

Inverse problem of electrocardiography (EP), analogous to tomographic imaging, is to quantitatively reconstruct subject specific cardiac electrical dynamics from noninvasive body-surface
measurements on anatomical regions of heart and torso. The EP inverse problem is plagued
by two types of ill-posedness: 1) the mathematical ill-posedness caused by the limited number
of measurements, i.e., the dimension of measurements is typically much smaller than the dimension of unknown variables; and 2) the physical ill-posedness decided by the Helmholtz’s
equivalent double-layer principle of electromagnetic field, i.e., an infinite number of intramural solutions fit the same electrical field on the surface [15]. Much effort has been devoted to
computational approaches to overcome these ill-poseness problem.
Based on the reconstruct depth of the heart, the methods can divided into two types, surface-base
vs. intramural EP imaging.
Surface-based Inverse Methods
In exchange for a unique solution, a common assumption in existing approaches to electrophysiological imaging restricts the solutions to the surface of the heart, using surface source model,
represented by the reconstruction of epicardial potential [27, 28] and the reconstruction of activation/recovery time on both the epicardium and endocardium [29, 30]. Various regularization
methods have been applied to reduce the mathematical ill-posedness of electrophysiological
inverse problem. For instance, the commonly used Tikhonov regularization (zero-order, firstorder, second-order) [31], truncated-SVD [32, 33], and state-space filtering framework (Kalman
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filter) [34] have been used to reconstruct the heart surface potential with minimum overall energy while producing body-surface potential field consistent with the measurements. Although
these regularization methods lead to an efficient linear inverse operator, the solutions are often
smooth. Recently, L1-norm-based regularization was proposed to improve the resolution of the
reconstructed heart surface potential [35, 36]. Equivalent physical models of the cardiac sources
only reflect the characteristics of the underlying cardiac electrical activity, and a nontrivial secondary task is required for evaluating diagnostically useful parameters.
Volume-based Inverse Methods
Transition to intramural EP imaging has been limited due to the challenge of non-unique solutions associated with the intramural solution. Existing approaches can be generally divided into
two classes. One is to directly regularize the intramural EP reconstruction with a different order
of smoothness constraints imposed on the spatial and/or temporal properties of the solution [37–
39]. As the solution space increases and the physically-induced non-uniqueness appears with a
transmural solution, additional constraints may be needed in order to guarantee unique, meaningful solutions for these approaches. Alternatively, a 3D computational model of whole-heart
excitation can be introduced to guide the inverse problem either in a deterministic optimization
[40] or statistical inference [22]. While allowing the inclusion of additional prior knowledge
about the electrophysiology and biophysics of the heart, these approaches may be subject to the
influence of these a priori physiological assumptions when they differ substantially from real
individual conditions. The spatial sparsity prior has recently emerged as an appealing prior for
infarct detection because of its ability to extract the boundary between healthy and necrotic tissue. This is of significant clinical potential because targeting region bordering the infarct core is
one of the most successful treatments for stopping arrhythmia [41, 42].
Summary
The development of inverse ECG techniques puts more and more emphasis on the reconstruction
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of the electrophisology of real cardiac sources throughout the 3D myocardium. Chanllenges
exist regarding the incorporation of sophisticated pyhsiological knowledge and proper coupling
of this general knowledge and subject-specific information at the presence of model and data
uncertainties.
The approached based on the source models is limited by the inherent lack of suitable prior
knowledge of the sources models. Also, the activation-front reconstructions is controlled by the
stronger physiological constrains [], no approach has been developed for an effective incorporation of sophisticated prior knowledges of cardiac electrical activity over the 3D myocardium.
A more effective approach, therefore, needs to be developed to incorporate sophisticated prior
knowledges that can be appropriately coupled with low-dimenstion information with physiological dynamic knowledge. In this dissertation, we are motivated to address these issues of
existing transmural EP imaging.

Chapter 3

Bayesian Inference

3.1

Bayesian Inference for Inverse Problem

Inverse problems is dealing with inversion of models or data. An inverse problem is a mathematical framework that is used to obtain information about a physical object or system from
observed measurements. The solution to this problem is useful because it generally provides
information about a physical parameter that we cannot directly observe. Observations may be
limited in numbers relative to the dimension or complexity of the model space. Thus, inverse
problems are some of the most important problems in science and mathematics. Classical approaches have used regularization methods to impose well-posedness ans solved the resulting
deterministic problems by optimization. The alternative method is Bayesian based method,
which is a natural mechanism for regularization in the form of prior information. It can handle
the uncertainty of the estimation and the mean value of estimation.
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Bayesian Inference

Bayesian inference refers to the general procedure of constructing a probability distribution
for unknown parameters from given measurements, assuming both unknown parameters and
known measurements to be random variables[43]. Starting from the Bayes rule of probability,
the joint probability distribution of unknown parameters U and given measurements φ, p(U, φ)
is represented as:
p(U, φ) = p(U |φ)p(φ)

(3.1)

Here, we model the unknown parameters as a set, U , describes the data-generating system. The
simple prescription of Bayes’ rule solve the inverse problem, allowing us to reserve the the order
of the conditioning in the observation model, p(φ|U ):

p(U |φ) ∝ p(φ|U )p(U )

(3.2)

Bayes’ rule specifies how our prior beliefs, quantified by the prior distribution, p(U ), are updated in the light of U . Hence, Bayesian inference requires prior quantification of our beliefs
about unknown parameters, U . In this study, the prior can be dynamic prior or sparsity prior or
combination of multi-prior.

3.1.2

Dynamic Prior

To estimate the time-varying state, the knowledge of the system dynamics is used to set as a prior
probability distribution that regularizes the estimation to counteract insufficient measurements.
In general, the dynamic prior on the state at the time k in terms of the previous state is

p(Uk |Uk + 1)

(3.3)
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which can include any temporal structure.
In current study, to solve this dynamic prior, most research focus on the dynamic filtering. The
Kalman filter is the most famous example of dynamic inference method [44]. It is widely used
in various engineering and scientific areas, including communication, control, machine learning, and et. al. The assumption of the Kalman filter– Gaussian statistics, a linear measurement
function and linear system dynamics – are, however, too restrictive for many piratical problems. Any deviation from these assumption makes it impossible to completely characterize the
past measurement and estimator uncertainty by simply propagating covariance matrices forward
from one estimate to the next. Many extension of Kalman filtering theory have been proposed.
For example, the Extended Kalman filter [45] incorporates (weakly) nonlinear system dynamics
by using a linear approximation in the standard Kalman filter.
Recently, the area of non-linear filtering has received a lot of attention and various method
has proposed, most of them based on the Monte Carlo sampling techniques, such as particle
filtering[46], which used discrete points (particles) to approximate the relevant distribution. Particles are drawn from a distribution around the previous state estimate and can be propagated
through a nonlinear dynamic function, creating estimation from a distribution for the prediction
of the current state. Other method called the Unscented Kalman filter can be viewed with deterministic method for drawing the particles. Though particle filtering approaches do seek the
true prior distribution, these method can become intractable in high-dimension system due the
large number of samples needed to characterize the distribution. While each of these general approaches have had some success, no classic techniques explicitly use information about sparsity
structure in the model that has been so powerful in high-dimension dynamic inference.
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Sparsity Prior

Sparsity prior in the signal and imaging processing used to reduce the capacity of the channel
and compress the large image without losing the information. Also in the computational cost,
sparsity approximation can reduce calculate complexity and keep the features in the specific
interesting area. The sparse prior represent by a Laplacian distribution to enforcing sparsity [47]
in Bayesian inference as:
p(U ) = γ/2eγ||CU ||1

(3.4)

where γ indicates the variance parameter and C indicates the sparse feature extraction.
There are many existing methods used to solve the sparsity prior to improve the accuracy and
reduce the computational cost. To achieve sparsity, the idealized but intractable sparsity criterion
uses the L0 norm to penalize the number of non-zero parameters. The alternative method L1
norm used to instead of L0 to calculate the sparsity problem to make the problem convex with
effectively find solutions [48]. The sparsity as an feature in different problem, for example, in
signal process, compress sensing is one of the important application using sparse property to
compress the signal and reduce the channel without lose the information. The other application
used in the image processing is total variation (TV) method [49], which has been introduced for
image de-noising and reconstruction in [50] and also uses the L1 norm of the magnitude of a
gradient, thus making discontinuous and non-smooth solutions possible.

3.1.4

Integration of Sparsity Prior and Dynamic Prior

With the potential to improve the state estimation in many important applications, recent works
have begun the important task of incorporating spatial sparsity priors into dynamic state estimation. In general, to integrate sparsity with dynamic inference, the prior p(U ) should include the
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dynamic structure p(Uk |Uk+1 ) and sparsity distribution p(U ) = γ/2eγ||CU ||1 . How to combine
these two prior in the same inference is an challenge and attracted much attention these years.
Current in research area, one branch focuses on using temporal information to generate state
estimation via efficient update[51]. These method utilize the dynamic information implicitly to
simplify the estimation procedure and do not corporate explicit temporal structure. Another type
of work is based on modify the Kalman filter equations directly [52], despite the statistics of the
problem being highly non-Gaussian and the robustness to mismatch sparsity not been explored.
More approaches start from the optimization framework rather than the specific Kalman update
equations, utilizing a restricted dynamic model for the coefficients’ temporal evolution [53].
All the methods are based on the assumption that the spatial sparsity not change much during
the time change. None of these approaches strike a balance between utilizing dynamic models,
adapting to improve robustness to model error, utilizing higher order statistic native to sparse
estimation, and retaining the computational efficiency.

3.2

Markov Chain Monte Carlo Method

Markov chain Monte Carlo (MCMC) methods are a class of algorithms for sampling from a
probability distribution based on constructing a Markov chain that has the desired distribution as
its equilibrium distribution. They are often used in Bayesian inference for obtaining samples of
the posterior distribution. The name Monte Carlo started as cutenessgambling was then (around
1950) illegal in most places, and the casino at Monte Carlo was the most famous in the worldbut
it soon became a colorless technical term for simulation of random processes. Markov chain
Monte Carlo (MCMC) was invented soon after ordinary Monte Carlo at Los Alamos, one of the
few places where computers were available at the time.
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MCMC methods are provably asymptotically exact but computational intensive, especially for
high-dimensional distributions. Therefore, use the MCMC solution to equation as a baseline to
compare with the analytical solution developed in the next section. In specific, slice sampling
[54] is used which generates samples of a random variable by uniformly sampling from under the
curve of its density function. Unlike Gibbs sampling[55] that requires conditional distributions
of unknown random variables, or Metropolis-Hastings scheme[56] that requires an accurate
selection of the proposal distribution for an efficient random walk, slice sampling enables us to
directly sample the joint posterior distribution with minimum tuning required.

3.3

Variational Bayes Method

Gaussian linear modelling cannot address current signal processing demands. Increasingly, full
probability modelling (Bayesian approach) or partial probability modelling using the likelihood
function is the pathway for design of the algorithms. However, the results are often intractable,
and so the area of distributional approximation is of increasing relevance in signal processing. The Expectation-Maximization (EM) algorithm and Laplace approximation, for example, are standard approaches to handling difficult models, but these approximations (certainty
equivalence, and Gaussian, respectively) are often too drastic to handle the high-dimensional,
multi-modal and/or strongly correlated problems that are encountered. Then stochastic simulation methods have come to dominate Bayesian signal processing.MCMC sampling and related
methods are appreciated for their ability to simulate possibly high-dimensional distributions to
arbitrary levels of accuracy. Nevertheless, the wider acceptability of these methods has been
undermined by the large computational demands they typically make.
The Variational Bayes (VB) method of distributional approximation originatesas does the MCMC
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methodin statistical physics, in the area known as Mean Field Theory. Its method of approximation is easy to understand: conditional independence is enforced as a functional constraint in
the approximating distribution, and the best such approximation is found by minimization of a
Kullback-Leibler divergence. The VB-approximation conveniently addresses the following key
tasks:

1. The inference is focused onto selected subsets of parameters of interest in the model: this
one-shot (i.e. off-line) use of the VB method can replace numerically intensive marginalization strategies based, for example, on stochastic sampling.
2. Parameter inferences can be arranged to have an invariant functional form when updated
in the light of incoming data: this leads to feasible on-line tracking algorithms involving
the update of fixed- and finite-dimensional statistics.

In the language of the Bayesian, conjugacy can be achieved under the VB-approximation. There
is no reliance on propagating certainty equivalents,stochastically-generated particles, etc.
The central idea of the VB method is to approximate p(U |φ) in terms of approximate marginals:

p(U |φ) ≈ p̆(U |φ) = p̆(U1 |φ)p̆(U2 |φ)

(3.5)

In essence, the approximation forces posterior independence between subsets of parameters in
a particular partition of U chosen by the designer. The optimal such approximation is chosen
by minimizing a particular measure of divergence from p̆(U |φ) to p(U |φ), namely, a particular
Kullback-Leibler Divergence.
From the Bayesian point of view, choosing an approximation p̆(U |φ), can be seen as a decisionmaking problem. Hence, the designer chooses a loss function measuring the loss associated
with choosing each possible p̆(U |φ) ∈ Fc , when the ’true’ distribution is p(U |φ). A logarithmic
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loss function was shown to be optimal if we wish to extract maximum information from the data
[57]. Use of the logarithmic loss function leads to the Kullback-Leibler (KL) divergency[58]
(also known as the cross-entropy) as an appropriate assignment:

∇(p(U |φ))||p̆(U |φ) = KL(p(U |φ)||p̆(U |φ))

(3.6)

The Kullback-Leibler (KL) divergence from p(U |φ) to p̆(U |φ) is defined as:

Z
p(U |φ) ln

KL(p(U |φ)||p̆(U |φ)) =
U

p(U |φ
p(U |φ
dU = Ep(U |φ) [ln
]
p̆(U |φ)
p̆(U |φ)

(3.7)

In pratical, solve the KL divergence is problem-specificity. The general procedure of using
VB method is based on these steps: first, choose a Bayesian (probability) model which means
to construct the joint distribution of model parameters and observed data; Then, partition the
parameters that make each parameters is independent; Thirdly, identify standard distributional
forms and finally convert to KL divergence and to iterative get the distribution for each unknown
parameters.

Chapter 4

Localization of Sparse Transmural
Excitation Stimuli from Surface
Mapping

As in-silico 3D electrophysiological models start to play an essential role in revealing transmural
EP characteristics and diseased substrates in individual hearts, there arises a critical challenge
to properly initialize these models, i.e., determine the location of excitation stimuli without a
trial-and-error process. In this chapter, we present a novel method to localize transmural stimuli
based on the spatial sparsity of transmural stimuli from body surface mapping data. In order to
overcome the mathematical ill-posedness caused by the limited measurement data, a neighborhood smoothness constraint is used to first obtain a low-resolution estimation of solution. This is
then used to initialize an iterative, re-weighted minimum-norm regularization to enforce a sparse
solution and thereby overcome the physical ill-posedness of the electromagnetic inverse problem. Our presented method has the potential to benefit the current research in subject-specific
EP modeling as well as to facilitate clinical decisions involving device pacing and ectopic foci.
32
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F IGURE 4.1: Ventricle conduct system. [2]

4.1

Introduction

Cardiac electrical conduct system generates electrical impulses and conducts them throughout
the muscle of the heart, stimulating the heart to contract and pump blood. Disruption to the
path of electrical propagation in the heart can lead to life-threatening situations and sudden
cardiac death [4]. However, current clinical routines measure cardiac electrophysiological activity by surface mapping data, i.e., body-surface ECG or heart-surface catheterized mapping,
which provides a poor surface surrogate for transmural EP activities across the depth of the
myocardium [59]. Recent research has seen promising progress towards this challenge, where
these surface mapping data are combined with 3D in silico EP models via different mathematical methods to get an estimation of the individualized transmural EP characteristics, such as the
maximum a posteriori (MAP) of 3D action potential [60, 61] and the estimation of conduction
velocity[61, 62]. These different methods of subject-special EP modeling have the potential
to improve the early diagnosis and prevention of malignant arrhythmia, and to predict patient
response to different therapeutic interventions.
However, these studies face the common challenge of properly initializing the EP models, i.e.,
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setting the locations of excitation stimuli, which will directly impact the calibration of EP models. In the electrical conduct system, the signal start from SA node in atrium. Here the research
interesting is to localized the ventricles excitation stimuli. In the ventricles conduct system (Figure 4.1), the impulse enters the common bundle of His, and than spread into the right bundle
branch and the left bundle branch. Finally the electrical signal through the Purkinje system to
the muscle cells of the inner wall of the heart. The ventricular muscle cells then conntinue to
conduct the action potential from cell to cell , until the entire muscle mass is actived [2]. In
diseased ventricles, such as hearts with focal arrhythmia, the excitation may not start at regular
Purkinje end-terminals. Even in healthy ventricles, there is a lack of practical means to measure
the locations of subject-specific Purkinje end-terminals that may vary from subject to subject.
How to obtain accurate locations for the ventricular stimuli becomes a critical issue for subjectspecific EP modeling, and some initial efforts include personalizing Purkinje end-terminals from
surface optical mapping data [63].
Excitation stimuli, the starting points of electrical propagation, are typically sparse in space no
matter whether the ventricles are under sinus-rhythm or pacing (external stimulus, foci, etc)
conditions. Therefore, we present a novel method to localize transmural stimuli based on their
spatial sparsity using surface mapping data. In order to overcome the mathematical ill-posedness
caused by the limited measurement data, a neighborhood-smoothness constraint is used to first
obtain a low-resolution estimation of sparse solution. This is then used to initialize an iterative,
re-weighted minimum-norm regularization to enforce a sparse solution and thereby overcome
the physical ill-posedness of the electromagnetic inverse problem.
We propose to exploit the spatial sparsity of EP stimuli to solve the problem of transmural
stimuli localization using surface mapping data. We present a two-step algorithm:

1. We use a neighborhood-smoothness constrained minimum-norm solution to overcome the
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mathematical ill-posedness of the problem caused by the limited number of surface data.
This solution provides a low-resolution estimation of the spatial distribution of excitation
stimuli,
2. We then use the first result to initialize an iterative re-weighted regularization method that,
based on the stimuli sparsity in space, prunes the initial estimation of the stimuli into a
sparse solution that pinpoints the locations of stimuli.

We carried out phantom experiments to perform on a human heart-torso model to evaluate this
method in localizing single stimulus at different longitudinal, circumferential, and transmural
regions within the ventricles and to further test its feasibility in differentiating multiple, closely
or remotely distributed stimuli. Real-data experiments are performed on a healthy and an infarcted porcine heart, where the activation isochrones simulated with the reconstructed stimuli
are significantly more consistent with the measured catheter maps than other stimuli configurations.

4.2

Methodology

The relationship between the excitation stimuli and surface mapping data can be described by
a quasi-static simplification of Maxwell’s equation on an image-derived discrete (describe in
Chapter 2.3.2), anatomically model for any individual subject [15]:

Φ = Hu + n

(4.1)

where Φm×1 represents the surface mapping potential and un×1 the value of active electrical
sources distributed within the 3D myocardium. At the begin of electrical propagation, only very
few locations are excited while the majority of the myocardium are at the resting stage, i.e., u
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is a sparse vector where the majority of the elements has the value 0. Transfer matrix Hm×n
(m  n) encodes the geometrical and conductivity information of the individual. n is added to
represent uncertainty caused by measurement and modeling error.
The inverse problem of inferring u from Φ is plagued by two types of non-uniqueness [15], and
we present a two-step algorithm to overcome the two challenges step by step shown in Figure
4.2:

1. First, to overcome the mathematical ill-posedness caused by the limited number of surface data compared to the number of unknowns in the heart, a neighborhood-smoothness
constraint is imposed to achieve the effect of reducing the number of unknowns and to
obtain a low-resolution solution of û. At this moment, the solution û is not sparse.
2. Second, this inverse problem is further afflicted with the physical ill-posedness associated
with the electromagnetic field, where adjacent stimuli can produce the same potential distribution on the surface. To overcome this problem, we present a sparsity-based, iterative
re-weight minimum-norm regularization which, initialized by the solution from the first
step, will pinpoint the exact location of excitation stimuli by achieving a sparse solution
of û.

4.2.1

Neighborhood-Smoothness Estimation

The inverse solution derived at the first step overcomes the mathematical ill-posedness by imposing a neighborhood-smoothness constraint [64] on a minimum norm cost function. It thus
considers the neighborhood as one region to reduce the number of unknown variables:

min k Su k2 ,
u

s.t : ||Φ − Hu|| ≤ σ 2

(4.2)

Chapter 3 Localization of Sparse Transmural Excitation Stimuli

37

F IGURE 4.2: The summary of the two steps proposed method.

where S is the neighborhood-smoothness term and σ 2 the variance of the noise.
The design of S = Ω

N

IΨ takes into account two factors: The first factor (diagonal weight maq
trix Ω) considers the contribution of each region to the surface recordings: Ωii = hi,: hTi,: , hi,:
being the i-th row of the forward mapping matrix H;The second factor Ψ = (ψ1T , ψ2T , ..., ψnT )T
decides the size of neighborhood for the smoothness constraint and is defined as:

P
ϕb
1
ψi = 2 ( P b
− ϕi ),
N
b ϕb + 1

s.t :k ri − rb k≤ N

(4.3)

where ϕ is value of u weighted by Ω , and ri and rb are the coordinates for the nodes. In other
words, we define the spatial neighborhood by radius N , combined with boundary conditions so
that boundary points only have a partial sphere.
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Sparse Source Reconstruction

Within the ”smoothest” solution from first step as a priori, the sparse stimuli is reconstructed
in the second step with a re-weight minimum norm algorithm [65] that performs an iterative
procedure of energy localization to overcome the physical ill-posedness problem:

s.t : ||HWk qk − Φ|| ≤ σ 2

min k qk k,
qk

(4.4)

where a weighted minimum-norm ||qk = Wk−1 uk || is performed in each iteration, and the
diagonal weight matrix Wk at iteration k has elements from the previous solution uk−1 . The
relatively large entries in W reduce the contribution of the corresponding elements of u in the
cost function, and vice versa. By an iterative procedure, a sparse solution is achieved by adjust
the weight matrix and, as a result, the most-likely candidate of stimuli will have its signal value
strengthened when the rest candidates will have their values weakened to 0.
This optimization problem in equation (4.4) is solved through an adaptive regularization:

uk = diag(uk−1 ) · arg min{k Φ − Hdiag(uk−1 )qk k2 +λ k qk k}
qk

(4.5)

where λ is a regularization parameter, determined by L-curve in this study.
Combining the two-step process, the initial u0 is provided by neighborhood-smoothness solution
to start the iterative, re-weighted minimum norm regularization. The iteration terminates when
the difference between two successive solutions is smaller than the pre-defined tolerance, and a
sparse and unique distribution of excitation stimuli will be achieved.
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F IGURE 4.3: Standerdized myocardial segmentation and nomenclature for tomographic imaging of the heart. Display, on a circumferential polar plot, of the 17 myocardial segments and
the numenclature for tomographic imaging of the heart as recommended by American Society
of Nuclear Cardiology [3].

4.3

Phantom Experiments

Phantom experiments are conducted on a human anatomical heart-torso model, derived from
3mm whole-body CT scans. We evaluate our method on 1) localizing single stimulus at different locations and depths of the ventricles, and 2) localizing and differentiating multiple stimuli
distributed close or remotely with each other. In each case, true stimuli locations are set to simulate 120-lead body-surface ECG, which are then corrupted with 20-dB white Gaussian noise
as inputs for localizing the stimuli. Localization errors are quantified by the Euclidean distance
between the 3D coordinate of reconstructed (Str ) and Simulated (Sts )stimuli:

d(Str , Sts ) = ||Str − Sts ||

(4.6)
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F IGURE 4.4: (a) Single stimulus in epicardial-septal LV. (b) Single stimulus in endocardiallateral LV.

4.3.1

Single Stimulus of Different Locations

To evaluate the accuracy in localizing stimulus at different locations of the ventricles, we consider the location by 17 × 3 segment of the LV (Figure 4.3 ) where 17 is the standard American
Heart Association (AHA) segments along longitudinal and circumferential directions plus 3
transmural layers (epicardial, endocardial, and intramural) [3]. By selecting a single excitation
stimulus in these 51 segments, with 3-4 cases in each segment, altogether we have 160 cases of
single stimulus covering different areas of LV (( anterior: 28; inferior: 28; septal: 49; lateral:
49; apex: 6) ) and 15 randomly selected cases within the RV. For all the 175 cases, the neighborhood radius N is set to be 7mm and the iterative regularization takes in average 6.2 iterations to
converge.
Figure 4.4 shows single excitation stimulus of endocardial of septal segment 14 (a) and endocardial of lateral segment 11 (b) inside the 3-D myocardium,respectively, with super imposed
locations of true stimulus (pink) and reconstructed stimulus (green), of which the overlaps are
highlighted with red. (a) shows the estimated stimulus is overlapped with the true source location with the error=0; (b) shows the distance between the reconstructed source (green) and true
stimulus (pink) is 3.67mm.
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Table 4.1 compares the accuracy of stimuli location at different circumferential regions and apex
of the LV, as well as at RV. Table 4.2 compares the accuracy of stimuli location at epicardial,
endocardial, and intramural layers of the myocardium. Note that in cases the reconstructed u
has no biological meanings (e.g., unrealistically large values), the stimuli localization is defined
to be missed. As shown, among all the 160 cases in LV, the stimulus set in the inferior and
apical regions (n = 34)are all accurately localized, followed by an accurate stimuli localization
in anterior regions (n = 28) with an averaged error = 0.11 ± 0.60mm, except for one missed
localization where the stimuli is set at the endocardial layer within segment 13 (apical-anterior).
This is followed by localization of lateral stimuli (n = 49) with an average error 0.56 ± 1.72,
where the errors occur mainly with stimuli at the endocardial and intramural layers. As expected,
localization of septal stimuli (n = 49) is the most difficult with an average error of 1.05 ±
2.46, with the majority of the errors occurring for stimuli located in endocardial layers and
occasionally intramural layers. Compared to LV stimuli, localization of RV stimuli is more
difficult with an average error of 2.44 ± 4.34mm, most likely because they are more hidden
from body-surface recordings.
In summary, the average error is 0.68 ± 2.02 and only 1.25% stimuli missed. The accuracy in
stimuli localization is consistent with the expected difficulty of stimuli localization according to
their locations with the myocardium, where apical, inferior and anterior stimuli are the easiest
to localize because of the coverage of recording leads on the front and back of the body surface.
Lateral stimuli are more difficult to localize because partly of the interferences from other organs
such as the lungs, and partly of the lack of body-surface leads along that direction. Septal
stimuli localization poses the most challenge because it connects to the right ventricles. It is
also notable that all the epicardial stimuli are successfully localized, followed by intramural and
then endocardial stimuli in the LV, which are also as expected according to their distance to the
body-surface recordings.
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TABLE 4.1: Accuracy of Single Stimulus Localization at Different Regions

Segment

Anterior
Inferior
Apex
(n=28)
(n=28)
(n=6)
Error (mm) 0.11 ± 0.60 0.23 ± 0.85 0.53 ± 1.30
Missed %
3.57%
0%
0%
Segment
Lateral
Septal
RV
(n=49)
( n=49)
(n=15)
Error (mm) 0.56 ± 1.72 1.05 ± 2.46 2.44 ± 4.34
Missed %
2.04%
0%
6.67%
TABLE 4.2: Accuracy of Single Stimulus Localization at 3 Transmural Layers

Segment
Error (mm)
Missed %

4.3.2

Epicardial(n=55)
0.18 ± 1.12
0%

Intramural (n=59)
0.88 ± 2.39
0%

Endocardial (n=61)
1.12 ± 2.51
3.57%

Randomly Selected Multiple Stimuli

We further test the feasibility of our algorithm in localizing and differentiating multiple stimuli
by setting 4 types of stimuli configurations within both the LV and RV:

1 ). Two stimuli which closely distributed with average distance ≈ 4.2 mm
2 ). Two stimuli which remotely distributed with average distance ≈ 68.8 mm
3 ). Three stimuli which closely distributed with average distance ≈ 5.5 mm
4 ). Three stimuli which remotely distributed with average distance ≈ 50.7 mm

In total, we perform 40 experiments and parameter N is set to be 5mm. Table 4.3 summarizes the results that show high localization accuracy of our method at the presence of multiple
excitation stimuli, and not seem to be influenced by the distance between the stimuli. As an example, Figure 4.4(c) shows the true and reconstructed locations of 3 stimuli distributed at septalendocardial and lateral-intramural layers, with an averaged localization errors = 3.58mm. Two
sources are correctly estimated, another estimated stimulus is 6.55mm away from the true stimulus.
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F IGURE 4.5: The example of multiple stimuli. Three remotely distributed stimuli at septalendocardial and lateral intramural LV: average error=3.58 mm.
TABLE 4.3: Accuracy of Multi-Stimuli Localization

Types
Average Distance (mm)
Error (mm)
Iteration number

4.4

Two close
(n=10)
4.2 ± 0.82
1.09 ± 1.82
6.4

Two remotely
(n=10)
68.82 ± 12.56
2.79 ± 3.26
7.6

Three close
(n=10)
5.45 ± 1.89
4.02 ± 3.87
11.6

Three remotely
(n=10)
50.67 ± 10.34
3.35 ± 3.08
9.2

Real Data

Real data experiments are performed on two porcine datasets. Case 1 is a health porcine heart,
and case 2 is a porcine heart with chronic infarction. For each porcine heart, a comprehensive
dataset of in vivo CARTO mapping (Biosense Webster, Inc., Diamond Bar, CA) and ex vivo
DW-MR (1.5T GE Signa-Excite scanner) are provided. Here, we use the first two time frames
of the epicardial CARTO unipolar electrogram and the image-derived ventricular model as input
data to localize the excitation stimuli. Because the exact locations of excitation stimuli are not
directly available, validations are performed by simulating transmural EP dynamics with the
Aliev-Panfilov model [9] using the reconstructed stimuli locations, and comparing the resulting
activation isochrone with the CARTO mapping. Figure 4.6 (a) and Figure 4.7 (a) show the
epicardial isochrone maps of the healthy and infarcted heart, respectively, measured by CARTO
and projected to the MR-derived ventricular model. In the real data, it is hard to find the exact
frame only contains the excitation stimulus information, so we use the first two frames as the
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F IGURE 4.6: Epicardial isochrone maps in healthy porcine heart. (a) CARTO-mapping, (b)
Simulation with reconstructed stimuli, (c) Simulation with sinus-rhythm excitation from common Purkinje end-terminals, (d) Simulation with expert suggested stimuli.

input with the threshold in the result to get the excited source location.

4.4.1

Healthy Heart

For the healthy heart, parameter N is set to be 5mm and iteration times is 7. Two stimuli are
identified, one localized in anterior-basal RV and the other in apical LV. Figure 4.6 (c) shows the
activation isochrone simulated with sinus-rhythm excitation at normal Purkinje end-terminals
for human hearts experimentally determined in [66], which almost shows an opposite conduction
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F IGURE 4.7: Epicardial isochrone maps in the infarct porcine heart, (a) CARTO-mapping,
(b) Simulation with reconstructed stimuli, (c) Simulation with sinus-rhythm excitation from
common Purkinje end-terminals

pattern compared to the CARTO maps (a). This may be because the porcine Purkinje structure
is known to be different from human. Figure 4.6 (d) shows the isochrone simulated with an
expert-suggested stimuli configuration based on examining CARTO maps (one stimuli at LV
apex and the other at RV apex). While it captures the RV-to-LV activation pattern, it fails to
reproduce the local activation features especially that around RV. The averaged absolute error in
activation time compared to CARTO data is 4.92 ± 5.12ms. Figure 4.6 (b) shows the isochrone
simulated with our result, which closely captures the early activation at anterior RV as well as
the RV-to-LV activation with an absolute error 3.63 ± 2.47ms.

4.4.2

Infarct Heart

For the infarct heart, parameter N is set as 5 mm and iteration time is 10. The DW-MR enhanced
scar is centered at middle-anterolateral LV and is incorporated into the simulation. Figure 4.7
compares the epicardial CARTO isochrone map (a) with that simulated with stimuli configured at common Purkinje end-terminals (error = 11.52 ± 8.76ms) (c) and that simulated with
the reconstructed stimuli (7.89 ± 5.34ms)(b). As shown in the CARTO map, there is also a
RV-to-LV activation in this heart that can not be reproduced with the assumption of common

Chapter 3 Localization of Sparse Transmural Excitation Stimuli

46

excitation at Purkinje terminals, but is captured by the reconstructed stimuli at RV. As demonstrated, our method can substantially improve current practice in setting stimuli configuration
by either common sinus-rhythm excitation or by experts examining CARTO maps.

4.5

Discussion and Conclusion

We presented a two-step algorithm to localize transmural excitation stimuli from surface data
based on the spatial sparsity of stimuli. Phantom and real data experiments demonstrate the
accuracy as well as the usefulness of this method in relevant research in subject-specific EP
modeling. In the current study, stimuli localization considers only input data from one or two
time instants. The alternate way is to use the average of the first several time instants as the
input which can reduce the impact of the frame selection. This method requires high sparse
pattern in the solution space which is suitable for the very beginning of electrical activation.
But the electrical pattern will lost the sparse pattern when the electrical signal propagate to
the most of the myocardial tissue Future investigation will focus on the possibility to combine
temporal information to the proposed sparse source reconstruction. In future studies, we will
also investigate the impact of neighborhood size N on the final solutions.

Chapter 5

Noninvasive Transmural
Electrophysiological Imaging with a
Spatial Sparsity Prior

From the previous discussion, we find that during the electrical propagation, the excitation stimuli will lost the sparse pattern. We need to investigate the new pattern to describe the electrical
activity. Therefore, in this chapter, we will exploit the unique spatial sparse property of transmural action potential that is often piece-wise smooth with a steep boundary (gradient) separating
depolarized and repolarized regions. This steep gradient could reveal normal or disrupted electrical propagation wavefronts or pinpoint the border between viable and ischemic tissue. In this
light, we propose a framework to use a novel adaption of the total-variation (TV) prior to the
reconstruction of transmural action potential, where a variational TV-prior is defined instead
of a commonly used discrete TV-prior, and the TV-minimization is solved by a sequence of
weighted, first-order L2-norm minimization. The presented method can use to detect the infarct
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border zone or the wavefront of electrical propagation, both applications are investigated in this
chapter.

5.1

Introduction

The heart is an electromechanical organ. While cardiac structure and motion can now be imaged
in a 3D transmural fashion, electrophysiological mapping of the heart is still largely restricted
to an invasive procedure on the heart surface with little or no depth information beneath. The
progress in reconstructing 3D action potential from surface voltage data has been hindered by
the intrinsic ill-posedness of the problem and the lack of a unique solution in the absence of
prior assumptions.
The intramural EP imaging has been limited due to the challenge of non-unique solutions associated with the intramural solution. Existing approaches can be generally divided into two
classes. One is to directly regularize the intramural EP reconstruction with a different order of
smoothness constraints imposed on the spatial and/or temporal properties of the solution [37–
39]. As the solution space increases and the physically-induced non-uniqueness appears with a
transmural solution, additional constraints may be needed in order to guarantee unique, meaningful solutions for these approaches. Alternatively, a 3D computational model of whole-heart
excitation can be introduced to guide the inverse problem either in a deterministic optimization
[40] or statistical inference [22]. While allowing the inclusion of additional prior knowledge
about the electrophysiology and biophysics of the heart, these approaches may be subject to the
influence of these a priori physiological assumptions when they differ substantially from real
individual conditions.
The work is based on the fundamental hypothesis that, while L2-based quadratic regularization
is suitable for alleviating the mathematical ill-posedness of the problem caused by limited data,
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F IGURE 5.1: Illustration of the 3D action potential and its spatial gradient in a normal heart (a)
and an infarct heart (b).

L1-based sparse regularization is further needed for resolving the non-uniqueness of the solution. In particular, we propose to view the transmural action potential u(t) as a time-varying 3D
image. As illustrated in Figure ??, the edge of this image (i.e., spatial gradient ∇u(t)) is always
localized and steep in space. During the depolarization and repolarization, it represents the steep
wavefront between active and resting regions (Figure 5.1 (a)), revealing alterations in the normal electrical excitation in diseased hearts. Between the two phases (the ST and UP segment
of an ECG cycle), ∇u(t) is expected to be close to zero everywhere in a normal heart, and an
appearance of high gradient would indicate underlying pathology, such as the border of a region
of ischemic tissue (Figure 5.1 (b)). Thus it is important to preserve the unique spatial feature
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F IGURE 5.2: Illustration of total variation prior used in the image processing to preserve the
sharp edge of an image.

during the reconstruction, and this can be accomplished by TV minimization, which promotes a
solution with sharp boundaries/gradients between piece-wise smooth regions [67].
Since its original development, TV-minimization has been applied to preserve the sharp edge
of an image (Figure 5.2) in a variety of applications such as image de-noising [68], blind deconvolution [69], and inpainting [70]. Most of these existing applications deal exclusively with
regular grids of pixels or voxels and, correspondingly, the discrete TV prior is commonly defined
as the L1-norm of the gradient field of the grid. In comparison, the biophysical application
involves a complex volumetric mesh of heart geometry, which is discretized with an unstructured
grid. It therefore faces the following unique challenges:

1. the commonly used discrete definition of TV-prior−based on the gradient field of the
discrete mesh−is highly affected by the resolution of the discrete mesh;
2. the gradient of the discrete mesh−given its complex shape and unstructured node distribution−is
much more difficult and error-prone to calculate than that of a digital image.

We propose the spatial sparsity TV-prior into transmural EP imaging that will overcome the
challenge associated with TV-minimization on a complex, unstructured mesh. First, to ensure
the accuracy of TV calculation on an irregular cardiac mesh and to improve its robustness to
the resolution of this discrete mesh, we introduce a variational TV-prior to approximate the
continuous TV-prior by a numerical integration. Second, adapting the concept from iteratively
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re-weighted least-square approximation of L1-minimization [71], an iterative algorithm is developed to solve the TV-minimization by a sequence of weighted, first-order L2-minimizations
where the weight changes in each iteration. Finally, we consider the combination of the TVprior with a L2-based (minimum-square-error in data fitting) and a L1-based data-fidelity terms
(minimum-absolute-error in data fitting) and compare their performance in terms of robustness
to measurement noises and computational cost. In the complete form of the algorithm, a simple
quadratic regularization is first used to overcome the mathematical ill-posedness of the reconstruction problem and to initialize the proposed TV-minimization. The proposed iteratively
re-weighted method then prunes the initially diffused solution and overcomes the challenge of
physically-induced non-unique solutions.
Evaluation of the presented method is carried out in two different application settings. Primarily,
to systematically evaluate the potential of the presented method in detecting and preserving the
steep gradient of action potential distributed along the border of an ischemic or infarcted region,
a large set of phantom and real-data experiments is conducted. In addition, initial phantom studies also are carried out to demonstrate the ability of the presented method in reconstructing and
preserving the dynamic structure of excitation wavefronts during both normal and pathological
conditions. It also is shown to outperform existing quadratic methods in preserving the structure
of narrow wavefronts and in capturing the change of these wavefronts caused by the existence
of infarct tissue.

5.2

Total-variation Regularization for Transmural Electrophysiological Imaging

In this chapter, we present to incorporate the TV-prior into the reconstruction of transmural action potentials and, at this stage, we exclude the temporal factor and focus on the reconstruction
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with a spatial TV-prior at separate time instants. Therefore, the estimation of transmural action
potential from body-surface potential data can be formulated as:

û = min{||Hu − φ||qq + λT V (u)}
u

(5.1)

where q indicates L1 norm or L2 norm of data-fidelity term. T V (u) denotes the total-variation
of u. For a continuous signal u, its total-variation is defined as [68]:

Z
|∇u|dΩ

(5.2)

Ω

The first challenge comes from defining a proper discretization of T V (u) that is close to its
continuous definition regardless of the resolution of the unstructured volumetric mesh of the
heart (Figure 5.1 (b)).

5.2.1

Variational TV-prior

In most image-processing applications, a discrete version of T V (u) is calculated as the L1-norm
of the discrete gradient field of u:

n q
X
T V (u) = ||∇u||1 =
(∇x ui )2 + (∇y ui )2 + (∇z ui )2

(5.3)

i=1

where n represents the total number of discrete points (usually pixels of an image). As a result, it
is not possible to formulate an explicit gradient operator for the entire discrete field without separately employing directional gradient operators. One popular method is based on anisotropic
separable approximation[72]:

||∇u||1 ≈ Du = |Dx u| + |Dx u| + |Dz u|

(5.4)
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where horizontal, vertical and depth discrete derivative operators are denoted by Dx , Dx and
Dz , respectively, each in the form of a n × n matrix. Such approximation sacrifices accuracy for
the simplicity of numerical maneuver and will introduce large matrix computation and storage
during the optimization process. Individual elements in D, while straightforward to calculate
in digital images because of the regular grid of pixels, are not trivial to calculate accurately
when the nodes of the discrete mesh of u are distributed irregularly in space. Furthermore, this
definition can differ substantially from the TV of the underlying continuous field, depending on
the resolution of u. Therefore, we define an alternative approximation of the continuous form
of TV as:
T V (u) = ΣN
i=1 |∇ϕi u| ≈

R
Ωh

|∇u|dΩh

(5.5)

where a numerical integration is performed over the 3D myocardial field by N (at the order
of 105 ) Gaussian quadrature points. Depending on the discretization method used (meshfree
method [20] in this paper), ∇u on each Gauss point is approximated by a linear combination of
its neighboring nodal points in the discrete field u based on the 3 × n spatial gradients of the
shape functions ϕi . Because each Gauss point has only a small set of support nodal points, ϕi
and ∇ϕi are sparse with a small number of non-zero values. This definition of T V (u) (5.5) does
not directly rely on the discrete field defined over u, hence it is robust to the spatial resolution
of u. Furthermore, it is also consistent with the data-fidelity term in equation (5.1), where the
biophysical model H is also calculated from numerical approximations of integrals involved in
the quasi-static Maxwell equations.

5.3

Iteratively Re-weighted Minimization of TV (IRTV)

Once the L1-norm is applied to the constraint term, the corresponding object function (5.1)
become difficult to solve. Here, we adopt the concept of iteratively re-weighted (IR) to handle
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this challenge. The general idea of re-weighted is based on the following iterative approximation
of a general variable x where at iteration k:

|x(k) | ≈ || √

x(k)

||22
(k−1)
x

(5.6)

namely, at each iteration, the L1-norm of x is approximated by the L2-norm of a weighted-x,
where the weight is the square root value of the x obtained at the previous iteration. Because the
value of x from the previous iteration is known, the L1 regularization problem can be approximated by a sequence of weighted L2 regularization with the weight changing at each iteration
depending on the solution from the previous iteration.
Adopting the concept of re-weighted method [71], we can approximate the continuous form of
TV as a sequence of L2-norm of weighted ∇u, each weight being the square root of ∇u at the
previous (k − 1)-th iteration, i.e.:

Z

(k)

|∇u

Z
|dΩh ≈

Ωh

|| √

Ωh

∇u(k)
∇u(k−1)

||22 dΩh

(5.7)

Coupling this with our proposed variational approximation of TV, equation (5.7) can be approximated again by variational approximation in weight L2 form:

(k)

R
Ωh

|| √ ∇u(k−1) ||22 dΩh ≈
∇u

R

|∇u(k) |2
Ωh |∇u(k−1) | dΩh

(5.8)
T

≈ u(k) (

(∇ϕT
(k)
i ∇ϕi )
i=1 |∇ϕi u(k−1) | )u

PN

= ||Wu(k) ||22

where:
T

||Wu(k) ||22 = u(k) WT Wu(k)
(5.9)
WT W =

(∇ϕT
i ∇ϕi )
i=1 |∇ϕi u(k−1) |

PN
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In another word, at each iteration, the proposed variational form of TV is now approximated by
a weighted L2-norm of u, with the weight matrix WT W defined as above. It is important to
note that, once a discrete mesh of the heart is constructed with the Gaussian quadrature points
established, the shape functions used for calculating WT W remain fixed and the only change
in WT W at each iteration comes from previous u. Therefore, at each iteration, computation
of the weight matrix involves only weighting N pre-stored sparse matrices - one for each Gauss
point - by a scalar |∇ϕi u| and adding them together.
For comparison, the L1-norm of the gradient field ||∇u||1 can also be approximated by weighted
L2-norm with the application of IR concept. The weight matrix DT Wd D is assembled from
[71]:

D=

Dx D y Dz

T
;



Wd = diag Ωd (k) Ωd (k) Ωd (k)

(5.10)

Ωd (k) = diag((Dx u(k) )2 + (Dy u(k) )2 + (Dz u(k) )2 )
where the dimension of matrix D is 3n × n and the dimension of Wd is 3n × 3n. It is evident
that using the discrete TV form as defined in 5.4, the IRTV will involve the computation and
storage of high-dimension weight matrices that will substantially increase the computational
coat.
Recent studies have shown that, when combined with a L1-norm regularization term, an L1norm data-fidelity shows higher robustness to measurement error as well as faster convergence
in comparison to an L2-based data-fidelity norm [35]. To have a better understanding of the
difference between an L1- and L2-norm data-fidelity term in our problem, we will consider both
IRTV-L2 and IRTV-L1 approaches in this study.
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IRTV-L2

First, we considering a common least-square data fidelity term (setting q in (5.1) equal to 2).
Combining with the approximation define in (5.7, ??), the IRTV-L2 minimization can be solved
by a set of weighted L2-minimizations:

û(k) = minu {||Hu(k) − φ||22 + λ(k) ||W̃u(k) ||22 }
(5.11)
⇒ û(k) = (HT H + λ(k) W̃T W̃)−1 HT φ

where
W̃T W̃ =

N
X
i=1

∇ϕTi ∇ϕi
|∇ϕi u(k−1) | + β

(5.12)

λ(k) is the regularization parameter used at iteration k. β is a small positive value to reduce
numerical errors when |∇ϕi u(k−1) | at the i-th Gauss point is close to zero.
In this way, by iteratively solving the L2 regularization, the local region with a small spatial
gradient (being in the denominator) will generate a large penalty in the current iteration, while a
large gradient will be promoted until the final solution exhibits a piecewise smooth pattern with
steep gradient. The convergency of the solution of IR to the minimum of objective function (5.1)
was proved in [71]. The equation 5.11 can be represent as a weight L2 form.

5.3.2

IRTV-L1

Second, we also consider the alternative of a L1-norm data fidelity term (setting q in (5.1) equal
to 1). The concept of IR can be extended to this IRTV-L1 model by replace the L1-norm datafidelity term with a sequence of weighted L2-norm, with the weight matrix at each iteration k
defined by Wf T Wf = diag(|Hu(k−1) − φ|). Again, this IRTV-L1 problem can also be solved
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as a sequence of weighted L2-minimization:

û(k) = minu {||Hu(k) − φ||11 + λ(k) ||W̃u(k) ||22 }
(5.13)
⇒ û(k) = (HT Wf T Wf H + λ(k) W̃T W̃)−1 HT Wf T Wf φ

For both IRTV-L2 and IRTV-L1, matrix inversion is calculated by Conjugate Gradient method
in this study.

5.4

Algorithm Summary

To put together, we need to resolve two further issues:
Initialization: The proposed TV method has to be initialized by a method that is able to overcome the mathematical ill-posedness using smoothness constraints. Here the 0-order Tikhonov
regularization is used for the initial solution of u(0) .
Regularization parameter: For the initialization that uses Tikhonov regularization, λ(0) is calculated by the L-curve method [73]. After initialization, the iteration as described above equations
(5.11) and (5.13) repeats until the convergence criterion, i.e., the difference between two successive gradients of solutions is smaller than a pre-defined tolerance. Unfortunately, there is
currently no established method for objectively determining regularization parameter in L1based problems, and most reports rely on an empirical and supervised procedure to select an
optimal value of λ after a large set of experiments [74, 75]. In the proposed IRTV method,
because the regularization term in the objective function changes in each iteration (as the weight
of the L2-norm penalty changes), a less supervised approach for the selection of λ(k) is needed
for a robust algorithm. Here we adopt the method proposed in [76] to automatically update the
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magnitude of λ(k) at each iteration based on the infinity norm of the matrices involved in the
data-fidelity and the regularization terms (see Algorithm 1 for the expression of λ(k) ).
A complete summary of the algorithm for IRTV is provided in Algorithm 1.
Algorithm 1 Iteratively re-weighted minimization of Total-Variation (IRTV-Lq)
u(0) = (HT H + λ(0) IT I)−1 HT φ
k=1

. Initialization u
. Initialization k

while ||T V (u(k) ) − T V (u(k−1) )||2 ≤ tol,
tol = 10−3
do
û(k) = (HT LH + λ(k) W̃T W̃)−1 HT Lφ
W̃T W̃ =

∇ϕT
i ∇ϕi
i=1 |∇ϕi u(k−1) |+β

PN

||HT LH||∞

λ(k) =
||

∇ϕT ∇ϕi
i
i=1 |∇ϕ u(k−1) |+β ||∞
i

PN

if q = 2 then,
L = I (Identity matrix);
end if

. IRTV-L2

if q = 1 then,
L = WfT Wf = diag(Hu(k−1) − φ)
end if

. IRTV-L1

k =k+1
end while

5.5

Phantom Experiments

First, we evaluate the proposed method through phantom experiments conducted on four realistic human heart and torso models. We focus on the ability of the proposed reconstruction
method to:
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1. outline the steep gradient of action potential ∇u along the border of the infarcted or
ischemic region that separates the region of necrotic/inactive and healthy/active tissue
during the ST-segment of an ECG cycle
2. reconstruct the excitation wavefront in both normal and diseased hearts so as to reveal the
underlying block (disease substrate) to the conduction path.

The accuracy of the proposed method is measured in two ways. Firstly, we define a consistency
metric (CoM) to measure the accuracy of the region of detected steep gradients equation (5.5)
by calculating the percentage of true positives in the sum of true positives, false positives, and
true negatives:
CoM =

S1 ∩ S2
S1 ∪ S2

(5.14)

where S1 represents the region of steep gradients (in terms of the number of meshfree nodes)
in the reconstructed action potentials and S2 is the region of steep gradients in the ground truth
setting. In the current study, the region of steep gradients is outlined using a threshold value
determined by mean(∇u) + 1/2 ∗ std(∇u), where mean(∇u) represents the mean of steep
gradients of action potential and std(∇u) is standard deviation of steep gradients. Secondly, we
also quantity the correlation coefficient (CC) between the true and reconstructed action potential:
Pn
CC =

[(ut )i − ūt ][(ur )i − ūr ]
||ut − ūt ||2 ||ur − ūr ||2
i

(5.15)

where the subscript ”t” refers to the ground truth, ”r” is the reconstructed action potential, and
the bar ”−” is the mean value.
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Infarct Border Reconstruction

As explained early, during the ST segment of an ECG cycle, the myocardium of healthy ventricles should all be depolarized and remaining at the plateau phase of an action potential cycle.
Therefore, a minimal spatial gradient of action potential is expected. In the heart with myocardial infarction, however, the voltage difference between the region of depolarized healthy tissue
and necrotic tissue produces a steep gradient bordering the 3D region of infarct. Because the
heterogeneity and morphology of infarct border zone has been recognized as one main substrate
for lethal ventricular arrhythmias [77], the ability to preserve this gradient in the noninvasive
reconstruction of action potential has the potential to help the pre-planning of interventional
therapies such as catheter ablation of ventricular tachycardia.
In this set of phantom experiments, action potential during the ST-segment are set at 0 for the
infarct core and 1 for the health region. Body-surface ECGs are simulated and Gaussian white
noise with a signal-noise ratio (SNR) based on the signal energy is added as inputs for transmural
reconstruction of action potential.

5.5.1.1

IRTV vs. existing quadratic-regularization

In this set of experiments, 370-lead body-surface ECG are simulated and corrupted with 20-dB
white Gaussian noise as inputs. We consider infarcts of different sizes and locations according
to 17-segment model of LV . In total, we consider 137 cases of infarcts of different locations
and with sizes ranging from 0.5% to 50% of LV. On average the IRTV takes 26 iterations to
converge.
Figure 5.3 (A) shows two examples of ground truths where the steep spatial gradients of action
potential are distributed along the border of infarcts located, respectively, at anterior (segment
13) and apical (segment 17) regions of the LV. This spatial structure of the steep gradient is
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F IGURE 5.3: (A) Two examples where the region of infarcts are located at anterior and apical
regions of the LV, respectively; (B) accuracy of COM and CC on 137 cases of infarcts with
statistical analysis. The error bar shows the standard deviation of results

well preserved in action potential reconstructed by the presented IRTV-L2 (q = 2) method.
In comparison, gradient of the action potential reconstructed by the 0-order quadratic method
is diffused and does not reveal the location or the shape of the underlying infarcts. The 1order quadratic regularization shows improved accuracy over its 0-order counterpart but the
reconstructed gradient is still blurred and loses the structure of the infarct border. Figure 5.3(B)
shows the consistency metric and correlation coefficient for results obtained on all 137 cases
by the three methods, where Wilcoxon rank test of CoM shows that the accuracy of IRTV in
outlining the steep action potential gradients is significantly higher than that of the other two
methods based on quadratic regularization.

Chapter 4. EP Imaging with Spatial Sparsity Prior

62

TABLE 5.1: The Mean and Standard Deviation of Consistency Metric (CoM) and Correlation Coefficient (CC) Between the Reconstructed and True Regions of Steep Action Potential
Gradients, with Respect to Infarct Locations and Sizes.

Segment

IRTV(p =2)
1-order
0-order

Anterior
(n=26)
CoM
0.52 ± 0.10
0.36 ± 0.07
0.24 ± 0.06

Inferior
(n=21)
CoM
0.49 ± 0.07
0.32 ± 0.07
0.24 ± 0.05

Lateral
(n=40)
CoM
0.54 ± 0.11
0.40 ± 0.10
0.29 ± 0.08

Septal
(n=29)
CoM
0.34 ± 0.09
0.27 ± 0.12
0.23 ± 0.07

Apex
(n=4)
CoM
0.61 ± 0.13
0.47 ± 0.17
0.18 ± 0.09

IRTV(p =2)
1-order
0-order

CC
0.62 ± 0.18
0.56 ± 0.17
0.37 ± 0.13

CC
0.71 ± 0.09
0.59 ± 0.13
0.39 ± 0.10

CC
0.73 ± 0.10
0.66 ± 0.11
0.38 ± 0.15

CC
0.45 ± 0.16
0.40 ± 0.17
0.32 ± 0.16

CC
0.67 ± 0.23
0.62 ± 0.29
0.28 ± 0.27

0 ∼ 5%
(n=29)
CoM
0.51 ± 0.10
0.33 ± 0.12
0.22 ± 0.07
CC
0.64 ± 0.11
0.51 ± 0.15
0.34 ± 0.10

5% ∼ 10%
(n=31)
CoM
0.47 ± 0.14
0.34 ± 0.11
0.27 ± 0.09
CC
0.61 ± 0.17
0.54 ± 0.16
0.41 ± 0.15

10% ∼ 20%
≥ 20%
Total
(n=49)
(n=28)
(n=137)
CoM
CoM
CoM
0.48 ± 0.13 0.43 ± 0.11 0.47 ± 0.13
0.35 ± 0.11 0.35 ± 0.09 0.34 ± 0.11
0.26 ± 0.07 0.26 ± 0.04 0.26 ± 0.07
CC
CC
CC
0.65 ± 0.17 0.65 ± 0.20 0.64 ± 0.18
0.61 ± 0.16 0.63 ± 0.20 0.57 ± 0.17
0.34 ± 0.17 0.34 ± 0.15 0.36 ± 0.15

Size

IRTV (p=2)
1-order
0-order
IRTV (p=2)
1-order
0-order

Table 5.1 lists the COM and CC of all results with respect to the location and size of the infarct.
Non-parametric Wilcoxon rank tests and one-way ANOVA tests are used to compare how the
results from IRTV differ, respectively, between all size groups and all location groups, except
that of apical infarct due to the small sample size. As shown, it is more difficult to correctly
capture the gradient of action potentials using IRTV when the infarct is located at the septal
region of the LV (CoM: 0.34 ± 0.09; CC: 0.45 ± 0.16) compared to the anterior region (CoM:
0.52±0.1, p < 0.01; CC: 0.62±0.18,p < 0.01), or inferior region (CoM: 0.49±0.07, p < 0.01;
CC: 0.71±0.09, p < 0.01), or lateral region (CoM: 0.54±0.11, p < 0.01; CC: 0.73±0.10, p <
0.01) of the LV (”±” interval represents the standard deviation). This is to be expected, because
the septum is most hidden from body-surface observations and is consistent with some of our
earlier observation in foci localization [78]. In comparison, there is no significant difference in
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F IGURE 5.4: Comparison study between discrete TV and variational TV: (a) CoM between
the reconstructed and true regions of steep gradient; (b) CC between the reconstructed and true
action potential; and (c) the time consumption of each iteration.

the accuracy of IRTV (ANOVA p = 0.19) in outlining the gradient along infarcts of different
sizes.

5.5.1.2

Variational TV-prior vs. discrete TV-prior

The chief motivation for the variational TV-prior, compared with L1-norm of discrete gradient
field, is to 1) maintain robustness to different resolutions of the cardiac mesh, 2) reduce the
computation cost of the regularization algorithm, and 3) simplify the calculation on an irregular
mesh of heart. Here we conduct a set of 72 studies to compare the performance of IRTV-L2 using
the proposed variational definition in (5.8) versus traditional discrete definition of TV in (5.10).
More specifically, the discrete gradient operator in discrete TV-form (5.10) is constructed from
the meshfree method. During the IR algorithm, the difference between these two TV definitions
is exhibited as the way the re-weighting matrix is calculated in each iteration: WT W as defined
in 5.8 for variational TV, versus DT Wd D in (5.10) for discrete TV.
Figure 5.4 (a, b) shows the accuracy of COM and CC of discrete TV and variational TV in
preserving the steep gradient under different mesh resolutions (3 ∼ 6 mm). As shown, variational TV delivers a more consistent accuracy among different resolutions than discrete TV,
demonstrating a higher robustness to mesh resolutions as hypothesized. Similar observation is
made in a recent study on quadratic regularization [79].
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F IGURE 5.5: Comparison of IRTV-L1 and IRTV-L2 methods at different noise levels: (a) COM
between the reconstructed and true regions of steep gradient; (b)CC between the reconstructed
and true action potential; and (c) number of iterations.

Figure 5.4 (c) shows the averaged computation cost per iteration for minimizing (5.1) using
variational TV-prior and discrete TV-prior under different mesh resolutions (total number of
iterations on average are similar). The computation time is reported using MATLAB with 2.66
GHz Intel Core 2 Duo. As the mesh resolution n increases, the discrete TV shows a substantially
increasing demand in computation time as the dimension of the directional gradient operator D
in (5.10) increases (3n × 3n). In comparison, the computation cost of variational TV remains
stable, marginally affected by the mesh resolution and substantially lower than that of discrete
TV for a dense mesh.

5.5.1.3

IRTV-L2 vs. IRTV-L1

The comparison study between IRTV-L2 and IRTV-L1 is conducted with different levels of
white Gaussian noises (6 dB, 10 dB, 15 dB, 20 dB, 25 dB, and 30 dB) added to the simulated
370-lead body-surface ECG. We test 15 cases of infarct for each noise level and a total of 90
cases for each method.
Figure 5.5 (a, b) shows the accuracy of IRTV-L1 and IRTV-L2 in preserving the steep gradient of reconstructed action potential under different noise levels. As shown, IRTV-L1 is more
robust to large measurement noises, while IRTV-L2 experiences a much faster deterioration of
accuracy as the measurement noise increases. This result is consistent with other studies that
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F IGURE 5.6: Examples of IRTV-L1 and IRTV-L2 reconstruction of (a) action potential; and
(b) steep action-potential gradient along infarct border at 25 dB noise and 10 dB noise. The
color bars indicate the value of action potential and min-max gradient change, respectively.

compared L1-regularization with L2- versus L1-based data-fidelity term [35, 36], as would be
expected because of the fundamental assumption behind a L1 data-fidelity term to handle measurement errors that are mostly small but occasionally large in space. For similar reasons, we
expect that IRTV-L2 would deliver higher accuracy in the presence of low to moderate noises,
as shown in our experimental results (Figure 5.5 (a, b)). As an example, Figure 5.6 compares
the results of IRTV-L2 and IRTV-L1 in reconstructing the spatial distribution of action potential
(a) and preserving its steep spatial gradient (b) along the border of an infarct located at anterior
LV (segment 7, size 6.8%). With 25 dB measurement noise, the spatial structure of the steep
gradient is well preserved by both IRTV-L2 and IRTV-L1, although IRTV-L2 shows a higher
consistency with the ground truth (a sharper transition from necrotic to healthy tissue). When
noise level is increased (e.g. 10 dB), the performance of IRTV-L2 drastically decreased while
IRTV-L1 is still able to preserve the structure of the infarct border with reasonable accuracy.
Figure 5.5 (c) shows the averaged convergence speed (in terms of the number of iterations taken
to convergence) of the two methods at different noise levels. As shown, IRTV-L1 takes a similar number of iterations to converge in the presence of different measurement noises, while
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IRTV-L2 takes much longer to converge as the noise level increases. As a result, with moderateto-high level of measurement noise, IRTV-L1 shows faster convergence than IRTV-L2. Nevertheless, under the same computing environment, IRTV-L1 engages slightly more computation
time (12.07 s) per iteration compared to IRTV-L2 (11.03 s). This is because, as shown in Algorithm 1 and section III.C, IRTV-L1 involves two weight matrices in computation while IRTV-L2
has only one.
Given knowledge of measurement conditions, this set of experiments provides useful guidance
on whether to use IRTV-L2 or IRTV-L1, given knowledge of measurement conditions. In the
presence of low to moderate measurement noise, IRTV-L2 is preferred because of its higher
accuracy and similar computation in comparison to IRTV-L1. In the presence of noisy measurements with high noise, IRTV-L1 should be used because of its robustness to measurement noise
in both accuracy and computation time.

5.5.2

Ischemic Regions Reconstruction

Myocardial ischemia is characterized by reduced blood supply to the heart muscle [80]. It is
a precursor to myocardial infarction studied in section IV.A. Physiologically, during induced
ischemia such as the exercise test commonly used in clinical practice [81], the spatial pattern of
action potential is similar to that of myocardial infarction: during the ST-segment of an ECG
cycle, a localized gradient of action potential would be expected along the ischemic region.
However, the magnitude of the gradient of action potential is expected to be smaller than that
along an infarcted region as: [39, 82]

u(ω, t1 ) =





20 mV ω in healthy tissue,




−80 mV ω in infarct tissue,






−20 mV ω in ischemic tissue

(5.16)
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F IGURE 5.7: Ischemia study results. Example of the action potential reconstruction of ischemia region in lateral region of heart: (a) ground truth setting; (b) the result from proposed
method.

and





−80 mV ω in healthy tissue,




u(ω, t2 ) = −80 mV ω in infarct tissue,






−70 mV ω in ischemic tissue

(5.17)

where t1 and t2 are, respectively, time instants during the plateau and resting state of the transmembrane action potential.
We carry out a set of initial studies to test the potential of IRTV in revealing the location of
ischemic regions in the heart despite the lower value of gradient compared to that of an infarct.
The location and extent of ischemic region are set in a similar manner to those of infarct as described above. The distribution of action potential values around the ischemic region is based on
equations (5.16) and (5.17). In total, we test 30 cases of ischemic regions of different locations
and sizes.
Across all 30 cases, the consistency metric obtained by IRTV-L2 versus the ground truth is
0.5416 ± 0.10 and the correlation coefficient is 0.71 ± 0.09. It shows no significant difference
(p > 0.1) from the accuracy previously obtained in infarct experiments (Figure 5.8). As an
example, Figure 5.7 compares the volumetric action potential estimated by IRTV-L2 with the
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F IGURE 5.8: The statistical analysis of ischemia study results.

F IGURE 5.9: Examples of action potential mapping to show the change of propagation wavefronts in normal heart during depolarization. Left to right: 15, 22.5, 27.5, and 32.5 ms after the
onset of ventricular activation.

ground truth, where the location of true ischemia region at lateral-basal LV (segment 5, size
4.1%) is faithfully captured by IRTV-L2 both in the reconstructed action potential and its spatial
gradient along the ischemic region.
This set of initial experiments shows the potential of IRTV-L2 to non-invasively detect the existence, location, and shape of ischemic region using only body-surface ECG data. With further
investigations, IRTV-L2 has the potential to contribute to the unresolved issues of ischemia detection and diagnosis such as the low sensitivity and inability to locate ischemic lesions using
the traditional 12-lead exercise testing [39].
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F IGURE 5.10: Examples of action potential mapping to show the change of propagation wavefronts in infarct heart during depolarization. Left to right: 15, 22.5, 27.5, and 32.5 ms after the
onset of ventricular activation. The border of an infarct region is outlined in purple.

5.5.3

Activation/Repolarization Wavefronts Reconstruction

We continue to extend IRTV to the reconstruction of action potential and its spatial gradient
(localized excitation wavefront) during myocardial depolarization and repolarization, with a
particular focus on its ability to capture disruption to electrical excitation wavefronts due to
underlying conduction obstacles such as infarcted myocardial tissue. In this set of experiments,
transmural propagation of ventricular action potential is simulated with the two-variable AlievPanfilov model [9]. Time sequences of 370-lead ECGs are simulated and corrupted with 20dB
white Gaussian noise. Selected time frames during activation or repolarization are used for
IRTV reconstructions.

5.5.3.1

Depolarization

Figure 5.9 and 5.10 show a sequence of snapshots of transmural action potential depolarization
in a normal heart when the excitation propagates from the RV to LV and in comparison to the
snapshots at the same time intervals on the same ventricles but with an infarct localized at the
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F IGURE 5.11: Change of propagation wavefronts in normal heart during . Left to right: 80,
85, 95, and 105 ms after the onset of ventricular activation.

mid-basal anterior region of the LV (labeled by purple line, size 8.5%). It is evident that the
infarct works as a structural obstacle and re-routes the excitation of spatial action potential. The
proposed IRTV-L2 captures the excitation wavefront in both normal and disrupted excitation,
successfully revealing the underlying infarct that alters the excitation sequence. In comparison,
the 0-order quadratic regularization fails to distinguish the depolarized region from the resting
region in both cases. The 1-order quadratic regularization partially captures the wavefront but
not correctly on the endocardium; in particular, the excitation wavefront (spatial gradient of
reconstructed action potential) appears to be much more diffused compared to IRTV results and
the ground truth, and it fails to accurately capture the disruption to the wavefront caused by the
infarct.

5.5.3.2

Repolarization

Figure 5.11 and 5.12 show a sequence of repolarization snapshots of the same normal and infarcted hearts where the infarct both disrupts the repolarization sequence and changes the action
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F IGURE 5.12: Change of propagation wavefronts in infarct heart during repolarization. Left to
right: 80, 85, 95, and 105 ms after the onset of ventricular activation. The border of an infarct
region is outlined in purple.

F IGURE 5.13: Change of excitation wavefronts in normal and infarcted hearts. Depolarization
stage shows the steep gradient of action potential. Repolarization stage is illustrated by action
potential (AP) map and the corresponding gradient of action potential (gradient). Purple arrow
shows the propagation direction and purple contour indicates the border of an infarct region.

potential distribution along the infarct border in a way similar to that examined in previous sections. Again, the IRTV method is able to capture both the normal and disrupted action potential
distribution, especially its spatial gradient that reveals the characteristics of the underlying infarct. In comparison, the other two quadratic-regularization methods fail to reveal the abnormal
repolarization sequence related to the location or structure of the infarct.
Figure 5.13 shows another example of action potential sequence in healthy versus infarcted
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F IGURE 5.14: Input ECG traces and the snapshot of body-surface-potential map at the time
instant selected for experiment input in case 1 (labeled by the red line on the ECG trace).

hearts where similar results can be observed. Both the spatial distribution of action potential and
its spatial gradient (wavefront) are displayed to better illustrate the ability of IRTV to faithfully
capture the change of transmural electrical excitation while the quadratic-regularization methods
fail to do so.

5.6

Human Study

Real-data experiments are performed on two post-infarction patients with MRI and body-surface
ECG data made available to this study by the 2007 PhysioNet / Computers in Cardiology Challenges [83]. Short-axis (SA) cardiac MRI of each patient contains ten slices from apex to base
of the ventricles, with 8-mm inter-slice spacing and 1.33 mm/pixel in-plane resolution.
Body-surface ECG were recorded by the Dalhousie University protocol [84, 85] at 120 prespecified torso positions plus 3 limb leads; each body-surface ECG recording (Figure ?? (a))
consists of a single QRST complex averaged from 15 s recordings sampled at 2 kHz. For
each patient, a late gadolinium-enhanced (LGE) MRI was obtained for delineating the region
of infarct. Because measurement data on cardiac electrical excitation is not available, here we
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F IGURE 5.15: Results of case 1. Spatial gradients of transmural action potential reconstructed
from IRTV-L2, IRTV-L1, and quadratic methods on one post-infarction human heart. The red
cycle represents the core of the MRI-delineated infarcts.

focus on the performance of IRTV in reconstructing the action potential and its spatial gradient
along the infarct border during the ST-segment of an ECG cycle.
Ventricular models for both patients were built from their MRI as described in [25]. A homogenous torso model of each patient was obtained by deforming the standard Dalhousie torso
model given by the 2007 PhysioNet / Computers in Cardiology Challenges to limited wholebody MR scans of each patient via host mesh customization method [22]. From each patient’s
body-surface mapping data, we select a time frame within the ST interval (for ventricular electrical activity) as input. Figure 5.14 illustrates an ECG cycle and the selected input body-surface
potential map at 573 ms for case 1. Gold standards of infarct quantification were obtained from
LGE MRI by cardiologists blinded to this study. Unlike phantom experiments, the gold standards and existing results quantify the location and size of the infarct according to the standard
AHA 17-segment model of LV, revealing core regions of the infarct as labelled by the red cycle
in Figure 5.15 and 5.16 and Table 5.2. In order to compare with the gold standard, we also quantify the infarct region according to AHA 17-segment using segment overlap (SO) that measures
the percentage of correctly identified segments [22], SO = Segr

T

Segt /Segr , where Segr

refers to the segments of reconstruction and Segt refers to the segments defined in ground truth.
The patient of case 1 has a single infarct with its core located at middle septal-inferior LV
(segment 9 and segment 10). As shown in Figure 5.15, spatial distribution of action potential
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F IGURE 5.16: Results of case 2. Spatial gradients of transmural action potential reconstructed
from IRTV-L2, IRTV-L1, and quadratic methods on another post-infarction human heart. The
red cycles represent the core of the MRI-delineated infarcts.
TABLE 5.2: Infarct Quantification Results from IRTV-L2 Compared with Provided Gold Standard Which Quantifies the Location of Infarct According to the AHA 17-segment Model of
LV

Case 1
Case 2

Center (CE)

Location

Segment overlap (SO)

Gold standard

10/11

3,4,5,9,10,11,12,15,16

NA

IRTV-L2

10/15

3,8,9,10,11,12,14,15,17

66.7%

Gold standard

15

1,9,10,11,15,17

NA

IRTV-L2

15

1,7,9,10,11,15,17

75.0%

reconstructed by IRTV-L2 exhibits a steep gradient that is localized and distributed along the
MRI-delineated infarct core. A similar result is found with IRTV-L1. In comparison, the action
potentials reconstructed from either of the other two quadratic methods do not provide any
physiologically meaningful information regarding the existence, location, or structure of the
infarct.
The patient of case 2 has two separated regions of infarct (Figure 5.16), one at basal-anterior
LV (segment 1) and the other at apical-inferior LV (segment 15). Previous attempts to resolve
these two separate infarct regions have failed [22, 86–88]. As shown in Figure 5.16, spatial gradients of action potential reconstructed by IRTV-L2 are correctly localized around both infarcts,
revealing the location and extent of both infarct cores. IRTV-L1, in comparison, partially misses
the localization of one infarcted region. Perhaps this is because that the 120-lead data did not
have high measurement noise and thus the assumption behind IRTV-L1 does not hold as shown
in section IV.A.3. The 0-order quadratic method only reveals certain information in the inferior
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F IGURE 5.17: Comparison of the accuracy of IRTV in preserving the steep gradient based on
two different initialization methods (0-order Tikhonov regularization and weighted minimum
norm) for randomly selected data sets. Wilcoxon rank test shows there is no significantly
difference between these two sets of results.

ventricular wall (right) without revealing any physiologically meaningful structure along the infarct, and it loses all the information in the anterior wall (left). 1-order quadratic method fails
to detect the infarct regions under all possible parameters using the cvx software mentioned in
[38, 89]. These observations in real-data study are consistent with the findings in our phantom
experiments.
Table 5.2 lists quantification comparison with the gold standard. As shown, the ischemic centers
are correctly identified in both patients and the accuracy is comparable to the best result available
[22, 87, 88]. In particular, in case 2 our method shows much higher accuracy in localizing the
two separated ischemic regions with segment overlap SO = 75.0%, while the best available SO
reported in the literature was 33.33%.

Chapter 4. EP Imaging with Spatial Sparsity Prior

5.7

5.7.1

76

Discussion

Initialization

The use of sparsity-based TV-minimization in the proposed method of IRTV focuses on overcoming the physical ill-posedness of this problem. Therefore, a proper initialization is needed
to first overcome the mathematical ill-possedness, based on the best available low-resolution
estimate of the sparse solution. In the current study, we use a simple 0-order Tikhonov regularization as initialization for IRTV. Our experiments show that smoothness-enforcing regularization methods (such as different orders of Tikhonov regularization) are in general suitable
choices for IRTV initialization. For example, Figure 5.17 shows a randomly selected data set of
28 quantitative analysis of IRTV results based on two different initialization methods: 0-order
Tikhonov regularization versus weighted minimum norm[37]. The Wilcoxon rank test shows
that the accuracies of IRTV have no significant difference (p > 0.3) when initialized by these
two different methods. From our experience and experimental studies, we conclude that the final
results of IRTV will not be significantly affected as long as the initialization methods satisfy the
following requirements: 1) the results should be ”blurred” with the smoothness assumption that
overcomes the mathematical ill-posedness; 2) all the entries in the results should be nonzero so
that potentially important components are not lost before being pruned by the sparsity-enforcing
IRTV.

5.7.2

Parameter Selection

One of the critical factors in the proposed IRTV is the regularization parameter λ, an improper
high or low value of which will lead to a neglect of either the data fidelity or the TV-prior during
the optimization. Unlike the quadratic regularization where it is established that the value of λ
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could be determined by methods such as L-curve, there is not yet any established method for
objective and optimal selection of a regularization parameter for L1-norm regularization. Consequently, most existing methods rely on an empirical procedure through a substantial amount
of supervision to select an suboptimal value of λ after a large set of experiments [74, 75]. This
trial-and-error procedure is not suitable for the proposed iterative re-weighted methods because
the optimal regularization parameter λ(k) is expected to change at each iteration k due to the
change of the weight in the prior weighted L2-norm. Therefore, we adopt a more robust and
objective method that sets the magnitude of λ based on the infinity norm of the data-fidelity
and TV terms to roughly balance their relative importance in the regularization. This parameter selection method also can reduce the method’s sensitivity to the value of the regularization
parameter λ, which makes IRTV more stable.
The other parameter β in equation (5.11) is a control parameter to avoid numerical difficulty as
|∇ϕi u(k−1) | approaches 0 in the denominator of equation (5.11). The common practice is to set
a smaller value of 10−7 for β.

5.7.3

Infarction or Ischemia Setting

Physiologically, during the plateau and resting state, the value of transmembrane action potential
in the healthy versus ischemic tissue can be expressed in equation (5.16, 5.17). This setting has
been commonly used in existing simulation studies on the detection of ischemic or infarcted
regions [39]. Here we tested the proposed IRTV in ischemic / infarction detection based on this
physiological setting versus the simplified setting where the action potential value is normalized
within 0 ∼ 1 from the physiological range of a −80 ∼ 20 mV . Figure 5.18 shows the results of
IRTV on these two settings from 25 randomly selected data sets. As shown, changing between
these two experimental settings does not cause significant difference (p > 0.2) in the accuracy

Chapter 4. EP Imaging with Spatial Sparsity Prior

78

F IGURE 5.18: Comparison of the accuracy of IRTV in preserving the steep gradient based
on two different experiment action potential setting (physiological setting and simplified 0 ∼
1 setting) for randomly selected data sets. Wilcoxon rank test shows there is no significant
difference between two settings.

of the gradient of reconstructed action potential in terms of its consistency measure with ground
truth. However, the simplified setting with a 0 ∼ 1 instead of −80 ∼ 20 range significantly
reduces the computational time of IRTV (27 vs. 89 iterations on average). Considering the slight
influence on IRTV accuracy and the substantial difference of computation time between the two
experimental settings, the large set of simulation studies in this paper is mostly conducted on
the simplified setting without loss of physiological plausibility.

5.8

Conclusion

This chapter presents a approach to transmural electrophysiological imaging based on the introduction of spatial TV-prior. This approach is physiologically motivated by the unique spatial
property of transmural action potential that is piecewise smooth with sharp boundaries in between. It is also closely tied to the boundary separating ischemic and non-ischemic regions,
which is one of the most important regions in the genesis of lethal arrhythmia. Through a large
set of simulation studies as well as two initial clinical studies on post-infarction human subjects,
we demonstrate the superiority of the proposed method over existing quadratic methods in revealing the location and shape of the underlying substrates for cardiac arrhythmia. In this study,
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IRTV is carried out at each separate time interval without considering any temporal constraints
on the electrical excitation; our initial experiments (section 5.5.3) show that it is able to reflect
the temporal trace of electrical excitation in this manner. Nevertheless, temporal trace of action
potential also contains rich physiological information that should be incorporated into the inverse problem. The next immediate step of our future work is to integrate the spatial TV-prior
with temporal knowledge of action potential dynamics [90] to improve the accuracy and temporal consistency of the proposed method. In addition, the present method shows lower accuracy
of infarction detection when the infarct region along septal area (Table 5.1). We still need to
investigate this issues in further study.

Chapter 6

Variational Bayesian 3D
Electrophysiological Imaging of
Myocardial Infarction With a
Tranmsural Total-Variation Prior

In last chapter, we discuss using total-variation prior in electrophysiological imaging to preserver the shape gradient of action potential, which can use to detect 3D infarct region. But
the 3D infarct detection problem remains challenging especially for septal infarcts that are most
hidden from body-surface electrodes. In this chapter, we present a variational Bayesian framework for electrophysiological imaging of 3D infarct with a total-variation prior. The central
motivation of this approach is that to examine both the mode and variation of the solution, the
posterior distribution of intramural action potential and all regularization parameters (hyperparameters) are estimated from body-surface data by minimizing the Kullback-Leibler divergence.
Because of the uncertainty introduced in the prior model, the uncertainty of the solution plays as
80
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important a role as the point estimate in order to reliably interpret the reconstruction results. In a
set of phantom and real-data experiments, it was shown that the region of low confidence helps
to eliminate false-positives and to accurately identify infarcts of various locations (including
septum) and distributions.

6.1

Introduction

Myocardial infarction, if left untended, can create the most common setting for sustained ventricular tachycardia that cause 400,000 out-of-hospital sudden cardiac death each year in the
United States [91, 92]. In clinical routine, myocardial infarct can be detected by a variety
of non-invasive and invasive methods, including standard 12-lead electrocardiograms (ECG)
[93, 94] and delayed enhancement magnetic resonance imaging(DCE-MRI). [95] But it is difficult to obtain detailed information on the extent and location of the damaged myocardium from
the standard ECG. DCE-MRI is one of the most frequently used modalities for determining the
presence, location, and extent of myocardial infarction, but it does not provide the associated
functional data and arrhythmia dynamics. In addition, when the myocardial infarction is associated with arrhythmia, invasive catheter mapping assembles the 3D map point by point for the
assessment of myocardial infarction [96], and is limited in spatial resolution without depth.
Therefore, many efforts have been devoted to the development of an ECG-driven electrical
imaging modality–electrophysiological (EP) imaging. This EP inverse problem is inherently
ill-posed for two reasons: 1) the number of ECG data is limited and, more importantly, 2)
the Helmholtz’s equivalent double-layer principle of electromagnetic field [15] determines that
multiple solutions in 3D intramural space can fit the same ECG data. In order to address the illposedness issue, equivalent source models are used in current EP study can be generally divided
into two categories:
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1. surface-based source models in forms of epicardial and/or endocardial potnetial [35, 97–
99], or activation time of the ventricular surface [29, 100],
2. volumetric source models in forms of intramural action potential [22, 39, 42, 101], or
current density/activation front throughout the myocardial wall[102].

Among these works, there are three types of priors/assumptions implicated on different properties of source models. The most common approaches involve variants of deterministic regularization methods to enforce the spatial and/or temporal smoothness of the solution, [39, 97].
Another major type of approaches introduces a dynamic, 3D excitation model of electrophysiology to constrain the inverse reconstruction problem [22, 103]. Most recently, the total-variation
(TV) prior emerges as an appealing prior for infarct detection because of the sharp boundary of
action potential between ischemic and non-ischemic regions. Several deterministic strategies for
incorporating a TV prior have been independently proposed for reconstructing infarct regions
on the heart surface [35] or into the 3D myocardium [42, 101].
Despite these developments, noninvasive reconstruction of 3D infarct regions remains a challenging problem as reported in literature [35, 42, 101]. In particular, it was shown that the
identification of septal infarcts, which are hidden from body-surface elecrodes behinds ventricular free walls, often tends to be associated with false positives on those free walls. Here we
present an approach to overcome such challenges by examining the uncertainty of the solution.
Our rationale is that, while prior model are needed to reduce the ill-posedness of the problem,
they also introduce inherent uncertainties that due to potential model errors and model-data mismatch. This uncertainty together with data errors can be expected to be propagated to the inverse
solution and, as a result, the uncertainty of the inverse solution should be analyzed along with
its point estimate in order to properly interpret the results.
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Therefore, we formulate a probabilistic approach to obtaining the posterior distribution of 3D
intramural action potential from given ECG data. A probabilistic version of the TV prior is used
because of its demonstrated superiority in outlining the boundary of an infarct [41, 42]. The
posterior distribution is obtained by the variational Bayesian (VB) method [104] over samplingbased Markov chain Monte Carlo (MCMC) method for two reasons: 1) computational cost of
MCMC is high-dimensional space; and 2) it was shown that the TV prior will lose its sparsity
during the general sampling method [105]. With the VB method, we will approximate the potserior distribution with its mean and covariance. To alleviate the challenge of finding optimal
regularization parameters, we will use a flexible hierarchical structure to automatically infer the
hyperparameters that allows the automatic inference of hyperparameters controlling the prior
and likelihood density functions (i.e., contribution of data-fitting and regularizatoin terms). To
overcome the challenge caused by the non-Gaussian TV prior, we adopt we adopt the majorization minimization method [106] to approximate the TV prior with a sequence of Gaussian distributions representing its lower bounds. The posterior distribution incorporating the TV prior is
obtained by minimizing a sequence of upper-bounding functionals of the Kullback-Leibler (KL)
divergence [104]. Both the posterior mean and covariance of the solution are used to outline the
location and shape of 3D infarct regions.
To evaluate the presented method in identifying 3D infarct regions, two sets of synthetic and realdate experiments are conducted. First, a comparison study involving 10 phantom experiments
is done between general MCMC method and proposed VB method in intramural infarct region
reconstruction. The results show that the VB method can preserve higher accuracy of sparity
pattern and computational efficiency than general MCMC method. Furthermore, a large set of
phantom experiments is conduct on infarct tissues of different sizes and locations within the
left ventricle (LV). The robustness of the method to the initial values of different regularization
parameters is then verified in a set of phantom experiments with different levels of measurement
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noises. Finally, real-data experiments are performed on 6 post-infarction patients for four of
the patients, DE-MRI is used as the reference for infarct evaluation; the other 2 patients underwent catheter ablation of ventricular tachycardia due to prior infarction, and the invasive voltage
mapping data of the infarct substrate is used as reference data. All these experiments verify that,
by combining both the posterior mean and uncertainty of the solution, the presented method is
able to provide a more precise assessment of 3D ischemic regions in comparison to two existing deterministic regularization methods [41, 42]. Its ability to provide additional knowledge
about the confidence of the reconstruction is also important in clinical use, allowing physicians
to make informed clinical decisions knowing how much confidence they can place on different
regions of the 3D reconstruction.

6.2

6.2.1

Hierarchical Bayesian Modeling

Observation model

The relationship between cardiac action potential and body-surface voltage data can be described by a quasi-static simplification of Maxwell’s equations [15]. Solving these equations
with proper numerical methods, such as the combination of boundary-surface element and volumetric meshfree method [22], a biophysical model can be derived on subject-specific heart-torso
models [22, 42]:
Φ = Hu + η

(6.1)

where Φ is the voltage data sensed on the body surface and u the transmural action potential.
The transfer matrix H is specific to each individual’s torso anatomy and is typically considered
time-invariant, neglecting the effect from cardiac motion due the difficulty to obtain such data
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in synchrony with high-density surface ECG data. Assuming the measurement noise η be zeromean, independent and identically distribution (i.i.d.) Gaussian variables, we have the likelihood
model:
β
p(Φ|u, β) ∼ N (Φ | Hu, β −1 In ) = β n/2 exp[− kΦ − Huk2 ]
2

(6.2)

where n represents the number of leads on the body surface and β represents the precision
(inverse variance) of the measurement noise.

6.2.2

Spatial prior model

The spatial pattern of u contains strongly localized gradient between active and inactive regions.
Particularly for a heart with chronic infarct scar, during the ST-segment of an ECG cycle, the
gradient of u would be distributed along the boundary of the ischemic region separating viable
and ischemic tissue. In this study, this a priori knowledge is incorporate via a TV prior [107,
108]:
p(u|α) ∝

1
exp[−αTV(u)]
Z(α)

(6.3)

where α is the precision of the TV prior and controls the strength of the prior. TV(u) was the
total-variation formulation of a spatial signal proposed in our prevous work [101]. It approximates the of the continuous TV from defined by a numerical integration using N (at the order
of 105 ) Gaussian quadrature points on the discrete mesh of the heart:

∇u = ϕi u

Z
TV(u) ≈

|∇u|dΩh ≈
Ωh

ΣN
i=1

(6.4)

q
uT ∇ϕTi ∇ϕi u

(6.5)

Where, ∇u on each Gauss point is approximated by a linear combination of its neighboring
nodal points in the discrete field u based on the shape function ϕi . This variational definition
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was shown in our previous work [101] to be robust to the resolution and distribution of the
unstructured grid of u for the complex cardiac mesh [101]. Z(α) in equation (6.3) is the partition
function:
Z
Z(α) =

exp(−αTV(u))du

(6.6)

which cannot be calculated analytically but can be approximated through:

Z Z Z
exp(−α

q
8π
g12 + g22 + g32 )dg1 dg2 dg3 = 2
α

(6.7)

In other words, TV prior in (6.3) can be rewritten as:

p(u|α) = cα

γm

exp(−αTV(u)) = cα

γm

exp[−αΣN
i=1

q
uT ∇ϕTi ∇ϕi u]

(6.8)

where c is constant, m is the dimension of u, and parameter γ = 2 assuming the gradient at
each Gauss point to be independent.

6.2.3

Hyperparameter prior model

Parameters α and β affect the performance of the Bayesian inference in a way similar to regularization parameters in deterministic regularization, controlling the relative contributions of
the prior model and the data-fitting accuracy. To reduce the reliance on these parameters, we
assume α and β to be unknown hyperparameters with Gamma distributions, because the gamma
distribution is the conjugate prior for the precision of a Gaussian distribution [106].
In specific, hyperparameter β representing the noise precision of ECG data is defined as:

p(β) = Γ(β|a0β , b0β )

a0β = n,

b0β =

2
tr(ΦT Φ)

(6.9)
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F IGURE 6.1: Graphical model showing the hierarchical Bayesian structure.

where the initial parameters are defined base on the measurement data.
For the precision parameter α, that controls the strengths of the prior.

p(α) = Γ(α|a0α , b0α )

6.2.4

a0α = m,

b0α =

1
m

(6.10)

Hierarchial Bayesian modeling

By combining all probabilistic models described above, we obtain the joint density function of
all unknown and observed quantities:

p(Θ, Φ) = p(Φ|u, β)p(u|α)p(α)p(β)

(6.11)

where Θ = {α, β, u} is the set of all unknowns. The dependencies in this hierarchical probability model are graphically illustrated in Figure 7.2 using a directed acyclic graph. As shown,
this hierarchical model provides a general and flexible structure to accommodate even more
probabilistic models and their hyperparameters, such as a temporal prior derived from dynamic
excitation models, or observation model from other data modalities. Therefore, the structure
outlined in this paper provides a flexible foundation that can be generalized to integrate both
multiple priors and multi-modal data in the future.
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Bayesian Inference and Variational Approximation

In general, the Bayesian solution to an inference problem is given by the a posterior probability
distribution over the parameter space. To calculate the posterior distribution using Bayes’ Rule
[109]:
p(Θ|Φ) =

p(α, β, u, Φ)
p(Φ)

(6.12)

which involves an intractable integral

Z Z Z
p(Φ) =

p(α, β, u, Φ)dudαdβ

(6.13)

So in order to get the posterior distribution, there are numerical integration or analytic approximation techniques, such as maximum a posteriori estimation (MAP)[110] and Variation
Bayesian (VB), and the sampling based methods, such as Markov chain Monte Carlo (MCMC)
sampling methods [111].

6.3.1

MCMC Sampling Method

MCMC method estimates a distribution by simulating a stochastic process in which future states
are independent of past states given the present state. MCMC techniques are often applied to
solve integration and optimisation problems in large dimensional spaces, and also play also
plays a fundamental role in the simulation of physical systems. However, standard sampling
techniques in Bayesian inference is failed with sparsity prior problem [105, 112], so this problem
is still challenging and active in MCMC method research area. From the literature, there are
two ways to address this issue: one is to propose different sampling method/ modify existing
sampling method, e.g. a new implementation of a single component Gibbs MCMC sampler to
improve the efficiency for spare prior in Bayesian inference [105, 113]; the other is to modify
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the sparse priors, e.g. modification of the standard TV prior proposed for discretization invariant
edge-preserving reconstruction [114].
We test modify TV idea with slice sampling in Section 4.2. Slice sampling generates samples of
a random variable by uniformly sampling from under the curve of its density function. Unlike
Gibbs sampling [55] that requires conditional distributions of unknown random variables, or
Metropolis-Hastings scheme [56] that requires an accurate selection of the proposal distribution
for an efficient random walk, slice sampling enables us to directly sample the joint posterior
distribution with minimum tuning required. The idea to modify TV is to add the exception on
the TV term which impose the sparsity property, the detail of the algorithm in [114].

6.3.2

Variational Bayesian

In order to obtain the posterior distribution of the solution while overcoming the challenge of
high computation and sparsity priors, we propose an approximation inference approached based
on variational Bayes. Here, we adopt the VB methods to approximate p(Θ|Φ) by a simpler
tractable posterior distribution q(Θ) that can be found by minimizing the KL divergence:

CKL (q(Θ)kp(Θ|Φ))=

R

q(Θ)
)dΘ
q(Θ) log( p(Θ|Φ)

=

R

q(Θ)
q(Θ) log( p(Θ,Φ)
)dΘ

(6.14)
+ const

The KL-divergence is always nonnegative and equal to zero only if q(Θ) = p(Θ|Φ). To obtain a tractable approximation, the mean filed approximation [104] is used so that: q(Θ) =
q(u)q(α)q(β). Based on standard VB analysis [104], for each variable the distribution that
minimization (7.11) is given by:

q(Θi ) ∝ exp(EΘ\Θi [ln p(Θ, Φ)])

(6.15)
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where EΘ\Θi [·] denotes the expectation with respect to all variables except the variable of interest Θi .
Unfortunately, the use of TV prior (7.7) prevents us from finding an analytical form of q(Θ)
using (7.12). Alternatively, an auxiliary N -dimensional vector v ∈ (R+ )N and define the
following function F(α, u, v):

N

F(α, u, v) = cαγm exp(−

α X uT ∇ϕTi ∇ϕi u + vi
)
√
2
vi

(6.16)

i

Comparing to the original TV prior (7.7) based on the geometric-arithmetic mean inequality
√

cd ≤

c+d
2

⇒

√

c ≤

c+d
√
2 d

for c ≥ 0 and d ≥ 0 (c = uT ∇ϕTi ∇ϕi u, d = vi ), we obtain:

p(u|α) ≥ F(α, u, v). Accordingly, a lower bound of the joint distribution can be defined:

F(Θ, v, Φ) = p(Φ|u, β)F(α, u, v)p(α)p(β) ≤ p(Θ, Φ)

(6.17)

which allows us to derive an upper bound of the KL divergence in (7.11):

K̃(q(Θ), v)=

R

q(Θ)
)dΘ ≥ K(q(Θ))
q(Θ) log( F(Θ,v,Φ)

=

R

q(Θ)
)dΘ
q(Θ) log( p(Θ,Φ)

(6.18)

This allows us recursively minimizing a sequence of upper-bounding functional of the KL divergence in the form of equation (7.7):at each iteration, the posterior distributions of interest are
now given by
q̂(Θi ) = const × exp(EΘ\Θi [ln F(Θ, v, Φ)])

(6.19)

where
Z
EΘ\Θi [ln F(Θ, v, Φ)] =

ln F(Θ, v, Φ)q(Θi )dΘi

(6.20)

Because the distribution q(u) is Gaussian and the hyperparameter q(α) and q(β) are gamma,
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their posterior forms can be analytically calculated. It was proven that the solutions of these
iterations will converge toward the the true posterior distribution [104].
Algorithm 2 VB method for EP imaging (VB-TV)
Given the initial of v1 , q1 (α) (a0α = m,b0α =
and q1 (β) (a0β = n, b0β = tr(ΦnT Φ )

1
m)

k = 2, ... until kE k (u) − E k−1 (u)k2 /kE k−1 (u)k < 10−5 :
qk (u) ∼ N (u|Ek (u), Covk (u))
– Covk (u) = (Ek−1 (β)HT H + Ek−1 (α)Wk−1 (v))−1 ;
– Ek (u) = Covk (u)Ek−1 (β)HT Φ;
q
k−1
N
T
– W
(v) = Σi=1 (∇ϕi ∇ϕi )/( vik−1 )
qk (α) ∼ Γ(α|akα ; bkα )
q
0 −1
k
– akα = γm + a0α ; (bkα )−1 = ΣN
i=1 vi + (bα )
q
0 −1 0
k
– (bkα )−1 = ΣN
i=1 vi + (bα ) , bα = 1/m,
qk (β) ∼ Γ(β|akβ , bkβ )
– akβ = n/2 + a0β ,
– (bkβ )−1 = 12 (kΦ − Huk k2 + tr(Covk (u)HT H)) + (b0β )−1
T

vik = tr[∇ϕTi ∇ϕi Covk (u)] + Ek (u) ∇ϕTi ∇ϕi Ek (u)

The complete algorithm is outlined in Algorithm 1. To initialize, we randomly initialize u1
T

and uses it to calculate vi1 = u1 ∇ϕTi ∇ϕi u1 . An iterative procedure is then used to minimize
and monotonically decrease the upper bounds of the KL-divergence until convergence. At each
iteration, we alternate through and update the distribution for each node of the graphical model
(Figure 7.2) according to equation (6.19). In specific, we first obtain both the mean and covariance for the posterior distribution of u, which will prove to be important in interpreting the
reconstruction result. Distributions of q(α) and q(β) are then updated, which are expected to reduce the reliance of the proposed algorithm on regularization parameters. Finally, we minimize
the functional K̃(q(Θ), v) with respect to v with the other variables kept at their newly updated
distributions:
N
X
√
v = arg min
(E[uT ∇ϕTi ∇ϕi u] + vi )/ vi
v

i=1

(6.21)
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TABLE 6.1: Heart and Torso Model with Different Nodes Represented

Mesh
model 1
model 2
model 3
model 4
model 5

Heart surface
nodes
540
409
305
517
490

Heart meshfree
nodes
1373
1239
1230
1721
2144

Torso surface
nodes
370
370
370
370
120

Since (6.21) is a linear combination of N-functions where the i-th function is convex with respect
to vi , the minimizer is found by calculating the derivative with respect to vi and setting it to 0. As
shown in equation (6.21) the auxiliary vector v is related to both the gradient and the uncertainty
of u.

6.4

6.4.1

Phantom Experiments and Results

Experiment setting

In this section we evaluate the presented variational Bayesian TV method using phantom experiments. Our simulation study were conducted on five different realistic human heart-torso
models. The geometrical models for the ventricles and the torso were represented by surface
meshes with meshfree nodes throughout the myocardial layer, derived from CT/MRI scans Figure 2. Table 1 summarizes the number of nodes used in the ventricular and torso models. The
3D fiber structure of the myocardium was obtained by mapping an ex-vivo ventricular fibrous
model [19] to patient-specific ventricular geometry [22].
The accuracy of reconstructed results were measured by two quantitative metrics. First, correlation coefficient (CC) was used to measure the similarity between the reconstructed and simulated
action potentials:
Pn
CC =

i [(ut )i − ūt ][(ur )i − ūr ]
||ut − ūt ||2 ||ur − ūr ||2

(6.22)
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F IGURE 6.2: Examples of 3D ischemic regions reconstruction using MCMC method and VBTV method

where the subscript ”t” refers to the simulated ground truth, ”r” refers to the reconstruction,
and the bar ”−” refers to the mean value. Second, thedice coefficient was used to measure the
overlap between the reconstructed (R1 ) and true (R2 ) infarcted regions.

DC =

R1 ∩ R2
R1 ∪ R2

(6.23)

The threshold used to delineate infarcted region based on action potential is automatically calculated from the mean (mean(u)) and standard deviation (std(u)) of the reconstructed action
potential: mean(u) − 21 std(u).
For this set of phantom experiments, action potentials during the ST-segment were set to be 0
(low voltage) for the core of infarct region, and 1 for the healthy region. 120-lead body-surface
ECG are simulated and corrupted with 20-dB (SNR) Gaussian noise as inputs for reconstruction
of transmural action potential and infarct assessment.

6.4.2

MCMC method vs. VB method

We first compare the presented VB method to the exact posterior distribution obtained from slice
sampling method described in section 3.1 on 10 cases. For each experiment, slice sampling was
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F IGURE 6.3: Time cost of MCMC with mdified TV method and VB-TV method

F IGURE 6.4: CC of MCMC with modified TV method and VB-TV method

run with with 4 chains and 40000 samples for each chain. The convergence of slice sampling
chains was verified by Gelman and Rubin diagnostic [115].
Figure (6.2) shows an example in epicardial (top row) and endocardial (bottom row) views,
where the true infarct region located at the basal-lateral region of the LV (shown in red). The
reconstruction of MCMC method with the standard TV prior was diffuse and only managed
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to reconstruct the low action potential on the epicardial layer and without revealing the infarction location at the endocardium (Figure 6.2(2)), while The infarct region is successfully
reconstructed intransurally by VB-TV method (Figure 6.2(3)). This is consistent with literature
findings that, with standard MCMC method, it is difficult for the posterior mean to preserve a
sparse pattern despite a sparsity prior can lost sparsity pattern using MCMC method in highdimension system.[105]. And this relatively unsatisfactory performance of the MCMC results
was obtained after the convergence of the chain involving > 104 seconds.
The slice sampling results with the modified TV term, as proposed in [114] to overcome the
challenge of the lost sparsity in posterior mean, indeed improved the solution: as shown in
Figure 6.2(4), the low voltage infarct region was correctly captured to be the infarct region in
myocaridal layer of lateral region with a little extension to the inferior. This gain of performance, nevertheless, was achieved at a further increase of computational time ( > 204 seconds).
The statistical analysis was conducted on correlation coefficient (CC) and computational time.
The computational time is reported using MATLAB with 2.9 GHz Intel Core i5 and 32G DDR3
memory. As shown in Figure 6.3, there was no signification difference (p > 0.1) between the
posterior mean delivered by the presented VB-TV method and the MCMC method with a modified TV form to preserve the sparsity. But the time cost of the MCMC method, with a modified
TV prior, is almost 60 times more than VB-TV method (Figure 6.3). These experiments verified
that the VB approximation was able to provide accurate inference of the posterior distribution
without incurring infeasible computation.
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F IGURE 6.5: Examples of 3D infarct regions reconstruction. (a) reconstructed action potential
map of all three methods; (b) variation map of reconstruct result from VB-TV.
TABLE 6.2: Dice coefficient and correlation coefficient between the reconstructed and true
infarct regions, with respect to infarcts locations.

Methods

VB-TV

TVR

1-Tik

DC

V-DC

CC

DC

CC

DC

CC

Anterior (18)

0.48 ± 0.13

0.50 ± 0.12

0.61

0.49 ± 0.14

0.61

0.35 ± 0.07

0.56

Inferior (18)

0.57 ± 0.12

0.60 ± 0.11

0.70

0.45 ± 0.18

0.69

0.32 ± 0.11

0.59

Lateral (36)

0.65 ± 0.09

0.67 ± 0.09

0.75

0.62 ± 0.11

0.75

0.42 ± 0.08

0.60

Septal (26)

0.24 ± 0.07

0.41 ± 0.08

0.26

0.24 ± 0.11

0.28

0.26 ± 0.08

0.28

Apex (3)

0.59 ± 0.13

0.60 ± 0.10

0.62

0.50 ± 0.18

0.60

0.46 ± 0.16

0.58

6.4.3

VB-TV vs.deterministic regularized

To verify our hypothesis that uncertainty of the inverse solution can improve the accuracy of
infarct assessment, we compare the presented VB-TV method with two other existing deterministic regularization methods to identify the infarct from transmural action potential. The first
method is the first-order tikhonov regularization method[42]. The second method is an iterative
method with TV regularization [41]previously described by our group. In all three methods, the
first derivative of action potential (δu ) is defined in a variational form similar to equation (5).
In total, we tested 116 cases of infarcts of different locations and size (0.5% to 50% )of LV. All
parameters in VB-TV were estimated from measurement data and, on average, the algorithm
took 10 iterations to converge. For a rigorous comparison, regularization parameters of other
two methods were use empirically defined sub-optimal values. (Add detail of parameters setting)
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Figure 6.5 shows two examples where true infarct regions are set at the anterior (top) and the
mid-cavity septal area (bottom) of the LV, respectively. For the non-septal infarct, all three
methods successfully detected the infarct region around anterior LV. Reconstruction from the 1Tik method showed overly-diffused boundary along the infarct region compared to the other two
methods. Compared with the ground truth, infarct region in our results extended slightly towards
right ventricular (RV); note that, interestingly, this region of false positive was associated with
high variance in its posterior solution (Figure 6.5(b)). For the septal infarct (bottom), point
estimates of all three methods (including the posterior mean of the presented VB-TV) produced a
large area of false low-voltage extended to the RV and basal-septal of the LV. While there would
be no evidence to discriminate these ”false” low-voltage point estimates from the ”true” ones in
the two deterministic methods, it was evident that in the VB-TV method the posterior variance
of the former region (RV and basal-septal of the LV ) was higher than the latter (mid-LV).
Similar observations were made throughout all tested cases, demonstrating that the posterior
variance provides important information regarding the uncertainty of the value of the estimated
action potential. Therefore, the delineation of low-voltage infarct regions should depend on
not only the estimated posterior mean of the action potential values (low mean), but also their
uncertainties (low uncertainty).
To do so, a second threshold is defined. Table 2 lists the infarct delineation accuracy using
both the mean and uncertainty( V-DC calculated based on this joint mean-variance threshold).
DC is calculated without uncetatinty, it means only the posterior mean of the VB-TV and the
point estimates of the other two methods. By using only the posterior mean to delineate the
low-voltage region as the infarct (as listed in Table 2), the accuracy of VB-TV was similar to
that of the TVR p > 0.01), both significantly better than the first-order Tikhonov method (p <
0.001) consistent to that previously reporeted in [41] It is noteworthy that all methods showed
substantial decrease of accuracy in detecting septal infarcts (Table 2).By further combining the
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F IGURE 6.6: Comparison of three methods at different noise levels. (a) CC of reconstruct 3D
ischemic regions; (b) one example of the change in β values in different noise setting.

local variance of u , the accuracy of identification of infact significantly improved as verified by
paired-t test (p < 0.0001).

6.4.4

Imaging with different measurement noises

In order to validate the robustness of the presented method, this set of experiment is conducted
with different levels of white Gaussian noises (6 ∼ 40 dB) added to the simulated body-surface
ECG. We test 12 cases of non-septal infarcts for each noise level and totally 60 cases for each
method. The same parameter settings are used across all levels of measurement noises. Figure
6.6 (a) shows CC for three methods. As shown, VB-TV is more robust to all noises, while
TVR is only accurate in the presence of low to moderate noises. 1-Tik is the most sensitive to
the noise change. This result is consistent with our assumption: the presented VB-TV method
automatically estimate the parameter form data so it can find the optimal parameters under
different levels of noise. For example, Figure 6.6(b) shows one example where the parameter β
is automatically updated updated to adapt to different noise levels while initialized with similar
values.
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Human study

Real data experiments were conducted on two different groups of in-total six post-infarction
patients. Patients #1 − #4 presented with chronic myocardial infarction (¿ 6 months after the
acute MI) when they underwent clinical cardiac MRI for 3D infarct enhancement Glasgow Western Infirmary. These data were shared through PhysioNet as a part of the 2007 Computing in
Cardiology Challenge. For each patient, a late gadolinium-enhanced (LGE) MRI was obtained
for delineating the region of infarct. Patient #5 − #6 were recruited from those undergoing
catheter ablation of ventricular tachycardia due to prior infarction. In the second set of patients,
each patient was under multi-point catheter mapping using CARTO system . The reference for
assessing the accuracy of infarct detection is based on invasive bipolar voltages maps collected
on the epicardium of the heart by CARTO system.
Patient-specific bi-ventricular models were manually segmented from MR images using CardioViz3D [17] and volumetric mesh were built using Iso2Mesh package [116] and custom
research software. Body-surface ECG were recorded by the Dalhousie University protocol
[84, 85] at 120 pre-specified torso positions plus 3 limb leads; each body-surface ECG recording
consists of a single QRST complex averaged from 15 s recordings sampled at 2 kHz. Infarct
evaluation was provided by cardiologists in terms of location and size of the infarct on the standard AHA 17-segment model of LV.
After obtaining posterior distributions of the action potential on each patient, we use the combination of mean and the variance to outline the infarct region.
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F IGURE 6.7: Results of VB-TV method for case 1-4 with (a) action potential maps, (b) variance maps, and (c) the infarct maps (var-mean threshold).

6.5.1

Infarction imaging versus MRI

Because the reference infarct evaluation for patient #1 − #4 was provided on the AHA 17segment model of the LV, we also quantify the detected infarct region using 17-segment model
for comparison purpose. In specific, the extent/size of the infarct was defined as the percentageof correctly identified segments within the LV. For all nodes estimated to be the infarct, we identified the corresponding segments and defined the segment overlap(SO) to be
SO = Segr

T

Segt /Segr , where Segr refers to the segments of reconstructed infarct region

and Segt refers to the segments defined in ground truth.
Figure ?? shows action potential maps, variance maps and the infarct maps obtained from the
combined variance-mean threshold using the presented VB-TV method in case #1 − #4 . Patient #1 has a single infarct with its core located at septal region (segment 8). The posterior
mean of our results detected a low-voltage region at the mid-septal region (true-positive) with
low variance, while extending to RV and base-spetal region (false-positive) with high variance.
Using the composite of low-mean, low-variance threshold derived in our simulation study, a
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TABLE 6.3: Infarct quantification results from VB-TV compared with provided gold standard
which quantifies the location of infarct

Case 1
Case 2
Case 3
Case 4

Methods

Center(CE)

Location

Segment overlap (SO)

Gold standard

8

1,2,3,8,9,13,14,15

NA

VB-TV

8

1,2,3,4,5,8,9,14,17

66.7%

Gold standard

3/4/9/10

3,4,9,10

NA

VB-TV

3/4/10

3,4,9,10

75.0%

Gold standard

10/11

3,4,5,9,10,11,12,15,16

NA

VB-TV

10/11

3,4,5,8,9,10,11,15,16

89.0%

Gold standard

15

1,9,10,11,15,17

NA

VB-TV

15

1,7,6,10,11,15,16,17

62.5%

clean localization of the 3D infarct was obtained in good consistence with the MRI-delineated
infarct. Patient #2 has a similar condition to patient #1 that the infarct was located at inferiorseptal region. With the variance map, the false low-voltage region at the LV anterior and RV
anterolateral wall was successfully removed as shown in Figure ??B (column 2 middle row).
Consistent results were obtained across all patients, where high variance in the posterior distribution of action potential helped to remove the false-positive region with low estimated mean
voltage with false positive.
Table 5.3 lists quantitative accuracy of the presented method in comparison the LGE-MRI reference. As shown, infarct centers were correctly identified in all patients and the accuracy was
comparable to the best result available [22, 87]. Particularly, in case 4, our method showed
higher accuracy in localizing two separated infarct regions with SO = 62.5%, while all existing
methods reported on this patient failed to detect both infarcts and the best available SO was
33.33% [22].

6.5.2

Infarction imaging versus voltage mapping

In the second set of patients, each patient was under multi-point catheter mapping using CARTO
system . The gold standard for assessing the accuracy of infarct detection is based on invasive
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F IGURE 6.8: Results of case 5 and 6. Bipolar voltage mapping of infarcts versus the action
potential and variance maps from the VB-TV method.

bipolar voltages maps collected on the epicardium of the heart by CARTO system. The patientspecific CARTO geometry was registered and fused with the patients CT data to facilitate quantitative comparison. clinical threshold defines the infarct core with peak-to-peak bipolar voltage
smaller than 0.5 mV and the infarct border zone with the amplitudes between 0.5 and 1.5 mV.
Figure 6.8 (a) shows the in-vivo bipolar voltage maps were collected from the patient #5 and #6,
respectively. We register CARTO data to the same ventricular surface-mesh used in inverse study
for comparison. Patient #5 in Figure 6.8 (a) indicates one low-voltage region at lateral-basal LV.
The mean of action potential estimated by VB-TV method also shows the lower action potential
around the lateral region of LV (Fig 6.8 (b), first row). Combine with the uncertainty map (Fig
6.8 (c), first row) to remove some lower-confidence region and get the core of infarct region
in lateral-basal LV with V-DC = 0.60. In Figure 6.8 (second row) shows patient #6 with lowvoltage region along RV lateral. The action potential reconstructed by present VB-TV method
6.8(b) is are close to the reference maps. The V-DC calculated based on the combination mean
map and uncertainty map is 0.57. From these two types of real data, we can see the presented
VB-TV method have the ability to are detected the infarct region.
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F IGURE 6.9: Comparison of the accuracy of CC and DC of VB-TV method at different initialization of α; Left: correlation coefficient between the reconstructed action potential and true
setting; right: dice coefficient between the reconstructed infarct region and true infarct region.

6.6

6.6.1

Discussion

Parameter initialization

There are two hyperarameters used in proposed VB-TV method to control the relative contributions of the prior model and the measurement data with gamma distribution. For each distribution, we need to initialize the shape a and scale b parameters of gamma distribution. In the
current study, we define the initial of β with a0β = n, b0β = n/(tr(ΦT Φ) which both depend on
the measurement data directly. And the section 4.2 proved that the β can change based on the
measurement noise level change. The other hyperparaeter α controls the strength of the strength
of the prior. Figure (6.9) shows CC and DC on randomly selected 34 cases with different infarct
locations based on different initial of α with mean range (0.001,0.01,0.1,0,1,10,100). We can
find that the initial of α set at 0.1 and 1 have higher accuracy than other settings. 0.001 shows
the worst accuracy of CC and DC. The t-test based on 0.1 and 1 results shows the p > 0.1,
which means these two parameters do not show the significant difference.
From this set of experiment, we have another finding that the range of reconstructed action
potential changed based on the different initial of α. Figure 6.10 indicated that the range of
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F IGURE 6.10: The range of reconstructed action potential at different initialization of hyparameter α.

action potential is decreased when the α increase. When alpha is in the range from 0.1 to 1,
the action potential in the setting range. Based on these two aspect analysis, we recommend the
alpha set to 0.1 or 1 for the initial mean.

6.6.2

Border zone

The ischemic/infarct border zone, making the transition between the healthy and ischemic regions and characterized by a spatial transition of action potential, is of great clinical interest.
The spatial gradient of action potential in the border zone results in ”injury currents” which are
believed to the primary electric sources causing the ST-segment shift [117].
In order to investigate the ability to detect the ischemic border zone using present VB-TV
method, we perform a preliminary study to show how this method to reconstruct the ischemic
border zone. A border zone is often estimate to be between 5-10 mm in thickness and based
on clinical for the bipolar voltage, the voltage of ischemic zone is between normal and infarct
region. In this simulation study, we set 5 mm and 8 mm wide with 0.2 for ischemic border zone,
respectively. We test on 12 cases with different locations of infarcts to validate the proposed
method to detect the infarct border zone for each setting.
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F IGURE 6.11: The result of ischemic border zone detection; (a) result of 5 mm border zone,
(b) result of 8 mm border zone; (c) CC; (d) DC

Figure 6.11 (a, b) shows the examples of 5 mm and 8 mm ischemic border zone reconstruct by
VB-TV method compare with the ground truth setting, respectively. From the example we can
see our method have the ability to detect the border zone region. Also the statistical analysis of
CC and DC proved that TV prior can preserve the gradient along the core of infarct and ischemic
border zone.

6.6.3

Uncertainty

The critical part of the present method is to introduce the uncertainty map which can apply
additional knowledge to verify the inverse solution. The uncertainty information is used to
guide the decision. One way to use the variation information is to combine with the mean value
to find true positive region using the equation mean + 3 ∗ var, which can increase the value of
false positive region.
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Conclusion

This paper presents a hierarchical Bayesian framework to transmural EP imaging of 3-D infarct
based on a spatial TV-prior, and demonstrates its flexibility and superiority over existing regularization methods in a set of phantom and real-data experiments. This hierarchical framework,
as outlined in Figure 1, provides a general and flexible structure to accommodate even more
probabilistic models and their hyperparameters, such as a temporal prior derived from dynamic
excitation models, or observation models from other data modalities. Its ability to provide additional knowledge about the confidence of the reconstruction is also important in clinical use,
allowing physicians to make informed clinical decisions knowing how much confidence they
can place on different regions of the 3D reconstruction. Furthermore, this work also lays out a
general structure that can allow easy integration of multiple model priors, and thus enable the
simultaneous imposition of temporal and spatial priors to further improve the reconstruction in
our future work.

Chapter 7

Integrating Sparse and Dynamic
Physiological Models into ECG-based
Inference

In Chapter 6, we present the Bayesian framework which can provide not only the mean of estimation and also the uncertainty information. And this hierarchical framework also provides
a general and flexible structure to accommodate even more probabilistic models and their hyperparameters. So in this chapter we will discuss how to incorporate the dynamic information.
While 3D cardiac electrophysiological models emerged to be a viable vehicle for constraining
this inference with knowledge about the spatiotemporal dynamics of cardiac excitation, it is
important for the inference to be robust to errors in these high-dimensional model predictions
given the limited ECG data. We present an innovative solution to this problem by exploiting the
low-dimensional structure of the solution space – a powerful regularizer in overcoming the lack
of measurements – within the dynamic inference guided by physiological models. We present
the first Bayesian inference framework that allows the exploration of both the spatial sparsity of
107
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cardiac excitation and its complex nonlinear spatiotemporal dynamics for an improved inference
of patient-specific intramural electrical activity. The benefit of this integration is verified in both
synthetic and real-data experiments, where we present one of the first detailed, point-by-point
comparison of the reconstructed electrical activity to in-vivo catheter mapping data.

7.1

Introduction

Despite significant advances in diagnostic imaging, a considered gap remains between the way
to assess cardiac electrical and mechanical functions. To date, clinical assessment of cardiac
electrophysiology remains at a gross view with several electrocardiogram (ECG) traces, while
a more detailed image requires a invasive mapping using catheters. This gap has motivated
the research in noninvasive electrophysiological (EP) imaging that, in analogy to computed
tomography, collects ECG data external to the body and computationally reconstructs patientspecific electrical activity [35]. It underscores a notoriously ill-posed inverse problem: surface
ECG is not only limited in number but, more importantly, different intramural electrical sources
may produce identical ECG data [15].
To bypass the challenge of non-unique intramural solutions, a common approach has been to
restrict the reconstruction to the surface of the heart [35]. Therefore, to obtain a unique intramural solution, proper assumptions must be made. In the few existing approaches, 3D excitation
models have emerged to be a useful constraint for ECG-based inference, containing rich physiological knowledge about the spatiotemporal electrical dynamics within the myocardium [90].
However, since the ECG data is limited relative to the high-dimensional model prediction, it
becomes important for ECG-based inference to be robust to priori model errors. In dynamic
inference, a common solution is to augment the unknown system state with auxiliary variables
representing unknown model errors [118]. Although this allows the prior model to adapt to
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measurement data, it leads to an even higher-dimensional unknown space. Outside the traditional regime of dynamic inference, the low-dimensional structure of a signal (i.e., its sparsity
in a certain basis) has become a powerful regularizer to overcome the lack of measurements
by focusing on the most important region of a high-dimensional solution space [119]. Its use in
noninvasive EP imaging was recently reported [35, 101], e.g., by extracting the sparsity of action
potential in the gradient domain using total-variation [101]. However, sparse reconstructions are
mostly studied in a static context in separation from dynamic inference. In the few recent efforts toward dynamic sparse inference, a linear dynamic model is typically used to describe the
slow-changing property of the sparse signal in time [120].
In this chapter, we present a hierarchical Bayesian approach to integrate dynamic physiological
knowledge with sparse constraint in ECG-based inference of transmural electrical activity. It
allows the incorporation of:

• complex physiological knowledge produced by quasi Monte Carlo simulation of 3D cardiac excitation models, which can be of arbitrary form and nonlinearity running as a
blackbox behind the inference;
• sparsity structure of intramural action potential emphasizing its spatial gradient localized
between active and inactive regions.

These two models are mutually complementary: while the former provides inference with complex domain knowledge about nonlinear spatiotemporal dynamics, the latter addresses the inference robustness by emphasizing the low-dimensional structure in the high-dimensional model
prediction. The benefit of this integration is first verified in synthetic experiments designed to
test the robustness of the inference to errors in a priori physiological knowledge. Its capacity in
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complex pathological applications is then demonstrated in a pilot study on post-infarction ventricular tachycardia patients, where the reconstructed excitation maps are quantitatively verified
with in-vivo catheter mapping data.

7.2

Methods

Cardiac electrical excitation produces voltage data on the body surface following the quasistatic electromagnetism [15]. With numerical discretization of the heart-torso anatomy of a
given subject, a biophysical model as:

φk = Huk

(7.1)

Equation 7.1 can be derived that relates transmural action potential uk to surface ECG data
φk at each time instant k. H is specific to each individual’s anatomy and typically assumed
time-invariant to simplify the inference problem.
In the Bayesian setting, the likelihood p(φk |uk , ε) can be modeled as a normal distribution
N (Huk , εI), where ε denotes the precision (inverse variance) of data error.

7.2.1

Prior decomposition

To exploit the sparse structure of uk while utilizing physiological knowledge regarding its spatiotemporal dynamics, we introduce an extra layer into the Bayesian hierarchy to decompose uk
into two independent variables sk and tk , each incorporating the corresponding signal structure
of uk .
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We consider a simple decomposition model:

uk = s k · t k + δ

(7.2)

where · denotes dot product and δ is a zero-mean Gaussian residual with precision β. We obtain
the probabilistic format of decomposition model as following:

p(uk |sk , tk , β) = N (sk · tk , βI)

7.2.2

(7.3)

Physiological dynamic prior

In current research, EP activity model is a nonlinear dynamic model includes the general knowledge of the spatiotemporal TMP evolution through the 3D myocardial mass. Here tk in (7.3)
is a dimension-less descriptor of the nonlinear temporal profile of action potential. Physiological knowledge regarding its spatiotemporal behavior can be incorporated through a 3D cardiac
EP model. In general, the presented framework can incorporate models as a blackbox running
behind the inference. Here, the monodomain Aliev-Panfilov model [9] will be used to balance
physiological plausibility and computational complexity:



 ∂t
∂t = ∇ · (D∇t) + kt · (t − a) · (1 − t) − t · v

(7.4)



 ∂v = −e(v + kt · (t − a − 1))
∂t
where v stands for recovery current and the diffusion tensor D is considered anisotropic. The
3D myocardial fiber structure is mapped from an ex-vivo ventricular fibrous model [121]. The
rest of the parameters are adopted from literature [9], so that no patient-specific pathological
knowledge is assumed a priori.
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Given posterior distribution of tk−1 , the prior distribution of tk can be predicted according to
(7.4). Due to the nonlinearity of this model, a close-form prediction is not possible. Instead,
simulation-based approach is used where a set of samples is drawn from the posterior distribution of tk−1 and individually passed through the excitation model; deterministic sampling
based on the unscented transform [122] is used to reduce the number of samples needed for the
−
high-dimensional t (∼ 103 ). The mean t̄−
k and covariance Ptk of the new samples are used to

approximate the prior distribution of tk as:

−
p(tk |φ1:k−1 ) ∼ N (t̄−
k , Ptk + Qk )

(7.5)

where Qk is a pre-defined covariance matrix to account for errors in the prior excited model
(7.4) caused by factors such as heart motion, fiber model, etc. Variable v is not modeled or
inferred because it is not directly related to the measurement. Note that the sampling and model
simulation runs as a blackbox behind the inference, allowing a flexible plug-and-play of different
EP models.
Unlike most Bayesian applications where the prior takes a static form or goes through a linear
transition, the prior p(tk |φ1:k−1 ) here is dynamic and needs to be evaluated through 7.3. Here it
needs to be approximated by MC simulation and intergration of the EP model. Therefore, first
we draw a set of l samples {Tk−1 , i}li=1 of tk−1 from the posterior density function of tk−1 .
On the individual samples, we run the probabilistic EP model to generate a corresponding set
of samples {Tk , i}li=1 to approximate the mean and covariance of p(tk |φ1:k−1 ). To further improve efficiency, we use quasi-MC method that, known as the Unscented Transform[], replaces
the computationally-expensive random sampling with a deterministic sampling scheme that generates a minimal set of samples to approximate the posterior density function of p(tk |φ1:k−1 )
up to the second-order moment(covariance).
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Through the Aliev-Panfilov model is relatively simple. Note that the sampling and model simulation runs as a blackbox behind the inference, allowing a flexible plug-and-play of different EP
models.

7.2.3

Sparse prior

The error covariance Qk is only able to account for errors in the prior excitation model (7.4) to
an extent. Since the model prediction is much higher in dimension than ECG data, additional
structure of the solution space should be explored to avoid the inference being dominated by
model predictions. Recent studies show that the sparsity of action potential in its gradient domain (i.e., localized gradient between active and inactive regions) is an effective regularizer for
ECG-based inference [101]. Thus, we define a spatial profile sk for action potential and approximate the continuous form of its total-variation with a numerical integration using Ng ∼ 105
Gaussian quadrature points:

TV(sk ) =

R

N

g
Ωh |∇sk |dΩh ≈ Σi=1

q

sTk ∇ϕTi ∇ϕi sk

(7.6)

where ∇sk on each Gauss point is approximated by a linear combination of its neighboring
nodes in the discrete ventricular mesh using shape functions ϕi .
Accordingly, the sparsity prior can be written as:

N

g
p(sk |α) = cα2m exp(−αTV(sk )) = cα2m exp[−αΣi=1

where c is constant, m is the dimension of sk .

q
sTk ∇ϕTi ∇ϕi sk ]

(7.7)
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F IGURE 7.1: Illustration of the hierarchical Bayesian model

7.2.4

Hyperparameters

The precision parameters (α, β and ε) of the above distributions control their relative contributions to the inference. To reduce the reliance on an ad-hoc tuning of these parameters, we
assume them to be unknown with Gamma distributions, which is the conjugate of Gaussian
distributions [104]:
−a0

p(θ) =

Γ(θ|a0θ , b0θ )

(b0 ) θ 0
x
= θ 0 xaθ −1 exp(− 0 )
Γ(aθ )
bθ

(7.8)

where θ > 0 denotes a hyperparameter. a > 0 and b > 0 are pre-defined shape and scale
parameters.

7.2.5

Hierarchical Bayesian model

Because the excitation model (7.4) involves a first-order derivative in time, it is reasonable to
assume tk to be a first-order Markov process. The prior for sparsity and all hyperparameters can
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be assumed to be not informed by the previous ECG data, i.e., independent with φ1:k−1 :

p(sk |α, φ1:k−1 ) ≡ p(sk |α),
(7.9)
p(θ|φ1:k−1 ) ≡ p(θ), θ ∈ {α, β, ε}

Therefore, given ECG data φ1:N throughout N time instants in a cardiac cycle, we can recursively compute the joint posterior distribution of all the unknowns Θk = (uk , tk , sk , α, β, ε)
given the data available up to the time instant k:

p(Θk |φ1:k ) ∝ p(φk |Θk )p(Θk |φ1:k−1 )
(7.10)
= p(φk |uk , ε)p(uk |tk , sk , β)p(tk |φ1:k−1 )p(sk |α)p(α)p(β)p(ε)

Figure 7.1outlines the hierarchical Bayesian model at one time instant.

7.2.6

Variational Bayesian inference

The posterior distribution in (7.10) is analytically intractable. We adopt the variational Bayesian
method to seek a tractable distribution q(Θk ) with minimal Kullback-Leibler (KL) divergence
to (7.10):

Z
q̂(Θk ) = arg min CKL (q(Θk )kp(Θk |Φ1:k )) =
q(Θk )

q(Θk ) log(

q(Θk )
)dΘ
p(Θk |Φ1:k )

(7.11)

The solution to the above optimization problem is given by:

q(Θk,i ) ∝ exp(EΘ\Θk,i [ln p(Θk , Φ1:k )])

(7.12)

where EΘk \Θk,i [·] denotes the expectation with respect to all variables in the set of Θk except
the variable of interest Θk,i . Because the total-variation prior (7.7) prevents us from solving
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F IGURE 7.2: Illustration of the hierarchical Bayesian algorithm flow.

equation (7.12) analytically, we introduce an auxiliary vector w and define as:
Ng

p(sk , w|α) = cα

γm

α X sTk ∇ϕTi ∇ϕi sk + wi
)
exp(−
√
2
wi

(7.13)

i

Because p(sk , w|α) ≤ p(sk |α) given the geometric-arithmetic mean inequality, replacing p(sk |α)
with p(sk , w|α) in equation (7.11) gives us an upper bound of the KL divergence. We can thus
recursively minimize and monotonically decrease this upper bound until convergence to the
original solution to (7.11) [104]. We randomly initialize u1 and then enter an iterative procedure. In each iteration, we cycle through each variable in Θk to update its posterior distribution
according to (7.12). The main algorithm flow is illustrated in Figure 7.2.

7.3

Simulation Study

Synthetic experiments are designed on pathological conditions to test the robustness of the inference to errors in a priori models. Experiments are conducted on 3 realistic human heart-torso
models derived from CT scans (heart: ∼ 2000 meshfree nodes; torso: 120 nodes). In all experiments, simulated time sequences of 120-lead ECGs are corrupted with 20-db white Gaussian
noise. We compare the presented method with that constrained by 1) dynamic excitation model
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only [90] and 2) sparse total-variation model only [101]. The accuracy is measured by correlation coefficient (CC) between the reconstructed and simulated sequences of action potential.

7.3.1

Myocardial infarction

10 cases of myocardial infarction are test, where ventricular action potential is simulated with
the model(7.4) using parameters modified at the region of infarct scar [9]. It is noteworthy that
the inference is guided by models with standard parameters, invoking a priori model parameter
errors.
Figure 7.3 (a)top row shows snapshots of the simulated propagation of action potential during
apical pacing with an infarct localized at the mid-basal lateral region of the LV (labeled by
purple line). Before the excitation encounters ( Figure 7.3 a1) or after it leaves the infarct
region Figure 7.3 (a4), the a priori model error is minimal; therefore, result constrained by the
excitation model shows high consistence with the ground truth (row 2 & 3). However, as the
wavefront encounters and gets disrupted by the infarct region (Figure 7.3 a2), prior model errors
start to have a visible impact on the solution accuracy (Figure 7.3 a2; row 3). In comparison,
our method accurately reconstructs the abnormal excitation caused by the anatomical block,
demonstrating an improved robustness to model errors brought by simultaneously focusing on
the sparse structure of the solution (Figure 7.3 a2; row 2). During ECG ST-segment (Figure
7.3 a3), constrained by the dynamic model only, the inference is only able to overcome the
model error and to reflect the inactive necrosis to a certain extent (Figure 7.3a3; row 2); the
exploit of sparse structure evidently improve this ability (a3; row 3): two additional examples
from ECG ST-segments on different infarcted hearts are listed in Figure 7.3(b). Inspection of
the reconstructed temporal waveform of action potential tells a similar story (Figure 7.4 (2-3)):
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F IGURE 7.3: Snapshots of intramural action potential propagation on infarcted hearts: simulated ground truth vs. inferences with physiological dynamic constraint only (Dynamic), sparsity constraint only (Sparse), and combined constraints (Integration).

when strong prior dynamic knowledge is imposed, exploiting the low-dimensional structure of
intramural action potential helps the inference to better combat the error in this knowledge.
Conversely, when only sparsity model is used, the inference is successful in capturing a gross
division between active versus inactive regions. However, the excitation wavefront loses its intricate details (Figure 7.3 (a4)) and, more importantly, temporal morphology of action potential
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F IGURE 7.4: Temporal morphology of simulated and reconstructed action potential.

cannot be reproduced (Figure 7.4 (4))

7.4

Premature ventricular contraction (PVC)

In another 5 set of experiments, we consider abnormal ectopic foci that are not known a priori in
the sinus-rhythm excitation model. Thus, the relevant model error primarily occurs in the early
stage of ventricular excitation. As shown in Figure 7.6(a), inference constrained by the dynamic
model shows erroneous activation at standard sinus-rhythm sites. The integration with sparsity
models is able to help correct this model error and produce PVC sites close to the simulated
ground truth.

7.4.1

Statistical analysis

Quantitative analysis on CC are summarized in all cases across both settings. Figure 7.6 (b1)
shows CC calculated on the complete temporal sequence of reconstructed action potential: in
comparison to using sparsity models only, the use of prior excitation models can significantly improve CC by providing temporal morphology that is physiologically correct (p < 0.01, paired-t).
Figure 7.6 (b2) shows CC calculated on the first half sequence within the cardiac cycle when
less ECG data are available to the inference: in comparison to using dynamic models only, the
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F IGURE 7.5: Snapshots of intramural action potential resulting from ectopic foci

F IGURE 7.6: Statistical analysis of action potention of correlation coefficients across n=15
synthetic cases.

exploitation of sparsity significantly improves CC by better overcoming model errors given limited data (p < 0.01, paired-t).

7.5

Real-Data Study

A case study is conducted on a patient who underwent catheter ablation of scar-related ventricular tachycardia. Transmural action potential is inferred from 120-lead ECG data on CT-derived
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F IGURE 7.7: Comparison with invasive catheter mapping on a post-infarction patient.

F IGURE 7.8: Statistical analysis on results between proposed method and invasive catheter
mapping on a post-infarction patient.

anatomical model. In-vivo bipolar voltage map (Figure 7.7 (a1)) was collected during invasive EP study, where two low-voltage regions were revealed at lateral RV and lateral-basal LV
(dense scar: blue, ≤ 0.5mV; scar border: green, 0.5-1.5mV). Action potential reconstructed
by our method during ECG ST-segment exhibits low amplitude at the same regions (Figure 7.7
(a2)). Figure 7.7 (b1) shows the invasive activation map acquired on the same patient in stable
rhythm: comparing activation (Figure 7.7 (b1)) and voltage maps (Figure 7.7 (a1)) side by side,
we can appreciate the intrinsic native-rhythm activation within the low-voltage region. This is
consistent with recent study that some critical isthmuses may exist within low-voltage areas, underscoring the importance of an accurate, high-resolution activation map in identifying culprit
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tissue for surgery planning [123]. Figure 7.7 (b2) illustrates the activation map obtained from
our method, which exhibits similar pattern to the invasive map and is able to delineate intrinsic
electrical activity around low-voltage regions.
Statistical analysis on 208 epicardial points (Figure 7.8) verified a negative association between
the reconstructed activation time and bipolar voltage (p = 0.0002, Spearman’s ρ), and a positive association between the reconstructed action potential duration and bipolar voltage (p =
0.0001, Spearman’s ρ). With decreasing voltage, significant differences are also found in three
action potential features: delay of activation (p = 0.001, ANOVA), reduction of duration (p =
0.005, ANOVA), and increase of repolarization heterogeneity (p < 0.05, F-test for standard deviation). These changes are consistent with documented action potential biomarkers associated
with ischemic hearts [123].

7.6

Discussion

This part of the work has two major contributions: 1) the improved robustness of transmural EP
imaging will contribute to its reliable clinical use; this is also one of the first studies to associate
noninvasive solutions with in-vivo catheter maps on human subjects; and 2) bridging the gap
between dynamic inference and sparse regularization, this is to our knowledge the first theoretical framework for statistical inference that supports the use of the low-dimensional structure
in concurrence with its domain knowledge yielded by complex nonlinear dynamic models. It
provides a novel solution to the general challenge regarding the robustness of dynamic inference
to a priori model errors.
In addition, this noninvasive EP method can use in more wide area of electrical cardiac disease,
such as ventricular tachycardia (VT). In the problem of VT, invasive electrical mapping is limited
in accuracy and difficult to be done pre-procedurally and non-invasive scar imaging is limited
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to structural basis not specific to functional circuits, such as late gadolinium enhanced (LGE)
MRI, can find the structural basis that may contain channels critical to VT circuits. However,
our previous data showed that narrow strands of slow conduction are in most cases deep within
the LGE scar [124]. Moreover, the majority of scar-related VT patients has implanted ICDs,
for whom the routine use of MRI is still contraindicated and not common across clinical centers
So using noninvasive EP method, it can provide the electrical functional information and not
impact by the device.
Future work will study the robustness of this framework to additional model errors, i.e. cardiac
motion, cardiac fiber model and the setting of algorithm parameters. Note that, due to the
difficulty of invasive mapping, its discrepancy with noninvasive solutions should be interpreted
with caution.

Chapter 8

Summary

8.1

Discussion

The object of this thesis is to present and assess the novel methodology of integration of lowdimensional structure into high-dimensional dynamic system. In this thesis, we have developed
major components of this framework, and have validated them through a variety of phantom and
real-data experiments. The driving application is the inverse problem in biomedical area electrophysiological imaging, which is noninvasive investigative tool for clinical cardiac electrophysiology applications. Electrocardiographic imaging can provide detailed spatial and temporal
information on the electrical activity of the heart from body-surface voltage data, and thus it can
become an important aid in investigating mechanisms of cardiac disease and in making their
treatment more effective. In current research and clinical area, the electrocardiographic imaging
technical validate on different clinical applications. Compare with traditional image technique,
electrocardiographic imaging can provide more detailed electrical information of heart which
is important in cardiac disease diagnose which currently use to map of focal ventricular tachycardia [125] and substrate in congenital long QT syndrome [126]. Also based on the electrical
124
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activity information, the applications extend to identify post-myocardial infarction or scar region [90, 127, 128]. In additional, the ventricular activation sequence also used to identify
critical channels of slow conduction in ventricular tachycardia patients [129] and characterize
the activation patterns of dynamically changing ventricular arrhythmias during drug-induced QT
prolongation [130].
In this thesis, we first have exploited the sparsity structures in electrocardiographic imaging with
two types of spatial sparsity during the ECG cycle and these two spatial pattern related to two
different physiological meaning. The excitation stimuli can be localized by the present twostep spare-based method, but it only related to the beginning of the cycle because the electrical
signal will lost the sparity pattern in the late stage of the propagation. Therefore, this potential
applications of this method is for mapping of focal location during ventricular tachycardia or
mapping of spontaneous ventricular tachycardia initiation, continuation and termination with
antitachycardia pacing.
The other spatial sparsity was discovered, which tied to the boundary separate the active and
inactive region over the whole electrical cycle. A novel adaption of the total-variation prior
used into the reconstruction of transmural action potentials. The deterministic regularization
method and inference-based method both investigated in this thesis and show that the probabilistic method can deal with the uncertainty that give additional knowledge about the confidence of
the reconstruction. The main contribution of this method is to improve the detection accuracy of
infarct region or scar area in post-infarction patient, especially in the more hinder area - septal
region which many methods fail to localized the critical information in this area.
As we mentioned before, the electrocardiographic signal contains dynamic information. The
main purpose of this thesis is to combine the dynamic information with low-dimension structure
which can significantly improve the robustness and accuracy of the reconstruction. The proposed
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method using a hierarchical Bayesian approach to integrate dynamic physiological knowledge
with spatial sparse constrain for personalized noninvasive imaging of volumetric cardiac electrophysiology. Introduced the temporal information, this method can test on more application
such as mapping infarction area for the post-infarction patients using more pathological features
(low-voltage and delay of activation time) that can give more accuracy and trustful result; localizing prematrue ventricular contraction sites or focal location during ventricular tachycardia;
and identifying critical channels of slow conduction without inducing arrhythmia for ventricular
tachycardia patients.
Although the application focus on the electrocardiographic imaging, the proposed general Bayesian
framework can use in more wide application with similar inverse problem in the dynamic highdimension system.

8.2

Future Work

In experiment part, our current Bayesian method framework has has exhibited promising clinical potential, yet more real-data experiments and investigation are needed, particularly for the
validation of integration strategies. On one hand, animal experiments regarding various cardiac
arrhythmia should be conducted in collaboration with experimental laboratories, where the gold
standard of cardiac electrical activity and material properties could be obtained quantitatively.
On the other hand, it is desirable to look into the potential collaboration with hospitals and clinicians, for putting the framework into clinical practice of the diagnosis, treatment planning and
tracking, and prediction/prevention of cardiac arrhythmia.
In methodology part, it is to exploit the different way to combine the dynamic and sparsity spatial
pattern. In current work, we use a simply linear decomposition model to separate the dynamic
information and sparsity spatial information. It is need to investigate more complex model which
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represents the relationship between the dynamic structure and low-dimension structure more
precisely. Also there are many existing EP dynamic models, in this thesis we use two-variable
dynamic, so it also need to compare the result among different dynamic EP models, which can
give insight view about how the dynamic model impact the reconstruct results. Future work also
need to consider the sparse prior of the EP image, the current density also has the spatial sparsity
property, which also can used in the proposed framework.
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