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Abstract
The cross-couplings among several massless spin-two fields (de-
scribed in the free limit by a sum of Pauli-Fierz actions) in the pres-
ence of a Dirac field are investigated in the framework of the deforma-
tion theory based on local BRST cohomology. Under the hypotheses
of locality, smoothness of the interactions in the coupling constant,
Poincare´ invariance, (background) Lorentz invariance and the preser-
vation of the number of derivatives on each field, we prove that there
are no consistent cross-interactions among different gravitons in the
presence of a Dirac field. The basic features of the couplings between
a single Pauli-Fierz field and a Dirac field are also emphasized.
PACS number: 11.10.Ef
1 Introduction
Over the last twenty years there was a sustained effort for constructing the-
ories involving a multiplet of spin-two fields [1, 2, 3, 4]. At the same time,
various couplings of a single massless spin-two field to other fields (including
∗e-mail address: bizdadea@central. ucv.ro
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itself) have been studied in [5, 6, 7, 8, 9, 10, 11, 12, 13, 14]. In this context
the impossibility of cross-interactions among several Einstein gravitons under
certain assumptions has recently been proved in [15] by means of a cohomo-
logical approach based on the lagrangian BRST symmetry [16, 17, 18, 19, 20].
Moreover, in [15] the impossibility of cross-interactions among different Ein-
stein gravitons in the presence of a scalar field has also been shown.
The main aim of this paper is to investigate the cross-couplings among
several massless spin-two fields (described in the free limit by a sum of Pauli-
Fierz actions) in the presence of a Dirac field. More precisely, under the hy-
potheses of locality, smoothness of the interactions in the coupling constant,
Poincare´ invariance, (background) Lorentz invariance and the preservation
of the number of derivatives on each field, we prove that there are no consis-
tent cross-interactions among different gravitons in the presence of a Dirac
field. This result is obtained by using the deformation technique [21] com-
bined with the local BRST cohomology [22]. It is well-known the fact that
the spin-two field in metric formulation (Einstein-Hilbert theory) cannot be
coupled with a Dirac field. However, as it will be seen, if we decompose the
metric like gµν = σµν+ghµν , where σµν is the flat metric and g is the coupling
constant, then we can indeed couple Dirac spinors to hµν in the space of for-
mal series with the maximum derivative order equal to one in hµν , such that
the final results agree with the usual couplings between the spin-1/2 and the
massless spin-two field in the vierbein formulation [23]. Thus, our approach
envisages two different aspects. One is related to the couplings between the
spin-two fields and the Dirac field, while the other focuses on proving the im-
possibility of cross-interactions among different gravitons via Dirac spinors.
In order to make the analysis as clear as possible, we initially consider the
case of the couplings between a single Pauli-Fierz field [24] and a Dirac
field. In this setting we compute the interaction terms to order two in the
coupling constant. Next, we prove the isomorphism between the local BRST
cohomologies corresponding to the Pauli-Fierz theory and respectively to the
linearized version of the vierbein formulation of the spin-two field. Since the
deformation procedure is controlled by the local BRST cohomology of the
free theory (in ghost number zero and one), the previous isomorphism allows
us to translate the results emerging from the Pauli-Fierz formulation into
the vierbein version and conversely. In this manner we obtain that the first
two orders of the interacting lagrangian resulting from our setting originate
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in the development of the full interacting lagrangian
L(int) = eψ¯ (ie µa γ
aDµψ −mψ) + egM
(
ψ¯ψ
)
,
where e µa are the vierbein fields, e is the inverse of their determinant, e =
(det (e µa ))
−1, Dµ is the full covariant derivative and M
(
ψ¯ψ
)
is a polyno-
mial in ψ¯ψ. Here and in the sequel g is the coupling constant (deformation
parameter).The term eM
(
ψ¯ψ
)
is usually omitted in most of the textbooks
on General Relativity. However, it is consistent with the gauge symmetries
of the lagrangian L2 + L
(int), where L2 is the full spin-two lagrangian in the
vierbein formulation. With this result at hand, we start from a finite sum of
Pauli-Fierz actions and a Dirac field, and prove that there are no consistent
cross-interactions between different gravitons in the presence of a Dirac field.
This paper is organized in eight sections. In Section 2 we construct the
BRST symmetry of a free model with a single Pauli-Fierz field and a Dirac
field. Section 3 briefly addresses the deformation procedure based on BRST
symmetry. In Section 4 we compute the first two orders of the interactions
between one graviton and a Dirac spinor. Section 5 is dedicated to the proof
of the isomorphism between the local BRST cohomologies corresponding
to the Pauli-Fierz theory and respectively to the linearized version of the
vierbein formulation for the spin-two field. In Section 6 we connect the results
obtained in Section 4 to those from the vierbein formulation. Section 7 is
devoted to the proof of the fact that there are no consistent cross-interactions
among different gravitons in the presence of a Dirac field. Section 8 exposes
the main conclusions of the paper. The paper also contains two appendix
sections, in which some statements from the body of the paper are proved.
2 Free model: lagrangian formulation and BRST
symmetry
Our starting point is represented by a free model, whose lagrangian action is
written like the sum between the action of the linearized version of Einstein-
Hilbert gravity (the Pauli-Fierz action [24]) and that of a massive Dirac field
SL0
[
hµν , ψ, ψ¯
]
=
∫
d4x
(
−
1
2
(∂µhνρ) (∂
µhνρ) + (∂µh
µρ) (∂νhνρ)
− (∂µh) (∂νh
νµ) +
1
2
(∂µh) (∂
µh) + ψ¯ (iγµ (∂µψ)−mψ)
)
3
≡
∫
d4x
(
L(PF) + L
(D)
0
)
. (1)
Everywhere in the paper we use the flat Minkowski metric of ‘mostly plus’
signature, σµν = (−+++). In the above h denotes the trace of the Pauli-
Fierz field, h = σµνh
µν , and the fermionic fields ψ and ψ¯ are considered to be
complex (Dirac) spinors (ψ¯ = ψ†γ0). We work with the Dirac representation
of the γ-matrices
γ†µ = γ0γµγ0, µ = 0, 3, (2)
where † signifies the operation of Hermitian conjugation. Action (1) possesses
an irreducible and Abelian generating set of gauge transformations
δǫhµν = ∂(µǫν), δǫψ = δǫψ¯ = 0, (3)
with ǫµ bosonic gauge parameters. The parantheses signify symmetrization;
they are never divided by the number of terms: e.g., ∂(µǫν) = ∂µǫν+∂νǫµ, and
the minimum number of terms is always used. The same is valid with respect
to the notation [µ · · ·ν], which means antisymmetrization with respect to the
indices between brackets.
In order to construct the BRST symmetry for (1) we introduce the fermionic
ghosts ηµ corresponding to the gauge parameters ǫµ and associate antifields
with the original fields and ghosts, respectively denoted by
{
h∗µν , ψ∗, ψ¯∗
}
and
{η∗µ}. (The statistics of the antifields is opposite to that of the correlated
fields/ghosts.) The antifields of the Dirac fields are bosonic spinors, assumed
to satisfy the properties
(
ψ¯∗
)†
γ0 = −ψ∗, γ0 (ψ∗)† = −ψ¯∗. (4)
Since the gauge generators of the free theory under study are field indepen-
dent and irreducible, it follows that the BRST differential simply decomposes
into
s = δ + γ, (5)
where δ represents the Koszul-Tate differential, graded by the antighost num-
ber agh (agh (δ) = −1), and γ stands for the exterior derivative along the
gauge orbits, whose degree is named pure ghost number pgh (pgh (γ) = 1).
These two degrees do not interfere (pgh (δ) = 0, agh (γ) = 0). The overall
degree from the BRST complex is known as the ghost number gh and is
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defined like the difference between the pure ghost number and the antighost
number, such that gh (δ) = gh (γ) = gh (s) = 1. If we make the notations
Φα0 =
(
hµν , ψ, ψ¯
)
, Φ∗α0 =
(
h∗µν , ψ∗, ψ¯∗
)
, (6)
then, according to the standard rules of the BRST formalism, the degrees of
the BRST generators are valued like
agh (Φα0) = agh (ηµ) = 0, agh
(
Φ∗α0
)
= 1, agh (η∗µ) = 2, (7)
pgh (Φα0) = 0, pgh (ηµ) = 1, pgh
(
Φ∗α0
)
= pgh (η∗µ) = 0. (8)
The actions of the differentials δ and γ on the generators from the BRST
complex are given by
δh∗µν = 2Hµν, δψ∗ = −
(
mψ¯ + i∂µψ¯γ
µ
)
, (9)
δψ¯∗ = − (iγµ∂µψ −mψ) , δη
∗µ = −2∂νh
∗µν , (10)
δΦα0 = 0 = δηµ, (11)
γΦ∗α0 = 0 = γη
∗µ, (12)
γhµν = ∂(µην), γψ = 0 = γψ¯, γηµ = 0, (13)
where Hµν is the linearized Einstein tensor
Hµν = Kµν −
1
2
σµνK, (14)
with Kµν and K the linearized Ricci tensor and respectively the linearized
scalar curvature, both obtained from the linearized Riemann tensor
Kµναβ = −
1
2
(∂µ∂αhνβ + ∂ν∂βhµα
−∂ν∂αhµβ − ∂µ∂βhνα) , (15)
via its simple and double traces
Kµα = σ
νβKµναβ , K = σ
µασνβKµναβ . (16)
The BRST differential is known to have a canonical action in a structure
named antibracket and denoted by the symbol (, ) (s· =
(
·, S¯
)
), which is
obtained by decreeing the fields/ghosts respectively conjugated to the cor-
responding antifields. The generator of the BRST symmetry is a bosonic
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functional of ghost number zero, which is solution to the classical master
equation
(
S¯, S¯
)
= 0. The full solution to the master equation for the free
model under study reads as
S¯ = SL0
[
hµν , ψ, ψ¯
]
+
∫
d4xh∗µν∂(µην). (17)
3 Deformation of the solution to the master
equation: a brief review
We begin with a “free” gauge theory, described by a lagrangian action SL0 [Φ
α0 ],
invariant under some gauge transformations δǫΦ
α0 = Zα0α1ǫ
α1 , i.e.
δSL
0
δΦα0
Zα0α1 =
0, and consider the problem of constructing consistent interactions among the
fields Φα0 such that the couplings preserve both the field spectrum and the
original number of gauge symmetries. This matter is addressed by means of
reformulating the problem of constructing consistent interactions as a defor-
mation problem of the solution to the master equation corresponding to the
“free” theory [21]. Such a reformulation is possible due to the fact that the
solution to the master equation contains all the information on the gauge
structure of the theory. If an interacting gauge theory can be consistently
constructed, then the solution S¯ to the master equation
(
S¯, S¯
)
= 0 associ-
ated with the “free” theory can be deformed into a solution S
S¯ → S = S¯ + gS1 + g
2S2 + · · ·
= S¯ + g
∫
dDx a+ g2
∫
dDx b+ · · · , (18)
of the master equation for the deformed theory
(S, S) = 0, (19)
such that both the ghost and antifield spectra of the initial theory are pre-
served. The equation (19) splits, according to the various orders in the
coupling constant (deformation parameter) g, into a tower of equations:
(
S¯, S¯
)
= 0, (20)
2
(
S1, S¯
)
= 0, (21)
2
(
S2, S¯
)
+ (S1, S1) = 0, (22)
6
(
S3, S¯
)
+ (S1, S2) = 0, (23)
...
The equation (20) is fulfilled by hypothesis. The next one requires that
the first-order deformation of the solution to the master equation, S1, is a
cocycle of the “free” BRST differential s· =
(
·, S¯
)
. However, only cohomo-
logically non-trivial solutions to (21) should be taken into account, as the
BRST-exact ones can be eliminated by some (in general non-linear) field
redefinitions. This means that S1 pertains to the ghost number zero co-
homological space of s, H0 (s), which is generically non-empty due to its
isomorphism to the space of physical observables of the “free” theory. It
has been shown (on behalf of the triviality of the antibracket map in the
cohomology of the BRST differential) that there are no obstructions in find-
ing solutions to the remaining equations, namely (22) and (23) and so on.
However, the resulting interactions may be non-local, and there might even
appear obstructions if one insists on their locality. The analysis of these
obstructions can be done by means of standard cohomological techniques.
4 Consistent interactions between the spin-
two field and the massive Dirac field
4.1 Standard material: H (γ) and H (δ|d)
This section is devoted to the investigation of consistent cross-couplings that
can be introduced between a spin-two field and a massive Dirac field. This
matter is addressed in the context of the antifield-BRST deformation proce-
dure briefly addressed in the above and relies on computing the solutions to
the equations (21)–(23), etc., with the help of the free BRST cohomology.
For obvious reasons, we consider only smooth, local, (background) Lorentz
invariant and, moreover, Poincare´ invariant quantities (i.e. we do not allow
explicit dependence on the spacetime coordinates). The smoothness of the
deformations refers to the fact that the deformed solution to the master equa-
tion (18) is smooth in the coupling constant g and reduces to the original
solution (17) in the free limit g = 0. In addition, we require the conservation
of the number of derivatives on each field (this condition is frequently met in
the literature; for instance, see the case of cross-interactions for a collection
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of Pauli-Fierz fields [15] or the couplings between the Pauli-Fierz and the
massless Rarita-Schwinger fields [14]). If we make the notation S1 =
∫
d4x a,
with a a local function, then the equation (21), which we have seen that
controls the first-order deformation, takes the local form
sa = ∂µm
µ, gh (a) = 0, ε (a) = 0, (24)
for some local mµ and it shows that the non-integrated density of the first-
order deformation pertains to the local cohomology of the BRST differential
in ghost number zero, a ∈ H0 (s|d), where d denotes the exterior spacetime
differential. The solution to the equation (24) is unique up to s-exact pieces
plus divergences
a→ a + sb+ ∂µn
µ, gh (b) = −1, ε (b) = 1, gh (nµ) = 0, ε (nµ) = 0. (25)
At the same time, if the general solution of (24) is found to be completely
trivial, a = sb+ ∂µn
µ, then it can be made to vanish a = 0.
In order to analyze the equation (24), we develop a according to the
antighost number
a =
I∑
i=0
ai, agh (ai) = i, gh (ai) = 0, ε (ai) = 0, (26)
and take this decomposition to stop at some finite value I of the antighost
number. The fact that I in (26) is finite can be argued like in [15]. Inserting
the above expansion into the equation (24) and projecting it on the various
values of the antighost number with the help of the splitting (5), we obtain
the tower of equations
γaI = ∂µ
(I)
m
µ
, (27)
δaI + γaI−1 = ∂µ
(I−1)
m
µ
, (28)
δai + γai−1 = ∂µ
(i−1)
m
µ
, 1 ≤ i ≤ I − 1, (29)
where
(
(i)
m
µ)
i=0,I
are some local currents with agh
(
(i)
m
µ)
= i. Moreover, ac-
cording to the general result from [15] in the absence of the collection indices,
the equation (27) can be replaced1 in strictly positive antighost numbers by
γaI = 0, I > 0. (30)
1This is because the presence of the matter fields does not modify the general results
on H (γ) presented in [15].
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Due to the second-order nilpotency of γ (γ2 = 0), the solution to the equation
(30) is clearly unique up to γ-exact contributions
aI → aI + γbI , agh (bI) = I, pgh (bI) = I − 1, ε (bI) = 1. (31)
Meanwhile, if it turns out that aI reduces to γ-exact terms only, aI = γbI ,
then it can be made to vanish, aI = 0. The non-triviality of the first-order
deformation a is thus translated at its highest antighost number component
into the requirement that aI ∈ H
I (γ), where HI (γ) denotes the cohomology
of the exterior longitudinal derivative γ in pure ghost number equal to I. So,
in order to solve the equation (24) (equivalent with (30) and (28) and (29)),
we need to compute the cohomology of γ, H (γ), and, as it will be made clear
below, also the local cohomology of δ in pure ghost number zero, H (δ|d).
Using the results on the cohomology of the exterior longitudinal differen-
tial for a collection of Pauli-Fierz fields [15], as well as the definitions (12) and
(13), we can state that H (γ) is generated on the one hand by Φ∗α0 , η
∗
µ, ψ, ψ¯
and Kµναβ together with all of their spacetime derivatives and, on the other
hand, by the ghosts ηµ and ∂[µην]. So, the most general (and non-trivial),
local solution to (30) can be written, up to γ-exact contributions, as
aI = αI
(
[ψ] ,
[
ψ¯
]
, [Kµναβ ] ,
[
Φ∗α0
]
,
[
η∗µ
])
ωI
(
ηµ, ∂[µην]
)
, (32)
where the notation f ([q]) means that f depends on q and its derivatives up
to a finite order, while ωI denotes the elements of a basis in the space of
polynomials with pure ghost number I in the corresponding ghosts and their
antisymmetrized first-order derivatives. The objects αI have the pure ghost
number equal to zero and are required to fulfill the property agh (αI) = I in
order to ensure that the ghost number of aI is equal to zero. Since they have a
bounded number of derivatives and a finite antighost number, αI are actually
polynomials in the linearized Riemann tensor, in the antifields, in all of their
derivatives, as well as in the derivatives of the Dirac fields. The anticommut-
ing behaviour of the Dirac spinors induces that αI are polynomials also in
the undifferentiated Dirac fields, so we conclude that these elements exhibit
a polynomial character in all of their arguments. Due to their γ-closeness,
γαI = 0, αI will be called “invariant polynomials”. In zero antighost number,
the invariant polynomials are polynomials in the linearized Riemann tensor
Kµναβ , in the Dirac spinors, as well as in their derivatives.
Inserting (32) in (28) we obtain that a necessary (but not sufficient)
condition for the existence of (non-trivial) solutions aI−1 is that the invariant
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polynomials αI are (non-trivial) objects from the local cohomology of the
Koszul-Tate differential H (δ|d) in pure ghost number zero and in strictly
positive antighost numbers I > 0
δαI = ∂µ
(I−1)
j
µ
, agh
(
(I−1)
j
µ)
= I − 1, pgh
(
(I−1)
j
µ)
= 0. (33)
We recall that H (δ|d) is completely trivial in both strictly positive antighost
and pure ghost numbers (for instance, see [22], Theorem 5.4 and [25]). Us-
ing the fact that the Cauchy order of the free theory under study is equal
to two together with the general results from [22], according to which the
local cohomology of the Koszul-Tate differential in pure ghost number zero
is trivial in antighost numbers strictly greater than its Cauchy order, we can
state that
HJ (δ|d) = 0 for all J > 2, (34)
where HJ (δ|d) represents the local cohomology of the Koszul-Tate differen-
tial in zero pure ghost number and in antighost number J . An interesting
property of invariant polynomials for the free model under study is that if an
invariant polynomial αJ , with agh (αJ) = J ≥ 2, is trivial in HJ (δ|d), then
it can be taken to be trivial also in H invJ (δ|d), i.e.(
αJ = δbJ+1 + ∂µ
(J)
c
µ
, agh (αJ) = J ≥ 2
)
⇒ αJ = δβJ+1 + ∂µ
(J)
γ
µ
, (35)
with both βJ+1 and
(J)
γ
µ
invariant polynomials. Here, H invJ (δ|d) denotes the
invariant characteristic cohomology (the local cohomology of the Koszul-
Tate differential in the space of invariant polynomials) in antighost number
J . This property is proved in [15] in the case of a collection of Pauli-Fierz
fields and remains valid in the case considered here since the matter fields
do not carry gauge symmetries, so we can write that
H invJ (δ|d) = 0 for all J > 2. (36)
For the same reason the antifields of the matter fields can bring only trivial
contributions to HJ (δ|d) and H
inv
J (δ|d) for J ≥ 2, so the results from [15]
concerning both H2 (δ|d) in pure ghost number zero and H
inv
2 (δ|d) remain
valid. These cohomological spaces are still spanned by the undifferentiated
antifields corresponding to the ghosts
H2 (δ|d) and H
inv
2 (δ|d) : (η
∗µ) . (37)
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In contrast to the groups (HJ (δ|d))J≥2 and
(
H invJ (δ|d)
)
J≥2
, which are finite-
dimensional, the cohomology H1 (δ|d) in pure ghost number zero, known to
be related to global symmetries and ordinary conservation laws, is infinite-
dimensional since the theory is free. Moreover, H1 (δ|d) involves non-trivially
the antifields of the matter fields.
The previous results onH (δ|d) andH inv (δ|d) in strictly positive antighost
numbers are important because they control the obstructions to removing the
antifields from the first-order deformation. More precisely, based on the for-
mulas (33)–(36), one can successively eliminate all the pieces of antighost
number strictly greater that two from the non-integrated density of the first-
order deformation by adding only trivial terms, so one can take, without loss
of non-trivial objects, the condition I ≤ 2 in the decomposition (26). The
proof of this statement can be realized like in [15]. In addition, the last rep-
resentative is of the form (32), where the invariant polynomial is necessarily
a non-trivial object from H inv2 (δ|d) for I = 2, and respectively from H1 (δ|d)
for I = 1.
4.2 First-order deformation
In the case I = 2 the non-integrated density of the first-order deformation
(26) becomes
a = a0 + a1 + a2. (38)
We can further decompose a in a natural manner as a sum between three
kinds of deformations
a = a(PF) + a(int) + a(Dirac), (39)
where a(PF) contains only fields/ghosts/antifields from the Pauli-Fierz sector,
a(int) describes the cross-interactions between the two theories (so it effec-
tively mixes both sectors), and a(Dirac) involves only the Dirac sector. The
component a(PF) is completely known (for a detailed analysis see [15]) and
satisfies individually an equation of the type (24). It admits a decomposition
similar to (38)
a(PF) = a
(PF)
0 + a
(PF)
1 + a
(PF)
2 , (40)
where
a
(PF)
2 =
1
2
η∗µην∂[µ ην], (41)
a
(PF)
1 = h
∗µρ
(
(∂ρη
ν)hµν − η
ν∂[µhν]ρ
)
, (42)
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and a
(PF)
0 is the cubic vertex of the Einstein-Hilbert lagrangian plus a cos-
mological term2. Consequently, it follows that a(int) and a(Dirac) are subject
to some separate equations
sa(int) = ∂µm
(int)µ, (43)
sa(Dirac) = ∂µm
(Dirac)µ, (44)
for some local mµ’s. In the sequel we analyze the general solutions to these
equations.
Since the Dirac field does not carry gauge symmetries of its own, it results
that the Dirac sector can only occur in antighost number one and zero, so,
without loss of generality, we take
a(int) = a
(int)
0 + a
(int)
1 (45)
in (43), where the components involved in the right-hand side of (45) are
subject to the equations
γa
(int)
1 = 0, (46)
δa
(int)
1 + γa
(int)
0 = ∂µ
(0)
m
(int)µ
. (47)
According to (32) in pure ghost number one and because ω1 is spanned by
ω1∆ =
(
ηµ, ∂[µην]
)
,
we infer that the most general expression of a
(int)
1 as solution to the equation
(46), which complies with all the general requirements imposed on the in-
teracting theory (including the preservation of the number of derivatives on
each field with respect to the free theory), is
a
(int)
1 =
(
k1ψ
∗ (∂αψ) + k†1
(
∂αψ¯
)
ψ¯∗ + k2ψ
∗γαψ
+k†2ψ¯γ
αψ¯∗ + k3ψ
∗γαγµ (∂µψ) + k
†
3
(
∂µψ¯
)
γµγαψ¯∗
)
ηα
+
(
k4ψ¯
[
γα, γβ
]
ψ¯∗ − k†4ψ
∗
[
γα, γβ
]
ψ
)
∂[αηβ]. (48)
2The terms a
(PF)
2 and a
(PF)
1 given in (41) and (42) differ from the corresponding ones
in [15] by a γ-exact and respectively a δ-exact contribution. However, the difference be-
tween our a
(PF)
2 + a
(PF)
1 and the corresponding sum from [15] is a s-exact modulo d quantity.
The associated component of antighost number zero, a
(PF)
0 , is nevertheless the same in
both formulations. As a consequence, the object a(PF) and the first-order deformation
in [15] belong to the same cohomological class from H0 (s|d).
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Here, (kj)j=1,4 are arbitrary complex functions of ψ¯ and ψ. If we represent
them like
kj = uj + ivj , j = 1, 4, (49)
with uj and vj real functions, then direct calculations, based on the definitions
(9)–(13), lead to the elimination of some of these functions from (48). For
instance, the pieces proportional with the real part of k3 are
u3
(
ψ∗γαγµ (∂µψ) +
(
∂µψ¯
)
γµγαψ¯∗
)
ηα
= s
(
−iu3ψ
∗γαψ¯∗ηα
)
−m
(
(iu3)ψ
∗γαψ + (iu3)
† ψ¯γαψ¯∗
)
ηα. (50)
However, we already have in a
(int)
1 terms proportional with ψ
∗γαψηα and
ψ¯γαψ¯∗ηα. So, if we set k2 → k
′
2 = k2 − imu3 in (48), then we can absorb the
components proportional with u3 into those containing k
′
2 and (k
′
2)
† since one
can always remove the s-exact terms from a(int) appearing in (50) through a
redefinition of the type (25) corresponding to nµ = 0. The above analysis
leads to the fact that we can safely take
u3 = 0 (51)
in (48), without loss of independent contributions to a
(int)
1 . Strictly speaking,
one may add to a
(int)
1 given by (48) a term of the type a˜
(int)
1 = h
∗µνηµFν
(
ψ¯, ψ
)
.
On the one hand, we observe that by applying δ on (48), then a
(int)
1 , if
consistent, would lead to some a
(int)
0 which contains a single field hµν (or
one of its first-order derivatives). On the other hand, from the expression
of δa˜
(int)
1 we notice that if consistent, it would give an a˜
(int)
0 with two hµν
(or one hµν and one of its first-order derivatives). As a consequence, a˜
(int)
1
must satisfy, independently of a
(int)
1 , an equation of the type δa˜
(int)
1 +γa˜
(int)
0 =
∂µρ
µ. However, a˜
(int)
1 produces a consistent a˜
(int)
0 if and only if Fν
(
ψ¯, ψ
)
=
∂νF
(
ψ¯, ψ
)
. The proof of the last statement can be found in Appendix A.
Under these conditions, it is easy to see that
a˜
(int)
1 = ∂ν
(
h∗µνηµF
(
ψ¯, ψ
))
− γ
(
1
2
h∗µνhµνF
(
ψ¯, ψ
))
+s
(
1
2
η∗µηµF
(
ψ¯, ψ
))
, (52)
so a˜
(int)
1 is trivial.
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In order to analyze the solution a
(int)
0 to the equation (47), it is useful to
decompose δa
(int)
1 along the number of derivatives
δa
(int)
1 =
2∑
k=0
(
δa
(int)
1
)
k
, (53)
where
(
δa
(int)
1
)
k
denotes the piece with k-derivatives from δa
(int)
1 . According
to this decomposition, it follows that each
(
δa
(int)
1
)
k
should be written in a γ-
exact modulo d form, such that (47) is indeed satisfied. Using the definitions
(9)–(11), we consequently obtain
(
δa
(int)
1
)
0
= −m
(
k2 + k
†
2
)
ψ¯γαψηα. (54)
Due to the fact that the right-hand side of (54) contains no derivatives, it
results that these terms neither reduce to a total divergence nor can not
produce γ-exact terms, so they must be made to vanish
k2 + k
†
2 = 0, (55)
which is equivalent, by means of (49), with
u2 = 0. (56)
The definitions (9)–(11) and the result (51) together with (56) further lead
to
(
δa
(int)
1
)
1
= −m
((
k1 −
v2
m
+ iv3
)
ψ¯ (∂αψ) +
(
k1 −
v2
m
+ iv3
)† (
∂αψ¯
)
ψ
)
ηα
+
m
2
((
v2
m
+ iv3
)(
∂αψ¯
) [
γα, γβ
]
ψ −
(
v2
m
+ iv3
)†
ψ¯
[
γα, γβ
]
(∂αψ)
)
ηβ
−m
(
k4 − k
†
4
)
ψ¯
[
γα, γβ
]
ψ∂[α ηβ]. (57)
If we make the notations
U
(
ψ¯, ψ
)
= mk1 − v2 + imv3, (58)
V
(
ψ¯, ψ
)
= v2 + imv3, (59)
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then the formula (57) becomes
(
δa
(int)
1
)
1
= ∂α
(
−U †ψ¯ψηα +
1
2
V ψ¯ [γα, γβ]ψη
β
)
+ γ
(
1
2
U †ψ¯ψh
)
+
((
U † − U
)
ψ¯ (∂αψ) +
1
2
(
V + V †
)
ψ¯
[
γα, γβ
]
(∂βψ) +
1
2
ψ¯
[
γα, γβ
]
ψ (∂βV )
+ψ¯ψ
(
∂αU †
))
ηα −
(
1
4
V +m
(
k4 − k
†
4
))
ψ¯
[
γα, γβ
]
ψ∂[αηβ]. (60)
The right-hand side from (60) is γ-exact modulo d if the functions U and V
satisfy the equations
(
U † − U
)
ψ¯ (∂αψ) + ψ¯ψ
(
∂αU †
)
+
1
2
ψ¯
[
γα, γβ
]
ψ (∂βV )
+
1
2
(
V + V †
)
ψ¯
[
γα, γβ
]
(∂βψ) = ∂βP
βα, (61)
where
1
2
(
P αβ − P βα
)
= −
(
1
2
V + 2m
(
k4 − k
†
4
))
ψ¯
[
γα, γβ
]
ψ. (62)
By direct computation we find that the left-hand side of (61) reduces to a
total derivative if
− Uψ¯ (∂αψ)− U †
(
∂αψ¯
)
ψ =
1
2
∂β
(
P βα + P αβ − 2σαβU †ψ¯ψ
)
, (63)
−
1
2
V
(
∂βψ¯
) [
γα, γβ
]
ψ +
1
2
V †ψ¯
[
γα, γβ
]
(∂βψ)
=
1
2
∂β
(
P βα − P αβ − V ψ¯
[
γα, γβ
]
ψ
)
. (64)
Now, the left-hand side from (63) is a total derivative if
U = U † (65)
and, in addition, U is a polynomial in ψ¯ψ with real coefficients. In this
situation we have that
− Uψ¯ (∂αψ)− U †
(
∂αψ¯
)
ψ = ∂αW, (66)
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where the function W is defined via the relation
U = −
dW
d
(
ψ¯ψ
) , (67)
such that (63) can be written like
∂β
(
P βα + P αβ − 2σαβ
(
Uψ¯ψ +W
))
= 0. (68)
Since the quantity P βα + P αβ − 2σαβ
(
Uψ¯ψ +W
)
contains no derivatives,
from (68) we obtain that
P βα + P αβ = 2σαβ
(
Uψ¯ψ +W
)
. (69)
Inserting (62) in (64), we arrive at
−
1
2
V
(
∂βψ¯
) [
γα, γβ
]
ψ +
1
2
V †ψ¯
[
γα, γβ
]
(∂βψ)
= 2m∂β
((
k4 − k
†
4
)
ψ¯
[
γα, γβ
]
ψ
)
. (70)
At this stage we observe that the left-hand side of the previous formula leads
to a total derivative if V is a purely imaginary constant
V = const, V + V † = 0, (71)
in which case the relation (70) takes the form
∂β
(
−
1
2
V ψ¯
[
γα, γβ
]
ψ
)
= 2m∂β
((
k4 − k
†
4
)
ψ¯
[
γα, γβ
]
ψ
)
, (72)
and thus
V = −4m
(
k4 − k
†
4
)
. (73)
Relying on the last result, by means of (62) we obtain
P αβ − P βα = 0, (74)
such that (69) gives
P αβ = σαβ
(
Uψ¯ψ +W
)
. (75)
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Let us analyze the results deduced so far. The relations (59) and (71) allow
us to state that v3 must be a true constant
v3 = const1, (76)
while v2 must vanish
v2 = 0. (77)
In the meantime, the formula (73) implies that
v4 = −
v3
8
. (78)
Using (58), (65) and (77) we arrive at
v1 = −v3, (79)
such that
U = mu1. (80)
Introducing all the above results into (60), we infer that
(
δa
(int)
1
)
1
= ∂α
(
W
(
ψ¯ψ
)
ηα +
imv3
2
ψ¯
[
γα, γβ
]
ψηβ
)
−γ
(
1
2
W
(
ψ¯ψ
)
h
)
. (81)
Taking into account the results (77)–(79), the pieces containing two deriva-
tives from δa
(int)
1 can be written like(
δa
(int)
1
)
2
= ∂µ
(
iu1ψ¯ (γ
α (∂αψ) η
µ − γµ (∂αψ) ηα)
+
(
iu4 −
v3
8
)
ψ¯γµ
[
γα, γβ
]
ψ∂[αηβ]
+
v3
2
ψ¯
(
γα
[
γµ, γβ
]
− γµ
[
γα, γβ
])
(∂αψ) ηβ
)
+γ
(
−
iu1
2
ψ¯
(
γµ (∂µψ)h− γ
α
(
∂βψ
)
hαβ
)
−
(
iu4 −
v3
8
)
ψ¯γµ
[
γα, γβ
]
ψ∂[αhβ]µ
+
v3
4
ψ¯γµ
[
γα, γβ
]
(∂αψ) hβµ
)
+
(
i (∂µu1) ψ¯γ
µ (∂αψ)− i (∂αu1) ψ¯γ
µ (∂µψ)
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+2v3
((
∂µψ¯
)
γµ (∂αψ)−
(
∂µψ¯
)
γα (∂µψ)
))
ηα
+
(
i
2
(u1 + 16u4 + iv3) ψ¯γ
α∂βψ
−ψ¯γµ
[
γα, γβ
] (
ψi (∂µu4) +
v3
4
(∂µψ)
))
∂[αηβ]. (82)
In consequence,
(
δa
(int)
1
)
2
is γ-exact modulo d if
v3 = 0, (83)
u1
(
ψ¯ψ
)
+ 16u4
(
ψ¯, ψ
)
+ iv3 = 0, (84)
∂µu4
(
ψ¯, ψ
)
= ∂µu1
(
ψ¯ψ
)
= 0. (85)
By means of (84)–(85) we get that the functions u1 and u4 are some constants
u1 = const2, u4 = const3, (86)
related via the formula
u4 = −
u1
16
. (87)
As u1 is constant, from (67) and (80) we find that
W = −u1mψ¯ψ, (88)
such that (81) becomes
(
δa
(int)
1
)
1
= ∂α
(
−u1mψ¯ψη
α
)
+ γ
(
u1
2
mψ¯ψh
)
. (89)
Introducing the results (83) and (87) in (82), it follows that
(
δa
(int)
1
)
2
= ∂µ
(
iu1ψ¯ (γ
α (∂αψ) η
µ − γµ (∂αψ) ηα
−
1
16
γµ
[
γα, γβ
]
ψ∂[αηβ]
))
+γ
(
−
iu1
2
ψ¯
(
γµ (∂µψ) h− γ
α
(
∂βψ
)
hαβ
−
1
8
γµ
[
γα, γβ
]
ψ∂[αhβ]µ
))
. (90)
Putting together the formulas (49), (51), (56), (77)–(79), (83), and (86)–
(87), we conclude that the most general expression of a
(int)
1 that produces a
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consistent component in antighost number zero as solution to the equation
(47) and complies with all the general requirements imposed at the beginning
of this section can be expressed in terms of a single arbitrary, real constant,
u1. From now on we will denote this constant by k, such that the resulting
a
(int)
1 becomes
a
(int)
1 = −k
(
1
16
(
ψ¯
[
γα, γβ
]
ψ¯∗ − ψ∗
[
γα, γβ
]
ψ
)
∂[αηβ]
−
(
ψ∗ (∂αψ) +
(
∂αψ¯
)
ψ¯∗
)
ηα
)
. (91)
Then, using (47), (53), (54)–(55), (89) and (90) we find that the correspond-
ing a
(int)
0 is
a
(int)
0 =
k
2
(
ψ¯ (iγµ (∂µψ)−mψ) h− iψ¯γ
α
(
∂βψ
)
hαβ
−
i
8
ψ¯γµ
[
γα, γβ
]
ψ∂[αhβ]µ
)
+ a¯
(int)
0 . (92)
In the above, a¯
(int)
0 represents the general local solution to the homoge-
neous equation
γa¯
(int)
0 = ∂µm¯
(int)µ, (93)
for some local m¯(int)µ. Such solutions correspond to a¯
(int)
1 = 0 and thus they
cannot deform either the gauge algebra or the gauge transformations, but
simply the lagrangian at order one in the coupling constant. There are two
main types of solutions to (93). The first one corresponds to m¯(int)µ = 0
and is given by gauge-invariant, non-integrated densities constructed from
the original fields and their spacetime derivatives. According to (32) for
both pure ghost and antighost numbers equal to zero, they are given by
a¯
′(int)
0 = a¯
′(int)
0
(
[ψ] ,
[
ψ¯
]
, [Kµναβ ]
)
, up to the conditions that they effectively
describe cross-couplings between the two types of fields and cannot be writ-
ten in a divergence-like form. Unfortunately, this type of solutions must
depend on the linearized Riemann tensor (and possibly of its derivatives) in
order to provide cross-couplings, and thus would lead to terms with at least
two derivatives of the Dirac spinors. So, by virtue of the derivative order
assumption, they must be discarded by setting a¯
′(int)
0 = 0. The second kind
of solutions is associated with m¯(int)µ 6= 0 in (93), being understood that
they lead to cross-interactions, cannot be written in a divergence-like form
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and contain at most one derivative of the fields. Consequently, we obtain
that
γa¯
(int)
0 = ∂ρ

 ∂a¯(int)0
∂ (∂ρhµν)
∂(µην)

+ δa¯(int)0
δhµν
∂(µην)
= ∂ρ

 ∂a¯(int)0
∂ (∂ρhµν)
∂(µην) + 2
δa¯
(int)
0
δhρµ
ηµ

− 2∂ρ

δa¯(int)0
δhρµ

 ηµ. (94)
Thus, this a¯
(int)
0 fulfills (93) if and only if its Euler-Lagrange derivatives with
respect to the Pauli-Fierz fields satisfy the equations
∂ρ

δa¯(int)0
δhρµ

 = 0. (95)
Since a¯
(int)
0 may contain at most one derivative, it follows that the solution
to (95) reads as
δa¯
(int)
0
δhµν
= ∂ρD
ρµν , (96)
where Dρµν contains no derivatives and is antisymmetric in its first two in-
dices3
Dρµν = −Dµρν . (97)
We insist on the fact that a solution of the type δa¯
(int)
0 /δhµν = ∂α∂βD
µανβ ,
with Dµανβ possessing the symmetry properties of the Riemann tensor, is
not allowed in our case due to the hypothesis on the derivative order, and
hence (96) is the most general solution to the equation (95). Moreover, from
(96) we have that Dρµν must be symmetric in its last two indices
Dρµν = Dρνµ. (98)
The properties (97) and (98) imply that
Dρµν = −Dµρν = −Dµνρ = Dνµρ
= Dνρµ = −Dρνµ = −Dρµν , (99)
3Strictly speaking, we might have added to the right-hand side of (96) the contribution
cσµν , with c an arbitrary real constant. It would not have led to cross-interactions, but
to the cosmological term ch, which has already been considered in a(PF).
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and hence Dρµν = 0. Consequently, (96) yields
δa¯
(int)
0
δhµν
= 0, (100)
and thus we can write that a¯
(int)
0 = L
(
[ψ] ,
[
ψ¯
])
+ ∂µg
µ
(
ψ, ψ¯, hαβ
)
. Since we
are interested only in cross-interactions, we must set L = 0. At this stage we
remain with the trivial solutions
a¯
(int)
0 = ∂µg
µ
(
ψ, ψ¯, hαβ
)
, (101)
which can be completely removed from the first-order deformation via a
transformation of the form (25) with b = 0. In conclusion, we can take,
without loss of generality
a¯
(int)
0 = 0 (102)
in the solution (92). As a consequence of the above discussion, we can state
that the antighost number zero component of a(int) reads as
a
(int)
0 =
k
2
(
ψ¯ (iγµ (∂µψ)−mψ) h− iψ¯γ
α
(
∂βψ
)
hαβ
−
i
8
ψ¯γµ
[
γα, γβ
]
ψ∂[αhβ]µ
)
. (103)
After some computation, we find that
a
(int)
1 + a
(int)
0 = −k
(
1
16
(
ψ¯
[
γα, γβ
]
ψ¯∗ − ψ∗
[
γα, γβ
]
ψ
)
∂[αηβ]
−
1
2
(
ψ∗ (∂αψ) +
(
∂αψ¯
)
ψ¯∗ − (∂αψ∗)ψ − ψ¯
(
∂αψ¯∗
))
ηα
)
−
k
2
Θµνhµν + sΛ+ ∂µv
µ, (104)
where
Θµν =
i
2
(
ψ¯γ(µ∂ ν)ψ −
(
∂(µ ψ¯
)
γ ν)ψ
)
, (105)
represents the stress-energy tensor of the Dirac field, while Λ is given by
Λ = −
k
4
(
ψ∗ψ + ψ¯ψ¯∗
)
h. (106)
Obviously, the term sΛ+∂µv
µ from (104) is cohomologically trivial, and hence
can be discarded. Thus, the coupling between a Dirac field and one graviton
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at the first order in the deformation parameter takes the form Θµνhµν . We
cannot stress enough that is not an assumption, but follows entirely from the
deformation approach developed here. However, for subsequent purposes it
is useful to work with the expressions (91) and (103) of a
(int)
0 and a
(int)
1 .
Finally, we analyze the component a(Dirac) from (39). As the Dirac action
from (1) has no non-trivial gauge invariance, it follows that a(Dirac) can only
reduce to its component of antighost number zero
a(Dirac) = a
(Dirac)
0
(
[ψ] ,
[
ψ¯
])
, (107)
which is automatically solution to the equation sa(Dirac) ≡ γa
(Dirac)
0 = 0.
It comes from a
(Dirac)
1 = 0 and does not deform the gauge transformations
(3), but merely modifies the Dirac action. The condition that a
(Dirac)
0 is of
maximum derivative order equal to one is translated into
a
(Dirac)
0 = f
(
ψ¯, ψ
)
+
(
∂µψ¯
)
gµ1
(
ψ¯, ψ
)
+ gµ2
(
ψ¯, ψ
)
(∂µψ) , (108)
where f , gµ1 and g
µ
2 are polynomials in the undifferentiated spinor fields (since
they anticommute). The first polynomial is a scalar (bosonic and real), while
the one-tensors gµ1 and g
µ
2 are fermionic and spinor-like. They are related via
the relation
(gµ1 )
†
γ0 = g
µ
2 (109)
in order to ensure that a
(Dirac)
0 is indeed a scalar.
4.3 Second-order deformation
In the previous part of the paper we have seen that the first-order deformation
of the theory can be written like the sum between the first-order deformation
of the master equation for the Pauli-Fierz theory S
(PF)
1 , and the ‘interacting’
part S
(int)
1
S
(int)
1 =
∫
d4x
(
a
(int)
1 + a
(int)
0 + a
(Dirac)
0
)
, (110)
with a
(int)
1 , a
(int)
0 and a
(Dirac)
0 respectively given by (91), (92) and (108).
As shown in Appendix B, the first-order deformation is consistent at order
two in the coupling constant if the constant k that parametrizes both a
(int)
1
and a
(int)
0 is equal to unit
k = 1, (111)
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and the functions appearing in a
(Dirac)
0 are of the form
f
(
ψ¯, ψ
)
= M
(
ψ¯ψ
)
, gµ1 = 0, g
µ
2 = 0, (112)
with M
(
ψ¯ψ
)
a polynomial in ψ¯ψ. Under these circumstances, we have that
S2 = S
(PF)
2 + S
(int)
2 , where S
(PF)
2 can be deduced from [15], and
S
(int)
2 =
∫
d4x
(
−
1
2
(
ψ∗ (∂αψ) +
(
∂αψ¯
)
ψ¯∗
)
ηβhαβ +
1
32
(
ψ¯
[
γα, γβ
]
ψ¯∗
−ψ∗
[
γα, γβ
]
ψ
)(
ησ∂[αhβ]σ −
1
2
hσ[α
(
∂β]η
σ − ∂σηβ]
))
−
i
4
ψ¯γµ (∂νψ)
(
hhµν −
3
2
hµσh
σ
ν
)
−
1
4
(
ψ¯iγµ (∂µψ)−mψ¯ψ
)
×
×
(
hαβh
αβ −
1
2
h2
)
−
i
32
ψ¯γµ
[
γα, γβ
]
ψ
(
h∂[αhβ]µ
−hσµ∂[αhβ]σ + h
σ
α
(
2∂[βhσ]µ + ∂µhβσ
))
+
1
2
M
(
ψ¯ψ
)
h
)
. (113)
The concrete expression of S
(int)
2 is inferred also in Appendix B. Making use
of (111)–(112), it results that S
(int)
1 takes the final form
S
(int)
1 =
∫
d4x
(
−
1
16
(
ψ¯
[
γα, γβ
]
ψ¯∗ − ψ∗
[
γα, γβ
]
ψ
)
∂[αηβ]
+
(
ψ∗ (∂αψ) +
(
∂αψ¯
)
ψ¯∗
)
ηα
+
1
2
(
ψ¯ (iγµ (∂µψ)−mψ) h− iψ¯γ
α
(
∂βψ
)
hαβ
−
i
8
ψ¯γµ
[
γα, γβ
]
ψ∂[αhβ]µ
)
+M
(
ψ¯ψ
))
. (114)
5 Vierbein versus Pauli-Fierz formulation of
spin-two field theory
In this section we correlate the linearized versions of first- and second-order
formulations of spin-two field theory via the local BRST cohomology. In view
of this, we start from the first-order formulation of spin-two field theory
S [e µa , ωµab] = −
1
λ
∫
d4x
(
ω abν ∂µ (ee
µ
a e
ν
b )− ω
ab
µ ∂ν (ee
µ
a e
ν
b )
+
1
2
ee µa e
ν
b
(
ω acµ ω
b
ν c − ω
ac
ν ω
b
µ c
))
, (115)
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where e µa is the vierbein field and ωµab are the components of the spin con-
nection, while e is the inverse of the vierbein determinant
e = (det (e µa ))
−1 . (116)
In order to linearize action (115), we develop the vierbein like
e µa = δ
µ
a −
λ
2
f µa , e = 1 +
λ
2
f, (117)
where f is the trace of f µa . Consequently, we find that the linearized form
of (115) reads as (we come back to the notations µ, ν, etc. for flat indices)
S ′0 [fµν , ωµαβ] =
∫
d4x
(
ω αµα (∂µf − ∂
νfµν) +
1
2
ωµαβ∂[αfβ]µ
−
1
2
(
ω αβα ω
λ
λβ − ω
µαβωαµβ
))
. (118)
We mention that the field fµν contains a symmetric, as well as an anti-
symmetric part. The above linearized action is invariant under the gauge
transformations
δǫfµν = ∂µǫν + ǫµν , δǫωµαβ = ∂µǫαβ, (119)
where the latter gauge parameters are antisymmetric, ǫαβ = −ǫβα. Eliminat-
ing the spin connection components on their equations of motion (auxiliary
fields) from (118)
ωµαβ (f) =
1
2
(
∂[µfα]β − ∂[µ fβ]α − ∂[αfβ]µ
)
, (120)
we obtain the second-order action
S ′0 [fµν , ωµαβ (f)] = S
′′
0 [fµν ] = −
∫
d4x
(
1
8
(
∂[µ f ν]α
) (
∂[µ fν]α
)
+
1
4
(
∂[µ f ν]α
) (
∂[µfα]ν
)
−
1
2
(∂µf − ∂
νfµν) (∂
µf − ∂αf
µα)
)
, (121)
subject to the gauge invariances
δǫfµν = ∂(µ ǫν) + ǫµν . (122)
If we decompose fµν in its symmetric and antisymmetric parts
fµν = hµν +Bµν , hµν = hνµ, Bµν = −Bνµ, (123)
24
the action (121) becomes
S ′′0 [fµν ] = S
′′
0 [hµν , Bµν ] =
∫
d4x
(
−
1
2
(∂µhνρ) (∂
µhνρ) + (∂µh
µρ) (∂νhνρ)
(−∂µh) (∂νh
νµ) +
1
2
(∂µh) (∂
µh)
)
, (124)
while the accompanying gauge transformations are given by
δǫhµν = ∂(µ ǫν), δǫBµν = ǫµν . (125)
It is easy to see that the right-hand side of (124) is nothing but the Pauli-Fierz
action
S ′′ [hµν , Bµν ] = S
(PF)
0 [hµν ] . (126)
Now, we show that the local BRST cohomologies associated with the formu-
lations (118)–(119), (124)–(125) and the Pauli-Fierz model are isomorphic.
As we have previously mentioned, we pass from (118)–(119) to (124)–(125)
via the elimination of the auxiliary fields ωµαβ, such that the general theorems
from Section 15 of the first reference in [22] ensure the isomorphism
H (s′|d) ≃ H (s′′|d) , (127)
with s′ and s′′ the BRST differentials corresponding to (118)–(119) and re-
spectively to (124)–(125). On the other hand, we observe that the field Bµν
does not appear in (124) and is subject to a shift gauge symmetry. Thus,
in any cohomological class from H (s′′|d) one can take a representative that
is independent of Bµν , the shift ghosts and all of their antifields. This is
because these variables form contractible pairs that drop out from H (s′′|d)
(see the general results from Section 14 of the first reference in [22]). As a
consequence, we have that
H (s′′|d) ≃ H (s|d) , (128)
where s is the Pauli-Fierz BRST differential. Combining (127) and (128), we
arrive at
H (s′|d) ≃ H (s′′|d) ≃ H (s|d) . (129)
Because the local BRST cohomology (in ghost number equal to zero and
one) controls the deformation procedure, it results that the last isomorphisms
allow one to pass in a consistent manner from the Pauli-Fierz version to the
first- and second-order ones (in vierbein formulation) during the deformation
procedure.
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6 Analysis of the deformed theory
It is easy to see that one can go from (124)–(125) to the Pauli-Fierz version
through the partial gauge-fixing Bµν = 0. This gauge-fixing is a consequence
of the more general gauge-fixing condition [23]
σµ[ae
µ
b] = 0. (130)
In the context of this partial gauge-fixing simple computation leads to the
vierbein fields and the inverse of their determinant up to the second order in
the coupling constant as
e µa =
(0)
e
µ
a +g
(1)
e
µ
a +g
2 (2)e
µ
a + · · · = δ
µ
a −
g
2
h µa +
3g2
8
h ρa h
µ
ρ + · · · , (131)
e =
(0)
e +g
(1)
e +g2
(2)
e + · · · = 1 +
g
2
h+
g2
8
(
h2 − 2hµνh
µν
)
+ · · · . (132)
Based on the isomorphisms (129), we can further pass to the analysis of
the deformed theory obtained in the previous sections. The component of
antighost number equal to zero in S
(int)
1 is precisely the interacting lagrangian
at order one in the coupling constant
L
(int)
1 = a
(int)
0 + a
(Dirac)
0 =
[
1
2
ψ¯ (iγµ (∂µψ)−mψ) h
]
+
[
−
i
2
ψ¯γα
(
∂βψ
)
hαβ
]
+
[
−
i
16
ψ¯γµ
[
γα, γβ
]
ψ∂[αhβ]µ
]
+
[
M
(
ψ¯ψ
)]
≡
(1)
e L
(D)
0 +
(0)
e
(1)
e
µ
a ψ¯iγ
a
(0)
Dµ ψ+
(0)
e
(0)
e
µ
a ψ¯iγ
a
(1)
Dµ ψ+
(0)
e M
(
ψ¯ψ
)
, (133)
where
(0)
Dµ= ∂µ, (134)
and
(1)
Dµ=
1
16
(1)
ω µab
[
γa, γb
]
, (135)
with
(1)
ω µab= −∂[ahb]µ (136)
the linearized form of the full spin-connection
ωµab = e
ν
b ∂νeaµ − e
ν
a ∂νebµ + eaν∂µe
ν
b
−ebν∂µe
ν
a + e
ρ
[a e
ν
b] ecµ∂νe
c
ρ
= g
(1)
ω µab +g
2 (2)ω µab + · · · . (137)
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In (137) eaµ represents the inverse of the vierbein field. Along the same
line, the piece of antighost number equal to zero from the second-order de-
formation offers us the interacting lagrangian at order two in the coupling
constant
L
(int)
2 = b
(int)
0 =
[
1
8
(
ψ¯iγµ (∂µψ)−mψ¯ψ
) (
h2 − 2hµνh
µν
)]
+
[
1
2
hM
(
ψ¯ψ
)]
+
[
−
i
4
ψ¯γµ (∂νψ) hhµν
]
+
[
−
i
32
ψ¯γµ
[
γα, γβ
]
ψh∂[αhβ]µ
]
+
[
3i
8
ψ¯γµ (∂νψ)hµσh
σ
ν
]
+
[
i
32
ψ¯γµ
[
γα, γβ
]
ψhσµ∂[αhβ]σ
]
+
[
−
i
64
ψ¯γµ
[
γα, γβ
]
ψ
(
2hρ[α
(
∂β]hρµ
)
+ 2
(
∂ρhµ[α
)
hρβ] −
(
∂µhρ[α
)
hρβ]
)]
≡
(2)
e L
(D)
0 +
(1)
e M
(
ψ¯ψ
)
+
(1)
e
(1)
e
µ
a ψ¯iγ
a
(0)
Dµ ψ+
(1)
e
(0)
e
µ
a ψ¯iγ
a
(1)
Dµ ψ
+
(0)
e
(2)
e
µ
a ψ¯iγ
a
(0)
Dµ ψ+
(0)
e
(1)
e
µ
a ψ¯iγ
a
(1)
Dµ ψ+
(0)
e
(0)
e
µ
a ψ¯iγ
a
(2)
Dµ ψ, (138)
where
(2)
Dµ=
1
16
(2)
ω µab
[
γa, γb
]
, (139)
while
(2)
ω µab= −
1
4
(
2hc[a
(
∂b]h
c
µ
)
− 2h ν[a ∂νh b]µ −
(
∂µh
ν
[a
)
hb]ν
)
(140)
is the second-order approximation of the spin-connection. With the help of
(133) and (138) we deduce that L
(D)
0 + gL
(int)
1 + g
2L
(int)
2 + · · · comes from
expanding the fully deformed lagrangian
L(int) = eψ¯ (ie µa γ
aDµψ −mψ) + geM
(
ψ¯ψ
)
, (141)
where
Dµψ = ∂µψ +
1
16
ωµab
[
γa, γb
]
ψ (142)
is the full covariant derivative of ψ.
The pieces linear in the antifields ψ∗ and ψ¯∗ from the deformed solution
to the master equation give us the deformed gauge transformations for the
Dirac fields as
δǫψ = g (∂
αψ) ǫα +
g
16
[
γα, γβ
]
ψ∂[αǫβ] −
g2
2
(∂αψ) ǫβhαβ
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−
g2
32
[
γα, γβ
]
ψ
(
ǫσ∂[αhβ]σ −
1
2
hσ[α
(
∂β]ǫ
σ − ∂σǫβ]
))
+ · · ·
= g
(1)
δ ǫ ψ + g
2
(2)
δ ǫ ψ + · · · , (143)
δǫψ¯ = g
(
∂αψ¯
)
ǫα −
g
16
ψ¯
[
γα, γβ
]
∂[αǫβ] −
g2
2
(
∂αψ¯
)
ǫβhαβ
+
g2
32
ψ¯
[
γα, γβ
] (
ǫσ∂[αhβ]σ −
1
2
hσ[α
(
∂β]ǫ
σ − ∂σǫβ]
))
+ · · ·
= g
(1)
δ ǫ ψ¯ + g
2
(2)
δ ǫ ψ¯ + · · · . (144)
The first two orders of the gauge transformations can be put under the form
(1)
δ ǫ ψ = (∂µψ)
(0)
ǫ¯
µ
+
1
8
[
γa, γb
]
ψ
(0)
ǫ ab, (145)
(2)
δ ǫ ψ = (∂µψ)
(1)
ǫ¯
µ
+
1
8
[
γa, γb
]
ψ
(1)
ǫ ab, (146)
(1)
δ ǫ ψ¯ =
(
∂µψ¯
) (0)
ǫ¯
µ
−
1
8
ψ¯
[
γa, γb
] (0)
ǫ ab, (147)
(2)
δ ǫ ψ¯ =
(
∂µψ¯
) (1)
ǫ¯
µ
−
1
8
ψ¯
[
γa, γb
] (1)
ǫ ab, (148)
where we used the notations
(0)
ǫ¯
µ
= ǫµ = ǫaδ µa ,
(1)
ǫ¯
µ
= −
1
2
ǫah µa , (149)
(0)
ǫ ab =
1
2
∂[aǫb], (150)
(1)
ǫ ab = −
1
4
ǫc∂[ahb]c +
1
8
hc[a∂b]ǫc +
1
8
(
∂cǫ[a
)
hcb]. (151)
Based on these notations, the gauge transformations of the spinors take the
form
δǫψ = g
(
(∂µψ)
(
(0)
ǫ¯
µ
+g
(1)
ǫ¯
µ
+ · · ·
)
+
1
8
[
γa, γb
]
ψ
(
(0)
ǫ ab +g
(1)
ǫ ab + · · ·
))
, (152)
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δǫψ¯ = g
((
∂µψ¯
)((0)
ǫ¯
µ
+g
(1)
ǫ¯
µ
+ · · ·
)
−
1
8
ψ¯
[
γa, γb
] ((0)
ǫ ab +g
(1)
ǫ ab + · · ·
))
. (153)
The gauge parameters
(0)
ǫ ab si
(1)
ǫ ab are precisely the first two terms from
the Lorentz parameters expressed in terms of the flat parameters ǫa via the
partial gauge-fixing (130). Indeed, (130) leads to
δǫ
(
σµ[ae
µ
b]
)
= 0, (154)
where
δǫe
µ
a = ǫ¯
ρ∂ρe
µ
a − e
ρ
a ∂ρǫ¯
µ + ǫ ba e
µ
b . (155)
Substituting (131) together with the expansions
ǫ¯µ =
(0)
ǫ¯
µ
+g
(1)
ǫ¯
µ
+ · · · =
(
δ µa −
g
2
h µa + · · ·
)
ǫa (156)
and
ǫab =
(0)
ǫ ab +g
(1)
ǫ ab + · · · (157)
in (154), we arrive precisely to (150)–(151). At this point it is easy to see that
the gauge transformations (152)–(153) come from the perturbative expansion
of the full gauge transformations
δǫψ = g
(
(∂µψ) ǫ¯
µ +
1
8
[
γa, γb
]
ψǫab
)
, (158)
δǫψ¯ = g
((
∂µψ¯
)
ǫ¯µ −
1
8
ψ¯
[
γa, γb
]
ǫab
)
. (159)
The full gauge transformations can be suggestively written like
δǫψ = g
(
(∂µψ) ǫ¯
µ +
1
2
Σabψǫab
)
, (160)
δǫψ¯ = g
((
∂µψ¯
)
ǫ¯µ −
1
2
ψ¯Σabǫab
)
, (161)
where
Σab =
1
4
[
γa, γb
]
(162)
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are the spin operators, whose commutators read as[
Σab,Σcd
]
= σa[cΣd]b − σb[cΣd]a. (163)
In conclusion, the interaction between a Dirac field and one spin-two field
leads to the interacting lagrangian (141), while the gauge transformations of
the Dirac spinors are given by (160) and (161).
7 Impossibility of cross-interactions between
gravitons in the presence of the Dirac field
As it has been proved in [15], there are no direct cross-couplings that can be
introduced in a finite collection of gravitons and also no intermediate cross-
couplings between different gravitons in the presence of a scalar field. In this
section, under the hypotheses of locality, smoothness of the interactions in
the coupling constant, Poincare´ invariance, (background) Lorentz invariance
and the preservation of the number of derivatives on each field, we will prove
that there are no intermediate cross-couplings between different gravitons in
the presence of a Dirac field.
Now, we start from a sum of Pauli-Fierz actions and a Dirac action
SL0
[
hAµν , ψ, ψ¯
]
=
∫
d4x
(
−
1
2
(
∂µh
A
νρ
)
(∂µhνρA ) + (∂µh
µρ
A )
(
∂νhAνρ
)
−
(
∂µh
A
)
(∂νh
νµ
A ) +
1
2
(
∂µh
A
)
(∂µhA)
)
+
∫
d4xψ¯ (iγµ (∂µψ)−mψ) , (164)
where hA is the trace of the field h
µν
A (hA = σµνh
µν
A ), while A = 1, 2, · · · , n.
The gauge transformations of the action (164) are
δǫh
A
µν = ∂(µǫ
A
ν), δǫψ = δǫψ¯ = 0. (165)
The BRST complex comprises the fields/ghosts
φα0 =
(
hAµν , ψ, ψ¯
)
, ηAµ , (166)
and respectively the antifields
φ∗α0 =
(
h∗µνA , ψ
∗, ψ¯∗
)
, η∗µA . (167)
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The BRST differential splits in this situation like in (5), while the actions of
δ and γ on the BRST generators are defined by
δh∗µνA = 2H
µν
A , δψ
∗ = −
(
mψ¯ + i∂µψ¯γ
µ
)
, (168)
δψ¯∗ = − (iγµ∂µψ −mψ) , δη
∗µ
A = −2∂νh
∗µν
A , (169)
δφα0 = 0, δηAµ = 0, (170)
γφ∗α0 = 0, γη
∗µ
A = 0, (171)
γhAµν = ∂(µη
A
ν), γψ = γψ¯ = 0, γη
A
µ = 0, (172)
where HµνA = K
µν
A −
1
2
σµνKA is the linearized Einstein tensor for the field
hµνA . In this case the solution to the master equation reads as
S¯ = SL0
[
hAµν , ψ, ψ¯
]
+
∫
d4x
(
h∗µνA ∂(µη
A
ν)
)
. (173)
The first-order deformation of the solution to the master equation may
be decomposed in a manner similar to the case of a single graviton
α = α(PF) + α(int) + α(Dirac). (174)
The first-order deformation in the Pauli-Fierz sector, α(PF), is of the form [15]
α(PF) = α
(PF)
2 + α
(PF)
1 + α
(PF)
0 , (175)
with
α
(PF)
2 =
1
2
fABCη
∗µ
A η
Bν∂[µη
C
ν]. (176)
In (176), all the coefficients fABC are constant. The condition that α
(PF)
2 indeed
produces a consistent α
(PF)
1 implies that these constants must be symmetric
in their lower indices [15]4
fABC = f
A
CB. (177)
With (177) at hand, we find that
α
(PF)
1 = f
A
BCh
∗µρ
A
((
∂ρη
Bν
)
hCµν − η
Bν∂[µh
C
ν]ρ
)
. (178)
4The term (176) differs from that corresponding to [15] through a γ-exact term, which
does not affect (177).
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The requirement that α
(PF)
1 leads to a consistent α
(PF)
0 implies that [15]
5
fABC =
1
3
f(ABC), (179)
where, by definition, fABC = δADf
D
BC . Based on (179), we obtain that the
resulting α
(PF)
0 reads as in [15] (where this component is denoted by a0 and
fABC by aabc).
If we go along exactly the same line like in the subsection 4.2, we get that
α(int) = α
(int)
1 + α
(int)
0 , where
α
(int)
1 = kA
(
ψ∗ (∂αψ) +
(
∂αψ¯
)
ψ¯∗
)
ηAα
−
kA
16
(
ψ¯
[
γα, γβ
]
ψ¯∗ − ψ∗
[
γα, γβ
]
ψ
)
∂[αη
A
β], (180)
α
(int)
0 =
kA
2
(
ψ¯ (iγµ (∂µψ)−mψ) h
A − iψ¯γα
(
∂βψ
)
hAαβ
)
−
ikA
16
ψ¯γµ
[
γα, γβ
]
ψ∂[αh
A
β]µ, (181)
and kA are some real constants. Meanwhile, we find in a direct manner that
α(Dirac) = a
(Dirac)
0 , (182)
with a
(Dirac)
0 given in (108).
Let us investigate next the consistency of the first-order deformation. If
we perform the notations
Sˆ
(PF)
1 =
∫
d4xα(PF), (183)
Sˆ
(int)
1 =
∫
d4x
(
α(int) + α(Dirac)
)
, (184)
Sˆ1 = Sˆ
(PF)
1 + Sˆ
(int)
1 , (185)
then the equation
(
Sˆ1, Sˆ1
)
+ 2sSˆ2 = 0 (expressing the consistency of the
first-order deformation) equivalently splits into the equations(
Sˆ
(PF)
1 , Sˆ
(PF)
1
)
+ 2sSˆ
(PF)
2 = 0, (186)
2
(
Sˆ
(PF)
1 , Sˆ
(int)
1
)
+
(
Sˆ
(int)
1 , Sˆ
(int)
1
)
+ 2sSˆ
(int)
2 = 0, (187)
5The piece (178) differs from that corresponding to [15] through a δ-exact term, which
does not change (179).
where Sˆ2 = Sˆ
(PF)
2 + Sˆ
(int)
2 . The equation (186) requires that the constants
fCAB satisfy the supplementary conditions [15]
fDA[Bf
E
C]D = 0, (188)
so they are the structure constants of a finite-dimensional, commutative,
symmetric and associative real algebra A. The analysis realized in [15] shows
us that such an algebras has a trivial structure (being expressed like a direct
sum of some one-dimensional ideals). So we obtain that
fCAB = 0 if A 6= B. (189)
Let us analyze now the equation (187). If we denote by ∆ˆ(int) and β(int)
the non-integrated densities of the functionals 2
(
Sˆ
(PF)
1 , Sˆ
(int)
1
)
+
(
Sˆ
(int)
1 , Sˆ
(int)
1
)
and respectively of Sˆ
(int)
2 , then the equation (187) in local form becomes
∆ˆ(int) = −2sβ(int) + ∂µk
µ, (190)
with
gh
(
∆ˆ(int)
)
= 1, gh
(
β(int)
)
= 0, gh (kµ) = 1. (191)
The computation of ∆ˆ(int) reveals in our case the following decomposition
along the antighost number
∆ˆ(int) = ∆ˆ
(int)
0 + ∆ˆ
(int)
1 , agh
(
∆ˆ
(int)
I
)
= I, I = 0, 1, (192)
with
∆ˆ
(int)
1 = γ
(
kAkB
(
ψ∗ (∂αψ) +
(
∂αψ¯
)
ψ¯∗
)
ηAβhBαβ
−
1
16
Mαβ
((
2kAkB − kDf
D
AB
)
ηAσ∂[αh
B
β]σ − kDf
D
ABh
Aρ
α ∂[βη
B
ρ]
))
+
(
kDf
D
AB − kAkB
) ((
ψ∗ (∂αψ) +
(
∂αψ¯
)
ψ¯∗
)
ηAβ∂[αη
B
β]
−
1
16
Mαβσµν∂[αη
A
µ]∂[βη
B
ν]
)
, (193)
where we used the notation
Mαβ = ψ¯
[
γα, γβ
]
ψ¯∗ − ψ∗
[
γα, γβ
]
ψ. (194)
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The concrete form of ∆ˆ
(int)
0 is not important in what follows and therefore
we will skip it. Due to the decomposition (192), we have that β(int) and kµ
from (190) can be decomposed like
β(int) = β
(int)
0 + β
(int)
1 + β
(int)
2 , agh
(
β
(int)
I
)
= I, I = 0, 1, 2, (195)
kµ = kµ0 + k
µ
1 + k
µ
2 , agh (k
µ
I ) = I, I = 0, 1, 2. (196)
By projecting the equation (190) on various values of the antighost number,
we obtain the tower of equations
γβ
(int)
2 = ∂µ
(
1
2
kµ2
)
, (197)
∆ˆ
(int)
1 = −2
(
δβ
(int)
2 + γβ
(int)
1
)
+ ∂µk
µ
1 , (198)
∆ˆ
(int)
0 = −2
(
δβ
(int)
1 + γβ
(int)
0
)
+ ∂µk
µ
0 . (199)
By a trivial redefinition, the equation (197) can always be replaced with
γβ
(int)
2 = 0. (200)
Analyzing the expression of ∆ˆ
(int)
1 in (193) we observe that it can be expressed
as in (198) if
χˆ =
(
kDf
D
AB − kAkB
) ((
ψ∗ (∂αψ) +
(
∂αψ¯
)
ψ¯∗
)
ηAβ∂[αη
B
β]
−
1
16
Mαβσµν∂[αη
A
µ]∂[βη
B
ν]
)
, (201)
can be put in the form
χˆ = δϕˆ+ γωˆ + ∂µj
µ. (202)
Assume that (202) holds. Then, by applying δ on this equation we infer
δχˆ = γ (−δωˆ) + ∂µ (δj
µ) . (203)
On the other hand, if we use the concrete expression (201) of χˆ, by direct
computation we are led to
δχˆ = γ
(
δ
(
−
(
kDf
D
AB − kAkB
)
ψ¯ψ¯∗ηAµ
(
∂µhB − ∂νh
Bµν
))
+
(
kDf
D
AB − kAkB
) (
iψ¯γµ (∂
αψ)
(
1
2
hAµβ∂[αη
B
β] − η
Aβ∂[αh
Bµ
β]
)
34
−
i
8
ψ¯γµ
[
γα, γβ
]
ψσρλ∂[ρη
A
α]∂[λη
B
β]
))
+∂µ
(
δ
((
kDf
D
AB − kAkB
)
ψ¯ψ¯∗ηAν
(
∂µηBν − ∂νη
Bµ
))
+i
(
kDf
D
AB − kAkB
) (
ψ¯γµ (∂αψ) ηAβ∂[αη
B
β]
+
1
16
ψ¯γµ
[
γα, γβ
]
ψσρλ∂[ρη
A
α]∂[λη
B
β]
))
. (204)
The right-hand side of (204) can be written like in the right-hand side of
(203) if the following conditions are simultaneously fulfilled
(
kDf
D
AB − kAkB
)(
iψ¯γµ (∂
αψ)
(
1
2
hAµβ∂[αη
B
β] − η
Aβ∂[αh
Bµ
β]
)
−
i
8
ψ¯γµ
[
γα, γβ
]
ψσρλ∂[ρη
A
α]∂[λη
B
β]
)
= −δωˆ′, (205)
+i
(
kDf
D
AB − kAkB
) (
ψ¯γµ (∂αψ) ηAβ∂[αη
B
β]
+
1
16
ψ¯γµ
[
γα, γβ
]
ψσρλ∂[ρη
A
α]∂[λη
B
β]
)
= δj′µ. (206)
However, from the action of δ on the BRST generators we observe that none
of hAµβ , ∂[αh
A
β]µ, η
A
β and ∂[λη
A
β] are δ-exact. In consequence, the relations
(205)–(206) hold if the equations
ψ¯γµ (∂αψ) = δΩ
µ
α, (207)
and
ψ¯γµ [γα, γβ]ψ = δΓ
µ
αβ (208)
take place simultaneously. Let us suppose that the relations (207)–(208) are
indeed satisfied. Acting with ∂µ on (207)–(208) we arrive at
∂µ
(
ψ¯γµ (∂αψ)
)
= δ (∂µΩ
µ
α) , (209)
and
∂µ
(
ψ¯γµ [γα, γβ]ψ
)
= δ
(
∂µΓ
µ
αβ
)
. (210)
On the other hand, by direct computation we arrive at
∂µ
(
ψ¯γµ (∂αψ)
)
= δ
(
−i
(
ψ∗ (∂αψ)− ψ¯
(
∂αψ¯∗
)))
, (211)
∂µ
(
ψ¯γµ [γα, γβ]ψ
)
= δ (iMαβ)− 4ψ¯γ[α∂β]ψ. (212)
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The right-hand sides of (211)–(212) are not of the same type like the corre-
sponding ones in (209)–(210). This means that the relations (207)–(208) are
not valid, and therefore neither are (205)–(206). As a consequence, χˆ must
vanish, which further implies that
kDf
D
AB − kAkB = 0. (213)
Using (213) and (189) we obtain that for A 6= B
kAkB = 0, (214)
which shows that the Dirac fields can couple to only one graviton, which
proves the assertion from the beginning of this section.
8 Conclusion
To conclude with, in this paper we have investigated the couplings between
a collection of massless spin-two fields (described in the free limit by a sum
of Pauli-Fierz actions) and a Dirac field using the powerful setting based on
local BRST cohomology. Initially, we have shown that, if we decompose the
metric like gµν = σµν + ghµν , then we can couple Dirac spinors to hµν in the
space of formal series with the maximum derivative order equal to one in hµν ,
such that the final results agree with the usual couplings between the spin-
1/2 and the massless spin-two field in the vierbein formulation. Based on
this result, we have proved, under the hypotheses of locality, smoothness of
the interactions in the coupling constant, Poincare´ invariance, (background)
Lorentz invariance and the preservation of the number of derivatives on each
field, that there are no consistent cross-interactions among different gravitons
in the presence of a Dirac field.
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A Proof of a statement made in subsection
4.2
Here, we prove that a term of the type
a˜
(int)
1 = h
∗µνηµFν
(
ψ¯, ψ
)
(215)
is consistent in antighost number zero,
δa˜
(int)
1 + γa˜
(int)
0 = ∂µρ
µ, (216)
if and only if
Fν
(
ψ¯, ψ
)
= ∂νF
(
ψ¯, ψ
)
. (217)
Indeed, by applying δ on a˜
(int)
1 we obtain that
δa˜
(int)
1 = −2H
µνηµFν
(
ψ¯, ψ
)
. (218)
It is easy to see that, if Fν
(
ψ¯, ψ
)
if the form (217), then (218) implies
δa˜
(int)
1 = γ
(
HµνhµνF
(
ψ¯, ψ
))
+ ∂µ
(
−2HµνηνF
(
ψ¯, ψ
))
, (219)
and therefore a˜
(int)
1 indeed checks an equation of the type (216). Let us
suppose now that a˜
(int)
1 satisfies the equation (216). Inserting the relations
γa˜
(int)
0 = 2
δa˜
(int)
0
δhµν
∂µην + ∂µt
µ, (220)
and (218) in (216), we get that
− 2HµνηµFν
(
ψ¯, ψ
)
+ 2
δa˜
(int)
0
δhµν
∂νηµ = ∂µp
µ. (221)
The left-hand side of the last relation reduces to a total derivative if
HµνFν
(
ψ¯, ψ
)
= −∂ν
δa˜
(int)
0
δhµν
. (222)
In order to investigate under what conditions the left-hand side of (222) also
provides a total derivative, we start from the fact that
Hµν = ∂α∂βφ
µανβ, (223)
37
where
φµανβ =
1
2
(
−hµνσαβ + hανσµβ + hµβσαν − hαβσµν
+h
(
σµνσαβ − σµβσαν
))
. (224)
By means of (223) we further deduce that
HµνFν = ∂ν
(
∂βφ
µναβFα − φ
µβαν∂βFα
)
+
1
2
φµανβ∂α∂[βFν]. (225)
Thus, the right-hand side of (225) gives a total derivative if and only if
φµανβ∂α∂[βFν] = 0,
which further yields Fν = ∂νF . This completes the proof.
B Complete computation of the second-order
deformation
In this appendix we are interested in determining the complete expression
of the second-order deformation for the master equation, which is known
to be subject to the equation (22). Proceeding in the same manner like
during the first-order deformation procedure, we can write the second-order
deformation of the master equation like the sum between the Pauli-Fierz and
the interacting parts
S2 = S
(PF)
2 + S
(int)
2 . (226)
The piece S
(PF)
2 describes the second-order deformation in the Pauli-Fierz
sector and we will not insist on it since we are merely interested in the cross-
couplings. The term S
(int)
2 results as solution to the equation
1
2
(S1, S1)
(int) + sS
(int)
2 = 0, (227)
where
(S1, S1)
(int) =
(
S
(int)
1 , S
(int)
1
)
+ 2
(
S
(PF)
1 , S
(int)
1
)
. (228)
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If we denote by ∆(int) and b(int) the non-integrated densities of (S1, S1)
(int)
and respectively of S
(int)
2 , the local form of (227) becomes
∆(int) = −2sb(int) + ∂µn
µ, (229)
with
gh
(
∆(int)
)
= 1, gh
(
b(int)
)
= 0, gh (nµ) = 1, (230)
for some local currents nµ. Direct computation shows that ∆(int) decomposes
like
∆(int) = ∆
(int)
0 +∆
(int)
1 , agh
(
∆
(int)
I
)
= I, I = 0, 1, (231)
with
∆
(int)
1 = γ
(
k2
(
ψ∗ (∂αψ) +
(
∂αψ¯
)
ψ¯∗
)
ηβhαβ
+
k
16
Mαβ
(
(1− 2k) ησ∂[αhβ]σ +
1
2
hσ[α
(
∂β]η
σ − ∂σηβ]
)))
+k (1− k)
(
ψ∗ (∂αψ) +
(
∂αψ¯
)
ψ¯∗
)
ηβ∂
[α ηβ]
−
k
16
(1− k)Mαβσµν∂[αηµ]∂[βην], (232)
and
∆
(int)
0 = kL
(D)
0
(
hαβ∂
αηβ + ηβ (∂βh− ∂
αhαβ)
)
+
ik
2
ψ¯γ(α
(
∂β)ψ
) (
−hσα∂βη
σ + ησ
(
∂(αhβ)σ − 2∂σhαβ
))
+
ik
8
ψ¯γµ[γα, γβ]ψ∂α
(
ησ
(
∂(βhµ)σ − 2∂σhµβ
)
−
(
∂(βη
σ
)
hµ)σ
)
+k2h
((
∂σL
(D)
0
)
ησ + ψ¯iγ
α
(
∂βψ
)
∂αηβ
)
−ik2hαβ
((
∂σψ¯
)
γα
(
∂βψ
)
ησ + ψ¯γ
α∂β (∂σψησ)
)
−
ik2
8
(
∂σ
(
ψ¯γµ[γα, γβ]ψ
))
ησ∂[αhβ]µ +
ik2
16
ψ¯γµ[γα, γβ]ψh∂µ
(
∂[αηβ]
)
+
ik2
16
(
ψ¯[γµ, γν ]γα
(
∂βψ
)
hαβ∂[µην] − ψ¯γ
α[γµ, γν ]
(
∂β
(
ψ∂[µην]
))
hαβ
)
+
ik2
128
ψ¯
(
[γρ, γλ]γµ[γα, γβ]− γµ[γα, γβ][γρ, γλ]
)
ψ
(
∂[αhβ]µ
)
∂[ρηλ]
+γ
(
−k
(
f
(
ψ¯, ψ
)
+
(
∂µψ¯
)
gµ1
(
ψ¯, ψ
)
+ gµ2
(
ψ¯, ψ
)
(∂µψ)
)
h
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+khµν
((
∂νψ¯
)
gµ1
(
ψ¯, ψ
)
+ gµ2
(
ψ¯, ψ
)
(∂νψ)
))
+
k
8
(
∂Rf
∂ψ
[γµ, γν ]ψ − ψ¯ [γµ, γν ]
∂Lf
∂ψ¯
)
∂[µην]
+
k
8
∂[µην]
(
ψ¯ [γµ, γν ] (∂ρg
ρ
1)− (∂ρg
ρ
2) [γ
µ, γν ]ψ
+
∂R
((
∂ρψ¯
)
gρ1 + g
ρ
2 (∂ρψ)
)
∂ψ
[γµ, γν ]ψ
−ψ¯ [γµ, γν ]
∂L
((
∂ρψ¯
)
gρ1 + g
ρ
2 (∂ρψ)
)
∂ψ¯
−4
((
∂[µ ψ¯
)
g
ν]
1 − g
[µ
2
(
∂ ν]ψ
)))
, (233)
where we used the notation
Mαβ = ψ¯
[
γα, γβ
]
ψ¯∗ − ψ∗
[
γα, γβ
]
ψ. (234)
Since the first-order deformation in the interacting sector starts in antighost
number one, we can take, without loss of generality, the corresponding second-
order deformation to start in antighost number two
b(int) = b
(int)
0 + b
(int)
1 + b
(int)
2 , agh
(
b
(int)
I
)
= I, I = 0, 1, 2, (235)
nµ = nµ0 + n
µ
1 + n
µ
2 , agh (n
µ
I ) = I, I = 0, 1, 2. (236)
By projecting the equation (229) on various antighost numbers, we obtain
γb
(int)
2 = ∂µ
(
1
2
nµ2
)
, (237)
∆
(int)
1 = −2
(
δb
(int)
2 + γb
(int)
1
)
+ ∂µn
µ
1 , (238)
∆
(int)
0 = −2
(
δb
(int)
1 + γb
(int)
0
)
+ ∂µn
µ
0 . (239)
The equation (237) can always be replaced, by adding trivial terms, with
γb
(int)
2 = 0. (240)
Looking at ∆
(int)
1 given in (232), it results that it can be written like in (238)
if
χ = k (1− k)
((
ψ∗ (∂αψ) +
(
∂αψ¯
)
ψ¯∗
)
ηβ∂
[αηβ]
−
1
16
Mαβσµν∂[αηµ]∂[βην]
)
, (241)
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can be expressed like
χ = δϕ+ γω + ∂µl
µ. (242)
Supposing that (242) holds and applying δ on it, we infer that
δχ = γ (−δω) + ∂µ (δl
µ) . (243)
On the other hand, using the concrete expression of χ, we have that
δχ = γ
(
δ
(
k (1− k) ψ¯ψ¯∗
(
∂µh
µβ − ∂βh
)
ηβ
))
+∂µ
(
δ
(
k (1− k) ψ¯ψ¯∗ηβ∂
[µηβ]
))
+γ
(
ik (1− k) ψ¯γµ (∂αψ)
(
1
2
hµβ∂
[α ηβ] −
(
∂[αhβ]λ
)
σλµηβ
)
+
i
8
k (1− k) ψ¯γµ
[
γα, γβ
]
ψ∂[αhλ]µ∂[βην]σ
λν
)
+∂µ
(
ik (1− k) ψ¯γµ (∂αψ) ηβ∂
[αηβ]
+
i
16
k (1− k) ψ¯γµ
[
γα, γβ
]
ψ∂[αηλ]∂[βην]σ
λν
)
. (244)
The right-hand side of (244) can be written like in the right-hand side of
(243) if the following conditions are simultaneously satisfied
− δω′ = ψ¯γµ (∂αψ)
(
1
2
hµβ∂
[α ηβ] −
(
∂[αhβ]λ
)
σλµηβ
)
+
1
8
ψ¯γµ
[
γα, γβ
]
ψ∂[αhλ]µ∂[βην]σ
λν , (245)
δl′µ = ψ¯γµ (∂αψ) ηβ∂
[αηβ]
+
1
16
ψ¯γµ
[
γα, γβ
]
ψ∂[αηλ]∂[βην]σ
λν . (246)
Since none of the quantities hµβ , ∂
[αhβ]λ, ηβ or ∂
[α ηβ] are δ-exact, the last
relations hold if the equations
ψ¯γµ (∂αψ) = δΩ
µ
α, ψ¯γ
µ [γα, γβ]ψ = δΓ
µ
αβ (247)
take place simultaneously. Assuming that both the equations (247) are valid,
they further give
∂µ
(
ψ¯γµ (∂αψ)
)
= δ (∂µΩ
µ
α) , (248)
∂µ
(
ψ¯γµ [γα, γβ]ψ
)
= δ
(
∂µΓ
µ
αβ
)
. (249)
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On the other hand, by direct computation we obtain that
∂µ
(
ψ¯γµ (∂αψ)
)
= δ
(
−i
(
ψ∗ (∂αψ)− ψ¯
(
∂αψ¯
∗
)))
, (250)
∂µ
(
ψ¯γµ [γα, γβ]ψ
)
= δ (iMαβ)− 4ψ¯γ[α
(
∂β]ψ
)
, (251)
so the right-hand sides of (250)–(251) cannot be written like in the right-
hand sides of (248)–(249). This means that the relations (247) are not valid,
and therefore neither are (245)–(246). As a consequence, χ must vanish, and
hence we must set
k (1− k) = 0. (252)
Using (252), we conclude that
k = 1. (253)
Inserting (253) in (232), we obtain that
∆
(int)
1 = γ
((
ψ∗ (∂αψ) +
(
∂αψ¯
)
ψ¯∗
)
ηβhαβ
−
1
16
Mαβ
(
ησ∂[αhβ]σ −
1
2
hσ[α
(
∂β]η
σ − ∂σηβ]
)))
. (254)
Comparing (254) with (238), we find that
b
(int)
2 = 0, (255)
b
(int)
1 = −
1
2
(
ψ∗ (∂αψ) +
(
∂αψ¯
)
ψ¯∗
)
ηβhαβ +
1
32
(
ψ¯
[
γα, γβ
]
ψ¯∗
−ψ∗
[
γα, γβ
]
ψ
)(
ησ∂[αhβ]σ −
1
2
hσ[α
(
∂β]η
σ − ∂σηβ]
))
. (256)
Substituting (253) in (233) and using (256), we deduce
∆
(int)
0 + 2δb
(int)
1 = ∂µn
µ
0 + γ
(
i
2
ψ¯γµ∂νψ
(
hhµν −
3
2
hµσh
σ
ν
)
+
1
2
(
ψ¯iγµ (∂µψ)−mψ¯ψ
)(
hαβh
αβ −
1
2
h2
)
+
i
16
ψ¯γµ
[
γα, γβ
]
ψ
(
h∂[αhβ]µ − h
σ
µ∂[αhβ]σ
+hσα
(
2∂[βhσ]µ + ∂µhβσ
))
−
(
f
(
ψ¯, ψ
)
+
(
∂µψ¯
)
gµ1
(
ψ¯, ψ
)
+ gµ2
(
ψ¯, ψ
)
(∂µψ)
)
h
42
+hµν
((
∂νψ¯
)
gµ1
(
ψ¯, ψ
)
+ gµ2
(
ψ¯, ψ
)
(∂νψ)
))
+
1
8
(
∂Rf
∂ψ
[γµ, γν ]ψ − ψ¯ [γµ, γν ]
∂Lf
∂ψ¯
)
∂[µην]
+
1
8
∂[µην]
(
ψ¯ [γµ, γν ] (∂ρg
ρ
1)− (∂ρg
ρ
2) [γ
µ, γν ]ψ
+
∂R
((
∂ρψ¯
)
gρ1 + g
ρ
2 (∂ρψ)
)
∂ψ
[γµ, γν ]ψ
−ψ¯ [γµ, γν ]
∂L
((
∂ρψ¯
)
gρ1 + g
ρ
2 (∂ρψ)
)
∂ψ¯
−4
((
∂[µ ψ¯
)
g
ν]
1 − g
[µ
2
(
∂ ν]ψ
)))
. (257)
The right-hand side of (257) can be written like in (239) if
1
8
(
∂Rf
∂ψ
[γµ, γν ]ψ − ψ¯ [γµ, γν ]
∂Lf
∂ψ¯
)
∂[µην]
+
1
8
∂[µην]
(
ψ¯ [γµ, γν ] (∂ρg
ρ
1)− (∂ρg
ρ
2) [γ
µ, γν]ψ
+
∂R
((
∂ρψ¯
)
gρ1 + g
ρ
2 (∂ρψ)
)
∂ψ
[γµ, γν ]ψ
−ψ¯ [γµ, γν]
∂L
((
∂ρψ¯
)
gρ1 + g
ρ
2 (∂ρψ)
)
∂ψ¯
−4
((
∂[µ ψ¯
)
g
ν]
1 − g
[µ
2
(
∂ ν]ψ
)))
= γθ + ∂µρ
µ. (258)
The term 1
8
(
∂Rf
∂ψ
[γµ, γν ]ψ − ψ¯ [γµ, γν ] ∂
Lf
∂ψ¯
)
∂[µην] is neither γ-exact nor a to-
tal derivative (as f
(
ψ¯, ψ
)
has no derivatives), and hence we must require
that
∂Rf
∂ψ
[γµ, γν ]ψ − ψ¯ [γµ, γν ]
∂Lf
∂ψ¯
= 0. (259)
The solution to (259) reads as
f
(
ψ¯, ψ
)
= M
(
ψ¯ψ
)
, (260)
where M is a polynomial in ψ¯ψ. With (259) at hand, the equation (258)
becomes
1
8
(
∂[µην]
)
Πµν = γθ + ∂µρ
µ, (261)
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where
Πµν ≡ ψ¯ [γµ, γν ] (∂ρg
ρ
1)− (∂ρg
ρ
2) [γ
µ, γν ]ψ
−4
((
∂[µ ψ¯
)
g
ν]
1 − g
[µ
2
(
∂ ν]ψ
))
+
∂R
((
∂ρψ¯
)
gρ1 + g
ρ
2 (∂ρψ)
)
∂ψ
[γµ, γν]ψ
−ψ¯ [γµ, γν ]
∂L
((
∂ρψ¯
)
gρ1 + g
ρ
2 (∂ρψ)
)
∂ψ¯
. (262)
The left-hand side of (261) is γ-exact modulo d if there exists a real, bosonic
function, involving only the undifferentiated Dirac fields, Mρµν , which is
antisymmetric in its last two indices
Mρµν = −Mρνµ, (263)
such that
Πµν = ∂ρM
ρµν . (264)
From (262), we observe that the existence of such functionsMρµν is controlled
by the functions gµ1 and g
µ
2 . The most general form of the functions g
µ
1 is
gµ1 = ψg
µ +
4∑
n=1
γν1 · · · γνnψgµν1...νn, (265)
where gµ and gµν1...νn are some real, bosonic functions in the undifferentiated
Dirac fields. Now, from (109) it results that
gµ2 = g
µψ¯ +
4∑
n=1
gµν1...νnψ¯γ
νn · · · γν1 . (266)
Inserting (265)–(266) in (262), we arrive at
Πµν =
(
∂ρ
(
ψ¯ψ
))(∂Rgρ
∂ψ
[γµ, γν ]ψ − ψ¯ [γµ, γν ]
∂Lgρ
∂ψ¯
− 4σρ[µgν]
)
+∂ρ
(
−
4∑
n=1
gρν1...νn
(
ψ¯γνn · · · γν1 [γµ, γν ]ψ − ψ¯γν1 · · · γνn [γµ, γν ]ψ
))
+
4∑
n=1
(
∂Rgρν1...νn
∂ψ
[γµ, γν]ψ − ψ¯ [γµ, γν ]
∂Lgρν1...νn
∂ψ¯
− 4σρ[µgν]ν1...νn
)
×
44
×
((
∂ρψ¯
)
γν1 · · · γνnψ + ψ¯γνn · · · γν1 (∂ρψ)
)
+4
4∑
n=1
gρν1...νn
n∑
k=1
((
∂ρψ¯
)
γν1 · · · γνk−1σνk[µγν]γνk+1 · · · γνnψ
+ψ¯γνn · · ·γνk+1σνk[µγν]γνk−1 · · · γν1 (∂ρψ)
)
. (267)
The right-hand side of (267) is of the form ∂ρM
ρµν if
∂Rgρ
∂ψ
[γµ, γν ]ψ − ψ¯ [γµ, γν ]
∂Lgρ
∂ψ¯
− 4σρ[µgν] = Cρµν , (268)
n = 1, gρν1 = δ
ρ
ν1
Q
(
ψ¯ψ
)
, (269)
where Cρµν = −Cρνµ are some constants (and not some 4× 4 matrices) and
Q is an arbitrary polynomial in ψ¯ψ. Since in four spacetime dimensions there
are no such constants, they must vanish, which imply that
∂Rgρ
∂ψ
[γµ, γν ]ψ − ψ¯ [γµ, γν ]
∂Lgρ
∂ψ¯
− 4σρ[µgν] = 0. (270)
The solution to the last equation reads as
gρ = ψ¯γρψN
(
ψ¯ψ
)
, (271)
where N is an arbitrary polynomial in ψ¯ψ. In consequence, Πµν expressed
by (262) can be written like in (264) if the functions (265)–(266) are of the
form
gµ1 = ψ
(
ψ¯γµψ
)
N
(
ψ¯ψ
)
+ γµψQ
(
ψ¯ψ
)
, (272)
gµ2 =
(
ψ¯γµψ
)
N
(
ψ¯ψ
)
ψ¯ + ψ¯γµQ
(
ψ¯ψ
)
. (273)
By means of (272)–(273) we deduce(
∂µψ¯
)
gµ1
(
ψ¯, ψ
)
+ gµ2
(
ψ¯, ψ
)
(∂µψ) = ∂µ
(
ψ¯γµψP
(
ψ¯ψ
))
+s
(
i
(
ψ∗ψ − ψ¯ψ¯∗
) (
P
(
ψ¯ψ
)
−Q
(
ψ¯ψ
)))
, (274)
where P is a polynomial in ψ¯ψ defined by N
(
ψ¯ψ
)
= dP
(
ψ¯ψ
)
/d
(
ψ¯ψ
)
. The
relation (274) shows that the last two terms from (108) produce a trivial
deformation, which can always be removed by setting
gµ1
(
ψ¯, ψ
)
= 0, gµ2
(
ψ¯, ψ
)
= 0. (275)
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Then, with the help of (260) it follows that
a
(Dirac)
0 =M
(
ψ¯ψ
)
. (276)
Inserting (260) and (275) in (257), we finally find that the interacting
lagrangian at order two in the coupling constant takes the form
b
(int)
0 = −
i
4
ψ¯γµ (∂νψ)
(
hhµν −
3
2
hµσh
σ
ν
)
−
1
4
(
ψ¯iγµ (∂µψ)−mψ¯ψ
)
×
×
(
hαβh
αβ −
1
2
h2
)
−
i
32
ψ¯γµ
[
γα, γβ
]
ψ
(
h∂[αhβ]µ
−hσµ∂[αhβ]σ + h
σ
α
(
2∂[βhσ]µ + ∂µhβσ
))
+
1
2
M
(
ψ¯ψ
)
h. (277)
The formulas (255), (256) and (277) reveal the full, interacting, second-order
deformation of the solution to the master equation.
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