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Abstract
Using an integrable discretization of the Rayleigh quotient system, a new algorithm for computing the largest eigenvalue
is obtained. The Rayleigh quotient system is discretized by our own method (Bull. Kurume Inst. Technol 11 (1987) 1{7),
which solves a quadratic dierential equation explicitly. The algorithm converges more rapidly than Wilkinson’s power
method with a shift of the origin. c© 1999 Published by Elsevier Science B.V. All rights reserved.
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1. Introduction
Recently, Nakamura et al. [3] introduced the terminology integrable discretization, and suggested
that integrable discretization will be useful in designing numerical algorithms. Integrable discretiza-
tion involves the discretization of nonlinear integrable systems in a linear level, an idea which was
also developed by Hirota [2] in soliton equations. Nakamura et al. [3] showed that the discrete
Rayleigh quotient system is essentially equivalent to the power method with a shift of the origin.
Nakamura [4] also described an equivalence between the Jacobi algorithm and Lax form. In this
paper we discretize the Rayleigh quotient system by our own method [5], which is dierent to that
of [3], and obtain a new algorithm for computing the largest eigenvalue.
Let A be an NN real symmetric matrix having eigenvalues such that 1>2>   >N−1>N .
The power method with a shift of the origin for computing the largest eigenvalue is known as
Wilkinson’s method (see [6, p. 572, 1]). That is, the iteration is as follows:
x(n+ 1) =
(I + A)x(n)
k(I + A)x(n)k ; x(0) = x0; (1)
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where I is an N  N identity matrix, x a real N -vector, and  is a real number. Iteration (1) leads
to the power method as jj ! 1. For the convergence to the eigenvector x1 corresponding to 1,
the optimum value of  is given by
opt =− 22 + N
and the convergence is governed by the quantity
2 − N
21 − 2 − N
n
:
In this paper, the following algorithm is introduced, in which for convenience we suppose that
N =0:
x(n+ 1) =
(A− 0A2)x(n)
k(A− 0A2)x(n)k ; x(0) = x0; (2)
where
0 =
1 +
p
2
22
:
We will show that the convergence for iteration (2) is more rapid than Wilkinson’s method. Let
x1; x2; : : : ; xN be the orthonormal eigenvectors corresponding to 1; 2; : : : ; N , respectively. If we
write x0 =
PN
j=1 jxj, then apart from the normalizing factor, x(n) is given by
NX
j=1
j(j − 02j )nxj:
We assume throughout this paper that k 6= 0 when we discuss the convergence to the eigenvector
xk . If we use the notation f(x; a) = a− a2x and use  instead of 0, then it becomes
NX
j=1
j(f(; j))nxj = (f(; 1))n
8<
:1x1 +
NX
j=2
(f(; j)=f(; 1))njxj
9=
; :
If
max
j 6=1
f(; j)f(; 1)
< 1; (3)
then x(n) converges to the eigenvector x1 as n ! 1. Here, a remark is in order. If f(; 1)< 0
and 1> 0, then x(2n) tends to x1 and x(2n + 1) to −x1, respectively, as n ! 1, nevertheless
hx(n); Ax(n)i converges to 1 as n ! 1, where hx; yi = xTy for real N -vectors x and y. In this
context we simply say that x(n) converges to x1. Also, the sign of f(x; a) is not important. We call
the left-hand side quantity in (3) the rate of convergence. The optimum value opt is characterized
as follows:
max
j 6=1
f(opt; j)f(opt; 1)
=min maxj 6=1
f(; j)f(; 1)
 : (4)
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We can consider other functions of f(x; a), for example, f(x; a) = 1 + ax for Wilkinson’s method,
or f(x; a) = a2x2 − 2ax − 2 for second-order Runge{Kutta method in Section 5.
For the present case it is easy to show that
max
j 6=1
f(0; j)f(0; 1)
=
f(0; 2)f(0; 1)
= 1(3 + 2p2)r2 − 2(1 +p2)r <
1
(2r − 1)2
for r  1=2> 1. The left-hand side of the inequality coincides with the rate of our algorithm and
the right-hand side is the square of the rate of Wilkinson’s method. That is, a single step of our
method converges faster than two steps of Wilkinson’s method. But the computational requirement
of each step in the two methods is the same because we do not compute A2. In the case of N 6= 0,
we can apply this algorithm to A− N I instead of A.
Our purpose in this paper is to describe how to nd algorithms like the one above. The integrable
discretization enables us to realize this purpose most eectively.
2. Preliminaries
The starting point in the derivation of integrable dierential equations is to consider the Rayleigh
quotient of A,
RA(x)  hx; Axihx; xi :
The well-known minimax theorem states that
1 = maxkxk=1
RA(x); N = minkxk=1
RA(x);
where kxk2 = hx; xi. One of the simplest strategies for maximizing RA(x) is the method of steepest
ascent. At a current point x, where kxk = 1, the function RA(x) increases most rapidly in the
direction of the positive gradient: 3RA(x)=2Ax−2hx; Axix, which is restricted on the unit sphere.
Thus the maximal eigenvalue 1 of A can be calculated through the trajectory of the gradient system:
dx(t)
dt
= Ax− hx; Axix; x(0) = x0; kx0k = 1: (5)
Also, for minimizing RA(x) the negative gradient will be used. In other words we use −A instead
of A, or we may use the same Eq. (5) for negative time. Note that if kx0k = 1, then kx(t)k = 1.
Even if we discretize (5) by Euler’s method, we still cannot have a conservative quantity. As we
see later, the nonlinear equation (5) is essentially linear, if we discretize the linear equation, then the
discretization may have a conservative quantity. This is a fundamental technique in the integrable
discretization (cf. [2,3]).
Let P be an orthogonal matrix which diagonalizes A as D  PTAP = diag(1; : : : ; N ). Using
x= Pr; D = PTAP, Eq. (5) can be transformed into the following equivalent form:
dr2j
dt
= 2jr2j − 2r2j
NX
k=1
kr2k ; (6)
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where r=(r1; : : : ; rN )T. Let y  (r21 ; : : : ; r2N )T; d  (1; : : : ; N )T. Then the gradient system (5) is also
equivalent to the following form:
dy(t)
dt
= 2Dy− 2hd ; yiy; y(0) = y0; (7)
where y0 = (r21(0); : : : ; r
2
N (0))
T.
In order to solve Eq. (7), we use the method in Shibutani [5] described below. Letting A be
an N  N real matrix, not necessarily symmetric, we consider the following system of dierential
equations:
dx(t)
dt
= a + Ax+ hb; xix; x(0) = x0; (8)
where a and b are constant vectors. We can solve this system as follows:
(i) Solve the following system of linear dierential equations for x^; u^ with explicit form in x
and u:
dx^
dt
=−ATx^− u^b; du^
dt
= ha; x^i; x^(0) = x; u^(0) = u; (9)
where x is a constant vector and u is a real number.
(ii) Solve the following simultaneous equations x^= x^(t; x; u); u^= u^(t; x; u) for x; u and substitute
them into u= hx; x0i.
(iii) By taking the gradient of u^ with respect to x^, we obtain the solution x(t)  3u^(t) of
Eq. (8).
Example 1. As the simplest example of our method we solve the logistic dierential equation:
dx
dt
= ax(1− x); x(0) = x0; (10)
where a is a positive constant. The solutions of the linear dierential equation,
dx^
dt
=− ax^ + au^; du^
dt
= 0; x^(0) = x; u^(0) = u; (11)
are x^(t) = (x − u)e−at + u; u^(t) = u. Solve the equations x^ = (x − u)e−at + u; u^ = u for x; u, then
we have x = u^ + (x^ − u^)eat ; u = u^. Substitute them into u = xx0, and nd du^=dx^, then the solution
obtained is
x(t) =
eatx0
1 + (eat − 1)x0 : (12)
3. Exact solution
In order to solve gradient system (5) explicitly, we apply the above method in Shibutani [5] to
Eq. (7). It leads to the following linear dierential equation:
dy^(t)
dt
=− 2Dy^+ 2u^d ; y^(0) = y: (13)
N. Shibutani / Journal of Computational and Applied Mathematics 108 (1999) 57{73 61
The solution of this linear system is given by
y^= e−2tD(y− u^e) + u^e; (14)
where e  (1; 1; : : : ; 1)T. Solve (14) for y and substitute it into u^ = hy; y0i where y0 is dened in
(7). By taking the gradient of u^ with respect to y^, it follows that
3u^= e2tDy0 − he2tDe; y0i3u^+ he; y0i3u^:
Using the relation he; y0i=PNk=1 yk(0) = kr0k2 = 1, we obtain the following solution of Eq. (7):
y(t) =3u^= e
2tDy0
he2tDe; y0i :
Hence, it follows that
y(2t) =
e4tDy0
he4tDe; y0i =
e4tDy0
ke2tDr(0)k2 :
Since yj = r2j , we have
r(2t) =
e2tDr(0)
ke2tDr(0)k ;
where the sign is uniquely determined by the initial condition. Using again r=PTx and PDPT =A,
we obtain the following exact solution of (5):
x(t) =
etAx0
ketAx0k : (15)
Next, we will discuss the convergence of the exact solution as t !1 and the error estimate. If we
use x0 =
P
jxj, then apart from the normalizing factor, exact solution (15) is given by
NX
j=1
jejtxj = e1t
8<
:1x1 +
NX
j=2
e(j−1)tjxj
9=
; :
Therefore, as t ! 1; x(t) converges to the eigenvector corresponding to 1. As t ! −1; x(t)
converges to the eigenvector corresponding to N .
Theorem 1. Let A be an N  N real symmetric matrix having eigenvalues such that 1>2>
  >N . Then; for the solution x(t) of Eq. (5); the error estimate for the maximal eigenvalue is
stated as
061 − hx(t); Ax(t)i6Ke−2t(1−2) for t>0 (16)
for some K > 0.
Proof. We have
1 − hx(t); Ax(t)i= 1 − hr(t); Dr(t)i
= 1 − he
tDr(0); DetDr(0)i
ketDr(0)k2 =
PN
j=2(1 − j)e2tj(rj(0))2PN
j=1 e2tj(rj(0))2
:
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From this, it follows that 061 − hx(t); Ax(t)i. Also we havePN
j=2 (1 − j)e2t(j−1)(rj(0))2PN
j=2 e2t(j−1)(rj(0))2 + (r1(0))2
6
e−2t(1−2)
(r1(0))2
NX
j=2
(1 − j)(rj(0))2
6Ke−2t(1−2):
Corollary 1. Let A be an N N real symmetric matrix having eigenvalues such that 1>2>
  >N−1>N . Then the error estimate for the minimal eigenvalue is stated as
06hx(t); Ax(t)i − N6K1e−2t(N−N−1) for t60 (17)
for some K1> 0.
4. Integrable discretization
In this section it will be shown that if we discretize linear equation (13) using the forward Euler
method, then the inverse iteration (also called fractional iteration) algorithm is derived. If we use
the backward Euler method, then the power method with a shift of the origin is obtained.
Consider the following approximation of (13) by the forward Euler method:
y^(n+ 1)− y^(n) = 2(−Dy^(n) + u^d); (18)
where  is a stepsize and we denote y^(n) by y^(n). It suces to solve for y(1) only, so we have
y^(1) = (I − 2D)y+ 2u^d : (19)
Solve (19) for y and substitute it into u^= hy; y0i. By taking the gradient of u^ with respect to y^(1),
we obtain the solution
y(1) =3u^= (I − 2D)
−1y0
1 + 2h(I − 2D)−1d ; y0i :
For each component, we have, by the fact that
PN
k=1 yk(0) = 1,
yj(1) =
yj(0)=(1− 2j)
1 + 2
PN
k=1 kyk(0)=(1− 2k)
=
yj(0)=(1− 2j)PN
k=1 yk(0)=(1− 2k)
:
This formula shows
PN
k=1 yk(1) = 1. Therefore, we have
yj(2) =
yj(0)=(1− 2j)2PN
k=1 yk(0)=(1− 2k)2
: (20)
Since yj(n) = r2j (n), we have
r(2) =
(I − 2D)−1r(0)
k(I − 2D)−1r(0)k ; (21)
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where the sign is uniquely determined by the condition that r(2)! r(0) as ! 0. In general, using
r = PTx; PDPT = A, we have
x(n+ 2) =
(I − 2A)−1x(n)
k(I − 2A)−1x(n)k : (22)
Thus the inverse iteration is obtained.
In a similar way, if we discretize Eq. (13) by using the backward Euler method, then the following
dierence equation is obtained:
x(n+ 1) =
(I + A)x(n)
k(I + A)x(n)k ; x(0) = x0: (23)
This algorithm is the power method with a shift of the origin.
Next, we will discretize Eq. (13) by the second-order backward Runge{Kutta method. Then we
have
y^(1)− y^(0) = (k1 + k2)=2; (24)
where F(y^)  −Dy^+ u^d , k1  F(y^(1)) and k2  F(y^(1) + k1). Hence it follows that
y= y^(1)− 1
2
(k1 + k2) =
 
I + D − 
2
2
D2
!
y^(1)− u^
 
I − 
2
2
D
!
d :
Substitute y into u^= hy; y0i. By taking the gradient of u^ with respect to y^(1), we have
y(1) =3u^= (I + D − (
2=2)D2)y0
1 + h(I − (2=2)D)d ; y0i :
In general, by using
PN
k=1 yk(n) = 1, it follows that
yj(n+ 1) =
(1 + j − 22j =2)yj(n)PN
k=1(1 + k − 22k =2)yk(n)
:
Thus we have the following dierence equation:
x(n+ 1) =
(I + A− (2=2)A2)x(n)
k(I + A− (2=2)A2)x(n)k ; x(0) = x0: (25)
Remark 1. For the logistic dierential equation if we discretize (11) by the backward Euler method,
then we obtain
x(n) =
(1 + a)nx0
1 + ((1 + a)n − 1)x0 :
This dierence solution shows that chaos does not occur.
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5. Discretization by second-order backward Runge{Kutta method
In this section we discuss the following dierence equation, which is discretized by the second-order
backward Runge{Kutta method to Eq. (7),
x(n+ 1) =
(I + A− (2=2)A2)x(n)
k(I + A− (2=2)A2)x(n)k ; x(0) = x0: (26)
For xed t = n, x(n) tends to the exact solution x(t) of (5) as n!1, because limn!1(1 + j −
22j =2)
n = ejt for each j (j = 1; 2; : : : ; N ). Since opt is not so small in Wilkinson’s method, we
may consider the dierence equation (26) for  which is not necessarily small. Thus the integrable
discretization gives us an algorithm for eigenvalue. Throughout this section we set
f(x; a) = a2x2 − 2ax − 2: (27)
Denition 1. Let 1>2>   >N−1>N>0. For i 6= j, we denote the two roots of the equation
f(x; i) = −f(x; j) by ij < 0<ij. We dene xp  1p = max26j6Nf1jg, where if there exist two
integers p and p0 such that 1p=
1
p0 , then we adopt the larger one. Moreover for j=1; 2; : : : ; N −1,
we dene ‘j as the positive root of f(x; j) = f(x; j+1), and set ‘0 = 0; ‘N =+1. Finally, let ‘−
be the negative root of f(x; 1) =−f(x; N ).
Lemma 1. Let xp be as dened in Denition 1. Then it holds that ‘p−16xp<‘p. Also for each
j = 2; 3; : : : ; p− 1; ‘j61j .
Proof. Notice that ‘j = 2=(j + j+1) for j = 1; 2; : : : ; N − 1. For each j = 1; 2; : : : ; N , it holds that
if k 6= j then f(x; j)<f(x; k) for ‘j−1<x<‘j: (28)
For x>0 we dene h(x) as follows: h(x) = −f(x; j) if ‘j−16x<‘j (j = 1; 2; : : : ; N ). Then the
equation f(x; 1) = h(x) has a unique solution denoted by . Since −f(x; j)6h(x) and f(x; 1) is
a strictly monotone increasing function for x> 1=1, it holds that 1j6, that is, = xp = 
1
p. Since
‘p−161p6‘p, and by the denition of xp, that is, p is the larger one, it follows that ‘p−16xp<‘p.
The second part of Lemma 1 is proved as well. In general, for c>a>b>0, we denote the positive
roots of f(x; c) = −f(x; a), f(x; c) = −f(x; b) and f(x; a) = f(x; b) by ;  and ‘, respectively.
Then there is a possibility of following three cases only, that is, ‘<<, <<‘ or ==‘.
Applying these formulas for c= 1; a= j (j= 2; 3; : : : ; p− 1), and b= p, by considering 2=(j +
p)6‘p−16xp = 1p, it follows that 2=(j + p)6
1
j . Therefore, we have 2=(j + j+1)6
1
j (j =
2; 3; : : : ; p− 1).
Theorem 2. Let A be an N N real symmetric matrix having eigenvalues 1>2>   >N−1>
N>0. Let xp be as dened in Denition 1. Then the convergence property of fx(n)gn=0;1;2;::: dened
by (26) is as follows:
(i) For <‘−; 0<<‘1; xp < ; x(n) tends to the eigenvector x1.
(ii) For ‘j−1<<‘j; (j = 2; 3; : : : ; p− 1); x(n) tends to the eigenvector xj.
(iii) For ‘p−1<<xp; x(n) tends to the eigenvector xp.
(iv) For ‘−<< 0; x(n) tends to the eigenvector xN .
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Proof. (i) It suces to show that for x<‘−; 0<x<‘1; xp <x,
max
j 6=1
jf(x; j)j< jf(x; 1)j: (29)
For each j (j 6= 1), jf(x; j)j< jf(x; 1)j for x>1j . Since xp is the maximum of f1jg, (29) holds
for x>xp. We have jf(x; j)j< jf(x; 1)j for 0<x< 2=(1 + j). Since ‘1 = minj 6=1f2=(1 + j)g,
(29) holds for 0<x<‘1. We also have jf(x; j)j< jf(x; 1)j for x<1j , where 1j is the negative
root of f(x; 1) =−f(x; j). Since ‘− =minj 6=1f1jg, (29) holds for x<‘−.
(ii) It is sucient to show that for ‘j−1<x<‘j (j = 2; 3; : : : ; p− 1),
max
k 6=j
jf(x; k)j< jf(x; j)j: (30)
It holds that jf(x; 1)j< jf(x; j)j for 2=(1 + j)<x<1j . Since 2=(1 + j)6‘j−1 and ‘j61j
by Lemma 1, we have jf(x; 1)j< jf(x; j)j for ‘j−1<x<‘j. We now suppose that k 6= 1 and
k 6= j. If x> (1 +p3)=k and ‘j−1<x<‘j, then 0<f(x; k)<f(x; 1). Using (28) in the proof
of Lemma 1, if 0<x6(1+
p
3)=k and ‘j−1<x<‘j, then f(x; j)<f(x; k)60. Henceforth (30)
holds for ‘j−1<x<‘j.
(iii) The same discussion as in (ii) leads to the desired conclusion.
(iv) For each j (j 6= N ), let Nj be a negative root of f(x; j) = −f(x; N ). Then jf(x; j)j<
jf(x; N )j for Nj <x< 0. Since ‘− is the maximum of fNj g, maxj 6=N jf(x; j)j< jf(x; N )j holds
for ‘−<x< 0.
Theorem 2 shows that by using dierence equation (26) we can calculate the eigenvalues from 1
until p, and N . But the convergence is very slow except for 1. For small positive , hx(n); Ax(n)i
converges to 1, and for small negative , hx(n); Ax(n)i converges to N . This means that the
dierence equation (26) is germane to continuous equation (5) for small stepsize .
Next, we shall nd out the optimal value opt for the sequence fx(n)gn=0;1;2;::: dened in (26). In
this case we suppose that the minimal eigenvalue is zero.
Denition 2. Let 2>   >N−1>N>0. For j = 3; 4; : : : ; N , we denote the two roots of the
equation f(x; 2) = −f(x; j) by 2j < 0<2j , and dene xq  2q = max36j6Nf2jg, where if there
exist two integers q and q0 such that 2q = 
2
q0 , then we adopt the larger one.
In a similar way as in Lemma 1, we obtain that ‘q−16 xq <‘q for q = 3; 4; : : : ; N . It is easy to
prove the following lemma.
Lemma 2. Let a>b>0. We denote the two roots of the equation f(x; a) =−f(x; b) by < 0
<. Then the function g(x)  jf(x; b)j=jf(x; a)j is strictly increasing for (1 −p3)=b6x6; x>
(1+
p
3)=b. And g(x) is a strictly decreasing function for x6(1−p3)=b; 6x6(1+p3)=b. Here;
when b= 0; we set (1−p3)=b=−1; (1 +p3)=b=+1.
Theorem 3. Let A be an N N real symmetric matrix having eigenvalues 1>2>   >N−1>
N =0: Then the optimal  for the most rapid convergence of fx(n)gn=0;1;2;::: dened in (26) to the
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eigenvector x1 corresponding to 1 is given by
opt = xq; (31)
where xq is as dened in Denition 2.
Proof. We shall show that xq is the optimal value in the following four intervals: x<‘−; 0<x<‘1;
xp <x6 xq; x> xq, respectively.
(i) When x> xq, using Theorem 2 for 2>3>   >N−1>N=0 instead of 1>2>   >
N−1>N>0, we obtain, for x> xq,
max
j 6=1;2
jf(x; j)j6jf(x; 2)j:
By Lemma 2, g(x) = jf(x; 2)=f(x; 1)j is a strictly increasing function on x>(1 +
p
3)=2. Since
obviously xq>(1 +
p
3)=2, we havef( xq; 2)f( xq; 1)
=minx> xq maxj 6=1
f(x; j)f(x; 1)
 : (32)
(ii) When xp<x6 xq, using Theorem 2 for 2>3>   >N−1>N = 0, we have, for each
j = p;p+ 1; : : : ; q − 1, and for ‘j−16x6‘j, maxk 6=1jf(x; k)j6jf(x; j)j. Also we have, for ‘q−16
x6 xq, maxk 6=1jf(x; k)j6jf(x; q)j. By Lemma 2, g(x) = jf(x; p)=f(x; 1)j is a strictly decreasing
function on xp6x6‘p, because ‘p6(1 +
p
3)=p, so the minimum is obtained at x = ‘p. And
g1(x)= jf(x; p+1)=f(x; 1)j is also a strictly decreasing function on ‘p6x6‘p+1, so the minimum is
attained at x = ‘p+1, and so on. Hence we havef( xq; 2)f( xq; 1)
=
f( xq; q)f( xq; 1)
= minxp<x6 xqmaxj 6=1
f(x; j)f(x; 1)
 : (33)
(iii) When x<‘−, let  be the negative root of f(x; 2) =−f(x; N ) and  be the positive root
of f(x; 2) = 3, that is,  = (1 −
p
5)=2;  = (1 +
p
6)=2. Here notice that maxxf−f(x; q)g = 3,
hence we have xq6. It follows thatf( xq; 2)f( xq; 1)
6
f(; 2)f(; 1)
= 3f(; 1)<
2
f(; 1)
=
f(; 2)f(; 1)

= min
x<‘−
max
j 6=1
f(x; j)f(x; 1)
 ;
where the second inequality is obtained by
2f(; 1)− 3f(; 1) = (6
p
5 + 4
p
6− 4)r2 − (6
p
5 + 4
p
6− 2)r + 2> 0;
for r  1=2> 1, and the last equality is obtained by Lemma 2.
(iv) When 0<x<‘1, it holds that
0<− f(x; 2)<− f(x; 1) for 0<x<‘1:
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We set g(x) = f(x; 2)=f(x; 1). Since g(0) = g(‘1) = 1, the minimum of g(x) in 0<x<‘1 is
obtained at 0<<‘1 such that g0() = 0. We shall show that
f(; 2)
f(; 1)
<
f(; 2)
f(; 1)
; (34)
where  = (1 +
p
6)=2, which is the same as in (iii). Inequality (34) is obtained as follows:
f(; 1)f(; 2)− f(; 2)f(; 1) = 2(1 − 2)(− )f12+ (1 + 2)( + )− 2g< 0;
because < and 2 = 1 +
p
6. Here we note that f(; 1)> 0 and f(; 1)< 0.
Finally, we demonstrate that this convergence is faster than Wilkinson’s method. When N = 0,
the convergence rate of Wilkinson’s two-step method is f2=(21 − 2)g2.
Theorem 4. Let A be an N N real symmetric matrix having eigenvalues 1>2>   >N−1>
N = 0. Suppose that 1< (25 + 10
p
6)2. Then it follows thatf( xq; 2)f( xq; 1)
<

2
21 − 2
2
; (35)
where xq is as dened in Denition 2.
Proof. Let  be the positive root of f(x; 2) = 3, that is,  = (1 +
p
6)=2. Then it follows thatf( xq; 2)f( xq; 1)
6
f(; 2)f(; 1)
= 3221 − 21 − 2<
(2)2
(21 − 2)2 ;
where the rst inequality is obtained by Theorem 3, and the last inequality is obtained by the fact
that
3
(1 +
p
6)2r2 − 2(1 +p6)r − 2<
1
(2r − 1)2 ; (36)
for 1<r = 1=2< 5(5 + 2
p
6).
6. A new algorithm
For real numbers k > 0, we consider the following dierence equation which is similar to (26):
x(n+ 1) =
(I + A− (2=2k)A2)x(n)
k(I + A− (2=2k)A2)x(n)k ; x(0) = x0: (37)
Now, we dene
f(x; a; k)  a2x2 − 2kax − 2k: (38)
Let (k) be the positive root of f(x; 2; k) = k2 + 2k, that is,
(k) =
k +
p
2k2 + 4k
2
:
We notice that maxxf−f(x; j; k)g= k2 + 2k for any j 6= 0.
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Theorem 5. Let A be an N N real symmetric matrix having eigenvalues 1>2>   >N−1>
N = 0: Then the sequence x(n) dened by (37) for  = (k) converges to the eigenvector x1 as
n!1; where (k) is the positive root of f(x; 2; k) = k2 + 2k.
Proof. It suces to show that
max
j 6=1
jf((k); j; k)j< jf((k); 1; k)j: (39)
Let 1j (k) be the positive root of f(x; 1; k)=−f(x; j; k), where j=2; : : : ; N . And let 1(k) be the
positive root of f(x; 1; k) = k2 + 2k. Since
−f(x; j; k)6k2 + 2k = f(1(k); 1; k);
we obtain 1j (k)61(k). It is clear that 1(k)6(k). For each j (j 6= 1), jf(x; j; k)j< jf(x; 1; k)j,
where x>1j (k). Since 
1
j (k)6(k), (39) holds.
Convergence rate of the above algorithm is (k2 + 2k)=f((k); 1; k), which yields the following
lemma:
Lemma 3. Let
g(k)  k
2 + 2k
f((k); 1; k)
;
where (k) is the positive root of f(x; 2; k) = k2 + 2k. Then g(k) is a strictly decreasing function
for k > 0.
Proof. We have
g(k) =
k + 2
f((k); 1; k)=k
=
k + 2
2r(r − 1)(k +p2k2 + 4k) + r2(k + 4)− 2 ;
where r = 1=2> 1. It follows that
g0(k) =
−2(r − 1)f(r − 1)p2k2 + 4k + 2r(k + 2)g
ff((k); 1; k)=kg2
p
2k2 + 4k
< 0:
Remark 2. The condition such as 1< (25+10
p
6)2 in Theorem 4 is not necessary for k > (8
p
2
− 4)=7.
By Lemma 3, the convergence becomes more rapid as k ! 1. So in (37), for  = (k), if we
let k !1, then a new algorithm is obtained:
x(n+ 1) =
(A− 0A2)x(n)
k(A− 0A2)x(n)k ; x(0) = x0; (40)
where
0 = lim
k!1
(k)
2k
= lim
k!1
k +
p
2k2 + 4k
2k2
=
1 +
p
2
22
:
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The rate of convergence is given by
lim
k!1
f((k); 2; k)
f((k); 1; k)
=
1
(3 + 2
p
2)r2 − 2(1 +p2)r :
Numerical example 1. Consider the matrix
A=
1
7
0
BB@
488 − 95 296 5
− 95 197 − 7 − 292
296 − 7 188 − 101
5 − 292 − 101 485
1
CCA
for which 1 = 98; 2 = 97; 3 = 1; 4 =− 2: Let x(0) = (0:1; 2:8; 1; 2:3)T be the initial vector.
(i) Our method
Apply the algorithm (2) to B  A−4I and 0  (1+
p
2)=2(2−4). Then for n=60 (actually 120
steps are needed), we have an approximate largest eigenvalue hx(60); Bx(60)i+4=hx(60); Ax(60)i
= 97:9997. For n= 125, we have 1 = 97:9999999501. The rate of convergence is 1=f(3 + 2
p
2)r2
−2(1+p2)rg=0:934956, where r  (1−4)=(2−4)=100=99. We usually do not know the exact
eigenvalues 2; 4 beforehand, but we can still use our method for the approximate eigenvalues. For
example, let 02 =96:8; 
0
4 =−1:7 be the approximate eigenvalues corresponding to 2; 4. Apply the
algorithm (2) to B0  A− 04I and 00  (1 +
p
2)=2(02 − 04). For n= 60, we have an approximate
largest eigenvalue hx(60); B0x(60)i+ 04 = 97:9997. For n= 125, we have 1 = 97:9999999457.
(ii) The power method with a shift of the origin (Wilkinson’s method)
Compute the largest eigenvalue using (1). For n=120, we have 1=53:0577. This convergence is
very slow, for the reason noted below. The rate of convergence is 1=(2r−1)2=0:960788. Wilkinson
[6] remarked that before using his method, the power method in 5 or 6 iterations should be applied.
So after applying the power method in 6 iterations, compute the largest eigenvalue using (1). For
n= 114, we have 1 = 97:9908. For n= 414, we have 1 = 97:9999999432. Using the approximate
eigenvalues 02; 
0
4, after applying the power method in 6 iterations, for n=114, Wilkinson’s method
yields 1 = 97:9909. For n= 414, it yields 1 = 97:9999999441.
(iii) The power method
For n = 120, we have an approximate largest eigenvalue 1 = 97:9214: For n = 800, we have
1 = 97:9999999253: The rate of convergence is (2=1)2 = 0:979696.
We note that the convergence is depending upon the initial vector. In the above example 1,
using the notation x0 =
P4
j=1 jxj in Section 1, the coecients j are taken such that 1 = 2 = 0:1;
3 = 4 = 1. If we use the power method, the terms of x3 and x4 will rapidly die out. But they still
remain in Wilkinson’s method. That is why the convergence is very slow. Our method involves the
same situation. Let 1>2>x>N = 0, then maxxjx − 0x2j=j1 − 021j is obtained at x = 2 or
x=1=1  1=20 = 2(
p
2− 1). If there exist the eigenvalues near to 1=1, then the convergence will
be slow. For example, let m denote such an eigenvalue and mxm is not small in the initial vector,
then the convergence becomes slow. As Wilkinson’s method, we apply the following algorithm in
5 or 6 iterations before using our method,
x(n+ 1) =
(I − 1A)x(n)
k(I − 1A)x(n)k ; x(0) = x0; (41)
where 1  1=2(
p
2− 1). The next example describes that case.
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Numerical example 2. Consider the matrix
A=
1
7
0
BBBB@
525 − 21 259 42
− 21 345 − 81 − 218
259 − 81 225 − 138
42 − 218 − 138 522
1
CCCCA
for which 1 = 98; 2 = 97; 3 = 38; 4 =− 2: Let x(0) = (0:8; 1:9;− 0:7; 1:7)T be the initial vector
(1 = 0:1; 2 = 4 = 0:2; 3 = 1).
(i) Our method
Apply the algorithm (2) to B  A− 4I and 0  (1 +
p
2)=2(2 − 4), then for n= 60, we have
hx(60); Ax(60)i=96:3057. This convergence is slow, so we apply the algorithm (41) to B=A−4I
and 1=1 = (2 − 4)(
p
2 − 1) in 6 iterations, after that we use algorithm (2), then for n = 57, we
have 1 = 97:9985. For n= 122, we have 1 = 97:9999997568.
(ii) Wilkinson’s method
Compute the largest eigenvalue using (1), for n = 120, we have 1 = 94:881. After the power
method in 6 iterations, using (1), for n = 114, we have 1 = 97:9643. For n = 410, we have 1 =
97:9999997334.
(iii) The power method
When n=120, we have an approximate largest eigenvalue 1 = 97:7456: When n=800, we have
1 = 97:9999997014.
Remark 3. For example, in the case of 1 = 51; 2 = 50; 3 =− 46; 4 =− 49 and 1 = 2 = 0:1; 3=
4 =1, if we apply the power method before using Wilkinson’s method, the terms of x3 and x4 will
not die out. But our method is the same as numerical example 1.
Returning to our discussion, if we know the algorithm in advance
x(n+ 1) =
(A− A2)x(n)
k(A− A2)x(n)k ; x(0) = x0; (42)
then 0 can be easily obtained by another way. Let f(x; a) = a− a2x. In general, for a>b>0, the
equation jf(x; a)j = jf(x; b)j has two roots  = 1=(a + b) and  = (a + b)=(a2 + b2). If x>, then
jf(x; b)j6jf(x; a)j: For xed a> 0, and for any b such that a>b>0, we have
1
a
6(b)6
1 +
p
2
2a
;
where (b)  (a+ b)=(a2 + b2). We note that the maximum of (b) is obtained at b= a(p2− 1).
Hence, in the case of a = 2; b = j (j = 3; 4; : : : ; N ), we have jf(; j)j6jf(; 2)j for >0 
(1+
p
2)=22. Observing that the function g(x)  jf(x; 2)j=jf(x; 1)j is strictly increasing for x>0,
it follows that
min
>0
max
j 6=1
f(; j)f(; 1)
=
f(0; 2)f(0; 1)
 : (43)
For algorithm (42) 0 is not an optimum value. In order to compute the optimum value opt, we
need all eigenvalues of A. The next lemma shows that under some conditions 0 equals to opt.
N. Shibutani / Journal of Computational and Applied Mathematics 108 (1999) 57{73 71
Lemma 4. Let A be an N N real symmetric matrix having eigenvalues 1>2>   >N−1
>N = 0: We suppose that there exists m (m= 3; 4; : : : ; N − 1) such that m = 2(
p
2− 1). Then
0 = (1 +
p
2)=22 is the optimum value for the algorithm (42).
Proof. Let f(x; a) = a − a2x. We dene h(x) = maxj 6=1jf(x; j)j. Let < be the two roots of
jf(x; 1)j= h(x). Since h(x)>jf(x; 1)j for 6x6, we have
min
x
max
j 6=1
f(x; j)f(x; 1)
= minx<; x>maxj 6=1
f(x; j)f(x; 1)
 : (44)
For each j = 3; 4; : : : ; N , we have jf(x; j)j6jf(x; 2)j for x61=(2 + j); x>(2 + j)=(22 + 2j ).
By the assumption on m, we have maxj 6=1;2f(2 + j)=(22 + 2j )g= (2 + m)=(22 + 2m) = 0. So we
obtain h(x)= jf(x; 2)j=−f(x; 2) for x>0. We note that =1=(1 +2). We have h(x)=f(x; 2)
for x<. For each <x60, there exists j (j = 2; 3; : : : ; N ) such that h(x) = jf(x; j)j= f(x; j).
We dene g(x) = h(x)=jf(x; 1)j. Then g(x) = f(x; 2)=f(x; 1) for x<; x>0, and for each <
x60, there exists j (j= 2; 3; : : : ; N ) such that g(x) =−f(x; j)=f(x; 1). Since, for g(x) =f(x; 2)=
f(x; 1); g0(x) = 12(1 − 2)=(1 − 21x)2> 0, the function g(x) is strictly increasing for x<;
x>0. Similarly, g(x) is a strictly decreasing function for <x60. Since limx!−1 g(x) =
(2=1)2 = 1=r2, the minimum of g(x) is obtained at x = 0.
7. Discretization by matrix Riccati equation
In this section it will be shown that (7) can also be discretized by the matrix Riccati equation.
When Y; A1; B1; C1; D1 are N  N real matrices, we consider the following matrix Riccati equation:
dY (t)
dt
= A1 + YB1 + C1Y + YD1Y; Y (0) = Y0: (45)
It is well known that the solution of this matrix Riccati equation is given by Y = VW−1, where
V (t); W (t) are the solutions of the following system of linear dierential equations: 
_V
_W
!
=
 
C1 A1
−D1 −B1
!
V
W

;

V (0)
W (0)

=

Y0
I

;
where _V=dV=dt; _W=dW=dt. Eq. (7) can be transformed into the following matrix Riccati equation:
_Y = DY − YDY
with the linear equations
_V = DV; V (0) = Y0; (46)
_W = DV; W (0) = I; (47)
where
Y =
0
BB@
y1    y1
...
. . .
...
yN    yN
1
CCA ; V =
0
BB@
v1    v1
...
. . .
...
vN    vN
1
CCA ;
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Y0 =
0
BB@
y1(0)    y1(0)
...
. . .
...
yN (0)    yN (0)
1
CCA :
From _W = _V , we have the solution W (t) = I + V (t) − Y0 for W . Hence, we discretize (46) only.
If we discretize (46) by the forward Euler method, then
V (1)− V (0) = DV (0): (48)
Using W (1) = I + V (1)− Y0, it follows that
V (1)W (1) = V (1) + V (1)V (1)− V (1)Y0:
Notice that V (1)V (1) = (
PN
k=1 vk)V (1) and V (1)Y0 = (
PN
k=1 yk(0))V (1). This gives us
V (1)W (1) = V (1);
where = 1 +
PN
k=1(vk(1)− yk(0)). Hence it follows that
Y (1) = V (1)W (1)−1 =
1

V (1) =
1

(I + D)Y0:
From
PN
k=1 yk(0) = 1 and (48), we have =
PN
k=1 vk(1) =
PN
k=1(1 + kyk(0)): This yields
yj(1) =
(1 + j)yj(0)PN
k=1(1 + k)yk(0)
:
With the same discussion as in Section 4, we have the following power method with a shift of
origin:
x(n+ 1) =
(I + A)x(n)
k(I + A)x(n)k : (49)
Similarly, if we discretize (46) by the backward Euler method, then the inverse iteration method
is obtained. Also if we discretize (46) by the second-order forward Runge{Kutta method, then the
following dierence equation is obtained:
x(n+ 1) =
(I + A+ (2=2)A2)x(n)
k(I + A+ (2=2)A2)x(n)k ; x(0) = x0: (50)
Comparing (26) and (50), the latter is a better approximation for the exact solution, but we could
not obtain more noteworthy algorithm from this.
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