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 The addiction of children to gadgets has a massive influence on their 
social growth. Thus, it is essential to note earlier on the addiction of 
children to such technologies. This study employed the learning vector 
quantization series 3 to classify the severity of gadget addiction due to 
the nature of this algorithm as one of the supervised artificial neural 
network methods. By analyzing the literature and interviewing child 
psychologists, this study highlighted 34 signs of schizophrenia with 2 
level classifications. In order to obtain a sample of training and test 
data, 135 questionnaires were administered to parents as the target 
respondents. The learning rate parameter (α) used for classification is 
0.1, 0.2, 0.3 with window (Ɛ) is 0.2, 0.3, 0.4, and the epsilon values 
(m) are 0.1, 0.2, 0.3. The confusion matrix revealed that the highest 
performance of this classification was found in the value of 0.2 
learning rate, 0.01 learning rate reduction, window 0.3, and 80:20 of 
ratio data simulation. This outcome demonstrated the beneficial 
consequences of Learning Vector Quantization (LVQ) series 3 in the 
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The digital era emphasizes the use of technology, which leads to a toolkit that is 
indispensable instead of essential. Common Sense Media in America has reported a five-fold rise in 
gadget ownership for families with children aged 8 years and below [1]. This is due to the inclusion 
of parents to their children of this emerging technology in accessing the learning medium, games, 
entertainment, and social media [2][3][4].  Unfortunately, the lack of parents’ supervision creates the 
abuse of gadgets thus triggers the children to be a gadget addiction [5]. The children's gadget 
addiction is measured by the high duration of gadgets used, the gadget dependence, and the 
uncontrolled utilization of that technology [6] [7] [8]. Thus, Unfortunately, the lack of supervision 
by parents ended up causing gadget misuse, thus prompting children to become addicted to gadgets 
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[5]. The addiction of children to gadgets is determined by the high duration of the gadget employed, 
the vulnerability of gadgets, and the poorly regulated use of that technology [6][7][8]. This, therefore, 
yields the embracing of mental disorders, such as issues of insomnia and social behavior [9-11]. 
Anxiety identification triggered by addiction must be recognized early on. Since the condition of 
their children is normally hard for parents to comprehend. This research attempts to determine the 
degree of children's addiction to gadgets.  
Warren McCulloch and Walter Pitts (1943) [12] first introduced the Artificial Neural 
Network (ANN) and used it to simulate brain computation, thereby potentially replacing 
conventional modeling approaches such as the statistical model [13]. In response to errors between 
actual output values and target output values, the ANN will learn by attempting to change weights 
between neurons and mirroring a human's function [14]. LVQ is a category of nonlinear ANN models 
that environmental-resistant and supportive of training and extracting rich data [15] for classification 
problems [16]. For acquiring class-labeled classifiers, the original LVQ algorithms and most modern 
extensions use supervised learning. However, through unsupervised learning for clustering purposes, 
LVQ can also be trained without labels [17]. LVQ classifiers are especially intuitive and easy to 
understand since they are generally based in the input space on the notion of class members and class 
regions. The cost of constructing LVQ algorithms refers to the number of prototypes that are typically 
compared to multilayer perceptron or support vector machines (SVM) with a fixed number. Instead, 
SVMs take into account the number of training datasets and have minimum dataset margins. 
  In a nutshell, a valuable alternative to SVM has been shown by LVQ [18] [17]. Barbara et 
al (2020) reviewed that LVQ significantly improved with an accuracy of above 99% and with Kappa 
greater than 0.99 compare to three types of different classification models [19], including 
discriminant analysis and other linear classification models such as Linear Discriminant Analysis 
(LDA), Regularized Discriminant Analysis (RDA), Mixture Discriminant Analysis (MDA), and 
Partial Least Squares Discriminant Analysis (PLS-DA); nonlinear classification models such as 
Artificial Neural Networks (ANN), Support Vector Machine (SVM) with a radial kernel function, k-
Nearest Neighbors (k-NN), Naive Bayes (NB), and Learning Vector Quantization (LVQ); and 
classification trees and rule-based models such as Classification and Regression Tree (CART), 
Bagging, Random Forest (RF), C5.0, and Generalized Boosted Machine (GBM). 
LVQ classifiers aim to approximate the Bayesian theoretical boundary and provides deal 
with multi-class issues directly. The initial rules for LVQ learning were heuristic and showed the 
initialization sensitivity, slow convergence issues, and instability. In order to ensure the convergence, 
the initial LVQ algorithm lack to relate the cost function. Therefore, some enhancements such as 
LVQ2.1, LVQ3, work to create a higher speed of convergence or better Bayesian dividing line 
approximation. The original LVQ1 corrected only the prototype of the winner. The prototypes were 
pulled away from the class boundaries by this algorithm. LVQ1 assumes a good initial network state, 
which is why a method of preprocessing is required. Sensitivity to overlapping datasets is also 
recognized, but some neurons fail to learn the patterns of training. Throughout each step, the LVQ2 
algorithm updates two vectors, the winner and the runner-up. The purpose is to determine the 
decision border differentially against the decision border of the theoretical Bayes. However, this 
function considers improvements that are only error-dependent and present those instabilities. By 
incorporating a stability factor [20][17], LVQ3 reverses the LVQ2 convergence problem consisting 
of the location of prototypes changing in continuous learning. 
 LVQ3 is versatile and easily adapted to boost the partitioning of data from different 
prototypes of the corresponding training sets, such as nearest neighbor (PNN), vector quantization 
(VQ), and support vector machines (SVM). LVQ3 has been successfully demonstrated by Sang-
Woon and Oommen (2002) to increase the yields of the extensively studied prototype condensation 
scheme and to better represent the distribution of pattern examples [21]. Israel and Hugo (2015) have 
greatly enhanced the LVQ3 learning rule based on Granular Computing, thus attempting to make 
LVQ a simpler and low-cost clustering computing operation, properly covering class distribution, 
and upholding the desired reduction rate [22].  
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Indeed, this study threatened to take additional benefit of LVQ3 in resolving the 
classification of gadget dependency among children. Thus, it contributes a reasonable diagnosis in 
acknowledging the early state of child addiction.  
 
The Formulation of symptoms in Children Gadget Addiction  
Reviewing thorough literature and justified by a child psychologist from Psychologist Consulting 
Bureau of Psychodata in Riau province 34 symptoms of children gadget addiction was defined in 
Table 1.  
Table 1. The formulation of symptoms for children gadget addiction  
No Symptoms Sub Symptoms References 
1 Children's school achievements  
1.1 Children perform excellently 
1.2 Children performs underachievers 
[23]; [24]; [25]; 
[26] 
2 Eye problems due to the gadget addiction 
 2.1 Children endures eye problems 
 2.2 Children’s eye keep healthy [27]; [25]; [28] 
3 Role of Parents 
3.1 Children tend to get angry when 
parents overtake gadgets 
3.2 Children immediately get angry 
when the parent overtake the gadget 
3.3 Children show the grumble act 
when their parents refuse to permit 
the gadget 
3.4 Children stay focus on their 
activities and lets parents’ takeover 
the gadget 
3.5 Children answers honestly about 
their time consuming the gadget 
3.6 Children lies  
3.7 Children greet parents during their 
gadget time 
3.8 Children ignores their parents 
during gadget time 
[29]; 
[30]; [25]; [31]; 
[26] 
4 Game on gadget 
4.1 Children play educational games 
4.2 Children play in addition to 
educational games 
[32]; [25] 
5 Children socialization 
5.1 Children tell more about school 
activities rather than gadgets 
5.2 Children tell more about games and 
gadgets 
5.3 Children avoid friends who are 
telling more about gadgets 
5.4 Children are excited to tell about 
games on the gadget 
5.5 Children are sociable 
5.6 Children have difficulty in 
socialization 
[33]; [25]; [9]; [26]; 
[34]; [35]; [36] 
6 Children's playtime 
6.1 Children control its gadget playing 
time 
6.2 Children uncontrollable its gadget 
playing time 
6.3 Children gadget play time less than 
6 hours/day 
[37]; [25]; [34]; 
[35] 
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6.4 Children gadget play time more 
than 6 hours / day 
7 Children's routines activity  
7.1 Children routine activities such as 
bathing and eating are interfered 
with by gadget, especially during a 
vacation day 
7.2 Children routine activities such as 
bathing and eating are not affected 
by the gadget, especially during a 
vacation day 
7.3 Children sleep pattern is disturbed 
7.4 Children sleep pattern as routine 
7.5 Children spend their spare time 
reading 
7.6 Children spend their spare time on 
the gadget 
7.7 Children eat normally without any 
gadget 
7.8 Children use gadgets while eating 
7.9 Children more attract to play with 
friends rather than playing with 
gadgets 
7.10 Children play with gadgets together 
with friends 
[38]; [25]; [6]; [9] 
 
 
2. RESEARCH METHOD 
This research begins by identifying problems related to gadget addiction in children using the 
learning vector quantization (LVQ3) method. Data collection was conducted through the reviews of 
literature and interviews with a child psychologist. As a result, 34 symptoms of children's addiction 
were defined as described in Table 1. This turns into grounded instrument development as well as a 
questionnaire. Moreover, the interview was justified two levels of children's addiction performance, 
including the high and low level of addiction [25]. To date with sampling data, 135 questionnaires 
were distributed to parents using google form at 5-6 Public Elementary Schools with an age range 
from 11-12 years. The parents were asked the diagnosing of their children's symptoms using 5 
Linkert scales as strongly agree up to strongly not agree. Preparing the input data, a child psychologist 
was asked her verification on the questionnaires in determining the children's level of gadget 
addiction whether in high or low performance. Subsequently, two kinds of sharing data as well as 
training and testing data were construed within 78 data for low children addiction and 57 data for 
high children addiction. The next stage is following by normalization thus it ensures the standardized 
data before LVQ3 is performed. Herein, the range values 0 and 1 were applied for normalization. 
The normalization formula is defined in Equation (1).  
X * = !"#$%	(!)
#)*(!)"#$%	(!)
                   (1) 
 
LVQ 3 algorithm is executed by considering the parameters and step process as follows at Figure 1 
[39]. 
1. X are training vectors (X1… Xi… Xn). 
2. T is the target of the class for the training vectors. 
3. Wj is the initial weight vector in the jth unit (W1j… Wij… Wnj). 
4. Cj is a class that represents the jth unit of output. 
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5. Learning rate(α), α is defined as the level of learning. If α is too big, the algorithm will be 
unstable, on the other hand, if α is too small, the process will take too long. The value of α 
is 0 <α <1. 
6. The value of the learning rate reduction, namely the decrease in the level of learning 
7. Minimum learning rate (Min a), which is the minimum value of the level of learning that is 
still allowed. The reduction in α value used in this study was 0.01 * α. 
8.  The m epsilon value is the second α level of learning. 
9.  Calculate the Euclidean distances for vector W and vector X 
 X: !(𝑋 +𝑊)+ (2) 
10. Correct Wj with the condition If T = Cj then  
Wj (new) = W (old) + α (Xi-Wj) (3) 
11. If T ≠ Cj, check the runner-up distance whether it is still under T 
12. The window value (ε), which is the value used as the area that must be met to update the 
winner reference vector (Yc1) and runner-up (Yc2) if they are in different classes. Parameters 
dc1, dc2....dcn were acknowledged as the nearest distance values.   
Equation window (ε): Min (dc1 / dc2, dc2 / dc1)> (1-ε) (1 + ε) (4) 
13. If the window condition (ε) is satisfied, then the reference vector which does not belong to 
the same class as the vector x will be updated using the equation:  
 Yc1 (t + 1) = Yc1 (t) - α (t) [x (t) - Yc1 (t)]  (5) 
 Yc2 (t + 1) = Yc2 (t) + α (t) [x (t) - Yc2 (t)] (6) 
15.  But if the condition in the window is false and both belong to the same class, the weight is 
updated using the equation (Teuvo Kohonen, 1996): 
Yc1 (t + 1) = Yc1 (t) + β (t) [x (t) - Yc1 (t)] (7) 
Yc2 (t + 1) = Yc2 (t) + β (t) [x (t) - Yc2 (t)] (8) 
Learning rate β (t) = epsilon * α                (9) 
 To trace the operation of the LVQ3 algorithm, a prototype system was then developed using the 
structural system development with the Waterfall model. The analysis adopted the Data Flow 
Diagram (DFD) and Entity Relationship Diagram (ERD) in designing process activity and data 
requirement analysis. To evaluate the effectiveness of LVQ 3 algorithm, confusion matrix was 
calculated with variant values of learning rate at 0.1, 0.2, 0.3, window values at 0.2, 0.3, 0.4, and 
epsilon values at 0.1, 0.2, 0.3. The confusion matrix is an established way of visualizing the class 
errors, and performance analysis systems [40]. The simulation was also traced with three types of 
the environment at 70:30, 80:20, and 90:10. The confusion matrix formula is explained in Equation 
(10) and (11). Meanwhile, Blackbox testing and User Acceptance Test (UAT) was delivered in 
figuring out the prototype software development.  
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                                            𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 	 ,-.,/
-./
𝑥	100	%                                                 (10) 
 
                            𝐸𝑟𝑟𝑜𝑟 − 𝑟𝑎𝑡𝑒 = 	 0-.0/
-./
𝑥	100	%                                                 (11) 
 
TP (True Positive)  = The amount of correctly classified data (Actual class (yes), Predicted class 
(yes)). 
TN (True Negative) = The amount of correctly classified data (Actual class (no), Predicted class 
(no)). 
FN (False Negatif)  = The amount of incorrectly classified data (Actual class (yes), Predicted 
class (no)). 
FP (False Positif) = The amount of incorrectly classified data (Actual class (no), Predicted 
class (yes)). 
P  = Total of TP and FN 




Figure 1. Flowchart process training for LVQ3 
 
3. RESULTS AND ANALYSIS  
a. The architecture model of LVQ3 for Children addiction 
 The architecture LVQ 3 model for case Children gadget addiction can be depicted in Figure 2. Figure 
2 explained that X1-X34 as the number of symptoms, X-W1 to X-W2 as the distance values between 
START
Parameters Initialization (w), 
(T), learning rate ( ),  (min ), 
windows ( )
Check  >min  
Input Symptoms Gadget Addiction
Calculate Euclidean Distance 
Calculate dc1
dc1=T 
dc2=T W1 = W1(old) +  (X-W1(lama))
W1 = W1(lama) +  (X-W1(lama))
Min (dc1 / dc2, dc2 / 
dc1)> (1-ε) (1 + ε)
Yc1 (t + 1) = Yc1 (t) - α (t) [x (t) - Yc1 (t)] 
Yc2 (t + 1) = Yc2 (t) + α (t) [x (t) - Yc2 (t)]
Yc1 (t + 1) = Yc1 (t) + β (t) [x (t) - Yc1 (t)] 
Yc2 (t + 1) = Yc2 (t) + β (t) [x (t) - Yc2 (t)] Reduction α=α- (0.01 * α)
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input and weight, Y_in1 and Y_in2 as the activation function, and F1 and F2 as 2 classifications of 
level addiction.   
 
Figure 2. The LVQ 3 model for children addiction 
b. Normalization 
Following Equation (1) with standard values transformation for strongly agree=5, agree=4, fair=3, 
not agree=2, and strongly not agree=1, Figure 3 is illustrated the normalization process.   
 
c. LVQ 3 Analysis 
By ensuring the operational formula of LVQ3 from Equation (2-9), the sample of data classification 
patients is figured out in Figure 4. As a result, from 135 data, 78 children were identified as low 
addiction (group 1). Meanwhile, 57 data were grouped in high-level addiction (group 2). Next, 135 
data have been successfully mapped into 95 (70:30), 108 (80:20), and 121(90:10) training data 
sharing for the evaluation stage.  
 
d. LVQ3 Evaluation 
This study used three data simulation analysis tests, including 70:30, 80:20 and 90:10, with 
fluctuations in the learning rate at 0.1, 0.2, 0.3, window at 0.2, 0.3, 0.4 and epsilon values at 0.1, 0.2, 
0.3, respectively. The performance of the LVQ3 classification based on the parameters can be seen 
in Figure 5 for data simulation 70:30, Figure 6 for data experiment 80:20, and Figure 7 for data 
simulation 90:10. Pursuing the confusion matrix function in Equation (10-11), The accuracy 
distinction for data simulation is explained in Table 2. It was defined in Figures 5, 6, and 7 that 
parameter values such as learning rate and epsilon values have an effect on classification accuracy. 
Thus, the higher the learning rate values, the better the training data output.  
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Figure 3. Transformation Data Process for Normalization 
 
Figure 4. Sample data of LVQ 3 Classification 
 
 
Figure 5. Parameters testing values for data simulation 70:30 
 
 
Figure 6. Parameters testing values for data simulation 80:20 
Normalization
Testing for Window Value = 0.2 Testing for Window Value = 0.3 Testing for Window Value = 0.4
Testing for Window Value = 0.2 Testing for Window Value = 0.3 Testing for Window Value = 0.4
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Figure 7. Parameters testing values for data simulation 90:10 
 
Table 2. The comparison of accuracy for data simulation 
Data 
simulation Highest Accuracy 
Confusion Matrix 
(α= 0.1, min α=0.01, 
ε =0.2, m=0.1). 
Confusion Matrix 
(α= 0.2, min 
α=0.01, 
ε =0.3, m=0.3). 
70:30 92.50%. 82.50% 97.5% 
80:20 96.15%. 88.89% 100% 
90:10 69.23%. 42.86 % 92.86 % 




Figure 8. System Architecture 
 
Table 2 revealed that the maximum LVQ3 classification performance is found at the value of 0.2 for 
learning rate, 0.01 for a decrease in the learning rate, window, and epsilon at 0.3 for 100 percent 
accuracy ratio data simulation at 80:20. Meanwhile, 96.79% was the average accuracy for the entire 
data simulation. This appears to suggest that the level of performance of children's gadget addiction 
was accurately identified successfully by LVQ 3. This classification can be used as encouragement 
for parents to identify the behaviors of their children early on, contributing to gadget addiction. In 
this case study, the parents should be aware of the signs of the children that point out the enthusiasm 
of the children in telling about games on the gadget (X18) and playing gadget together with friends 
(X34), the children spend their spare time on the gadget (X30) and their playing times are often 
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difficult to monitor (X22). The reaction of these side effects grows into a possible childhood gadget 
addiction.   
e. Prototype system development 
The architecture of system prototype can be seen in Figure 8. Two categories of users are supported 
by this application, namely managers as specialists or phycologists and patients as general users. The 
administrator manages the data, parameters (learning rate, windows, and epsilon values), users, 
LVQ3 running, and maintains the comprehensive information of the LVQ3 operation, as well as the 
accuracy assessment. Instead, the user entries the symptoms of the patient and end up receiving the 
outcome of the study since this patient are labeled as high or low gadget addiction. Blackbox and 
UAT fieldwork have been used to test this prototype application. Testing with Blackbox showed that 
all the system's functions and procedures were running well. The UAT testing of 25 end-users offers 
an 86.67 percent agreement that this system aids them to recognize their children's gadget addiction 
early on.  
 
4. CONCLUSION 
In assertion, with a significance accuracy of 96.79 percent, the LVQ3 algorithm has successfully 
established the pattern of children's addiction to the gadget. In classifying gadget addiction, the most 
successful parameter values are calculated at a learning rate of 0.2 down to 0.01, window values at 
0.3, and epsilon values at 0.3 with 100 % accuracy and 80:20 ratio data. The process recognition 
algorithm for gadget addiction has successfully been transmitted into the construction of a prototype 
system. This system was capable of diagnosing their children's gadget addictive nature by actually 
needing the extent of dependency in the class.  Therefore, before getting worse, parents are urged to 
take curative actions in effectively treating the children. This study led to the innovation of the 
classification system using the LVQ3 algorithm for cases of childhood dependence. In addition, the 
practical implication of this paper provides parents with new information to track and assess the 
behaviors of children as precautions against the hazardous impacts of technology.  
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