Abstract. The generalized minimum residual method (GMRES) is well known for solving large nonsymmetric systems of linear equations. It generally uses restarting, which slows the convergence. However, some information can be retained at the time of the restart and used in the next cycle. We present algorithms that use implicit restarting in order to retain this information. Approximate eigenvectors determined from the previous subspace are included in the new subspace. This deflates the smallest eigenvalues and thus improves the convergence. The subspace that contains the approximate eigenvectors is itself a Krylov subspace, but not with the usual starting vector. The implicitly restarted FOM algorithm includes standard Ritz vectors in the subspace. The eigenvalue portion of its calculations is equivalent to Sorensen's IRA algorithm. The implicitly restarted GMRES algorithm uses harmonic Ritz vectors. This algorithm also gives a new approach to computing interior eigenvalues.
residual property. However, because the basis vectors for the Krylov subspace are explicitly orthogonalized, GMRES becomes increasingly expensive and requires more storage as the iteration proceeds. It can be restarted, but with the dimension of the subspace limited, the convergence slows down. GMRES often exhibits steady convergence, while QMR convergence curves are characterized by plateaus and sudden drops. In spite of somewhat mysterious behavior and significant complications for stability control, QMR is appealing because its use of the Lanczos recurrence allows for larger subspaces. Restarting is not needed. Large subspaces can be much better for difficult problems.
We propose a method that maintains the good qualities of GMRES but is more competitive with QMR for difficult problems. The new method is mathematically equivalent to a method in [28] , but it has a more efficient implementation. The new implementation combines ideas from Sorensen's implicitly restarted Arnoldi algorithm [47] with harmonic Ritz values [27, 33, 45, 30] .
We next review GMRES and several related methods that are needed in developing the new version of GMRES. Section 3 discusses how approximate eigenvectors can improve convergence. Section 4 gives a method that uses approximate eigenvectors and implicit restarting with the Arnoldi method for linear equations or full orthogonalization method (FOM) [38] . In section 5, approximate eigenvectors are added to GMRES using implicit restarting. Section 6 has numerical examples, and the related eigenvalue problem is mentioned in section 7.
Background on related methods.
Here we discuss two methods for solving linear equations and also two eigenvalue methods. The methods are related in that they all use Krylov subspaces and the Arnoldi iteration [1, 37, 39] . All four of the methods that follow have a residual vector usually denoted by r. We add some different accents to distinguish them, except for the GMRES residual which is denoted by plain r.
Arnoldi for linear equations (FOM).
The Arnoldi method for linear equations or FOM uses the Arnoldi iteration to solve nonsymmetric systems of linear equations [16, 38, 43, 41] . We call the Arnoldi residual vectorŕ 0 . Suppose the problem x m , β = ||ŕ||, v 1 =ŕ/β,ŕ 0 =ŕ, and go to 2.
GMRES.
Most steps of the GMRES method [43] are the same as FOM. Let the recast problem be A(x − x 0 ) = r 0 and the starting vector for the Krylov subspace be r 0 . Instead of (2.4), the small least squares problem
is solved. GMRES finds the approximate solution that minimizes the residual norm.
Arnoldi for eigenvalue problems.
To find eigenvalues of A using the Arnoldi method [1, 37, 39] , we solve the small eigenvalue problem 
. Defining
and
Note that every residual vector is a scalar multiple of the same vector, namely v m+1 . Furthermore, they are all multiples of the residual vector developed by FOM while solving linear equations, assuming the same starting vectors are used. They are not multiples of the GMRES residual vector. [29] .
We give a few of the details of the IRA method which will be needed later. Suppose k is the number of Ritz vectors to be saved for the next subspace. Let
The main steps of the QR method at iteration i are first an orthogonal or unitary factorization of a shifted H (i) ,
and then formation of H (i+1) using
In practice, a double shift is used to avoid unitary factorization in the case of a complex
. It is a standard result for the QR iteration [23, p. 24] that
At the end of the QR phase, the new Krylov basis V + is (2.9) and the first k columns are used to start the next Arnoldi iteration. The (k+1)st column of the new V can also be calculated. For the case of the shifts being Ritz values, it is the same as the old v m+1 .
2.4.
Interior or harmonic Arnoldi. The Arnoldi algorithm applies the Rayleigh-Ritz procedure [35, 39] to a Krylov subspace. It has trouble finding interior eigenvalues mainly because the Krylov subspace usually does not contain good approximations to the corresponding eigenvectors, but also due to properties of the Rayleigh-Ritz procedure. For symmetric matrices, Rayleigh-Ritz is optimal at extracting exterior eigenvalues [35, p. 215 ], but not for interior eigenvalues [27] . With nonsymmetric problems, there is still a tendency for Rayleigh-Ritz to be more reliable at extracting exterior eigenpairs ( [30] has some discussion of this). An interior Arnoldi algorithm using a modified Rayleigh-Ritz procedure is given in [30] as a generalization of methods in [27] ; see also [33, 45, 55] . Here we look only at the case where eigenvalues near zero are desired. For this case, this method has been mentioned in other recent papers in connection with GMRES [8, 10, 25, 26, 31, 44] .
The small eigenvalue problem that needs to be solved is the generalized eigenvalue problem
Using (2.2) and (2.3), this becomes
This can be simplified with an orthogonal factorizationH m = QR to
This formula has been stable in experiments, but a possibly better form from [33] is
where f = H −T e m . Theθ i 's are called harmonic Ritz values in [33] . The harmonic Ritz vectors areỹ
There are eigenvalue approximations available that are more accurate than the harmonic Ritz values. They are the Rayleigh quotients of theỹ i 's, called ρ values in [27] and [30] . However, in this paper, the harmonic Ritz values are more important. Define the harmonic residual vectors to bẽ
See [30] for formulas for finding the residual norms in the interior Arnoldi method, but note the residual using the Rayleigh quotient ρ i is different from the harmonic residual defined in (2.11).
The eigenvalue methods described in this and the previous subsection will be used to improve the convergence of the linear equations methods in the first two subsections. The basic idea is that we want to add approximate eigenvectors to the subspaces for the linear equations methods. This idea is discussed in the next section.
Using eigenvectors to improve convergence of GMRES.
Restarting generally slows the convergence of GMRES. Useful information is discarded at the restart. In this section we consider saving some vectors from the previous subspace and adding them to the new subspace to deflate eigenvalues. This discussion is a quick recap of [28] ; see also [4, 42] . For other approaches to deflating eigenvalues for GMRES, see [3, 7, 20] . Kharchenko and Yeremin [20] modify the matrix A with approximate eigenvectors and thus deflate some eigenvalues. Erhel, Burrage, and Pohl [7] use approximate eigenvectors to build a preconditioner that shifts eigenvalues. Baglama, Calvetti, Golub, and Reichel [3] improve upon this last approach by using implicit restarting. The eigenvectors can be kept in a subspace until they are accurate enough.
We mention some other related work. The natural deflation of unrestarted conjugate gradient type methods has been studied; see, for example, [32, 52] . The GMRESR [53] and FGMRES [40] methods use a double loop to keep a part of the Krylov subspace. Adding an outside loop could perhaps benefit the methods in this paper, but we do not investigate this here. An improvement of GMRESR is given in [50] , and another approach to what should be kept after a restart is in [49] .
3.
1. An augmented subspace. At the time of a restart, let u 1 , u 2 , . . . , u k be vectors chosen from the subspace before it is discarded. They will be used in the next subspace that is developed. Specifically, the augmented subspace
is generated in the next cycle of GMRES. The approximate solution for the linear equations problem is extracted from this subspace. The subspace has a Krylov portion and an added portion. Many choices are possible for the added vectors. We chose these vectors to be approximate eigenvectors corresponding to the approximate eigenvalues nearest zero. However for some problems, a few large eigenvalues should also be targeted.
Reasons for using eigenvectors.
For symmetric positive definite matrices, slow convergence of the conjugate gradient method is caused by the presence of some relatively small eigenvalues. For nonsymmetric matrices, there can be other factors such as negative and complex eigenvalues. And even with a good eigenvalue distribution, convergence can be poor [15] . Nevertheless, in many difficult linear equations problems, there are small eigenvalues that detract from the convergence. If eigenvectors are added to the subspace, then the corresponding eigenvalues are essentially deflated from the spectrum of the matrix. And if approximate eigenvectors are added, they do not need to be extremely accurate before they are helpful. This is shown in [28, Theorem 2] and has also been observed experimentally.
As an example of how beneficial this deflation of eigenvalues can be, consider a symmetric matrix with eigenvalue distribution 1, 2, 3, . . . , n − 1, n. If the three smallest eigenvalues are removed from the spectrum, then √ κ, the square root of the condition number, changes from √ n to √ n 2 . Using this to estimate convergence gives that convergence should be twice as fast with the eigenvalues removed. If GMRES is unrestarted, removing some eigenvalues may not affect convergence this much, since eigenvalues naturally deflate anyway. But when restarting is used, the convergence will improve about as predicted.
A few details.
The approximate eigenvectors can be chosen to be Ritz vectors from the Arnoldi method or harmonic Ritz vectors from the interior Arnoldi method. In [28] , harmonic Ritz vectors are used. For indefinite matrices, they give better approximations for the desired eigenvectors that correspond to eigenvalues near zero. So the subspace is
. . ,ỹ k are the harmonic Ritz vectors corresponding to the harmonic Ritz values nearest to the origin.
The implementation for this augmented subspace is more complicated than for standard GMRES [28] . There is added storage, but often a reduction of expense per iteration, because a matrix-vector product can be avoided when an approximate eigenvector is used instead of another Arnoldi vector; see Table 1 in section 5. For the case of inexpensive matrix-vector product, DAXPYs and DDOTs can be reduced to m 2 + 2km, instead of saving on the matrix-vector products. This augmented GMRES method from [28] will subsequently be referred to as GMRES-E (GMRES with eigenvectors).
Implicitly restarted FOM.
We now reconsider the subspace (3.1) discussed in the previous section. With the GMRES-E method, the approximate eigenvectors do not naturally fit into the subspace, but are forced on at the end. It is not even necessary that the extra vectors be approximate eigenvectors. In this and the next section, we look at how the approximate eigenvectors can be selected to correspond to the linear equations method. Then they fit more naturally into the subspace. In fact, the whole subspace is a Krylov subspace, though not with the same starting vectoŕ r 0 or r 0 . With FOM, we need the standard Arnoldi Ritz vectors.
Adding approximate eigenvectors to the subspace. The desired subspace is
Before considering the general case, we look at how just one Ritz vector can be added to the subspace. This turns out to be fairly simple. We want a subspace consisting of the usual Krylov subspace for FOM, but of one less degree and with one Ritz vector as an additional basis vector. So the desired subspace is
We will show that in spite of appearing otherwise, this subspace is itself a Krylov subspace. But it is a Krylov subspace generated with starting vector y 1 instead of r 0 . The key is that the residual vectors for the eigenvalue problem and the linear equations problem are both multiples of the same vector, v m+1 .
Proposition 4.1. Subspace (4.2) is the same subspace as
Proof. From (2.7),
Thus Ay 1 is a combination of y 1 and v m+1 and
Next, using (2.7) twice,
Continuing this, subspace (4.3) is the same as See Proposition 5.7 for a similar proof. For adding k Ritz vectors, there is again a way to combine them into one vector s, so that the Krylov subspace generated with s is the desired subspace (4.1) (see [29, section 3] and also section 7.1). However, Sorensen's implicit restarting [47] in the IRA method provides a better way to implement the formation of subspace (4.1).
Generating the subspace with implicit restarting.
The following theorem establishes the equivalence between augmenting the FOM subspace with Ritz vectors and using implicit restarting. "Exact shifts" [47] should be used for the implicit restarting (the shifts are the unwanted Ritz values). As observed in the proof of [29, Theorem 3] , the v k+1 Arnoldi basis vector in the new subspace is the same as the v m+1 vector for the previous subspace, so IRA has subspace
Since the FOM residual vectorŕ 0 is a multiple of v m+1 , this is equivalent to subspace (4.5). Next, the algorithm is listed for implicitly restarted FOM (FOM-IR). Added to the standard FOM algorithm is the solution of a small eigenvalue problem and the implicit restarting. Also, the reduced problem in step 3 is slightly different. We derive the formula for step 3 using (2.6). Note the superscript old denotes a quantity from the previous cycle of FOM. The reduced problem is
The first k entries in the right-hand side are zero becauseŕ 0 , being a multiple of v Go to 2, and resume the Arnoldi iteration from step k + 1. FOM-IR solves linear equations and at the same time implements Sorensen's implicitly restarted Arnoldi method for eigenvalues. In spite of the similarity of subspace (4.1) to (3.2), the FOM-IR method is not equivalent to the GMRES-E method discussed in section 3. The residual vectors and approximate eigenvectors are both different.
It is interesting that even though FOM does not use a minimum residual solution, the minimum residual norm can be monitored. It is this minimum residual norm that is given in the examples in section 6. However, when restarting, the approximate solution and residual vector must be found with the FOM approach instead of minimum residual. This is the reason for the jumps in the residual norm at the time of restarts in Figure 1 .
5.
Implicitly restarted GMRES. Now we include approximate eigenvectors in the subspace for GMRES. For the approximate eigenvectors to fit into a Krylov subspace, we must use the harmonic Ritz vectors mentioned in section 2.4. The subspace is
which is the same subspace used in the GMRES-E algorithm. The first subsection looks at why this subspace is a Krylov subspace, and the second proves that implicit restarting can be used.
5.1.
The whole subspace is a Krylov subspace. We assume that A is a nonsingular matrix. We will deal mainly with the case of distinct harmonic Ritz values, but we first discuss briefly the special situation of multiple values.
An upper-Hessenberg matrix is called unreduced if there are no zero elements on the subdiagonal. The matrix H m produced by the Arnoldi iteration is generally unreduced. Otherwise, the Krylov subspace at the time the zero occurs is an invariant subspace of A. We first give a standard result for Arnoldi-Ritz pairs. For a proof, see, for instance, [23] . Proof. We consider a problem equivalent to the harmonic Ritz value problem. The equivalent problem is applying the Rayleigh-Ritz procedure with matrix A −1 to the subspace spanned by the columns of the matrix AV m [27, 30, 33] 
This equivalent Rayleigh-Ritz problem can be viewed as being based on an Arnoldi iteration, although different from the one we have been considering. To see this, rewrite the subspace for this equivalent problem, 
. Assuming the same underlying Arnoldi iteration is used, the harmonic residual vectors are multiples of the GMRES residual vector.
Proof. This follows quickly from the two lemmas. The harmonic residual vectors and the GMRES residual vector all reside in the Krylov subspace of dimension m + 1 and are orthogonal to the same subspace of dimension m, so they must be multiples of each other.
This relationship between the harmonic and GMRES residual vectors can be used to include harmonic Ritz vectors in a Krylov subspace for GMRES. This is similar to how standard Ritz vectors were included in FOM in section 4.1. At the time of a restart for GMRES, the new r 0 is set equal to the r for the current cycle. Let
Then for each i,r i = γ i u, for some scalar γ i . So 
The subspace that is generated contains a Krylov subspace of dimension m − 2 with r 0 as starting vector, along with the two harmonic Ritz vectors. 
Proof. After multiplying (5.3) through by A and using (5.2), We are done, since u is a multiple of r 0 . For adding more harmonic Ritz vectors to the subspace, a careful combination of the harmonic Ritz vectors can be used as starting vector (see section 7.2). However, we will concentrate on using implicit restarting.
Generating the subspace with implicit restarting.
We will develop an implicitly restarted GMRES method, called GMRES-IR, that includes harmonic Ritz vectors in the subspace. The approach is like that for FOM-IR, except the unwanted harmonic Ritz values are used as shifts during the QR phase of the algorithm. We need to prove that this approach generates the desired subspace (5.1). This is done in Theorem 5.14, but the proof for GMRES-IR is more difficult than was the proof of Theorem 4.2, the corresponding theorem for FOM. As in Theorem 4.2, we use that Qe j = ψ(H m )t, but here ψ has roots at harmonic Ritz values instead of standard Ritz values, and we need t to have nonzeros entries only in its first k positions. Then it can be shown that ψ(H m )t has components only in the directions of the desiredg i 's, but it takes several lemmas. We now start on these.
The GMRES residual vector can be written in terms of a polynomial with roots at the harmonic Ritz values: r m = π(A)v 1 , where π is a polynomial such that π(λ) = α m l=1 (λ −θ l ), and α is a scalar; see [26] and [8] . We need a similar expression for harmonic Ritz vectors.
Lemma 5.8. The harmonic Arnoldi-Ritz vectors can be written asỹ i = φ i (A)v 1 , where φ i is the polynomial
and α i is a scalar.
For a proof of this lemma; see [30] . The next lemma relates polynomials of A with polynomials of H m ; see [5, 33, 23] for similar results and proofs.
Lemma 5.9. For p any polynomial of degree less than m,
Forg i a solution of (2.10), there is an expression in terms of the same polynomials φ i used forỹ i in Lemma 5.8.
Lemma 5.10. Forg i from (2.10) and φ i as defined in Lemma 5.8,
Proof. We will writeg i in terms ofỹ i , then use Lemmas 5.8 and 5.9.
Lemma 5.9 is also used in proving the next lemma. Lemma 5.11. For j ≤ m, there are some scalars γ and β 1 , β 2 , . . . , β j−1 such that
Proof. Because v j is a member of the Krylov subspace of degree j with v 1 as a starting vector, there are scalars γ and β 1 , β 2 , . . . , β j−1 such that
Thus,
where we used Lemma 5.9 to convert from a polynomial of A to a polynomial of
In what follows, we define
Proof. We will show that for j ≤ k, ψ(H m )e j ∈ Span{g 1 ,g 2 , . . .g k }, from which the desired result quickly follows.
Using Lemma 5.11,
We need to show that this vector is a combination of the vectorsg 1 , . . . ,g k , which from Lemma 5.10 can be written as
So expressing ψ(H m )e j as a combination of the vectorsg 1 , . . . ,g k is equivalent to expressing the polynomial
with j ≤ k, as a combination of the polynomials
for i from 1 to k. These last polynomials are Lagrange interpolating polynomials except for possibly different normalization, and they are linearly independent since theθ l 's are distinct. They can be combined to form any polynomial of degree k − 1 or less, so we are finished. We now give the last lemma which deals with the QR iteration [14, 23] . Lemma 5.13. Let the matrix Q and shifts τ i be from the QR iteration. Then for j ≤ k,
Proof. Recall from section 2.3 that
. We assumed earlier that H m is unreduced, so H The GMRES-IR method uses implicit restarting with unwanted harmonic Ritz values as shifts. The theorem establishes that in every cycle, between restarts, it generates subspace (5.1).
Theorem 5.14. The GMRES-IR method generates the subspace 
The new Arnoldi basis matrix is V + . Using (2.9),
And since the harmonic Ritz vectors are defined asỹ i = V mgi ,
We have that after the implicit restarting, the first k columns of V + span the same subspace as Span{ỹ 1 ,ỹ 2 is also a combination of r 0 andỹ 1 , . . . ,ỹ k . Next, using a similar argument, v k+2 is a combination of r 0 , Ar 0 andỹ 1 , . . . ,ỹ k . This can be continued until we arrive at the desired result.
So we have established that implicit restarting can be used with GMRES. The changes in the algorithm from FOM-IR are listed. In step 3 of the algorithm, the vector V T m+1 r 0 has zeros except in its first k + 1 entries. It can also be shown that after Givens rotations are applied during solution of the least squares, the first k entries of this vector become zero.
GMRES-IR. GMRES-IR is
Having harmonic Ritz vectors in the subspace for GMRES-IR causes the portion of the subspace that is Krylov with starting vector r 0 to have dimension m − k instead of m as for standard GMRES. This slows convergence, but the k approximate eigenvectors generally improve convergence. So there is a tradeoff in choosing k.
We next compare GMRES-IR with some other methods. While GMRES-IR is mathematically equivalent to GMRES-E for a completed cycle, it can give better results at the start and middle of a cycle. This is because eigenvector information is included in the subspace from the beginning instead of being appended at the end of the cycle. For problems using only a moderate number of iterations, this may be of some significance. GMRES-E can be effective for nonlinear problems, while GMRES-IR is not designed for situations with changing equations. The main advantage of GMRES-IR compared to GMRES-E is in expense and storage. We compare these next. Table 1 has a rough count for one cycle of standard GMRES, GMRES-IR, and GMRES-E. Only the major expenses and storage vectors of length n are considered. The solution of the small eigenvalue problem in GMRES-IR and GMRES-E is not included because it is not of order n, however there are cases where it is a significant expense. The cost and storage depends on the implementation. For GMRES-IR, the formation of the new Krylov basis in (2.9) is assumed to be done in place using a Table 1 Expenses and storage for GMRES methods.
Householder factorization of a portion of Q. We see that GMRES-IR can save matrixvector products without additional storage. Standard GMRES uses fewer length n vector operations (DAXPYs, DDOTs, etc.) per cycle than GMRES-IR, but uses more matrix-vector products. The main advantage of GMRES-IR over GMRES is in reducing the number of iterations. The next section continues the comparison of methods with some computational experiments.
Examples.
We compare the new implicitly restarted GMRES and FOM methods with standard GMRES and also with transpose-free QMR (TFQMR) [9] . Some examples also include full, unrestarted GMRES. Full GMRES is not a practical method, but it is interesting to see how closely the other methods can match its performance. FOM-IR(25,6) has m = 25 and k = 6 (subspaces are dimension 25, including six approximate eigenvectors). Also used are GMRES-IR(25,6) and GMRES-IR (25, 10) . GMRES (25) refers to standard GMRES with subspaces of size 25. Residual norms are plotted against the number of matrix-vector products.
Example 6.1. The matrix is bidiagonal with entries 0.01, 0.1, 1, 2, 3, 4, . . . , 997, 998 on the main diagonal and 1's on the super diagonal. The right-hand side has all 1's. The matrix has small eigenvalues that slow the convergence. No method can give an accurate solution until it develops approximations to the smallest few eigenvalues. GMRES (25) can never develop these approximations because of the restarts. The convergence stagnates; see Figure 1 . TFQMR is much more successful because it generates a large subspace. However, the implictly restarted methods are even better. Comparing the number of matrix-vector products required to reduce the residual norm by a factor of 10 −6 (from 31.6 to below 3.16 * 10 −5 ), GMRES(25,10) uses 231 and TFQMR needs 378. This shows potential for GMRES-IR, particularly for problems with expensive matrix-vector products.
GMRES-IR(25,10) competes well with full GMRES, even though it uses subspaces of dimension 25. And the portion of these subspaces that is Krylov with starting vector r 0 is of dimension only 15. Meanwhile, full GMRES generates a subspace of size over 200. Yet the two methods have similar convergence. This is surprising, because this problem is fairly difficult. For easy problems, small subspaces can be almost as effective as large subspaces; for tougher problems, the dimension of the Krylov subspace is very important. However, the deflation of eigenvalues in GMRES-IR turns the difficult problem into an easy one. Once approximate eigenvectors have developed for the 10 smallest eigenvalues, the deflated spectrum is 9, 10, 11, . . . , 998. We can compare the square roots of the ratios of largest to smallest eigenvalues (similar to comparing the square roots of condition numbers in section 3.2, although the importance is less obvious). The square root of the ratio of largest to smallest (25) is slow but steady. TFQMR is erratic, but considerably better than GMRES (25) . However, the implicitly restarted GMRES and FOM methods converge both faster and more consistently than TFQMR. Results are very different when comparing length n vector operations. Because the matrix is sparse (3.43 nonzeros per row), GMRES-IR uses about four times as many vector operations per matrix-vector product than does TFQMR, approximately 43 versus 10.4 (7 for DAXPYs and DDOTs, though this depends on the implementation, and 3.4 for the matrix). To improve the residual norm by 10 −6 , GMRES-IR(25,6) requires about 2.6 times as many vector operations as TFQMR (5.5 versus 2.1 thousands). Table 2 Figure 6 .2], TFQMR requires about 2700 matrix-vector products. The extremely large subspace generated by TFQMR is needed for this difficult indefinite problem. Finally we note that FOM-IR takes the same number of cycles as GMRES-IR for this indefinite problem. Further comparisons between the two seem warranted.
For more experiments, using the mathematically equivalent GMRES-E approach, see [28, 4, 42] .
7. Eigenvalue problems. FOM-IR and GMRES-IR can also be thought of as eigenvalue methods. We briefly look at a few aspects of these methods. In this paragraph, we give another way of looking at the IRA method, and thus at FOM-IR. It is mentioned in [29] that the starting vector s at the beginning of a new cycle of IRA can be found without the implicit restarting. The vector s is a combination of the k Ritz vectors. The coefficients for this combination are from the solution of the k − 1 by k homogeneous system of equations with jth row [θ
Here we give this solution. Let ω i be a polynomial with roots at all of the Ritz values except θ i . Specifically,
Formulas can also be given for the vectors As, A 2 s, . . . , A k−1 s. For j < k,
This actually gives a way of implementing an algorithm mathematically equivalent to IRA that does not use the QR iteration (see [29] for yet another mathematically equivalent method). The vectors s, As, A 2 s, . . . , A k−1 s need to be orthogonalized in order to form the first k columns of the new V matrix. Just as in IRA, k matrix-vector products are saved. This algorithm is not recommended, because of questionable numerical properties.
With GMRES-IR.
GMRES-IR also solves both linear equations and the associated eigenvalue problem. It finds eigenvalues using the harmonic approach. This is equivalent to the interior Arnoldi with eigenvectors method that is given in [30] (with σ = 0, but other shifts could be incorporated). The implementation is more efficient. It can also be viewed as an interior eigenvalue version of the IRA method.
One application for the eigenvalue portion of GMRES-IR is with iterative methods for linear equations that require eigenvalue estimates [19, 26, 31] . GMRES-IR can find the eigenvalue estimates and at the same time begin solving the linear equations.
GMRES-IR also develops an interesting polynomial. Since subspace (5.1) is Krylov, there is a polynomial associated with it. And this polynomial has some zeros approximating eigenvalues near the origin. It may be of use for polynomial preconditioning [19] .
The subspace for GMRES-IR contains Krylov subspaces with the harmonic Ritz vectors as starting vectors. The right-hand side of this last equation is a subspace of (5.1), so we have the desired result. Theorem 7.1 shows why good approximations to eigenvectors can be expected in GMRES-IR. We next look at the eigenvalues that are found in Example 6.1 by GMRES-IR and note a correspondence between when the eigenvalues and linear equations converge.
Example 7.1. We continue Example 6.1 and look at the accuracy of the harmonic Ritz vectors that are developed by GMRES-IR (25, 6) . Figure 3 plots the norms of the residual vectorsr i = Aỹ i − ρ iỹi , where ρ i is the Rayleigh quotient of y i . Figure 3 also has the residual norm for the linear equations. These linear equations residual norms are calculated at every matrix-vector product, while the eigenvalue residuals are computed only every 19 iterations. The linear equations residual does not begin to improve until after the approximations to the two smallest eigenvalues have made significant progress.
A version of GMRES-IR (equivalently GMRES-E) can be given that uses combinations of harmonic Ritz vectors instead of the QR-iteration, similar to (7.1) and (7. for FOM-IR. For s the starting vector of the new GMRES cycle, the γ i 's from (5.2), and
8. Conclusion. Implicit restarting can be used with the FOM and GMRES methods. A subspace is generated that contains both approximate eigenvectors and the necessary Krylov subspace with the linear equations residual vector as starting vector. Remarkably, the whole subspace is itself a Krylov subspace, though with a different starting vector. With the FOM-IR method, standard Ritz vectors are included in the subspace. With GMRES-IR, harmonic Ritz vectors are used.
Examples show that the implicitly restarted methods can be much better than standard GMRES, and also can be competitive with TFQMR, especially when the matrix-vector product is expensive. These new methods compute eigenvalues at the same time that they solve the linear equations.
We list some topics for future work. Most important is a study of the stability of the implicit restarting. We have seen stability problems when there are eigenvalues that stand out in the spectrum and thus converge rapidly. Such eigenvalues are not uncommon when preconditioning is used. Similar problems have been dealt with for the IRA method [23, 24] .
Other possible topics include the possibility that eigenvectors could be released once they have converged to a certain point. An automatic procedure would be desirable for choosing the number of approximate eigenvectors and for selecting exterior Ritz values if they are outstanding; see [48] for related work.
Also, the polynomial preconditioning mentioned in the previous section is currently being investigated and there are possible applications to systems with multiple right-hand sides. The relation
that is formed after the implicit restarting, gives both approximate eigenvectors and their matrix-vector products with A in a compact form. With this relation, eigenvalues can be deflated in the solution of subsequent right-hand sides.
