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a b s t r a c t
Foaming occurs inmany distillation and absorption processes. The drainage of liquid foams
involves the interplay of gravity, surface tension, and viscous forces. In this paper, we apply
an analytic technique, namely the homotopy analysis method (HAM) to handle the foam
drainage equation. The powerful homotopy analysis method computes the solution in a
rapidly convergent infinite series.We also compare the numerical results obtained by HPM
or ADM and the same results obtained by using the analytic solutions obtained by HAM.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
Most scientific problems and physical phenomena occur nonlinearly. Except in a limited number of these problems,
finding the exact analytical solutions of such problems are rather difficult. Therefore, there have been attempts to
develop new techniques for obtaining analytical solutions which reasonably approximate the exact solutions [1]. In recent
years, several such techniques have drawn special attention, such as Hirota’s bilinear method [2], the homogeneous
balance method [3,4], inverse scattering method [5], Adomian’s decomposition method ADM [6,7], the variational iteration
method [8,9] and the δ-expansion method [10] as well as homotopy analysis method (HAM). Firstly, Liao in 1992 employed
the basic idea of homotopy in topology to propose a general analytic method for nonlinear problems [11–16]. After that,
many types of nonlinear problems were solved by the HAM by others [17–22]. We prefer to use the HAM to solve the foam
drainage equation. One of themain reasons for this choice is that theHAMcontains an auxiliary parameterwhich adjusts and
controls the convergence region of the solution series in a simple way. In this paper, the basic idea of the HAM is introduced
and then we apply this method to find an approximate analytical solution of the following equation known as the foam
drainage equation
∂Ψ
∂t
+ ∂
∂x
(
Ψ 2 −
√
Ψ
2
∂Ψ
∂x
)
= 0, (1)
where x and t are scaled position and time coordinates respectively and the initial condition is as follows
Ψ (x, 0) = f (x). (2)
Foam is important in a number of everyday activities, both natural and industrial. That is why foamhas been of great interest
for the academic research. Because of the everyday occurrence of foams, they are very well known to scientists as well as to
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common people [23,24]. Foams are common in foods and personal care products such as lotions and creams. Foams often
occur during cleaning of clothes and scrubbing [25]. They have important applications in food and chemical industries,
mineral processing, fire fighting, and structural material sciences [26]. Everyday experiences put us in direct contact with
foams. Shampooing hair, washing dishes, eating chocolate bars and chocolate mousse desserts are only a few examples.
History connects foams with a number of famous scientists and foams continue to excite imagination [27]. There are now
many applications of polymeric foam [28]. One of the new applicationswhich has appeared recently ismetallic foams. These
are foams made out of metals such as aluminum [29]. Some popular mentioned applications include the use of foams for
reducing the impact of explosions and for cleaning up oil spills. Helal andMehanna [30] used a semi-analytic method, that is
Adomian’s decompositionmethod and an analytic method, which is the tanhmethod to handle the foam drainage equation.
Also Khani et al. [31] obtained new exact solutions of the foam drainage equation.
2. A review of the HAM
In this section the basic idea of the homotopy analysis method [11] is introduced. First, we need the following definition
in the sequel.
Definition. Let φ be a function of the homotopy parameter q, then
Dm(φ) = 1m!
∂mφ
∂qm
∣∣∣∣
q=0
, (3)
is called themth-order homotopy-derivative of φ, wherem ≥ 0 is an integer [32].
To show the basic idea, let us consider the following nonlinear equation in a general form
N [u(r, t)] = 0,
where N is a nonlinear operator, u(r, t) is an unknown function, and r and t denote spatial and temporal independent
variables, respectively. For simplicity, we ignore all boundary or initial conditions, which can be treated in a similar way. By
means of generalizing the traditional homotopy method, more details about homotopy technique and its applications are
found in [33,34]. Liao [11] constructed the so-called zero-order deformation equation
(1− q)L[φ(r, t; q)− u0(r, t)] = qh¯H(r, t)N [φ(r, t; q)], (4)
where q ∈ [0, 1] is the embedding parameter, h¯ 6= 0 is non-zero and is called the convergence parameter, H(r, t) is
an auxiliary function, L is an auxiliary linear operator, u0(r, t) is an initial guess of u(r, t) and φ(r, t; q) is an unknown
function. It is important that one has great freedom to choose auxiliary objects in HAM. Obviously, when q = 0 and q = 1,
we have
φ(r, t; 0) = u0(r, t) and φ(r, t, 1) = u(r, t),
respectively. Thus as q increases from0 to 1, the solutionφ(r, t; q) varies from the initial guess u0(r, t) to the solution u(r, t).
Expanding φ(r, t; q) in Taylor series with respect to q, we get
φ(r, t; q) = u0(r, t)+
+∞∑
m=1
um(r, t)qm, (5)
where
um(r, t) = Dm[φ(r, t; q)]. (6)
If the auxiliary linear operator, the initial guess, the auxiliary parameter, and the auxiliary function are properly chosen, the
series (5) converges at q = 1 and we get
u(r, t) = u0(r, t)+
+∞∑
m=1
um(r, t),
which must be one of the solutions of the original nonlinear equation, as proved by Liao [11]. As h¯ = −1 andH(r, t) = 1,
Eq. (4) becomes
(1− q)L[φ(r, t; q)− u0(r, t)] + qN [φ(r, t; q)] = 0,
which is used mostly in the homotopy perturbation method (HPM). The solution is obtained directly, without using the
Taylor series.
The comparison between HAM and HPM can be found in [35–38]. In fact the HPM is quite similar to ADM and it is only
valid for some special values of r and t . But in contrast the HAM is more general and in fact this is due to the existence of
the auxiliary parameter h¯which adjusts and controls the convergence region of the solution series in a simple way.
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AsH(r, t) = 1, Eq. (4) converts to
(1− q)L[φ(r, t; q)− u0(r, t)] = qh¯N [φ(r, t; q)], (7)
which is used in the HAM. According to definition (6), the governing equation can be deduced from the zero-order
deformation (4). Define the vector
Eun = {u0(r, t), u1(r, t), . . . , un(r, t)}.
Operating on both sides of Eq. (4) with Dm, we have the so-calledmth-order deformation equation
L[um(r, t)− χmum−1(r, t)] = h¯H(r, t)Rm(Eum−1, r, t), (8)
where
Rm(Eum−1, r, t) = Dm−1 (N [φ(r, t; q)]) , (9)
and
χm =
{
0, m ≤ 1,
1, m ≥ 2.
Substituting (5) into (9), yields
Rm(Eum−1, r, t) = Dm−1
(
N
[+∞∑
n=0
un(r, t)qn
]∣∣∣∣∣
q=0
)
. (10)
It should be emphasized that um(r, t) form ≥ 1 is governed by the linear equation (8) with the linear boundary conditions
that come from the original problem, which can be easily solved by a symbolic computation software such asMathematica
orMaple.
3. The HAM solution
In this section, we obtain a series solutions of Eq. (1). We first use the transformation
Ψ (x, t) = u2(x, t),
to convert Eq. (1) to
ut + 2u2ux − (ux)2 − 12uxxu = 0, (11)
with initial condition
u(x, 0) = z(x). (12)
To apply theHAMto Eq. (11), it is necessary to introduce theMolabahrami andKhani’s Theorem and its corollary.Molabahrami
and Khani proved the following theorems.
Theorem 1. For homotopy series φ =∑+∞n=0 unqn, it holds that
Dm(φ
k) =
m∑
r1=0
um−r1
r1∑
r2=0
ur1−r2
r2∑
r3=0
ur2−r3 · · ·
rk−3∑
rk−2=0
urk−3−rk−2
rk−2∑
rk−1=0
urk−2−rk−1urk−1 ,
where m ≥ 0 and k ≥ 0 are positive integers.
Proof. Please refer to [18]. 
Corollary 1. From Theorem 1, we have
Dm(φ
k−1φx) =
m∑
r1=0
wm−r1
r1∑
r2=0
wr1−r2
r2∑
r3=0
wr2−r3 · · ·
rk−3∑
rk−2=0
wrk−3−rk−2
rk−2∑
rk−1=0
wrk−2−rk−1(wrk−1)x,
and
Dm(φ
k−1φxx) =
m∑
r1=0
wm−r1
r1∑
r2=0
wr1−r2
r2∑
r3=0
wr2−r3 · · ·
rk−3∑
rk−2=0
wrk−3−rk−2
rk−2∑
rk−1=0
wrk−2−rk−1(wrk−1)xx.
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From initial condition (12), it is reasonable to express the solution by the set of base functions
{gn(x)en(t) |n ≥ 0 } , (13)
in the form
u(x, t) =
+∞∑
n=0
angn(x)en(t), (14)
where an is a coefficient, gn(x) is a function of x and en(t) is determined to provide the so-called rule of solution expression
u(x, t). Under the rule of solution expression denoted by (14) and from Eq. (11), it is straightforward to choose
L[φ(x, t; q)] = ∂φ(x, t; q)
∂t
(15)
as an auxiliary linear operator which has the property
L[C] = 0,
where C as a coefficient is a function with respect to x. The solution given by HAM denoted by (14) can be represented by
many different base functions. In this work, we set en(t) = tn. According to Eq. (11), we define the nonlinear operator
N [φ(x, t; q)] = ∂φ(x, t; q)
∂t
+ 2 (φ(x, t; q))2 ∂φ(x, t; q)
∂x
−
(
∂φ(x, t; q)
∂x
)2
− 1
2
∂2φ(x, t; q)
∂x2
φ(x, t; q). (16)
From Eqs. (9) and (16) and Theorem 1 and Corollary 1, we have
Rm[Eum−1(x, t)] = Dm−1(φt)+ 2Dm−1(φ2φx)−Dm−1(φ2x )−
1
2
Dm−1(φxxφ),
= (um−1)t + 2
m−1∑
k=0
(
(um−1−k)x
k∑
r=0
uruk−r
)
−
m−1∑
k=0
(uk)x(um−1−k)x − 12
m−1∑
k=0
uk(um−1−k)xx. (17)
Let u∗m(x, t) denotes a special solution of the equation
L[u∗m(x, t)] = h¯H(x, t)Rm[Eum−1(x, t)]. (18)
Now, the solution of themth-order deformation Eq. (7) under Eq. (16)with initial condition um(x, 0) = 0, form ≥ 1 becomes
um(x, t) = χmum−1(x, t)+ u∗m(x, t)− u∗m(x, 0). (19)
According to (11) and (12) and the rule of solution expression (14), it is straightforward to show that the initial approximation
can be expressed in the form
u0(x, t) = (1+ h1(t)) f (x)+ h2(t), (20)
where the functions h1(t) and h2(t) are chosen subject to obey the rule of solution expression (14) and h1(0) = h2(0) = 0.
The auxiliary functionH(x, t) is chosen in the way to obey the rule of coefficient ergodicity by the rule of solution expression
denoted by (14) and from Eq. (19)
3.1. The HAM solutions for foam drainage equation
In this subsection, we obtain the series solutions of Eq. (11) with initial condition (12) by HAM in the form of (14). Under
the rule of solution expression denoted by (14) and according to the initial condition (12), it is straightforward to choose the
u0(x, t) as the initial approximation of u(x, t), as follows
u0(x, t) = z(x).
Under the rule of solution expression denoted by (14) and from Eq. (19), the auxiliary function should be
H(x, t) = 1.
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Now, from Eq. (19), we can successively obtain
u1(x, t) =
(
2h¯z2(x)z ′(x)− h¯ (z ′(x))2 − 1
2
h¯z(x)z ′′(x)
)
t,
u2(x, t) =
(
2 h¯2 z2(x)z ′(x)+ 2h¯z2(x)z ′(x)− h¯2 (z ′(x))2 − 1
2
h¯z(x)z ′′(x)− 1
2
h¯2 z(x)z ′′(x)− h¯ (z ′(x))2) t
+
(
8 h¯2 z3(x)
(
z ′(x)
)2 − 7 h¯2 z(x) (z ′(x))3 + 2 h¯2 z4(x)z ′′(x)− 9 h¯2 z2(x)z ′(x)z ′′(x)
+ 11
4
h¯2
(
z ′(x)
)2 z ′′(x)+ 3
4
h¯2 z(x)
(
z ′′(x)
)2 − h¯2 z3(x)z(3)(x)+ 5
4
h¯2 z(x)z ′(x)z(3)(x)
+ 1
8
h¯2 z2(x)z(4)(x)
)
t2,
.... (21)
4. Result analysis
In this section, two examples are given. We use (n + 1) terms for evaluating an approximate solution Un(x, t) =∑n
m=0 um(x, t). We aim to investigate the influence of h¯ on the convergence of the solution series given by the HAM. In
order to do this, we first plot the so-called h¯-curves of U ′n(0, 0) and U ′′n (0, 0), where prime denotes the differentiation with
respect to t . This helps us to discover the valid region of h¯, which corresponds to the line segment almost parallel to the
horizontal axis.
Example 1. Consider the following problem given in [31]
ut + 2u2ux − (ux)2 − 12uxxu = 0, (22)
and initial condition
u(x, 0) = −√c tanh(√cx),
where c 6= 0 is constant. By using u0(x, t) = −√c tanh(√cx), from (21), we have
u1(x, t) = −c2h¯t sech2(
√
cx),
u2(x, t) =
(−c2h¯ sech2(√cx)− c2 h¯2 sech2(√cx)) t +√c7 h¯2 sech2(√cx) tanh(√cx)t2,
.... (23)
The h¯-curves in Fig. 1 have been drawn for U7(x, t). This shows that, the series solution (14) converges to the exact solution
of (22), whenever −1.35 ≤ h¯ ≤ −0.45. Fig. 2 shows the absolute error of U7(x, t) at t = 0.25, h¯ = −1.1 and c = 1.
Fig. 3 shows U7(x, t)which is obtained by the HAM for different values of h¯. This clearly indicates that the HAM gives a rapid
convergence. By Fig. 4, we may simply compare the exact solution of (22) and U7(x, t). The absolute error of U7(x, t)which
is obtained by the HAM is drawn in Fig. 5. It is important to see the difference between the numerical results obtained by
ADM [30] and the numerical results which are obtained by the analytic solution obtained by the HAM. This can be seen
by comparing Tables 1 and 2. The results which are obtained by the HAM and the exact solutions are quite similar. This
shows the importance of the HAM. The numerical solution of the HAM is more effective than the ADM (or HPM). While
using HAM, the difficulty of calculating Adomian’s polynomials does not occur. Another benefit of using the HAM is that the
time consumption of the numerical calculation is less than the time consumption of numerical calculation, while using the
latter two methods.
Example 2. Let us consider the problem [31]
ut + 2u2ux − (ux)2 − 12uxxu = 0, (24)
with the initial condition
u(x, 0) = −1
2
+ 1
1+ 2ex .
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Fig. 1. The h¯-curves of U ′7(0, 0) and U
′′
7 (0, 0) at c = 3.
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Fig. 2. The absolute error of U7(x, t) at t = 0.5, h¯ = −0.9 and c = 1.
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Fig. 3. The absolute error of U7(x, t) at t = 0.1 and c = 2, for h¯ = −0.9 and h¯ = −1.
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Fig. 4. The exact solution and U7(x, t) obtained by HAM at h¯ = −1.1 and c = 1.
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Fig. 5. The absolute error of U7(x, t) obtained by HAM at h¯ = −0.9 and c = 1.
Table 1
The absolute errors of ADM solution [30] for the test problem 1.
x Abs. err. of ADM [30]
t = 0.001 t = 0.01 t = 0.1
c = 3
−10 4.44089× 10−16 1.77636× 10−15 1.42109× 10−14
−8 2.24265× 10−13 1.86962× 10−12 1.40941× 10−11
−6 2.29754× 10−10 1.90870× 10−09 1.43842× 10−08
−4 2.34498× 10−07 1.94811× 10−06 0.000014672
−2 0.000236656 0.001972960 0.006421800
−1 0.005238340 0.048567900 0.094494000
0 5.2479× 10−08 0.000515900 3.713670000
Table 2
The absolute errors of HAM solution at h¯ = −1.1 for the test problem 1.
x Abs. err. of HAM
t = 0.001 t = 0.01 t = 0.1
c = 3
−10 0 0 0
−8 0 0 1.55431× 10−15
−6 0 2.22045× 10−16 1.39688× 10−12
−4 4.44089× 10−16 5.48450× 10−14 1.42551× 10−09
−2 5.32907× 10−13 5.54135× 10−11 1.33073× 10−06
−1 1.56335× 10−11 1.30259× 10−09 0.000026893
0 8.73344× 10−11 9.79179× 10−10 0.000222078
M.T. Darvishi, F. Khani / Computers and Mathematics with Applications 58 (2009) 360–368 367
U10''(0,0)
U10'(0,0) 
-0.05
0
0.05
0.1
-2 -1.5 -1 -0.5 0 0.5
h
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Fig. 7. The absolute error of U10(x, t) obtained by HAM at h¯ = −1.2..
If we set u0(x, t) = − 12 + 11+2 ex , from (21), we have
u1(x, t) = − e
xh¯t
2(1+ 2ex)2 ,
u2(x, t) =
(
− e
xh¯
2(1+ 2ex)2 −
ex h¯2
2(1+ 2ex)3 −
e2x h¯2
2(1+ 2ex)3
)
t +
(
− e
x h¯2
16(1+ 2ex)3 +
e2x h¯2
8(1+ 2ex)3
)
t2,
.... (25)
For U10(x, t), from the h¯-curves in Fig. 6, it is found that, when−1.5 ≤ h¯ < −0.45, the solution series (14) converges to the
exact solution (24). Fig. 7 shows the absolute error between the exact solution of (24) and U10(x, t) at h¯ = −1.2.
5. Conclusion
In this paper we obtained a series solution of the foam drainage equation with different initial conditions by using the
homotopy analysis method (HAM). The results of the examples show that the HAM is a very effective and convenient tool to
solve nonlinear PDEs. This method is more effective than the Adomian decomposition method and homotopy perturbation
method (HPM). The current work illustrates that the HAM is indeed a powerful analytical technique for most types of
nonlinear problems and several such problems in scientific studies and engineering may be solved by this method.
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