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Abstract
Speech Enhancement with Adaptive Thresholding and Kalman Filtering
Mengjiao Zhao
Speech enhancement has been extensively studied for many years and various speech enhance-
ment methods have been developed during the past decades. One of the objectives of speech en-
hancement is to provide high-quality speech communication in the presence of background noise
and concurrent interference signals. In the process of speech communication, the clean speech sig-
nal is inevitably corrupted by acoustic noise from the surrounding environment, transmission media,
communication equipment, electrical noise, other speakers, and other sources of interference. These
disturbances can significantly degrade the quality and intelligibility of the received speech signal.
Therefore, it is of great interest to develop efficient speech enhancement techniques to recover the
original speech from the noisy observation. In recent years, various techniques have been developed
to tackle this problem, which can be classified into single channel and multi-channel enhancement
approaches. Since single channel enhancement is easy to implement, it has been a significant field
of research and various approaches have been developed. For example, spectral subtraction and
Wiener filtering, are among the earliest single channel methods, which are based on estimation of
the power spectrum of stationary noise. However, when the noise is non-stationary, or there exists
music noise and ambient speech noise, the enhancement performance would degrade considerably.
To overcome this disadvantage, this thesis focuses on single channel speech enhancement under
adverse noise environment, especially the non-stationary noise environment.
Recently, wavelet transform based methods have been widely used to reduce the undesired
background noise. On the other hand, the Kalman filter (KF) methods offer competitive denoising
results, especially in non-stationary environment. It has been used as a popular and powerful tool for
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speech enhancement during the past decades. In this regard, a single channel wavelet thresholding
based Kalman filter (KF) algorithm is proposed for speech enhancement in this thesis. The wavelet
packet (WP) transform is first applied to the noise corrupted speech on a frame-by-frame basis,
which decomposes each frame into a number of subbands. A voice activity detector (VAD) is then
designed to detect the voiced/unvoiced frames of the subband speech. Based on the VAD result,
an adaptive thresholding scheme is applied to each subband speech followed by the WP based
reconstruction to obtain the pre-enhanced speech. To achieve a further level of enhancement, an
iterative Kalman filter (IKF) is used to process the pre-enhanced speech.
The proposed adaptive thresholding iterative Kalman filtering (AT-IKF) method is evaluated
and compared with some existing methods under various noise conditions in terms of segmental
SNR and perceptual evaluation of speech quality (PESQ) as two well-known performance indexes.
Firstly, we compare the proposed adaptive thresholding (AT) scheme with three other threshold-
ing schemes: the non-linear universal thresholding (U-T), the non-linear wavelet packet transform
thresholding (WPT-T) and the non-linear SURE thresholding (SURE-T). The experimental results
show that the proposed AT scheme can significantly improve the segmental SNR and PESQ for all
input SNRs compared with the other existing thresholding schemes. Secondly, extensive computer
simulations are conducted to evaluate the proposed AT-IKF as opposed to the AT and the IKF as
standalone speech enhancement methods. It is shown that the AT-IKF method still performs the
best. Lastly, the proposed ATIKF method is compared with three representative and popular meth-
ods: the improved spectral subtraction based speech enhancement algorithm (ISS), the improved
Wiener filter based method (IWF) and the representative subband Kalman filter based algorithm
(SIKF). Experimental results demonstrate the effectiveness of the proposed method as compared to
some previous works both in terms of segmental SNR and PESQ.
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1.1 Overview of Speech Enhancement
Speech signal processing is an important and popular discipline that is concerned with the pro-
cessing of speech signals using digital signal processing techniques. It is to study the speech sound
process, the statistical characteristics of speech signals, speech recognition, speech machine syn-
thesis and other processing technologies. One important purpose of speech signal processing is to
estimate speech parameters which reflect the characteristics of speech signals in order to efficiently
transmit or store speech information. Thanks to the explosive development of speech processing
techniques, different application fields have been addressed: speech enhancement, speech coding,
speech recognition and speech synthesis.
One of the most important branches of speech processing is speech enhancement. It has been
extensively studied for many years. One of the objectives of speech enhancement is to provide high-
quality speech communication in the presence of background noise and concurrent interference sig-
nals [1]. In the process of speech communication, the clean speech signal is inevitably corrupted by
acoustic noise from the surrounding environment, transmission media, communication equipments,
electrical noise, other speakers, and other sources of interference. These disturbances significantly
degrade the quality and intelligibility of the received speech signal. Therefore, it is of great interest
to develop an efficient speech enhancement technique to recover the original speech from the noisy
observation.
1
With the growing need for the development of the speech and audio systems, speech enhance-
ment has been widely used as a front end tool for mobile phones, VoIP (voice over internet protocol),
teleconferencing systems, and speech recognition[2]. Speech enhancement is also vital to hearing
aid devices, which help the hearing impaired by amplifying ambient audio signals[3], [4].
As to the speech enhancement performance evaluation, it is worth-mentioning two perceptual
criteria: quality and intelligibility. Since the quality reflects individual preferences of listeners, it
is a subjective performance evaluation metric. The intelligibility is an objective measure since it
offers the percentage of words which could be correctly identified by listeners. Based on these two
criteria, the main challenge in designing effective speech enhancement algorithms is to suppress
noise without introducing any perceptible distortion in the signal [5]. Speech enhancement not only
involves the traditional signal processing theory, such as signal detection and wavelet estimation,
but also closely relates to the characteristics of speech and human ear perception. In addition, in
practical environment, noises are generated from different sources and presented in different forms,
which leads to the development of a wide range of speech enhancement technologies. Therefore, it
is necessary to consider the speech characteristics, human ear perception characteristics and noise
characteristics in order to choose appropriate speech enhancement methods according to the specific
application situations.
1.1.1 Speech characteristics
The speech signal is a non-stationary and time-varying random process. Its production process
is closely related to the movement of the vocal organs[6]. Considering that the adaptive changing
rate in the process of human vocal organs has a certain limit and is far more smaller than the change
rate of the speech signal, the speech signal in physical and spectral characteristics can be considered
stable in a short period of time (e.g. 10 − 30ms). Thus, the analysis methods of the stationary
random process and the stationary characteristics in the short-term spectrum can be applied for
speech enhancement.
Speech signal is divided into unvoiced and voiced categories. Both have obvious differences
in the speech mechanism and characteristics. For example, the vibration of vocal folds produces
periodic or quasi-periodic excitations to the vocal tract to generate voiced speech whereas pure
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transient and/or turbulent noises are aperiodic excitations to the vocal tract to generate unvoiced
speech [7]. The voiced speech in the time domain has periodic and strong amplitude. Most of its
energy is concentrated in the low frequency range and its frequency presents the pitch frequency.
In contrast, the unvoiced speech has no obvious time domain and frequency domain features. The
waveform of unvoiced speech is similar to white noise and has a weaker amplitude. Knowing about
the speech characteristics is of crucial importance for speech analysis and processing, such as in
voice activity detection, where a preliminary acoustic segmentation of speech is conducted based
on the characteristics of speech versus noise.
1.1.2 Human ear perception
One important measurement of speech enhancement performance is the subjective feeling of
the human ear, so it is worth analyzing the human ear perception feature to be used in the speech
enhancement. There are some useful facts that can be applied when developing speech enhancement
methods[8]:
• The perception of the human ear is mainly through the amplitude of the spectral component
of the speech signal, which is not sensitive to the phase of each speech component.
• The sensibility of the human ear to the spectral component strength is a binary function
of frequency and energy spectrum. The loudness is proportional to the logarithm of the spectral
amplitude.
• The human ear has a masking effect, that is, the strong signal has a damaging effect on the
weak signal. The degree of masking is a binary function of the speech amplitude and frequency.
1.1.3 Noise characteristics
Generally speaking, the noise can be additive or non-additive. For non-additive noise, some can
be transformed into additive ones. For example, multiplicative noise can be converted to additive
noise by homomorphic transformation. Additive noise is usually divided into periodic noise, im-
pulse noise, broadband noise and simultaneous voice interference, etc [9]. Periodic noise is mainly
from the periodic operation of the machine or engine, and electrical disturbances can also cause
periodic noise. The feature of periodic noise is that, in the frequency spectrum, there are many
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time-varying, discrete narrow-spectrum peaks, which overlap the speech signal. Based on its char-
acteristic, it is necessary to adopt the adaptive filtering method to automatically identify and distin-
guish the periodic noise components. Impulsive noise is usually derived from explosion, discharge
and sudden interference. Its character is that the waveform has narrow pulses which are better to be
eliminated in the time domain. Broadband noise comes from a variety of sources, including wind,
respiratory noise and general random noise sources. Quantization noise is usually treated as white
noise, but it can also be regarded as broadband noise. Since the broadband noisy speech signal is
completely overlapped in the time domain and the frequency domain, it is very difficult to eliminate
the broadband noise. Simultaneous speech interference is the speech interference caused by mul-
tiple words that are overlapped together in transmission or recording. Its character is that different
tones have pitch differences and we can consider the speech separation technologies to process the
noisy speech.
1.2 Literature Review
The goal of speech enhancement is to improve the quality of noisy speech, which is normally
accomplished by reducing the ambient noise while minimizing the speech distortion. Speech en-
hancement can be divided into single channel and multi-channel approaches according to the num-
ber of microphones used in speech acquisition. In this thesis, we focus on single-channel speech
enhancement approaches, where the speech signal is generated from a single microphone. Our goal
is to give an overview of the general ideas and principles behind the most successful single-channel
speech enhancement systems. Consider an additive noise model as given by
y(k) = s(k) + v(k), (1)
where y(k) represents the observed noisy signal, s(k) is the kth sample of the clean speech and v(k)
is the noise samples. We can also see that a speech enhancement method is often transformed into an
estimation problem of speech signal, namely, given an observation y(k) of the noisy process, find an
estimate of the target realization s(k)[10]. Although there are many speech enhancement systems
available in time, frequency and wavelet domains, we will discuss, in the following subsections, the
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existing popular approaches, which are closely related to the research in the thesis.
1.2.1 Spectral subtraction based techniques for speech enhancement
Spectral subtraction is a popular and effective speech enhancement method for noise reduction.
It was first proposed in [11] and considered as one of the earliest speech enhancement methods. The
basic principle is that we obtain an estimate of the clean signal spectrum by subtracting an estimate
of the noise spectrum from the noisy speech spectrum on a frame by frame basis. The reason why
the method is popular is that this algorithm is computationally simple as only a single forward and
an inverse Fourier transform are involved. The basic equation is described as
Sˆ(wn) = Y (wn)− V (wn), (2)
where wn = 2pin/L, n = 0, 1, ...., L− 1 and L is the frame length. Sˆ(wn) represents the estimated
clean speech frame spectrum, Y (wn) is the noisy speech frame spectrum and V (wn) denotes the
estimated noise frame spectrum. Then the power spectrum of the estimated speech is presented as
|Sˆ(wn)|2 = |Y (wn)|2 − |Vˆ (wn)|2, (3)
where |Vˆ (wn)|2 denotes the estimate of noise power from non-speech frames. Combined with the
phrase of the noisy speech signal, the frequency domain enhanced speech |Sˆ(wn)| can be expressed
as
Sˆ(wn) = [|Y (wn)|2 − |Vˆ (wn)|2] 12 ejarg[Y (wn)], (4)
The time-domain enhanced speech sˆ(k) is obtained by applying the inverse discrete Fourier trans-
form to the estimated signal spectrum Sˆ(wn).
Even though the spectral subtraction algorithm performs noise reduction effectively, it is highly
dependent on the accuracy of noise spectrum estimation. If the noisy speech spectrum is over
subtracted, which directly causes the speech distortion. Moreover, when we transform the estimated
speech from frequency domain to time domain, small and isolated peaks happen in the spectrums,
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which cause frequency change fast between frames. This phenomenon results in another type of
noise, usually called ”musical noise” [11].
To address the issues mentioned above, in [12], a standard spectral subtractor combined with
constrained high order notch filter was applied to reduce music noise efficiently, but the speech
distortion problem can not be solved. In [13], a psychoacoustical model was applied to adjust the
over-subtraction values to render the residual noise inaudible. However, it is more concentrated on
the speech recognition part instead of speech quality improvement. Kamath and Loizou proposed
in [14] a multi-band spectral subtraction method which divided the speech spectrum into some
contiguous frequency bands. This method reduced the speech distortions while obtaining a speech
with high quality. In [15], an improved spectral subtraction algorithm was proposed for speech
enhancement under non-stationary noise environment. In this method, smoothed spectrums were
applied to estimate the speech and noisy spectrums with auto-regressive model, and construct speech
and noise codebooks. The speech and noise entries for the codebooks were obtained from Log-
spectral minimization, to perform the spectral subtraction algorithm.
From the above discussion, it is observed that the improved spectral subtraction based tech-
niques for speech enhancement can easily and conveniently be implemented, but they have a few
limitations.
The noise spectrum estimator always has errors which inevitably influence the performance of
spectral subtraction based techniques. Moreover, musical noise is always introduced and can not be
removed completely. Last, the implement of noise estimation, such as that used in the VAD scheme,
restricts the update of the estimation within the period of speech absence [15].
1.2.2 Wiener filtering based techniques for speech enhancement
As one of the most fundamental approaches, Wiener filter was first introduced by Lim and
Oppenheim in [16]. The basic principle is to obtain an estimate of the clean signal by minimizing
the Mean Square Error between the estimated signal sˆ(k) and the clean signal s(k). The frequency
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domain solution to this optimization problem gives the following filter transfer function [16]
H(w) =
|Y (w)|2 − |V (w)|2
|Y (w)|2 , (5)
Then, the transfer function H(w) is multiplied with the noisy speech spectrum Y (w) to attenuate
the noise frequency components appropriatly, yielding the enhanced speech spectrum as given by
Sˆ(w) = H(w)Y (w). (6)
Traditional Wiener filtering algorithm is the linear estimator for pure signal, optimal in the mean
square sense [17]. Speech signal needs to be stationary to realise accurate estimation. However,
realistic speech signals do not meet the stationarity requirement in practical environment. Thus, nu-
merous wiener filtering based techniques have been developed as stated in the following paragraph.
In [18], a perceptual modified Wiener filter with a fast noise estimation was applied for speech
enhancement. In this method, a smoothing parameter relying on the estimated subband SNR was
updated adaptively for fast noise estimation.Then the noise estimate was applied to the perceptual
modified Wiener filter that was first proposed in [19]. In [20], complex (linear prediction coefficient)
LPC speech analysis was proposed for a Wiener filter based speech enhancement algorithm. The
proposed method performed better especially in lower input SNRs since the complex LPC speech
analysis can estimate the spectrum more accurately. The disadvantage of this method is that some
background noise was introduced in the enhanced speech. Another method using an improved iter-
ative Wiener filtering algorithm was proposed in [21]. By applying the VAD technology with SNR
tracking algorithm, the accuracy of noise power spectrum estimation can be improved. However,
the number of iterations is not precisely specified, which may increase the computational cost and
cause the algorithm divergence.
From the above improved Wiener filter based techniques for speech enhancement, it is observed
that the noise power spectrum estimation plays a significant role on the performance of Wiener filter
based techniques.
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1.2.3 Wavelet thresholding based techniques for speech enhancement
Wavelet theory provides a unified framework under which a number of techniques have been
developed independently during the past decades for various signal processing applications. These
applications include speech and image denoising, compression, detection and pattern recognition.
Among various approaches, wavelet thresholding based methods have been widely used to reduce
the undesirable background noise.
In [22], the discrete wavelet transform has been applied to obtain the wavelet coefficients of
the noisy speech signal, then a semisoft threshold function was used to remove noise components.
However, the main problem of this method is that the detection criterion of the voiced/unvoiced
segments of the speech signals is not precise enough. As the wavelet band energy is the only detec-
tion criterion used therein, the enhancement performance drastically decreases if the segments are
classified incorrectly. The authors of [23] proposed a method based on the time adaption of wavelet
thresholds, in which the Teager energy operator was introduced for the time dependence, which is
capable of extracting the signal energy from the perspective of mechanical and physical consider-
ations [24] – [25]. However, this method has an over - thresholding problem in speech denoisng
and enhancement applications. The authors of [26] presented a bark-scaled wavelet packet de-
composition combined with a soft-decision gain modification and a ”magnitude” decision-directed
estimation technique. Due to the perceptual specialization, this method achieved higher intelligi-
bility and quality of enhanced speech as compared to the speech enhancement systems based on
uniform spectral decompositions [13], [27].
In [28], a new noise estimation method was proposed based on spectral entropy using histogram
of intensity. The evaluation shows that it performs well for the speech especially with strong noise.
However, choice of a good threshold value and thresholding scheme for reduction of noise in the
wavelet domain is a challenging subject. Jong Kwan Lee and Chang D. Yoo suggested in [29]that
different thresholds be applied depending whether the speech frame is voiced or unvoiced according
to voice activity detection (VAD). The VAD criterion used to determine voiced and noise frames is
to compare the frame energy with certain thresholds. Namely, a voiced frame is detected if the
measurement exceeds a certain threshold. Otherwise, the frame is decided as noise. In practise,
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however, since the authors used the energy estimate as the only criterion, not all voice or noise
frames could be identified correctly by such an energy-based decision.
The authors in [30] presented an improved wavelet-based speech enhancement method using the
perceptual wavelet packet decomposition combined with the Teager energy operator. This method
efficiently avoided the over thresholding of speech signal especially when the speech was corrupted
by slight noises. The Bionic wavelet transform was introduced in [31] and the simulation results
indicated that the enhancement quality is inferior to that of Ephraim Malah filtering and iterative
Wiener filtering, but superior to the perceptually scaled wavelet method.
From the above observations on the various wavelet based thresholding methods for speech en-
hancement, we can conclude that in practice the wavelet based thresholding method is influenced
by three basic but important components, namely, the choice of wavelet transform, choice of thresh-
olding schemes, and the selection of thresholding values. All these components need to be carefully
designed in order to achieve good speech enhancement results.
1.2.4 Kalman filter based techniques for speech enhancement
The Kalman filter (KF) is an optimal estimator that estimates the state of a system by minimizing
the mean squared error, which operates through a prediction and correction mechanism. The KF is
a common sensor fusion algorithm [32] and provides a better estimate than any single measurement
does, since it uses the system’s dynamics model and measurements to form an estimate of the state of
system. The KF was first proposed by R. Kalman in [33] to predict the unknown states of a dynamic
system. Since then, many variations of the KF have been proposed and they become well known in
signal processing for their efficient implentation. With respect to the KF for speech enhancement,
it mainly involves two steps: (1) the estimation of linear prediction coefficients (LPCs), the noise
variance and the parameters of the speech model; and (2) speech signal retrieval using Kalman
filtering approach. Overall, the Kalman filter is popular for offering good results in practice and it
is convenient for online real time processing as well.
In 1987, Paliwal and Basu first applied the Kalman filter to speech enhancement [34], in which
speech was modelled as autoregressive process and represented in the state-space domain. They de-
veloped a mathematical formulation for Kalman filtering and compared the speech enhancement
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results with the Wiener filtering method. However, this method performed well only in white
Gaussian noise rather than in other noise environments. Gibson in [35] proposed Kalman filter
algorithms with scalar and vector outputs, under white and colored noise assumption for speech
enhancement.This method provided SNR increases and improved speech quality and intelligibility
in colored noise environment. A disadvantage of the Gibson’s Kalman filtering algorithm is that the
estimation of model parameters was not discussed.
In [36], an iterative-batch and sequential algorithm with some extensions and modifications was
proposed under the support of extensive experimental research using different kinds of actual noise
sources. The experimental results show that the output SNR was improved, at the same time, the
intelligibility was preserved. However, the linear prediction coefficients (LPCs) and the noise vari-
ance are estimated directly from the noisy speech, which decreases the accuracy of the iterative KF
approach to a certain degree. The Kalman filter based on priori estimation about the model parame-
ters, called expectation-maiximization, was introduced in [37], where a speech model was proposed
which can satisfactorily describe voiced, and unvoiced speeches and silence. A mathematically
equivalent algorithm was also proposed to lower the computational cost of KF processing.
In [38], a Kalman filter based method which avoids the explicit estimation of noise variances was
proposed, with a lower computational requirement but reduced SNR gain. Thus, a balance between
the computational cost and SNR gain needs to be achieved based on different noise environments.
A perceptual Kalman filter for speech enhancement in clolored noise was introduced in [39]. In
this context, a total masking threshold considering frequency domain simultaneous masking effects
and time domian forward masking effects was applied as a post-filter to a Kalman filtered signal for
further enhancement in a perceptual sense. This method avoids the frequency domain complexity
and makes it suitable to estimate the state-space vector in time domain. To increase the accuracy
of noise variance estimation, Saha et al. in [40] applied the sensitivity and the robustness metrics,
as well as the interpretations of these metrics, to give a compromised value for noise variance
estimation.
In [41], another IKF-based approach is proposed along with a subband processing, where the
noisy speech is decomposed into a number of subbands followed by Kalman Filtering (KF) on each
subband. This method, however, demands a large computational resource for the implementation
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of KF at all subbands. More recently, a subband IKF method with partial reconstruction is pro-
posed in [42], where the noisy speech is first decomposed into a set of subbands, and then a partial
reconstruction scheme is used to reconstruct the subbands into high-frequency and low-frequency
subband speeches. In this context, the IKF is employed only in the high-frequency subband. Since
the low-frequency subband is not filtered by the IKF, this method offers limited enhancement per-
formance for noisy speeches which contain non-negligible noises in low-frequency region.
Based on the above literature review, it is observed that the estimation accuracy of speech model
parameters is very important for the performance of the KF processing. Moreover, decreasing the
computation cost for the KF processing is also a key topic for speech enhancement.
1.3 Motivation of the Thesis
Based on the review of the aforementioned different kinds of speech enhancement algorithms,
it is known that improving the quality and intelligibility of noisy speech is a really important and
interesting topic, which strongly motivates the research work of this thesis for further speech im-
provement from different aspects as articulated below.
• In view of the speech enhancement system, wavelet thresholding based methods have been
widely used to reduce the undesirable background noise. However, there are some inevitable defects
in the above basic wavelet thresholding methods. Firstly, in real environment most kinds of noise
are non-stationary noise, which cause bad speech quality if we apply constant thresholds on it. Sec-
ondly, some unvoiced speech segments contain noise-like speech components, which decrease the
speech quality of the enhanced speech. In order to address these issues, the development of thresh-
olding rules and the selection of parameters have to be explored further, which brings motivation
for more research on the wavelet thresholding based speech enhancement approaches.
• Concerning the wavelet thresholding based methods, many existing methods require the esti-
mation of statistical noise information. Hence, the accuracy of the estimated statistical noise infor-
mation also decides the performance of the speech enhancement system, which is considered as a
major motivation of the research.
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• In real and practical environment, most of the speech is non-stationary. However, the spec-
tral subtraction and Wiener based methods always assume that each analysis frame of speech is
stationary, which is too ideal. Since the wavelet based Kalman filter methods offer good results,
especially in non-stationary environment, due to its optimality and good estimation structure, it has
been used as a popular and powerful tool for speech enhancement in the past decades. In this regard,
an extensive study based on the Kalman Filter is required and necessary for speech enhancement.
• As well known, the estimation accuracy of LPCs and other state parameters plays a significant
role on the performance of Kalman filter based speech enhancement. As stated in Sec. 1.2.4, many
kinds of algorithms were provided to increase the accuracy of parameter estimation throughly. This
criterion reminds us to combine the wavelet thresholding methods and the Kalman filter together
to develop novel speech enhancement methods and therefore serves as another major motivation of
this research.
1.4 Objective of the Thesis
The main objective of this thesis is to develop an adaptive wavelet packet thresholding (WPT)
method, a pre-enhancement system, with iterative KF being capable of reducing adverse environ-
ment noises. In this context, two basic stages are proposed with the details summarized as follows:
• With regards to an improved thresholding scheme, the objective is to obtain a pre-enhanced
speech signal to be processed by the IKF. The whole process is performed on a frame-by-frame ba-
sis. The noisy speech is first decomposed into a number of subbands with the wavelet packet (WP)
transform, which offers a wide range of possibilities and maintains the nature of speech samples in
wavelet analysis. The VAD is then applied to each subband frame to determine whether the frame
is voice or noise. In contrast to most existing works where only a single parameter is employed
for voice/noise frame detection, our method makes use of two measurements in the VAD process:
i) frame energy and ii) spectral flatness. A VAD based adaptive thresholding scheme is then pro-
posed for speech enhancement in accordance with each subband frame activity. All in all, the main
objective of the adaptive thresholding method is to reduce the noise of non-speech frames.
• In order to reduce the noise of voice frames and enhance parameter estimation accuracy in
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different noise environments, an iterative KF based speech enhancement method is applied on a
frame-by-frame basis. The whole process contains two loops of iterations, called inner and outer
loops for each frame. The inner loop, iteration includes a prediction step and a measurement update
step. In the prediction step, the IKF predicts the state vector and parameter covariance by using
the previous samples of the sate-space model. In the measurement update step, the Kalman Gain
and state vectors are updated. The outer loop contains several iterations, where the LPCs and other
state-space model parameters are re-estimated from the same processed speech frame. The iterative
procedure stops when the KF converges or the pre-set maximum number of iterations is exhausted,
giving the further enhanced result of the same speech frame as compared to the pre-enhanced speech
frame.
1.5 Organization of the Thesis
The rest of the thesis is organized as follows:
Chapter 2: This chapter first describes some popular kinds of wavelet transforms for speech
enhancement methods. Then some existing thresholding methods and the thresholding values se-
lection schemes are explained. Last, we compare the performances of four wavelet thresholding
algorithms in different types of noise environments: (1) the universal threshold (U-T); (2) the WPT
threshold (WPT-T); (3) the SURE threshold (SURE-T); and (4) the proposed adaptive threshold
(AT).
Chapter 3: This chapter presents the adaptive WP thresholding IKF method for speech enhance-
ment in details. Our proposed approach consists of two successive stages. In the first stage, the WP
transform is first applied to the noise corrupted speech frames, which decomposes each frame into
a number of subbands. For each subband, a voice activity detector (VAD) is designed to detect the
voiced/unvoiced frames of the subband speech. Based on different voice activity, an adaptive thresh-
olding scheme is then utilized to each subband speech followed by the WP based reconstruction to
obtain the pre-enhanced speech. In the second stage, the reconstructed and pre-enhanced full-band
speech is processed by the IKF for further speech enhancement. Lastly, comparative study of the
proposed method and other existing methods is also undertaken.
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Chapter 4: This chapter provides extensive computer simulation results and discussions of the
proposed method as compared with some other existing competitive methods under different noise
environments. The simulation setup, speech database and evaluation parameters are also described.
To objectively evaluate the performance of these methods, we adopt the segmental signal-to-noise
ratio (SNRseg) and perceptual evaluation of speech quality (PESQ) as the criteria for the perfor-
mance evaluation.
Chapter 5: This chapter mainly highlights the contributions of this research and suggests some
research directions for the future study in the area of speech enahncement.
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Chapter 2
Wavelet Analysis and Thresholding
Techniques
2.1 Introduction
Wavelet transform (WT) has attracted much attention in the field of signal processing over the
past decades. It has been widely used in signal processing applications since the WT offers new and
powerful approaches for signal analysis, enhancement and compression etc. In the context of speech
enhancement, the WT is first used for speech analysis which is then followed by the thresholding of
the wavelet coefficients [43]. The key to wavelet denoising is to minimize the wavelet coefficients
corresponding to noise and at the same time to keep the wavelet coefficients corresponding to the
clean speech signal. This requires the selection of appropriate thresholds for different frequency
components or at different wavelet scales. In general, if the threshold is too small, a portion of
the noise wavelet coefficients will not be set to zero, and the denoised signal will retain some
of the noise. If the threshold selected is too large, then part of the useful signal will be filtered
out. Therefore, the performance of wavelet denoising method mainly depends on the design of the
thresholding function and the regulation rules.
In this chapter, we first describe some popular wavelet transforms in Section. 2.2. Then, in
section. 2.3 some existing thresholding methods and the threshold value choosing methods are
explained. In Section. 2.4, comparisons and evaluations are provided for the choosing of the best
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wavelet thresholding method.
2.2 Wavelet Analysis for Speech Enhancement
Wavelet transform, as a powerful time-frequency analysis tool, has been widely applied for
speech denoising, due to its higher resolution in the frequency domain as compared with the Fourier
transform and Short-time Fourier transform. The main theory of the wavelet transform is an infinite
set of various transforms, depending on the merit function used for its computation. This section
briefly reviews some typical wavelet transforms that have been applied to signal denoising, including
continuous wavelet transform (CWT) [22], a modified CWT or bionic wavelet transform (BWT)
[44], the discrete wavelet transform (DWT) [45], and the wavelet packet transform (WPT) [46].
2.2.1 Continuous wavelet transform
Given a time-varying signal y(t), CWT can construct a time-frequency representation, the inner
products of the signal and a family of ”wavelets”, that offers good time and frequency localization.








where ψa,b(t) is also commonly called the mother wavelet, a band-pass function. The factor 1√a
is used to ensure energy preservation [47], [48], [49]. Different ways of discretizing time-scale
parameters (b, a) yield different types of wavelet transform.
The CWT was originally developed in [47] which is denoted as







where the asterisk denotes the complex conjugate of ψ.
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2.2.2 Bionic wavelet transform
The BWT is developed based on the the dynamic control mechanism of cochlear in the speech
signal processing. The cochlea is located inside the inner ear and is capable of resolving the spectral
information of speech. When the sound enters into the cochlea, it causes the vibration of the cochlea
basement membrane. Different frequencies of the sound lead to the maximum displacements in
different locations of the basement membrane. Thus, the cochlea played a role in the separation of
the frequency spectrums. In order to simulate the physiological function of the cochlea, adaptive
parameters T (a, τ) were introduced in the CWT, which is regarded as the scaling of the cochlear
filter bank quality factor Qeq.The adaptation factor T (a, τ) [31] for each scale is updated as:






where G1 and G2 are active factors, a is the number of scales, Cs represents non-linear saturation
effects in the cochlear model, and Xbwt is the BWT coefficients [44].
Based on [50],Xbwt can be expressed by the CWT coefficients multiplied by a constantK(a, τ),






1 + T (a, τ)2
, (10)
Xbwt(a, τ) = K(a, τ)Xcwt(a, τ). (11)
2.2.3 Discrete wavelet transform
Since the time domain signal often contains redundant information, the discrete wavelet trans-
form (DWT) can be used to reduce the redundancy (compression), which operates at different scales
according to different applications. DWT is obtained by discretizing the scale and displacement of
continuous wavelet transform in accordance with the power of 2. Figure. 2.1 shows a 3-level DWT
tree for a 1-D input signal.
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Figure 2.1: A 3-level discrete wavelet decomposition tree
In the above figure, x[n] denotes the discrete input signal, G[n] is the low pass filter, H[n] is the
high pass filter and ↓ 2 is the downsampling operator. For each level, only low pass filter (G[n]) is
decomposed and high pass filter (H[n]) is retained.
For many signals, low-frequency components are very important, which often contain the char-
acteristics of the signal. High-frequency components show the signal details or differences. If we
ignore the high-frequency components, the speech would sound different, but we can still under-
stand what the content is; if we omit enough low-frequency components, however, we would hear
meaningless sound. All in all, the significance of DWT is that it can decompose the signal on
different scales, and the choice of different scales depends on different applications.
2.2.4 Wavelet packet transform
Since the resolution of DWT is poor in the high - frequency region and the noise typically
distributes in high frequency, this potential drawback can affect the application of the wavelet - based
speech enhancement techniques. In this case, the wavelet packet decomposition is developed, which
adopts redundant basis functions and offers an arbitrary time-frequency resolution. The wavelet
packet decomposition can adaptively select the corresponding frequency band and signal spectrum
phase according to the signal characteristics and analysis requirements.
Example: A blasting vibration signal is taken as an example to explain how the WPT works.
The original signal is shown in Figure. 2.2. The sampling frequency of the data is 1024 Hz and the
Nyquist frequency is 512Hz.
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Figure 2.2: Original signal
The decomposition tree is shown in the picture of Figure. 2.3. It is decomposed into 3 levels by
using Wavelet dB5 and each subband is denoted as a node. According to the sampling frequency
of the signal, each decomposition node frequency range can be obtained. Since the signal is 3-
level decomposed, 23 = 8 subbands are received and each band bandwidth of 512/8 = 64Hz.
Therefore, the the node (3, 0) represents a frequency range of 0 − 64Hz, the frequency range of
the node (3, 1) means 65 − 128Hz......It is not difficult to obtain all the spectral characteristics for
subband speeches as shown in Fig. 2.4 where fm denotes the frequency 512Hz.
Figure 2.3: A 3-level wavelet packet decomposition tree
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Figure 2.4: Spectral components of 3-level wavelet packet decomposition
After decomposition, the WPT coefficient for each node is shown in Fig. 2.5. It can be seen
that the energy of the original signal is concentrated in the first two low frequency subbands, that is,
0− 64HZ and 65− 128HZ.
Figure 2.5: WPT subbands from node (3,0) to (3,7)
2.2.5 Comparison of wavelet transforms
Based on several wavelet transforms introduced above, the CWT and the DWT mainly differ
in how they discretize the scale parameter. The CWT typically uses exponential scales with a
base smaller than 2. However, the DWT always uses exponential scales with a base equal to 2.
With the DWT or WPT, we can always get the same number of coefficients as that of the original
signal. Since many of the coefficients may be close to zero in value, we can just throw away those
coefficients, which still maintain a high-quality signal approximation. However, with the CWT, the
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computational resources required is much larger than the DWT. If we process an N -length signal
with I scales, we will get an N -by-I matrix, which increases the computational cost for speech
processing. Since our application is to obtain the sparsest possible signal representation for speech
denoising, the DWT and WPT methods are preferred in terms of the speech enhancement.
With respect to the DWT and WPT algorithms, the WPT offers full band decomposition in
wavelet analysis, which provides more flexibility as to what scales need to be processed for speech
enhancement. Compared with the DWT, at each level j in Fig. 2.3, the low subband and high
subband are both divided into two subbands. However, in Fig. 2.1 we can see that at each level only
the high subband is divided. The WPT is an attractive alternative since it divides the frequency axis
into finer intervals. Considering all the conditions, the WPT is chosen for the wavelet analysis as
the first step in the proposed speech enhancement in this thesis.
2.3 Wavelet based Thresholding Algorithms for Speech Enhancement
2.3.1 Hard thresholding
In hard thresholding, all coefficients below a pre-defined threshold value are set to zero. The
hard thresholding function is defined as [51]
y¯(k) =

y˜(k), |y˜(k)| > Tˆ
0, Others
(12)
An example for illustration of hard thresholding operation is shown in Fig. 2.6








Figure 2.6: Hard threshold mapping function
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In Fig. 2.6, the threshold value Tˆ is chosen to be 0.4. In general, Donoho’s hard thresholding
estimation method [51] preserves some of the sharp characteristics of the original signal, but the
hard threshold function has worse smoothness and is discontinuous at Tˆ and−Tˆ . This discontinuity
causes the reconstructed signal to suffer from the pseudo-Gibbs phenomenon, and many undesirable
oscillations may occur, making the thresholded signal lose the smoothness of the original signal. In
order to address these issues, soft thresholding technique has been proposed, which will be briefly
described in the next subsection.
2.3.2 Soft thresholding
Soft thresholding has become a very popular tool in computer vision and machine learning. The
soft thresholding function is defined as
y¯(k) =

y˜(k)− Tˆ , y˜(k) > Tˆ
0, −Tˆ 6 |y˜(k)| 6 Tˆ
y˜(k) + Tˆ , y˜(k) 6 −Tˆ
(13)
An example for illustration of soft thresholding operation is shown in Fig. 2.7














Figure 2.7: Soft threshold mapping function
In Fig. 2.7, the threshold value is also chosen to be 0.4. The soft-threshold method retains the
good overall continuity of the wavelet coefficients, which makes the estimated signal to not produce
additional oscillations. However, when the sample value is larger than the threshold value Tˆ , there
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is always a constant deviation between the estimated and actual values, and the derivative of the soft
threshold function is not continuous, which directly affects the degree of approximation between
the reconstructed signal and the real signal. Thus the soft threshold has certain limitations. To avoid
an abrupt value change, a non-linear thresholding method has been presented as shown below.
2.3.3 Non-linear thresholding
In non-linear thresholding, a smooth function is used to map the original function to the new
one. This mapping function is described by
y¯(k) =





, |y˜(k)| < Tˆ
(14)
An example for illustration of non-linear thresholding operation is shown in Fig. 2.8, where the
threshold value is also set to be Tˆ = 0.4.














Figure 2.8: Non-linear threshold mapping function
The speech signal y˜(k) is compared sample by sample with Tˆn to surppress the values to some




function employed to avoid the musical noise, and in general it gives smaller values than y˜(k) when
the sample value is below the threshold Tˆ .
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2.3.4 Threshold value selection
For any of these approaches, the threshold parameter may be either a fixed value or a level-
dependent value that is a function of the wavelet decomposition level. One of the key elements for
successful wavelet denoising is the selection of the threshold value. In this subsection, the choosing
of the threshold value is discussed. The proper value for the threshold can be determined in many
ways as will be shown in the following.
(1) A universal threshold for the fast wavelet transform is proposed in [52]. The shrinkage rule




where σ = MAD0.6745 [51], N is the length of noisy speech y and σ the noise level. Here, MAD is the
median of the absolute value of the wavelet’s coefficients of the first scale.




(3) The so-called SURE method is derived from minimizing Stein’s unbiased risk estimator
[53], which uses the following thresholding value







[y[k], Tˆ 2)− 2σ2I(|y[k]| ≤ Tˆ ]}, (17)
(4) Proposed adaptive thresholding method: In the above basic wavelet thresholding methods,
some inevitable defects exist for the speech corrupted by real-life noise. Firstly, in real environ-
ment most kinds of noises are non-stationary noise, which cause bad speech quality if we apply
basic thresholds for denoising. Secondly, we need to consider the voiced and unvoiced speech sep-
arately since some unvoiced speech segments also contain noise like speech components. From
the perspective of practical applications, the time-adaptation of the threshold, which takes the time
behaviour of the noisy signal into account, constitutes an interesting approach. Suppose yn(k) is
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processed by using the subband VAD scheme along with adaptive thresholding in the WP domain
on a frame by frame basis, where n is the frame index. First, the noise and voice frames are detected
a VAD method. Based on each subband frame activity, the estimated noise variance (σ2v,nl) and the
frame-dependent threshold (T ) are updated as
σ2v,nl = λσ
2








2 log10(L log2 L), (19)
where nl is the index of the noise only frame detected and
nlL∑
(nl−1)L
y˜2nl(k) denotes the power of the
newly detected noise frame.
(MADnl/0.6745)
√
2 log10(L log2 L) is given based on [54]. MADnl is the the median absolute
value of the nl-th detected noise frame. Scalar λ is a scaling factor which affects the estimation
accuracy. It is noted that nl is the index of the detected noise frame, meaning that the values of the
estimated noise variance (σ2v,nl) and the frame-dependent threshold (T ) can only be updated when
the incoming frame is a noise frame based on the VAD result. Segmental SNR is also updated for
every subband frame along with the corresponding noise variance σ2v,n, which is presented as






It is noted that the segmental SNR reflects noise portion in speech frames, which is a good feature
to decide the threshold value for each subband frame.Then an adaptive threshold Tˆn based on each




−SNRseg,n/τ , SNRseg,n > 0
2Tn, SNRseg,n < 0
(21)
The nonlinear function e−SNRseg,n/τ is used to gradually suppress the value of Tˆn as SNRseg,n
increases, where τ is a pre-determined constant which is set to τ = 2 in our work. In this case,
if subband frame SNRseg,n is equal to or higher than 10dB, which means the subband frame has
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relatively more voice portion, then, e−SNRseg/τ = e−5 is almost equal to zero and Tˆn is taken as
Tn.
2.4 Performance Evaluation of the Wavelet Thresholding Schemes
From the discussion in the previous section on different thresholding schemes, it is obvious
that the thresholded signal with non-linear thresholding is most close to the original signal as com-
pared to the other thresholding methods. As such, it is expected that using the non-linear func-
tion would cause less time-frequency discontinuities in the enhanced speech spectrum than the
hard-thresholding method does. Therefore, non-linear thresholding method is applied to speech
enhancement in this thesis.
With regards to the selection of the threshold value, let us evaluate first the performance of the
proposed thresholding method. Suppose 20 speech utterances, including 10 male and 10 female
speakers, are generated from TSP database[55], and white noise, non-stationary noise and babble
noise taken from NOISEX-92[56] are added to the clean speech signal with different input SNRs
ranging from −10dB to 10dB. The speech is sampled at 16kHZ and the frame size is set as 512
samples. A 3-level WP decomposition tree with Daubechies 1 wavelet is applied on the noisy
speech. To objectively evaluate the performance of these methods, we take the segmental signal-
to-noise ratio (SNR) and perceptual evaluation of speech quality (PESQ) as the criteria for the
performance evaluation. The definitions of these evaluation methods are given below:
• Segmental SNR: Since classical SNR does not correlate well with speech quality for a wide
range of distortions. One variation, i.e., segmental signal-to-noise ratio (SNR), has been proposed
as objective measure. It is defined as the average of the measurements of SNR over short frames
and computed using both distorted and undistorted (clean) speech samples. The frame length is
normally set between 15 and 20ms. The segmental SNR is defined as





• PESQ: The Perceptual Evaluation of Speech Quality (PESQ) [57] is one of the most sophisticated
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and accurate estimation methods to test the speech quality. Its value is based on the comparison with
the traditional MOS (Mean Opinion Score) method in which a number of listeners are used to rate
the voice quality, and it ranges from -0.5 (bad) to 4.5 (excellent). The block digram of the PESQ
measurement is shown in Fig. 2.9 [58]
Figure 2.9: Diagram of the PESQ system
In our experiment, we compare the performances of four wavelet thresholding algorithms in
three types of noise environments: (1) the non-linear universal threshold (U-T); (2) the non-linear
WPT threshold (WPT-T); (3) the non-linear SURE threshold (SURE-T); (4) the proposed non-linear
adaptive threshold (AT).
Firstly, we compare the performances in terms of segmental SNR which mainly reflects the
ability for speech denoising. The simulation results are given respectively in Fig. 2.10, Fig. 2.11
and Fig. 2.12.























Figure 2.10: Segmental SNR of enhanced speech in white noise at -10, -5, 0, 5, 10dB input SNR
levels
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Figure 2.11: Segmental SNR of enhanced speech in non-stationary noise at -10, -5, 0, 5, 10dB input
SNR levels






















Figure 2.12: Segmental SNR of enhanced speech in babble noise at -10, -5, 0, 5, 10dB input SNR
levels
The experimental results show that the proposed thresholding scheme (AT) consistently outper-
forms the existing methods in terms of segmental SNR for all noise types. It is observed that AT
performs well even in lower input SNRs for different kinds of noise environment. For white noise
corrupted speech, the segmental SNR improvement for the proposed scheme is around 6dB, which
is at least 1dB higher than the SURE-T scheme. In the non-stationary noise case, it is noted that the
proposed AT performs better especially in higher SNR region, while other three schemes degrade
the speech quality. In babble noise environment, the three existing methods perform worse at higher
input SNRs and the improvement of segmental SNRs is less than 3dB. However, the proposed AT
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improves the segmental SNR by 3.5dB on the average. Through a large number of simulation ex-
periments, we have found the proposed scheme can efficiently enhance the speech for a wide range
of input SNRs in different kinds of noise environment compared with other existing methods.
Secondly, we evaluate the performances in terms of PESQ which mainly measures the ability of
speech enhancement system in terms of speech quality. The simulation results are given respectively
in Fig. 2.13, Fig. 2.14 and Fig. 2.15.




















Figure 2.13: PESQ of enhanced speech under white noise at -10, -5, 0, 5, 10dB input SNR levels




















Figure 2.14: PESQ of enhanced speech under non-stationary noise at -10, -5, 0, 5, 10dB input SNR
levels
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Figure 2.15: PESQ of enhanced speech under babble noise at -10, -5, 0, 5, 10dB input SNR levels
The experimental results show that the proposed method can significantly improve the PESQ
for all input SNRs compared with other existing methods. In the white noise case, the PESQ value
for all the methods has not been improved considerably at lower SNRs. However, when the input
SNR increases, the proposed method (AT) improves the PESQ considerably. For the non-stationary
noise, the proposed method offers a stationary PESQ improvement along with the increase of input
SNRs. For the babble noise case, it is observed that the PESQ improvement is small when the input
SNR is -10dB. But after -5dB, the PESQ improvement is 0.4dB on the average.
Despite the above objective evaluations, the spectrograms have also been investigated for com-
parison of different methods in terms of their performance improvements. For performing these
experiments, 30 speech sentences are taken from the TSP database. The main goal of this simula-
tion study is to show the advantage of the proposed method (AT). The spectrograms for the clean,
noisy and enhanced speeches by using the above 4 methods in the presence of white noise and
non-stationary noises at 5dB input SNR are shown below in detail.
Firstly, the white noise is added to the clean speech. The spectrograms of the clean speech, noisy
speech and all the enhanced speeches generated by the four algorithms are illustrated in Fig. 2.16.
As we can see from Fig. 2.16c and Fig. 2.16d, lots of noise, especially in high frequency region,
could not be removed by the U-T and WPT-T methods. Fig. 2.16e shows a better result in denoising
but some speech in high frequency have also been removed, degrading the speech quality. However,
the proposed method (AT) as seen in Fig. 2.16f has significantly reduced the high frequency noise
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and the patterns of the characteristics are much clearer.
Clean Speech


















(a) Clean speech spectrum
Noisy Speech


















(b) Noisy speech spectrum
Enhanced Speech(UT)


















(c) Enhanced speech spectrum using the UT
Enhanced Speech(WPT)


















(d) Enhanced speech spectrum using the WPT
Enhanced Speech(SURE)


















(e) Enhanced speech spectrum using the SURE-T
Enhanced Speech(A-T)


















(f) Enhanced speech spectrum using the AT
Figure 2.16: Speech spectrums under white noise
Secondly, the non-stationary noise is added to the clean speech. The spectrograms of the clean
speech, noisy speech and all the enhanced speeches generated by the four algorithms are illustrated
in Fig. 2.17. Among the existing methods, it is observed that the SURE method in Fig. 2.17e
performs better than the UT and WPT methods generally. During the 1−2 and 6−7 seconds of the
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speech, it is obvious that only the proposed method (AT) in Fig. 2.17f successfully removes most
of the noise and retains the high quality of speech in the high frequency region.
Clean Speech


















(a) Clean speech spectrum
Noisy Speech


















(b) Noisy speech spectrum
Enhanced Speech(UT)


















(c) Enhanced speech spectrum using the U-T
Enhanced Speech(WPT)


















(d) Enhanced speech spectrum using the WPT-T
Enhanced Speech(SURE)


















(e) Enhanced speech spectrum using the SURE-T
Enhanced Speech(A-T)


















(f) Enhanced speech spectrum using the AT
Figure 2.17: Speech spectrums under the non-stationary noise
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2.5 Conclusion
In this chapter, we have discussed different kinds of wavelet transforms, several thresholding
schemes and the selection of the threshold values. First, we introduced the basic wavelet transforms:
CWT and DWT, based on which, BWT and WPT are presented as modifications to further improve
the basic wavelet transforms. Since the WPT requires less computational resources compared with
the BWT, it is selected as wavelet analysis for our speech enhancement.
In the second part of this chapter, hard thresholding, soft thresholding and non-linear threshold-
ing with different threshold values are introduced. A wavelet packet based non-linear thresholding
algorithm is proposed. In order to compare different thresholding schemes, an extensive simula-
tion study has been conducted for the evaluation of the proposed methods in the presence of three
different noises for a wide range of input SNRs. The performances have been evaluated and com-
pared in terms of spectrograms and two objective measurements: segmental SNRs and PESQ of
the enhanced speech. The experimental results have revealed that the non-linear thresholding with
adaptive threshold value achieves the best performance in terms of all the performance metrics. In
addition, among several existing methods, the non-linear thresholding with SURE threshold per-






This chapter gives a detailed description of the proposed speech enhancement method [59].
The input noisy speech y(k) is first segmented into frames yn(k), where n is the frame index. The
subsequent processing is then carried out on a frame by frame basis. The proposed approach consists
of two successive stages. In the first stage, the WP transform is first applied to the noise corrupted
speech frame, which decomposes each frame into a number of subbands. For each subband, a voice
activity detector (VAD) is designed to detect the voiced/unvoiced parts of the speech. Based on
different voice activity, an adaptive thresholding scheme is then utilized to each subband speech to
obtain the pre-enhanced speech. In the second stage, the reconstructed and pre-enhanced full-band
speech is processed by the IKF for further speech enhancement. The details of the proposed method
are presented in the following sections.
3.2 Speech Subband Decomposition with Wavelet Packet Transform
In this section, the input noisy speech yn(k) is first decomposed into equal bandwidth subband
speeches through the wavelet packet transform (WPT). The wavelet filter-bank in general is an
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array of band-pass filters that separates the input signal into multiple components, each carrying
a single frequency subband of the original signal [60]. It is worth mentioning that the number of
decomposition channels (subbands) in WP analysis is usually a power of two, which can easily be
implemented by several levels of decomposition, each level creating twice subbands. In this thesis,
we adopt a 3-level WP decomposition, yielding a total of 8 subbands. The structure of the wavelet
decomposition is shown in Fig. 3.1, where a three-level decomposition is performed. Clearly each
decomposition creates two equal subbands, called low-frequency and high-frequency components
denoted by L and H respectively. Each subband signal can further be decomposed into another two
subbands.
Figure 3.1: 3-level wavelet packet decomposition structure







), i = 0, 1, 2, ..., 2j − 1, (23)
where fs is the sampling frequency, i is the subband index and j is the wavelet decomposition level.
Each decomposition subband is described as y˜(i)n (k). After processing all the subbands by using
the proposed speech enhancement scheme, a modified subband speech y¯(i)n (k) is yielded. The WP
reconstruction is adopted in order to reconstruct a full-band speech signal yˆn(k). The block-diagram
of wavelet packet decomposition and wavelet packet reconstruction is shown in Fig. 3.2.
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Figure 3.2: Wavelet packet decomposition and reconstruction
3.3 VAD - Based Adaptive Thresholding Scheme
A VAD - based adaptive thresholding scheme is then applied to each subband y˜(i)n (k). As each
subband y˜(i)n (k) goes through the same VAD based thresholding scheme, we will drop the subband
index i in the following discussions. Fig. 3.3 shows the flowchart of the VAD based adaptive
thresholding approach.
Figure 3.3: Flowchart of VAD based adaptive thresholding
Based on the above flowchart, each subband frame y˜(i)n (k) is first going through the VAD. If the
subband frame is determined as a noise frame, the segmental SNR and thresholding value will be
updated, then an appropriate thresholding scheme is applied to each noisy speech sample. Based
on its corresponding thresholding value, some speech samples are suppressed and the other speech
samples are retained.
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3.3.1 Voice activity detection
The main idea of the VAD scheme is to extract the measured features from the input noisy
speech, and compare the feature values with thresholds, which are computed from noise-only
frames. To design a good VAD algorithm, the following aspects should be taken into account:
• An appropriate decision rule should be employed to decide whether the noisy speech frames
are voiced frames and noise frames.
• The VAD scheme should adapt to noisy speeches under the non-stationary noise environment.
• The computational cost should be considered for the implementation of the VAD scheme,
especially for real-time applications.
The basic VAD design is shown in Fig. 3.4. A voiced frame is detected if the measured values
exceed the thresholds. Otherwise, the input speech frame is considered as a noise frame. When the
VAD is performed, a voice frame is flagged as VAD = 1, while a noise frame is marked as VAD = 0.
Figure 3.4: A block diagram of a basic VAD design
In our VAD scheme, we adopt the energy En as the first feature for each frame. As the frame
energy ignores the frequency features, the energy based feature is not sufficient for input speech
that has lower SNRs, but contains rich frequency information. Therefore, we would like to take
frequency based features into account. This feature is referred to as the spectral flatness (F ). The
two measured features are defined as
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where L is the number of samples in a frame, and n denotes the frame index.
• Spectral flatness (Fn):




where ma and mg, respectively, denote the arithmetic and geometric means of the noisy speech











where S(wk) is denoted as the short-time spectrum and can be estimated by applying the Welch-
Bartlett method, namely, by averaging the spectral estimates of a certain number (M ) of consecutive







where X(k,wk) is the short-time Fourier transform coefficient at frequency wk of the kth frame
[61]. Spectral flatness indicates the width and noisiness of the spectral power. A low spectral
flatness indicates that the spectral power is concentrated in a relatively small number of bands,
which behaves more like voice frames. However, a high spectral flatness shows that the spectrum
power is more uniform in different frequency bands, and appears relatively flat and smooth, which
appears more likely as noise.
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For the proposed VAD algorithm, we first consider the threshold initialization. For each decom-
posed subband, we calculate the two features according to (24) and (25) for the first N frames, then
the minimum value of each feature among these frames is taken as the initial thresholding value as
denoted by ET,0 and FT,0 respectively,
ET,0 = min{E0, E1, ..., EN}, (29)
FT,0 = min{F0, F1, ..., FN}, (30)
The VAD process starts with calculating the two features for frame n (n ≥ 1) obtained from (24)
and (25), which results in En and Fn. Both feature values will start to compare with the initial
thresholding values ET,0 and FT,0, respectively. As suggested in [62], if the two feature values
exceed the thresholds ET,0 and FT,0 respectively, the speech frame n is marked as a voice frame
and the two thresholding values are not updated. Otherwise, frame n is marked as a noise frame,
and the two thresholding values are then updated as
ET,nl = 40 log(
(nl − 1)ET,nl−1 + Enl
nl
) + ET,0, (31)
FT,nl = αFT,nl−1 + (1− α)Fnl + FT,0, (32)
where nl is the index of the noise only frame detected and α is the exponential smoothing factor.
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The proposed complete VAD algorithm is shown in Fig. 3.5.
Figure 3.5: A flowchart of proposed VAD algorithm
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Fig. 3.6 shows an example of the proposed VAD results. The detected noisy speech has 10
frames and each frame length is L = 64. As we can see, the frames 1, 2, 6 and 7 are marked as
noise frames, while frames 3− 5 and 8− 10 are detected as voice frames.
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Figure 3.6: Performance of VAD algorithm
3.3.2 Adaptive thresholding
Following the VAD step, the noise and voice frames are detected.When a noise frame is detected,
the estimated noise variance (σ2v,nl) and the frame-dependent threshold value (T ) are updated as
σ2v,nl = λσ
2








2 log10(L log2 L), (34)
where nl is the index of the detected noise frame and
nlL∑
(nl−1)L




2 log10(L log2 L) is achieved based on [54], where MADnl is a robust
measure of the variability of the nl-th detected noise frame, which is defined as
MADnl = median(|y˜nl −median(y˜nl)|). (35)
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The parameter λ in (33) and (34) is a scaling factor which affects the estimation accuracy. It is noted
that nl is the index of the detected noise frame, which means the values of estimated noise variance
(σ2v,nl) and the frame-dependent threshold (T ) will be updated when the coming frame is a noise
frame based on the VAD result, which makes the thresholding value adaptive for each frame.
Segmental SNR for each subband frame is also updated along with the corresponding noise
variance σ2v,n, which is presented as






It is noted that segmental SNR reflects noise portion in speech frames, which is a proper feature
to decide the threshold value for each subband frame. Based on each frame’s segmental SNR, an




−SNRseg,n/τ , SNRseg,n > 0
2Tn, SNRseg,n < 0
(37)
where Tn is the threshold value for each subband frame including both noise and voice frames.
The nonlinear function e−SNRseg,n/τ is used to gradually suppress the value of Tˆn when SNRseg,n
increases. We found from experimentation that τ = 2 is a very good choice. In this case, if subband
frame SNRseg,n is equal to or higher than 10dB, the subband frame contains relatively more voice.
Thus, e(−SNRseg/τ) = e−5 ≈ 0 and Tˆn is taken as Tn. After getting the adaptive threshold value
Tˆn, the subband y˜n(k) is compared sample by sample with Tˆn to either suppress the values to some
extent or retain the same values, giving the modified subband y¯n(k) speech as shown below
y¯n(k) =










denotes a non-linear function which is employed to avoid the musical noise. It
decreases the values of WP coefficients y˜n(k) when the sample value is smaller than Tˆn. The inverse
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WP transform is then applied to each subband y¯n(k) in order to reconstruct the pre-enhanced full-
band speech signal yˆ(k).
3.4 Iterative Kalman Filter
In this section, an iterative Kalman filter (IKF) is presented as the second stage for the proposed
speech enhancement technique. Consider a time-domain pre-enhanced speech yˆ(k) which has been
obtained from the first stage and can be written as
yˆ(k) = s(k) + w(k), (39)
where s(k) is the kth sample of the clean speech and w(k) is the noise samples. Note that the
IKF is also conducted on the frame by frame basis but the frame index is omitted in the following
formulation for the sake of notational simplicity.




ats(k − i) + u(k), (40)
where at denotes the tth linear prediction coefficient (LPC), u(k) and w(k) are uncorrelated Gaus-
sian white noise sequences with zero mean and the variances σu2 and σw2, respectively. Then the
noisy speech in (39) can also be modeled as the state-space model (SSM),
yˆ(k) = Hx(k) + w(k), (41)
x(k) = Fx(k − 1) +Gu(k), (42)
with H =GT=[ 1, . . . , 1 ]∈R1×p, x(k)=[s(k−p+1), ..., s(k)]∈R1×p and F denotes the p × p
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state transition matrix composed of the LPCs, namely,
F =

−a1 −a2 · · · −ap−1 −ap
1 0 · · · 0 0






0 0 · · · 1 0

. (43)
Since the LPCs of the clean speech are not available, one can use the Modified Yule-Walker equa-


















where ryy(m) = E[y(s)y(s −m)] is the observation autocorrelation function, and [.]†denotes the
pseudoinverse operator.
The IKF process contains two loops of iterations, called inner and outer loops, for each frame.
For inner loop, the operation principle includes a prediction step and a measurement update step.
In the prediction step, the IKF predicts the state vector and parameter covariance by using the
previous samples of the sate-space model. The estimate of clean speech xˆ and the posteriori es-
timation error covariance P (k|k) are predicted from time step (k − 1) to step k (the status are
xˆ(k|k − 1)/P (k|k − 1)),
xˆ(k|k − 1) = F xˆ(k − 1|k − 1), (45)
P (k|k − 1) = FP (k − 1|k − 1)F T + σu2GGT . (46)
In the measurement update step, the Kalman gain and state vectors are updated as
K(k) = P (k|k − 1)HT (HP (k|k − 1)HT + σw2)−1, (47)
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xˆ(k|k) = xˆ(k|k−1) +K(k)(y(k)−Hxˆ(k|k−1)), (48)
P (k|k) = (I −K(k)H)P (k|k − 1), (49)
where I denotes the identity matrix.
In the KF process, the Kalman gainK(k) is chosen to minimize the a posteriori error covariance
P (k|k). The state space model parameters of the KF are updated sample-by-sample through an
iterative procedure. The additive noise components are reduced significantly when the inner loop is
completed for one entire frame. After one frame iteration, the estimated speech frame is achieved
as
y˘(k) = Hxˆ(k|k). (50)
It is observed from equation (48) that whenK(k) decreases, the priori state estimate is trusted more
and the noisy measurement becomes less important.
For the outer loop iteration, the LPCs and other state-space model parameters are re-estimated
from the same processed speech frame. The number of outer loop iterations is usually set to be 2
or 3. The iterative procedure stops when the pre-set maximum number of iterations is exhausted,
giving the further enhanced result of the same speech frame with respect to the input pre-enhanced
speech. At the end of processing all speech frames, the ultimate enhanced speech y˘(k) is obtained.
The flowchart of iterative Kalman Filter processing is shown in Fig. 3.7.
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Figure 3.7: Flowchart of Iterative Kalman filter algorithm
It is deserved to point out that the adaptive wavelet thresholding and the IKF each can serve as
a stand alone method. They can also be combined as one improved speech enhancement method.
The overall speech enhancement algorithm based on adaptive thresholding with IKF is summarized
in the following Algorithm.
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THE PROPOSED SPEECH ENHANCEMENT ALGORITHM
Stage I: Noisy speech pre-enhancement
P1. WP transform: Decompose noisy speech y into 8 levels of frequency subbands.
P2. VAD based Adaptive Thresholding: Each subband y˜(k) is processed through the VAD based
adaptive WP thresholding algorithm, getting 8 modified subbands. Each modified subband is
defined as y¯(k).
• VAD: Apply (24) and (25) as two features to detect voiced and noise frames of each subband
based on features adaptation (31) and (32).
• Thresholding: Adjust each sample of subband based on adaptive threshold following equa-
tions (33) – (38).
P3. Inverse WP transform: Reconstruct a full-band speech signal yˆ(k).
Stage II: Iterative Kalman Filter
I1. Inner loop iteration
• Prediction step: Apply (45) and (46) to predict the state vector and parameter variance.
• Measurement update step: Update the Kalman Gain and state vectors following the
equations (47) – (49).
I2. Outer loop iteration: Re-estimate the LPCs and other state-space model parameters for 2 or 3
times. After processing all the speech frames, the ultimate enhanced speech Y (k) is obtained.
3.5 Performance Evaluation of the Proposed Methods
In this section, we carry out a simulation study to evaluate the performance of the proposed adap-
tive thresholding method and its combination with iterative Kalman filter as an improved method.
We also make comparison with the existing IKF method. In this simulation study, we use the same
clean speech and noise database as in Chapter 2, as well as the same parameters setup. In addition,
for VAD initialization, we pick the minimum frame feature value from the first S = 10 frames. it
is noted that the effect of the initial feature value is often negligible even if the assumption of the
noise frames in the beginning is not true. We found that the smoothing parameter alpha and the
scaling parameter λ perform reliably when they are in the range of [0.9 ∼ 0.95]. The LPC order
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considered in this simulation is set to P = 8. The proposed adaptive thresholding method (AT) and
its combination with iterative Kalman filter (AT-IKF) are evaluated and compared with the iterative
Kalman filter (IKF) method.
Fig.3.8 shows the segment SNR of the enhanced speech resulting from the three methods to-
gether with that of the original noisy speech in the white noise case. It is seen that the segmental
SNR performances of AT-IKF, AT and IKF are similar. However, the PESQ performance for AT-
IKF is the best as compared with the other methods as seen from Fig.3.9, especially in lower SNRs.
Fig.3.10 and Fig.3.11 give the comparisons of segment SNR and PESQ in the non-stationary noise
case. It is evident that the proposed AT-IKF method demonstrates a good performance gain in terms
of PESQ. Fig.3.12 and Fig.3.13 depict the performances of all methods in babble noise. The pro-
posed scheme (AT-IKF) outperforms the other methods both in terms of segmental SNR and PESQ.
Overall, the proposed method consistently outperforms the existing methods in terms of segmental
SNR and PESQ for all three noise types.






















Figure 3.8: Segmental SNR performance comparison in white noise with input -10, -5, 0, 5, 10dB.
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Figure 3.9: PESQ performance comparison in white noise with input -10, -5, 0, 5, 10dB.






















Figure 3.10: Segmental SNR performance comparison in non-stationary noise with input -10, -5, 0,
5, 10dB.














Figure 3.11: PESQ performance comparison in non-stationary noise with input -10, -5, 0, 5, 10dB.
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Figure 3.12: Segmental SNR performance comparison in babble noise with input -10, -5, 0, 5,
10dB.

















Figure 3.13: PESQ performance comparison in babble noise with input -10, -5, 0, 5, 10dB.
3.6 Conclusion
In this chapter, we have first proposed a VAD based adaptive WP thresholding scheme with the
IKF. The noisy speech was first decomposed into 8 subbands. Two features have been chosen for the
VAD to detect whether each subband speech frame is a voiced or noise frame. Based on the VAD
results, the threshold was updated for each frame of different subbands, and then applied to adjust
the speech samples in each subband frame. Through the inverse WP transform, a pre-enhanced
whole- band speech has been received. The IKF was then used to further enhance the speech.
As the AT scheme has made use of the subband properties of noisy speech for preliminary noise
reduction and the full band speech was used as input to the IKF, the proposed method has reduced
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the computational complexity compared with conventional subband KF based methods. Moreover, a
pre-enhanced speech, rather than the direct noisy speech, was processed by the IKF, thus increasing
the estimation accuracy of LPCs and noise variance. As verified by extensive simulations, based on
segmental SNR and PESQ evaluations, the proposed method efficiently improved the speech for a
wide range of input SNRs and different kinds of noise environments.
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Chapter 4
Performance Evaluation and Discussion
To illustrate that the proposed adaptive thresholding plus iterative Kalman filter method out-
performs other existing competitive methods, extensive computer simulations are conducted in this
chapter.
4.1 Experimental Setup
In this simulation study, the female and male speech samples are generated from TSP database
[55]. White noise, non-stationary noise and babble noise sequences taken from NOISEX-92 [56]
are added to the clean speech signal with different input SNRs ranging from −10dB to 10dB. The
speech data is sampled at the rate of 16kHZ and the size of each frame is 512 samples. A three
level WP decomposition tree with Daubechies 1 wavelet is applied on the noisy speech. In addition,
For VAD initialization, we pick the minimum frame feature value from the first N = 10 frames.
This implies that we assume the beginning frames to be noise frame. Note that the effect is often
negligible even if the noise frame assumption in the beginning is not satisfied. We found that the
smoothing parameter α and the scaling parameter λ perform reliably when they are in the range
of [0.9, ..., 0.95]. The LPC order considered in this simulation is set to P = 8. The proposed
adaptive thresholding iterative Kalman filter (AT-IKF) method is evaluated in the time domain,
where no overlapping during frame segmentation is considered and the rectangular window is fitted
appropriately for each frame.
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4.2 Performance Comparison between Proposed and Existing Meth-
ods
4.2.1 State of the art for comparison
To illustrate the efficiency of the proposed method, three representative and popular existing
methods are evaluated and compared with the proposed adaptive thresholding iterative Kalman filter
(ATIKF) method. The first comparative method is an improved spectral subtraction [ISS] based
speech enhancement [15], which used smoothed spectrums to approximate the speech and noisy
spectrums with auto-regressive (AR) model and construct speech codebook and noise codebook.
The second comparative method is an improved Wiener filter [IWF] based speech enhancement
[64], which applied the subband Wiener filter with pitch synchronous analysis. The third method
for comparison is a subband iterative Kalman filter [SIKF] based speech enhancement [42], which
used a partial reconstruction scheme based on consecutive mean squared error combined with the
subband iterative Kalman filter.
Since Segmental SNR mainly reflects the ability of speech denoising and PESQ mainly reflects
the speech quality, we first choose Segmental SNR and PESQ as two evaluation parameters in Sec.
4.2.2 to measure above mentioned speech enhancement algorithms. Sec. 4.2.3 shows the time
waveforms and spectrograms of clean speech, noisy speech and enhanced speech processed by all
the methods in comparison under different kinds of noise environments.
4.2.2 Segmental SNR and PESQ comparisons
Firstly, we compare the performances in terms of segmental SNR and PESQ in white noise
environment. The simulation results are given respectively in Fig. 4.1 and Fig. 4.2. In white
noise environment, the proposed method (AT-IKF) outperforms other existing methods especially
in lower input SNRs. For PESQ, it is observed that the proposed method provides around 0.5
score improvement than the SIKF method at the input SNR of −10dB. In addition, at higher
input SNRs, such as 5dB and 10dB, the SIKF method performs slightly better than the proposed
method. However, the proposed method achieves a much better PESQ score compared with the
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SIKF method. Generally speaking, among the existing methods, the iterative KF based methods
perform relatively better than the spectral subtraction based method and Wiener filter based method.
In terms of both Segmental SNR and PESQ values, it is clearly observed that the proposed method
(AT-IKF) offers overall the best speech enhancement performance among a wide range of input
SNRs.























Figure 4.1: Segmental SNR results of enhanced speech in white noise case at -10, -5, 0, 5, 10dB
input SNR levels




















Figure 4.2: PESQ of enhanced speech in white noise case at -10, -5, 0, 5, 10dB input SNR levels
Secondly, we compare the performances in terms of segmental SNR and PESQ in non-stationary
noise environment. The simulation results are given respectively in Fig. 4.3 and Fig. 4.4. In the
non-stationary noise environment, it is obvious that the proposed method and the SIKF method
outperform other existing methods in terms of Segmental SNR and PESQ. As to the segmental
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SNR improvement, the SIKF method provides better performance with the increase of input SNR.
However, it is clearly indicated that the enhanced speech of the SIKF bears more speech distortion
in higher input SNRs based on the PESQ scores, which made the enhanced speech quality worse.
Since the proposed method offers more speech quality improvement, it is a relatively best speech
enhancement choice.























Figure 4.3: Segmental SNR results for non-stationary noise case at -10, -5, 0, 5, 10dB input SNR
levels















Figure 4.4: PESQ results for non-stationary noise case at -10, -5, 0, 5, 10dB input SNR levels
Thirdly, we compare the segmental SNR and PESQ performances of the four methods in babble
noise. The simulation results are given respectively in Fig. 4.5 and Fig. 4.6. It is evident that
the proposed method provides a significant segmental SNR and PESQ improvement as opposed the
three existing methods for all the range of input SNRs. Especially for the PESQ improvement of
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the proposed method, it is seen from Fig.4.6 that at 5dB or higher input SNR, the proposed method
provides at least 0.4 score more than the SIKF method, which is a significant PESQ improvement.
Overall, the adaptive thresholding plus iterative Kalman filter method performs the best as compared
with the subband iterative Kalman Filter method, the spectral subtraction based method and the
Wiener filter based method.






















Figure 4.5: Segmental SNR of the enhanced speech in babble noise case at -10, -5, 0, 5, 10dB input
SNR levels



















Figure 4.6: PESQ results of the enhanced speech in babble noise case at -10, -5, 0, 5, 10dB input
SNR levels
Based on the segmental SNR and PESQ performance comparisons for all the speech enhance-
ment algorithms under three kinds of noisy cases, the simulation results show that the proposed
method outperforms other existing methods. It is worth mentioning that we have also found some
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other problems for the existing methods through extensive experiments. For the ISS method, the
music noise is introduced, which adversely influences the enhanced speech quality. For the IWF
method, a priori SNR with adaptive parameter is applied for each subband. However, it is relatively
difficult to achieve a high accuracy of the pitch period estimation in noise corrupted environment,
which influences the performance of noise reduction for speech enhancement. For the SIKF method,
it offers limited enhancement performance for noisy speeches which contain non-negligible noises
in low-frequency region. In general, the proposed method gives less speech distortions but better
perceived quality, which is the best speech enhancement algorithm for all the noise cases in terms
of all the evaluation metrics.
4.2.3 Speech waveforms and spectrograms comparisons
Despite the above objective evaluations, the waveforms and spectrograms have also been inves-
tigated for the comparison of different methods concerning their performance improvements. For
performing these experiments, 30 speech sentences are take from the TIMIT database [65] for white
noise environment and 30 speech sentences are take from the TSP database [55] for non-stationary
noise environment. The main goal of this simulation study is to show that the proposed method
(AT-IKF) performs the best. The spectrograms of the clean, noisy and enhanced speech by using
the above four methods in the presence of white noise and non-stationary noises at 5dB input SNR
are shown below respectively.
Figs. 4.7a – Fig. 4.7f show the time domain waveform performances of clean speech, noisy
speech and enhanced speech by the ISS, the IWF, the SIKF and the AT-IKF methods under white
noise environment with 5dB input SNR. Clearly, Fig. 4.7c and Fig. 4.7d appear to have more speech
distortion, than Fig. 4.7e based on the amplitude of the enhanced speech. This reveals that the KF
based methods yield better speech quality than the ISS and IWF methods. Between Fig. 4.7e and
Fig. 4.7f, it is noted that, in lower amplitudes parts, the enhanced speech by using the SIKF method
contains more excessive noise than the enhanced speech with the AT-IKF method. In general, the
AT-IKF method outperforms the other existing methods in keeping the high amplitude speech parts
and reducing the unvoiced parts, which in turn keeps the integrity of the speech.
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(a) Clean speech waveform















(b) Noisy speech waveform
















Enhanced speech waveform using the ISS
(c) Enhanced speech waveform using the ISS

















Enhanced speech waveform using the IWT
(d) Enhanced speech waveform using the IWF


















Enhanced speech waveform using the SIKF
(e) Enhanced speech waveform using the SIKF

















Enhanced speech waveform using the ATIKF
(f) Enhanced speech waveform using the AT-IKF
Figure 4.7: Speech waveforms under white noise
Fig. 4.8 shows the spectral performances of clean speech, noisy speech and enhanced speech
by the ISS, the IWF, the SIKF and the AT-IKF methods under white noise environment with 5dB
input SNR. Among all spectral figures, Fig. 4.8c and Fig. 4.8d show shat the ISS and the IWF
algorithms have removed higher frequency speech components as they removed the high frequency
noise, which leads to speech distortion and degraded speech quality. From Fig. 4.8e and 4.8f,
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it is seen that the KF based methods perform better than the ISS and the IWF in terms of high
frequency noise reduction. Between the SIKF and the AT-IKF algorithms, it is clearly observed that
the AT-IKF keeps more speech portion than the SIKF algorithm and removes high frequency noise
efficiently.
Clean Speech


















(a) Clean speech spectrum
Noisy Speech


















(b) Noisy speech spectrum
Enhanced speech spectrum using the ISS


















(c) Enhanced speech spectrum using the ISS
Enhanced speech spectrum using the IWF


















(d) Enhanced speech spectrum using the IWF
Enhanced Speech using the SIKF


















(e) Enhanced speech spectrum using the SIKF
Enhanced Speech using the ATIKF


















(f) Enhanced speech spectrum using the AT-IKF
Figure 4.8: Speech spectrums under white noise
Fig. 4.9 gives the time domain waveform performances of clean speech, noisy speech and en-
hanced speech by the ISS, IWF, SIKF and AT-IKF methods under non-stationary noise environment
with 5dB input SNR. It is clearly observed from Fig. 4.9e and Fig. 4.9f that the KF based methods
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outperform the ISS and the IWF algorithms in terms of speech distortion. Compared to the AT-IKF
method, the enhanced speech by the SIKF does not remove noise completely in unvoiced speech
frames. Thus, the AT-IKF method outperforms the other existing methods in keeping the speech
quality and reducing the noise as well.
















(a) Clean speech waveform


















(b) Noisy speech waveform














Enhanced speech waveform using the ISS
(c) Enhanced speech waveform using the ISS














Enhanced speech waveform using the IWT
(d) Enhanced speech waveform using the IWF
















Enhanced speech waveform using the SIKF
(e) Enhanced speech waveform using the SIKF















Enhanced speech waveform using the ATIKF
(f) Enhanced speech waveform using the AT-IKF
Figure 4.9: Speech waveforms under non-stationary noise
Fig. 4.10 indicates the spectrum performances of clean speech, noisy speech and enhanced
speech by the ISS, IWF, SIKF and AT-IKF methods under non-stationary noise environment with
5dB input SNR. Again, among all the competitive algorithms, the AT-IKF method preserves good
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speech quality, provides the best resolution in the speech spectral peaks and gives the lowest residual
noise floor in the enhanced speech.
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(a) Clean speech spectrum
Enhanced Speech using the SIKF


















(b) Enhanced speech spectrum using the SIKF
Enhanced speech spectrum using the ISS


















(c) Enhanced speech spectrum using the ISS
Enhanced speech spectrum using the IWT


















(d) Enhanced speech spectrum using the IWF
Enhanced Speech using the SIKF


















(e) Enhanced speech spectrum using the SIKF
Enhanced Speech using the ATIKF


















(f) Enhanced speech spectrum using the AT-IKF
Figure 4.10: Speech spectrums under non-stationary noise
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4.3 Conclusion
In this chapter, extensive computer simulations are conducted to evaluate the performances for
the proposed method with comparison to other existing popular methods under three different kinds
of noise environments for a wide range of input SNRs. Segmental SNR and PESQ are chosen as two
metrics to objectively evaluate the quality of the enhanced speech by using different kinds of speech
enhancement algorithms. The time domain waveforms and spectrograms have also been researched
to show the different characteristics of the enhanced speeches processed by all comparative methods
under different noise conditions.
The experimental results show that the proposed method (AT-IKF) outperforms other existing
methods in terms of all the evaluation metrics under different kinds of noise environments. It is
also shown that overall the KF based methods are better than the ISS and IWF methods, espe-
cially in non-stationary noise environment. Even though the SIKF method performs slightly better
than the proposed method in white and non-stationary environments in terms of Segmental SNR
improvement, the proposed method achieves a much better PESQ score compared with the SIKF
method, which is also clearly indicated in the time domain waveforms and spectrograms. In babble
noise environment, the proposed method performs the best in terms of all the evaluation metrics.
Generally speaking, the proposed adaptive wavelet packet thresholding with iterative Kalman filter
method gives less speech distortions and better perceived speech quality, which is the best speech




5.1 Summary of the Work
In this thesis, speech enhancement techniques using wavelet thresholding and Kalman filtering
have been throughly studied. The objective was to design an effective method to process a noisy
speech in adverse environments, without considering any a priori knowledge of the clean speech and
noise information, to reduce the noise while keeping certain level of speech fidelity. To this end,
a new adaptive wavelet packet thresholding method with iterative Kalman filter has been proposed
for speech enhancement.
Firstly, based on different wavelet thresholding based methods, we proposed a WP thresholding
scheme with time-adaptation as a pre-enhancement algorithm. As the wavelet transform is a pow-
erful time-frequency tool which offers a high frequency resolution, it is first applied to the noise
corrupted speech on a frame-by-frame basis, decomposing each frame into a number of subbands.
This analysis offers a richer range of possibilities and maintains the nature of speech samples in
wavelet domain. The VAD is then applied to each subband frame to determine whether the frame is
a voice or noise frame. In contrast to most existing works where only the frame energy is employed
for voice/noise frame detection, which is not sufficient for input speech with lower SNRs, we have
taken frequency features into account. Our VAD method makes use of two measurements namely,
i) frame energy and ii) spectral flatness. Following the VAD step, the noise and voice frames are de-
tected. Based on each subband frame activity, the estimated noise variance and the frame-dependent
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threshold value are updated. Segmental SNR for each subband frame is also updated along with the
corresponding noise variance update. A new adaptive thresholding scheme is then designed and
applied to each speech subband for enhancement in accordance with different voice activity. Af-
ter performing the thresholding operation, the pre-enhanced speech is obtained via an inverse WP
transform.
Secondly, to achieve a further level of enhancement, an IKF is next applied to the pre-enhanced
speech for further noise reduction. The IKF also operates on a frame-by-frame basis and under-
goes two loops of iterations, called inner and outer loop iterations, for each frame. The inner loop
iteration includes a prediction step and a measurement update step. In the prediction step, the IKF
predicts the state vector and parameter covariance by using the previous samples of the sate-space
model. In the measurement update step, the Kalman gain and state vectors are updated. The outer
loop, requires only several iterations within each frame. At the beginning of each outer loop iter-
ation, the LPCs and other state-space model parameters are re-estimated from the same processed
speech frame that is obtained from the inner loop iteration after all the samples of the frame are
processed. The iterative procedure stops when the KF converges or the pre-set maximum number
of iterations is exhausted. The IKF gives further enhanced result of the same speech frame with
respect to the input pre-enhanced speech frame. At the end of processing all the speech frames, the
ultimate enhanced speech is obtained.
The proposed adaptive wavelet thresholding scheme with IKF is evaluated under various noise
conditions. It is confirmed through a large number of experiments that the proposed method gives
much better noise reduction results than some known methods in the literature in terms of segmental
SNR as well as perceptual PESQ. The time domain waveforms and spectrograms of the enhanced
speech have also been investigated, showing that the proposed method leads to less speech distortion
and better perceived speech quality, which is the best speech enhancement algorithm for all the noise
cases in terms of all the evaluation metrics.
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5.2 Future Work
Although the wavelet thresholding schemes and the Kalman filter method have been throughly
studied in this thesis, there are still rooms for further improvement in the near future.
• The proposed adaptive wavelet thresholding and IKF method only focuses on single channel
speech enhancement. We can develop multi-channel versions of the proposed speech enhancement
method.
• In general, noise always appears in high frequency region. Following the WPT analysis, each
subband has its own frequency range. It is not appropriate to deal with every subband in the same
manner for speech enhancement. In the future we can pay more attention to noise characteristics to
process each subband accordingly based on its frequency distribution.
• We have only discussed noise reduction in the proposed method. The room dereverberation
and acoustic echo cancellation, as important environmental disturbances, also need to be considered
for further speech enhancement.
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