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Résumé
L’utilisation croissante des technologies multi-agents pour
le développement de systèmes socio-techniques révèle de
nombreux verrous, dont ceux liés à l’éthique des décisions
autonomes que de tels systèmes peuvent être amenés à
prendre. Ce problème, souvent considéré dans une pers-
pective centrée sur l’agent, est ici abordé d’un point de
vue du collectif soulevant ainsi les questions éthiques dé-
coulant des interactions entre agents autonomes ou de leur
participation à des coalitions ou à des structures plus pé-
rennes telles que des organisations. Cet article propose un
panorama de ces di↵érentes questions en vue de travaux à
venir.
Mots Clef
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Abstract
The increasingly current and future presence of multi-agent
systems in various areas leads us to ask many questions
about the ethics of their decisions. Indeed, decisions that
these systems must be made sometimes require, considera-
tion of ethical concepts, both in as an individual entity and
a member of an organization. This problem, often conside-
red from an agent centered perspective, is addressed in this
paper from a collective point of view. This position paper
discusses the concepts to be modeled within an agent, a set
of issues and a roadmap for addressing this question.
Keywords
Multi-Agents Systems, Collective Ethics, Dilemmas.
1 Introduction
L’introduction d’agents autonomes artificiels dans des do-
maines tels que le milieu hospitalier, le trading haute
fréquence ou encore les transports pourrait soulever de
nombreux problèmes si ces agents ne sont pas en me-
sure de comprendre et suivre certaines règles morales. Par
exemple, des agents capables de comprendre et utiliser le
⇤Les auteurs remercient le support de l’Agence Nationale de la Re-
cherche (ANR), projet ETHICAA ANR-13-CORD-0006.
code de déontologie médicale pourraient s’appuyer sur des
motivations éthiques afin de choisir quelles informations
di↵user, à qui et sous quelles conditions, conformément au
principe du secret médical. L’intérêt pour le comportement
éthique des agents autonomes semble être récemment ap-
paru dans la communauté [9, 15], comme en témoignent
les nombreux articles [5, 20, 22, 23] et conférences 1. Ce-
pendant, ces travaux s’intéressent uniquement à l’éthique à
l’échelle individuelle de l’agent.
Or, dans un système multi-agent (ou SMA), cette représen-
tation individuelle permet à un agent de se comporter indi-
viduellement de manière éthique dans un collectif, mais le
laisse démuni lorsqu’il doit tenir compte de l’éthique des
autres agents. Par exemple, un agent gestionnaire d’inves-
tissements financiers pourrait être tout à fait capable de se
comporter selon des principes de gestion responsable sans
pour autant être capable de constater si ses partenaires ont
les mêmes scrupules. Prendre en considération la dimen-
sion multi-agent de ce problème nécessite l’exploration de
nouvelles pistes telles que la création d’une ou plusieurs
éthiques collectives ou la prise de décisions en coopération
face à des problèmes d’éthique. Ces questions ont d’autant
plus d’importance dans le contexte actuel de déploiement
d’un nombre croissant d’agents dans notre environnement,
collaborant entre eux ou avec des humains. Cet article a
pour but de proposer des définitions et des questions met-
tant en évidence la problématique des éthiques collectives
dans les systèmes multi-agents. Elles permettront dans des
travaux futurs de proposer une formalisation de notions
de philosophie pour la représentation explicite de concepts
éthiques au sein d’agents autonomes.
Cet article est structuré comme suit. La section 2 présente
les concepts philosophiques et techniques employés dans
cet article, puis en section 3 nous considérons un modèle
abstrait d’éthique individuelle au sein d’un agent que nous
utilisons ensuite pour présenter les problématiques spéci-
fiques touchant aux questions d’éthiques collectives dans
des systèmes multi-agents en sections 4 et 5.
1. Symposium on Roboethics, International Conference on Computer
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2 Préliminaires
Afin de tracer les contours des concepts employés dans cet
article, nous commençons par donner quelques définitions
de notions philosophiques d’éthique. Il ne s’agit nullement
d’en donner une vision exhaustive. Nous invitons le lecteur
intéressé à se reporter à la bibliographie pour approfondir
ces concepts. La deuxième partie de cette section donnera
également quelques définitions issues du domaine SMA.
2.1 Ethique et philosophie
L’éthique est une discipline philosophique qui traite depuis
l’Antiquité de questions concernant le bien-fondé d’un acte
et son jugement par autrui [7]. L’un des problèmes majeurs
rencontrés en éthique est la définition des notions qui l’en-
tourent. En e↵et, la littérature concernant l’éthique est riche
d’une grande diversité de points de vues. Certains ouvrages
tels que [28] sont le fruit d’exercices philosophiques qui
tentent de démontrer que l’éthique repose sur des bases lo-
giques et rationnelles. Les neurologues ont également me-
nés de nombreuses expériences [4, 12] visant à montrer les
phénomènes biologiques et psychologiques à l’origine de
nos aptitudes morales. Enfin, les sciences cognitives ont
brouillé les frontières entre disciplines et cherchent à pro-
poser des modèles formels de raisonnement éthique [11].
Si de nombreuses théories ont été présentées, développées
et confrontées depuis la philosophie antique jusqu’aux re-
cherches actuelles sur les bonnes conduites à adopter dans
la démarche scientifique et l’usage de la technique ou du
pouvoir [14], nous admettons dans cet article la définition
suivante de l’éthique, inspirée de travaux de philosophes
tels que Paul Ricoeur [25] :
L’éthique est une discipline philosophique pra-
tique (traitant des actions) et normative (qui for-
mule des règles) visant à indiquer comment les
êtres humains doivent se comporter, agir et être
envers ce et ceux qui les entourent. L’éthique
propose souvent des compromis afin de concilier
règles morales, désirs et capacités.
L’éthique peut ainsi être appliquée à divers domaines,
en tenant compte de règles morales qui leur sont asso-
ciées, ainsi que des désirs et capacités des individus qui
y agissent. Bien que les termes morale et éthique désignent
initialement une même idée, certains auteurs proposent di-
verses nuances [10]. Nous choisissons ici de considérer
la morale comme un ensemble de règles théoriques que
l’éthique prendra soin de concilier avec les désirs et ca-
pacités de l’agent 2 pour acquérir son caractère pratique.
Lamorale désigne l’ensemble de règles détermi-
nant la conformité des pensées ou actions d’un
individu avec les mœurs, us et coutumes d’une
société, d’un groupe (communauté religieuse,
etc.) ou d’un individu pour évaluer son propre
2. Le terme d’agent est utilisé dans cette sous-section au sens premier
de l’individu auteur d’une action, et non d’agent autonome artificiel.
comportement. Ces règles reposent sur les va-
leurs normatives de bien et de mal. Elles peuvent
être universelles ou relatives, c’est-à-dire liées ou
non à une époque, un peuple, un lieu, etc.
Les philosophes ont proposé de nombreuses conceptions
structurées de l’éthique sous forme de principes éthiques.
Nous pouvons les catégoriser en trois approches majeures
selon lesquelles le bien-fondé d’un acte ou d’une pensée
est :
• jugé par sa conformité à des valeurs telles que la
sagesse, le courage ou la justice, entre autres [18],
appelée éthique des vertus ;
• jugé par son adéquation avec les obligations et
permissions associées à la situation [1], appelée
éthique déontologique ;
• évalué à l’aune de ses conséquences [27], appelée
éthique conséquentialiste.
Ainsi l’éthique des vertus juge essentiellement l’acte sur
l’adéquation entre les désirs qui le motivent et les vertus re-
connues par les règles morales, tandis que l’éthique déon-
tologique cherche davantage à vérifier une correspondance
entre les devoirs mentionnés par les règles morales et les
capacités de l’agent lorsqu’un choix lui est proposé. Enfin,
l’éthique conséquentialiste cherche à concilier les désirs et
règles morales dans les conséquences d’un acte réalisable
dans la mesure des capacités de l’agent. Ces approches
majeures capturent des principes éthiques plus spécifiques
tels que l’Impératif Catégorique d’Emmanuel Kant pour
l’éthique déontologique ou la doctrine du double e↵et de
Thomas d’Aquin pour l’éthique conséquentialiste. Il arrive
cependant qu’une situation amène un principe éthique à ses
limites en devenant incapable de répondre à la question du
choix de la meilleure action. Considérés comme le point
problématique central de l’éthique, les dilemmes consti-
tuent une catégorie de problèmes jugés di ciles [21] :
Un dilemme éthique est un choix donné à un
agent entre deux options connues, avec du point
de vue de l’agent une raison éthique de choisir
individuellement chacune de ces options. L’agent
n’a pas la possibilité d’opter pour les deux op-
tions. L’intérêt de chaque choix pour l’agent est
équivalent. Tout choix entraînera un regret.
2.2 Agent autonome et système multi-agent
Dans cet article, nous considérons les modèles et technolo-
gies issues des SMA. Dans ce domaine, un agent autonome
est un système informatique ou robotique situé dans un
environnement, espace partagé avec d’autres agents avec
lesquels il interagit. Nous nous intéressons plus particu-
lièrement ici à des agents cognitifs, i.e. des agents dotés
d’une représentation symbolique permettant de manipuler
explicitement les concepts d’éthique que nous avons dé-
crits dans la section précédente. Cette représentation expli-
cite permet de mettre en place des raisonnements et des ex-
plications sur ces concepts en tenant compte de leur séman-
tique. Par le terme de système multi-agent, nous entendons
un ensemble d’agents autonomes plongés dans un environ-
nement dans lequel ils évoluent de manière indépendante,
peuvent communiquer entre eux et poursuivre leurs propres
objectifs [13]. Ces agents sont souvent intégrés à des orga-
nisations et peuvent adopter des rôles décrivant leur fonc-
tion au sein du système. La conception d’un SMA touche
ainsi à des problématiques d’intelligence artificielle, à des
questions de relations et d’organisation sociale, et à la prise
en compte de cet aspect dans les processus de décision.
3 Éthique individuelle
Afin de montrer comment les concepts éthiques présen-
tés dans la section précédente peuvent être représentés au
sein des SMA, nous considérons un modèle simplifié de ce
que pourrait être un modèle éthique individuel et montrons
comment les travaux de la littérature proposent de le mettre
en oeuvre. Ce modèle nous permettra de proposer en sec-
tion 5 une définition d’éthique collective et d’évoquer une
série de problématiques liées à cette notion dans un cadre
multi-agent.
3.1 Modèle éthique individuel
Nous considérons un modèle Belief-Desire-Intentions
(BDI) [24] couramment utilisé pour modéliser des agents
dotés de représentations symboliques dans le domaine des
SMA. Il consiste en un modèle de raisonnement com-
prenant la représentation des informations sur l’état du
monde (beliefs) et des objectifs de l’agent (desires) afin
d’en déduire l’action possible (intention) qui dans un état
de croyances devrait permettre au mieux de satisfaire les
objectifs de l’agent. Nous définissons alors l’éthique indi-
viduelle comme suit :
L’éthique individuelle est la combinaison de
principes éthiques et de règles morales permet-
tant à un processus de décider d’une action satis-
faisant au mieux les règles morales, les désirs et
les croyances de l’agent, étant donné les capaci-
tés de ce dernier.
Le modèle éthique individuel présenté en Fig. 1 enrichit
ainsi le modèle BDI par un ensemble de règles morales et
de principes éthiques intervenant dans le choix de l’action
à e↵ectuer. Les règles morales associent une valeur de bien
ou de mal à des combinaisons d’actions, de croyances ou
de désirs. Les principes éthiques, comme les règles d’Aris-
tote ou l’Impératif Catégorique de Kant [16], se présentent
comme des contraintes sur la conciliation des désirs et des
règles morales. Le raisonnement éthique exploite alors ces
principes éthiques pour identifier l’intention à maintenir.
Le choix des principes éthiques permet de mettre l’accent
sur tel ou tel composant. Ainsi, par exemple, une concep-
tion vertueuse propose de se conformer à des règles mo-
rales portant sur des valeurs, tandis qu’un raisonnement dé-
ontologique se préoccupe de l’adéquation entre l’état sup-
posé par les croyances de l’agent et les actions obligatoires
ou interdites dans ces circonstances. Une éthique consé-
quentialiste, enfin, chercherait à optimiser ses chances d’at-
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Figure 1 – Modèle éthique individuel
teindre des états définis comme désirables moralement. Ce
modèle abstrait pourrait être mis en oeuvre par di↵érentes
approches issues de la littérature. Ainsi, par exemple,
les travaux menés par Ronald Arkin [2] proposent une
implémentation directe des règles qu’un humain devrait
suivre pour adopter un comportement conforme à un code
d’éthique pré-établi (dans son contexte : les règles d’enga-
gement militaire). D’autres ont au contraire proposé une
représentation explicite des règles morales par l’emploi
de programmation logique [26], de logique non-monotone
[19, 17], de techniques d’argumentation formelle [3] ou de
modèles BDI normatifs [29].
3.2 Exemple
Afin d’illustrer notre propos, considérons un exemple im-
pliquant des agents propriétaires de sommes d’argent. Cet
exemple est proposé dans un formalisme volontairement
simplifié dont nous sommes conscient des limites. Chaque
agent peut être dans l’un des trois états PAUVRE, RICHE ou
(exclusif) NEUTRE et est doté du modèle d’action suivant :
• VOLER(A) pour prendre à un agent A une part des
richesses en sa possession ;
• DONNER(A) pour donner de l’argent à l’agent A ;
• TAXER(A) pour réclamer à l’agent A le versement
d’une partie de ses richesses ;
• COURTISER(A) pour tenter de s’attirer les faveurs
de l’agent A.
Supposons un agent Robin_des_Bois (ou RdB) doté des
règles morales suivantes :
M1. MAL(TAXER(A) ^ PAUVRE(A)) ;
M2. MAL(VOLER(A) ^ PAUVRE(A)) ;
M3. BIEN(DONNER(A) ^ PAUVRE(A)) ;
M4. MAL(RICHE(A)).
Les trois premières règles définissent des interdits mo-
raux (M1 et M2) et des devoirs moraux (M3) par associa-
tion d’une action (TAXER, DONNER, VOLER), d’attributs
d’agents (PAUVRE(A)) et d’une valuation morale (MAL(X)
ou BIEN(X)). L’immoralité de la fortune est formulée par
l’association d’un attribut d’agent (RICHE(A)) à une valua-
tion morale négative.
RdB est également motivé par des désirs :
D1. COURTISER(Marianne) ;
D2. DONNER(A) si A est pauvre.
Supposons que le principe éthique de RdB est le suivant :
une action est éthique si elle est réalisable, désirée par
l’agent et considérée comme bonne par une règle morale.
Considérons le cas où RdB n’aurait le choix qu’entre les
deux actions possibles suivantes, étant donnée la situation
courante :
1. DONNER(Paysan) sachant Paysan pauvre ;
2. COURTISER(Marianne).
Le choix le plus éthique est l’action 1 puisqu’elle se
conforme aux capacités de l’agent, qu’elle est motivée par
le désir D2 et constitue un devoir moral selon la règle M3.
L’action 2, bien que n’allant à l’encontre d’aucun désir ou
règle morale, n’est pas directement motivée par un devoir
moral. Cette action est simplement amorale et pourrait être
envisagée si l’action 1 devient impossible par exemple.
Comme l’action 1 ne contrevient pas aux autres règles mo-
rales ou désirs, RdB ne rencontre pas de dilemme. Ce mo-
dèle de raisonnement éthique individuel prend en compte
l’existence d’autres agents par les croyances que RdB pos-
sède sur les autres agents. En e↵et, si PAUVRE(Paysan)
n’est pas perçu par RdB alors le bien-fondé de l’action 1
n’est plus justifié. Notons enfin que si RdB n’a pas le dé-
sir D2, il se trouve alors face à un dilemme puisque l’ac-
tion 1 va à l’encontre de ses désirs et l’action 2 ne satisfait
pas sa morale. Bien que le choix de la bonne action dans
un cas aussi idéal puisse paraître trivial, de nombreuses si-
tuations plus problématiques peuvent se présenter : choix
entre plusieurs actions parfaitement éthiques, conflits dans
les règles morales ou les désirs, choix entre plusieurs ac-
tions conformes aux désirs mais pas à la morale, et vice-
versa, etc.
4 Ethiques individuelles en interac-
tion
La prise en compte de la dimension multi-agent ne peut se
satisfaire d’un agent doté d’une éthique individuelle, telle
que décrite ci-dessus. En e↵et, ce dernier doit être capable,
par exemple, de conduire des raisonnements sur l’éthique
des autres agents et donc de pouvoir représenter l’éthique
d’un autre agent selon son point de vue, la juger et l’utiliser
dans ses interactions avec les autres agents.
4.1 Exemple
Afin d’illustrer notre propos, reprenons l’exemple précé-
dent où, en sus d’être riches ou pauvres, les agents peuvent
être nobles à l’instar de l’agent Prince_Jean (ou PceJ),
ce qui leur permet l’usage exclusif de l’action TAXER.
Considérons l’agent Petit_Jean (ou PJ) doté de désirs
et de règles morales identiques à RdB à l’exception de D1
et l’agent Frère_Tuck (ou FT) identique à PJ mis à part
M2 qui est remplacée par une règle plus générale :
M5. MAL(VOLER(A)).
Considérons enfin Sheriff_de_Nottingham (ou SdN),
autre agent de ce système, qui dispose uniquement de la
règle M5, tout comme PceJ.
Lors de la rencontre entre SdN et RdB, un di↵érend éthique
entre eux devrait pouvoir apparaître lorsque PceJ deman-
dera à percevoir des taxes sur l’agent Paysan. Il en est de
même pour PJ et RdB. Dans ces deux cas se posent les
questions de représentation de l’éthique de l’autre, de son
jugement et de la coopération étant donné ce jugement.
4.2 Description externe d’une éthique
La capacité à prendre en compte l’existence d’autres agents
dans son raisonnement, comme illustrée dans la section
précédente, doit pouvoir être enrichie au niveau de la re-
connaissance de situation. En e↵et, celle-ci doit pouvoir
être capable de construire et de représenter le modèle de
raisonnement éthique individuel transmis par un autre
agent. Cette reconstruction pourrait être faite de manière
simple et directe par échange d’information ou, indirecte-
ment, par inférence et analyse du comportement observé.
Au-delà de cette capacité, un agent devrait être également
capable de faire évoluer la description réalisée et donc
de pouvoir vérifier l’adéquation entre le comportement
d’un autre agent et la description éthique qu’il en a
construite. Ainsi, par exemple, RdB doit pouvoir vérifier
l’adéquation de la description éthique de PJ à partir des
actes de celui-ci qu’il a observés.
4.3 Jugement de l’éthique d’un autre
Découlant de la capacité précédente, on peut s’attendre à
ce qu’un agent puisse juger l’éthique d’un autre. Le sens
du jugement est ici l’a↵ectation d’une valuation morale
au comportement d’un agent [8]. Le jugement peut être
construit à partir de l’action de l’agent, de la prise d’un
risque. Comme nous le verrons également dans la section 5
il peut être aussi construit en prenant en compte l’adéqua-
tion entre le comportement de l’agent et le rôle qu’il joue,
par exemple.
De manière centrale, se pose alors la question de la défi-
nition d’unemétrique pour représenter et comparer des
similarités entre éthiques. Calculer un degré de proximité
entre deux éthiques permettrait par exemple d’évaluer la
possibilité d’entente entre des agents et la di culté d’un
rapprochement.
4.4 Coopération fondée sur l’éthique
Doté d’une telle capacité de jugement, nous pouvons ainsi
imaginer que l’agent l’utilise pour décider d’une collabo-
ration, pour partager des données sensibles ou pour consti-
tuer un collectif. Il peut donc tenir compte de ce juge-
ment dans le choix éthique d’une action. Si RdB constate
une forte similarité entre son éthique et celle de PJ, cela
pourrait influencer l’évaluation de ses actions à l’égard de
cet agent. Par exemple, si PJ vole une importante somme
d’argent à un riche, il faudrait peut-être ne pas le considé-
rer immédiatement comme un riche ordinaire en supposant
que son éthique le poussera à distribuer cette somme aux
pauvres.
5 Éthique collective
Dans un SMA, les interactions entre agents peuvent débou-
cher sur la formation de coalitions et peuvent également
prendre place au sein d’organisations. Coalitions et organi-
sations constituent des structures de plus haut niveau que
la notion d’agent et peuvent également se voir dotées, ex-
plicitement ou non, d’une éthique collective :
L’éthique collective est une combinaison de
règles morales et de principes éthiques qui
guident le choix d’actions satisfaisant les règles
morales du collectif étant donné les désirs du col-
lectif, les croyances individuelles des agents et
leurs capacités.
5.1 Exemple
Reprenons l’exemple précédent. Après avoir constaté
la similarité de leurs éthiques 3 et l’utilité d’une col-
laboration pour voler les agents fortunés, RdB et PJ
peuvent décider de bâtir une organisation appelée
Joyeux compagnons (JC). De son côté, SdN, ayant
trouvé des agents partageant son point de vue sur le vol,
peut avoir créé un second collectif, les Soldats (Sol),
chargé de faire respecter M5. L’exemple des JC et des Sol
illustre les questions majeures soulevées par les éthiques
collectives à travers deux grandes catégories : celles qui
concernent les interactions entre agents et organisations
d’agents et celles qui concernent les interactions entre or-
ganisations.
5.2 Ethique collective et éthiques indivi-
duelles en interaction
Transposant à l’échelle du collectif l’éthique individuelle,
il s’agit pour les agents de construire une éthique col-
lective. Cette éthique peut découler directement de l’orga-
nisation ou être issue de l’interaction des agents qui com-
posent le collectif. La mise en oeuvre via l’organisation
peut par exemple découler de représentations normatives.
La construction peut s’appuyer sur des techniques d’aggré-
gation spécifiques, comme en théorie du choix social ou en
formation de coalitions.
A partir de la représentation d’une telle éthique, se pose
la question de la manière dont un agent, externe ou in-
terne au collectif, peut identifier l’éthique de ce collec-
tif. Par exemple, FT devrait pouvoir identifier l’éthique des
JC. Une piste pourrait être, de la même manière que pour
un agent isolé, de la déduire à partir du comportement du
collectif. Une fois identifiée, l’agent doit pouvoir juger
l’éthique du collectif. Une fois que FT dispose d’une re-
présentation de l’éthique des JC, il veut l’évaluer par rap-
port à la sienne et en mesurer la proximité afin de pouvoir
décider par exemple d’entrer au sein de ce collectif.
De manière naturelle, il faut considérer la cohabitation
entre éthique(s) individuelle(s) et éthique collective.
Supposons que FT ait constaté une proximité entre son
3. Au sens d’une métrique comme évoqué précédemment.
éthique individuelle et celle des JC et ait décidé de re-
joindre ce collectif. Il apparaît comme nécessaire de défi-
nir comment l’agent va intégrer l’éthique collective au sein
de son raisonnement et sous quelles conditions éventuelles.
Une fois intégré à ce collectif, sa règle M5 ne pourrait-elle
pas constituer une exception au sein de l’organisation ?
Découlant de cette cohabitation, peuvent s’ensuivre des
changements, des modifications. Se pose alors la question
de l’évolution de l’éthique collective à partir, par exemple,
des éthiques individuelles. Le collectif des JC pourrait ob-
tenir les règles du nouvel arrivant et décider de faire évoluer
l’éthique collective. De son côté, l’agent pourrait laisser
de côté son éthique individuelle pour se conformer pleine-
ment à l’éthique du collectif. Si ni le collectif, ni l’agent
ne peuvent se résoudre à réviser leurs éthiques respectives,
FT pourrait également se contenter de n’e↵ectuer que des
actes conformes aux deux éthiques, c’est-à-dire donner aux
pauvres dans notre exemple.
SdN ayant constaté l’entrée de FT chez les JC, des modifi-
cations de son jugement à son encontre sont envisageables,
même s’il ne l’a jamais vu commettre de vols. Nous voyons
ainsi un autre aspect, celui du jugement de l’éthique de
membres d’un collectif à partir de l’éthique collective.
Il s’agit, enfin, de pouvoir faire respecter l’éthique col-
lective au sein d’une organisation. Il faut alors considé-
rer les réactions possibles d’un collectif face à un écart de
l’un de ses membres vis-à-vis de l’éthique collective. Dans
la mesure où les agents peuvent être contraints à choisir
entre leur éthique individuelle et celle du collectif, il peut
être intéressant de tenir compte de ces individualités lors
de l’attribution des rôles par exemple.
5.3 Ethiques collectives en interaction
Passant au niveau supérieur, nous pouvons soulever
quelques points découlant de la possible existence de plu-
sieurs éthiques collectives au sein d’un SMA. Nous pou-
vons ainsi nous interroger sur les relations entre orga-
nisations en fonction de la proximité de leurs éthiques
collectives. Ces relations peuvent varier en fonction de la
situation (par exemple face à une menace extérieure à la-
quelle aucune de ces deux organisations ne pourrait sur-
vivre sans collaboration avec l’autre).
Naturellement se pose la question de soumettre un agent
à plusieurs éthiques collectives. Sous réserve d’un en-
semble de conditions, un agent proche d’un ensemble de
collectifs pourrait être tenté d’adhérer à plusieurs de ces
organisations, ce que l’on retrouve dans le domaine de la
formation de coalitions recouvrantes. À l’inverse, un agent
contraint à des appartenances multiples devrait chercher à
concilier des éthiques collectives. De plus, cela pourrait
également introduire une modification du comportement de
ces organisations l’une envers l’autre.
Enfin se pose la question de la fusion ou fission d’organi-
sations pour des raisons éthiques. L’éthique peut être en-
visagée comme quelque chose de dynamique et source de
changement dans les organisations. Par exemple, une fis-
sion d’une organisation pourrait être envisagée si l’éthique
collective perd sa cohérence, afin d’établir de nouvelles
éthiques distinctes proposant des alternatives cohérentes.
À l’inverse, si la proximité entre deux organisations de-
vient importante, il pourrait être envisageable de chercher
un consensus éthique en vue d’une fusion.
6 Conclusion et perspectives
En nous appuyant sur un modèle abstrait d’éthique in-
dividuelle, nous avons présenté dans cet article un vaste
ensemble de questions structurées autour des interactions
entre agents, interactions entre agents et organisations et in-
teractions entre plusieurs organisations. Nous avons en par-
ticulier identifié trois questions clés pour un agent : com-
ment représenter l’éthique des autres agents, les juger et
prendre en compte ce jugement dans les mécanismes de
décision ? Nous avons aussi identifié trois questions clés
pour une organisation : comment construire, fusionner ou
fissionner des éthiques collectives, comment les faire res-
pecter, comment les faire cohabiter avec des éthiques in-
dividuelles ? Après nous être dotés d’un premier modèle
plus précis de l’éthique individuelle, nous envisageons de
définir des mesures de similarité et de mécanismes de ju-
gement qui sont les éléments nécessaires et fondamentaux
pour envisager des éthiques collectives.
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