We consider the task of determining tangent spaces for classes of rational matrix valued functions. Our analysis is based on methods from control theory, and in particular the theory of polynomial models. 
INTRODUCTION
The current activity in research on analog computation and neural networks has led to a resurgence of interest in steepest descent gradient flow techniques as a tool to investigate constrained optimization tasks, which are * Partially supported by GIF under grant I 184.
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LINEAR ALGEBRA AND ITS APPLICATIONS
271: 1-40 (1998) difficult to approach by other methods. To develop gradient flow methods for minimizing smooth functions on a manifold requires explicit knowledge of tangent spaces as well as specification of a Riemannian metric. Thus it becomes important to be able to determine such basic objects from differential geometry. As an example of such a constrained optimization problem from control theory consider the task of minimizing the H 2 distance of a stable transfer function to the class of all stable rational transfer functions of a fixed degree. In this example the constraint set is the smooth manifold Rat-(n, m, p) of stable, real rational p X m transfer functions of McMillan degree 12. To determine the gradient flow of the smooth Hz distance function one has to specify a Riemannian metric as well as needing an explicit description of the tangent spaces of Rat-( n, m, p) . Likewise one might consider the optimization task for smooth functions defined on various other classes of rational matrix functions. A case of special importance here is the class Rat(n, m, p> of arbitrary p X m real rational matrix valued functions of constant degree 72. In fact, various problems in system identification, model reduction, and H" control can be cast as minimization problems on manifolds of rational matrix valued functions, thus leading to the demand of computing tangent spaces for classes of linear systems. Delchamps (1986) was the first who derived an explicit description of the tangent bundle of Rat(n, m, p) . Using state space methods, he proved that the tangent bundle of Rat(n, m, p> has the direct sum decomposition T Rat(n, m, p) = Hom( X, RP) CB Hom(R", X)
Here X denotes the r~-dimensional vector bundle on Rat(n, m, p) whose fiber at a rational function G E Rat (n, m, p) is the abstract state space of the system defined by G. Despite the apparent beauty of such a decomposition, it is hard to work with it. In fact, the tangent spaces of Rat(n, m, p> are themselves vector spaces of rational functions. This interpretation is lost in the above description. Thus the question arises how to interpret such a decomposition in terms of rational functions. Closely related to the work of Delchamps (1986) is the recent work by Alpay, Baratchart, and Gombani (1994) . They consider the manifold Rat-( n, m, p> of stable rational functions as a subspace of the Hardy space H 2. Explicit formulas for the tangent spaces as subspaces of H 2 are derived. Moreover a decomposition formula for the tangent bundle similar to that of Delchamps is proved. Here the Hilbert space structure of the Hardy space Hz plays an essential role in simplifying the analysis considerably.
In this paper we develop a new approach to determine tangent spaces of classes of rational functions.
Instead of trying to employ Hilbert space techniques as in Alpay, Baratchart, and Gombani (1994) [which would be possible using the factorization of Douglas, Shapiro, and Shields (I971) where H, denotes the Hankel operator associated with the transfer function G(Z). We also describe explicit choices for Riemannian metrics, as well as proving that for m = p the space Rat(n, m, p) is a simplectic manifold. The previous results of Delchamps (1986) and Alpay, Baratchart, and Gombani (1994) follow directly from our results, by minor modifications.
TENSORED POLYNOMIAL MODELS
Since our results on the representation of the tangent space of Rat(n, m, p) are best expressed in terms of a tensored form of polynomial and rational models, we develop in this section the basic results about tensored polynomials models. Some of these results are needed in the sequel, but we feel that they are of intrinsic interest and will be useful for later applications.
For the standard polynomial model theory, see Fuhrmann (1976 Fuhrmann ( , 1983 and the further references therein.
Given the space RPxfn of p X m real matrices, and square matrices A and B of size p X p and m X m respectively, we define A @ B : R tJx "' -+ R I' x "I by
We extend this definition in a natural way to polynomial matrices.
To define polynomial models in this context we imitate the standard construction;
see Fuhrmann (1976 Fuhrmann ( , 1983 The importance of also considering rational model spaces is due to the fact that it allows us to do computations in a coordinate free way. We proceed to compute the dimension of a tensored polynomial model, that is, of
(1)
Proof.
We There is another, independent way ti prove the above dimension formula. 
U.HELMKE AND P.A.FUHRMANN
The last condition is equivalent to rr+A;lFAi' = 0. 
W
Of course, as an immediate corollary of the above result, we obtain the dimension formula for tensored rational models:
2.1. 
Submodules and Factorizations

Quotient Modules
Let G be a p x m strictly proper rational functions having the polynomial coprime factorizations
We consider next the tensored polynomial model X~i~n. As a special case of Equation (2) Now with the coprime factorizations (5) we associate two linear transformations S, : X, + X, and SD : XD + XE, defined by S,f = rI,zf for f E X, and analogously for SD. It is a basic result concerning polynomial models (see Fuhrmann, 1976) 
and dimIntw(So, S,-) = 6, + 36, + *** +(2p -I)$,
where Si = deg di, i = 1,. . . , m. Assume now without loss of generality that 5 = diag(d,, . . . , dp) and
and, as we have seen already, dim X,, o = n( p + m). Symbolically we can write Xo@o = (X, d ). Next, observe that 1 I m3Ll + XBerD = ((djhj + gijdj)ldegJj < aj anddeg gij < 13~). 
and so
Next we compute Intw(SD, SD). Let A and B be matrices satisfying AD = EB, with deg aij < ~5~ and deg bij < Sj. Equivalently, Note that the last m -p columns are all zero. From this we conclude that dimIntw(S,,Sa) = 6, + 36, + **f +(2p -l)S,.
Note that
To conclude the proof, we define a map 4 : X6@n + Inhv Assume now that G, = E-'N, = N, I,; ' are left and right coprime factorizations. Then it is trivial to verify that However, for these inclusions to be replaced by equalities, extra conditions have to be imposed with are tantamount to the nonexistence of zero-pole cross cancellations.
2.4.
Duality We discuss briefly the essentials of duality theory in the context of tensored polynomial models.
We can identify the dual space of Rmxp [-] with the space
where ( This shows that D, HD, is a polynomial matrix and hence that H E X*I@~'.
The representation (10) follows from this. ??
2.5.
Direct Sum Decompositions
The direct sum decomposition given in Proposition 2.2 is of importance in the proof and application of Theorem 3.1. In the next proposition we show, in the scalar case, how to actually compute this decomposition.
PROPOSITION 2.4. Let d,, d, be coprime polynomials. Then: 
where A E R"'", B E Rnx"", and C E Rpxn. Moreover, by the state space isomorphism theorem, any two such minimal realizations (A,, B,, C,> and (A,, B,, C,) are related via a uniquely determined similarity transformation
It is a well-known fact, from the very beginning of the parameterization theory of linear systems, that the rational function space Rat(n, m, p) is a smooth manifold of dimension n(m + p); see e.g. Clark (1976) . Thus it makes sense to consider the tangent spaces of Rat(n, m, p). In the sequel we will always denote by T, Rat(n, m, p) the tangent space of Rat(n, m, p) at an element G. The collection of all such tangent spaces with different base points G forms a smooth manifold, the tangent bundle T Rat(n, m, p), which is in fact a smooth vector bundle on Rat(n, m, p). We mention that in the more recent paper by Mann and Milgram (1991) a description of the normal bundle of Rat(n, m, p) can be found. Here however we take a different, more algebraic approach to studying the tangent bundle. It may well be possible that our approach can be extended to compute the tangent bundle of certain smooth compactifications of Ratin, rn, r>) as well; see e.g. Ra\i and Rosenthal (1994) .
As Ratin, m, p> is a subset of the vector space R(Z) of p X rn matrices of real rational functions, it is natural to consider the tangent spaces Thus the result follows.
2: Let G(z) = C(zZ -A)-'B b e a minimal realization. We hav~e left coprime and right coprime factorizations
(?I -A))'B = +(;-7)Z>-'.
These factorizations are unique to a common left or right unimodular factor.
By a result of Hautus and Heymann (1978) Using the last equalities and the fact that IY and r are biproper, it is clear that Xo@n and Xo,@o are equal as sets.
Having chosen K, I! as above, it is clear that D, and D, are antistable and stable respectively, and hence their determinants are coprime polynomials. Thus, by Proposition 2.2, we get the submodule direct sum decomposi-
This provides at the same time a direct sum decomposition of ~~~~ in terms of subspaces. More specifically, we have
3: Next, we analyze the spaces {SQD-' 1 S E Rpx"] and {D-"PT
T E
Rnxm}. We identify the space {De121rT 1 T E R.'"] with Hom(R", X'), via the linear map which maps O-' WT into the linear transformation h~. . This implies that SQD-' = T is a polynomial matrix. Now S@D-' is polynomial and strictly proper at the same time, so necessarily S = 0 and hence also SQjD-' = 0.
??
REMARK 3.1.
It is an open problem to find explicit ways to compute the decomposition (20) of the tangent space. In the scalar case such a constructive approach is available using Proposition 2.4.
Next we specialize our choice of the state feedback and output injection maps, K and L, in such a way that they are both canonical and depend smoothly on the transfer function G. In this we follow the ideas of Delchamps (1986) .
With any minimal realization G(z) = C(zI -A)-'B, there are associated two dual Riccati equations, namely
A*X + XA -XBB*X + C*C = 0, AY + YA* -YC*CY + BB* = 0.
The first of these equations has a unique maximal, positive definite solution X, that is stabilizing, namely, for which A -BB*X+ is stable. Similarly, let Y_ be the unique antistabilizing solution of the second equation, that is, A + Y _ C* C is antistable. It is well known (see Delchamps, 1984 ) that both solutions depend smoothly on G. Note that X, and Y_ are related as Y_= -x,1.
Thus one has to solve only one Riccati equation.
The biproper functions I and r have now the following realizations r= (g+), i== (&-j-q.
Clearly both I and T are independent of the realization and depend solely on G.
From Theorem 3.1 we deduce the following decomposition of the tangent bundle, due to Delchamps (1986) .
COROLLARY 3.1 (Delchamps).
There exists an n-dimensional vector bundle X on Ratin, m, p) such that the tangent bundle T Rat(n, m, p) is isomorphic to the Whitney sum of bundles T Rat(n, m, p) = Hom( X,RP) @ Hom(R", X).
Proof. Let X denote the n-dimensional vector bundle X on Rat(n, m, p> whose fiber Xc at G E Rat(n, m, p) is the image space of the Hankel = Hom( X,,RP) $ Hom(R", Xc).
These isomorphisms actually define isomorphisms of smooth vector bundles.
Thus it remains to show that T Rat(n, m, p) is, as a vector bundle on
Rat(n, m, p), smoothly isomorphic to the Whitney sum of vector bundles
Hom(R"[ z]/Ker H,, RP) @ Hom(R", Im HG).
The main new point we have to show is that the isomorphism (23) described in Theorem 3.1 depends smoothly on G E Rat(n, m, p). For this we have to choose the state feedback and output injection matrices K and L in a smooth way. An appropriate way to do so is via solutions of algebraic Riccati equations. Explicitly, let X, and Y_ denote the unique positive and 
THE TANGENT SPACE OF STABLE RATIONAL FUNCTIONS
In the following we specialize the computation of the tangent space to the manifold of stable rational transfer functions. Of course the previously obtained result, namely Theorem 3.1, holds in this case too. However we can reinterpret our result in terms of Douglas-Shapiro-Shields (DSS) factorizations and thus make contact with the results of Alpay, Baratchart, and Gombani (1994) .
Recall [see Fuhrmann (1981) , where a more general result is proved] that
given G E RH",-that is, G is a stable, proper rational p X m matrix valued function, where stability means analyticity and boundedness in the open left half plane-there exist representations
where S, s, Q, Q are all in appropriate RH"_ spaces with Q, Q inner functions, that is, satisfying Q* Q = I, and p 0 = I,. Moreover, these factorizations, to which we refer as DSS factorizations, can be taken to be coprime in the sense that there exist RH" solutions to the Bezout equations , it is clear from the work of Hazewinkel and Kalman (1976) and Helmke (1983) that In(n, m) can be considered as a smooth manifold of dimension nm. We will proceed with a concrete characterization of the tangent space. The result we obtain is very close to that of Alpay, Baratchart, and Gombani (1994) .
In the proof of the principal result we shall make use of the following proposition, which may be of independent interest. (31) is a lef coprime factorization.
2. The reachability and observability indices of this realization coincide.
Proof. 1: Since G is inner, it satisfies G = G-*. This implies
and the last factorization is obviously left coprime.
2: we give two different proofs. The first is functional, whereas the second is state space oriented.
We assume G has the polynomial coprime factorization (32). Since As both spaces have dimension nm, we must have equality.
THE TANGENT SPACE OF SYMMETRIC RATIONAL FUNCTIONS
We denote by Rat,, (n, m) the space of all symmetric, m X m strictly proper real matrix functions of McMillan degree n. Rat,,,,(n, m) is a manifold of dimension n(m + 1). We proceed to compute its tangent space.
Given a nonsingular polynomial matrix D, we define the symmetric tensored polynomial model X$zD by XgJD = (P E x,,,p-= P).
Here A denotes the transpose of A. The symmetric rotational model XsfzD is similarly defined by X d@o = {H E Xfi@DIg = H}. sym (35) THEOREM 6.1. Rat,,(n, m) , and let be coprime factorizations of G. Then:
Let G E
1. We have dim X5@" = n(m + 1).
Wnl (36)
The tangent space Sof
Rat,,,(n, m) at G is equal to XsfzD.
Proof.
1:
The spaces X;zD and XzI, have the same dimension. Thus it suffices to compute the dimension of the second space. We assume without In the sequel we will occasionally ignore the integrability condition do = 0 for a symplectic structure. We will then refer to this as a formal symplectic structure. 
Riemannian Metrics
Obviously, this defines a positive definite inner product on the tangent space TG Rat(n, m, p). Since X, depends smoothly on the realizations (A, B, C ), this inner product depends smoothly on G E Rat(n, m, p). Thus it defines a Riemannian metric. This metric coincides with the Riemannian metric proposed by Delchamps (1986) . We will refer to this as the Riccati based Riemannian metric on Rat(n, m, p). Note that the subspaces %!i and 2Y2 are orthogonal to each other with respect to this Riemannian metric. 
Symplectic Structure
(38)
Note that this yields a well-defined, nondegenerate bilinear form on Tc Rat(n, m, m) which is alternating. Thus we have a symplectic structure on TG Rat(n, m, m) which varies smoothly with G E Rat(n, m, m). We refer to this as the constant symplectic structure on Rat(n, m, m). Note that we have not verified that this actually defines a symplectic structure, i.e. that the integrability condition do = 0 holds.
Symplectic Structure on Rat(n)
A problem with the above formal symplectic structures on Rat(n, m, m) is that it is difficult to compute them more explicitly. Thus, in this subsection we explore some possibilities to define a symplectic manifold structure on the set Rat(n) of scalar real rational transfer functions. This makes contact with the work of Brockett and Faybusovich [1991] as well as Atiyah and Hitchin [1988] . In these papers a certain symplectic manifold structure on Rat(n) is defined, which has a resemblance to the symplectic structure (55) defined below. As we shall see, Bezoutians play a significant role in defining symplectic structures.
There are at least two different ways to define a symplectic structure on Rat(n). The first construction uses the fact that the tangent bundle T Rat(n) is trivial. The construction goes as follows.
7.3.1.
Trivialization Method.
Consider the smooth trivialization of the tangent bundle
Here [r] = (~a,. . . , r2,_ 1)T denotes the coefficient vector of any polynomial r of degree Q 2n -1. It is easily seen that T defines a diffeomorphism which maps each fiber (g} X R2" of the projection map pri : Rat(n) X R2" + Rat(n) linearly isomorphically onto {g} X Tg Rat(n). Using this trivialization of the tangent bundle, it follows that every formal symplectic structure on Rat(n) is uniquely given by a smooth map 0 : Rat(n) --+ A2(R2") of Rat(n) into the linear vector space of 2n X 2n skew symmetric matrices. Actually, in order to define a formal symplectic structure, we have to impose the additional nondegeneracy condition that R(g) is invertible for all g E Rat(n). Given such a smooth map a: Rat(n) + A2(R2">, satisfying the nondegeneracy condition, we define a symplectic structure on Rat(n) as (39)
It is immediately checked that this defines a nondegenerate, alternating bilinear form on T,Rat(n) and thus a formal symplectic structure on Rat(n).
Conversely, every formal symplectic structure on Rat(n) is of this form. at a tangent vector m/d2 E Tg Rat(n), we choose any smooth curve t * Thus Xd is a real vector space of dimension n. From Theorem 3.1 we know that the tangent space of Rat(n) at g is Tg Rat(n) = X"'. We have already seen how to split the tangent space XdP .
mto a direct sum of two n-dimensional subspaces. Here we give a different, more direct, construction. 
??
Actually, as the polynomials a,, b, appearing in the above proof vary continuously with n, the splitting of Tg Rat(n) into subspaces Xd and gXd is continuous in g E Rat(n). Thus this decomposition defines a topological splitting of the tangent bundle T Rat(n) into subbundles. There is a natural symplectic structure associated with this tangent bundle decomposition. This is where the Bezoutian enters the stage. By coprimeness of n and d, for each pair of polynomials rr, r2 E R[ z ] of degree < 2n, there exist polynomials ai, bi of degree < n such that 7ri = aid -b,n
for i = 1,2. 
is an invertible 2n X 2n skew symmetric matrix. Thus defines a nondegenerate, alternating bilinear form on XdP and therefore a symplectic structure on the tangent space. 
Using a result of Kravitsky (1980) ( see also Helmke and Fuhrmann, 19891, we 0 -B(d,n) where B(d, n) denotes the Bezoutian (see Helmke and Fuhrmann, 1989 defines a symplectic structure on the tangent spaces Tg Rat(n), g = n/rl.
Moreover, it defines an exact, and hence closed, nondegenerate differential 2-form on Rat(n).
Proof.
We have already seen that fl, defines a nondegenerate symplectic structure on Tg Rat(n) and thus defines a nondegenerate differential Z-form o1 on Rat(n). It remains to show that wi is exact, that is, w, = da, Thus dpl, . ..> dp,, dg,, . . . > dqn form a basis of smooth exact l-forms on Rat(n) which is dual to the basis {d-l, .zd-', . . . , znmldml, nde2, n.zS2, . . . , 722 "-'dw2) of the tangent space.
We can decompose any tangent vectors 5,~ E Tg Rat(n) with respect to the above basis of Tg Rat(n) as Then, for i Q j, the wedge product of dpi and dqj is 
is an exact e-form on Rat(n) with (Y = C:,=, pi dq,, __.i+ ,.
Of course, we can also consider other choices of symplectic forms on Rat(n). Whether or not these symplectic structures actually define closed Of course, all these choices define nondegenerate alternating bilinear forms on each tangent space. Moreover, they vary smoothly with g E Rat(n). The problem remains to check if they yield all closed e-forms on Rat(n).
