Abstract. This paper presents a new s cumulative constraint which generalizes the original cumulative constraint in different ways. The two most important aspects consist in permitting multiple cumulative resources as well as negative heights for the resource consumption of the tasks. This allows modeling in an easy way new scheduling and planning problems. The introduction of negative heights has forced us to come up with new propagation algorithms and to revisit existing ones. The first propagation algorithm is derived from an idea called sweep which is extensively used in computational geometry; the second algorithm is based on a combination of sweep and constructive disjunction, while the last is a generalization of task intervals to this new context. A real-life timetabling problem originally motivated this constraint which was implemented within the SICStus finite domain solver and evaluated against different problem patterns. Abstract. This paper presents a new s cumulative constraint which generalizes the original cumulative constraint in different ways. The two most important aspects consist in permitting multiple cumulative resources as well as negative heights for the resource consumption of the tasks. This allows modeling in an easy way new scheduling and planning problems. The introduction of negative heights has forced us to come up with new propagation algorithms and to revisit existing ones. The first propagation algorithm is derived from an idea called sweep which is extensively used in computational geometry; the second algorithm is based on a combination of sweep and constructive disjunction, while the last is a generalization of task intervals to this new context. A real-life timetabling problem originally motivated this constraint which was implemented within the SICStus finite domain solver and evaluated against different problem patterns.
Introduction
Within the constraint community, the cumulative constraint was originally introduced in [1] 
From an interpretation point of view, the cumulative constraint matches the single resource-scheduling problem [14] , where n Origin Origin ,.., 1 correspond to the start of each task, n Duration Duration ,.., 1 to the duration of each task, and n Height Height ,.., 1 to the amount of resource used by each task. The cumulative constraint specifies that, at any instant i , the summation of the amount of resource of the tasks that overlap i , does not exceed Limit .
Over the past years the cumulative constraint was progressively integrated within most of the current constraints systems [10] , [11] , [20] , and extended by introducing elastic [11] or continuous [16] resource consumption. It was also used with success as an essential component of a large number of real-life applications involving resource constraints. However, feedback resulting from handling industrial problems has pointed out several serious modeling limitations. Perhaps the most serious limitation concerns the fact that quite often we have more that one cumulative resource [2] . Planning problems [3] , [5] also require dealing with tasks for which we don't know the resource in advance. A second major restriction concerns the fact that the amount of resource used by each task is non-negative. By allowing both negative and positive values for the amount of resource used by a task we open the s cumulative constraint to producer-consumer problems where a given set of tasks has to cover another set of tasks (i.e. a demand profile). A major modeling advantage comes from the fact that the profile to cover does not necessarily need to be completely fixed in advance which is actually the case for current approaches.
For all the previously mentioned reasons, we present a new constraint called, s cumulative , which generalizes the original cumulative constraint in 4 different ways: − First, it allows expressing the fact that we have several cumulative resources and that each task has to be assigned to one of these resources. − Second, the amount of resource used by each task is a domain variable which can take positive or negative values. − Third, one can either enforce the cumulated consumption to be less than or equal, or greater than or equal to a given level. − Finally, on a given resource, the previous constraint on the cumulated resource consumption holds only for those time-points that are overlapped by at least 1 task.
The next section introduces the s cumulative constraint as well as several typical utilizations. Sect. 3 provides a detailed description of the main propagation algorithm. It also gives the flavor of an algorithm which combines sweep and constructive disjunction in order to derive additional pruning. Finally the last section presents the first experimental results on a large selection of typical patterns of the s cumulative constraint. 
The cumulatives Constraint
Condition (3) imposes for each task t the fact that its end is equal to the sum of its origin and its duration. When Constraint is equal to ≤ (respectively ≥), Condition (4) enforces that, for each instant i that is overlapped by at least one task t , such that t is assigned to resource m , the sum of the Height attribute of all tasks j , that both are assigned on resource m and overlap instant i , is less or equal (respectively greater or equal) than the Limit 2 attribute of resource m . , all related to a typical utilization of the constraint. Each resource is represented as a drawing where the horizontal and the vertical axes respectively correspond to the time and to the amount of used resource. A task is represented as a rectangle for which the length and the height respectively match the duration and the absolute value of the amount of resource used by the task. The position of the leftmost part of a rectangle on the time axis is the start of the task. Tasks with positive or negative heights are respectively drawn on top or below the time axis, so that we can look both to the cumulated resource consumption of the tasks with a positive height and to the cumulated consumption of the tasks with a negative height. Finally the Constraint parameter and the Limit attribute are mentioned to the right of each resource. − Part (A) is the classical original cumulative constraint described in [1] . In the Resources parameter we have introduced one single resource, which has value 1 as identifier and 4 as its maximum capacity. − Part (B) is an extension of the original cumulative constraint where we have more than one single resource. − Part (C) is the at least variant of the cumulative constraint available in CHIP. This variant enforces to reach a minimum level between the first 4 and the last 5 utilization of the resource. In order to express the previous condition we create a dummy task of height 0 (represented by the thick line between instants 2 and 5) for which the start and the end respectively correspond to the earliest start and to the latest end of the different tasks to schedule. For this purpose we respectively use a minimum and maximum 6 constraints [6] . − Part (D) is a new variant of the previous case where the "at least" constraint applies only for the instants that are overlapped by at least one task. − Part (E) is a producer-consumer problem [18] where tasks 1,2 represent producers, while tasks 3,4 are consumers. On one side, a producer task starts at the earliest start and produces a quantity equal to its height at a date that corresponds to its end. On the other side, a consumer task ends at the latest end and consumes a quantity equal to its height at a date that matches its start. The resource can be interpreted as a tank in which one adds or removes at specific points in time various quantities. The s cumulative constraint enforces that, at each instant, one does not consume more than what is currently available in the tank. − Part (F) is a generalization of the previous producer-consumer problem where we have two tanks. As for the previous example the s cumulative constraint enforces no negative stocks on both tanks. − Part (G) describes a covering problem where one has to cover a given workload by a set of tasks. The workload can be interpreted as the number of persons required during specific time intervals, while a task can be interpreted as the work performed by a group of persons. The height of the initially fixed tasks (i.e. tasks 1 and 2) that represent the workload is modelled with negative numbers, while the height of the tasks related to the persons (i.e. tasks 3,4,5,6) is positive. The covering constraint is imposed by the fact that, at each point in time, the s cumulative constraint enforces the cumulated height, of the tasks that overlap this point, to be greater than or equal to 0: at each point in time the number of available persons should be greater than or equal to the required demand expressed by the work-load to cover. A thick line indicates the cumulated profile resulting from the negative and positive heights. − Finally, part (H) generalizes (G) by introducing 2 distinct workloads to cover.
Propagation Algorithms
The purpose of this section is to introduce two algorithms used for implementing the s cumulative constraint. The first algorithm, based on the idea of sweep, is required for checking 7 the constraint and for doing some basic pruning, while the second algorithm performs additional pruning by using constructive disjunction [12] , [19] . We have also generalized task intervals [4] , [11] , [13] to the case where negative resource consumption (i.e. production of resource) is also allowed. Since the "at least" and "at most" sides of the s cumulative constraint are symmetric, we only focus on the "at least" side 8 where the constraint enforces for each resource to reach a given minimum level.
Before going further into the presentation of the algorithms, let us first introduce some notions which will be used in the different algorithms. 7 It is based on a necessary condition that is also sufficient when all the attributes of the different tasks are fixed. 8 To get the algorithm for the "at most" side one has to replace in the forthcoming algorithms "max(Height The last five functions return fail if a contradiction was found (i.e. the domain of the pruned variable var becomes empty), or return delay otherwise.
The Sweep Algorithm
The sweep algorithm is based on an idea that is widely used in computational geometry and that is called sweep [8, page 22] , [17, pages 10-11] . Within constraint programming, sweep has also been used in [7] for implementing different variants of the non-overlapping constraint.
In dimension 2, a plane sweep algorithm solves a problem by moving a vertical line from left to right. The algorithm uses two data structures: − A data structure called the sweep-line status, which contains some information related to the current position ∆ of the vertical line, − A data structure named the event point series, which holds the events to process, ordered in increasing order according to the abscissa. The algorithm initializes the sweep-line status for the starting position of the vertical line. Then the line "jumps" from event to event; each event is handled and inserted or removed from the sweep-line status. In our context, the sweep-line scans the time axis on a given resource r in order to build an optimistic 10 cumulated profile (i.e. the sweep-line status) for that resource r and to perform check and pruning according to this profile and to the limit attribute of resource r . This process is repeated for each resource present in the second argument of the s cumulative constraint. Before going further into any detail, let us first give the intuition of the sweep algorithm on the simple case where all tasks are fixed.
Consider the illustrative example given in Fig. 2 , which is associated to instance (D) of Fig. 1 . Since all the tasks of the previous constraint are fixed, we want to check that, for each time point i where there is at least one task, the cumulated height of the tasks that overlap i is greater than or equal to 2. The sweep-line status records the following counters is the number of such tasks. Since we don't want to check every time-point, the event points correspond only to the start and to the end of each task: − For the start of each task t we generate a start-event, which will respectively in- 10 Since the constraint enforces to reach a given minimum level, we assume that hopefully, each task will take its maximum height. We initially generate all these events, sort them in increasing order and finally handle them as explained before. Each time we finish to handle all the events associated to a given date, and only when task nb _ is strictly greater than 0, we check that height sum _ is greater than or equal to the required minimum level. The next paragraph introduces the sweep-line status and the event points we consider when the tasks are not yet fixed, while Sect. 3.1.2 explains how to prune the attributes of the tasks according to the sweep-line status.
Checking for Failure
Given that we want to catch situations where, for sure there is no solution to the s cumulative constraint, the sweep algorithm assumes that each task will take its maximum height 11 in order to facilitate to reach the required minimum level. For a given resource r , let us first introduce the following sets that will be used later on: − CHECK r is the set of tasks, that simultaneously have a compulsory part, are assigned to r , and have a maximum height that is strictly less than [ ] ( ) r Limit , 0 max . − BAD r is the set of tasks, that have a compulsory part, are assigned to resource r and have a strictly negative maximum height. − GOOD r is the set of tasks, that may be, or are actually assigned to resource r and have a maximum height that is strictly greater than 0.
Time-Points to Check
Since the s cumulative constraint considers only those instants where there is at least one task, the sweep algorithm has to perform a check only for those instants, that correspond to the support of the compulsory part of a task assigned to resource r . Moreover no check is required for those instants where we only have compulsory part of tasks for which the maximum height is greater than or equal 11 Remember that we present the "at least" side where, for each resource, the s cumulative constraint enforces to reach a given minimum level. • nb_task=1
gives the number of tasks of the set CHECK r for which the compulsory part intersects the current position ∆ of the sweep-line.
Building the Optimistic Profile
For a given resource r , the optimistic cumulated profile is obtained by considering two kinds of contributions: − The contributions of the tasks that belong to the set BAD r ; since their maximum height is strictly negative, the contribution of these tasks in the cumulated profile is bad from the point of view of the minimum level to reach. This is why we count such contribution only for those instants where it occurs for sure, that is for the support of the compulsory part of such tasks. − The contributions of the tasks that belong to GOOD r ; since it is strictly positive, the contributions in height of these tasks in the cumulated profile can help to reach the required minimum level. This is why, it is counted for all instants where such a task can be placed, that is between its earliest start and its latest end. The sum of the previous contributions is recorded in a second counter, denoted r height sum _ , which is also associated to the status of the sweep-line corresponding to resource r . It gives for the current position of the sweep-line, the sum of the maximum height of the tasks t that satisfy one of the following conditions: 
Recording the Tasks to Prune
In order to prepare the pruning phase we store the tasks that can intersect in time the current position ∆ of the sweep line. , where: − type tells whether we have a check , a profile or a pruning event; in case of a pruning event the content of the slot increment is irrelevant, − task indicates the task which generate the event, − date specifies the location in time of the event, − increment gives the quantity to add to A second sweep on resource 1 (see part (C) of Fig. 3 ) is performed in order to saturate and part (D) describes the corresponding pruning. • nb_task=1
• sum_height=5
Complexity of the Sweep Algorithm
Let m be the number of resources, n the total number of tasks and p the number of tasks for which at least one attribute is not fixed. First note that updating the sweep-line status and performing the pruning actions (Algorithms 2, 3 and 4) 18 is done in ( ) 1 O . Second, given that a task can generate at most 7 events (see Table 1 ), the total number of events is proportional to the number of tasks n . Since we first sort all these events and scan through them in order to update the sweep-line status the complexity of the check procedure on a resource is ( )
As the total number of calls to the pruning algorithms is less than or equal to the total number of events and since during a pruning step we consider at most p tasks, the complexity of the pruning on a resource is ( ) p n O ⋅ . As we have m resources, the overall complexity of the sweep algorithm is ( )
Additional Pruning Algorithms
A second algorithm based on constructive disjunction [12] , [19] and on some of the propagation rules (lines 5-9 of Algorithm 3 and lines 2-3 of Algorithm 4) of the previous pruning algorithms was implemented. For a not yet assigned task, it consists first in making the hypothesis that it is assigned on its possible resources and in performing the mentioned pruning rules. In a second phase we remove those values that were rejected in all the previous hypotheses. Finally we mention that we have generalized task intervals [11] to the facts that we both have negative heights and more than one machine.
Experimental Results
Benchmark Description As it was already shown in Sect. 2, the s cumulative constraint can model a large number of situations. Rather than focusing on a specific problem type, we tried to get some insight of the practical behavior of the sweep algorithm on a large spectrum of problem patterns. For this purpose we generated 576 different problems patterns by combining the possible ways to generate a problem instance as shown by Table 2 .
For each problem pattern we generated 20 random instances with a fixed density for the resource consumption and computed the median time for running a limited discrepancy search of order 1 for 50, 100, 150 and 200 tasks. Benchmarks were run on a 266 Mhz Pentium II processor under Linux with a version of SICStus Prolog compiled with gcc version 2.95.2 (-O2). Our experiments were performed by fixing the tasks according to their initial ordering; within a task, we successively fixed the resource consumption, the machine, the origin and the duration attributes.
Analysis Parts (A) and (B) of Fig. 4 report on the best, median and worst patterns when most of the tasks are not fixed as well as when most of the tasks are fixed. A 18 We assume that all operations on domain variables are performed in ( ) where each position indicates the way to generate the corresponding characteristic. For instance part (A) tells us that, when all tasks are nearly free, the combination "random earliest start", "variable small or large duration", "positive or negative resource consumption" and "full set of machines" is the most time-consuming one.
Finally parts (C) to (F) show for each way to generate a task attribute the total median time over all problem patterns that effectively use this given method divided by the number of problem patterns. For example, (D) gives the following ordering (in increasing time) for the different way to generate the duration attribute: "fixed small duration", "variable small duration", "fixed small or large duration", "variable small or large duration". 
Conclusion
A first contribution of this paper is to come up with a definition of the s cumulative constraint which for the first time completely unifies the "at most" and "at least" sides of the constraint. Surprisingly enough different variants of the "at least" side of the cumulative constraint were introduced in different constraint systems but, to our best knowledge, nothing was published on this topic, and one may assume that distinct algorithms were used for the "at least" and the "at most" sides. In contrast our approach allows coming up with the same algorithm for both sides. Moreover this algorithm assumes neither the duration nor the resource consumption to be fixed, and provides pruning for all the different types of attributes of a task. A second major contribution from the modeling point of view, which was never considered before, neither in the constraint nor in the operation research community [9] , [14] , is the introduction of negative heights for the quantity of resource used by the tasks. This opens the s cumulative constraint to new producer consumer problems [18] or to new problems where a set of tasks has to cover several given profiles, which may not be completely fixed initially. 
