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ON THE IRREDUCIBLE REPRESENTATIONS OF
GENERALIZED QUANTUM DOUBLES
SEBASTIAN BURCIU
Abstract. A description of all the irreducible representations
of generalized quantum doubles associated to skew pairings of
semisimple Hopf algebras is given. In particular a description of
the irreducible representations of semisimple Drinfeld doubles is
obtained. It is shown that the Grothendieck ring of these gener-
alized quantum doubles have a structure similar to the rings that
arise from Green functors. In order to do this we give a formula
for the tensor product of any two such irreducible representations.
1. Introduction and main results
In what follows k is an algebraically closed field of characteristic zero.
All the algebras and fusion categories considered here are over k.
To any skew pairing λ : U⊗H → k one can associate a twisted Hopf
algebra Dλ(U,H) of U ⊗H called the generalized quantum double of
U and H (see [20]). If H is finite dimensional, U = H∗ cop, and λ is
the usual evaluation map then one obtains the usual quantum double
D(H) introduced by Drinfeld.
In this paper we describe all the irreducible representations of the
Hopf algebras Dλ(U,H) when U and H are semisimple Hopf algebras
and λ induces a surjective map λ(u, −) : U → H∗ cop. To this end, we
apply Clifford’s correspondence for semisimple Hopf algebras that was
developed in [7].
The irreducible representations of the Drinfeld double D(G) of a fi-
nite group are parameterized by pairs (g,M) where g runs through
representatives of conjugacy classes of G, and M is an irreducible
CG(g)-representation. To the pair (g,M) it corresponds the induced
representations kG⊗kCG(g) M (see [19] or [28].)
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Our main result is a description of irreducible representations of
Dλ(U,H) that generalizes the above description for finite groups G.
More precisely, we prove the following.
Theorem 1.1. Suppose that f : U → H∗ cop is a surjective Hopf algebra
isomorphism. Then all the irreducible Dλf (U,H)-representations are
of the form Sg,M := H ⊗L(g) M for some element g ∈ G and some
irreducible representation M ∈ Ig.
Here the group G is the universal grading group of Rep(U). There-
fore G is defined by K(U) = kG∗ where K(U) is the largest central
Hopf subalgebra of U . For the definition of the set Ig see Equation
3.25. A definition of the Hopf subalgebra L(g) of H is given in 3.16
and it can be regarded as a generalization of the group algebra of the
centralizer of a group element. Moreover, in Corollary 3.26 we also give
a parametrization (g,M) 7→ Sg,M of all irreducible representations of
Dλf (U,H) similar to the case of the quantum double D(G).
A similar description of the simple objects of the braided center
of a graded fusion category was given recently in [14]. It was shown
in Proposition 3.9 of [14] that in this situation the simple objects of
Z(C) are in bijection with the pairs formed by a representative of a
conjugacy class of the universal grading group U(C) and some simple
equivariant objects of the corresponding grading components. Connec-
tions between the results obtained in [14] and our results are provided
in Section 4.
In Section 5 we give a categorical description of the category of rep-
resentations Rep(Dλf (U,H)) for a surjective morphism f of Hopf alge-
bras. We show that Rep(Dλf (U,H)) is the relative center of the image
functor f∗ induced by f . The notion of relative center of a tensor func-
tor appears in [4] and is a particular case of the notion of relative center
of a bimodule category introduced in [14].
Our second main result is a formula for the tensor product Sg,M⊗Sh,N
of two such irreducible Dλf (U,H)-representations. This is given in
Section 6 where the following is proven:
Theorem 1.2. Suppose that f : U → H∗ cop is a surjective morphism
of Hopf algebras. Let M ∈ Ig and N ∈ Ih as above. Then the tensor
product of two irreducible Df (U,H)-modules is given by:
(1.3) (H ⊗L(g) M)⊗ (H ⊗L(h) N) ∼= ⊕x∈D(H ⊗L( xg h) P (x))
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where D is a set of representatives for the double cosets Fg\F/Fh and
P (x) ∈ I xgh is given by
(1.4) P (x) := ( xM ↓
L( xg)
L( xg)∩L(h) ⊗N ↓
L(h)
L( xg)∩L(h)) ↑
L( xgh)
L( xg)∩L(h)
The finite group F is defined by K(H) = kF ∗ and the conjugate
modules xM are defined as in Equation 6.13.
The above formula shows that the Grothendieck ring structure of
Dλf (U,H) is also similar to the Grothendieck ring of D(G) of a finite
group G. The latter ring was described by Cibils in [9]. These ring
structures were very intensively studied by various authors in connec-
tion with the Hochschild cohomology ring and with the rings coming
from Green functors. (see for instance [10], [3]). Witherspoon noticed
in [30] that abelian cocentral extensions of Hopf algebras have also this
type of structure. Connections with the ring construction from [30] are
given in Section 6.
The organization of the paper is the following. In the second section
we describe the tools that are needed for the rest of this work. They
include the basic notions of extensions of normal Hopf algebras from
[5] and the results on Clifford theory developed by the author in [7].
The third section gives the general description of the irreducible rep-
resentations of the generalized quantum doubles of Dλf (U,H). To this
end we prove that K(U) is a normal Hopf subalgebra of Df(U,H) and
apply Clifford’s correspondence for this normal Hopf subalgebra.
In Section 4 we prove that a semisimple generalized quantum double
Dλ(U,H) is a cocentral extension of a certain Hopf subalgebra by the
group algebra of the universal grading group of the category Rep(U).
Section 5 discusses the categorical interpretation of the double crossed
product. It is shown that the category of representations of a general-
ized quantum double is the relative center of a certain tensor functor.
In the last section we prove the tensor product formula from Theorem
1.3. Using this we show that the Grothendieck ring of a generalized
quantum double has a structure similar to the one obtained in [30].
2. Preliminaries
In this section we recall the basic notions and results on semisimple
Hopf algebras and fusion categories that are needed for the rest of the
paper.
Throughout of this paper any finite dimensional semisimple Hopf
algebra A will be defined over a fixed algebraically closed field k of
characteristic zero. Then A is also a cosemisimple Hopf algebra and
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S2 = Id (see [18]), where S is the antipode of A. The set of irreducible
characters of A is denoted by Irr(A). The Grothendieck group G(A)
of the category Rep(A) of finite dimensional left A-modules becomes
a ring with the multiplicative structure induced by the tensor product
of A-modules. Then C(A) = G(A)⊗Z k is a semisimple subalgebra of
A∗ [31] and it has a basis given by the characters of the irreducible
A-modules. There is a unique bilinear form mA : C(A) × C(A) → k
on C(A) determined by the relation mA([V ], [W ]) = dimHomA(V,W )
for any two A-modules V and W .
2.1. Conjugate modules for normal extensions. Let B ⊂ A be
a normal Hopf subalgebra of a semisimple Hopf algebra A and let M
be an irreducible B-module with associated character α ∈ C(B). We
recall the following notion of conjugate module introduced in [5]. It
was also previously considered in [26] in the cocommutative case.
If W is an A∗-module then W ⊗M becomes a B-module with the
following structure:
(2.1) b(w ⊗m) = w0 ⊗ (S(w1)bw2)m
for all b ∈ B, w ∈ W and m ∈ M . Here we used that any left A∗-
moduleW is a right A-comodule via ρ(w) = w0⊗w1. It can be checked
that if W ∼= W ′ as A∗-modules then W ⊗M ∼= W ′⊗M . Thus for any
irreducible character d ∈ Irr(A∗) associated to a simple A-comodule
W one can define the B-module dM := W ⊗M . If α ∈ C(B) is the
character of M then the character dα of dM is given by
(2.2) dα(x) = α(Sd1xd2)
for all x ∈ B (see Proposition 5.3 of [5]).
2.1.1. Rieffel’s equivalence relations for normal extensions. We say that
two B-modules V and W are equivalent if there is an irreducible A-
module M such that both V and W are irreducible constituents of of
M ↓AB. This defines an equivalence relation ∼B on the set Irr(B) of
irreducible characters of B (see [5]). The same notation is used for
the corresponding equivalence relation on Irr(B). There is an analogue
equivalent relation on Irr(A). Two A-modulesM and N are equivalent
if there is an irreducible B-module V that is constituent to both MB
and NB. This equivalence relation is usually denoted by ∼
A.
Remark 2.3. According to [5] there is a bijective correspondence be-
tween the equivalence classes of ∼A and ∼B. This correspondence is
given as follows. Let V be an irreducible A-module andM a constituent
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of VB. Then the equivalence class of V under ∼
A corresponds to the
equivalence class of M under ∼B.
Remark 2.4. From Proposition 5.12 of [5] it follows that the equiva-
lence class of the character α ∈ Irr(B) is given by all the irreducible
constituents of dα as d runs through all irreducible characters of A∗.
2.1.2. Restriction and induction to normal Hopf subalgebras. We re-
call the following results for induction and restriction to normal Hopf
subalgebras from [5] that will be needed letter.
Proposition 2.5. Let B be a normal Hopf subalgebra of a semisimple
Hopf algebra A. Let V be an irreducible A-module with character χ ∈
Irr(A) and M be an irreducible B-module with associated character
α ∈ Irr(B). Suppose that V is a constituent of MB. Then
(2.6) χ ↓AB= χ(1)
∑
β∼Bα
β(1)β
∑
β∼Bα
β(1)2
(2.7) α ↑AB=
α(1) dimA
dimB
∑
µ∼Aχ
µ(1)µ
The two equations above combined give the following:
(2.8) α ↑AB↓
A
B=
dimA
dimB
α(1)
(
∑
β∼Bα
β2(1))
∑
β∼Bα
β(1)β
for any α ∈ Irr(B).
Suppose that B is an equivalence class of ∼B corresponding by Re-
mark 2.3 to the equivalence class A of ∼A. Since A is a free left
B-module it follows that
(2.9)
∑
M∈A
(dimM)M ↓AB=
dimA
dimB
∑
V ∈B
(dimV )V
2.1.3. Subsets closed under multiplication and duality. Recall from [22]
that a subset X ⊂ Irr(A∗) is closed under multiplication if for every
χ, µ ∈ X in the decomposition of χµ =
∑
γ∈Irr(A∗)mγγ one has γ ∈ X
if mγ 6= 0. A subset X ⊂ Irr(A
∗) is closed under “ ∗ ” if x∗ ∈ X for all
x ∈ X .
Any subset of X ⊂ Irr(A∗) closed under multiplication and ” ∗ ”
generates a Hopf subalgebra A(X) of A by
A(X) := ⊕x∈Irr(A∗)Cx
where Cx is the simple subcoalgebra of A associated to x.
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2.1.4. Definition of the stabilizer of an irreducible module. Let M be
an irreducible B-module and α ∈ Irr(B) be its character. Then the
following result was proven in [7].
Proposition 2.10. The set {d ∈ Irr(A∗) | dα = ǫ(d)α} is closed under
multiplication and “ ∗ ”. Thus it generates a Hopf subalgebra ZA(α) of
A that contains B.
Example 2.11. Let A = kG and B = kN for a normal subgroup N
of G. In this situation ZA(α) coincides with the group algebra of the
classical stabilizer of α in G that was introduced by Clifford in [11].
In analogy with the group algebra case the Hopf subalgebra ZA(α)
is called in [7] the stabilizer of α in A.
Remark 2.12. Let B a normal Hopf subalgebra of a semisimple Hopf
algebra A andM be an irreducible B-module with character α ∈ Irr(B).
If C is any subcoalgebra of A then C ⊗M has a structure of B-module
as in Equation 2.1 using the fact that C is a right A-comodule via
∆. Then it follows that C ⊗M ∼= M |C| as B-modules if and only if
C ⊂ ZA(α).
2.1.5. Clifford theory for Hopf algebras. Let B ⊂ A be an extension
of normal semisimple Hopf algebras. Fix an irreducible B-module M
with character α ∈ Irr(B). Suppose that B1 is the equivalence class of
α under Rieffel’s equivalence relation ∼B on Irr(B) for the inclusion
B ⊂ A (see subsection 2.1.1).
As in Remark 2.3 suppose also that A1 is the corresponding equiva-
lence class of B1 on Irr(A). Consider the characters:
(2.13) b1 =
∑
β∈B1
β(1)β.
and
a1 =
∑
χ∈A1
χ(1)χ.
2.1.6. Rieffel’s equivalence relations for the inclusion B ⊂ ZA(α). Since
B is a normal Hopf subalgebra of ZA(α) one can define as above two
equivalences relations, on Irr(ZA(α)) respectively Irr(B).
From the definition of the stabilizer it follows that α by itself form
an equivalence class of Irr(B), say B′1. Then as in Remark 2.3 one can
let Z1 to be the corresponding equivalence class of B1 on Irr(ZA(α))
Thus by definition it follows that Z1 is given by
Z1 = {ψ ∈ Irr(ZA(α))| ψ ↓
ZA(α)
B
contains α}.
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In this situation, for all irreducible characters ψ ∈ Z1 one has by
Formula 2.6 that ψ ↓ZA(α)
B
= ψ(1)
α(1)
α.
2.1.7. Definition of the Clifford correspondence for Hopf algebras. As
proven in [7] the above arguments imply that for any ψ ∈ Z1 all the
irreducible constituents of ψ ↑AZA(α) are in A1.
Definition 2.14. Let B ⊂ A be a normal extension of semisimple Hopf
algebras. We say that Clifford correspondence holds for the extension
B ⊂ A and the irreducible character α ∈ Irr(B) if ψ ↑AZA(α) is irreducible
for any irreducible character ψ ∈ Z1 and the induction function
ind : Z1 → A1
given by ind(ψ) = ψ ↑AZA(α) is a bijection.
2.1.8. Necessary and sufficient conditions for Clifford correspondence
to hold for the character α ∈ Irr(B) and inclusion B ⊂ A.
Theorem 2.15. ( [7].) Let B ⊂ A be a normal extension of semisim-
ple Hopf algebras and M be an irreducible B-module with associated
character α ∈ Irr(B). Then Clifford correspondence holds for α if and
only if the following equivalent conditions are satisfied:
(1) ZA(α) is a stabilizer in the sense given in [25].
(2) The following equality holds:
(2.16) mB(α, α ↑
A
B↓
A
B) = mB(α, α ↑
ZA(α)
B ↓
ZA(α)
B ).
As noted in [29] for a finite group algebra extension kH ⊂ kG with
H normal subgroup of G the above condition is satisfied for any α ∈
Irr(H). In this case one obtains the classical Clifford correspondence
for groups from [11].
2.2. Fusion categories associated to semisimple Hopf algebras.
In this subsection we recall few basics things on fusion categories and
then consider the fusion category Rep(A) associated to a semisimple
Hopf algebra A.
2.2.1. Gradings of fusion categories. Let G be a finite group. Recall
that a fusion category C is G-graded if there is a decomposition
(2.17) C = ⊕g∈GCg
of C into a direct sum of full abelian subcategories such that the tensor
product of C maps Cg × Ch to Cgh, for all g, h ∈ G.
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There is a universal grading on C by a group U(C) called the universal
grading group of C. The universal property of this grading consists of
the fact that any other grading on C is obtained by a quotient group
of the universal group U(C).
The fusion category C is also called a G-extension of C1. Gradings
and extensions play an important role in the study and classification
of fusion categories (see [15] and [13]).
2.2.2. Universal grading group of Rep(A). For a semisimple Hopf alge-
bra A letK(A) be the largest central Hopf subalgebra of A. SinceK(A)
is a commutative Hopf algebra and k algebraically closed it follows that
K(A) = kG∗ for some finite group G.
If C := Rep(A) is the fusion category of finite dimensional represen-
tations of A then it follows that U(C) = G (see Theorem 3.8 of [15].)
Moreover, if
(2.18) C = ⊕g∈GCg
is the universal grading of Rep(A) then an irreducible character χ of
A satisfies χ ∈ Cg if and only if χ ↓
A
K(A)= χ(1)g. Following the proof of
Theorem 3.8 of [15] it is easy to deduce that
(2.19) pg =
∑
M∈O(Cg)
eM
where O(Cg) is the set of isomorphism classes of simple object of the
abelian category Cg. Here eM ∈ H is the primitive central idempotent
associated to M .
On the other hand, by Frobenius reciprocity, it follows that g ↑AK(A)=∑
χ∈Cg
χ(1)χ. Thus one has
(2.20)
∑
χ∈Cg
χ(1)2 =
dimA
|G|
and therefore FPdim(Cg) =
dimA
|G|
where FPdim(Cg) is the dimension
Frobenius - Peron of Cg (see [12] for its definition).
2.2.3. Nilpotent fusion categories. Recall that a fusion category C is
called nilpotent if there is a sequence of fusion categories
C0 = Veck, C1, ..., Cn = C
such that Ci is a Gi-extension of Ci−1, for some finite groups G1, · · · , Gn.
This is equivalent to the fact that the sequence of adjoint subcategories
(2.21) C ⊇ C1 ⊇ C2 · · · Cn ⊇ Cn+1 · · ·
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stops at Cm = Vec for some m ≥ 1. Recall from [15] that the adjoint
subcategories are defined inductively by C1 = Cad and Cn+1 = (Cn)ad
for all n ≥ 1.
If C = Rep(A) for some semisimple Hopf algebra A it follows that
Cad = Rep(A//K(A)). Moreover there are Hopf subalgebras
(2.22) K1(A) = K(A) ⊆ · · ·Kn(A) ⊆ Kn+1(A) · · ·
of A such that Cn = Rep(A//Kn(A)). Thus Rep(A) is a nilpotent
fusion category if and only if Km(A) = A for some m ≥ 1.
3. Irreducible modules over generalized quantum doubles
In this section a description of the irreducible modules of semisimple
generalized quantum doubles will be given by using Clifford’s corre-
spondence for Hopf algebras that was developed in the previous sec-
tion.
3.1. Generalized quantum doubles of Hopf algebras. Majid in-
troduced in ([20, Example 7.2.6]) the following generalization of the
construction of a Drinfeld double. Let U and H be Hopf algebras and
λ : U ⊗H → k be a skew pairing of U ⊗H . Recall from [20] that this
means that λ is an invertible bilinear map such that
(3.1) λ(u, ab) = λ(u2, a)λ(u1, b)
(3.2) λ(uv, a) = λ(u, a1)λ(v, a2)
(3.3) λ(1, a) = ǫ(a)
(3.4) λ(u, 1) = ǫ(u)
for all u, v ∈ U and a, b ∈ H . Let A := U ⊗H be the tensor product
Hopf algebra of U and H and let σ : A ⊗ A → k be the bilinear map
defined by
(3.5) σ(u⊗ a, v ⊗ b) = ǫ(a)λ(v, a)ǫ(b)
for all u, v ∈ U and a, b ∈ H . Then it can be easily checked that σ is
an invertible 2-cocycle on A (see also [1]) with the inverse given
σ−1(u⊗ a, v ⊗ b) = ǫ(a)λ−1(v, a)ǫ(b),
for all u, v ∈ U and a, b ∈ H . Here λ−1(v, a) = λ(Sv, a) = λ(v, S−1a)
is the convolution inverse of λ.
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The twist Hopf algebra Aσ is called a crossed product Hopf algebra of
U and H with respect to λ and it is denoted by Dλ(U,H). Note that U
and H are both Hopf subalgebras of Dλ(U,H) and the multiplication
map m : U ⊗ H → Dλ(U,H) is bijective. Therefore Dλ(U,H) is a
particular case of bicrossed product (of U and H) in the sense given
by Majid in [20].
The multiplication formula in Dλ(U,H) is given by
(u ⊲⊳ a)(v ⊲⊳ b) = λ(v1, a1)λ(v3, S
−1a3)uv2 ⊲⊳ a2b
and the antipode of Dλ(U,H) is given by
S(u ⊲⊳ a) = S(a)S(u) = λ(Su3, Sa3)λ(Su1, a1)Su2 ⊲⊳ Sa2.
These double crossed products Dλ(U,H) are also called generalized
quantum doubles since they generalize the well known construction of
a quantum double.
3.1.1. Definition of Dλf (U,H). Consider a Hopf algebra map f : U →
H∗ cop and define
λf(u, h) = f(u)(h)
for all u ∈ U and h ∈ H . Then λf becomes a Hopf skew pairing as
above. Moreover the inverse of λf is given by
λ−1f (u, h) = f(u)(S
−1h).
We will also use the notation < u, h >:= λf(u, h). Then the cocycle
σ from Equation 3.5 becomes
(3.6) σ(u⊗ h, u′ ⊗ h′) = ǫ(u) < u′, h > ǫ(h′).
and the inverse of σ is given by
σ−1(u⊗ h, u′ ⊗ h′) = ǫ(u) < S−1u′, h > ǫ(h′).
The above double crossed product Hopf algebra Dλf (U,H) will be
shortly denoted below by Df (U,H).
Remark 3.7. If U and H are finite dimensional then any skew pairing
λ can be written as λ = λf for some Hopf algebra map f : U → H
∗ cop.
Indeed, it can be seen that conditions 3.1-3.4 are equivalent to the map
f : U → H∗ cop given by u 7→ λ(u, −) to be a bialgebra morphism
and therefore a Hopf algebra morphism since both U and H are finite
dimensional. Then clearly λ = λf
Theorem 3.8. Let f : U → H∗ cop be a surjective morphism of semisim-
ple Hopf algebras and A := Df (U,H) be the double crossed product as
above. Then the Hopf centre K(U) is a normal Hopf subalgebra of
Df(U,H).
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Proof. Clearly K(U) is closed under the adjoint action of U since it is
a central Hopf subalgebra of U . It remains to show that K(U) is closed
under the adjoint action of H on A.
Identify A∗ with U∗ ⊗H∗ via
(3.9) < u∗ ⊗ h∗, u ⊲⊳ h >=< u∗, u >< h∗, h > .
If h ∈ H and u ∈ K(U) then
h1uS(h2) = u2 ⊲⊳< u1, h1 >< u3, S
−1h3 > h2S(h4).
Then for any h∗ ∈ H∗ one has:
(id⊗ h∗)(h1uS(h2)) = (id⊗ h
∗)(u2 ⊲⊳ < u1, h1 >< u3, S
−1h3 > h2S(h4))
= u2 ⊲⊳ < u1, h1 >< u3, S
−1h3 >< h
∗, h2Sh4 >
= u2 ⊲⊳ < u1, h1 >< u3, S
−1h3 >< h
∗
1, h2 >< h
∗
2, Sh4 >
= u2 ⊲⊳ < f(u1)h
∗
1(S
−1f(u3))S(h
∗
2), h >
Since u ∈ K(U) and f is a surjective Hopf map it follows that f(u) ∈
K(H∗ cop). Thus for all h∗ ∈ H∗ one has:
(id⊗ h∗)(h1uS(h2)) = u2 ⊲⊳ < f(u1S
−1(u3))h
∗
1S(h
∗
2), h >
= h∗(1)u2 ⊲⊳ < u1S
−1(u3), h >
This implies that
(3.10) h1uS(h2) =< u1S(u3), h > u2 ⊲⊳ 1
for all h ∈ H . Therefore K(U) is also closed under the adjoint action
of H on Df (U,H). 
Next Lemma can be regarded as generalization of Theorem 3 from
[24].
Lemma 3.11. Let f : U → H∗ cop be a morphism of semisimple Hopf
algebras and A := Df(U,H) be the double crossed product as above.
Then
Df(U,H) ∼= Df∗(H
op, Uop)op
as Hopf algebras via u⊗ h 7→ h⊗ u.
Proof. Note that λf∗(h, u) = λf (u, h) = f(u)(h). Then the rest of the
proof is a straightforward computation. 
Corollary 3.12. Let f : U → H∗ cop be an injective morphism of
semisimple Hopf algebras and A := Df(U,H) be the double crossed
product as above. Then K(H) is a normal Hopf subalgebra of A.
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Proof. Clearly f ∗ : H op → U∗ is a surjective morphism of Hopf al-
gebras and one can apply Theorem 3.8 to Df∗(H
op, Uop). Then the
previous Lemma proves that K(H) is also a normal Hopf subalge-
bra of Df (U,H). Indeed K(H
op) is a normal Hopf subalgebra of
Df∗(H
op, Uop) and by the above isomorphism this is sent to the Hopf
subalgebra K(H) of D(U,H). 
For any finite group G and any g ∈ G let CG(g) be the centralizer of
the element g ∈ G. We identify the irreducible kG∗-modules kpg with
their characters g ∈ G.
3.2. On the central Hopf subalgebra map. Let f : U → H∗ cop
be a surjective morphism of semisimple Hopf algebras. Suppose that
K(U) = kG∗ and K(H∗ cop) = kF ∗ for two finite groups G and F .
Since f is surjective one has that f(K(U)) is a Hopf subalgebra of
K(H∗ cop). This implies that
f |K(U) : kG
∗ → kF ∗
is a morphism of Hopf algebras. Therefore f |K(U) is induced by a group
morphism f ∗ : F → G. Then for any g ∈ G it follows that
(3.13) f(pg) =
∑
{x∈F | f∗(x)=g}
qx
where {pg}g∈G is the dual group element basis in kG
∗. Similarly {qx}x∈F
is the dual group element basis in kF ∗. Now let C1 = Rep(U) and
C2 = Rep(H
∗ cop) be the fusion categories of finite dimensional repre-
sentations of U and respectively H∗ cop. Thus as in Subsection 2.2.1 we
have universal gradings:
C1 = ⊕g∈G(C1)g
and
C2 = ⊕x∈F (C2)x.
Note that if K is a Hopf subalgebra of H then U ⊲⊳ K is a Hopf
subalgebra of Df(U,H).
Theorem 3.14. Let f : U → H∗ cop be a surjective morphism of
semisimple Hopf algebras and A := Df(U,H) be the double crossed
product associated to f . Suppose as above that K(U) = kG∗ and
K(H∗ cop) = kF ∗.
(1) For any g ∈ G the conjugate kG∗-modules of g in A (in the
sense of 2.1) are all the group conjugate elements f ∗(x)gf ∗(x)−1
with x ∈ F .
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(2) The stabilizer of a such kG∗-module g ∈ Irr(kG∗) is given by
(3.15) ZA(g) = U ⊲⊳ L(g)
where L(g) is the Hopf subalgebra of H such that
(3.16) Rep(L(g)∗) = ⊕{x | f∗(x)∈CG(g)}(C2)x.
Proof. (1) Since K(U) is a central subalgebra in U by relation 2.2
it follows that every irreducible character of U stabilizes the
character g ∈ G.
Let now d ∈ Irr(A∗) be an irreducible character of A∗. Then
applying Equation 3.10 for S(d) one has the following formula
for the conjugate character dg:
(dg)(x) : = g(Sd1xd2)
= g((Sd)2xS((Sd)1))
= < Sx1x3, S(d) > g(x2)
= < Sx3x1, d > g(x2).
for all x ∈ K(U). If x = ph with h ∈ G then one has that
(dg)(ph) =
∑
uvw=h
< pw−1pu, d > g(pv) =<
∑
{u | ugu−1=h}
pu, d >
Therefore if d ∈ (C2)x then
dg = ǫ(d)f ∗(x)gf ∗(x)−1.
(2) From the previous formula it follows that d ∈ (C2)x stabilizes g
if and only if f ∗(x)g = gf ∗(x). Therefore the stabilizer ZA(g) of
g is generated by the Hopf subalgebra U and L(g) where L(g)
is the Hopf subalgebra of H with the property:
(3.17) Rep(L(g)∗) = ⊕{x | f∗(x)∈CG(g)}(C2)x.

Remark 3.18. From the proof above one can see that the irreducible
characters d ∈ Irr(L(g)∗) are determine by the relation
< Sx3x1, d > g(x2) = g(x)ǫ(d)
for all x ∈ K(U).
3.3. Clifford Theory for generalized quantum doubles.
Theorem 3.19. Let f : U → H∗ cop be a surjective morphism of
semisimple Hopf algebras and A := Df (U,H) be the generalized quan-
tum double associated to f . Then Clifford’s correspondence holds for
the normal extension K(U) ⊂ Df(U,H) and for any g ∈ Irr(K(U)).
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Proof. Let as above ZA(g) := U ⊲⊳ L(g) be the stabilizer of g. By The-
orem 2.15 to show that Clifford correspondence holds for the extension
K(U) ⊂ Df(U,H) one has to prove that
mK(U)(g ↑
ZA(g)
K(U) ↓
ZA(g)
K(U) , g) = mK(U)(g ↑
A
K(U)↓
A
K(U), g)
for all g ∈ G.
Note that F acts on G via conjugation by f ∗:
(3.20) xg := f ∗(x)gf ∗(x)−1.
Thus the size of the orbit O(g) of g is |F |
|StabF (x)|
where StabF (x) := {x ∈
F | f ∗(x) ∈ CG(g)}.
Theorem 3.14 implies that the conjugate A-modules of g are exactly
the elements of O(g), the orbit of g ∈ G under the action of F . Then
by Proposition 2.5 one has
(3.21) g ↑AK(U)↓
A
K(U)=
dimA
dimK(U)|O(g)|
∑
h∈O(g)
h
Since |O(g)| = |F |
|StabF (g)|
and dimK(U) = |G| one has that
(3.22)
mK(U)(g, g ↑
A
K(U)↓
A
K(U)) =
dimA
dimK(U)|O(g)|
=
(dimA)|StabF (g)|
|F ||G|
On the other hand since g is ZA(g)-stable one has by the same Propo-
sition 2.5 that
g ↑
ZA(g)
K(U) ↓
ZA(g)
K(U)=
dimZA(g)
dimK(U)
g.
Then it follows that
(3.23) mK(U)(g, g ↑
ZA(g)
K(U) ↓
ZA(g)
K(U) ) =
dimZA(g)
dimK(U)
=
(dimL(g))(dimU)
dimK(U)
.
On the other hand formula 2.20 and definition 3.16 of L(g) imply
that
dimL(g) =
dimH
|F |
|{x ∈ F | f ∗(x) ∈ CG(g)}| =
dimH
|F |
|StabF (g)|.
Thus
dimZA(g) =
(dimH)(dimU)|StabF (g)|
|F |
=
(dimA)|StabF (g)|
|F |
and Equation 3.23 becomes
(3.24) mK(U)(g, g ↑
ZA(g)
K(U) ↓
ZA(g)
K(U) ) =
dimZA(g)
dimK(U)
=
(dimA)|StabF (g)|
|F ||G|
.
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Comparing Equations 3.22 and 3.24 it follows the Clifford correspon-
dence holds for any g ∈ Irr(K(U)). 
For any g ∈ G define the set
(3.25) Ig = {M ∈ Irr(U ⊲⊳ L(g)) |MK(U) = g dim M}
Since Clifford correspondence holds for any g ∈ Irr(kG∗) one can
now give a proof of Theorem 1.1.
Proof of Theorem 1.1: Applying Clifford’s correspondence from
Subsection 2.1.7 it follows that any irreducible Df(U,H)-module that
seats over g ∈ G is induced from an irreducible module of U ⊲⊳ L(g).
Let M be such a module. Then it is easy to show
Df(U,H)⊗U⊲⊳L(g) M ∼= H ⊗L(g) M
via the map
(u ⊲⊳ h)⊗U⊲⊳L(g) m 7→< u1, Sh1 >< u3, h3 > h2 ⊗L(g) u2m. 
Denote by Sg,M the simple Df (U,H)-module H⊗L(g)M from above.
One also has the following:
Corollary 3.26. With the hypothesis from the previous Theorem there
is a bijection Sg,M 7→ (g,M) between the set of irreducible Df (U,H)-
modules and the pairs (g,M) with M ∈ Ig and g ∈ Γ where Γ ⊂ G is
a set of representative elements of the orbits of the action 3.20 of F on
G.
3.3.1. On the Drinfeld double of a Hopf algebra. Let A be a semisimple
Hopf algebra. It is well known that the Drinfeld double D(A) is a
double crossed product of U = A∗ cop with H = A where the map
f : U∗ cop → H is the identity idA∗ cop . Therefore
DidA∗ cop (A
∗ cop, A)
∼
−→ D(A)
as Hopf algebras via the identity map. Then the group morphism
f ∗ from Equation 3.13 also becomes the identity morphism from G to
itself. Thus K(A∗ cop) = k[G]∗ cop is a normal Hopf subalgebra of D(A).
For any element g ∈ G one has that the stabilizer ZD(A)(g) is given
by A∗ cop ⊲⊳ L(g). Thus Proposition 1.1 gives that any irreducible
D(A)-module is of the form A∗ cop ⊗L(g) M for some irreducible left
A∗ cop ⊲⊳ L(g)-module M ∈ Ig.
In the example bellow we will see that this description for irreducible
modules generalizes the well known description for irreducible modules
over D(G), the Drinfeld double of a finite group G (see [19] or [29]).
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3.3.2. The Drinfeld double of a group. Let G be a finite group and
D(G) be the quantum double associated to G. It is well known that any
irreducible D(G)-module is of the form kG⊗kCG(g)M for an irreducible
CG(g)-module (see for example [28].) Next example shows that this
description follows from Theorem1.1.
Example 3.27. Let G be a finite group. Then as above D(G)
∼
−→
Did(kG
∗ cop, kG) as Hopf algebras. Thus in this situation K(kG∗ cop) =
kG∗ cop. Moreover since Irr(kG∗) = G Formula 3.16 implies that the
Hopf subalgebra L(g) of kG coincides to the group algebra kCG(g) of
the stabilizer subgroup of g. Then it is also easy to check that Ig =
Irr(CG(g)) in this situation. Indeed, an irreducible kG
∗ cop ⊲⊳ kCG(g)
module with M |kG∗ cop = g(dim M) is completely determined by the ac-
tion of CG(g). Thus in this case one obtains the well known description
of irreducible modules over D(G) from [28].
4. Generalized quantum doubles as cocentral extensions
and equivariantizations
Recall that a group G acts by tensor equivalences on a fusion cate-
gory C if there is a tensor functor ρ : G→ Aut⊗C. This means that, for
every g ∈ G, there is a k-linear tensor functor ρg : C → C and natural
isomorphisms of tensor functors ρg,h2 : ρ
gρh → ρgh, g, h ∈ G, and unity
tensor isomorphism ρ0 : idC → ρ
e, subject to some natural compatibil-
ity conditions (see [27]). If G acts by tensor equivalences on a fusion
category C then one can construct the fusion category CG of invariant
objects as in [27]. Simple objects of general equivariantizations will be
described in [8].
4.0.3. The equivariant category associated to a cocentral extension. Re-
call that an exact sequence of Hopf algebras
(4.1) k → A
i
−→ H
π
−→ kG→ k
is called cocentral if kG∗ ⊂ Z(H∗) via π∗. Following Proposition 3.5
of [21] it follows that for any such extension one has that G acts on
Rep(A) and Rep(H) = Rep(A)G.
4.1. The cocentral extension associated to a double crossed
product. Let f : U → H∗ cop be any morphism of Hopf algebras and
Df(U,H) be the double crossed product associated to f . As in Equa-
tion 3.9 identify Df (U,H)
∗ ∼−→ U∗ ⊗H∗ as algebras via the evaluation
(4.2) < u∗ ⊗ h∗, u ⊲⊳ h >= u∗(u)h∗(h)
for all u∗ ∈ U∗, u ∈ U , h∗ ∈ H∗ and h ∈ H .
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Lemma 4.3. Under the identification Df(U,H)
∗ ∼= U∗ ⊗ H∗ from
Equation 4.2 the comultiplication on Df(U,H)
∗ becomes the following:
(4.4) ∆(u∗ ⊗ h∗) = (u∗1 ⊗ f(ei)h
∗
1f(ej))⊗ (e
∗
iu
∗
2S
−1(e∗j)⊗ h
∗
2)
where {ei}i is a basis on U and {e
∗
i }i is the dual basis on U
∗.
Proof. One has
(u∗ ⊗ h∗)((x ⊲⊳ m)(y ⊲⊳ l)) = (u∗ ⊗ h∗)(xy2 ⊲⊳ m2l) < m1, y1 >< m3, Sy3 >
= u∗(xy2)h
∗(m2l) < m1, y1 >< m3, Sy3 >
On the other hand:
< u∗1 ⊗ f(ei)h
∗
1f(ej), x ⊲⊳ m >< e
∗
iu
∗
2S
−1(ej)
∗ ⊗ h∗2, y ⊲⊳ l >
= u∗1(x)(f(ei)h
∗
1f(ej))(m)(e
∗
iu
∗
2S
−1(e∗j ))(y)h
∗
2(l)
= u∗1(x)f(ei)(m1)h
∗
1(m2)f(ej)(m3)(e
∗
i )(y1)u
∗
2(y2)S
−1e∗j(y3)h
∗
2(l)
= u∗1(x)f(y1)(m1)f(S
−1y3)(m3)h
∗(m2l)u
∗
2(y2)
= u∗1(xy2)h
∗(l2m) < m1, y1 >< m3, Sy3 >
for all x, y ∈ U and m, l ∈ H . 
Theorem 4.5. Let f : U → H∗ cop be a Hopf algebra morphism. Sup-
pose that K(U∗) = kG∗ and let πK(U∗) : U
∗ → U∗//K(U∗) be the
canonical Hopf projection. With the above notations it follows that:
(4.6) k → Dfπ∗
K(U∗)
((U∗//K(U∗))∗, H)→ Df(U,H)→ kG→ k
is a cocentral extension of Hopf algebras. Therefore
Rep(Df(U,H)) ∼= Rep(Dfπ∗
K(U∗)
((U∗//K(U∗))∗, H))G
as fusion categories.
Proof. It is a straightforward computation to verify that the Hopf sub-
algebra Dfπ∗
K(U∗)
((U∗//K(U∗))∗, H) is normal inside Df(U,H). More-
over
Df(U,H)//Dfπ∗
K(U∗)
((U∗//K(U∗))∗, H) ∼= U//((U∗//K(U∗))∗
and
U//(U∗//K(U∗))∗ ∼= K(U∗)∗ = kG.
It remains to show that the above sequence is cocentral namely
that K(U∗) is a central Hopf subalgebra of Df(U,H)
∗. The identi-
fication from Equation 4.2 shows that K(U∗) is a central subalgebra of
Df(U,H)
∗ since it is a central subalgebra of U∗. It remains to show that
K(U∗) is a subcoalgebra of Df (U,H)
∗. In order to see this one has to
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use the comultiplication Formula 4.4 from above. Indeed if u∗ ∈ K(U∗)
then
∆(u∗ ⊗ ǫH∗) =
∑
i,j
(u∗1 ⊗ f(ei)f(ej))⊗ (e
∗
iu
∗
2S
−1(e∗j)⊗ ǫH∗)
=
∑
i,j
(u∗1 ⊗ f(eiej))⊗ (e
∗
iS
−1(e∗j )u
∗
2 ⊗ ǫH∗)
= (u∗1 ⊗ ǫH∗)⊗ (u
∗
2 ⊗ ǫH∗)
Here we used that
(4.7) e∗iS
−1(e∗j)⊗ eiej = ǫU∗ ⊗ 1
which can be proved by straightforward computation. 
Using the reconstruction theorem from [2] it follows that
(4.8) Df(U,H)
∼
−→ Dfπ∗
K(U∗)
((U∗//K(U∗))∗, H) τ#σ kG
for some cocycle σ and dual cocyle τ . In the case of a nilpotent fusion
category Rep(U∗) (in the sense of [15]) one can iterate this construction
and get the following:
Corollary 4.9. Suppose that Rep(U∗) is a nilpotent fusion category.
Then Df(U,H) is isomorphic as Hopf algebras with the an iteration of
cocentral extensions:
H τr#σrkGr
τr−1#σr−1 · · ·
τ1#σ1kG1.
Proof. Since Rep(U∗) is a nilpotent fusion category, with the notations
from Subsection 2.2.3 it follows that Kn(U
∗) = U∗ for some n ≥ 1.
Then one has to iterate for n-times the construction from Equation 4.8
to get the above isomorphism. 
5. Categorical interpretation of the double crossed
product
It is well known (see [16]) that D(A)-mod is equivalent as braided
categories to the center Z(A−mod) of the category of A-modules. We
generalize below this example using the relative center of a monoidal
functor.
5.1. The relative center of a monoidal functor. Let D and C be
monoidal categories, and let (F, F2, F0) : D → C be a monoidal functor.
Recall that in this situation F2(X, Y ) : F (X⊗Y )→ F (X)⊗F (Y ) and
F0 : F (1D) → 1C are isomorphism satisfying the compatibility axioms
from [?].
As in [4] define the relative center ZF (C) of F as the following cate-
gory:
SEMISIMPLE HOPF ALGEBRAS 19
Objects of ZF (C) are pairs (V, γ), where V is an object of C and γ
is a natural transformation
{γX : V ⊗ F (X)→ F (X)⊗ V }X∈D
satisfying:
(5.1)
(idV ⊗F2(X, Y ))γX⊗Y = (γX ⊗ idF (Y ))(idF (X)⊗γY )(F2(X, Y )⊗ idV ),
and
(5.2) (F0 ⊗ idV ) = γ1D(idV ⊗F0)
Morphisms u : (V, γ)→ (W, δ) in ZF (C) are morphisms u : V → W
in C that are compatible with γ and δ, i.e
(5.3) (u⊗ idX)γX = δX(idX ⊗u)
for any X ∈ D. The relative center category ZF (C) is a monoidal
category (see [4]), with the tensor product defined by
(5.4) (V, γ)⊗ (W, γ′) = (V ⊗W, (γ ⊗ idW )(idV ⊗γ
′)).
Moreover there is a canonical forgetful functor U : ZF (C) → C which
is clearly monoidal.
Remark 5.5. Note that C becomes a D-bimodule category via F and
the relative center ZF (C) from above coincides to the relative center of
a bimodule category introduced in [14].
There are also two canonical functors
(5.6) FD : Z(D)→ ZF (C)
and
(5.7) FC : Z(C)→ ZF (C)
obtained from the braidings of Z(D) and Z(C) as following. The func-
tor FC is obtained by restriction of the braiding on Z(C) to the image
of F . The other functor FD : Z(D)→ ZF (C) is defined by applying F
to the braiding from Z(D).
Remark 5.8. Note that for C = D and F identity one obtains the
usual Drinfeld center Z(D) of the fusion category D.
The category ZF (C) is also denoted by ZD(C) if the functor F is
implicitly understood.
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5.2. Relative centers and double crossed products. Suppose that
f : U → H is a morphism of semisimple Hopf algebras. Therefore f
induces a functor f∗ : Rep(H) → Rep(U) and one can consider the
relative center Zf∗(Rep(H)).
The proof of the following Proposition follows the lines from [16].
Proposition 5.9. With the above notations one has the following equiv-
alence of fusion categories:
(5.10) Rep(Df∗ cop(H
∗ cop, U)) ∼= Zf∗(Rep(H))
Proof. Let C := Rep(U) and D := Rep(H). Thus one has f∗ : D → C.
If (V, γV ) ∈ Zf∗(C) then define ρ(v) := γ
V
H(1 ⊗ v) ∈ V ⊗ H . The
property
γVH⊗H = (γ
V
H ⊗ id)(id⊗γ
V
H)
implies that V is aH-right comodule and therefore a left (H)∗ cop - mod-
ule. On the other hand the fact that γVH is H-linear implies that the left
H-action and the left U -action satisfy the necessary compatibility con-
ditions in order to obtain that V is a Df∗ cop(H
∗ cop, U)-module. In this
way one obtains a tensor functor F : Zf∗(C)→ Rep(Df∗ cop(H
∗ cop, U))
given by (V, γV ) 7→ V with the above Df∗ cop(H
∗ cop, U)-module struc-
ture of V .
Conversely, define the functor G : Rep(Df∗ cop(H
∗ cop, U)) → Zf∗(C)
as following. For any Df∗ cop(H
∗ cop, U)-module V define γVX : X⊗V →
V ⊗ X by x ⊗ v 7→ v0 ⊗ v1x where ρ(v) = v0 ⊗ v1 is the H-comdule
structure induced on V by the left H∗ cop-module structure. It can be
checked that γVX is U -linear and the diagram 5.1 is satisfied. Moreover
γVX is invertible with the inverse given by x⊗ v 7→ v0 ⊗ S(v1)x. 
Note that there is a Hopf algebra map Df∗ cop(H
∗ cop, U) → D(U)
given by h∗ ⊲⊳ u 7→ f ∗ cop(h∗) ⊲⊳ u. At the category level this map
induces the functor f∗C : Z(C) → Zf∗(D) from 5.7. Also the Hopf
algebra map Df∗ cop(H
∗ cop, U)→ D(H) given by h∗ ⊲⊳ u 7→ h∗ ⊲⊳ f(u)
induces the other functor f∗D : Z(D)→ Zf∗(D) from 5.6.
5.3. On the quantum double of a semisimple Hopf algebra.
Suppose that A is a semisimple Hopf algebra and let D(A) be its quan-
tum double. Then as we already remarked D(A) is a double crossed
product of A and A∗ cop, namely D(A) = Did(A
∗ cop, A). Therefore one
can apply the results of Theorem 4.5 section to this particular case.
Let G = U(A) be the universal grading group of the fusion category
C = Rep(A). Then the universal grading of C is given by
(5.11) C = ⊕g∈GCg
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where D := C1 = Rep(A//K(A)). Then as in Proposition 5.9 one
obtains that
ZD(C) = Rep(Dπ∗
K(A)
((A//K(A))∗ cop, A))
where Dπ∗ cop
K(A)
((A//K(A))∗, A) = (A//K(A))∗ cop ⊲⊳ A.
For the rest of this subsection let B := (A//K(A))∗ cop ⊲⊳ A.
Proposition 5.12. The Hopf algebraK(A) is a central Hopf subalgebra
of B and therefore there is a canonical induced grading by G on Rep(B).
Proof. Indeed if x ∈ K(A) and f ∈ (A//K(A))∗ then one has that
xf = (x1 ⇀ f ↼ Sx3) ⊗ x2 = f ⊲⊳ ǫ(Sx3x1)x2 = f ⊲⊳ x. Thus K(A)
is central Hopf subalgebra of B = (A//K(A))∗ ⊲⊳ A. The induced
canonical grading byG is given byM ∈ Rep(B) if and only ifM ↓BK(A)=
(dimM)g. 
Note that from the proof of Proposition 5.9 it follows that the graded
components are given by Rep(B)g = ZD(Cg). Thus we obtain the
grading
ZD(C) = ⊕g∈GZD(Cg)
which coincides with the grading (18) from page 10 of [14].
On the other hand applying Theorem 4.5 it follows that one has the
following cocentral extension of D(A):
(5.13) k → B → D(A)→ kG→ k
Using Proposition 3.5 of [21] this proves the fact ZD(C)
G ∼= Z(C).
Moreover using the notation from Section 3 it follows that Ig coincides
to the set of simple CG(g)-equivariants objects of ZD(Cg)
CG(g). Then
the bijection from Corollary 3.26 corresponds to the bijection described
in Proposition 3.9 of [14].
6. On the Grothendieck ring of a generalized quantum
double
6.1. Hopf subalgebras arising from the dual universal grading.
Let H be a semisimple Hopf algebra with K(H∗) = kF ∗ for some finite
group F . Let C = Rep(H∗) be the category of finite dimensional left
H∗-modules and
(6.1) C := ⊕x∈FCx
be the universal grading of C.
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6.1.1. To any irreducible character d ∈ Irr(H∗) one can associate a
simple subcoalgebra Cd of H as in [17]. Then for any subset X ⊂ F
one can define a subcoalgebra H(X) of H as the sum of the simple
subcoalgebras Cd of H verifying:
(6.2) H(X)∗ =
⊕
{d∈Irr(H∗) | d∈Cx for some x∈X}
Cd
By [23] it follows H(X) is a Hopf subalgebra of H if and only if X
is a subgroup of F . Moreover note that
(6.3) dimH(X) = |X|FPdim(C1)
for any subset X ⊂ F .
From Equation 3.16 it follows that L(g) = H(Fg) for any g ∈ G.
Suppose that M and N are subgroups of F and d ∈ Irr(H∗) with
d ∈ Cx under the grading from Equation 6.1. Note that the double
coset H(M)CdH(N) in H(M)\H/H(N) is given by
(6.4) H(M)CdH(N) = ⊕t∈MxNCt
where d ∈ Cf . See [6] for the definition of double cosets for Hopf
subalgebras. Thus there is a bijection between the Hopf algebra dou-
ble cosets H(M)\H/H(N) and the group double cosets M\F/N .
The coset H(M)CdH(N) corresponds to the double coset of MxN ∈
M\F/N where x ∈ F is chosen by d ∈ Cx.
Remark 6.5. Note that if N is a subgroup of F and X ⊂ F such
that NX ⊆ X then H(X) is a left H(N)-module by Theorem of [23].
Similarly, if XN ⊆ X then H(X) is a right-H(N) module.
6.1.2. Since K(H∗) = kF ∗ ⊂ H∗ note that for any a ∈ H(X) one has
that py(a) = 0 if y /∈ X . On the other hand since
∑
x∈F px = ǫH it
follows that
(6.6)
∑
x∈X
px(h) = ǫ(h)
for all a ∈ H(X) and any subset X ⊂ F .
Note also that for any x, y ∈ F and a ∈ H
(6.7) px(a1)py(a3)a2 = δx,ypx(a1)a2
since pg and ph are central elements of H
∗. Indeed for any f ∈ H∗ one
has
f(px(a1)py(a3)a2) = (pxfpy)(a) = δx,y(pxf)(a)
= f(δx,ypx(a1)a2).
SEMISIMPLE HOPF ALGEBRAS 23
6.2. On the Grothendieck ring structure of Df (U,H). As above
consider f : U → H ∗ cop be a surjective Hopf algebra map and let
A := Df(U,H). Then F acts on G as in Equation 3.20 via
xg =
f ∗(x)gf ∗(x)−1. For any g ∈ G let Fg be the stabilizer of G under this
action and denote by O(g) the orbit generated by g. Thus
(6.8) |O(g)| =
|F |
|Fg|
Lemma 6.9. Let i : L →֒ H be a Hopf subalgebra of H and suppose
that M is a Di∗ copf(U, L)-module. Then H ⊗L M is Df(U,H)-module
with the regular action of H and the structure of U-module given by
(6.10) u(h⊗L m) =< u1, Sh1 >< u3, h3 > (h2 ⊗L u2m)
Proof. Note that Di∗ copf (U, L) = U ⊲⊳ L ⊂ U ⊲⊳ H is a subalgebra of
Df(U,H). Then
(6.11) M ↑
Df (U,H)
Di∗ copf (U,L)
= (U ⊲⊳ H)⊗U⊲⊳L M ∼= H ⊗L M
and the module structure coincides with the one from above. 
6.2.1. On the conjugate modules xM . Let Ig be the abelian full sub-
category of U ⊲⊳ L(g)-mod generated by the set of irreducible modules
M ∈ Ig. We extend the notation Sg,M for any M ∈ Ig, not necessarily
irreducible U ⊲⊳ L(g)-module. Thus if M ∈ Ig then
(6.12) Sg,M := H ⊗L(g) M
with the action of U defined as in Equation 6.10.
For any x ∈ F and M ∈ Ig define the following left L(
xg)-module
(6.13) xM := H(xFg)⊗L(g) M.
Since F xg = xFgx
−1 it follows F xg(xFg) = xFg and therefore
xM is
a L( xg)-module via left multiplication. Note also that dim xM =
dimM .
Then it can be easily checked that xM is a U ⊲⊳ L( xg)-module via
(6.14)
(u ⊲⊳ a)(h⊗L(g) m) =< u1, S(a1h1) >< u3, a3h3 > a2h2 ⊗L(g) u2m
Indeed applying Lemma 6.9 one has that H ⊗L(g) M is a Df(U,H)-
module and in particular a U ⊲⊳ L( xg)-module. Then it can be checked
that xM is a U ⊲⊳ L( xg)-submodule of H ⊗L(g) M .
Lemma 6.15. With the above notations it follows that xM ∈ I xg.
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Proof. One has to check that xM ↓ UK(U)=
xg dimM . SinceM ↓ UK(U)=
g dimM one has that pbm = δb,gm for all b ∈ G.
If l ∈ G using the module structure from Lemma 6.9 one has
pl(h⊗L(g) m) =
∑
abc=l
< pa, h1 >< pc, Sh3 > h2 ⊗L(g) pbm
=
∑
abc=l
< pa, h1 >< pc, Sh3 > h2 ⊗L(g) δg,bm
=
∑
agc=l
< pa, h1 >< pc, Sh3 > h2 ⊗L(g) m
=
∑
agc=l
< pa, h1 >< pc−1 , h3 > h2 ⊗L(g) m
Applying now Equation 6.7 (for H = U∗) one has
pl(h⊗L(g) m) =
∑
agc=l
< pa, h1 >< pc−1, h3 > h2 ⊗L(g) m
=
∑
agc=l
δa,c−1 < pa, h1 > h2 ⊗L(g) m
=
∑
{a∈G | aga−1=l}
< pa, h1 > h2 ⊗L(g) m
On the other hand by formula 3.13 it follows that
∑
{a∈G | aga−1=l}
< pa, h1 > h2 =
∑
{a∈G | aga−1=l}
∑
{y∈F | f∗(y)=a}
qy(h)
=
∑
{y∈F | f∗(y)gf∗(y)−1=l}
qy(h)
Using also Equation 6.6 for X = xFg it follows that
∑
{a∈G | aga−1=l}
< pa, h1 > h2 =
∑
{y∈xFg | f∗(y)gf∗(y)−1=l}
qy(h1)h2
On the other hand it can be easily checked that the following set
{y ∈ xFg | f
∗(y)gf ∗(y)−1 = l} is not empty if and only if l = xg and
in this case it coincides to xFg. Thus
pl(h⊗L(g) m) = δl, xg(
∑
y∈xFg
qy(h1)h2)⊗L(g) m = δl, xg h⊗L(g) m
which finishes the proof. 
Lemma 6.16. With the above notations one has that H ⊗H(Fg) M
∼=
H ⊗H(F xg)
xM as Df (U,H)-modules.
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Proof. One can check that the map
H ⊗H(F xg) (H(xFg)⊗H(Fg) M)
ψ
−→ H ⊗H(Fg) M
given by
(6.17) a⊗L( xg) (b⊗L(g) m) 7→ ab⊗L(g) m
is an isomorphism ofDf(U,H)-modules. Indeed, since F xg = xFgx
−1 it
follows by Remark 6.5 that ψ is a well defined linear map. On the other
hand, clearly ψ is a surjective morphism of Df(U,H)-modules. Since
both the domain and codomain have the same dimension it follows that
φ is isomorphism. 
Lemma 6.18. Suppose that M ∈ Ig. With the above notations one
has that:
(6.19)
y
( xM) ∼= yxM
as U ⊲⊳ L( yxg)-modules.
Proof. One can check that the following map:
(6.20)
y( xM) = H(yF xg)⊗H(F xg) (H(xFg)⊗H(Fg)M)
φ
−→ H(yxFg)⊗H(F yxg )M
given bx φ(a ⊗H(F xg) (b ⊗H(Fg) m)) = ab ⊗H(F yxg ) m is a well de-
fined surjective morphism of U ⊲⊳ L( yxg)-modules. Since both mod-
ules have the same dimension it follows that this is an isomorphism.
Note that φ is just the restriction of the above map φ to the domain
H(yF xg)⊗H(F xg) (H(xFg)⊗H(Fg) M). 
Since 1M = M this implies that xM is also an irreducible U ⊲⊳
L( xg)-modules if M is an irreducible U ⊲⊳ L(g)-module. Thus one has
that x(Ig) = I xg and in this way one can define a function
(6.21) cx,g : Ig → I xg
This define an action of F on ⊔g∈GIg.
6.2.2. Note that L(g) ∩ L(h) ⊆ L(gh) for any g, h ∈ G.
Lemma 6.22. There is a well defined map:
(6.23) mg,h : Ig × Ih → Igh
given by
(6.24) mg,h(M,N) := (M ↓
L(g)
L(g)∩L(h) ⊗N ↓
L(h)
L(g)∩L(h)) ↑
L(gh)
L(g)∩L(h)
for any M ∈ Ig and N ∈ Ih.
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Proof. Indeed M ∈ U ⊲⊳ L(g)-mod and N ∈ U ⊲⊳ L(h)-mod then
clearly mg,h(M,N) ∈ U ⊲⊳ L(gh)-mod. Note that the above U ⊲⊳
L(gh)-module structure is obtained by induction as in Lemma 6.9.
Moreover, similarly to Lemma 6.15 it can be checked by a straightfor-
ward computation that mg,h(M,N) ∈ Igh. 
6.3. On the fusion rules of generalized quantum doubles. Us-
ing a Mackey type argument we obtain the following formula for the
restriction of any irreducible Df(U,H)-module to the Hopf subalgebras
U ⊲⊳ L(h) of Df(U,H).
Lemma 6.25. For any M ∈ Ig one has that
(6.26) H ⊗ L(g) M ∼=
⊕
x∈D
(L(h)⊗L(h)∩L( xg)
xM ↓
L( xg)
L(h)∩L( xg))
as U ⊲⊳ L(h)-modules where D is a set of representatives for the double
cosets Fh\F/Fg
Proof. Note that for any x ∈ D the map
(6.27)
φx : H(Fh)⊗H(Fh)∩H(F xg) (H(xFg)⊗ H(Fg) M)→ H(FhxFg)⊗H(Fg) M
given by
(6.28) a⊗ H(Fh)∩H(F xg) (b⊗ H(Fg) m) 7→ ab⊗ H(Fg) m
is well defined and a surjective morphism of left L(h)-modules. By a
direct computation it can be checked that φx is also a morphism of
U -modules and therefore a morphism of U ⊲⊳ L(h)-modules. Since
(6.29) |FhxFg| =
|Fh||F xg|
|Fh ∩ F xg|
it follows by Equation 6.3 that both U ⊲⊳ L(h)-modules have the same
dimension and therefore φx is an isomorphism. Then φg,h := ⊕x∈Dφx
provides an isomorphism between the two left U ⊲⊳ L(h)-modules from
Equation 6.26. 
Lemma 6.30. Suppose that K and L are Hopf subalgebras of H and
M and N are left K and respectively L-modules. Then
(6.31) φ : (H ⊗L N)⊗ (H ⊗K M)→ H ⊗K ((H ⊗L N) ↓
H
K ⊗M)
given by (a ⊗L n) ⊗ (b ⊗K m) 7→ b2 ⊗K ((S
−1b1a ⊗L n) ⊗ m) is an
isomorphism of H-modules.
Proof. It can be checked by straight forward computations that φ is an
isomorphism of H-modules with inverse given by b⊗K ((a⊗Lm)⊗n) 7→
(b1a⊗L n)⊗ (b2 ⊗K m). 
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Proof of Theorem 1.2: Lemma 6.22 shows that P (x) ∈ I xgh and
therefore the right hand term of Equation 1.3 is a Df (U,H)-module.
It can be easily check that the isomorphism
(6.32) M ↑ HL(g) ⊗N ↑
H
L(h)
φ
−→ (M ↑ HL(g)↓
H
L(h) ⊗N) ↑
H
L(h)
from Lemma 6.30 is in our situation an isomorphism of Df(U,H)-
modules. Indeed one has
φ(u[(a⊗L n)⊗ (b⊗K m)]) = φ(u[(a⊗L n)⊗ (b⊗K m)])
= φ((a2 ⊗L u2n)⊗ (b2 ⊗K (u4)2m))λ(u1, Sa1)λ(u3, a3)
λ((u4)1, Sb1)λ((u4)3, b3)
= φ((a2 ⊗L u2n)⊗ (b2 ⊗K u5m))λ(u1, Sa1)λ(u3, a3)λ(u4, Sb1)λ(u6, b3)
= (b2)2 ⊗K ((S
−1((b2)1a2)⊗ u5m)λ(u1, Sa1)λ(u3, a3)λ(u4, Sb1)λ(u6, b3)
= b3 ⊗K ((S
−1b2a2 ⊗L u2n)⊗ u5m)λ(u1, Sa1)λ(u3, a3)λ(u4, Sb1)λ(u6, b4)
On the other hand,
uφ((a⊗L n)⊗ (b⊗K m)) = u(b2 ⊗K ((S
−1b1a⊗L n)⊗m))
= (b2)2 ⊗K u2((S
−1b1a⊗L n)⊗m)λ(u1, S(b2)1)λ(u3, (b2)3)
= b3 ⊗K [u2(S
−1b1a⊗L n)⊗ u3m]λ(u1, S(b2))λ(u4, b4)
= b3 ⊗K [((S
−1b1a)2 ⊗L (u2)2n)⊗ u3m]
λ(u1, S(b2))λ(u4, b4)λ((u2)1, S((S
−1b1a)1))λ((u2)3, (S
−1b1a)3))
= b3 ⊗K ((S
−1b2a2 ⊗L u3n)⊗ u5m)λ(u1, Sb4)λ(u6, b6)
λ(u2, S(S
−1b3a1))λ(u4, S
−1b1a3)
= b3 ⊗K ((S
−1b2a2 ⊗L u3n)⊗ u5m)
λ(u1, Sb4)λ(u2, S(a1)b3)λ(u4, S
−1b1a3)λ(u6, b6)
= b3 ⊗K ((S
−1b2a2 ⊗L u2n)⊗ u4m)
λ(u1, S(a1)b3Sb4)λ(u3, S
−1b1a3)λ(u5, b6)
= b3 ⊗K ((S
−1b2a2 ⊗L u2n)⊗ u5m)
λ(u1, Sa1)λ(u3, a3)λ(u4, Sb1)λ(u6, b4)
Following then Lemma 6.25 it follows that the left hand side of Equa-
tion 1.3 is
M ↑ HL(g) ⊗N ↑
H
L(h)
∼= (M ↑ HL(g)↓
H
L(h) ⊗N) ↑
H
L(h)
∼= ⊕x∈D((L(h)⊗L(h)∩L( xg) (
xM ⊗N)) ↑ HL(h))
∼= ⊕x∈D H ⊗L( xg)∩L(h) (
xM ↓
L(g)
L( xg)∩L(h) ⊗N ↓
L(h)
L( xg)∩L(h))
as Df(U,H)-modules where the Df (U,H)-module structure of the last
term is given by Lemma 6.9.
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On the other hand, the Df(U,H)-module H ⊗L( xgh) P (x) can be
written as
H ⊗L( xgh) (L(
xgh)⊗L( xg)∩L(h) (
xM ↓
L(g)
L( xg)∩L(h) ⊗N ↓
L(h)
L( xg)∩L(h)))
∼= H ⊗L( xg)∩L(h) (
xM ↓
L(g)
L( xg)∩L(h) ⊗N ↓
L(h)
L( xg)∩L(h)).
It is also straightforward to verify that under the last isomorphism the
Df(U,H)-module structure of
(6.33) H ⊗L( xg)∩L(h) (
xM ↓
L(g)
L( xg)∩L(h) ⊗N ↓
L(h)
L( xg)∩L(h))
also coincides with the one given in Lemma 6.9.
This shows that
(H ⊗L(g) M)⊗ (H ⊗L(h) N) ∼= ⊕x∈D(H ⊗L( xg h) P (x))
as Df (U,H)-modules.
6.3.1. Let Bg be the full abelian subcategory of Df(U,H)-mod gener-
ated by the set of all irreducible Df(U,H)-modules of the type H⊗L(g)
M with M ∈ Ig. Recall that for any M ∈ Ig the Df(U,H)-module
H ⊗L(g) M from Lemma 6.9 is denoted by Sg,M . Note that by Lemma
6.16 one has that B xg = Bg for any x ∈ F .
Fix a set Γ = {g1, · · · , gs} a representatives for the orbits of the
action of F on G. Theorem 1.1 gives a decomposition
(6.34) K0(Df(U,H)) := ⊕g∈ΓK0(Bg)
of the Grothendieck ring of Df(U,H) such that for all g, h ∈ G, one
has
(6.35) K0(Bg)K0(Bh) ⊆ ⊕x∈DK0(B xgh)
where D is a set of double coset representatives of Fg\F/Fh.
6.3.2. Suppose f : U → H∗ cop is a surjective morphism of Hopf al-
gebras and consider f ∗ : F → G as in Equation 3.13. Since f ∗ is an
injective morphism of groups one can identify the group algebra ZF as
a subalgebra of ZG. Then a basis for CZG(ZF ) is given by the orbits
sums:
(6.36) s(g) :=
∑
x∈F/Fg
f ∗(x)gf ∗(x)−1
Note that in ZG the product of orbit sums satisfy
(6.37) s(g)s(h) =
∑
x∈D
[F xgh : F xg ∩ Fh]s(
xgh)
This formula appears in [30].
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Corollary 6.38. There is a ring surjection
(6.39) K0(Df (U,H))→ CZG(ZF )
given by
(6.40) [Sg,M ] 7→ (dimM)s(g)
where CZG(ZF ) is the centralizer of ZF inside the group algebra ZG.
Proof. Using Formulae 1.3 and 6.37 it is easy to check that the above
defined map is a ring morphism. Since CZG(ZF ) is Z-spanned by the
orbit sums O(g) it follows that the above morphism is surjective. 
In particular we obtain the following generalization of Corollary 3.2
from [9].
Corollary 6.41. For any semisimple Hopf algebra A one has a sur-
jective ring morphism
(6.42) K0(D(A))→ Z(ZG)
where Z(ZG) is the center of the group algebra ZG.
6.4. On the Grothendieck ring structure of K0(Df (U,H)). In this
subsection we show that the Grothendieck ring K0(Df(U,H)) has the
same type ring structure as the rings considered in [30] and [3]. Using
the notations from Section 2 of [30] one can take A(g) := K0(Bg) for
all g ∈ G and consider the structure maps
(6.43) mg,h : K0(Bg)×K0(Bh)→ K0(Bgh)
and
(6.44) cg,x : K0(Bg)→ K0(B xg)
induced from the maps defined in Equations 6.24 and respectively
Equation 6.21. Then clearly by Equation 6.34 one has that the in-
variant ring satisfies AL ∼= K0(Df(U,H)) as Z-modules since cx,g is the
identity map if x ∈ Fg. On the other hand Formula 1.3 from the tensor
product shows that AL has the ring structure described in Equation 2.3
from [30]. Indeed, in order to realize this fact one has to identify as in
page 19 of [30], the module P (x) ∈ I xgigj with the module
yP (x) ∈ Igk
where y ∈ L is chosen such that yxgi
ygj = gk for a uniquely deter-
mined k = k(x). Here Γ = {gi}
s
i=1 ⊂ G is a fixed set of representative
elements for the orbits of the action of F on G as above. Then one can
use Corollary 2.5 of [30].
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