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Le tout en Harmonie.
Je dédie cette thèse à mon père, à ma grand-mère,
et à Camille Cristau qui nous manquent.
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Résumé
Nous avons étudié ici une nouvelle forme d’excitation, dite collective, dans la croûte
interne des étoiles à neutrons. Dans cette partie de l’étoile, en se structurant, la
matière prend des formes aux géométries originales appelées « phase pasta » et
dont l’état est superﬂuide dans des conditions de température caractéristiques des
étoiles à neutrons. L’objectif était de décrire des excitations dont les longueurs
d’onde varient de la taille de la cellule de Wigner-Seitz à des très grandes valeurs.
Ces dernières sont essentielles pour l’étude à basse énergie et représentent l’aspect
macroscopique de ce milieu alors que les premières correspondent aux aspects mi-
croscopiques de la matière. Pour cela nous avons opté pour une approche fondée sur
l’hydrodynamique des superﬂuides à plusieurs constituants. Ainsi, nous avons pris
en compte les propriétés essentielles de la matière nucléaire telles que les vitesses
du son. Le modèle que nous avons développé consiste essentiellement en l’étude de
la propagation de perturbations à travers ces structures, par rapport à un équilibre
hydrostatique. Nous nous sommes penchés sur le cas des structures en forme de
plaques uniquement. Pour cela nous avons été conduits à déﬁnir des conditions aux
bords, aﬁn de modéliser les eﬀets des interfaces. La périodicité du milieu a été prise
en compte en utilisant le théorème de Floquet-Bloch. La résolution des équations
nous a permis d’obtenir les spectres d’excitations de ces plaques. Nous en avons
dégagé les propriétés physiques et nous avons utilisé ces spectres pour le calcul de
chaleur spéciﬁque. Ceci nous a permis d’étudier la contribution de ces excitations
collectives en les comparant aux autres formes d’excitations possibles. Ainsi nous
avons constaté que cette nouvelle contribution était loin d’être négligeable. Elle
aura sa place à part entière dans les futurs calculs d’évolution thermique des étoiles
à neutrons.
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Abstract
We study the spectrum of collective excitations in the inhomogeneous phases in
the neutron star inner crust. In that part of the star, the structured matter takes
an original shape called « pasta phase » and we expect it to be in a superﬂuid state.
Our aim is to describe the whole range of wavelengths from the long-wavelength
limit to wavelengths in the range of dimensions of the Wigner-Seitz cells. The for-
mer can be described by macroscopic approaches and is crucial for the low-energy
part of the spectrum, while the latter is associated to modes usually described
in microscopic calculations. We developed our model using a superﬂuid hydro-
dynamical theory allowing several components. This approach takes into account
the main properties of nuclear matter through sound velocities for example. Our
model consist in studying the propagation of perturbation of the hydrostatic equi-
librium through structures with the shape of slabs. The eﬀect of interfaces has
been represented by deﬁning boundary conditions and we used the Floquet-Bloch
theorem in order to represent the periodicity of the structures. The resolution of
equations gave us very interesting excitation spectrum. And as an application, we
have discussed the contribution of these collective modes to the speciﬁc heat of
the « lasagna » phase in comparison with other known contributions.
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Introduction
« Les profondeurs du passé et celles de l’avenir restent pour nous plus
insaisissables encore que celles de l’espace. Nous sommes dans la situa-
tion d’un voyageur qui, à la simple lueur d’un éclair, voudrait recons-
tituer l’histoire entière d’une cité. »
Ernest Esclangon, Dix leçons d’Astronomie (1934)
Une histoire au XXème siècle
« With all reserve we advance the view that a super-nova represents
the transition of an ordinary star into a neutron star, consisting
mainly of neutrons. »
(Baade et Zwicky, 1934 [10])
L’histoire des étoiles à neutrons, en tant qu’objet à proprement parler, a com-
mencé en 1934 par la prédiction géniale de Baade et Zwicky [10]. Cette prédiction
théorique, qui est le fruit de l’imagination et de la curiosité des scientiﬁques, est le
résultat d’un cheminement de l’histoire des sciences et de l’évolution des concepts
physiques. Ainsi le contexte historique de cette découverte peut être abordé sui-
vant deux aspects des sciences, le premier concerne le domaine de l’astrophysique
alors que le second, plus microscopique, concerne la physique de la matière. Si
Baade et Zwicky ont proposé ce nouvel objet astrophysique pour expliquer leurs
observations d’un phénomène hautement énergétique encore incompris, les super-
novae, ils n’évoquent les étoiles à neutrons que pour des arguments d’énergie sans
en donner le réel mécanisme physique.
En eﬀet sur le plan astrophysique, les étoiles à neutrons ne venaient pas com-
bler un manque ﬂagrant dans la compréhension des observations astronomiques. À
cette époque les deux seules interactions bien maîtrisées étaient la gravitation et
l’électromagnétisme, et du point de vue de l’astrophysique, celles-ci gouvernaient
l’essentiel de l’univers. On avait bien conscience que lors de la rupture d’un équi-
libre, la gravitation avait tendance à reprendre le dessus, contractant notamment
les étoiles en ﬁn de vie. Mais tout cela était encore loin d’être clairement établi
et bien déﬁni dans l’ensemble. La supernova n’apparaissait pas de toute évidence
comme la ﬁn de vie d’une étoile et d’ailleurs on ne faisait pas encore bien la distinc-
tion entres les divers types de supernovae, mettant sur le même plan celles de type
Ia et IIb dont les mécanismes physiques sont en réalité très diﬀérents. Les naines,
et en particulier les naines blanches, semblaient être le stade ﬁnal de toute étoile
(Nodon [73] et Esclangon [41]). Mais cela n’a rien d’étonnant quand on pense que
le diagramme de Hertzsprung-Russell (HR), permettant de classer les étoiles avait
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était introduit environ vingt ans plus tôt seulement. Celui-ci permit d’introduire
par la suite la notion d’évolution stellaire. Mais comment pouvait-on la comprendre
et donner des échelles de temps sans même connaître l’origine précise de la source
d’énergie des étoiles ? Pour cela il aura fallu que les travaux de Gamov publiés 1928
[46] soient approfondies en 1938 par Bethe avec la détermination du premier cycle
précis de nucléosynthèse stellaire [16] pour que le diagramme HR prenne tout son
sens, interprété notamment grâce aux stades d’évolution des étoiles. La prédiction
de Baade et Zwicky venait donc se perdre dans toutes ces questions qui agitaient
le monde scientiﬁque du moment.
Tout de même Chandrasekhar avait commencé à ébranler l’édiﬁce des positions
tenues par les astrophysiciens quant à la ﬁn des étoiles, en introduisant sa fameuse
masse limite pour les naines blanches en 1931 [35]. En eﬀet si la naine blanche a
ses limites, que faire de celles qui devraient être plus massives ?
On ne se précipita pas malgré tout, immédiatement après la prédiction de
1934, vers les étoiles à neutrons puisque le premier modèle ﬁable de structure
pour ces objets, et quasi seconde fois qu’elles sont évoquées, date de 1939, avec
l’introduction des équations de Tolman, Oppenheimer, Volkoﬀ (TOV) [74, 96].
C’est à ce moment là, que la théorie de la relativité générale fait sont entrée en
scène dans la conception des étoiles à neutrons. Grâce à ces équations TOV, la
communauté scientiﬁque voyait apparaître la notion de masse limite pour ces objets
en tant qu’eﬀet relativiste pur. Par la suite d’autres articles viendront alimenter
les travaux théoriques sur le sujet aiguisant la curiosité des chercheurs et du grand
public. Mais cela ne s’est produit qu’au moment où l’origine des sources d’énergies
des étoiles commençait à être mieux maîtrisée, où les naines blanches ont eu leur
masse limite, où les mécanismes des supernovae ont commencé à être décrits plus
précisément, donnant à Baade et Zwicky la position de grands précurseurs.
D’autre part leur intuition s’inscrivait dans le contexte d’un grand chamboule-
ment de la physique de la matière. Puisque seulement deux ans plus tôt Chadwick
découvrait l’existence du neutron dans son laboratoire de Cambridge [31]. Cette
découverte, qui échappa de peu aux Joliot-Curie, faisait suite à une hypothèse
théorique d’une forme de noyaux d’hydrogène électriquement neutre proposée par
Rutherford en 1920 [87]. Cette nouvelle particule théorique ouvrait de nombreuses
possibilités aux physiciens de la matière. Car notamment l’un des principaux obs-
tacles aux modèles plus ou moins fantaisistes de l’époque, venait de la répulsion
des particules électriquement chargées. Ainsi le neutron, en plus d’élucider le pro-
blème des nombres atomiques, ouvrait la possibilité de concevoir de la matière
toujours plus dense. On peut retrouver ce type de considérations dans l’article de
Langer et Rosen [64], intitulé The neutron et datant de Mai 1931. Dans celui-ci
les auteurs évoquent un type de matière très dense constituée de neutrons qui se
concentrent au centre des naines blanches et permettant de dépasser la limite de
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densité massique imposée par le principe de Pauli pour une matière chargée élec-
triquement. Il ne restait donc plus qu’un pas à franchir pour arriver aux étoiles à
neutrons. C’est donc probablement aussi dans ce contexte de désir du « toujours
plus dense » que les chercheurs Baade et Zwicky ont inventé ces objets.
Par la suite la théorie des étoiles à neutrons a continué de se développer, repre-
nant parfois des découvertes fondamentales de la physique qui pourraient sembler
en être éloignées de prime abord. Après les travaux de Tolman, Oppenheimer et
Volkoﬀ il restait à trouver une équation d’état de la matière plus réaliste que le
simple gaz de neutrons dégénérés. Cette question essentielle ne pouvait être ré-
solue sans une meilleur compréhension de l’interaction nucléaire. Les travaux de
Bethe et Weizsäcker [15, 103] ont jeté la première pierre dans ce sens dans les
années ’30 expliquant par ailleurs l’origine de la masse des noyaux atomiques. La
physique nucléaire connut d’immenses progrès dans les décennies qui suivirent,
aboutissant dans les années ’50 sur des interactions eﬀectives telle que celle issue
des travaux de Skyrme [91] par exemple. Ce qui permit à Cameron de publier une
des premières synthèses de modèles complets et réalistes d’étoiles à neutrons en
1959 [22]. C’est cette même année que Migdal reliera une autre découverte fon-
damentale de la physique aux étoiles à neutrons en leur aﬀectant des propriétés
superﬂuides [70]. Cet état de la matière, découvert par Kapitza en 1937 [58], puis
décrit théoriquement par Landau, Leggett, Migdal et d’autres, en reprenant la
théorie de la supraconductivité développée par Bardeen, Cooper et Schrieﬀer [12],
ne semblait pas être un phénomène qui touche le domaine de l’astrophysique. Et
pourtant Migdal s’est révélé être un précurseur aussi par sa prédiction puisqu’il
verra les premières conﬁrmations de son hypothèse arriver quelques années après.
L’observation directe de ces objets arrivera une trentaine d’années après leur
prédiction théorique avec la découverte en 1967 par Hewish et Bell d’un signal radio
pulsé extrêmement régulier émis par un pulsar [56]. Leurs observations, relatées
dans leur fameux article de Nature [56], donnait une limite supérieure au rayon
de l’objet source mais ils ne purent conclure sur la nature de l’objet n’excluant
pas la possibilité que la source radio puisse être une naine blanche. C’est après
quelques mois de forte agitation intellectuelle que la vrai nature de ces sources
compactes fut déterminée par Gold [50]. Balayant au passage le modèle en vogue
des oscillations radiales de l’objet compact, il donna une explication plus réaliste
sur l’origine du signal par la rotation des étoiles à neutrons magnétisées. 1967 sera
donc l’année de départ des observations des étoiles à neutrons mettant ﬁn à l’ère
de la spéculation théorique pure. C’est ainsi que peu de temps après, les premiers
indices de la superﬂuidité sont apparus à travers les petits sursauts de fréquence
dans le mouvement régulier des pulsars, appelés « glitch », avec un mécanisme
proposé par Anderson et Itoh faisant appel aux vortex d’un superﬂuide en rotation
[2].
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Malheureusement mis à part en onde radio, l’observation des étoiles à neutrons
se révélera par la suite être particulièrement diﬃcile. Un contraste ﬂagrant existe
entre les mesures extrêmement précises de paramètres physiques tels que la masse
ou les paramètres orbitaux des binaires, déduites de l’observation des pulsars, et les
tentatives de mesures de paramètres physiques via les observations X ou optiques.
Laissant ainsi le champ encore libre à beaucoup de spéculation théorique, ce qui ne
saurait déplaire au théoricien comme moi, mais nul ne doute que des contraintes
viendront avec les observations X ou optiques en plein développement ou avec de
futurs découvertes via par exemple les ondes gravitationnelles ou les neutrinos.
Ce bref historique des étoiles à neutrons pourrait être ainsi résumé en évoquant
les quelques découvertes fondamentales de la physique du XXème siècle qui leur
sont reliées, c’est-à-dire l’établissement de la théorie de la relativité générale, la
découverte du neutron, la prédiction des étoiles à neutrons, la découverte de l’in-
teraction nucléaire, la découverte de la superﬂuidité et l’observation du premier
pulsar.
Petite description des étoiles à neutrons
La suite de cette introduction sera consacrée à un résumé non exhaustif de l’état
de l’art concernant les modèles d’étoiles à neutrons pour arriver à une introduction
au projet de recherche que j’ai mené durant ma thèse en exposant, dans les grandes
lignes, les théories qui m’ont servi. Car une fois le concept d’étoile à neutrons bien
admis par la découverte des pulsars, la modélisation de ces objets a pris un essor
important, faisant interagir deux nouvelles communautés toujours grandissantes,
celles des observateurs de pulsars et celles des modélisateurs d’étoiles à neutrons.
À première vue, une étoile à neutrons est une sphère d’une dizaine de kilomètres
dont la masse est comprise entre une à trois fois celle du soleil. De ces deux données
nous pouvons déjà déduire à quel type de physique nous aurons aﬀaire. En eﬀet,
prenons un rayon typique de R = 15 km et une masse typique de M = 1.4 M¯, sa
densité moyenne est ρm = M4
3
piR3
= 0.2 1015g.cm−3 soit environ 0.79 fois la densité de
saturation nucléaire ou densité du noyau atomique. Rien que par cette estimation,
nous déduisons que l’une des interactions dominantes sera l’interaction nucléaire,
donnant ainsi une idée de sa composition et donc l’origine du nom « étoiles à
neutrons ». Par ailleurs, nous pouvons estimer la compacité d’un tel objet aﬁn de
mesurer la déviation de la métrique de Schwarzschild par rapport à la métrique de
Minkowski ou dit de manière plus simple, pour mesurer les corrections relativistes
à apporter à la gravitation newtonienne. Dans ce cas nous obtenons une compacité
Ξ = GM
Rc2
= 0.14, c’est-à-dire qu’un tel objet ne peut être décrit dans son ensemble
sans prendre la relativité générale comme description de la gravitation, ou sinon les
erreurs seraient de l’ordre de 14%. Donc physique nucléaire et relativité générale
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sont les fondements mêmes de la description des étoiles à neutrons.
Ces valeurs extrêmes ne peuvent s’expliquer que par la formation de ces objets.
En eﬀet, lorsque les réactions de fusion thermonucléaire qui ont lieu au cœur des
étoiles au moins huit fois plus massives que le soleil s’arrêtent, la matière s’eﬀondre
sur elle même. Cet eﬀondrement, extrêmement rapide, va rencontrer une forme
de « résistance » en atteignant le cœur de fer qui se trouve comprimé au point
de détruire les structure atomiques et donner de la matière nucléaire. De là, un
rebond va naître créant un choc qui entraînera la matière en sens inverse, ce qui
donnera la supernova. Si la compression du cœur de fer, d’environ une à trois
masse solaire, n’est pas trop grande, il deviendra une étoile à neutrons sinon il
deviendra un trou noir. Bien que tout ceci soit expliqué de manière très simpliﬁée,
il est possible maintenant de comprendre l’origine de la masse et du rayon des
étoiles à neutrons par le mécanisme de supernova. Ce mécanisme permet aussi
d’expliquer les très hautes températures atteintes de l’ordre de 1011 K, parce que
la matière comprimée n’a pas le temps d’évacuer toute cette chaleur. Il explique
bien les très grandes vitesses de rotation, allant de quelques millisecondes à 10 s
pour les vieux pulsars. Dans ce cas c’est parce que la matière n’a pas eu le temps
et surtout n’a pas eu de moyen eﬃcace pour « évacuer » son moment cinétique.
Au passage, le pulsar connu pour être le plus rapide est nommé J1748-2446ad
et tourne avec une période P = 1.397 ms. Si nous supposons que cette étoile
à neutrons a un rayon de R = 15 km, la vitesse équatoriale de la matière est
d’environ v = 67 500 000 m.s−1, soit à peu près 0.23 fois la vitesse de la lumière
dans le vide ! Enﬁn un même principe de conservation nous permet de trouver que
les champs magnétiques peuvent atteindre des valeurs extrêmes de 1015 G dans
ces objets compacts, qui dans ce cas sont appelés « magnétars ».
Ces quelques valeurs introductives ont pour objectif de montrer que les étoiles
à neutrons sont des objets de l’extrême, oﬀrant, à nous terriens, un moyen de tester
des théories de physique fondamentale.
Pour entrer un peu plus dans les détails, nous pouvons représenter de manière
schématisée ce que nous savons à l’heure actuelle de la structure des étoiles à
neutrons avec la ﬁgure suivante (Fig. 1).
Dans le centre, cœur du mystère pour ainsi dire, les densités sont de plusieurs
fois la densité de saturation nucléaire et la matière, ainsi que ses états, sont large-
ment inconnus. Concernant sa composition, il en va de la simple matière ordinaire
de neutrons, protons et électrons, à la matière exotique de quarks « up », « down »
et « étranges » déconﬁnés, en passant par de la matière ordinaire à laquelle il lui
est ajouté des muons, parfois d’autres types de hadrons tels que les mésons pi− ou
K−..., toute la zoologie de la matière hadronique pourrait y passer à condition que
ce soit énergétiquement possible. Les conditions dans la partie interne du cœur sont
telles qu’aussi bien l’état solide, que l’état liquide peuvent être envisagés. La seule
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Fig. 1: Structure d’étoile à neutrons (Crédit image : Dany Page).
chose que nous pouvons poser est que cette matière est relativement homogène en
dehors d’éventuelles transitions de phases.
Au dessus, à quelques kilomètres du centre, nous trouvons la partie externe
du noyau, la matière semble être plus classique, composée très certainement de
neutrons, protons et électrons, à l’exception près de théories envisageant un état
plus stable de quarks « up », « down » et « étranges » déconﬁnés qui composerait
l’étoile jusqu’à la croûte externe. Ce derniers cas porte le joli nom d’étoile étrange
en raison de la présence du quark « étrange ».
Nous venons de présenter le cœur des étoiles à neutrons, il correspond à une
fraction non négligeable du rayon selon les modèles d’interaction envisagés, et
il contribue pour une majeure partie de la masse de l’étoile. Bien que très peu
structurée, de nombreux phénomènes physiques peuvent prendre part dans cette
matière qui compose le noyau, tels que la supraconductivité des protons, la super-
ﬂuidité des neutrons, voir la supraconductivité de couleur pour les quarks, sans
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oublier que cette structure est le résultat de l’interaction nucléaire entre particules,
dont de nombreux modèles sont proposés. Tous correspondent à des interactions
entre nucléons eﬀectives calculées à partir d’expériences nucléaires terrestres, car
à l’heure actuelle la Chromodynamique quantique, théorie de l’interaction forte,
ne permet pas encore d’obtenir d’équation d’état exploitable.
Ensuite, au-dessus se trouve la croûte, elle même divisée en deux parties, celle
interne et celle externe. Elle caractérise l’apparition des premières inhomogénéités
dans la matière et il est habituel de la voir débuter à partir d’une densité un
peu inférieure à la densité de saturation nucléaire. En dessous de cette densité,
l’interaction électromagnétique entre en compétition avec l’interaction nucléaire,
multipliant ainsi les possibilités de conﬁgurations autorisées.
La croûte interne correspond en particulier à la transition entre la matière
homogène dans le cœur et une matière structurée en réseaux dans la croûte externe.
C’est dans cette partie que l’on peut trouver les phases dites « pasta » oﬀrant
une grande diversité de structures géométriques. Tout d’abord des bulles de gaz
de matière moins dense apparaissent dans la matière plus dense dite liquide, puis
celles-ci s’allongent à cause de l’interaction électromagnétique jusqu’à dans certains
cas se relier entre elles pour former des tubes appelés « spaghetti ». Enﬁn ces tubes
par le même processus peuvent former des plaques appelées « lasagnes ». Puis le
processus inverse se produit en continuant de remonter vers la surface sauf que
la partie remplissant l’espace correspondra à un gaz de neutrons peu dense et
les tubes seront composés de liquide plus dense. De même les bulles précédentes
deviendront des gouttes ici plongées dans le gaz de neutrons. Chaque géométrie est
choisie en minimisant l’énergie totale en incluant l’énergie de Coulomb et l’énergie
nucléaire de surface.
À l’inverse de la partie interne contenant des noyaux riches en neutrons et
très déformés, la croûte externe correspond à un réseau cristallin de noyaux plus
classiques, ceux plus en profondeur sont évidemment les noyaux lourds et riches
en neutrons alors que ceux les plus à l’extérieur sont des noyaux de fer. Dans cette
couche, il n’existe plus de neutrons libres car il sont tous conﬁnés dans des noyaux
et leur proportion s’approche de celle des protons quand nous allons vers le fer.
Enﬁn la dernière couche, qui fait seulement quelques centimètres mais qui vient
compliquer toutes les observations, est l’atmosphère gazeuse. Elle est composée cer-
tainement d’éléments récupérés après la supernova tels que l’hydrogène, l’hélium,
ou carbone mais qui peuvent aussi être issus de réactions thermonucléaires à la
surface de ces objets...
Sans oublier que toutes ces couches, surtout vers l’extérieur, ne peuvent être
décrites correctement sans prendre en compte les champs magnétiques intenses et
les hautes températures. Je ne parle pas non plus de la présence de vortex liés
à la superﬂuidité, ni des divers états solide, liquide et gazeux possibles, ni d’un
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ensemble d’autres phénomènes, démontrant toute la richesse de la physique de cet
objet exotique encore mal connu.
L’équation d’état, un enjeu majeur d’actualité
S’il fallait réunir en un seul ensemble toute la description de ces structures,
nous pourrions sans diﬃculté dire que c’est l’équation d’état. En eﬀet c’est elle
qui décrit l’ensemble des propriétés thermodynamiques de la matière en se basant
sur des études microphysiques. Et qui, utilisée telle une fonction mathématique de
la densité, va fermer le système d’équations décrivant l’équilibre hydrodynamique
d’un objet auto-gravitant. L’équation d’état est, en quelque sorte, la matérialisa-
tion de l’interface entre l’astrophysique et la physique nucléaire.
En eﬀet à chaque modèle d’interaction nucléaire correspond une équation d’état
qui va relier entre eux, la pression, les densités des diﬀérentes particules, la tempé-
rature et les potentiels chimiques. Les structures de la matière sont oubliées puisque
n’ayant certainement pas d’inﬂuence sur celle-ci. Il est usuel de les représenter par
une courbe traçant la pression en fonction de la densité baryonique, tout les autres
paramètres thermodynamiques restant constants par ailleurs. Dans la ﬁgure 2 sont
tracées tout un ensemble d’équations d’état dont les noms sont détaillés dans le
tableau 1, cette ﬁgure et ce tableau sont issus de l’article de Lattimer et Prakash
2001 [66].
Tab. 1: Quelques noms d’équations d’états, « approche » se réfère aux théories
utilisées pour les calculs, « composition » se réfère au composants liés à l’interaction
forte (n = neutron, p= proton, H = hyperon, K = kaon, Q = quark), tous les
modèles prennent en compte la contribution des leptons, Lattimer et Prakash 2001
[66].
Symbole Référence Approche Composition
FP Friedman & Pandharipande (1981) Variationnelle np
PS Pandharipande & Smith (1975) Potentiel npi0
WFF(1-3) Wiringa, Fiks & Fabrocine (1988) Variationnelle np
AP(1-4) Akmal & Pandharipande (1998) Variationnelle np
MS(1-3) Müller & Serot (1996) Théorie des champs np
MPA(1-2) Müther, Prakash & Ainsworth (1987) Dirac-Brueckner HF np
ENG Engvik et al. (1996) Dirac-Brueckner HF np
PAL(1-6) Prakash, Ainsworth & Lattimer (1988) Schéma de potentiel np
GM(1-3) Glendenning & Moszkowski (1991) Théorie des champs npH
GS(1-2) Glendenning & Schaffner-Bielich (1999) Théorie des champs npK
PCL(1-2) Prakash, Cooke & Lattimer (1995) Théorie des champs npHQ
SQM(1-3) Prakash, Cooke & Lattimer (1995) Matière de quarks Q (u, d, s)
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Fig. 2: Pression en fonction de la densité pour plusieurs équations d’état sélec-
tionnées. Le pression est donnée en MeV.fm−3 et la densité baryonique en fm−3.
Figure issue de Lattimer et Prakash 2001 [66].
Il est possible d’utiliser ces équations d’état pour intégrer les équations de
Tolman-Oppenheimer-Volkoﬀ (TOV) qui permettront d’obtenir un objet sphé-
rique, statique, décrit dans le cadre le la relativité générale. À chaque équation
d’état correspond une collection d’étoiles à neutrons de caractéristiques diﬀérentes,
telles que la masse et le rayon, variant avec les conditions initiales telles que la
densité au centre. D’ailleurs la signature d’une équation d’état en terme d’étoile à
neutrons est souvent représentée sous forme de diagramme masse-rayon. Dans la
ﬁgure 3 sont représentés les diagrammes masse-rayon (M-R) pour quelques unes
des équations d’état déﬁnies auparavant [66]. Nous pouvons remarquer que mis
à part aux points d’intersections entre les courbes, en théorie une seule mesure
astrophysique de masse, de rayon et de vitesse angulaire suﬃsamment précise per-
mettrait de contraindre fortement le type d’équation d’état possible, si ce n’est
la déterminer complètement. Malheureusement, bien que la masse des étoiles à
neutrons soit une observable relativement accessible grâce à l’observation des bi-
naires contenant un pulsar, nous savons que le rayon reste encore une observable
diﬃcilement atteignable. Il faut comprendre que l’enjeu est de taille car une telle
18
observation pourrait permettre de comprendre la matière nucléaire et comment elle
se comporte, notamment dans des conditions qui ne seront certainement jamais
atteintes avec des expériences terrestres.
Fig. 3: Diagramme masse-rayon pour quelques équations d’état présentées ci-
dessus, Lattimer et Prakash 2001 [66].
Des eﬀorts très importants sont fait dans ce sens en développant toujours les
théories d’interactions, en tentant de mesurer quelques paramètres via des expé-
rience sur des noyaux, mais aussi en développant les observations astronomiques.
Les ondes gravitationnelles lors de la coalescence de binaires contenant une étoile à
neutrons serait un moyen idéal, mais pour l’heure des instruments tels que VIRGO
ou LIGO ne le permettent pas. Des observations telles que les sursauts avec expan-
sion radiale de l’atmosphère ont montré que l’ont pouvait commencer à déduire un
début d’information sur la masse et le rayon. En eﬀet lorsque l’étoile accrète de
la matière depuis un compagnon, il arrive à un certain point que le gaz accumulé
« s’embrase » dans une réaction thermonucléaire, créant un phénomène très lumi-
neux qui est observé en rayons X. Si nous connaissons la distance de cet objet à
nous, la modélisation d’un tel phénomène permet de déduire quelques caractéris-
tiques de l’objet. Pour l’instant ce type d’étude en est encore à son balbutiement
mais quelques hypothèses encore grossières, telles que supposer un ﬂux lumineux
égal à celui d’Eddington, permettent d’obtenir une densité de probabilité donnant
la masse et le rayon. Dans la ﬁgure 4 issue de Steiner & al. [93], nous pouvons re-
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trouver ce type de densité de probabilité calculée à partir d’observation de sursauts
de type I.
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Fig. 4: Densité de probabilité donnant la masse et le rayon obtenu avec l’observa-
tion de 3 bursts de type I, Steiner & al. [93].
Par la suite il est possible de remonter jusqu’aux propriétés de la matière en
combinant toutes ces observations. Ainsi, grâce à des méthodes statistiques et un
algorithme de Monte Carlo, les équations TOV ont été inversées pour obtenir une
densité de probabilité donnant l’équation d’état comme le montre la ﬁgure 5. Pour
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Fig. 5: Densité de probabilité obtenue avec une méthode de Monte Carlo donnant
la pression en fonction de la densité d’énergie pour les évènements donnés dans
Steiner & al. [93].
l’instant nous ne pouvons déduire seulement que ce résultat est compatible avec
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les autres équations d’états de la physique nucléaire sans donner de contraintes
plus fortes. Mais nous remarquerons que c’est en poursuivant de tels eﬀorts entre
observateurs et théoriciens que les mystères de la matière se révéleront petit à
petit.
L’évolution thermique, un moyen de sonder leur intérieur
Comme nous l’avons vu précédemment, c’est en multipliant les observations de
catégories diﬀérentes que nous pourrons contraindre de mieux en mieux les théo-
ries. L’une d’elle est l’observation du spectre d’émission thermique de l’atmosphère
des étoiles à neutrons isolées.
Si l’étoile à neutrons est isolée, donc épargnée par de nombreux phénomènes
physiques liés notamment à d’éventuelles accrétions de matière qui pourraient
brouiller les observations, l’une des sources de perte d’énergie sera l’émission ther-
mique. Ainsi, quand il est possible d’obtenir un spectre du rayonnement de l’étoile,
nous avons accès à sa température de surface via des modèles d’atmosphère. Cette
information essentielle permet déjà de mieux comprendre ces objets, mais pour
pouvoir exploiter au mieux cette information une donnée temporelle est néces-
saire. Pour cela plusieurs moyens sont à notre disposition, l’âge de l’objet étudié
peut être donné de manière très précise si sa formation peut être associée à une
supernova, autrement il faut utiliser des modèles donnant l’âge indirectement. La
mesure de la vitesse d’expansion de la nébuleuse issue de la supernova permet
d’estimer la date de l’événement. Si l’objet est observé en tant que pulsar en ondes
radio, le rapport P/2P˙ , où P est la période de rotation, donne un ordre de gran-
deur de son âge en supposant qu’il est un dipôle magnétique en rotation perdant
toute son énergie de rotation en ondes électromagnétiques. Et dans le cas de Cas-
siopée A, il a même été possible de voir son évolution thermique au cours de dix
ans de campagnes d’observations en X sur cet objet avec le satellite Chandra. Sur
la ﬁgure 6, issue de Heinke et al. 2010 [55], sont représentés les spectres de cet
objet pris à plusieurs moments entre 2000 et 2009.
Ces points permettent d’ajuster un modèle d’atmosphère contenant du car-
bone et de déduire la température de surface. Ainsi dans ce cas nous pouvons voir
que sa température de surface, d’environ 2.106 K, a diminuée de 4 % au cours de
ces dix dernières années. Ceci n’a été possible que parce que cet objet est à une
distance proche de 3.4 kpc, donc relativement lumineux dans le ciel, et surtout
très jeune puisque son âge est estimé à 330 ans, donc refroidissant très rapide-
ment. L’exploitation de tels résultats permet de donner des contraintes sur les
modèles d’évolution thermique d’étoile à neutrons. Ces modèles doivent prendre
en compte les corrections relativiste, comme nous l’avons vu précédemment. Les
équations décrivant le transport de chaleur en relativité sont établies depuis 1977
grâce aux travaux de Thorne [95] et en dehors des potentiels gravitationnels, les
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Fig. 6: Spectres d’observation en X par Chandra de l’étoile à neutrons Cassiopée
A à diﬀérents moments entre 2000 et 2009, Heinke et al. 2010 [55]. Le code de
couleur est noir = 2000, rouge = 2002, vert = 2004, bleu = 2006, cyan = 2007,
magenta = 2009.
coeﬃcients qui entrent dans ces équations sont l’émissivité de neutrinos, la cha-
leur spéciﬁque et la conductivité thermique. Ce sont ces paramètres qui forment
l’identité thermique de la matière à une densité donnée en fonction de sa tempéra-
ture, de sa composition, de ses états, de sa structuration. Ces paramètres sont les
ingrédients essentiels pour simuler l’évolution thermique d’une étoile à neutrons
de masse donnée. Cette évolution est donc le résultat d’un ensemble de processus
microphysiques qui ont lieu dans toutes les parties de l’étoile et qui ne peuvent être
séparés facilement à partir des observations. Cette confrontation entre théorie et
observations peut être illustrée avec la ﬁgure 7, où plusieurs modèles d’évolutions
pour deux masses d’étoile sont tracés en même temps que onze objets observés
sont placés avec leurs barres d’erreur. Il faut noter que la température à l’intérieur
peux dépasser la température de surface de plusieurs ordre de grandeur [106].
Ici aussi les observations laissent place encore à beaucoup d’incertitudes sur
les propriétés de la matière, mais ne perdons pas espoir car c’est en regroupant
toutes ces sources d’informations que ces incertitudes seront réduites. Franchis-
sons pas à pas ces étapes et l’une d’elle, très importantes, a été passée grâce à
l’analyse des spectres de Cassiopée A dont nous avons parlé. Un article de Page
et al. [77] et un de Shternin et al. [89], publiés quasi simultanément au début de
l’année 2011 sont arrivés à la même conclusion. En substance, leur résultat est
qu’une pente décroissante en température aussi grande ne peut être interprétée
que par un état superﬂuide des neutrons comme nous le montre la ﬁgure 8. Grâce
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Fig. 7: Plusieurs courbes de refroidissement donnant la température de surface qui
serait observée à l’inﬁni en fonction du temps avec les quelques points mesurés.,
Gusakov et al. 2004 [52]
CT  = 10  K
T  = 0CCT  = 5.5x10  K8
9
Fig. 8: Ajustement de la courbe de refroidissement avec les points observés sur
Cassiopée A, Page et al. 2011 [77].
à cette observation un ordre de grandeur de la température critique d’appariement
des neutrons superﬂuides peut être donné. Il faut remarquer que sans une bonne
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connaissance des propriétés thermiques de la matière et un bon modèle, cette dé-
couverte n’aurait pas été possible. Nous n’oublierons pas non plus de citer aussi
les alternatives à ce processus lié à la superﬂuidité telle que déjà proposée par
Blascke et al. [17] pour garder à l’esprit que rien n’est acquis en science et qu’il
faut rester ouvert. Il parait donc essentiel de développer les études théoriques de
ces objets pour pouvoir être en mesure d’interpréter les futurs observations à la
lueur des bons phénomènes physiques. Seulement il n’est pas évident de savoir a
priori dans quelle direction aller, comment savoir quel sera le prochain paramètre
déterminant dans un modèle confronté aux observations. Ainsi dans le cas que
nous venons de décrire, les observations n’ont pas permis de déterminer la masse
de l’objet mais plutôt un état de la matière. Dans le domaine des études d’évolu-
tion thermique, les propriétés de la croûte sont fondamentales, notamment parce
que la plupart des modèles semblent indiquer que le cœur se refroidit plus vite par
émission de neutrinos que la croûte, qui par la suite peut réchauﬀer le cœur. Elles
sont importantes aussi lors d’épisodes d’accrétion de matière sur la surface. Cette
matière en tombant, chauﬀe les couches externes et lorsque cet épisode s’arrête,
un refroidissement par émission thermique particulièrement lumineux à la surface
est observé sur des périodes de l’ordre de l’année. Ces échelles de temps caracté-
ristiques de refroidissement ne permettent de sonder que l’extérieur de l’étoile, car
ce phénomène a lieu essentiellement dans ces parties de l’étoile [21, 44]. Ce sont
ces raisons qui nous montrent qu’il est primordial de bien connaître les propriétés
thermiques de la croûte.
Modes collectifs dans la croûte des étoiles à neutrons
Dans ce dernier paragraphe de l’introduction nous présenterons le projet de
thèse que j’ai mené, les motivations pour lesquelles j’ai travaillé sur ce sujet et
enﬁn nous décrirons les parties de ce manuscrit.
Comme nous venons de voir précédemment, nous nous concentrerons sur les
propriétés thermiques des étoiles à neutrons et en particulier sur la chaleur spé-
ciﬁque, appelée aussi capacité caloriﬁque. Celle-ci permet de déﬁnir la quantité
d’énergie nécessaire à apporter au système pour augmenter sa température. Cette
quantité qui dépend elle-même de la température est la somme de toutes les
contributions possibles dans un état thermodynamique donné du système. Chaque
contribution correspond à un type d’excitation thermique de la matière, ainsi
l’énergie thermique se répartira sur l’ensemble des excitations possibles. Sur la
ﬁgure 9 tirée de Fortin et al. [44] sont représentés plusieurs contributions possible
à la chaleur spéciﬁque, à la température T = 109 K, en fonction de la densité. Les
séparations verticales représentent la limite entre les couches de l’étoiles, c’est-à-
dire entre le cœur et la croûte interne et puis avec la croûte externe.
Dans le cœur, où la matière est homogène, chaque constituant est associé à une
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Fig. 9: Répartition des contributions à la chaleur spéciﬁque en fonction de la
densité à T = 109 K , Fortin et al. 2010 [44].
contribution à la chaleur spéciﬁque. Sur la ﬁgure 9 sont représentées les contribu-
tions des électrons en tant que gaz de Fermi dégénéré et les contributions des
neutrons et des protons en interaction. Contrairement au cœur, la croûte interne
présente de nombreux eﬀets intéressants. Tout d’abord nous pouvons constater
que la contribution des protons est supprimée, car ceux-ci sont regroupés dans
les noyaux atomiques riches en neutrons. Ce sont ces noyaux qui vont maintenant
entrer en jeu sous forme d’excitations du réseaux qu’ils forment dans le ﬂuide de
neutrons, et leur participation à la chaleur spéciﬁque est loin d’être négligeable se-
lon la densité. Les électrons continuent de jouer leur rôle en tant que gaz de Fermi
mais sont moins contributeurs que le réseau d’ions. Les neutrons, eux, sont les
grands gagnants de la « partie » car l’appariement lié à la superﬂuidité va rendre
leur contribution largement supérieure dans la partie à faible densité de la croûte
interne. Mais cette forte contribution est compensée par contre par la disparition
de cet eﬀet sur la chaleur spéciﬁque à plus haute densité. Il faut comprendre que
via l’interaction d’appariement, les neutrons forment des paires qui peuvent être
plus ou moins cassées en grand nombre selon la température pour former un équi-
libre entre neutrons appariés et neutrons libres. Chaque fois qu’une paire se forme,
elle libère une quantité d’énergie égale à l’énergie de liaison des paires et devient
en quelque sorte « superﬂuide ». Ce qui fait que la matière lorsqu’elle est proche de
la température de transition entre ﬂuide normale et superﬂuide, dite température
critique Tc, elle libère une quantité d’énergie importante pour chaque degré kelvin
25
en moins. Puis une fois complètement liée pour des températures un peu dessous
de Tc, la matière de neutrons ne contribue quasiment plus à la chaleur spéciﬁque et
peut être considérée superﬂuide dans son ensemble. Sachant que cette température
critique dépend entre autre de la densité, dans la croûte interne celle-ci devient
de l’ordre de quelques 109 K dans les parties à haute densité comme le montre la
ﬁgure suivante 10 tirée de [76]. Ceci explique la disparition de la contribution des
neutrons à haute densité dans la croûte interne et à des températures habituelles
pour des étoiles à neutrons.
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plusieurs modèles d’appariement des neutrons, tirée de [76].
Enﬁn dans la croûte externe les neutrons tout comme les protons sont regroupés
en noyaux, la chaleur spéciﬁque se répartissant maintenant entre gaz dégénéré
d’électrons et excitations du réseau de noyaux.
Suite à ce que nous venons de dire, les eﬀets de la superﬂuidité des neutrons
feront l’objet d’une attention toute particulière puisqu’elle sera un des fondements
de mon projet de thèse. En eﬀet, alors que les neutrons forment des pairs les ren-
dant superﬂuides dans la croûte interne et donc ne participant pas à la chaleur
spéciﬁque, un autre type d’excitation, non encore étudiée dans ce cas, de la ma-
tière superﬂuide semble prendre part. Les superﬂuides, tels que les neutrons ici,
sont des liquides quantiques qui peuvent être excités de manière collective, ce sont
des modes à basse énergie. De telles excitations collectives ont été étudiées théo-
riquement et observées dans de nombreux systèmes, allant des ﬂuides quantiques
[63, 68] aux systèmes à plusieurs corps tels que les noyaux atomiques [42, 86].
Prie individuellement chaque paire ne peut être excitée mais comme l’ensemble
de ces paires est cohérent localement pour des raisons quantiques, elles peuvent
être excitées de manière groupées, tel un ensemble d’atomes formant une chaîne
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moléculaire peut vibrer dans son ensemble. Ces excitations pourraient ainsi contri-
buer substantiellement à la chaleur spéciﬁque et donc restaurer la suppression des
neutrons superﬂuides observée sur la ﬁgure 9.
Un moyen d’approcher le traitement de ce comportement collectif des neu-
trons et protons est de considérer ces constituants comme des ﬂuides et de les
décrire à l’aide de l’hydrodynamique des superﬂuides à deux constituants. Ce sera
l’objet du chapitre 1 qui suit. Dans cette partie nous nous consacrerons à présen-
ter le formalisme de l’hydrodynamique des superﬂuides à deux composants. Nous
commencerons par une description de ses origines théoriques, puis nous dévelop-
perons les équations générales que nous utiliserons. Ensuite nous ferons le lien
entre l’hydrodynamique et les divers types d’interactions nucléaires en abordant à
ce moment là les calculs des paramètres entrant en jeu. Et enﬁn nous déﬁnirons
le cadre d’application de ces équations dans le cas qui nous intéresse, c’est-à-dire
celui des étoiles à neutrons.
C’est dans le chapitre 2 que nous introduirons ce que sont ces excitations col-
lectives, en particulier nous développerons tout le formalisme théorique nécessaire
à leur compréhension. Comme nous nous intéresserons aux modes présents dans la
croûte interne, nous présenterons plus précisément comment se structure la matière
en adoptant des formes géométriques originales regroupées sous le nom de « phase
pasta ». Nous déﬁnirons donc comment se comportent ces modes hydrodynamiques
dans ces structures et ensuite cela nous amènera à introduire le problème crucial
des conditions aux bords. Nous terminerons ce chapitre par le développement d’un
modèle théorique de propagation de ces modes à travers ces structures et surtout
nous donnerons les équations permettant de calculer ces excitations.
Dans le chapitre 3 nous donnerons les résultats numériques issus de la résolution
des équations développées dans le chapitre précédent. Nous ferons ici une analyse
précise des spectres d’excitations que nous aurons obtenus. Et nous ferons aussi
une étude comparative de ces spectres en fonction de l’ensemble des paramètres
sur lesquels nous pouvons jouer. Pour ﬁnir nous reviendrons à notre motivation
première en appliquant les résultats précédents au calcul des chaleurs spéciﬁques
dans le chapitre. Pour cela nous commencerons par donner quelques précisions
sur les modèles d’évolution thermique. Et enﬁn nous aborderons le calcul de cette
contribution et nous l’analyserons à la lueur des interprétations physique possibles.
27
Chapitre 1
Hydrodynamique des superfluides
Art :
« [. . . ] Si l’objet s’exécute, la collection et la disposition technique des
règles selon lesquelles il s’exécute, s’appellent Art. Si l’objet est contem-
plé seulement sous diﬀérentes faces, la collection et la disposition tech-
nique des observations relatives à cet objet s’appellent Sciences ; ainsi
la Métaphysique est une science, et la Morale est un art. [. . . ] »
Diderot, Encyclopédie (1751)
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Dans ce projet, pour décrire les phénomènes collectifs produit par les neutrons
et les protons dans la matière nucléaire j’ai choisi une approche hydrodynamique.
Car pour traiter le comportement macroscopique d’un grand ensemble de particules
dans l’état gazeux ou liquide il est plus simple d’utiliser l’hydrodynamique. Ce qui
permet ainsi d’assimiler les ﬂuides à un milieu continu et ainsi réduire le problème
à quelques équations diﬀérentielles. Dans notre cas particulier, sachant que les
températures considérées seront inférieures à la température critique de l’ordre de
5 109 K, nous aurons aﬀaire à des superﬂuides.
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1.1 Théorie des superfluides
Dans la nature, la matière peut être classée en plusieurs catégories appelées
« états » selon le degré de cohérence qu’elle présente et il est d’usage de prendre
pour classiﬁcation les états solide, liquide et gazeux. En théorie l’interaction entre
tous les constituants de la matière va l’organiser de telle sorte qu’à une tempéra-
ture donnée elle se trouve dans un état déﬁni. Mais concrètement le nombre de
particules, leur natures, l’éventuelle multiplicité des interactions vient rendre ex-
trêmement complexe le traitement exact du système. Ainsi pour déterminer dans
quel état se trouve une certaine matière considérée, nous aurons recours à la ther-
modynamique sous-jacente à la physique statistique. Cette discipline ne traite pas
de manière exacte chaque particule d’un système mais a pour vocation de déter-
miner les propriétés globales du système en tirant parti du fait que le système est
constitué d’un très grand nombre de particules. Ce qui permettra de donner un
sens plus concret à la notion d’état et nous permettra d’envisager des passages
d’un état à l’autre grâce à un phénomène appelé transition de phase.
La matière, sauf exception, passe de l’état gazeux à l’état liquide puis solide,
en diminuant la température, par exemple. Ce qui a pour eﬀet de réduire l’entro-
pie ou quantité de désordre, et augmenter les énergies de liaisons entre éléments.
Ce que nous venons d’écrire découle de la physique statistique et celle-ci a pris
son essor au XIXème siècle jusqu’à atteindre son apogée grâce aux travaux de
Ludwig Boltzmann. Mais les fondements mêmes qui ont permis de comprendre
la théorie développée par Boltzmann sont arrivés avec la physique quantique au
début du XXème siècle. Ce qui paraissait avoir une origine obscure, telle que la
notion d’entropie, a prie un sens précis avec la physique quantique. Évidemment
il n’est toujours pas possible de traiter la matière particule par particule quand
celles-ci sont trop nombreuses, mais chaque particule peut être caractérisée indivi-
duellement par une fonction d’onde issue de la physique quantique et c’est l’étude
statistique de l’ensemble des états quantiques autorisés pas le système qui permet
de comprendre la thermodynamique. À l’échelle macroscopique les eﬀets quan-
tiques ne sont généralement pas visibles directement dans les conditions de la vie
de tous les jours. Mais dès le XIXème siècle certains dispositifs expérimentaux tels
que ceux reproduisant le « corps noir » ne s’expliqueront ultérieurement que par
la physique quantique avec la fameuse loi de Planck découverte en 1900. Les phy-
siciens comprirent très rapidement que pour mettre en avant de telles phénomènes
quantiques il était préférable de réduire la température du système jusqu’à des
valeurs proches du zéro absolu. De ce fait en diminuant la température, l’agitation
thermique est atténuée et la longueur d’onde de de Broglie, λ =
√
2pi~2
mkBT
, associée
à chaque particule, augmente. Lorsque cette longueur d’onde devient aussi grande
que les dimensions caractéristiques du système, il est essentiel de traiter le système
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en tenant compte de ses propriétés quantiques.
C’est ainsi que Kapitza découvrit en 1938 l’état de superﬂuidité en refroidis-
sant de l’hélium 4He à des températures inférieures à 2.17 K. Le ﬂuide étudié
présenta plusieurs propriétés intéressantes et peu intuitives. Nous les introduirons
en abordant les résultats expérimentaux qu’il a obtenu. En eﬀet, Kapitza, sans
atteindre le zéro absolu et nous verrons plus loin les raisons pour lesquels ceci est
important de le préciser, s’est aperçu que le ﬂuide étudié pouvait s’échapper de son
récipient à travers des capillaires qu’aucun ﬂuide visqueux n’aurait pu traverser.
Il en déduisit que le ﬂuide qui s’écoulait n’était pas visqueux. Puis ensuite il s’est
aperçu qu’au fur et à mesure que le ﬂuide s’écoulait à travers les capillaires, la tem-
pérature à l’intérieur du récipient augmentait. C’est en 1941 que Landau décrira
théoriquement le comportement macroscopique des superﬂuides dont nous pouvons
retrouver l’explication dans le tome 6 de la collection des Landau et Lifchitz [62].
Il décomposa le liquide en deux parties imbriquées l’une dans l’autre, la première
correspondant à une phase superﬂuide et l’autre à un ﬂuide dit « normal », qu’il
appela modèle à « deux ﬂuides ». La partie superﬂuide a pour caractéristique d’être
non visqueuse, ne transportant pas d’entropie et décrivant un mouvement poten-
tiel, c’est-à-dire dont la vitesse est déﬁnie par le gradient d’une fonction scalaire,
appelée phase du superﬂuide. La partie normale reproduit, quant à elle, toutes
les propriétés d’un ﬂuide classique. Mais ceci n’est qu’une vue d’esprit simpliﬁée
en termes « classiques » des phénomènes quantiques qui ont lieu dans les super-
ﬂuides. L’expérience s’interprète maintenant, grâce à cette description, par le fait
que seule la composante superﬂuide pouvait s’écouler à travers les capillaires et ne
transportait pas d’entropie ou, dit autrement, de chaleur. Ce qui avait pour eﬀet
d’augmenter la densité d’entropie dans la cuve et donc par voie de conséquence
la température. Les équations décrivant l’hydrodynamique des superﬂuides sont
en quelques sorte plus complexes, notamment parce que décomposer le ﬂuide en
deux parties a multiplié par deux le nombre d’équations, mais inversement les
phénomènes physiques qui ont lieu dans ces ﬂuides sont mieux compris et plus
précisément décrits.
C’est dans cette même collection des Landau et Liﬁchitz au tome 5, correspon-
dant à la physique statistique [63], que nous pouvons trouver un début d’explication
sur les fondements microphysiques des superﬂuides. En refroidissant suﬃsamment
un ensemble de particules, si l’interaction inter-particules est faible, comme pour
l’Hélium, le ﬂuide étudié restera liquide même proche du zéro absolu. Nous au-
rons aﬀaire à une certaine forme de dégénérescence quantique de la matière, où
les particules en première approximation suivrons la répartition qui leur est as-
sociée, c’est-à-dire bosonique ou fermionique. Comme les particules interagissent
faiblement il deviendra possible de calculer précisément les grandeurs thermo-
dynamiques en supposant que l’ensemble des particules,après avoir inclus avec
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précaution l’interaction, s’écarte faiblement de la distribution associée . Nous les
appellerons des liquides quantiques ou, plus précisément, des liquides de Landau-
Fermi ou des condensats de Bose-Einstein, appelés « Bose-Einstein Condensate »
(BEC). Un tel nom a été choisi car en plus d’avoir à traiter une matière qui suit
une fonction distribution (Bose ou Fermi) nous avons une matière en interaction,
d’où le mots « liquide ».
Car l’interaction, qui est associée à la notion de liquide ici, agit de concert avec
la fonction de répartition.
Plusieurs descriptions microphysiques beaucoup plus détaillées sont venues par
la suite, selon la composition du système et les conditions auxquelles il est soumis.
Ainsi à basse température l’hélium 4He devient un condensat de Bose-Einstein
alors que l’hélium 3He, qui devient superﬂuide à des températures de l’ordre de
2 10−3K, est décrit par la statistique de Fermi-Dirac. Dans ce dernier cas une
faible interaction vient créer des paires d’atomes, dites paires de Cooper, ce qui
permet d’expliquer l’origine de ce phénomène pour l’hélium 3He. Nous avons le
même phénomène dans le cas des supraconducteurs avec la création de paires de
Cooper d’électrons. Ainsi l’origine fondamentale de la superﬂuidité ou de la su-
praconductivité provient de la tendance qu’a la matière de s’approcher de manière
plus ou moins forte de la statistique de Bose. Dans le cas ou le couplage est faible,
c’est a dire composé de paires de Cooper de spin opposé, le système peut être
décrit grâce à la théorie développée par Bardeen, Cooper, et Schrieﬀer (BCS) en
1957 [12]. Depuis les expérimentateurs ont répertorié plusieurs liquides quantiques
accessibles sur Terre dont une liste est donnée dans le tableau suivant 1.1.
À ces systèmes étudiés s’ajoutent ceux encore mal connus tels que les neutrons
superﬂuides et les protons supraconducteurs dans la matière nucléaire.
Dans ce chapitre nous n’aborderons que quelques descriptions théoriques de
certains systèmes, dont ceux qui correspondent aux étoiles à neutrons. Nous pour-
rons nous plonger dans le livre de Leggett portant sur les liquides quantiques [67]
ou dans le livre d’Alexandrov portant sur la supraconductivité [1] pour avoir une
vue relativement complète de ces théories.
Je dirais que l’élément directeur pour beaucoup de ces théories serait la re-
cherche d’une fonction d’onde relativement simple qui permettrait de décrire l’état
quantique du ﬂuide. L’exemple qui permet le mieux d’illustrer cette idée serait la
description des condensats de Bose-Einstein. Du fait que les particules suivent la
statistique de Bose, nous pouvons dire grossièrement qu’un nombre macroscopique
de ces particules occupent l’état d’une seule particule.
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Tab. 1.1: Liquides quantiques accessibles sur Terre (par ordre de découverte),
avec la statistique qu’ils suivent, leur densité moyenne, la température critique et
quelques commentaire sur leur description théorique. Tableau tiré de [67]
Système Statistique Densité Tc (K) Commentaires
(cm−3)
Électrons dans un Fermi ∼ 1023 1-25 Supraconductivité décrite avec
métal classique précision par la théorie BCS
Liquide 4He Bose ∼ 1022 2.17 Expliqué uniquement par un
superfluide de Bose dense
Liquide 3He Fermi ∼ 1022 2 10−3 Appariement anisotropique
Cuprates et autres Fermi ∼ 1021 1-160 Appariement souvent décrit
composés exotiques comme anisotropique
Gaz de Bose alcalins Bose ∼ 1015 10−7 − 10−5 Premier réel système BEC dilué
Gaz de Fermi alcalins Fermi/Bose ∼ 1012 10−6 Expériences de croisement des
régimes BEC-BCS
1.1.1 Condensat de Bose-Einstein
En guise d’introduction nous présenterons brièvement la théorie des condensats
de Bose-Einstein en nous fondant sur le livre de Leggett [67]. Prenons donc un
système composé de N bosons et décrivons le, comme il est habituel de le faire,
à l’aide d’une fonction d’onde du condensat Ψ, dénommée « paramètre d’ordre »,
prise à un instant t et à la position r comme suit :
Ψ(r, t) =
√
N(t)χ0(r, t) (1.1)
où χ0(r, t) déﬁnit l’état d’une particule seule. Par déﬁnition de la fonction d’état
d’une particule seule, nous avons la normalisation suivante :∫
d3r |Ψ(r, t)|2 = N(t) (1.2)
Posons maintenant que la fonction d’onde décrivant l’état d’un particule seule
s’écrit de la manière suivante :
χ0(r, t) = |χ0(r, t)| exp (iϕ(r, t)) (1.3)
où ϕ(r, t) est la phase de cette fonction d’onde, elle représente de manière équiva-
lente la phase du paramètre d’ordre.
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Ainsi à partir de cette équation 1.1 et en utilisant la phase du paramètre d’ordre
apparaissant dans 1.3, nous pouvons déﬁnir deux quantités fondamentales de la
phase superﬂuide. Nous avons tout d’abord la densité du condensat :
n(r, t) ≡ |Ψ(r, t)|2 = N(t) |χ0(r, t)|
2 (1.4)
Puis nous avons ce qui pourrait être une quantité identiﬁée comme un courant de
particules du condensat. Mais nous préférerons l’associer plutôt à un ﬂux d’im-
pulsion pour être cohérent avec la suite. Ces deux quantités sont équivalentes si
on divise le ﬂux d’impulsion par une certaine masse dans le cas d’un seul ﬂuide.
En eﬀet ces termes ont été source de confusions dans la littérature concernant
les modèles à deux ﬂuides ou ceux à plusieurs composants car cette masse dont
nous parlons n’est pas toujours égale à la masse au repos des particules, elle porte
d’ailleurs dans ce cas là le nom de masse eﬀective. Par déﬁnition ce ﬂux d’impulsion
s’écrit :
P(r, t) ≡ N(t)
(
−
i~
2
χ∗0(r, t)∇χ0(r, t) + c.c.
)
(1.5)
Ce qui donne en utilisant l’équation 1.1 :
P(r, t) = ~ |Ψ(r, t)|2∇ϕ(r, t) (1.6)
La particularité des bosons condensés est que leur dynamique peut être décrit
avec une relative précision par l’équation dépendant du temps de Gross-Pitaevskii.
Cette équation est proche de l’équation de Schrödinger pour une particule mais ici
elle contient un champ moyen dans le cas d’un grand nombre de bosons.
En introduisant le paramètre d’ordre dans cette équation nous trouvons que la
dynamique est déﬁnie par :
i~ ∂tΨ(r, t) = −
~
2
2m
∇
2Ψ(r, t) + µ(r, t)Ψ(r, t) (1.7)
où µ représente un potentiel chimique des bosons lié au champ moyen que nous ne
caractériserons pas ici.
C’est avec cette équation que nous allons retrouver celles régissant l’hydrody-
namique usuelle. Par exemple en prenant la partie réelle de 1.7 nous obtenons
l’équation de conservation du nombre de particules :
∂tn(r, t) = −∇ · n(r, t) (1.8)
avec le courant de particules n = nv =
P(r, t)
m
et la vitesse des particules super-
ﬂuides v.
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Ensuite la partie imaginaire de 1.7 nous permet de retrouver l’équation de la
dynamique du ﬂuide c’est-à-dire :
m ∂tv(r, t) = −∇
(
µ(r, t) +
1
2
mv2 + ΦQ(r, t)
)
(1.9)
Dans cette équation nous retrouvons la pression quantique déﬁnie par :
ΦQ(r, t) ≡
~
2
2m
1
n1/2(r, t)
∇
2n1/2(r, t) (1.10)
Mais cette pression devient négligeable lorsque le nombre de particules est très
grand puisque le problème se réduit à la limite des faibles variations spatiales de
densité.
Ainsi dans la limite de la pression quantique nulle nous avons l’équation hy-
drodynamique des superﬂuides habituelle :
m
Dv(r, t)
Dt
= −∇µ(r, t) (1.11)
où
D
Dt
représente la dérivée totale. Ainsi nous venons de voir qu’il est possible de
décrire la dynamique d’un ﬂuide quantique à partir d’une étude microscopique en
faisant seulement quelques hypothèses simples sur les bosons. Ceci est dû au fait
qu’un nombre macroscopique de ces particules se retrouve dans l’état d’une seule
particule. Dans cette brève introduction nous avons déﬁni quelques notions essen-
tielles permettant de comprendre la dérivation microscopique de l’hydrodynamique
des superﬂuides. Ici nous nous sommes placés dans le cas d’un grand nombre de
bosons à température nulle.
Dans le cas que nous considérerons, c’est-à-dire un ﬂuide composé de neutrons
et de protons, il serait intéressant de donner les équations de l’hydrodynamique de
ces ﬂuides obtenues à partir d’une dérivation microscopique. Mais le problème se
complique « sérieusement » lorsque l’on a aﬀaire à des fermions même dans le cas
d’une température nulle.
1.1.2 Théorie BCS et modèles de superfluides de fermions
Il convient d’aborder le problème via la théorie BCS pour tenter d’expliquer le
comportement de ces ﬂuides. Cette théorie permet de décrire une interaction at-
tractive d’appariement faible entre fermions de spins opposés tels que les neutrons
et les protons.
Avant d’aller plus en détails nous introduirons la théorie BCS pour le cas d’un
superﬂuide neutre sans autre interaction que l’appariement. Pour cela nous com-
mencerons par déﬁnir un champ d’opérateurs d’anhilation d’une particule dans
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l’état de spin s à la position r :
Ψs(r) =
∑
k
ckse
ik.r (1.12)
où k déﬁnit un vecteur d’onde. Il est maintenant possible d’introduire l’hamiltonien
BCS suivant :
H˜ =
∫
d3r
[∑
s=↑,↓
Ψ†s(r)hˆ(r)Ψs(r) + ∆(r)Ψ
†
↑(r)Ψ
†
↓(r) + ∆
∗(r)Ψ↑(r)Ψ↓(r)
]
(1.13)
avec
hˆ(r) = −
~
2
∇
2
2m
− µ (1.14)
Le paramètre d’ordre est donné par la moyenne suivante :
∆(r) = −g0〈Ψ↑(r)Ψ↓(r)〉 (1.15)
où g0 correspond au couplage qui est à l’origine de l’appariement.
Et nous le réécrirons de la manière suivante :
∆(r) = |∆(r)|eiϕ(r) (1.16)
La dépendance en temps est obtenue à partir de l’opérateur d’Heisenberg tel
que ci-dessous :
ψs(r, t) = e
iH˜tΨs(r)e
−iH˜t (1.17)
Nous retrouvons les équations d’évolution de ce champ d’opérateur en utilisant
les commutateurs usuels en mécanique quantique :
i~ ∂tψ↑(r, t) =
[
H˜, ψ↑(r, t)
]
= hˆ(r)ψ↑(r, t) + ∆(r)ψ
†
↓(r, t) (1.18)
et
− i~ ∂tψ
†
↓(r, t) =
[
H˜, ψ†↓(r, t)
]
= hˆ∗(r)ψ†↓(r, t)−∆
∗(r)ψ†↑(r, t) (1.19)
Le point fondamentale de ce développement apparaît avec les transformations
de Bogoliubov agissant sur le champ d’opérateur :
ψ↑(r, t) =
∑
k
[
uk(r, t)βk,↑ − v
∗
k(r, t)β
†
k,↓
]
(1.20)
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ψ↓(r, t) =
∑
k
[
uk(r, t)βk,↓ + v
∗
k(r, t)β
†
k,↑
]
(1.21)
où β et β† sont des opérateurs fermioniques de création et d’annihilation de quasi-
particules correspondant à une excitation élémentaire.
Les équations 1.18 et 1.19 deviennent à l’aide de ces transformations 1.20 et
1.21 les équations suivantes regroupées sous le noms d’équations de Bogoliubov-De
Gennes :
i~∂t
(
uk(r, t)
vk(r, t)
)
=
(
hˆ(r) ∆(r)
∆∗(r) −hˆ∗(r)
)(
uk(r, t)
vk(r, t)
)
(1.22)
Les fonctions d’ondes uk et vk constituent des vecteurs propres du système d’équa-
tions 1.22.
En faisant une moyenne statistique et en supposant la stationnarité du sys-
tème, l’équation du paramètre d’ordre 1.15 devient avec ces transformations de
Bogoliubov équation auto-cohérente appelée équation du gap :
∆(r) = −g0
∑
k
uk(r, t)v
∗
k(r, t)(1− 2fk) (1.23)
avec
fk = 〈β
†
k,↑βk,↑〉 =
1
1 + e
Ek
T
(1.24)
où T est la température. Nous avons Ek qui correspond à l’énergie de l’excitation
de Bogoliubov déﬁnit dans la matière homogène comme :
Ek =
√
ε2(k) + |∆|2 (1.25)
où ε(k) est l’écart d’énergie d’une particule excitée d’impulsion k par rapport à
son état fondamental.
La densité moyenne de superﬂuide est donnée quant à elle par l’équation sui-
vante :
n(r, t) = 2
∑
k
(1− 2fk)vk(r, t)v
∗
k(r, t) + fkuk(r, t)u
∗
k(r, t) (1.26)
Dans le cas particulier de la température nulle, la densité du ﬂuide se réduit à :
n(r, t) = 2
∑
k
vk(r, t)v
∗
k(r, t) (1.27)
Avec cette hypothèse de température nulle, il est facile de retrouver l’équa-
tion de conservation du nombre de particules en calculant la dérivée ∂tn avec les
équations de Bogoliubov-De Gennes. Nous trouvons exactement :
∂tn = −∇ · (n+ nqp) (1.28)
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après avoir déﬁni le courant de quasi-particules associées aux excitations de Bogo-
liubov par
nqp =
i~
m
∑
ks
(vk∇v
∗
k − v
∗
k∇vk) (1.29)
et le courant de particules par
n = 2
(∑
k
vkv
∗
k
)
~
m
∇ϕ (1.30)
Nous pourrons remarquer que le courant de quasi-particules n’est pas excité
à basses énergies, i.e. aux grandes longueurs d’ondes, ce qui est le cas dans des
conditions normales de l’hydrodynamique classique.
En revanche une telle dérivation pour l’équation dynamique est beaucoup plus
complexe à obtenir que l’équation de conservation du nombre de particule, parce
qu’elle fait intervenir l’équation du gap qui peut présenter des problèmes de conver-
gences lors de la sommation sur tout les états. Pour ce faire il est possible par
exemple de faire intervenir les transformations de Wigner pour éliminer ces diver-
gences et ainsi retrouver l’équation dynamique du superﬂuide à température nulle.
Nous nous référerons à Tonini et al. [98] ou Urban et Schuck [100] pour illustrer
cet exemple.
Par contre la dérivation microscopique des équations hydrodynamiques des su-
perﬂuides à plusieurs composants reste encore relativement inexplorée. Elle pour-
rait permettre de faire la jonction entre le monde microscopique et les équations
hydrodynamiques qui sont bien établies. De tels liens entre l’hydrodynamique, qui
est valable pour un grand nombre de particules, et la physique quantique restent
malgré tout une exception par rapport à l’ensemble des ﬂuides connus jusqu’à
présent.
Cependant, nous calculerons une partie des paramètres caractérisant l’hydrody-
namique des superﬂuides à plusieurs composants en nous fondant sur leur descrip-
tion microscopique. Par exemple le phénomène d’entrainement entre composants,
dont nous allons parler plus loin, pourra être calculé à partir d’un hamiltonien
quantique issu de la théorie des liquides de Landau-Fermi décrivant ces super-
ﬂuides [68, 13, 90, 18, 51].
1.2 Équations de l’hydrodynamique des superfluides
à plusieurs constituants
C’est l’hydrodynamique relativiste à plusieurs constituants, développée notam-
ment par Brandon Carter [26], qui a permis de comprendre fondamentalement les
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équations pour des superﬂuides à plusieurs constituants, notamment grâce à l’exi-
gence en relativité de déﬁnir rigoureusement les variables sous forme de quadri-
vecteurs et ainsi que des quantités invariantes. Mais nous déﬁnirons dans ce cha-
pitre essentiellement l’hydrodynamique sous sa forme newtonienne. Ceci pour la
simple raison que les conditions que nous poserons plus loin telles que la localité
de notre étude, nous permettront d’utiliser cette forme pour le développement des
calculs par la suite.
Ce choix n’enlève rien à la rigueur du problème posé et se justiﬁera par les
hypothèses que nous déﬁnirons au chapitre 1.4. Par souci de généralité nous ne
préciserons pas les conditions physiques particulières dans l’immédiat, telle que
la composition du système ou sa température, aﬁn de nous permettre de faire la
distinction entre la forme de ces équations à proprement parler et la particula-
rité d’un système choisi. La dérivation, dont le procédé est similaire à celui utilisé
en relativité, peut être abordée selon deux principes diﬀérents qui mathématique-
ment parlant sont équivalents. Soit nous partons d’un principe de conservation
des quantités physiques [3], soit nous posons un principe variationnel [81, 80, 34],
c’est-à-dire minimisant une action donnée. Mais les deux permettent d’arriver au
même résultat.
Comme un choix sur la méthode s’impose, nous développerons cette section en
nous fondant sur un principe variationnel décrit dans [81, 80, 34, 24]. L’ensemble
des calculs de cette section sont tirés en particulier de l’article de Reinhard Prix
[80] qui synthétisent ses travaux de thèse [81].
Nous allons donc considérer de manière générale un ensemble de particules qui
peuvent être distinguées et étiquetées par des lettres, telles que a ou b. Le com-
portement dynamique de ces particules non chargées électriquement sera considéré
comme ﬂuide.
Ainsi la dynamique du système considéré est complètement gouvernée par une
action A déﬁni par :
A =
∫
ΛHdV dt (1.31)
où ΛH désigne une densité de lagrangien hydrodynamique.
Les variables cinématiques des ﬂuides sont la densité na et le courant de parti-
cules na, appelé aussi ﬂux de particules. Le lagrangien hydrodynamique est donc
une fonction de ces variables, c’est-à-dire ΛH = ΛH(na,na). Il est maintenant pos-
sible de leur associer les variables conjuguées pia et pa qui déﬁnissent les quantités
dynamiques du système. Plus précisément nous écrivons la diﬀérentielle totale du
lagrangien sous la forme :
dΛH =
∑
a
(piadna + p
a · dna) (1.32)
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Ici les indices et exposants pour les constituants respectent la convention d’Ein-
stein pour la sommation et nous nous eﬀorcerons de continuer de le faire dans la
mesure du possible tout le long de ce manuscrit aﬁn de distinguer quelle variable est
conjuguée de l’autre. Mais nous préférerons ajouter le symbole de sommation pour
éviter toute confusion, d’autant plus que nous ne sommes pas dans une approche
relativiste. De cette diﬀérentielle totale nous déﬁnissons :
pia =
∂ΛH
∂na
(1.33)
qui représente dans un sens très général une énergie par particule ﬂuide. Cette
quantité comprend l’énergie d’interaction par particule mais aussi l’énergie ciné-
tique par particule. Puis nous déﬁnissons l’impulsion ou quantité de mouvement
par particule ﬂuide :
pa =
∂ΛH
∂na
(1.34)
Notons que le courant de particules est relié à la vitesse, va, des particules a
de la manière suivante :
na = nava (1.35)
Pour trouver les équations hydrodynamiques nous appliquons un déplacement
inﬁnitésimal temporel τa et un déplacement inﬁnitésimal spatial ξa sur la ligne de
ﬂuide a dont sont fonctions la densité de particule na et le courant de particule
na. Nous déduisons, après quelques calculs détaillés dans [80], une variation du
lagrangien comme suit :
δΛH =
∑
a
(gaτa − f
a · ξa) + ∂tR +∇ ·R (1.36)
Les quantités R et R, exprimées dans [80], respectent l’équation d’Euler-Lagrange
et n’interviendrons donc pas par la suite. La variation de l’action A s’écrit donc
d’après 1.31 :
δA =
∑
a
∫
V
(gaτa − f
a · ξa) dV dt (1.37)
en posant τ = 0 et ξ = 0 aux extrémités de l’intégrale.
La quantité fa représente une densité de force agissant sur le ﬂuide a. Qui de
manière plus explicite s’écrit :
fa = na (∂tp
a −∇pia)− na × (∇× p
a) + paΓa (1.38)
La quantité ga représente un transfert d’énergie du système au constituant a
et s’écrit explicitement :
ga = va · (f
a − paΓa)− pi
aΓa (1.39)
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Le terme Γa décris le taux de création ou d’annihilation de particules a et se
déﬁnit par :
Γa = ∂tna +∇ · na (1.40)
Il permet d’exprimer la force de « propulsion » ou eﬀet « fusée » sous la forme
paΓa, cette force est due à la transformation d’un constituant en un autre avec
l’impulsion de ce dernier.
Jusqu’à présent nous n’avons fait que décrire des identités mathématiques. Si
nous imposons des déplacements spatiaux et temporels commun aux constituants,
c’est a dire ξa = ξ et τa = τ , nous obtenons les équations les plus générales possible
et la variation de l’action résultante s’écrit :
δA =
∫
(gextτ − fext · ξ) dV dt (1.41)
Les quantités gext et fext représentent le transfert d’énergie et la force issues
de l’extérieur agissant sur le système considéré. Bien sûr ces quantités s’annulent
si nous considérons un système isolé. Cette inﬂuence de l’extérieur peut être la
gravitation par exemple.
Ainsi en reprenant les équations 1.38 et 1.39, nous pouvons décrire la dyna-
mique des ﬂuides grâce aux égalités suivantes :∑
a
fa = fext et
∑
a
ga = gext (1.42)
Par contre il sera nécessaire de déterminer autant de forces agissant sur chaque
constituant qu’il y a de constituants indépendants dynamiquement. Ainsi par
exemple dans le cas d’un mélange à deux constituants seulement, noté 1 et 2,
la relation f1 + f2 = fext nous indique que le système d’équations sera fermé si la
force extérieure est déterminée mais aussi l’une des deux forces fa, qui peut être
une force mutuelle de résistance par exemple.
Dans le cas précis de la gravitation comme seule force extérieur, tel que nous
pourrions avoir dans une étoile à neutrons, il est possible d’eﬀectuer les transfor-
mations de force et d’énergie suivantes :
f˜a = fa +mana∇Φ (1.43)
et
g˜a = ga +manava ·∇Φ (1.44)
où Φ désigne le potentiel gravitationnel. Avec ces transformations les identités 1.42
deviennent : ∑
a
f˜a = 0 et
∑
a
g˜a = 0 (1.45)
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et le système apparaît comme isolé.
Avec les relations 1.42 il est possible de montrer que l’équation 1.38 permet
d’aboutir à un principe de conservation d’impulsion et l’équation 1.39 permet
d’aboutir à un principe de conservation de l’énergie [80].
1.2.1 Lagrangien hydrodynamique
Pour aller plus loin dans le développement des calculs il est important de pré-
ciser plus en détails la forme du lagrangien ΛH , ce qui nécessite de déterminer
proprement toutes les formes d’énergies qui agissent sur le système. Depuis les tra-
vaux de Andreev et Bashkin en 1975 [4] sur le concept d’entraînement, la littérature
sur ce type d’hydrodynamique s’est considérablement agrandie, et les années 2000
ont été particulièrement fructueuses aﬁn de l’appliquer aux étoiles à neutrons.
Ce lagrangien peut s’écrire de manière générale sous la forme d’une diﬀérence
de densité d’énergie cinétique et densité d’énergie d’interaction de la matière :
ΛH(na,na) =
∑
a
ma
n2a
2na
− E (1.46)
où E déﬁni le potentiel thermodynamique qui comprend l’énergie interne, il déﬁnit
l’équation d’état du système.
Ce qui nous permet d’expliciter un peu plus les quantités dynamiques :
− pia =
1
2
mav2a +
∂E
∂na
(1.47)
et
pa = mava −
∂E
∂na
(1.48)
Notons que, toujours dans un esprit de généralité, la densité d’énergie interne
dépend des densités mais aussi des courants de particules, E = E(na,na). Dans
le référentiel où le constituant a est au repos, c’est-à-dire dans lequel na = 0,
la dérivée
∂E
∂na
coïncide avec le potentiel chimique habituel du constituant, nous
écrivons donc :
∂E
∂na
∣∣∣∣
va=0
= µa (1.49)
Par contre
∂E
∂na
est invariant par changement de référentiel galiléen du fait que
na est aussi invariant par un tel changement de référentiel.
Un changement de référentiel galiléen implique des transformations sur les
quantités dynamiques pa et pia. Si nous posons v˜a = va + V, les transforma-
tions conséquentes à ce changement de référentiel, obtenues dans l’ouvrage [62],
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sont :
− pia = pia +V · pa +
1
2
maV2 (1.50)
et
p˜a = pa +maV (1.51)
Si nous posons V = −va aﬁn de se placer dans le référentiel au repos pour le
constituant a nous trouvons :
pia = −
∂E
∂na
= −µa (1.52)
Et par conséquent dans n’importe quel référentiel de mesure nous avons :
− pia = µa −
1
2
mav2a + va · p
a (1.53)
1.2.2 Phénomène d’entraînement
Nous donnerons beaucoup plus de détails dans la section suivante sur les formes
de dépendance au courant na de l’énergie interne E mais il est intéressant de voir
ici qu’elle est à l’origine du phénomène d’entraînement ou de masse eﬀectives dont
nous allons voir les implications dynamiques.
L’entraînement est une interaction non dissipative entre les ﬂuides qui a pour
eﬀet de rendre non colinéaire l’impulsion d’un ﬂuide avec la vitesse. En d’autres
termes nous pouvons écrire que :
pa =
∑
b
Kabnb =
∑
b
mabvb (1.54)
avec Kab appelée matrice d’entraînement, et mab pourrait s’appeler matrice de
masses pour la diﬀérencier de la précédente.
D’autre part le changement de référentiel galiléen v˜′a = va + V transforme
l’impulsion selon l’équation 1.51 et le courant de particule se transforme de la
même manière :
n˜a = na + naV (1.55)
Ces deux équations 1.51 et 1.55, qui sont en quelque sorte le résultat de l’in-
variance de la masse et de la densité par changement de référentiel galiléen, im-
pliquent la relation fondamentale sur la matrice d’entraînement :∑
b
nbK
ab =
∑
b
mab = ma (1.56)
Ce qui réduis le nombre de coeﬃcients à déterminer pour cette matrice par le
nombre de ﬂuides considérés.
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L’invariance galiléenne de l’énergie interne E(na,na) nous permet de reformuler
cette quantité de la manière suivante :
E(na,na) = E(na,∆ab) (1.57)
où ∆ab = va − vb =
na
na
−
nb
nb
.
Ce qui nous conduit à l’identité suivante :∑
a
na
∂E
∂na
= 0 (1.58)
et qui nous donne la relation suivante sur la densité totale d’impulsion :
P =
∑
a
nap
a =
∑
a
mana (1.59)
Enﬁn si nous posons que cette énergie interne est isotrope nous arrivons à la
formulation suivante :
E(na,na) = E(na,∆
2
ab) (1.60)
Ce qui nous permet de poser :
dE =
∑
a
µadna +
∑
ab
αabd∆2ab (1.61)
et de rendre symétrique la matrice d’entraînement telle que Kab = Kba.
Le point essentiel dans ce phénomène d’entraînement est qu’il n’a de sens que
lorsqu’il existe une diﬀérence de vitesse entre les ﬂuides. Si deux ﬂuides se déplacent
à la même vitesse, l’entraînement entre ces deux ﬂuides disparait, c’est pour cette
raison que il est parfois déﬁni en terme de diﬀérences de vitesses ∆ab. Tout ceci
n’est qu’une question de choix de référentiel en quelque sorte. Ici nous avons préféré
éviter d’alourdir les notations en introduisant le terme ∆ab et mettre l’accent sur
l’aspect non colinéarité entre vitesse et impulsion.
Dans la littérature ce phénomène a été source de quelques confusions, en eﬀet
si nous divisons l’impulsion pa par la masse ma du constituant a nous retrouvons
une quantité homogène à une vitesse qui ne déﬁnit pas en réalité la vitesse des
particules de matière elle même. Tout au plus nous pouvons lui associer la vitesse
d’une phase superﬂuide dans le cas de tels ﬂuides. Même dans le cas où la matière
ne contient qu’un seul constituant mais se décompose en deux ﬂuides, par exemple
l’un « superﬂuide » et l’autre « normal », une diﬀérence doit être faite. La vitesse
associée à l’impulsion n’est pas forcement la vitesse matérielle associée au courant
de particules. Cette confusion se retrouve notamment dans le tome 6 de la collection
des Landau et Lifchitz [62] portant sur la mécanique des ﬂuides. Par contre il
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est vrai que si les diﬀérentes vitesses sont proprement déﬁnies, nous avons une
équivalence entre les équations dans [62] et celle que nous venons de poser. Plus
de détails sur cette équivalence sont donnés, par exemple, dans [80].
Maintenant il nous reste à donner quelques précisions pour le cas particulier
qui nous intéressera, c’est-à-dire le phénomène de superﬂuidité et ses eﬀets sur les
équations hydrodynamiques. Tout d’abord comme nous l’avions dit précédemment
dans la partie concernant la théorie des superﬂuides, les phases superﬂuides sont
caractérisées par l’absence de mécanismes dissipatifs tel que l’eﬀet de viscosité.
Ceci aura pour eﬀet de simpliﬁer considérablement l’expression des équations car
les forces f a et les transferts d’énergie ga sont nuls pour ces phases. La structure des
équations dynamiques sera plus proche d’une équation d’Euler que de l’équation
de Navier-Stokes par exemple.
Ceci dit, si nous nous plaçons dans le cadre de la superﬂuidité à température
non nulle, il est nécessaire de considérer la phase normale dans les ﬂuides. Non
seulement notre système contient autant de superﬂuides qu’il y a de constituants
dans la matière qui ont la propriété de devenir superﬂuide, mais d’après le modèle
à deux ﬂuides, le système s’enrichit d’un ﬂuide supplémentaire dit normal qui en
générale contient en quelque sorte le reste de la matière non superﬂuide. Il est en
générale impossible d’associer le ﬂuide normale à certaines particules précisément
dans la mesure où à température non nulle aucune particule ne devient totale-
ment superﬂuide. En eﬀet il n’est pas possible de distinguer quelle particule de ce
constituant est superﬂuide et laquelle est normale.
1.2.3 Courant d’entropie
Le ﬂuide normal a la propriété fondamentale de transporter l’entropie. Dans
les modèles hydrodynamiques standards la dynamique de ce ﬂuide est représentée
par l’ajout d’un constituant virtuel qui n’est rien d’autre que l’entropie, s. Ainsi le
courant de particules du ﬂuide normal et le courant d’entropie ont la même vitesse
associée, vnormal = vs.
Le courant d’entropie est évidemment associé à une particule sans masse, c’est-
à-dire ms = 0, et la variable conjuguée de l’entropie est classiquement la tempé-
rature T . Ainsi il convient de remplacer la densité de particules par l’entropie s
et le courant par le courant d’entropie ns = svs dans l’équation 1.40. Le taux
de création d’entropie Γs s’identiﬁe à un terme de chauﬀage qui pourrait être lié
à d’éventuels eﬀets dissipatifs de frottement par exemple. L’impulsion thermique
s’écrit :
ps =
∑
b 6=s
Ksb nb (1.62)
où Kss = 0 car l’entropie est sans masse. Nous remarquons que même si l’entropie
est de masse nulle au repos elle n’a pas d’impulsion non nulle en générale à cause
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de l’entraînement qui pourrait exister avec les autres ﬂuides, ce qui lui acquiert une
masse eﬀective non nulle. Enﬁn nous exprimons l’énergie par particule d’entropie,
qui n’est rien d’autre que la température lorsque le ﬂuide est au repos :
− pis = T + vs · p
s (1.63)
Cette énergie découle de l’équation établie précédemment 1.53. Pour retrouver les
équations classiquement développés dans [62] pour une conduction thermique par
le ﬂuide normal il suﬃt d’annuler les termes d’entraînement Ksb.
1.2.4 Irrotationalité locale
Ensuite l’autre propriété fondamentale des superﬂuides vient de leur « irrota-
tionalité » locale. Nous avons donc pour chaque phase superﬂuide a :
∇× pa = 0 (1.64)
Ici aussi nous avons une diﬀérence fondamentale avec les équations développées par
Landau dans [62] puisque dans l’équation 1.64 celle-ci s’applique à l’impulsion.
C’est d’ailleurs cette distinction qui avait conduit Landau à déﬁnir une vitesse
superﬂuide irrotationnelle pour l’hélium 4He. Alors qu’une seconde vitesse, associée
au courant d’entropie, venait rendre non colinéaire l’impulsion et le courant de
particules d’4He. Cette diﬀérence dans la déﬁnition de l’irrotationalité est d’autant
plus importante qu’elle est consistante avec la conservation de la circulation de
l’impulsion alors que ce n’est pas le cas si cette relation est appliqué aux vitesses.
C’est d’ailleurs en établissant l’hydrodynamique relativiste que ceci à été mieux
compris [25].
Les équations dynamiques s’en trouvent simpliﬁées d’un terme et deviennent
pour les constituants superﬂuides :
fa = na (∂tp
a −∇pia) + paΓa (1.65)
1.2.5 Vortex superfluide
Enﬁn un dernier point caractéristique du phénomène de superﬂuidité et qui
provient toujours de l’irrotationalité, concerne l’apparition de vortex quantiﬁés.
La condition 1.64 est équivalente à dire que le mouvement est potentiel, en
d’autre terme nous pouvons écrire l’impulsion sous la forme :
pa = ~∇ϕa (1.66)
où ϕa déﬁnit la phase du superﬂuide a. Cette phase peut être directement reliée à
la phase du paramètre d’ordre dans le section 1.1.
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La circulation de l’impulsion autour d’un contour fermé se déﬁnit comme :
Ca =
∮
pa · dx (1.67)
C’est cette quantité physique qui est conservée en l’absence de viscosité.
Ainsi pour un mouvement potentiel, cette circulation s’écrit :
Ca = ~ δϕa = ~ [ϕa(x0)− ϕ
a(x0)] (1.68)
où x0 désigne le même point spatial après un tour contour fermé.
Si la diﬀérence de phase δϕa est non nulle, nous avons aﬀaire à un défaut
topologique dans le ﬂuide qui peut être causé par la conﬁguration spatiale du
récipient, tel qu’un tore, ou alors cela peut provenir de la phase elle même. Dans
ce dernier cas nous avons un vortex.
Cette propriété sur la circulation de l’impulsion d’un ﬂuide, qui fait apparaître
des vortex, est générale aux ﬂuides parfait irrotationels. Là où nous voyons que
nous avons aﬀaire à un superﬂuide c’est que seules quelques valeurs sont autorisées
pour la circulation. Un superﬂuide étant un liquide quantique, le « potentiel », qui
décrit l’impulsion, est directement relié à la phase du paramètre d’ordre et donc
ne peut varier que d’un multiple de 2pi après un tour sur le contour.
Ainsi pour les superﬂuides nous avons Ca = ~N2pi avec N une entier naturel.
Ce sont les fameux vortex quantiﬁés.
1.3 Interactions et hydrodynamique : L’entraîne-
ment
Jusqu’à présent nous n’avions pas pris en compte l’interaction directement.
Elle n’avait que pour eﬀet de rendre superﬂuide une partie de la matière. Dans
cette section nous allons détailler un peu plus le phénomène d’entraînement. Ceci
ne pourra se faire sans déﬁnir les interactions que nous utiliserons pour toute la
suite du manuscrit. De ce fait nous devons préciser la composition de la matière
en interaction et c’est sans surprise que nous annonçons qu’elle sera constituée de
neutrons et de protons qui interagissent avec l’interaction nucléaire.
Généralement les valeurs des paramètres d’entraînement sont calculées en se
fondant sur la théorie des liquides de Landau-Fermi [68, 13, 90, 18].
Cette théorie consiste à supposer que les particules en interactions s’écartent
faiblement d’une distribution de Fermi. L’ensemble des phénomènes d’excitations,
notamment ceux liés aux interactions, ont lieu à la surface de la sphère de Fermi.
C’est-à-dire que les énergies des excitations qui interviennent restent faibles par
rapport à l’énergie de Fermi. Ce qui est le cas typiquement à faible température et
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pour de faibles énergies d’interaction par rapport à l’énergie de Fermi. Rappelons
que dans notre cas, nous considérons des superﬂuides et donc la température est
au maximum inférieure à la température critique de superﬂuidité.
Pour expliquer cette théorie nous pouvons, par exemple, reprendre l’hamil-
tonien quantique décrivant les superﬂuides à plusieurs composants donné dans
l’article de Gusakov et Haensel [51]. C’est avec ce type d’hamiltonien que cer-
tains paramètres de l’hydrodynamique des superﬂuides, tel que l’entraînement,
sont obtenus. De manière générale dans la théorie des liquide de Fermi-Landau,
l’hamiltonien quantique peut être décomposé de la façon suivante :
H −
∑
a
µaNa = HLF +Hpaire (1.69)
ou « a » est l’indice correspondant au composant considéré.
HLF déﬁni la partie de l’hamiltonien décrivant les liquides de Fermi et comprend
l’interaction entre les divers composants. Elle s’écrit comme suit :
HLF =
∑
a
∑
ks
εa0k
(
α
(a)†
k α
(a)
k − θ
a
k
)
+
1
2
∑
ab
∑
kk′ss′
f ab(k,k′)
(
α
(a)†
k α
(a)
k − θ
a
k
)(
α
(b)†
k′
α
(b)
k′
− θbk′
)
(1.70)
avec α(a)k et α
(a)†
k les opérateurs de création et d’annihilation de quasi-particules
de Landau liées au composant a. La matière considérée ici est sans polarisation de
spin. La fonction θ(a)k correspond à une fonction échelon qui s’écrit de la manière
suivante θak = θ(k
a
F − |k|) avec k
a
F l’impulsion de Fermi liée à l’espèce « a ».
Dans la théorie des liquides de Landau-Fermi, le premier paramètre qui in-
tervient est l’énergie d’une quasi-particule εa0k sans l’interaction entre elles. Cette
énergie est calculée à la surface de Fermi puisque nous étudions des petites excita-
tions du système par rapport à l’état fondamental. C’est aussi l’énergie apportée
au système dans l’état fondamental lorsque l’on ajoute une quasi-particule sans
prendre en compte les modiﬁcations causées sur les interactions mutuelles entre
quasi-particules. Chaque quasi-particule liée à un état d’excitation du système dé-
crit donc un faible écart d’impulsion par rapport à l’impulsion de Fermi. Nous
pouvons obtenir la vitesse des quasi-particules à la surface de Fermi par :
vFa =
1
~
∂εa0k
∂k
(1.71)
À partir de là nous déﬁnissons la masse eﬀective de Landau à partir de la norme
de cette vitesse :
ma∗ =
~kaF
vFa
(1.72)
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Et donc au voisinage de la surface de Fermi nous avons l’énergie des quasi-particules
qui s’écrit comme une dépendance linéaire à cet écart d’impulsion comme suit :
εa0k = ~vFa (|k| − k
a
F ) (1.73)
Le deuxième paramètre dans la théorie vient de l’interaction entre quasi-particules,
c’est une fonction des impulsions entre deux quasi-particules en interaction qui
s’écrit f ab(k,k′). Ce terme est lié aussi à la déviation par rapport à la distribution
de Fermi. Mais étant donné que nous nous plaçons dans le cas des faibles écarts à
la distribution de Fermi cette fonction dépend, en première approximation, seule-
ment de l’angle ξ déﬁni entre les deux vecteurs d’impulsion k et k′. Considérant
cette seule dépendance à l’angle ξ il devient possible de faire un développement en
série de Legendre comme ci-dessous :
f ab(k,k′) =
∑
l
f abl Pl(cos(ξ)) (1.74)
ou Pl est le polynômes de Legendre à l’ordre l.
Les coeﬃcients f abl déﬁnissent les fameux paramètres de Landau qui ont été
introduit pour cette théorie.
Ensuite vient la partie de l’hamiltonien décrivant l’appariement Hpaire qui n’est
pas très diﬀérent de l’hamiltonien introduit précédemment :
Hpaire =
∫
d3r
[∑
a
∆a(r)Ψa†↑ (r)Ψ
a†
↓ (r) + ∆
a∗(r)Ψa↑(r)Ψ
a
↓(r)
]
(1.75)
Dans un cas plus générale que la théorie BCS le gap est déﬁni par :
∆a(r) =
∫
d3r′V a(r− r′)Ψa↑(r
′)Ψa↓(r
′) (1.76)
où V a(r− r′) correspond à un potentiel à deux corps.
Nous remarquerons qu’aucun appariement neutron-proton n’est considéré ici.
Ceci est dû au fait que dans la théorie BCS le phénomène d’appariement a lieu
proche des surfaces de Fermi. Or dans les étoiles à neutrons la proportion de
protons est bien inférieure à celle des neutrons. Les deux surfaces de Fermi sont
donc très éloignées, éliminant donc tout appariement neutron-proton possible dans
la mesure où le gap d’énergie ∆ est plus petit que la diﬀérence d’énergie séparant
les deux surfaces de Fermi.
Par ailleurs, avant d’aller plus loin dans les détails il convient de faire une
approximation supplémentaire sur la température. En eﬀet, considérer une tem-
pérature non nulle a pour eﬀet, non seulement d’ajouter un ﬂuide supplémentaire
dans les équations hydrodynamiques, mais aussi nous oblige à prendre en compte
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l’appariement dans l’hamiltonien pour les calculs de l’entraînement. Or il a été
montré que les matrices d’entraînement n’étaient pas aﬀectées par l’appariement
dans la matière homogène à faible température [51]. Dans la cas d’une matière
structurée à faible température, les matrices d’entraînement sont faiblement af-
fectée selon le type d’appariement considéré [23]. Comme par la suite nous nous
placerons dans la limite des températures nulles, nous allons admettre immédiate-
ment cette hypothèse aﬁn de simpliﬁer certains calculs en omettant aussi le terme
d’appariement.
Les « clefs » du calcul de ces paramètres résident en deux points essentiels
comme nous allons le voir. Premièrement un courant de particules avec une vitesse
donnée implique une translation de la sphère de Fermi associée à ces particules
d’une valeur égale à leur impulsion moyenne. Ce qui évidement aﬀecte l’inter-
action entre les particules de toutes espèces. Deuxièmement nous chercherons à
faire le lien entre variables quantiques et variables hydrodynamiques pour obtenir
l’entraînement via l’interaction qui est décrite par la mécanique quantique.
Cette translation dont nous venons de parler peut se formaliser par la trans-
formation suivante du vecteur d’onde associé au constituant « a » :
k˜ = k+ qa (1.77)
où qa est le vecteur d’onde relié à l’impulsion par particule du constituant « a »
apparaissant dans les équations hydrodynamiques précédentes et qui se déﬁnit
par :
qa =
pa
~
(1.78)
Cette transformation peut se schématiser sur la ﬁgure 1.1 en représentant le
déplacement relatif des sphères de Fermi des neutrons et protons d’un écart de
vecteur d’onde q tel que :
q = qn − qp (1.79)
Ce sont les particules comprises dans les zones avec les points sur la ﬁgures 1.1
qui vont intervenir dans le modèle des liquides de Landau-Fermi. Ces particules
dans les zones avec les points correspondent en quelque sorte à des excitations du
système le faisant dévier par rapport à son état fondamental. Il est important de
noter que l’approche par ce modèle n’est valable que si |qa| ¿ kaF aﬁn que les
excitations restent dans le voisinage de la surface de Fermi.
Ensuite il reste à déﬁnir les variables hydrodynamiques en fonctions des va-
riables quantiques en faisant les bonnes sommations. Nous choisissons d’adopter
les sommations sous forme d’intégrales en raison du grand nombre de particules
comprises dans le système. Ici nous allons exprimer les courants de particules en
fonctions des impulsions, ce qui revient exactement à déterminer l’inverse de la
matrice Kab dans 1.54.
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Fig. 1.1: Déplacement relatif des sphères de Fermi des protons et neutrons. Le
déplacement a été volontairement exagéré pour être visible car selon ce modèle les
sphères déplacées sont quasiment confondues avec celles statiques.
Pour commencer, la densité de particules s’écrit :
na =
∫
d3k
(2pi)3
n˜a(k˜) =
∫
d3k
(2pi)3
na0(k) (1.80)
où na0(k) déﬁnit la fonction de distribution associée au constituant « a » à l’état
statique étiqueté par l’indice 0 et sachant que la sphère de Fermi translatée est
caractérisée pas la fonction échelon n˜a(k) = θ(kaF − |k − q
a|). Ensuite le courant
de particules s’exprime de la manière suivante d’après [13] :
na =
1
~
∑
s
∫
d3k
(2pi)3
∂ε˜a(k˜)
∂k
n˜a(k) (1.81)
où ε˜a(k˜) correspond à l’énergie locale de la quasi-particule associée au constituant
« a », d’impulsion k˜ = k+qa et de spin s, qui normalement devrait être équivalent
à
na =
∑
s
∫
d3k
(2pi)3
~k
ma
n˜a(k) (1.82)
Le passage de l’équation 1.81 à la relation 1.82 est évident si nous considérons un
gaz de Fermi, donc sans interaction. La relation devient moins évidente dans le
cas avec interaction mais celle-ci découle simplement du principe d’invariance gali-
léenne. C’est justement cette relation non triviale qui va nous intéresser, puisqu’ici
nous cherchons à exprimer les courants en fonction des impulsions qui interviennent
dans l’interaction et donc dans les énergies.
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Nous calculerons les énergies de ces quasi-particules à l’aide de la partie corres-
pondant au liquide de Landau-Fermi dans l’équation 1.70 puisque nous sommes à
température nulle. Nous l’exprimerons ici en termes de déviation de la distribution
des quasi-particules à la distribution de Fermi statique :
HLF =
∑
a
∑
s
∫
d3k
(2pi)3
εa0kδn˜
a(k)
+
1
2
∑
ab
∑
ss′
∫
d3k
(2pi)3
∫
d3k′
(2pi)3
f ab(k,k′)δn˜a(k)δn˜b(k′) (1.83)
Où δn˜a(k) = n˜a(k)−na0(k) désigne la déviation de la distribution des particules
en mouvement par rapport à la distribution de Fermi statique na0(k). En théorie
les paramètres de Landau f ab pourraient prendre en compte les spin s et s′ mais
nous considérerons une matière non polarisée en spin et donc nous prendrons les
valeurs moyennes sur le spin des paramètres de Landau.
À partir de cette expression 1.83 nous pouvons déterminer l’énergie d’une quasi
particule comme :
ε˜a(k˜) = εa0k +
∑
bs′
∫
d3k′
(2pi)3
f ab(k,k′)δn˜a(k′) (1.84)
Étant donné que le modèle des liquides de Landau-Fermi suppose que nous
avons des petites déviations par rapport à la distribution de Fermi nous pouvons
linéariser l’expression donnant les courants de particules :
na =
1
~
∑
s
∫
d3k
(2pi)3
[
∂εa0k
∂k
δn˜a(k) + na0(k)
∂δεak
∂k
]
(1.85)
avec
δεak =
∑
bs′
∫
d3k′
(2pi)3
f ab(k,k′)δn˜a(k′) (1.86)
Comme nous nous sommes placés dans l’approximation |qa| ¿ kaF nous avons :
δn˜a(k) ≈ −
∂na0(k)
∂k
qa (1.87)
Notons que la fonction na0 est une fonction échelon, qui mathématiquement parlant
a sa dérivée qui fait intervenir la distribution de Dirac δ(x). Nous réécrirons donc
la déviation, équation 1.87, de la manière suivante :
δn˜a(k) = qa · k̂ δ(kaF − |k|) (1.88)
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où k̂ désigne le vecteur normé k̂ = k/k.
Le courant de particules issu de l’équation 1.85 s’écrit en utilisant la déviation
explicite 1.88 :
na =
1
~
∑
s
∫
d3k
(2pi)3
∂εa0k
∂k
[
qa · k̂ δ(kaF − |k|)
]
(1.89)
+
1
~
∫
d3k
(2pi)3
na0(k)
∂
∂k
[∑
bss′
∫
d3k′
(2pi)3
f ab(k,k′) qb · k̂′ δ(kbF − |k
′|)
]
Si nous nous rappelons des déﬁnitions de la vitesse des quasi-particules, equa-
tion 1.71, et de la masse de Landau, equation 1.72, nous trouvons après une inté-
gration par partie du second terme dans 1.90 :
na =
na
ma∗
~qa +
∑
b
Gab~q
b =
na
ma∗
pa +
∑
b
Gabp
b (1.90)
avec
Gab =
1
9pi4
(kaF )
2(kbF )
2
f ab1 (1.91)
où f ab1 est le deuxième élément de la série en polynôme de Legendre des paramètres
de Landau.
Nous retrouvons donc l’inverse de notre matrice d’entraînement :
Yab =
(
Kab
)−1
=
na
ma∗
δab +Gab (1.92)
De plus nous pouvons écrire maintenant la quantité HLF à l’aide de de formes
quadratiques :
HLF = H −
∑
a
µaNa =
1
2
∑
ab
Yab p
apb (1.93)
Et dans la mesure où nous savons qu’un superﬂuide stable à l’état fondamentale
vériﬁe la relationH−
∑
a µaNa > 0 nous trouvons que la forme quadratique 1.93 est
déﬁnie positive, c’est-à-dire que les quantités Yab vériﬁent les relations suivantes :
Yaa > 0 et YaaYbb − Y
2
ab > 0 pour (a 6= b) (1.94)
Enﬁn il est intéressant de vériﬁer que la matrice Yab est symétrique puisque
le paramètre f ab1 l’est aussi. Donc la matrice K
ab qui est l’inverse de la précé-
dente est aussi symétrique comme nous l’avions prévu. De même il est possible de
vériﬁer l’identité 1.56 relative à l’invariance galiléenne qui nous permet de retrou-
ver la masse des particules. Les paramètres d’entraînement calculés ici sont donc
consistants avec l’invariance galiléenne.
Concernant la matière nucléaire nous utiliserons deux classes d’interactions
bien connues qui sont les interactions eﬀectives de type Skyrme et les interactions
de type Champ Moyen Relativiste, appelées « Relativistic Mean Field » (RMF).
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1.3.1 Interaction effective de type Skyrme
Comme nous l’avons compris pour calculer les paramètres d’entraînement il
faut se munir d’une fonctionnelle donnant la densité d’énergie. Dans le cas de l’in-
teraction de type Skyrme ces calculs ont été eﬀectués dans l’article de Chamel
et Haensel [32]. La densité d’énergie est obtenue dans le cadre de la théorie des
fonctionnelles de la densité développées par Hohenberg, Kohn, Sham [57, 59], qui
pour une matière nucléaire homogène et sans polarisation de spin s’écrit d’après
[14]. Nous l’écrirons sous la forme d’une sommation de termes isoscalaires et iso-
vectoriels :
E = τ0 +
∑
T=0,1
Cn
T
(nB)n
2
T
+ Cτ
T
nTτT + C
j
T
n2
T
(1.95)
où T = 0 désigne les termes isoscalaires et T = 1 désigne les termes isovectoriels.
Les quantités isoscalaires sont déﬁnies comme une sommation sur les nucléons telle
que n0 = nn + np = nB et les quantités isovectorielles sont déﬁnies comme une
diﬀérences sur les nucléons telle que n1 = nn−np. Nous avons les termes CnT qui sont
des fonctions de la densité baryonique moyenne et alors que les termes Cτ
T
et Cj
T
qui
sont des constantes par rapport aux densités. La quantité τ0 = τn + τn représente
la densité d’énergie cinétique qui se calcule à l’aide de l’équation suivante :
τa =
∫
d3k
(2pi)3
k2na0(k) (1.96)
Une telle fonctionnelle de la densité 1.95 est obtenue en faisant une approximation
de champ moyen de type Hartree-Fock avec une interaction eﬀective à deux et trois
corps de type Skyrme. La paramétrisation habituelle de cette interaction s’écrit :
V(r1 − r2) = t0(1 + x0Pσ)δ(r1 − r2)
+
1
2
t1(1 + x1Pσ)
(
k̂
†2
δ(r1 − r2) + δ(r1 − r2)k̂
2
)
+ t2(1 + x2Pσ)k̂
†
· δ(r1 − r2)k̂
+
1
6
t3(1 + x3Pσ)δ(r1 − r2)
[
nb(
r1 + r2
2
)
]γ
+ iW0(σ1 + σ2) ·
[
k̂
†
× δ(r1 − r2)k̂
]
(1.97)
où Pσ = (1+σ1 ·σ2)/2 représente l’opérateur d’échange de spin et k̂ se déﬁnit par
k̂ = (∇1 −∇2)/2i. Le terme proportionnel à t3 représente l’eﬀet de l’interaction
à trois corps réduit à une forme d’interaction à deux corps. De nombreux jeux
de valeurs des paramètres (t0, t1, t2, t3, x0, x1, x2, x3, γ, W0) sont disponibles,
chacun étant calculé pour s’ajuster pour respecter certaines propriétés nucléaires
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issues des expériences tout en s’adaptant aux conditions d’utilisations, telles que
par exemple dans les étoiles à neutrons. En ce qui nous concerne nous prendrons
la paramétrisation couramment appelée SLy4 et bien adaptée aux conditions qui
règnent dans les étoiles à neutrons où la matière est fortement asymétrique [27,
28, 29, 30].
Paramètres Valeur numérique
t0 (MeV fm3) -2488.91
t1 (MeV fm5) 486.82
t2 (MeV fm5) -546.39
t3 (MeV fm3+3γ) 13777.0
x0 0.8340
x1 -0.3438
x2 -1.0
x3 1.3539
γ 1
6
W0 (MeV fm5) 122.69
Tab. 1.2: Paramètres pour l’interaction de Skyrme SLy4 dont la densité de satu-
ration nucléaire est n0 = 0.160 fm
−3 [28]
Dans le problème qui nous intéresse de la matière homogène, le terme de spin-
orbite proportionnel à W0 s’annule. À partir de cette forme de paramétrisation
il est possible d’exprimer explicitement les termes que nous avons déﬁni dans la
densité d’énergie, equation 1.95 :
Cn0 (nB) =
3
8
t0 +
3
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t3n
γ
B (1.98)
Cn1 (nB) = −
1
4
t0
(
1
2
+ x0
)
−
1
24
t3
(
1
2
+ x3
)
nγB (1.99)
Cτ0 =
3
16
t1 +
1
4
t2
(
5
4
+ x2
)
(1.100)
Cτ1 = −
1
8
t1
(
1
2
+ x1
)
+
1
8
t2
(
1
2
+ x2
)
(1.101)
Enﬁn en conséquence de l’invariance de la phase locale dans l’interaction de
Skyrme [39] nous avons la relation :
Cj
T
= −Cτ
T
(1.102)
Pour calculer les coeﬃcients d’entraînement d’après 1.92 nous avons besoin de
la masse eﬀective de Landau, qui ici s’écrit :
~
2
2ma∗
=
~
2
2ma
+ (Cτ0 − C
τ
1 )nb + 2C
τ
1na (1.103)
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ainsi que du deuxième élément de la série des paramètres de Landau [32] :
fnn1 = 2(C
j
0 + C
j
1)
(
knF
~c
)2
(1.104)
fpp1 = 2(C
j
0 + C
j
1)
(
kpF
~c
)2
(1.105)
fnp1 = f
pn
1 = 2(C
j
0 − C
j
1)
knFk
p
F
(~c)2
(1.106)
1.3.2 Interaction de type Champ Moyen Relativiste
Cette classe d’interactions a été développée pour se placer dans un cadre relati-
viste, elle est donc adaptée pour calculer les coeﬃcients d’entraînement relativiste.
Nous pourrions donc nous passer de cette classe d’interactions dans la mesure où
nous nous plaçons dans la limite newtonienne de l’hydrodynamique. Mais ce type
d’interaction nous sera utile par la suite pour deux raisons. Premièrement parce les
valeurs que nous utiliserons donnant les structures de la phase « pasta » dans les
conditions que nous allons nous ﬁxer ont été calculées avec une certaine interaction
de type Champ Moyen Relativiste [6]. Ensuite il est tout à fait intéressant d’uti-
liser plusieurs catégories d’interaction à des ﬁns de comparaisons et vériﬁcations
numériques. Seulement dans notre cas nous prendrons la limite non relativiste des
coeﬃcients d’entraînement.
La théorie quantique des champs (relativiste) fournit les outils nécessaires pour
calculer de telles interactions. Ainsi nous pourrions dire que la théorie de l’inter-
action forte s’appelle la Chromodynamique quantique et a été développée dans ce
cadre. Elle permet de décrire l’interaction qui existe entre les quarks qui sont les
constituants élémentaires des nucléons. Par contre cette théorie à l’heure actuelle
ne permet pas de faire des calculs satisfaisants dans le cas des étoiles à neutron,
ni même pour de simples noyaux.
Depuis plusieurs années des théories relativistes « des champs » nucléaires ont
été développées. En particulier, des champs moyens relativistes sont appliqués à la
physique nucléaire. Ces développements sont d’autant plus nécessaires que d’une
part les étoiles à neutrons sont des objets globalement relativistes mais d’autre part
le cœur de ces étoiles soumet la matière à de telles conditions de pressions, densités,
température..., que nous pouvons envisager d’avoir une approche relativiste de la
modélisation de l’interaction nucléaire. Dans notre étude, nous nous placerons
dans la croûte des étoiles à neutrons, où les eﬀet relativistes ne prendrons pas
part de manière signiﬁcative, sauf éventuellement pour les calculs de vitesse du
son. Cependant, aﬁn d’être cohérent dans modélisation de l’ensemble de étoile
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à neutrons, nous pourrons simpliﬁer l’utilisation d’équations d’état en ayant une
unique approche, relativiste, pour l’interaction du cœur à la surface. Nous pourrons
trouver quelques descriptions de ce type d’interaction assez détaillées et appliquées
aux étoiles à neutrons dans l’ouvrage de Glendenning [48] ou dans [85, 14].
L’idée principale consiste à supposer que l’interaction entre nucléons est cal-
culée à l’aide de canaux d’interactions associés à des mésons. Ces champs de mé-
sons sont dérivés à partir des équations classiques d’Euler-Lagrange appliqué aux
moyennes sur le champ. L’interaction entre baryons mets en jeu dans ce type d’in-
teraction des couplages mésons-nucléons. Dans la littérature plusieurs catégories
de couplages sont utilisés, ceux de type non linéaire [47, 48, 61, 45] ou de type
dépendant de la densité [99, 45, 49].
Le lagrangien adopté pour décrire ces champs de mésons s’écrit dans un for-
malisme relativiste et sans champs électromagnétiques de la manière suivante :
L = Ψ [γµ (i∂
µ − Γωω
µ)− (M − Γσσ − Γδτ · δ)] Ψ
+
1
2
(
∂µσ∂
µσ −m2σσ
2 −
1
3
aσ3 −
1
4
bσ4
)
−
1
4
ΩµνΩ
µν +
1
2
m2µωµω
µ
+
1
2
(
∂µδ∂
µδ −m2δδ
2
)
(1.107)
avec Ωµν = ∂µων − ∂νωµ.
En utilisant les équations d’Euler-Lagrange nous trouvons pour l’équilibre sta-
tionnaire les équations suivantes :[
γµi∂
µ − Γωω0γ
0 − Γργ
0τ3ρ0 − (M − Γσσ − Γδτ3δ3)
]
Ψ = 0 (1.108)
m2σσ =
~
3
c
Γσ〈ΨΨ〉 =
~
3
c
Γσns (1.109)
m2ωω
µ =
~
3
c
Γω〈Ψγ
µΨ〉 =
~
3
c
Γωn
µ (1.110)
m2ρρ
0 =
~
3
c
Γρ〈Ψγ
0τ3Ψ〉 =
~
3
2c
Γρn3 (1.111)
m2δδ3 =
~
3
c
Γδ〈Ψτ3Ψ〉 =
~
3
c
Γδns3 (1.112)
Et dans le cas où le couplage est non linéaire, seulement pour le méson σ,
l’équation 1.109 est remplacée par l’équation :
m2σσ + aσ
2 + bσ3 =
~
3
c
Γσns (1.113)
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Les coeﬃcients Γσ, Γω, Γρ et Γδ déﬁnissent les couplages. Ceux-ci peuvent êtres
constant avec les couplages non linéaires a et b non nuls ou alors ces derniers sont
nuls et les couplages sont dépendant de la densité. Les mésons ont pour masse mσ,
mω, mδ et mσ. L’ensemble de ces coeﬃcients, couplages et masses, ajustés pour
respecter certaines propriétés nucléaires issues des expériences aussi permettent
de déﬁnir un modèle d’interaction de type RMF. Nous pouvons préciser aussi
certaines quantité à l’équilibre telles que les densités n = np + nn, n3 = np − nn,
ns = nsp + nsn et ns3 = nsp − nsn. La densité scalaire nsa s’écrit à température
nulle :
nsa =
1
pi2
∫ ka
F
0
k2dk
ma⊕c
2√
(~c)2k2 + (ma⊕)
2c4
(1.114)
où ma⊕ représente la masse eﬀective de Dirac. Elle est diﬀérente de celle déﬁnie
précédemment sous le nom de masse eﬀective de Landau et se déﬁnit par :
ma⊕c
2 = mc2 − Γσσ − τ3aΓδδ3 (1.115)
avec les projections d’isospin τ3n = −1 etτ3p = +1 et la masse du nucléon m. Elle
permet d’obtenir la masse eﬀective de Landau sous la forme :
ma∗ =
√(
paF
c
)2
+ (ma⊕)
2 (1.116)
avec paF = ~k
a
F .
La solution analytique de la densité scalaire s’écrit avec 1.116 :
nsa =
c
2pi2~3
ma⊕
[
paFm
a
∗c−m
a
⊕
2c2 ln
(
paF +m
a
∗c
ma⊕c
)]
(1.117)
Si les densités sont ﬁxées, l’inconnue restante est la masse de Dirac, nous la
calculerons numériquement à l’aide de deux équations auto-cohérentes que nous
allons établir ici. Elles sont obtenues en combinant 1.115 avec 1.112 et 1.109 sachant
que la densité scalaire n’est fonction plus que de la masse de Dirac nsa = nsa(ma⊕)
si les densités de neutrons et protons sont ﬁxées. La première est donc :
nsn(m
n
⊕) + nsp(m
p
⊕) =
m2σ
Γ2σ
(
m−
mn⊕ +m
p
⊕
2
)
(1.118)
à laquelle il faut ajouter au terme de droite la quantité A :
A =
a
Γ3σ
(
m−
mn⊕ +m
p
⊕
2
)2
+
b
Γ4σ
(
m−
mn⊕ +m
p
⊕
2
)3
(1.119)
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si les coeﬃcients non-linéaires sont pris en compte.
La seconde équation est :
mn⊕ −m
p
⊕ =
Γ2δ
m2δ
(
nsn(m
n
⊕)− nsp(m
p
⊕)
)
(1.120)
La méthode de résolution adoptées pour obtenir les valeurs numériques de ma⊕
sera une méthode de Newton-Raphson. Les masses de Dirac pour les protons et les
neutrons sont égales dans le cas où l’interaction ne contient pas le méson δ comme
nous pouvons le voir dans 1.120.
Les coeﬃcients d’entraînement et donc les paramètres de Landau f ab1 ont été
calculés dans un cadre relativiste avec une interaction de type RMF dans Gusakov
et al. [53]. En particulier dans cet article ils ont développé les calculs pour l’ap-
pliquer à l’interaction RMF donnée par Glendenning [47, 48] qui ne contient pas
à la base le méson δ. En réalité l’ajout de ce méson ne change rien aux calculs
si ce n’est que la masse eﬀective de Dirac est aﬀectée « numériquement ». Leur
calcul reste donc valable en toute généralité pour l’ensemble des interactions de
type RMF.
Les paramètres de Landau sont donc déﬁnis par :
f ab1 =
~
3
c3
kaFk
b
F
ma∗m
b
∗
[
Γω
B
(
Γρτ3b
2m2ρ
a12 −
Γω
m2ω
a22
)
+
Γρτ3a
2B
(
Γω
m2ω
a21 −
Γρτ3b
2m2ρ
a11
)]
(1.121)
Avec les coeﬃcients sans unités a11, a12, a21, a22 et B qui sont déﬁnis par :
a11 = 1 +
~
3
c3
Γ2ω
mω2
(
np
mp∗
+
nn
mn∗
)
(1.122)
a12 =
~
3
c3
ΓωΓρ
2mω2
(
np
mp∗
−
nn
mn∗
)
(1.123)
a21 =
~
3
c3
ΓωΓρ
2mρ2
(
np
mp∗
−
nn
mn∗
)
(1.124)
a22 = 1 +
~
3
c3
Γ2ρ
4mρ2
(
np
mp∗
−
nn
mn∗
)
(1.125)
B = a11a22 − a12a21 (1.126)
En particulier nous utiliserons essentiellement l’interaction DDHδ déterminée
dans Avancini et al. [7, 9, 6]. Cette interaction contient le mésons δ et ne fait pas
intervenir de couplage non linéaire mais des couplages dépendants de la densité.
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l ml (MeV) Γl(n0) al bl cl dl
σ 550 10.72854 1.365469 0.226061 0.409704 0.901995
ω 783 13.29015 1.402488 0.172577 0.344293 0.983955
ρ 763 11.727 0.095268 2.171 0.05336 17.8431
δ 980 7.58963 0.01984 3.4732 -0.0908 -9.811
Tab. 1.3: Paramètres pour les couplages de l’interaction DDHδ dans [6]
Les couplages dépendant de la densité baryonique nB s’écrivent de la manière
suivante :
Γl(n) = Γl(n0)hl(x), x =
nB
n0
(1.127)
avec
hl(x) = al
1 + bl(x+ dl)
2
1 + cl(x+ dl)2
, pour l = σ, ω (1.128)
et
hl(x) = al exp[−bl(x− 1)]− cl(x− dl), pour l = ρ, δ (1.129)
La densité de saturation nucléaire est n0 = 0.153fm
−3 et les valeurs des constantes
al, bl, cl, dl sont données dans le tableaux 1.3.
1.4 Modèle à deux composants pour les étoiles à
neutrons
Pour terminer ce chapitre nous allons poser en détail les conditions physiques
dans lesquelles nous allons nous placer pour la suite de cette étude. Celles-ci vont
découler du type d’objet que nous allons étudier et des propriétés que nous cher-
chons à calculer de ce dernier . Ici nous avons pour objectif de calculer la chaleur
spéciﬁque dans la croûte interne des étoiles à neutrons. Ceci aﬁn de tenter de re-
trouver certaines propriétés de la matière à partir d’observations de refroidissement
de ces objets.
Ainsi nous pouvons en déduire plusieurs hypothèses importantes :
• Premièrement, les propriétés que nous voulons observer induisent que l’étoile
à neutrons ait atteint un certain équilibre et surtout une température assez
basse pour que les processus de refroidissement ne soit pas dominés pas
l’émission de neutrinos. Nous pouvons donc supposer que la croûte de notre
étoile sera composée essentiellement de neutrons, protons et électrons dont
les proportions sont déterminées par l’équilibre β.
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• Par ailleurs, nous allons eﬀectuer cette étude localement et proche de l’équi-
libre statique locale. Ce qui a pour conséquence principale de nous permettre
de négliger les eﬀets particuliers à la relativité générale ou restreinte sur la
structure des équations. D’où l’utilisation de l’hydrodynamique Newtonienne
jusqu’à présent et pour la suite.
• D’autre part, ces hypothèses précédentes nous permettent de négliger les
vortex et surtout les forces qui s’exercent entres eux.
• Toujours pour ces mêmes raisons et parce que nous allons étudier des pertur-
bations autour de l’équilibre statique, nous pourrons négliger la gravitation
newtonienne dans nos équations. Notre système pourra être considéré comme
isolé localement, c’est-à-dire qu’aucune action ne s’exerce sur le ﬂuide depuis
l’extérieur, f ext = 0 et qu’aucun échange d’énergie avec l’extérieur n’a lieu,
gext = 0
Nous allons aussi poser quelques autres hypothèses aﬁn de simpliﬁer les calculs
tout en obtenant une bonne approximation des résultats :
• Nous allons par la suite appliquer les équations hydrodynamiques décrites
précédemment à des calculs dans la croûte internes. Nous verrons dans la
sous-section 2.3.2 du chapitre 2 que nous serons à la limite d’utilisations de
ces équations. Cependant nous passerons outre ces limitations pour pouvoir
faire une première étude dans ce projet en faisant ces quelques hypothèse
simpliﬁcatrices.
• Nous savons que les étoiles à neutrons sont globalement neutres mais locale-
ment nous pouvons avoir une charge électrique non nulle, telle qu’au sein des
structures que nous allons étudier. Il faudrait donc prendre en compte l’hy-
drodynamique pour des ﬂuides chargés. Mais comme les niveaux d’énergies
de l’interaction nucléaire sont supérieurs à ceux de l’interaction électroma-
gnétique, nous considérerons que les phénomènes que nous allons étudier
seront principalement issue de l’interaction nucléaire. Par ailleurs nous al-
lons étudier des modes à basse énergie et donc à grande longueur d’onde.
Or en réalité même à petite échelle la charge est en moyenne nulle sur des
distances allant d’une dizaine de fm à quelques centaines de fm. De ce fait
nous ferons donc disparaître artiﬁciellement l’interaction électromagnétique
pour le moment dans l’étude de modes nucléaires en considérant qu’il y a
neutralité locale et à tout instant de la charge électrique. C’est-à-dire que
np = ne.
• D’autre part le rapport entre la masse du proton et de l’électron étant de
l’ordre de 1836.15 nous négligerons la masse de l’électron.
• La proportion de phase dite normale par rapport à la phase superﬂuide est
de l’ordre de exp
(
−
∆a
kBT
)
, où ∆a déﬁnit une valeur approchée de l’éner-
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gie d’appariement. Pour de la matière nucléaire il est habituel de prendre
∆a ≈ 1MeV = 1.16 1010K. Dans ce cas la phase normale compte typique-
ment pour moins de 10% en dessous de 5. 109K. Ainsi nous considérerons
que le système peut être étudié dynamiquement avec la limite de température
nulle jusqu’à quelques 109K. Au dessus de cette température notre modèle ne
sera plus valable. Mais vue les stades d’évolution des étoiles à neutrons qui
nous intéressent cette approximation est largement valable. Ce qui a pour
eﬀet de simpliﬁer, les calculs comme nous l’avons vu, par la disparition du
ﬂuide normal.
• Étant donnée que la fréquence associée à une énergie thermique de l’ordre
de 108K est égale à environ 1.309 1019 s−1 et que la fréquence associé aux
transformations de particules par interaction faible est de l’ordre de 108 s−1,
nous ne considérerons aucune transformation de particules. Nous aurons donc
Γa = 0 dans les équations hydrodynamiques (Attention de ne pas confondre
Γa avec les constantes de couplages de l’interaction RMF).
• Enﬁn nous considérerons que nos ﬂuides de neutrons et de protons seront
entièrement décrits grâce aux interactions nucléaires que nous avons utilisées
jusqu’à présent. Avec la condition de température nulle, cette hypothèse nous
permettra de considérer qu’il n’y a aucune friction mutuelle entre ﬂuides, ni
de processus dissipatifs. Donc il n’y aura aucun échange d’énergie entre les
ﬂuides, ga = 0, et aucune action mutuelle entre les ﬂuides ne sera considérée,
fa = 0. La seule « interaction » (non dissipative) entre les ﬂuides qui sera
considérée dans les équations hydrodynamiques, sera l’entraînement déﬁni
précédemment.
Toutes ces dernières hypothèses simpliﬁcatrices vont nous permettre une pre-
mière approche du problème, mais nous ne doutons pas qu’une physique riche en
phénomènes complexes, nouveaux et potentiellement porteur d’eﬀets non négli-
geable, se cache derrière ces hypothèses.
En résumé nous utiliserons précisément les équations hydrodynamiques des
superﬂuides à deux composants (neutrons-protons), qui sont la conservation du
nombre de particules :
∂tnn +∇.nn = 0
∂tnp +∇.np = 0 (1.130)
Ainsi que la conservation de l’impulsion ou équation d’Euler 1.65 pour les
superﬂuides :
nn (∂tp
n −∇pin) = 0
np (∂tp
p −∇pip) = 0 (1.131)
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L’entraînement s’écrira simplement à l’aide d’une matrice 2× 2 qui déﬁnit
pn = Knnnn +K
npnp
pp = Kpnnn +K
ppnp (1.132)
Et l’énergie par particule ne change pas par rapport à l’équation 1.53
− pin = µn −
1
2
mnv2n + vn · p
n
−pip = µp −
1
2
mpv2p + vp · p
p (1.133)
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Chapitre 2
Théorie des modes
hydrodynamiques dans la croûte
interne des étoiles à neutrons
« L’homme est grand sans doute, ou du moins il le dit et le croit ; mais
ses capacités de conception et d’entendement, aussi vastes soient-elles
n’en ont pas moins des bornes assignées par la nature même de son
être..., tandis que la vérité est inﬁnie..., à jamais inaccessible, à jamais
incompréhensible. »
Ernest Esclangon, Dix leçons d’Astronomie (1934)
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Il se trouve que pour les liquides quantiques il existe un lien entre les perturba-
tions des quantités hydrodynamiques et les excitations thermiques. Ces perturba-
tions par rapport à un équilibre s’apparentent à des modes collectifs bien connus
en physique des noyaux atomiques par exemple. Nous appellerons ces excitations
dans le cadre d’une approche hydrodynamique, des modes hydrodynamiques. Par
ailleurs, une synthèse de cette partie a fait l’objet d’un article publié dans la revue
Physical Review C [38]. Nous serons donc ﬁdèle dans ce manuscrit à notre article
concernant l’essentiel des notations.
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2.1 Perturbation au premier ordre et ondes so-
nores
L’idée consiste à étudier le comportement dynamique d’une perturbation au
premier ordre du système à l’équilibre hydrostatique aﬁn de déduire les propriétés
des modes hydrodynamiques.
Pour ce faire, nous allons prendre chaque quantité qui intervient dans notre
modèle et la décomposer en deux parties. Celle à l’équilibre sera étiquetée par
eq et la quantité perturbée sera devancée d’un δ de telle manière que pour une
quelconque quantité X nous écrirons X = Xeq + δX.
Étant donné que nous avons supposé l’équilibre hydrostatique, la vitesse des
ﬂuides va,eq est nulle et par conséquent nous avons :
na,eq = 0 et p
a
eq = 0 (2.1)
D’autre part, l’hypothèse de localité va nous permettre de considérer que
les quantités à l’équilibre varient faiblement spatialement. Ainsi avec l’hypothèse
d’équilibre statique nous pourrons considérer que les dérivées temporelles et spa-
tiales des quantités à l’équilibre sont nulles, i.e. ∂tXeq = 0 et ∇Xeq = 0. Ce point
nous donne un argument supplémentaire pour justiﬁer la suppression de la gravi-
tation dans nos équations, puisque son eﬀet sur la dynamique des ﬂuides dérive
d’un potentiel.
Maintenant si nous ne gardons seulement les perturbations au premier ordre,
les équations 1.130 deviennent linéarisées :
∂tδna + na,eq∇.δva = 0 (2.2)
Nous eﬀectuons maintenant une transformation de Legendre aﬁn d’exprimer
les variations de densités en termes de variations de potentiels chimiques :
δna =
∑
b=n,p
(
∂na
∂µb
)
eq
δµb ≡
∑
b=n,p
Jabδµ
b (2.3)
Jab est calculée à partir de l’inverse d’une matrice plus usitée dans les problèmes
de propagation d’ondes sonores, c’est-à-dire :(
J−1
)ab
=
(
∂µa
∂nb
)
eq
(2.4)
Cette transformation peut ensuite être insérée dans l’équation 2.2 pour donner :
1
na,eq
(∑
b=n,p
Jab ∂tδµ
b
)
= −∇.δva (2.5)
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De même les quantités dynamiques deviennent une fois linéarisées :
pa = δpa =
∑
b=n,p
Kabeq nb,eq δvb (2.6)
pia = −µaeq − δµ
a (2.7)
Nous remarquons maintenant que seul le potentiel chimique intervient dans l’éner-
gie pia, les termes issus de l’énergie cinétique ont disparu. Ce qui nous permet
d’écrire les équations 1.131 de manière linéarisée :∑
b=n,p
Kabeq nb,eq ∂tδv
b = −∇δµa (2.8)
Si nous prenons la divergence de cette dernière équation nous obtenons :∑
b=n,p
Kabeq nb,eq ∂t
(
∇.δvb
)
= −∇2δµa (2.9)
Nous pouvons maintenant remplacer dans 2.9 l’expression ∇.δvb par celle ob-
tenue dans l’équation 2.5 pour trouver :∑
b=n,p
(KJ)a b ∂
2
t δµ
b = ∇2δµa (2.10)
où (KJ)a b déﬁnit le produit matriciel K
ad
eq × Jdb. Nous venons d’établir les deux
équations 2.10 aux variables µn et µp gouvernant la propagation des perturbations.
Ces deux équations sont couplées en raison de l’entrainement à proprement parler
et de l’énergie d’interaction entre protons et neutrons, qui donnent des termes
non diagonaux dans les matrices K et J . Dans la mesure où notre système est
suﬃsamment homogène et isotrope localement, nous pouvons nous placer dans
l’approximation « harmonique », c’est-à-dire que chaque perturbation se propage
en onde plane. Cette hypothèse se caractérise par l’ansatz suivant :
δµa(t, r) = Ua ei(−ωt+k·r) (2.11)
avec ω qui déﬁnit la pulsation de l’onde et k son vecteur d’onde. Cet ansatz
nous permet de remplacer la dérivée temporelle, ∂t, par −iω et le gradient, ∇,
par ik dans les équations diﬀérentielles. Si nous réunissons les deux quantités
(Un, Up) sous forme de vecteur Ua, les seules solutions décrivant la propagation
des perturbations en onde plane sont les vecteurs propres de la matrice 2× 2 dans
2.10. C’est-à-dire que les vecteurs propres Ua suivent la relation :∑
b=n,p
(KJ)a b U
b =
1
u2
Ua (2.12)
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où la valeur propre 1/u2 est liée à la vitesse u = ω/|k| de propagation de l’onde.
Dans notre cas elle correspond à la vitesse du son dans le ﬂuide. Notons en par-
ticulier qu’en raison des dimensions de la matrice, liées simplement au nombre de
ﬂuides mis en jeux, nous avons, sauf cas particulier, deux vecteurs propres solutions
de 2.12 que nous étiquetterons par + et −. Car chaque mode associé à un vecteur
propre Ua± et une vitesse du son u± ne décrit pas un mouvement purement de
neutrons ou de protons isolément mais une combinaison de mouvements des deux
types de particules. Numériquement nous verrons qu’un des modes correspond à
un mouvement quasi commun des neutrons et des protons, nous l’associerons au
mode + et pour l’autre modes les vitesses seront presque opposées, ce sera donc
le mode −.
Nous chercherons les solutions de l’équation 2.12 en obtenant d’abord les va-
leurs de la vitesse du son pour chaque mode ±. Nous le ferons en résolvant l’équa-
tion déﬁnie par
det(u2 KJ − Id2) = 0 (2.13)
où Id2 correspond à la matrice identité 2×2. D’après les propriétés du déterminant
cette équation est équivalente à :
det(u2 K − J−1) = 0 (2.14)
En reprenant l’équation 2.4 nous trouvons que u est solution de l’équation du
second degré en u2 :
Au4 +Bu2 + C = 0 (2.15)
avec
A = KnnKpp − (Knp)2 (2.16)
B = Kpn
∂µn
∂np
+Knp
∂µp
∂nn
−Knn
∂µp
∂np
−Kpp
∂µn
∂nn
(2.17)
C =
∂µn
∂nn
∂µp
∂np
−
∂µn
∂np
∂µp
∂nn
(2.18)
Enﬁn par la suite nous rencontrerons le cas particulier où la matière est compo-
sée exclusivement de neutrons. Dans ces conditions l’entrainement disparaît et le
système n’admet plus que la variable nn. En conséquence un seul mode hydrodyna-
mique est autorisé dans cette matière. Ainsi nous pouvons remplacer formellement
dans 2.12 la quantité K par
mn
nn
et la quantité J d’après 2.4 par
(
∂µn
∂nn
)−1
. Ce qui
nous donne la relation :
u2 =
(
nn
mn
∂µn
∂nn
)
eq
=
(
1
mn
∂P
∂nn
)
eq
(2.19)
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où P déﬁnit la pression du système composé purement de neutrons à température
nulle.
Enﬁn pour terminer cette partie, nous allons faire le lien avec nos excitations
collectives initiales. En eﬀets, si nous considérons un système homogène et isotrope
composé de neutrons et protons superﬂuides, les excitations collectives autorisées
pour un tel liquide quantique suivent une relation de dispersion linéaire :
ω(k) = uk (2.20)
où ~ω déﬁnit l’énergie de l’excitation et ~k son impulsion. Dans le cas d’un sys-
tème à plusieurs ﬂuides comme nous venons d’étudier, les énergies des excitations
liées à chacune des vitesses sonores s’additionnent. Dans certains ouvrages, tels
que dans [63], de tels modes sont nommés des phonons. Ce type de relation de dis-
persion pour des excitations élémentaires d’un milieu n’est généralement valable
qu’à basse énergie et donc à faible impulsion. Dès que les énergies deviennent plus
importantes, la relation de dispersion s’écarte du régime linéaire.
2.1.1 Le potentiel chimique et ses dérivées
Comme nous venons de le voir dans la partie précédente il est indispensable
d’avoir accès au potentiel chimique ainsi qu’à ses dérivées. Pour chacune des inter-
actions, Skyrme ou RMF, nous pouvons trouver dans la littérature les équations
qui permettent d’obtenir ces quantités. Nous commencerons pas l’interaction de
type Skyrme en prenant les équations qui se trouvent par exemple dans l’article
de Chamel et Haensel [32].
Interaction Skyrme :
Nous avons le potentiel chimique qui s’écrit :
µa = mac2 +
~
2(kaF )
2
2ma∗
+ Ua (2.21)
où Ua est l’énergie potentielle d’une quasi-particule seule. Cette énergie s’obtient
à partir de l’équation 1.95 et s’écrit :
Ua =
∂E
∂na
= 4Cn1 na − 2nB(C
n
0 − C
n
1 ) + (C
τ
0 − C
τ
1 )τB
+ 2Cτ1 τa +
dCn0
dnB
n2B +
dCn1
dnB
(2na − nB)
2 (2.22)
avec τB = τn + τp. Comme nous sommes à température nulle, la distribution de
Fermi est une fonction échelon et la densité d’énergie cinétique τa s’écrit donc en
67
calculant l’intégrale dans 1.96 :
τa =
1
5pi2
(kaF )
5 (2.23)
Ainsi les dérivées partielles du potentiel chimique s’écrivent :
∂µa
∂nb
=
~
2kaF
ma∗
(
∂kaF
∂nb
)
+
~
2(kaF )
2
2
(
∂(1/ma∗)
∂nb
)
+
(
∂Ua
∂nb
)
(2.24)
(Attention de ne pas confondre nb avec la densité baryonique nB !)
En particulier nous pouvons préciser les dérivées partielles qui interviennent
dans 2.24, nous avons :
∂kaF
∂nb
=
(pi
3
)2/3
n−1/3a δab (2.25)
où δab déﬁnit le symbole de Kronecker. À partir de 1.103 nous trouvons :
∂(1/ma∗)
∂nb
=
2
~2
[(Cτ0 − C
τ
1 ) + 2C
τ
1 δab] (2.26)
et enﬁn nous avons :
∂Ua
∂nb
=
1
2
t0
[
(2 + x0)− (1 + 2x0)δab
]
+
1
24
t3(2 + x3)(2 + γ)(γ + 1)n
γ
B
−
1
24
t3(2x3 + 1)
[
2γnγ−1B na + 2n
γ
Bδab
+γ(γ − 1)nγ−2B (n
2
n + n
2
p) + 2γn
γ−1
B nb
]
+
1
8
[
t1(2 + x1) + t2(2 + x2)
] ∂τ
∂nb
+
1
8
[
t2(2x2 + 1)− t1(2x1 + 1)
] ∂τa
∂nb
(2.27)
À partir de 2.23 nous avons :
∂τa
∂nb
=
1
pi2
(kaF )
4∂k
a
F
∂nb
(2.28)
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Interaction RMF :
Dans le cas de l’interaction de type champ moyen relativiste l’expression du
potentiel chimique va dépendre du type de couplage. Nous retrouvons chacune des
formulations soit dans Gusakov et al. [53] pour les couplages constants soit dans
Avancini et al. [6] pour les couplages dépendant de la densité. Nous réunirons ces
deux expressions en une seule formulation :
µa = Γωω
0 +
Γρ
2
τ3aρ
0 +ma∗c
2 + ΣR0 (2.29)
où ΣR0 est un terme réarrangement qui disparaît dans le cas des couplages constants.
Le terme de réarrangement s’écrit en particulier :
ΣR0 =
∂Γω
∂nB
nBω
0 +
∂Γρ
∂nB
n3
ρ0
2
−
∂Γσ
∂nB
nsσ −
∂Γδ
∂nB
ns3δ3 (2.30)
Le potentiel chimique se réécrit en termes de densités de la manière suivante :
µa =
~
3
c
[
Γ2ω
m2ω
nB +
Γ2ρ
4m2ρ
τ3a(np − nn)
]
+ma∗c
2 + ΣR0 (2.31)
Le terme de réarrangement se réécrit quant à lui :
ΣR0 =
~
3
c
[
∂Γω
∂nB
Γω
m2ω
n2B +
∂Γρ
∂nB
Γρ
4m2ρ
n23 −
∂Γσ
∂nB
Γσ
m2σ
n2s −
∂Γδ
∂nB
Γδ
m2δ
n2s3
]
(2.32)
Nous allons faire la distinction entre les types de couplages pour exprimer les
dérivées partielles du potentiel chimique :
• Dans le cas des couplages constants nous avons simplement :
∂µa
∂nb
=
~
3
c
[
Γ2ω
m2ω
+
Γ2ρ
4m2ρ
τ3aτ3b
]
+ (~c)2
kaF
ma∗
(
∂kaF
∂nb
)
+ c2
ma⊕
ma∗
(
∂ma⊕
∂nb
)
(2.33)
• Dans le cas des couplages dépendants de la densité nous avons :
∂µa
∂nb
=
~
3
c
[
2
∂Γω
∂nB
Γω
m2ω
nB +
Γ2ω
m2ω
+ 2
∂Γρ
∂nB
Γρ
4m2ρ
n3 +
Γ2ρ
4m2ρ
τ3aτ3b
]
+ (~c)2
kaF
ma∗
(
∂kaF
∂nb
)
+ c2
ma⊕
ma∗
(
∂ma⊕
∂nb
)
(2.34)
+
∂ΣR0
∂nb
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La dérivée partielle du terme de réarrangement s’écrit :
c
~3
(
∂ΣR0
∂nb
)
=
∂2Γω
∂n2B
Γω
m2ω
n2B +
(
∂Γω
∂nB
)2
n2B
m2ω
+ 2
∂Γω
∂nB
Γω
m2ω
nB
+
∂2Γρ
∂n2B
Γρ
4m2ρ
n23 +
(
∂Γρ
∂nB
)2
n23
4m2ρ
+
∂Γρ
∂nB
Γρ
2m2ρ
τ3bn3
−
∂2Γσ
∂n2B
Γσ
m2σ
n2s −
(
∂Γσ
∂nB
)2
n2s
m2σ
− 2
∂Γσ
∂nB
Γσ
m2σ
∂ns
∂nB
ns (2.35)
−
∂Γδ
∂nB
Γδ
m2δ
n2s3 −
(
∂2Γδ
∂n2B
)2
n2s3
m2δ
n2s3 − 2
∂Γδ
∂nB
Γδ
m2δ
∂ns
∂nB
τ3bns3
Les dérivées partielles des couplages s’obtiennent à partir de leurs expressions
dans les équations 1.127, 1.128 et 1.129. Concernant les mésons de type
l = σ, ω, les dérivées des couplages s’écrivent :
∂Γl
∂nB
(nB) =
Γl(n0)
n0
2al(x+ dl)
[
bl
1 + cl(x+ dl)2
−
cl(1 + bl(x+ dl)
2)
(1 + cl(x+ dl)2)
2
]
(2.36)
et
∂2Γl
∂n2B
(nB) =
1
n0(x+ dl)
∂Γl
∂nB
−
8Γl(n0)
n20
alblcl(x+ dl)
2
(1 + cl(x+ dl)2)
2
+
8Γl(n0)
n20
alc
2
l (x+ dl)
2
(1 + cl(x+ dl)2)
3
(
1 + bl(x+ dl)
2
)
(2.37)
avec x =
nB
n0
et n0 = 0.153 fm
−3.
Et pour les mésons de types l = ρ, δ nous avons :
∂Γl
∂nB
(nB) = −
Γl(n0)
n0
[albl exp(−bl(x− 1)) + cl] (2.38)
et
∂2Γl
∂n2B
(nB) =
Γl(n0)
n20
alb
2
l exp(−bl(x− 1)) (2.39)
toujours avec x =
nB
n0
et n0 = 0.153 fm
−3.
La dérivée partielle du vecteur d’onde de Fermi reste la même que dans l’équa-
tion 2.25. Par contre il n’y a pas d’expression analytique pour la dérivée partielle de
70
la masse de Dirac ma⊕. Nous l’obtenons en résolvant des équations auto-cohérentes
1.118 et 1.120 après les avoir dérivées. La première équation à résoudre est donc :
∂nsn
∂nb
+
∂nsp
∂nb
= −
2m2σ
Γ3σ
∂Γσ
∂nb
(
m−
mn⊕ +m
p
⊕
2
)
−
m2σ
2Γ2σ
(
∂mn⊕
∂nb
+
∂mp⊕
∂nb
)
(2.40)
à laquelle il faut ajouter au terme de droite la quantité :
∂A
∂nb
=
a
Γ3σ
(
∂mn⊕
∂nb
+
∂mp⊕
∂nb
)(
m−
mn⊕ +m
p
⊕
2
)
+
3b
2Γ4σ
(
∂mn⊕
∂nb
+
∂mp⊕
∂nb
)(
m−
mn⊕ +m
p
⊕
2
)2
(2.41)
si les coeﬃcients non linéaires sont pris en compte.
La seconde équation est :
∂mn⊕
∂nb
−
∂mp⊕
∂nb
=
2Γ2δ
m2δ
∂Γδ
∂nb
[
nsn(m
n
⊕)− nsp(m
p
⊕)
]
+
Γ2δ
m2δ
(
∂nsn
∂nb
+
∂nsp
∂nb
)
(2.42)
Sachant que la dérivée partielle de la densité scalaire s’obtient en faisant les dé-
compositions suivantes :
∂nsa
∂nb
=
∂nsa
∂kaF
∂kaF
∂nb
+
∂nsa
∂ma⊕
∂ma⊕
∂nb
(2.43)
D’après 1.114 il est facile de vériﬁer que :
∂nsa
∂kaF
=
1
pi2
ma⊕c
2(kaF )
2√
(~c)2(kaF )
2 + (ma⊕)
2c4
(2.44)
Enﬁn d’après 1.117 nous trouvons :
∂nsa
∂ma⊕
=
nsa
ma⊕
+
c
2pi2~3
ma⊕
[
2paFm
a
⊕c
ma∗
− 2ma⊕c
2 ln
(
paF +m
a
∗c
ma⊕c
)]
(2.45)
Les équations 2.40 et 2.42 sont résolues grâce à une méthode de Newton-Raphson
aussi.
L’ensemble des dérivées partielles exprimées ici nous permet maintenant de
calculer numériquement les valeurs des vitesses du son et ensuite d’obtenir les
vecteurs propres du système 2.12.
71
2.1.2 Vitesses du son
Dans cette partie nous allons donner quelques résultats numériques pour les
vitesses du son dans la matière nucléaire homogène à l’équilibre statique et dans
les conditions qui nous intéressent, c’est-à-dire à température nulle et à l’équilibre
β. Ces résultats nous donneront une première base comparative pour la suite de
notre étude.
Mais avant de déterminer numériquement les vitesses du son il est indispensable
de déterminer la proportion de neutrons et de protons à densité baryonique ﬁxée
pour être dans les conditions de l’équilibre β. La première équation consiste à
reprendre la neutralité locale de la matière :
np = ne (2.46)
Enﬁn l’équilibre β correspond à l’équilibre de l’équation de transformation sui-
vante :
n À p+ e+ ν (2.47)
Ce qui revient à égaliser les potentiels chimiques de part et d’autre de cette équa-
tion de réaction, c’est-à-dire que nous avons :
µn = µp + µe (2.48)
Sachant que nous sommes dans des conditions telles que les neutrinos et anti-
neutrinos s’échappent de l’étoile à neutrons dès leur création, ainsi leurs potentiels
chimiques n’interviennent pas ici. Puisque nous avons neutralité locale de la ma-
tière, le potentiel chimique des électrons, hors interaction électrique, s’écrit :
µe =
√
m2ec
4 + (~c)2 (keF )
2 (2.49)
Et bien sûr nous avons la densité baryonique qui par déﬁnition est :
nB = np + nn (2.50)
Le système de trois équations 2.46, 2.48 et 2.50 aux variables nn, np, et ne est
donc fermé, nous pouvons maintenant déterminer la proportion de chaque particule
à densité baryonique ﬁxée. Et pour cela nous utiliserons une méthode de la sécante.
Pour chacune des deux interactions utilisées, DDHδ et SLy4, nous avons résolu
ce système d’équations pour des densités baryonique variant entre 0.008 fm−3 et
0.3 fm−3. Sur la ﬁgure 2.1 nous montrons la proportion de protons en fonction de la
densité baryonique pour ces deux interactions. Sur cette ﬁgure 2.1 nous constatons
que la proportion de protons varie de moins de 1 % aux faibles densités et atteint
quelques pour-cents à 0.3 fm−3. Ce sont des quantités raisonnables et attendues
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Fig. 2.1: Proportion de protons pour la matière nucléaire à l’équilibre β et à
température nulle avec l’interaction de type RMF DDHδ et de type Skyrme SLy4
pour nB entre 0.008 fm
−3 et 0.3 fm−3.
pour les étoiles à neutrons bien qu’à faible densité, où la matière est structurée en
noyaux plutôt que sous forme de liquides relativement homogènes, la proportion
de protons tend vers une symétrisation de la matière nucléaire.
À partir de ces données nous pouvons calculer les vitesses du son u± données
par l’équation 2.15. L’équation 2.12 nous a permis quant à elle de déterminer quels
sont les mouvements des protons et des neutrons. Ainsi nous associerons le symbole
+ au mode isoscalaire où les neutrons et les protons décrivent un mouvement en
phase et nous donnerons le symbole − au mode isovectoriel où les neutrons et les
protons décrivent un mouvement en opposition de phase.
Enﬁn, comme la matière est composée majoritairement de neutrons nous don-
nerons à titre indicatif la vitesse du son un associée à la compression des neutrons
seuls, les protons n’eﬀectuant pas de mouvement. Cette vitesse est donnée par
l’équation :
u2a =
(
na
ma
∂µa
∂na
)
=
(
1
ma
∂P
∂na
)
(2.51)
Sur les ﬁgures 2.2a et 2.2b nous constatons que les vitesses du son atteignent
quelques dixièmes de la vitesse de la lumière à haute densité pour chacune des
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Fig. 2.2: Vitesses du son pour la matière nucléaire à l’équilibre β et à température
nulle avec l’interaction de type Skyrme SLy4 en (a) et de type RMF DDHδ en (b)
pour nB entre 0.008 fm
−3 et 0.3 fm−3.
interactions ce qui est cohérent avec les propriétés de la matière nucléaire dans ces
conditions.
Par ailleurs, nous observons que le mode isovectoriel − est relativement proche
du mode de compression des neutrons seuls bien qu’il s’en éloigne à plus faible
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densité.
Concernant le comportement du mode isoscalaire, il est associé à une vitesse du
son plus faible que pour le mode isovectoriel. Le point remarquable est que ce mode
disparait ne laissant place plus qu’à un seul mode sonore pour des densités baryo-
niques inférieures à environ 0.1 fm−3, là où la matière est sensées devenir structurée.
La densité pour laquelle ce mode disparait correspond à nB = 0.0889fm
−3 pour
l’interaction Sly4 et nB = 0.0852fm
−3 pour l’interaction DDHδ. Cette disparition
peut s’expliquer plus en détail par le fait que la quantité C =
∂µn
∂nn
∂µp
∂np
−
∂µn
∂np
∂µp
∂nn
,
dans l’équation 2.15, devient négative en dessous de’une certaine densité. Ainsi
nous trouvons qu’une des solutions u2 est négative, ce qui n’est évidemment pas
admissible pour trouver une vitesse du son. Mais ceci n’a rien de surprenant sa-
chant que la matrice composée des éléments
∂µa
∂nb
représente en fait la matrice
de courbure de l’énergie libre. Or, lorsque cette matrice admet une valeur propre
négative nous sommes dans une zone « spinodale » où la matière homogène est lo-
calement instable. De plus, lorsque l’une des deux valeurs propre de cette matrice
est négative, nous avons alors sont déterminant qui est négatif. Ainsi, en sachant
qu’il est bien établi qu’à faible densité la matière nucléaire entre dans une zone
« spinodale » [5, 40], nous retrouvons le fait que le mode isoscalaire disparait.
Ces quelques résultats préliminaires concernant la propagation de la vitesse du
son dans la matière homogène à l’équilibre β nous fourniront une base pour faire
la comparaison avec les eﬀets dus aux structures sur la propagation des modes
hydrodynamiques.
2.2 La croûte interne : la phase « pasta »
Nous venons d’étudier jusqu’à présent la propagation de modes hydrodyna-
miques dans la matière homogène. Le cœur de ce projet consiste à étudier la pro-
pagation de ces modes dans la croûte interne où la matière n’est plus homogène.
En eﬀet, comme nous l’avons précisé en introduction, les étoiles à neutrons ne sont
pas que de simples boules homogènes de matière nucléaire. Pour beaucoup d’objets
dans l’univers, la gravitation qui s’exerce au sein d’un même objet a pour eﬀet de
les structurer. Cette structuration prend son origine précisément dans le gradient
du potentiel gravitationnel. Car celui-ci va principalement diﬀérencier les éléments
de diﬀérentes espèces en faisant plonger vers le centre ceux plus massifs ou alors
en créant un gradient de densité quand la matière est compressible. Les étoiles à
neutrons n’échappent pas à cette règle non plus et se structurent en couches aux
propriétés bien diﬀérentes [33]. En ce qui nous concerne nous nous intéresserons
à une couche en particulier, appelée croûte interne. Elle est généralement déﬁnie
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comme la partie où la densité de matière est comprise entre nB ≈ 0.08 fm
−3 ≈ n0/2
et nB ≈ 0.001 fm
−3 ≈ n0/100. Elle est aussi la couche qui vient juste au-dessus
du noyaux de l’étoile à neutrons. Ce qui en fait la partie de l’étoile qui contient
les premières inhomogénéités. C’est d’ailleurs ainsi que nous pourrions la déﬁnir
puisqu’elle correspond à la transition entre matière homogène et matière structu-
rée en noyaux. Cette couche fait encore l’objet de beaucoup de spéculations mais
de nombreux éléments, dont des approches numériques complètement diﬀérentes,
viennent corroborer les concepts généraux liés à cette partie de l’étoile. Globale-
ment trois idées viennent fonder la théorie de la croûte interne, l’échappement de
neutrons des noyaux (« neutron drip ») qui fait coexister deux phases denses et
moins denses, le changement de géométries et la minimisation de l’énergie. Ces
trois ingrédients réunis ont donné la notion de phase « pasta » évoquée pour la
première fois en 1983 par Ravenhall et al. [84] et indépendamment en 1984 par
Hashimoto et al. [54].
L’échappement des neutrons provient en quelque sorte de l’augmentation de
manière excessive du nombre de nucléons présents dans les noyaux atomiques de
la croûte externe lorsque la densité s’accroit avec la profondeur dans l’étoile. En
raison notamment de l’interaction coulombienne, la matière s’écarte de la symétrie,
privilégiant les neutrons et à partir d’un certain point les noyaux sont « tellement »
riches en neutrons que ceux-ci peuvent s’en échapper. À ce moment là nous sommes
en présence de phases coexistantes, c’est-à-dire que nous avons des noyaux, assi-
milés à la phase dense, qui sont plongés dans un gaz de neutrons libres. C’est le
premier point essentiel pour comprendre la croûte interne. L’échappement des pro-
tons a aussi été considéré mais reste assez dépendant du type d’interaction choisi et
n’a lieu qu’à très haute densité. Il résulte de la plupart des simulations que dans la
majeure partie de la croûte interne, les protons restent conﬁnés et ne s’échappent
pas. Notamment lorsque la matière est relativement stabilisé à l’équilibre β et ne
contient donc pas beaucoup de protons. Il est donc courant de voir les structures
de la croûte interne présentées avec seulement les neutrons qui s’échappent. Dans
la suite de notre étude nous tenterons de garder le formalisme le plus générale
où les protons sont présent partout et nous spéciﬁerons à chaque fois que c’est
nécessaire le cas où les protons sont conﬁnés.
Ensuite l’idée géniale, qu’ont eue Ravenhall, Pethick et Wilson en 1983 ou Ha-
shimoto, Seki et Yamada en 1984, fut de voir autrement les structures dans l’espace,
de prendre du recul et de dépasser les concepts communément admis. En eﬀet ils
ont considéré que la géométrie en sphère, largement acquise à l’époque, n’était
pas l’unique géométrie admise et que d’autres possibilités pouvaient être abordées.
Ils ont donc imaginé des structures cylindriques et voire même en plaques, qui
pouvaient être considérées au même titre que celles sphériques.
Une fois ces concepts admis, la construction théorique de la croûte interne peut
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être démarrée, en se fondant sur un principe de minimisation de l’énergie. C’est
en procédant ainsi que nous pourrons quantiﬁer ces structures en terme de formes,
tailles, densités... Essayons maintenant de comprendre plus en détails les méca-
nismes qui mènent à ces structures originales. Pour cela nous allons adopter une
approche simpliﬁée, en prenant le modèle de la goutte liquide pour la matière, en
négligeant la plupart des eﬀets mineurs tels que ceux dûs à la température... et
enﬁn nous allons placer cette étude dans le cadre d’une approche par des cellules de
Wigner-Seitz [79]. À densité baryonique moyenne ﬁxée, la proportion de nucléons
dans la partie dense, étiquetée I et dans la partie gazeuse, étiquetée II, est déter-
minée en minimisant la densité d’énergie moyenne. Une des premières conditions,
est que les nucléons de plus haute énergie dans le gaz ne dépasse pas l’énergie des
nucléons dans les noyaux denses. Ce qui nous conduit à l’égalisation des potentiels
chimiques des nucléons de chaque espèce entre la phase dense et la phase gazeuse
c’est-à-dire µaI = µ
a
II . Puis en faisant varier le volume, la minimisation de l’éner-
gie nous conduit à égaliser les pressions entre les deux phases, soit PI = PII . Mais
ces égalités sont obtenues indépendamment de toutes considérations géométriques.
La clef permettant de comprendre les géométries provient de l’énergie de surface.
Deux types d’énergies font intervenir les formes des structures, l’énergie de surface
due à l’interaction nucléaire, Esurf , et celle créée par l’interaction électrique de
Coulomb entre protons ECoul. L’énergie de surface s’écrit :
Esurf =
uσd
rN
(2.52)
où d représente la dimension géométrique de la structure, avec d = 1 pour les
plaques, d = 2 pour les cylindres et d = 3 pour les sphères. Nous avons σ qui
désigne la tension de surface et u = (rN/Rcell)d qui déﬁnit la fraction de volume
occupée par le noyau de rayon rN plongé dans la cellule de Wigner-Seitz de rayon
Rcell.
L’énergie de Coulomb s’écrit quant à elle :
ECoul = 2pi(n
N
p erN)
2ufd(u) (2.53)
avec e la charge de l’électron et nNp la densité de proton dans le noyau. Nous avons
aussi les fonctions fd liées aux géométries :
f3(u) =
1
5
(2− 3u1/3 + u) (2.54)
f2(u) =
1
4
(ln(1/u)− 1 + u) (2.55)
f1(u) =
1
3
(
1
u
− 2 + u) (2.56)
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Par ailleurs nous posons que les électrons, fortement dégénérés, sont répartis
uniformément. Le choix de la forme de la structure la plus stable s’obtient donc
en minimisant l’énergie Esurf + ECoul en fonction de la dimension d. D’après la
dépendance en r−1N et r
2
N des énergies Esurf et ECoul, la minimisation de l’énergie
par rapport à la variable rN nous donne la relation fondamentale suivante :
Esurf = 2ECoul (2.57)
Cette relation est liée à la structure de l’espace qui comporte 3 dimensions
spatiales. Maintenant à densité baryonique et à proportion de protons ﬁxée nous
pouvons trouver quelle est la forme de structure préférée par la matière selon le
type d’interaction nucléaire considérée. Nous nous apercevons que ces structures,
aux géométries diverses, apparaissent là ou l’interaction électromagnétique vient
contrebalancer l’interaction nucléaire.
De ce fait si nous regardions une coupe de la croûte interne d’une étoile à neu-
trons nous pourrions retrouver une succession de structures telles que sur la ﬁgure
2.3. En partant de l’extérieur, à gauche sur la ﬁgure, nous avons tout d’abord un
réseau cristallin de noyaux sphériques entourés de « vide ». Au fur et à mesure que
la densité s’accroît, l’interaction Coulombienne s’approche de l’énergie de surface
nucléaire ce qui a pour eﬀet de déformer de plus en plus les noyaux leur don-
nant une forme ellipsoïdale. Puis en augmentant encore la densité, les neutrons
commencent à s’échapper des noyaux quasi-sphériques pour former un gaz. À un
certain point les noyaux sont tellement allongés qu’ils ﬁnissent par se relier entre
eux et former des cylindres de matière nucléaire dense toujours plongés dans un gaz
de neutrons. Par ce même processus de déformation il se peut que les structures
deviennent planes, formant une alternance de matière nucléaire dense et de gaz de
neutrons moins dense. Et à partir de là, la tendance s’inverse et c’est la matière
dense qui va remplir l’espace et quelques bulles cylindriques, puis sphériques, vont
apparaître jusqu’à ce que la matière devienne totalement homogène. L’ensemble
de ces structures est appelée phase « pasta » par analogie avec les formes de pâtes
(spaghetti, lasagnes, gnocchi) qu’elles ont.
Ce changement de géométries au ﬁl de l’augmentation de la densité pourrait
être schématisé de la manière suivante sur la ﬁgure 2.4 en rouge. Avec l’interaction
de type DDHδ utilisée dans Avancini et al. [6] nous pouvons observer l’évolution
des géométries de structures en fonction de la densité dans les conditions de tem-
pérature nulle et à l’équilibre β. Dans ce cas, cette transition a lieu entre 0.05 fm−3
et 0.09 fm−3. Les noyaux denses et sphériques à 3 dimensions sont désignés par
3N, ceux de forme cylindrique par 2N, les structures en plaques par le chiﬀre 1, et
enﬁn de la même manière 2B et 3B désignent les bulles de formes cylindriques et
sphériques de matière moins dense plongées dans la matière nucléaire. La courbe
continue en noir sur la ﬁgure 2.4 est une représentation arbitraire de ce que pour-
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Fig. 2.3: Schéma représentant la succession possible de structures en fonction de
la proportion de phase nucléaire dense w, Chamel et Haensel [33] .
rait être réellement l’évolution des géométries. Le passage se faisant de manière
continue, mélangeant à certaines densités plusieurs types de géométries.
Fig. 2.4: Schéma d’évolution des géométries inspiré de Ravenhall et al. [84] fondé
sur des résultats de [6] avec l’interaction DDHδ.
Il faut bien comprendre que cette modélisation en sphères, cylindres et plaques,
bien organisés sous forme de réseaux n’est qu’une représentation simpliﬁée de ce
que pourraient être ces structures en réalité. Certainement que les tubes ne sont
pas forcément bien alignés entre eux, le réseau n’est pas forcement aussi propre
que nous le supposons, les structures de plusieurs formes se mélangent peut être
parfois, notamment si l’on considère une température non nulle. Depuis 1983 de
nombreux travaux sont venus alimenter la littérature sur le sujet aﬁn de mieux
comprendre et mieux modéliser la croûte interne des étoiles à neutrons dont voici
une liste non exhaustive [65, 75, 79, 101, 102, 7, 6]. Il est intéressant de remarquer
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qu’une approche, assez diﬀérente, par la dynamique quantique moléculaire est
arrivée à former des structures similaires. En eﬀet dans [102], Watanabe et ses
collaborateurs ont pris une boîte contenant quelques milliers de particules soumises
à l’interaction nucléaire de type Skyrme, la taille de la boîte étant ﬁxée pour obtenir
la densité de particules souhaitée. Ces particules ont été placées hors équilibre et
via un algorithme de dynamique quantique moléculaire elles ont évolué jusqu’à
atteindre un certain équilibre du système. Leurs simulations ont remarquablement
bien reproduit les structures prédites par la théorie, avec l’apparition de structures
de chaque dimension selon la densité. Sur l’exemple ﬁgure 2.5 issu des travaux de
Fig. 2.5: Répartitions des protons en cylindres obtenus par simulation de dyna-
mique quantique moléculaire à densité nB = 0.033 fm
−3 et avec 10 % de protons
[102].
Watanabe et ses collaborateurs [102] nous voyons uniquement la répartition des
protons qui viennent ici épouser des formes quasi-cylindriques. Mais évidemment,
comme nous venons de le dire, ces cylindres ne sont clairement pas alignés aussi
proprement que dans les modèles théoriques simpliﬁés.
Par ailleurs certaines approches vont même au-delà de ces simples forme géo-
métriques. Dans Nakazato et al. [71] des formes plus complexes mais peut-être
complémentaires sont abordées comme nous pouvons le voir sur la ﬁgure 2.6 sui-
vante.
Enﬁn pour terminer cette section, nous pourrons remarquer que très souvent la
modélisation de ce type de structures fait apparaitre des discontinuités en densités.
Or il n’est pas évident que cette approximation soit bien réaliste. Ainsi une autre
façon de modéliser ces structures consisterait à les représenter en terme d’oscilla-
tions continues de densités, comme le suggère la ﬁgure 2.7 tirée de [75]. Puis selon
le type de structures considérées, à une, deux ou trois dimensions, ces oscillations
de densités seraient observées sur autant de directions qu’il y a de dimensions
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Fig. 2.6: Structures en forme de gyroïde (a) et en diamant (b) simulées par Na-
kazato et al. [71].
associée à la structure.
Fig. 2.7: Oscillations de densités de neutrons et de protons selon une direction
d’alignement des structures, ici z, d’après les résultats de [75] pour des structures
en sphères à densité nB = 0.055 fm
−3.
2.3 Conditions aux bords
Maintenant que nous venons d’introduire brièvement la manière dont la ma-
tière pourrait se structurer dans la croûte interne des étoiles à neutrons, nous allons
tenter de déterminer comment les modes hydrodynamiques se propagent à travers
celles-ci. Il est donc nécessaire de bien comprendre comment se comporte la matière
dans ce milieu et en particulier aux interfaces. Nous aurons donc besoin de déﬁnir
des conditions aux bords avant tout. C’est dans cette section que l’essentiel du
problème théorique se pose, car nous savons qu’une bonne partie des phénomènes
physiques se passent aux bords. Plusieurs ouvrages de référence [62, 69, 97, 19, 36]
traitent de la propagation d’ondes sonores dans des ﬂuides ayant des interfaces
et nous exploiterons les méthodes que les auteurs ont développées pour ce sujet.
Par contre la littérature sur le sujet en particulier qui nous intéresse, est assez
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succincte et seules quelques articles ont abordé ce problème, notamment sur l’in-
terface liquide-gaz pour un mélange d’hélium 3He-4He superﬂuide [83, 104, 60].
Ainsi nous nous inspirerons largement de ces quelques publications pour établir
notre modèle théorique. Et aﬁn de mieux comprendre les diﬃcultés qui se posent,
nous choisirons de déﬁnir plusieurs types de conditions aux bords liées chacune à
une approximation particulière.
2.3.1 Modélisation des structures
Pour déterminer comment se propagent les perturbations à travers ces inhomo-
généités nous aurions naturellement envie de choisir une vision de ces structures
en termes d’oscillations de densités telles que dans [75]. Mais contrairement à ce
que nous pourrions penser, cette approche complique sérieusement la résolution
des équations puisqu’aux interfaces entre les phases, les vecteurs d’ondes associés
aux perturbations sont des fonctions de la position. Ainsi pour n’avoir que des
vecteurs d’ondes constants nous allons adopter en première approximation une
construction de ces structures en terme de phases coexistantes et homogènes. Ce
qui revient en quelque sorte à supprimer l’épaisseur de peau D correspondant à la
transition entre les deux régions représentée sur la ﬁgure 2.8.
Fig. 2.8: Oscillations de densités de neutrons et de protons selon la direction
z d’après les résultats de [75] pour des structures en sphères à densité nB =
0.055 fm−3 avec l’épaisseur de peau D comprise entre les traits verticaux rouges.
En théorie il serait même nécessaire de déﬁnir une peau pour les neutrons
et les protons, mais comme ici nous posons D=0 cette diﬃculté disparaît. Nous
pourrons retrouver , par exemple, de tels raisonnement sur la présence d’une peau
et de ses eﬀets dans Lattimer et al. [65]. Nos structures seront donc constituées
de phases homogènes en densité qui coexistent entre elles. Nous aurons par contre
des discontinuités en densité qui seront localisées aux interfaces.
Enﬁn l’ensemble des caractéristiques de tailles et densités seront prises comme
des données d’entrées dans notre modèle. En eﬀet nous ne calculerons pas les
caractéristiques de ces structures dans le mesure où nous avons négligé l’interaction
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de Coulomb et les énergies de surfaces. Les valeurs seront prises dans un tableau
que nous a gracieusement donné Constança Da Providencia issu du modèle présenté
dans [6].
Notons que nous avons pris partie d’essayer de garder des protons dans toutes
les phases indépendamment des structures réelles mais à chaque fois que nous
préciserons que certaines phases sont vides de protons, il suﬃra de poser np = 0
dans les équations correspondantes et nous expliciterons les simpliﬁcations qui en
résultent.
2.3.2 Approximation hydrodynamique
Par ailleurs, nous l’avions supposé implicitement jusqu’à présent, mais chaque
approximation nécessite d’être justiﬁée. Nous allons donc vériﬁer qu’ici il est pos-
sible d’utiliser l’hydrodynamique dans chacune des phases liquides ou gazeuses.
La raison essentielle pour laquelle nous avons adopté cette approche, outre le fait
qu’elle soit relativement plus simple, est qu’elle permet d’aborder des excitations du
milieu qui ont des longueurs d’ondes plus grandes qu’une cellule de Wigner-Seitz.
Notre modèle est en quelque sorte assez proche de ceux développés par Pethick et
al. [78] pour étudier les phonons du réseaux formé par la croûte ou par Cirigliano
et al. [37] pour étudier les bosons de Goldstone superﬂuides. Mais ces auteurs ont
adopté un point de vu fondé sur la limite des grandes longueurs d’ondes. En ce
qui nous concerne nous voudrions nous placer dans le cas ou les longueurs d’ondes
sont intermédiaires et dont les eﬀets des inhomogénéités dans la matière prennent
entièrement part à l’étude de ses excitations.
Habituellement pour vériﬁer que l’approximation hydrodynamique est valable
il est important d’analyser la longueur de cohérence de Pippard. Celle-ci se déﬁnit
à l’aide de la vitesse de Fermi et de l’énergie d’appariement de la manière suivante
[42, 13] :
ξ0 =
~vF
pi∆
(2.58)
Cette longueur correspond à la distance jusqu’à laquelle deux particules ont la
même impulsion, elle peut aussi être déﬁni comme étant la taille d’une paire de
Cooper. Cette longueur peut varier de quelques fm à plusieurs dizaine de fm pour
les densités et les énergies d’appariement caractéristiques de la croûte interne.
Pour que l’approche hydrodynamique soit valable il faut que cette distance soit
très inférieure aux dimensions caractéristique des variations spatiales des quantités
hydrodynamiques. Tout comme les fréquences d’excitations doivent être inférieures
à
∆
~
. Il est possible aussi de retrouver ces exigences à partir de la dérivation
microscopique des équations hydrodynamiques en utilisant les équations dépendent
du temps de Bogoliubov-de Gennes [98, 100].
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Autant nous pouvons « contrôler » les fréquences d’excitations dans notre
modèle en imposant qu’elles soient inférieures à la limite de validité. Autant,
comme nous l’avons dit précédemment, les caractéristiques des structures sont
prises comme données d’entrée du modèle.
La taille des structures planes est de l’ordre de 10 fm environ, ce qui nous place
dans la limite d’utilisation des équations hydrodynamiques dans ce cas. Par contre
à plus faible densité, où les structures sont sphériques, la distance inter-noyaux
varie de 11.4 fm à 47.5 fm. Ce qui nous place dans un meilleur cadre d’application
de l’hydrodynamique dans ce milieu. Seul un bémol vient poser problème, en eﬀet
à l’intérieur des noyaux, d’un peu plus de 10 fm, l’hydrodynamique est toujours à
la limite de validité.
En toute rigueur nous ne devrions donc pas utiliser ces équations dans ce cas.
Mais il faut comprendre qu’en outrepassant ces limitations, nous débroussaillons
une première étude sur ce sujet qui n’a pas encore été exploré. Nous utiliserons
malgré tout ces équations et nous considérerons que l’approximation harmonique
développant les perturbations en ondes planes restera valable aussi. N’oublions pas
que les équations hydrodynamiques ont régulièrement données des résultats plus
que satisfaisants, même en dehors des limites de validité.
2.3.3 Nombre de conditions aux bords
Maintenant que nous avons déﬁni proprement le système avec ses limites d’ap-
proches, nous allons déterminer les conditions aux bords. Aﬁn de ne pas s’égarer
dans des explications inutiles et viser directement les sources des problèmes, nous
allons établir l’ensemble des variables du système et déﬁnir ensuite le nombre de
conditions aux bords qu’il sera nécessaire de vériﬁer.
Dans chacune des phases les variables qui interviennent dans les équations hy-
drodynamiques sont au nombre de six par composant, trois sont de types scalaires,pia,
µa et na, et trois sont de types vectorielles, na, va et pa. Certaines de ces variables
peuvent sembler redondantes mais dans la mesure où elles caractérisent une quan-
tité physique diﬀérente il est important de les distinguer. Car chaque condition aux
bords sera fondée sur des approximations et des phénomènes physiques diﬀérents
qui peuvent faire intervenir indépendamment l’une ou l’autre de ces variables. Pour
être complets dans l’étude du problème, nous ajouterons comme variable possible
la pression du système P .
Enﬁn pour trouver le nombre de conditions aux bords nécessaires, nous allons
commencer par essayer de comprendre quel sens donner à ce terme de condition
aux bords. Ce qui revient à se demander à quoi peuvent-elles servir. En eﬀet,
comme nous l’avons dit précédemment, nous souhaitons étudier des excitations
aux longueurs d’ondes plus grandes qu’une structure. Cette hypothèse implique
que les perturbations se propagent à travers ces structures. Il faudra donc dé-
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terminer comment elles se communiquent d’une phase à l’autre au niveau des
interfaces. Classiquement de tels problèmes donnent lieu à déﬁnir des coeﬃcients
de transmission et de réﬂexion, qui eux même sont le résultat de contraintes sur
certaines variables que nous aurons imposé aux interfaces. Ces conditions aux
bords ne sont évidemment pas le fruit du hasard mais le résultat de mûres ré-
ﬂexions sur le comportement de la matière aux niveaux des surfaces séparant les
discontinuités appelées interfaces. Sur cette surface localisée spatialement certaines
quantités physiques seront conservées à tout instant, donnant naissance à des lois
de continuités pour certaines variables. Une telle assertion nous indique déjà que
les variables qui sont discontinues de part et d’autre de la surface à l’équilibre
pourront diﬃcilement déﬁnir de conditions aux bords dans notre étude. Sont à
compter essentiellement parmi ces variables exclues, les densités nn et np.
Mathématiquement une telle loi de continuité pour une variable quelconque A
s’écrit de la manière suivante :
[A] ≡ lim
r→S
r∈Mi
A(t, r) − lim
r→S
r∈Mi+1
A(t, r) = 0 (2.59)
où S désigne la surface séparant deux milieuxM consécutifs numérotés i et (i+1)
d’après la convention que nous nous sommes ﬁxée. C’est ainsi que seront déﬁnies
la plupart des conditions aux bords et nous les écrirons à l’aide de crochets [ ].
Nous aurons besoin d’autant de conditions aux bords qu’il y a de paramètres
libres entrant dans la description des perturbations. Si nous nous rappelons que ces
perturbations se décomposent en ondes planes, nous associerons une de ces ondes
à chaque mode possible. Comme nous n’avons trouvé que deux modes ± dans
la matière nucléaire nous aurons donc besoin de deux paramètres, soit un pour
chaque onde associée à un mode. La prise en compte des réﬂexions aux interfaces
implique d’avoir des ondes qui se propagent en sens opposé, ce qui a pour eﬀet de
multiplier par deux le nombre de paramètres. Ces quatre paramètres déﬁnissent
des amplitudes pour les diﬀérentes ondes. Bien sûr, ces amplitudes prennent des
valeurs petites dans la limite où elles doivent entrainer de petites variations des
quantités physiques par rapport à l’équilibre. En toute généralité il faudra donc
déﬁnir strictement quatre conditions aux bords pour déterminer complètement
la transmission et la réﬂexion des modes hydrodynamiques aux interfaces. Nous
aurons donc à déﬁnir quatre contraintes aux interfaces en jouant avec les neuf
variables précitées. Nous aborderons aux cas par cas l’éventualité où l’une des
phases ne contient que des neutrons. L’idée étant ici de déﬁnir un formalise le plus
générale possible.
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2.3.4 Détermination des conditions aux bords
Nous allons dans cette partie essayer de déﬁnir l’ensemble des conditions aux
bords qui sont physiquement acceptables en abordant les divers phénomènes phy-
siques qui peuvent nous conduire à poser de telles contraintes.
Conditions de types cinématiques :
La formulations des équations hydrodynamiques et le choix du modèle de struc-
tures avec des surfaces de séparations nous conduit à quelques bizarreries un peu
contres intuitives. En eﬀet les deux vitesses vn et vp sont des variables indépen-
dantes et donc à l’endroit séparant deux phases nous aurons deux surfaces de
séparations Sa, chacune associée à un composant.
Cela ne gène en rien notre conception du modèle dans la mesure où nous avons
formulé l’hydrodynamique avec deux composants indépendants.
Mais pour des raisons qui pourraient être liées à des eﬀets de tension de surface
ou d’énergie liée à une distance séparant ces surfaces, par exemple, il est probable-
ment préférable de poser que les structures restent solidaires. C’est-à-dire qu’une
seule et unique surface sépare les phases à tout instant. Une telle contrainte consti-
tue déjà une condition aux bords qui se formule de la manière suivante dans la
phase Mi :
v⊥ni(t, r) = v⊥pi(t, r) pour r ∈ S (2.60)
où S déﬁnit toujours la surface séparant deux milieux consécutifs dont un est
numéroté i. Nous avons v⊥ai qui représente la composante perpendiculaire de la
vitesse du ﬂuide « a » dansMi sur S . Pour le moment nous ne pouvons rien dire à
priori quant aux eﬀets que peut avoir cette condition sur les excitations du milieu.
Nous tenterons ainsi par la suite d’explorer ces eﬀets, dans la mesure du possible,
en supprimant ou pas cette condition.
Par ailleurs, nous sommes en présence de phases qui contiennent les mêmes
constituants de part et d’autre des interfaces mais à des densités diﬀérentes. Naï-
vement nous aurions tendance à penser que les neutrons et protons puissent passer
à travers cet interface. Une telle hypothèse n’est pas sans nous rappeler le problème
posé par les ondes de choc [62, 36, 88]. Dans ce cas là nous invoquerons un prin-
cipe de conservation du nombre de particules. Puisqu’il n’y a pas de création de
particules, la quantité de ﬂuide de type a qui entre d’un côté de la surface de
séparation doit être égale à celle qui en sort de l’autre côté. Nous en déduisons la
continuité du ﬂux de particules à travers S . Mais ici se pose la question de savoir
comment déﬁnir S . En toute généralité nous pourrions déﬁnir une surface Sa
pour chaque constituant « a » ayant une vitesse v⊥Sa à travers laquelle passeraient
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le constituant « a » . Cette condition aux bords s’écrit :
[na dv⊥a] = 0 (2.61)
avec dv⊥a = v⊥a − v⊥Sa . Mais l’introduction de cette vitesse d’interface ajoute
un paramètre supplémentaire dans le modèle. Comme en réalité nous aurons des
protons conﬁnés seulement dans une des deux phases et que les temps de trans-
formation des protons en neutrons par interaction faible sont bien plus grand que
les temps caractéristiques d’oscillation de nos perturbations pour les température
qui nous intéressent, nous pourrons considérer que ceux-ci ne traversent pas d’in-
terface. Ce qui revient à dire que v⊥Sp = v⊥p et la condition aux bords que nous
venons de poser devient obsolète pour les protons dans ce cas.
De manière relativement arbitraire nous pourrions ainsi imposer que la surface
délimitée par les protons soit la surface Sn à travers laquelle passent les neutrons.
La condition aux bords pour les neutrons entre le milieu numéroté i contenant les
protons et le milieu i+ 1 devient donc :
[nnv⊥n] = (nni − nn(i+1))v⊥pi (2.62)
Dans le cas général où nous aurons des protons de chaque côté, nous imposerons
qu’ils restent conﬁnés chacun dans leur phase. Il en résulte que la condition aux
bords pour les protons est la suivante :
[v⊥p] = 0 (2.63)
Cette condition garantie que les protons ne traversent pas la surface de séparation.
Malheureusement ces conditions aux bords déﬁnies par les équations 2.62 et
2.63 autorisant le passage des neutrons d’une phase à l’autre ne sont pas très
réalistes. En eﬀet, certainement que des énergies de liaisons des nucléons dans
les structures viennent empêcher ce type de passage. D’ailleurs pour qu’un tel
phénomène soit possible il faudrait aussi regarder si les neutrons ont le « temps »
de se dilater ou de se comprimer pour atteindre la densité du milieu dans lesquels
ils viennent d’arriver. C’est en quelque sorte un temps de « thermalisation » qui est
déﬁnie dans l’ouvrage de Baym et Pethick [13] sous le nom de temps caractéristique
de relaxation τ . Ce temps vient remplacer l’intégrale de collision dans les équations
de Boltzmann développées dans le cadre de la théorie des liquides de Landau-
Fermi. Il représente en quelque sorte la durée de vie d’une quasi-particule associée
à une excitation du milieu. Nous pourrons trouver sa formulation explicite dans
cet ouvrage [13] qui s’écrit :
τ =
8pi4~6
m3∗〈W 〉(kBT )
2
(2.64)
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où 〈W 〉 déﬁnit la moyenne du taux de collisions. Aﬁn de pouvoir obtenir des ordres
de grandeurs, il est habituel de simpliﬁer cette expression sous la forme suivante :
τ ≈
(
TF
T
)2
τinter (2.65)
où τinter représente un temps caractéristique d’interaction, qui pour l’interaction
nucléaire vaut typiquement τnucl = 10−23 s. La température de Fermi se déﬁnit
quant à elle par :
TF =
p2F
2m∗kB
(2.66)
Pour que les neutrons puissent « thermaliser » et donc passer de part et d’autre
des phases il faut que le produit ωτ soit inférieur à un.
Pour des densités supérieures à 0.001 fm−3, correspondant à la phase « pasta »,
et une masse eﬀective m∗ ≈ m nous avons TF & 2.3 1010 K. D’autre part nous
supposerons que la fréquence du mode principalement excité est ω ≈ kBT/~ et
elle servira de fréquence de référence pour cette étude de « thermalisation ». Ainsi
après avoir déﬁnit ces quelques quantités pour les phases « pasta », l’équation 2.65
nous indique qu’il faut T & 5.109 K pour avoir ωτ < 1. Or nous avions supposé
auparavant dans la section 1.4 que notre modèle d’excitations collectives serait
valable que pour des températures inférieures à 5.109 K. Nous en concluons donc
que les ﬂuides sont non miscibles et que rien ne traverse les interfaces.
Une telle hypothèse implique que la surface de séparation est maintenue à tout
instant. C’est-à-dire que nous avons continuité à tout instant du déplacement de la
surface de part et d’autre de celle-ci. Cette assertion pourrait sembler triviale mais
elle veut dire simplement qu’aucun trou n’apparait entre les phases. La dérivation
par rapport au temps du déplacement de cette surface, engendré par une pertur-
bation, nous donne la composante perpendiculaire de la vitesse des ﬂuides de part
et d’autre de la surface. Comme le déplacement est continu à tout instant, nous
trouvons que les composantes perpendiculaires des vitesses sont continues aussi.
Cette condition aux bords s’exprime donc de la manière suivante :
[v⊥a] = 0 (2.67)
Nous venons de déﬁnir quelques conditions aux bords sur des vitesses ou des
courants de particules. Nous les avons classés dans la catégorie des conditions de
type cinématiques puisque nous n’avons fait qu’étudier les mouvement des ﬂuides
indépendamment des causes qui pouvaient les provoquer. Parmi celles que nous
venons de déﬁnir, certaines sont compatibles entre elles, telle que celle donnée par
l’équation 2.67 avec celle dans l’équation 2.60. Mais par contre l’équation 2.62
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n’est pas compatible avec l’équation 2.67. De toute façon dans la mesure où nous
avons besoin de quatre conditions aux bords nous allons essayer d’en déterminer
d’autres. Cette fois nous raisonnerons sur les causes du mouvement des ﬂuides,
c’est pour cette raison que nous les avons dénommées de types dynamiques.
Conditions de types dynamiques :
La condition au bord habituellement utilisée dans les problèmes de propagation
d’ondes sonores s’applique à la pression [62, 69, 97, 19, 36]. En eﬀet, en reprenant
l’équation d’Euler pour des ﬂuides classiques nous voyons que la continuité de la
pression entraîne la conservation du ﬂux total d’impulsion à travers la surface de
séparation. Elle correspond aussi à l’égalisation des forces par unité de surface qui
s’exercent de part et d’autre de l’interface. Nous formulerons cette condition de la
manière suivante :
[P ] = 0 (2.68)
La pression pour un ﬂuide à l’équilibre hydrostatique est déterminée selon
l’identité thermodynamique à température nulle suivante :
dP =
∑
a=n,p
nadµ
a (2.69)
Dans le cas précis de superﬂuides composés d’un mélange d’héliums 3He-4He
quelques articles ont repris cette condition aux bords [83, 104, 60]. Notre problème
est tout à fait similaire puisqu’à la place d’un mélange d’héliums superﬂuides nous
avons un mélange de neutrons et de protons superﬂuides. Sans évoquer la super-
ﬂuidité, Lattimer et ses collaborateurs sont arrivés à des conclusions similaires sur
la continuité de la perturbation en pression dans le cadre d’une étude de propriétés
des structures en plaques (Cf. appendice B de l’article [65]). Nous pourrons utili-
ser aussi cette condition aux bords pour notre problème. Mais ces mêmes articles
[83, 104, 60] nous ont mis sur la voie pour trouver d’autre conditions aux bords
possibles.
En eﬀet, pour que leur système d’équations ait assez de conditions aux bords,
ils déﬁnissent aussi une condition sur les potentiels chimiques.
Nous allons illustrer notre démarche pour obtenir cette condition aux bords
en introduisant une expérience bien connue pour des superﬂuides et décrite dans
le Landau et Lifchitz [62]. Elle consistait à relier deux récipients contenant de
l’hélium 4He superﬂuide par un capillaire. Chaque récipient contenait de l’hélium
dans des conditions thermodynamiques diﬀérentes, notamment en températures.
Le modèle du vase communiquant nous dit que l’équilibre entre les deux cuves se
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fait lorsque la pression aux extrémités du tuyaux de communications sont égales.
Comme seule la partie superﬂuide ne peut traverser le capillaire, l’expérience a
montré ici un eﬀet surprenant. Car l’équilibre s’est fait entre les deux récipients en
égalisant les potentiels chimiques, même si les pressions étaient diﬀérentes. Cette
expérience nous montre le rôle essentiel joué par le potentiel chimique pour les
superﬂuides. Usuellement nous les utilisons pour des réactions chimiques, mais en
réalité il peuvent être source de mouvement aussi. Un écart de potentiel chimique
dans un ﬂuide pourra entrainer un mouvement jusqu’à ce qu’il s’égalise.
L’équation d’Euler classique fait intervenir un gradient de pression et c’est
cette quantité qui reste continue aux interfaces habituellement. Et en ce qui nous
concerne, nous pourrions réécrire ce gradient de la manière suivante en utilisant
l’identité thermodynamique classique :
∇P = s∇T + n∇µ (2.70)
Car n’oublions pas que nous nous sommes placés dans l’approximation hydrodyna-
mique à température nulle (Cf section 1.4). Cette hypothèse fait donc disparaitre
le gradient de température dans les équations laissant uniquement les gradients de
potentiels chimiques. Ainsi nos équations 1.130 et 1.131 ne font intervenir ni de
pression, ni de ﬂuide normale, ni de température évidemment.
Ce choix se justiﬁe d’autant plus que pour les superﬂuides, les densités des
ﬂuides peuvent être éliminées des équations 1.131 laissant le gradient du potentiel
chimique sans facteur multiplicatif. Nous retrouvons là une propriété bien parti-
culière des superﬂuides puisque l’équation dynamique les régissant correspond en
fait à l’équation dynamique pour une particule (Cf. par exemple equation 1.11).
L’ensemble des particules superﬂuides ont le comportement d’une particule dans
le même état. Il suﬃt de multiplier par la densité chaque quantité dans les équa-
tions 1.131 pour retrouver les quantités hydrodynamiques habituelles. Le gradient
du potentiel chimique, qui intervient dans notre cas, exprime ainsi une force qui
s’exerce sur une particule. La densité de force qui s’exerce sur le ﬂuide se retrouve
en multipliant ce gradient par la densité du ﬂuide associé.
Si nous reprenons la démarche habituelle pour déﬁnir des conditions aux bords,
il faut que les champs de contraintes soient continues [97]. Cette assertion se tra-
duit plus précisément par la continuité des quantités qui interviennent dans les
gradients. Ainsi les champs de contraintes qui s’exercent sur les superﬂuides à
température nulle sont des gradients de potentiels chimiques. Ce raisonnement
nous conduit donc à déﬁnir une condition aux bords sur les potentiels chimiques
plutôt que sur la pression. Nous la formulons ainsi :
[ µa] = 0 (2.71)
Cette condition aux bords revient ici à conserver aux interfaces l’impulsion par
particule pa et non la densité d’impulsion.
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Dans le cadre de notre étude, nous prendrons en compte ces deux conditions aux
bords dynamiques. Chaque perturbation en pression ou en potentiel chimique sera
continue aux interfaces selon notre choix et entrainera un déplacement inﬁnitésimal
des surfaces de séparations.
2.3.5 Récapitulatif des jeux de conditions aux bords
Après avoir discuté des diﬀérentes conditions aux bords physiquement accep-
tables, nous allons ici proposer plusieurs jeux de quatre conditions aux bords cohé-
rentes que nous utiliserons par la suite pour la résolution numérique des équations.
Ces divers choix possibles nous permettront de tenter d’apprécier l’inﬂuence sur
les excitations collectives de chaque phénomène physique associé à une condition.
1. Le premier jeu que nous proposons est celui qui satisfait le mieux notre
intuition et que nous retrouvons communément dans la littérature sur ce
sujet. Notamment ces conditions satisfont celles imposées dans les articles
mentionné précédemment [83, 104, 60].
1

v⊥ni(t, r) = v⊥pi(t, r) pour r ∈ S
[v⊥a] = 0
[P ] = 0
(2.72)
Regardons ici en quoi ces conditions aux bords donnent des résultats tout
à fait raisonnables lorsqu’on les applique à des excitations monopolaires et
dipolaires géantes de noyaux isolés. Nous nous intéresserons en particulier au
cas de la matière symétrique, c’est-à-dire que nous aurons autant de protons
que de neutrons (N = Z = A/2). Dans notre approche hydrodynamique ces
noyaux sont des sphère homogènes dont les surfaces sont délimitées nette-
ment avec un rayon R. Dans la mesure où notre interaction de référence sera
celle de type RMF dénommée DDHδ [6], nous nous placerons à la densité de
saturation nucléaire lui correspondant, soit n0 = 0.153 fm
−3 et nous aurons
np = nn = n0/2.
Tout d’abord, regardons le mode iso-scalaire monopolaire où les neutrons et
les protons oscillent ensemble radialement. La solution de l’équation d’onde
à l’intérieur des noyaux satisfait la relation suivante :
δµn = δµn ∝ j0(ωr/u+) (2.73)
où jl représente les fonctions de Bessel sphériques et u+ = 0.169 c déﬁnie
la vitesse du son pour une oscillation de neutrons et protons en phases,
c’est-à-dire mouvant ensembles dans le même sens. Comme ces particules
ont la même vitesse, les conditions aux bords sur les vitesses du jeu 1 sont
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automatiquement vériﬁées. Par contre la condition sur la pression nécessite
d’avoir :
δµa(r = R) = 0 (2.74)
Ainsi d’après 2.73 et en sachant que j0(x) = sin(x)/x nous trouvons que
l’énergie du mode monopolaire associé est ~ω = pi~u+/R ≈ 90MeV/A1/3.
Concernant le mode isovectoriel dipolaire géant, appelé Giant-dipole Reso-
nance (GDR), les neutrons et les protons se déplacent maintenant en sens
opposé dans une direction donnée, par exemple z. Notre approche ici est
similaire à celle du modèle de Steinwedel-Jensen pour les GDR [94]. De la
même manière nous trouvons que la solution de l’équation d’onde dans le
noyau satisfait cette fois-ci la relation suivante :
δµn = −δµp ∝ j1(ωr/u−) cos(θ) (2.75)
où θ représente l’angle entre le vecteur position r et l’axe z. Dans ce cas
nous avons la vitesse du son associée au mouvement en opposition de phase
des particules qui est pour notre interaction u− = 0.233 c. Ce mouvement
des particules nous permet de voir que la condition sur la pression, où δP =
nnδµ
n+npδµ
p, est satisfaite automatiquement. Mais ce sont les conditions sur
les vitesses qui vont devenir intéressantes ici, puisqu’en utilisant l’équation
1.131 qui dans ce cas s’écrit :
∂tp
a = −∇δµa (2.76)
nous trouvons que le champ radial de vitesse est proportionnel à
vrn = −vrp ∝
∂δµ
∂r
∝ j′1(ωr/u−) cos(θ) (2.77)
Ainsi, connaissant la valeur qui annule la fonction j′1, les conditions sur les
vitesses, qui doivent être nulles en r = R, nous donnent la relation ~ω =
2.08~u−/R ≈ 82MeV/A
1/3.
Ces deux résultats pour des excitations de type monopolaire et isovecto-
riel GDR sont relativement satisfaisant, notamment pour les noyaux lourds,
bien que les énergies mises en jeu soient plus grandes que le gap d’énergie
qui caractérise la limite de validité de notre modèle. Ainsi, à strictement
parler, nous ne devrions pas utiliser une approche hydrodynamique pour
ce type d’excitation. Mais si ces résultats sont convenables malgré tout,
c’est que pour ces résonances particulières, les déformations de la surface
de Fermi n’entrent pas en compte ici, de ce fait l’hydrodynamique continue
de bien fonctionner même si nous sommes en absence d’appariement. Ce
petit exemple vient nous montrer qu’il existe des cas où même en dehors
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des limites de validité des équations hydrodynamique l’approche donne des
résultat convenables. Ce qui nous conforte dans l’utilisation de l’hydrodyna-
mique pour notre modèle d’excitations collectives dans la croûte interne des
étoiles à neutrons.
2. Ce deuxième jeu de conditions reste pour le moins peu classique, mais rien ne
nous empêche de l’utiliser dans la mesure où il pourrait donner des résultats
satisfaisant. Ces conditions sur les potentiels chimiques rendent la perturba-
tion en pression discontinue à l’interface mais la pression à l’équilibre reste
par contre continue. Ainsi cette discontinuité n’intervient que pour de pe-
tits écarts par rapport à l’équilibre n’aﬀectant en aucun cas les propriétés
dynamiques globales du système.
2
{
[v⊥a] = 0
[µa] = 0
(2.78)
3. Ce troisième jeu de conditions est tout à fait similaire au précédent mais
il a l’avantage de ne déﬁnir qu’une seule surface de séparation. Nous avons
éliminé la condition sur le potentiel chimique des protons dans la mesure où
nous aurons aﬀaire à des protons conﬁnés dans une des deux phases.
3

v⊥ni(t, r) = v⊥pi(t, r) pour r ∈ S
[v⊥a] = 0
[µn] = 0
(2.79)
4. Et enﬁn nous terminerons par celles qui sont le moins réalistes mais qui
serviront de comparaison, nous laisserons donc passer les neutrons d’une
phase à l’autre.
4

[nnv⊥n] = (nni − nn(i+1))v⊥pi
[v⊥p] = 0
[µa] = 0
(2.80)
En résumé chacune de ces conditions aux bords est le reﬂet de limites crées par
certaines hypothèses simpliﬁcatrices. Celles-ci sont essentiellement, à mon sens,
le défaut d’épaisseur de peau, qui implique des discontinuités dans les densités,
l’absence d’eﬀets microscopiques plus complexes tels que des eﬀets dissipatifs ou
des eﬀets de tension de surface, l’approximation de température nulle qui rend les
ﬂuides « parfaits » et l’absence d’interaction électromagnétique.
Ceci dit, nous aurons tendance à dire que la condition de continuité de la pres-
sion est plus représentative de phénomènes collectifs, faisant intervenir en quelque
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sorte des moyennes sur un ensemble de particules. Cette condition, comme nous
l’avons dit, entraîne la conservation de la densité totale d’impulsion. Nous pour-
rions faire le rapprochement avec les collisions élastiques entre deux particules de
masse diﬀérentes. La particule peu massive, associée pour nous au gaz de neutrons
peu dense, accélèrerait davantage que la particule plus massive, associée à la phase
dense de matière nucléaire, lors d’un transfert d’impulsion d’une particule à l’autre
pendant la collision. Cette condition est représentative, d’une certaine façon, du
mouvement de chaque phase, plus ou moins dense, de manière dissociée.
Alors que la condition sur les potentiels chimiques est plus spéciﬁque d’un
phénomène individuel des particules qui restent malgré tout cohérente entre elles de
part et d’autre des interfaces. Ainsi la force, i.e. le gradient du potentiel chimique,
est source d’une accélération de chaque particule qui reste identique de chaque côté
de l’interface. Les déplacements qui en résulte de chaque côté sont tels qu’aucun
trou n’apparait à l’interface, laissant satisfaites les conditions cinématiques établies
précédemment.
Cette discussion n’est en fait que le reﬂet des diﬃcultés que rencontre tout
scientiﬁque qui se retrouve à devoir jongler entre prédiction espérée et surprise
expérimentale. Il est clair qu’un scientiﬁque doit être capable de faire des modèles
prédisant des résultats qui sont observés « expérimentalement ». J’entends par
expérience tout système physique réel, même si ce sont des objets astrophysiques.
Mais un scientiﬁque doit aussi chercher à observer ce que les modèles ne sont
pas capable de prédire. Aﬁn de faire évoluer son modèle, et ainsi faire avancer la
science. Mais pour réussir cet exercice de l’esprit il faut réussir à dépasser ce que
nos habitudes nous empêchent de percevoir et laisser part à notre imagination, tel
un aveugle de naissance qui essayerait d’imaginer la couleur bleue.
Ici nous aimerions bien prendre les conditions aux bords sur la pression, qui
sont bien établies dans la littératures, aﬁn d’assoir fermement notre conception
du modèle. Mais n’est-ce pas en prenant des conditions aux bords peu intuitives
et aux résultats pas forcement attendus que la science pourrait potentiellement
évoluer ?
Bien sûr ce seront des observations « expérimentales » suﬃsamment précises
qui départageront les bonnes des mauvaises conditions aux bords.
C’est donc dans cet esprit qu’il me semble important d’aborder le plus grand
nombre de conditions aux bords réalistes pour garder en vue cette démarche scien-
tiﬁque d’ouverture plus que dans l’intention d’obtenir un jour une discrimination
expérimentale.
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2.4 Modes hydrodynamiques dans les « lasagnes »
Nous nous intéresserons premièrement au problème de la propagation de modes
hydrodynamiques, ou ondes sonores, dans les « lasagnes » pour la beauté du pro-
blème en soi mais aussi pour pouvoir mieux comprendre et interpréter les résultats
que nous obtiendrons. Ensuite nous caractériserons théoriquement les excitations
collectives dans les « lasagnes » grâce à une relation de dispersion que nous établi-
rons.
2.4.1 Propagation des modes hydrodynamiques dans les « la-
sagnes »
Tout d’abord, comme pour l’essentiel de la suite de ce projet, nous n’aborderons
le problème que dans le cas de structures à géométries planes pour des raisons de
simplicité. Nous pourrons les déﬁnir localement comme une alternance périodique
de plaques homogènes de densités diﬀérentes comme indiqué sur le schéma ﬁgure
2.9. Sur cette ﬁgure sont représentées deux plaques aux densités et tailles diﬀérentes
Fig. 2.9: Schématisation des structure planes
qui se reproduisent périodiquement. Nous numéroterons chacune de ces plaques
en commençant par le bas et nous étiquetterons chaque quantité prise dans une
plaque par le numéro lui correspondant. L’orientation de l’axe z perpendiculaire
aux plaques sera celle adoptée pour tout le reste de cette étude. Enﬁn comme nous
l’avons choisi, nous garderons en générale la présence de protons dans toutes les
phases. Mais en particulier quand nous préciserons que certaines phases sont vides
de protons, nous choisirons de les déﬁnir avec les numéros impaires.
Avant de poser les équations complètes décrivant notre modèle de propagation
d’ondes dans les « lasagnes », il nous reste encore quelques précisions à faire.
Nous allons, en premier, établir l’expression générale décrivant une perturba-
tion. Celle-ci correspond à une somme d’ondes planes associées aux modes ± qui
se propagent dans deux sens opposés pour tenir compte des réﬂexions. Enﬁn nous
choisirons d’exprimer l’ensemble du problème en prenant comme variable de base
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le potentiel chimique et nous relierons l’ensemble des autres perturbations en densi-
tés, pression, vitesses au potentiel chimique. Ainsi toute perturbation dans chacune
des plaques pourra se formuler comme la superposition d’ondes planes pouvant se
réﬂéchir au interfaces de la manière suivante :
δµa(t, r) =
∑
σ=±
e−iωt+ik
σ
||·r||
(
ασeik
σ
z z + βσe−ik
σ
z z
)
Uaσ (2.81)
où Ua± sont les vecteurs propres normalisés déﬁnit par l’équation 2.12 et r|| =
(x, y, 0) représente la position parallèle aux plaques. Les coeﬃcients ασ et βσ repré-
sentent les amplitudes aﬀectées à chaque onde qui peuvent être imaginaires. Notons
que cette expression est valables dans chaque plaque, ainsi nous aurons δµa1(t, r)
pour 0 < z < L1, δµa2(t, r) pour L1 < z < L et δµ
a
3(t, r) pour L < z < L + L1.
En raison de la périodicité du milieu, nous pourrions penser que les coeﬃcients
(α±, β±) sont égaux dans les phases numérotés 1 et 3. Mais bien que nous n’ayons
pas déﬁni de processus dissipatifs qui pourraient atténuer les ondes de phase en
phase, ces coeﬃcients seront en général diﬀérents entre deux milieux séparé d’une
période spatiale L.
À l’aide de l’équation 2.8 il nous est possible d’exprimer les champs de vitesse
des ﬂuides dans le cas d’une onde plane de vecteur d’onde k :
va =
k
naω
∑
b=n,p
(
K−1
)
ab
δµb (2.82)
Comme nous aurons besoin par la suite, avec les conditions aux bords, de la
projection de cette vitesse sur l’axe z nous allons en donner sa forme explicite ici.
Pour cela nous déﬁnirons la quantité homogène à une vitesse suivante :
V ±a =
k±z
naω
∑
b=n,p
(
K−1
)
ab
Ub± (2.83)
Ainsi la composant selon z de ces vitesses s’écrit en particulier :
vza =
∑
σ=±
e−iωt+ik
σ
||·r||
(
ασeik
σ
z z − βσe−ik
σ
z z
)
V σa (2.84)
Et dans le cas particulier du conﬁnement des protons dans une couche sur deux,
nous déﬁnirons :
Vn1 =
kz1
ω
Un1
mn
(2.85)
Nous avons maintenant tous les éléments nécessaires pour caractériser les condi-
tions aux bords établies précédemment dans la section 2.3. Nous remarquerons que
nous avons établi les conditions aux bords de telle manière qu’elles ne prennent en
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compte que des quantités qui sont égales, voire nulles, de part et d’autre des in-
terfaces à l’équilibre. Ainsi nous pourrons enlever ces quantités prises à l’équilibre
dans les égalités qui interviennent aux bords, de telle sorte que nous en déduirons
donc des équations uniquement pour les quantités perturbées. Enﬁn pour le jeu de
conditions numéro 4 nous ne retiendrons que les développements au premier ordre
comme énoncé dès le début de ce chapitre.
Sans expliciter plus ici ces conditions aux bords nous pouvons remarquer qu’elles
ne dépendent aucunement de la position sur l’interface. Dans le cas des « lasagnes »,
le milieu est invariant par translation selon n’importe quelle direction parallèle aux
plaques. Ainsi, pour satisfaire cette indépendance à la position r||, des conditions
aux bords nous devons avoir l’égalité des vecteurs d’ondes projetés parallèlement
aux plaques. Cette propriété s’exprime pour les trois premières plaques consécu-
tives de la manière suivante :
k±||1 = k
±
||2 = k
±
||3 ≡ q|| (2.86)
où q|| est un paramètre libre qui caractérise les angles de propagations des ondes
par rapport aux interfaces planes. De cette manière les quantités physique qui
doivent être égales de part et d’autres de l’interface, le restent quelque soit la
position r||.
Cette propriété fondamentale des ondes se propageant dans les milieux inva-
riants pas translation est indépendante du choix des conditions aux bords et du
type d’ondes considérées. Elle nous permet de retrouver la fameuse loi de Snell-
Descartes pour la réfraction. De cette façon si nous déﬁnissons l’angle, θ, de pro-
pagation dans une une couche par
|k||| = |k| sin θ (2.87)
nous pouvons relier l’angle de l’onde réfractée à celui de l’onde incidente par la
relation déﬁnie dans l’équation 2.86. En eﬀet, comme |k| =
ω
u
, nous aurons :
ω
u1
sin θ1 =
ω
u2
sin θ2 (2.88)
Si nous prenons c comme vitesse de référence, nous pouvons déﬁnir un indice de
réfraction sans dimensions n de la manière suivante :
n =
c
u
(2.89)
Et nous obtenons à partir de cet indice la formulation classique de la loi de réfrac-
tion :
n1 sin θ1 = n2 sin θ2 (2.90)
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Dans notre étude nous prendrons comme paramètre caractérisant l’orienta-
tion de la propagation des modes hydrodynamiques la composante q|| du vecteur
d’onde parallèle aux interfaces. Cette quantité représentant une valeur d’entrée
dans notre modèle, elle permettra de déﬁnir la composante perpendiculaire des
vecteurs d’ondes dans chaque plaque comme ceci :
k±z
2
=
ω2
u±2
− q2|| (2.91)
Cette composante variant d’une phase à l’autre. Nous pourrons remarquer que
cette déﬁnition nous permet d’établir la notion d’angle limite de réfraction. En
eﬀet selon la valeur de q2|| il se peut que k
±
z
2 soit négatif. Habituellement lorsque
k±z
2
6 0 nous sommes en présence de réﬂexion totale de l’onde et rien n’est trans-
mis à l’autre milieux. Mais dans le cas bien particulier des milieux de tailles ﬁnies
et n’admettant pas d’eﬀet dissipatifs d’absorption, il est possible que la réﬂexion
totale n’ait plus lieu et nous avons aﬀaire dans ce cas à des ondes qui pénètrent
dans le milieu [19, 105, 92, 72]. De telles ondes sont appelées évanescentes en raison
de leurs vecteurs d’ondes complexes. Ainsi dans le milieu où l’onde est évanescente,
l’argument de l’exponentielle décrivant les variations spatiales de l’onde est réel,
la faisant s’atténuer en pénétrant dans le milieux. Ce phénomène est tout a fait si-
milaire à l’eﬀet tunnel pour des particules traversant des barrières de potentiels en
mécanique quantique. Il peut donner naissance à des ondes supraluminales, c’est-
à-dire qui se propagent plus vite que la lumière en apparence, connu sous le nom
d’eﬀet Hartmann [105, 92, 72]. En particulier les milieux périodiques sont plutôt
favorables à l’apparition d’ondes supraluminales. Des expériences, d’optiques no-
tamment, ont observé cet eﬀet et sont longtemps restées des étrangetés de la nature
mal expliquées [105, 92, 72]. Mais ﬁnalement il a été montré que le principe de cau-
salité n’était nullement brisé, aucune particule (protons, neutrons, photons,...) et
aucune « information » n’est transportée au-delà de sa vitesse limite, les particules
considérées sont virtuelles [105, 92, 72].
En ce qui nous concerne, étant donné que nous aurons des liquides quantiques
à température nulle et conﬁnés dans des milieux de tailles ﬁnies, nous admettrons
la possibilité d’avoir des composantes kz des vecteurs d’ondes qui sont imaginaires
pures. Nous pourrons réécrire la perturbation en potentiel chimique sous la forme :
δµa(t, r) =
∑
σ=±
e−iωt + iq||·r||
(
ασeik
σ
z z + βσe−ik
σ
z z
)
Uaσ (2.92)
Il nous reste plus qu’à prendre maintenant une onde dans le milieu 1 caractérisée
par les amplitudes (α±1 , β
±
1 ) et une orientation donnée par q|| et de voir comment
elle se propage à travers les plaques grâce aux conditions aux bords.
Aﬁn d’illustrer le plus simplement possible la résolution du problème nous
utiliserons tout d’abord le jeu de conditions aux bords numéro 2 donnée dans
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l’équation 2.78. car ce jeu de conditions ne nécessite par d’établir l’expression
d’autres quantités physiques. Le problème étant très similaire pour chaque jeu de
conditions aux bords, nous déduirons la résolution du problème de ce premier cas
étudié.
Conditions aux bords 2 :
Sur la surface z = L1, déﬁnissant l’interface entre le milieux 1 et 2, les conditions
aux bords equation 2.78 s’écrivent en particulier :
δµa1(t, r, t) = δµ
a
2(t, r) en z = L1 (2.93)
et
δvza1(t, r) = δvza2(t, r) en z = L1 (2.94)
Nous réécrivons l’équation 2.93 en utilisant la formule explicite de la perturba-
tion en potentiel chimique 2.81 de la manière suivante :∑
σ=±
(
ασ1e
ikσz1L1 + βσ1 e
−ikσz1L1
)
Ua1σ =
∑
σ=±
(
ασ2e
ikσz2L1 + βσ2 e
−ikσz2L1
)
Ua2σ (2.95)
Dans cette expression nous avons préalablement éliminé les termes égaux de part
et d’autre de l’équation, tels que e−iωt et eik||·r|| .
De la même manière nous reformulons l’équation 2.94 à l’aide de l’équation
2.84 comme suit :∑
σ=±
(
ασ1e
ikσz1L1 − βσ1 e
−ikσz1L1
)
V σa1 =
∑
σ=±
(
ασ2e
ikσz2L1 − βσ2 e
−ikσz2L1
)
V σa2 (2.96)
L’étude de la propagation des ondes de la plaque 1 à la plaque 2 consiste à
exprimer les coeﬃcients de réﬂexion et de transmission au milieu 2. C’est-à-dire
que nous déterminons les coeﬃcients (α±2 , β
±
2 ) en fonction de (α
±
1 , β
±
1 ) pour une
orientation ﬁxée par q||. Le choix de la linéarisation des équations au départ nous
permet maintenant d’obtenir des équations linéaires liant les divers coeﬃcients
(α±, β±) entre eux. Une manière plus synthétique et relativement visuelle d’écrire
ces équations consiste à les mettre sous forme matricielle. Ainsi le vecteur formé
par les coeﬃcients d’amplitudes (α±, β±) dans le milieux 1 est relié à celui formé
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par les coeﬃcients d’amplitudes dans le milieux 2 de la manière suivante :
Un1+ e
ik+z1L1 Un1− e
ik−z1L1 Un1+ e
−ik+z1L1 Un1− e
−ik−z1L1
Up1+ e
ik+z1L1 Up1− e
ik−z1L1 Up1+ e
−ik+z1L1 Up1− e
−ik−z1L1
V +n1 e
ik+z1L1 V −n1 e
ik−z1L1 −V +n1 e
−ik+z1L1 −V −n1 e
−ik−z1L1
V +p1 e
ik+z1L1 V −p1 e
ik−z1L1 −V +p1 e
−ik+z1L1 −V −p1 e
−ik−z1L1


α+1
α−1
β+1
β−1

=

Un2+ e
ik+z2L1 Un2− e
ik−z2L1 Un2+ e
−ik+z2L1 Un2− e
−ik−z2L1
Up2+ e
ik+z2L1 Up2− e
ik−z2L1 Up2+ e
−ik+z2L1 Up2− e
−ik−z2L1
V +n2 e
ik+z2L1 V −n2 e
ik−z2L1 −V +n2 e
−ik+z2L1 −V −n2 e
−ik−z2L1
V +p2 e
ik+z2L1 V −p2 e
ik−z2L1 −V +p2 e
−ik+z2L1 −V −p2 e
−ik−z2L1


α+2
α−2
β+2
β−2
 (2.97)
Cette formulation peut paraître plus compliquée mais en dénommantM1(L1) (resp.
M2(L1) ) la matrice dans le milieu 1 (resp. dans le milieux 2) dont les conditions
aux bords sont prisent en L1. Cette équation s’allège dans son écriture comme
suit :
M1(L1)

α+1
α−1
β+1
β−1
 = M2(L1)

α+2
α−2
β+2
β−2
 (2.98)
Nous pouvons continuer de synthétiser le problème puisque les matrices M1(z) et
M2(z), qui sont similaires, s’identiﬁent à une matrice M(z) prise ici à la position
z = L1 et dont les coeﬃcients sont calculés dans le milieu correspondant. En
particulier cette matrice M(z) s’écrit :
M(z) =

Un+ e
ik+z z Un− e
ik−z z Un+ e
−ik+z z Un− e
−ik−z z
Up+ e
ik+z z Up− e
ik−z z Up+ e
−ik+z z Up− e
−ik−z z
V +n e
ik+z z V −n e
ik−z z −V +n e
−ik+z z −V −n e
−ik−z z
V +p e
ik+z z V −p e
ik−z z −V +p e
−ik+z z −V −p e
−ik−z z
 (2.99)
Par ailleurs, pour exprimer les coeﬃcients (α±2 , β
±
2 ) en fonction de (α
±
1 , β
±
1 ) il
faudrait inverser la matrice M2(L1), nous le ferons en prenant la matrice M(z).
Pour cela nous allons commencer par simpliﬁer cette matriceM(z) pour en déduire
facilement son inverse et ainsi vériﬁer son inversibilité. Tout d’abord, nous séparons
la partie liée milieu de la partie ondulatoire exprimée grâce aux exponentielles
complexes de cette façon :
M(z) =

Un+ U
n
− U
n
+ U
n
−
Up+ U
p
− U
p
+ U
p
−
V +n V
−
n −V
+
n −V
−
n
V +p V
−
p −V
+
p −V
−
p
× diag (eik+z z, eik−z z, e−ik+z z, e−ik−z z) (2.100)
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où diag
(
eik
+
z z, eik
−
z z, e−ik
+
z z, e−ik
−
z z
)
déﬁnit la matrice 4× 4 diagonale dont les élé-
ments diagonaux sont entre parenthèses. Puis pour éviter les répétitions d’éléments
identiques, nous pouvons eﬀectuer encore la simpliﬁcation suivante :
M(z) =

Un+ U
n
− 0 0
Up+ U
p
− 0 0
0 0 V +n V
−
n
0 0 V +p V
−
p
×

1 0 1 0
0 1 0 1
1 0 −1 0
0 1 0 −1

× diag
(
eik
+
z z, eik
−
z z, e−ik
+
z z, e−ik
−
z z
)
(2.101)
L’inverse de la matrice M(z) se calcule facilement maintenant en multipliant les
matrices inverses comme suit :
M−1(z) = diag
(
e−ik
+
z z, e−ik
−
z z, eik
+
z z, eik
−
z z
)
×
1
2

1 0 1 0
0 1 0 1
1 0 −1 0
0 1 0 −1

×

Up−/Udet −U
n
−/Udet 0 0
−Up+/Udet U
n
+/Udet 0 0
0 0 V −p /Vdet −V
−
n /Vdet
0 0 −V +p /Vdet V
+
n /Vdet
 (2.102)
où Udet et Vdet désignent les déterminants des matrices formées par les éléments
Ua± et V
±
a , c’est-à-dire :
Udet = U
n
+U
p
− − U
n
−U
p
+ (2.103)
et
Vdet = V
+
n V
−
p − V
−
n V
+
p (2.104)
Ainsi nous en déduisons que la matrice M(z) est inversible si et seulement si
Udet2 6= 0 (2.105)
et
Vdet 6= 0 (2.106)
Or par construction des vecteurs propres Ua± nous avons Udet 6= 0 sauf dans le
cas où plus qu’un seul mode n’est autorisé. Ce cas là, ne se produit que dans deux
conditions, soit nous avons moins de deux solutions pour l’équation 2.15 donnant
les vitesses du son, soit le milieux ne contient qu’un seul composant. Si nous n’avons
pas assez de solutions donnant les vitesses du son alors il se pourra qu’il n’y ait
pas de propagation de mode hydrodynamiques dans le milieu. La condition où un
des milieux ne contient que des neutrons sera abordée par la suite et nous verrons
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que la propagation d’onde restera possible car le système se réduit de telle sorte
que nous aurons autant d’équations aux bords que d’inconnues.
Pour le cas Vdet 6= 0, si nous nous référons à l’équation 2.83, les conditions
sont les mêmes que pour Udet sauf si l’une des deux quantités k±z s’annule. La
condition kσz = 0 implique que le mode hydrodynamique associé est non physique
puisqu’en prenant l’équation 2.92 nous trouvons une solution non nulle de la forme
ασ = −βσ 6= 0 avec les autres coeﬃcients nuls mais qui correspond à δµa = 0, c’est-
à-dire que rien de physique ne se passe.
Nous avons résolue maintenant le problème de la propagation des ondes du
milieux 1 au milieu 2 puisque nous pouvons exprimer les coeﬃcients (α±2 , β
±
2 ) en
fonction de (α±1 , β
±
1 ) comme le montre l’équation suivante :
α+2
α−2
β+2
β−2
 = M−12 (L1)×M1(L1)

α+1
α−1
β+1
β−1
 (2.107)
où M−2 1(L1) est l’inverse de la matrice M2(L1), calculé à partir de l’expression
M−1(z) donnée par l’équation 2.102.
Le problème de la propagation des ondes aux autres milieux est complètement
identique à celui que nous venons de résoudre. La solution s’obtient à partir d’une
relation de récurrence qui détermine les coeﬃcients (α±N+1, β
±
N+1) dans le milieu
numéroté N + 1 en fonction de ceux dans le milieu numéroté N de la manière
suivante : 
α+N+1
α−N+1
β+N+1
β−N+1
 = M−1N+1(ZN)×MN(ZN)

α+N
α−N
β+N
β−N
 (2.108)
où ZN déﬁnit la position de l’interface entre les milieux N + 1 et N .
Notons que cette étude a été faite dans le cadre de matière contenant les deux
composants neutrons et protons partout. Il faut bien comprendre que ces équations
sont intimement liées à cette propriété comme nous allons le voir par la suite. Nous
proposons maintenant de résoudre ce même problème mais dans le cas plus concret
où les phases numérotées impaires ne contiennent pas de protons.
Avant tout une petite précision s’impose quant à la déﬁnition du potentiel
chimique des protons ainsi que de ses variations dans les phases où ceux-ci sont
absents. Rappelons que le potentiel chimique des protons reste déﬁni même en
l’absence des particules qu’il représente. D’ailleurs, sans cela, il n’aurait pas été
possible de faire les calculs des structures « pasta » qui imposent, entre autre,
l’égalité des potentiels chimiques entre les deux phases. Cette quantité représente
dans ce cas l’énergie qu’aurait un proton isolé si on le mettait dans cette phase de
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neutrons purs. Par contre, la question se pose réellement, quant aux ﬂuctuations
du potentiel chimique causées par une perturbation dans la phase neutronique. En
eﬀet en inversant l’équation 2.3 nous pouvons déﬁnir la perturbation en potentiel
chimique à l’aide des perturbations en densités. Explicitement, cette reformulation
s’écrit :
δµa =
∂µa
∂nn
δnn +
∂µa
∂np
δnp (2.109)
Or nous savons que la dérivée partielle,
∂µp
∂np
, n’est pas déﬁnie à densité de pro-
tons nulle, elle tend même vers l’inﬁnie à proprement parler. Ceci s’explique par
le fait qu’en l’absence de protons, ceux-ci ne « portent » évidement pas d’énergie,
alors que si nous mettons un seul proton dans une matière neutronique, il « por-
tera » une énergie, de masse, d’interaction..., non nulle, qui par déﬁnition est égale
à son potentiel chimique. C’est cette transition discontinue d’une énergie nulle à
une énergie ﬁnie qui rend inﬁnie à densité nulle la dérivé partielle du potentiel
chimique des protons.
Dans la mesure où nous ne considérerons pas de passage de protons d’une
phase à l’autre, nous n’aurons pas de ﬂuctuation du potentiel chimique des protons
créée par le changement de densité de protons dans la phase neutronique. Cette
ﬂuctuation sera crée uniquement par les perturbations en densité de neutrons dans
cette phase. Nous écrions donc dans ce cas :
δµp =
∂µp
∂nn
δnn (2.110)
Malgré tout, rien ne nous empêche de choisir un jeu de conditions aux bords ne
faisant pas intervenir ce potentiel chimique si une telle déﬁnition devait poser
problème.
Nous pouvons donc maintenant continuer notre étude entamée dans le cas de
phases neutroniques pures. La technique d’approche dans ce cas est assez diﬀérente
dans le sens où nos matrices ne seront plus carrées. Mais par « chance » nous ne
calculerons d’inverse de matrice que celles qui sont carrées. Commençons par écrire
explicitement la perturbation en potentiel chimique dans les phases neutroniques
où seul un unique mode hydrodynamique n’est autorisé :
δµa(t, r) = e−iωt + iq||·r||
(
αeikzz + βe−ikzz
)
Ua (2.111)
En eﬀet ici seuls les deux coeﬃcients α et β suﬃsent à caractériser les ondes
dans ce milieu. La formulation de la perturbation en potentiel chimique dans les
autres phases s’écrit de la même manière que dans l’équation 2.81.
Nous allons trouver dans ces conditions que les critères de propagation des
modes à travers les plaques sont assez diﬀérents du cas précédent. En eﬀet, les
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modes dans le milieu contenant des protons ne sont pas complètement libres, ils
devront satisfaire certaines conditions aux deux extrémités des couches à la fois
pour pouvoir se propager. Ceci est dû au fait qu’une des conditions aux bords
dans le jeu numéro 2 a disparue. Nous ne pouvons plus imposer de continuité des
vitesses de protons dans la mesure où l’une des deux phases n’a plus de protons
et donc nous ne donnerons aucune contrainte sur cette vitesse. Ainsi nous n’avons
plus que trois conditions aux bords en z = L1, or il nous faut déterminer quatre
coeﬃcients (α±2 , β
±
2 ) pour pouvoir caractériser complètement l’onde dans le milieux
2. Mais comme nous l’avons précisé précédemment, nous nous intéresserons aux
excitations de longueur d’onde plus grandes que la cellule de Wigner-Seitz, et donc
nous aurons besoin de déﬁnir aussi les conditions aux bords valable en z = L. Dans
ce cas au total nous aurons posé six conditions aux bords qui nous permettront
de calculer les quatre coeﬃcients (α±2 , β
±
2 ) et les deux coeﬃcients (α3, β3). Et nous
aurons ainsi établi la manière dont peuvent se propager ces modes non seulement
à travers la plaque numéro 2 mais aussi à travers la plaque numéro 3.
Voici donc les conditions aux bords que nous utiliserons pour la transmission
de l’onde du milieu 1 au milieu 2 :
δvzn1(t, r) = δvzn1(t, r) en z = L1 (2.112)
et
δµa1(t, r) = δµ
a
2(t, r) en z = L1 , (2.113)
δµa2(t, r) = δµ
a
3(t, r) en z = L (2.114)
Comme il n’y a qu’un seul mode autorisé dans le milieu 3, les perturbations en po-
tentiels chimiques ne se répartissent que sur le seul vecteur (Un3 , U
p
3 ). Ainsi aurons
la relation suivante qui est automatiquement vériﬁée :
δµn3(t, r)U
p
3 − δµ
p
3(t, r)U
n
3 = 0 (2.115)
D’après l’équation 2.114 nous pouvons remplacer les potentiels chimiques dans 3
par ceux dans 2 dans l’équation précédente 2.115 à l’interface z = L, ce qui nous
donne :
δµn2(t, r)U
p
3 − δµ
p
2(t, r)U
n
3 = 0 en z = L (2.116)
Ainsi nous avons trouvé une relation indépendante des coeﬃcients (α3, β3) et va-
lable en z = L.
De la même manière que précédemment, nous pouvons reformuler en termes
matriciels les équations linéaires 2.112, 2.113 ainsi que l’équation linéaire 2.116
obtenue avec les conditions aux bords en z = L. Nous avons donc :
M ′1
(
α1
β1
)
= M ′2

α+2
α−2
β+2
β−2
 (2.117)
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Sauf que maintenant les matrices M ′1 et M
′
2 ne sont plus aussi générales que pré-
cédemment et M ′1 n’est pas carrée. En particulier M
′
1 s’écrit :
M ′1 =

Un1 eikz1L1 Un1 e−ikz1L1
Up1 eikz1L1 Up1 e−ikz1L1
Vn1 e
ikz1L1 −Vn1 e
−ikz1L1
0 0
 =

Un1 Un1
Up1 Up1
Vn1 −Vn1
0 0
× (eikz1L1 00 e−ikz1L1
)
(2.118)
De même la matrice M ′2 s’écrit :
M ′2 =

Un2+ e
ik+z22L1 Un2− e
ik−z2L1 Un2+ e
−ik+z2L1 Un2− e
−ik−z2L1
Up2+ e
ik+z2L1 Up2− e
ik−z2L1 Up2+ e
−ik+z2L1 Up2− e
−ik−z2L1
V +n2, e
ik+z2L1 V −n2 e
ik−z2L1 −V +n2 e
−ik+z2L1 −V −n2 e
−ik−z2L1
Υ+ e
ik+z2L Υ− e
ik−z2L Υ+ e
−ik+z2L Υ− e
−ik−z2L
 (2.119)
avec
Υ+ = U
n2
+ U
p3 − Up2+ U
n3 et Υ− = U
n2
− U
p3 − Up2− U
n3 (2.120)
Nous reconnaitrons dans les lignes un et deux des matricesM ′1 etM
′
2 les conditions
sur le potentiel chimique en z = L1, dans la ligne trois la condition sur la vitesse des
neutrons et dans la ligne quatre la condition aux bords équation 2.116 en z = L.
Comme nous aurons besoin d’inverser la matrice M ′2 pour obtenir les coeﬃcients
(α±2 , β
±
2 ), nous allons d’abord la simpliﬁer. La séparation de la partie ondulatoire
n’est possible que pour les trois premières lignes, ce qui donne :
M ′2 =

Un2+ U
n2
− U
n2
+ U
n2
−
Up2+ U
p2
− U
p2
+ U
p2
−
V +n2 V
−
n2 −V
+
n2 −V
−
n2
Υ+ e
ik+z2L2 Υ− e
ik−z2L2 Υ+ e
−ik+z2L2 Υ− e
−ik−z2L2

× diag
(
eik
+
z2L1 , eik
−
z2L1 , e−ik
+
z2L1 , e−ik
−
z2L1
)
(2.121)
Puis toujours pour éviter les répétitions de termes inutiles nous obtenons :
M ′2 =

Un2+ U
n2
− 0 0
Up2+ U
p2
− 0 0
0 0 V +n2 V
−
n2
Υ+ cos(k
+
z2L2) Υ− cos(k
−
z2L2) iΥ+ sin(k
+
z2L2) iΥ− sin(k
−
z2L2)

×

1 0 1 0
0 1 0 1
1 0 −1 0
0 1 0 −1

× diag
(
eik
+
z2L1 , eik
−
z2L1 , e−ik
+
z2L1 , e−ik
−
z2L1
)
(2.122)
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Quelques calculs d’algèbre linéaire nous permettent d’arriver à l’inverse de la
matrice M ′2 suivant :
M ′−12 = diag
(
e−ik
+
z2L1 , e−ik
−
z2L1 , e+ik
+
z2L1 , e+ik
−
z2L1
)
×
1
2

1 0 1 0
0 1 0 1
1 0 −1 0
0 1 0 −1

×

Up2− /Udet2 −U
n2
− /Udet2 0 0
−Up2+ /Udet2 U
n2
+ /Udet2 0 0
V −n2 Ap
Udet2AVΥ
−V −n2 An
Udet2AVΥ
iΥ− sin(k
−
z2L2)
AVΥ
−V −n2
AVΥ
−V +n2 Ap
Udet2AVΥ
V +n2 An
Udet2AVΥ
−iΥ+ sin(k
+
z2L2)
AVΥ
V +n2
AVΥ
 (2.123)
avec
Udet2 = U
n2
+ U
p2
− − U
n2
− U
p2
+ (2.124)
AVΥ = i
(
V +n2 Υ− sin(k
−
z2L2)− V
−
n2 Υ+ sin(k
+
z2L2)
)
(2.125)
An = U
n2
− Υ+ cos(k
+
z2L2)− U
n2
+ Υ− cos(k
−
z2L2) (2.126)
Ap = U
p2
− Υ+ cos(k
+
z2L2)− U
p2
+ Υ− cos(k
−
z2L2) (2.127)
La matrice inverseM ′−12 permet ainsi d’exprimer (α
±
2 , β
±
2 ) en fonction de (α1, β1)
Nous en déduisons que cette matrice n’est inversible que si :
Udet2 6= 0 (2.128)
et
AVΥ 6= 0 (2.129)
Autant pour des raisons que nous avons déjà évoqué, nous avons Udet2 6= 0 sauf
dans le cas d’un seul mode autorisé. Autant la relation AVΥ 6= 0 ne sera pas au-
tomatiquement vériﬁée. Elle permettra d’identiﬁer certaines fréquences interdites
puisque si nous regardons la forme explicite de AVΥ équation 2.125, nous voyons
que par l’intermédiaire de k+z2 et k
−
z2 cette relation dépend de la fréquence ω.
La transmission de l’onde du milieu 2 au milieux 3, qui est autorisée par
construction de M ′2, sera déterminée par deux conditions aux bords encore in-
dépendantes. Celles-ci sont :
δµn2(t, r) = δµ
n
3(t, r) en z = L , (2.130)
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et
δvzn2(t, r) = δvzn3(t, r) en z = L (2.131)
Ainsi nous pourrons écrire une relation entre les coeﬃcients d’amplitude de la
manière suivante :
M ′′2

α+2
α−2
β+2
β−2
 = M ′3 (α3β3
)
(2.132)
où nous avons en particulier
M ′′ =
(
Un2+ e
ik+z2L Un2− e
ik−z2L Un2+ e
−ik+z2L Un2− e
−ik−z2L
V +n2 e
ik+z2L V −n2 e
ik−z2L −V +n2 e
−ik+z2L −V −n2 e
−ik−z2L
)
(2.133)
et
M ′3 =
(
Up3 eikz3L Up3 e−ikz3L
Vn3 e
ikz3L −Vn3 e
−ikz3L
)
=
(
Up3 Up3
Vn3 −Vn3
)
×
(
eikz3L 0
0 e−ikz3L
)
(2.134)
La périodicité du milieu rendant identique les conditions physiques à l’équilibre
dans 1 et dans 3, nous pourrons écrire ainsi :
M ′3 =
(
Un1 Un1
Vn1 −Vn1
)
×
(
eikz1L 0
0 e−ikz1L
)
(2.135)
L’inversion de la matrice M ′3 est quant à elle triviale et permet d’exprimer (α3, β3)
en fonction de (α±2 , β
±
2 ). La résolution du problème pour la propagation à travers
N couches sera similaire à celle que nous venons de faire pour les trois couches
successives 1,2,3 mais en remplaçant les positions par celles adéquates dans les
matrices M ′1, M
′
2, M
′′
2 et M
′
3. Nous ne détaillerons par plus ces calculs ici.
Nous venons de présenter quelques aspect généraux sur la propagations des
modes hydrodynamiques à travers les diﬀérentes plaques. Pour cela nous avons
choisi le jeu de conditions aux bords numéro 2 qui rend le problème plus simple à
résoudre. Par la suite nous ne ferons pas cette étude aussi complète et détaillée,
nous nous contenterons de donner essentiellement les matrices qui pourrons nous
être utiles pour l’interprétation des résultats. En particulier nous nous restrein-
drons au cas concret qui nous concerne, c’est-à-dire celui où les protons sont conﬁ-
nés dans une des deux couches. Les problèmes étant quasiment les mêmes, nous
remplacerons formellement certaines quantités dans les matrices M ′1, M
′
2, M
′′
2 et
M ′3 par celles induites par les nouvelles conditions aux bords.
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Conditions aux bords 1 :
Pour ces conditions aux bords nous aurons besoin de relier la perturbation en
pression à celle en potentiel chimique. L’identité thermodynamique que nous avons
posé dans l’équation 2.69 nous permet d’écrire :
δP =
∑
a=n,p
naδµ
a (2.136)
De cette équation établissant la perturbation en pression nous aurons besoin de
déﬁnir les quantités homogènes à une pression suivantes :
P± =
∑
a=n,p
naU
a
± (2.137)
Cette équation se réduit pour le cas sans protons à :
P1 = nn1U
n1 (2.138)
En raison de l’absence du ﬂuide de protons dans les phases 1 et 3 les conditions
aux bords sur les vitesses en z = L1 sont équivalentes à celles-ci :{
δvzn1(t, r) = δvzn2(t, r) en z = L1
δvzn1(t, r) = δvzp2(t, r) en z = L1
(2.139)
où nous avons égalisé la vitesse des neutrons d’un côté avec la vitesse des protons
et neutrons de l’autre côté de la surface de séparation. La troisième condition aux
bords utilisée est celle égalisant les perturbation en pression. La quatrième condi-
tion que nous utiliserons aﬁn de rendre carrée la matrice M ′2 sera celle déﬁnissant
une seule interface en égalisant les vitesses des neutrons et des protons dans la
phase 2 en z = L, equation 2.72, soit :
δvzn2(t, r) = δvzp2(t, r) en z = L (2.140)
Pour cela nous déﬁnirons ainsi à partir des vitesses V ±a , equation 2.83, les diﬀé-
rences suivantes :
dV ±np = V
±
n − V
±
p (2.141)
Le problème étant formellement le même nous remplacerons les quantités dans les
matrices M ′1, M
′
2, M
′−1
2 , M
′′
2 et M
′
3 respectivement équations 2.118, 2.122, 2.123,
2.133 et 2.134. Ainsi nous obtenons pour M ′1 :
M ′1 =

Vn1 −Vn1
Vn1 −Vn1
P1 P1
0 0
× (eikz1L1 00 e−ikz1L1
)
(2.142)
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La matrice M ′2 est quelque peu diﬀérente de la précédente en raison de signes
d’expressions qui changent, comme nous pouvons le voir ci-dessous :
M ′2 =

V +n2 V
−
n2 0 0
V +p2 V
−
p2 0 0
0 0 P2+ P2−
dV +np cos(k
+
z2L2) dV
−
np cos(k
−
z2L2) −idV
+
np sin(k
+
z2L2) −idV
−
np sin(k
−
z2L2)

×

1 0 −1 0
0 1 0 −1
1 0 1 0
0 1 0 1

× diag
(
eik
+
z2L1 , eik
−
z2L1 , e−ik
+
z2L1 , e−ik
−
z2L1
)
(2.143)
Nous avons son inverse qui devient :
M ′−12 = diag
(
e−ik
+
z2L1 , e−ik
−
z2L1 , e+ik
+
z2L1 , e+ik
−
z2L1
)
×
1
2

1 0 1 0
0 1 0 1
−1 0 1 0
0 −1 0 1

×

V −p2/Vdet2 −V
−
n2/Vdet2 0 0
−V +p2/Vdet2 V
+
n2/Vdet2 0 0
P2−Ap
Vdet2APdV
−P2−An
Vdet2APdV
idV −np sin(k
−
z2L2)
APdV
−P2−
APdV
−P2+Ap
Vdet2APdV
P2+An
Vdet2APdV
−idV +np sin(k
+
z2L2)
APdV
P2+
APdV
 (2.144)
avec
Vdet2 = V
+
n2V
−
p2 − V
−
n2V
+
p2 (2.145)
APdV = i
(
P2+ dV
−
np sin(k
−
z2L2)− P2− dV
+
np sin(k
+
z2L2)
)
(2.146)
An = V
−
n2 dV
+
np cos(k
+
z2L2)− V
+
n2 dV
−
np cos(k
−
z2L2) (2.147)
Ap = V
−
p2 dV
+
np cos(k
+
z2L2)− V
+
p2 dV
−
np cos(k
−
z2L2) (2.148)
Nous en déduisons de même que cette matrice n’est inversible que si
Vdet2 6= 0 (2.149)
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et
APdV 6= 0 (2.150)
Et enﬁn nous avons les matrices suivantes en prenant v⊥n2 comme vitesse de
référence à l’interface z = L et la pression :
M ′′2 =
(
V +n2 e
ik+z2L V −n2 e
ik−z2L −V +n2 e
−ik+z2L −V −n2 e
−ik−z2L
P2+ e
ik+z2L P2− e
ik−z2L P2+ e
−ik+z2L P2− e
−ik−z2L
)
(2.151)
et
M ′3 =
(
Vn3 −Vn3
P1 P1
)
×
(
eikz3L 0
0 e−ikz3L
)
(2.152)
Conditions aux bords 3 :
Le problème est identique en tout point à celui pour les conditions aux bords
numéro 1, nous aurons juste à remplacer P par µn.
Ce qui donne :
M ′1 =

Vn1 −Vn1
Vn1 −Vn1
Un1 Un1
0 0
× (eikz1L1 00 e−ikz1L1
)
(2.153)
M ′2 =

V +n2 V
−
n2 0 0
V +p2 V
−
p2 0 0
0 0 Un2+ U
n2
−
dV +np cos(k
+
z2L2) dV
−
np cos(k
−
z2L2) −idV
+
np sin(k
+
z2L2) −idV
−
np sin(k
−
z2L2)

×

1 0 −1 0
0 1 0 −1
1 0 1 0
0 1 0 1

× diag
(
eik
+
z2L1 , eik
−
z2L1 , e−ik
+
z2L1 , e−ik
−
z2L1
)
(2.154)
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Son inverse est :
M ′−12 = diag
(
e−ik
+
z2L1 , e−ik
−
z2L1 , e+ik
+
z2L1 , e+ik
−
z2L1
)
×
1
2

1 0 1 0
0 1 0 1
−1 0 1 0
0 −1 0 1

×

V −p2/Vdet2 −V
−
n2/Vdet2 0 0
−V +p2/Vdet2 V
+
n2/Vdet2 0 0
Un2− Ap
Vdet2AUdV
−Un2− An
Vdet2AUdV
idV −np sin(k
−
z2L2)
AUdV
−Un2−
AUdV
−Un2+ Ap
Vdet2AUdV
Un2+ An
Vdet2AUdV
−idV +np sin(k
+
z2L2)
AUdV
Un2+
AUdV
 (2.155)
avec
Vdet2 = V
+
n2V
−
p2 − V
−
n2V
+
p2 (2.156)
AUdV = i
(
Un2+ dV
−
np sin(k
−
z2L2)− U
n2
− dV
+
np sin(k
+
z2L2)
)
(2.157)
An = V
−
n2 dV
+
np cos(k
+
z2L2)− V
+
n2 dV
−
np cos(k
−
z2L2) (2.158)
Ap = V
−
p2 dV
+
np cos(k
+
z2L2)− V
+
p2 dV
−
np cos(k
−
z2L2) (2.159)
Nous en déduisons de même que cette matrice n’est inversible que si
Udet2 6= 0 (2.160)
et
AUdV 6= 0 (2.161)
Et enﬁn nous avons
M ′′2 =
(
V +n2 e
ik+z2L V −n2 e
ik−z2L −V +n2 e
−ik+z2L −V −n2 e
−ik−z2L
Un2+ e
ik+z2L Un2− e
ik−z2L Un2+ e
−ik+z2L Un2− e
−ik−z2L
)
(2.162)
et
M ′3 =
(
Vn3 −Vn3
Un1 Un1
)
×
(
eikz3L 0
0 e−ikz3L
)
(2.163)
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Conditions aux bords 4 :
Les équations sont similaires au jeu de conditions numéro 2 sauf que nous
déﬁnirons de nouvelles quantités en analysant l’équation aux bords déﬁnissant le
passage des neutrons d’une phase à l’autre donné dans l’équation 2.80. Ainsi nous
aurons dans chaque plaque :
nn1δvzn1(t, r) = nn2δvzn2(t, r)− (nn2 − nn1)δvzp2(t, r) en z = L1 (2.164)
nn3δvzn3(t, r) = nn2δvzn2(t, r)− (nn2 − nn3)δvzp2(t, r) en z = L (2.165)
Ce qui nous conduit à déﬁnir les quantités suivantes :
nV1 = nn1Vn1 (2.166)
nV ±2 = nn2V
±
n2 − (nn2 − nn1)V
±
p2 (2.167)
Nous remplacerons formellement Vn1 par nV1 et V
±
n2 par nV
±
2 dans les équations
2.118, 2.122, 2.123, 2.133 et 2.134. Ce qui donne :
M ′1 =

Un1 Un1
Up1 Up1
nV1 −nV1
0 0
× (eikz1L1 00 e−ikz1L1
)
(2.168)
M ′2 =

Un2+ U
n2
− 0 0
Up2+ U
p2
− 0 0
0 0 nV +2 nV
−
2
Υ+ cos(k
+
z2L2) Υ− cos(k
−
z2L2) iΥ+ sin(k
+
z2L2) iΥ− sin(k
−
z2L2)

×

1 0 1 0
0 1 0 1
1 0 −1 0
0 1 0 −1

× diag
(
eik
+
z2L1 , eik
−
z2L1 , e−ik
+
z2L1 , e−ik
−
z2L1
)
(2.169)
avec
Υ+ = U
n2
+ U
p3 − Up2+ U
n3 et Υ− = U
n2
− U
p3 − Up2− U
n3 (2.170)
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La matrice inverse de M ′2 s’écrit quant à elle :
M ′−12 = diag
(
e−ik
+
z2L1 , e−ik
−
z2L1 , e+ik
+
z2L1 , e+ik
−
z2L1
)
×
1
2

1 0 1 0
0 1 0 1
1 0 −1 0
0 1 0 −1

×

Up2− /Udet2 −U
n2
− /Udet2 0 0
−Up2+ /Udet2 U
n2
+ /Udet2 0 0
nV −2 Ap
Udet2AVΥ
−nV −2 An
Udet2AVΥ
iΥ− sin(k
−
z2L2)
AVΥ
−nV −2
AVΥ
−nV +2 Ap
Udet2AVΥ
nV +2 An
Udet2AVΥ
−iΥ+ sin(k
+
z2L2)
AVΥ
nV +2
AVΥ
(2.171)
avec
Udet2 = U
n2
+ U
p2
− − U
n2
− U
p2
+ (2.172)
AVΥ = i
(
nV +2 Υ− sin(k
−
z2L2)− nV
−
2 Υ+ sin(k
+
z2L2)
)
(2.173)
An = U
n2
− Υ+ cos(k
+
z2L2)− U
n2
+ Υ− cos(k
−
z2L2) (2.174)
Ap = U
p2
− Υ+ cos(k
+
z2L2)− U
p2
+ Υ− cos(k
−
z2L2) (2.175)
Nous en déduisons de même que cette matrice n’est inversible que si
Udet2 6= 0 (2.176)
et
AVΥ 6= 0 (2.177)
Et enﬁn nous avons :
M ′′2 =
(
Un2+ e
ik+z2L Un2− e
ik−z2L Un2+ e
−ik+z2L Un2− e
−ik−z2L
nV +2 e
ik+z2L nV −2 e
ik−z2L −nV +2 e
−ik+z2L −nV −2 e
−ik−z2L
)
(2.178)
et
M ′3 =
(
Un3 Un3
nV1 −nV1
)
×
(
eikz3L 0
0 e−ikz3L
)
(2.179)
Nous sommes maintenant munis de l’ensemble des matrices nécessaire à l’étude
de la propagation des modes hydrodynamiques à travers les couches composée de
neutrons et protons superﬂuides. Elles nous fourniront une base essentielle pour
l’étude des excitations collectives dans ce type de matière.
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2.4.2 Excitations collectives dans les « lasagnes »
Donner une température à un milieu correspond à déﬁnir un état d’excitation
de ce milieu. C’est-à-dire que sont caractérisées les formes d’excitations thermiques
et leurs taux d’excitation. Les modes hydrodynamiques font parties de ces exci-
tations qui sont possibles pour la matière que nous venons de considérer [63, 68].
Il est habituel aussi de leur associer, ainsi qu’aux modes de vibration des réseaux
cristallin, une particule ﬁctive appelée « phonon ». En eﬀet ces excitations ont un
comportement similaire à des particules en mécanique quantique. Nous compre-
nons mieux maintenant ce que nous voulions dire par forme et taux d’excitation,
ainsi à une forme d’excitation est associée une particule et le taux d’excitation
est donné en quelque sorte par le nombre de ces particules. Pour le moment nous
n’étudierons pas le taux d’excitations liées au modes hydrodynamiques, qui sera
donné dans le dernier chapitre en faisant intervenir la température. Nous allons
seulement essayer ici de voir sous quelles formes se présentent ces excitations liées
aux modes hydrodynamiques.
En eﬀet jusqu’à présent nous avons mené cette étude comme si nous avions
un faisceau d’ondes qui traversait la matière étudiée dont la source extérieure est
caractérisée par les coeﬃcients (α±1 , β
±
1 ) et une orientation ﬁxée par q||. Ainsi,
après avoir franchi N couches nous pouvons caractériser notre onde en fonction
des coeﬃcients (α±1 , β
±
1 ) à l’aide de produits de matrices sans nous être préoccupés
des fréquences autorisées.
À partir du moment où ce milieu sera à température non nulle, il répartira
une partie de cette chaleur sous forme de vibrations spéciﬁques aux modes hydro-
dynamiques et dont les propriétés ont été principalement données par l’étude de
leur propagation dans la section 2.4. Nous établissons maintenant que le milieu lui
même est en quelque sorte sa propre source d’ondes et nous allons ainsi chercher
à déterminer quelles sont les vibrations autorisées du milieu. Nous n’allons plus
considérer que les coeﬃcients (α±1 , β
±
1 ) du terme « source » sont des paramètres
libres et nous les relierons à une propriété intrinsèque du milieu.
La périodicité de ces structures, que nous n’avons pas encore réellement prise
en compte, va jouer un rôle essentiel dans cette caractérisation. L’ouvrage de
Brillouin et Parodi [20], synthétisant de nombreux travaux portant sur la pro-
pagation d’ondes dans les milieux périodiques, nous a mis sur la voie. Ainsi nous
allons voir que les coeﬃcients (α±3 , β
±
3 ) et (α
±
1 , β
±
1 ) sont liés par une relation de
fermeture issue du théorème de Floquet-Bloch pour les équations diﬀérentielles à
coeﬃcients périodiques [43]. Ce théorème, qui est très utilisé dans les problèmes
sur des réseaux périodiques en mécanique quantique, établit que la solution du
problème suit un déphasage particulier après qu’une des variables ait parcourue
une période donnée. Dans notre cas, si nous déﬁnissons par R = (Rx, Ry, Rz) la
période spatiale du milieu, c’est-à-dire que ses propriétés sont invariantes par la
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translation r → r + R, alors ce théorème nous indique que la perturbation en
potentiel chimique doit suivre la relation suivante :
δµa(t, r+R) = eiq·Rδµa(t, r) (2.180)
où q déﬁnit l’impulsion de Bloch. Pour les « lasagnes » nous savons que toutes
les valeurs de R|| = (Rx, Ry, 0) sont acceptées puisque cette invariance implique
l’égalité des impulsions k||, que nous avons posée dans l’équation 2.86.
Par contre, d’après les caractéristiques des « lasagnes », Rz devra être un mul-
tiple de L (voir ﬁgure 2.9). C’est cette propriété qui va être à l’origine de nombreux
eﬀets intéressants et nous nous concentrerons en particulier sur la relation suivante,
qui est induite par ce théorème :
δµa3(t, x, y, z + L) = e
iqzLδµa1(t, x, y, z) (2.181)
pour 0 ≤ z ≤ L1.
Dans l’expression des perturbations δµa les seules fonctions qui interviennent
avec la variable z sont les exponentielles (eik
+
z z, eik
−
z z, e−ik
+
z z, e−ik
−
z z). Or nous savons
que la relation 2.181 est vériﬁée pour tout z , en particulier pour 0 ≤ z ≤ L1. Nous
en déduisons donc que les coeﬃcients en facteur de ces fonctions exponentielles
sont égaux de part et d’autre de l’égalité 2.181. En d’autres termes nous écrirons :
diag(eik
+
z3L, eik
−
z3L, e−ik
+
z3L, e−ik
−
z3L)

α+3
α−3
β+3
β−3
 = eiqzL

α+1
α−1
β+1
β−1
 (2.182)
Grâce au théorème de Floquet-Bloch, nous avons fermé le système d’équations,
les coeﬃcients (α±1 , β
±
1 ) ne sont plus indépendants. Nous pouvons le voir en repre-
nant notre modèle de propagation où ces coeﬃcients se transformaient via des
produits de matrice pour déterminer la forme de l’onde dans la plaque considérée
laissant libre certain coeﬃcients. Si à cela nous ajoutons maintenant l’équation
2.182 issue de ce théorème nous avons autant d’équations que d’inconnues. Cette
fermeture va nous permettre d’établir une relation de dispersion de type ω = ω(q)
dont ω sera une fonction déterminée plus loin qui nous donnera les modes auto-
risés. Un phonon sera donc caractérisé par deux quantités, un vecteur d’onde q
et une pulsation ou fréquence ω, fonction de ce vecteur d’onde. Cette relation de
dispersion nous permettra ainsi d’obtenir des spectres d’excitations spéciﬁques du
milieu, que nous tracerons et analyserons en détail dans le chapitre suivant.
Comme nous l’avons vu dans la partie propagation des modes hydrodyna-
miques 2.4, certains modes peuvent correspondre à une excitation d’une couche en
particulier sans que le mode ne se propage à travers l’ensemble des couches.
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Ainsi nous chercherons à établir une relation de dispersion la plus générale
possible aﬁn d’éviter que certains modes nous échappent. Pour cela nous allons
considérer les coeﬃcients (α±1 , β
±
1 ) , (α
±
2 , β
±
2 ) , et (α
±
3 , β
±
3 ) comme des variables
indépendantes.
Le problème consiste donc à reprendre l’ensemble des conditions aux bords
ainsi que la relation 2.182 que nous venons d’établir pour obtenir une relation
de dispersion indépendantes des coeﬃcients (α±, β±) . Le problème complet étant
exprimé à l’aide d’équations linéaires, nous pourrons donc le formuler en terme de
matrices.
Pour se faire, nous allons procéder de la même manière que dans la section
2.4.1, c’est-à-dire que nous allons utiliser en premier le jeu de conditions aux bords
numéro 2.
Conditions aux bords 2 :
La variable que nous considérerons sera le vecteur (α1, β1, α
+
2 , α
−
2 , β
+
2 , β
−
2 ) puisque
nous aurons préalablement remplacé les coeﬃcients (α3, β3) par (α1, β1) à l’aide
de la relation 2.182. Nous pourrons écrire cette relation à partir d’une matrice par
blocs comme suit :
M ′1(L1) −M ′2(L1)
Π3(L) −M
′′
2 (L)


α1
β1
α+2
α−2
β+2
β−2
 ≡ Γ2

α1
β1
α+2
α−2
β+2
β−2
 = 0 (2.183)
où M ′1(L1), M
′
2(L1) et M
′′
2 (L) sont les matrices déﬁnies dans le paragraphe 2.4.1
équations 2.118, 2.119 et 2.133. Nous appellerons cette matrice Γ2, l’indice 2 dési-
gnant le numéro du jeux de conditions aux bords choisit. La matrice Π3(L) nous
permet d’exprimer les conditions aux bords en z = L à l’aide des coeﬃcients
(α1, β1) et se déﬁnit comme le produit de matrices suivant :
Π3(L) = e
iqzLM ′3(L)× diag(e
−ikz3L, eikz3L) (2.184)
De manière explicite cette matrice Γ s’écrit :
Γ2 =

Un1 eikz1L1 Un1 e−ikz1L1 Un2+ e
ik
+
z22
L1 Un2
−
eik
−
z2
L1 Un2+ e
−ik
+
z2
L1 Un2
−
e−ik
−
z2
L1
Up1 eikz1L1 Up1 e−ikz1L1 U
p2
+ e
ik
+
z2
L1 U
p2
−
eik
−
z2
L1 U
p2
+ e
−ik
+
z2
L1 U
p2
−
e−ik
−
z2
L1
Vn1 e
ikz1L1 −Vn1 e
−ikz1L1 V +n2, e
ik
+
z2
L1 V −n2 e
ik
−
z2
L1 −V +n2 e
−ik
+
z2
L1 −V −n2 e
−ik
−
z2
L1
0 0 Υ+ e
ik
+
z2
L Υ− e
ik
−
z2
L Υ+ e
−ik
+
z2
L Υ− e
−ik
−
z2
L
Un3 eiqzL Un3 eiqzL Un2+ e
ik
+
z2
L Un2
−
eik
−
z2
L Un2+ e
−ik
+
z2
L Un2
−
e−ik
−
z2
L
Vn3 e
iqzL −Vn3 e
iqzL V +n2 e
ik
+
z2
L V −n2 e
ik
−
z2
L −V +n2 e
−ik
+
z2
L −V −n2 e
−ik
−
z2
L

(2.185)
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Si nous continuons de suivre la même philosophie de simpliﬁcation des matrices
que dans la section 2.4.1 précédente, nous pouvons eﬀectuer une opération sur les
deux premières lignes qui revient à reprendre l’équation 2.116 en z = L1 soit :
δµn2(t, r)U
p
1 − δµ
p
2(t, r)U
n
1 = 0 en z = L1 (2.186)
Nous trouvons donc :
Γ2 =

Un1 eikz1L1 Un1 e−ikz1L1 Un2+ e
ik
+
z22
L1 Un2
−
eik
−
z2
L1 Un2+ e
−ik
+
z2
L1 Un2
−
e−ik
−
z2
L1
0 0 Υ+ e
ik
+
z2
L1 Υ− e
ik
−
z2
L1 Υ+ e
−ik
+
z2
L1 Υ− e
−ik
−
z2
L1
Vn1 e
ikz1L1 −Vn1 e
−ikz1L1 V +n2, e
ik
+
z2
L1 V −n2 e
ik
−
z2
L1 −V +n2 e
−ik
+
z2
L1 −V −n2 e
−ik
−
z2
L1
0 0 Υ+ e
ik
+
z2
L Υ− e
ik
−
z2
L Υ+ e
−ik
+
z2
L Υ− e
−ik
−
z2
L
Un3 eiqzL Un3 eiqzL Un2+ e
ik
+
z2
L Un2
−
eik
−
z2
L Un2+ e
−ik
+
z2
L Un2
−
e−ik
−
z2
L
Vn3 e
iqzL −Vn3 e
iqzL V +n2 e
ik
+
z2
L V −n2 e
ik
−
z2
L −V +n2 e
−ik
+
z2
L −V −n2 e
−ik
−
z2
L

(2.187)
Enﬁn nous pouvons échanger la ligne une et la ligne deux aﬁn de la rendre
visuellement plus facile à comprendre et nous pouvons la réécrire sous la forme de
produits de matrices suivant :
Γ2 = Γ
′
2 × diag(e
ikz1L1 , e−ikz1L1 , eik
+
z2L1 , eik
−
z2L1 , e−ik
+
z2L1 , e−ik
−
z2L1) (2.188)
avec
Γ′2 =

0 0 Υ+ Υ− Υ+ Υ−
Un1 Un1 Un2+ U
n2
−
Un2+ U
n2
−
Vn1 −Vn1 V
+
n2 V
−
n2 −V
+
n2 −V
−
n2
0 0 Υ+e
ik
+
z2
L2 Υ−e
ik
−
z2
L2 Υ+e
−ik
+
z2
L2 Υ−e
−ik
−
z2
L2
η Un1e−ikz1L1 η Un1eikz1L1 Un2+ e
ik
+
z2
L2 Un2
−
eik
−
z2
L2 Un2+ e
−ik
+
z2
L2 Un2
−
e−ik
−
z2
L2
η Vn1e
−ikz1L1 −η Vn1e
ikz1L1 V +n2e
ik
+
z2
L2 V −n2e
ik
−
z2
L2 −V +n2e
−ik
+
z2
L2 −V −n2e
−ik
−
z2
L2

(2.189)
où nous avons remplacé eiqzL par η et les éléments portant l’étiquette 3 ont été
remplacé par ceux portant l’étiquette 1 en raison de la périodicité du milieu. Nous
en arrivons maintenant au point crucial de ce problème, en eﬀet d’après les pro-
priétés d’algèbre linéaire nous savons qu’il existe un vecteur (α1, β1, α
+
2 , α
−
2 , β
+
2 , β
−
2 )
non nul de l’équation 2.183 si et seulement si la le déterminant de la matrice Γ2
est nul. Sachant que le déterminant d’un produit de matrices est le produit des
déterminants des matrices, nous devons donc avoir :
det (Γ′2(ω,q)) = 0 (2.190)
Dans l’équation 2.190 nous avons précisé que Γ′2 est une fonction des variables
ω et q car c’est cette équation qui va déﬁnir la relation de dispersion que nous
cherchions. Ainsi les seuls modes hydrodynamiques ou phonons autorisés sont ceux
dont les variables ω et q vériﬁent la relation complexe établit par l’équation 2.190.
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Les autres conditions aux bords :
Les calculs pour obtenir les autres matrices Γ′ sont tout à fait similaires pour
chaque jeux de conditions aux bords. Nous ne ferons que donner ici les matrices
sans détailler les calculs.
Pour le jeu de conditions aux bords numéro 1 nous aurons :
Γ′1(ω,q) =

0 0 dV +np dV
−
np −dV
+
np −dV
−
np
Vn1 −Vn1 V
+
n2 V
−
n2 −V
+
n2 −V
−
n2
P1 P1 P2+ P2− P2+ P2−
0 0 dV +npe
ik
+
z2
L2 dV −npe
ik
−
z2
L2 −dV +npe
−ik
+
z2
L2 −dV −npe
−ik
−
z2
L2
η Vn1e
−ikz1L1 −η Vn1e
ikz1L1 V +n2e
ik
+
z2
L2 V −n2e
ik
−
z2
L2 −V +n2e
−ik
+
z2
L2 −V −n2e
−ik
−
z2
L2
η P1e
−ikz1L1 η P1e
ikz1L1 P2+e
ik
+
z2
L2 P2−e
ik
−
z2
L2 P2+e
−ik
+
z2
L2 P2−e
−ik
−
z2
L2

(2.191)
Pour le jeu de conditions aux bords numéro 3 nous aurons :
Γ′3(ω,q) =

0 0 dV +np dV
−
np −dV
+
np −dV
−
np
Vn1 −Vn1 V
+
n2 V
−
n2 −V
+
n2 −V
−
n2
Un1 Un1 Un2+ U
n2
−
Un2+ U
n2
−
0 0 dV +npe
ik
+
z2
L2 dV −npe
ik
−
z2
L2 −dV +npe
−ik
+
z2
L2 −dV −npe
−ik
−
z2
L2
η Vn1e
−ikz1L1 −η Vn1e
ikz1L1 V +n2e
ik
+
z2
L2 V −n2e
ik
−
z2
L2 −V +n2e
−ik
+
z2
L2 −V −n2e
−ik
−
z2
L2
η Un1e−ikz1L1 η Un1eikz1L1 Un2+ e
ik
+
z2
L2 Un2
−
eik
−
z2
L2 Un2+ e
−ik
+
z2
L2 Un2
−
e−ik
−
z2
L2

(2.192)
Et enﬁn pour le jeu de conditions aux bords numéro 4 nous aurons :
Γ′4(ω,q) =

0 0 Υ+ Υ− Υ+ Υ−
Un1 Un1 Un2+ U
n2
−
Un2+ U
n2
−
nV1 −nV1 nV
+
2 nV
−
2 −nV
+
2 −nV
−
2
0 0 Υ+e
ik
+
z2
L2 Υ−e
ik
−
z2
L2 Υ+e
−ik
+
z2
L2 Υ−e
−ik
−
z2
L2
η Un1e−ikz1L1 η Un1eikz1L1 Un2+ e
ik
+
z2
L2 Un2
−
eik
−
z2
L2 Un2+ e
−ik
+
z2
L2 Un2
−
e−ik
−
z2
L2
η nV1e
−ikz1L1 −η nV1e
ikz1L1 nV +2 e
ik
+
z2
L2 nV −2 e
ik
−
z2
L2 −nV +2 e
−ik
+
z2
L2 −nV −2 e
−ik
−
z2
L2

(2.193)
De manière générale la matrice Γ′ s’écrira sous la forme :
Γ′ =

0 0 Γ13 Γ14 Γ13 Γ14
Γ21 Γ21 Γ23 Γ24 Γ23 Γ24
Γ31 −Γ31 Γ33 Γ34 −Γ33 −Γ34
0 0 Γ13 e
ik+z2L2 Γ14 e
ik−z2L2 Γ13 e
−ik+z2L2 Γ14 e
−ik−z2L2
ηΓ21 e
−ikz1L1 ηΓ21 e
ikz1L1 Γ23 e
ik+z2L2 Γ24 e
ik−z2L2 Γ23 e
−ik+z2L2 Γ24 e
−ik−z2L2
ηΓ31 e
−ikz1L1 −ηΓ31 e
ikz1L1 Γ33 e
ik+z2L2 Γ34 e
ik−z2L2 −Γ33 e
−ik+z2L2 −Γ34 e
−ik−z2L2

(2.194)
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Un programme de calcul formel tel que Mathematica R© nous permettra de
trouver une expression formelle du déterminant de Γ′. En eﬀet il se trouve que
l’expression de se déterminant est relativement simple et nous permettra d’obtenir
des solutions exactes de notre problème sans utiliser d’algorithmes calculant le
déterminant d’une matrice 6 × 6. Ainsi nous exprimerons ce déterminant comme
un polynôme en la variable η = eiqzL qui se révèle être du second degré comme
suit :
det(Γ′) =
[
Aη +B(1 + η2)
]
e−i(kz1L1+(k
+
z2+k
−
z2)L2) (2.195)
avec
A = A1 + A2 + A3 + A4 + A5 (2.196)
et
B = B1 +B2 (2.197)
En détail nous avons :
A1 = 8e
i(k+z2+k
−
z2)L2
[
1− ei2kz1L1
]
Γ13Γ14Γ
2
21Γ33Γ34 (2.198)
A2 =
(
e2i(k
+
z2+k
−
z2)L2 − e2ikz1L1
) [
Γ14Γ23Γ21 − Γ13Γ24Γ21 − Γ14Γ21Γ33 + Γ13Γ21Γ34
]2
(2.199)
A3 =
(
e2i(kz1L1+k
+
z2L2) − e2ik
−
z2L2
) [
Γ14Γ23Γ21−Γ13Γ24Γ21+Γ14Γ21Γ33+Γ13Γ21Γ34
]2
(2.200)
A4 =
(
e2i(kz1L1+k
−
z2L2) − e2ik
+
z2L2
) [
Γ14(Γ23Γ21 − Γ21Γ33)− Γ13(Γ24Γ21 + Γ21Γ34)
]2
(2.201)
A5 =
(
1− e2i(kz1L1+(k
+
z2+k
−
z2)L2)
) [
Γ14(Γ23Γ21 + Γ21Γ33)− Γ13(Γ24Γ21 + Γ21Γ34)
]2
(2.202)
B1 = 4e
i(kz1L1+k
+
z2L2)
(
e2ik
−
z2L2) − 1
) [
Γ14Γ23 − Γ13Γ24
]
Γ14Γ21Γ21Γ33 (2.203)
B2 = 4e
i(kz1L1+k
−
z2L2)
(
e2ik
+
z2L2 − 1
) [
Γ13Γ24 − Γ14Γ23
]
Γ13Γ21Γ21Γ34 (2.204)
Nous avons maintenant tous les éléments pour eﬀectuer la résolution numérique
de ces équations et ainsi tracer, puis analyser, les spectres d’excitations que nous
obtiendrons. Il suﬃra de remplacer les éléments Γij par ceux correspondants aux
conditions aux bords que nous aurons choisi.
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Chapitre 3
Interprétation physique et
exploitation des spectres
d’excitations
« Ce n’est donc point dans les impressions que réside la science,
mais dans le raisonnement sur les impressions ; car c’est par cette voie,
semble-t-il, qu’on peut atteindre l’essence et la vérité, tandis qu’on ne
le peut par l’autre voie. »
Platon, Théétète (∼ 394 av J.C.)
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Cette partie va en quelque sorte concrétiser le modèle théorique que nous avons
développé précédemment. En eﬀet nous allons montrer ici les résultats issus de la
résolution numérique de ces équations dans les conditions qui nous intéressent.
Nous tenterons d’interpréter ces résultats sur un plan physique et nous verrons
par la suite comment nous allons les exploiter pour en déduire certaines proprié-
tés thermiques des étoiles à neutrons, telle que la chaleur spéciﬁque. Ce sont ces
résultats qui ont été en partie publiés dans notre article [38].
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3.1 Spectres d’excitations dans les « lasagnes »
3.1.1 Description d’un spectre d’excitation
Pour commencer cette partie concernant les résultats numériques et leur inter-
prétation physique nous allons utiliser un exemple en particulier de « lasagne ».
Nous prendrons les valeurs de cet exemple dans les résultats obtenus par Avan-
cini et ses collaborateurs que nous a donnés Constança Da Providencia [6]. Il
faut entre autre que ces valeurs soient calculées dans les conditions de tempéra-
ture nulle et pour des proportions de neutrons, protons et électrons correspondant
à l’équilibre β. L’une des interactions qui permet d’avoir des « lasagnes » dans
ces conditions est de type RMF présentée dans la sous-section 1.3.2 et dénommée
DDHδ. Avec cette interaction nous trouvons que les « lasagnes » apparaissent dans
ces conditions pour des densités baryoniques comprises entre nB = 0.0769 fm
−3 et
nB = 0.0840 fm
−3. Nous choisirons notre exemple pour une densité intermédiaire
nB = 0.0800 fm
−3 dont les caractéristiques sont données dans le tableau suivant
3.1. C’est par ailleurs, ce même exemple qui a été utilisé dans notre article [38]
et dont nous avons suivi le formalisme ici. Nous allons choisir aussi de développer
cette première partie en nous fondant sur le jeu de conditions aux bords numéro
1.
Tab. 3.1: Tableau regroupant les caractéristiques d’une structure en « lasagne »
à densité baryonique nB = 0.0800 fm
−3 avec les vitesses du son calculées pour
l’interaction DDHδ, Avancini et al.[6] .
Paramètre Unité Plaque 1 Plaque 2 Total
L (fm) 9.39748 7.38308 16.78056
nB (fm
−3) 0.0701094 0.0925891 0.0800000
nn (fm
−3) 0.0701094 0.0884529 0.0781802
np (fm
−3) 0 0.0041362 0.0018198
Yp = np/nB 0 0.0446728 0.0227481
u ou u+ (c) 0.0641296 0.0384072
u− (c) 0.1453740
Mais avant de présenter les spectres d’excitations complets pour cet exemple,
une petite étude « mathématique » s’impose aﬁn de vériﬁer que nous avons des
résultats cohérents physiquement et respectant les conditions imposées.
La recherche d’un mode collectif ou phonon consiste à chercher les valeurs
de ω et q qui annulent le déterminant de la matrice Γ′ donnée dans la sous-
section 2.4.2 du chapitre précédent. Pour déterminer les spectres d’excitations
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nous cherchons ainsi les valeurs de la fréquence ω sur un intervalle donné qui
annulent cette matrice en fonction de l’impulsion q que nous ferons varier. Ainsi
nous obtenons les valeurs pour lesquelles cette matrice admets comme valeur propre
zéro. Il existe de nombreuses méthodes pour rechercher les « zéros » d’une fonction
à plusieurs variables et nous allons détailler ici comment nous avons procédé. Dans
notre cas pour une valeur donnée de q nous testons les changements de signes
des parties réelles et imaginaires du déterminant sur un échantillon régulier de
l’intervalle de fréquence donné, puis nous déterminons précisément les valeurs de
ω qui annulent ce déterminant à l’aide d’une méthode de la sécante. Notre étude
« mathématique » des résultats consiste ainsi à prendre une solution (ω,q) et de
regarder comment évolue spatialement une perturbation associé à cette solution.
Pour cela il suﬃt de déﬁnir, par exemple, une onde en pression dans la plaque
1, de la normer, c’est-à-dire que nous prenons α1 et β1 tels que
√
α21 + β
2
1 = 1
et d’observer ce qu’elle devient après avoir traversée deux plaques à l’aide des
matrices de transmissions déﬁnies dans la section propagation des modes 2.4.1.
Pour illustrer ceci nous prendrons exemple sur la solution correspondant à une
fréquence ~ω = 4.5 MeV et un vecteur d’onde q = (0, 0, qz = 0.126625 fm
−1).
-1.5
-1
-0.5
 0
 0.5
 1
 1.5
 0  5  10  15  20  25
δ P
/δ
 
P 1
(z=
0)
 z (fm) 
−h ω = 4.5 MeV  et qz= 0.126625 fm-1
δP1/δP1(0)δP2/δP1(0)δP3/δP1(0)
Fig. 3.1: Partie réelle de la variation de la perturbation en pression en fonction de la
position z dans les plaques pour ~ω = 4.5 MeV et q = (0, 0, qz = 0.126625 fm−1).
Les barres verticales représentent les séparations entres plaques à densité nB =
0.0800 fm−3.
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Sur la ﬁgure 3.1 nous constatons que ce mode correspond à une oscillation non
triviale de la perturbation en pression à travers les plaques. Ce qui montre que
ces modes sont loin d’être de simples modes sonores sinusoïdaux pour la matière
homogène. Nous remarquerons aussi que cette perturbation en pression est conti-
nue lors du passage d’une phase à l’autre, respectant la contrainte sur la pression
que nous nous étions ﬁxée. Alors que la variation de la perturbation en potentiel
chimique des neutrons, sur la ﬁgure 3.2, n’est pas continue aux interfaces.
-1
-0.5
 0
 0.5
 1
 0  5  10  15  20  25
δµ
n
/δ
µ1
n
(z=
0)
 z (fm) 
−h ω = 4.5 MeV  et qz= 0.126625 fm-1
δµ1n/δµ1n(0)
δµ2n/δµ1n(0)
δµ3n/δµ1n(0)
Fig. 3.2: Partie réelle de la variation de la perturbation en potentiel chimique
des neutrons en fonction de la position z dans les plaques pour ~ω = 4.5 MeV et
q = (0, 0, qz = 0.126625 fm−1). Les barres verticales représentent les séparations
entres plaques.
Maintenant il ne nous reste plus qu’à faire varier ω et q pour voir ce que
donnent ces spectres d’excitations. Pour commencer nous prendrons un angle de
propagation des modes qui est nul, ce qui correspond a prendre q|| = 0, aﬁn de
bien comprendre ce qu’il se passe dans le cas le plus simple.
Sur la ﬁgure 3.3 nous avons tracé en trait continu le spectre d’excitation issu
de la relation de dispersion équation 2.190 pour des modes se propageant selon
l’axe z dans des « lasagnes » à densité baryonique nB = 0.08 fm
−3. Nous l’avons
tracé pour un intervalle d’énergie allant jusqu’à 6.2 MeV alors qu’au dessus de
1 MeV nous avons déjà dépassé la limite de validité de notre modèle et que des
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Fig. 3.3: Spectre d’excitation pour des modes se propageant selon l’axe z dans
les « lasagnes » à densité baryonique nB = 0.0800 fm
−3. La droite en pointillés
représente la relation de dispersion ω = usq.
énergies aussi hautes n’ont pas d’eﬀets mesurables sur les propriétés thermiques
qui nous intéressent. Mais nous avons fait ce choix car au-dessus de 2 Mev ces
spectres d’excitations nous montrent des propriétés tout à fait intéressantes. Par
ailleurs nous avons limité notre intervalle d’impulsion à la zone de Brillouin (
−pi/L 6 qz 6 pi/L) comme il est préconisé de le faire dans l’étude des milieux
périodiques. Cette restriction élimine l’incertitude que nous avons sur l’impulsion
du mode et donc sa longueur d’onde pour une fréquence donnée [20]. Nous nous
sommes même restreint à sa partie positive puisque le spectre est complètement
symétrique par rapport à l’axe déﬁnie par qz = 0.
Ainsi pour entrer un peu plus en détail dans cette description, nous pouvons
remarquer que le spectre se décompose en deux parties bien distinctes qui sont
caractéristiques des milieux périodiques. La première partie, dénommée branche
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acoustique, correspond à la partie qui démarre à une énergie nulle. Elle a été
appelée ainsi en raison des énergies auxquelles elle correspondait dans l’étude de
certains réseaux atomiques.
Cette branche acoustique va jouer un rôle capital dans la suite de l’étude et
notamment pour le calcul des propriétés thermiques. La quantité qui permet de
la caractériser est sa pente à l’origine car elle a un comportement quasi-linéaire
à basse énergie. Cette pente nous donne la vitesse du son dans ce milieu et vaux
ufit = 0.072304 c dans notre exemple ﬁgure 3.3. Il est intéressant de remarquer que
cette valeur est conforme au vitesses du son que l’on peut trouver dans une matière
nucléaire homogène ayant cette densité moyenne et cette proportion de protons,
en particulier le mode sonore qui reste dans ces conditions est isovectoriel avec une
vitesse du son um− = 0.115867 c. Nous pouvons en particulier approfondir cette
description en reprenant la déﬁnition de base de la vitesse du son suivante :
u2s =
1
m
∂P
∂nB
∣∣∣∣
Yp
(3.1)
où nB correspond à la densité moyenne de notre milieu.
Il suﬃt maintenant de prendre une cellule de Wigner-Seitz de longueur L cor-
respondant à une « lasagne » et de regarder comment elle se comporte lors d’une
contraction ou d’une dilatation entraînant un changement de taille δL selon l’axe
z. Si nous considérons une section de surface de notre cellule parallèle aux plaques,
d’aire S quelconque, nous pouvons lui associer le volume V = L · S. Ainsi lors de
ce changement de taille de la cellule, le nombre de particules N dans ce volume de
cellule reste constant ainsi que l’aire S étant donné que nous considérons seulement
des déplacements selon z. Nous avons de ce fait :
δL =
δV
S
=
N
S
δ
(
V
N
)
(3.2)
Or, par déﬁnition, la densité baryonique moyenne dans cette cellule s’écrit nB =
N/V . Nous trouvons donc que :
δL = L nB δ
(
1
nB
)
= −
L
nB
δnB (3.3)
C’est ici que la pression intervient puisque nous la relions au changement de
densité avec l’équation suivante :
δP =
∂P
∂nB
∣∣∣∣
Yp
δnB (3.4)
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Nous trouvons donc ﬁnalement que le changement de taille est relié à la pression
de la manière suivante :
δL = −
L
nB
∂P
∂nB
∣∣∣∣
Yp
δP (3.5)
Nous allons maintenant prendre en compte le fait que notre cellule est en réalité
composée de deux phases distinctes de tailles L1 et L2 comme nous l’avions posé.
Ainsi nous obtenons que δL = δL1+δL2, mais d’après les conditions aux bords
du jeux numéro 1, nous trouvons que δP = δP1 = δP2. De cette manière, en
faisant le même raisonnement sur le changement de taille que précédemment dans
chacune des phases nous trouvons la relation suivante :
L
nBu2s
=
L1
nB1u2s1
+
L2
nB2u2s2
(3.6)
en prenant soin d’avoir déﬁni pour chaque phase i = 1, 2 la vitesse suivante :
u2si =
1
m
∂Pi
∂nBi
∣∣∣∣
Ypi
(3.7)
Notons que us1 = u1 par déﬁnition de la vitesse du son dans la matière de
neutrons pure (cf. equation 2.19). Alors que us2 est diﬀérente des vitesses u±
calculées précédemment. Pour notre exemple, nous avons en particulier us1 =
0.06413 c et us2 = 0.104506 c, ainsi nous obtenons us = 0.072511 c, ce qui est très
proche de la pente à l’origine calculée sur le spectre d’excitation ﬁgure 3.3. C’est
cette relation de dispersion linéaire, ω = usq, que nous avons tracée sur cette
ﬁgure aﬁn de montrer à quel point cette relation suit bien la tendance du spectre
d’excitation.
Après avoir présenté l’essentiel en substance de la branche acoustique nous
allons passer aux autres branches. Ces parties du spectre ont été regroupées sous
le nom de branches optiques. Ce nom a été choisi parce qu’elles faisaient intervenir
des énergies de types ondes infra-rouges dans l’étude de certains réseaux cristallins.
Le point important à noter pour ces branches est qu’elles débutent avec une énergie
non nulle alors que l’impulsion est nulle. Dans notre cas, la première branche
optique commence à 3.444 MeV, ce qui est bien trop important pour la validité
de notre modèle et de toute façon elles n’aurons pas d’eﬀets sur les propriétés
thermiques à des températures raisonnables de l’ordre de 109 K.
Nous pourrons remarquer que certaines branches optiques sont relativement
horizontales. Cette horizontalité est due au fait que certaines fréquences sont in-
terdites puisqu’elles annulent la quantité APdV déﬁnit dans la section propagation
des modes à l’équation 2.146. En eﬀet, dans cette section nous avions vu que si
nous avons APdV = 0 alors il n’y a pas de transmission du mode d’une plaque à
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de la fréquence ~ω comprise entre 0 et 6.5 MeV. Ces expressions sont exprimées
dans des unités arbitraires. Les barres verticales indiquent les fréquences interdites.
l’autre. Ainsi le spectre étant « bloqué » par cette coupure il s’aplatit. Si nous nous
rappelons que la quantité APdV est déﬁnie par l’équation :
APdV = i
(
P2+ dV
−
np sin(k
−
z2L2)− P2− dV
+
np sin(k
+
z2L2)
)
(3.8)
nous pourrons retrouver ces points d’annulation en regardant l’intersection des
courbes représentant P2+ dV −np sin(k
−
z2L2) et P2− dV
+
np sin(k
+
z2L2) en fonction de la
fréquence ω. Nous pourrons constater sur la ﬁgure 3.4 que ces points d’intersec-
tions correspondent bien aux énergies pour lesquelles les branches optiques sont
relativement horizontales.
Nous pourrons citer Brillouin et Parodi qui nous en donnent une belle descrip-
tion des branches acoustiques et optiques dans leur ouvrage Propagation des ondes
dans les milieux périodiques [20] :
«En général, la branche issue de l’origine est appelée branche acous-
tique ; elle correspond à un mouvement des particules tel que dans
chaque petite section du réseau, à un instant donné, toutes les masses
se meuvent dans la même direction. Les autres branches sont appelées
branches optiques ; elles correspondent à un mouvement dans lequel, à
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un instant donné, un ou plusieurs types de particules se meuvent dans
un sens, les autres types se déplaçant en sens contraire.»
3.1.2 Dépendance du spectre à l’angle de propagation
Il nous reste maintenant à examiner comment se comporte le spectre d’excita-
tion pour des angles de propagation non nuls. Un tel spectre s’obtient en cherchant
les points d’intersections entre la courbe représentant l’ensemble des solutions (q||,
qz) de det(Γ′2) = 0 à une fréquence ω ﬁxée et la droite |q||| ≡ q|| = tan(θ) qz, où θ
désigne l’angle de propagation par rapport aux plaques. Sachant que nous avons
ramené notre espace des impulsions à deux dimensions puisque qx et qy jouent
strictement le même rôle et sont représentés par q||.
Sur la ﬁgure 3.5 est représenté l’ensemble des points (q||, qz) solutions de
det(Γ′2) = 0, ils forment l’ensemble des modes autorisés à la fréquence ~ω = 1
MeV. Nous avons tracé aussi la droite d’équation q|| = tan(θ) qz pour θ = pi/4.
Nous remarquerons sur cette ﬁgure qu’il existe deux points d’intersections pour
q|| > 0, ~ω = 1MeV et θ 6= 0. Le premier, sur la courbe rouge au centre, appartient
à une courbe de forme elliptique et sera associé à la branche acoustique dont
nous venons de parler. Le second point d’intersection appartient quant à lui à une
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courbe, ici en bleue, proche d’une droite où l’impulsion q|| est constante. Nous allons
voir que cette seconde solution va décrire un nouveau phénomène intéressant qui
n’existe que pour θ 6= 0et qui va jouer un rôle pour les propriétés thermiques plus
important encore que la branche acoustique précédente. Puisque cette solution va
fournir une seconde branche acoustique au spectre à relativement « basse » énergie.
Après cette première étude de la dépendance à l’angle des modes hydrodyna-
miques à ω ﬁxé, nous allons maintenant regarder le spectre complet pour diﬀérents
angles θ. Ces courbes correspondront à l’intersection dans l’espace à trois dimen-
sions (ω, q||, qz) des solutions de det(Γ′2) = 0 avec le plan q|| = tan(θ) qz.
Sur la ﬁgure 3.6 sont représentés plusieurs spectres d’excitations pour des angles
de propagation par rapport aux plaques de θ = 0, θ = pi/8, θ = pi/4 et θ = pi/2.
Pour des angles compris entre 0 < θ < pi/2 les modes d’excitations sont associés à
des mouvements de particules à la fois parallèles et perpendiculaires aux plaques.
Nous constatons que le mode acoustique précédent voit sa pente us augmenter
passant de 0.072 c environ pour θ = 0 à 0.085 c pour θ = pi/2.
Nous conﬁrmons l’apparition de cette seconde branche acoustique en pointillés
(bleues) que nous avions présagée précédemment. Elle n’a d’existence que pour des
angles non nuls et prend approximativement la forme d’une relation de dispersion
de type :
ω = u′sq|| = u
′
sq sin(θ) (3.9)
Cette seconde vitesse du son, u′s varie de 0.0409 c pour θ = pi/2 à 0.05069 c pour
θ → 0 ( qz À q||), validant sa nécessaire prise en compte pour les propriétés
thermiques de la croûte interne. Nous pourrions associer cette seconde branche à
un mode de Goldstone puisque pour θ = 0 nous avons une symétrie de rotation
autour d’une axe perpendiculaire aux plaques, qui dans ce cas est associée à un
mode d’énergie nulle, alors que pour θ 6= 0 cette symétrie est brisée, laissant place
à un mode de faible énergie non nulle.
Sur la ﬁgure 3.5 nous avions vu que ce mode est relativement indépendant de
qz et l’étude des spectres sur la ﬁgure 3.6 nous le conﬁrme notamment au regard
de l’équation 3.9. Ainsi, sachant que q|| représente les mouvements parallèles aux
plaques, nous pouvons associer ce mode d’excitation à une combinaison complexe
de mouvements des protons et des neutrons parallèle aux plaques qui est quasiment
indépendant des mouvements le long de l’axe z. En résumé nous pouvons dire que
ce mode est donc purement lié à la géométrie en plaques de nos structures.
Dans la ﬁgure 3.6 nous nous sommes restreints à des valeurs de q inférieures à
0.35 fm−1 car au-delà le spectre devient quasiment une somme de droites parallèles
ayant des énergies bien supérieures à toute limite raisonnable pour notre étude.
Il nous reste à déterminer quel est le degré de dépendance aux conditions aux
bords de ces résultats très prometteurs.
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Fig. 3.6: Spectres d’excitations se propageant dans les « lasagnes » avec des angles
θ = 0 en (a), θ = pi/8 en (b), θ = pi/4 en (c), θ = pi/2 en (d).
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3.1.3 Étude comparative des spectres d’excitations selon les
conditions aux bords
Pour le même exemple de « lasagne » donné dans le tableau 3.1, nous allons
étudier les spectres d’excitations ainsi que leur dépendance à l’angle de propagation
pour plusieurs conditions aux bords.
Conditions aux bords 2 :
Le premier jeu de conditions aux bords que nous allons tester est celui numéro
2 donné dans l’équation 2.78.
Sur la ﬁgure suivante 3.7 nous avons présenté le spectre d’excitations pour les
quatre angles de propagations (θ = 0,
pi
8
,
pi
4
,
pi
2
). Nous remarquons ici que seule une
branche optique apparaît entre 3 MeV et 6.5 MeV qui se sépare en deux branches
pour de grand angles comme le montre la ﬁgure 3.7 (d) en θ = pi/2. Cette ﬁgure
nous montre qu’il n’existe aucun mode possible dans ces « lasagnes » pour des
fréquences inférieures à 3 MeV environ. Ces résultats sont en quelque sorte intéres-
sants pour deux raisons. Premièrement, ces conditions aux bords nous montrent
que ce type d’excitations dans ce cas sont inexistantes puisque par principe le
premier mode pour des excitations collectives devrait être un mode acoustique.
Deuxièmement, nous voyons ici clairement que les spectres d’excitations sont très
dépendant des conditions aux bords puisque nous passons d’une forme habituelle
de spectres dans des milieux périodiques à une absence totale de modes d’excita-
tions en changeant les conditions aux bords.
Il se pourrait que le problème dans ce cas soit mal posé en terme d’équations
ou de résolution numérique, mais l’ensemble des vériﬁcations faites jusqu’à présent
tend à montrer que ce sont bien ces résultats que nous devons obtenir. Pour le
moment il ne nous est pas encore possible de tirer des conclusions détaillées sur
les raisons de cette absence d’excitations. Nous pourrions éventuellement supposer
que ce phénomène ne prend pas son origine dans la condition de continuité de
la vitesse des neutrons puisqu’elle est commune aux deux jeux de conditions que
nous avons utilisé jusqu’à présent. Il nous faut donc eﬀectuer plusieurs tests avec
d’autres conditions aux bords pour identiﬁer les phénomènes physiques pertinents
dans chaque spectres.
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Fig. 3.7: Spectres d’excitations pour le jeu de conditions aux bords numéro 2 et
se propageant dans les « lasagnes » avec des angles θ = 0 en (a), θ = pi/8 en (b),
θ = pi/4 en (c), θ = pi/2 en (d).
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Conditions aux bords 3 :
Il est intéressant de voir que pour le jeu de conditions aux bords numéro 3
nous retrouvons la forme des premier spectres décrits précédemment. La pente
à l’origine de la branche acoustique est légèrement supérieure à celles du jeux
de conditions numéro 1 et vaux ufit = 0.076325 c. En faisant un raisonnement
similaire au premier cas pour trouver analytiquement cette pente, nous obtenons
ici avec la continuité du potentiel chimique des neutrons la pente us suivante :
L
u2s
=
L1
u2s1
+
L2
u2s2
(3.10)
Nous aurons au préalable relié le changement de densité au changement de potentiel
chimique de la manière suivante :
δµn =
∂µn
∂nB
∣∣∣∣
Yp
δnB (3.11)
Ainsi en reprenant les valeurs précédentes de u1 et us2 nous trouvons us = 0.077263 c,
qui là aussi s’ajuste bien au spectre. Nous avons tracé en pointillés sur la ﬁgure 3.8
en (a) la dispersion linéaire associé à us. Ensuite nous pouvons observer que ce jeu
de conditions aux bords donne plus d’importance à la seconde branche acoustique
puisque sa pente est plus petite dans ce cas en variant de u′s = 0.04 c en θ = 0 à
u′s = 0.047 c en θ = pi/2.
Le point remarquable ici est qu’au regard des combinaisons de conditions aux
bords que nous avons posées depuis le début, nous pourrions conclure que la condi-
tion qui parasite le plus le spectre serait l’une des seules que nous avons posée dans
le jeu numéro 2. C’est-à-dire celle qui autorise d’avoir deux surfaces distinctes dé-
ﬁnies par les protons et par les neutrons. En eﬀet nous avions déjà évoqué pré-
cédemment que cette hypothèse pouvait poser problème et il semble que ce soit
vériﬁé ici. Mais nous pouvons remarquer aussi que la condition de continuité du
potentiel chimique des protons imposée uniquement dans le jeu numéro 2 a un
eﬀet tout aussi important dans la mesure où la condition de continuité de la pres-
sion ou du potentiel chimique des neutrons sont quasi identiques étant donné que
nB ≈ nn1 ≈ nn2. Aﬁn d’éliminer cette incertitude sur le rôle qu’ont les condi-
tions aux bords sur les spectres d’excitations, nous allons tracer les spectres pour
le même jeux de conditions numéro 3 mais cette fois-ci en gardant continue le
potentiel chimique des protons plutôt que celui des neutrons.
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Fig. 3.8: Spectres d’excitations pour le jeu de conditions aux bords numéro 3 et
se propageant dans les « lasagnes » avec des angles θ = 0 en (a), θ = pi/8 en (b),
θ = pi/4 en (c), θ = pi/2 en (d).
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Conditions aux bords 3bis :
Dans ce paragraphe nous avons utilisé les mêmes conditions aux bords que pré-
cédemment mais cette fois-ci nous avons choisi garder continu le potentiel chimique
des protons, soit :
[µp] = 0 (3.12)
Sur la ﬁgure 3.9 sont représentés les spectres d’excitations pour ce nouveaux
jeux de conditions aux bords avec des angles de propagation θ = 0 et θ = pi/4 .
Nous pourrons constater que ces conditions donnent des spectres assez diﬀérents
de ceux obtenus juste avant, notamment nous pouvons remarquer l’augmentation
importante de la pente lorsque l’angle de propagation augmente, ainsi que le com-
portement étrange des divers branches sur la partie haute en energie, qui pourrait
être associé à une forme d’instabilité du mode ou de fortes atténuations.
Cette observation nous montre que la continuité du potentiel chimique des
protons aﬀecte particulièrement la forme du spectre. Toutefois, cette condition
aux bords ne suﬃt pas pour faire disparaitre les branches acoustiques comme avec
le jeu de conditions aux bords numéro 2. Ainsi nous aurions tendance à dire que
c’est la combinaison des deux conditions aux bords les moins réalistes telles que la
continuité du potentiel chimique ainsi que le dédoublement des surfaces, qui nous
donnent ces résultats peu probants. Pour cela nous allons étudier un dernier jeux
de conditions aux bords pour faire le tour de la question sur l’eﬀet de celles-ci dans
la forme des spectres.
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Fig. 3.9: Spectres d’excitations pour le jeu de conditions aux bords numéro 3bis
et se propageant dans les « lasagnes » des angles θ = 0 à gauche, θ = pi/4 à droite.
Conditions aux bords 4 :
Pour ce jeu de conditions aux bords nous observons que les spectres d’exci-
tations sont sensiblement similaire à ceux obtenus avec le jeu 2. Là aussi, nous
notons l’absence de branche acoustique et la première branche optique démarre à
environ 3.2 MeV. Ces spectres ne sont donc pas réalistes. Le passage des neutrons
d’une phase à l’autre était déjà exclu, ces spectres nous le conﬁrmeny une fois de
plus.
En conclusion de cette étude seuls les jeux de conditions aux bords numéro 1
et numéro 3 ont donné des résultats tout à fait satisfaisants. Le dédoublement des
surfaces liées chacune à un constituant, la continuité du potentiel chimique des
protons, ainsi que le passage des neutrons d’une phase à l’autre, qui revient aussi à
une forme d’indétermination sur la surface décrite par les neutrons, sont les causes
principales de la déformation des spectres les rendant irréalistes. Si un jour nous
devions être amenés à voir que cette forme d’excitation de la matière ne correspond
pas aux observations, peut être que nous devrions revoir notre description de ce
modèle et que nous choisirions une autre de ces conditions aux bords pour satisfaire
les observations. Pour le moment et par la suite de cette étude, nous allons garder
uniquement les conditions aux bords qui nous semblent les plus pertinentes, c’est-
à-dire celles qui sont dans le jeu numéro 1.
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Fig. 3.10: Spectres d’excitations pour le jeu de conditions aux bords numéro 4 et
se propageant dans les « lasagnes » avec des angles θ = 0 en (a) et θ = pi/4 en (b).
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3.1.4 Effet de l’entrainement sur les spectres
Après avoir exploré l’ensemble des conditions aux bords possibles, ainsi que
leurs eﬀets sur les spectres d’excitations, nous allons regarder plus en détails par
la suite d’autres paramètres qui entrent en compte dans notre modèle. Nous com-
mencerons par l’eﬀet que peut avoir l’entraînement sur les spectres d’excitations.
Pour cela nous annulerons ce dernier en établissant Knp = Kpn = 0, ce qui nous
conduit à poser Knn =
m
nn
et Kpp =
m
np
quand np 6= 0.
Tab. 3.2: Tableau regroupant les vitesses du son qui interviennent dans les « la-
sagnes » à densité baryonique nB = 0.0800 fm
−3 pour l’interaction DDHδ, Avancini
et al.[6] avec et sans entraînement.
Vitesse (c) Avec entraînement Sans entraînement
u1 0.0641296 0.0641088
u2+ 0.1453740 0.0354162
u2− 0.0384072 0.136901
us2 0.104506 0.104506
us 0.072511 0.072492
ufit 0.072304 0.072447
Dans le tableaux 3.2 nous donnons les diﬀérentes vitesses du son sans entraî-
nement dont nous avons besoin et celles avec entraînement en comparaison. Glo-
balement nous pouvons faire la remarque que ces vitesses sont quasi identiques,
seule une légère diminution lorsqu’on retire l’entraînement peut être notée. Ce qui
n’a rien d’étonnant puisque ce phénomène reste relativement faible dans la dy-
namique des particules. En dehors du calcul des vitesses du son, ce phénomène
prend part aussi lorsque l’on détermine les vitesses des particules en fonction des
perturbations en potentiels chimiques dans les équations 2.82 et 2.83, dans le but
d’appliquer les conditions aux bords. Par contre n’oublions pas que même sans
entraînement les protons et les neutrons restent couplés par l’interaction nucléaire
de manière générale et en particulier dans nos équations à travers le calcul des
potentiels chimiques.
Sur la ﬁgure 3.11 nous montrons les spectres d’excitations calculés sans entraî-
nement à partir du jeu de conditions aux bords numéro 1 et pour des angles de
propagation θ = 0 en (a) et θ = pi/4 en (b). Sur cette ﬁgure nous observons que
la pente à l’origine vaux ufit = 0.072447 c, ce qui est légèrement inférieur à celle
calculée sur la ﬁgure 3.3, tout comme la seconde branche acoustique a sa pente qui
varie entre u′s = 0.04 c et u
′
s = 0.085 c. Mais le spectre reste sensiblement ﬁdèle à ce
que nous avions déjà observé précédemment, laissant entendre, comme prévu, que
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Fig. 3.11: Spectre d’excitation pour des modes se propageant dans les « lasagnes »
à densité baryonique nB = 0.08 fm
−3 sans entraînement avec des angles θ = 0 en(a)
et θ = pi/4 en (b).
l’entraînement n’a pas d’eﬀet important sur les spectres d’excitations. En réalité
nous pourrions aller plus loin dans nos conclusions en aﬃrmant, qu’en dehors des
conditions aux bords, ce sont les vitesses du son qui semblent être des paramètres
essentiels.
3.1.5 Spectres d’excitations avec l’interaction SLy4
Nous allons nous intéresser maintenant à l’eﬀet produit par une changement
de catégorie d’interaction sur les spectres. Notamment à des ﬁns de vériﬁcation
de la robustesse de notre modèle mais aussi pour voir comment se comportent ces
spectres lorsque les paramètres liées à l’interaction changent. En eﬀet, prendre une
autre forme d’interaction va changer plusieurs paramètres telles que les vitesses du
son. Nous avions fait la remarque précédemment que les vitesses de propagation
jouaient un rôle très important dans notre modèle et nous allons le vériﬁer ici.
Normalement ces changements doivent êtres en rapport aux écarts perçus dans les
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vitesses du son entre la ﬁgure 2.2 (a) et 2.2 (b).
En premier lieu nous donnons dans le tableau 3.3, les vitesses du son qui inter-
viennent dans notre structure en « lasagne » à densité baryonique nB = 0.0800 fm
−3
calculées avec les deux interactions que nous avons utilisées. Nous pouvons dire
que ces deux interactions sont relativement cohérentes entres elles sauf que les
vitesses calculées par l’interaction de type SLy4 sont un peu supérieures à celles
pour l’interaction DDHδ, notamment dans la phase de neutrons pure.
Tab. 3.3: Tableau regroupant les vitesses du son qui interviennent dans les « la-
sagnes » à densité baryonique nB = 0.0800 fm
−3 avec les interactions SLy4 et
DDHδ.
Vitesse (c) Sly4 DDHδ
u1 0.102033 0.0641296
u2+ 0.0196573 0.0384072
u2− 0.156886 0.1453740
us2 0.114207 0.104506
us 0.10510 0.072511
ufit 0.10472 0.072304
Après cette petite introductions sur les vitesses du son, nous pouvons en arriver
à la description des spectres obtenus. Sur la ﬁgure 3.12 sont présentés les spectres
d’excitations calculés avec l’interaction Sly4 pour des angles de propagations θ = 0
en (a), θ = pi/8 en (b), θ = pi/4 en (c) et θ = pi/2 en (d). De prime abord, nous
serions tenté de dire que ces spectres sont assez diﬀérents, mais en réalité ils ont
de nombreux points communs. Le comportement du spectre en fonction de l’angle
de propagation est semblable à la ﬁgure 3.6 où nous voyons la seconde branche
acoustique apparaître pour des angles θ 6= 0. Cette branche voit sa pente varier de
u′s = 0.0011 c en θ = pi/2 à u
′
s = 0.010 c en θ → 0, ce qui est nettement plus faible
qu’avec l’interaction DDHδ.
Ce qui change ici, c’est la pente à l’origine qui vaux ici ufit = 0.10472 c et
qui s’ajuste bien avec la pente calculé à l’aide du modèle précédent équation 3.6
puisque us = 0.10510 c. Mais surtout le changement principal provient du fait que
les fréquences interdites sont plus petites pour cette interaction comme l’indique
la ﬁgure 3.13. En théorie sans ces coupures liées à la structuration de la matière
nous devrions avoir un spectre qui suit de près la relation de dispersion tracée en
pointillés. Mais à cause de ces coupures, le spectre vient se scinder en plusieurs
parties augmentant le nombre de branches optiques. Ici la première branche op-
tique intervient à plus faible énergie que pour l’interaction de type DDHδ. Pour
conclure sur cette interaction nous pourrions nous attendre à obtenir des proprié-
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tés thermiques similaires à ceux obtenus avec l’interaction DDHδ sachant qu’ici la
pente du premier mode acoustique est certes plus importante mais celle de second
mode acoustique vient compenser par sa nette infériorité.
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Fig. 3.12: Spectres d’excitations pour l’interaction de type SLy4 avec le jeu de
conditions aux bords numéro 1 et se propageant dans les « lasagnes » avec des
angles θ = 0 en (a), θ = pi/8 en (b), θ = pi/4 en (c), θ = pi/2 en (d).
142
-8
-6
-4
-2
 0
 2
 4
 6
 8
 10
 0  1  2  3  4  5  6
P 
dV
 si
n(k
z 
L 2
) (
10
-
5  
)
 
−h ω (MeV) 
P+ dV
-
 sin(kz- L2)
P
-
 dV+ sin(kz+ L2)
Fig. 3.13: Courbes traçant P2+ dV −np sin(k
−
z2L2) et P2− dV
+
np sin(k
+
z2L2) en fonction
de la fréquence ~ω comprise entre 0 et 6.5 MeV avec l’interaction de type SLy4.
Ces expressions sont exprimées dans des unités arbitraires. Les barres verticales
indiquent les fréquences interdites.
143
3.1.6 Extrapolation du modèle
Aﬁn d’envisager ce qui pourrait nous attendre à plus faible densité et donc
pour d’autres géométries nous allons extrapoler notre modèle en utilisant les ca-
ractéristiques d’un exemple de « spaghetti » et de « gnocchi ». C’est-à-dire que
nous prendrons les rayons de ces structures et nous les considérerons comme dé-
ﬁnissant les dimensions d’une structure en « lasagne ». L’inconvénient d’utiliser
un tel modèle pour d’autres géométries réside essentiellement dans l’aplatissement
des structures en 2D et 3D. En eﬀet la phase dense, devenant plate, va avoir beau-
coup trop d’importance en établissant une proportion de celle-ci beaucoup trop
élevée dans la cellule de Wigner-Seitz. Mais qu’à cela ne tienne, nous prendrons
malgré tout des ondes planes se propageant dans un des axes du réseau formé
par ces structures et nous interpréterons avec précaution ces spectres extrapolés.
Par contre nous ne ferons pas varier l’angle de propagation étant donné que les
conditions décrivant cette dépendance à l’angle sont tout à fait caractéristiques de
la géométrie de système.
Les « spaghetti » dans les conditions de température nulle et d’équilibre β
apparaissent avec l’interaction DDHδ pour des densités baryoniques comprises
entre nB = 0.0635 fm
−3 et nB = 0.0768 fm
−3. Nous prendrons notre exemple à une
densité intermédiaire nB = 0.0702 fm
−3 et dont les caractéristiques sont données
dans le tableau 3.4 suivant.
Tab. 3.4: Tableau regroupant les caractéristiques d’une structure en « spaghetti »
à densité baryonique nB = 0.0702 fm
−3 avec les vitesses du son calculées pour
l’interaction DDHδ, Avancini et al.[6]. Les distances indiquées sont les diamètres
des structures.
Paramètre Unité Plaque 1 Plaque 2 Total
L (fm) 11.36848 11.88232 23.2508
nB (fm
−3) 0.0606510 0.0972130 0.0702
nn (fm
−3) 0.0606510 0.09084322 0.06853639
np (fm
−3) 0 0.006369785 0.001663614
Yp = np/nB 0 0.0655240 0.0236982
u ou u+ (c) 0.0442766 0.0536615
u− (c) 0.160759
Nous prendrons un second exemple parmi les « gnocchi » qui apparaissent dans
les mêmes conditions avec la même interaction pour des densités baryoniques com-
prises entre nB = 0.0634 fm
−3 et nB = 0.0013 fm
−3. De la même manière nous
prendrons notre exemple à densité intermédiaire soit pour nB = 0.0324 fm
−3. Le
tableau 3.5 récapitule les caractéristiques de cette structure.
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Tab. 3.5: Tableau regroupant les caractéristiques d’une structure en « gnocchi »
à densité baryonique nB = 0.0324 fm
−3 avec les vitesses du son calculées pour
l’interaction DDHδ, Avancini et al.[6]. Les distances indiquées sont les diamètres
des structures.
Paramètre Unité Plaque 1 Plaque 2 Total
L (fm) 15.49368 17.78572 33.2794
nB (fm
−3) 0.109097 0.0237917 0.0324
nn (fm
−3) 0.109097 0.0209897 0.03110344
np (fm
−3) 0 0.00280197 0.001296561
Yp = np/nB 0 0.117771 0.0400173
u ou u+ (c) 0.0384556 0.0877463
u− (c) 0.191973
À partir de ces exemples que nous avons utilisés tels des « lasagnes », nous
avons obtenus les spectres suivant dans les ﬁgures 3.14b pour notre exemple de
« spaghetti » et 3.14c pour notre exemple de « gnocchi ». Et enﬁn comme référence
nous redonnons le spectre obtenu pour notre exemple de « lasagne » initiales ﬁgure
3.14a.
Il est remarquable de voir que ces spectres se ressemblent à l’échelle d’éner-
gie près. Nous constatons ainsi que les pentes à l’origine, ufit = 0.052548 c pour
l’exemple de « spaghetti » et ufit = 0.031881 c pour l’exemple de « gnocchi », ainsi
que les niveaux d’énergies de manière générales, diminuent avec la densité. Ceci
n’est pas très surprenant quand on sait que les vitesses du son dans la matière
nucléaire diminuent avec la densité. En tout cas, cette observation nous conﬁrme
que certainement les structures à faible densité jouent un rôle très important dans
les propriétés thermiques vis à vis de ces modes collectifs. Cette constatation est
plutôt rassurante puisqu’elle semble valider l’intérêt de développer, en terme de
résultats exploitables, un modèle adapté aux autres géométries même si de nom-
breuses complications peuvent changer l’ensemble des résultats montrés ici pour
les autres géométries.
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Fig. 3.14: Spectre d’excitation pour des modes se propageant selon l’axe z dans les
« lasagnes » à densité baryonique nB = 0.0800 fm
−3 en (a), dans les « spaghetti »
à densité baryonique nB = 0.0702 fm
−3 en (b) et dans les « gnocchi » à densité
baryonique nB = 0.0324 fm
−3 en (c).
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3.2 Thermodynamique des étoiles à neutrons
3.2.1 Contribution des modes hydrodynamiques à la densité
d’énergie thermique
Nous en arrivons maintenant à l’exploitation des résultats obtenus précédem-
ment. Plus exactement nous allons utiliser ces spectres d’excitations pour calculer
la chaleur spéciﬁque qui leur est associée à une température T . En eﬀet, à chaque
mode (ω,q) peut lui être associé un phonon dont le nombre sera déterminé par la
fonction de répartition qui leur correspond d’après leur nature. Cette introduction
de la température nécessite quelques précisions et rappels. En théorie une tempéra-
ture non nulle devrait aﬀecter plusieurs points de notre modèle. Les deux premiers
que nous avons déjà évoqués sont l’introduction d’un ﬂuide normal dans l’hydrody-
namique et la modiﬁcation des paramètres d’entrainements. Par ailleurs toutes les
fonctions de distributions qui entrent dans les calculs de paramètres, notamment
dans les potentiels chimiques, devraient être modiﬁées aussi. Mais comme nous
l’avons dit, nous sommes dans une relativement bonne approximation en nous pla-
çant à température nulle pour tout ce qui des calculs hydrodynamiques et donc des
spectres d’excitations. Nous n’oublions pas non plus qu’il faudrait aussi prendre
en compte les changements des caractéristiques des structures à température non
nulle. Mais là aussi ces changements sont mineurs tant que nous prendrons une
matière bien en dessous de la température critique, raison d’être de notre modèle
[101, 8].
Ces considérations faites le seul point ou cette température doit être prise en
compte correspond au calcul du nombre de phonons donné par la fonction de dis-
tribution qui lui est associée. Ce nombre n’est rien d’autre que le taux d’excitation
qui permet d’obtenir la densité d’énergie associée à cette forme d’excitation.
Déterminons donc cette fonction de distribution, en particulier nous allons voir
quelle est sa forme, bosonique ou fermionique, et nous allons donner quelques
précisions sur le potentiel chimique de ces phonons.
Le choix de la forme de la fonction de distribution se fait en considérant que
les excitations collectives peuvent être en nombre illimité. Ainsi chaque état d’ex-
citation peut avoir un nombre d’occupation illimité [63]. Une telle propriété en
physique quantique ne peut qu’être associée à un spectre de Bose. Par ailleurs, le
nombre de phonons, Nph, qui ne sont rien d’autre que des quasi-particules, est dé-
terminé par la condition d’équilibre thermique. C’est-à-dire que nous devons avoir,
à volume et température ﬁxés, la relation suivante :
∂F
∂Nph
= 0 (3.13)
où F désigne l’énergie libre. Or cette quantité représente en réalité le potentiel
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chimique, ainsi nous avons µph = 0. La fonction de distribution qui est donc
associée à nos excitations collectives s’écrit :
n(~ω) =
1
e~ω/kBT − 1
(3.14)
où ~ω déﬁnit l’énergie du phonon d’impulsion q. À partir de là, en intégrant sur
tous les états, c’est-à-dire sur toutes les impulsions, nous retrouvons la densité
d’énergie associée à ces excitations. Ainsi en prenant soin de bien séparer les deux
composantes de l’impulsion qui jouent un rôle diﬀérent, nous pouvons établir que
cette densité d’énergie s’écrit :
E(T ) =
∫ pi/L
−pi/L
dqz
2pi
∫
d2q||
(2pi)2
~ω(q)
1
e~ω(q)/kBT − 1
(3.15)
Cette quantité sera l’élément de base pour notre étude thermique de la croûte
interne qui va suivre. Car en général les modèles d’évolution thermique utilisent
une quantité dérivée de la densité d’énergie, la chaleur spéciﬁque qui entre en
tant que coeﬃcient dépendant de la température dans les équations diﬀérentielles.
Celle-ci se déﬁnit à volume constant de la manière suivante :
Cv(T ) =
∂E
∂T
∣∣∣∣
V
(3.16)
Pour anticiper un peu sur l’analyse des résultats que nous allons obtenir, nous
traitons le cas particulier de la relation de dispersion linéaire, ω = uq, qui se trouve
avoir une solution analytique. En eﬀet la primitive dont nous avons besoin s’écrit :∫
dZ
Zα−1
eZ − 1
= Γ(α)ζ(α) (3.17)
où Γ est la fonction gamma et ζ la fonction zêta de Riemann. Nous avions mon-
tré auparavant que la première branche acoustique suivait approximativement la
relation ω = usq, ce qui correspond à α = 4 et ainsi nous trouvons :
Csv =
2pi2k4BT
3
15~3u3s
≡ bT 3 (3.18)
Et pour la seconde branche acoustique qui suit approximativement la relation
ω = u′sq||, nous avons α = 3 et nous obtenons :
Cs
′
v =
3ζ(3)k3BT
2
pi~2u′s
2L
≡ aT 2 (3.19)
où nous avons ζ(3) = 1.202 . . . . Ces formules que nous venons d’obtenir nous
fourniront des outils puissants pour vériﬁer la validité de nos résultats.
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3.2.2 Calcul de chaleur spécifique
Ainsi en se rappelant que l’énergie ~ω qui provient de nos calculs de spectres
est indépendante de la température, nous trouvons que dans la chaleur spéciﬁque
seule la fonction de distribution se trouve être dérivée par rapport à la température
et nous écrivons donc :
Cv(T ) =
∫ pi/L
−pi/L
dqz
2pi
∫
d2q||
(2pi)2
~
2ω2(q)
kBT 2
e~ω(q)/kBT
(e~ω(q)/kBT − 1)
2 (3.20)
Pour le calcul numérique de Cv avec une relativement bonne approximation
nous utiliserons la méthode de quadrature de Gauss. Cette méthode consiste à
interpoler la fonction à intégrer sur un segment à l’aide de polynômes de Le-
gendre, puis d’approcher la valeur de l’intégrale recherchée en intégrant ce poly-
nôme. L’avantage de cette méthode est qu’elle transforme l’intégrale en une somme
de points où la fonction est estimée correspondant aux racines du polynôme tout
en donnant une très bonne approximation.
Pour commencer nous allons nous placer à température constante T = 109 K et
nous allons étudier la contribution des modes collectifs à la chaleur spéciﬁque pour
les diﬀérents exemples de structures en « lasagnes » calculés à partir du modèle
d’Avancini et al. [6].
Sur la ﬁgure 3.15 nous montrons de nouveau la même ﬁgure que présentée
en introduction, ﬁgure 9, mais ici nous avons ajouté la contribution que nous
venons de calculer dans le cadre noir. Le but ici est de nous montrer où se situe
cette nouvelle contribution dans l’ensemble de la ﬁgure et de voir quelle est la
tendance approximativement. Pour information la température correspond à une
energie 109K = 86.17k−1B keV et l’échelle de chaleur correspond à 10
18ergK−1cm−3 =
7.246 10−6kBfm
−3.
La ﬁgure 3.16, qui suit, est en quelque sorte un agrandissement du cadre noir
précédent, mais ici nous avons ajouté aussi la contribution du seul mode sonore
existant ici, um+, calculé à l’aide de l’équation 3.18 pour une matière homogène à
l’équilibre β en comparaison.
Sur cette ﬁgure sont donc représentées la contribution des électrons en tant que
gaz de Fermi dégénéré ultra-relativiste en trait continue vert (en haut), puis juste
en dessous vient la contribution des modes collectif en pointillés noir, en descendant
encore un peu nous trouvons la contribution des pairs de Cooper de neutrons
en tirés bleu et enﬁn tout en bas en pointillé rouge se trouve la contribution
du mode sonore pour une matière homogène à l’équilibre β. Il est tout à fait
remarquable de voir ici que la contribution des modes collectifs vient restaurer celle
des paires de neutrons faiblement appariés, qui en raison de la décroissance de leur
contribution de la forme e−∆/kBT , sont bien en dessous des modes collectifs. La
contribution des électrons reste elle dominante malgré tout à cette température.
149
Fig. 3.15: Représentations des diﬀérentes contributions à la chaleur spéciﬁque en
fonction de la densité et à T = 109 K d’après Fortin et al. 2010 [44]. Le cadre noir
permet de localiser la zone dans laquelle intervient la chaleur spéciﬁque que nous
venons de calculer.
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mogène à l’équilibre β, en fonction de la densité.
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Et enﬁn nous pouvons conclure en première approche que ces modes collectifs
ont leur contribution qui est essentiellement liée à la structuration de la matière
puisque le mode sonore pour une matière homogène à l’équilibre β vient largement
en dessous de toutes les autres contributions.
La ﬁgure 3.17 montre les diﬀérentes contributions à la chaleur spéciﬁque des
excitations collectives pour diﬀérents cas considérés précédemment. Le cas de réfé-
rence, c’est-à-dire avec le jeu de conditions aux bords numéro 1 et avec l’interaction
DDHδ, est représenté en trait continu (rouge), au dessus vient le cas utilisant la
même interaction mais avec le jeu de conditions aux bords numéro 3 en pointillés,
puis encore au-dessus vient le cas calculé sans entraînement en tirés (bleus) et
enﬁn tout en haut en pointillés (magenta) vient le cas calculé pour l’interaction
Sly4 avec le jeu de conditions aux bords numéro 1 et avec entraînement. Ce que
nous pouvons constater sur cette ﬁgure est que le changement de conditions aux
bords ou le retrait de l’entraînement ne font diﬀérer les courbes que de quelques
pour-cent par rapport à la référence. Par contre, de manière surprenante nous trou-
vons que la contribution calculée avec l’interaction Sly4 est 2 à 3 fois supérieure
au cas de référence alors que la pente us de la première branche acoustique est
plus grande pour cette interaction. Sur les ﬁgures 3.12 nous remarquerons que la
seconde branche acoustique a une pente u′s bien inférieure au cas de référence, ce
qui explique cette augmentation ﬂagrante de la chaleur spéciﬁque.
Nous allons maintenant prendre l’exemple de « lasagne » utilisé jusqu’à présent
en référence à densité baryonique nB = 0.0800 fm
−3 présenté dans le tableau 3.1
et nous allons étudier la dépendance de la chaleur spéciﬁque qui découle de son
spectre d’excitation pour diﬀérentes températures comprises entre T = 0.3 109 K
et T = 3.1 109 K.
Sur la ﬁgure 3.18 sont représentées la dépendance en température de la contri-
bution des excitations collectives pour les lasagnes à nB = 0.0800 fm
−3, ainsi que
la courbe approchant la contribution des modes collectif calculés à partir des équa-
tions 3.18 et 3.19 pour des pentes moyennes us = 0.0785 c et u′s = 0.0458 c. Nous
avons aussi donné la dépendance en température de la contribution du gaz dégé-
néré d’électrons ultra-relativistes qui est donné par :
Cel.v =
k2Bµ
2
eT
3(~c)3
(3.21)
en prenant ne = np.
Tout d’abord nous trouvons que le calcul de chaleur spéciﬁque suit de près la
formule approché de type aT 2+ bT 3, ce qui conforte notre modèle d’intégration et
qui nous indique surtout que ce sont les branches acoustiques, qui participent prin-
cipalement à la chaleur spéciﬁque, notamment celle ayant la pente u′s = 0.0458 c,
comme prévu.
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Fig. 3.17: Contributions à la chaleur spéciﬁque des excitations collectives en fonc-
tion de la densité pour le cas de référence, pour le cas sans entraînement, pour le
cas avec l’interaction de type SLy4 et enﬁn pour le cas avec le jeu de conditions
aux bords 3 en fonction de la densité.
Ensuite le point remarquable est qu’à des températures raisonnables de quelques
109 K la contribution des modes collectifs devient supérieure à celle des électrons
devenant ainsi la contribution dominante. Ainsi cette contribution des modes col-
lectifs devra nécessairement être prise en compte par la suite dans les modèle
d’évolution thermique des étoiles à neutrons, notamment sous sa forme aT 2+ bT 3
pour avoir une formulation simple du problème.
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Fig. 3.18: Dépendance à la température de la contribution à la chaleur spéci-
ﬁque des excitations collectives (courbe continue rouge) et des électrons (courbe
avec des tirés bleus) pour l’exemple de « lasagne » présenté précédemment. La for-
mule approximative donnant la contribution des excitations collective est tracée en
pointillés noirs. Les calculs ont été fait pour des « lasagnes » à densité baryonique
nB = 0.0800 fm
−3 et pour une proportion moyenne de protons Yp = 0.2278.
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Conclusion et perspectives
« La plus magniﬁque leçon d’Astronomie populaire qui ait jamais été
donnée au grand public est assurément l’expérience mémorable faite ici
même il y a un demi-siècle par LÉON FOUCAULT. C’était la démons-
tration pratique, évidente, majestueuse, du mouvement de rotation de
notre globe et l’aﬃrmation grammaticale du titre de planète, ou “astre
mobile”, pour le monde que nous habitons. Il y a là, en eﬀet, dans cette
expérience, une leçon astronomique, philosophique et sociale. »
Camille Flammarion, Notice Scientifique sur le pendule du panthéon
(1902)
Nous nous sommes intéressés à une forme d’excitation thermique dans la croûte
interne des étoiles à neutrons non encore étudiée. En eﬀet, jusqu’à présent dans
cette partie de l’étoile, généralement deux formes d’excitations étaient considérées
séparément. La première, correspond aux « vibrations » du réseau formé par les
structures, alors que la seconde correspond aux ruptures des paires de Cooper
de neutrons liés à leur échappement des noyaux. Mais, en réalité, il est clair que
les structures et le gaz de neutrons échappés sont couplés et ainsi le réseau ne
peut certainement pas « vibrer » sans interagir avec le gaz de neutrons, d’autant
plus que les propriétés des superﬂuides de neutrons ne s’arrêtent pas aux simples
ruptures des paires mais nous autorisent aussi à avoir une approche collective des
excitations.
C’est donc avec ces idées que nous avons abordé cette étude. Ainsi, nous avons
opté pour une approche hydrodynamique aﬁn de simpliﬁer le problème tout en
prenant en compte les propriétés aussi bien microscopiques que macroscopiques
qui sont essentielles à nos yeux, ce qui nous a conduit, non seulement à traiter
des équations générales de l’hydrodynamique des superﬂuides à plusieurs compo-
sants mais aussi à mettre en œuvre l’interaction nucléaire à travers les calculs de
paramètres hydrodynamiques tels que les potentiels chimiques ou l’entraînement.
Ainsi, nous avons appliqué ce formalisme à l’étude de ces structures bien parti-
culières de la croûte interne que sont les phases « pasta ». À partir de là, en prenant
quelques hypothèses simples, nous avons déﬁni les conditions physiques dans les-
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quelles est placée notre étude. Nous avons pour cela choisi de considérer que la
matière serait composée de neutrons, protons et électrons dont les proportions
sont ﬁxées par l’équilibre β. Quelques considérations sur l’interaction nucléaire
nous ont permis de développer notre modèle dans l’approximation de tempéra-
ture nulle. D’autres hypothèses tout à fait raisonnables, telle que l’omission de
la gravitation ou de l’interaction électrique, nous ont permis d’éliminer quelques
sources de problèmes complexes. Et pour des raisons de simplicité aussi, nous nous
sommes concentrés pour l’heure sur les structures en forme de plaques appelées
« lasagnes ». Enﬁn, le problème des excitations collectives, à proprement parler, a
été décrit en étudiant la propagation de perturbations par rapport à un équilibre
hydrostatique dans ces structures. Ainsi, nous avons pu éliminer certains termes
en considérant la localité et l’équilibre du système.
La représentation de ces structures, de même que le comportement de la matière
aux interfaces, a été la source principale du problème théorique. Ainsi nous avons
établi plusieurs jeux de conditions aux bords plus ou moins réalistes à des ﬁns
de vériﬁcation de notre modèle. Nous nous sommes, notamment, penchés sur deux
catégories de conditions aux bords. La première, dite cinématique, nous a permis de
réﬂéchir au comportement des superﬂuides. En eﬀet, la formulation des équations
pouvait nous conduire fondamentalement à considérer des interfaces distinctes pour
les neutrons et pour les protons, ce que nous avons tenté d’éviter. Par ailleurs,
intuitivement la présence des neutrons de part et d’autre des interfaces pouvait
aussi nous conduire à envisager des passages de neutrons d’une phase à l’autre.
Là aussi, nous avons pu formuler des équations de telle sorte que nous avons
fait l’économie d’une telle hypothèse. L’autre catégorie de conditions aux bords,
dites dynamiques, nous a fait réﬂéchir fondamentalement sur le phénomène de
superﬂuidité et son origine quantique. En eﬀet, nous avons évoqué les possibilités de
sources de mouvements de ﬂuides tout à fait particulières à l’hydrodynamique des
superﬂuides. Dans le domaine de la mécanique des ﬂuides classiques, le mouvement
provient du gradient de pression non nul. Dans le cas des superﬂuides à plusieurs
composants, chaque ﬂuide peut se mouvoir quasi indépendamment et les équations
hydrodynamiques laissent apparaître un gradient de potentiel chimique comme
source de mouvement. Ainsi, à partir de ces considérations, nous avons formulé
deux formes de conditions aux bords diﬀérentes qui ont été étudiées par la suite.
Finalement, la fermeture du système d’équations linéaires s’est faite en prenant en
compte la périodicité du milieu à travers le théorème de Floquet-Bloch.
La résolutions des équations du problème nous a permis d’obtenir de nombreux
résultats intéressants. Nous avons ainsi commencé cette partie concernant les ré-
sultats en nous fondant en particulier sur un exemple de plaques calculées par le
groupe d’Avancini et de ses collaborateurs, issu du modèle présenté dans [6]. Nous
avons surtout pris le jeu de conditions aux bords qui nous semblait le plus satis-
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faisant physiquement. Dans ce cas, nous avons obtenu des spectres d’excitations
remarquables au vue de l’objectif que nous nous étions ﬁxé. Outre le fait que ces
spectres sont tout à fait caractéristiques des milieux périodiques par l’apparition de
nombreuses branches optiques, nous avons pu constater que deux branches acous-
tiques pouvaient exister selon l’angle de propagation de l’excitation. La première
branche, celle qui reste à angle nul, a pu être « décortiquée » en prenant un modèle
simple et nous avons pu expliqué la cause de sa pente à l’origine grâce à ce mo-
dèle. La seconde branche acoustique, n’apparaissant que pour des angles non nuls,
a une pente à l’origine inférieure à la précédente et ne doit son existence qu’à la
géométrie des structures considérée. Ce sont ces deux branches acoustiques qui ont
joué un rôle capital dans le calcul des chaleurs spéciﬁques, puisque leurs pentes,
de quelques centièmes de c, correspondent à des valeurs où elles contribuent par-
ticulièrement à cette quantité thermique. Par la suite, nous avons fait une étude
paramétrique des spectres nous conduisant à exclure la plupart des autres jeux de
conditions aux bords considérés et à voir que que la forme d’interaction joue un rôle
important, notamment à travers les valeurs des vitesses du son, mais ne change pas
fondamentalement la forme des spectres. Puis, nous avons remarqué que l’entraî-
nement, caractéristique des superﬂuides à plusieurs constituants, n’avait presque
pas d’inﬂuence sur les résultats. Et enﬁn, l’extrapolation aux autres structures,
bien que hasardeuse en terme d’interprétation physique du modèle, nous a permis
d’envisager que les structures voient leur contribution aux excitations thermiques
augmenter en réduisant la densité baryonique moyenne.
Puis, pour terminer cette étude nous avons appliqué ces résultats à l’objet initial
de ce projet, c’est-à-dire au calcul des chaleurs spéciﬁques. Après quelques consi-
dérations physiques nous conduisant à prendre une distribution bosonique pour
ces excitations, nous avons calculé numériquement les quantités thermiques que
nous cherchions. Et bien qu’attendu au regard des pentes à l’origine des branches
acoustiques, mais ici nous l’avons quantiﬁé, cette forme d’excitation collective est
devenue l’une des contributions importantes, si ce n’est dominante selon le cas, à la
chaleur spéciﬁque. Ainsi, là où les neutrons voyaient leur contribution disparaître
en raison du niveau élevé de l’énergie d’appariement par rapport à la tempéra-
ture, cette forme d’excitation vient restaurer cette suppression. Il est désormais
inévitable de considérer ces excitations collectives dans les calculs de propriétés
thermiques des étoiles à neutrons. Pour l’heure, il n’est pas possible de déterminer
si les résultats liés aux observations d’étoiles à neutrons fondés sur cette propriété
de suppression de la contribution des neutrons seront invalidés. Néanmoins, il est
certain qu’une étude dans ce sens s’impose aﬁn de lever le doute, notamment parce
que cette forme d’excitation devra remplacer à terme celle appelée « excitations
des ions » dans cette partie de l’étoile. Mais pour cela, il faudra inclure dans le
modèle l’interaction électrique et le gaz d’électrons dégénérés.
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Cette tendance a été vériﬁée pour les divers paramètres sur lesquels il était
possible de jouer, notamment l’entraînement, les autres conditions aux bords ou
la forme d’interaction.
Enﬁn une étude de dépendance à la température nous a conduit, non seulement
à valider notre modèle du fait du bon ajustement de l’interpolation déduite de
certaines considérations physiques aux chaleurs spéciﬁques calculées à partir des
spectres d’excitations, mais aussi à constater qu’à partir de quelques 109 K, la
contribution des excitations collectives pouvait dominer celle du gaz d’électrons.
En perspective, il semble que deux points pourraient être développés dans ce
modèle. Premièrement, il est nécessaire d’introduire le gaz d’électrons dans ce mo-
dèle ainsi que son couplage avec les protons via l’interaction électrique. Cette étape
se décompose en deux temps. Il faut d’abord calculer le champs électrique créé par
la matière non neutre localement, puis prendre en compte comme constituant à
part entière, les électrons. Ces derniers n’ont pas un comportement ﬂuide comme
les protons ou les neutrons, puisqu’ils sont fortement dégénérés et donneront nais-
sance à un mode supplémentaire, qui peut être assimilé aux plasmons. Plusieurs
travaux sur les couplages électrons-protons et les plasmons ont été fait dans ce sens
pour la matière homogène [82, 11]. Il faudra par la suite déterminer comment les
appliquer au cas des excitations collectives dans la matière structurée. Le deuxième
point qui reste à développer est l’extension de ce modèle aux autres géométries.
Pour cela, nous pourrons nous inspirer des travaux développés pour les structures
cristallines à trois dimensions, tels que dans [20].
Une fois ces deux étapes accomplies, nous pourrons enﬁn remplacer la contri-
bution appelée « excitations des ions » par celle que nous aurons obtenue. Et nous
aurons à ce moment là les valeurs de la chaleur spéciﬁque pour cette forme d’ex-
citation calculée sur l’ensemble de la croûte interne.
Cette étape sera le début des études d’eﬀet sur l’évolution thermique, car ces
chaleurs spéciﬁques, qui sont très bien ajustées par l’interpolation, pourront être
introduites dans des codes d’évolutions thermique d’étoiles à neutrons, tel que
celui développé par Dany Page [76]. Ainsi, nous pourrons quantiﬁer à quel point
les courbes d’évolution thermique changent avec cette nouvelle forme d’excitation
thermique.
En guise de raﬃnement du modèle, il sera possible à ce moment là d’introduire
une température non nulle pour l’ensemble du modèle. Ceci impliquera, non seule-
ment l’introduction d’un ﬂuide dit « normal » dans l’hydrodynamique, mais aussi
fera changer les caractéristiques des structures en fonction de leur température.
Ainsi, l’étude des excitations collectives dans la croûte interne des étoiles à
neutrons n’en est qu’à un stade exploratoire et recèle des perspectives extrêmement
prometteuses.
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« [. . . ] l’homme sage doit toujours s’engager dans les voies frayées par
des grands hommes [. . . ] ; et faire comme les archers avisés qui, connais-
sant la force de leur arc, si le but qu’ils veulent frapper leur paraît trop
éloigné, prennent leur visée beaucoup plus haut que le lieu ﬁxé, non
pour que leur ﬂèche parvienne à une telle hauteur, mais pour que cette
visée si haute leur permette d’atteindre le point désigné. »
Machiavel, Le Prince (1532)
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